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Abstract
With the recent advent of novel multi- and many-core hardware architectures, application programmers have to
deal with many hardware-speciﬁc implementation details and have to be familiar with software optimization tech-
niques to beneﬁt from new high-performance computing machines. Highly eﬃcient parallel application design is in
fact an interdisciplinary process involving domain speciﬁc and IT experts. Therefore, this paper aims to present early
experiences with computationally demanding applications, development eﬀorts and evaluation of their performance
on the new family of Intel Xeon 7500 processors. We selected two application benchmarks applicable to real quantum
chemistry and Computational Fluid Dynamics (CFD) problems as they can potentially take advantage of parallel pro-
cessing on novel hardware architectures and built-in new features. Additionally, we discuss various parallel software
improvements to mentioned applications, including appropriate changes to data structures as well as to communica-
tion and synchronization routines to deal with multi-level parallelism and hybrid hardware architectures. The obtained
results conﬁrmed that new hardware solutions can improve the overall application performance. However, in order
to obtain a high level of parallel scalability various application modiﬁcations and tuning procedures are required as
hardware conﬁgurations, including processors characteristics, interconnects and topologies, and they have a great
inﬂuence on large-scale simulations.
Keywords: Intel Xeon 7500, parallel applications, high performance computing, quantum chemistry, CFD, petascale
computing
1. Introduction
With the recent advent of many-core processors we observed a signiﬁcant shift in computational science as well
as in many classical commercial software packages. Today, to run the code eﬃciently on a certain massively par-
allel hardware architecture a scientist has to be familiar not only with domain-speciﬁc algorithms and parallel data
structures [15, 14]. In this paper we present two complementary benchmarking experiments on scientiﬁc applications
representing numerical algorithms related to large scale quantum-chemical and computational ﬂuid dynamics (CFD)
calculations. The ﬁrst legacy application was redesigned and implemented from scratch to take advantage of new
high performance features built-in in new Intel processors. In contrast, the second application was not optimized and
we used it mostly to benchmark the legacy scientiﬁc code. In comparison to its predecessors, a new Intel Xeon 7500
family proved to be successful during benchmarks presented in this paper. With the use of a set of well-deﬁned testing
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Table 1: A short summary of key features provided by Intel Xeon processors
Intel Xeon processor type L7555 L5640 L5518 E5345
Technology (nm) 45 32 45 65
Cores per socket 8 6 4 4
Intel Turbo Mode Yes No
Intel HT Yes No
Core frequency (MHz) 1866 2267 2133 2333
L1 cache size 32 KB Inst / 32 KB Data per core
L2 cache size 256 KB per core 4096 KB per core
L3 cache size 24 MB 12 MB 8 MB No
Integrated memory controller Yes 2xSMI Yes No
Front side bus FSB No 1333 MHz
Memory transfer rate/socket 34 (GB/s) 32 (GB/s) 25.6 (GB/s) 21 (GB/s)
Intel Quick Path Interconnect 4 Links(5.86 or 4.80 GT/s) 2 Links(5.86 GT/s) 2 Links(5.86 GT/s) No
Number of threads/core 2 2 2 1
TLB Page Size 4KB, 2MB, 1GB 4KB, 2MB, 1GB 4KB, 2MB 4KB, 2MB
TDP(W) 95 60 60 80
benchmarks we successfully examined a new Intel Xeon 7500 family member in contrast to its predecessors. The
obtained performance results are discussed in details for two applications representing in fact two diﬀerent computing
intensive benchmarking procedures. The rest of this paper is organized as follows. In Section 2 we brieﬂy describe
main hardware characteristics of diﬀerent Intel Xeon processors widely adopted in the high performance computing
area. Section 3 presents main assumptions and challenges for computationally demanding simulations for quantum
chemistry. Additionally, in this section we discuss various parallel algorithm design issues and improvements that we
implemented to take advantage of novel hardware architectures for advanced simulations in quantum chemistry. In or-
der to verify the eﬃciency of new Intel processors, the impact in particular of memory size, bandwidth and latency on
the overall application performance, we decided to experiment with Lattice Boltzmann methods (LBM) simulations
that are discussed in Section 4. Section 3 and Section 4 also include detailed descriptions of application benchmarks
and the obtained experimental results on diﬀerent Intel Xeon processors and their large-scale conﬁgurations. Section 5
concludes our paper and proposes future directions for application experiments as well as new challenges we envision
for peta- or even exascale computing in the near future, from both software development and hardware perspectives.
2. Hardware architecture
The Intel Xeon 7500 family is the ﬁrst generation of eight core Intel CPUs dedicated to more than dual socket
servers, it is also the ﬁrst eight core processor with integrated memory controller and QPI interface. Intel Xeon
7500 family processors have been designed with all the advantages of 45nm Hi-k metal gate silicon technology.
This process technology uses a combination of Hi-k gate dielectrics, conductive materials, and a 45 nm lithography
process to improve transistor size and properties such as reduce electrical leakage, chip size, power consumption, and
manufacturing costs [7]. Intel Xeon L7555 is a 45 nm eight core monolithic die with 24MB of L3 cache, 4 channel
integrated memory controller and integrated 4 ports of Quick Path Interconnect interface build out of 2.3 billion
transistors. The Intel Xeon L7555 cache hierarchy has three levels, L1 and L2 staying fairly small and private to each
core, while the L3 cache is much larger. Each core in Nehalem-EX has a private 32KB ﬁrst level L1 Instruction and
32kB Data Cache. In addition the uniﬁed 256KB L2 cache is 8 way associative and provides extremely fast access to
data and instructions; the latency is typically smaller than 11 clock cycles. The Intel Xeon 7500 family has 24MB L3
cache, which gives 3 MB per core. This ratio is better than Intel Xeon 5600 family oﬀers. Intel Xeon L7555 has many
RAS features and technology dedicated for Mission Critical computing. Some of these features might also be useful
in HPC scenarios especially to enhance the reliability of the system and implement more sophisticated checkpoint
mechanisms. All these enhancements may have diﬀerent performance implications depending on the ﬁelds and areas
of application. For Intel Xeon L7555 theoretical performance we have = 1.86 GHz x 4 operations per clock x 8 cores
= 59.52 GFLOPS. This is theoretical performance only, and does not fully reﬂect the real life scenario. The main
processors characteristics are surmised in Table 1.
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3. Quantum chemistry application
3.1. Motivations
The Schro¨dinger equation provides the foundation for the calculation of the electronic structure of atoms and
molecules. Unfortunately, it is solvable exactly only for the simplest one-electron systems. For many-electron systems
approximation schemes are mandatory and signiﬁcant computational eﬀort is usually involved. Despite the general
success of the commonly used orbital methods, in which each electron is assumed to move in the average ﬁeld of
the other electrons, the number of quantum-chemical problems that may be solved to a high accuracy by performing
such calculations is rather restricted. This is particularly observable for light atoms and molecules, where the orbital
methods, such as the Hartree-Fock or conﬁguration interaction, are not capable of yielding results of spectroscopic
accuracy. In such a case, specialized techniques with qualitatively correct description of electron correlation are
indispensable.
Over the years, a number of variational methods of solving the Schro¨dinger equation have been proposed and
developed, taking into account the electron correlation explicitly in the construction of trial wave function. It was
ﬁrst demonstrated many years ago by Hylleraas for atoms [8] and by James and Coolidge for molecules [9]. Their
wave function represented in the basis set of exponential functions is known to describe asymptotics of the exact wave
function properly. However, the area of the application of the Hylleraas and the James-Coolidge wave functions is
strictly limited to the low-lying states up to three-electron atoms and diatomic two-electron molecules respectively,
due to inherent diﬃculties in the accurate and eﬃcient calculations of many-electron and multicenter integrals.
In this paragraph we introduce a minimum physical underpinnings needed to understand the origins of our algo-
rithm. We shall refer to the formulas given here while describing particular elements of the algorithm. We attempt to
solve variationally the Schro¨dinger equation
HΨ = EΨ , (1)
where Ψ is the wave function corresponding to a particular state of an atom or a molecule, H is the clamped nuclei
Hamiltonian describing all the Coulomb interactions between electrons and nuclei as well as the kinetic energy of the
electrons, and E is the electronic energy of the system. In solving this equation for a given Hamiltonian we search
for both the energy and wave function. The trial wave function will be represented as a K-term linear combination of
N-electron ECG basis functions φi
Ψ =
K∑
i=1
ci φi , (2)
where
φi = A
{
P
[
ΠNk=1gik(rk) exp
( N−1∑
p=1
N∑
q=p+1
βipr r2pq
)]
Θ
}
. (3)
In the above deﬁnition, rk are electron spatial coordinates, rpq are interelectronic distances, A is the antisymmetrizer
working on space and spin coordinates, P is the spatial symmetry projector, Θ is the N-electron spin function and the
Cartesian Gaussian functions gik are given by
gk(rk) = (xk − Akx)l (yk − Aky)m (zk − Akz)n exp(−α |rk − Ak |2). (4)
The antisymmetry projector A ensures that the wave function takes properly into account the indistinguishability of
the particles – one of the most fundamental physical property of systems with identical particles. When acting on
the electron coordinates it generates a sum N! terms diﬀering by electron coordinate permutations. The N! explosion
aﬀects all the matrix elements and, in highly accurate energy calculations, becomes the main factor limiting the size of
the studied systems to a few electrons. The non-linear variational parameters α, β and A are variables of optimization
process. The total number of the nonlinear parameters depends on the size of the atom or molecule (expressed by
the number of electrons N and nuclei) and on the size of the expansion (2). In the most demanding cases the wave
function (and so the energy) depends on over 100 000 non-linear parameters. Finding an energy minimum in a space
with so many dimensions is a highly nontrivial and computationally very demanding task. For a given set of the non-
linear parameters, the optimal vector of the linear parameters ci and the corresponding approximation  to the exact
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electronic energy can be found by solving the Schro¨dinger equation represented in the matrix form of the general
symmetric eigenvalue problem (GSEP)
H c =  Sc , (5)
where the matrix of the Hamiltonian H and the overlap matrix S are built of elements expressed by 4N-dimensional
integrals over all coordinates dV1 . . . dVN of the electrons [2, 24, 3]
Hi j =
∫
φiHφ j dV1 . . . dVN , (6)
Si j =
∫
φiφ j dV1 . . . dVN . (7)
The above method is, in principle, general and can be applied to any N-electron atomic or molecular system. Rou-
tinely, such calculations are performed for the systems with up to four electrons yielding state-of-the-art accuracy
for the energy and other properties [3, 5, 21]. To move further on to larger systems, while keeping the accuracy at
analogous level, is our present day challenge. Fortunately, currently accessible computational resources give chance
for a progress in calculations towards the systems with ﬁve, six and even seven electrons. The most natural way it can
be achieved is a transformation of the existing sequential algorithms to parallel versions [4, 11]. In the next step, we
need to perform large scale tests to compare diﬀerent strategies for optimization and to select critical sections of the
implemented programs, which depend on high-performance computing architecture employed. Part of our experience
in this ﬁeld is discussed in the next sections.
3.2. New algorithm
The general calculation schemes based on ECG functions seems to be well established, but the application to
a system with each additional electron involves reanalysis of the algorithms. In order to achieve the spectroscopic
accuracy for a few-electron system, we need to use the basis set built of ∼ 103 − 104 functions φi. Next, we have to
perform large scale energy minimization in a multidimensional space spanned by the variational parameters. During
the optimization the energy  has to be evaluated 106 − 107 times in order to get closer and closer to the exact energy
E. The main problem of this large scale optimization is the omnipresence of local minima which potentially prevents
from getting close to the global minimum and, what is more, the number of such minima tends to increase rapidly with
the size of the problem. There are plenty of diﬀerent methods for the optimization, but the deterministic optimization
with the moves downwards on the slope of the function according to a certain well-deﬁned strategy (i.e. methods with
or without energy gradient) seems to be the best choice for a given number of basis functions, K.
Based on the theory presented above, we implemented computational procedures in a hybrid parallel computing
model combining the Message Passing Interface (MPI), to allow processes to communicate over the network, to-
gether with the shared memory model (multithreading) on local nodes. In order to present main functional blocks, a
simpliﬁed version of the core algorithm is presented in Fig. 1.
The most computationally demanding sections of the program are named: scalar and vector parts. The scalar
part computes the matrix elements of the Hamiltonian H , Eq. (6), and the overlap matrix S, Eq. (7). As mentioned
above, the complexity of the algorithm depends factorially on the number of electrons of the quantum system due
to permutation of the electrons (generated by the antisymmetrizer A of Eq. (3)) in the basis function φi. The vector
part consists of the solution of GSEP, Eq. (5). This time-consuming component of the algorithm is based on a
Cholesky decomposition of the matrix H − εt S with a trial value εt assumed close to the desired energy . Next,
we use the inverse iteration procedure [20] to improve the energy εt by solving in each iteration a triangular system
of equations – the energy converges to  in a few iterations. In total, the vector part can be evaluated in O(K3)
operations. Below we describe also an updating procedure which enables diminishing the execution time to O(K2).
The next critical element of the algorithm is the optimization of the very large number of non-linear variational
parameters α, β and A. Our experience from sequential version of the algorithm suggests to use iterative optimization
procedure from i = 1 to i = K tuning in i-th step the parameters of the basis function φi. Thus, it implies changes
of variational parameters deﬁning objective energy function during the optimization process being controlled by the
Powell’s conjugate directions method [19]. If new parameters do not cause further energy improvements, the algorithm
is stopped.
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Figure 1: Generic steps representing main quantum-chemical computa-
tional procedures
Figure 2: Functional and parallel decompositions proposed for the leg
quantum chemistry application
A single execution of scalar and vector parts for given parameters set constitutes what we call the optimization
shot and it gives a single value of the energy . In practice, a number of required shots to reach the convergence turned
out to be of the order of 100 times the number of the nonlinear parameters. For example, in a real case (LiH molecule)
of a 4-electron wave function with 2400 terms and 14 nonlinear parameters per term, the following task has to be
completed more than 106 times:
• scalar part - evaluation of the matrix elements Hi j , Si j, with thousands of ﬂoating-point operations per each
element,
• vector part - solution of the GSEP for matrices with K = 2400 rows and columns.
3.3. Application improvements
In this section we brieﬂy discuss all the parallelized parts of the algorithm and improvements we introduced to
the legacy code. Please note that the scalar part is built on a distributed shared memory model. All elements of the
matrices H and S can be calculated independently, so there are no synchronization points in the execution and the
scalability of our algorithm on many cores we took for granted. Potentially, it would be possible to split the single
matrix element evaluation on N! independent tasks related to the permutation of electrons. We are going to utilize
this feature in the future versions. It will be particularly valuable for the systems with 6, 7 electrons, where there are
hundreds of permutations. With the 4 electron system (N = 4), the scalability barrier can be achieved for both the 64
Intel Xeon 5345 and Xeon 7500 processors.
The second part implemented in parallel is the vector part based on the shared memory model. The GSEP algo-
rithm contains the following dominant operations: the Cholesky decomposition, a solution of the triangular system of
equations, and matrix-vector multiplication. We decided to use the highly eﬃcient BLAS/LaPACK implementation
called GotoBLAS2 to accelerate these operations [28]. In a nutshell, GotoBLAS2 uses new algorithms and memory
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techniques for optimal performance of the BLAS routines. The GotoBLAS2 library takes advantages of new archi-
tecture features in processors and interprocessor communication techniques and enhance multi-threaded execution of
BLAS routines on node.
The most complex function is the Cholesky decomposition (O(K3)). The full Cholesky decomposition is calcu-
lated once per (average) tens iterations of Powell’s optimization of nonlinear parameters (see Fig. 2). In the remaining
inter steps the updating of the Cholesky decomposition is invoked related to single row/column change O(K2). So,
the most time-consuming operation in the GSEP algorithm is a solution of the triangular system of equations with
biggest constant at O(K2). Unfortunately, it’s nature does not warrant linear scalability with the increase in the num-
ber of processors. The performance tests we conducted shown clearly, that with the matrices of the size K ≥ 4000
increasing a number of cores to more than 8 brings no performance gain in the execution of the GSEP algorithm. The
overall architecture of the GSEP algorithm is as follows. At the beginning, the master MPI process reads all input
parameters, and subsequently it broadcasts tasks to the other MPI processes. If a single MPI process have received
the data, it starts calculation of the elements in H and S. Each process calculates a diﬀerent part of the matrices,
and returns results to the master process. Then, if all requests are completed and available to the master process, it
calculates the initial energy by the GSEP algorithm. At this stage, a new multi-threaded GotoBLAS2 library is used.
Once the initial energy is calculated, the nonlinear optimization process for subsequent rows of theH and S matrices
starts. Optimization parameters for the single row consist of (on average) tens of optimization shots - calculation of
the elements of single row and then GSEP algorithm call. During the optimization shot, all worker processes calculate
row elements, while the master process is using parallel threads performs the GSEP algorithm.
3.4. Performance tests
Our performance and scalability tests were performed for a 6-electron molecule (CH+, metylidenium cation) with
the wave function expanded in 1024 basis functions (K = 1024). In all performed experiments we have measured
the execution time to optimize the ﬁrst 10 rows of H and S matrices. Tests were successfully performed on the fol-
lowing Intel Xeon processors available in three diﬀerent computing clusters (see Table 1 for more detailed processors
characteristics) :
• stella.hpclab.net - 16 nodes, each node consists of 4 x Intel Xeon L7555
• rumex2.man.poznan.pl - 1 node, 2 x Intel Xeon L5518
• reef.man.poznan.pl - 8 nodes, each node consists of 2 x Intel Xeon E5345
Fig. 3 contains the execution time of a new version of the parallel version of quantum chemistry application tested
on 1, 8, 16, 32, 64, 96, 128, 256 and 512 cores respectively on the stella.hpclab.net cluster. Additionally, we measured
an average execution time of both the scalar and vector parts in single optimization shots. Once can easily note that
for the considered problem in quantum chemistry, 6-electron molecule, after the performance tuning procedures we
ﬁnally achieved a very good speedup ratio. Adding more Intel Xeon 7555 cores to our benchmarking experiments did
not aﬀect the overall speed up as it is presented in Fig. 3. However, we should take into account that the speed up
ratio of both scalar and vector parts diﬀers signiﬁcantly. As it was discussed in previous paragraphs, our benchmarks
conﬁrmed that the scalar part scales well, whereas the vector part does not as its execution time is the same no matter
how many cores we use. Therefore, it is important to adjust steering parameters of the considered parallel application
to keep a good balance between the execution of scalar and vector procedures. For the tested problem the ratio
between scalar and vector parts for 8 cores was about 275, whereas for 512 cores was only 4. Therefore, performance
improvements introduced to the application allowed us to run this application eﬃciently, especially for a large number
of cores what was one of the key motivations for our research.
Additionally, we wanted to compare the eﬃciency of diﬀerent Intel Xeon processors using the considered appli-
cation. The new Intel Xeon L7555 processor is about 20% faster than E5345, and about 8% faster than L5518 for
the 8 core setup as it is presented in Fig. 4. For a larger number of cores we observed even a bigger impact of new
built-in hardware features on the overall application eﬃciency, in particular better memory transfer rate and a bigger
L3 cache size (see Table 1). We executed the application on 64 cores processors and it turned out that despite the
fact that the new Intel Xeon L7555 processor uses lower core voltage and runs at much lower frequency than E5345
the execution time of the application was reduced by 60%. We also wanted to compare the eﬃciency of the latest
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Figure 3: The overall speedup achieved for the parallel version of the
quantum chemistry application
Figure 4: Performance results obtained for the quantum chemistry ap
cation on diﬀerent Intel Xeon processors
Intel Xeon processor to its predecessors for other data or memory intensive applications. As the application is not a
good example for such experiments we decided to use other application benchmarks which are described in the next
section.
4. Computational ﬂuid dynamics application
4.1. Motivations
Computational Fluid Dynamics (CFD), a part of ﬂuid mechanics class, uses various numerical methods to analyze
and solve ﬂuid ﬂows. In this paper we focused on one of such alternatives - the Lattice Boltzmann Method (LBM)
[26]. LBM is a numerical technique for the simulation of ﬂuid ﬂows. However, it could be treated as an alternative
to classical solvers of partial diﬀerential equations, as it can solve the incompressible, time dependent Navier-Stokes
equations. LBM is based on the microscopic models and mesoscopic kinetic equations. The macroscopic quantities,
such as velocity and density, are obtained through moment integration of the distribution function. LBM allows to
model the ﬂuid ﬂow consisting of particles, which perform propagation and collision processes over a discrete lattice
mesh. The collision step occurs locally, while a propagation process is responsible for moving updated distribution
functions to neighboring nodes.
4.2. Architecture
The lid-driven cavity problem has been used as a benchmark and validation case for a long time [26], [16]. It is
easy to implement, it can be solved with diﬀerent numerical approaches, and the boundary conditions of the simulation
in many cases are quite easy to be represented. In our case, where LBM is implied, a considered ﬂuid is contained in a
cubic (D3Q19) with Dirichlet velocity boundary conditions on all walls and with the Bhatnagar-Gross-Krook (BGK)
collision operator [22]. The top lid is driven with constant velocity in a direction parallel to one of the two diagonals.
The LBM equation with the BKG collision operator is given by
fi(−→x + −−→eiδt,t + δt) = fi(−→x,t) − 1
τ
[ fi(−→x,t) − f eqi (−→x,t)] (8)
where (−−→eiδt,t+δt) and δt are space and time increments respectively. fi is the single particle velocity distribution along
the i direction, while τ is the single relaxation time, and f eqi is the equilibrium distribution function. The left side of
equation describes the propagation process, while the right side describes the collision step. The discrete velocities −→ei
of a 3-dimensional 19-speed lattice model D3Q19 are expressed as
ei =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
(0, 0, 0)c i=0
(±1, 0, 0)c, (0,±1, 0)c, (0, 0,±1)c i=1,. . . ,6
(±1,±1, 0)c, (±1, 0,±1)c, (0,±1,±1)c i=7,. . . ,18
(9)
where c = δx
δt , δt is the time step and δx is the adjustable lattice size.
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We consider the 3-dimensional 19-speed lattice model. Each node has a crystal shape and can deliver particles
to each of the six neighboring nodes which share surface, the eight neighboring nodes sharing an edge, the four
neighboring nodes sharing corners, and itself. The lid-driven cavity problem was prepared with the help of Palabos - a
general purpose open software written in C++ for computational ﬂuid dynamics simulations [29]. Palabos oﬀers many
physics models, including incompressible Navier-Stokes equations, ﬂows with body-force term or static Smagorinsky
model for ﬂuid turbulence. It covers various grid models (including D2Q9, D3Q19), boundary conditions (e.g. bounce
back, periodic, simple equilibrium, Dirichlet condition) and some basic ﬂuid models (e.g. BGK: Bhatnagar-Gross-
Krook, MRT: Multiple-Relaxation-Time). The software is seen as a robust and reliable one, which scales up well
up to thousands of processors. A typical approach to parallelize LBM is a domain decomposition. In this approach
domain is divided fairly between the cores into blocks, so that each block could be processed by diﬀerent core. For
example, a LBM problem of domain size 128 by 128 by 128 run on 8-cores machine could be divided into 8 block of
16 by 16 by 16 points each.
As far as data storage is concerned, Palabos handles two classes of data. Data such as block-lattices, scalar and tensor
ﬁelds are spatially distributed - the data is partitioned into smaller blocks that are distributed between the cores (MPI
paradigm). Data that require small amount of memory are duplicated on every core. Standard C++ and STL types are
duplicated using the Single Program Multiple Data approach.
4.3. Performance tests
The LBM lid-driven cavity 3D problem was prepared in Palabos as a benchmark suite, measuring number of
lattice sites updates per second. We run the test suitcase using the BGK collision operator and D3Q19 grid. The
top lid is driven with constant velocity of 1e−2 in a direction parallel to one of the two diagonals. The benchmark is
challenging because of the velocity discontinuities on corner nodes. The domain size was attuned to meet the memory
requirements of Palabos’ LBM implementation, hence we restricted the mesh size to contain from 200 to 1,000 points
in each dimension (with no grid reﬁnement). The Reynolds number has been set to 1. The test has been performed on
two diﬀerent clusters, each equipped with diﬀerent processor type:
• stella.hpclab.net (stella) - 3 nodes used, each node consists of 4 x Intel Xeon L7555 1.87 GHz
• ui.cyf-kr.edu.pl (zeus) - 8-16 nodes used, each node consists of Intel Xeon L5640 2.27 GHz
Figure 5: Palabos lid-driven cavity 3D performance comparison for dif-
ferent domain size
Figure 6: Palabos lid-driven cavity 3D performance comparison for
main size 400 over a diﬀerent number of cores
The obtained performance results are presented in Fig. 5. As we can see, the new Intel Xeon L7555 processors
gave the best performance. It is worth to note that increasing number of cores does not always result in better
performance. This is because the Palabos tries to divide the grid fairly between the available cores. When the ratio
grid size to processors lowers greatly, the performance start decreasing. That was for us the main motivation to run
additional benchmarks to check if and to what level we can speedup the the test suitcase for the constant problem size
when adding more computation resources. The domain size was set to 400 points in each dimension; other parameters
remained the same. Our benchmarking tests were performed on diﬀerent setups from 8 to 96 cores (with step of 8) on
the following three diﬀerent clusters:
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• stella.hpclab.net (stella) - 3 nodes used, each node consists of 4 x Intel Xeon L7555 1.87 GHz
• ui.cyf-kr.edu.pl (zeus) - 8 nodes used, each node consists of Intel Xeon L5640 2.27 GHz
• reef.man.poznan.pl (reef) - 8 nodes used, each node consists of 2 x Intel Xeon E5345 2.33 GHz
It is interesting that both clusters, reef and zeus, reach optimum performance at 32 cores (see Fig. 6). Starting
with 40 cores the performance decreases. This is however not the case for stella cluster, which increases application
performance constantly up to 96 cores being tested, although the clock frequency of stella processors are worse than
those reef and zeus are equipped with. One of the main diﬀerence between stella processors and the other ones is
the L3 cache size. The reef and zeus processors are equipped with 8MB and 12MB of L3 cache respectively, while
stella processors have 24MB of L3 cache built in. In the LBM, the array to store distribution functions, that need
to be sent in propagation step as described in previous sections, consumes most of the memory, especially for 3D
problems. Passing a large array can dramatically slow calculations because cache misses and page faults may appear.
This problem appears to be valid for the Palabos version of lid-driven cavity problem, as it was proofed by some
additional tests we performed. It appeared that a lot of L3 cache misses take place, as well as iTLB (instruction
Translation Look-aside Buﬀer) load misses, probably because of the Palabos application code that does not ﬁt to
the iTLB size and of many far-instruction jumps that take place. The new and forthcoming Intel processors could
dramatically increase performance of many applications which requires a lot of memory or are struggling with many
misses in cache. This is because there is a signiﬁcant increase in size of L3 cache in the new Intel processors. When
the size of cache is doubled, adding more cores results in impressive increase in the performance.
5. Conclusions and future work
The performance tests in our study inspected the Intel Xeon L7555 series from the parallel application develop-
ment perspective. However, if we target future exa-scale class of the system then we will have to be ready for new
challenges in software design. The exa-scale class system will require billions of threads and it will consists of an
enormous number of small scalar-core with massive multi-threading or few less for bigger vector cores. In principle,
high performance computing hardware architectures will involve 25 million large vector cores or order of 100- 200
million small scalar cores. Today, many scientists are looking for new numerical algorithms and applications to be
able to use in parallel thousands or million cores eﬃciently. As we demonstrated is this paper to program eﬃciently
even a few hundreds of cores it is not a trivial task and it does require multidisciplinary skills. However, in our opin-
ion all eﬀorts we performed to modify, redesign and implement a new highly parallel software will bring many added
values in the future as the roadmap for many-core hardware, in particular Intel processors, has been already deﬁned
for the next few years.
In fact, the excellent scaling of the scalar part of our quantum chemical algorithm is very promising and will be
utilized extensively in production calculations. Our nearest target are the boron atom (5 electrons) and CH+ cation
(6 electrons), for which benchmark energies are expected to be obtained. In the future work, we are aiming a further
tuning of the code to the Intel architecture as a basis of calculations. Additional work on the rearrangement of the
granularity of the parallelization within the N! loop to adapt the code to the growing size of the molecules is expected
to improve eﬃciency of multi-core architecture usage. Considering implemented algorithm, a further analysis of code
parallelization of the vector part of the code should be completed. Particularly, we hope to improve the speedup of
GSEP, Eq. (5), by adjusting the existing parallel algorithms to the new architectures and available network layout.
New optimization methods, particularly with the gradient calculation, are interesting alternative to the one currently
in use.
The presented CFD-based benchmarks encouraged us to future work with other parallel CFD-based applications
in higher resolution. Taking Numerical Weather Prediction (NWP) as an example, the problem can be considered at
a global level (for whole planetary atmosphere) or at mesoscale level as well, where higher resolution and complex
boundary conditions are imposed. This requires higher accuracy ﬂuid solvers using eﬃcient CFD numerical pro-
cedures. Today, the most powerful supercomputers enable scientists to run the NWP models at about 50km spatial
resolution for global models, and 5-2km at mesoscale level, often reaching 1km resolution. Such a great spatial res-
olution not only needs a lot of computational power, but also an appropriate reﬁnement of models being used, due
to numerical stability demand. A related work has been performed with the EULAG - a robust and highly parallel
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model for ﬂuid ﬂows across wide range of scales. Authors presented preliminary results of simulations of the ﬂow
over realistic topography of the Alps, demonstrating performance of the code on the IBM BlueGene/L machine in
[17]. The tested CFD-based code scaled well up to the 1000 of cores, achieving almost a linear speedup with hopes
for running simulations at even greater resolution in a reasonable amount of time.
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