A two-dimensional discrete spatial filter was developed. It serves as a means to classify meteorological fields on a limited-area grid according to their spatial dimensions by filtering certain wavenumber ranges. Thereby it performs an isotropic spatial-scale separation of the atmospheric fields. A general algorithm was developed, which allows the construction of a filter that closely approximates a specific isotropic response function. The filter is simple in the construction and easy to apply while giving reasonable results. The method allows for considerable flexibility in choosing this specific response. This way, low-, band-, and high-pass filters are obtained. Examples show an effective scale separation of atmospheric fields on limitedarea grids that can be used for process studies, model evaluation, or comparisons.
Introduction
Limited-area models (LAMs) for the atmosphere are used for simulating the regional climate (Giorgi et al. 2001) . The spatial gridding of these regional climate models (RCMs) currently ranges from about 50 to 10 km, and time periods of up to several decades have been simulated. However, the question if RCMs provide added value compared to global analyses [such as the National Centers for Environmental Prediction (NCEP)-National Center for Atmospheric Research (NCAR) reanalysis; Kalnay et al. 1996] or global models of lower resolution is still only partly answered. We believe this is mainly due to the lack of a convenient tool to properly describe the added value-namely, a filter procedure that compares the performance of the global analysis or model with that of the regional model on large and medium-to-small spatial scales. In this paper, we suggest using digital filters for the separation of components of a limited spatial field with different spatial scales. The spatially filtered fields may then be used for model validation, diagnostic purposes, or comparisons between the global coarse-grid data and the regional model refinement.
When identifying the added value of RCM simulations, we suggest the application of the downscaling paradigm that states that smaller-scale dynamics may be understood as being conditioned by large-scale variability and physiographic regional detail (von Storch 1995) . In doing so, we consider the large scales described properly by the global analyses or global climate models. On the other hand, the global models and analyses have little skill at scales smaller than a few grid points, for example, a few hundred kilometers. On these scales, we expect the added value of RCMs. In the present paper, we deal with the problem of how to achieve conveniently and efficiently this scale separation. Spatial filters are rarely used for the evaluation of RCM output, in particular not in the context of regional climate simulations with an RCM. One approach, used in LAM forecasting and evaluation, is to expand a limited field in a 2D Fourier series, and to rebuild a filtered field by recombining only Fourier components with relevant scales (Errico 1985; Stamus et al. 1992 ). This Fourier concept was also incorporated into the spectral nudging or large-scale forcing concept by Waldron et al. (1996 ), von Storch et al. (2000 , and Miguez-Macho et al. (2004) , which keeps the large-scale part of a regional model solution close to the forcing global field in the model interior. Bettge and Baumhefner (1980) introduced digital filters using classical ideas proposed by Shuman (1957) and Shapiro (1970) .
In the present paper, we provide an algorithm to construct two-dimensional digital filters for the spatialscale separation of limited-area fields (sections 5 and 6). Examples of such filters are presented and their utility is demonstrated (section 7). Before doing so, we want to discuss alternatives to our approach. The most straightforward approach is Errico's approach to decompose the two-dimensional field into a series of sinusoidal harmonics in x and y directions, as mentioned above. This approach has the distinctive advantage that the scale separation is very accurate. However, the harmonic analysis suffers from the erroneous description of spatial "trends" (nonsinusoidal components of the spatial fields, such as linear or higher polynomials) as being composed of "waves." The harmonic analysis works fine if the considered field is periodic. However, LAM output is almost never periodic and often exhibits a trend; for instance, in winter, air pressure is often lower over the ocean and higher over land. We demonstrate the problem of subjecting a "trend" to harmonic analysis by a synthetic example of a pure spatial trend without any wave components (Fig. 1a) . This linear trend (shown as dots) can be decomposed into sine and cosine waves as shown in Fig. 1a . If this spatial trend is filtered with a Fourier low-pass filter (lowest four wave contributions of Fig. 1a were retained in this example), the resulting curve (dashed curve in Fig. 1b) replicates the overall trend but adds significant largescale wave components-in particular at the margins. One might argue that in LAM applications the overshooting in the marginal zone would not matter, since it would affect only the sponge zone, which is normally not considered. However, there is also a false identification of short-wave contributions by the high-pass spatial filter (solid curve in Fig. 1b ; shortest four wave contributions of Fig. 1a were retained), which is not limited to the sponge zone but which occurs also in the interior. The discrete cosine-filter method suggested by Denis et al. (2002) is better in describing spatial trends, but it also maps all variability on wavy components, so that any recombination of a subset of these components, which is needed for formulating a filter, may generate artificial wavy contributions. Errico (1985) had noticed the problem of spatial trends and has suggested subtracting linear functions; in the following we extend his approach by considering not only linear but also quadratic polynomials (section 2).
Digital filters (e.g., Shuman 1957; Shapiro 1970 Shapiro , 1975 have the advantage that they operate with a finite "support base"; for example, the filtered value at some location is a function of the values in a neighborhood of that location and not, as in case of harmonic analysis, of all locations. The disadvantage is that the scale separation is less effective than with a Fourier filter, since the response function of a digital filter is smooth and not a step function as in the case of a Fourier filter. That is, for a low-pass filter, the long waves will not exactly be retained but only approximately; similarly, a high-pass filter will not completely remove all contributions of long waves-which is a problem, when the intensity of short waves is much smaller than those of long waves. Digital filters usually lead to a loss of data at the margins of the domain, as the determination of a filtered value needs data in a symmetric neighborhood of that point. However, with RCMs this is not a problem, as such models are run with a sponge zone within which little added value is expected. Thus, if the filtering neighborhood is not wider than the sponge zone, a scale separation for the entire relevant interior domain can be achieved.
Usually, digital filters are one-dimensional, and are applied to two-dimensional fields by first applying it in one direction and then in the other. Bettge and Baumhefner (1980) used such a one-dimensional digital bandpass filter for obtaining a scale separation of limited-area atmospheric fields. They applied the 1-2-1 low-pass-filter operator presented by Shuman (1957) and created bandpass filters by repetition and differences. Another one-dimensional digital filter, namely a high-order, high-pass implicit filter, was used by Raymond (1989) . Such filters are, unfortunately, not isotropic and their filter characteristics are not really flexible. Therefore a method for the flexible construction of a two-dimensional isotropic discrete filter was required.
The filter weights are obtained by solving an approximation problem. Two-dimensional wavelets (e.g., Yano et al. 2001; Desrochers and Yee 1999; Jameson et al. 2002) may be a promising, alternative approach. However, so far their application in scale separation used in regional climate modeling is very limited. For our limited-area model application with terabytes of data a fast filtering approach is essential. In general the image decomposition in fast wavelet algorithms is made with a dyadic resolution factor (Daubechies 1992; Starck et al. 1998) . If, as in our case, special wavenumbers are of interest as cutoff frequencies they usually are not matched directly by the dyadic resolution approach. To achieve the separation into certain wavenumber bands a postprocessing of the wavelet with the multiresolution analysis (Mallat 1989 (Mallat , 1998 is necessary, which costs extra computing time, both in terms of determining the wavelet transform and the back transformation. We suggest that wavelets are not a viable alternative to our digital filters, which are computationally simple and adapted to the specific wavenumber band.
Preprocessing: Subtraction of two-dimensional polynomials
Before filtering, the meteorological fields in our study were "preprocessed," whereby two-dimensional polynomials were subtracted. This serves two purposes:
• Fourier expansions of fields on regionally limited grids suffer from the fact that the nonperiodic components are falsely represented by "waves." By identifying the dominant nonperiodic components P, we may conceptually express the 2D LAM fields as
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Here, P K f represents the polynomial of kth order of the two-dimensional field f, L f its large-scale wave component, M f the medium-scale wave component, and S f the short-scale wave component of f.
When the P f component is disregarded, the nonperiodic contribution falsely compounds the wavy components on all scales. Thus, the inclusion of P K f leads to a better separation and description of components.
• Practically, the separation into the three wave components L, M, and S is obtained by a digital filter. Such filters operate fine if the variance of the wavenumbers to be suppressed is not much larger than the variance that is supposed to be retained. This is always the case with low-pass filters, when high wavenumber variance is eliminated-high wavenumbers always have smaller variance than low wavenumbers. There is also not usually a problem for medium-pass filters. However, high-pass filters are usually negatively impacted, as the elimination of low-pass components is not perfect and minor remnants of lowwavenumber variability remain-and minor remnants are comparable to high-wavenumber contributions in terms of variance. An example for this is given in Errico (1987) . The subtraction of polynomials can help to ease this problem, as this operation reduces the variance of the large scale.
Equations for the polynomial subtraction are given in appendix A. Figure 2 shows the K ϭ 1 and K ϭ 2 polynomials fitted to the wind speed on 3 December 1999, 6 p.m., and the total wind speed field as well as after subtraction of the K ϭ 1, 2 polynomials. In contrast to the linear K ϭ 1 polynomial, the fitted quadratic polynomial exhibits a marked nonlinear pattern, describing higher wind speeds over the North Atlantic and a gradual increase toward southern latitudes and continental areas. The wind speed field in the bottom of Fig. 2 is rather noisy. Thus the subtraction of the polynomials is not changing the overall character of the spatial wind speed distribution, but the NW-SE asymmetry is eliminated. We suggest subtracting the quadratic polynomials for data to be band-or high-pass filtered. The polynomial subtraction was applied to all band-and high-pass-filtered fields shown in section 7.
Selection of prespecified wavenumbers
The idea was to construct an almost isotropic filter. Thus, it is meaningful to select all wavenumbers with the same or similar two-dimensional wavenumber k* ϭ ͌k 2 ϩ l 2 and to assign the same response (k*). A low-pass filter is generated by requesting (k*) ϭ 1 for all k* below a small wavenumber-for instance, 5-and (k*) ϭ 0 for all wavenumbers k* larger than a large number-say 20. In the intermediate range, the response is expected to smoothly transform from 1 to 0. It is advisable that the two regions with specified responses are not covering the entire domain; instead a band of unspecified responses should be used in an in-between region.
Similarly, high-pass and bandpass filters can be constructed. For a bandpass filter three parameters have to be selected, a region with zero responses for small and large wavenumbers, and a response of one for medium wavenumbers.
Filter weights
The filter array must be quadratic and symmetrical with respect to the zonal and meridional directions, and also with respect to both diagonals. Thus, only a few filter weights are to be determined, in the sketch marked by "x," while those determined by symmetry are given by "o," for instance in a filter with 9 and with 25 weights:
Apart from the central point, which is weighted by the central filter weight a 0,0 , N points to the left (top) and N points to the right (bottom) are used, such that 2N ϩ 1 points are considered in either direction. For a LAM domain of 81 ϫ 91 grid points we chose filters with N ϭ 8 points, so that their spatial extension is (2N ϩ 1) ϫ (2N ϩ 1) ϭ 17 ϫ 17 points.
The symmetric conditions are a m,n ϭ a Ϫm,n ϭ a m,Ϫn ϭ a Ϫm,Ϫn ϭ a n,m , whereby subscripts n and m denote rows and columns, respectively. Thus, the filter weights a n,m .
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The resulting filter weights for a low-, band-, and highpass filter are shown in Fig. 3 . The low-pass-filter weights (Fig. 3a) show a homogenous structure with highest values in the middle of the weighting area and decreasing values farther away from the filter base point. This will result in a large mean value and therefore a low-pass-filtered field. The bandpass-filter weights (Fig. 3b) include several transitions between positive and negative values, and thereby the mean value will be filtered and only the smaller structures will remain. This is even more strongly enforced for the high-pass-filter weights (Fig. 3c ), which comprise a yet higher number of changes in sign. Thus, only the smallest structures will pass this filter.
Response function
We assume a 2D periodical function f that can be expanded into Fourier components:
with the Fourier coefficients ␣ k,l ϭ ␣* Ϫk,Ϫl because f (x, y) is a real function; k and l are the zonal and meridional wavenumbers, respectively. The arguments x and y vary between 0 and 2. The filtered function f is given by
with the convention n ϭ n · 2/L and m ϭ m · 2/L. Here, L is the number of grid points, which are counted by the integers n and m. The transformation from n to n is required, as we have written (3) for functions defined on the interval [0, 2]. The filter weights are denoted by a n,m , and A represents the central row and column of matrix (2), B the diagonals, and C the re- The filtered function may also be expanded into a Fourier decomposition
with ␣ k,l ϭ ␣ * Ϫk,l ϭ ␣ * k,Ϫl ϭ ␣ Ϫk,Ϫl . The response function is given by
By concatenating the various contributions in (4), the response function can be written as in the following for wavenumbers k, l ϭ ϪK, ϪK ϩ 1 . . . Ϫ1, 0, 1 . . . K Ϫ 1, K:
The constants 2 and 4 in (8) account for the multiple uses of the filter weights in one filtering step. The response functions are shown in Fig. 4 for the (a) lowpass, (b) bandpass, and (c) high-pass filters with the filter weights of Fig. 3 . The wavenumber ranges were chosen as in the following for the low-pass filter: , which results in a rather sharply defined filter. Some cases of overshooting of the response function occurred when the areas of response values of 1 and 0 were chosen in a way that the transition area in between was too narrow, so that only a small number of unspecified responses resulted. Overshooting can be identified by locating large positive or negative values in the response function that are far beyond the values of 0 or 1. In that case the response function showed very irregular patterns compared to the smooth patterns shown in Fig. 4 . To prevent overshooting it is advisable that the regions with specified responses are not covering the entire domain and that they are well separated so that there is enough space for unspecified responses. 
Optimal discrete filters
Equation (8) is linear in the coefficients a 0,0 , a 1,0 , a 2,0 , a 2,1 . . . a N,1 . If the filter has the width 2N ϩ 1, then (N ϩ 1) · (N ϩ 2)/2 coefficients need to be determined. This can be done by specifying responses (k, l) at a variety of wavenumbers, so that a set of linear equations is obtained:
When we introduce the notation A 1 ϭ a 0,0 , A 2 ϭ a 1,0 , A 3 ϭ a 1,1 , and A n·͑nϩ1͒ր2ϩ1ϩm ϭ a n,m for n Ն 2 and m ϭ 0 . . . n
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and
͑11͒ Equation (9) may be rewritten with K ϭ (k, l):
One option is to select as many wavenumbers with specified responses as the number of weights (N ϩ 1) · (N ϩ 2)/2. In that case, a linear set of equations with an invertible matrix emerges. We have tried this out, but unsatisfactory results emerged-the solution for the two-dimensional response function is a superposition of waves, and fixing at a number of selected wavenumbers creates a two-dimensional that fits exactly the specified responses at a few locations, but between these locations unacceptable overshooting phenomena emerged, in particular when band-and high-pass filters were constructed. Therefore, the response is specified at more wavenumbers than there are filter weights. Then, the set of linear equations is overdetermined. An approximate solution is obtained by minimizing
The filter weights solution for this problem is given by
with the matrix M with (N ϩ 1) · (N ϩ 2)/2 columns (dimension of A) and as many rows as wavenumbers have been selected with given responses (dimension of ). Please note that the sum of the filtered plus the polynomial pieces does not equal the total. The individual filtered pieces are not orthogonal to each other. That is, the variances of the different contributions do not add exactly to the total variance. This would be a nice property to have, but for the specific purpose in mind, namely the characterization of phenomena on different scales, this is not really needed.
Applications
The results of a regional model run (Feser et al. 2001 ) for western Europe forced with the NCEP reanalyses (Kalnay et al. 1996) were filtered with the presented filter for three wavenumber ranges. The quadratic polynomials (section 2) were subtracted before applying the band-and high-pass filters. A first example for the storm "Anatol" can be seen in Fig. 5 . It shows the (a) unfiltered, (b) low-pass-, (c) bandpass-, and (d) highpass-filtered wind speed fields at a height of 10 m for 1800 UTC 3 December 1999 for western Europe when the storm was centered over the northeastern tip of Denmark with a low pressure core of 956 hPa. The low-pass-filtered field (b) shows the smoothed field and displays only the very large scales. The bandpassfiltered data (c) lack the large-scale information and show land-sea interactions on the regional scale but also regional wind speed structures over the North Sea connected with the intense low pressure system. The high-pass-filtered part (d) displays the smallest scales with largest values almost exclusively in the coastal zones for this wind speed example. An effective scale separation was achieved.
The bandpass-and high-pass-filtered fields show anomalies from the large-scale field; therefore the val- ues are positive and negative around the zero point. The white "frames" around the filtered fields are a result of the digital filter's weighted average operation around a base point, which cannot be calculated in the direct vicinity of the LAM's boundaries due to a lack of grid points. Therefore the points close to the lateral boundaries (in our example eight rows and columns of grid points, which is equal to the sponge zone width of the LAM we used) have a value of zero.
Another example of the filter application is given in Fig. 6 . It shows precipitation fields for the storm Anatol, accumulated for 3 December 1999. Again, the (a) unfiltered, (b) low-pass-, (c) bandpass-, and (d) highpass-filtered fields are shown. The low-pass-and the bandpass-filtered data display the frontal precipitation related to the intense low pressure system on their respective scale. Also the high-pass-filtered precipitation is most intense in the vicinity of the storm's cloud systems. Figure 7 shows the mean sea level pressure field for the storm Anatol. The storm center over the northeastern tip of Denmark can be seen both in the unfiltered and low-pass-filtered fields [(a) and (b)]. The bandpassfiltered data (c) depict anomalies around the low pressure core and over the North Atlantic. For calculating the high-pass-filtered field (d) not only were the polynomials subtracted, but also the low-pass-filtered field (whereby the polynomials were subtracted as well). This was necessary because the spectrum of the mean sea level field drops off rather sharply so that the remnants of large-scale features in the high-pass-filtered field S f are comparable to the small-scale features. Therefore, the large-scale contribution is suppressed explicitly before high-pass filtering by calculating
. Then, this reduced field is filtered. Because of the double-filter application, the spatial extension of the data is decreased; now there are 16 instead of 8 rows and columns of zero value around the filtered data. The largest anomalies can be seen north of the low pressure core and over the North Sea.
Since the main purpose of this paper is to present the method of spatial two-dimensional discrete filtering and not the application of it we will not go into further detail here. For further studies the filter may be used as a tool to compare such fields for model evaluation, for process studies on different spatial scales, or to show the resolvable scales of the LAM.
Summary and conclusions
In this paper we have presented a method to construct isotropic digital filters suited for scale separations of atmospheric fields on limited-area grids. There are several methods to do scale separations; like Fourier filtering, the discrete cosine transform, or digital filters. We suggest using near-isotropic two-dimensional digital filters because these filters operate with a finite basis, can be constructed flexibly, and are easily implemented and run with little computation cost. Our method allows the construction of filters for a broad range of applications and for data on homogeneous, limited-area grids. A wavenumber range of interest has to be selected and the best-fitting response values can then be calculated automatically using an approximation method. The filter weights are then calculated by a matrix inversion.
In our example, we constructed several isotropic discrete filters for differing wavenumber ranges, to isolate the large, medium, and small scales of limited-area atmospheric fields. Applications of the filters produced reasonable results.
As a next step we will apply these filters for model evaluation purposes, to study processes on a limitedarea domain or to advance with the question of added value of regional models. 
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Setting this derivative to zero results in a set of linear equations for all (K ϩ 1) (K ϩ 2)/2 coefficients a r,q . Thus, the problem is reduced to a conventional matrix inversion problem. A minor technical challenge is to properly map the two-dimensional index (r, s) on a one-dimensional index.
APPENDIX B

Response Function of 2D Digital Filter
To determine the response function of the filter, (3) is inserted in (4). Because of e ix ϩ e Ϫix ϭ 2cos(x), the terms A, B, and C can be rewritten as 
