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In Brief Park et al. show that medial entorhinal cortex head-direction cell discharge is internally organized but registers inconsistently and temporarily to external landmarks during navigation, indicating the navigation system operates unlike a GPS but like variably oriented etak systems without a global reference.
SUMMARY
Head-direction cells preferentially discharge when the head points in a particular azimuthal direction, are hypothesized to collectively function as a single neural system for a unitary direction sense, and are believed to be essential for navigating extra-personal space by functioning like a compass. We tested these ideas by recording medial entorhinal cortex (MEC) head-direction cells while rats navigated on a familiar, continuously rotating disk that dissociates the environment into two spatial frames: one stationary and one rotating. Head-direction cells degraded directional tuning referenced to either of the externally referenced spatial frames, but firing rates, sub-second cell-pair action potential discharge relationships, and internally referenced directional tuning were preserved. MEC head-direction cell ensemble discharge collectively generates a subjective, internally referenced unitary representation of direction that, unlike a compass, is inconsistently registered to external landmarks during navigation. These findings indicate that MEC-based directional information is subjectively anchored, potentially providing for navigation without a stable externally anchored direction sense.
INTRODUCTION
Navigation is typically explained by either egocentric dead-reckoning or allocentric, global positioning system (GPS)-like mapbased strategies that both require a direction sense (Moser and Moser, 2016; O'Keefe and Nadel, 1978) . Mammalian ''head-direction cells'' selectively discharge action potentials when the head points in a particular azimuth (Ranck, 1985; Taube et al., 1990a) . The mammalian direction sense is internally generated, computed from an egocentric mixture of vestibular and proprioceptive, self-motion signals (Taube, 2007) and intrinsic neural dynamics (Peyrache et al., 2015) , yet it is also allocentric in that it is registered to an external inertial spatial frame. Indeed, the collective discharge within a network of head-direction cells forms a neural compass, hypothesized to be the direction sense (Butler et al., 2017; Taube et al., 1990b) . Whereas a compass is useful for navigation because it consistently registers to magnetic north, it is unclear whether headdirection cells consistently register to the environment during navigation; if registration varies, how might the direction sense be used to navigate open spaces?
Here, we report evidence that the head-direction system is inconsistent with both dead-reckoning and GPS-based maplike navigation, whereas it is consistent with the Pacific Islander navigation strategies that rely on both real and imagined geographical features (Gladwin, 1970; Riesenberg, 1972) . Perhaps the most elaborately described such system is called ''etak,'' which episodically registers the spatial framework in stages, to directions defined by one of several real or imagined landmarks (Lewis, 1972) . We recorded head-direction cells in the medial entorhinal cortex (MEC) (Giocomo et al., 2014; Sargolini et al., 2006) while rats navigated a familiar, circular open-field arena. The arena could rotate, dissociating the environment into two simultaneous spatial frames: one defined by stationary distal features and the other defined by rotating local features. During navigation in both spatial frames Kelemen and Fenton, 2010) , externally defined head-direction cell tuning degrades in both frames, whereas internally defined directional tuning maintains. The degradation occurs because the headdirection system intermittently registers to different environment coordinates, lasting $10 s, with a non-exclusive preference for distal over local environment coordinates. The direction sense is dynamic, subjective, and purposeful and inconsistently mapped to the environment, motivating reinterpretation of the cognitive map literature using concepts from etak-like navigation that do not rely on the invention or use of a compass.
RESULTS

Degraded Directional Tuning of MEC Head-Direction Cells during Two-Frame Navigation
We recorded 115 dorsal MEC head-direction cells ( Figure S1 ; Table S1 ) from 13 rats as they performed a familiar active place avoidance task on a large 1.2-m diameter circular arena Kelemen and Fenton, 2010) . To determine how the direction sense is used to navigate, we continuously rotated the arena at 1 rpm clockwise to dissociate the environment into a stationary and a rotating spatial frame (Video S1). Despite excellent navigation ( Figure 1A ), maintained firing rates, and power in the local field potential (LFP), directional tuning (''directionality'') in both spatial frames was typically strongly degraded during rotation, compared to the stable condition ( Figures 1B,  1C , and S1). Directional tuning returned when rotation stopped (A) Two-frame place avoidance task conditions (left: schematic; middle: example behavior of a rat across the stable1-rotating-stable2 sequence; right: learning curves from the 13 recorded rats in the stable [baseline]; trial: F 3.78, 46.01 = 3.79; p = 0.01) and the rotating (challenge) conditions (trial: F 3.76, 90.29 = 23.57; p < 0.001; trial 3 frame: F 3.76, 90.29 = 0.31; p = 0.86). Data are represented as mean ± SEM in line plots. (B) Average tetrode waveforms and directional tuning examples from a 6-cell ensemble of head-direction cells. (C) Effect of rotation on (top left) speed: F 2.02, 74.68 = 46.61, p = 10 À14 , stable1 = rotating-room frame = rotating-arena frame > stable2; (top right) LFP power: F 2, 183 = 1.27, p = 0. 28 (top left); (bottom left) firing rate: F 1.34, 153.21 = 1.89, p = 0.17; and (bottom right) directional tuning: F 3, 342 = 70.36, p = 10 À35 , stable1 = stable2 > rotating-room frame > rotating-arena frame (p < 0.01; post hoc using Tukey-Kramer honest significant difference [HSD] ). Data are represented as mean ± SEM in line plots. Box plots indicate minima, maxima, median, upper quartile, and lower quartiles. (D) The rotation-induced change in (left) directional preference differs across trial pairs (F 2, 228 = 10.54; p = 10 À5 ; stable1-stable2 = stable1-rotating-room frame > stable1-rotating-arena frame). Change in directional preference is greater between all examined trial pairs than it is across the two halves of the stable1 session (dashed line: F 3, 456 = 15.38; p = 10 À9 ; all Dunnett's tests are significant). (Right) Directional instability also differs between all trial pairs (F 1.62, 184.22 = 7.78; p = 0.001) compared to between the two stable1 trial halves (F 3, 456 = 5.15; p = 0.002; all Dunnett's tests are significant). Summary of directional tuning instability is shown. ANOVAs on data in (C) and (D): Greenhouse-Geisser correction with repeated-measures, Tukey-Kramer HSD tests. *p < 0.0001 relative to stable1; **p < 0.0001 relative to rotating room frame. Box plots indicate minima, maxima, median, upper quartile, and lower quartiles.
( Figure 1C ), but the change in preferred direction of directional tuning and the overall change in directional tuning (''instability'') was greater across the two stable conditions and between the stable and rotating conditions than it was between the two halves of the first stable session ( Figure 1D ).
Using directional ensemble discharge from the stable1 recording, we decoded direction from ensemble discharge to assess whether head-direction ensemble representations spontaneously alternated between the room and arena spatial frames during rotation, which we have observed in CA1 place cells (Kelemen and Fenton, 2010) . This could potentially explain why the directional tuning degrades during rotation. Seven ensembles of R5 cells were analyzed; five are shown in Figure 2 . Relatively accurate decoding of the stable2 recordings ( Figure 2A ) contrast with relatively inaccurate and abruptly changing decoding in both the room and arena spatial frames during rotation, although for some ensembles, decoding in the room frame was similar to decoding in the stable2 condition (see ensembles Color-coded summaries of the decoding using stable1 directional tuning to decode direction each 133 ms during the subsequent trial (green: stable2; orange: rotating condition) are shown. Histograms of frame-specific direction decoding error on the basis of stable1 ensemble discharge for 5 ensembles of R5 cells (a-e). (C) Time series of relative proximity to the room and arena shock zones and corresponding time series of relative preference for signaling room and arena directional information (DI dir ) during a rotation session. I dir (average ± SEM) during the sta-ble1 session is given for calibration. Head-directional information is significantly anti-correlated with relative proximity of shock zone location (Pearson correlation r = À0.18; p < 0.05). The overall preference of the ensemble to signal head direction in the room or arena frame is estimated by the probability that DI dir deviates more than 2 SDs. For this room-preferring exemplar, ensemble b, p(DI dir > 2 SD) = 0.56; p(DI dir < 2 SD) = 0. a and d in Figure 2B ). Note that, for one ensemble, the rotation was sufficient to change directionality in the post-rotation session, because stable2 decoding using the stable1 discharge patterns was poor (ensemble b in Figure 2A ).
We then tested whether the rat's relative proximity to the two shock zones caused alternations in the externally referenced frame-specific direction, as observed in dentate gyrus and CA1 place cells (Kelemen and Fenton, 2010; van Dijk and Fenton, 2018) . We first computed the directional information in an ensemble of cells during each 133ms interval using I dir , the directional equivalent of I pos , which was used to measure frame-specific momentary positional information in the discharge of place cells during rotation (Kelemen and Fenton, 2010; Olypher et al., 2003; van Dijk and Fenton, 2018) . Although frame-specific directional discharge alternated between signaling room-frame and arena-frame direction, 4/7 ensembles showed an overall preference to signal room directions over arena directions and 2/7 showed an overall preference to signal arena directions over room directions (Figures S2A and S2B) , as has been reported for place cells during the same task (Kelemen and Fenton, 2010) . The proximity of the rat to one shock zone versus the other was significantly anti-correlated with directional tuning in the room and arena spatial frames, indicating that, when the rat was near the room shock zone, directional tuning tended to be more often organized in the arena frame of the more distant shock zone and vice versa. This anticorrelation was observed for I dir defined for each spatial frame (average r = À0.141 ± 0.029; all p < 0.0001), as well as for their combination DI dir ( Figure 2C ; see also Figure S2 , which shows an additional 3 of the 7 ensembles). Although the correlations between I dir and relative proximity to the shock zones were all significant (average r = À0.132 ± 0.024; all p < 0.0001), the average DI dir did not vary systematically with head direction. This can be seen in the polar plots of DI dir , as a function of head direction in either the room or arena frames was not biased toward the shock zones and did not significantly differ from uniform (average r = 0.17 ± 0.02; p > 0.17; Figure S3 ). These findings indicate that the frame-specific directional discharge is controlled by internal variables, apparently modulated by purpose, at least more so than by head direction itself.
Degraded Directional Tuning and Maintained Temporal Coupling among Head-Direction Cells during Two-Frame Navigation
In contrast to the degraded spatial tuning, the sub-second organization of discharge was constant across the stable and rotating conditions as estimated by correlating pairs of spike trains at timescales from 40 ms to 1,000 ms ( Figures 3A and 3B ). This estimate of the strength and stability of the coordinated network state (Schneidman et al., 2006) showed preserved pairwise correlations across the stable and rotating conditions ( Figure 3B ), and these correlations were also preserved among all the MEC cell pairs that were recorded (n = 556 pairs), regardless of the spatial functional class of the cells (r 2 > 0.55 across the two stable conditions; r 2 R 0.52 across the first stable and rotating session; Figure S4 ). . Raster schematic of the corresponding spike trains illustrating t computed between the cell 1 and 2 pair at different timescales (40, 250, and 1,000 ms) and the t values for a particular cell pair can be estimated across two different trials and compared by Pearson's correlation (r). (B) The discharge correlations of head-direction cell pairs are maintained across pairs of place avoidance trials. Data in the cell-pair correlation histograms are represented as Fisher-transformed Z scores with the correlations of the same set of cell pairs in the three conditions indicated by the color code. The three conditions did not differ at any of the timescales (Dt 40 ms: F 2, 420 = 0.097; p = 0.9; Dt 250 ms: F 2, 420 = 0.305; p = 0.7; Dt 1,000 ms: F 2, 420 = 0.44; p = 0.7).
Transient Allocentric Registration of the Internally Organized Direction Sense during Two-Frame Navigation
Although these findings indicate strong attractor dynamics in directionally tuned MEC cells and that their responses to azimuthal direction are secondary to internal temporal dynamics of spike trains, the degraded directionality is hard to reconcile with the notion that directionally tuned MEC cells are important for computing externally referenced spatial representations in general (Burgess et al., 2007; Erdem and Hasselmo, 2014; Touretzky and Redish, 1996) and in particular for performing this hippocampus-dependent task (Kelemen and Fenton, 2010) . In short, head-direction cell discharge during rotation is not consistent with either dead-reckoning or map-based GPS-like navigation. Consequently, we investigated whether the cells continued to respond to changes in head direction as expected given the sensitivity of head-direction cells to vestibular stimulation. There was no systematic tuning of firing rate to angular velocity in these MEC head-direction cells (data not shown). We then examined internally referenced directional tuning, specifically to angular displacement of each simultaneously recorded pair of head-direction cells (n = 142 pairs). We considered the occurrence of each action potential of one cell as a time reference and then computed the azimuthal change in actual head direction at the time offset of each spike of the second cell relative to the occurrence of the reference spike for an interval of up to 5 s ( Figure 4A ). Internally referenced tuning to head-direction displacement was preserved across the stable and rotating conditions, demonstrating internally referenced directional tuning is fundamental, consistent with vestibular and self-motion input driving changes in head-direction cell firing local in time for at least 5 s ( Figure 4B ).
We exploited the different angular displacements in the stationary and rotating frames to determine whether there is a preferred spatial frame for registering the head-direction-cellmediated internal direction sense to the environment. Because, during short time intervals, the angular displacement due to rotation of the two spatial frames is effectively similar (maximally 30 during 5 s), internally referenced head direction should maintain in both spatial frames as long as the registration to the external environment changes the same for all cells. In contrast, internally referenced directional tuning that changes registration to new environmental coordinates can maintain in only one or neither of the spatial frames across long intervals, because the difference in angular displacement in the stationary and rotating spatial frames can grow to be substantial across long time intervals (minimally 30 during 10 s). We observed that, during short intervals in the rotating condition, the strength of internally referenced directional tuning was similar in the two spatial frames but less so across longer intervals ( Figure 4C ). Specifically, internally referenced arena-frame tuning abruptly decreased after 10 s. This indicates that, although the head-direction ensemble could orient to rotating, arena-frame coordinates, especially near the room-frame shock zone ( Figure 2C ), such arena-frame registration was short lived because the head-direction system tended to reorient and register to new room frame (stationary) environmental coordinates within $10 s.
Finally, we investigated whether there might be specific places in the environment that the rat might consistently orient toward to register the internal representation of direction to the environment. This predicts that, when the rat faces the directions at which the internal representation registers, the associated ensemble discharge would tend to accurately decode to the current head direction. We began by noting that measured head directions are strongly influenced by the rat's location, due in part to the location of the shock zone as well as physical environmental constraints; for instance, it is difficult for the rat to face 12 o'clock when the rat is at the wall near 6 o'clock (Muller et al., 1994) . This is illustrated by color-coded direction-divided dwell time maps in Figure 5 . The angular distribution of the decoded directional error was not homogeneous in the room frame ( Figure 5A ; resultant vector r = 0.589; Rayleigh's test; z = 236.36; p = 0.000); nor was the error distribution similar to the head-direction distribution (Kuiper's test; V = 4.17 3 10 7 ; .17, p = 10 À6 ; time interval: F 2.30, 1287.7 = 25.81, p = 10 À11 ; condition 3 time interval interaction F 6.91, 1287.7 = 15.16, p = 10 À17 ] Greenhouse-Geisser correction, repeated measures). One-way ANOVA comparisons of the conditions at each time interval show no differences at %10 s (F 3, 564 R 1.59; p > 0.19) but significant differences >10 s (F 3, 564 % 23.73; p < 10 À14 ). Post hoc tests: 20-60 s: stable1 = stable2 = rotating-room frame > rotating-arena frame; 300-600 s: stable1 = stable2 > rotatingroom frame > rotating-arena frame). (D) Summary measures of internally referenced directional tuning changes across the stable and rotating trials: directional instability (F 1.70, 219.83 = 2.81; p = 0.07); directional preference change (F 1.83 248.26 = 0.42; p = 0.6). Stability across the stable1 halves (dashed line) is not different from between-trial estimates: directional instability (F 3, 522 = 1.39; p = 0.2); directional preference change (F 3, 536 = 0.34; p = 0.8).
(C) Error bars indicate SEM. Box plots indicate minima, maxima, and median first and third quartiles. p = 0.001). The corresponding error distribution in the arena frame ( Figure 5B ) was also inhomogeneous (Rayleigh's test; r = 0.653; z = 289.63; p = 0.0001) and distinct from the distribution of sampled head directions (Kuiper's test; V = 5.38 3 10 7 ; p = 0.001). The distributions of head directions were also biased in both the room and arena spatial frames (black polar probability plots in Figures 5A and 5B; room frame: resultant r = 0.147, z = 230.6, p < 0.0001; arena frame: resultant r = 0.378, z = 153.2, p = 0.001). Interestingly, the room frame direction decoding error distribution showed strong minima at 110 and 350 in the room frame, which, given the clockwise arena rotation, are the directions at which the leading edges of prominent orienting cues were located ( Figures 5C and 5D ). These data are consistent with prior analyses, indicating that MEC head direction ensemble discharge preferentially represents room frame directions over arena frame directions. Consistent with the Figure 4 findings, the data also indicate that the internal representation of direction in MEC ensemble head-direction discharge is transiently and preferentially aligned to distinct directions in the environment, unlike a compass-like representation of direction that is crucial for navigation. The data further indicate that these preferred directions for aligning the internal representation of direction to the environment correspond to the edges of prominent orienting visual room frame environmental cues.
DISCUSSION
When viewed from the conventional analytical framework of a stationary spatial representation in a single spatial reference frame, the findings of degraded room frame directional firing make it difficult for these cells to support map-based GPS-like navigation, and because directional tuning also degrades in the arena frame, it is difficult for these cells to support deadreckoning strategies of navigation (Figure 1) . Nonetheless, the direction sense is intact, evidenced directly at the level of excellent spatial behavior and the level of neural function by maintained, internally referenced directional tuning (Figure 4) . The preserved temporally coordinated action potential discharge relationships among head-direction cells (Figures 3 and 4 ) and all other recorded MEC cells, including cells with other spatial discharge correlates (Figures S4, S5 , and S6) provides further evidence of intact navigation system function during rotation. These findings confirm observations (Yoganarasimha et al., 2006) and expectations of head-direction cell ring attractor models (Kakaria and de Bivort, 2017; Knierim and Zhang, 2012; Redish et al., 1996; Sharp et al., 2001; Song and Wang, 2005; Zhang, 1996) and demonstrate that head-direction cells discharge is fundamentally internally organized (Green et al., 2017; Peyrache et al., 2015; Seelig and Jayaraman, 2015) , even during navigation. However, the findings are difficult to reconcile with the standard models of navigation. Reinforcing the separate use of room and arena spatial features was sufficient to degrade externally referenced directional tuning, in contrast to unreinforced substratal and proximal cues that are reported to lack influence (Yoganarasimha et al., 2006; Zugaro et al., 2000) , but as shown here, the influence of local environmental features depends on the animal's task and so distinctions in the influence of local and distal cues is not fundamental. Despite competent navigation and the possibility of vestibular-based orientation on the rotating arena (Bures et al., 1997; Stuchlik et al., 2001; Wesierska et al., 2005) , the internally referenced direction representation was inconsistently The polar distribution of room-frame directional error decoded from headdirection cell ensemble discharge is inhomogeneous (resultant vector r = 0.589; Rayleigh's test z = 236.36; p = 0) and different from the behavioral distribution (Kuiper's test V = 4.17 3 10 7 ; p = 0.001). The arena frame directional error is inhomogeneous (resultant vector r = 0.653; Rayleigh's test z = 153.24; z = 230.58; p = 0) and different from the behavioral distribution (Kuiper's test V = 5.38 3 10 7 ; p = 0.001). (C and D) Distinct minima in the room frame decoding error histogram correspond to the edges of prominent visual cues in the (C) room frame, as illustrated, but not the (D) arena frame. registered to specifically identifiable features of the environment after more than about 10 s, although the data indicate the reorientation preferentially occurred within the room spatial frame ( Figure 4C ) and in registration with the edges of prominent visual orientation cues ( Figure 5A ). This explains why ensemble patterns of head-direction discharge rarely tended to consistently decode to arena frame directions ( Figure 2B ). These dynamics provide important constraints on notions of how this registration occurs within the various sub-circuits of the hippocampal formation's navigational system (Erdem and Hasselmo, 2014; Fortenberry et al., 2012; Kneirim and Hamilton, 2011; McNaughton et al., 2006; Neunuebel et al., 2013) .
The findings point to a potential need for reinterpreting reported disruptions of externally referenced head-direction tuning after lesion and other manipulations, like blindfolding, darkness, cue instability, and optogenetic perturbation (Butler et al., 2017; Goodridge et al., 1998; Mizumori and Williams, 1993; Muir et al., 2009 ). These manipulations may not have disrupted directional tuning per se and may only have disrupted the consistency of the registration between a preserved internally referenced direction sense and environmental features.
What environmental features control registration of the internally generated direction sense to the environment? The answer depends on the subject's prior experience with those cues. Distal cues are typically dominant (Kneirim and Hamilton, 2011; Yoganarasimha et al., 2006) , but proximal and idiothetic, self-referring cues can dominate when visual cues are absent or experienced as unreliable (Chakraborty et al., 2004; Gupta et al., 2014; Jeffery, 1998; Jeffery and O'Keefe, 1999; Knierim et al., 1995; Mizumori and Williams, 1993; Rotenberg and Muller, 1997) , and directional resetting can occur when orientation is journey dependent (Valerio and Taube, 2012) . In the present experiment, the stationary and rotating sources of information remained useful and necessary Fenton and Bures, 2003) and encoded in MEC discharge (Figure 4) , and hippocampal discharge and its utility for avoiding shock varied with the details of behavior (Kelemen and Fenton, 2010; van Dijk and Fenton, 2018) . When the rat was close to one shock zone and far from the other, directional information in MEC discharge tended to preferentially favor the distant spatial frame, although the magnitude of these correlations are somewhat smaller than what was observed for place cells at both the input (van Dijk and Fenton, 2018) and output (Kelemen and Fenton, 2010) subfields of the hippocampus circuit. Remarkably, the sign of the directional correlations clearly differed from that of place cells, indicating that the externally referenced head-direction signal tended to preferentially signal direction in the spatial frame of the remote shock zone, not the nearby one, whereas in the case of place cells, their discharge tended to signal locations in the spatial frame of the nearby shock zone (Kelemen and Fenton, 2010; van Dijk and Fenton, 2018) . This may indicate differences in place and head-direction cell coupling to environmental features (Hargreaves et al., 2007; Yoganarasimha et al., 2006) and/or the influence of the size of the environment, the diameter of which was 50% greater in the present study. Nonetheless, it is as if, near a particular shock zone, the directional system oriented to be in register with the shock zone in the other spatial frame, perhaps to avoid moving toward that shock zone during the active avoidance behavior (Dvorak et al., 2018) . The time series of decoded directions when the arena was stable and rotating ( Figure 2B) shows that abrupt transitions from accurate to inaccurate decoding were more typical during rotating conditions than stable conditions, as if the internally referenced direction sense was rapidly and variably registering with the environment, as indicated by the results of Figures 4C and 5A and previously suggested (Zugaro et al., 2003) . This is unlike responses to cue dissociation experiments when the responses are variable but tend to be consistent within a recording session (Hargreaves et al., 2007; Yoganarasimha and Knierim, 2005) .
During navigation, we observe that the internally consistent direction sense is transiently and purposefully registered to variable environmental coordinates, indicating that the direction sense provides a Kantian synthetic a priori that determines and organizes experience as well as navigation (Kant, 1781; Wills et al., 2010) . Importantly, although the present findings are generally inconsistent with path integration and GPS-like map-based navigation, they are consistent with the principles of etak navigation that intermittently change the origin of the directional reference system from one etak landmark (e.g., an observed or imagined island) to another according to the colinearity of the etak, the navigator, and a distant directional landmark, such as a star (Lewis, 1972) . Etak navigation may be the only effective strategy for large open fields if the navigator has a direction sense that is not consistently registered to the environment like a compass, as demonstrated in Figures 4C and  5A . These findings point to the possibility that, during openfield navigation, the discharge of spatially tuned cells in MEC and possibly hippocampus and related structures is more consistent with etak navigation than dead-reckoning and GPS-like map-based strategies, in which case a substantial reinterpretation will be required for how we interpret the roles of all the spatially tuned cells in the MEC-hippocampus circuits and the neural algorithms that they implement for navigation (Kant, 1781) .
STAR+METHODS
Detailed methods are provided in the online version of this paper and include the following: 
EXPERIMENTAL MODEL AND SUBJECT DETAILS
Animals
All experimental procedures have been previously described in detail (e.g., Kelemen and Fenton, 2010) and were approved by NYU's Institutional Animal Care and Use Committee and complied with the Public Health Service Policy on Humane Care and Use of Laboratory Animals. Fifteen adult male Long-Evans rats from a commercial breeder (Taconic Farms, NY) were used. Each rat weighted 300-400 g and was 3-6 months old during data collection. They were housed in a vivarium on a standard light/dark cycle (lights on 7 am: lights off 7pm) and recordings were typically made in the light part of the cycle. REAGENT 
METHOD DETAILS Surgery
The rats were handled by the experimenter 5 min/day for 5 days before surgery under pentobarbital (50 mg/kg, i.p.) anesthesia to implant tetrode-configured recording electrodes aimed at MEC (0.5 mm anterior of the transverse sinus, and relative to bregma, ML: 4.5 mm, DV: 2.0 mm). The tetrodes were housed in a custom microdrive fabricated from Delrin, such that each tetrode could be independently advanced to isolate single unit activity. The rats were allowed at least one week to recover from surgery.
Behavior and recording environment
The rats were habituated to the stainless-steel disk-shaped arena (diameter 1.2 m) and trained to forage for 20 mg pellets (Bio-Serv, NJ) that were randomly scattered onto the arena at a rate of $6/min from an overhead computer-controlled feeder. The arena was stable for 30 min and rotating for 30 min during these pretraining sessions under the control of Windows-based software (Tracker, Bio-Signal Group, Acton, MA). After 5 days of pretraining, active place avoidance training began. A low-impedance shock electrode made from a bent 30 ga injection needle was implanted under the skin between the shoulders. The shock electrode was connected to a constant current source by a shock cable with a mini-alligator clip onto which an infrared LED was integrated. When a mild constant current (up to 0.4 mA, 60-Hz 500-ms) was delivered between the shock electrode and the arena surface, the major voltage drop was across the high-impedance contact of the rat's paws with the metal floor. The locations of the rat were tracked 30 times per second by monitoring the locations of the LED using the video tracking software (Tracker, Bio-Signal Group, Acton, MA). The rat was trained to avoid shock that was delivered by the computer whenever the rat was detected within a shock zone. The shock zone was an annulus-sector that was either 30 or 45 and extended from the edge of the arena toward the annulus at either 50% or 40% of the radius, respectively. The shock was delivered 500 ms after the rat entered the shock zone and shock was repeated every 1500 ms until the rat left the zone. When the arena was stable the location of shock could be defined by distal room cues as well as local arena cues and when the arena was rotating the two shock zones dissociated so that the stationary shock zone remained fixed within the room and the rotating shock zone remained fixed to the arena surface. A transparent wall that contained the rat, rotated with the arena, and while there were markings on the wall to which the rat could orient, scent marks provided the major source of local arena-based spatial information to the rat (Wesierska et al., 2005) .
Electrophysiology
Electrophysiological recording sessions were initiated after the behavioral training to ensure the rats were familiar with the environment and tasks. Sixteen-or 32-channel custom unity-gain source-follower configured preamplifiers were connected to the microdrive. The preamplifier had two infrared LEDs of different size that could be distinguished by the video-tracking software to track the location and the azimuthal direction of the rat's head. Recording sessions consisted of the stable1-rotating-stable2 triad of trials, each trial lasting 30 min. The arena was returned to the same orientation within the room for each of the stable sessions. Ensembles of single units and the concurrent local field potentials (LFP) in MEC were recorded while the rats performed the active place avoidance task in the stable and rotating conditions. The tetrodes were slowly advanced into the MEC until action potentials with unitary waveforms could be isolated. The signals were amplified 5000 -7000 times, filtered 300 Hz -7kHz and digitized at 48 kHz for spiking activity, and amplified 1000 -2000 times, filtered 0.1 Hz -500 Hz, and digitized at 2 kHz for LFPs using commercial hardware and software that was customized to accommodate the place avoidance task and current delivery (dacqUSB, Axona Ltd, St. Albans, UK). A total 1594 single units were recorded from MEC. The quality of single unit isolation was evaluated objectively using the Isolation Information measures IsoI BG and IsoI NN (Neymotin et al., 2011) . Sufficiently well-isolated units have IsoI BG and IsoI NN values greater than 3.5, which was 66% of the MEC putative cells (1059 /1594). This manuscript focuses on the subset of 115 MEC cells i.e., (115 3 3 trials) 345 head-direction cells that were classified by objective criteria as head-direction cells. These cells were all well isolated (IsoI BG = 5.72 ± 0.05; and IsoI NN = 10.08 ± 0.10) and the isolation criteria were identical across the three stable1, rotation, and stable2 trials.
QUANTIFICATION AND STATISTICAL ANALYSIS
Data Analysis
Custom software written in C/C++, MATLAB and Python, was used to compute all outcome measures, as described below.
MEC head direction cells were classified as cells with long duration action potentials (avg. width at 30% of the peak voltage 169.79 ± 4.58 ms) and average firing rate below 10 AP/s (avg. 1.41 ± 0.20 AP/s). Azimuthal directional tuning curves (10 resolution) and positional (2 cm resolution) and position 3 45 direction firing rate maps were computed for each isolated cell by dividing the total number of action potentials that were detected while the rat's head was in a particular position and/or direction by the total time in the particular position and/or direction. To be considered a head-direction cell, a candidate single unit needed to meet the following two additional criteria during the stable1 trial: a) significant directional tuning, measured by the Rayleigh vector; b) significantly different directional tuning from the distribution of head directions that were observed during the recording, measured by Kuiper's test (Kuiper, 1960) . As a final quality check, the position-by-direction firing rate distribution of the cell was inspected to ensure direction tuning independent of position.
Quantifying Head-direction Signals Preferred direction
The maximum angle in the 10 -resolution directional tuning curve was selected as the cell's preferred direction.
Directionality
The Rayleigh vector computed as the resultant vector from the cell's directional tuning curve was taken as the measure of the strength of directional tuning. The Rayleigh vector was converted to a z statistic to test whether the distribution of angles was likely to differ from chance.
Directional Stability
The similarity of the directional tuning curves of a cell recorded in two conditions was estimated by the distance between the two tuning curves. This distance (KLD) was computed as the symmetric, resistor average of the Kullback-Liebler Divergence (Johnson et al., 2001; Olypher et al., 2003) . The tuning curves are first converted to probability curves to remove 0 values using the K-T estimate (Krichevsky and Trofimov, 1981) for probabilities. According to the K-T estimate, the estimates of probabilities ðn 1 =NÞ; ðn 2 =NÞ; .; ðn jmax =NÞ, where n 1 + n 2 + . + n jmax = N, are substituted by the values ðn 1 + 0:5=N + 0:5jmaxÞ; ðn 2 + 0:5=N + 0:5jmaxÞ; .; ðn jmax + 0:5=N + 0:5jmaxÞ. Then the two Kullback-Liebler Divergences d 12 and d 21 between the probability distributions fP i g and fQ i g are computed as:
Finally KLD, the resistor average of d 12 and d 21 is computed as a symmetrical estimate of the distance between the two distributions: KLD = ðd 12 d 21 =d 12 + d 21 Þ. Estimating momentary directional information in a spike train The directional information in the discharge of a cell during each 133 ms interval was computed using I dir , which is the directional equivalent of I pos which has been described (Kelemen and Fenton, 2010; Olypher et al., 2003; van Dijk and Fenton, 2018) .
where p(njd) is the probability of observing n action potentials in 133 ms at direction d, and p(n) is the probability of observing n action potentials in 133 ms independent of direction. I dir during the arena rotation was frame specific because it was separately computed for directions in the room and arena spatial frames. Ensemble DI dir was calculated by independently summing the room frame and the arena frame I dir time series for the cells in an ensemble and subtracting the two frame-specific I dir sums at each 133 ms time step (t): As such, a positive DI dir value indicates a momentary preference for room frame information and a negative value indicates an arena frame preference (Kelemen and Fenton, 2010; van Dijk and Fenton, 2018) . Decoding head-direction from ensemble spike trains A Maximum Likelihood Estimator was used to determine the head direction of the rat at a 660 ms time resolution (20 time bins of 33 ms each). Decoding was only estimated from recordings of 5 or more head-direction cells. We use a standard maximization approach: logðPðr j qÞÞ = X i Pðr i j qÞ;
where, r i is the firing rate of cell i in a given time window. To choose an estimated q, at every time step we maximize this probability summed across cells for all q in 10 bins, and select the q which maximizes the log odds. The probability Pðr i j qÞ is determined using the directional tuning curves that were observed in the stable1 trial, before rotation, where a distribution across rate is made for each angle q and each cell i.
Estimating internally referenced head direction
The spiking of cell 1 is taken as the reference for computing the internally referenced directional tuning of cell 2. Each cell 1 spike is assumed to occur at the preferred direction of cell 1 and the relative time offset of all cell 2 spikes that occur within a maximal interval (e.g., 5 s) are used to compute the observed changes in head-direction at the times of the cell 2 spikes, relative to the cell 1 spike up to the maximum interval. In Figure 4C the maximum interval was varied parametrically; the intervals were 3, 4, 5, 10, 20, 30, 40, 50, 60, 300, and 600 s. This is done for all cell 1 spikes and the histogram of directional changes is normalized (divided by the sum of the time offsets) to generate an internally referenced directional firing rate distribution. The firing rate scales are normalized to the peak rate in each internally referenced tuning curve.
Stability of a correlated network state
The network of spike train interactions within an ensemble of cells was estimated by the set of all the pairwise correlations (Schneidman et al., 2006) . Spike counts in fixed duration intervals were computed separately for 40, 250, and 1000 ms time bins. These yielded spike count time series with low variance and many zeros, which is why the nonparametric Kendall's correlation was used. Kendall's coefficients (t values) between the discharge of all pairs of simultaneously recorded cells were calculated (Neymotin et al., 2017; Press et al., 1993) . The stability of the correlated network state in two conditions was estimated by computing Pearson's correlation coefficient (r) to measure the relationship between the corresponding sets of Kendall correlations that define each of the two network states.
Model-based estimation of single-cell turning using unbiased estimation of spatial tuning based on Gaussian Process priors and Kronecker Covariance As suggested by previous work, superficial MEC functional cell classes such as those classified as grid cells, speed cells, and other positionally tuned cells appear to be drawn from continuous distributions when linear statistical estimates of functional class are used for classification (Hardcastle et al., 2017) . In addition to the head direction cells, we were interested to assess the stability of the correlated network state of the subset of cells that might constitute a single functional class of either grid cells, speed cells, or positionally tuned cells. Accordingly, to classify cells, we use a novel set of Bayesian nonparametric tools to efficiently estimate the multidimensional nonlinear tuning functions in MEC neurons (Savin and Tkacik, 2016) . By exploiting the expressive power of spectral mixture kernels and the computational efficiency of Kronecker covariance structure, it is possible to robustly estimate the tuning of individual MEC cells to spatial variables such as location, speed, and head direction, even in cells with relatively low firing rates. We model spike counts Y ðiÞ of the i th neuron as an inhomogeneous Poisson process with stimulus dependent firing rate l; P yjx ð Þ= Q i Poisson ðY ðiÞ ; lðxÞ ðiÞ Þ. The stimulus x is defined on a 4-dimensional lattice (2D position, speed, and head direction). To formalize the assumption that tuning should be a reasonably smooth function of x, we define a Gaussian Process (GP) prior for the log mean firing rate, f = log lðxÞ $ QPðm; k b Þ, with zero mean and a covariance function kð,; ,Þ. For computational tractability, we further assume Kronecker structure for the covariance kðx; x 0 Þ = Q d k d ðx d ; x 0 d Þ. For position we used a 5-component spectral mixture kernel:
with hyperparameters b pos = fw; m; vg defining the weights, spectral means, and variance for each of the mixture components, respectively. For speed we use a squared-exponential kernel:
with hyperparameters b speed = fr; sg specifying the output variance and length scale, respectively. Lastly, since head direction is a circular variable, we use a periodic kernel:
With scaling hyperparameters b hdr = fh; gg. All hyperparameters are learned from data by maximum likelihood. The main advantages of this approach are that robust estimates can be obtained with substantially less data. The estimator is adaptive, relying stronger on the smoothing prior in poorly explored regions of the stimulus space, while capturing complex dependencies where enough data are available. To quantify the tuning estimators, we computed the mutual information between the estimated neural responses and the individual input dimensions. To do this we use the posterior mean estimates for each input dimension (after marginalizing the other inputs, see also github code for details: https://bitbucket.org/crissavin/pfgp.git). To estimate how well a cell resembled a grid cell, we used the session-averaged spatial firing rate distribution of the cell to compute a grid score, similar to prior work (Bonnevie et al., 2013) and based on (Ismakov et al., 2017) . The grid score is the maximum difference between the grid (60 and 120 rotation) spatial correlations and the non-grid (30 , 90 , and 150 rotation) spatial correlations.
Local field potential analysis Spectral power in the LFP was estimated using MATLAB's pwelch function. The initial step of the analysis was to reject artifacts and select continuous segments of artifact-free signals. Such segments that were > 4 s were used for analysis. The majority of artifacts were related to the foot shock. Specifically, saturated signals and slowly changing DC signals were observed as the recording system recovered from the shock artifact. The artifact rejection algorithm was tuned to identify these two types of artifacts. Periods of very low signal changes defined the DC signals.
Statistics
Statistical comparisons are made with JMP12. One-way ANOVA or two-way ANOVA with or without repeated-measures is used as indicated in the main text. The Greenhouse-Geisser correction was used for repeated-measures ANOVA when sphericity was violated according to Mauchly's Test. Post hoc Tukey-Kramer HSD tests were used for multiple comparisons to assess all pairwise differences, whereas Dunnett's test was used for pairwise comparisons against a baseline condition.
DATA AND SOFTWARE AVAILABILITY
The accession number for the data reported in this paper is at CRCNS: https://doi.org/10.6080/K0SF2TDN. Data analysis code is available at the following links: https://github.com/FentonLab/PyCode_MEC_HDC-NeuronMS_Park and https://bitbucket.org/ crissavin/pfgp.git.
