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SOIL WATER AND 
 CROP GROWTH PROCESSES IN A 
 FARMER’S FIELD 
The study was aimed to provide information on local biomass development during crop 
growth using ground based optical sensors and to incorporate the local crop status to a 
crop growth simulation model to improve understanding on inherent variability of crop 
field. The experiment was conducted in a farmer’s field located near Princeton in 
Caldwell County, Western Kentucky. Data collection on soil, crop and weather variables 
was carried out in the farm from 2006 December to 2008 October. During this period 
corn (Zea mays L.) and winter wheat (Triticum sp) were grown in the field. A 450 m long 
representative transect across the field consisting of 45 locations each separated by 10 m 
was selected for the study. Soil water content was measured in a biweekly interval during 
crop growth from these locations. Measurements on crop growth parameters such as plant 
height, tiller count, biomass and grain yield were able to show spatial variability in crop 
biomass and grain yield production. Crop reflectance measured at important crop growth 
stages. Soil water sensing capacitance probe was site specifically calibrated for each soil 
depth in each location. Various vegetation indices were calculated as proxy variables of 
crop growth. Inherent soil properties such as soil texture and elevation were found 
playing a major role in influencing spatial variability in crop yield mainly by affecting 
soil water storage. Temporal persistence of spatial patterns in soil water storage was not 
observed. Optimum spatial correlation structure was observed between crop growth 
parameters and optical sensor measurements collected early in the season and aggregated 
at 2*2 m
2
 sampling area. NDVI, soil texture, soil water storage and different crop growth 
parameters were helpful in explaining the spatial processes that influence grain yield and 
biomass using state space analysis. DSSAT was fairly sensitive to reflect site specific 
inputs on soil variability in crop production. 
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CHAPTER 1  INTRODUCTION 
Spatial and temporal variability in crop production systems is due to the interaction 
among various factors such as soil, crop, weather, topography and other factors in the 
field. Farmers experience spatial and temporal variability in grain yield even though they 
manage field crops spatially homogeneously. A better understanding of the factors and 
processes causing spatial variability is important in developing site specific management 
strategies.  
Accurate assessment of soil water content across the landscape is required to understand 
spatially varying factors particularly those that affect crop production in a field. Soil 
water capacitance sensors provide an indirect, non- destructive and rapid way of 
estimating volumetric soil water content compared to conventional gravimetric soil 
sampling. The sensors function based on responses to soil electromagnetic properties and 
measure the dielectric constant (K) or relative permittivity of the soil–water–air mixture 
to estimate soil water content. The K of water (78.54 at 22°C) is large compared
 
with that 
of the soil matrix (<10) and air (1); thus, soil water content strongly influences the K of 
the soil–water–air mixture (Robinson et al., 2003).  
 A portable and commercially available soil moisture sensing capacitance probe, Diviner 
2000 developed by Sentek, Australia was used in our study. In their study, Evett et al. 
(2006) and Geesing et al. (2004) recommended the Diviner probe for routine field soil 
water studies compared to many other commercially available electromagnetic sensors 
due to its temperature insensitivity and accuracy of soil water measurements under field 
soil conditions. The zone of major influence of these sensors represent a cylinder of soil, 
 2 
 
10 cm along the axis of the probe, and a circle with 10 cm diameter around the wall of the 
PVC access tube (Paltineanu and Starr, 1997). Thus, the water content may be expressed 
either as volumetric percentage or as depth of water (millimeters per 10 cm soil depth 
increment) based on an in-built calibration equation of the probe.  
The universal calibration equation supplied by the manufacturer is based on a variety of 
different soils. The great variability of the K of soil minerals
 
(4–9) and organic matter  
(1–4) makes it necessary to calibrate soil moisture sensors for a particular soil and for 
each soil
 
horizon and location (Baumhardt et al., 2000). Accuracy of the moisture 
estimates from the capacitance probe is affected both by sensor bias and precision (Evett 
et al., 2006).
 
So a highly precise reading does not always assure high accuracy of 
measurement. Precision of the probe is affected by soil type, temperature fluctuations, 
soil wetness and the calibration equation used (Evett et al., 2006). Higher precision is 
reflected by a smaller SD of soil water content measurements.    
High spatio-temporal variability of vadose zone soil moisture was observed at small 
spatial scale by many researchers (Hupet and Vanclooster, 2002, Brocca et al., 2007). 
Gish et al. (2005) and Van Wesenbeek and Kachanoski (1988) observed that soil 
moisture
 
played a critical role in the growth and development of crops and their grain 
yield spatial patterns. Spatial and temporal analysis of soil moisture is helpful in 
characterizing its inherent spatial variability under field conditions (Lin et al., 2006). The 
near surface soil moisture content is determined by the interaction of different factors 
such as topography, vegetation and soil properties with incoming rainfall (Jacques et al., 
2001). Analysis of temporal dynamics of soil moisture gained attention with the 
pioneering work of Vachaud et al. (1985) . They introduced the temporal stability 
 3 
 
concept of soil moisture which refers to the ability of some locations to represent the 
mean, standard deviation and extreme values of soil moisture at any time of the year. It 
may also be used to optimize the sampling scheme under field conditions and to better 
understand processes affecting the soil moisture spatial pattern. Temporal stability of soil 
moisture reflects the temporal persistence of spatial structure of soil moisture under field 
conditions (Kachanoski and de Jong, 1988).  Van Pelt and Wierenga (2001) analyzed the 
temporal
 
stability of the soil water matric potential with a view to optimizing
 
sampling 
strategy. Temporal persistence of the spatial pattern of soil water content of an area was 
observed by (Gómez-Plaza et al., 2000; Martínez-Fernández and Ceballos, 2003).  
Grayson and Western (1998) studied three catchments having significant relief and 
observed that although the overall spatial soil moisture patterns were not time stable, the 
measurements in a specific subset of the locations could represent mean soil moisture 
over their areas of interest. Temporal persistence of SWS at different depths was 
observed (Pachepsky et al., 2005). Time instability of spatial patterns was also found 
(Comegna and Basile, 1994; Grayson and Western, 1998). 
Use of optical
 
sensors for measuring plant canopy reflectance provides an indirect, rapid, 
and nondestructive characterization
 
of crop canopies during a growing season. Remote-
sensing techniques using multispectral visible
 
and near infrared reflectance, provide a 
quantitative assessment of the crop's ability
 
to intercept solar radiation and to 
photosynthesize (Ma et al., 1996). Mathematical
 
relation between two or more spectral 
wave band combinations is called vegetation indices (VIs). VIs were devised as 
indicators for analyzing spatial and temporal variations in crop growth as they minimize 
the negative impact of interfering
 
factors, such as the surrounding land cover, bare soil, or 
 4 
 
atmospheric
 
conditions. Grain yield can be estimated from spectral reflectance 
measurements during
 
different crop growth stages as observed by Aparicio et al. (2002) 
with durum wheat and for a
 
nitrogen and water-stressed corn by Osborne et al. (2002). 
Raun et al. (2001) showed that expected
 
yield determined from NDVI had a strong 
relationship with actual
 
grain yield in winter wheat (r
2
 = 0.83). A good correlation (r = 
0.85) was found between NDVI and pearl millet total
 
dry matter at harvest (Lawrence et 
al., 2000).  
Currently there are several devices commercially available that determine canopy 
reflectance. Studies have found that ground based optical sensors adequately quantify 
field variability in crop growth status at a high spatial resolution as observed in corn 
(Shanahan et al., 2001) and also in winter wheat (Wendroth et al., 2005; Raun et al., 
2002; Pena-Yewtukhiw et al., 2008). According to McBratney and Webster (1983), 
spatial distributions of spatially correlated or
 
co-regionalized properties result from a 
common, interacting set of soil processes. The degree to which canopy reflectance values 
are spatially correlated with crop growth parameters is important in understanding the 
spatial co-variance structure existing within crop fields.  Studies have shown that crop 
canopy reflectance information was spatially well correlated with crop growth parameters 
in winter wheat (Wendroth et al., 2005), in barley (Wendroth et al., 2003) and in pasture 
(Flynn et al., 2008; Tarr et al., 2005).  
Jaynes and Colvin (1997) observed great variability in spatial pattern and structure of 
corn and soybean yield from year to year in their long-term field study. State-space 
modeling is a multivariate, autoregressive (AR) technique to describe the under lying 
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processes causing variability after including simple observations of variables and their 
spatial correlation with parameter of interest. State-space modeling was identified as an 
effective research tool to explain the processes influencing landscape-scale variation in 
agricultural systems (Cassel et al., 2000; Wendroth et al., 2001). The classical statistical 
data analysis techniques cannot deal with localized variations and also when there is a 
lack of complete deterministic situations in the field, the state space analysis is able to 
identify factors explaining the variability (Stevenson et al., 2001).  
Crop growth simulation models facilitate quantitative understanding of the effects of 
climatic and edaphic factors and agronomic management factors on crop growth and 
productivity under field conditions (Ahuja et al., 2002). These explanatory models are 
quantitative descriptions of the mechanisms and processes that result in the growth and 
development of the crop. International Benchmark Sites Network for Agrotechnology 
Transfer (IBSNAT) project has designed a Decision Support System for Agrotechnology 
Transfer (DSSAT) crop growth simulation model (Jones and Kiniry, 1986). The DSSAT 
models simulate crop growth, development, and yield taking into account the effects of 
weather, management, genetics, and soil water, carbon and nitrogen dynamics 
(Hoogenboom et al., 2004). Kovacs et al. (1995) observed reasonable predictions of 
nitrogen transformation and transport, nitrogen plant uptake, nitrogen accumulation in 
soil, and soil profile nitrate distribution with DSSAT-Maize model. 
The objectives of the current study were to  
(1) calibrate the soil water sensing capacitance probe specific to heterogeneous field 
soil conditions. 
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(2) determine the optimum site specific sampling area to obtain spatial correlation 
structure of crop growth parameters and optical sensor measurements 
(3) analyze the spatial relationship and persistence of spatial patterns of SWS.  
(4) understand the processes that affect grain yield and biomass under field 
conditions using state space analysis   
(5) evaluate the sensitivity of DSSAT crop simulation model to reflect site specific 
inputs on soil variability in crop production in a nitrogen fertilizer treatment 
study. 
 
Copyright © Susmitha Surendran Nambuthiri 2010 
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CHAPTER 2  MATERIALS AND METHODS 
Field experiments were carried out in a farmer’s field in corn in the year 2007 and in 
Winter Wheat in the year 2008. The field is located near Princeton (37º.045N, 
87º.862W), Caldwell County, Western Kentucky. The field has been under no till 
cultivation. The farmer follows corn and double crop soybean after winter wheat. Crider 
silt loam (Mesic Typic Paleudalfs), a deep, well drained, moderately permeable soil is the 
major soil series of the field (Soil Survey Geographic database, 2008). An ET106 
weather station (Campbell Scientific, Inc) was installed within the field in May 2007 to 
automatically monitor weather conditions of the field. The station recorded air 
temperature (ºC), precipitation (mm), relative humidity (%), solar radiation (W m
-2
), total 
solar radiation (J m
-2
), soil temperature (ºC) for the upper 10 cm, wind speed (m s
-1
), 
wind direction (degrees) at 10 minute intervals through out the study. The data were 
downloaded from the station almost on a biweekly basis.  
Soil texture 
Variability in soil texture existing in the field within each soil layer and also between 
adjacent soil layers is evident from Table 2.1. Silt content was the largest in all the soil 
layers followed by clay and sand contents. The sand and clay contents varied more than 
silt content both along the transect and across soil depths in the field as evident from the 
coefficient of variation percentage. The variability in sand content was the highest along 
the transect and across the soil depths followed by clay content. Variability in silt content  
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Table 2.1 Soil texture of the experimental field with percentage of soil particles  
(mean ± SD) in each depth. Coefficient of variation (%) is given in parenthesis. 
 
Depth (cm) 
Sand 
(>0.05 mm) 
Silt 
(0.002-0.05 mm) 
Clay  
(<0.002 mm) 
Major 
Texture Class 
0-15 4.95± 1.21 
(24.50%) 
73.14± 5.10 
(6.97%) 
21.92± 5.13 
(23.42%) 
Silt loam 
15-30 4.08± 1.55 
(37.89%) 
68.23± 5.10 
(7.48%) 
27.69± 4.61 
(16.64%) 
Silty Clay 
loam 
30-60 4.74± 1.71 
(36.13%) 
65.70± 5.45 
(8.30%) 
29.56± 4.44 
(15.02%) 
Silty Clay 
loam 
60-90 5.75± 1.82 
(31.60%) 
    67.60±8.86         
       (13.11%) 
26.66± 8.32 
(31.20%) 
Silty Clay 
loam 
 
 
slightly increased with soil depth. Textural classes varied from silt loam, silty clay loam 
and silty clay within the same soil layer along the transect for all the soil depths.  
Spatial distribution of depth averaged silt and clay content is presented in figure2.1. The 
sand and silt contents showed an opposite trend to each other. The silt content ranged 
from 60.22 to 78.46% and the clay content varied from 17.86 to 32.93 %. The sand 
content varied from 2.6 to 7.19 % along the transect.   
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Figure 2.1 Spatial distribution of weighted average of clay and silt contents along the 
transect.  
 
Elevation 
Figure 2.2 shows the distribution and spectrum of elevation along the transect. Spatial 
variability is evident from the Figure 2.2 (a). Elevation ranges from 469 m to 485 m with 
a standard deviation of 4.55 m. Spectrum showed a peak at a frequency of 0.031 m
-1
 
which was close to a distance of 300 m along the transect.    
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Figure 2.2 (a) Spatial distribution of elevation and (b) spectrum of elevation.  
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2.1 Soil water content sampling 
In order to study the spatial and temporal properties of soil water content in the field, a 
transect considering the varying landscape of the field was selected. An initial soil 
sampling was conducted in December 2006 to collect preliminary information on the 
spatial structure of soil water content in the field. The total length of the transect selected 
was 465 m. Soil samples were collected from 0 to 10 cm depth. Soil sampling points 
were located at 5 m intervals, and at each sampling point samples were taken in duplicate 
and were separated by about 10 cm. Nested sampling was carried out at 1 m interval for 
every 25 m to determine small scale spatial variability of soil water content distribution. 
Soil samples were thus taken at every 24 m, 25 m and 26 m along the transect. 
The soil samples were stored in air tight plastic containers; fresh weight was obtained and 
samples were oven dried at 105ºC for 24 hours to obtain a constant dry weight. 
Gravimetric water content was calculated as follows.  
          (2.1) 
where Ww is the wet weight of soil sample in grams, Wd is the dry weight of soil sample 
in grams and θg is the Gravimetric soil water content.  
Figure A.1 (a) in the appendix shows the spatial distribution of gravimetric soil water 
content. Spatial continuity of soil water content in the field is evident from the Figure. 
The field average gravimetric soil water content was 0.273 g g
-1
 of soil. The field was 
fairly wet since the sampling was conducted following a rainy day. The two replicates 
were spatially separated by approximately 10 cm only. The average variance between 
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replicates along the transect as 0.0000851 g g
-2
. Spatial distribution of the nested 
sampling of gravimetric soil water content is shown in Figure A.1(b) in the appendix.  
The spatial structure of the gravimetric soil water content was characterized using a geo 
statistical tool, semivariogram (Nielsen and Wendroth, 2003). Semivariogram quantifies 
the spatial continuity of the gravimetric soil water content. In this spatial analysis, 
gravimetric water content Ai taken at a lag distance of h at location xi was compared to 
another observation taken at Ai+h(xi+h). For N pairs of values of Ai separated by a lag 
distance of h, the average difference for each lag class can be obtained from the 
semivariogram as 
                                       (2.2) 
Based on the semivariogram results from Figure. A.2 in the appendix, the average 
standard deviation (SD) between 2 replications when lag was 5 m was 0.0131816 g g
-1
. 
The nugget variance (variance at zero lag) was 0.016125 g g
-2
. Average SD between 2 
replications when lag is non uniform was 0.0133721 g/s. The nugget variance was 
0.016733 g g
-2
. From the semivariogram for uniform lag intervals, the nugget variance 
obtained was 0.00013 g g
-2
. The spatial dependence of soil water content exists to a range 
of 38 m. The difference in soil water content between pairs of all values separated by 
distances greater than 38 m were not spatially dependent.  
The semivariogram for non uniform lag intervals provided the nugget variance as 
0.00014 g g
-2
.  The spatial dependence of soil water content exists to a range of 40 m. 
The difference in soil water content between pairs of all values separated by distances 
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greater than 40 m are not spatially dependent. Average of total variance of soil water 
content along the transect was 0.000274 grams of water per gram of soil.    
Thus it was clear that we cannot avoid the nugget variance by decreasing the sampling 
interval. This variance may be due to error associated with the sampling device, auger, or 
any other analytical error. Thus sampling at distances smaller than 1m is not going to 
give additional information about the spatial pattern of soil water content distribution 
along the transect. The information gained about the spatial dependence of soil water 
content distribution was used while installing soil water access tubes.   
By nested sampling at every 25 m interval, nugget variance was slightly increased. 
Average variance between replications and field average of variance in gravimetric water 
content along the transect were also slightly increased with nested sampling. The spatial 
dependence of gravimetric water content values also increased along the transect.  
2.2 Installation of soil moisture sensing capacitance probe access tubes 
Based on the semivariogram results of gravimetric soil water content obtained from the 
initial field study, 45 soil water content sensor access tubes (made from PVC) were 
installed at 10 m intervals along the transect. The tubes were installed in 44 locations at a 
depth of 0 to 80 cm and in one location at a depth of 0 to 60 cm due to the presence of 
rock beyond 60 cm soil depth. The tubes were 1m long with an inside diameter of 5.10 
cm and an outside diameter of 5.65 cm. After installation, each tube was left with an 
extended section of about 5 cm above the soil surface to prevent water entry into the tube.  
A plastic cap was firmly fitted to the upper end of each tube. A compression rubber plug 
was used to seal the bottom of the pipe against water and vapor. 
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2.2.1 Soil water sensing capacitance probe 
The hand held Diviner probe measures soil moisture content at regular intervals of 10 cm 
down through the soil profile. After drying the condensation water from the access tube 
walls with a dry cloth, readings were taken by lowering the probe down the PVC access 
tube while point measurements of soil water content for every 10 cm soil depth were 
recorded. 
Three replications were taken at each time of soil water content measurement. The 
measurements were taken within a time interval of approximately 20 seconds for which 
no variation of soil temperature or soil water content was expected. Precision of the probe 
was assessed by calculating standard deviation (SD) of soil water content estimates from 
the three repeated measurements of soil water content taken with the inserting and 
removing of the probe in a single orientation at each location. The effect of orientation on 
precision of the probe was evaluated by taking three replicate measurements for each of 
four different directions by rotating the probe by 90° steps at individual locations in a few 
times of the study.  
2.3 Soil dry bulk density measurement  
The soil core was collected with a Gidding’s probe from 0 to 90 cm depth in May 2007 
prior to access tube installation. A soil sample corresponding to a 10 cm soil depth 
increment was obtained from the Gidding’s probe by cutting the 90 cm long soil core 
with a knife at 10 cm intervals. The soil samples were dried to obtain gravimetric water 
content (θg). 
Soil bulk density, ρb in g cm
-3
 was calculated using the same soil samples as,   
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                                                                    (2.3) 
Wd = Oven dry weight of soil sample in grams 
Radius of Gidding’s probe, r = 1.435 cm   
Height of soil sample, h = 10 cm 
Volume of soil sample, 
 
=   3.14* (1.435)
2
 *10 = 64.66 cm
3
 
Volumetric water content, θv in cm
3 
cm
-3
 was calculated as,    
                                                                     (2.4) 
2.3.1 Correction of measured soil dry bulk density  
Extremely high and low values of soil dry bulk density were observed in some of the 
layers at a few locations along the transect. This was due to uneven cutting of soil 
samples at every 10 cm from the 90 cm long soil core, causing an unequal distribution of 
total soil dry mass to each 10 cm long soil sample. A big mass of dry soil contributed to 
extremely high (> 2g cm
-3
) soil dry bulk density and a small mass of dry soil contributed 
to extremely low (< 0.5g cm
-3
) values of soil dry bulk density. Correction of bulk density 
is very important as the bulk density value was used to calculate soil volumetric water 
content. To correct the erroneous dry bulk density values, distribution of the 90 cm long 
soil dry soil mass collected from each soil profile was required across the soil depths.  
To consider the vertical and horizontal spatial scale disparity in length measurements, the 
soil depth in centi meter scale was multiplied by 100 and the horizontal distance in meter 
scale was kept the same for doing semivariogram analysis.   
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A geostatistical interpolation technique, Kriging (Nielsen and Wendroth, 2003) was 
applied to correct soil dry bulk density in various layers of all locations along the 
transect. A two-dimensional kriging was used considering the spatial variability of dry 
bulk density in both the horizontal (along the transect) and vertical (along the soil depth) 
directions of the field to estimate the dry bulk density in all the individual layers of all 
locations along the transect. Spatial distribution of soil dry bulk density in each layer 
along the transect was less variable (average CV = 5.4%) than the spatial distribution of 
soil dry bulk density in the vertical direction (average CV = 13.5%). So the variability in 
soil dry bulk density over a distance of 80 cm was larger than the horizontal variability 
over the 450 m long transect. Moreover, the variance systematically increased with depth.  
The difference ∆ij between an individual determination of soil dry bulk density Dij at 
location  i (i = 1-45) at depth j (j = 1-8) and the mean soil dry bulk density  in the same 
soil layer was calculated to see the spatial variability after accounting for mean dry bulk 
density.  
          (2.5) 
    (2.6) 
The soil dry bulk density differences ∆ij across all soil depths along the transect was used 
to construct a semivariogram to assess the spatial variance structure of bulk density 
deviation. A geostatistical program GS+ (Gamma Design Software, 2004) was used to 
create the semivariogram. Kriging utilizes the results of semivariogram to decide the size 
of local neighborhood to interpolate the best linear unbiased estimate of dry bulk density 
deviation based on weighted values within the domain.  
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     (2.7) 
The estimated soil dry bulk density deviation obtained from kriging, ∆ij (est.) was added 
from the corresponding layer mean  to obtain the estimated dry bulk density value of 
the corresponding point  as given in the above equation. 
2.4 Calibration of the Diviner capacitance probe 
2.4.1 Soil moisture measurements  
Gravimetric soil moisture samples for calibration were collected at four different times- 
in November 2007, April 2008, May 2008 and June 2008- during the study. Soil samples 
were collected from 0 to 80 cm depth at 10 cm depth increments using either a 
hydraulically driven Hilti or a manually driven auger  from all the 45 locations along the 
transect. On November 28
th
 2007, 48 of the total 358 soil samples (Table A.1 in the 
appendix) collected for probe calibration were lost due to technical difficulties associated 
with an oven in the lab. These data points were considered as missing values during all 
analysis. Soil samples were taken approximately 30 to 40 cm away from the access tube 
(Geesing et al., 2004) to avoid any soil disturbance close to the access tubes, to minimize 
air gaps at the tube-soil interface. At the time of soil sampling from each location, the 
Diviner capacitance probe readings were taken simultaneously. Each time at least three 
replicates of soil water content measurements were taken from each soil profile using the 
capacitance probe. The volumetric water contents and sensor outputs
 
from equivalent 
depths were later paired for calibration purpose.  
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2.4.2 Approaches used for calibration of the capacitance probe 
Bell et al. (1987) suggested a linear approximation between capacitance probe readings 
 and soil water content for the restricted ranges of water content experienced in many 
soils. Evett and Steiner (1995) used linear calibration analyses in their study for 
calibrating each 10 cm sampling depth. For all calibration approaches, Diviner output 
obtained in the field was treated as the independent variable and gravimetrically derived 
volumetric water content as the dependent variable as the purpose here was to derive θv 
(cm
3
 cm
-3
) for all the Diviner probe measurements taken during the entire study period. 
The Diviner readings downloaded as θv percentage was converted into cm
3
 cm
-3 
(by 
dividing the readings by 100) before using the data for calibration. Six different 
calibration approaches were followed as described below.  
(1) Calibration equation based on each individual 10 cm deep layer in each location. This 
calibration approach was followed considering the small scale variability in soil texture 
and soil bulk density existing in the field both across depths and also along the transect. 
Calibration was carried out for each individual layer in each location using soil water 
content data from all the four calibration days. A total of 358 equations were derived with 
one regression equation for each 10 cm layer of each location. 
(2) Calibration equation for each profile. Even though variability in soil texture and soil 
dry bulk density existed between adjacent soil depths of a profile, this approach was 
followed considering that only a number of four soil water content observations was 
obtained for each profile and also by taking into account its practical use. The water 
content data of all the eight layers of each profile was pooled and fitted into one linear 
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calibration equation. 45 different calibration equations were derived based on this 
approach. 
(3) Calibration equation was based on each layer considering all locations in the layer 
along the transect. All locations along the transect were considered for regression 
equation for each specific layer. Eight regression equations were derived based on this 
approach with one equation for each of the 10 cm deep soil layer.  
(4) Variability in clay content existed within the same soil layer along the transect and 
also between adjacent soil layers. As we know (Evett et al., 2006), accuracy of soil water 
content measurement by capacitance probe is sensitive to soil textural heterogeneity. The 
variability in soil clay content is important in influencing capacitance probe 
measurements. Clay classes were developed for each soil layer considering all locations 
in that layer. Separate linear regression analysis was performed for each clay class in 
each soil depth. In general, clay content varied from 10.5% to 45.5 % in different soil 
layers. Each clay class was developed with a width of 5.0 %.  Number of clay classes and 
locations within each bin varied in each soil layer. 38 equations were developed using 
this approach for all the soil depths.  
(5) Calibration equation based on each clay class (high width) corresponding to each 
layer considering all locations in that layer. This was similar to approach 4, but clay class 
width was increased to 10.0%. Number of clay classes and locations within each class 
varied in each layer. In this approach 2 equations were developed for each soil depth and 
a total 16 equations were developed.  
 (6) Locations along the transect were ranked based on clay content separately in each 
layer. Calibration equations were produced considering each 5 locations which were 
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closely ranked. Nine clay classes each with five locations were used to derive nine 
calibrations. 72 equations were developed with 9 equations for each soil depth. 
2.5 Agronomic measurements 
2.5.1 Measurements in corn  
Plant height 
The farmer planted corn in April 2007. Plant height as a function of crop growth stages 
can be used as a proxy variable to quantify biomass development. Plant height 
measurements were taken on June 4
th
 and June 26
th
 2007. Height was measured from 
ground surface to the node of the last fully developed leaf in the plant. In the first week of 
June, plant height was measured on the 5
th
 row on both the sides of the access tube when 
plants were in V9 growth stage. In the 5
th
 row, five plants were selected corresponding to 
each access tube and their height was measured. In the last week of June, when plants 
were in V12 growth stage plant height was measured again on five plants were selected 
in the 5
th
 row on one side of the access tube. 
Manual harvesting of corn 
Corn plants were harvested on August 23
rd
 2007 to quantify the spatial variability in 
above ground biomass and grain yield and also to get a dataset on grain yield in addition 
to that obtained from yield monitor. Corn plants from five feet row in the 4
th
 row on both 
sides of the access tube were harvested. The plants were counted, and the fresh weight of  
above ground biomass was obtained by weighing the bag with ears. Later ears were 
separated from plants and weighed. An ear sub sample of 5 ears was also weighed. A 
shredder was used to shred the vegetation of plants.  After shredding, a plant sample was 
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collected to represent every 5 feet harvest row. The plant and ear samples were dried, 
ground and passed through a 0.2 mm sieve. The samples were analyzed for N, P and K 
content. 
In September 2007 a shallow disking of the field was done and 2 t ha
-1
. Poultry manure 
was applied to the field to obtain NPK at the rate of 50:50:50 kg ha
-1
. In October 2007 
winter wheat (Triticum aestivum L.) was planted in the field. The row spacing was 18.75 
cm and the planting density was 153 kg ha
-1
. 
2.5.2 Measurements in winter wheat  
Tiller count 
In January 2008, the number of plants in a 0.25 m
2 
area on both sides of the access tube 
along the transect was counted to determine the seedling establishment. The number of 
tillers/0.25m
2
 was counted on both sides of the access tube along the transect in February 
when the crop was in Feekes 2 growth stage and the number of tillers/0.25m
2
 was 
counted on one side of the access tube along the transect in April (Feekes 5).  
Nitrogen fertilizer application 
In order to investigate the local variations in soil fertility existing in the field, different 
levels of nitrogen fertilizer were applied starting from 0 kg N ha
-1
 to 150 kg N ha
-1
 at an 
increment of 30 kg N ha
-1
 in a sinusoidal pattern in plots of 27 m wide and 10 m long. 
Each plot corresponds to an access tube along the transect. Nitrogen fertilizer in the form 
of liquid NH4NO3 (33.5 N%) was applied when wheat crop was in Feekes 4 stage.  
To quantify mineralized nitrogen, one soil sample from each of the four corners of a 1 m
2
 
square area was collected from one side of the capacitance probe at Feekes 3 and Feekes 
 22 
 
5 growth stages of wheat. The samples were taken at depth intervals from 0-15, 15-30, 
30-60 and 60-90 cm. The four samples were mixed, placed in a plastic bag, stored in a 
cooler in the field and in a freezer until chemical analysis. The samples were analyzed for 
NH4
+
-N (Charney and Marbach, 1962) and NO3
-
 -N (Wood et al., 1967).  
Harvesting of wheat 
Wheat was harvested at physiological maturity to investigate the spatial variability in 
above ground biomass and grain yield components and also to get a dataset on grain yield 
in addition to the yield monitor. Plants were harvested from two plots, each with 0.25m
2
, 
at each access tube location along the transect. Number of tillers, spikes, internodal 
length, length of spikes, grain size fractions and thousand kernel weight, grains/spike and 
weight/grain from each 0.25m
2
 were measured. After manual harvesting, a combine 
harvester equipped with a GPS and automatic yield monitoring system was used to 
complete the harvesting of the 27x465 m
2
 field.  
2.6 Crop growth sensor measurements in corn and wheat 
Ground based crop growth monitoring optical sensors Green Seeker
TM
 (Ukiah, CA), 
Hydro-N Sensor (Yara International), a hand held Green Seeker (Ukiah, CA) and a hand 
held Spectro radiometer EPP 2000-VIS-200 (StellarNet, Inc.) were used to measure 
canopy reflectance to assess within field spatial heterogeneities on local crop growth 
status in corn and winter wheat. Green Seeker
TM 
system is a commercially available 
active optical sensor with a self-contained light source and therefore can be used without 
regard to the intensity or angle of the sun. The Hydro-N-sensor (Yara, Dülmen, 
Germany) is a passive canopy sensor that measures the reflectance of solar radiation. 
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Cloud-free days were chosen to measure the reflectance, and
 
data were collected during 
the middle of the day. 
Five Green seeker sensors were attached to a boom of a tractor. Their arrangement is 
described (Table 2.1) based on the travel path taken by the tractor along the transect in 
the field. In path 1a Green Seeker travelled from access tube number one located in the 
south west part of the field to access tube number 45 located in the north east part of the 
field.  
Sensors were located 50 cm behind the GPS installed on the tractor along the driving 
direction. Green Seeker and HydroN-sensor were used to measure spectral reflectance 
from the crop canopy during V6 and V12, while a hand held Green Seeker was used at 
tasseling. Green Seeker and HydroN-sensor were used to measure spectral reflectance 
during Feekes 3 and HydroN-sensor and Spectro radiometer were used during Feekes 5 
growth stage of wheat. Biomass Index was measured using a ground based active optical 
sensor at Feekes 5 growth stage of wheat crop.  
Table 2.2 Sensor orientation of Green Seeker when path 1a of travel is considered 
 
Sensor orientation 
 
Sensor Number Distance from center (cm) 
Right hand side 52 304.8 
Next to right hand side 53 228.6 
Center 55 0 
Next to left hand side 54 228.6 
Left hand side 56 304.8 
 
 24 
 
The Green Seeker uses high intensity light emitting diodes at 660 nm (Red) and 780 nm 
(Near Infra Red, NIR). The Green Seeker provided NDVI (Normalized Difference 
Vegetation Index) based on the following equation. 
      (2.8) 
The red reflectance (Red) is measured at 660 nm and is a function of the amount of red 
light absorbed by the plant handkerchief, an indication of chlorophyll content. The near 
infrared (NIR) reflectance is measured at 780 nm and is a function of plant population or 
relative vegetative cover. Thus it corrects for winter kill and irregular stands in the field 
(Schwab et al., 2005). 
HydroN-sensor measured spectral reflectance in the visible and near infra-red (NIR) 
region of the electro magnetic spectrum. The 20 different wavelengths selected were 450 
nm, 500 nm, 550 nm, 600 nm, 620 nm, 640 nm, 650 nm, 660 nm, 670 nm, 680 nm, 690 
nm, 700 nm, 710 nm, 720 nm, 740 nm, 760 nm, 780 nm, 800 nm, 820 nm and 850 nm.  
The hand-held multi-spectral radiometer recorded percent light reflected from 
wavelengths 342 nm to 1171.5 nm at a spectral resolution of 0.5 nm. The fiber optic 
probe, 400 VIS-NIR (StellarNet, Inc.) was held 30 cm above the wheat canopy, where it 
captures the reflected light from a canopy radius of 38 cm and sends it to the radiometer 
which analyzes the light and records the data onto an attached laptop. Outside light 
(reference light) was measured using a white reference plate coated with Barium Sulphate 
surface (StellarNet, Inc.) which reflects 100% of the light that hits its surface. Reflectance 
measurements were taken from an area close to each access tube location in the field.  
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2.6.1 Aggregation of sensor data 
Sensors obtain
 
high-density geo-referenced reflectance data representing the crop 
population in very short time. Green Seeker and Hydro-N sensor reflectance observations 
were aggregated using a Fortran based program (Wendroth, personal communication). 
Aggregation was carried out in a rectangle shaped block with each access tube as the 
center. Various dimensions of rectangles were used for aggregation with width of 
rectangle varying from 1 to 7 m at 1 m intervals perpendicular to the transect and length 
of rectangle varying from 1 to 10 m at 1 m intervals along the transect. The width of 
rectangles used for aggregation in winter wheat varied from 1 m to 27 m at 1 m intervals 
perpendicular to the transect. Thus the spatial separation distance between block centers 
was kept at 10 m along the transect. A notation of width*length (both in meters) is used 
to show the dimensions of rectangle used for aggregation. For example, 7*2 shows that 
an aggregation was carried out in a rectangle with width of 7 m and length of 2 m with 
each access tube as the center.   
2.6.2 Aggregation of grain yield data 
Winter wheat plots were 27 m wide and 10 m long rectangles with access tube as the 
center of the rectangle. Grain yield was determined at the time of physiological maturity 
of the crop by harvesting each plot using a 2 m wide plot combine equipped with a yield 
monitor that recorded yield approximately every linear meter. Each path of the combine 
harvester contributed to a weigh wagon level. The machine harvested the entire area of 
plots. The same Fortran program was used for aggregating sensor data was used 
toaggregate the grain yield observations in the rectangle shaped block with each access 
tube as the center point. The data was aggregated over rectangles of various dimensions 
with width of rectangle varying from 3 m to 27 m at 3 m intervals perpendicular to the 
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transect and length of rectangle varying from 1 to 10 m at 1 m intervals along the 
transect. Similar to sensor data aggregation width*length of the rectangle is used for 
notation.   
2.6.3 Vegetation indices  
Various vegetation indices (VIs) were calculated to define crop growth status along the 
transect using reflectance data from Hydro-N sensor and Spectro radiometer. The 
notation Ri was used to indicate the reflectance of light
 
at a wavelength of i nm. The 
details of different spectral reflectance vegetation indices are presented in Table A.2 in 
the appendix.  
2.7 Statistical data analysis 
Descriptive statistics analysis of each variable considered in the study was  performed 
using MS Excel. Regression analysis was performed to determine
 
the relationship 
between crop reflectance and crop growth parameters using MS Excel. Linear regression 
models were fitted for each data set. Pearson
 
correlation coefficients between crop growth 
parameters and reflectance at individual wavelength bands or indices were calculated at 
different growth stages using Proc Corr (SAS Institute, 2001).  
2.7.1 Spatial statistical data analysis 
The spatial structure of various soil and crop properties was characterized using 
variograms to understand the spatial continuity of measured parameters. The 
autocorrelation length was used to analyze the spatial relation between one variable 
measured at different locations in the field. It is considered as a diagnostic measure to 
analyze spatial process in the field.  
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Autocorrelation function  was calculated considering n measurements of a soil 
property Ai measured at locations x and x + h separated by a specified distance h using 
the relation, where cov and var are covariance and variance, respectively (Nielsen and 
Wendroth, 2003).  
   .(2.9) 
Spatial association between various crop growth parameters and canopy reflectance was 
analyzed using the cross correlation function. The cross correlation function rc(h) 
between two soil properties Ai and Bi observed at locations xi and xi + h is calculated with 
cov denoting the covariance, var the variance, and h the lag distance (Nielsen and 
Wendroth, 2003).  
 
    (2.10) 
Semivariogram 
The spatial structure of variables were characterized using a geo statistical tool, 
semivariogram (Nielsen and Wendroth, 2003). Semivariogram quantifies the spatial 
continuity of the variavle. In this spatial analysis, gravimetric water content Ai taken at a 
lag distance of h at location xi was compared to another observation taken at Ai+h(xi+h). 
For N pairs of values of Ai separated by a lag distance of h, the average difference for 
each lag class can be obtained from the semivariogram as 
     (2.11) 
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Spectral analysis 
The periodic behavior of soil and crop properties is analyzed with spectral analysis. A 
spectrum identifies the periodically repeating variance components. The analysis involves 
calculation of autocorrelation function  of a property and its substitution into the 
relation 
    (2.12) 
Where S is the spectrum and f is the frequency equal to p
-1
 where p is the period (Nielsen 
and Wendroth, 2003).  
Cospectral analysis was carried out to identify spatial frequencies for which two sets of 
observations are correlated with each other. In the analysis cross correlation coefficient, 
rc(h) of the two properties under study is calculated to partition the total covariance of 
them. The cospectrrum was calculated as:  
 
   (2.13) 
 Where Co is the cospectrum and f is the frequency equal to p
-1
 where p is the period 
(Nielsen and Wendroth, 2003).  
Quadrature spectrum was used to identify lag between two sets of observations which are 
correlated at the same frequency. 
    (2.14) 
where rc
’
 = 0.5 {rc (h > 0) - rc (h < 0)}. This subtracting procedure is used to reinforce 
cyclic variations described by a sine function and eliminates that described by a cosine 
function (Nielsen and Wendroth, 2003).  
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Coherency analysis  
Coherency analysis was carried out to measure the significance of the correlation 
between two sets of observations Ai(xi) and Bi(xi)for various frequencies f. The coherency 
is calculated from  
      (2.15) 
where Q(f) is
 
the quad spectrum Co (f) is the cospectrum, and SA(f) and SB(f) are the 
spectra of the two sets of observations Ai(xi) and Bi(xi) respectively (Nielsen and 
Wendroth, 2003). Coherency values range from zero to 1 and is analogous to the 
coefficient of determination of a simple
 
linear regression between two variables.  
2.7.2 Statistical methods 
Linear regression equations were generated from sensor output and field measured 
volumetric soil water content. The coefficient of determination (r
2
) provided the degree 
of linear association between factory (default) calibrated water content to field measured 
volumetric water content. To compare the field and factory calibrated Diviner estimates 
of soil water contents with gravimetrically derived volumetric water content, statistical 
tests like RMSE (Root Mean Square Error) and Md (Mean difference) were used as 
suggested by Jabro et al. (2005). The RMSE and Md were calculated as, 
                  (2.16) 
         (2.17) 
where E is the value of soil moisture content estimated by the Diviner (either factory 
calibrated or field calibrated), M is the corresponding gravimetrically derived soil 
volumetric water content, i corresponds to the number of calibration days, n is the 
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number of measurements which is the total number of locations in the field. The 
coefficient of determination (r
2
) provided degree of linear association of field calibrated 
and factory (default) calibrated water content to gravimetrically derived volumetric water 
content. The Md measured the average difference of factory and field calibrated Diviner 
estimated water content from gravimetrically derived volumetric water content 
measurements. The sign and value of Md indicates the degree of coincidence between the 
factory and field calibrated water content and actual volumetric water content 
measurement. 
2.7.2.1 Frequency distribution  
The frequency distribution under driest and wettest time periods was computed to 
investigate whether or not one location keeps its rank in the frequency distribution. If this 
occurs and assuming the probability function as normal, we can select the particular 
location with a probability of 50% to characterize the field-mean soil moisture. Similarly 
other particular locations, associated with cumulative probabilities of 17% or 83% by 
considering one SD from field mean SWS (  can be selected    
2.7.2.2 Relative differences approach 
This technique is based on the parametric test of the relative differences introduced 
by Vachaud et al. (1985). The difference (  between an individual measurement of 
SWS,  at location i and time j and the daily spatial mean of SWS,  at the same time 
from all locations is calculated. Specifically, the relative difference, δij, is defined as 
below. Temporal mean relative difference of location i, and its standard deviation 
are determined of location i are calculated as below. 
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        (2.18) 
    (2.19) 
                                                                               
(2.20) 
                                                                       (2.21) 
                                                          (2.22) 
 
where n is the number of sampling locations and m is the number of sampling times, m = 
36 in the present study. 
 
indicates that moisture content of location i on j
th
 day is 
equal to field mean on day j. Thus for any location i temporal average   and temporal 
standard deviation σ ) can be calculated for the m = 36 days of measurements.  and 
σ ( ) are used to rank the locations (from lowest to highest relative difference from the 
mean) and to assess temporal stability of spatial variable pattern. This approach helps to 
identify locations which represent field mean,  and locations which 
systematically over estimate field mean 
 
also locations which systematically 
under estimate field mean 
  
A temporally stable location is characterized by a low 
value of σ ( ). The value of σ ( ) was used as a major criterion (Grayson and Western, 
1998, Gomez-Plaza et al., 2000) in selecting temporally stable sites. Locations can be 
identified for continuous monitoring of field mean soil moisture as well as extremely wet 
and dry soil moisture conditions (Vachaud et al., 1985; Mohanty and Skaggs, 2001).  The 
extent of temporal variability of soil moisture in each location relative to field mean is 
also obtained from this approach.  
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2.7.2.3 Spearman rank correlation coefficient 
Vachaud et al. (1985) suggested the application of the nonparametric Spearman rank 
correlation coefficient test to evaluate the persistence of soil moisture spatial patterns at 
each observation time. The test was carried out using Proc Corr of SAS. Spearman rank 
correlation coefficient, rs, defined as 
        (2.23) 
 
where Rij is the rank of the soil water storage Sij for the measurement campaign j of 
location i and Rij’ is the rank of the soil water storage at the same location, but for the 
measurement campaign j’. n is the number of sampling locations and is equal to 45 in the 
present study. An rs equal to 1 corresponds to perfect time persistency between sampling 
dates j and j’.  
2.7.2.4 Mean Absolute value of Bias Error (MABE)  
MABE is a tool introduced by (Hu, 2010) to identify temporally stable sites representing 
field mean SWS. A critical value of 5 to 10% of MABE was used to select representative 
stable sites. MABE and the associated temporal standard deviation were calculated as, 
     (2.24) 
          (2.25) 
     (2.27) 
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where ABE is the  absolute value of bias error for a given relative difference .  
MABE  is the time averaged  . is the temporal standard deviation of 
ABE for location i. A value of  close to zero indicates high temporal stability. 
2.8 State space modeling 
State-space modeling is a multivariate autoregressive technique adopted from applied 
time series analysis (Cassel et al., 2000). The state-space model consists of two major 
equations. The first equation called state equation is as follows, 
      (2.28) 
where  is the state vector and  is a pxp transition matrix  of state coefficients for each 
of the variables in the state-space model which defines the state of a system at a given 
location i. The state of the system at a previous location  is considered and  is the 
model error with a common qxq covariance matrix. The magnitude of the coefficients in 
the transition matrix reflects the importance of each variable in their ability to define the 
state of the system. The state of a system Yi reflects the true state of the system only 
indirectly. Therefore, the state equation Zi is embedded in an observation equation: 
      (2.29) 
where the true state  is related to the observation through an observation matrix with 
an error  Both error vectors  and  are assumed to be zero mean, uncorrelated, and 
independent of each other.  
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The initial state vector Zi is assumed to have a mean vector μ and p×p covariance 
matrix Σ. The transition matrix coefficients and state covariance matrix estimates are 
optimized with a EM algorithm (Kalman, 1960). When a new observation becomes 
available, the prediction is updated depending on the variance terms in the state and 
observation equations. The iterative estimation of transition coefficients and variance 
terms continues until a convergence criterion of 0.005 is reached in the transition matrix. 
Thus, the state equation makes a prediction for a given observation based on the state at 
the previous observation and a given set of coefficients, compares the prediction and 
measured observation, and updates each prediction.  
The data were normalized (Stevenson et al., 2001) prior to the analysis in order to remove 
differences in scale among the variables as follows 
      (2.30) 
Xi is the transformed value of observation xi,  the mean of the observations, and σ the 
population standard deviation. Fiducial limits of uncertainty were calculated from the 
standard error for each estimation. Measured data points outside the fiducial limits 
indicate an unsatisfactory model prediction.  
To analyze the prediction quality of the AR model the log likelihood value (-2 log L) was 
used. It was used to compare different state vectors with the same number of variables 
and observations. The mean of squared deviations between measured and predicted 
variable was also used to check the quality of estimation. The lower the log likelihood 
value and the better the prediction quality of the AR model.  was 
calculated as 
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   (2.31) 
where n is the number of observations. 
2.9 Crop growth simulation model DSSAT 
In this study, two crop-environment resource synthesis (CERES) models were used, 
namely CERES-Maize and CERES-Wheat (Godwin et al., 1989). Both models have been 
designed to simulate crop growth and development within the framework of the DSSAT 
v4.0 Decision Support System for Agrotechnology Transfer (Hoogenboom et al., 1994). 
Minimum input requirements for CERES-Wheat include soil
 
conditions, crop 
management and weather. Site specific data for each location was given to the model. 
Data on soil texture, soil organic matter, bulk density, soil water content, nutrient content 
at various depths were provided to the model.  
Details on crop management such as variety, row spacing, plant population, dates and 
rates fertilizer and manure application. The minimum weather inputs required were daily 
solar radiation, precipitation, maximum and minimum air temperatures from start of 
simulation to physiological maturity stage. Simulations were started one week before 
planting. The models CERES-Maize and CERES-Wheat were run for each location in the 
field.  These models calculated local crop growth, water, and nitrogen dynamics in the 
field on a daily basis. RMSE and Md between measured and predicted parameters were 
used to analyze the prediction quality of the models. 
 
 
Copyright © Susmitha Surendran Nambuthiri 2010 
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CHAPTER 3  RESULTS AND DISCUSSION 
3.1 Calibration of the Diviner capacitance probe 
3.1.1 Correction of measured soil dry bulk density 
The spatial distribution of soil dry bulk density deviation across soil depths manifested a 
spherical semivariogram having a nugget of 0.0145 (g cm
-3
) 
2
, a spatial range of 83 m and 
a sill of 0.0291 (g cm
-3
) 
2
. Using the semivariogram in Figure 3.1, soil dry bulk density 
deviation across soil depths was kriged based on the eight closest neighbors as the soil 
sampling locations were separated by 10 m distance along the transect. A two 
dimensional Kriging was applied to consider the vertical (along soil depth from 0 to 80 
cm) and horizontal (0 to 445 m length of transect) variability in dry bulk density 
measurements.   
The distribution of measured and estimated soil dry bulk density at 45 locations spaced at 
10 m along the transect for each depth is shown in Figure B.1 in the appendix. From the 
distribution of meausred soil dry bulk density it is clear that the bulk density showed 
extreme high ( > 2g cm
-3
) and low values (< 0.5g cm
-3
) across all the soil depths along the 
transect, especially in the 0-10 cm and in the 80-90 cm layers. Variation in bulk density 
with soil depth could be attributed to the effect of cultivation, difference in soil texture 
and soil organic matter content within a soil profile (Polyakov et al., 2005). 
In Figure B.1 in the appendix, it is evident that the extreme values are removed and are 
now replaced by kriged values which are close to the local mean dry bulk density in the 
field. Dry mass of soil samples for each 10 cm long soil core of the Gidding’s sampler 
was calculated  using the estimated dry bulk density and known volume (V) of 
each 10 cm long soil core as: 
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                                                        (3.1) 
Total dry mass of soil samples was calculated for 90 cm soil core of each soil profile by 
adding  calculated for each 10 cm soil layer. The measured and estimated dry 
weights for each 10 cm soil depth of each profile are presented in mass balance Table B.1 
in appendix. Both the total dry weight values were very close to each other for all the soil 
profiles. 
 
 
Figure 3.1 Semivariogram for the distribution of soil dry bulk density deviation given in 
Figure. B.1 of the appendix 
 
From the mass balance table we can see that kriging has captured the total dry mass of 
the samples in the 90 cm long soil core in each location. Thus by kriging, dry bulk 
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density was estimated fairly well across all soil depths in all the different locations by 
replacing the erroneous values measured.. The corrected dry bulk density values were 
used to derive volumetric soil water contents on calibration days.  
3.1.2 Soil moisture measurements  
Details of volumetric water content (θv) of soil samples measured in the four different 
calibration days are presented in Table 3.1. θv collected ranged (Table 3.1) from 0.45 to 
0.16 cm
3
 cm
-3
 at 0-10 cm depth, θv varied from 0.40 to 0.15 cm
3
 cm
-3
 at 10-20 cm, at 20-
30 cm the range was from 0.44 to 0.15 cm
3
 cm
-3
, the range was 0.43 to 0.18 cm
3
 cm
-3
 at 
30-40 cm depth, θv varied from 0.45 to 0.20 cm
3
 cm
-3
 at 40-50 cm. At 50-60 cm the range 
of θv was from 0.45 to 0.23 cm3 cm-3, θv varied from 0.44 to 0.25 cm
3
 cm
-3
 at 60-70 cm, 
the range was from 0.41 to 0.25 cm
3
 cm
-3 
at 70-80 cm depth. The range of θv narrowed 
down with soil depth. The larger range of θv in the upper three soil layers compared to the 
deeper layers could be due to their exposure to dynamic environment. The standard 
deviation (SD) was largest in the 0-10 cm layer. It did not show a clear trend with soil 
depth. The coefficient of variation (CV) of θv varied with soil depth, and was higher in 
the upper layers compared to deeper layers during wet periods. It could be attributed to 
the high interaction between the upper soil layers and the external dynamic environment. 
June 23
rd
 was comparatively dry among the four calibration days. On the dry day of 
calibration the magnitude of CV was higher than the wet days. The high CV of θv on the 
dry day may be due to small scale heterogeneity in soil texture existing between locations 
along the transect as the influence of soil texture on θv is more prominent under dry soil 
moisture conditions.  
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Table 3.1 Desriptive Statistics of θv measured in the field on four calibration days 
Statistic 0-10 
cm 
10-20 
cm 
20-30 
cm 
30-40 
cm 
40-50 
cm 
50-60 
cm 
60-70 
cm 
70-80 
cm 
November 28, 2007 
Max 0.3693 0.4019 0.4398 0.4298 0.4235 0.4510 0.4184 0.4101 
Min 0.2649 0.3052 0.3197 0.3671 0.3418 0.3388 0.3554 0.2533 
Avg. 0.3161 0.3536 0.3847 0.4003 0.3935 0.3982 0.3926 0.3589 
SD 0.0247 0.0224 0.0234 0.0156 0.0207 0.0214 0.0164 0.0280 
CV  % 7.8431 6.3445 6.0921 3.8628 5.2623 5.3941 4.1687 7.8075 
April 15
th
 , 2008 
Max 0.4470 0.3883 0.4147 0.4190 0.4269 0.4287 0.4417 0.4782 
Min 0.2736 0.3119 0.3219 0.3421 0.3452 0.3646 0.3676 0.3345 
Avg. 0.3359 0.3438 0.3438 0.3878 0.3912 0.3981 0.4051 0.3809 
SD 0.0348 0.0179 0.0179 0.0193 0.0168 0.0143 0.0169 0.0315 
CV % 10.354 5.2184  5.2156  4.9667  4.3019  3.5893  4.1657  8.2791 
May 7
th
 , 2008 
Max 0.3633 0.3866 0.3907 0.4065 0.4493 0.4101 0.4347 0.4312 
Min 0.2736 0.2868 0.3090 0.3408 0.3178 0.3405 0.3426 0.3163 
Avg. 0.3052 0.3276 0.3519 0.3692 0.3710 0.3738 0.3817 0.3626 
Table 3.1 (Continued) 
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SD 0.0282 0.0188 0.0168 0.0156 0.0199 0.0156 0.0176 0.0277 
CV % 9.2221 5.7279  4.7643  4.2319  5.3617  4.1648  4.6134  7.6253 
June 23
rd
, 2008 
Max 0.2461 0.2710 0.2901 0.3240 0.3579 0.3682 0.3649 0.4049 
Min 0.1593 0.1510 0.1478 0.1783 0.2001 0.2284 0.2482 0.2426 
Avg. 0.2061 0.2175 0.2476 0.2476 0.2735 0.2907 0.3129 0.3105 
SD 0.0192 0.0259 0.0307 0.0307 0.0265 0.0272 0.0282 0.0345 
CV % 9.2952 11.911 12.402 12.406  9.7016  9.3514  9.0245 11.124 
Note: Max denotes maximum, Min denotes minimum, Avg denotes average and CV denotes 
Coefficient of variation. 
 
 
3.1.3 Calibration approaches 
Approach (1) Individual calibration equations were developed for each 10 cm depth 
increment in each location. Regression coefficients of calibration equations and RMSE 
obtained for each individual layer of each location are presented in Tables B.2 to B.9 in 
the appendix. Figure B.2 in the appendix illustrates the regression equations obtained for 
individual soil layers of each location. The RMSE of this approach ranged on an average 
from 0.0131 to 0.0179 cm
3
 cm
-3
 across different soil depths (RMSE(1) in Table 3.2). The 
average RMSE obtained was similar across soil depths, but it largely varied between 
locations in each layer as evident from Tables B.2 to B.9 presented in Appendix. The 
coefficient of determination (r
2
) obtained was reasonably high for almost all locations 
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except for a few layers in a few locations. The r
2
 ranged from 0.90 to 1.00 in most of the 
locations across different soil depths. There were 3 to 4 locations in the upper layers up to 
60 cm depth with r
2
 values less than 0.75. The number of locations with low r
2
 values (< 
0.40)   increased to 6 in the 60 to 70 cm layer and to 14 in the 70 to 80 cm layers.   
In the 70 to 80 cm layer, 9 locations produced r
2
 values < 0.10. The poor r
2
 values in 
these 9 locations where the clay content is large can be attributed to the low sensitivity of 
Diviner probe to wet soil moisture conditions causing a large scatter in Diviner readings. 
The narrow range in soil water content in deeper layers may also be a reason for poor fit 
of the linear regression model. Considering the high r
2
 and low RMSE, this approach was 
the best among the different calibration approaches followed in the study. The use of site 
specific calibration equations provided a much smaller scatter and thus a smaller RMSE 
than other calibration scenarios.  
But when the regression equations produced with this approach were used to derive θv for 
non calibration days. In a few layers in a few locations during the study, errors in the 
estimated values of θv were observed. The estimated soil water content values were 
considered error when the value under wet condition was either slightly negative or very 
close to zero or larger than soil porosity under wet condition. These erroneous soil water 
content estimates were mainly because the calibration equation did not cover the entire 
range of dry soil moisture contents experienced in the individual layers of those locations. 
None of the locations showed error values of θv estimate in all the soil layers.   
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Table 3.2 Descriptive Statistics of RMSE calculated for 6 different approaches for each 
depth 
Statistic RMSE (1) RMSE (2) RMSE (3) RMSE (4) RMSE (5) RMSE (6) 
0-10 cm 
Avg. 0.0145 0.0596 0.0308 0.0463 0.0456 0.0443 
Max 0.0490 0.2763 0.0723 0.0816 0.0832 0.0866 
Min 0.0019 0.0054 0.0073 0.0200 0.0211 0.0125 
10-20 cm 
Avg. 0.0131 0.0506 0.0314 0.0489 0.0478 0.0443 
Max 0.0319 0.2597 0.0554 0.0744 0.3360 0.0711 
Min 0.0006 0.0150 0.0131 0.0248 0.0222 0.0246 
20-30 cm 
Avg. 0.0155 0.0431 0.0355 0.0482 0.0619 0.0430 
Max 0.0366 0.2801 0.0710 0.1029 0.3699 0.0813 
Min 0.0000 0.0088 0.0083 0.0021 0.0052 0.0059 
30-40 cm 
Avg. 0.0148 0.0514 0.0445 0.0509 0.0621 0.0530 
Max 0.0427 0.2746 0.1521 0.0947 0.1022 0.1036 
Min 0.0021 0.0113 0.0213 0.0323 0.0308 0.0331 
40-50 cm 
Avg. 0.0179 0.0488 0.0452 0.0467 0.0496 0.0829 
Max 0.1394 0.1837 0.1546 0.0838 0.1657 0.2818 
Min 0.0019 0.0173 0.0243 0.0302 0.0318 0.0280 
50-60 cm 
Avg. 0.0155 0.0469 0.0417 0.0440 0.0440 0.0442 
Max 0.0448 0.1842 0.0675 0.0734 0.0675 0.0699 
Min 0.0038 0.0165 0.0147 0.0266 0.0259 0.0216 
60-70 cm 
Avg. 0.0162 0.0434 0.0374 0.0400 0.0398 0.0328 
Max 0.0402 0.0715 0.0602 0.0643 0.0634 0.0564 
Min 0.0021 0.0137 0.0169 0.0137 0.0155 0.0154 
70-80 cm 
Avg. 0.0170 0.0428 0.0364 0.0362 0.0374 0.0423 
Max 0.0408 0.2056 0.0690 0.0706 0.0852 0.0803 
Min 0.0003 0.0149 0.0180 0.0193 0.0156 0.0199 
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These erroneously estimated layers in general had a comparatively higher silt contents 
producing a wide soil moisture range during the entire period of study compared to 
individual soil layers having larger clay content; where soil moisture was not much 
variable and so the calibration equation probably covered that moisture range. The 
negatively estimated soil water contents were observed only under dry conditions when 
the dry moisture content observed in that individual layer was not covered by the 
calibration equation formed for that layer. The overestimated water contents were also 
observed under dry conditions mostly when the intercept of the calibration curve of an 
individual layer was large and positive (e.g. 30-40 cm soil layer of location 38). Evett et 
al. (2006) reported that for a given sensitivity of the response variable, SF, the sensitivity 
of estimated water content increases as the slope of the calibration equation increases. 
The individual layers of those locations which were showing negative values in estimated 
volumetric soil water content had comparatively larger slope values than other locations. 
For those individual layers showing erratic estimates, the second best calibration 
approach, based on each layer considering all locations along the transect was selected  
for deriving accurate soil water content measurements considering the low RMSE for that 
approach.  
Approach (2) Regression equation for each profile 
Variability in intercept, slope and r
2
 were observed along the transect. Table B.10 in the 
appendix shows the calibration equation parameters and r
2
 observed for different 
locations. The correlation coefficient ranged from 0.70 to 0.90 for 35 locations. The 
remaining 10 locations showed correlation coefficient less than 0.40. The low correlation 
coefficient could be due to narrower range of volumetric water content measured in the 
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field for these locations. Table B.11 in the appendix presents RMSE obtained for each 
layer of individual profiles. The RMSE ranged from 0.0428 to 0.0596 cm
3
 cm
-3
. RMSE 
was the higher in the upper two soil layers. On an average, RMSE showed a declining 
trend in layers deeper than 40 cm depth may be due to increased clay content in deeper 
layers. Figure 3.2 shows as an example, calibration equations developed for three 
different soil profiles. RMSE obtained with this approach is almost 3 to 4 times larger 
than that obtained with calibration of each individual layer of each location (RMSE (2) in 
Table 3.2). Bell et al. (1987) found that a calibration representing an entire profile could 
produce only low accuracy mainly because of combining layers showing textural 
heterogeneity. Developing a single calibration equation for each profile did not produce 
promising results for ten different locations due to high variability in soil texture and bulk 
density existing across short vertical distance between adjacent soil layers of those 
profiles. This high variability in soil properties may be making Diviner probe less 
sensitive especially under wet soil moisture conditions. The correlation coefficient was 
improved to 0.70 and RMSE became smaller when any one of the three wet calibration 
days (November, April and May) was disregarded for those ten locations.  
Approach (3) Regression equation was based on each layer considering all locations 
along the transect. Bell et al. (1987) recommended combining locations considering 
lateral homogeneity in soil texture and hence dielectric constant within a soil layer to 
improve accuracy of field calibration. All locations along the transect were considered in 
a layer specific regression equation for each individual soil layer (Figure B.3 in the 
appendix). The RMSE ranged from 0.013 to 0.017 cm
3
 cm
-3 
(RMSE (3) in Table 3.2). The 
r
2
 ranged from 0.03 to 0.68 and it declined with soil depth from 30 cm (Table 3.3). 
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Figure 3.2   Calibration curves for different soil profiles (Approach, 2). 
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The decline in r
2
 could be due to increased spatial variability of clay content in the deeper 
layers. Table B.12 in the appendix shows RMSE obtained for each location based on this 
approach. At deeper depths the poor r
2
 was probably due to the narrow range between 
wet and dry soil moisture as well as the high scatter in Diviner readings observed for the 
wet region. These responses could be due to the large clay content and bulk density 
observed in deeper layers. Similar observations were also made by Silva et al. (2007) 
while calibrating the Diviner probe in a silty loam soil. The RMSE was improved 
compared to the profile approach and this was the second best calibration approach 
among the different approaches followed. So this approach was opted for those sites 
which were showing error values of volumetric water content based on approach 1. 
Approach (4) Regression equation based on each clay class (5%) corresponding to each 
layer as shown in Table B.13 in appendix presents regression parameters of 34 calibration 
equations developed for each layer based on 5% width clay class. Table B.14 in the 
appendix shows the RMSE obtained for each layer of each location. The RMSE obtained 
was larger and it varied from 0.0838 to 0.0362 cm
3
 cm
-3 
across soil depths (RMSE (4) in 
Table 3.2). Average RMSE slightly decreased below 30 cm depth. The r
2
 was very low 
and generally < 0.10. So the calibration results were not satisfactory.  
Approach (5) Regression equation based on each clay class (10%) corresponding to each 
layer considering all locations. Table B.15 in appendix presents regression parameters of 
16 calibration equations developed for each layer based on 10% wide clay classes. Table 
B.16 in the appendix shows the RMSE obtained for each layer of each location.  
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Table 3.3 Calibration equation for each 10 cm layer by combining all locations in the 
corresponding layer (Approach 3) 
 
Depth (cm) Slope Intercept R
2
 RMSE 
0-10  0.7028 0.0786 0.64 0.0308 
10-20  0.7344 0.0820 0.68 0.0314 
20-30 0.6225 0.1453 0.57 0.0355 
30-40 0.5325 0.1937 0.35 0.0445 
40-50 0.5633 0.1718 0.31 0.0452 
50-60 0.4087 0.2396 0.22 0.0417 
60-70 0.2764 0.2858 0.12 0.0374 
70-80 0.1889 0.2868 0.03 0.0364 
 
 
The RMSE varied from 0.0621 to 0.0374 cm
3
 cm
-3 
across soil depths (RMSE (5) in Table 
3.2).  Here also the RMSE obtained was larger and r
2
 was very low (<0.10) as similar to 
the calibration approach based on 5 % width clay class.  
Approach (6) Locations were ranked based on clay content in each layer along the 
transect. Regression equations are produced considering 5 adjacent ranks. Table B.17 in 
appendix presents regression parameters of 45 calibration equations and Table B.18 in 
appendix shows the RMSE obtained with this approach. This approach based on clay 
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content also did not give any promising results considering the large RMSE, 0.0829 to 
0.0328 cm
3
 cm
-3 
(RMSE (6) in Table 3.2) and very poor R
2
 (<0.10) obtained across soil 
depths.  
Calibration approaches considering soil clay content based on different widths of clay 
classes and ranking of locations were not promising considering the low r
2
 and high 
RMSE. Evett and Steiner (1995) also reported similar results when they performed 
separate linear regression analyses for each location and for each sampling depth as the 
clay content varied with depth in their soil. The great variability in soil texture and bulk 
density across shorter soil depths resulted in low coefficients of determination and 
inconsistent RMSE in their calibration study. 
The non linearity of the relationship between capacitance probe readings and volumetric 
soil water content measurements could partially be attributed to clay bound water which 
has dielectric constant only  
 th 
of that of free water present in soil (Bridge et al., 1996). 
The Crider silt loam soil of our study site is known for mixed mineralogy containing 
varying quantities of vermiculite (2:1 clay) contributing to the presence of bound water in 
the soil affecting the capacitance probe soil water measurement. Kelleners et al. (2004) 
found in a silty clay soil that the performance of capacitance probe is affected by 2:1 clay 
mineralogy of soils. Silva et al. (2007) developed calibration equations for Diviner probe 
for each soil depth as well as for the entire soil profile with an average RMSE of 0.014 
cm
3
 cm
-3
. 
Mazahrih et al. (2008) observed that the calibration for the Diviner 2000 sensor changed 
rapidly with depth in a Panoche clay loam soil,
 
requiring separate calibrations for every 
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10 or 20 cm
 
soil depth to improve RMSE compared to equation for entire profile. Geesing 
et al. (2004) improved RMSE from 0.06 to 0.04 cm
3
 cm
-3
 by site specific calibration of 
Diviner in a silty loam soil. Fares et al. (2004) improved the accuracy of a capacitance 
sensor by adopting individual calibration of each 10 cm soil layer compared with using 
single calibration for the entire soil profile. They also found improvement in accuracy of 
soil water content measurement by site specific calibration as compared with factory or 
laboratory derived calibration.  
3.1.4 Comparison between factory and field derived soil water content calibration  
To
 
check the performance of the factory calibration that comes
 
with the Diviner 2000 
sensor, the Diviner estimated soil water content based on the factory provided default 
equation was compared with the Diviner estimated soil water content values using the 
field calibrated equation for each individual layer in each location (Approach 1). 
Gravimetrically derived volumetric soil water content of each soil layer was regressed 
against factory and field calibrated Diviner water content results (Figure.3.3) of the same 
soil layer. Field derived calibration curves showed large discrepencies with factory 
(default) derived calibration curves both under wet (0.30-0.45 cm
3
 cm
-3
) and dry (0.10-
0.30 cm
3
 cm
-3
) soil moisture conditions in all the soil layers. Evett et al.  
(2006) reported that as the soil wets, the apparent permittivity of the surrounding soil 
increases resulting in a limited volume of measurement influence of the probe, possibly 
causing an increased variability in Diviner estimated soil water content. They also 
observed that under wet conditions the Diviner response height decreased to 0.50 of the 
sensor height indicating that the sensed volume may decrease with soil wetting. The field 
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calibration significantly improved the percentage of variability in volumetric water 
content explained by the regression model compared to factory calibration.  
Evett et al. (2006) reported that Diviner was more sensitive to changes in water content at 
smaller water contents and less at larger water contents. They observed maximum 
differences from the factory calibration in the mid-range of θv compared to the air dry 
and saturated ends in a silty loam soil. Geesing et al. (2004) reported under estimation of 
soil water content with Diviner default calibration equation in a silty loam soil across a 
wide soil moisture range. They attributed the results to small scale heterogeneity in soil 
texture and soil moisture. 
Bell et al. (1987) reported that the capacitance probe may respond only to a part of the 
total water content of the soil that is held least strongly by surface absorption forces and 
surface tension. But the conventional gravimetric method measures water held by both 
the weak forces and also that held by the surface of clay minerals as thin films. This 
could be resulting in under estimation of water content estimated by capacitance probe 
compared to that estimated by gravimetric water content.  
Paltineanu and Starr (1997) and Baumhardt et al. (2000) have reported that differences
 
in 
soil mineralogy could affect
 
capacitance probe calibration as the interaction of bound 
water molecule in 2:1 clays with the incident electromagnetic waves exhibit a very 
different dielectric dispersion spectrum than that of a free water molecule. Bridge et al. 
(1996) found under estimation of soil water content and was attributed the deviation to 
bound water associated with the increased surface
 
area of 2:1 clay particles and 
corresponding soil bulk
 
permittivity as the bound water has a very low dielectric
 
permittivity compared to that of free water. 
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Figure 3.3 a Factory and field calibrated (Approach 1) Diviner water contents were 
regressed against gravimetrically derived volumetric soil water contents for each 
individual soil layer along the transect. The regression equation presented in the upper 
half of Figures considered Diviner factory calibrated output and lower half considered 
Diviner field calibrated output. 
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Figure 3.3 b Factory and field calibrated (Approach 1) Diviner water contents were 
regressed against gravimetrically derived volumetric soil water contents for each 
individual soil layer along the transect.  
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Figure 3.3 c Factory and field calibrated (Approach 1) Diviner water contents were 
regressed against gravimetrically derived volumetric soil water contents for each 
individual soil layer along the transect. The regression equation presented in the upper 
half of Figures considered Diviner factory calibrated output and lower half considered 
Diviner field calibrated output.  
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Similarly Polyakove et al. (2005) also observed under estimated soil water content for θv 
> 0.20 cm
3
 cm
-3 
in an Ewa silty clay loam with default calibration equation. They 
suggested that as the soil clay content increases, bound water content also increases, 
increasing the measured SF and under estimating the soil water content. Hence in our 
Crider soil, under estimation of soil water content by default calibration of capacitance 
probe can be attributed mainly to the presence of bound water as observed by other 
authors.  
Comparison between the best two approaches ( 1 and 3) on their RMSE results shown in 
Table 3.4 indicated that field calibration considering each individual soil depth of each 
location (Approach 1) has decreased RMSE approximately by 3 to 6 fold compared to 
factory calibration. A high RMSE obtained for factory calibration reflected a large scatter 
in the estimated soil water content associated with it. Calibration considering all locations 
in each individual layer (Approach 3) along the transect also decreased RMSE 
considerably in all layers compared to factory calibration except for the upper two layers 
where the decrease in RMSE was low. These two approaches of field calibration resulted 
in a large increase in accuracy of individual soil water measurements across all soil 
depths in all locations compared to factory calibration. The RMSE results obtained with 
the present field calibration were similar to those reported by Fares et al. (2004) in the 
field calibration of EnviroSCAN capacitance system in a Red Brown Earth soil for 
corresponding soil depths. Laboratory calibration of a multi-sensor capacitance system in 
an Olton soil also produced similar RMSE values (Baumhardt et al., 2000) as obtained in 
the present field calibration. Thus a significant improvement in RMSE and Md was 
achieved in the present study upon site and depth specific calibration of the probe. 
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Table 3.4 Comparison of RMSE calculated for factory calibration, field calibration based 
on Approach (1) and Approach (3) 
Depth (cm) Factory Approach (1) Approach (3) 
0-10 0.0401 0.0145 0.0308 
10-20 0.0380 0.0131 0.0314 
20-30 0.0652 0.0155 0.0355 
30-40 0.0676 0.0148 0.0445 
40-50 0.0763 0.0179 0.0452 
50-60 0.0915 0.0155 0.0417 
60-70 0.0718 0.0162 0.0374 
70-80 0.0441 0.0170 0.0364 
 
 
By comparing Mean difference (Md) values obtained for the factory and field calibrations 
(Table 3.5) from the gravimetrically determined volumetric soil water content, it was 
evident that the factory calibration was underestimating gravimetrically derived 
volumetric soil water content under wet soil moisture conditions in a range varying from 
0.0164 cm
3
 cm
-3
 to 0.0911 cm
3
 cm
-3
 in all except the upper two layers. Figure 3.3 shows 
the same result. Factory calibration was over estimating soil water content in the upper 
two soil layers on an average by 0.0126 cm
3
 cm
-3
. Morgan et al. (1999) observed 
underestimation of soil water content by default calibration of an EnviroSCAN 
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capacitance sensor by 22 to 62 % compared to field calibration under wet conditions in a 
fine sand Florida soil. In the present study, the magnitude of mean difference with field 
calibration was decreased almost to an order of magnitude of that obtained with factory 
calibration in the upper four soil layers, Md decreased to about 20 to 25% in the 50 cm to 
70 cm layers and Md decreased by about 25% in the 70 cm to 80 cm soil layer. Under dry 
soil moisture conditions, value of Md obtained for both the calibrations from actual 
volumetric water content was less compared to wet soil moisture conditions. Field 
calibration has decreased Md almost to an order of magnitude of that obtained with 
factory calibration in all the soil layers (Table 3.5). The Md between field calibrated 
diviner readings and gravimetrically derived volumetric water content measured in the 
field was decreased to a great extent under both wet and dry conditions. 
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Table 3.5 Mean difference (cm3 cm-3) of factory and field calibration (Approach 1) from 
gravimetrically derived volumetric water content. 
 
Depth (cm) 
Factory Field 
Wet Dry Wet Dry 
0-10 0.0133 -0.0044 0.0008 
0.0011 
10-20 0.0119 -0.0073 0.0096 
0.0013 
20-30 -0.0238 -0.0313 -0.0053 
0.0087 
30-40 -0.0603 -0.0399 -0.0079 
0.0038 
40-50 -0.0911 -0.0319 -0.0238 
-0.0049 
50-60 -0.0871 -0.0294 -0.0204 
0.0072 
60-70 -0.0827 -0.0284 -0.0178 
0.0112 
70-80 -0.0164  0.0248 -0.0125 
0.0073 
 
3.1.5 Precision of the Diviner capacitance probe 
Standard deviation (SD) of soil water content estimates was calculated between 
replications at each depth of each location at each time of soil water content measurement 
through out the study (Table B.19 in the appendix). The SD was ranging from 0.0015 to 
0.0029 cm
3 
cm
-3
 during wet periods of study and it varied from 0.0013 to 0.0024 during 
dry periods of study across various soil depths for factory calibrated data. Upon field 
calibration SD slightly increased and was ranging from 0.0021 to 0.0031 cm
3 
cm
-3
 during 
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wet periods and from 0.0015 to 0.0022 during dry periods of study across various soil 
depths. This slight difference in SD between the calibrations may be because of the large 
difference in the number of measurements as there were only four calibration days and 32 
non calibration days covering diverse soil moisture conditions existed during the entire 
period of field study. Both the factory and field calibrations produced slightly lower 
standard deviation under dry conditions than under wet conditions. Evett et al. (2006) 
also observed larger SD values (0.00073 cm
3
 cm
–3
) with the Diviner probe in saturated 
soils than in air-dry soils (0.00018 cm
3
 cm
–3
) in a laboratory study using silty clay loam 
soil. Note that the SD values obtained under laboratory conditions are an order of 
magnitude less than the SD values obtained under the present field study for same soil 
textural class. In the laboratory, by maintaining isothermal and constant soil water 
content conditions a low SD was possible compared to the highly dynamic nature of field 
conditions contributing to large SD values. Baumhardt et al. (2000) observed SD values 
of 0.01 cm
3
 cm
–3 
under air dry and saturated soil water conditions in a laboratory 
calibration of a capacitance probe on a fine, mixed Olton soil.
 
Polyakov et al. (2005) 
observed a large SD of ±0.08 cm
3
 cm
–3
 with a capacitance probe in a clay loam soil under 
field condition using the universal calibration equation and they recommended site 
specific calibration to improve precision of the probe.  In the present study SD was 
similar between soil depths and did not show any trend with soil depth. There was not 
much variation in SD between replications even when the four directions of orientation 
were considered (Table B.20 in the appendix). No particular direction behaved differently 
from the other three directions. Diviner in a silty loam soil has shown decrease in SD 
values upon using soil specific calibration under air dry condition but an opposite trend 
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was observed under saturation (Evett et al., 2006). In the present study both the 
calibrations had a mixed response for the value of standard deviation among the soil 
layers under different soil moisture conditions and also for the different directions of 
orientation of the capacitance probe. Only the third or fourth digit of the standard 
deviation differed between field and factory calibrations. Thus the precision of the 
instrument was not much influenced by field calibration as precision relates more to the 
quality of the operation or the degree of perfection in the instruments and methods used 
to obtain the result than to the quality of the result (Fares et al.,2004). So the Diviner 
probe is having a fairly stable degree of precision irrespective of the method of 
calibration used in the present field study.    
3.1.6 Conclusions 
Visual and statistical analyses indicated that the default calibration provided by
 
the 
manufacturer did not fit the gravimetrically measured volumetric water content well. Site 
specific field calibration (approach 1) of the Diviner probe for each individual
 
soil layer 
in each location contributed to high degree of absolute accuracy in soil water content 
measurements. The two parameter regression model
 
described the relationship between 
the gravimetrically determined volumetric soil water content and
 
the volumetric soil 
water content as measured by the Diviner default calibration. Field calibration followed 
the same trend of under estimating soil water content under wet conditions like the 
factory calibration. When the site specific field calibration produced erratic v values, the 
second best calibration approach (3) was used. But under dry soil moisture conditions the 
factory calibration was under estimating soil water content in most of the layers and the 
field calibration was slightly over estimating soil water content in most of the soil layers. 
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The differences were attributed to the presence of bound water in the clay surfaces, which 
affected bulk permittivity of the 2:1 soil. The RMSE values obtained with calibration of 
each individual layer of each location was also similar to those observed by other authors 
working under similar soil and field conditions. Calibration approaches based on 
variability in soil clay content did not produce promising results. The mean difference 
between field calibrated diviner readings and gravimetrically derived volumetric water 
content measured in the field was decreased to a great extent both under wet and dry soil 
moisture conditions in all the soil depths compared to factory calibrated volumetric soil 
water content. There was not much difference in the precision of the capacitance probe 
under different soil moisture conditions and also between different directions of 
orientation. Both field and factory calibrations produced very similar precision of results. 
The results of the RMSE and Md of the present study demonstrated that the soil water 
content values estimated by site specific calibration is more close to gravimetrically 
measured volumetric water content.  
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3.2 Assessment of spatial variability in cereal biomass development and grain 
yield using crop growth sensor measurements 
3.2.1 Field experiment in corn 
3.2.1.1  Characteristics of crop growth parameters and crop growth sensor 
measurements of corn 
The magnitudes of observations on crop growth parameters plant height, biomass and 
grain yield collected from the field is considered neglecting their location in the field. 
From Table C.1 in the appendix it was clear that variability in crop growth parameters 
exists in the field. Plant height at V12 (June 18) and VT (July 2) stages show high 
variability compared to biomass and grain yield production. The high variability of each 
growth parameter in the field is evident from their wide range and high coefficient of 
variation. In Table C.2 in the appendix, the NDVI obtained from Green seeker the field 
showed a large increase from V6 to V12 and a slight increase from V12 to VT growth 
stage. The variability of NDVI decreased as the crop growth advanced in the field as 
evident from the range and CV%. Mean value of NDVI was at V6, at V12 and at VT 
growth stages of corn. Similar observation on an increase in NDVI towards the later 
stages of crop growth with the increased crop biomass was made by Raun et al. (2001). 
The correlation of NDVI with crop growth parameters showed an increasing trend (Table 
C.3 in the appendix) as crop growth advances from V6 to V12. Different authors have 
reported similar trends of NDVI in cereal crops (Aparicio et al., 2000; Raun et al., 2001) 
and NDVI was found to explain 50-60% of grain yield variability in their studies. The 
correlation of NDVI with crop growth parameters was reduced significantly as crop 
growth advances from V12 stage. This low correlation was observed in VT stage at 
which the crop vegetative growth was completed.  It can be due to the poor sensitivity of 
NDVI to moderate to high biomass conditions as observed by Gitelson et al. (2003). He 
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observed that NDVI approaches saturation in corn even though the leaf area index (LAI) 
changed between 2 and 6. When LAI increased more than 2, the reflectance in the red 
region of the spectra became asymptotic whereas the reflectance in the NIR region of the 
spectra continued to increase with an increase in LAI (Gitelson et al., 2004). 
The higher correlation of various NDVI to plant height than to biomass and grain yield 
could be due to decreased time interval between the measurements of NDVI and plant 
heights. To combine NDVI1 and NDVI2 with NDVI3 the 6*4 aggregation size of NDVI1 
and NDVI2 were used as NDVI3 was a point measurement in the fifth row from the 
access tube. The summation of NDVI between different crop growth stages has improved 
its correlation with crop growth parameters. A similar observation was reported (Babar et 
al., 2006; Prasad et al., 2007) in wheat as the correlations of the mean estimates of the 
NDVI across three growth
 
stages with yield were higher than any individual growth
 
stage. 
It was attributed to the representative nature of the mean indices on crop growth across 
growth stages. The difference in NDVI between crop growth stages represents crop 
growth rate, an important parameter in assessing crop growth and development in the 
field (Raun et al., 2001). 
Table C.4 in the appendix, shows the descriptive statistics of reflectance (%) at different 
wave lengths measured using Hydro-N sensor at V6 growth stage of corn. Reflectance in 
the visible region especially in the red region of the spectra between 2 to 10% represents 
moderate crop density as also observed by Gitelson (2003) in corn. The reflectance was 
showing an increasing trend in NIR region of the spectra compared to the visible range. 
The reflectance in the NIR range was almost constant as evident in the canopy reflectance 
from 760 nm to 850 nm. Gitelson (2004) also observed that NDVI reached saturation 
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level at NIR reflectance around 30%. The VIs using red band became insensitive to 
variation in vegetation as crop growth progresses due to the high absorption of red band 
in the incident light (Serrano et al., 2000). 
Table C.5 in the appendix presents the descriptive statistics of reflectance (%) at different 
wave lengths measured using the Hydro-N sensor at V12 growth stage of corn. The 
reflectance reached almost 100% in the NIR region of the spectra. The visible region 
reflectance is on an average around 10% with blue and red regions of the spectra showing 
larger absorption of the spectra.  
The correlation coefficients between reflectance in the visible wavelengths and growth 
parameters were weak and negative as the absorption of light is high in the visible region 
of the spectrum as presented in Table C.6 in the appendix. The negative correlation of the 
growth parameters with reflectance in the visible region of the spectra was reported in 
rice (Xue et al., 2004). Reflectance in the NIR region of the spectra showed strong 
positive correlation with final biomass, grain yield and plant heights compared to the 
reflectance in the visible region of the spectra. Reflectance in the NIR region of the 
spectra was strongly correlated with the growth parameters in the V6 growth stage. The 
strength of negative correlation of the growth parameters with visible region of the 
spectra was increased as crop growth advanced to the V12 stage as the light absorption in 
the visible region was increasing at this time of growth as presented in Table C.6 in the 
appendix 
Reflectance in the blue and red region of the spectra was more strongly negatively 
correlated than at other wave lengths as absorption at these two regions of the spectra is 
very important for crop production and yield. The strength of positive correlation of the 
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growth parameters with the NIR region of the spectra was decreased to negligible values 
as the crop growth was advanced to the V12 growth stage. This could be due to increased 
reflectance in the NIR region to almost 80 to 100%. Similar to the observations made in 
this study, Bellairs et al. (1996) reported a strong inverse correlation between biomass 
and reflectance in the visible region and weak positive correlation between biomass and 
NIR wavebands in wheat during later stages of crop development.  
Biomass and lint yield were found negatively correlated with canopy reflectance at 
visible wavebands and were positively correlated with canopy reflectance at NIR bands 
(780 to 870 nm) in cotton (Bronson et al., 2005).
 
Spectral reflectance in the red 
region
 
was found inversely related to the chlorophyll concentration,
 
while spectral 
reflectance in the NIR is directly related to
 
the green leaf density (Knipling, 
1970).
 
Bronson et al. (2005) reported similar regression relationships for all red bands 
between 630 and 670 nm with leaf N, biomass, and lint yield in cotton.
 
 
3.2.1.2 Characterization of spatial variability of NDVI collected using Green 
Seeker at different aggregation sizes  
NDVI collected at different growth stages of corn was aggregated in the form of 
rectangles of different areas with access tube as the center to characterize the spatial 
variability of NDVI existing in the field. Semivariograms were used for the 
characterization of NDVI at different aggregations. From the Table C.7 in the appendix, 
we can see that the total variance for the aggregation of NDVI for different areas of 
rectangles decreases with increase in the size of aggregation. As the size of aggregation 
increases either in the length or in the width dimension, the variance decreases. The 
decline in variance of NDVI shows a loss of information on crop growth status collected 
using NDVI at high spatial resolutions in wheat (Wendroth et al., 2005) and corn 
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(Roberts et al., 2009) due to aggregation over an increasing size of an area causing 
smoothing of spatial variability information.   
From Table C.8 in the appendix, we can see that an increase in aggregation size from 2*2 
to 2*10 and from 7*2 to 7*10 has slightly increased the correlation between NDVI and 
crop growth parameters due to the closer spatial distance of NDVI measurement by 
Green Seeker to manual sampling of these crop growth parameters. NDVI2 highly 
correlated with crop growth parameters than NDVI1 and the average and difference in 
NDVI between growth stages are providing similar information or slightly higher than 
that obtained at V6 stage.  
The distribution of NDVI aggregated around the access tube at different aggregation sizes 
of rectangle are shown in Figure C.1 in the appendix. The 2*2, 2*4, 2*6, 2*8 and 2*10 
showed very similar spatial trend and NDVI values along the transect. The aggregation 
sizes 4*2, 4*4, 4*6, 4*8 and 4*10 showed very similar spatial trend and NDVI values 
along the transect. It is also evident from Figure C.1 in the appendix that as the 
aggregation size perpendicular to the transect increases the variability in NDVI is 
decreasing along the transect.  
The semivariograms depicted in Figure C.2 in the appendix show that the NDVI values 
were spatially correlated over short distances and their range was around 10 m for all the 
aggregation sizes. Exponential or Gaussian models were used to fit the model. The 
semivariogram produced a pure nugget at 2*10 aggregation size. The pure nuggets 
produced with size of aggregation showing that the sampling will not be true 
representative of NDVI values in the field if we increase the sampling domain. 
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Figure C.3 in the appendix presents semivariograms obtained for NDVI at 4*2, 4*4 and 
4*6. Aggregations at 4*8 and 4*10 produced pure nugget. Here also Exponential or 
Gaussian models were used to fit the model. The nugget value did not show much 
variation with size of aggregation and also the spatial correlation range stays very similar 
between aggregation sizes..  
The distribution of NDVI aggregated around the access tube at different aggregation sizes 
of rectangle are shown in Figure C.4 in the appendix. The 7*2, 7*4, 7*6, 7*8 and 7*10 
showed very similar spatial trend and NDVI values along the trasect. Here the sensor data 
from all the five sensors around the access tube are considered for aggregation along the 
transect. Figure C.5 in the appendix presents semivariograms obtained for NDVI at 7*2, 
7*4 and 7*6 aggregation sizes. The NDVI aggregations at 7*8 and 7*10 produced pure 
nugget. Gaussian models were used to fit the model. The nugget value did not show 
much variation with size of aggregation but the spatial correlation range increased with 
increasing aggregation sizes.   
From the semivariogram analysis it is clear that high small scale spatial variability in 
NDVI is existing in the field. Similarly smaller spatial ranges of 6 m were observed for 
NDVI in wheat (Pena-Yewtukhiw et al., 2008). Increasing the sampling domain will lead 
to loss of information of NDVI as observed in winter wheat (Wendroth et al., 2005).  
Figure C.6 in the appendix shows the distribution of NDVI at 2*2, 2*4, 2*6, 2*8, 2*10 
and 4*2, 4*4, 4*6, 4*8,  4*10 aggregation sizes along the transect at V12 growth stage of 
corn. The NDVI values increased as the crop growth advanced from V6 to V12. Figure 
C.7 in the appendix shows semivariograms obtained for NDVI at V12 stage at 2*2, 2*4, 
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2*6, 2*8 and 4*2, 4*4, 4*6, 4*8 aggregation sizes. Exponential models were used to fit 
the data. Here also 2*10 and 4*10 produced pure nugget. The nugget did not show a 
consistent trend with increasing size of aggregation. The spatial correlation range 
increased with increase in aggregation sizes for all the aggregation sizes with a width of 4 
m. Figure C.8 in the appendix presents semivariograms of the NDVI values measured at 
V12 growth stage of corn using Green Seeker at 7*2, 7*4, 7*6 and 7*8 aggregation sizes.  
Here also 7*10 produced pure nugget. Exponential models were used to fit the data. The 
nugget increased from 7*2 to 7*4 and 7*4 onwards a decreasing trend in nugget and 
spatial range was observed.  
Figure C.9 in the appendix presents distribution and autocorrelogram of NDVI measured 
at VT growth stage of corn using a hand held Green Seeker from the 5
th
 row of corn 
corresponding to each access tube. At this stage, the vegetative growth of the crop was 
ended and reproductive growth started. The NDVI of the crop has reached a saturation 
level at VT stage and so it could be not so good enough to show any spatial variability in 
crop growth.  
3.2.1.3 Spatial correlation of NDVI with biomass at harvest  
NDVI was found useful by many authors (Raun et al., 2001; Aparicio et al., 2000; 
Sembiring et al., 2000) to monitor changes in canopy development in cereal fields. 
Different growth parameters reflecting spatial variability in crop development were 
spatially correlated with spectral vegetation indices or individual wave bands. Cross 
correlation function was used to analyze the spatial correlation of NDVI with final 
biomass. The aggregation of different NDVI’s over smaller and larger aggregation areas 
are presented in this chapter. It includes both the minimum width, 2 m and the maximum 
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width, 7 m of aggregation with varying lengths of rectangle from 2 m to 10 m. It was 
considered based on the separation length between access tubes, 10 m, and the maximum 
width of Green seeker measurement which was up to 7 m. NDVI1 represents NDVI 
obtained using Green seeker at V6 stage, NDVI2 represents NDVI obtained using Green 
seeker at V12 stage, NDVIm represents the mean NDVI obtained using NDVI at V12 and 
V6 growth stages as (NDVI1+NDVI2)/2 and NDVId represents difference in NDVI 
between V12 and V6 growth stages as (NDVI2-NDVI1). 
In Figure 3.4, cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with final 
above ground dry biomass at harvest of corn at 2*2 and 2*4 aggregation sizes are 
presented. From the Figure it is evident that significant spatial correlation exists between 
NDVI1, NDVI2, NDVIm and NDVId with final above ground dry biomass at harvest of 
corn at different aggregation sizes. The spatial cross correlation coefficient of NDVI at 
both the aggregation sizes was higher at V12 followed by NDVI at V6 growth stage, the 
mean NDVI and also the difference in NDVI. The spatial cross correlation distance did 
not vary much between aggregation sizes for different NDVI’s except for NDVId which 
observed a higher range of cross correlation at 2*2 aggregation size than at 2*4 size.  
In Figure C.10 in the appendix the cross correlation of NDVI1, NDVI2, NDVIm and 
NDVId at aggregation sizes 7*2 and 7*4 with final biomass are presented. Similar spatial 
pattern between these two aggregation sizes are observed. NDVI1 collected at V6 stage 
showed no spatial correlation with final biomass at 7*2 and 7*4 due to its smaller spatial 
range at high aggregation levels as evident from semivariograms presented in Figures C.5 
and C.8 in the appendix. 
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Figure 3.4 Cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with final 
above ground dry biomass at harvest of corn at GS 2*2 and GS 2*4 aggregation sizes 
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3.2.1.4 Spatial correlation of NDVI with grain yield at harvest  
In Figure 3.5 cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with grain 
yield at harvest of corn at 2*2 and 2*4 aggregation sizes are presented. NDVI2 measured 
at V12 growth stage showed highest spatial correlation with grain yield followed by 
NDVIm, and NDVId. The lower cross correlation of NDVIm with grain yield than NDVI2 
could be due to the very low cross correlation of NDVI1 with grain yield. NDVI1 at 2*4 
did not show a significant cross correlation with grain yield. NDVIm and NDVId showed 
an increase in cross correlation coefficient with increase in aggregation size from 2*2 to 
2*4.   
NDVI2 measured at V12 growth stage showed highest spatial correlation with grain yield 
as observed in Figure 3.4 with final biomass followed by NDVIm, and NDVId. The value 
of correlation coefficient of various NDVI’s slightly increased with an increase in the 
aggregation size. Figure C.11 in the appendix presents cross correlograms between 
NDVI1, NDVI2, NDVIm and NDVId with final grain yield at harvest of corn at 2*10 
aggregation size. Here also NDVI2 showing highest spatial correlation with biomass 
followed by NDVIm, and NDVId. 
Figure C.12 presents cross correlograms between NDVI1, NDVI2, NDVIm and NDVId 
with grain yield at harvest of corn at 7*10 aggregation size. NDVI1 was not found 
spatially cross correlated with grain yield at zero lag. Here also NDVI2 showed highest 
spatial correlation with grain yield followed by NDVIm, and NDVId.  
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Figure 3.5 Cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with grain 
yield at harvest of corn at GS 2*2 and GS 2*4 aggregation sizes 
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The cross correlation analysis of NDVI1, NDVI2, NDVIm and NDVId with grain yield at 
harvest at different aggregation sizes showed that the NDVI2 is having the highest cross 
correlation coefficient and the value of cross correlation coefficient slightly increased 
with increasing aggregation size. The NDVId is giving spatial correlation with grain yield 
at smaller distances only compared to other NDVI’s.  
3.2.1.5 Spatial correlation of NDVI with plant height 1  
Spatial correlation of NDVI1, NDVI2, NDVIm and NDVId with plant height 1 of corn at 
2*2 and 2*4 aggregation sizes are presented in Figure 3.6. All these NDVI results 
showed significant cross correlation with plant height 1 at both 2*2 and 2*4 aggregation 
size. NDVI2 and NDVIm were spatially more correlated to plant height 1 than NDVI1.  
Cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with plant height 1 of 
corn at 7*10 is presented in Figure C.13 in the appendix. NDVI1 is showing spatial 
correlation with plant height 1 at 2 lags and NDVI2 and NDVIm are cross correlated with 
plant height 1 for 4 lags. NDVId did not show cross correlation with plant height 1.  
NDVI1 was found spatially cross correlated with plant height 1 at 0, +1 and -1 lags only. 
But NDVI2, NDVIm were significantly cross correlated for more than 2 lags. NDVId was 
not correlated with plant height 1. Here also NDVI2 showing highest spatial correlation 
with plant height 1 followed by NDVIm, and NDVId. From the cross correlation analysis 
of NDVI1, NDVI2, NDVIm and NDVId with plant height 1 at different aggregation sizes 
showed that the NDVI2 exhibited the highest cross correlation coefficient and the value 
of cross correlation coefficient slightly increased with increasing aggregation size. The 
NDVId is giving spatial correlation with plant height 1 at a lower range only compared to 
other NDVI’s. 
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Figure 3.6 Cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with plant 
height 1 of corn at GS 2*2 and GS 2*4 aggregation sizes 
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Similar to the observations made in the cross correlation between various forms of NDVI 
with biomass and grain yield, NDVIm was spatially correlated to larger distances with 
biomass and grain yield than other forms of NDVI.  
3.2.1.6 Spatial correlation of NDVI with plant height 2 
Figure 3.7 shows cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with plant 
height 2 of corn at GS 2*2 and GS 2*4 aggregation sizes. NDVI at V6 stage (NDVI1) showed no 
cross correlation with plant height 2 of corn as presented in figure 3.6. It could be due to the time 
lag between NDVI and plant height measurements. NDVI2 showed cross correlation with plant 
height 2 at +3 to -3 lags including at zero lag.  
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Figure 3.7 Cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with plant 
height 2 of corn at GS 2*2 and GS 2*4 aggregation sizes 
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NDVIm showed cross correlation with plant height 2 at +1 to -1 lags. NDVId showed 
cross correlation with plant height 2 at +3 to -2 lags. Figure C.14 in the appendix presents 
cross correlograms between NDVI2, NDVIm and NDVId with plant height 2 of corn at GS 
2*10 aggregation size. In Figure C.15 in the appendix cross correlograms between 
NDVI1, NDVI2, NDVIm and NDVId with plant height 2 of corn at GS 7*10 aggregation 
size are presented. Here also the cross correlation results between different forms of 
NDVI in GS 7*10 and all other aggregation sizes with a width of 7 m were the same. 
NDVI at V6 stage (NDVI1) showed no cross correlation with plant height 2 of corn. 
NDVI2 showed cross correlation with plant height 2 at +3 to -6 lags. NDVIm showed 
cross correlation with plant height 2 at +2 to -3 lags. NDVId showed cross correlation 
with plant height 2 at +3 to -1 lags. From the cross correlation results it was clear that the 
Thus the NDVI collected at V12 growth stage was more cross correlated with plant 
height 2 than NDVI  collected at V6 growth stage. 
3.2.1.7 Analysis of spatial correlation between crop growth parameters and canopy 
reflectance of corn obtained using Hydro-N sensor at different crop growth 
stages  
3.2.1.7.1 Spatial correlation of various wave lengths with biomass at harvest  
It was found in corn that vigorous plants have higher reflectance in the NIR band than 
stressed plants when the plants were exposed to water or nitrogen stress (Clay et al., 
2006). Figure 3.8 presents the cross correlograms of reflectance at various wavelengths in 
the NIR and visible regions of spectra at V6 and V12 growth stages with final above 
ground dry biomass at harvest. 
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Figure 3.8 Cross correlograms of reflectance at various wavelengths of corn obtained 
using Hydro-N sensor (HN) at V6 and V12 growth stages with final above ground dry 
biomass at harvest of corn 
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The cross correlograms of NIR wave lengths at V6 growth stage with biomass are 
spatially correlated for more than two lags. At the V12 stage, as presented in Table C.5 in 
the appendix, the reflectance in the NIR region reached saturation and did not show any 
significant cross correlation with final biomass production. The reflectance in the visible 
region of the spectra was not cross correlated to biomass production in all the wave 
lengths considered in the study. Biomass was negatively cross correlated with reflectance 
at wavelengths 450 nm, 650 nm and 680 nm for 2 lag distances.  
3.2.1.7.2 Spatial correlation of various wave lengths with grain yield at harvest  
In Figure 3.9 the cross correlograms of reflectance at various wavelengths in the NIR and 
visible regions of spectra at V6 and V12 growth stages with grain yield are presented. In 
the V6 stage, wave lengths in the NIR region were significantly positively cross 
correlated with grain yield for more than 2 lags. At V12 stage grain yield was negatively 
cross correlated with reflectance at visible wavelengths and the relationships were more 
evident at 450 nm, 650 am and 680 nm. Reflectance in the visible range decreases crop 
yield.   
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Figure 3.9 Cross correlograms of reflectance at various wavelengths obtained using 
Hydro-N sensor at V6 and V12 growth stages of corn with grain yield at harvest. 
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3.2.1.7.3 Spatial correlation of various wave lengths with plant heights 1 and 2 
Plant height 1 and plant height 2 were significantly negatively cross correlated with 
reflectance at 450 nm at V12 growth stage (Figure 3.10). None of the other visible or NIR 
wave lengths were cross correlated with plant height 1 and 2 at V6 and V12 growth 
stages. This could be due to the time lag existing between sensor and plant height 
measurements.  
 
      
 
 
     
      
 
     
      
      
      
      
      
      
 
      
 
 
     
      
      
      
      
      
      
      
      
      
       
Figure 3.10 Cross correlograms of reflectance at 450 nm of corn obtained using Hydro-N 
sensor at V12 growth stage with (a) plant height 1 and (b) plant height 2 of corn  
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3.2.1.8 Spatial correlation of various VI’s with crop growth parameters of corn  
Cross correlograms of various VI’s obtained at V6 and V12 growth stages with final 
above ground dry biomass at harvest of corn are presented in Figure 3.11. At V6 growth 
stage, NDVI, GNDVI and MCARI were found significantly positively cross correlated 
with biomass at harvest (Figures (a) to (c) in Figure 3.11). GSRI, NDVI, RVI, REIP, 
GARI and GNDVI at V12 growth stage were found significantly cross correlated with 
biomass at harvest (Figures (d ) to (g) in Figure 3.11).  
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Figure 3.11 Cross correlograms of various VI’s obtained using Hydro-N sensor at V6 
and V12 growth stages with final above ground dry biomass at harvest of corn 
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Figure 3.12 presents cross correlograms of various VI’s collected at V6 and V12 growth 
stages with grain yield at harvest of corn. GNDVI and GSRI (Figures a and b in Figure 
3.12) at V6 stage were significantly cross correlated with grain yield at harvest. Green 
reflectance based indices were found suitable for grain yield prediction in corn (Elwadie 
et al., 2005) in early growth stages. RDVI, RVI, GSRI, GARI, REIP and MCARI at V12 
stage (Figures c to h in Figure 3.11) were found significantly cross correlated with grain 
yield at harvest. 
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Figure 3.12 Cross correlograms of various VI’s obtained using Hydro-N sensor at V6 
and V12 growth stages with grain yield at harvest of corn. 
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Figure 3.13 shows cross correlograms of various VI’s obtained at V6 and V12 growth 
stages with plant height 1. At V6 stage, GNDVI and RVI were spatially correlated with 
plant height 1. At V12 stage, NDVI, GSRI, GARI, MCARI and REIP were significantly 
cross correlated with plant height 1 for more than 2 lags.  
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        Figure 3.13 Cross correlograms of various VI’s obtained using Hydro-N sensor at V6 
and V12 growth stages with plant height 1 of corn 
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Figure 3.14 shows cross correlograms of various VI’s obtained at V6 and V12 growth 
stages with plant height 2. At V6 stage only RVI is spatially correlated with plant height 
2 for -2 to +4 lags. At V12 stage, NDVI, GARI, MCARI and REIP are significantly cross 
correlated with plant height 2 for more than 2 lags. The correlation range observed with 
GARI is the largest as it is correlated with plant height 2 from +4 to -5 lags.  MCARI and 
REIP also showed larger ranges of correlation with plant height 2. MCARI was found 
significant in differentiating crop growth development in corn (Perry and Roberts, 2008). 
The poor correlation between most of the VI’s obtained in the early season (V6 growth 
stage) and crop growth parameters was attributed to the fact that they do not represent the 
canopy photosynthetic size (maximum leaf area index) developed in later crop growth 
stages (Elwadie et al., 2005).   
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Figure 3.14 Cross correlograms of various VI’s obtained using Hydro-N sensor at V6 
and V12 growth stages with plant height 2 of corn 
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3.2.2 Field experiment in winter wheat  
3.2.2.1 Descriptive statistics of crop growth parameters 
In table C.9 in the appendix, descriptive statistics of crop growth parameters measured in 
the field are presented. It is clear from the table that wide variability exists in the field for 
various crop growth parameters. The range of measurements is more than 100% for all 
except with thousand grain weight as it is a very stable property of every crop. Grain 
yield from combine harvester was aggregated over an area of 4*6 m. The mechanical 
harvest data of grain yield is more smoothed compared to manual harvest. The manual 
harvest was a point measurement and mechanical was an area measurement. In table C.10 
in the appendix, the N uptake showed wide range and the range was largest for plant N 
uptake. The plant N uptake showed highest CV% compared to total N uptake and grain N 
uptake. Grain N uptake contributed more than 70% to the total N uptake as the 
photosynthates move from vegetative parts of the plant to reproductive parts as crop 
growth advances to physiological maturity.  
From the table C.11 in the appendix, it is clear that nitrogen application rate (NAR) has 
influenced various crop growth parameters considerably. NAR was correlated more with 
the biomass than the grain yield. It could be because of the direct correlation between the 
available nitrogen and vegetative growth and development. Total N uptake is also highly 
correlated with NAR.  
Figure 3.15 shows the spatial distribution of sinusoidal pattern of nitrogen application 
along the transect with (a) biomass, (b) grain yield and (c) thousand grain weight of  
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Figure 3.15 Distribution of nitrogen application rate (NAR) along the transect with (a) 
biomass (b) grain yield and (c) thousand grain weight of wheat at harvest 
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wheat at harvest. Biomass and grain yield were following very similar spatial pattern as 
that of NAR. But thousand grain weight is showing an opposite trend with NAR. The 
exact reason for this opposite trend is not known. Figure 3.16 presents the distribution of 
nitrogen application along the transect with (a) grain N uptake, (b) plant N uptake and (c) 
total N uptake of wheat at harvest. The N uptake also followed the same pattern as that of 
NAR, even though a slight shift in N uptake is observed towards the middle of the 
transect.  
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Figure 3.16 Distribution of nitrogen application rate (NAR) along the transect with (a) 
grain N uptake (b) plant N uptake and (c) total N uptake of wheat at harvest. 
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3.2.2.2 Spatial analysis of crop growth parameters  
Figure 3.17 shows the spectrum of NAR, grain yield, biomass, thousand grain weight, 
tiller count,- grain N uptake, plant N uptake and total N uptake of wheat at harvest. From 
the spectra it is evident that the frequency of largest peak of each spectra was coinciding 
very well with that of NAR and other growth parameters. The figure clearly shows that 
the spatial correlation between the crop growth parameters and NAR was high.  
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Figure 3.17 Spectrum of (a) NAR (b) yield (c) biomass (d) thousand grain 
weight (e) tiller count (f) grain N uptake (g) plant N uptake and (h) total N 
uptake of wheat at harvest 
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3.2.2.3 Spatial analysis of NDVI collected using Green Seeker                
Figure 3.18 shows the distribution and spectra of NDVI collected using Green Seeker at 
different aggregation sizes with 3 m width and length of rectangle varying from 2 m to 10 
m at 2 m intervals at feekes 4 growth stage. The distribution of NDVI shows very similar 
cyclic spatial pattern among different aggregation sizes within the 3 m width. The 
resulting spectra corresponding to each aggregation is also showing very similar nature. 
The peaks were observed at the same frequency. The spatial distribution and spectra of 
NDVI at different sizes of aggregation show that as the width of rectangle over which 
aggregation is carried out increases, the spatial variability in NDVI decreases. The 
information on crop growth status decreases as the size of aggregation increases. The loss 
of information is more evident as the width of aggregation increases than the length of 
aggregation. For the same area of rectangle, an increase in width increases the loss of our 
understanding on crop growth. The major peak observed in the spectra of NDVI at 
different aggregation sizes corresponds to the NAR along the transect. The range of 
spatial variability in BI is narrow among different aggregation sizes.  
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        Figure 3.18 Distribution and spectra of NDVI collected using Green Seeker at different 
aggregation sizes (3m width and varying length) at feekes 4 growth stage of wheat 
 
 
0.75
0.80
0.85
0.90
NDVI 3*2
0.75
0.80
0.85
0.90
NDVI 3*4
0.75
0.80
0.85
0.90
NDVI 3*8
0.0000
0.0005
0.0010
0.0015
0.0020
NDVI 3*2
0.0000
0.0005
0.0010
0.0015
0.0020
NDVI 3*4
0.0000
0.0005
0.0010
0.0015
0.0020
NDVI  3*8
0.0000
0.0005
0.0010
0.0015
0.0020
0 0.1 0.2 0.3 0.4 0.5
Frequency (10 m-1)
NDVI  3*10
0.75
0.80
0.85
0.90
0 100 200 300 400 500
Distance (m)
NDVI  3*10
  
  
  
  
  
  
  
  
  
N
D
V
I 
  
  
  
  
  
S
p
ec
tr
u
m
 S
 (
f)
 
  
 97 
 
3.2.2.4 Spatial analysis of grain yield    
Winter wheat was harvested at physiological maturity stage of the crop in June, 2008. 
The yield data obtained from combine harvester was aggregated as described earlier. In 
table C.12 in the appendix change in variance of grain yield is presented with change in 
aggregation size of rectangle with access tube as the center point. As similar to the spatial 
behavior observed with NDVI and BI, the yield also shows decrease in the spatial 
variability in yield decreases drastically as the aggregation size increases, variance in 
grain yield decreases. The decline on variance is more evident as the width of rectangle 
increases while comparing two rectangles with same total area of measurement. As a 
result, a heavy loss of information on crop growth status is resulted when the spatial 
resolution of aggregation is decreased.     
3.2.2.5 Spatial analysis of grain yield with BI    
Figure 3.19 presents the cospectra of grain yield and BI. Cospectra obtained at different 
aggregation sizes (3 m and 9 m widths and varying length) are presented. Peaks are 
observed reflecting NAR, but as the length of aggregation increases peaks diminished 
due to the decline in variance as observed earlier.  
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Figure 3.19 Cospectra of grain yield and BI obtained at different aggregation 
sizes (3 m and 9 m  widths and varying length)  
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3.2.2.6 Spatial analysis of grain yield with NDVI collected using Green Seeker   
Cospectra of grain yield and NDVI collected at feekes 4 growth stage of wheat using 
Green Seeker is presented. Cospectra for aggregation sizes of 3 m and 9 m fixed widths 
and lengths varying from 2 m to 10 m at 2 m intervals are presented in figure 3.20. Very 
similar pattern of cospectra is observed between different aggregation sizes with NAR as 
the major influencing factor. The pattern is more similar within the same width of 
aggregation. As the width of aggregation increases, total variability decreases resulting in 
diminished spectral peaks.  
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Figure 3.20 Cospectra of grain yield and NDVI at different aggregation sizes   
(3 m and 9 m widths and varying lengths)  
 
 
 
 
-0.02
0.00
0.02
0.04
0.06
Yield-NDVI 3*2
-0.02
0.00
0.02
0.04
0.06
Yield-NDVI 3*4
-0.02
0.00
0.02
0.04
0.06
Yield-NDVI 3*8
-0.02
0.00
0.02
0.04
0.06
0 0.1 0.2 0.3 0.4 0.5
Yield-NDVI 3*10
-0.02
0.00
0.02
0.04
0.06
Yield-NDVI 9*2
-0.02
0.00
0.02
0.04
0.06
Yield-NDVI 9*4
-0.02
0.00
0.02
0.04
0.06
Yield-NDVI 9*8
-0.02
0.00
0.02
0.04
0.06
0 0.1 0.2 0.3 0.4 0.5
Yield-NDVI 9*10
   Frequency f (10 m
-1
) 
  
  
  
  
C
o
sp
ec
tr
u
m
 C
o
 Y
, 
N
D
V
I 
(f
) 
  
 101 
 
3.2.2.7 Spatial analysis of VI’s obtained using Hydro-N sensor 
Previous works have observed the ability of various VI’s such as NDVI, GNDVI, REIP, 
VARI etc to reflect crop biomass, grain yield and N uptake in the field. VI’s were also 
found capable of differentiating nitrogen fertilizer treatments in the field. Spectral 
analysis of vegetation indices was carried out to see whether the indices are able to 
identify the sinusoidal pattern of NAR in the wheat field. Hydro-N sensor was used to 
collect spectral reflectance at feekes 4 and feekes 5 growth stages of wheat. In figure 
3.21, VI’s which are showing spatial peak as that of NAR are presented. Spectra of 
NDVI, GNDVI, GVI, RVI, SAVI and VARI are presented. The VI’s were able to capture 
NAR distribution in the field.   
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Figure 3.21 Spectra of different VI collected using Hydro-N sensor at feekes 4 growth 
stage of wheat 
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In figure 3.22, co spectra of NDVI and RVI collected at feeekes 5 growth stage with final 
biomass, NAR, grain yield and grain N uptake are presented. Biomass, yield and Grain N 
uptake are varying corresponding to NAR and the VI’s are having their major peak of 
spectra reflecting NAR in the field. From the figure it is evident that the vegetation 
indices NDVI and RVI were capable of capturing the NAR in the field. Figure 3.23 
shows co spectra of GSRI and REIP collected at feeekes 5 growth stage with final 
biomass, NAR, grain yield and grain N uptake. Both GSRI and REIP reflected the spatial 
trend of NAR in the field.  
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        Figure 3.22 Cospectra of different NDVI (a to d) and RVI (e to h) with crop growth 
parameters and NAR 
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        Figure 3.23 Cospectra of different GSRI (a to d) and REIP (e to h) with crop growth 
parameters 
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3.2.2.8 Spatial analysis of VI’s obtained using Spectro radiometer 
Spectro radiometer was used to collect canopy reflectance from wheat plants in feekes 5 
growth stage. Spectra of NDVI, OSAVI, WNDVI, NDRE, RNDVI and GSRI are 
presented in figure 3.24. They reflect the NAR in the field.  
Figure 3.25 presents spectra of RVI, SAVI, MTVI, GARI, REIP, RDVI, DVI and GVI at 
feekes 5 growth stage of winter wheat. From the figure it is clear that the spectra of these 
vegetation indices were in coincident with the peak of NAR in the field. 
  
 107 
 
        
        
        
 
 
   
 
   
        
        
        
        
        
        
 
  
 
    
        
        
        
        
        
        
        
    
 
   
 
       
        
        
        
        
        
        
        
        
   
 
     
 
Figure 3.24 Spectra of NDVI, OSAVI, WNDVI, NDRE, RNDVI and GSRI at feekes 5 
growth stage of winter wheat 
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        Figure 3.25 Spectra of RVI, SAVI, MTVI, GARI,REIP, RDVI, DVI and GVI at feekes 5 
growth stage of winter wheat 
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3.2.3 Conclusions 
In this study, the spectrum of wavelengths or combination of wavelengths in the visible 
and NIR region in the form of vegetation indices were explored to explain spatial 
variability in crop growth parameters at different crop growth stages of corn and wheat. 
The spatial correlation structure obtained by relating VI’s and different wavelengths with 
crop growth parameters proved ground based optical sensing of crop growth as a valuable 
tool in understanding field scale processes involved in spatial variability of crop biomass 
and grain yield production. It was observed that at initial growth stages reflectance in the 
NIR region is playing a major role in identifying spatial trends and as crop growth 
advances, reflectance in visible region influences crop growth parameters as 
photosynthetic activity reaches an optimal level. Various VI’s such as NDVI, REIP, 
GARI, GNDVI etc were found to have significant cross correlation with various crop 
growth parameters. The late vegetative growth stage or early reproductive stage was 
found optimal for measuring canopy reflectance in characterizing spatial variability in 
crop biomass and grain yield. The size of aggregation 2*2 showed increased spatial 
correlation between canopy reflectance and crop growth parameters in corn. Loss of 
information on crop growth status was observed with increasing aggregation size of 
NDVI obtained from Green seeker in both corn and wheat. Among the sensors Hydro-N 
sensor provided more opportunities in studying spatial variability in crop growth 
parameters compared to Green seeker. Vegetation indices capable of differentiating 
nitrogen fertilizer treatments were identified in winter wheat. The spatial correlation 
between canopy reflectance and crop growth parameters helped to identify the spatial co-
variance structure existing within the crop field.  
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3.3 Spatial and temporal analysis of soil water storage in a field 
3.3.1 Spatial and temporal distribution of Soil Water Storage (SWS)  
Soil Water Storage (SWS) of the 80 cm depth was obtained by summing the SWS of 
every 10 cm layer. The spatial and temporal variability in SWS in the field is evident in 
Figures 3.26 and 3.27 Figure 3.26 presents spatial distribution of SWS from May 11, 
2007 to April 2, 2008. Corn was grown from April 20
th
 to Aug 15
th
 2007 and winter 
wheat was grown from October 17
th
 to June 25
th
 2008. The wettest day, Dec 10
th
 showed 
306.98 mm and SD of 10.47 mm and Sep. 29
th
 was the driest day with mean SWS of 
165.11 mm and SD of 19.42 mm. Figures 3.26 and 3.27 showed similar spatial patterns 
of SWS especially when the time interval was very close between successive 
measurements. The similarity was very evident as for example in Figure 3.27 (a) and (b) 
where the time interval between measurement was one week or less. Effect of 
precipitation was also very evident as can be seen in Figure 3.27 (e). The field received 
10.54 cm precipitation between the soil water content measurement on July 11, 2008 and 
August 5. The average SWS increased by about 3.9 cm from July 11 to August 5
th
. The 
precipitation received during Aug 6
th
 to August 14
th
, was 1.78 cm and the SWS decreased 
by about 4 cm until August 14
th
. The precipitation received was 0.51 cm from August 
14
th
 to Aug 28
th
 and the average SWS decreased again by about 3.3 cm on August 28
th 
measurement. Among the three measurement days, August 5
th
 showed the largest SWS as 
the precipitation received by that time was the largest followed by August 14
th
 and 
August 28
th
. Corn was grown during these measuring days. Brocca et al. (2007) also 
reported strong dependency of the soil moisture on precipitation with a steep raise in soil 
moisture after a storm event and a slow recession in periods without rainfall. They 
attributed the decline in soil moisture to evapotranspiration. 
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Figure 3.27 shows the similar nature of spatial patterns in SWS among different days 
with soils containing high clay content in the transect being wetter due to their high water 
holding capacity and silt loam textured soils towards the end of the transect being drier 
due to their fast water releasing nature. Locations on the hilltop soils were drier than 
locations in the foot slope. Spatial variation in the soil moisture distribution pattern over 
seasons was reported (Zhou et al., 2007). Lateral flow and redistribution were considered 
as responsible for the temporal instability of soil moisture spatial pattern (Lin, 2006; 
Grayson and Western, 1998). Gish et al. (2005) attributed the uncertainty in 
determining
 
soil hydrological properties at scales larger than small plots to a high degree 
of spatial and temporal variability in subsurface flow pathways. 
Table D.1 in the appendix shows the spatial mean of total soil water storage averaged 
over the entire study period. Mean SWS ranged from 221 mm to 265 mm across the 
transect and the mean SWS was 249 mm. Location 6 showed the highest mean SWS and 
location 37 the lowest during the study. Location 30 showed the highest maximum SWS 
and is a silty clay loam location storing large amounts soil water and location 37 showed 
the lowest maximum SWS among the 45 locations during the study. Location 37 was 
with silt loam texture showing good drainage. Location 19 had the largest minimum SWS 
and location 18 showed the lowest minimum SWS. A spatial SD of 10.57 mm for the 
time average SWS shows the existence of high spatial variability. SD of SWS ranged 
from 26.09 mm to 57.93 mm, which was negatively correlated with mean SWS, with a 
pearson correlation coefficient of 0.88 (P < 0.0 l). This means that SWS was more 
heterogeneously distributed in the field under drier conditions.   
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        Figure 3.26 Spatial distribution of soil water storage (SWS) at different soil water 
content measuring dates  
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        Figure 3.27 Spatial distribution of soil water storage (SWS) at different soil water 
content measuring dates  
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Location 9 showed smallest SD and and its clay content was the highest especially in the 
lower layers. Largest SD was found in location 18 and it showed high silt content in all 
the layers. SD was on an average 45 mm and CV around 18%. Location 18 showed the 
largest SD and CV% of SWS and location 9 showed the lowest SD and CV of SWS.    
Table D.2 in the appendix shows the temporal mean of total space average soil water 
storage during the entire study period. Dec 10
th
, 2007 was the wettest day with the largest 
mean SWS (306.98 mm) and the largest maximum SWS (331.80 mm) of the study. From 
the Table D.2 it is clear that the temporal variability is larger than the spatial variability 
of SWS. This is mainly due to crop cultivation throughout the study. Root water uptake 
and canopy cover vary with crop growth stages (Kachanoski and de Jong, 1988). Soil 
water input in the form of rainfall also varies with time.   
From Tables D.1 and D.2 in the appendix it is clear that the range in the spatial mean 
SWS (43.5 mm) was smaller than the range of temporal mean SWS (57.67 mm). The 
value of SD and CV% for the mean, maximum and minimum SWS was also 3 to 4 times 
larger for the temporal SWS values than the spatial SWS values. Significant variability in 
soil moisture content exists along the length of the transect and the variability increases 
with decreasing transect-mean moisture content. The topographic and soil attributes may 
operate jointly to redistribute soil water under wet conditions, whereas under dry 
conditions, relative elevation, aspect and soil texture are important in contributing to the 
variability as reported by Famiglietti et al. (1998). In the present study also variability in 
elevation and soil texture was evident in contributing to large spatial variability in SWS.   
 115 
 
Figure 3.28 (a) shows the spatial variability of the mean, minimum and maximum total 
SWS observed during the study and we can see similar spatial pattern for these 
parameters for some of the locations. SD between different locations for the mean SWS 
was 10.57%, SD for the maximum SWS was 9.7% and SD for the minimum SWS was 
17.45 %. The high variability in SD for the minimum SWS could be due to variability in 
soil texture in the horizontal and vertical directions.  
Figure 3.28 (b) presents weekly cumulative precipitation for a better understanding of the 
temporal dynamics of SWS. From the Figure 3.28 (b) the temporal variability in rainfall 
is evident. The field experienced drought during middle of July to middle of September 
2007causing a huge decline in SWS (Table D.2 in the appendix) resulting in decreased 
grain yield. After each precipitation an increase in SWS was observed. December 10
th
, 
2007 and was a winter day and was the wettest day of the study. December to March 
were wet months due to high precipitation. The driest day of measurement of the study 
was September 29
th
, 2008 and was not preceded by any precipitation for a few weeks. 
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Figure 3.28  (a) Spatial distribution of mean, maximum and minimum of total soil water 
storage during the study (b) Cumulative rainfall received on a weekly interval during the 
study. 
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3.3.2 Variability in spatial and temporal distribution of SWS with soil depth 
The Figure 3.29 (a, b and c) shows the spatial distribution of mean, maximum and 
minimum SWS of each profile during the study. Spatial variability in soil moisture within 
the field was clear across depths. Similar spatial patterns can be seen among the mean, 
maximum and minimum SWS. The clayey textured soils towards the middle of the 
transect were more wet due to their high water holding capacity and silt loam textured 
soils towards the end of the transect were drier due to their faster drainage and release of 
water for plant uptake than the clayey textured soils. The differential behavior of soil 
texture was more evident from the minimum SWS values. The deeper layers showed high 
SWS compared to the upper layers as also reported by Lin et al. (2006). The time 
dependency of the depth was most pronounced for the deeper layer and could be related 
to temporal variability in crop growth and root water uptake. The temporal patterns of 
mean, minimum and maximum SWS were very similar among the four groups of layers. 
The deeper three layers showed very similar magnitude and spatial pattern of mean, 
maximum SWS throughout the study as also observed by Hupet and Vanclooster (2002).  
The minimum SWS (Figure 3.29 (c)) showed an overlapping among the four soil layers.  
From the Figure 3.29 an increase in the mean and maximum SWS with depth is clear. 
This could be due to the increased clay content in deeper layers and also could be due to 
the flux coming to these layers.  
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Figure 3.29 Spatial distribution of (a) mean (b) maximum and (c) minimum soil water 
storage (SWS) at different soil depths  
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Figure 3.30 (a, b and c) reveals that the temporal dynamics of soil moisture was depth 
dependent. Temporal variations of the mean, maximum and minimum SWS were depth 
dependent. The observed range of mean SWS (Figure 3.30 a) for each 0-20 cm depth was 
31.56 mm to 70.81 mm with an average of 52.31 mm. SD of mean SWS was 12.69 mm 
for the 0-20 cm layer. The maximum SWS in this layer ranged from 91.18 mm to 41.29 
mm with a SD of 11.81 mm. The range for minimum SWS was from 21.06 mm to 63.60 
mm with a SD of 14.20. The high variability in SWS of 0-20 cm layer could be because 
this part of the profile was subjected to dynamic environmental conditions.  
For the 20-40 cm layer mean SWS ranged from 41.76 mm to 78.24 mm with an average 
of 63.68 mm. SD of mean SWS was 11.75 mm for the 20-40 cm layer. The maximum 
SWS varied from 55.66 mm to 87.93 mm with a SD of 9.43 mm. The range for minimum 
SWS was larger than that of mean and maximum SWS as it varied from 22.82 mm to 
70.71 mm. The SD was also larger than that of mean and maximum SWS and its value 
was 15.94 mm. The larger SD for the minimum SWS could be attributed to soil textural 
variability in the field. 
The 40-60 cm layer showed mean SWS range from 42.04 mm to 79.36 mm with an 
average of 66.01 mm. SD of mean SWS was 12.42 mm for the 40-60 cm layer. The 
maximum SWS in this layer ranged from 64.83 mm to 90.60 mm with a SD of 7.71 mm. 
The minimum SWS varied from 24.78 mm to 67.40 mm with a SD of 14.33 mm.  
The average SWS of 60-80 cm layer varied from with a mean of mm. The SD of mean 
SWS for the entire period of study was mm. The maximum SWS was varying from 44.61  
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Figure 3.30 Temporal distribution of (a) mean (b) maximum and (c) minimum soil water 
storage (SWS) at different soil depths 
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mm to 90.91 mm with SD of 7.75 mm. The minimum SWS showed very similar range in 
SWS as that of 40-60 cm depth. Thus the mean, maximum and minimum of field mean 
SWS increased with soil depth. The temporal dynamics of soil moisture in the 
intermediate layers (40-60 cm) and deeper layers (60-80 cm) could be mainly influenced 
by root water uptake and upward flux as observed by Hupet and Vanclooster, (2005) in 
corn. 
Figure 3.31 (a) presents the spatial distribution of standard deviation of soil water storage 
at different soil depths. The mean SD was very similar among the four layers ranging 
from 11.38 mm in the 60-80 cm layer to 13.12 mm in the 0-20 cm layer (13.12 mm).  The 
high SD in the 0-20 cm layer could be due to its exposure to dynamic atmosphere. The 
increased mean SD of deeper layers could be due to spatial variability in crop growth.  
Figure 3.31 (b) shows the temporal distribution of standard deviation of soil water storage 
for different soil depths. The SD of 0-20 cm depth varied from 2.90 mm to 8.12 mm with 
an average value of 4.45 mm. The range of SD was from 3.40 mm to 11.82 mm in the 20-
40 cm depth with 6.49 mm as mean SD. SD varied from 2.92 mm to 10.06 mm with a 
mean value of 6.01 mm in the 40-60 cm depth. The SD of mean SWS for 60-80 cm 
varied from 11.24 mm to 2.97 mm with an average of 5.97 mm. SD decreased under wet 
conditions and increased under dry conditions. The large SD of mean SWS of deeper 
layers could be due to variability in root water uptake and soil texture along the transect.   
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Figure 3.31  (a) Spatial distribution of standard deviation of soil water storage (SWS) (b) 
Temporal distribution of standard deviation of soil water storage at different soil depths. 
 
  
0
5
10
15
20
0 100 200 300 400 500
Distance (m)
0-20 cm 20-40 cm
40-60 cm 60-80 cm
0
5
10
15
0 100 200 300 400
Day of measurement
0-20 cm 20-40 cm
40-60 cm 60-80 cm
S
ta
n
d
ar
d
 d
ev
ia
ti
o
n
 o
f 
S
W
S
 (
m
m
) 
/ 
2
0
 c
m
 d
ep
th
  
 123 
 
3.3.3 Spatial Structure analysis of SWS  
In Figure 3.32 (a), the distribution of profile mean SWS and its variance is presented. 
Crop cultivation existed in the field during the study. From the figure 3.32 (a) it can be 
seen that there exists a positive relationship between mean SWS and its variance when 
the mean SWS was below about 200 mm. When the mean SWS is above 200 mm, there 
exists a negative relationship between mean SWS and its variance. A rain after a long dry 
period showed a steep decrease in variance. Jacques et al. (2001) have noticed a threshold 
value of soil moisture content (around 0.36 cm
3
 cm
-3
), above which variance decreases 
and below the threshold value, variance increased or decreased with rain events and they 
attributed the trend to soil water redistribution processes influenced by interacting factors 
such as soil and topography.  
Hupet and Vanclooster (2002) observed an increasing standard deviation with decreasing 
mean soil moisture. This negative correlation is consistent with the previous findings 
of Famiglietti et al. (1999), who analyzed the surface soil moisture of different cultivated 
relatively less slopy remote sensing pixels. Hupet and Vanclooster (2002) attributed the 
negative correlation in their study to less pronounced topographic features existing in 
their field. Different drainage rate among the textural groups was considered an important 
source of high soil moisture variability in the mid-range of mean soil moisture content 
(Famiglietti et al., 2008).  
The relationship between mean SWS and its SD for different soil depths is presented in 
Figure 3.32 (b). The trend was not clear from the figure. For the 0-20 cm the range of 
SWS and SD were narrow compared to deeper layers. In deeper layers the relationship is  
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Figure 3.32  (a) Temporal distribution of total mean soil water storage (SWS) and 
corresponding variance and (b) Relationship between depth wise mean SWS and 
corresponding SD along the transect for each day of measurement in the study.  
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more scattered. The three deeper layers exhibit wide range of SWS and SD of SWS. This 
could be because the deeper layers are more influenced by variations in water 
redistribution affected by topography and variability in crop water uptake.  
Hawley et al. (1983) and Charpentier and Groffman (1992) found no systematic 
relationship between the variance and the mean moisture content and attributed this result 
to variability in water redistribution due to topography. 
Contradicting results on the behavior of mean and variance of SWS was reported by 
many authors (Famiglietti et al., 1998; Mohanty et al., 2000). They attributed the 
behavior to location specific interaction between climate, soil, vegetation and mean soil 
water condition affecting the spatial structure of soil moisture in the near surface 
horizons. In the present study even when mean soil moisture content was almost constant 
between two sampling days, change in field variance existed and that could due to water 
distribution across the landscape as suggested by Mohanty et al. (2000). The spatial 
pattern
 
of soil moisture in a landscape was most influenced by topography during
 
wet 
periods, but during dry periods soil moisture patterns
 
depended mainly on soil properties 
(Grayson et al., 2000).  During the fall and winter seasons, soils remained wet and the 
variance in SWS was smaller than that observed during drier times. Zhou et al. (2007) 
observed little variation in soil moisture during wet periods even though topographic 
redistribution of soil water existed in the field. Pachepsky et al. (2005) suggested
 
that 
differences in soil structure can be responsible for the
 
variations in soil water content. 
Guber et al. (2008) reported the dependence of water retention on size of soil
 
aggregates.  
Vachaud et al. (1985) observed that the variability of soil water contents was related to 
the variations in soil texture.
 
Van Weesenbeck and Kachanoski (1988) also obtained a 
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negative correlation between soil water content and variance for the soil water content 
measured under a corn crop.  
Figure D.1 in the appendix show autocorrelogram of total soil water storage at different 
soil water content measuring dates. Among the 36 times of SWS measurements, 22 times 
showed significant autocorrelation. During wet periods the autocorrelation distance 
ranged from 40 to 50 m and during intermediate moisture conditions autocorrelation 
distance ranged from 10 to 20 m. During all these significantly autocorrelated measuring 
days crops were growing in the field. As suggested by different authors spatial structure 
of soil moisture was affected by location specific interaction between climate, soil, 
vegetation and mean soil water condition. 
Figure 3.33 (a) shows the temporal distribution of autocorrelation length of SWS and 
corresponding variance for each measurement. The autocorrelation length shows a wide 
range of values for the same SWS. The autocorrelation length showed a wide range of 
values for the same value of variance. From the Figure it is evident that the relationship 
between variance and autocorrelation length is not clear. Many authors (Hupet and 
Vanclooster, 2005; Van Wesenbeeck and Kachanoski ,1988) have observed lack of 
spatial structure during crop growth and considered vegetation as the main factor 
controlling the development of the soil moisture patterns. But in the Figure 3.33 (a), 
spatial structure existed considering the value of autocorrelation length during the 
cultivation of corn and wheat. But during the period without any crop growth and also 
during soybean growth spatial structure of SWS is lacking by considering the zero value 
of autocorrelation length. Hupet and Vanclooster (2005) attributed small scale variability   
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Figure 3.33  (a) Temporal distribution of autocorrelation length and variance of total soil 
water storage (b) Temporal distribution of autocorrelation length and precipitation.  
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in the crop growth as the cause for lack of spatial structure. Figure 3.3 (b) shows temporal 
distribution of precipitation and auto correlation length of SWS. During both wet and dry 
periods significant autocorrelation either existed or not. So the relationship is not clear. 
But in general during wet times significant autocorrelation exist compared to dry times 
where a range autocorrelation exist.  
Figure 3.34 (a) shows the relationship between autocorrelation length and mean SWS. 
The autocorrelation length shows a wide range of values for the same value of mean 
SWS and also wide range of values of mean SWS exists for the same autocorrelation 
length. For a wide range of mean SWS, the spatial structure was either lacking or shows a 
wide range of values of autocorrelation length. So from the Figure it is obvious that the 
relationship between mean SWS and autocorrelation length is not clear. 
Figure 3.34 (b) presents the relationship between autocorrelation length and range of 
SWS for each day of measurement in the study. The range of SWS was calculated by 
subtracting the minimum SWS from the maximum SWS for each day. Here also the 
relationship between mean SWS and autocorrelation length is not clear. This could be 
due to the spatial variability in soil texture and root water uptake.  
When the time interval between soil water measuring day and that of rainfall was with in 
3-4 days either small or no autocorrelation length was observed in the field.  In order to 
get a good spatial structure of soil water storage a waiting period of at least one week is 
required after a rainfall to measure soil water content using Diviner probe.  
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Figure 3.34 Relationship between (a) autocorrelation length and mean SWS (b) 
autocorrelation length and range of soil water storage (SWS) for each day of 
measurement in the study  
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3.3.4 Analysis of temporal persistence of SWS 
3.3.4.1 Frequency distribution   
Ranking stability of locations in the cumulative probability function for the dates on 
which the
 
lowest (29 Sept. 2008, 165.11 mm ± 19.42 mm)
 
and the highest (10
th
 Dec. 
2007, 271.86 mm ± 12.14 mm) mean SWS values were recorded is shown in Figure 3.35 
(a) for the entire profile. The rank correlation coefficient between these two days was -
0.116. From the Figure it can be noticed that only a few locations on the transect kept the 
same rank in the two extreme conditions. This indicates that the wettest locations and
 
the 
driest ones were not located in the same spot. There does
 
exist the possibility of some 
positions changing ranks appreciably
 
from the dry to the wet condition, this is due to 
site
 
specific variability in vegetation growth, moisture redistribution processes due to 
spatial variability in elevation etc. Identification of sites that represent the field average 
SWS (cumulative frequency = 0.5) was also not time stable as location 19 represented 
field average under driest conditions where as location 38 was representing field average 
under wettest conditions for the entire profile. Both the locations were silt loam with silty 
clay loam in one of the deep layers. Location 19 was located on hill top with more sand 
and silt resulting in low water holding capacity and faster drainage due to its position. 
Location 38 was located in back slope with large clay content resulting in high water 
holding capacity. Locations 37, 42 and 38 were ranked driest on Sept. 29
th
 and locations 
27, 39, 30 were ranked wettest on Sept. 29
th
. Locations 27, 39 and 30 were ranked driest 
on Dec. 10
th
 2007 and locations 9, 22, 26 were ranked wettest on Dec. 10
th
 for the 0–80 
cm depth.  
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For the 0-20 cm layer different sites represented the field average SWS (Figure 3.35 b) 
under extreme moisture conditions, as location 32 represented field average under driest 
conditions where as location 29 represented field average under wettest conditions. 
Location 32 was located on a hill top with faster drainage due to its position. Location 29 
was located in a valley with large clay deposits resulting in high water holding capacity. 
Locations 42, 35 and 38 were ranked driest on Sept. 29
th
 and these profiles located on hill 
top and the locations ranked as wettest on Sept. 29
th
, 9, 22 and 26, were located on foot 
slopes having large deep silt content. Locations 32, 38 and 43 were ranked driest on Dec. 
10
th
 and were located on slopes leading to their faster drainage. Locations 12, 6 and 9 
were ranked wettest on Dec. 10
th
 and were located on foot slopes leading to deep silt 
content. 
Figure D.2 (a) in the appendix shows the cumulative probability function for 20-50 cm 
depth interval. Temporal stability in SWS for the layer was not observed. Location 26 
was representing field average under driest conditions whereas location 15 was 
representing field average under wettest conditions.  Locations 37, 38 and 42 were ranked 
driest on Sept. 29
th
 and locations 23, 39 and 17 were ranked wettest on Sept. 29
th
. 
Locations 41, 20 and 3 were ranked driest on Dec. 10
th
 and locations 33, 9 and 19 were 
ranked wettest on Dec. 10
th
 for the 20–50 cm depth. 
Figure D.2 (b) in the appendix shows the cumulative probability function for 50-80 cm 
depth interval. This layer also did not show temporal stability in SWS. Under driest 
conditions location 21 represented field average where as location 36 represented field  
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Figure 3.35 Cumulative probability functions of SWS in the driest and wettest days for 
(a) 0-80 cm (b) 0-20 cm soil depths.  
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average under wettest conditions.  Locations 20, 14 and 35 were ranked driest on Sept. 
29
th
 and locations 43, 18 and 38 were ranked wettest on Sept. 29
th
. Locations 28, 40 and 
34 were ranked driest on Dec. 10
th
 and locations 11, 38 and 43 were ranked wettest on 
Dec. 10
th
 for the 50–80 cm depth. Location 9 was representing wet conditions of the 
deeper depths. This location also was high in clay content throughout the profile and was 
located in back slope area. Field mean SWS was represented by different locations for 
different soil depths. This shows the poor temporal stability in the spatial pattern of SWS 
of the field.  
3.3.4.2 Relative differences approach 
Figure 3.36 (a) presents the ranked inter-temporal relative deviation from field mean total 
SWS. Total SWS for the 36 measurements in time pooled together for each location, with 
the i values ranked in ascending order from left to right. It is clear that certain locations 
systematically either overestimate or underestimate the field average soil water content, 
irrespective of the observation date. i values ranged from 6.92 % to -11.41%. The σ(δi) 
values ranged from 2.99 % to 12.20% with an average value of 5.95 %. Locations with 
mean relative difference close to
 
zero and low standard deviation ( i) were identified to 
represent field mean SWS and to reduce the number of measurements needed to 
characterize the SWS of field (Vachaud et al.,1985; Comegna and Basile, 1994; Grayson 
and Western, 1998). 
The standard deviation of the relative difference was also widely used to judge time 
stability of soil water contents (Starks et al., 2006., Hu et al., 2009 and Brocca et al., 
2007). Van Pelt and Wierenga (2001) defined representative location as to estimate field 
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mean SWS within 5% and have low variances. But here all locations are showing i 
values more than 5% and also high variance values. The high values of both i and σ(δi) 
for most of the locations indicates that the temporal persistence in spatial patterns of SWS 
does not exist in the field. The σ(δi) values were high for both wet and dry locations. It 
indicates the influence of dynamic variables such as vegetation and precipitation. 
Martinez-Fernandez and Ceballos (2003)
 
noticed high temporal stability in SWS under 
dry conditions and lowest temporal stability in SWS during transition from dry to wet 
conditions. However, Hupet and Vanclooster (2002) reported weaker temporal stability in 
SWS during dry periods and they explained that with temporal variability in 
evapotranspiration at different locations in their field.  
Field mean SWS was represented by location 17 with i value of 0.20% and σ(δi) value 
of 4.32 %. Even though the σ(δi) value is high, location 17 is mostly representative of 
field SWS. Location 17 was located in the slope and the soil textural class was silty clay 
loam. Locations 27, 39 and 30 systematically over estimated the mean soil moisture value 
and represent wet conditions in this field. Locations 37, 42 and 38 systematically 
underestimate
 
the mean soil moisture value and are representative of dry conditions. The 
cumulative probability function for the entire profile and upper 0-20 cm and 20-50 cm 
sections of depth also showed these locations as representative of wet and dry conditions 
in the field, respectively, when the entire profile is considered. As observed in the present 
study, Brocca et al. (2007) and Jacobs et al. (2004) attributed the increased variability of 
both i and σ(δi) to both the decreasing clay content and the increasing terrain slope. Low 
temporal stability in SWS of silt loam soils was reported earlier by Mohanty and Skaggs 
(2001). The wider variability of σ(δi) was linked to topography effects (Lin et al., 2006). 
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In dry locations,
 
the predominance of the sand fraction was reported (Martinez-Fernandez 
and Ceballos, 2003) to
 
reduce the retention of water and so temporal
 
stability is relatively 
high for these locations.  
Figure 3.36 (b) presents results on relative differences (RD) for the 0-20 cm depth. i 
values ranged from 12.40% to -12.28% and σ(δi) values ranged from 4.33% to 15.21% 
and with 8.32 % as average σ(δi) in the 0-20 cm layer. Field mean SWS was represented 
by location 30 with i value of -0.65% and σ(δi) value of 8.27 %. Location 30 was 
located in the back slope and the soil textural class was silty clay loam. At locations 6, 3 
and 5 the mean soil moisture value was systematically over estimated and represented 
wet conditions of field. At locations 32, 40 and 42 the mean soil moisture value was 
systematically underestimated
 
and were representative of dry conditions. The cumulative 
probability function for the entire profile also showed location 42 (silt loam) as 
representative of dry conditions in the field.  
Lowest time stability was observed for the uppermost 0-20 cm layer due to its direct 
exposure to surrounding dynamic atmospheric conditions. Pachepsky et al. (2005) also 
reported the weakest time stability at the shallowest observation depth among five depths 
measured up to 0.95 m.   
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Figure 3.36 Ranked inter temporal relative deviation from field mean SWS (a) for 0-80 
cm, (b) 0-20 cm. Vertical bars correspond to associated temporal standard deviation. 
Numbers refer to measuring locations. 
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Figure D.3 (a) in the appendix presents results on relative differences (RD) for the 20-50 
cm depth. i values range from 10.75% to -20.96% and σ(δi) values range from 3.87% to 
16.29% and with 8.01 % as average σ(δi) in the 20-50 cm layer. Location 4 with i value 
of 0.24% and σ(δi) value of 5.71 % was located in the foot slope and the soil textural 
class was silty clay loam. Locations 9, 5 and 25 systematically over estimate the mean 
soil moisture value and represent wet conditions of field. Locations 41, 37 and 39 
systematically underestimate
 
the mean soil moisture value and are representative of dry 
conditions. The cumulative probability function for the entire profile also showed 
location 37 (silt loam) as representative of dry conditions in the field and location 9 silt 
loam) as representative of wet conditions.  
Relative differences (RD) for the 50-80 cm depth is shown in Figure D.3 (b) in the 
appendix. i values range from 12.40% to -12.28% and σ(δi) values range from 4.33% to 
15.21% and with 8.32 % as average. Location 30 represented field mean SWS with i 
value of -0.65% and σ(δi) value of 8.27 %. Location 30 was located in the back slope and 
the soil texture was silty clay loam. Locations 6, 3 and 5 were the wettest locations and 
represent wet conditions of field. Locations 32, 40 and 42 were maintained driest
 
 and are 
representative of dry conditions. Location 42 (silt loam) was found as representative of 
dry conditions in the field in the cumulative probability function for the entire profile. 
The higher variability in SWS in the 50-80 cm layer could be attributed mainly to the 
impact of variable root water uptake (Hupet and Vanclooster, 2002) and water 
redistribution due to soil textural differences.   
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From the RD analysis it was clear that mean, wet and dry SWS at different depths was 
represented by different locations. Lin et al. (2006) also reported a similar result and 
attributed that to variability in soil type and topography of the field. It makes selection of 
field mean SWS monitoring locations less reliable. Martinez-Fernandez and Ceballos 
(2003)
 
did not observe any specific pattern of stability with respect
 
to depth, whereas 
Comegna and Basile (1994) found a
 
time-stable spatial structure for the water content in 
the upper
 
90 cm of the soil profile. Ranking stability of lower layers was expected to be 
greater than the upper layers of the profile due to
 
the reduced dependence on the climatic, 
biological, and hydrological
 
factors that determine the soil moisture dynamics as 
observed by Pachepsky et al. (2005). Cassel et al. (2000) observed greater
 
temporal 
persistence of water content in deep soil layers than
 
in shallow layers under a wheat crop 
which was attributed the persistence to the impact of crop root water
 
uptake. The large 
variability in both i and σ(δi) shows temporal instability. Temporal stability during dry 
periods was attributed to stable property like soil texture (Martinez-Fernandez and 
Ceballos, 2003; Brocca et al., 2007). Jacobs et al. (2004) observed that sampling sites 
with moderate to moderately high clay content have shown more pronounced time 
stability. The less stability (a higher ( i)) observed during dry period could be attributed 
to the dynamic nature of vegetation involved in the present study.  Many authors (Hu et 
al., 2009; Hupet and Vanclooster, 2002) have shown the role of vegetation in profile 
soil
 
water distributions resulting in temporally unstable spatial structure.  
As observed in the present study, locations along the foot slope were reported (Lin et al., 
2006; Zhou et al., 2007) to be wetter than the field average
 
throughout the soil profiles 
due to their high water holding capacity resulting from high clay content, while the 
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locations at the convex
 
hill slope were much drier than
 
the field average due to their high 
sand content.  
3.3.4.3 Mean absolute value of bias error (MABE)  
MABE is a new concept used to represent temporal stability of locations for mean SWS. 
A critical value of 5% is used and locations having mean MABE below 5% are 
considered time stable (Hu et al., 2010). Figure 3.37 (a) shows the rank ordered MABE 
for 0-80 cm and (b) 0-20 cm depths. The value of mean MABE ranges from 2.16% to 
9.12 % with an average value of 4.58% for the 0-80 cm layer. 33 locations were showing 
mean MABE <5%. So the representative nature of these locations in estimating mean 
SWS is high. The σ MABE ranges from 1.74% to 6.77 % with an average value of 
3.68%. Locations 6, 28 and 7 were showing the lowest mean MABE (all < 2.5%). These 
locations are positioned on slope, hilltop and back slope areas respectively and these 
locations have silty clay loam soil texture. So the soil texture is playing an important role 
in keeping MABE low due to its high clay content. Locations 39, 19 and 9 were showing 
the highest mean MABE (all >8%) and were located on slope, hilltop and slope positions 
respectively. These locations have silt loam texture and its temporal stability is low. 
Locations 6, 33, 28 and 7 were showing the low σ MABE where as locations 14, 21 and 9 
were showing high σ MABE. So the mean MABE and σ MABE are positively correlated 
(r=0.82).   
Figure 3.37 (b) shows the rank ordered MABE for 0-20 cm depth. The value of MABE 
ranges from 3.10% to 10.28 % with an average value of 6.25% for the 0-20 cm layer. 
Only 9 locations showed mean MABE <5%. The σ MABE ranges from 2.78% to 9.21 % 
with an average value of 5.27%. Locations 15, 34 and 6 were showing the lowest mean  
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Figure 3.37 Rank ordered mean absolute value of bias error (MABE) for (a) 0-80 cm and 
(b) 0-20 cm depths.  
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MABE (all <2.5%) and they have silty clay loam texture. These locations were 
positioned on slopes as well. Locations 38, 4 and 9 were showing the highest mean 
MABE (all >9.5%) and have silt loam texture. These locations were positioned along 
slopes. Locations 35, 34 and 17 were showing the low σ MABE where as locations 19, 
38 and 9 were showing high σ MABE. So the mean MABE and σ MABE are positively 
correlated (r=0.70).  
Figure D.4 (a) in the appendix shows the rank ordered MABE for 20-50 cm depth. The 
value of mean MABE ranges from 6.07% to 13.93 % with an average value of 2.75% for 
the 20-50 cm layer. Only 18 locations showed mean MABE <5%. The σ MABE ranges 
from 2.17% to 11.32 % with an average value of 5.19%. Locations 6, 28 and 7 were 
showing the lowest mean MABE (all < 3.2%) where as locations 41, 39 and 20 were 
showing the highest mean MABE (all >13%). These locations are positioned along slopes 
and have silt loam soil texture. Locations 6, 28 and 7 MABE. So the mean MABE and σ 
MABE are positively correlated (r=0.89).  
The rank ordered mean MABE for 50-80 cm depth is presented in Figure D.4 (b) in the 
appendix. The value of MABE ranges from 2.21% to 14.48 % with an average value of 
6.12% for the 20-50 cm layer. Only 17 locations showed mean MABE <5%. The σ 
MABE ranges from 1.88% to 11.12 % with an average value of 5.01%. Locations 7, 29 
and 5 were showing the lowest mean MABE (all <2.7%). These locations have silty clay 
loam soil texture and  were placed on hilltop, slope and slope respectively. Locations 14, 
20 and 21 were showing the highest mean MABE (all >10.84%) and were located on 
valley floor, hilltop and hilltop respectively. Locations 29, 7 and 25 were also showing  
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the low σ MABE (< 2.18%) where as locations 11, 21 and 14 were showing high σ 
MABE (> 9.7%). So the mean MABE and σ MABE are positively correlated (r=0.89).  
The mean MABE and σ MABE did not change with depth. But many authors (Guber et 
al. 2008; Cassel et al., 2000) have reported increased temporal stability of soil water 
content with increased soil depth. The representative nature of these locations in 
estimating mean SWS is low because different locations are representing low mean 
MABE at different soil depths. Soil texture is playing an important role as silty clay 
loams are mostly recorded with low MABE and silt loams with high MABE. Vegetation 
also is important and was a major dynamic variable in the field. Comegna and Basile 
(1994) also reported the high uncertainty involved in predicting soil moisture from 
previous measurements at the transect scale due to seasonal changes in vegetation 
altering the spatial patterns of soil moisture between measurements. 
3.3.4.4 Spearman rank correlation coefficient 
The correlation coefficient between SWS measured on different dates is presented in 
Table D.3 in the appendix. The coefficient ranges between
 
0.12 and 0.95 between 
consecutive days of measurement.
 
The correlation between successive pairs of 
measurement dates is an indication of the temporal persistence of the spatial pattern 
(Kachanoski and deJong, 1988). A decrease in the coefficient between successive pairs of 
measurement dates is an indication that there has been a change in the spatial pattern of 
soil water content, and therefore the spatial pattern is not stable over time. The coefficient 
of 0.12 was obtained between December 10
th
, 2007 the wettest day of the study, and  
January 4
th
, 2008 even though January 4
th
, 2008 was a wet day (Table D.1 in the 
appendix). December 10
th
 has a coefficient of <0.45 with all the other dates. So even 
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between wet days, eg. December 10
th
 2007 and March 20
th
 2008 the coefficient was low 
(0.44). But the coefficient between dry days was always >0.76 as evident in the Table 
D.3 in the appendix, eg. between July 26
th
 2007 and September 29
th
 2008 the coefficient 
was 0.76 even though the time interval was more than one year. High coefficients (>0.90) 
were observed only between successive measurement days. The correlation between dry 
and wet days was poor, eg., between August 28
th
 , 2007 and November 28
th
, 2007 the 
coefficient was 0.40 even though the time interval was only 3 months. September 29
th
 
2008 was the driest day of the study and had high correlation only with measuring days 
during the dry period in 2007 (July to October). It showed poor correlation with all other 
days in the study. Thus the patterns of temporal stability do not persist
 
across the whole 
time period analyzed. Kachanoski and deJong (1988) observed the lowest values of the 
coefficient during periods of transition from dry to wet. But the coefficients were not 
poor between August 28
th
, 2007 (Dry day) and December 10
th
, 2007 (wettest day) as 
presented in the Table D.3 in the appendix. So the correlation did not improve after 
recharge as observed by Kachanoski and deJong (1988). But the coefficients were low 
when the time interval between the days was large (June 4
th
, 2007 and June 4
th
 2008) 
even though the mean SWS was very close between those two days. The low value of 
coefficient could be due to difference in spatial variance between these two times.  
3.3.4.5 Squared coherency analysis 
Squared coherency analysis was used to measure the consistency
 
of a significant linear 
relationship between SWS at different spatial scales (Kachanoski and de Jong, 1988). 
Figure 3.38 shows the coherency spectra obtained between different days of 
measurement. The days were with or without crop, wet or dry days. The coherency    
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Figure 3.38 Coherency functions for SWS under different soil moisture conditions  
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(Figure 3.38 a) was significant only in the medium scale even though the spatial 
variability was low on wet days. Winter wheat was present in the field on both the days, 
but the root water uptake would be more evident in March 20
th
, 2008 than Dec. 20
th
, 
2007. The coherency (Figure 3.38 b) between a wet (crop) and a dry day (no crop) was 
significant only at large scale similar to the length of transect. The coherency (Figure 
3.38 c) between Oct. 3
rd
 and Oct. 17
th
 of 2007 was significant at medium scales and there 
was no crop during these two times and the time interval between measurements was 
only two weeks. The mean, maximum, minimum, SD and CV% of soil moisture were 
very close between these two days (Table D.1 in the appendix). The coherency was 
significant only at small scales in Figure 3.38 (d) when two dry days were correlated. 
Both days had a crop growing and the time interval was more than one year. The 
significance at smaller scales could be due to small scale variability in soil texture. The 
Figure 3.38 (e) show significance between a dry day (Aug. 28
th
) and a day after recharge 
(Sept. 21
st
) at small scales. The coherency (Figure 3.36 f) between two adjacent days on 
Nov. 8
th
 and Nov. 28
th
 2007 was significant at small, medium and large scales. Winter 
wheat was dormant during this period and might not have influenced the SWS much. The 
coherency results thus indicated poor temporal persistence of SWS in the field.    
3.3.5 Factors influencing spatio-temporal dynamics of SWS 
A better understanding of the spatio-temporal dynamics of SWS can be achieved by 
analyzing various interacting factors. Many authors (Mohanty and Skaggs, 2001; 
Famiglietti et al., 1998) have studied the influence of different factors on soil moisture 
content such as the texture of soil, which determines the water-holding capacity, the 
precipitation history, the slope and aspect of the land surface, which affect the water-
 146 
 
redistribution processes, runoff and infiltration, and the heterogeneity in vegetation and 
land cover, which influences evapotranspiration and deep percolation. Tomer and 
Anderson (1995) found that 51–77% of spatial variability in soil water content could be 
explained by a combination of elevation, slope, and curvature in a sandy hill slope. Da 
Silva et al. (2001) found that clay content and organic matter can serve as good 
explanatory variables, whereas topographic variables cannot. But Gomez-Plaza et al. 
(2000) found topography and vegetation rather than soil properties to be important factors 
in deciding time stable locations. Mohanty and Skaggs (2001) found better time stability 
on a sandy loam soil than a silt loam. Tallon and Si (2003) observed that time stable sites 
showed poor relationships to soil and topographic properties, thus suggesting the absence 
of a single dominant control.  
3.3.5.1 Soil texture 
There was significant spatial variability of soil texture by depths (Table 3.6). Silt was the 
most common followed by clay and sand. CV% of soil texture was highest for sand, 
followed by clay and then silt at various depths. The high spatial variability in sand and 
clay are influencing the soil water dynamics.  
The distribution and autocorrelograms of sand, silt and clay are presented for 0-15             
(Figure D.5 in the appendix), 15-30 (Figure D.6 in the appendix), 30-60 (Figure D.7 in 
the appendix) and 60-90 cm (Figure D.8 in the appendix) depth increments. Spatial 
variability in the distribution of each soil  texture is clear from the Figures. Sand showed 
variability in autocorrelation length with depth. Silt and Clay showed 2 lags of significant 
autocorrelation for the upper two layers. Highest autocorrelation length of all the soil  
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Table 3.6 Descriptive statistics of soil texture at different soil depths in percentages. 
Soil Texture   
Max Min Mean CV% SD 
0-15 cm 
Sand 7.32 2.14 4.95 24.48 1.21 
Silt 82.90 61.91 73.08 7.00 5.11 
Clay 32.29 11.97 21.97 23.43 5.15 
15-30 cm 
Sand 9.21 1.57 4.08 37.89 1.55 
Silt 80.57 60.39 68.23 7.48 5.10 
Clay 33.88 16.31 27.69 16.64 4.61 
30-60 cm 
Sand 9.31 1.28 4.74 36.13 1.71 
Silt 75.66 51.14 65.70 8.30 5.45 
Clay 40.78 21.31 29.56 15.02 4.44 
60-90 cm 
Sand 8.75 1.75 5.74 31.26 1.79 
Silt 80.46 47.94 67.53 12.99 8.77 
Clay 44.22 13.59 26.73 30.81 8.23 
 
texture observed at the deepest depth could be due to the highest SD value noticed at the 
deepest depth. Spatial variability in SWS was attributed to internal drainage processes 
influenced mainly by the local characteristics of porous medium (Comegna and Basile, 
1994). It was observed that the zones with coarser soil particle size classes, silt loams, 
were generally drier than adjacent finer particle size class soil. The drier areas were 
located at the upper part of the slope and wetter areas at the lower valleys. Elevation also 
played a major role in the redistribution of water.  
 148 
 
Soil texture affects the distribution, the vertical and lateral water transmission and 
retention properties, and thus influences the soil moisture dynamics. Significant soil 
moisture variations were observed even over very small distances due to variations in soil 
particle and pore sizes (Mohanty and Skaggs, 2001). Time stability of the spatial 
distribution of moisture was explained by the deterministic impact of soil texture in the 
uppermost one meter of soil profiles (Vachaud et al., 1985; Munoz Pardo et al., 1990). 
Positive correlation between water content and clay content up to 70 m was observed 
(Munoz Pardo et al., 1990).    
Significant relationship exists between soil texture and soil hydraulic properties. The 
increased variability observed in the mid range of SWS could be attributed to soil texture, 
as it influences soil hydraulic properties mainly in the mid to low soil water pressure 
range (Mohanty and Skagg, 2001; Comegna and Basile, 1994). Significant soil moisture 
variations existed even over very small distances due to variations in soil particle and 
pore sizes (Hawley et al., 1988).  Da Silva et al. (2001) found that the influence of 
landscape attributes on the redistribution of soil water were reflected, in part, in the 
spatial distribution of soil water as affected by soil texture.  
Figure 3.39 shows the cross correlogram of total SWS at different soil water content 
measuring dates versus various soil texture  of 0-15 cm depth. From the Figure 3.39 it is 
clear that correlation between sand and SWS is negative and was significant for four lag 
distances. The negative value was due to the drainage property of sand resulting in an 
inverse relationship with SWS. The silt was also showing a negative correlation with 
SWS due to its drainage property. 
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        Figure 3.39 Cross correlogram of total SWS at different soil water content 
measuring dates versus various soil texture of 0-15 cm depth. The dotted lines 
represent 95% significance level. 
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The clay content was showing positive correlation for four lag distances and could be 
attributed to the high water holding capacity of clay. A similar relationship was found for 
deeper soil depths. Figure 3.40 shows spectra of depth averaged soil texture particles 
such as sand (a), silt (b)  and clay (c) particles. Spectral peak was observed at every 160 
m along the transect for the three soil particles. Small scale variability in soil texture 
existed in the field but was not pronounced for any of the soil particles.   
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Figure 3.40    Spectra of depth averaged (a) sand (b) silt and (c) clay particles.  
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3.3.5.2 Elevation 
Topography plays an important role in the spatial distribution of soil moisture at different 
scales. Variations in slope, aspect, curvature, upslope contributing area, and elevation all 
affect the distribution of soil moisture near the land surface. Soil moisture varies as a 
result of water-routing processes. Topography was important in the lateral redistribution 
of soil moisture and created soil moisture variability (Mohanty et al., 2000). Mohanty et 
al. (2000) observed time instability of soil moisture patterns and attributed them to the 
impact of subsurface flows in the redistribution of soil moisture especially for areas of 
relatively shallow soils and suggested that the local topography exerts a dominant control 
on these subsurface flows. Figure 3.41 presents cospectrum and quadrature spectrum of 
elevation and SWS at different soil moisture conditions. In Figures 3.41 (a) and (b) peaks 
for both of the spectra occurred at the same frequency at which the peak of elevation was 
observed. Corn was in the initial growing stages on these two days. So the impact of 
vegetation on SWS in the form of evapotranspiration was less. The Figures 3.41 (c, d, e 
and f) show a shift in the cyclic patterns of SWS. Active crop growth was existing in the 
field during these days. The impact of soil textural variability was also on dry days 
(Figure 3.41 c and d). The shift could be thus attributed to the variability in vegetation 
and soil texture.  
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Figure 3.41 Cospectrum and quadrature spectrum of elevation and SWS at different soil 
moisture conditions.    
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Figure D.9 in the appendix present cross correlogram of total soil water storage at 
different soil water content measuring dates versus elevation. The correlation ranged 
from 120 m to 130 m with elevation leading the SWS.  
3.3.5.3 Precipitation  
Precipitation is the most important climatic variable influencing soil moisture content. 
Studies have observed that as the soil becomes wet variability in soil moisture increases, 
and decreases with increasing time since the last rainfall (Mohanty and Skaggs, 2001). 
But in the present study an opposite trend was observed as also reported by others, e.g., 
Famiglietti et al. (1999). The precipitation data (Figure 3.28 b) indicated obvious 
temporal variability of rainfall
 
in the field. The weekly cumulative precipitation ranged 
from 42.96 cm to 0.00 cm. The largest precipitations occured during winter months of 
December to March and the lowest during July to August of both the years.  Da Silva et 
al. (2001) observed that during snow melt soils approach saturation, spatial variability in 
soil water content begins to develop as drainage begins, evolves through the growing 
season, and then diminishes as evapotranspiration declines and late rainfalls become 
increasingly prevalent.  
Hupet and Vanclooster (2005) reported that the rainfall reaching the ground under the 
corn canopy was very variable with CV ranging between 77.87 and 188.7%. Some 
locations in their study received up to 4.47 times more water than the incident rainfall. 
Van Wesenbeeck and Kachanoski (1988) made the same observation and attributed that 
to the rainfall distribution in the form of stem flow or through fall under the canopy, 
while inter row locations received much less water.  
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3.3.5.4 Vegetation 
Crop growth in the field influences the soil moisture dynamics as it affects infiltration, 
runoff, and evapotranspiration (Hupet and Vanclooster, 2002; Mohanty and Skagg, 
2001). The effect of a corn crop that changes continually over the growing season is an 
additional factor causing a systematic change in soil water content over space and time 
(Van Wesenbeek et al., 1988). Soil water dynamics is one of the major causes of yield 
variability (Timlin et al., 1998). Figures in chapter 3 shows the spatial and temporal 
variability in crop growth during the study. NDVI of corn at V6 and V12 (Figure 3.4) 
growth stages and NDVI of winter wheat at Feekes 4 (Figure 3.18) and Feekes 5 (Figure 
3.21) shows spatial and temporal variability in crop growth in the field. Spatial and 
temporal variability in NDVI showed variability in crop growth in the field. Variability in 
grain yields is also presented. Spatial and temporal analysis of crop growth parameters of 
both the crops in chapter 3 showed the existence of variability in the field. Thus the 
variability in crop growth is resulting in variability in root water uptake and 
evapotranspiration. Details of crop growth stages during soil water measurement are 
presented in Table D.4 in the appendix. Higher SWS observed during May 2007 and 
December 2007 to February 2008 could be attributed to low root water uptake as the crop 
growth was only initiated during these times as evident in the Table D.4 in the appendix. 
The spatial and temporal variability in crop growth contributed to spatial and temporal 
variability in evapotranspiration and was a major cause for lack of temporal stability in 
SWS. Vegetation is a more dynamic variable compared to other variables such as soil 
texture and elevation of the field. It was found that the variability of soil moisture is 
lowest with full canopy cover and highest with partial coverage (Van Wesenbeek et al., 
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1988). But in the present study variability was obtained throughout the crop growth. The 
variability in temporal variance between row positions and interrow positions in a corn 
field was attributed to the preferential drying and recharge in the row area of corn (Van 
Wesenbeek and Kachanoski,1988). Hupet and Vanclooster (2005) reported that the root 
water uptake was extremely variable within corn rows with CV values ranging between 
14 and 137%. Rainfall reaching the ground under the corn canopy was very variable with 
CV ranging between 78 and 189 %.  
3.3.6 Conclusions 
Spatial and temporal analysis of soil moisture was helpful in characterizing its inherent 
spatial variability under field conditions. Spatial and temporal variability in SWS was 
observed in the field. The variability was determined by the interaction of different 
factors such as soil texture, topography, vegetation and precipitation as evident in the 
study. Absence of temporal stability in the spatial pattern of SWS for the entire profile 
and different soil depths was confirmed by cumulative probability analysis, relative 
deviation of mean SWS, MABE analysis spearman correlation and coherency. Locations 
representing field mean SWS varied with soil depth, so no location could be found to 
represent field mean and extreme SWS conditions. Temporal persistence was high 
between successive measuring days at small, medium and large scales. The temporal 
stability of SWS was low (r <0.40) between wet days when the time interval was more 
than two weeks. But coherency and the spearman coefficient were significant between 
two dry days even when the time interval was more than one year. Large variability in 
SWS under dry soil conditions than wet soil was attributed to small scale variability in 
soil texture, vegetation and topography.  
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3.4 State Space modeling of biomass and grain yield variability 
3.4.1 Spatial correlations between grain yield and biomass with other variables  
As presented in chapter 3, spatial variability in grain yield (mechanically harvested) and 
biomass of corn was very evident in the field. The corn grain yield varied from 5.77 to 
17.09 t ha
-1
 (mean = 10.51 tha
-1
) with a SD of 2.65 t ha
-1
. Biomass production ranged 
between 11.96 to 30.92 t ha
-1
 (mean = 18.52 t ha
-1
) with a SD of 4.55 t ha
-1
. The locations 
towards the middle of the field showed relatively low productivity mainly because of the 
high clay content resulting in low availability of soil water to plants whereas the end of 
the transect produced higher yield due to its silt loam texture releasing more water to 
plants. Spatial variability of inherent soil properties like soil texture and elevation and 
crop variables like biomass, grain yield, plant growth parameters, and vegetation indices 
in the field were presented earlier. Correlations between yield, biomass, plant height at 
V10 growth stage, NDVI at V6 growth stage, silt and clay contents at 60-90 cm depth 
were analyzed and correlograms are presented in Figures E.1 and E.2 in the appendix.  
The grain yield (Figure E.1 in the appendix) was positively crosscorrelated with biomass 
across a lag distance of ±40 m (or separation distance of 80 m) and the cross correlation 
coefficient varied from -0.06 to 0.75. The grain yield was positively crosscorrelated with 
plant height across a lag distance of -30 m to +60 m. The grain yield was positively 
crosscorrelated with NDVI across a lag distance of of -30 m to +60 m. The grain yield 
was positively crosscorrelated with silt content across a lag distance of ±60 m. The yield 
was negatively crosscorrelated with elevation across a lag distance of -50 m to +60 m. 
The grain yield was negatively crosscorrelated with clay content across a lag distance of -
50 m to +70 m. 
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The biomass (Figure E.2 in the appendix) was positively correlated with silt content with 
the cross correlation coefficient ranging from -0.06 to 0.69 and lag distance of (+50 m 
and -40 m) justifying the high grain yield and biomass production observed under silt 
loam soils. The correlation between grain yield and clay (Figure E.1 in the appendix) and 
also biomass and clay (Figure E.2 in the appendix) was negative as also reported by Li et 
al. (2002). The relation showed for a lag distance of (+50 m and -40 m) for the biomass. 
From Table E.1 in the appendix we can see significant values of pearson correlation 
coefficients between different variables and yield and biomass. Both biomass and yield 
were positively correlated with plant height, NDVI and silt whereas they showed 
negative correlation with clay and elevation.   
3.4.2 State-space yield models - corn 
Three different scenarios were used for estimation of yield and biomass of corn and 
winter wheat. In one scenario all observations were used and it allowed updating at all 
locations. Spatial interpolation quality of the model was analyzed in the next two 
scenarios. In the second scenario 25% of the observations were omitted and thus the 
updating was possible only in the 75% locations. In the third scenario 50% of the 
observations were considered by omitting the observations from even numbered 
positions, thus updating was possible in every alternate location only. The AR equations, 
are presented in the Figure of each scenario.  
The multivariate state-space equations and 95% confidence limits of the estimation of 
corn yield is presented in Figure 3.42. The yield at position i was based on yield, NDVI, 
depth averaged clay content, soil water storage (SWS) at V12, and plant height at  
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Figure 3.42 Autoregressive state space analysis of corn grain yield using (a) all yield 
data (b) 75% yield data and (c) 25% yield data. Transition matrix coefficients are 
presented in the model equation along with Log likelihood (- 2 log L) and SQDmean 
values. 
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V10 stage at i-1 position. The estimation produced was with low standard error and thus 
narrow confidence intervals. The narrow fiducial limits indicate good prediction as a 
result of updating step in the model. The estimated transition coefficients of the state-
space model given in Figure 3.42 (a) showed the dynamic interactions among the state-
space parameters. Corn yield was positively weighed on previous yield, NDVI, clay 
content and plant height and was negatively weighed on SWS due to its variability along 
the transect. The weightage on yield was the highest followed by that on clay, SWS, plant 
height at V10 stage and NDVI at V12 stage. The largest weightage was on yield followed  
by clay, SWS, plant height and NDVI.  
Figure 3.42 (b) shows the grain yield estimation when the grain yield data are omitted 
either by 25% or by 50% (Figure 3.42 c). SQDmean was increased from 0.0001 (all data) to 
0.0039 when the number of observations was omitted by 25% and can be attributed to the 
removal of some extreme values upon omission. The SQDmean increased again (0.0365) 
when the number of observations was omitted by 50% (Figure 3.42 c). The log likelihood 
values were showing a decreasing trend, from scenario one with all (-674.41) to scenario 
two with 75% of the data (-712.60) and was the lowest for scenario three (-789.90) with 
only 50% of the data. The weightage on covariables changed upon omitting of data points 
as the estimation is now dependent only on the available data and so the updating steps 
were decreased. When the number of observations was omitted by 25% (Figure 3.42 b) 
the dependence on all covariables showed an increase whereas the weightage on plant 
height drastically decreased. When the number of observations was omitted by 50% 
(Figure 3.42 c), the dependence on yield and NDVI drastically decreased compared to 
25% omission of data. The dependence on clay, SWS and plant height drastically 
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increased and was larger than that observed with all the data. The weightage on plant 
height was the highest followed by that on SWS and clay content as the plant height is 
representing crop growth. The model was also good in explaining local variability in 
grain yield but its accuracy decreased with data omission. When only 50% of the data 
was considered, the model did not explain local variability with great accuracy as when 
75% data or all data were used for prediction. The fiducial limits were broadened and 
thus included more number of locations within the limits as more data points were 
omitted.  
Figure 3.43 describes how the state of corn biomass (BMi) was related to biomass (BMi-
1), NDVI, depth averaged clay content, soil water storage (SWS) at V12, and plant height 
at V10 stage at i-1 position.  Equation in Figure 3.43 shows that biomass at location i was 
positively weighted on previous location biomass, clay content, plant height and NDVI 
but was negatively weighed on previous location SWS. The weightage on plant height 
was the highest followed by that on biomass, clay, SWS and NDVI. The weightage on 
NDVI and plant height at V10 stage increased for biomass estimation compared to their 
weightage on grain yield estimation. The fiducial limit was narrow showing the strength 
of the model. NDVI was found as more promising than different soil variables to predict 
spatial variability in barley yield (Wendroth et al., 2003) as it indicated crop and soil 
status, and thus integrated the effect of various soil and crop factors on crop development.  
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Figure 3.43 Autoregressive state space analysis of corn biomass using (a) all data (b) 
75% data and (c) 25% data. Transition matrix coefficients are presented in the model 
equation along with Log likelihood (- 2 log L) and SQDmean values. 
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Spatial variability in soil water and texture influence crop yield and biomass production 
in the landscape. The AR model was able to capture the role of inherent variability on 
crop production. Clay content has an important impact on soil water and corn yield and 
biomass variability in the landscape. Differences in clay contents between neighboring 
points could explain the differences in soil water and yield at the small scale level.  
Li et al. (2001 a) observed that the yield at position i was negatively weighted on yield at 
the position i−1 and found that measured cotton (Gossypium spp.) yield decreased toward 
the upslope and summit area and they observed an increase in yield on lower and 
shoulder areas. High yields were predicted by the AR model towards the end of the 
transect (Figures 3.42), where lower elevations favor accumulation of water and nutrients 
and silt loam texture in this area favor water availability to plants.  
AR models based on scenario two and three for biomass estimation are presented in 
Figure 3.43. SQDmean was increased from 0.00005 (all data) to 0.0041 when the number 
of observations was omitted by 25% (Figure 3.43 b) and can be attributed to the removal 
of some extreme values upon omission. From Figure 3.43 also it is clear that the SQDmean 
was increased (0.0469) when the number of observations was omitted by 50%.  
The values of transition coefficients changed upon omitting of data points as the 
estimation is now dependent on the available data. The confidence interval was 
broadened as the updating was not possible at each location (Wendroth et al., 2001). 
When the observations were omitted by 25% (Figure 3.43 b) the dependence on clay, 
SWS and plant height increased and the dependence on biomass and NDVI decreased.  
Plant height had the highest weightage, followed by that of SWS, clay and biomass of the 
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previous location. The model was also good in capturing local variability in biomass. 
When only 50% of the data was considered, the model did not explain local variability 
with great accuracy as compared to when all data or 75% data were used for prediction. 
The weightage on plant height, clay and SWS increased by about 50% under 50% 
biomass data omission. The fiducial limits were broadened and a few estimations were 
outside the limits as more data points were omitted.  
3.4.3 State-space yield models - wheat 
Spatial variability in the grain yield and biomass of wheat are evident in Figures 3.18. 
The grain yield varied from 7.08 tha
-1 
to 3.27 tha
-1
 with a SD of 0.87 tha
-1
 and mean of 
4.96 tha
-1
. The biomass production varied from 6.11 tha
-1 
to 12.32 tha
-1
with SD of 1.55 
tha
-1
 and mean of 3.96 tha
-1
. The spatial trend in both grain yield and biomass production 
followed nitrogen (N) fertilizer treatments applied on a sinusoidal manner in the field. 
The cross correlation of grain yield (Figure E.3 in the appendix) with NDVI, tiller count 
and grain N uptake showed correlation up to ± 10 m. The cross correlation of biomass 
(Figure E.4 in the appendix) with NDVI, BI (Biomass Index), tiller count and plant N 
uptake also showed correlation up to ± 10 m.  
The transition coefficients of the model given in Figure 3.44 (a) showed that the yield 
was positively weighted on previous yield, NDVI, SWS at feekes five (March 20th 2008) 
growth stage, depth averaged silt content and tiller count. The weightage on SWS was the 
highest followed by that of NDVI, BI, silt, yield and tiller count. The impact of NDVI is 
evident in this nitrogen fertilizer treatment study. Thus the variability in NDVI was able 
to differentiate locations in the field. SWS was also important in influencing crop yield 
and to differentiate locations based on yiled. The fiducial limit was broadened to include 
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all extreme values of biomass data points. The AR model was able to capture the effect of 
nitrogen fertilizer treatments applied on a sinusoidal manner in the field as is evident 
from Figure 3.44. The nitrogen fertilizer treatment was found influencing the grain yield 
and biomass production in the field. The role of soil water and topography are important 
in deciding the spatial distribution N fertilizer (Li et al., 2002).   
Autoregressive state space analysis of wheat grain yield is presented in Figure 3.44.When 
all yield data (a) was used (b) 25% and (c) 50% of the grain yield data was omitted. Grain 
yield (Yi) was estimated using yield, NDVI, SWS at feekes five (March 20th 2008) 
growth stage, depth averaged silt content and tiller count of previous location. The 
transition coefficients were increased for all variables except for NDVI and SWS as seen 
in Figure 3.44 (b) when only 75% of the data was used compared to when all data was 
used (Figure 3.44 c). There was no change in the sign of coefficients with SWS showing 
the greatest influence followed by NDVI, yield, BI, silt and tiller count. The role of SWS 
and NDVI was very evident in yield estimation. A few of the locations were outside the 
limits 
The weightage on NDVI was the highest followed by BI, silt, SWS, yield and tiller count. 
The weightage on NDVI increased when 50% of data was omitted compared to using all 
or 75% of the data. The impact of spectral measurements such as NDVI and BI in 
estimating crop yield and differentiating N treatments was very evident.  
.  
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Figure 3.44 Autoregressive state space analysis wheat grain yield under (a) scenario 1 
(b) scenario 2  and (c) scenario 3. The two lines show upper and lower 95% fiducial 
limits. 
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The log likelihood values for scenario 1 was -656.20 and that for scenario 2 was -693.71 
and was -669.32 for scenario 3. SQDmean increased from 0.0264 (all data) to 0.0321 when 
only 75% of the observations was used (Figure 3.45a) which can be attributed to the 
removal of some extreme values upon omission. The SQDmean largely increased (0.0468) 
when the number of observations was omitted by 50% (Figure 5.5b).   
The model was able to capture the treatment variability and also the influence of inherent 
soil variability in soil texture, topography etc existed in the field. 
Figure 3.45 shows the multivariate state-space equations and 95% confidence limits of 
the estimation of biomass of winter wheat by AR model. Equation in Figure 3.45 (a) 
shows that state of biomass at location i is positively weighted on previous yield, NDVI, 
SWS at feekes five (March 20
th
 2008) growth stage, depth averaged silt content and tiller 
count. The weightage on NDVI was the highest followed by that on BI, silt content, 
SWS, biomass and tiller count. No observation was outside the limit. The AR estimation 
of wheat yield (Figure 3.45) at i-1 produced estimation with narrow confidence intervals 
indicating good prediction. NDVI and BI were acting as proxy variables of biomass as 
evident from their high weightage under different scenarios.  
Figure 3.45 presents the AR state space analysis of wheat biomass when 25% (Figure 
3.45 b) and 50% (Figure 3.45 c) of the biomass data was omitted. The transition 
coefficients were doubled for NDVI, biomass. The weightage of NDVI and BI increased 
with data omission.  The weightage was also increased for BI. The weightage of SWS 
and tiller count also slightly increased with data omission. 
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Figure 3.45 Autoregressive state space analysis of wheat biomass when (a) 25% of the 
data omitted (b) 50% of the data omitted. The solid circles show biomass considered for 
modeling and empty circles show biomass omitted for modeling. The two lines show 
upper and lower 95% fiducial limits. 
-0.2
0.2
0.6
1.0
1.4
Measured biomass
BMi = 0.106 BMi-1  + 0.0409 Tilleri-1 + 0.587 NDVIi-1 - 0.301 BIi-1
+ 0.272 SWSi-1 + 0.286 Silti-1
-0.4
0.0
0.4
0.8
1.2
1.6
N
o
rm
al
iz
ed
 w
h
ea
t 
b
io
m
as
s
Measured biomass
Omitted biomass
BMi = - 0.210 BMi-1  - 0.069 Tilleri-1 + 1.248 NDVIi-1 - 0.560 BIi-1
+ 0.246 SWSi-1 + 0.252 Silti-1
-0.4
0.0
0.4
0.8
1.2
1.6
0 100 200 300 400 500
Distance (m)
BMi = -0.333 BMi-1  - 0.287 Tilleri-1 + 2.056 NDVIi-1 - 0.582 BIi-1
- 0.312 SWSi-1 + 0.349 Silti-1
 169 
 
The role of SWS and silt content in estimating biomass was evident. The prediction was 
good as the estimates were within the fiducial limits. Compared to scenario two, scenario 
three (Figure 3.45 c) did not show good prediction quality with many measured and 
omitted points falling outside the limits. The weightage on biomass and tiller count was 
the highest among the three scenarios, but the weightage on N uptake, NDVI and BI were 
the lowest. As observed with scenario two an increased weightage on N uptake, NDVI 
and BI was important in determining its high prediction quality. SQDmean was increased 
from 0.0063 (all data) to 0.0169 when only 75% of the observations was used (Figure 
3.45 b). The SQDmean largely increased (0.0292) when the number of observations was 
omitted by 50% (Figure 3.45 c). The log likelihood values decreased with data omission 
as seen with yield estimation. The values were decreasing with 25% data omission (-
720.39) compared to using all data (-669.33), and the values again decreased (-784.82) 
with 50% data omission.  
3.4.4 Conclusions 
The state space analysis was found to be valuable tool for estimating crop yield and 
biomass. The AR model considered local variability in the yield and biomass and 
produced good prediction. The processes causing inherent variability were identified by 
the model. The weightage of the model was high for crop variables such as NDVI, BI, 
plant height etc. The prediction quality of the model decreased with the omitting of data 
due to the increase in SQDmean values and broadening of fiducial limits. The role of soil 
texture and soil water storage in estimating biomass and grain yield was evident while 
explaining the model. The model was able to differentiate the effect of Nitrogen 
treatments as was evident in estimating the grain yield and biomass of wheat. 
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3.5 Simulation of crop growth and production using CERES 
3.5.1 Corn biomass and grain yield prediction 
 
The CERES-maize model was simulated for each location along the transect. Data on soil 
texture, soil organic matter, N, P and K nutrient contents for depths 0-15 cm, 15-30 cm, 
30-60 cm and 60-90 cm, soil bulk density at every 10 cm depth, initial soil water contents 
at every 10 cm depth were given to the soil component of model. Weather variables such 
as daily maximum and minimum temperature, solar radiation and precipitation data 
during crop growth were used. Spacing, seed rate followed, fertilizer applied (80 kg N ha
-
1
) were included in the crop management component of the model. Simulation of the 
model started ten days before planting. Site specific simulation of the model was carried 
out.      
Biomass and grain yield of corn at the time of final harvest were predicted using CERES-
Maize as shown in Figure  3.46. From the Figure it is evident that both biomass and grain 
yield were under predicted by the model. It could be attributed to the drought conditions 
experienced in the field during grain filling stage. Timsina et al. (1995) also observed that 
under water stress conditions the model underestimates biomass and grain yield. They 
attributed the under estimation to poor uptake of nutrients. The MD (Mean Deviation) 
was -1.78 t ha
-1
 and RMSE (Root mean square error) was 2.30 t ha
-1 
for grain yield 
showing under estimation and inability of the model to assess stress environments. The 
model was able to capture production trend in some of the locations in the middle of the 
transect where clayey texture existed and also towards the end of transect where deep silt 
loam soil exists. The mean yield observed was 5.77 t ha
-1
 and predicted was 4.97 tha
-1
 
standard deviation (SD) of 2.64 tha
-1
. The observed yield ranges from 5.77 t ha
-1
 to 17.10 
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tha
-1
, but the DSSAT predicted in the range of 8.64 t ha
-1
 to 12.32 tha
-1
 with a SD of 1.81 
tha
-1
. Figure 3.46 (b) shows the spatial distribution of observed and DSSAT predicted 
corn biomass production. The biomass measured varied from 32.92 t ha
-1
 to 11.96 tha
-1
 
with a mean of 18.52 tha
-1
 and SD of 4.55 t ha
-1
. The DSSAT estimated biomass varied 
from 17.67 t ha
-1
 to 10.16 tha
-1
 with an average of 10.16 tha
-1
 and SD of 1.86 t ha
-1
. From 
the SD of DSSAT predicted grain yield and biomass it is clear that the DSSAT is 
predicting crop production very close to mean values and so site specific variability is not 
accounted  
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Figure 3.46 Spatial distribution of observed and predicted (a) grain yield (b) above 
ground biomass production of corn 
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well by the model especially with biomass. MD and RMSE of grain yield prediction 
indicated under estimation by CERES-Maize. MD and RMSE of the biomass prediction 
were  MD =-5.31 t ha
-1
 and the RMSE between measured and predicted biomass values 
was -5.74 t ha
-1
. The model was under predicting corn yield and biomass and that could 
be due to drought occurred during the early reproductive stage of corn. 
3.5.2 Wheat biomass and grain yield prediction 
The CERES-wheat model was simulated for each location along the transect. Data on soil 
texture for depths 0-15 cm, 15-30 cm, 30-60 cm and 60-90 cm, soil bulk density at every 
10 cm depth, initial soil water contents at every 10 cm depth were given to the soil 
component of model. Weather variables such as daily maximum and minimum 
temperature, solar radiation and precipitation data during crop growth were used. 
Spacing, seed rate followed, Nitrogen fertilizer applied at rates ranging from 0 kg N ha
-1
 
to 180 kg N ha
-1
 at 30 kg N ha
-1
 increments were included in the crop management 
component of the model. Simulation of the model started ten days before planting.  The 
model was run for each location in the field.     
Figure 3.47 (a) shows the spatial distribution of observed and predicted wheat  tiller 
count/m2 collected at Feekes 6 growth stage and Figure 3.47 (b) shows grain yield 
production at the time of harvest of wheat under spatially varying levels of nitrogen 
application rate (NAR). The measured tiller/m
2
 varied from 1653 per m
2
 to 693 per m
2
 
with an average of 1179 per m
2
 and SD of 208/m
2
. The CERES-Wheat model predicted 
tiller count varied from 1647 m
2
 to 1047/ m
2
 with an average of 1341/m
2
 and SD of 143. 
The MD of prediction was 154 tiller/m
2
. The CERES-Wheat model is thus over 
predicting tillers. This could be because the soil condition was wet and nitrogen fertilizer 
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was also applied to the field resulting in low stress on soil water and N. Even under 0 kg 
N ha
-1
 the tiller count was over predicted. The tiller count was following the trend of N 
application in the field.  
Figure 3.47 (b) shows the grain yield production in wheat. The grain yield varied from 
6.64 t ha
-1
 to 1.83 t ha
-1
 with a mean yield of 1.83 t ha
-1
 and a SD of 1.08 t ha
-1
. The 
CERES-Wheat was over predicting grain yield in all locations. The yield prediction 
varied from 6.68 t ha
-1
 to 3.13 t ha
-1
 with a mean of 5.18 t ha
-1
 and SD of 0.83 t ha
-1
. Here 
also as observed in Figure 3.46 with corn, SD of prediction was low.  
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Figure 3.47  Spatial distribution of observed and predicted (a) tiller count/m2 (b) grain 
yield production of wheat under different nitrogen application rates (NAR). 
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Fertilizer nitrogen was applied to wheat in a sinusoidal manner on March 15
th
 2008 and 
one month later mineral N was measured.  Figure 3.48 shows the spatial distribution of 
soil (a) NH4
+
-N (b) NO3
-
-N levels before fertilizer application on February 25
th
 and after 
fertilizer application on April 15
th
 2008. The crop was in Feekes 5 stage at the time of N 
application and that was the main nutrient uptake stage as the crop was growing fast.  
From Figure 3.48 (a) it is evident that the NH4
+
-N content of the soil increased from 
February to April. This could be due to  NH4
+
-N fertilizer application and also the wet 
condition of soil in the field restricting transformation of NH4
+
- N to NO3
-
-N by 
nitrification. NH4
+
-N increased towards the end of transect which could be due to water 
logging of the deep silt loam in this location restricting crop uptake and NH4
+
- N 
transformation. The decrease in NO3
-
-N level from February to April (Figure 3.48 b) 
could be due to increased crop uptake of NO3
-
-N and also the reduction of NO3
-
-N to N2O 
by denitrification resulting its loss to atmosphere or leaching loss of NO3
-
-N to deeper 
depths. 
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Figure 3.48  Spatial distribution of measured (a) NO3
-
-N on February 25
th
 and April 15
th
 
and (b) NH4
+
-N on February 25
th
 and April 15
th
 along with nitrogen application rates 
(NAR). 
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3.5.3 Wheat N use prediction 
Spatial distribution of total N uptake of wheat is presented in Figure 3.49 (a). Total N 
uptake was obtained by adding N uptake of grain and N uptake of above ground biomass 
at physiological maturity. If we consider the contribution of mineral N as fairly uniform 
in the field, the N uptake is increased with N application rate. The spatial trend of N 
uptake followed that of NAR. 
Figure 3.49 (b) shows the co-spectra and quad spectra of NAR and N uptake. Here also it 
is evident that the N uptake follows the spatial trend of nitrogen application in the field 
and no shift in response was observed. 
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Figure 3.49  Spatial distribution of crop N uptake of wheat (b) co-spectra and quad 
spectra of  nitrogen application rate (NAR) and N uptake. 
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Figure 3.50 shows spatial distribution measured and model predicted NH4
+
-N and NO3
-
-
N before fertilizer application in the field. CERES-Wheat simulated N mineralization 
during crop growth for different NAR and different locations. The NH4
-
-N and NO3
-
-N at 
the start of simulation was obtained by back calculating their values based on 
mineralization rate obtained from model simulation. NH4
-
-N and NO3
-
-N were back 
calculated from their measurement day (February 25
th
 2008) to the start of simulation. It 
is clear from the figure that by following back calculation the model predicted NH4
-
-N 
and NO3
-
-N values close to their observed value before fertilizer application on February 
25
th 
in the field. 
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Figure 3.50  Spatial distribution of measured and model predicted NO3
-
-N and NH4
+
-N 
before fertilizer application (February 25
th
 2008)  
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Figure 3.51 presents the spatial distribution measured and model predicted NH4
+
-N and 
NO3
-
-N one month after fertilizer application in the field. In figure 3.51 (a) the NO3
-
-N 
was mostly under predicted and the spatial trend of simulated NO3
-
-N did not follow 
observed NO3
-
-N. In figure 3.51 (b) the NH4
+
-N was also under predicted in most of the 
locations. The spatial trend of the NH4
+
-N showed an increase towards the end of the 
transect. So the spatial trend of predicted NH4
+
-N and NO3
-
-N did not follow the 
measured spatial trend. So the model has not captured the site specific conditions existing 
in these locations leading to a low yield irrespective of NAR. The model was considering 
only the NAR not the water logging in these locations resulting in under prediction of 
both NH4
+
-N and NO3
-
-N towards the end of transect. 
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Figure 3.51  Spatial distribution of measured and model predicted NO3
-
-N and NH4
+
-N 
after fertilizer application.  
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Figure 3.52 shows the DSSAT simulated (a) NO3
-
-N and (b) NH4
+
-N in locations 38, 39, 
40, 41, 42 and 43. The DSSAT was able to show peaks of NO3
-
-N and NH4
+
-N after 
fertilizer application around 165 days after simulation. The peaks of NO3
-
-N and NH4
+
-N 
were in accordance with the NAR. One month after fertilizer application the peaks 
declined and the trend of NAR was maintained with 150 kg N ha
-1
 showing largest values 
and 0 kg N ha
-1
 showing smallest values. The model was under predicting NO3
-
-N and 
NH4
+
-N in these locations as seen in figure 3.52.  
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Figure 3.52  CERES-wheat model simulation (a) NO3
-
-N and (b) NH4
+
-N during crop 
growth 
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3.5.4 Soil water simulation 
DSSAT simulated soil water content of each layer and soil water storage (SWS) of each 
profile was calculated by summing soil water storage of each layer. Figure 3.51 presents 
DSSAT model simulated SWS on January 4
th
 2008 and November 8
th
 2007 during crop 
growth. From the figure it is clear that on January 8
th
 the model over predicted SWS and 
January 4
th
 was a very wet day of the study. Winter wheat was in the early stage of crop 
growth resulting in low crop water uptake.  
On November 8
th
 2007 the SWS was over predicted for a few of the locations and was 
under predicted for a few of the locations. But the predicted SWS values were closer to 
measured SWS in these locations. 
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Figure 3.53  DSSAT model simulated soil water storage (SWS) on (a) January 4th 2008 
and (b) November 8
th
 2007  during crop growth. 
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3.5.5 Conclusions 
The model DSSAT was able to capture spatial variability yield varying N application in 
the field even though significant inherent variability existed in the field. The model has 
under estimated grain yield and biomass production in corn during a drought period. The 
model over estimated wheat grain yield and biomass in a wet spring when water was not 
a stress factor. The model was able to capture the time line of change in N 
transformations in the field. But the model fairly well predicted site specific yield and 
biomass when the soil was wet. The model under predicted NO3
-
-N and similar NH4
+
-N 
compared to observed NO3
-
-N and NH4
+
-N leading to erroneous yield predictions in 
some locations in the field. The model was not calibrated for the current field conditions 
and was the major reason for its erroneous prediction.  
Copyright © Susmitha Surendran Nambuthiri 2010  
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CHAPTER 4  SUMMARY 
Historically farmers cultivate their fields homogeneously, but they experience spatial and 
temporal variability in crop biomass production and grain yield in their fields. Main 
objective of the current study was to study inherent spatial variability of major soil and 
crop factors in a farmer’s field and to understand the relation between field scale spatial 
processes of soil water and crop yield. The study was aimed to provide information on 
local biomass development during crop growth using ground based optical sensors and to 
incorporate the local crop status to a crop growth simulation model to improve 
understanding on inherent variability of crop yield. The experiment was conducted in a 
farmer’s field located near Princeton in Caldwell County, Western Kentucky. Data 
collection on soil, crop and weather variables was carried out in the farm from 2006 
December to 2008 October. During this period corn (Zea mays L.) and winter wheat 
(Triticum spp) were grown in the field. 45 locations each separated by 10 m were selected 
along a representative transect across the field. Spatial dependence was observed for soil 
water content measured at various depths along the transect. Small scale variability in soil 
texture and bulk density, small measurement volume, water infiltration and redistribution 
behavior contributed to variability in soil water content measurement with the 
capacitance probe. There was no significant difference in the precision of the capacitance 
probe under different soil moisture conditions and also between different probe 
orientation. Both field and factory calibrations produced very similar precision of results. 
The results of the RMSE (Root Mean Square Error) and Md (Mean Difference) of the 
present study demonstrated that the soil water content values estimated by site specific 
 190 
 
calibration of each individual
 
soil layer in each location was more accurate than factory 
calibrated soil water content values. Spatial pattern of soil water storage was found 
helpful in characterizing the spatial variability in crop biomass production along the 
transect. Inherent stable properties such as soil texture and elevation of the landscape 
were important in determining the the spatial pattern of soil water storage. 
To account for within field spatial heterogeneities on local crop growth status, ground 
based sensors like Green Seeker, Hydro-N Sensor and Spectrometer were used during the 
crop growth. Vegetation Indices obtained from sensors were found as indicators of 
relative growth and vigor of green vegetation. NDVI was measured at V6 and V12 
growth stages of corn. NDVI measured at V12 was found more promising than that at V6 
growth stage in reflecting spatial variability in final biomass and grain yield. Vegetation 
indices showed that spatial variations occur at two or more scales and sampling using the 
sensors captured those variances. Plant height of corn and tiller count of winter wheat 
measured along the transect were used to reflect the biomass production.  In order to 
investigate the continuity of spatial processes determining crop yield across the 
landscape, a nitrogen fertilizer treatment study was conducted in winter wheat. In the 
study continuously varying levels of Nitrogen fertilizer starting from 0 kg N ha
-1
 to 150 
kg N ha
-1
 at an increment of 30 kg N ha
-1
 were applied during Feekes 3 growth stage of 
winter wheat in a sinusoidal pattern in plots of width 27 m and length 10 m. In the center 
of each plot the access tube for measuring soil water content was located. Ground based 
crop growth monitoring optical sensors were used to assess local crop growth status 
during Feekes 4 and Feekes 5 growth stages. Various vegetation indices, including NDVI 
(Normalized Difference Vegetation Index), REIP (Red Edge Inflexion Point), RNDVI 
 191 
 
(Red Normalized Difference Vegetation Index), NDRE (Normalized Difference Red 
Edge), GVI (Green Vegetation Index), RVI (Red Vegetation Index), DVI (Differential 
Vegetation Index) etc. VI’s calculated at Feekes 5 crop growth stage reflected spatial 
association with final biomass production and grain yield in the field. Vegetation indices 
captured the spatial variations that occured in coincidence with nitrogen application. 
Spatial and temporal analysis of soil moisture was helpful in characterizing the inherent 
spatial variability under field conditions. The spatial and temporal variability in SWS was 
observed in the field. The variability was determined by the interaction of different 
factors such as soil texture, topography, vegetation and precipitation as evident in the 
study. Absence of temporal stability in the spatial pattern of SWS for the entire profile 
and different soil depths was confirmed by cumulative probability analysis, relative 
deviation of mean SWS, MABE analysis, spearman correlation and coherency. 
State space modeling explained underlying processes influencing spatial variability in 
crop biomass and grain production in the field. The prediction quality of the model was 
high while considering mainly the crop variables such as biomass, NDVI, Biomass Index 
(BI), plant height, tiller count etc. Crop growth simulation model, CERES- DSSAT 
(Decision Support System for Agro-technology Transfer) Maize and CERES-Wheat were 
used to predict the development of crop biomass and final grain yield. CERES-Wheat 
was able to capture spatial variability trends in corn and in winter wheat according to the 
nitrogen application treatments. 
Copyright © Susmitha Surendran Nambuthiri 2010 
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Table A.1.  Details of soil samples misssed on November 28, 2007 calibration 
Depth (cm) Distance 
0-10 265 (27), 365 (37), 375 (38), 385 (39), 395 (40), 405 (41), 415 (42)  
10-20 265 (27), 365 (37), 375 (38), 395 (40), 405 (41), 415 (42)                   
20-30 255 (26), 365 (37), 375 (38), 385 (39), 395 (40), 405 (41), 415 (42) 
30-40 255 (26), 365 (37), 375 (38), 385 (39), 395 (40), 405 (41), 415 (42) 
40-50 255 (26), 365 (37), 385 (39), 405 (41)                                                 
50-60 255 (26), 355 (36), 365 (37), 375 (38), 385 (39), 395 (40), 405 (41) 
60-70 255 (26), 355 (36), 375 (38), 395 (40), 405 (41)                                  
70-80 255 (26), 355 (36), 375 (38), 395 (40), 405 (41)                                  
Note: Each location is specified by its distance along the transect and the  
location number is included in the parenthesis. 
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Table A.2. Description of the spectral reflectance indices employed in this study.  
Simple Ratio 
 
Penuelas et 
al., 1993 
 
Normalized Difference 
Vegetation Index 
 
Baret, 1995 
 
 
Green Normalized 
Difference Vegetation 
Index 
 
Gitelson et 
al., 1996 
Green Vegetation 
Index 
 
Raun et al., 
2002 
Red Vegetation Index  
Jordan, 
1969 
Red Edge Inflexion 
Point  
Guoyt et al., 
1988 
Wide Dynamic Range 
Vegetation Index 
 
Gitelson, 
2004 
Visible 
Atmospherically 
Resistant Index-Green 
 
Gitelson et 
al., 2002 
Visible 
Atmospherically 
Resistant Index 
 
Gitelson et 
al., 2002 
Soil Adjusted 
Vegetation Index 
 
Huete 
(1989) 
Vegetation Index  
Rondeaux et 
al., 1996 
Green simple ratio 
index 
 
Raun et al., 
2001 
Differential Vegetation 
Index 
 
Tucker, 
1979 
Table A.2 (Continued) 
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Modified Triangular 
Vegetation Index 
 
Haboudane 
et al., 2002 
Red Normalized 
Difference Vegetation 
Index 
 
Haboudane 
et al., 2002 
 
Normalized Difference 
Red Edge 
 Fitzgerald et 
al., 2006 
Modified 
Chlorophyll 
Absorption in 
Reflectance 
Index 
 
 
 Daughtry et 
al., 2000 
Transformed 
Chlorophyll 
Absorption in 
Reflectance Index 
 Haboudane 
et al., 2002 
Integrated index 
 
 
 
 
Haboudane 
et al., 2002 
 
NIR Red edge 
 
Gitelson et 
al., 2003 
 
NIR Green 
 
Gitelson et 
al., 2003 
 
Red-edge Vegetation 
Stress Index 
 
Merton and 
Huntington, 
1999 
Water Index 
 Penuelas et 
al.,1997 
Note:  The notation Ri indicates the reflectance of light
 
at a specific wavelength of i nm. 
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Table B.1. Mass balance of measured and estimated dry soil mass for locations along the 
transect (5 locations each are shown in each sub table). 
Depth 
(cm) 
1 2 3 4 5 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 91.95 79.87 78.44 81.94 79.6 81.56 92.11 80.27 81.39 82.00 
10-20 107.3 104.4 92.27 104.5 96.54 104.0 104.7 104.0 111.1 104.1 
20-30 110.0 104.1 97.9 104.7 105.7 103.3 107.1 103.5 101.1 104.8 
30-40 95.35 109.5 111.8 106.1 112.6 105.0 95.91 106.9 110.8 105.0 
40-50 116.2 105.2 116.6 105.8 106.9 105.7 99.03 105.7 108.3 104.1 
50-60 105.7 107.8 101.8 108.4 104.1 106.0 104.4 104.7 104.0 105.7 
60-70 106.2 109.6 108.8 109.7 105.0 109.2 107.8 104.2 113.3 102.4 
70-80 93.65 106.5 111.0 104.2 111.9 10.23 86.59 98.68 86.47 94.32 
80-90 79.17 78.28 90.18 76.94 92.14 73.09 69.02 70.22 39.08 69.73 
 
Total 
Mass 
 
905.7 905.1 909.0 902. 914.7 889.1 866.8 878.3 855.8 872.5 
% of     
measured 
 99.99  99.29  97.21  101.32  101.96 
Table B.1 (Continued) 
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Depth 
(cm) 
6 7 8 9 10 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 75.79 81.51 75.31 80.40 78.89 78.55 81.39 76.57 77.01 76.53 
10-20 109.36 103.15 107.51 101.64 101.67 101.86 99.87 101.85 99.62 101.37 
20-30 99.04 104.94 94.53 105.17 99.64 104.81 106.26 103.84 102.99 104.64 
30-40 109.48 105.42 113.57 105.69 104.15 108.18 116.37 107.20 107.08 108.29 
40-50 98.75 106.82 104.22 107.50 120.34 106.55 104.31 109.61 111.69 108.36 
50-60 109.56 106.35 109.6 107.66 107.12 108.97 109.36 107.95 109.67 108.33 
60-70 105.62 106.80 110.69 109.07 105.33 109.26 110.28 108.18 109.19 106.96 
70-80 103.29 93.93 96.3 100.05 110.45 99.52 89.86 100.36 94.16 97.88 
80-90 53.75 66.92 75.77 67.40 76.35 70.78 67.69 72.15 76.35 68.47 
 
Total 
Mass 
 
864.64 875.85 887.5 884.60 903.94 888.47 885.39 887.72 887.76 880.83 
% of 
measured 
 101.30  99.67  98.29  100.26  99.22 
Table B.1 (Continued) 
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Depth 
(cm) 
11 12 13 14 15 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 65.35 79.33 76.31 79.86 88.09 79.75 81.13 81.12 82.13 77.28 
10-20 97.51 102.63 111.88 102.29 97.18 104.99 126.55 99.50 100.48 102.41 
20-30 106.98 105.10 105.71 105.36 110.65 102.60 78.76 103.79 99.55 99.90 
30-40 112.25 108.52 115.05 106.20 109.86 103.83 79.73 102.79 100.72 99.55 
40-50 106.12 108.68 108.7 107.82 101.86 104.23 116.08 98.21 82.79 101.67 
50-60 107.51 107.49 105.08 107.28 99.6 108.06 101.49 104.11 100.01 101.70 
60-70 111.46 106.27 113.28 107.95 114.06 108.95 118.46 109.78 98.62 109.65 
70-80 95.85 97.61 81.95 101.89 110.34 104.46 107.63 107.15 109.4 105.44 
80-90 52.03 72.51 75.06 73.72 89.22 76.02 64.61 86.59 136.85 71.09 
 
Total 
Mass 
 
855.06 888.15 893.02 892.38 920.86 892.89 874.44 893.02 910.55 868.70 
% of 
measured 
 103.87  99.93  96.96  102.12  95.40 
Table B.1 (Continued) 
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Depth 
(cm) 
16 17 18 19 20 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 65.92 76.43 56.98 75.03 70.80 73.79 74.43 78.98 91.72 80.52 
10-20 102.41 99.62 103.77 97.54 95.61 98.69 93.67 102.00 103.24 104.38 
20-30 109.20 101.66 112.60 101.46 93.76 102.99 106.39 101.50 100.52 104.57 
30-40 105.10 101.75 99.88 107.68 106.01 106.23 108.20 104.25 100.89 102.96 
40-50 108.88 101.38 109.16 104.30 124.27 104.75 97.36 106.57 103.39 103.40 
50-60 94.68 102.58 106.32 104.06 108.45 105.28 111.03 104.29 101.39 104.02 
60-70 107.29 102.29 98.90 103.21 97.44 104.08 106.45 101.84 106.12 100.55 
70-80 93.70 101.60 96.00 91.90 95.76 89.44 94.73 88.08 86.72 88.56 
80-90 62.04 77.32 59.61 67.70 46.09 60.35 52.42 55.52 29.69 58.80 
 
Total 
Mass 
 
849.22 864.64 843.22 852.86 838.19 845.60 844.68 843.02 823.68 847.76 
% of 
measured 
 101.82  101.14  100.88  99.80  102.92 
Table B.1 (Continued) 
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Depth 
(cm) 
21 22 23 24 25 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 112.41 78.55 67.26 86.18 78.26 81.34 87.70 78.60 68.17 80.63 
10-20 97.84 107.26 108.80 103.56 96.52 104.43 103.69 102.81 115.56 100.90 
20-30 117.53 101.88 104.29 102.39 111.99 100.49 98.25 103.86 96.68 104.77 
30-40 104.80 101.28 81.26 104.13 92.43 104.51 105.41 104.60 110.11 103.97 
40-50 97.77 101.37 95.62 101.83 119.32 100.69 107.99 104.56 104.46 105.50 
50-60 103.62 101.05 104.04 101.98 99.04 104.40 107.32 105.26 107.94 105.86 
60-70 102.58 102.18 99.70 103.87 111.42 102.84 110.95 103.29 110.27 104.39 
70-80 95.71 88.37 102.57 89.31 96.70 90.50 72.98 95.83 93.24 95.69 
80-90 55.33 55.35 40.80 60.03 53.69 61.14 58.05 63.22 64.22 67.73 
 
Total 
Mass 
 
887.59 837.29 804.34 853.27 859.37 850.33 852.34 862.03 870.65 869.46 
% of 
measured 
 94.33  106.08  98.95  101.14  99.86 
Table B.1 (Continued) 
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Depth 
(cm) 
26 27 28 29 30 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 78.51 78.29 73.66 80.08 82.13 78.69 86.90 78.38 76.58 79.68 
10-20 102.78 102.01 101.68 102.02 101.84 102.59 102.58 103.12 100.49 102.61 
20-30 101.46 102.94 107.55 102.09 97.36 103.53 106.85 103.27 105.45 103.35 
30-40 105.44 104.34 100.29 104.53 106.24 103.96 102.02 104.73 117.97 102.80 
40-50 103.41 104.26 102.85 103.46 105.76 102.63 95.91 104.60 97.79 104.73 
50-60 103.63 104.96 103.10 104.54 108.72 103.82 106.09 104.45 97.96 105.93 
60-70 105.95 105.95 106.01 105.91 100.67 108.55 106.08 109.46 119.94 107.57 
70-80 95.24 98.58 90.41 102.44 107.80 102.29 110.38 104.47 91.50 107.69 
80-90 82.16 69.84 83.07 75.27 74.48 80.56 83.06 80.03 104.92 75.47 
 
Total 
Mass 
 
878.58 871.18 868.62 880.33 885.00 886.63 899.87 892.50 912.60 889.83 
% of 
measured 
 99.16  101.35  100.18  99.18  97.50 
Table B.1 (Continued) 
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Depth 
(cm) 
31 32 33 34 35 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 78.23 78.37 86.38 76.26 78.14 76.51 84.89 73.17 72.79 74.83 
10-20 97.82 100.78 89.97 100.58 94.34 99.39 93.79 98.62 82.50 99.80 
20-30 103.40 102.03 93.33 101.29 107.62 99.82 100.16 101.13 99.25 101.28 
30-40 105.48 103.78 101.98 103.68 103.90 103.87 109.00 104.41 109.65 104.87 
40-50 102.91 103.19 100.97 104.10 108.45 104.03 106.41 105.84 117.62 104.88 
50-60 108.51 104.70 105.54 103.82 103.23 104.16 103.03 105.57 101.58 107.42 
60-70 105.44 107.12 102.45 105.99 101.88 106.56 106.84 104.80 105.29 105.70 
70-80 105.52 102.05 109.68 96.32 97.24 95.76 97.23 97.68 95.07 98.23 
80-90 87.83 74.70 36.15 77.78 65.96 68.48 86.00 64.31 41.88 75.67 
 
Total 
Mass 
 
895.14 876.72 826.45 869.82 860.76 858.58 887.35 855.53 825.63 872.67 
% of 
measured 
 97.94  105.25  99.75  96.41  105.70 
Table B.1 (Continued) 
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Depth 
(cm) 
36 37 38 39 40 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 61.53 79.07 86.86 76.04 91.84 76.18 72.06 77.67 85.89 72.20 
10-20 104.42 97.92 102.62 99.17 104.21 99.08 91.44 98.76 92.60 96.56 
20-30 109.14 98.71 95.64 99.25 95.97 97.68 84.00 98.35 97.31 96.46 
30-40 103.39 103.72 92.90 102.82 89.87 100.20 110.20 96.17 97.74 98.50 
40-50 103.53 105.90 100.28 104.02 105.03 101.54 90.21 102.45 106.12 98.63 
50-60 108.99 107.29 114.19 107.23 116.97 105.71 107.94 105.52 99.15 104.12 
60-70 110.73 108.83 111.78 110.90 106.78 112.09 106.38 111.13 108.50 109.87 
70-80 101.69 99.93 102.42 105.62 114.03 105.18 112.04 106.41 110.13 108.54 
80-90 77.76 72.38 86.08 74.09 71.13 82.82 84.94 82.52 74.97 88.42 
 
Total 
Mass 
 
881.18 873.74 892.77 879.12 895.83 880.48 859.21 878.99 872.41 873.30 
% of 
measured 
 99.16  98.47  98.29  102.30  100.10 
 
Table B.1 (Continued) 
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Depth 
(cm) 
41 42 43 44 45 
Meas. Est. Meas. Est. Meas. Est. Meas. Est. Meas. Est. 
0-10 64.22 73.16 63.77 70.30 55.89 71.34 68.35 69.15 68.56 70.29 
10-20 100.2 94.20 97.21 93.72 103.7 92.43 94.60 94.42 95.07 94.85 
20-30 101.3 94.59 89.27 94.60 106.4 92.51 90.45 96.53 105.3 95.02 
30-40 94.62 96.33 94.90 93.00 79.76 95.13 101.4 93.41 109.6 94.85 
40-50 95.97 95.50 84.78 92.41 81.43 90.13 83.31 93.45 81.05 98.54 
50-60 111.0 97.56 76.77 97.20 102.9 92.31 93.33 95.59 100.6 98.63 
60-70 100.2 108.2 95.97 104.8 96.51 104.3 96.34 105.3 110.0 106.0 
70-80 115.0 108.4 105.5 110.5 105.9 108.7 114.1 107.5 105.5 107.3 
80-90 109.7 86.34 102.2 89.92 107.5 88.78 103.3 87.60 84.45 87.58 
Total 
Mass 
 
892.4 854.34 810.4 846.5 840.3 835.77 845.4 843.08 860.4 853.1 
% of 
measured 
 95.73  104.46  99.46  99.73  99.16 
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Table B.2. Regression parameters for the calibration of 0-10 cm layer (Approach 1) 
Location Slope Intercept R
2
 RMSE 
1 0.7914 0.0964 0.86 0.0185 
2 1.0697 -0.0266 0.96 0.0125 
3 0.9305 0.0431 0.99 0.0054 
4 1.3449 -0.0898 0.91 0.0236 
5 0.9921 -0.0003 0.99 0.0081 
6 1.1192 -0.0263 0.83 0.0328 
7 0.7677 0.0670 0.96 0.0125 
8 0.8451 0.0210 0.86 0.0209 
9 0.5323 0.1255 0.98 0.0076 
10 0.7556 0.0675 0.98 0.0081 
11 0.6923 0.1179 0.46 0.0471 
12 0.5625 0.1350 0.86 0.0193 
13 0.5501 0.1281 0.99 0.0037 
14 1.0594 0.0066 0.96 0.0128 
15 0.8209 0.0435 0.97 0.0079 
16 0.6668 0.0651 0.92 0.0119 
17 0.5731 0.1226 0.96 0.0064 
18 1.0859 -0.0532 0.92 0.0189 
19 1.7002 -0.2084 0.98 0.0093 
20 1.6253 -0.1944 0.99 0.0053 
21 1.3225 -0.0935 0.94 0.0141 
22 1.9648 -0.2607 0.99 0.0063 
23 0.6727 0.0762 0.94 0.0078 
24 0.6221 0.0886 0.85 0.0176 
25 0.5109 0.1276 0.99 0.0034 
26 0.6229 0.0634 0.98 0.0040 
27 0.8969 0.0159 0.99 0.0066 
28 0.7943 0.0470 0.99 0.0047 
Table B.2 (Continued) 
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29 1.5720 -0.2704 0.92 0.0144 
30 1.3074 -0.0399 0.69 0.0490 
31 0.5606 0.1112 0.90 0.0132 
32 0.7812 0.0275 0.88 0.0156 
33 1.2428 -0.0988 0.98 0.0078 
34 0.6765 0.0722 0.91 0.0159 
35 0.6528 0.0536 0.66 0.0324 
36 0.7780 0.0713 0.92 0.0147 
37 0.5695 0.0923 0.96 0.0061 
38 1.0393 -0.0185 0.80 0.0275 
39 1.0216 -0.0228 0.68 0.0261 
40 1.1101 -0.0765 1.00 0.0019 
41 0.4894 0.1266 0.94 0.0074 
42 0.6832 0.0639 0.98 0.0050 
43 0.8352 0.0334 0.93 0.0103 
44 0.3617 0.1870 0.67  0.0269 
45 1.1963 -0.1031 0.79  0.0252 
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Table B.3. Regression parameters for the calibration of 10-20 cm layer (Approach 1) 
Location Slope Intercept R
2
 RMSE 
1 0.8741 0.0475 0.89 0.0216 
2 0.6267 0.1179 0.92 0.0132 
3 0.6358 0.1234 0.87 0.0192 
4 1.2294 -0.0868 0.94 0.0175 
5 0.8641 0.0514 0.95 0.0121 
6 0.5782 0.1521 0.72 0.0255 
7 0.5090 0.1566 0.85 0.0176 
8 0.4461 0.1840 0.85 0.0133 
9 0.4280 0.1948 0.89 0.0142 
10 0.8298 0.0517 0.97 0.0110 
11 0.6870 0.1240 0.91 0.0185 
12 0.5640 0.1314 0.93 0.0142 
13 0.7918 0.0550 0.82 0.0319 
14 0.8241 0.0739 0.96 0.0111 
15 0.5358 0.1539 0.90 0.0146 
16 0.6520 0.1402 0.79 0.0205 
17 0.9043 0.0275 0.81 0.0239 
18 1.1881 -0.1070 0.98 0.0089 
19 3.3286 -0.7501 0.82 0.0219 
20 1.8138 -0.2438 0.99 0.0075 
21 2.0579 -0.3134 0.99 0.0063 
22 2.2915 -0.3609 0.97 0.0137 
23 1.4377 -0.1540 0.93 0.0194 
24 0.7932 0.0625 0.79 0.0294 
25 0.6027 0.1012 0.91 0.0124 
26 0.9006 0.0341 0.84 0.0196 
27 0.7308 0.0620 0.99 0.0051 
28 0.9126 -0.0120 1.00 0.0031 
29 0.7556 0.0402 0.96 0.0056 
Table B.3 (Continued) 
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30 0.9004 0.0798 0.88 0.0192 
31 0.6744 0.0899 0.98 0.0076 
32 1.2053 -0.0396 0.99 0.0093 
33 1.4681 -0.1562 1.00 0.0045 
34 0.5294 0.1439 0.84 0.0219 
35 0.4987 0.1529 0.99 0.0029 
36 1.0672 -0.0689 0.95 0.0140 
37 1.6150 -0.2112 1.00 0.0007 
38 1.4747 -0.1326 0.99 0.0043 
39 1.4037 -0.1231 0.97 0.0072 
40 1.7267 -0.2337 0.99 0.0040 
41 1.4747 -0.1733 1.00 0.0017 
42 1.4498 -0.1654 1.00 0.0024 
43 1.2521 -0.0792 0.99 0.0057 
44 1.1974 -0.0523 0.96 0.0134 
45 1.3714 -0.1112 0.88 0.0186 
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Table B.4. Regression parameters for the calibration of 20-30 cm layer (Approach 1) 
Location Slope Intercept R
2
 RMSE 
1 0.7665 0.1081 0.71 0.0366 
2 0.6279 0.1428 0.97 0.0083 
3 0.8141 0.0699 0.87 0.0206 
4 0.7372 0.0935 0.86 0.0210 
5 0.8356 0.1005 0.90 0.0144 
6 0.5757 0.1989 0.60 0.0310 
7 0.7545 0.1049 0.99 0.0057 
8 0.6745 0.1586 0.93 0.0121 
9 0.4401 0.2319 0.93 0.0107 
10 0.6368 0.1610 1.00 0.0008 
11 0.5356 0.2021 0.94 0.0122 
12 0.5439 0.1657 0.96 0.0105 
13 0.6313 0.1161 0.92 0.0162 
14 0.5652 0.1594 0.97 0.0103 
15 0.8448 0.0812 0.94 0.0159 
16 0.8813 0.1070 0.82 0.0231 
17 1.0623 0.0421 0.86 0.1878 
18 1.1572 -0.0260 0.96 0.0118 
19 3.3438 -0.7020 0.67 0.0231 
20 2.0881 -0.3576 0.98 0.0080 
21 3.2014 -0.6806 0.95 0.0135 
22 1.7908 -0.2219 0.99 0.0074 
23 0.9285 0.0714 0.91 0.0168 
24 0.6613 0.1172 0.76 0.0249 
25 0.4978 0.1876 0.85 0.0161 
26 1.3994 -0.0525 0.71 0.0345 
27 0.6912 0.1202 0.74 0.0254 
28 1.1822 -0.1108 0.89 0.0155 
29 1.3105 -0.1542 0.89 0.0130 
30 0.7530 0.0971 0.88 0.0155 
31 0.6205 0.1820 0.89 0.0173 
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Table B.4 (Continued) 
32 0.8884 0.0402 0.97 0.0113 
33 1.3747 
-0.1672 1.00 0.0025 
34 0.4348 0.2105 0.72 0.0265 
35 0.6426 0.1591 0.88 0.0141 
36 1.1342 -0.0753 0.97 0.0114 
37 2.0836 -0.2601 1.00 0.0034 
38 1.1461 0.0349 1.00 0.0000 
39 1.6585 -0.1574 1.00 0.0000 
40 1.6472 -0.0819 0.96 0.0099 
41 2.5378 -0.3783 0.84 0.2006 
42 1.5269 -0.1606 0.97 0.0085 
43 1.3503 -0.0493 0.81 0.0248 
44 1.6357 -0.1464 0.97 0.0138 
45 1.6986 -0.1875 0.75 0.0358 
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Table B.5. Regression parameters for the calibration of 30-40 cm layer (Approach 1) 
Location Slope Intercept R
2
 RMSE 
1 1.3745 -0.1100 0.93 0.0145 
2 0.8797 0.0410 0.93 0.0160 
3 1.1287 -0.0387 0.94 0.0150 
4 0.9834 0.0236 0.98 0.0098 
5 1.4521 -0.0570 0.93 0.0120 
6 1.1997 0.0578 0.93 0.0113 
7 0.9534 0.0255 0.98 0.0070 
8 1.3103 0.0010 0.89 0.0206 
9 0.6155 0.2210 0.96 0.0092 
10 0.9306 0.1280 0.92 0.0136 
11 0.5639 0.1915 0.89 0.0199 
12 0.8203 0.0587 0.99 0.0069 
13 1.1484 -0.0690 0.98 0.0099 
14 0.8488 0.0520 0.93 0.0172 
15 1.0876 -0.0430 0.97 0.0119 
16 1.4483 -0.0283 0.92 0.0179 
17 2.0402 -0.2144 0.86 0.0238 
18 1.5992 -0.0716 0.98 0.0091 
19 1.1262 0.0137 0.02 0.0292 
20 2.0005 -0.3793 0.96 0.0084 
21 4.5160 -1.1015 0.80 0.0226 
22 1.4153 -0.0962 1.00 0.0026 
23 1.0410 0.0604 0.79 0.0255 
24 1.1622 -0.0587 0.92 0.0162 
25 0.8033 0.0741 0.97 0.0079 
26 2.6693 -0.2610 1.00 0.0021 
27 1.3965 -0.0599 0.91 0.0164 
28 2.0504 -0.4020 0.98 0.0068 
29 3.7033 -0.7752 0.89 0.0163 
30 1.4833 -0.1344 0.96 0.0092 
31 0.9531 0.1160 0.91 0.0183 
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Table B.5 (Continued) 
32 0.8462 0.1152 0.98 0.0076 
33 1.3540 -0.1106 0.94 0.0102 
34 0.6883 0.1645 0.89 0.0196 
35 1.0826 0.0678 0.98 0.0075 
36 0.8763 0.0387 0.96 0.0090 
37 2.2913 -0.2243 0.99 0.0106 
38 -3.9171 1.2884 0.97 0.0175 
39 1.7333 -0.2121 0.95 0.0085 
40 1.8433 -0.0172 0.93 0.0123 
41 3.0217 -0.3294 0.82 0.0282 
42 1.9922 -0.1020 0.99 0.0048 
43 1.5364 -0.0274 0.85 0.0211 
44 1.7173 -0.1692 0.74 0.1754 
45 2.4191 -0.3119 0.73 0.0412 
 
 
 
  
 213 
 
Table B.6. Regression parameters for the calibration of 40-50 cm layer (Approach 1) 
Location Slope Intercept R
2
 RMSE 
1 2.0689 -0.3054 0.89 0.0056 
2 1.5664 -0.1392 0.92 0.0131 
3 1.3940 -0.1214 0.87 0.0123 
4 1.1489 -0.0341 0.94 0.0159 
5 2.2639 -0.2617 0.95 0.0118 
6 1.7827 -0.1030 0.72 0.0131 
7 1.3253 -0.0283 0.85 0.0101 
8 1.7041 -0.0867 0.85 0.0154 
9 0.6937 0.2105 0.89 0.0132 
10 1.6324 -0.0403 0.97 0.0274 
11 0.6582 0.1457 0.91 0.0180 
12 1.4552 -0.1734 0.93 0.0092 
13 1.5010 -0.1900 0.82 0.0122 
14 0.9696 -0.0169 0.96 0.0155 
15 1.4349 -0.1719 0.90 0.0120 
16 1.6101 -0.0740 0.79 0.0142 
17 2.4739 -0.3093 0.81 0.0273 
18 2.0630 -0.1541 0.98 0.0111 
19 -1.3949 0.8270 0.82 0.0190 
20 1.9661 -0.3977 0.99 0.0112 
21 2.4689 -0.4199 0.99 0.0328 
22 1.7064 -0.1827 0.97 0.0259 
23 1.2016 0.0035 0.93 0.0229 
24 2.1563 -0.3750 0.79 0.1395 
25 1.3664 -0.0654 0.91 0.0121 
26 2.6315 -0.3175 0.84 0.0103 
27 1.9943 -0.1941 0.99 0.0143 
28 1.6199 -0.1715 1.00 0.0080 
29 2.7587 -0.3308 0.96 0.0257 
30 2.2618 -0.4267 0.88 0.0122 
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Table B.6 (Continued) 
31 1.5120 -0.0221 0.98 0.0158 
32 1.2345 0.0270 0.99 0.0091 
33 1.5429 -0.0986 1.00 0.0098 
34 0.9049 0.0642 0.84 0.0141 
35 1.6206 -0.1001 0.99 0.0020 
36 0.8824 0.0667 0.95 0.0111 
37 2.2017 -0.2436 1.00 0.0165 
38 1.6711 -0.1222 0.99 0.0058 
39 2.1317 -0.3612 0.97 0.0152 
40 1.4041 0.0355 0.99 0.0241 
41 2.3697 -0.2478 1.00 0.0152 
42 1.8914 -0.0169 1.00 0.0232 
43 1.3369 0.0167 0.99 0.0139 
44 1.2304 0.0136 0.96 0.0277 
45 1.7388 -0.0782 0.88 0.0110 
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Table B.7. Regression parameters for the calibration of 50-60 cm layer (Approach 1) 
Location Slope Intercept R
2
 RMSE 
1 2.2008 -0.2727 0.97 0.0066 
2 1.6524 -0.1876 0.98 0.0062 
3 1.3293 -0.0927 0.98 0.0070 
4 1.8241 -0.2359 0.91 0.0176 
5 2.5124 -0.2999 0.81 0.0193 
6 0.7332 0.1429 0.28 0.0300 
7 1.5108 -0.0307 0.93 0.0101 
8 1.8491 -0.1268 0.81 0.0236 
9 0.5848 0.1949 0.95 0.0088 
10 0.9571 0.1094 0.27 0.0383 
11 0.6544 0.1476 0.90 0.0174 
12 2.3592 -0.4783 0.99 0.0056 
13 1.6872 -0.1463 0.98 0.0083 
14 1.7358 -0.3143 0.85 0.0199 
15 1.7203 -0.2955 0.97 0.0101 
16 1.5760 -0.0839 0.89 0.0164 
17 2.0911 -0.2192 0.70 0.0275 
18 2.1138 -0.1656 0.97 0.0101 
19 -1.3018 0.7749 0.33 0.0153 
20 0.7680 0.0732 0.05 0.0197 
21 -0.4991 0.5132 0.02 0.0256 
22 1.3727 -0.1519 0.59 0.0274 
23 1.3560 -0.0336 0.98 0.0079 
24 1.7353 -0.2815 0.59 0.0448 
25 1.3572 0.0274 0.89 0.0131 
26 2.0375 -0.2817 0.98 0.0062 
27 1.4243 -0.0685 0.80 0.0160 
28 1.5108 -0.1106 0.87 0.0128 
29 1.7937 -0.0592 0.58 0.0203 
30 2.5619 -0.5869 0.90 0.0096 
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Table B.7 (Continued) 
31 1.3005 0.0136 0.94 0.0108 
32 1.7079 -0.1047 0.99 0.0071 
33 1.9748 -0.1772 0.98 0.0080 
34 1.6750 -0.2547 0.94 0.0144 
35 1.8713 -0.2096 0.89 0.0161 
36 1.2917 -0.0576 0.79 0.0173 
37 1.8919 -0.1522 0.99 0.0062 
38 2.0399 -0.3603 0.96 0.0073 
39 1.6660 -0.2018 0.83 0.0146 
40 1.2537 0.0192 0.92 0.0130 
41 1.9005 -0.1493 0.90 0.0141 
42 1.9538 0.0018 0.51 0.0260 
43 1.6529 -0.0825 0.65 0.0291 
44 1.4018 -0.0883 1.00 0.0038 
45 1.7801 -0.0636 0.91 0.0119 
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Table B.8. Regression parameters for the calibration of 60-70 cm layer (Approach 1) 
Location Slope Intercept R
2
 RMSE 
1 . . . . 
2 1.8254 -0.1497 0.87 0.0113 
3 1.5172 -0.1278 0.99 0.0037 
4 1.6061 -0.1373 0.59 0.0351 
5 2.4123 -0.2856 0.58 0.0216 
6 2.3647 -0.4445 0.74 0.0162 
7 1.8477 -0.0738 0.86 0.0118 
8 1.6501 -0.0972 0.76 0.0202 
9 0.4227 0.2376 0.72 0.0141 
10 1.1735 -0.0081 0.34 0.0325 
11 0.5634 0.1793 0.91 0.0119 
12 3.4226 -0.6836 0.98 0.0080 
13 2.2346 -0.2549 0.82 0.0179 
14 -7.1830 3.2064 0.26 0.0403 
15 2.1674 -0.3396 1.00 0.0021 
16 2.0625 -0.2762 0.89 0.0133 
17 1.9532 -0.2067 0.66 0.0277 
18 1.7853 -0.1773 0.99 0.0053 
19 0.4714 0.2516 0.07 0.0156 
20 -0.4393 0.5348 0.04 0.0170 
21 -0.4717 0.5225 0.24 0.0113 
22 2.2171 -0.4706 0.61 0.0225 
23 1.5805 -0.1690 0.98 0.0082 
24 1.6441 -0.2428 0.85 0.0169 
25 1.2485 0.0534 0.75 0.0185 
26 2.1229 -0.4180 0.80 0.0157 
27 2.9846 -0.4937 0.93 0.0094 
28 1.3630 -0.0144 0.75 0.0123 
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Table B.8 (Continued) 
29 1.5628 -0.0400 0.70 0.0141 
30 4.1540 -1.1442 0.81 0.0126 
31 1.5524 -0.1246 0.89 0.0113 
32 2.3443 -0.3102 0.97 0.0110 
33 2.0041 -0.1882 0.89 0.0139 
34 5.4790 -1.7730 0.77 0.0249 
35 2.1476 -0.3774 0.96 0.0079 
36 2.2671 -0.3290 0.99 0.0043 
37 1.6112 -0.0706 0.84 0.0199 
38 1.2156 -0.1003 0.39 0.0123 
39 0.8960 0.0978 0.42 0.0223 
40 1.2008 -0.0363 0.93 0.0095 
41 1.2419 0.0171 0.45 0.0262 
42 1.4295 0.1084 0.55 0.0236 
43 1.5386 -0.0487 0.68 0.0267 
44 1.8684 -0.2901 0.89 0.0159 
45 1.5321 0.0048 0.82 0.0166 
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Table B.9. Regression parameters for the calibration of 70-80 cm layer (Approach 1) 
Location Slope Intercept R
2
 RMSE 
1 . . . . 
2 1.9304 -0.2206 0.82 0.0105 
3 1.6860 -0.2093 0.95 0.0066 
4 0.8105 0.0721 0.06 0.0409 
5 0.2421 0.2351 0.01 0.0263 
6 -0.3451 0.4598 0.00 0.0219 
7 1.4322 -0.1398 0.77 0.0114 
8 2.9757 -0.8014 0.74 0.0166 
9 0.2415 0.2496 0.47 0.0095 
10 2.4422 -0.5312 0.46 0.0236 
11 0.9055 0.0066 0.98 0.0040 
12 3.9665 -1.0325 0.88 0.0155 
13 3.5952 -0.7033 0.68 0.0154 
14 -5.0333 2.3601 0.35 0.0236 
15 3.3223 -0.6845 0.95 0.0095 
16 2.2436 -0.4230 0.90 0.0089 
17 2.6301 -0.6213 0.66 0.0182 
18 2.7125 -0.6000 0.86 0.0134 
19 0.1706 0.2789 0.03 0.0130 
20 -0.0367 0.3411 0.00 0.0120 
21 0.3822 0.2265 0.11 0.0176 
22 0.2392 0.2353 0.01 0.0238 
23 1.7320 -0.3296 0.99 0.0034 
24 2.1785 -0.4918 0.86 0.0103 
25 1.0189 0.0393 0.60 0.0190 
26 6.1917 -2.1289 0.70 0.0153 
27 3.7240 -0.9781 0.66 0.0180 
28 2.0778 -0.2412 0.62 0.0128 
29 2.0461 -0.3586 0.56 0.0124 
30 -0.3895 0.5211 0.00 0.0214 
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Table B.9 (Continued) 
31 2.4527 -0.5504 0.77 0.0123 
32 4.0346 -1.2262 0.85 0.0204 
33 1.2464 -0.0426 0.73 0.0127 
34 1.6047 -0.2788 0.03 0.0325 
35 2.3352 -0.5004 0.95 0.0076 
36 1.9490 -0.3017 1.00 0.0003 
37 3.4096 -0.6289 0.95 0.0294 
38 -1.7772 1.0777 0.61 0.0138 
39 0.9460 0.0423 0.50 0.0201 
40 1.4996 -0.1591 0.60 0.0179 
41 1.2513 -0.0536 0.28 0.0264 
42 1.0674 0.1093 0.80 0.0215 
43 1.4291 -0.0766 0.78 0.0243 
44 2.2222 -0.4403 0.37 0.0402 
45 1.5123 -0.1072 0.95 0.0166 
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Table B.10.  Calibration equation for each profile (Approach 2) 
 
Location Slope Intercept R
2
 
1 0.8791 0.0764 0.73 
2 0.7574 0.1062 0.59 
3 0.9286 0.0430 0.84 
4 1.0656 -0.0006 0.74 
5 0.4894 0.1998 0.22 
6 0.4803 0.2100 0.26 
7 0.5269 0.1881 0.40 
8 0.3967 0.2189 0.19 
9 0.2913 0.2572 0.33 
10 0.5047 0.1951 0.27 
11 0.5848 0.1650 0.78 
12 0.6969 0.1032 0.64 
13 0.6394 0.1343 0.48 
14 0.7271 0.0928 0.75 
15 0.8352 0.0646 0.66 
16 0.6466 0.1541 0.36 
17 0.6381 0.1507 0.23 
18 0.5505 0.1747 0.19 
19 0.4375 0.2210 0.05 
20 0.9704 -0.0047 0.65 
21 1.3145 -0.0650 0.40 
22 0.8610 0.0552 0.46 
23 0.5763 0.1530 0.30 
24 1.0065 -0.0055 0.40 
25 0.3512 0.2400 0.17 
26 0.4319 0.2012 0.21 
27 0.6959 0.1365 0.36 
28 0.4191 0.2104 0.15 
29 -0.1128 0.2104 0.01 
30 0.7569 0.0959 0.65 
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Table B.10 (Continued) 
31 0.5495 0.0959 0.36 
32 0.6755 0.1301 0.36 
33 0.7991 0.0957 0.28 
34 0.5533 0.1528 0.51 
35 0.5412 0.1697 0.27 
36 0.9109 0.0340 0.60 
37 1.0087 0.0359 0.36 
38 0.1679 0.2983 0.03 
39 1.1732 -0.0331 0.55 
40 0.3804 0.2224 0.22 
41 0.6411 0.1425 0.28 
42 -0.1494 0.3720 0.25 
43 0.7140 0.1418 0.28 
44 0.8908 0.0694 0.64 
45 0.5354 0.1920 0.13 
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Table B.11. RMSE obtained for each layer based on calibration equation for each profile 
(Approach 2) 
Location 
0-10 cm 
10-20 
cm 
20-30 
cm 
30-40 
cm 
40-50 
cm 
50-60 
cm 
60-70 
cm 
70-80 
cm 
1 0.0192 0.0373 0.0378 0.0266 0.0273 0.0488 .  
2 0.0473 0.0357 0.0154 0.0272 0.0332 0.0296 0.0579 0.0283 
3 0.0054 0.0323 0.0249 0.0214 0.0229 0.0166 0.0288 0.0149 
4 0.0287 0.0395 0.0345 0.0118 0.0174 0.0299 0.0449 0.0417 
5 0.0608 0.0368 0.0240 0.0376 0.0434 0.0564 0.0404 0.0595 
6 0.0652 0.0390 0.0356 0.0445 0.0557 0.0353 0.0275 0.0566 
7 0.0567 0.0409 0.0181 0.0261 0.0370 0.0497 0.0637 0.0286 
8 0.0724 0.0238 0.0267 0.0547 0.0504 0.0536 0.0422 0.0519 
9 0.0648 0.0320 0.0190 0.0406 0.0457 0.0265 0.0246 0.0286 
10 0.0606 0.0515 0.0089 0.0499 0.0631 0.0537 0.0358 0.0460 
11 0.0514 0.0247 0.0276 0.0284 0.0200 0.0194 0.0137 0.0323 
12 0.0237 0.0230 0.0224 0.0113 0.0354 0.0465 0.0550 0.0395 
13 0.0346 0.0456 0.0265 0.0374 0.0436 0.0495 0.0655 0.0418 
14 0.0262 0.0150 0.0236 0.0193 0.0305 0.0383 0.0483 0.0319 
15 0.0264 0.0294 0.0253 0.0252 0.0333 0.0418 0.0468 0.0505 
16 0.0834 0.0239 0.0311 0.0499 0.0444 0.0394 0.0321 0.0249 
17 0.0465 0.0507 0.0319 0.0614 0.0603 0.0524 0.0445 0.0625 
18 0.0778 0.0648 0.0331 0.0618 0.0706 0.0680 0.0415 0.0565 
19 0.0714 0.0561 0.0393 0.0322 0.0390 0.0479 0.0431 0.0350 
20 0.0314 0.0381 0.0333 0.0226 0.0189 0.0198 0.0222 0.0362 
21 0.0296 0.0272 0.0410 0.0420 0.0340 0.0481 0.0486 0.0267 
22 0.0364 0.0490 0.0346 0.0336 0.0547 0.0349 0.0293 0.0676 
23 0.0460 0.0573 0.0342 0.0512 0.0406 0.0484 0.0365 0.0594 
24 0.0463 0.0335 0.0340 0.0180 0.1589 0.0505 0.0231 0.0385 
25 0.0613 0.0584 0.0198 0.0290 0.0405 0.0568 0.0596 0.0249 
26 0.0753 0.0428 0.0520 0.0682 0.0621 0.0466 0.0350 0.0275 
27 0.0589 0.0639 0.0311 0.0365 0.0446 0.0325 0.0501 0.0289 
28 0.0457 0.0576 0.0453 0.0386 0.0344 0.0359 0.0566 0.0416 
29 0.1115 0.1280 0.1577 0.1811 0.1837 0.1843 0.2111 0.2057 
30 0.2763 0.2597 0.2801 0.2747 0.0302 0.0258 0.0256 0.0271 
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Table B.11 (Continued) 
31 0.0228 0.0357 0.1079 0.1316 0.1405 0.1306 0.1132 0.0690 
32 0.0723 0.0441 0.0300 0.0360 0.0574 0.0609 0.0611 0.0738 
33 0.0582 0.0593 0.0592 0.0235 0.0449 0.0702 0.0711 0.0151 
34 0.0484 0.0272 0.0374 0.0548 0.0371 0.0422 0.0464 0.0419 
35 0.0873 0.0297 0.0234 0.0539 0.0476 0.0464 0.0297 0.0358 
36 0.0180 0.0537 0.0403 0.0114 0.0261 0.0355 0.0599 0.0204 
37 0.0836 0.0708 0.0515 0.0610 0.0513 0.0472 0.0534 0.0413 
38 0.0663 0.0718 0.0099 0.1298 0.0343 0.0354 0.0259 0.0250 
39 0.0454 0.0207 0.0184 0.0154 0.0244 0.0177 0.0506 0.0206 
40 0.0769 0.0633 0.0378 0.0475 0.0451 0.0413 0.0285 0.0270 
41 0.0620 0.0638 0.0582 0.0616 0.0456 0.0406 0.0537 0.0325 
42 0.0755 0.0645 0.0575 0.0509 0.0418 0.0391 0.0498 0.0449 
43 0.0718 0.0619 0.0384 0.0542 0.0318 0.0428 0.0530 0.0353 
44 0.0642 0.0355 0.0400 0.0551 0.0510 0.0209 0.0282 0.0451 
45 0.0905 0.0586 0.0641 0.0677 0.0437 0.0558 0.0715 0.0444 
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Table B.12. RMSE obtained for each layer based on calibration equation for each soil 
layer (Approach 3) 
Location 
0-10 cm 
10-20 
cm 
20-30 
cm 
30-40 
cm 
40-50 
cm 
50-60 
cm 
60-70 
cm 
70-80 
cm 
1 0.0429 0.0250 0.0391 0.0366 0.0353 0.0377 - - 
2 0.0234 0.0152 0.0084 0.0378 0.0383 0.0365 0.0312 0.0253 
3 0.0331 0.0230 0.0261 0.0411 0.0445 0.0382 0.0319 0.0270 
4 0.0479 0.0352 0.0264 0.0345 0.0444 0.0529 0.0561 0.0460 
5 0.0252 0.0184 0.0274 0.0321 0.0355 0.0453 0.0311 0.0418 
6 0.0490 0.0364 0.0508 0.0451 0.0510 0.0333 0.0289 0.0313 
7 0.0153 0.0267 0.0122 0.0296 0.0282 0.0364 0.0351 0.0225 
8 0.0272 0.0269 0.0302 0.0457 0.0401 0.0446 0.0374 0.0445 
9 0.0176 0.0443 0.0487 0.0472 0.0483 0.0147 0.0170 0.0194 
10 0.0099 0.0131 0.0197 0.0455 0.0541 0.0441 0.0389 0.0342 
11 0.0597 0.0350 0.0372 0.0214 0.0244 0.0268 0.0231 0.0239 
12 0.0273 0.0212 0.0138 0.0423 0.0626 0.0675 0.0565 0.0473 
13 0.0148 0.0334 0.0308 0.0562 0.0658 0.0427 0.0388 0.0299 
14 0.0405 0.0207 0.0125 0.0418 0.0684 0.0587 0.0502 0.0387 
15 0.0108 0.0232 0.0241 0.0505 0.0599 0.0621 0.0405 0.0451 
16 0.0279 0.0412 0.0417 0.0481 0.0400 0.0381 0.0362 0.0294 
17 0.0126 0.0257 0.0380 0.0561 0.0529 0.0446 0.0439 0.0432 
18 0.0343 0.0372 0.0309 0.0537 0.0570 0.0524 0.0464 0.0512 
19 0.0424 0.0434 0.0356 0.0303 0.0312 0.0390 0.0258 0.0192 
20 0.0417 0.0394 0.0421 0.0541 0.0508 0.0322 0.0341 0.0329 
21 0.0352 0.0505 0.0492 0.0519 0.0378 0.0267 0.0169 0.0181 
22 0.0534 0.0555 0.0451 0.0389 0.0460 0.0500 0.0363 0.0398 
23 0.0146 0.0434 0.0291 0.0354 0.0370 0.0369 0.0479 0.0549 
24 0.0250 0.0297 0.0290 0.0437 0.1547 0.0621 0.0436 0.0279 
25 0.0173 0.0292 0.0188 0.0291 0.0301 0.0444 0.0403 0.0281 
26 0.0420 0.0214 0.0478 0.0597 0.0459 0.0349 0.0323 0.0277 
27 0.0138 0.0217 0.0259 0.0380 0.0352 0.0297 0.0357 0.0387 
28 0.0073 0.0336 0.0510 0.0482 0.0308 0.0270 0.0289 0.0349 
29 0.0586 0.0351 0.0550 0.0432 0.0468 0.0398 0.0354 0.0270 
30 0.0724 0.0457 0.0178 0.0373 0.0457 0.0376 0.0343 0.0243 
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Table B.12 (Continued) 
31 0.0193 0.0143 0.0401 0.0470 0.0525 0.0383 0.0310 0.0260 
32 0.0316 0.0347 0.0312 0.0263 0.0380 0.0471 0.0542 0.0570 
33 0.0270 0.0415 0.0496 0.0323 0.0347 0.0515 0.0457 0.0226 
34 0.0213 0.0291 0.0342 0.0284 0.0307 0.0570 0.0602 0.0385 
35 0.0516 0.0162 0.0240 0.0355 0.0321 0.0393 0.0378 0.0341 
36 0.0221 0.0475 0.0618 0.0432 0.0282 0.0331 0.0345 0.0267 
37 0.0292 0.0493 0.0710 0.0709 0.0649 0.0510 0.0333 0.0620 
38 0.0341 0.0261 0.0208 0.0441 0.0267 0.0417 0.0174 0.0264 
39 0.0288 0.0205 0.0196 0.0420 0.0441 0.0330 0.0261 0.0264 
40 0.0330 0.0346 0.0392 0.0473 0.0379 0.0316 0.0314 0.0301 
41 0.0212 0.0376 0.0578 0.0565 0.0437 0.0380 0.0325 0.0430 
42 0.0211 0.0330 0.0425 0.0476 0.0534 0.0509 0.0504 0.0423 
43 0.0126 0.0215 0.0374 0.0553 0.0265 0.0418 0.0459 0.0607 
44 0.0529 0.0286 0.0529 0.0680 0.0402 0.0417 0.0426 0.0691 
45 0.0396 0.0299 0.0542 0.0681 0.0386 0.0441 0.0502 0.0663 
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Table B.13. Calibration equation for each clay class (5% width) corresponding to each 
layer (Approach 4) 
Clay class 
(% Clay) 
Slope Intercept R
2
 
                                                        0-10 cm 
10.5-15.5 0.2289 0.2349 0.17 
15.5-20.5 0.2447 0.2232 0.07 
20.5-25.5 0.1277 0.2569 0.03 
25.5-30.5 0.1720 0.2460 0.03 
30.5-35.5 0.1654 0.2353 0.05 
10-20 cm 
10.5-15.5 0.1976 0.2120 0.08 
15.5-20.5 0.2089 0.1964 0.09 
20.5-25.5 0.2165 0.2106 0.07 
25.5-30.5 0.1932 0.2814 0.03 
30.5-35.5 0.2218 0.2913 0.06 
20-30 cm 
10.5-15.5 0.1976 0.2630 0.02 
20.5-25.5 0.7008 0.1113 0.16 
25.5-30.5 0.1046 0.3048 0.02 
30.5-35.5 0.0680 0.3240 0.01 
30-40 cm 
20.5-25.5 0.2759 0.2886 0.06 
25.5-30.5 0.2674 0.2752 0.09 
30.5-35.5 0.1146 0.3201 0.01 
35.5-45.5 0.1324 0.3176 0.04 
 
40-50 cm 
20.5-25.5 -0.0323 0.3512 0.01 
25.5-30.5 0.3208 0.2685 0.12 
30.5-35.5 0.1365 0.3134 0.02 
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Table B.13 (Continued) 
35.5-45.5 0.0922 0.3283 0.02 
50-60 cm 
20.5-25.5 -0.0057 0.3675 0.00 
25.5-30.5 0.3195 0.2737 0.14 
30.5-35.5 0.0987 0.3333 0.01 
35.5-40.5 0.1255 0.3211 0.04 
60-70 cm 
10.5-15.5 -0.1071 0.4068 0.01 
15.5-20.5 0.0682 0.3661 0.01 
20.5-25.5 0.0671 0.3371 0.00 
25.5-30.5 0.0733 0.3527 0.01 
30.5-35.5 -0.1831 0.4195 0.02 
35.5-45.5 0.1501 0.3213 0.04 
70-80 cm 
10.5-15.5 -0.0445 0.3620 0.00 
15.5-20.5 0.1648 0.3411 0.04 
20.5-25.5 0.0267 0.0453 0.39 
25.5-30.5 -0.0429 0.3704 0.00 
30.5-35.5 -0.0407 0.3568 0.00 
35.5-45.5 0.0750 0.3331 0.07 
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Table B.14. RMSE obtained for each layer based on calibration equation for each clay 
class (5% width) corresponding to each layer (Approach 4). 
Location 
0-10 cm 
10-20 
cm 
20-30 
cm 
30-40 
cm 
40-50 
cm 
50-60 
cm 
60-70 
cm 
70-80 
cm 
1 0.0572 0.0490 0.0409 0.0545 0.0439 0.0418 - - 
2 0.0535 0.0468 0.0481 0.0515 0.0508 0.0468 0.0374 0.0269 
3 0.0474 0.0436 0.0504 0.0494 0.0493 0.0425 0.0394 0.0346 
4 0.0660 0.0592 0.0492 0.0474 0.0511 0.0579 0.0629 0.0458 
5 0.0521 0.0496 0.0450 0.0382 0.0362 0.0418 0.0356 0.0423 
6 0.0693 0.0446 0.0531 0.0428 0.0474 0.0327 0.0313 0.0304 
7 0.0438 0.0308 0.0531 0.0378 0.0342 0.0332 0.0304 0.0274 
8 0.0536 0.0375 0.0412 0.0516 0.0460 0.0464 0.0485 0.0360 
9 0.0394 0.0371 0.0432 0.0355 0.0373 0.0318 0.0207 0.0221 
10 0.0522 0.0537 0.0364 0.0445 0.0533 0.0451 0.0391 0.0376 
11 0.0597 0.0533 0.0443 0.0475 0.0547 0.0461 0.0312 0.0272 
12 0.0421 0.0431 0.0435 0.0539 0.0615 0.0681 0.0617 0.0464 
13 0.0391 0.0675 0.0488 0.0626 0.0633 0.0527 0.0454 0.0299 
14 0.0621 0.0503 0.0492 0.0556 0.0594 0.0500 0.0473 0.0375 
15 0.0460 0.0463 0.0611 0.0588 0.0582 0.0572 0.0438 0.0425 
16 0.0393 0.0472 0.0509 0.0606 0.0525 0.0462 0.0446 0.0380 
17 0.0214 0.0429 0.0517 0.0643 0.0601 0.0488 0.0512 0.0367 
18 0.0586 0.0480 0.0480 0.0574 0.0570 0.0507 0.0592 0.0479 
19 0.0576 0.0529 0.0373 0.0323 0.0302 0.0323 0.0191 0.0235 
20 0.0575 0.0571 0.0373 0.0473 0.0378 0.0316 0.0244 0.0295 
21 0.0470 0.0685 0.0560 0.0527 0.0386 0.0266 0.0138 0.0194 
22 0.0524 0.0700 0.0402 0.0493 0.0530 0.0518 0.0393 0.0287 
23 0.0243 0.0670 0.0507 0.0459 0.0559 0.0534 0.0536 0.0561 
24 0.0359 0.0603 0.0466 0.0546 0.0616 0.0735 0.0444 0.0285 
25 0.0168 0.0341 0.0388 0.0349 0.0379 0.0388 0.0433 0.0321 
26 0.0316 0.0444 0.0640 0.0568 0.0463 0.0372 0.0342 0.0317 
27 0.0480 0.0400 0.0463 0.0523 0.0416 0.0365 0.0353 0.0403 
28 0.0383 0.0414 0.0455 0.0449 0.0381 0.0330 0.0268 0.0251 
29 0.0570 0.0249 0.0421 0.0479 0.0439 0.0316 0.0297 0.0274 
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Table B.14 (Continued) 
30 0.0817 0.0505 0.0403 0.0457 0.0419 0.0293 0.0331 0.0368 
31 0.0320 0.0379 0.0512 0.0518 0.0522 0.0359 0.0401 0.0339 
32 0.0488 0.0745 0.0622 0.0389 0.0448 0.0486 0.0644 0.0539 
33 0.0506 0.0689 0.0521 0.0359 0.0408 0.0490 0.0526 0.0264 
34 0.0504 0.0438 0.0417 0.0398 0.0423 0.0604 0.0485 0.0402 
35 0.0579 0.0294 0.0369 0.0412 0.0385 0.0419 0.0403 0.0343 
36 0.0434 0.0580 0.0720 0.0453 0.0331 0.0379 0.0399 0.0345 
37 0.0364 0.0706 0.1030 0.0947 0.0838 0.0658 0.0487 0.0706 
38 0.0510 0.0430 0.0022 0.0512 0.0382 0.0399 0.0281 0.0365 
39 0.0394 0.0365 0.0197 0.0574 0.0420 0.0363 0.0308 0.0302 
40 0.0492 0.0474 0.0431 0.0411 0.0362 0.0358 0.0388 0.0359 
41 0.0291 0.0504 0.0531 0.0666 0.0558 0.0448 0.0375 0.0336 
42 0.0376 0.0428 0.0340 0.0418 0.0372 0.0397 0.0345 0.0390 
43 0.0294 0.0401 0.0505 0.0518 0.0320 0.0436 0.0457 0.0424 
44 0.0305 0.0539 0.0741 0.0783 0.0461 0.0472 0.0464 0.0511 
45 0.0504 0.0467 0.0652 0.0769 0.0364 0.0380 0.0389 0.0440 
 
 
 
 
 
  
 231 
 
Table B.15. Calibration equation for each clay class (10% width) corresponding to each 
layer (Approach 5) 
Depth (cm) Slope Intercept R
2
 
0-10 cm 
10.5-20.5% 0.2289 0.2349 0.08 
20.5-40.5% 0.0658 0.2730 0.03 
10-20 cm 
10.5-25.5% 0.2951 0.2126 0.07 
25.5-35.5% 0.1042 0.2419 0.03 
20-30 cm 
10.5-25.5% 0.3968 0.2064 0.08 
25.5-35.5% 0.0854 0.3148 0.01 
30-40 cm 
20.5-30.5% -0.0005 0.3833 0.07 
30.5-45.5% 0.1177 0.3199 0.02 
40-50 cm 
20.5-30.5% 0.2588 0.2830 0.08 
30.5-45.5% 0.1109 0.3218 0.02 
50-60 cm 
20.5-30.5% 0.2589 0.2896 0.10 
30.5-45.5% 0.1084 0.3291 0.02 
60-70 cm 
20.5-30.5% -0.0571 0.3943 0.01 
30.5-45.5% 0.0426 0.3569 0.00 
70-80 cm 
20.5-30.5% -0.1137 0.4042 0.01 
30.5-45.5% 0.0656 0.3284 0.00 
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Table B.16. RMSE obtained for each layer based on calibration equation for each clay 
class (10% width) corresponding to each layer (Approach 5) 
Location 0-10 
cm 
10-20 
cm 
20-30 
cm 
30-40 
cm 
40-50 
cm 
50-60 
cm 
60-70 
cm 
70-80 
cm 
1 0.0457 0.0531 0.0495 0.0541 0.0444 0.0422 - - 
2 0.0526 0.0484 0.0562 0.0514 0.0516 0.0468 0.0332 0.0248 
3 0.0432 0.0378 0.0512 0.0661 0.0495 0.0426 0.0316 0.0340 
4 0.0626 0.0509 0.0506 0.0679 0.0512 0.0578 0.0607 0.0476 
5 0.0409 0.0462 0.0443 0.0485 0.0377 0.0427 0.0344 0.0399 
6 0.0651 0.0360 0.0515 0.0461 0.0500 0.0345 0.0333 0.0289 
7 0.0408 0.0309 0.0531 0.0545 0.0370 0.0346 0.0315 0.0240 
8 0.0527 0.0387 0.0404 0.0673 0.0477 0.0478 0.0440 0.0417 
9 0.0381 0.0358 0.3351 0.0366 0.0370 0.0335 0.0261 0.0157 
10 0.0510 0.0532 0.0350 0.0457 0.0536 0.0445 0.0406 0.0340 
11 0.0593 0.0503 0.0429 0.0491 0.0532 0.0469 0.0386 0.0302 
12 0.0411 0.0448 0.0453 0.0541 0.0624 0.0675 0.0603 0.0481 
13 0.0378 0.0704 0.0512 0.0628 0.0640 0.0523 0.0418 0.0283 
14 0.0615 0.0461 0.0474 0.0559 0.0587 0.0508 0.0473 0.0431 
15 0.0450 0.0447 0.0602 0.0589 0.0591 0.0567 0.0460 0.0453 
16 0.0385 0.0469 0.0504 0.0604 0.0534 0.0459 0.0402 0.0316 
17 0.0212 0.0330 0.0513 0.0640 0.0605 0.0487 0.0481 0.0420 
18 0.0584 0.0465 0.3699 0.0628 0.0591 0.0521 0.0534 0.0522 
19 0.0565 0.0458 0.0395 0.0309 0.0338 0.0336 0.0219 0.0192 
20 0.0546 0.0487 0.0435 0.0593 0.0319 0.0260 0.0198 0.0284 
21 0.0441 0.0712 0.0521 0.0675 0.0369 0.0263 0.0155 0.0183 
22 0.0504 0.0668 0.0514 0.0677 0.0554 0.0483 0.0373 0.0392 
23 0.0250 0.0731 0.0511 0.0625 0.0493 0.0433 0.0528 0.0532 
24 0.0370 0.0709 0.0456 0.0637 0.1657 0.0645 0.0434 0.0273 
25 0.0214 0.0356 0.0387 0.0540 0.0400 0.0400 0.0396 0.0293 
26 0.0376 0.0410 0.0626 0.0749 0.0476 0.0381 0.0360 0.0306 
27 0.0472 0.0382 0.0459 0.0519 0.0416 0.0368 0.0370 0.0415 
28 0.0408 0.0454 0.0443 0.0449 0.0387 0.0330 0.0298 0.0312 
29 0.0553 0.0223 0.0441 0.0480 0.0436 0.0321 0.0325 0.0294 
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Table B.16 (Continued) 
30 0.0833 0.0486 0.0395 0.0455 0.0415 0.0297 0.0298 0.0276 
31 0.0324 0.0489 0.0498 0.0625 0.0550 0.0380 0.0377 0.0271 
32 0.0480 0.0755 0.0366 0.0628 0.0481 0.0507 0.0634 0.0601 
33 0.0517 0.0657 0.0504 0.0479 0.0443 0.0510 0.0475 0.0238 
34 0.0493 0.0459 0.0434 0.0626 0.0444 0.0589 0.0516 0.0357 
35 0.0604 0.0278 0.0357 0.0528 0.0403 0.0429 0.0405 0.0420 
36 0.0455 0.0530 0.0752 0.0674 0.0320 0.0371 0.0384 0.0286 
37 0.0358 0.0655 0.1063 0.0949 0.0854 0.0648 0.0482 0.0852 
38 0.0480 0.0360 0.0053 0.1022 0.0358 0.0422 0.0222 0.0257 
39 0.0390 0.0308 0.0236 0.0678 0.0418 0.0350 0.0301 0.0320 
40 0.0504 0.0451 0.0386 0.0788 0.0375 0.0377 0.0386 0.0298 
41 0.0316 0.0516 0.0629 0.1021 0.0568 0.0461 0.0367 0.0373 
42 0.0397 0.0425 0.0429 0.0615 0.0372 0.0379 0.0367 0.0433 
43 0.0290 0.0397 0.0442 0.0559 0.0333 0.0446 0.0485 0.0553 
44 0.0293 0.0570 0.0641 0.1001 0.0484 0.0587 0.0549 0.0698 
45 0.0515 0.0433 0.0595 0.1011 0.0380 0.0385 0.0424 0.0621 
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Table B.17. Calibration equation produced using 5 adjacent ranks based on clay content 
(Approach 6).  
Profile Slope Intercept R
2
 
0-10 cm 
1--5 1.3747 -0.1109 0.83 
6--10 0.0514 0.2644 0.01 
11--15 0.2181 0.2281 0.05 
16--20 -0.0156 0.2990 0.01 
21--25 0.2650 0.2001 0.11 
26--30 0.1112 0.2565 0.02 
31--35 0.0940 0.2616 0.01 
36--40 0.1372 0.2556 0.03 
41--45 0.3641 0.1562 0.25 
10-20 cm 
1--5 0.9332 0.0301 0.21 
6--10 0.1266 0.2673 0.02 
11--15 0.3053 0.2107 0.07 
16--20 0.3172 0.2073 0.12 
21--25 0.2777 0.2194 0.12 
26--30 0.0618 0.2960 0.01 
31--35 0.0488 0.2941 0.01 
36--40 0.4155 0.1679 0.13 
41--45 0.0542 0.2848 0.01 
20-30 cm 
1--5 0.2372 0.2542 0.03 
6--10 0.9053 0.0496 0.28 
11--15 0.2234 0.2799 0.07 
16--20 0.4590 0.1968 0.22 
21--25 0.3461 0.2059 0.19 
26--30 0.1843 0.2916 0.10 
31—35 0.1976 0.2812 0.07 
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Table B.17 (Continued) 
36—40 0.0449 0.3254 0.01 
41—45 0.0197 0.3423 0.01 
30-40 cm 
1—5 -0.2054 0.4146 0.03 
6—10 0.6344 0.1556 0.15 
11—15 0.4859 0.2057 0.20 
16—20 0.1090 0.3122 0.02 
21—25 0.0509 0.3451 0.04 
26—30 0.1774 0.3133 0.02 
31—35 0.0575 0.3345 0.04 
36—40 0.3706 0.2295 0.12 
41—45 0.1324 0.3176 0.04 
40-50 cm 
1—5 0.0057 0.3532 0.03 
6—10 0.3728 0.2501 0.13 
11—15 0.5296 0.2124 0.02 
16—20 0.2243 0.2877 0.01 
21—25 0.923 0.3397 0.02 
26—30 0.1989 0.3024 0.02 
31—35 -0.0442 0.3695 0.03 
36—40 0.1462 0.3026 0.03 
41—45 0.0922 0.3283 0.02 
50-60 cm 
1—5 0.3718 0.2578 0.17 
6—10 0.3602 0.2463 0.12 
16—20 0.0969 0.3316 0.01 
21—25 0.0243 0.3748 0.01 
26—30 0.0919 0.3444 0.01 
31—35 0.1797 0.2980 0.03 
36—40 -0.0157 0.3697 0.01 
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Table B.17 (Continued) 
41—45 0.0254 0.3610 0.01 
 
60-70 cm 
1—5 -0.2002 0.4397 0.09 
6—10 -0.2311 0.4405 0.08 
11—15 -0.0516 0.3890 0.01 
16—20 -0.0136 0.4233 0.02 
21—25 0.0429 0.3571 0.01 
26—30 0.1684 0.3277 0.02 
31--35 0.1610 0.3031 0.02 
36--40 0.4862 0.2309 0.15 
41--45 0.0162 0.3689 0.00 
70-80 cm 
1--5 0.1648 0.3411 0.04 
6--10 -0.1428 0.3958 0.02 
11--15 0.2239 0.2725 0.01 
16--20 -0.0685 0.3674 0.01 
21--25 0.2793 0.2316 0.05 
26--30 0.1089 0.3682 0.01 
31--35 -0.0017 0.3339 0.00 
36--40 0.0181 0.3561 0.00 
41--45 -0.0250 0.3716 0.00 
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Table B.18. RMSE obtained for each 10 cm deep layer based on calibration  
equation produced using 5 adjacent ranks based on clay content. (Approach 6) 
 
Location 0-10 cm 10-20  20-30  30-40  40-50 50-60  60-70  70-80  
1 0.0431 0.0435 0.0548 0.0454 0.0448 0.0462 - - 
2 0.0456 0.0318 0.0164 0.0555 0.0569 0.0456 0.0297 0.0520 
3 0.0499 0.0367 0.0461 0.0552 0.0515 0.0501 0.0384 0.0345 
4 0.0680 0.0559 0.0308 0.0577 0.0509 0.0628 0.0630 0.0868 
5 0.0442 0.0414 0.0376 0.0392 0.0381 0.0441 0.0345 0.0280 
6 0.0853 0.0386 0.0438 0.0436 0.2079 0.0355 0.0332 0.0220 
7 0.0636 0.0247 0.0429 0.0491 0.2470 0.0364 0.0294 0.0659 
8 0.0511 0.0314 0.0341 0.0547 0.0524 0.0498 0.0387 0.0331 
9 0.0438 0.0389 0.0249 0.0355 0.0403 0.0417 0.0288 0.0232 
10 0.0376 0.0422 0.0379 0.0445 0.0575 0.0447 0.0419 0.0397 
11 0.0581 0.0565 0.0489 0.0475 0.0520 0.0525 0.0397 0.0305 
12 0.0484 0.0473 0.0321 0.0561 0.0675 0.0635 0.0534 0.0447 
13 0.0419 0.0712 0.0296 0.0497 0.0648 0.0565 0.0352 0.0273 
14 0.0627 0.0559 0.0540 0.0556 0.0539 0.0527 0.0471 0.0378 
15 0.0466 0.0456 0.0644 0.0455 0.0599 0.0584 0.0385 0.0421 
16 0.0365 0.0420 0.0532 0.0631 0.0589 0.0497 0.0354 0.0279 
17 0.0351 0.0396 0.0405 0.0599 0.0586 0.0497 0.0484 0.0894 
18 0.0637 0.0537 0.0526 0.0565 0.0598 0.0576 0.0491 0.0417 
19 0.0292 0.0400 0.0352 0.0331 0.0319 0.0216 0.0217 0.0168 
20 0.0230 0.0314 0.0349 0.0402 0.0280 0.0224 0.0199 0.0154 
21 0.0167 0.0396 0.0549 0.0487 0.0376 0.0263 0.0430 0.0201 
22 0.0255 0.0475 0.0331 0.0401 0.0479 0.0426 0.0543 0.0267 
23 0.0272 0.0545 0.0341 0.0642 0.1799 0.0487 0.0804 0.0478 
24 0.0398 0.0462 0.0397 0.0696 0.1995 0.0699 0.0435 0.0260 
25 0.0163 0.0388 0.0417 0.0444 0.0420 0.0427 0.0367 0.0310 
26 0.0126 0.0472 0.0634 0.0578 0.0428 0.0422 0.0498 0.0398 
27 0.0446 0.0339 0.0486 0.0495 0.0416 0.0344 0.0367 0.0396 
28 0.0419 0.0287 0.0446 0.0460 0.0431 0.0333 0.0407 0.0321 
29 0.0503 0.0318 0.0317 0.0484 0.1023 0.0312 0.0320 0.0223 
30 0.0867 0.0528 0.0423 0.0457 0.0407 0.0285 0.0287 0.0435 
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Table B.18 (Continued) 
31 0.0399 0.0482 0.0394 0.0489 0.0464 0.0410 0.0389 0.0262 
32 0.0306 0.0643 0.0425 0.0529 0.2279 0.0509 0.0673 0.0542 
33 0.0510 0.0559 0.0495 0.0421 0.0481 0.0523 0.0422 0.0558 
34 0.0437 0.0322 0.0373 0.0544 0.2818 0.0578 0.0507 0.0380 
35 0.0351 0.0306 0.0298 0.0422 0.0370 0.0443 0.0396 0.0330 
36 0.0454 0.0463 0.0501 0.0415 0.0369 0.0362 0.0402 0.0266 
37 0.0407 0.0655 0.0814 0.0752 0.0868 0.0513 0.0515 0.0756 
38 0.0642 0.0411 0.0060 0.1037 0.1744 0.0364 0.0424 0.0404 
39 0.0374 0.0328 0.0177 0.0360 0.0430 0.0303 0.0332 0.0314 
40 0.0501 0.0467 0.0419 0.0772 0.1455 0.0338 0.0412 0.0373 
41 0.0321 0.0499 0.0486 0.0706 0.0557 0.0424 0.0398 0.0291 
42 0.0520 0.0372 0.0603 0.0477 0.1757 0.0431 0.0457 0.0390 
43 0.0390 0.0449 0.0490 0.0602 0.1558 0.0424 0.0513 0.0424 
44 0.0454 0.0585 0.0719 0.0634 0.0448 0.0456 0.0614 0.0511 
45 0.0501 0.0493 0.0642 0.0689 0.0331 0.0388 0.0434 0.0440 
 
  
 239 
 
Table B.19. Average standard deviation (cm
3
 cm
-3
) between replications under various 
soil moisture conditions during the entire study period 
Depth (cm) 
Factory Field 
Wet 
Dry Wet Dry 
0-10 0.0024 0.0019 0.0026 0.0020 
10-20 0.0021 0.0015 0.0023 0.0015 
20-30 0.0027 0.0018 0.0023 0.0021 
30-40 0.0029 0.0018 0.0032 0.0020 
40-50 0.0025 0.0017 0.0027 0.0022 
50-60 0.0029 0.0014 0.0031 0.0022 
60-70 0.0018 0.0023 0.0023 0.0021 
70-80 0.0015 0.0013 0.0021 0.0019 
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Table B.20. Spatial average of standard deviation (cm
3
 cm
-3
) between replications for the 
different directions of orientation of the capacitance probe during the entire study period 
(May 11, 2007 to October 20, 2008) 
Depth 
(cm) 
Factory 
 
Field 
East West North South  East West North South 
0-10 0.0026 0.0031 0.0030 0.0025  0.0028 0.0030 0.0029 0.0026 
10-20 0.0023 0.0019 0.0021 0.0020  0.0021 0.0018 0.0021 0.0020 
20-30 0.0028 0.0026 0.0030 0.0030 
 
0.0027 0.0026 0.0032 0.0028 
30-40 0.0030 0.0025 0.0027 0.0024  0.0032 0.0026 0.0022 0.0029 
40-50 0.0028 0.0021 0.0020 0.0023  0.0030 0.0023 0.0019 0.0024 
50-60 0.0022 0.0017 0.0018 0.0020  0.0032 0.0022 0.0027 0.0028 
60-70 0.0019 0.0014 0.0014 0.0018  0.0022 0.0024 0.0022 0.0027 
70-80 0.0018 0.0014 0.0012 0.0015  0.0016 0.0014 0.0013 0.0018 
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Table C.1. Descriptive statistics of plant growth parameters manually measured at 
different growth stages of corn 
Parameters Biomass (t ha
-1
) Grain Yield (t ha
-1
) Plant Height 1 (cm) Plant Height 2 (cm) 
Maximum 32.92 17.09 188.70 246.60 
Minimum 11.96 5.77 98.57 144.10 
Mean 18.52 10.51 126.69 185.11 
Median 17.28 10.25 118.70 177.40 
Mode 14.19 11.45 115.65 161.30 
SD 4.55 2.65 25.00 25.56 
CV% 24.55 25.18 19.73 13.81 
Skewness 1.05 0.47 1.22 0.87 
Kurtosis 1.25 -0.17 0.27 -3.01 
 
Note: Plant height 1 and Plant height 2 were plant heights measured at V12 and VT growth stages 
of corn respectively. 
 
Table C.2. Descriptive statistics of NDVI calculated using reflectance measurements 
measured by Green Seeker at different growth stages of Corn 
VI Mean Max Min Median SD CV% 
Skewnes
s 
Kurtosis 
NDVI1 0.52 0.64 0.19 0.55 0.11 20.67 -1.48 3.03 
NDVI2 0.73 0.85 0.31 0.74 0.10 14.20 -2.38 3.27 
NDVI3 0.74 0.76 0.61 0.69 0.03 4.63 -0.23 -3.22 
Note: NDVI1 and NDVI2 were measured using ground based Green seeker at V6 and V12 and 
NDVI3 was measured using hand held Green seeker at VT growth stages of corn. 
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Table C.3. Pearson correlation coefficients between various VI’s and crop growth 
parameters calculated using reflectance measurements collected by Green Seeker at 
different growth stages of Corn 
VI 
Plant 
height1 
Plant 
height2 
Final Biomass 
Grain 
yield 
NDVI1  0.39 0.24 0.30 0.24 
NDVI2  0.73 0.70 0.64 0.65 
NDVI3  0.05 0.31 0.46 0.52 
(NDVI1+NDVI2)/2 0.58 0.48 0.45 0.48 
(NDVI1+NDVI2+NDVI3)/3 0.64 0.49 0.47 0.69 
(NDVI2-NDVI1) 0.45 0.66 0.48 0.52 
(NDVI3-NDVI1) -0.25 -0.19 -0.16 -0.15 
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Table C.4. Descriptive statistics of raw data of reflectance (%) at different wave lengths 
measured using Hydro-N sensor at V6 growth stage of corn  
Wavelength 
(nm) 
Mean Max Min Median SD CV% Skewness Kurtosis 
450 4.22 7.30 3.22 4.03 0.73 17.34 1.15 1.45 
500 2.82 6.62 2.07 2.23 1.19 42.20 2.62 4.94 
550 8.64 12.40 7.20 8.48 0.91 10.59 1.05 1.38 
600 7.76 12.96 5.81 7.40 1.32 17.04 1.03 0.80 
620 7.69 19.00 5.40 7.12 4.36 56.75 1.91 0.62 
640 7.63 14.98 5.23 7.02 4.41 57.78 1.51 0.33 
650 7.33 13.50 5.03 6.89 1.60 21.81 1.04 0.67 
660 7.38 9.98 4.86 6.75 4.46 60.37 1.08 1.97 
670 7.16 13.65 4.76 6.69 1.69 23.65 1.05 0.63 
680 7.33 13.92 4.88 6.84 1.72 23.47 1.05 0.63 
690 8.16 14.72 5.66 7.67 1.71 20.94 1.03 0.63 
700 10.33 16.41 7.89 9.94 1.58 15.31 0.97 0.65 
710 13.67 18.75 11.45 13.45 1.34 9.77 0.88 0.71 
720 13.94 19.12 12.50 12.74 2.50 17.95 1.48 0.22 
740 27.29 29.71 23.49 27.47 1.17 4.27 -0.50 -0.14 
760 31.22 34.45 26.29 31.57 1.61 5.14 -0.58 -0.23 
780 31.68 34.96 26.76 32.03 1.62 5.11 -0.58 -0.25 
800 31.90 35.11 26.98 32.25 1.60 5.02 -0.58 -0.26 
820 32.43 35.72 27.52 32.79 1.60 4.93 -0.57 -0.28 
850 33.17 36.30 28.27 33.55 1.58 4.76 -0.56 -0.29 
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Table C.5. Descriptive statistics of raw data of reflectance (%) at different wave lengths 
measured using Hydro-N sensor at V12 growth stage of corn  
Wavelength 
(nm) 
Mean Max Min Median SD CV% Skewness Kurtosis 
450 5.31 11.77 2.12 4.18 2.40 45.14 0.30 -1.33 
500 3.74 12.87 0.11 0.37 2.05 54.81 0.71 -0.52 
550 18.03 36.35 4.32 9.60 11.05 61.28 0.22 -1.83 
600 11.15 39.40 2.93 7.30 9.82 69.41 0.33 -1.56 
620 10.27 41.50 2.61 6.74 9.63 72.60 0.41 -1.32 
640 9.92 44.26 2.39 6.42 9.77 75.64 0.49 -1.08 
650 11.35 45.02 2.25 6.10 9.56 77.46 0.55 -0.85 
660 11.76 45.53 2.10 5.84 9.31 79.16 0.63 -0.56 
670 11.46 46.46 2.00 5.69 9.24 80.63 0.70 -0.31 
680 12.11 49.29 2.05 5.84 9.87 81.51 0.69 -0.34 
690 12.66 57.69 2.47 6.89 12.71 81.15 0.53 -0.97 
700 25.80 75.39 3.64 10.40 20.59 79.82 0.34 -1.64 
710 43.00 99.98 5.35 15.14 34.29 79.73 0.28 -1.81 
720 51.94 94.12 6.25 19.12 37.83 72.83 0.17 -1.92 
740 69.99 99.98 15.82 51.66 28.59 40.85 -0.05 -1.68 
760 77.38 99.98 19.85 68.48 23.05 29.79 -0.45 -0.87 
780 78.83 99.98 20.48 71.95 22.07 27.99 -0.59 -0.55 
800 79.29 99.98 20.46 73.00 21.80 27.49 -0.65 -0.42 
820 80.10 99.98 20.58 74.78 21.34 26.64 -0.75 -0.18 
850 80.69 99.98 20.80 75.90 20.97 25.99 -0.81 0.00 
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Table C.6. Pearson correlation coefficients between canopy reflectance at various 
wavelengths and growth parameters of corn calculated using Hydro-N sensor reflectance 
measurements at V6 and V12 growth stages 
Wave length (nm) Biomass Grain yield Plant height 1 Plant height 2 
At V6 growth stage 
450 -0.14 -0.15 -0.17 -0.12 
500 -0.08 -0.02 -0.06 0.00 
550 0.03 0.02 -0.04 0.01 
600 -0.10 -0.11 -0.13 -0.08 
620 -0.09 -0.08 -0.14 -0.10 
640 -0.10 -0.09 -0.15 -0.11 
650 -0.16 -0.17 -0.18 -0.12 
660 -0.12 -0.11 -0.17 -0.12 
670 -0.19 -0.20 -0.19 -0.14 
680 -0.19 -0.20 -0.19 -0.14 
690 -0.16 -0.18 -0.18 -0.12 
700 -0.09 -0.11 -0.12 -0.07 
710 0.04 0.02 -0.03 0.03 
720 0.23 0.26 0.04 0.13 
740 0.66 0.66 0.55 0.56 
760 0.59 0.59 0.51 0.51 
780 0.58 0.59 0.50 0.50 
800 0.58 0.59 0.50 0.50 
820 0.59 0.60 0.51 0.51 
850 0.59 0.61 0.51 0.51 
At V12 growth stage 
450 -0.33 -0.39 -0.47 -0.34 
500 -0.24 -0.25 -0.31 -0.19 
550 -0.11 -0.06 -0.15 -0.17 
600 -0.23 -0.30 -0.42 -0.36 
620 -0.29 -0.36 -0.45 -0.38 
640 -0.31 -0.38 -0.46 -0.39 
650 -0.33 -0.40 -0.46 -0.39 
660 -0.34 -0.41 -0.46 -0.38 
670 -0.34 -0.42 -0.45 -0.38 
680 -0.34 -0.41 -0.45 -0.38 
690 -0.30 -0.37 -0.44 -0.39 
700 -0.13 -0.19 -0.33 -0.32 
710 0.08 0.03 -0.15 -0.19 
720 0.08 0.06 -0.15 -0.21 
740 0.14 0.14 -0.07 -0.10 
760 0.18 0.17 -0.04 -0.05 
780 0.18 0.18 -0.05 -0.03 
800 0.18 0.18 -0.06 -0.03 
820 0.17 0.17 -0.07 -0.04 
850 0.17 0.17 -0.07 -0.05 
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Table C.7. Change in variance of NDVI collected using Green Seeker with varying size 
of aggregation at V6 growth stage of corn.  
Aggregati
on 
Size 
Varian
ce 
Aggregati
on 
Size 
Varian
ce 
Aggregati
on 
size 
Varian
ce 
Aggregati
on 
Size 
Varian
ce 
GS 1*2 0.0203 GS 3*2 0.0158 GS 5*2 0.0126 GS 7*2 0.0081 
GS 1*4 0.0180 GS 3*4 0.0153 GS 5*4 0.0123 GS 7*4 0.0080 
GS 1*6 0.0164 GS 3*6 0.0142 GS 5*6 0.0114 GS 7*6 0.0075 
GS 1*8 0.0146 GS 3*8 0.0128 GS 5*8 0.0102 GS 7*8 0.0067 
GS 1*10 0.0136 GS 3*10 0.0116 GS 5*10 0.0094 GS 7*10 0.0060 
GS 2*2 0.0163 GS 4*2 0.0135 GS 6*2 0.0096   
GS 2*4 0.0159 GS 4*4 0.0131 GS 6*4 0.0094   
GS 2*6 0.0151 GS 4*6 0.0122 GS 6*6 0.0088   
GS 2*8 0.0138 GS 4*8 0.0111 GS 6*8 0.0079   
GS 2*10 0.0124 GS 4*10 0.0100 GS 6*10 0.0072   
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Table C.8 Comparison of correlation coefficients between NDVI collected using green 
seeker at different stages of crop growth and crop growth parameters for different sizes of 
NDVI aggregation 
Growth stage Biomass Grain yield Plant height 1 Plant height 2 
  2*2   
NDVI1 0.16 0.17 0.26 0.15 
NDVI2 0.47 0.51 0.51 0.51 
(NDVI1 + 
NDVI2)/2 
0.33 0.36 0.41 0.35 
(NDVI2  – 
NDVI1) 
0.44 0.52 0.38 0.55 
7*2 
NDVI1 0.23 0.23 0.39 0.24 
NDVI2 0.62 0.54 0.61 0.62 
(NDVI1 + 
NDVI2)/2 
0.38 0.42 0.52 0.48 
(NDVI2  – 
NDVI1) 
0.48 0.47 0.33 0.52 
2*10 
NDVI1 0.18 0.16 0.35 0.19 
NDVI2 0.51 0.56 0.56 0.58 
(NDVI1 + 
NDVI2)/2 
0.38 0.38 0.53 0.41 
(NDVI2  – 
NDVI1) 
0.44 0.48 0.30 0.48 
7*10 
NDVI1 0.21 0.24 0.30 0.17 
NDVI2 0.56 0.57 0.65 0.61 
(NDVI1 + 
NDVI2)/2 
0.43 0.46 0.55 0.46 
(NDVI2  – 
NDVI1) 
0.44 0.46 0.38 0.60 
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Table C.9 Descriptive statistics of crop growth parameters measured in winter wheat 
Parameters 
Biomass 
(t ha
-1
) 
 
Tiller 
count 
(per m
2
) 
Thousand 
grain 
weight 
(g) 
Grain 
Yield 
(t ha
-1
) 
(Manual) 
Grain Yield 
(t ha
-1
) 
(Mechanical) 
Maximum 12.32 1804 32.25 7.08 6.58 
Minimum 6.11 693 27.09 3.28 2.83 
Mean 9.42 1181 30.02 5.01 4.99 
SD 1.55 227.54 1.26 0.84 0.73 
CV% 16.46 19.26 4.20 16.84 14.61 
Skewness -0.21 0.54 -0.33 0.17 -0.53 
Kurtosis -0.43 0.52 -0.54 0.34 1.22 
 
 
 
  
 249 
 
Table C.10. Descriptive statistics of nitrogen uptake (kg ha
-1
) in winter wheat 
Parameters 
Grain 
N uptake 
Plant 
N uptake 
Total 
N uptake 
Maximum 122.20 87.65 191.84 
Minimum 58.03 11.78 72.60 
Mean 89.03 36.83 125.86 
SD 14.99 16.46 26.34 
CV% 16.83 44.69 20.93 
Skewness 0.06 0.98 0.26 
Kurtosis -0.34 0.99 -0.22 
 
 
Table C.11. Pearson correlation coefficients between various crop growth parameters 
and Nitrogen Application Rate (NAR) 
 
Grain 
yield Biomass 
Grain 
N uptake 
Plant 
N uptake 
Total 
N uptake 
NAR 0.42 0.61 0.56 0.49 0.62 
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Table C.12 Change in variance of grain yield with change in the size of aggregation 
 
Size of Agg. Var (t ha
-1
)
2
 Size of Agg. Var (t ha
-1
)
2
 Size of Agg. Var (t ha
-1
)
2
 
Y3*2 1.3476 Y12*2 0.5475 Y21*2 0.5918 
Y3*4 1.1818 Y12*4 0.5799 Y21*4 0.5451 
Y3*6 1.1940 Y12*6 0.5486 Y21*6 0.4551 
Y3*8 1.1305 Y12*8 0.4979 Y21*8 0.4148 
Y3*10 1.1718 Y12*10 0.5082 Y21*10 0.4044 
      
Y6*2 0.8611 Y15*2 0.5489 Y24*2 0.5292 
Y6*4 0.8688 Y15*4 0.5642 Y24*4 0.5072 
Y6*6 0.8436 Y15*6 0.5248 Y24*6 0.4517 
Y6*8 0.7383 Y15*8 0.4669 Y24*8 0.4148 
Y6*10 0.7681 Y15*10 0.4570 Y24*10 0.4046 
      
Y9*2 0.6044 Y18*2 0.5380 Y27*2 0.5044 
Y9*4 0.6310 Y18*4 0.5264 Y27*4 0.4814 
Y9*6 0.5936 Y18*6 0.4434 Y27*6 0.4325 
Y9*8 0.5459 Y18*8 0.4093 Y27*8 0.3954 
Y9*10 0.5652 Y18*10 0.4133 Y27*10 0.3805 
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Table D.1 Summary statistics of spatial mean of total soil water storage during the entire 
study period. 
Location Mean Max Min SD CV% 
1 257.49 319.89 146.24 52.96 20.57 
2 259.90 314.45 157.91 47.68 18.35 
3 263.14 315.56 155.90 43.76 16.63 
4 244.64 311.15 143.97 52.12 21.31 
5 259.64 302.78 173.49 41.57 16.01 
6 264.89 316.96 178.36 43.26 16.33 
7 257.00 308.42 161.86 47.51 18.49 
8 252.67 296.11 174.91 37.17 14.71 
9 261.03 298.85 205.65 26.09 10.00 
10 247.91 304.56 141.97 49.80 20.09 
11 263.44 317.84 192.17 37.91 14.39 
12 250.73 305.39 160.07 45.29 18.06 
13 251.94 318.40 156.10 49.54 19.66 
14 259.52 314.99 172.11 38.42 14.81 
15 254.87 309.65 160.77 48.76 19.13 
16 255.22 318.99 159.94 45.88 17.98 
17 250.69 317.80 157.35 48.86 19.49 
18 246.60 317.11 140.19 57.93 23.49 
19 260.62 306.98 208.44 29.34 11.26 
20 243.97 298.40 169.13 41.89 17.17 
21 254.75 296.36 207.38 31.81 12.49 
22 236.80 311.02 150.88 55.37 23.38 
23 246.93 319.34 164.66 47.16 19.10 
24 257.61 315.34 147.54 53.17 20.64 
25 264.39 302.87 190.27 35.86 13.56 
26 247.28 310.84 145.77 48.18 19.48 
27 250.85 321.60 140.63 57.38 22.87 
28 255.75 312.12 158.80 45.41 17.75 
29 252.54 300.73 168.41 37.98 15.04 
30 250.66 331.80 156.79 46.67 18.62 
31 256.82 310.94 161.38 46.19 17.99 
32 240.91 303.69 146.23 53.36 22.15 
33 252.49 319.64 169.65 47.74 18.91 
34 249.40 301.25 165.69 39.11 15.68 
35 243.21 306.06 140.93 49.13 20.20 
36 237.63 296.89 147.94 47.86 20.14 
37 221.38 284.66 156.38 44.17 19.95 
38 239.67 291.95 159.78 42.54 17.75 
39 234.20 326.47 145.80 53.29 22.75 
40 224.70 313.78 144.95 47.81 21.28 
41 227.77 299.03 156.79 44.33 19.46 
42 231.13 306.92 151.30 44.51 19.26 
43 244.41 308.06 181.55 37.63 15.40 
44 247.99 316.47 167.91 47.81 19.28 
45 243.59 321.90 168.35 45.31 18.60 
Mean 249.31 309.87 162.50 45.23 18.21 
Max 264.89 331.80 208.44 57.93 23.49 
Min 221.38 284.66 140.19 26.09 10.00 
SD 10.57 9.70 17.45 6.89 3.07 
CV% 4.24 3.13 10.74 15.23 16.85 
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Table D.2 Summary statistics of temporal mean of total soil water storage during the 
entire study period. 
Date Mean Max Min SD CV% 
11-May, 2007 236.24 277.38 177.97 25.31 10.71 
22-May 278.05 318.99 227.48 27.23 9.79 
4-Jun 254.78 293.51 202.48 23.11 9.07 
18-Jun 211.98 252.74 162.97 21.55 10.17 
2-Jul 241.88 279.54 178.67 26.32 10.88 
26-Jul 185.97 227.36 148.01 21.16 11.38 
28-Aug 179.28 222.74 145.44 22.21 12.39 
21-Sep 222.39 282.74 170.95 24.85 11.17 
3-Oct 199.82 256.93 155.31 24.11 12.07 
17-Oct 184.71 239.57 144.95 21.61 11.70 
8-Nov 277.18 296.00 239.32 14.49 5.23 
28-Nov 282.88 299.06 244.12 14.28 5.05 
10-Dec 306.98 331.80 284.66 10.47 3.41 
4-Jan, 2008 271.86 291.51 241.47 12.14 4.47 
5-Feb 295.25 317.11 259.27 12.57 4.26 
2-Mar 287.75 305.08 248.92 13.79 4.79 
20-Mar 302.86 321.90 273.37 8.56 2.83 
2-Apr 300.26 315.56 275.20 10.05 3.35 
15-Apr 296.64 311.61 265.36 11.29 3.81 
23-Apr 290.92 309.24 257.31 12.82 4.41 
7-May 291.21 309.37 282.41 7.00 2.40 
19-May 283.58 300.65 262.15 8.98 3.17 
19-May 282.57 300.03 260.30 9.54 3.38 
20-May 279.72 296.90 257.81 8.59 3.07 
20-May 282.16 314.93 258.64 10.75 3.81 
20-May 280.79 301.18 257.16 9.34 3.33 
4-Jun 240.21 262.61 218.05 11.67 4.86 
17-Jun 214.97 259.49 178.42 17.66 8.22 
23-Jun 219.41 262.06 186.06 15.02 6.85 
11-Jul 241.48 274.60 203.78 14.73 6.10 
5-Aug 281.87 310.45 257.79 13.12 4.65 
14-Aug 240.88 271.69 211.03 15.54 6.45 
28-Aug 207.38 249.59 160.33 18.43 8.89 
15-Sep 174.40 228.76 141.97 18.12 10.39 
29-Sep 165.11 225.44 140.19 19.42 11.76 
20-Oct 181.61 255.59 150.30 21.62 11.91 
Mean 249.31 282.60 214.71 16.04 6.95 
Max 306.98 331.80 284.66 27.23 12.39 
Min 165.11 222.74 140.19 7.00 2.40 
SD 43.73 30.98 48.84 5.90 3.44 
CV% 17.54 10.96 22.75 36.76 49.45 
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Table D.3 Spearman rank correlation coefficients of soil water storage between different 
measuring days  
Date 11-May 22-May 4-Jun 18-Jun 2-Jul 26-Jul 28-Aug 21-Sep 3-Oct 
11-May 1                 
22-May 0.88524 1               
4-Jun 0.78195 0.89104 1             
18-Jun 0.55165 0.59038 0.74743 1           
2-Jul 0.69934 0.71555 0.68577 0.69881 1         
26-Jul 0.36219 0.31779 0.42503 0.72437 0.54888 1       
28-Aug 0.33887 0.28024 0.37299 0.64651 0.49381 0.94348 1     
21-Sep 0.52253 0.46825 0.44743 0.56812 0.75889 0.71094 0.69499 1   
3-Oct 0.44137 0.41212 0.37642 0.52806 0.67365 0.74664 0.76219 0.93267 1 
17-Oct 0.42266 0.39078 0.40329 0.60988 0.67101 0.81594 0.82938 0.92292 0.96785 
8-Nov 0.7307 0.78906 0.79486 0.62292 0.76232 0.46219 0.48024 0.68972 0.61344 
28-Nov 0.63487 0.70846 0.674 0.46912 0.63092 0.38592 0.40528 0.63092 0.54613 
10-Dec -0.0437 0.06798 -0.0253 -0.1226 0.06522 -0.1083 -0.1017 0.117 0.09275 
4-Jan 0.5913 0.65573 0.67457 0.48024 0.61963 0.43241 0.44598 0.66535 0.63729 
5-Feb 0.4942 0.60593 0.53874 0.34058 0.51067 0.14611 0.11555 0.40698 0.32925 
2-Mar 0.49526 0.5112 0.4917 0.37036 0.51133 0.24993 0.27523 0.45204 0.40791 
20-Mar 0.07431 0.22642 0.22497 0.04849 0.09249 -0.061 -0.0870 0.01548 0.06502 
2-Apr 0.47075 0.58696 0.53768 0.30975 0.37668 0.06377 0.04097 0.27009 0.1917 
15-Apr 0.64993 0.71265 0.67958 0.44453 0.59302 0.19539 0.1809 0.46983 0.39328 
23-Apr 0.72925 0.78511 0.73175 0.50804 0.72622 0.24321 0.19618 0.57879 0.49341 
7-May 0.19262 0.24559 0.28432 0.16838 0.19881 0.06495 0.12701 0.15204 0.13834 
19-May 0.5365 0.5303 0.55152 0.4336 0.48603 0.29354 0.33478 0.50329 0.41225 
19-May 0.55257 0.56561 0.60856 0.48155 0.45955 0.31331 0.32055 0.47457 0.37444 
20-May 0.53518 0.5639 0.62754 0.51581 0.50079 0.36377 0.37325 0.5357 0.4469 
20-May 0.56891 0.59947 0.60856 0.47062 0.62451 0.27839 0.28656 0.56206 0.45718 
20-May 0.58643 0.61845 0.67444 0.56324 0.53742 0.31462 0.29315 0.46917 0.37022 
4-Jun -0.1524 -0.1229 -0.0953 0.13663 -0.0593 0.17115 0.17905 -0.0119 0.04097 
17-Jun -0.3257 -0.3614 -0.4147 -0.0958 -0.1635 0.12964 0.10988 -0.0254 0.06364 
23-Jun -0.1842 -0.2050 -0.2726 0.0581 -0.0212 0.24954 0.19486 0.10474 0.16904 
11-Jul 0.16838 0.10922 0.03373 0.33294 0.26008 0.41752 0.33439 0.4274 0.44453 
5-Aug 0.60395 0.60988 0.55665 0.49025 0.57852 0.34203 0.25955 0.5917 0.47918 
14-Aug 0.39289 0.44585 0.54453 0.63149 0.45362 0.50553 0.36192 0.55481 0.49552 
28-Aug 0.24559 0.26113 0.30922 0.58116 0.41989 0.6975 0.62187 0.65112 0.68314 
15-Sep 0.1643 0.12661 0.18511 0.41028 0.38208 0.77167 0.7556 0.61331 0.68379 
29-Sep 0.12029 0.03742 0.1361 0.422 0.39236 0.76245 0.76047 0.58959 0.6469 
20-Oct 0.21792 0.13426 0.21476 0.46851 0.40013 0.77457 0.73966 0.69842 0.71858 
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Table D.3 (Continued) 
Date 17-Oct 8-Nov 28-Nov 10-Dec 4-Jan 5-Feb 2-Mar 20-Mar 2-Apr 
17-Oct 1 
        8-Nov 0.62635 1 
       28-Nov 0.54956 0.93844 1 
      10-Dec 0.03491 0.122 0.18466 1 
     4-Jan 0.61792 0.88788 0.87447 0.12029 1 
    5-Feb 0.28603 0.71265 0.74317 0.4058 0.68656 1 
   2-Mar 0.38788 0.77444 0.80404 0.29684 0.72372 0.78814 1 
  20-Mar 0.02405 0.24816 0.30186 0.44007 0.3454 0.51649 0.49033 1 
 2-Apr 0.14717 0.59183 0.65542 0.4386 0.5498 0.80013 0.70922 0.72084 1 
15-Apr 0.36667 0.81133 0.80358 0.37484 0.75428 0.87918 0.83979 0.54514 0.85375 
23-Apr 0.45455 0.84625 0.8022 0.31621 0.77655 0.84348 0.76957 0.42406 0.7448 
7-May 0.15942 0.42108 0.48612 0.38841 0.42793 0.42648 0.53676 0.66142 0.61357 
19-May 0.44914 0.70026 0.74699 0.23175 0.67984 0.60738 0.67826 0.40542 0.66074 
19-May 0.41173 0.72345 0.75655 0.22121 0.68353 0.66785 0.71159 0.4342 0.67365 
20-May 0.47773 0.77826 0.80451 0.16495 0.76917 0.62859 0.72437 0.37801 0.61094 
20-May 0.43755 0.72846 0.74008 0.27747 0.69499 0.64295 0.7278 0.35923 0.6108 
20-May 0.40316 0.73557 0.72842 0.19104 0.69895 0.67721 0.72385 0.44204 0.69196 
4-Jun 0.12424 -0.0783 -0.0395 0.07181 -0.0188 0.03083 0.09631 0.16055 -0.0005 
17-Jun 0.09789 -0.2646 -0.1934 0.15165 -0.1744 -0.1146 -0.0102 0.13472 -0.0774 
23-Jun 0.20356 -0.1450 -0.0590 0.11937 -0.0637 0.0303 0.09644 0.17616 0.0581 
11-Jul 0.45507 0.1805 0.22023 0.20184 0.20672 0.2971 0.30224 0.16641 0.22872 
5-Aug 0.47075 0.60659 0.63125 0.24295 0.52661 0.57312 0.50382 0.26411 0.57286 
14-Aug 0.51054 0.53874 0.46075 0.07181 0.58419 0.43399 0.39895 0.31549 0.39697 
28-Aug 0.71357 0.44835 0.41253 -0.0323 0.5141 0.20487 0.32437 0.23934 0.24374 
15-Sep 0.73188 0.36271 0.30376 -0.0697 0.44084 0.07866 0.20435 0.05501 -0.0138 
29-Sep 0.70751 0.30672 0.24731 -0.1156 0.37668 -0.0333 0.18011 -0.0226 -0.1234 
20-Oct 0.77905 0.39816 0.35792 -0.0772 0.47549 0.05586 0.21331 -0.0101 -0.0182 
 
 
 
 
 
 
 
 255 
 
Table D.3 (Continued) 
Date 15-Apr 23-Apr 7-May 19-May 19-May 20-May 20-May 20-May 4-Jun 
15-Apr 1 
        23-Apr 0.92793 1 
       7-May 0.51739 0.43966 1 
      19-May 0.72846 0.70145 0.76588 1 
     19-May 0.74941 0.74242 0.72345 0.93254 1 
    20-May 0.73083 0.7469 0.68933 0.92121 0.95402 1 
   20-May 0.74361 0.7892 0.63004 0.83847 0.85455 0.87115 1 
  20-May 0.77101 0.78682 0.69209 0.91462 0.95257 0.93808 0.88472 1 
 4-Jun 0.01489 0.00277 0.39407 0.32938 0.35968 0.3108 0.23188 0.34928 1 
17-Jun -0.1147 -0.1679 0.22819 0.04664 0.0195 -0.0121 -0.0594 -0.0035 0.78063 
23-Jun 0.01449 -0.0374 0.26232 0.14967 0.117 0.08155 0.04387 0.11041 0.77181 
11-Jul 0.28564 0.30606 0.30474 0.36693 0.36403 0.32345 0.29802 0.34335 0.5552 
5-Aug 0.65731 0.71278 0.40211 0.59038 0.62688 0.60553 0.5531 0.59881 0.07681 
14-Aug 0.49354 0.5473 0.38221 0.50949 0.61331 0.62846 0.50606 0.63557 0.26588 
28-Aug 0.30843 0.33715 0.36166 0.47589 0.51779 0.5531 0.42292 0.50408 0.3809 
15-Sep 0.12055 0.17273 0.21621 0.31489 0.33663 0.38617 0.30632 0.32134 0.39921 
29-Sep 0.04084 0.09565 0.1776 0.25613 0.2498 0.32846 0.29394 0.25336 0.38603 
20-Oct 0.16772 0.21818 0.18063 0.36337 0.34269 0.43386 0.35758 0.33373 0.31607 
 Date 17-Jun 23-Jun 11-Jul 5-Aug 14-Aug 28-Aug 15-Sep 29-Sep 20-Oct 
17-Jun 1 
        23-Jun 0.94348 1 
       11-Jul 0.65375 0.76627 1 
      
5-Aug 
-
0.01476 0.15876 0.52767 1 
     14-Aug 0.15375 0.25573 0.51107 0.61726 1 
    28-Aug 0.37484 0.44308 0.59908 0.45033 0.80922 1 
   15-Sep 0.42385 0.4274 0.48327 0.13202 0.51871 0.80738 1 
  29-Sep 0.39789 0.41265 0.47404 0.14638 0.39974 0.68841 0.91067 1 
 20-Oct 0.35059 0.38221 0.49908 0.26957 0.5274 0.75758 0.87418 0.9112 1 
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Table D.4 Details crop growth stages at the time of soil water measurement 
Date of Measurement Crop Status Growth stage Day of measurement 
11 May, 2007 Corn V3 1 
22-May   V5 11 
4-Jun   V7 24 
18-Jun   V9 38 
2-Jul   VT 52 
26-Jul   Dough 76 
28-Aug No crop   109 
21-Sep No crop   133 
3-Oct No crop   145 
17-Oct Winter Wheat Planting 159 
8-Nov   Feekes 1 181 
28-Nov   Feekes 1 201 
10-Dec   Feekes 1 213 
4 Jan, 2008   Feekes 2 217 
5-Feb   Feekes 3 249 
2-Mar   Feekes 4 275 
20-Mar   Feekes 4 293 
2-Apr   Feekes 5 306 
15-Apr   Feekes 6 319 
23-Apr   Feekes 7 327 
7-May   Feekes 8 341 
19-May   Feekes 10 354 
19-May   Feekes 10 354 
20-May   Feekes 10 354 
20-May   Feekes 10 355 
20-May   Feekes 10 355 
4-Jun   Feekes 11 369 
17-Jun   Feekes 11 382 
23-Jun   Feekes 11 388 
11-Jul Soybean   406 
5-Aug     431 
14-Aug     440 
28-Aug     454 
15-Sep     472 
29-Sep     486 
20-Oct     507 
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Table E.1 Pearson correlation coefficients between different variables and yield and 
biomass of corn  
Variable Yield Biomass 
 CORN  
BM 0.93 1.00 
Height (V10)  0.81 0.80 
NDVI 0.60 0.57 
Silt 0.75 0.70 
Clay -0.75 -0.70 
Elevation -0.66 -0.66 
 WHEAT  
BM 0.57 1.00 
Tiller  0.40 0.58 
NDVI 0.43 0.31 
N uptake 0.73 0.72 
Silt 0.05 0.07 
Clay -0.04 -0.02 
Elevation -0.11 -0.10 
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APPENDIX - FIGURES 
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Figure A.1. Spatial distribution of gravimetric soil water content sampled (a) 
at 5 m intervals (b) nested sampling. 
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Figure A.2. Semivariogram of gravimetric soil water content (a) uniform lag 
(b) nested sampling. 
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Figure B.1.Spatial distribution of measured and estimated soil dry bulk density for each 
10 cm soil depth. 
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Figure B.1.Spatial distribution of measured and estimated soil dry bulk density for each 
10 cm soil depth. 
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Figure B.1.Spatial distribution of measured and estimated soil dry bulk density for each 
80-90 cm soil depth. 
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  Figure B.2 a.Calibration curves for different soil depths for location 2 (Approach 1). 
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  Figure. B.2 b. Calibration curves for different soil depths for location 2. (Approach 1)  
y = 0.8797x + 0.041
R² = 0.93
0.1
0.2
0.3
0.4
0.5
(30-40 cm)
y = 1.5664x - 0.1392
R² = 0.94
0.1
0.2
0.3
0.4
0.5
(40-50 cm)
y = 1.6524x - 0.1876
R² = 0.98
0.1
0.2
0.3
0.4
0.5
0.1 0.2 0.3 0.4 0.5
Diviner measured (θv cm
3 cm-3)
(50-60 cm)
  
 G
ra
v
im
et
ri
ca
ll
y
 d
er
iv
ed
 v
o
lu
m
et
ri
c 
w
at
er
 c
o
n
te
n
t 
(θ
v,
 c
m
3
cm
-3
) 
 
 
 266 
 
 
  Figure. B.2 c. Calibration curves for different soil depths for location 2. (Approach 1)  
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Figure B.3. Calibration curves derived for each 10 cm soil layers considering all 
locations in each layer. (Approach 3) 
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Figure. B.3. Calibration curves derived for different soil layers considering all locations 
in each layer. (Approach 3) 
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Figure. B.3. Calibration curves derived for different soil layers considering all locations 
in each layer. (Approach 3) 
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         Figure C.1. Distribution of NDVI aggregated around the access tube at different 
aggregation sizes at V6 growth stage 
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      Figure C.2. Semivariograms of the NDVI collected at V6 growth stage of corn using 
Green Seeker obtained at 2*2, 2*4, 2*6 and 2*8 aggregation sizes.  
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     Figure C.3. Semivariograms of the NDVI values taken at V6 growth stage of 
corn using Green Seeker obtained at 4*2, 4*4 and 4*6 aggregation sizes.  
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Figure C.4. Distribution of NDVI aggregated around the access tube at different  
aggregation sizes at V6 growth stage.  
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Figure C.5. Semivariograms of the NDVI values taken at V6 growth stage of corn using 
Green Seeker obtained at 7*2, 7*4 and 7*6 aggregation sizes.  
 
 
  
0.000
0.010
0.020
Experimental Model
Gaussian
γ = 0.00196+ 0.00968{1-exp[- (h/10.9)2]}
GS 7*2
0.000
0.010
0.020
γ(
h
) 
Gaussian
γ = 0.0061+ 0.0121{1-exp[- (h/34.5)2]}
GS 7*4
0.000
0.010
0.020
0 50 100 150 200 250
Distance (m)
Gaussian
γ = 0.0053+ 0.0094{1-exp[- (h/42)2]}
GS 7*6
 275 
 
 
 
        
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
        
 
         
         
         
         
         
         
         
         
         
         
         
         
         
         
         
   
 
      
Figure C.6. Distribution of NDVI at different aggregation sizes along the transect at V12 
growth stage of corn. 
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        Figure C.7. Semivariograms of the NDVI values taken at V12 growth stage of 
corn using Green Seeker obtained at 2*2, 2*4, 2*6, 2*8 and 4*2, 4*4, 4*6, 4*8 
aggregation sizes.  
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Figure C.8. Semivariograms of the NDVI values taken at V12 growth stage of corn using 
Green Seeker obtained at different aggregation sizes.  
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Figure C.9. Distribution and autocorrelogram of NDVI values taken at VT growth stage 
of corn using hand held Green Seeker.  
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Figure C.10 Cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with final 
above ground dry biomass at harvest of corn at GS 7*2 and GS 7*10 aggregation sizes 
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      Figure C.11. Cross correlograms between NDVI2, NDVIm and NDVId with grain yield at 
harvest of corn at GS 2*10 aggregation size. 
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    Figure C.12. Cross correlograms between NDVI1, NDVI2, NDVIm and NDVId with grain 
yield at harvest of corn at GS 7*10 aggregation size 
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      Figure C.13. Cross correlograms between NDVI1, NDVI2, NDVIm and NDVId 
with plant height 1 of corn at GS 7*10 aggregation size 
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      Figure C.14 Cross correlograms between NDVI2, NDVIm and NDVId with plant height 2 
of corn at GS 2*10 aggregation size 
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Figure C.15. Cross correlograms between NDVI2, NDVIm and NDVId with plant height 
of corn at GS 7*10 aggregation size. 
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Figure D.1 Autocorrelogram of soil water storage at different soil water content 
measuring dates. The dotted line represents 95% significance level. 
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Figure D.2 Cumulative probability function of field mean SWS (a) for 20-50 cm, (b) 50-
80 cm on driest and wettest days of measurement. Numbers refer to measuring locations. 
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Figure D.3 Ranked inter temporal relative deviation from field mean SWS (a) for 20-50 
cm and (b) 50-80 cm. Vertical bars correspond to associated temporal standard deviation. 
Numbers refer to measuring locations. 
41
37
39
42
40
20
38
43
22
36
45
21
26
30
44
13
4
29
28
27
12
32
23
15
10
35
16
18
11
14
34
17
8
24
19
1
7
31
2
3
33
6
9
5
25
-35
-25
-15
-5
5
15
25
M
ea
n
 R
el
at
iv
e 
D
if
fe
re
n
ce
, 
 δ
(%
)
(a)
20-50 cm
37
40
35
18
4
23
22
17
32
10
5
12
36
39
8
42
24
33
34
27
7
38
13
16
2
1
41
31
15
44
26
3
29
6
28
30
45
9
25
43
20
14
19
11
21
-20
-10
0
10
20
30
1 5 9 13 17 21 25 29 33 37 41 45
M
ea
n
 R
el
at
iv
e 
D
if
fe
re
n
ce
, 
 δ
(%
)
Rank
(b)
50-80 cm
 288 
 
 
Figure D.4 Rank ordered mean absolute value of bias error (MABE) for (a) 20-50 cm 
and (b) 50-80 cm depths. Numbers refer to measuring locations. 
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Figure D.5 Distribution of (a) Sand, (b) Silt and (c) Clay in 0-15 cm depth and the 
corresponding auto correlogram of (d) Sand, (e) Silt and (f) Clay in 0-15 cm depth. 
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Figure D.6 Distribution of (a) Sand, (b) Silt and (c) Clay in 30-60 cm depth and the 
corresponding auto correlogram of (d) Sand (e) Silt and (f) Clay in 15-30 cm depth.    
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Figure D.7 Distribution of (a) Sand (b) Silt and (c) Clay in 30-60 cm depth and the 
corresponding auto correlogram of (d) Sand (e) Silt and (f) Clay in 30-60 cm depth.    
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Figure D.8 Distribution of (a) Sand (b) Silt and (c) Clay in 60-90 cm depth and the 
corresponding auto correlogram of (d) Sand (e) Silt and (f) Clay in 60-90 cm depth.    
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Figure D.9 Cross correlogram of total soil water storage at different soil water content 
measuring dates versus elevation. The dotted lines represent 95% significance level. 
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Figure E.1 Cross correlation function of corn yield with (a) biomass (b) plant height at 
V10 (c) NDVI (d) silt (e) clay (f) elevation. Broken lines show 95% confidence intervals. 
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Figure E.2 Cross correlation function of corn biomass with (a) silt (b) clay (c) elevation 
(d) plant height and (e) NDVI. Broken lines show 95% confidence intervals. 
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Figure E.3 Cross correlation function of wheat grain yield with (a) NDVI (b) tiller 
Broken lines show 95% confidence intervals. 
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Figure E.4 Cross correlation function of wheat biomass with (a) NDVI (b) BI (c) tiller 
and (d) plant N uptake. Broken lines show 95% confidence intervals. 
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