Introduction
A famous conjecture of Artin (1927) [3, 9] asserts that for every non-zero rational number t the set of prime numbers q for which t is a primitive root possesses a density inside the set of all prime numbers. The original conjecture included a formula for this density, but calculations by Lehmer [14] indicated that this formula must be wrong. A corrected version of the conjecture [31, Intr., Sect. 23; 2, Intr.] was proved by Hooley [11, 12] under the assumption of certain generalized Riemann hypotheses.
In this paper we are concerned with a generalized form of Artin's conjecture, which recently arose in connection with Euclid's algorithm [23, 30, 19] and the construction of division chains [5, 20] in global fields. Our main contribution is a necessary and sufficient condition for the conjectural density of the set of primes in question to be non-zero. As an application of this result we prove a theorem about the existence of a euclidean algorithm in rings of arithmetic type. For an application to arithmetic codes we refer to [15] .
We discuss the various ways in which Artin's conjecture has been generalized.
First, instead of the rational numbers one can "consider an arbitrary global field K, as in [3] . Prime numbers are then replaced by non-archimedean prime divisors p of K.
Secondly, a congruence condition can be imposed on these primes [30, 19] . This is even of interest in the case K = Q: for example, among all primes for which 27 is a primitive root there are no primes which are -1 mod 4, while, conjecturally, there are infinitely many which are 1 mod4. Using class field theory we can formulate such a congruence condition on p as a condition on the Artin symbol (P, F/K), for some finite abelian extension F of K. Thus, in the given example, the condition q --1 mod 4 is equivalent to the requirement that
(q,Q(i)/Q) is the non-identity element of the Galois group Gal(Q(/)/Q). A
further generalization is achieved if we replace F by an arbitrary finite Galois extension of K, and the Artin symbol by the Frobenius symbol.
The third generalization is due to Cooke and Weinberger [5] . The condition that the non-zero element t of K is a primitive root mod p can be reformulated as follows: if (t) denotes the subgroup of the multiplicative group K* of K generated by t and/~p the residue class field at p, then the map (t) ~/~* should be defined and surjective. The generalization consists in replacing (t) by an arbitrary finitely generated subgroup W c K*. In the applications one often takes W to be the group of units of a suitable subring of K.
A fourth generalization which has been considered [14, 17, 5] consists in weakening the condition that W~/s be surjective. Instead, one requires that the index of the image of W in /s divides some fixed positive integer k.
Other types of generalizations, not considered here, can be found in [6] [7] [8] 16] ; compare also Section 8.
We refer to Section 2 for the precise formulation of the generalized conjecture, and its heuristic derivation. Not surprisingly, the various generalizations do not affect the status of the conjecture: in the function field case it is a theorem, and in the number field case it is true modulo certain'generalized Riemann hypotheses. This is shown in Section 3, by a trivial reduction to results of Bilharz and Queen [3, 19] and Cooke and Weinberger [-5] .
In the applications of the conjecture it is obviously relevant to know under which conditions the conjectural density vanishes. This problem is less trivial than in the case of Artin's original conjecture, since our formula is an infinite sum rather than an infinite product. Our solution is stated in Section 4, and the proof occupies Sections 5, 6 and 7.
In Section 8 we mention various problems to which our results apply. The application to Euclid's algorithm is considered in detail in Section 9.
Notations
In this paper K is a global field, i.e. a finite extension of the rational number field Q or a function field in one variable over a finite field. In the first case we simply call K a number field, we denote by A/( its discriminant over Q, and we put p= 1. In the second case, K is called a function field, and p denotes its characteristic.
Throughout this paper we use the letters m, n, d, possibly with subscripts, to denote squarefree integers >0 which are relatively prime to p, also at places where this is not explicitly required. Similarly, by l we always mean a prime number different from p. The functions of Moebius and Euler are denoted by kL and q~, respectively; q[r means that q divides r, and q,~r has the opposite meaning. The number of elements of a set S is denoted by ~ S.
Let R be a ring. Then R* is its group of units, R *q is the subgroup of q-th powers, and if tER* then (t) is the subgroup generated by t. The ring of integers is indicated by Z, and Fq is a finite field of q elements.
The restriction of an automorphism a of a field L to a subfield /2 of L is denoted by atE. If L/E is a Galois extension, then GaI(L/E) is its Galois group, and idL is the identity automorphism of L. The composite of two fields L 1 and L 2 is denoted by L 1 9 L 2. By (q we mean a primitive q-th root of unity.
A prime p of K is a non-archimedean prime divisor of K. 
(the sums in the denominators are over all primes p of K). Generally, 
The Generalized Conjecture
Let there be given a global field K, a finite Galois extension F of K, a subset C~Gal(F/K) which is a union of conjugacy classes, a finitely generated subgroup WcK* of rank r>l modulo its torsion subgroup, and an integer k>0 which is relatively prime to p. We are interested in the set M = M(K, F, C, W,, k) of primes p of K which satisfy the following conditions: 
Notice that only finitely many p are excluded by (2.6) and (2.7). Some condition on p is necessary: -7 is a primitive root mod 2, but (2, Q(I/C~)/Q) = {idQ{v-=-~}.
Proof of (2.5). "If". If the index of O(W) in K* does not divide k, then for some prime number l it is divisible by q(1); notice that the index is relatively prime to p, since ~/~* is. That means But, since p satisfies ordp(l. 1)=0 and ordp(w)=0 for all weW, by (2.9) and (2.6), these conditions simply express that p splits completely in The principle of inclusion and exclusion [22] gives 
This proves (2.14).
Remark. It follows that
since the sum is absolutely convergent, as can be proved by the methods of Sections 5 and 6. The formula leaves something to be desired, since it does not even enable us to answer the question of when a = 0. We return to this question in Section 4. It will turn out that the definition of a is a handier tool than formula (2.15). We use "GRH" as an abbreviation for the Riemann hypotheses mentioned in (3.1). In the function field case "GRH" refers to an empty set of hypotheses. We refer to [27, 12] for a method to find, in the number field case, a smaller set of Riemann hypotheses which is also sufficient for the validity of (2.3).
The Status of the Conjecture
Proof of (3.1) . First let K be a function field. In this case Bilharz [3] proved the original conjecture-i.e., F = K, C--{idr}, W infinite cyclic, k = 1 -modulo certain Riemann hypotheses for function fields, which were later shown by Weil to be correct [28, 4] . From what Bilharz actually proved [3, p. 485 , italicized] it is not hard to derive the more general conjecture. Compare also the details given by Queen [19] . This finishes our discussion of the function field case.
Next let K be a number field, and assume GRH. Then, according to Cooke and Weinberger [5, Theorem 1.1], Conjecture (2.3) is true at least in the case F =K, C= {idK}. Thus, to prove (3.1) it suffices to prove the following lemma.
is true in the case F = K, C = {idr}, then it is generally true.
Proof. Let M = M(K, F, C, IV,, k) be as in Section 2, and put
We define a as in (2.2), and a' denotes the Corresponding quantity for M'. We must prove: if d(M') exists and equals a', then d(M) exists and equals a.
To see this, let C" be the complement of
and let a" correspond to M". Then one easily sees that a' = a + a".
Also, M' differs by only a finite set from the disjoint union MwM", so
d_(M')<d (M)+d+(M").
But, by assumption, d_(M')=d(M')=a', and from (2.4) it follows that d+(M")<a". 
The Non-Vanishing of the Density

Conversely, if such a a exists and GRH is true, then M is infinite and d(M) > O.
Proof If no such a exists then by (4.1) there exists n with a, = 0, so Cn =~l. Then the set (2.12) is empty, so M n is finite, and the same is then true for M. Conversely, if such a exists and GRH is true, then a>0 by (4. 
Proof of (4.5): the Number Field Case
In this section we assume that K is a number field. Since K ((q(l) ) has an abelian Galois group, the splitting field of X~-w is not contained in K((~)). We conclude that w is no l-th power in K((q~,)), thus establishing that (5.5) is injective.
An easy inductive argument now shows that the natural map w/wq~t~ N'cK((q,) ), which by (5.7) implies that N'/K is ramified at every prime p lying over l (i.e., for which ordp(/)>0). On the other hand, N'cLd. Proof of (4.5) in the Number Field Case. Suppose a,4=0 for all n. We prove that a~0. Let l and d be as in (5.6). Then (5.6), the definition of C,, and (5.2) give From (5.10) and r> 1 it is clear that the infinite product converges and is nonzero. So a.#:0 indeed implies that a4=0. This proves (4.5) if K is a number field.
Proof of (4.5): the Function Field Case
In this section K is assumed to be a function field, and we denote by P the free abelian group P=(~)Z, the direct sum ranging over all primes p of K. There is a natural group homomorphism K*--*P mapping x to (ordo(x))~, and the kernel of this map is finite, consisting of the non-zero constants in K. (6.10). We have:
Multiplying by [F. Ln: K] we obtain (6.10).
(6.11). Let G = Gal(K(~q~m))/K). This is a cyclic group, since ~q~m) lies in a finite subfield. Define the subgroups H~, H2, H of G by n~ = Gal(K((q~)/K((qo~,~)), i= 1, 2, n = Gal(K(~q~,n))/F" L n ~ K(~q~m))).
Since m is squarefree, we have (m~,m2)= 1 so K(~qt,n~) ).K(~q~m~))=K(~tm)) and H 1 (3 H 2 = {idKt~.,)}. But G is cyclic, so ~r and ~H 2 are relatively prime. Then also the index of H in H. H~ is relatively prime to the index of H in H. H2, so
H.HtnH.H2=H.
In terms of fields, this means (F. L. c~ K((q(m~)))" (F" L. n K(~q(m~))) = F. L. ~ K((q(m) ).
By (6.9), this is equivalent to (6.11) . This proves (6.5).
(6.12) Lemma. Let f, g be two functions defined on squarefree integers such that
for all d, and such that
16) g(dld2)=least common multiple of g(dO and g(d2)
for all dl, d2 with (dl, d2) = 1. Then for all m we have
Proof See [10, 21] . This proves (6.12). Proof of (4.5) in the Function Field Case. Let n be as defined in (6.5). We prove that a n ~ 0 implies that a 4= 0. Let m be relatively prime to n. For zsC,, define Applying the principle of inclusion and exclusion as in (2.14) we find that
(6.17) Lemma. Let s be an integer, s > 1, and for any integer u > 0 relatively prime to s let e(u) be the smallest integer t > 0 with s t
Cm(Z)={a~GaI(F'L,m/K): (alF'L,)=z, and (~rlL34:idL, for all lira}, am(Z) =~Cm(Z)/[F" L.m:K], a(z)
=
#(d). c(z, d) amiz)= E ff: iK--] aim
which by (6.10) is equal to
#(d). c(z, d). q(d)-" IF Ln: K]'d~lm
We are in a position to apply Lemma(6.12). Conditions(6.13) and (6.14) are obviously satisfied, and (6.15) is clear from (6.18). To prove (6.16), let Q be the largest finite field contained in F. L,, and notice that
We conclude that
The infinite product I-g~) >0, as required. This proves (4.5).
Proof of Theorem (4.1)
In this section, h is as defined in (4.1). 
F((h,~t):F((h) ] is relatively prime to l, it must actually have a zero in F((h). But F((h) is normal over K, so it now follows that all zeros of Xl-v are in F((h). Therefore (t~F((h), SO (7.2) gives LlcF((h). This proves (7.1).
Proof of(4.1). We must prove that (4.4) implies (4.3). So let m be the product of those l for which Ll~F((h); then (4.4) means that Cm~:~J. We prove that this implies Cn4:~t for every multiple n of m. Then an4:0 for all n, which is (4.3).
The proof that C~ ~1 is by induction on the number t of primes dividing n/m. This proves Theorem (4.1).
Examples
Let q be a prime number, and let g be an integer. We say that g is a Fibonacci primitive root [24, 1] modulo q if g is a primitive root mod q and satisfies the congruence g2 = g + 1 mod q. The following theorem was predicted by Shanks [241. 7hen the set of prime numbers q for which (8.4) We remark that the if-part of (8.3) can be proved directly, using nothing more than quadratic reciprocity; in fact, one finds that in each of the situations (8.6), (8.7) and (8.8) the set of primes in question either is empty or only contains the prime number 2. But the advantage of our approach is that one need not know beforehand the list of exceptional situations: they are just the obstructions encountered during the construction of a, and if in all other situations a can be constructed one knows that the list is complete (mod GRH).
Using (5.11) it is possible to derive a formula for the conjectural density of the set of prime numbers satisfying (8.4) and (8.5) . In each case the result is a rational number times Artin's constant (8.2).
The same remarks apply to other sets of primes of a similar type. For example, we can consider the prime numbers q with the property that a given rational number t 4= 0 has residue index k modulo q; i.e., the subgroup generated by (t mod q) should have index k in F*. Here k is a given integer > 1. The set of such q is a subset of M(Q, Q, {idQ}, (t), k) since here it is only required that the residue index of t divides k. To force equality, we also require that k divides the residue index, i.e. that q splits completely in F -----Q((k, tug) 9 This leads to the set
Applying (4.6) one finds that M is finite if and, modulo GRH, only if one of the following conditions is satisfied, with t and d(t) as in (8. We can combine the various requirements. Thus, with b, c, t, k as before, we can consider the set of prime numbers q satisfying q=bmodc, t has residue index k modulo q.
This set differs by only finitely many elements from
M=M(Q,F, C,(t),k)
where F = Q ((r (k, tl/k) and where C consists of those automorphisms a of F for which
(so ~ C < 1). It is again possible, by a straightforward but tedious analysis, to find the complete list of obstructions preventing M from being infinite (rood GRH). For more details on a similar example, related to arithmetic codes, we refer to [15] .
In the next section we apply our results to prove a theorem about euclidean rings. Another application of the same type is found at the end of Cooke's and Weinberger's paper [5] . Further, our Corollary (4.8) can be used to improve slightly upon a result of Queen [20, Th. 1] .
To finish this section we mention some sets of prime numbers to which our results do not immediately apply. Most of these can be dealt with by small modifications of our method, and in case (8.16) the GRH can even be dispensed with. The set of primes q for which 2 is a primitive root modulo q2
The set of primes q for which the residue index of 2 is a power of 2.
The set of primes q for which the residue index of 2 is squarefree (cf. [6] ).
The set of primes q for which both 2 and 3 are primitive roots (cf. [16] ).
The set of primes q for which a given positive integer t is the smallest positive integral primitive root (cf. [11] ).
Euclid's Algorithm
Let K be a global field, and let S be a non-empty set of prime divisors of K, containing the set So of archimedean prime divisors of K. We denote by R s the ring of S-integers in K:
Thus, ifK is a number field and S = S~o, then R s is the ring of algebraic integers in K.
We ask under which conditions there exists a euclidean algorithm on Rs, i.e. a function $: R s -{0}~Z>__o such that for all b, ceRs, c4:0, there exist q, r~Rs with b--qc+r, r=0 or ~k(r)<~k(c).
If such a ~O exists, we call Rs euclidean. It is well known that a necessary condition for Rs to be euclidean is that it is a principal ideal ring. If R s is euclidean, then its smallest algorithm O is defined by 0(x)=min{~O(x): $ is a euclidean algorithm on Rs}.
It is easily verified that 0 is indeed a euclidean algorithm on Rs, cf. [231.
IfS has precisely one element, then R s is euclidean if and only if it is isomorphic to one of the rings where q~F4, qCF2. These results can be found in [23, 19] . In the case ~S > 2 we have the following theorem. The Riemann hypotheses mentioned in this theorem will again be denoted by "GRH".
The function field case of (9.1) is due to Queen [19] . In the number field case only a partial result was known: Weinberger [30] In the rest of the proof let 0 be defined by (9.2), and assume GRH. We must prove that ~ is a euclidean algorithm on Rs. Let Dividing b and c by their greatest common divisor-they have one, since Rs is a principal ideal ring -we may suppose that (b, c) = 1. Further, replacing S by a finite subset which also yields a principal ideal ring and gives the same value for 8(c), we may suppose that 2 < ~S < oo.
If 0(c)=0, then ceR*, so we can take r=0. If 0(c)= 1, then c is a prime element: Rsc=p, and np= 1. Then the mapR~-~ I(*_~(Rs/Rsc)* is surjective, so we can find reR~ with r=-bmodRs c. Clearly,
Off) = 0 < 1 = O(c).
If 8(c)> 3, then a suitable generalization of Dirichlet's theorem on primes in arithmetic progressions [13] tells us that every residue class in (Rs/Rsc)* contains infinitely many prime elements. In particular, the residue class b +Rsc contains a prime element r, and then we have 3(r)< 2 < 3 < 8(c).
We are left with the case O(c)= 2. It would, in this case, be sufficient to find a prime r of K, rr with the following two properties: Using class field theory [13] we translate the condition (9.4) into one of the type "(p, F/K)c C', as follows. For F we take what has been called the S-ray class field with modulus c. More precisely, F is the class field of K with respect to the smallest group of divisors with modulu's Rsc which contains all non-archimedean peS. We call this group of divisors H. Properties of F are: (9.5) F/K is abelian, (9.6) the conductor of F/K divides Rsc, (9.7) all peS split completely in F, and moreover F is the largest field with these properties, inside an algebraic closure of K; cf. [5] .
Let I denote the group of divisors generated by all p not occurring in Rs c, and let P be the subgroup {(x): xeK*, (x)eI}. Since R s is a principal ideal ring, we ban write any element of I as the product of an element of P and a factor 1-I t ~ peS m(p) EZ, the product ranging over the non-archimedean 0eS. The latter factor is an element of H, so I = P. H. Translating this statement on divisor groups into one about their class fields, we find that where F"={xeF: a(x)=x}. To finish the proof of (9.1) it suffices to derive a contradiction from (9.11) .
In the function field case we are immediately done. Namely, the definition of L makes it clear that L JK can only ramify at primes in S, if K is a function field; but F/K is unramified at these primes, by (9.6) or (9.7), so we can only have (9.11) ifL JK is totally unramified. By (9.8) this implies L,= K, which is absurd, since R~ contains elements which are no/-th powers in K.
In the remainder of the proof we therefore assume that K is a number field. The only reason that the preceding argument does not apply is that L z/K may ramify at primes dividing I. On the other hand, F/K only ramifies at primes dividing Rsc, so (9.12) there exists a prime I~S with ordi(c)>0 and ordi(/)>0. By (9.5) and (9.11), the field L t is abelian over K. Since R* contains elements which are no l-th powers in K, this implies First let Rs c = 1, nl = 2. Since ord~(/) > 0, the characteristic of the field Rs/I equals l, so J~(Rs/l)* = l I -1 for some integer f > 0. By (9.11) and (9.9) it follows that [Lz: K] divides I y-1, contradicting (9.14). Fix i, 1 <i< t, for the moment. Since F/K is unramified outside I, by (9.6), we have ordp(x~)=-0 mod I for all primes p 4= I of K. But Rs is a principal ideal ring, so modifying x i by an/-th power we can achieve that ordp (Xl)=0 for all p~Sw {1}, 0 < ordl(x~) < 1-1.
We claim that ord~(xi)=0. In fact, if l<ordi(xi)<l-1 then a strictly local computation shows that the l-component of the discriminant of K(x 1/t) over K equals I ~-1 § t.ord~. The conductor-discriminant product formula then implies that the I-component of the conductor of K(x~/~)/K is equal to 11 § t.ordt~l~/t~-1~. On the other hand, from K(x~/l) c F and (9.6) we know that this conductor divides Rs c = 12.
Therefore 1 +l. ordt(/)/(/-1)<2, which is impossible. This proves our claim that ord,(Xl) = 0. We now have ordp(x~)=0 for all pr so xieR'~ for all i. By (9.15) this yields
FcK(R*I/t)=Lz
and combining this with (9.11) we find that FcLtcF'cF, so F=LI=F ~ and a is the identity automorphism of F. This is no contradiction, but it solves our problem:
namely, a = idF means, by definition of a, that (b + Rs. c) is in the image @(R~) of R~', so there exists reR~ with feb +Rsc, and then O(r)=0 < 2 =O(c), as required. This proves (9.1). 
