This paper studies the problem of blind source separation (BSS) under ths assumption that the source signals are cyclostationary. Attention is restricted lo methods based on second-order cyclostationary statistics (SOCS). Necessary and sufficient conditions for SOCSbased idmtifiability and SOCS-based separability are presented.
INTRODUCTION
Blind sorirce separation has recently become an intense research topic in many applications which involve multi-sources and multisensors. A basic model for BSS is that of m statistically independent signals whose n (possibly noisy) linear combinations are observed. Given these obsemtions, BSS aims to estimate both the structure of the linear combinations and the source signals. For BSS to be possible, something extra must be known about the source signals. In this paper the extra assumption is that the source signals are cydosrurionary [I] . This assumption is reasonable since many man-made signals encountered in communications, telemetry. radar and sonar systems are cyclostationary. The rest of this paper is organized as follows. Section 2 indicates some deiinitions and introduces the problem of BSS together with relevant hypothesis. In section 3, a necessary and sufficient condition for WSS using a set of cyclic correlation coefficients is given. Under this condition, two separation criteria are introduced. first in the case of sources with distinct cyclic frequencies. then in the general case of sources sharing same cyclic frequencies. In section 4. we consider the case where only one or a few signals are of interest. Condition for partial identifiability. separation criteria, and new non-iterative separation algorithms are given. In section 5, new iler;*tive and adaptive optimization algorithms for BSS using SOCS =e presented. Simulation results are given in section 6.
PROBLEM FORMULATION
Assume that m source signals impinge on an array of n sensors where n 2 m. The output of each sensor is modelled as a weighted sum of the source signals conupted by additive noise, i.e. 
By(t) = PAs(t)
where P is a permutation matrix and A a unitary diagonal matrix.
Note that if all sources have distinct cyclic frequencies then the numbering of signals is possible according to the numbering of the cyclic frequencies.
CONDITION FOR IDENTIFIABILITY
Recall that pi(^) is the cyclic autocorrelation function of the ith source signal. For a given set of non-zero time lags TI, . . . , TK the 1 x (K + 1) cyclic autocorrelation vector pi is defined to be
e J D m t ] x ( t + T ) x * (~) )
The following is a necessary and sufficient condition for BSS using only the cyclic correlation m-atrices at time lags 0, n , . . . , TK. The sufficiency of the above condition follows from Theorems The following theorem gives a separation criterion for when
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the source vcctor has distinct cyclic frequencies. 
Si(7) =< S i ( t + T)s:(t)e'Pi~ :
Then it can be shown that (2) is equivalent to C ; unitary and
. , TK where the superscript H denotes the complex conjugate transpose of a matrix. We can then conclude that C, = P A where P is a permutation matrix and 0 'Note that with Ihe scalingconvention S(0) = I. pi and pj are linearly A a unitary diagonal matrix by using Theorem 2 of [6] .
CONDITIONS FOR PARTIAL IDENTlFlABLLlTY
This section generalizes the results of the previous sectlon to when only certain sources are to be separated. We first assume that the source signals have distinct cyclic frequencies. Let bi be an n x 1
vector. Analogously to Theorem 1. it can be shown that the scalar random variable z,(t) = btx(t) is an estimate of 3 i ( t ) (that is.
bf As(t) = as, (t) for some unit-nom scalar n) if and only if the following two conditions hold.
(3)
This leads to the following theorem for separating a single source signal when each source has a distinct cyclic frequency. The following result is an extension of Theorem 2 and can be proved in a similar fashion. Let z z ( t ) = BYx(t) be a di x 1 random vector satisfying
zi(t)a:(t)
C'Ojt = 0 ( 5 ) (6) ( z i ( t + k ) z f ( t ) e J o i ' ) is diagonal (7) fork = T~, " . , T X . Then z , ( t ) is an estimate of si(t) (that is. BvAs(t) = PAsi(t) where P is a permutation matrix and A a non-singular diagonal matrix). This leads to the following result: Theorem 4 Define the marrir B ; = R-H/aU+Vi where R-'" is defined as in Theorem 3. Ui is an m x di matrix whose colwhere k Er< x ( t ) x ' ( t ) coj+pi eJBjr >, and Vi is a di x d, unitan, matrix that jointly dragonalizes2 the matrices M i ( k ) for a n d R i ( k ) *f< x(t+k)x'(t)eJP*' >. Then B. separafesout the source signals wirh common cyclic frequency pi, that is, zi (1) =
Brx(t) isan estimoteofs,(t).
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We seek to solve (5-7). Observe that (5) and (6) 
IMPLEMENTATION
The algorithmic implementations of Theorems 3 and 4 can be obtained easily from the theorems themselves. This section derives an iteratwe optimization algorithm based on Theorem 2. Then, its adaptive version is developed. The implementation of Theorem 1 follows rzadily from this because Theorem 1 is essentially Theorem 2 wi'h K = 0.
Batch Algorithm
Based on Theorem 2, we define the following contrast function 
z ( P + l ) ( t ) = (I+ P ) Z ( P ) ( t )
At iteralionp the matrix d p ) = [~{ ; ) ] l < i , j <~ is determined from a local linearization of G(Bx(t)). It is an approximate Newton technique with the benefit that e(") is simple to compute (no Hessian invtmion) under the additional assum tion that B(p) is close to a separating matrix. The derivation of c & ) is now given.
At the pth iteration we approximate r$)(r) ef ( z y ) ( t + r )
by its sample estimate
where T is the number of observations. When pi = Qj, by using Ilere, We(z) and Sm(s) denote the real and imaginary pans of z.
A solution of the LS minimisation problem is where the superscript # denotes the pseudo-inverse of a matnx Similarly for a = j we obtain When pi # we can further simplify (13) by using the fact that l ( z y ) ( t + k)zy)*(t)eJB;')/ << 1. The approximation be- 
Adaptive Algorithm
Now, to derive an adaptive version of the above batch algorithm we replace in the above formulae the iteration index p by the time index t and estimate adaptively the correlation coefficients T $ ) ( k ) . The adaptive algorithm of Theorem 2 can be summarized as follows: At time instant t + 1 Update the matrices R i ( k ) = (z(t + k)zC(t)eJBi') with k : = O , n , . . . ,TK and i = 1 , 2 , . . . ,m, using the following averaging technique:
where At is a decreasing and positive sequence. Note that rii)(k) is the (i? j)-th entry of R{')(k).
Estimate E('+') using the updated correlation coefficients The batch (resp. adaptive) algorithms derived from Theorem 1 and Theorem 2 are called BTHl and BTH2 (resp. ATHl and ATH2) for convenience. Similarly, the batch algorithms based on Theorem 3 and Theorem 4 are labeled as BTH3 and BTH4. For batch algorithms, the snapshot size is T = 1000 samples.
The signal to noise ratio is defined as SNR=-1010gi,02, where U ' is thr: noise variance; the noise covariance is assumed to be of the form R, = ~~u~Q Q~/~~Q~~~, where Q is given by Q i j = 0.91i-". The number of time lags (for separation of colored stationary sources) is chosen as K = 3. The mean rejection level (6) is estimated by averaging 50 independent trials.
We use BTHl. ATHl and BTH3 (resp. BTH2. ATHZ and BTH4) to perform the BSS of temporally white (resp. colored) cyclostarjonary sources. Figures 1,2, and 3 show the performances of BTHl and ETH2. ATHl and ATH2, and BTH3 and BTH4, respectively. They illustrate the effectiveness of the proposed algorithms. 
