The hypothalamic-pituitary-adrenal (HPA) axis is a neuroendocrine system that regulates numerous physiological processes. Disruptions in the activity of the HPA axis are correlated with many stress-related diseases such as post-traumatic stress disorder (PTSD) and major depressive disorder. In this paper, we characterize "normal" and "diseased" states of the HPA axis as basins of attraction of a dynamical system describing the inhibition of peptide hormones such as corticotropin-releasing hormone (CRH) and adrenocorticotropic hormone (ACTH) by circulating glucocorticoids such as cortisol (CORT). In addition to including key physiological features such as ultradian oscillations in cortisol levels and self-upregulation of CRH neuron activity, our model distinguishes the relatively slow process of cortisol-mediated CRH biosynthesis from rapid trans-synaptic effects that regulate the CRH secretion process. Crucially, we find that the slow regulation mechanism mediates external stress-driven transitions between the stable states in novel, intensity, duration, and timing-dependent ways. These results indicate that the timing of traumatic events may be an important factor in determining if and how patients will exhibit hallmarks of stress disorders. Our model also suggests a mechanism whereby exposure therapy of stress disorders such as PTSD may act to normalize downstream dysregulation of the HPA axis. 4 secretion of glucocorticoids hormones (CORT) -cortisol in humans and corticos-5 terone in rodents -by the adrenal gland. The adrenal gland is one component 6 of the hypothalamic-pituitary-adrenal (HPA) axis, a collection of interacting neu-7 roendocrine cells and endocrine glands that play a central role in stress response. 8 The basic interactions involving the HPA axis are shown in Fig. 1. The paraven-9 tricular nucleus (PVN) of the hypothalamus receives synaptic inputs from various 10 neural pathways via the central nervous system that are activated by both cog-11 nitive and physical stressors. Once stimulated, CRH neurons in the PVN secrete 12 Kim et al. Page 2 of 30 corticotropin-releasing hormone (CRH), which then stimulates the anterior pitu-13 itary gland to release adrenocorticotropin hormone (ACTH) into the bloodstream. 14 ACTH then activates a complex signaling cascade in the adrenal cortex, which ulti-15 mately releases glucocorticoids (Fig. 1B). In return, glucocorticoids exert a negative 16 feedback on the hypothalamus and pituitary, suppressing CRH and ACTH release 17 and synthesis in an effort to return them to baseline levels. Classic stress responses 18 include transient increases in levels of CRH, ACTH, and cortisol. The basic compo-19 nents and organization of the vertebrate neuroendocrine stress axis arose early in 20 evolution and the HPA axis, in particular, has been conserved across mammals [1]. 21 Figure 1 : Schematic of HPA axis. (A) Stress is processed in the central nervous system (CNS) and a signal is relayed to the PVN in the hypothalamus to activate CRH secretion into the hypophyseal portal system. (B) CRH diffuses to the pituitary gland and activate ACTH secretion. ACTH travels down to the adrenal cortex to activate cortisol (CORT) release. Cortisol inhibits both CRH and ACTH secretion to downregulate its own production, forming a closed loop. In the pituitary gland, cortisol binds to glucocorticoid receptors (GR) (yellow box) to inhibit ACTH and self-upregulate GR production. This part of the axis comprises the PA subsystem. (C) Negative feedback of cortisol affects the synthesis process in the hypothalamus, which indirectly suppresses the release of CRH. External inputs such as stressors and circadian inputs directly affect the release rate of the CRH.
where C(T ), A(T ), and O(T ) denote the plasma concentrations of CRH, ACTH, 
Walker et al. [13] show that for fixed physiological levels of CRH, the solution to 148 Eqs. 2, 4 and 5 leads to oscillatory A(T ), O(T ), and R(T ). In order to describe the 149 observed periodic cortisol levels in normal and diseased states, the model requires 150 two oscillating stable states. We will see that dual oscillating states arise within 151 our model when the delay in ACTH-mediated activation of cortisol production is 152 coupled with other known physiological processes. terminal of CRH neurons, which occur over millisecond to second timescales. 160 To model the synthesis and release process separately, we distinguish two com-161 partments of CRH: the concentration of stored CRH within CRH neurons will be 162 denoted C s (T ), while levels of released CRH in the portal vein outside the neurons 163 will be labeled C(T ) (Fig. 1C ). Newly synthesized CRH will first be stored, thus 164 contributing to C s . We assume that the stored CRH level C s relaxes toward a target 165 value set by the function C ∞ (O):
Here, T C is a characteristic time constant and C ∞ (O) is the cortisol-dependent 167 target level of stored CRH. Eq. 6 also assumes that the relatively small amounts of 168 CRH released into the bloodstream do not significantly deplete the C s pool. Note 169 that the effects induced by changing cortisol levels are immediate as the production at the axonal terminals. To best of our knowledge, there are currently no such 177 measurements available, so we base our estimation on mRNA level measurements. 178 We believe this is a better representation of releasable CRH than hnRNA levels since 179 mRNA synthesis is a further downstream process. Previous studies have shown that 180 variations in CRH mRNA due to changes in cortisol levels take at least twelve hours 181 to detect [32] . Therefore, we estimate T C 12hrs = 720min. The negative feedback 182 of cortisol on CRH levels thus acts through the production function C ∞ (O) on 183 the relatively slow timescale T C . To motivate the functional form of C ∞ (O), we 184 invoke experiments on rats whose adrenal glands had been surgically removed and 185 in which glucocorticoid levels were subsequently kept fixed (by injecting exogenous 186 glucocorticoid) for 5-7 days [22, 33] . The measured CRH mRNA levels in the PVN 187 were found to decrease exponentially with the level of administered glucocorticoid 188 [22, 33] . Assuming the amount of releasable CRH is proportional to the amount of measured intracellular CRH mRNA, we can approximate C ∞ (O) as a decreasing 190 exponential function of cortisol level O. 192 To describe the CRH secretion, we consider the following three factors: synaptic 193 inputs to CRH cells in the PVN, availability of releasable CRH peptide, and self-194 upregulation of CRH release. 195 CRH secretion activity is regulated by synaptic inputs received by the PVN from multiple brain regions including limbic structures like the hippocampus and the amygdala, that are activated during stress. It has been reported that for certain types of stressors, these synaptic inputs are modulated by cortisol independent of, or parallel to, its regulatory function on CRH synthesis activity [34] . On the other hand, a series of studies [35] [36] [37] showed that cortisol did not affect the basal spiking activity of the PVN. We model the overall synaptic input, denoted by I(T ) in Eq. 1, as follows
Secretion of CRH
where I base and I ext (T ) represent the basal firing rate and stress-dependent synaptic 196 input of the PVN, respectively. As the effect of cortisol on the synaptic input during 197 stress is specific to type of stressor [38] [39] [40] , we assume I ext (T ) to be independent 
210
Combining all these factors involved in regulating the secretion process, we can 211 rewrite Eq. 1 by replacing f C (O) with h(C s )g C (C) as follows characterized by the following system of delay differential equations:
The parameters K A,R represent the level of A and R at which the negative or 230 positive effect are at their half maximum and 1−µ R represents the basal production 231 rate for GR when OR = 0.
232
Of all the processes modeled, we will see that the slow negative feedback will 233 be crucial in mediating transitions between stable states of the system. , h(C s ), and g C (C), respectively, and will be chosen phenomenologically to
The form of c ∞ (o) is based on the above-mentioned exponential relation observed 248 in adrenalectomized rats [22, 33] . The parametersc ∞ and b represent the minimum 249 dimensionless level of stored CRH and the decay rate of the function, respectively.
250
How the rate of CRH release increases with c s is given by the function h(c s ). Since 251 the amount of CRH packaged in release vesicles is likely regulated, we assume 252 h(c s ) saturates at high c s . The choice of a decreasing form for c ∞ (o) implies that 253 increasing cortisol levels will decrease the target level (or production rate) of c s in 254 Eq. 14. The reduced production of c s will then lead to a smaller h(c s ) and ultimately 255 a reduced release source for c (Eq. 15). As expected, the overall effect of increasing 256 cortisol is a decrease in the release rate of CRH. Finally, since the upregulation of 257 CRH release by circulating CRH is mediated by binding to CRH receptor, g c (c) 258 will be chosen to be a Hill-type function, with Hill-exponent n, similar in form to 259 the function g R (OR) used in Eqs. 13 and 18. The parameter 1 − µ c represents the 260 basal release rate of CRH relative to the maximum release rate and q −1 1 represents 261 the normalized CRH level at which the positive effect is at half-maximum.
262

Fast-slow variable separation and bistability 263
Since we assume the negative feedback effect of cortisol on synthesis of CRH operates 264 over the longest characteristic timescale t c in the problem, the full model must be 265 studied across two separate timescales, a fast timescale t, and a slow timescale 266 τ = t/t c ≡ εt. The full model (Eqs. [14] [15] [16] [17] [18] can be succinctly written in the form
where x = (c, a, o, r) is the vector of fast dynamical variables, and F(c s , x) denotes 268 the right-hand-sides of Eqs. [15] [16] [17] [18] . We refer to the fast dynamics described by 269 dx/dt = F(c s , x) as a fast flow. In the ε → 0 limit, it is also easy to see that to 
where q(c s (τ ), I) ≡ q 0 Ih(c s (τ )) = q 0 I(1 − e −kcs(τ ) ) is a function of c s (τ ) and I. For equilibrium values of c lying within a certain range, the PA-subsystem can Of these, (a, o, r) form the typically oscillatory PA-subsystem that is recapitulated by c. In the ε = 1/tc 1 limit, the variable cs(τ ) slowly relaxes towards a period-averaged value c∞(o(c)) . Therefore, the full model can be accurately described by its projection onto the 2D (cs, c) phase space.
298
To analyze the evolution of the slow variable c s (τ ), we write our equations in 299 terms of τ = εt:
In the ε → 0 limit, the "outer solution" F(c s , x) ≈ 0 simply constrains the system to 
with c ∞ (c) evaluated in Eq. 25. By self-consistently solving Eqs. 26 and 27, we 
Results and Discussion
359
The dual-nullcline structure and existence of multiple states discussed above results 360 from the separation of slow CRH synthesis process and fast CRH secretion process. In the remainders of this work, we focus on how external stress inputs can by them- 
To be more concrete in our analysis, we now choose our nullclines by specifying 386 parameter values. We estimate the values of many of the dimensionless parameters 387 by using values from previous studies, as listed in Table S1 in the Additional File.
388
Of the four remaining parameters, µ c , q 0 , q 1 , and k, we will study how our model 389 depends on k while fixing µ c , q 0 , and q 1 . Three possible nullcline configurations arise 390 according to the values of µ c , q 0 , and q 1 and are delineated in the Additional File. 391 We have also implicitly considered only parameter regimes that yield oscillations in 392 the PA subsystem at the stable states defined by the nullcline intersections.
393
Given these considerations, we henceforth chose µ c = 0.6, q 1 = 0.04, and q 0 = 77.8 394 for the rest of our analysis. This choice of parameters is motivated in the Additional
395
File and corresponds to a so-called "Type I" nullcline structure. In this case, three recovery after stress-induced perturbation is essential to normal HPA function. We 406 explore the stability of the HPA axis by initiating the system in the upper of the two 407 stable points shown in Fig. 7A and then imposing a 120min external stress input 408 I ext = 0.1. The HPA axis responds with an increase in the peak level of cortisol 409 before relaxing back to its original state after the stress is terminated (Fig. 7B ).
410
This transient process is depicted in the projected (q, c)-space in Fig. 7A .
411
Upon turning on stress, the lumped parameter q and the slow nullcline shift to the 412 right by 10% since q = q 0 (1+I ext )h( c ∞ (c) ) (see Fig. 7A ). The trajectory will then 413 move rapidly upward towards the new value of c on the c-nullcline; afterwards, it 414 moves very slowly along the c-nullcline towards the shifted q-nullcline. After 120min, 415 the system arrives at the "×" on the c-nullcline (Fig. 7A ). Once the stress is shut 
419
External stress induces transition from normal to diseased state 420 We now discuss how transitions from a normal to a diseased state can be induced 421 by positive (excitatory) external stress of sufficient duration. In Fig. 8 , we start the The response to chronic stress initially follows the same pattern as described above 448 for the two-stable-state case, as shown in Fig. 8C . However, the system will continue If stress is initiated at T = 120min, the system returns to its normal high-cortisol state. Note that the first peak (marked by " ") during the stress in (A) is higher than the first peak in Fig. 9A,C) . If, however, stress is initiated during the falling phase, the transition 466 does not occur and the system returns to the normal stable state (Fig. 9B,D) . In 467 this case, a longer stress duration would be required to push the trajectory past the 468 low-q separatrix into the diseased state.
469
As discussed earlier, an increase in period-averaged cortisol level during stress 470 drives a normal-to-diseased state transition. We see that the period-averaged level of cortisol under increased stress is different for stress started at 120min from stress 472 started at 150min. As detailed in the Additional File, the amplitude of the first 473 cortisol peak after the start of stress is significantly lower when the applied stress (Fig. 10B ).
494
Since the initial motion is governed by fast flow, the minimum stress duration needed 495 to incite the diseased-to-normal transition is short, on the timescale of minutes.
496
However, if the stressor is applied for too long, a large reduction in q is experienced 497 along the upper stable branch. Cessation of stress might then lower q back into the 498 basin of attraction of the low-cortisol diseased state (Fig. 10C ). Fig. 10D shows the 499 cortisol level transiently increasing to a normal level before reverting back to low 500 levels after approximately 1400min. the stress duration is near its transition thresholds. For a reverse diseased-to-normal 506 transition to occur, the decrease in c s cannot be so large that it brings the trajec-507 tory past the left separatrix, as shown in Fig. 10C . Therefore, near the maximum 508 duration, stress initiated over the falling phase of cortisol oscillation will be more 509 effective at triggering the transition to a normal high-cortisol state. Overall, these 510 results imply that exposure therapy may be tuned to drive the dynamics of the HPA 511 axis to a normal state in patients with hypocortisolism-associated stress disorders.
512
Summary and Conclusions
513
We developed a theory of HPA dynamics that includes stored CRH, circulating provided they are of sufficient duration (Fig. 8 ).
554
Our model offers a mechanistic explanation to the seemingly counter-intuitive 555 phenomenon of lower cortisol levels after stress-induced activation of cortisol pro-556 duction. Solutions to our model demonstrate that the negative-feedback effect of 557 a temporary increase in cortisol on the synthesis process of CRH can slowly accu-558 mulate during the stress response and eventually shift the system into a different 559 basin of attraction. Such a mechanism provides an alternative to the hypothesis that 560 hypocortisolism in PTSD patients results from permanent changes in physiological 561 parameters associated with negative-feedback of cortisol [54, 55] . 562 We also find that external stress can induce the "reverse" transition from a dis- It is important to emphasize that we modeled neuroendocrine dynamics down-588 stream of the stress input I ext . How the form of the stress function I ext depends 589 on the type of stress experienced requires a more detailed study of more upstream 590 processes, including how hormones might feedback to these higher-brain processes.
591
Since higher cortisol levels are found among female PTSD patients with a history 
Here, cs, c, a, r, o are the dimensionless versions of the original concentrations Cs, C, A, R, O, respectively. Cs is normalized byCs, which denotes the typical maximum amount of releasable CRH in the physiological range. Upon using these variables, the dimensionless forms of Eqs. 9-13 are expressed in Eqs. [14] [15] [16] [17] [18] . The parameters qi, pi are dimensionless combinations conveniently defined to be analogous to those used by Walker et al. [13] :
Using these scalings, we arrive at the dimensionless Eqs. 14-19. 771 Parameter estimates Figure A1 : Fitting c∞(o) to rat data. Nondimensionalized data taken from Watts [22] and fitted using the form for c∞(o) given in Eq. 19. Cortisol levels were arbitrarily rescaled according to 125ng/ml = 3. 775 the decay rate b 0.6 [22] . Furthermore, the dimensionless parameters p2, . . . , p5 and t d will be fixed to those Although it is not possible to determine all of the remaining parameters from data, we will use reasonable estimates.
778
The half-life of cortisol was estimated to be about 7.2min [21] while the half-life of CRH has been estimated to be 779 about 4min [62] . Therefore, q2 = d C d −1 O ≈ 1.8. Of the remaining parameters (n, µc, q0, q1, k), the dependence 780 on n will turn out to be quantitative so we henceforth set n = 5. These estimated parameters are listed in Table S1 . 781 Even though one expects the values of these effective parameters to be highly variable, we fix them in order to 782 concretely investigate the mathematical structure and qualitative predictions of our model. The parameters µc, q0, 783 q1, and k remain undetermined; however, it is instructive to treat k as a control parameter and explore the nullcline 784 structure in µc, q0, q1 parameter space. 785 Parameter space and nullcline structure 786 To determine how the q-nullcline crosses the c-nullcline, we substitute cs by its equilibrium period-averaged value 787 c∞(c) . If we assume a basal input level I = 1, the values of k that will position the basal q-nullcline to just pass 788 through the left and right bifurcation points (qL, cL) and (qR, cR) can be found by solving 789 qL,R = q0(1 − e −k c∞ (c L,R ) ):
All possible ways in which the nullclines can cross each other as k is varied are illustrated in Fig. S2 . The specific locations of the bifurcation points, as well as kL and kR, are complicated functions of all parameters. 792 However, Eqs. A3 allows us to distinguish three qualitatively different regimes. The first possibility is kL > kR, 793 where there can be at most only one intersection between the slow and fast nullclines. We denote this as a Type 0 794 scenario (Fig. S2A ) characterized by having at most a single stable state towards which the system will always 795 return upon cessation of external stress. In Type 0 situations with intermediate values of k, the intersection will 796 arise in the unstable branch of the c-nullcline. In this case, we expect the system to oscillate between the two stable 797 branches of the c-nullcline. Here, the fast variables a, o, and r will cycle periodically between two oscillating levels. 798 In order for the two nullclines to intersect three times (twice on stable branches of the c-nullcline), the q-nullcline 799 must "fit" within the bistable region of the c-nullcline. As shown in Fig. S2 , there are two separate subcases of 800 nullclines that intersect twice. If kL < kR, a value of kL < k < kR would imply that the q−nullcline can intersect 801 both stable branches of the c-nullcline, leading to two stable solutions. We refer to this case as Type I (Fig. S2B) . 802 Another possibility is that the right bifurcation point is beyond the maximum value q = q0 dictated by the function 803 h( c∞(cR) ). As shown in Fig. S2C , the bistable c-nullclines exhibits only one bifurcation point within the domain 804 of q. The lower branch of the c-nullclines in this set extends across the entire range of physiological values of q, 805 ensuring that the q-nullcline will intersect with the lower branch for any value of k. Therefore, to determine if there 806 are two intersections we only need to check that kL ≤ k is satisfied. In this Type II case, the system is either 807 perpetually in the diseased low cortisol state, or is bistable between the diseased and normal states; the system will 808 always be at least susceptible to low-cortisol disease. Summarizing,
809
- With the parameters fixed according to Table S1 , we will treat k as a control parameter and exhaustively sweep the 818 three-dimensional parameter space (q0, q1, µc) to determine the regions which lead to each of the nullcline 819 structural types. In addition, we restrict the parameter domain to regions which admit oscillating solutions of the 820 full problem. In other words, parts of both stable branches of the c-nullclines must fall within values of c which 821 support oscillations in the PA-subsystem (Fig. 3) . The regions in (µc, q0, q1) space that satisfy these conditions and 822 that yield each of the types of nullcline crossings are indicated in Fig. S3 . 823 Based on measurements of self-upregulation of CRH secretion during stress [23] , µc = 0.6 is chosen to set the Minimum duration and magnitude of stress 830 We plot the minimum duration required for normal-to-diseased transition against stress magnitude (Fig. S4 ). Higher 831 magnitude of Iext generally requires a shorter duration of stress, as expected. Note that the minimum duration is 832 also dependent on the phase of intrinsic oscillations of the system at stress onset. Timing of stress onset and transient response 834 Here, we show how the dynamics of the system changes after the onset and cessation of stress. In previous studies 835 [18, 21] , changes in corticosterone levels in rats were measured in response to stress induced by noise applied at 836 different phases of the animals oscillating cortisol cycle. It was observed that the timing of the stress onset relative 837 to the ultradian phase was crucial in determining the magnitude of corticosterone response. Increases in 838 corticosterone levels were markedly higher when noise was initiated during the rising phase than when initiated 839 during the falling phase. 840 We can frame these experimental observations mechanistically within our theory. Following the experimental 841 protocol [18, 21] , we simulate the stress response using a brief stressor with a duration of 30min. As shown in 842 Fig. S5A , an external stress that is applied mostly over the falling phase of the cortisol oscillation results in a higher 843 subsequent nadir in o(t) than one that is applied predominantly during a rising phase. However, as shown in 844 Fig. S5B , stress applied mainly during the rising phase leads to a higher subsequent peak level. This observation is 845 consistent with the results of the experiment on rats and can be explained by the dynamics inherent in our model. 846 The immediate increase in q = q0Ih(cs) associated with the increase in I leads to a rapid increase in c, as shown 847 in Fig. 7 . This higher level of circulating CRH shifts the stable limit cycle of the PA subsystem to a new one with Figure S5 : Stress timing and cortisol response. (A) A stressor of duration of 30min with magnitude Iext = 0.2 was applied mainly over the falling phase of the underlying cortisol oscillation. The first peak after the stress onset was almost unchanged, but the first nadir was elevated. (B) The same stressor used in (A) applied during the rising phase led to a significantly increased subsequent peak while the first nadir was unaffected. (C) The trajectory of the system (red) is projected onto the cortisol-ACTH plane. The new limit cycle of the PA-subsystem corresponding to fixed I(t) = 1.2 is indicated by the blue curve. During stress, the trajectory of the system is attracted towards the new limit cycle. The system recovers after making a smaller cycle within the normal limit cycle, reaching a higher nadir. (D) The trajectory of the system deviates then recovers back through a trajectory above the normal limit cycle, reaching a higher peak.
higher minimum and maximum values of ACTH and cortisol (as shown in Fig. 3 ). This new limit cycle is shown by 849 the blue curve in Figs. S5C,D. Under external stress, a trajectory of the system quickly deviates and approaches the 850 new limit cycle, but quickly returns to the original limit cycle after cessation of stress. Thus, depending on the 851 position of the trajectory relative to that of the new stressed limit cycle, the initial deviation may try to reach the 852 new limit cycle in the falling or rising cortisol phases as shown in Figs. S5C,D. Moreover, if the duration of the stress 853 is shorter than the period of the inherent oscillation, the trajectory will return to its original limit cycle before 854 completing a full cycle of the new limit cycle. These properties of the limit cycle dynamics explain the difference in 855 the level of subsequent peak following the stress onset depending on the timing of the stress onset. 856 Cortisol dependent Iext 857 As it has been shown that synaptic input of the PVN cells is modulated by cortisol for certain types of stressor, we there is no stress. On the other hand, it was also shown that the inhibition effect cannot decrease the release rate 864 below the basal rate [37] so we can further assume that Iext(O, T ) ≥ 0. When these conditions are met, the 865 modification in Iext(T, O) should not affect the bistability of the system since I(T ) = I base = 1 is unchanged. 866 However, a cortisol dependent Iext(T, O) will make the timing of stress onset become more relevant in predicting 867 whether or not stressors can induce transitions between normal and diseased states. Driven by the intrinsic 868 oscillations in O(T ), Iext(T ) will also oscillate during stress, leading the q-nullcline to shift back and forth during 869 stress in the (q, c)-plane as shown in Fig. S6C . Oscillations in the q-nullcline affect the net decrease in q during 870 stress, changing the position of the system on the (q, c)-plane relative to the separatrix between the normal and the 871 diseased basins of attraction at stress termination. In turn, theses shifts in q-nullcline will affect the net decrease in q during stress. Since transitions are sensitive to the position of q at stress termination, including a cortisol dependent Iext(T, O) will make transitions more strongly dependent on the timing of stress onset.
