The Web has become the primary medium for accessing information and for conducting many types of online transactions, including shopping, paying bills, making travel plans, etc. The primary mode of interaction over the Web is via graphical browsers designed for visual navigation. Sighted users can visually segment web pages and quickly identify relevant information. On the contrary, screen readers -the dominant assistive technology used by visually impaired individuals -function by speaking out the screen's content serially. Consequently, users with visual impairments are forced to listen to the information in web pages sequentially, thereby experiencing considerable information overload. This problem becomes even more prominent when conducting online transactions that often involve a number of steps spanning several pages. Thus, there is a large gap in Web accessibility between individuals with visual impairments and their sighted counterparts. This paper we describe our ongoing work on this problem. We have developed several techniques that synergistically couple web content analysis, user's browsing context, process modeling and machine learning to bridge this divide. These techniques include: 1) context-directed browsing that uses link context to find relevant information as users move from page to page; 2) change detection that separates the interface from the implementation of web pages and helps users find relevant information in changing web content; and 3) process modeling that helps users find concepts relevant in web transactions. We describe these three techniques within the context of our Hearsay non-visual web browser.
Introduction
The Web has become an indispensable source of information and we use it more and more in our daily activities. The primary mode of interaction with the Web is via graphical browsers, which are designed for visual interaction. However, most Web pages contain banners, ads, navigation bars, and other data distracting us from the information. As we browse the Web, we have to filter through a lot of irrelevant data. This is straightforward for sighted individuals, who can process visual data in no time at all and can quickly locate the information that is most relevant to them. The rest of this paper is organized as follows: In Section 2, we describe the architecture of the system. In Section 3 we describe our approaches to bridging the web accessibility divide. Related work appears in Section 4, followed by concluding remarks in Section 5. The details of experimental setup and user evaluations can be found in our papers [3, 9, 6] .
System Architecture
The approaches presented in this paper are embodied in the HearSay Web browser. The architecture of the browser is shown in Figure 1 .
The Browser module downloads Web content every time the user requests a new page to be retrieved. The browser parses the content of the web page into a DOM tree representation, adding the page layout information produced by the renderer. In its current implementation HearSay uses Firefox web browser, but, in theory, it can support a variety of different web browsers.
Content Partitioner uses the layout and alignment of the web page to segment it into distinct sections [3] . The algorithm uses the observation that semantically related items share similar geometric alignment and exhibit spatial locality.
Content Analyzer interacts with various plug-ins to identify relevant content during browsing, dynamic changes and web-transactions. Details of these plug-ins are described in Section 3.
The Dialog Generator module generates VoiceXML dialogs for page navigation. A separate functionality is provided through Dialog Interpreter to quickly switch between the segments with concept instances. The dialogs are then delivered to the User Interface Manager, and, once the user chooses an action, the process is repeated.
Users communicate with the system through the User Interface, which uses VXMLSurfer [4] to interpret interactive VoiceXML dialogs. The Interface Manager enables basic screen-reading navigation and provides additional controls to access the concepts identified by the system.
Approaches to Bridging the Divide

Context-driven Web Browsing
Here we present our algorithms for context-driven Web browsing. The two main algorithms are Context Identification and Relevant Block Identification. Both of these algorithms utilize a Geometrical Clustering algorithm to partition Web pages into segments, containing semantically related content.
To collect the context, a topic-detection algorithm is applied to the information surrounding the followed link. We gather the text that shares a common topic with the link, and use this context to identify the relevant information on the destination Web page. Then, a support vector machine is used to compute the relevance score of these sections with respect to the context. Subsequently, the Web page is presented to the user starting with the highest ranking section. If the relevant section was not identified correctly, the user can always skip to the beginning of the page. The following subsections discuss the algorithms in detail.
Geometric Clustering
Instead of implementing its own HTML parser, HearSay utilizes the DOM tree data structure created by the Browser module. While rendering a page on the screen, the Browser creates a tree-like structure of nested nodes that holds the content of the Web page: the leaf nodes of the tree contain the smallest individual elements, e.g. a link, an image, etc.; non-leaf nodes "enclose" one or more leaf nodes and/or other non-leaf nodes; and the root node "contains" the entire page. Figure 2(b) shows an example of graphical representation of the DOM tree.
We use an observation that semantically related information exhibits spatial locality and often shares the same alignment on a Web page. Since a DOM tree represents the layout of a Web page, we infer that geometrical alignment of nodes may imply semantic relationship between their respective content. If all descendants of a node are consistently aligned either along X or Y axes, we call such a node consistent.
A Maximal Semantic Block, or simply block, is the largest of the consistent nodes on the path from a leaf to the root of a DOM tree. Thus, it is likely to be the largest possible cluster containing semantically related items of information. For example, Figure 2 (a) shows how the alignment information is used to cluster the New York Times Web page into maximal semantic blocks: banner labeled as 1, search -2, taxonomy -3, and news -4.
The algorithm to find blocks is described in [3] . The maximal semantic blocks are further used by the Context Identification and Relevant Block Identification algorithms. 
Context Identification
Once the Geometric Clustering algorithm has segmented the Web page into maximal semantic blocks, and the user selected a link to be followed, the Context Identification algorithm collects the context of the link. We formally define the notion of context as:
Context of a link is the content around the link that maintain the same topic as the link.
Consider Figure 2 , showing the front page of The New York Times Web site and the corresponding DOM tree. The context of the link, indicated by an arrow, is the text surrounded by the dotted line. Notice how the topic changes from one headline to another.
A block, produced by the Geometric Clustering algorithm, ideally represents a segment of text on the same subject, but may have several topics within it. Therefore, we limit topic boundary detection and context collection to the block containing the link. Context collection begins from the link and expands around the link until the topic of the text changes. A simple cosine similarity technique is used to detect the boundaries of the topic, see equation 1. In the NYTimes example, Figure 2 (a), the user follows the link "Top General Warns Against Iraq Timetable", indicated by the mouse pointer. We initialize the multiset with the text collected from the link node of the DOM tree, indicated by a mouse pointer in Figure 2 (b), as well as from the non-leaf sibling which follows the link node. The multiset now contains single words (e.g. "general", "david", "stout", "gen" "john", etc.), their bigrams (e.g. "david stout", "gen john"), and trigrams (e.g. "gen john abizaid").
After the initialization stage, we collect the context of the link, starting from the parent node of the link node, by expanding the context to include the node's siblings. Again, in our example, the parent node of the link in the DOM tree is the node labeled as "a" in Figure 2 (b). We start with the sibling "b", construct multiset SText from the sibling's text, and compare its content to the content of the Context multiset. The comparison is done using cosine similarity of the multisets. More formally, for any two multisets M1 and M2, their cosine similarity is defined as:
We consider two multisets to be similar if their cosine similarity is above a threshold. We have statistically computed the threshold (See [3] for details) that best determines whether a topic changes between the Context and the SText multisets. If the cosine similarity between the multisets is above the threshold, i.e. topic boundary is not detected, the multi-sets are merged. Otherwise, we stop expanding the context window in that direction. The details appear in [3] .
Relevant Block Identification
After the context of the link has been gathered on the source page, the Browser Object module downloads the destination Web page and generates a new DOM tree. Again, we use our Geometric Clustering algorithm to segment the page into maximal semantic blocks: 1, 2, 3 in Figure 3 . Then, the Relevant Block Identification algorithm matches the context against every block in the DOM tree and computes the relevance of each block with respect to the collected context.
We define "block ranking" as a learning problem and use a support vector machine (SVM) [5, 7] to learn a block relevance model. We define two classes for our block relevance model: relevant and not relevant, and describe each block of the destination page with a set of feature values, which we compute by trying to match single words, bigrams, trigrams, and their stemmed counterparts, contained in context, to the text in the blocks.
The machine-learned SVM model is now used to predict the relevance of a given block with respect to some context. Given a set of blocks B 1 , B 2 , ..., B m we compute the feature values for each block by matching the context against the text in the block. Next, we use the learned SVM model to label the blocks as either relevant or not-relevant, and get the associated probability values. Then, we pick the highest ranking block, in terms of the probability values, as the most relevant one. Block 3, expanded in Figure 3 (b), was chosen by the SVM as the most probable candidate for contextual relevancy. Subsequently, the HearSay will read the page starting from section 3 of the Web page in Figure 3 (a).
The next subsection describes our solution for identifying relevant information by keeping track of the changes in web pages.
Handling Web Content Updates
Use Cases
In this section we discuss the scenarios that motivate Dynamo. Figure 4 shows a dynamic message (dashed box) appearing on the Gmail.com web page as soon as one deletes an email. While there are other ways to recover an email, it would be considerably easier for users to simply jump to the update message and click the "Undo" link. Using current screen readers, users are not notified of this change and do not have access to the updated content. Figure 5 illustrates an automatic page refresh that causes changes to the content of the Los Angeles Times news web site. Some screen-readers, such as JAWS, have an option of suppressing automatic refreshes, but in some cases, users may choose to refresh the page manually. Not only should they then be able to review the newly added content (solid box Figure 5 (b)), but also continue reading what they were reading before the refresh. So, if the screen-reader's cursor was on the article about the Pope's birthday party before the refresh (dashed box Figure 5 (a)), instead of starting from the beginning after the refresh, the cursor should be repositioned to the same article (dashed box Figure 5 (b)). And it should not matter to the users whether the content changed from page reload or an AJAX update, such as those happening at Gmail.com when a new email arrives. In either case, users should be able to choose to continue reading from where they left off.
Content Updates: A Unified View
We propose a unified framework for handling all types of dynamic content and describe an integrated interface that can help users find changes in any web page, and, with them, find relevant information more efficiently. Dynamic content is often used to pack more content in less space or attract attention to some information. For example, an entire website can be packed into one web page using dynamic tabs, so that when a tab is clicked the corresponding part of the content is made visible, and the rest is hidden.
Again most static content can be replaced with AJAX, so that instead of requiring multiple pages to be loaded, the system can simply load new content and place it into the current page. GMail is one such example. If we imagine that a web browser interface (with its menus, address bar, buttons) is just a template that is common for all websites, then we can think of static web sites as web page updates appearing within this template. Then, any content change can be considered "dynamic".
Regardless of whether web sites are implemented using dynamic or static approaches, users browsing for information usually care only about the information that changed as a result of their actions. For example, we could use web browser APIs to detect that a new dynamic tab has become visible, or that an incorrectly filled form element was highlighted red. People will care about what information has changed. By the same token, we could use some Diff algorithm to compare previous and current pages, and identify that static tabs are a part of the page design, or that the error message in the refreshed web form is the only difference. Again, people care about the information that changed, so that they can get their information, complete their task, and move on.
As a result, we can now design an integrated interface that will allow users to browse the web more efficiently and not have to worry whether they are browsing dynamic or static web pages. We next describe an implementation of this idea built in the HearSay web browser.
Hearsay Dynamo
We now describe Hearsay-Dynamo (HD) embodying Dynamo within the framework of the Hearsay non-Visual Web Browser. HD is built on the existing Hearsay non-visual web browser. HearSay uses a Firefox-extension to communicate with a Java backend. The HD backend processes all events sent to it by the Firefox extension, pushes new web content through the pipeline of various analytic algorithms, generates VoiceXML dialogs, and manages the user interface through the vxmlSurfer -a custom VoiceXML interpreter.
All dynamic updates in any given page can, in principle, be implemented using AJAX, as well as a whole web site, or even the entire Web! Therefore, we decided to handle all page changes within one browser tab uniformly and extended the AJAX model to VoiceXML dialogs. This approach allows us to keep VoiceXML dialogs running uninterrupted and only refresh the content of the dialogs with new web page content or dynamic updates.
We implemented a custom HTML DOM Diff algorithm to verify if the content has changed, and then group the changes in packets used to update the dialogs. The algorithm starts by creating maps of the two DOMs under consideration. The maps have node signatures as keys and the corresponding nodes as values. A node signature is composed of the "/NodeName/NodeType" combinations of all nodes on the path from the root of the tree to the node under consideration, where NodeType is 1 for Element, 2 for Attribute, and 3 for #Text. For example, "/html/1/body/1/div/1/div/1/#text/3" is the signature of the #text node with the "Southern California..." under the DIV node in Figure 6 , which illustrates the two HTML DOM Trees of the L.A. Times web page before and after refresh in Figure 5 .
Our Diff Algorithm combines the maps and performs a bipartite matching to find out the matching nodes and makes a list of them. Later we use the max flow routine to find the maximum number of matches. And the rest of them are considered as different nodes.
HD then uses the content in different nodes list to remove from or add to the VoiceXML dialogs and updated groups the content by proximity. When a VoiceXML dialog is updated, the changed content is grouped and flagged as "new". Only the newly added or changed content is accessible to users; deleted content is removed from the dialogs transparently. At any time, users can access the updated content by pressing shortcuts that jump to the next or previous group of updates (see [9] for details). 
Model-directed Web Transaction
Now that we have identified the relevant information in Ad-hoc web browsing, let us focus our attention to web transactions.
We capture the two aspects of a transaction, namely its operation sequence and content identification by a process model and an ontology respectively. The ontology describes the set of semantic concepts occurring in Web pages, which are considered essential for conducting Web transactions in a particular domain. The circled elements in Figure 7 are examples of such concepts. The process model is a deterministic finite automata (DFA) that captures the set of transactional sequences. Each state, representing an atomic operation in a transaction, is associated with a set of semantic concepts drawn from the ontology. When the model makes a transition to a state during the course of a transaction, a Web page is provided to the state as an input. If the concepts associated with the state are present in the page, then they alone are identified and presented to the user. For instance, if the page shown in Figure 7 (a) is given as the input to a state associated with the concepts "Item Taxonomy" and "Search Result" only the two circled items in the figure will be identified and presented to the user. Since transactions are essentially interactive, we associate each concept with a user operation, e.g., the submit searchform operation with the "Search Form" concept. Each such operation results in a state transition and a sequence of operations constitutes a Web transaction. Thus coupling content semantics with model-directed navigation can overcome the information overload problem by delivering relevant content at every step of the transaction.
Process Model
Formal definition of process model is given in [6] . Figure 8 illustrates a process model. The concepts associated with the starting state q 1 are "Item Taxonomy", "Item List", and "Search Form". This means that if these concept instances are present in the Web page given to q 1 as its input, they will be extracted and presented to the user. User can select any of these concepts. When the user selects the "Search Form" concept he is required to supply the form input upon which the submit searchform operation is invoked. This amounts to submitting the form with the user-supplied form input. A Web page consisting of the search results is generated and a transition is made to q 3 . q 6 represents the final state which is entered upon a check out operation.
Process Model Learning
We built the process model using DFA learning techniques, a thoroughly researched topic. In the DFA learning problem the training set consists of two sets of example strings, one labeled positive and the other negative. Only strings in the positive set are in the DFA's language. The objective is to construct a DFA that is consistent with respect to these two sets, i.e., it should accept strings in the positive set while rejecting those in the negative set. We adapted the heuristic in [12] for learning our process model, the choice being mainly dictated by its simplicity and low complexity. The training sequences we used for learning the process model consist of strings whose elements are operations on concepts.
The sequence < submitsearchf orm, itemselect, addtocart, checkout > is one such example.
These training sequences are (manually) labeled "completed" and "not completed". The positive example set (S+) consists of sequences labeled "completed" while the negative example set (S-) consists of those labeled "not completed".
We first construct a prefix tree automata as shown in Figure 9 (a) using only the examples in S+. In Figure 9 (a), the sequence of operations along each root-to-leaf path constitutes a string in S+. For this example S i consists of the strings: {< checkout >, < submitsearchf orm, addtocart >, < submitsearchf orm, checkout > , < selectitemcategory, addtocart, checkout >}. The prefix of every string in S+ is associated with a unique state in the prefix tree. The prefixes are ordered and each state in the prefix tree automata is numbered by the position of its corresponding prefix string in this lexicographic order. Next we generalize the prefix tree automata by state merging. We choose state pairs (i, j), i < j as candidates for merging. The candidate pair (i, j) is merged if it results in a consistent automata. For example, merging the pair (1,2) is consistent whereas (3,4) is not merged as the resulting automata will accept the string < submitsearchf orm, checkout > in S i . The DFA that results upon termination of this merging process on the above example set is shown in Figure 9 (b).
Content Analysis
Herein we describe the content analyzer module that extracts the relevant concepts. In a nutshell this is achieved by partitioning a Web page into segments of semantically related items and classifying them against concepts in the ontology. Below we provide an overview.
The Approach
It is based on our previous work on learning-based semantic analysis of Web content [8] . Briefly, the technique rests on three key steps: (i) inferring the logical structure of a Web page via structural analysis of its content, (ii) learning statistical models of semantic concepts using light-weight features extracted from both the content as well as its logical structure in a set of training Web pages, and (iii) applying these models on the logical structures of new Web pages to automatically identify concept instances. -Structural Analysis: Structural analysis (see [8] for details) is based upon the observation that semantically related items in content-rich Web pages exhibit consistency in presentation style and spatial locality. Exploiting this observation, a pattern mining algorithm working bottom-up on the DOM tree of a Web page aggregates related content in sub-trees. Briefly, the algorithm initially assigns types, reflecting similarities in structural presentation, to leaf nodes in the DOM tree and subsequently restructures the tree bottom-up using pattern mining on type sequences. In the restructured tree, known also as the partition tree, there are three classes of internal nodes: (i) group -which encapsulates repeating patterns in its immediate children type sequence, (ii) pattern -which captures each individual occurrence of the repeat, or (iii) block -when it is neither group nor pattern. Intuitively the subtree of a group node denotes homogenous content consisting of semantically related items. The partition tree represents the logical organization of The statistical concept models are based upon features extracted from the content of the partition trees. Given a partition tree node p, n fi,p denotes the frequency of occurrence of feature f i in p. We use three different types of features in the analysis: Word features are features drawn from the text encapsulated within a partition tree node, p-gram features are features representing the visual presentation of content, and t-gram features represent the structure of the partition tree. -Concept Identification: A concept model consists of two components: (i) a probability distribution on the frequency of occurrence of the word, p-gram, and t-gram features, and (ii) a probability distribution on the number of nodes present in the entire subtree of a partition tree node. A collection of partition trees whose nodes are (manually) labeled as concept instances serve as the training set for learning the parameters of these distributions.
A maximum likelihood approach is used to model the distribution of a feature in a concept. Given a training set of L partition tree nodes identified as instances of concept c j , the probability of occurrence of a feature f i in c j is defined using Laplace smoothing as:
where n f i ,p denotes the number of occurrences of f i in partition node p and |F | is the total number of unique feature including word, p-grams, and t-grams. Details of this maximum likelihood model is described in [6] .
The partition tree node with the maximum likelihood value is identified as the concept instance. The concept tree created with the identified concept instances is shown in Figure 10 .
Related Work
The work described in this paper has broad connections to research in non-visual Web access, Web content analysis, and contextual analysis.
Non-visual Web Access
Several research projects aiming to facilitate non-visual Web access include work on browser-level support [2, 1, 11] , content adaptation and summarization [40, 13, 14] , organization and annotation of Web pages for effective audio rendition [15, 16, 17] , etc.
Some of the most popular screen-readers are JAWS [2] and IBM's Home Page Reader [1, 11] . An example of a VoiceXML browsing system (which presents information sequentially) is described in [18] . All of these applications do not perform content analysis of Web pages. BrookesTalk [13] facilitates non-visual Web access by providing summaries of Web pages to give its users an audio overview of Web page content. The work described in [14] generates a "gist" summary of a Web page to alleviate information overload for blind users. However, summarization of the entire page does not help find the relevant information within it. HearSay goes beyond these systems in scope and approach: it analyzes the content of Web pages and helps find relevant information in them while navigating from one page to another. HearSay dynamically captures the contextual information and uses it to facilitate non-visual Web access.
Traditional screen readers, such as JAWS [37] and Window-Eyes [42] have a mixed and evolving history of approaches to handling dynamic content. Until recently, screen readers did not update their view of a web page except when a new page loaded. aiBrowser transcodes content but only helps improve the usability of Flash movies [38] . With the arrival of Web 2.0, and the trend toward web pages that behave more like applications, the W3C WAI has developed ARIA [41] , which enables screen readers to convey dynamic changes to users through its live regions specification. Although this standard enables screen readers to convey changes to users in a usable way, it requires developers to provide this annotation. The Google AxsJAX [36] project enables any programmer to add this ARIA markup to any page, eliminating the requirement that the creator of the content provide the markup, but still requiring manual effort. Dynamo can enable access to web page updates that are not annotated according to ARIA. Web page updates occurring as a result of different methods (static page refreshes, navigation to another page with a similar template, or dynamic Javascript) have each required the user to know different skills to make proper use of them. Dynamo brings functionally equivalent web page updates under control of the same interface features, providing a more consistent view to users.
Web services expose very basic functionalities which by themselves are not sufficient to conduct complex transaction. For instance Amazon's Web service exposes basic tasks such as searching a product in to the shopping cart, etc. One has to compose these primitive complex transactions.This problem has been receiving attention lately [49, 50, 51, 52, 53] . All these works typically use process definitions and an ontology to create the composite service with varying degrees of automation. Note that our technique is based on composing operations over Web pages instead of services. A vast majority of transactions on the Web are still conducted over HTML pages. This focus on Web pages is what sets our work apart from those in Web services.
Web Content Analysis
A critical piece of our context analysis algorithm is in partitioning Web pages into geometric segments (blocks). Substantial research has been done on segmenting Web documents [11, 20, 21] . These techniques are either domain-specific [20] , sitespecific [11] , or depend on fixed sets of HTML markups [21] . Semantic partitioning of Web pages has been described in [8, 22] . These systems require semantic information (e.g. ontologies). In contrast to all of these works, our geometric clustering method does not depend on rules, domain knowledge or ontologies.
Web page partitioning techniques have been used for content adaptation [23, 24] and content caching [25] . VIPS [26] algorithm uses visual cues to partition a Web page into geometric segments. This algorithm is used in [27] , where the segments are described by a set of features (e.g. spatial features, number of images, sizes, links, etc.). The feature values are then fed into an SVM, which labels the segments according to their importance.
HearSay also uses an SVM to rank the blocks on the destination Web page w.r.t. the context of the link in the source page. In contrast to [27] , where the SVM model was learned using features only from the content of Web page segment, our SVM model uses a feature set, computed from both the context of the link and the content of the block.
The main difference between our research and the above-mentioned techniques is that we exploit geometrical and logical structure of Web pages both to collect context and to identify relevant information on the next Web page.
Contextual Analysis
The notion of context has been used in different areas of Computer Science research. For example, [28] defines context of a Web page as a collection of text, gathered around the links in other pages pointing to that Web page. The context is then used to obtain a summary of the page. Summarization using context is also explored by the InCommonSense system [29] , where search engine results are summarized to generate text snippets.
The use of contextual information for non-visual Web access is not a well-studied problem. A technique resulting from early efforts at context analysis for non-visual Web access is described in [30] , where context of a link is used to get the preview of the next Web page, so that visually disabled individuals could choose whether or not they should follow the link. This idea is used in AcceSS system [31] , to get the preview of the entire page. However, presenting a preview does not guarantee the reduction of browsing time.
All of these works define the context of the link as an ad-hoc collection of words around it. In contrast, our notion of context is based on topic similarity of text around the link. We use a principled approach for context analysis with a simple topic boundary detection method [32] , confined to geometric clusters that have semantically related content.
Conclusion
In this paper, we described three techniques for bridging the web accessibility divide between sighted and visually impaired users. First, we described the design of context-directed browsing approach, which uses Web page partitioning and techniques from NLP and Machine Learning. Using our system, visually impaired individuals can potentially imitate the browsing behavior of sighted users, saving their time on not listening to irrelevant information. Contextual browsing also has implications for handheld devices with small screens. We implemented context-direct browsing algorithm to identify and display the most relevant sections of Web pages on small-screen handhelds [48] .
We also described the Dynamo approach to making dynamic web content accessible and web page updates usable, a problem whose importance, spurred by the advent of Web 2.0, has been continually growing. User studies with the HearSayDynamo system indicated that using the system improved disability to web page updates. This initial work has opened up several avenues for improving HearSay implementation and conducting additional research. First, the participants suggested several improvements to the user interface that can be explored to optimize the user experience. Second, although HearSay can detect web page updates, many participants wanted to know the semantic roles of those updates. A collaborative approach could leverage a community of users to label content and share the labels among themselves. We believe these goals can build on the foundation outlined here and make dynamic content efficiently accessible to blind web users.
Finally, we talked about our process modeling for directing Web transactions. We showed that, by delivering relevant page fragments at each transactional step, a model-directed web transaction (i.e. process model) can improve Web accessibility and substantially reduce the digital divide between sighted and blind users.
