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テム(Advanced Driving Assistant System :ADAS)や自動運転に関する技術開発が加速して
いる．これらのシステム開発には検知用のセンサが必要であり，主にカメラやミリ波レ































In this paper, the purpose of this study is to improve the visibility of nighttime images 
by performing nighttime running images captured by a monocular RGB on-board 
camera using deep learning to recognize nighttime pedestrians. 
In recent years, the development of advanced driving assistance system (ADAS) and 
autonomous driving technology has been accelerated mainly by automobile 
manufacturers (automobile parts manufacturers) and large IT companies. Sensors for 
detection are required for the development of these systems, and mainly cameras and 
millimeter-wave radars, and in recent years, sensors called LiDARs (Light Detection 
and Ranging: LiDAR) have appeared and are being used. Millimeter-wave radars and 
LiDARs can detect objects stably both day and night with these sensors. They measure 
distance at night and judge the presence or absence of objects. However, these sensors 
have a problem that it is difficult to identify the type of the object and it is expensive. 
Some LiDARs cost hundreds of thousands to millions of yen, and inexpensive LiDARs 
can detect only a small number of infrared lasers and only nearby ones. On the other 
hand, research on object recognition using cameras has been conducted for a long time 
because of its simple structure and low cost. In recent years, the recognition 
performance has been greatly improved by using deep learning. However, to use deep 
learning, a large amount of training data is required, and enormous cost is required for 
the annotation work (addition of correct answer information) to the recognition target 
for the collected image data. Therefore, it is difficult to collect nighttime pedestrian 
images and perform annotation work to realize nighttime pedestrian recognition. 
Therefore, it is desirable to perform nighttime pedestrian recognition by using already 
collected daytime pedestrian images (including annotation data). 
In this study, we considered an approach to transform nighttime images like daytime 
images in order to utilize an object recognition model using already collected daytime 
pedestrian images. First, image conversion on a straight road at night is performed. As 
a method to improve the brightness of an image, there is a process of adding multiple 
images. The processing was applied to the hidden layer of the neural network. As a 
result, it was possible to improve the brightness of the input image at night while 
retaining the pedestrian edge. As a result of applying the existing object recognition 
method using deep learning to the converted image, the pedestrian can be recognized, 
and the proposed method is superior to the object recognition based on the night image 
of the original image. It was confirmed. 
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In addition, a curved road is a scene in which the amount of movement between 
frames is large in the process of adding a plurality of images described above. When the 
amount of movement is large, it is difficult to improve the image quality due to the 
displacement of the object when adding. Therefore, when inputting multiple images to a 
neural network, we studied a neural network that gradually estimates the shape of a 
curve from a past frame by inputting the transformed images in the past frame 
together. 
From these results, we examined the image conversion method on the night straight 
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第 4 章 画像データ，物体認識手法の準備 
 本節では，次節第 5 章，6 章の実験で使用するシミュレーション画像や実車カメラ画
像について本研究における収集手段及び物体認識で使用する学習データの概要，物体認
識可能な距離，認識率の指標である Precision，Recall について述べる． 
 



























近年，ドライバーの運転支援操作 Advanced Driver Assistance Systems(ADAS)や自動運
転車 Auto Drive(AD)の開発がトヨタ，メルセデスベンツ等の国内外のカーメーカーや
Google 等の巨大 IT 企業を中心に行われている．各社技術開発が進み，価格が下がるこ
とで，昔は高級車しか搭載されていなかった上記システムが大衆車にも普及している．
更に，センサ等のハードウェアの開発に加えて，ソフトウェアの開発も盛んに行われて
いる．2014 年には Graphics Processing Unit(GPU)の発達により Deep Learning を活用した
人工知能(AI)技術開発が活発に行われている． 









































































































を定義したのは，米国運輸省道路交通安全局（NHTSA：National Highway Traffic Safety 
Administration）の一部で乗り物に関する標準化機構である SAE：Society of Automotive 
Engineers と呼ばれる(1905 年に設立，設立時は別の名称)組織によって定義された．日
本は 2017 年から SAE に基づき定義を行っており，表 1.2 に示すレベル 0～レベル 5 ま
での 6 段階で定義されている．このレベルでは表 1.1 に示す 4 つの項目に基づいてレベ
ルの住み分けを行っている．以下に各レベルにおける対応表を記載する[3]． 
 
表 1.1 : 自動運転レベルの住み分け定義 
















表 1.2 : 自動運転レベル別定義 



















4 高度自動運転 システム システム システム 限定領域 
5 完全自動運転 システム システム システム 限定無し 
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レベル 1：レベル 1 は「運転支援技術」と呼ばれ，「自動運転」に必要な要素技術の
ことを言う．システムがハンドルの操作又は加速(減速)のどちらかを支援する．例えば，
車線の逸脱を検知するとシステムが補正して車線の中央に戻したり，先行車との距離を
一定に保つ為に自動でスピードを加減速するシステム(ACC：Adaptive cruise control ) が
ある．これらのようにシステムがハンドル操作やスピード調整のどちらかを支援し，ド































なればならないレベル 2 が始まりといわれる．レベル 3 では，機械が運転操作も監視も
行い，人はセカンドタスクが可能になり，ここから本格な自動運転になる．すべての運
転操作を機械が担当するのはレベル 4 からで，レベル 4 と 5 は運行設計領域(環境制約）





欧の新車に自動ブレーキや衝突警報などで標準化が進んでいる ADAS のレベル 1 が
2,114 万 8,000 台で世界市場全体の 88.7％を占め,ステアリング操舵とブレーキ/アクセル
を同時に自動化するレベル 2 の運転支援システムは 270 万 4,000 台となり,2018 年から
日欧の自動車メーカーを中心に高級車から中級車まで搭載車種が広がっている．現状レ




レベル 1 は 2025 年以降日米欧中から ASEAN 諸国,インドなどの新興国に需要の中心
が移り,2025 年の 2,060 万台から縮小して 2030 年の搭載台数は 1,274 万 5,000 台を予測
する．レベル 2 では 2020 年に 595 万 8,000 台,2023 年にはレベル 1 の搭載台数を上回り
3,295 万 3,190 台に増加すると予測する．2025 年に 4,357 万 4,000 台,2030 年は 5,213 万
台に達し,最も増加する．2025 年以降は V2X の普及が日米欧中で進むことから,大部分
の車両がレベル 2 以上の運転支援システムを搭載する． 






降に普及が拡大する予測である．特に中国においては ICV(Intelligent Connected 
Vehicle)の技術開発と普及を政府が後押ししており,V2X を利用した自動運転車のテス
ト走行がスマートシティ実証試験区で始まっている．このため,中国におけるレベル 4
の自動運転システムの需要は 2025 年以降に伸びると予測する．レベル 4/5 の世界搭載





























図 1.5 : ADAS/自動運転システムの世界市場規模予測(概要) 
 
 
表 1.3 : ADAS/自動運転システムの世界市場規模予測(レベル別詳細) 
(単位：台)      
レベル別 2018 年 2020 年 2023 年 2025 年 2030 年 
レベル 1 21,148,000 38,666,000 22,689,000 20,600,000 12,745,000 
レベル 2 2,706,000 5,958,000 32,953,190 43,574,000 52,130,000 
レベル 3 0 800 220,000 3,701,000 3,730,000 
レベル 4/5 0 7100 207,900 1,795,600 15,300,000 








時期は大きく分けて表 1.4 に示すように 4 つに分けられる． 
 
第 1 期：路車協調型 
第 1 期の自動運転システムでは，道路側に車両を誘導する誘導ケーブルを設置してラ
テラル制御を行う路車協調システムである．1950 年代後半から 60 年代まで米国の
RCAGM，R．フェントン教授らオハイオ州立大学，英国の道路交通研究所，ドイツの
ジーメンス社等が開発を進めていた．日本では，1960 年代前半に通商産業省機械技術

















表 1.4 : 自動運転システムの歴史概要 
No 年代 特徴 
第 1 期 1950 年代～1960 年代 路車協調型 
第 2 期 1970 年代～1980 年代 自律型 
第 3 期 1980 年代後半～1990 年代後半 ITS プロジェクトにおける各技術の開発 






図 1.6 : 路面下に設置された誘導ケーブルとパンパ―に装着されたコイル[4] 
 





















るミュンヘン連邦国防大学にて自動運転車両 VaMoRa(Versuchsfahzeug fuer autonome 
Mobilitaet und Rechnersehen)の開発が行われた．この VaMoRa も車両サイズはマイクロ






第 3 期：ITS プロジェクトにおける各技術の開発 




ヨーロッパでは 1986 年から 8 年間行われた ITS プロジェクトである
PROMETHEUS(Programme for a European Traffic with Highest Efficiency Unprecedented 
Safety)がある．このプロジェクトでダイムラーベンツの VITAⅡ(Vision Technology 
Application)はカメラセンサ 18台と 60台のマイクロプロセッサからなるマシンビジョン
システムを搭載し，100km/h の速度で先行車認識や障害物回避，車線追従，車線変更を
行うことができた．このシステムには VaMoRa を改良した VaMP が搭載されており，近
傍領域を撮影するカメラと遠方領域を撮影するカメラの 2 種類が搭載され，撮影した連
続道路画像にカルマンフィルターを適応することで車線や先行車を高精度に認識して
いる．VaMP は 1995 年の実車実験でドイツからデンマークまで約 1700km の道のりで
400 回以上車線変更に成功し，120km/h での自動運転に成功した． 
アメリカでは，ISTEA(Intermodal Surface Transportation Efficiency Act:総合陸上交通効
率化法)という法律があり，ISTEA に基づき，ITS プロジェクトの 1 つ AHS(Automated 
Highway Systems)を進め，1997 年に実車実験を行った．この実験ではサンディエゴ市内




表 1.5 : ITS プロジェクトにおける各機関の取り組み 
研究機関名 自動運転車の実験内容 














トヨタ ACC(Adaptive Cruise Control)による車間，速度の制御を実
施． 




イートン・ボラド社 大型トラックでの ACC の運用． 





産業への寄与が限定的であることから AHS による ITS プロジェクトを中止した． 
日本では，建設省(現国土交通省)が 1995 年にテストコース，1996 年に上信越高速道
路で磁気マーカーによる路車協調型の自動運転システムの実験を行った．しかし，自動
運転の難易度が高く，導入が難しいことから自動運転道路システム AHS(Automated 
Highway Systems)の開発を中止し，走行支援道路システム AHS(Advanced Cruise-Assist 
Highway Systems)の開発をメインに行うことにした．その一環として 2000 年に通商産業
省機械技術研究所と自動車走行電子技術協会(現日本自動車研究所)は車車間通信が可




第 4 期：実用化を目指した開発 






為にマシンビジョンシステムを使用する実験を行っている．実験は 2005 年から 2009 年
まで行われ，4 台のトラックが車間距離 10m，速度 80 ㎞/h で隊列走行する実験を行っ
た．先頭のトラックはドライバーが運転し，後続のトラックはマシンビジョンで検知し
たレーンマーカーに沿って自動運転する．マシンビジョンシステム以外にも車間距離計









アメリカでは DARPA(国防高等研究計画局)は 2 つのコンペティション Grand 


















































































































図 1.11 : LiDAR 例：Velodyne 製 VLS-128-AP 
 







表 1.11 : ミリ波レーダーのメリットとデメリット 
メリット 短波長である為，対象物を高精度で検出することができる．
































区画線等 信号灯火 一般物体 照明変化 天候変化 距離精度 
カメラ 
単眼 〇 〇 〇 △ △ △ 
ステレオ 〇 〇 〇 △ △ △ 
IR △ × △ 〇 △ 〇 
LiDAR × × △ 〇 〇 〇 
ミリ波レーダー × × △ 〇 〇 〇 

















れている DeepLearning を利用した手法について述べる． 
2.1 昼間環境での物体認識(画像処理) 
単眼カメラを利用した物体認識に関する研究は，昼間の環境では盛んに行われている
[6-9]．Dalal ら[6]は歩行者の輪郭の勾配に着目した Histogram of Oriented Gradient(HOG)









処理で CoHOG では，離れた 2 箇所の形状を 1 組として，その出現頻度を特徴量とする
ことで得られる特徴量の種類を増やし，より多くの形状を表現できるようにした．その
結果，物体の分類性能を HoG より向上することができる． 
Dollar らの研究[8,9]では色情報や勾配情報等を組み合わせて複数の特徴量を生成し，
分類器として AdaBoost を使用した Integral Channel Features(ICF)がある．ICF の基本的な
考え方は，顔検出で有名な Viola-Jones(VJ)手法を拡張したものである．VJ は以下の 3
つの要素から成り立っており，Haar-like 特徴量，Adaboost による特徴の選択と学習，
cascade 型分類器による高速化を実現する．この VJ では輝度だけを使用して特徴を計算
しているが，ICF では，入力画像のカラーチャネルに対して，線形・非線形の変形処理
を行い，複数のチャネル画像を作成する(図 2.1)．作成した複数のチャネルに対して
Haar-like 特徴量をより簡素化した特徴を計算する．得られた特徴量は VJ の輝度だけを
使用した特徴量と比較してより次元の多い特徴となる．また ICF は検出対象に応じて抽
出する特徴量を追加することが容易な構造となる．特徴の選択と学習は VJ と同様の





















図 2.1 : ICFによる複数の特徴抽出器による特徴画像[8] 
 
 







る DeepLearning を利用した物体認識手法がある[10-19]．Krizhevsky らの研究[10]は
ILSVRC(Image Net Large Scale Visual Recognition Challenge)で群を抜いた性能を示し，
DeepLearning を利用した物体認識の火付け役となった．この DeepLearning のネットワ
ークは Alexnet と呼ばれ，5 層の畳み込み層と 3 つの全結合層を持つ畳み込みニューラ
ルネットワーク(Convolution Neural Network, CNN)となる．Alexnet は DeepLearning の基
本となる以下の 4 つの技術が使われている． 
 ReLU 活性化関数 
 マルチ GPU での学習 
 Data augmentation(データ拡張) 
 Dropout 
 
表 2.1 : Alexnet の概要[10] 
レイヤーの順番 種類 カーネルサイズ 
1 conv 11x11x3x96 
2 max-pooling - 
3 conv 5x5x48x256 
4 max-pooling - 
5 conv 3x3x256x384 
6 conv 3x3x192x384 
7 conv 3x3x192x256 
8 max-pooling - 
9 FC-4096 1x1x4096 
10 FC-4096 1x1x4096 
11 FC-4096 1x1x1000 






図 2.3 : R-CNN概要図[11] 
 






このとき検出される候補領域は約 2000 個の領域となる． 
候補領域検出後，CNN に入れ，特徴を抽出する． CNN 特徴量を得た後，従来の分
類器であるサポートベクターマシン(Support Vector Machine, SVM)で領域内の分類を行
う． 
Ren ら[12]は処理速度向上の為，物体の候補領域の検出と認識で同じ特徴マップを利
用して物体の特徴抽出と位置を推定する Faster R-CNN を提案した．大まかな流れを以
下に述べる． 
1. 画像内のある領域が物体なのか背景なのか学習する． 
2. 1 で検出した場所に存在する物体が具体的に何なのか学習する． 
Faster R-CNN の特徴として，1 のある領域検出する処理を外部の処理(Selective Serch
等)を使用せず，CNN の特徴マップから行ったことである．この処理を Region Proposal 
Network(RPN)という．Faster R-CNN 以前の DeepLearning による物体認識は候補検出処
理→分類の 2 段型なのに対し，Faster R-CNN は候補領域検出と分類を同じネットワーク








り，End to End の手法として Joseph らが考案した YOLOv3[15]がある．小さい物体の認
識精度向上の為，YOLOv3 では ResNet と Feature Pyramid Net(FPN)を利用している． 
ResNet(Residual Net) 











Feature Pyramid Net(FPN) 




い feature pyramid を作成することが可能になる． 
 










また，2019 年に研究された物体認識手法として M2Det[18]がある．M2Det の概要図を
図 2.7 に記す．M2Det の特徴として以下がある． 
 Backbone  network 
 Multi-Level Feature Pyramid Network(MLFPN) 
 Prediction layers 
 
Backbone  network 
Backbone network は特徴抽出器であり，DeepLearning で使用される従来のネットワー
クを使用する．使用されるネットワークは VGG-16 や ResNet-101 が使用される． 
 
Multi-Level Feature Pyramid Network(MLFPN) 
MLFPN は以下の 3 つのモジュールで構成される． 
・Feature Fusion Module(FFM) 
Backbone networkで得られた特徴マップのうち異なる解像度の特徴マップを合わせ
ることで以降の処理のベースとなる Base feature を生成する． 
・Thinned U-shape Module(TUM) 
TUM はエンコーダとデコーダの構成になっており，FFM からの出力を受け取り，
再度マルチスケールに対応する為の特徴ピラミッドを生成する． 
・Scale-wise Feature Aggregation Module(SFAM) 
SFAM は複数の TUM から得られた特徴ピラミッドを統合する処理である．具体的
には，各特徴ピラミッドをチャネル方向に結合して，チャネル毎に Gloval Average 
Pooling を適用する．この処理により各チャネルの情報を圧縮し，それらを全結合
層に適用することで各チャネルに応じた重みに変換する．この重みを各チャネルに
することで特徴ピラミッドを生成し，Prediction layers に引き渡す． 
 
Prediction layers 
Prediction layers は，MLFPN から得られる特徴ピラミッドに Convolution 層を繋げて物
体の認識と位置の推定を行う．得られた特徴マップに対し，6 種類のアンカーボックス



































表 2.2 : 赤外線の波長による区分け 
赤外線の種類 波長 
近赤外(near infrared) 0.83μm～3μm 
中赤外(intermediate infrared) 3μm～6μm 

















図 2.8 : 赤外線画像による歩行者認識[21] 
 











































図 2.10 : 近赤外線カメラによるホワイトアウトの発生 
 





画像を変換する研究として，2014 年に Ian. Goodfellow ら考案した敵対的生成ネット
ワーク Generative Adversarial Network(GAN)の研究がある[23]．GAN は 1 つのネットワ












































































































































































































表 3.1 : 一般的な歩行者認識手法と提案手法の作業コストの比較 
 一般的な歩行者認識手法 提案手法 























































































表 4.1 : シミュレーションでのカメラ設定 


































   
 
 
歩行者 1 歩行者 2 
歩行者 3 








用 PC に移動，学習を行った． 
本研究で使用するカメラについて下表に記す． 
 
表 42 : カメラ仕様 
イメージャ SENTEC 製 STC-MCS231U3V 





表 43 : カメラ画像撮影場所 
走行日時 2017 年 12 月 20 日，21 日 17：00～21：00 
走行場所 静岡県清水区狐ヶ崎駅周辺及び清水駅周辺 
撮影時間 両日とも 4h ずつ 
天候 両日とも晴れ 
撮影車両 











図 4.4 : カメラ録画システム構成図 
 
 
































































量で準備しやすい PascalVOC を使用することにした． 
PascalVOC では使用するクラスは 20 個であり，以下の通りである．画像中に存在する
物体毎に物体を矩形で囲うようにバウンディングボックスの位置座標とクラスがアノテー
ションとして配布される．バウンディングボックスの位置座標は左上の x 座標と y 座標，
バウンディングボックスの横幅と縦幅が格納される． 
 
表 4.4 : 既存の歩行者認識モデルの作成で使用したデータ(PascalVOC2012) 
インデックス クラス名 
train validation 
画像数 物体数 画像数 物体数 
1 飛行機 327 432 343 433 
2 自転車 268 353 284 358 
3 鳥 395 560 370 559 
4 ボート 260 426 248 424 
5 ビン 365 629 341 630 
53 
 
6 バス 213 292 208 301 
7 自動車 590 1013 571 1004 
8 猫 539 605 541 612 
9 椅子 566 1178 553 1176 
10 牛 151 290 152 298 
11 テーブル 269 304 269 305 
12 犬 632 756 654 759 
13 馬 237 350 245 360 
14 バイク 265 357 261 356 
15 人 1994 4194 2093 4372 
16 鉢植え 269 484 258 489 
17 羊 171 400 154 413 
18 ソファー 257 281 250 285 
19 電車 273 313 271 315 
20 テレビ 290 392 285 392 
 合計 5717 13609 5823 13841 
 
4.3.2 評価指標 
























レーションソフト PreScan で直線道路に歩行者を配置する．自車両を 10km/h で進行
させて歩行者を認識した地点を計測した．シミュレーション上の歩行者のテクスチャー
による認識の違いを確認する為，5 人の歩行者を配置して計測した．以下にシミュレー
ションでの配置の概要図及び，実際に PreScan で作成したマップでの鳥瞰図を記す． 






































図 4.10 : 認識限界距離の計測の為の昼間における実験(側面図) 
 
 













図 4.12 : 昼間環境での歩行者認識(歩行者 1) 
 
図 4.13 : 昼間環境での歩行者認識(歩行者 2) 
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る．そこで本節では，DeepLearning の Convolution や Pooling による位置変化や大きさ変
化への頑健性に着目してネットワーク上で連続フレームの画素値の足し合わせを行う
こととした． 
提案手法は入力画像として連続する N フレームの夜間画像を入れ，出力画像を 1 フ
レーム作成する Convolution が 5層，Pooling が 2 層，UpSampling が 2層の計 9 層の Neural 
Network となる．Pooling1 まで入力画像の N フレームを分けて処理し，Pooling1 以降，










の計算値を処理の途中で統合する．連続する夜間画像を 1 層目で Convolution を行い，2
層目で Pooling を行う．その後，N フレーム分の畳み込み結果を統合する．ここで自車
の速度の違い(フレーム間の位置の違い)に対応する為に，本手法では Convolution1 の結
果を加算する場所について検討し Pooling1 に着目した．一般的に Pooling は微小な位置
ずれや大きさの違いに対応することが出来る．その性質を利用して，Convolution1 で得
られた N フレームの出力値を 2 層目の Pooling1 に入力し，Pooling1 で得られた N フレ
ーム分の計算値を加算する．その結果，学習で使用したデータの自車速度に依存せず，
速度変化に対してロバスト性を向上させる．式(1)，(2)に Convolution1 及び Pooling1 を
表す式を記し，式(3)に Pooling1 後の N フレームを統合する計算式を示す． 
 




























表す．m,n は畳み込みフィルタのサイズ，k はフィルタの番号，ωは重み，x は N フレ
ームの入力画像の内のある 1 フレームの夜間画像を表す． 
 
u は Pooling1 後の出力データを表す．Pij は注目画素を中心に H×H に取った領域で




z は統合後の値を示し，f は入力フレーム数を表しており，本手法では N フレームの
入力があることを示す．i, j は Pooling1 後の注目画素を表す． 
 










layer type Output size 
1 Convolution1 256×256×256×3 
2 Pooling1 128×128×256×3 
3 Convolution2 128×128×128 
4 Pooling2 64×64×128 
5 Convolution3 64×64×128 
6 UpSampling1 128×128×128 
7 Convolution4 128×128×256 
8 UpSampling2 256×256×256 
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(a) シーン 1 
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(b) シーン 2 
昼間画像              夜間画像 
(c) シーン 3 
昼間画像                夜間画像 
(d) シーン 4 
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本手法の有効性を確認する為に，5.3.1 節と 5.3.2 節では以下の 2 つの実験を行った． 
5.3.1 学習データテストデータで同等の車速の場合 
〈1〉 画像変換モデルの学習 
5.3.1 節では，学習画像に 60km/h で走行するシミュレーション画像，テスト画像には





1 枚当たりのデータ量が 3 倍に増えることから学習時のネットワークのサイズが大きく
なりメモリ不足が発生した．その為，今回は画像をグレースケール画像にし，データ量
を減らすことで対応した．また同様の理由で画像サイズを 256×256pix とした．学習に
使用した歩行者シーンを表 5.3 に記す．学習データは 4.1 節でも記述したドライビング
シミュレータである PreScan を使用して収集した．PreScan で作成した道路マップ上に
歩行者を配置した．この時，配置した歩行者は表 5.3 の通り，最低身長が約 160 ㎝～180
㎝と実在する歩行者と同等になるようにした．表 5.4 に学習時のハイパーパラメータを




表 5.2 : カメラ設定値 
Camera location Top of windshield 
Camera height 150[cm] 
Channel 1 [channel] 
image size 256×256[pix] 
 
表 5.3 : 学習データ(シミュレーション画像) 
Number of pedestrian scene 45[people] 
Number of images 7048[frame] 
Maximum height 180[cm] 









Activation function Relu[30] 
Loss function MSE 
 
Adam は Optimizer(最適化手法)の 1 つで，他の Optimizer として SGD，AdaGrad，










てしまう．Relu の微分係数は 0.0 か 1.0 である為，勾配が小さくなりにくい． 
 
 











表 5.5 : 比較手法のインデックスと概要 
No 比較画像の概要 
- 変換前の入力画像(Original image) 
① 提案手法に入力する入力画像を 1 フレームにした時 
② 画像のコントラスト改善手法として知られている Zuiderveld[31]の
CLAHE(Contrast Limited Adaptive Histogram Equalization)による変換 
③ Iizuka ら[24]の画像変換ネットワーク 
④ Anoosheh ら[26]の画像変換ネットワークから得られた出力画像 
⑤ Huang ら[27]の手法を用いて，昼間画像から夜間画像へ変換 
 
表 5.6 : テストデータ(シミュレーション画像) 
Number of pedestrian scene 15[people] 
Number of images 1050[frame] 
Maximum height 180[cm] 
























































(a) 入力画像 (b) 変換結果 (c) 認識結果 




図 5.5 : 直線道路でのシミュレーション画像を使用した時の歩行者認識結果 
 





YoloV3 M2Det Faster 
RCNN 
YoloV3 M2Det 
入力画像 63.2 66.7 69.7 28.1 50.0 47.0 
提案手法 91.5 94.4 91.4 82.3 87.9 82.9 
提案手法に入力する画像を 1
フレームにした時 
28.6 41.7 41.7 10.4 35.7 32.7 
CLAHE[31] 86.0 84.2 89.2 72.0 79.1 76.1 
Iizuka[24]らの画像変換ネ
ットワーク 
68.2 66.7 68.7 38.5 48.3 45.3 
Anoosheh ら[26]の夜間画像
から昼間画像への変換 
64.1 59.5 63.5 30.0 46.3 42.3 
Huang ら[27]の手法を用い
て，昼間画像から夜間画像 














































原画像の夜間画像に対し，画像変換及び物体認識(Faster RCNN)した結果例を図 5.6 に
記す．(a)に原画像に対して Faster RCNN した結果を記す．(b)～(f)には夜間画像に対し，
それぞれ提案手法及び比較手法を適用し，Faster RCNN を適用した認識結果例を記す． 
 
 





   
 
 
   
 
 
     
(a) 原画像 (b) 提案手法 
(c) 比較手法① (d) 比較手法② 































































































































入力画像 58.3 64.3 61.3 24.1 36.0 40.0 




21.9 33.3 29.3 10.9 22.7 25.7 
CLAHE[31] 79.8 81.8 75.8 49.4 72.2 72.2 
Iizuka ら[24]の画像
変換ネットワーク 














図 5.8 : 直線道路における画像変換結果例(カメラ画像) 
 
画像変換及び物体認識(Faster RCNN)した結果例を図 5.8 に記す．(a)に原画像に対し
て Faster RCNN した結果を記す．(b)～(f)には夜間画像に対し，それぞれ提案手法及び





   
 
 
   
 
 
     
(a) 原画像 (b) 提案手法 
(c) 比較手法① (d) 比較手法② 






















 テスト画像の自車速 (自車速を 10km/h～





自車速を学習外の車速に変更したときの歩行者認識率を図 5.7 に示す．図 5.7 に示す
通り，比較手法では学習データと同じ自車速である 60km/h では画像変換が上手くいき，
歩行者認識率が高いのに対し，学習外データ(テスト画像が自車速 10km/h から 50km/h)
では画像変換時に徐々に画像にぼやけが発生し，その結果，既存の物体認識手法では物
体認識率が低下する結果となった．一方，提案手法では，学習データと同じ自車速であ
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(a) 比較手法 (b) 比較手法 













像も 5.3.1 節と同様のテスト画像を使用する． 
 
表 5.11 : フレーム枚数検証実験条件 
画像変換 
モデル 図 5.1 記載のニューラルネットワーク 
学習データ PreScan で作成した歩行者シーン 
表 5.3 に詳細記載 
入力枚数 1 枚，2 枚，3 枚，4 枚，5 枚 
物体認識 
モデル Faster RCNN 
学習データ PascalVOC 
テストデータ 5.3.1 節と同じ画像 
 
〈2〉 実験結果 
図 5.11 及び表 5.12 に画像変換を行い，歩行者認識した認識率を記す．入力枚数を横
軸に，各フレームでの歩行者認識率を縦軸に記す．認識率の推移を見ると，入力するフ
レーム枚数が 1 枚や 2 枚では Precision 及び Recall が他の枚数の時より低いことを確認
した．これは，入力するフレーム枚数が少ないことで夜間画像の明るさが改善されずに













図 5.11 : 入力フレームの枚数違いによる認識率の推移 
 
表 5.12 : 入力フレームの枚数違いによる認識率 
フレーム枚数 1 2 3 4 5 
Precision[%] 28.6 65.1 91.5 81.3 78.4 








































































































の Convolution や Pooling による位置変化，大きさ変化を吸収し，且つ過去フレームの変
換結果との入力によってカーブ道路に対して逐次変換を行う． 
まず，現在の時刻 t フレームより過去の n フレームまで遡って変換画像を作成し，逐
次，夜間画像と一緒にニューラルネットワークに入れてその時点での変換画像を作成す
る．例えば t-n フレームでは，t-n フレームの夜間画像のみをニューラルネットワークに
入力して変換画像を作成する．変換画像は t-n フレーム目の昼間画像をリファレンスと
して使用し，差分を計算し重みを更新する．次の時刻 t-n+1 フレームでは t-n+1 フレー
ムの夜間画像と t-n フレームの変換画像を入力して変換画像を作成する．これを繰り返










図 6.2 : 5 章における提案手法でのカーブ道路変換結果 
 
表 6.1 : カーブ路における画像変換ネットワークの構造 
layer type Output size 
1 Convolution1 256×256×256×2 
2 Pooling1 128×128×256 
3 Convolution2 128×128×128 
4 Pooling2 64×64×128 
5 Convolution3 64×64×128 
6 UpSampling1 128×128×128 
7 Convolution4 128×128×256 
8 UpSampling2 256×256×256 























成したシミュレーションデータ(表 4.2，表 4.3)を使用する．表 6.2 に本節で使用するテ
ストデータを記す． 
表 6.2 : テストデータ(カーブ路)の概要 
Number of pedestrian scene 10[people] 
Number of images 800[frame] 
Maximum height 180[cm] 
Minimum height 160[cm] 
 
図 6.3 にシミュレーションで作成したカーブ路の外観図(印刷用に明るさ+10%)を示す． 
 
 
図 6.3 : シミュレーションによるカーブ画像取得時の鳥瞰図 
  
     
(a) 曲率：小 (b) 曲率：中 (c) 曲率：大 







































































図 6.5 : カーブ路における歩行者認識結果例 
  
   
(a) 小カーブ              (b) 中カーブ             (c) 大カーブ 
(ⅰ) orginal image 
   
(a) 小カーブ              (b) 中カーブ             (c) 大カーブ 
(ⅱ) proposed method 
   
(a) 小カーブ              (b) 中カーブ             (c) 大カーブ 
(ⅲ) comparison method1 




図 6.6 : カーブ路における歩行者認識結果例 
  
   
(a) 小カーブ              (b) 中カーブ             (c) 大カーブ 
(ⅰ) orginal image 
   
(a) 小カーブ              (b) 中カーブ             (c) 大カーブ 
(ⅱ) proposed method 
   
(a) 小カーブ              (b) 中カーブ             (c) 大カーブ 
(ⅲ) comparison method1 








メラ設定値，学習データ)は 4.3 節で作成したシミュレーションデータ(表 4.2，表 4.3)を
使用する．表 6.3 に本節で使用するテストデータを記す． 
 





































































































図 6.9 : カメラ認識結果例(シーン 2)  
      
      
(a) 原画像 (b) 提案手法 
(c) 比較手法① (d) 比較手法② 
(a) 原画像 (b) 提案手法 
     
(c) 比較手法① (d) 比較手法② 













の歩行者データで学習した Faster RCNN 及び YOLOv3 を使用する． 
 
表 6.4 : 十字路走行実験のパラメータ 
走行経路 2[経路](右折・左折) 
歩行者 5[人] 









































   
図 6.12 : 十字路走行時の画像変換結果例 
図 6.13 : 十字路における認識率の比較 
 
             
(a) 入力画像の t フレーム                (b) 提案手法による変換結果画像 
(ⅰ) シーン1 
             
(a) 入力画像の t フレーム                (b) 提案手法による変換結果画像 


























































第 2 章では，関連研究として物体認識及び画像変換の概要を説明した．2.1 節
DeepLearning を使用していない従来の画像処理による物体認識手法について説明し，
2.2 節 2014 年以降に発表された DeepLearning を使用した物体認識手法について述べ
た．2.3 節では夜間物体認識に強みを持つ赤外線を利用した物体認識システムについて
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