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Abstract
This Thesis expands on the current developments of the theory of stochastic
di⁄usion processes of rumours. This is done by advancing the current mathe-
matical characterisation of the solution to the Daley-Kendall model of the simple
S-I-R rumour to a physical solution of the sub-population distribution over time
of the generalised simple stochastic spreading process in social situations. After
discussing stochastic spreading processes in social situations such as the simple
epidemic, the simple rumour, the spread of innovations and ad hoc communica-
tions networks, it uses the three sub-population simple rumour to develop the
theory for the identi￿cation of the exact sub-population distribution over time.
This is done by identifying the generalised form of the Laplace Transform Char-
acterisation of the solution to the three sub-population single rumour process and
the inverse Laplace Transform of this characterisation. In this discussion the
concept of the Inter-Changeability Principle is introduced. The general theory
is validated for the three population Daley-Kendall Rumour Model and results
for the three, ￿ve and seven population Daley-Kendall Rumour Models are pre-
sented and discussed. The ￿ ￿ ￿ model results for pseudo-Maki-Thompson
Models are presented and discussed. In subsequent discussion it presents for
the ￿rst time a statement of the Threshold Problem for Stochastic Spreading
Processes in Social settings as well as stating the associated Threshold Theorem.
It also investigates limiting conditions.
Aspects of future research resulting from the extension of the three subpop-
ulation model to more than three subpopulations are discussed at the end of
the thesis. The computational demands of applying the theory to more than
three subpopulations are restrictive; the size of the total population that can be
considered at one time is considerably reduced. To retain the ability to compute
a large population size, with an increase in the number of possible subpopula-
tions, a possible method of repeated application of the three population solution
is identi￿ed. This is done through the medium of two competing mutually ex-
clusive rumours. The ￿nal discussion occurs on future investigation into the
existence of limit values, zero states, cyclic states and absorbing states for the
M subpopulation case.
The generalisation and inversion of the Laplace Transform as well as the
consequential statement of the threshold theorem, derivation of the transition
probabilities and discussion of the limiting conditions are signi￿cant advances in
the theory of rumours and similar social phenomena.
vvi CONTENTS
Acknowledgements
I take the opportunity to express my thanks to my supervisor Professor CEM Pearce
of the University of Adelaide School of Mathematical Sciences for his scholarly help,
many hours of interesting discussion and patience. I would also like to thank my
wife Pamela for her many hours of patience and support during the working on this
thesis and my daughters Bronwyn, Elizabeth and Robyn for their understanding
when Dad needed the computer or was not available. I also thank Dr J McCarthy of
the Australian Defence Science and Technology Organisation for his encouragement
and Dr EA (Ted) Catchpole of the Australian Defence Force Academy who during
a critical period in my life many years ago revitalised my interest in Mathematics
which lead to my eventually undertaking higher degree studies. Finally, I would like
to thank Mr Daniel Salmond of the Defence Science and Technology Organisation for
his advice and assistance with Mathematica.
viCONTENTS vii
Declaration
This work contains no material which has been accepted for the award of any other
degree or diploma in any university or other tertiary institution and, to the best
of my knowledge and belief contains no material previously published or written by
another person, except where due reference has been made in the text.
I give consent to this copy of my thesis, when deposited in the University Library,
being made available in all forms of media, now or hereafter known.
Rowland Ernest Dickinson
viiChapter 1
INTRODUCTION TO SOCIAL CONTAGION AND RUMOURS
1.1 Thesis Outline
This thesis discusses the phenomena of stochastic social processes. The ￿rst Chapter
introduces the conceptual approach adopted. This is followed by a discussion of
stochastic spreading processes, including a detailed discussion on rumours. After
de￿ning the terms used in this thesis the development of the mathematical treatment
of stochastic processes is reviewed. Chapter 2 with discussing the relationship of
rumour theory with epidemic theory and di⁄usion of innovation theory.
Chapters 3 to 9 study further models of rumours under the methodology
of Pearce￿ s Characterisation, demonstrating the similarities of spreading processes
involving three subpopulations. Chapter 3 presents the generalisation of Pearce￿ s
solution to any spreading process operating in a population with three distinct sub-
populations. Chapters 4 to 6 present and discuss the inversion of the generalised form
of Pearce￿ s Characterisation of the Laplace transform. Following this discussion, the
speci￿cation of initial conditions of the population is considered in Chapter 7. This
includes presentation of a Threshold Theorem for stochastic spreading processes in a
social situation that involves discussion of the transition probabilities. Discussion of
the spreading phenomenon occurs in Chapter 8 with consideration of the Limit The-
orem as well the conditions that have been imposed in the course of the derivation.
These chapters conclude in Chapter 9 with a discussion of the numerical feasibility2 Introduction to Social Contagion and Rumours
of the solution.
Chapter 10 discusses future research, considering some possible developments
on the current theory to cases where the population is partitioned into more than
three subpopulations. It discusses the important questions of a Threshold Theorem
for Stochastic Spreading Processes and the existence of zero states, the existence of
loops and cycles, limit values and absorbing states.
1.2 Terminology
1.2.1 Spreaders, Ignorants and Sti￿ers
This Thesis follows the terminology for the rumour process described by Daley and
Kendall [13]. This is that it is a process consisting of spreaders, ignorants and sti￿ ers.
￿ A spreader, as the title implies, is an individual who is spreading the rumour.
￿ An ignorant is an individual who has not heard the rumour.
￿ A sti￿ er is an individual who may have heard the rumour and is not only
not spreading it but also dampening the enthusiasm of any spreaders met for
spreading the rumour. In the literature the terms ￿ sti￿ ers￿and ￿ suppressors￿
are used inter-changeably. In epidemiology the equivalent terms to sti￿ er are
the interchangeable terms resistor and resistant.
1.2.2 Outcomes of Interactions
There are many permutations of the result of the meeting of members of each of these
subpopulations with members of their own subpopulation or of the other subpopu-
lations, depending on the complexity of the model. These permutations are further
complicated as one considers the interactions of two or more rumours circulating.Terminology 3
The basic list of interactions that is used up in Chapters 2 to 9 of this Thesis is as
follows:
￿ If a spreader and a spreader meet then both, one or none could become a sti￿ er.
￿ If a spreader and a sti￿ er meet then the spreader might become a sti￿ er.
￿ if a spreader and an ignorant meet then the spreader continues to spread the
rumour and the ignorant might become a spreader.
The term removal occurs in the literature and will be used in the sense of a
member of one subpopulation being removed from that subpopulation and added to
another but di⁄erent subpopulation.
These transient processes describe the simple rumour. More complex tran-
sient processes can include such changes as the likelihood of a spreader becoming a
sti￿ er after a number successful tellings of the rumour, the spreader becoming a sti-
￿ er after a number of unsuccessful tellings of the rumour and so on. These complex
rumours are not addressed in this thesis.
As we progress through Chapters 3 to 9, increasing complexity in the cat-
egories, interactions and transient processes will be introduced and de￿ned when
necessary.
Throughout this Thesis the subpopulation of spreaders will be designated by
an S, that of ignorants by an I and that of sti￿ ers by an R. Individuals within each
subpopulation will be denoted by applying a subscript to the relevant designation
when appropriate.
1.2.3 Rumour Chain
In the subsequent discussion the terms rumour chain and rumour generation will be
used. Parallel to the terminology of epidemiology [8], [21, p. 759] a rumour chain4 Introduction to Social Contagion and Rumours
is the linkage of individuals in the path followed by the spread of a rumour in the
subject population. As with Allport and Postman [1] the nth generation of a hearer
is the individual who is the nth hearer or link in the rumour chain. The source of the
rumour is the zero generation, that is the n = 0 generation.
1.3 Rumours, Emotions and Like Phenomena
The phenomena addressed in this thesis consist of manifestations of social contagion
such as the spread of epidemics, the spread of rumours, the spread of news, emotional
contagion, primitive emotional contagion, the di⁄usion of innovations, the di⁄usion
of ideas and the spread of rumours that occur in a population. This preceding
list refers to processes in sociological groupings, however, recent developments in
communications topology theory show an application in man-made systems such as
ad hoc communications networks (Dickinson et al [19]). The use of di⁄usion in this
thesis is in the vernacular and social science senses of spreading through a population,
rather than in the mathematical sense of Brownian motion.
1.3.1 Development of Stochastic Spread of Social Contagion Models
Mathematical models for the spreading of social contagion have been mostly deter-
ministic. More detailed discussion of the developments in deterministic mathemati-
cal models of social contagion is contained in the Historical Survey that constitutes
Chapter 2. Since the mid-1960￿ s the spread of rumours and the spread of epidemics
have had their stochastic versions studied. Though truer to reality these stochas-
tic processes have been resistant to solution. The most advanced analysis is the
publication by Pearce [47] of the Laplace Transform Characterisation of the single
stochastic rumour and Gani [29] who concentrates on the Maki￿ Thompson Single
Rumour Model. More detailed discussion on the developments in social contagionRumours, Emotions and Like Phenomena 5
processes is contained in Chapter 2.
The inversion of the Laplace Transform Characterisation of the stochastic ru-
mour is not obvious, nor have writers united the di⁄erent social contagion processes
into a single mathematical model. The solution of the spread of emotional contagion
in a population with any number of interacting subpopulations remains outstanding.
By the inversion of the Laplace Transform Characterisation of Pearce￿ s solution to the
single stochastic S-I-R rumour and the generalisation of it to any stochastic emotional
contagion process involving the interaction between members of three subpopulations
forming a closed population, we consolidate current considerations of processes in-
volving random pair-wise interactions between the members of three subpopulations
for which the outcome/e⁄ect on each member of the pair can be identi￿ed. We then
discuss extension of the current theory to derive an approximation to the solution
to the stochastic spread of an emotional contagion with any number of interacting
subpopulations.
The medium for discussing the application of this Thesis is the stochastic
rumour. Justi￿cation for this selection is given in later sections in this Chapter.
1.3.2 Stochastic Spreading Model
In this thesis we consider a population of N individuals. Each individual can
belong to one and only one of M subclasses. Members of the population are mixing
randomly and forming pairs. Within a pair, (i;j); each member has an e⁄ect on the
other which may result with a known probability of occurrence pij in a change of the
subclass to which each member belongs. This is a subset of the more general model
which we now de￿ne more precisely.
The population size is N where N ￿ 3 and N 2 Z+ and there are M sub-
classes and M 2 Z+. Each member of the population can belong to one and only6 Introduction to Social Contagion and Rumours
one of the M classes.
There is an M￿dimensional state space in which the states are de￿ned by
the population in each of the M subclasses.
The state space represented by f(a1;a2;:::;aM)g where
PM
i=1 ai = N and
ai 2 0 [ Z+; the subscript i indicates the subclass.
Assume G : G 2 [2;N] meet at any one time (up to G meet).
QG is the probability that a meeting of G individuals will occur. (In the ran-
dom mixing model this is dependent on the state space at the time of the meeting.)
Pm is the set of the probabilities of the possible outcomes of meetings. In
a meeting the members interact with each other with an e⁄ect in accordance with
the subclass to which each belongs. The possible states that are the result of this
meeting have a non-zero probability of occurrence. Non-feasible states have a zero
probability of occurrence.
The probability of a particular outcome as the result of a meeting at a par-
ticular time is the product of the probability of that particular meeting occurring
multiplied by the conditional probability, given the meeting has occurred, that the
outcome occurs.
The probability of state (a1;a2;:::;aM) occurring at time t is given by
P (a1;a2;:::;aM;t). The notation P (a1;a2;:::;aM￿1;t) is equally valid as
bm = N ￿
PM
i=1 bi. The system fP (a1;a2;:::;aM￿1;t)g is used to represent the
distribution of the probabilities of occurrence of each feasible state for any t.
Hence we de￿ne this as the (M;G;QG;Pm) spreading model.
The motivation of this thesis is the classical simple rumour model and associ-
ated models. Classical rumour models provide the initial motivation for the speci￿c
outcomes of interactions between members of the subclasses. In the classical rumourThe Relationship of the Stochastic Model to the Deterministic Model 7
models M = 3 and G = 2. The following section and Chapter 2 discuss the devel-
opments in this area and the current status. Section 1.2 discusses the terminology,
while Section 3.1 and, in particular, Section 3.1.2 discusses the detail of the outcomes
of particular meetings QG enabling the generation of an outcome of interactions table
with elements pi 2 Pm.
1.4 The Relationship of the Stochastic Model to the Deterministic Model
Much work has been done on the deterministic (continuum) model which is applica-
ble to populations of large numbers. The deterministic models consider the growth
of the social contagion in terms of the birth and death rates. These models have
di¢ culty explaining variation from the expected behaviour, in particular why some
phenomenon ￿ die out￿when birth rates exceed death rates and the deterministic ap-
proach predicts that growth should occur. As is shown in this thesis the stochastic
model gives the probability of a phenomena ending, according to deterministic ex-
pectations, prematurely. This aspect intimates that the stochastic process applies
to more general models.
Work by Belen [7], Daley and Gani ([14] p142) supported by discussion in
Chapter 5, shows that as populations increase the deterministic and stochastic ap-
proaches produce distributions that are similar.
1.5 Why Rumours?
Gani [29] presents some e⁄ects of rumours and their propagation in their capacity
to account for social behaviour - the panicked ￿ ight from Freetown in Sierra Leone
during the recent civil war and ￿ uctuations on the stock market both positive and
negative. To this can be added the law and order issue of the development of popular8 Introduction to Social Contagion and Rumours
opinion, particularly so in societies with a low literacy level or in which the means
of mass media have broken down and are not trusted - as discussed in Goswami [30]
and Tuteja [63] and still applicable in the current decade. Expanding on Gani￿ s
statement regarding the proportion of the population that are left untouched by
rumours, the proportions that are in each of the subpopulations at any given time are
also of interest. Establishing an understanding the social phenomenon of rumour is
important to understanding the mathematical modelling of the more general process
and in this section the social phenomena of rumours is discussed.
1.5.1 Archetypal Nature of Rumours
On ￿rst glance rumours appear quite innocuous and mundane as a topic of study. On
deeper investigation the phenomena of stochastic spreading processes in social set-
tings, of which rumours are archetypal, is quite insidious. Two distinct traditions of
study have developed in the consideration of the phenomena of spreading processes.
These are epidemiology and the di⁄usion of innovations. General histories of both of
these are available. The following publications provide an anthology of the devel-
opments to the late 1990￿ s: Bartholomew [5], Bailey [3], Rogers [56] and Daley and
Gani [14]. The rumour process is acknowledged by both traditions as being a man-
ifestation of each phenomena. In Chapter 10, we discuss the two-rumour model as
representative of all multiple rumours in that it engenders the characteristics which
are applicable to multiple rumours as well as encompassing, under simplifying con-
ditions, the single rumour. Consequently the rumour model has been chosen as the
vehicle for our discussion.
Consider a subject population partitioned into a number of non-intersecting
subpopulations that are populated in accordance with a set of interaction rules (tran-
sition probabilities). We are interested in the probability of occurrence of the numberWhy Rumours? 9
in each of the constituent subpopulations at a time t. This will be expressed more
succinctly in terms of points in the state space in Chapter 3 and onwards. The pos-
sible interactions are touched on in discussion of the two-rumour model in Chapter
10 and the generalisation of Pearce￿ s Characterisation in Chapter 3. Each interac-
tion occurs in a Poisson time interval that is used as the unit of time for calculating
probabilities of occurrence of a point in the state space. With each interaction is as-
sociated probabilities of occurrences of outcomes. The classical approach (see [27]) in
epidemiology, and hence rumours, is to identify the transaction probabilities, identify
the Kolmogorov equations then apply Laplace Transformations to attempt to ￿nd a
characterisation of the solution. For the study of rumours this approach has been
unable to produce a prediction of the probability of a particular state occurring at a
time t for the single rumour model and its equivalent modi￿ed form in epidemiology,
let alone situations in which more than one rumour is circulating.
1.5.2 Classical Works
The classical works on rumours in mathematics are Kermack and McKendrick [35]
and Daley and Kendall [13]. Those in sociology are that by Allport and Postman [1]
and that by Shibutani [57]. A more recent work is that by Kapferer [32]. The math-
ematical developments of rumour theory to date are discussed in detail in Chapter
2. The sociological works provide a good discussion of rumours and their spreading.
They also address the issues raised above of the pruning and expansion of a rumour
the further the spreader of the rumour is removed from the source of the rumour.
Identi￿ed in their work is the existence of the kernel of a rumour as being the essen-
tial ideas or import of the rumour that do not change. In sociology, there is also the
discussion of competing rumours and methods of controlling rumours through the use
of rumour control centres. In discussion in this Thesis reference to a rumour means10 Introduction to Social Contagion and Rumours
reference to the kernel of the rumour. This Thesis does not discuss the process in
which, due to errors of transmission or understanding, the kernel of the rumour has
been changed.￿ The evolution of a rumour is an area of considerable potential for
productive investigation.
1.6 The Phenomena of Rumour
1.6.1 De￿nition of a Rumour
In this thesis rumour is used as the practical application to demonstrate the stochastic
spreading process in social situations. Before de￿ning rumour mathematically, what
constitutes a rumour is discussed. There is much debate in psychology as to exactly
what phenomenon constitutes a rumour. The de￿nition range has at one extreme any
form of transmission from the source to the recipient (whether it be true as, in news
or history, or an unfounded falsity) to a narrow de￿nition such as: that which is not
true and is by word of mouth. The Concise Oxford Dictionary gives the de￿nition of
rumour as:
general talk, report, hearsay, of doubtful accuracy; a or the current state-
ment or assertion .
This Thesis develops a model for the transmission of an element of information
that remains unchanged in the process of transmission. Allport and Postman [1]
de￿ne this element as the kernel of a rumour.
Having established what is transmitted in the rumour we work towards the
mathematical de￿nition of Section 1.7. As described in Section 1.3.2, we consider a
￿An example of the former is an anecdote supposedly from the First World War which relates
that a message is passed along the trenches from man to man ￿ ￿ send re￿ inforcements we are going
to advance￿ . At the end of the message line it causes some bemusement as it has become ￿ send three
and four pence we are going to a dance￿ .
Another example is the children￿ s￿game of Chinese Whispers.The Phenomena of Rumour 11
population of N individuals with each individual belonging to one and only one of
M subclasses. In the case of rumours we use the classical S ￿ I ￿ R rumour model
of M = 3 subclasses; the classi￿cation of the three subclasses being: Spreaders (S),
Ignorants (I) and Sti￿ ers (or Resistors or Resistants or Suppressors) (R). These
subclassi￿cations are discussed in detail in Section 1.2.1. Members of the population
are mixing randomly and forming pairs. Within the pairs each member has an e⁄ect
on the other which may result, with a known probability of occurrence pm (from the
transition matrix see Section 1.7), in a change of the subclass to which each member
belongs. These outcomes are discussed in detail in Section 1.2.2.
1.6.2 Source of the Rumour
An underlying paradigm of this Thesis is that within a population there is at least
one individual who starts to spread a particular rumour. This approach di⁄ers from
previous approaches as earlier models considered the initial number of spreaders as
additional to the extant population of size N and the initial population of ￿ spreaders￿ .
While the paradigm does not attempt to address where this individual obtained
the rumour from, rumours have been known to abound under many circumstances.
Allport and Postman [1] o⁄ered the generalisation that rumour intensity is the result
of the combined action of interest in the topic of the rumour and the ambiguity of
the sources of information about the subject of the rumour. Shibutani [57] agreed
to a certain degree, contending that rumours abounded when the demand for news
exceeds the supply provided through institutionalised channels. Depending on one￿ s
de￿nition of rumour, additional conditions can be added such as prerequisites for
rumours [62, p. 557].12 Introduction to Social Contagion and Rumours
1.6.3 Contact Process
It is generally accepted that rumours spread most rapidly along pre￿ existing social
networks. By restricting the subject population to such networks a simplifying as-
sumption for the mathematical model of homogeneous mixing can be made. A
further arti￿ciality of the mathematical representation of the real world process is
the de￿nition of the process by which individuals select whom to contact. The math-
ematical model for all the spreading cases considered by this Thesis assumes that the
contact process is random. This may not be the real case. Any speci￿c rumour
tends to spread rapidly, that is to the number of hearers, when it ￿rst enters a group
and to reach persons faster who have responsibilities and interests connected to the
event. The schools of thought which exist on the transmission model of a rumour
follow Allport and Postman [1], or Shibutani [57]. That of Allport and Postman [1]
has rumours being transmitted serially. That of Shibutani [57] has the movement of
the rumour through a network. By considering a link by link interaction and setting
the time interval at that for one interaction to occur this Thesis is applicable to both
schools of thought.
1.6.4 The Credibility Factor
A frequent assumption is that people transmit rumours only when they believe them
and that discrediting a rumour will stop its spread, much like the use of vaccines
to stop the spread of a disease in epidemic theory or bad publicity given to an
innovation. Goebells [1, p. 30] contended that the use of two mutually opposing
rumours could have deleterious e⁄ects on the victim population, while in the USA
the use of rumour control centres during the Second World War and as late as the
1970￿ s, as well as the associated philosophies of rumour control, included what can
be considered mathematically as counter rumours. These and like phenomena inThe Phenomena of Rumour 13
epidemiology and the di⁄usion of innovations have provided the motivation for this
Thesis. Notwithstanding the belief in the rumour factor, Allport and Postman [1]
state evidence suggests that people pass rumours on whether they believe them or
not, and the likelihood of belief by an individual increases with repeated telling and
repeated hearing. These e⁄ects of credibility and repeated telling/hearing as well as
the mischievous are discussed in the later stages of this Thesis as the inclusion of
additional subpopulation categories.
1.6.5 Individual Susceptibility to a Rumour
In combination with the existence of conditions favourable to rumours, networks of
transmission, the credibility of a rumour, its importance and its ambiguity, another
signi￿cant factor is the inclination of the individual to spread the rumour. As
studies in sociology (as evidenced in [9], [12], [20] and [31]) show there are many
characteristics that can contribute to an individual￿ s psyche which will lead them
to spread, not spread, sti￿ e or spread after multiple hearings of a rumour. This
Thesis does not attempt to enumerate these as they are subject to controversy in
sociology/psychology. This Thesis, however, assumes that should such a list be
￿nalised its e⁄ect can be summarised as a single probability that is the result of these
characterisations being multiplied by a weighting vector to give the scalar quantity.
We do not discuss this aspect further in this thesis.
1.6.6 Transmission of a Rumour
There is evidence [62, p. 557] and [32] that a rumour follows a typical course. There
is also evidence, [57] and [32], to suggest the rumour process eliminates the most
improbable and unreliable accounts and achieves a high degree of veracity when
￿rstly there is considerable recirculation of the rumour and secondly there is a fairly
well organised information network. When a rumour is recirculated the opportunity14 Introduction to Social Contagion and Rumours
to compare versions by di⁄erent groups of people reduces exaggeration and removes
the idiosyncratic aspects of the rumour. Within an established information network,
the source of rumours can often be checked for reliability and authority as evidenced
in [1], [57] and [32]. While this aspect is not considered in depth in this Thesis, it
is touched on in Section 10.2. Within small groups the assumption of homogenous
mixing is fairly well accepted, as evidenced in [35], [13], [29], [47] and [18]y. However,
the homogenous assumption for the behaviour of individuals has been criticised when
applied to large groups due to the di⁄erentiation of individuals in the group (as
evidenced in [1], [57] and [32] as well as [31], [43], [66] and [67])z. Bailey [3] notes
that the larger the sample the more appropriate the deterministic approach. The
issue of appropriate population size from a sociological or psychological perspective
is not discussed in this Thesis. However, in Sections 9.4 and 10.2.2 limitations on
population numbers that can be easily processed by current computing capabilities
are discussed.
In both early and late stages, rumour content has been shown to change with
successive retelling in the direction of the understandable and familiar as well as in
the direction of supporting the actions that the group is starting to take. The former
is called assimilation by Allport and Postman [1] and is illustrated by the tendency
to make rumour details consistent with prejudice. The latter trend indicates that a
group is inclined to support those beliefs that supply justi￿cation for some course of
action toward which they are already predisposed. As noted above in the De￿nition
of a Rumour, the kernel of the rumour remains unchanged.
yThese works are selected works. The reader is also referred to the mathematical works on
rumours listed in the bibliography.
zThe latter four works are discussions in the sociology and psychology works on group behav-
iour and emotional contagion. They follow the thread raised in the ￿rst three on an individual￿ s
susceptibililty to spreading a rumour.Stochastic Rumour Model 15
1.7 Stochastic Rumour Model
Chapter 2 discusses the development of Rumour Theory in more detail and its rela-
tionship to epidemic theory and di⁄usion of innovation theory. Early consideration of
rumours were based on a deterministic model for the movement between subgroups.
While some probabilistic studies of the contagion phenomenon were entered into in
the late 1940￿ s and 1950￿ s, Daley and Kendall [13] presented the movement as being
stochastic and since then the literature has moved towards discussion of the stochas-
tic model, as evidenced in [5], [15], [18], [21], [30], [33], [39], [47], [58], [63], and [64].
This Thesis develops the stochastic model to provide a solution to the question of
modelling the progress of rumours in particular and stochastic spreading processes
in general.
Within mathematical treatments, rumours are considered to be transmitted
in a ￿xed population, that is there is no immigration or emigration of ignorants,
spreaders or sti￿ ers (as evidenced in [3], [13], [15], [18], [21], [28],[29], [34], [35], [41],
[18], [58], [61] and [64]). The population is assumed to be homogeneously mixed.
Changes to the population state occur as the result of a pairing of individual mem-
bers of the population. Any pair of individuals make contact at the epochs of a
homogenous Poisson process and all contacts occur independently [37, p. 1]. The
outcome of a pairing and the resultant state space are governed by the entries in
the state transition probability matrix. So given any distribution of the populations
among the subpopulations at a time t, then the future states are determined by that
state without the need to reference the history of the process in the time preceding
t. The process is a Continuous Time Markov Chain. This basic model will increase
in complexity as the Thesis is developed.Chapter 2
MATHEMATICAL DEVELOPMENT OF RUMOUR THEORY
2.1 Introduction
In recent years the studies of network behaviour [65] has resulted in some social
spreading processes being considered together. Even with these recent e⁄orts, sto-
chastic social spreading processes have not been previously studied rigorously as a
single phenomenon. Consequently, the theoretical development drawn upon by this
Thesis has been in the areas of epidemics, di⁄usion of innovations and rumours. Dis-
cussion in this Chapter will proceed through developments in epidemic theory and
di⁄usion of innovations theory to those in rumour theory.
2.1.1 Background
As discussed in Chapter 1, the mathematical investigation of the spread of a rumour
has been traditionally treated as part of epidemic theory. In this Thesis, while the
mathematical development of rumour theory has grown out of epidemic theory and
developments in epidemic theory have applicability to rumour theory, it will become
apparent that epidemics and rumours are special cases of the more general model
developed for stochastic spreading processes. The di⁄usion of innovations theory is
also a related phenomenon that acknowledges rumours as a subclass. In developing
mathematical models the di⁄usion of innovation theory has investigated in greater
degree areas of non-homogeneity such as variation in the susceptibility of ignorants
and spreaders as well as various degrees of exposure before becoming spreaders. AsEpidemic Theory 17
with epidemic theory, it will become apparent that innovation di⁄usion theory is a
special case of the stochastic spreading processes theory developed here-in. The soci-
ological development of rumour theory has developed out of the desire to understand
the transmission of information, control the spread of rumour or to manipulate them.
2.1.2 Overview
In mathematical models rumours are considered to be transmitted in a ￿xed popula-
tion under the conditions of the Law of Mass Action. Early consideration of rumours
were based on a deterministic model for movement between the subgroups. While
some probabilistic work was developed by Rapoport and colleagues from 1948 to 1954
([48] to [55]), the current development of stochastic rumour process is traced back
to the seminal work of Daley and Kendall [13]. This Thesis develops the stochastic
model to provide a solution to the question of modelling the progress of rumours and
hence stochastic spreading processes.
2.2 Epidemic Theory
2.2.1 Rumour and Simple Epidemic Theory
Chapter 1 gave the basic interactions of the simple rumour model used in this Thesis
as:
￿ If a spreader meets a spreader then both, one or none could become a sti￿ er.
￿ If a spreader meets a sti￿ er then the spreader might become a sti￿ er.
￿ If a spreader meets an ignorant then the spreader continues to spread the ru-
mour and the ignorant might become a spreader.
Historically rumour theory has been considered as, and special cases continue
to be treated as, a subset of epidemic theory and much terminology and many con-18 Mathematical Development of Rumour Theory
cepts are common to both. Particularly Cane [11] noted that in the rumour model
with reduced interactions the assumption of random contacts in a given population
leads to essentially the same equations regardless of whether rumours or epidemics
are studied. While this has normally been taken as justi￿cation for the subsuma-
tion of rumour theory by epidemic theory the justi￿cation is symmetrical. Dietz [16]
considered that inclusive in the deterministic and stochastic models for the spread
of some ￿ infectious￿or ￿ contagious￿phenomenon through a population as a function
of time is not only the transmission of a pathogenic agent from an infected host to
an uninfected susceptible but also the propagation of ideas, rumours and consumers￿
goods. After extensive discussion of developments in epidemiology Dietz [16] un-
dertook a short discussion of Daley￿ s and Kendall￿ s work in which the similarities
and di⁄erences of the models were discussed. Despite his previous assertion to the
contrary, he acknowledged that there was a signi￿cant di⁄erence between the trans-
mission of rumours and diseases. Dunstan [21] considered the general epidemic model
as a model for the di⁄usion of information or rumours, though to do this he restricts
the rumour model to that of the simple epidemic.
In simple epidemic theory the interaction of two spreaders on each other has
no e⁄ect on either, leading to the paradigm that rumours can be solved using epidemic
theory. This treatment has been followed in the work on rumours by LeFŁvre and
Picard [39], Dunstan [21], Frauenthal [26], Banerjee [4]. However, in rumour theory,
the inclusion of the possibility that on the meeting of two spreaders, one or both could
become sti￿ ers, as identi￿ed by Daley and Kendall [13] and touched on Dietz [16],
marks a signi￿cant divergence of Rumour Theory from Epidemic Theory. Indeed,
since this class of interactions (spreader-spreader dyad possibly resulting in at least
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the mathematical theory of simple epidemics should be considered a subclass of that
of rumours in which simplifying assumptions have been made. This subsumation is
represented by the meeting of two infectives in epidemic theory being the equivalent
of two spreaders of a single rumour meeting and there being a probability of zero that
either will become an immune. The degree of di¢ culty introduced by this assumption
renders much of epidemic theory of limited application to rumour theory except in a
reduced model which is without these interactions. Epidemic theory can also provide
pointers to the solution of the more complicated model.
In summary in the ￿rst group of interaction outcomes of the simple rumour -
should two spreaders meet then should the removal of one or two spreaders not occur
then there is no change to the state space is analogous to two infectives meeting in the
simple epidemic. In the second group of interactions, replacing the term ￿ sti￿ er￿by
the term ￿ resistant￿or ￿ removed￿and ￿ spreader￿by ￿ infective￿ , then outcomes in which
no change in the status of the spreaders or sti￿ ers occur result in no change in the
state space are analogous to the meeting of an infectious individual with a resistant
individual. This leaves only interactions of spreaders with ignorants. Replacing the
label ￿ ignorants￿with that of ￿ susceptibles￿and ￿ spreaders￿by ￿ infectives￿we are left
with a model that is synonymous with the simple epidemic.
Furthermore, the generalisation in this thesis of Pearce￿ s approach (published
in full in [47], and in summary in [14]) shows that the inclusion of additional outcomes
of interactions of rumours over those of epidemics remain within the framework of
the single rumour model.
2.2.2 Relevant Developments in Epidemic Theory
Kermack and McCormack [35] established the threshold value for the progress of an
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question of the existence of an equivalent theorem for the stochastic rumour model.
This is discussed further at Section 7.2.2 and in Section 10.2.
Siskind [58] obtains an exact solution to the probability generating functions
of the Kolmogorov di⁄erential equations of the general stochastic epidemic in con-
tinuous time, without immigration of susceptibles and/or infectives. Of particular
interest to this Thesis is Siskind￿ s [58] use of an array of points (s;i) where s, i are the
number of susceptibles and infectives respectively. In his case he iterated along the
columns and after some algebraic manipulation and summation obtained a recursive
solution.
Gani [28] also addressed the use of Kolmogorov equations in the stochastic
epidemic model using the probability generating function (PGF). He also intro-
duced the use of Laplace equations to give an iterative relationship for the number
of uninfected susceptibles in terms of the Laplace Transform of the PGF.
Daniels [15] used an embedded random walk to examine the statistical be-
haviour of the maximum number of infectives in an epidemic and the time in which
it was attained. This has led to similar discussion of the limit cases for the numbers
who have heard a rumour that is discussed in Section 8.3.
Bailey [3] provides a summary of the development of epidemic theory to 1974
and LeFŁvre [38] extends the summary of the development of epidemic theory to
1988. Anderson and May [2], within the context of the overall population biology of
the associations between hosts and parasites, provide a history of developments to
1991. Daley and Gani [14], while emphasising the placement of epidemic models in
a historical perspective, cover signi￿cant developments between the seventeenth and
twentieth centuries. Their index provides an outline of the mathematical theories on
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In their editorial note Gabriel, LeFŁvre and Picard [27] remark that the main
mathematical models used in stochastic epidemic models were Kolmogorov equations
together with the Laplace Transform Technique. These remain the classical tools for
rumours. The classical models have been used to solve particular problems but no
general solution seems to have been found.
2.3 Di⁄usion of Innovations
2.3.1 Rumour and Di⁄usion of Innovation Theory
The theoretical development of di⁄usion of innovation theory seems to have been
separate to that of epidemics. Its framework is established around what have been
identi￿ed as the four main elements of innovation di⁄usion - the innovation, commu-
nications channels, time and a social system.
￿ The innovation may be de￿ned as an idea, object or practice that is perceived
as new by the members of a social system. This parallels directly our concept
rumours and the kernel of a rumour.
￿ Communications channels are the means by which information is transmitted
to or within a social system. In our model we have used the ideas of random
mixing and the meeting of two members of the population by some means in a
one-to-one interaction or the interpersonal communications channels to model
the communications channel. The random factor could be replaced by any rule
that would give the probability of any particular dyad forming.
￿ Time relates to the rate at which the innovation is di⁄used or the relative speed
with which it is adopted by members of the social system. The unit of time
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used, is per interaction, allowing a Markovian approach. Its relation to real
time is the rate at which the interactions occur.
￿ The social system relates directly to the subject population. Subclassi￿cations
are discussed in the general theory of Section 10.2.
Innovation di⁄usion terminology has corresponding equivalent rumour termi-
nology: change agent - spreader, potential adopters - ignorants, adopters - removed,
rejectors - suppressors. No treatise similar to Cane￿ s work [11] comparing epidemics
and rumours exists in innovation of di⁄usion theory, the acknowledged application of
developments being in the deterministic epidemic models is Bass￿paper [6]. Notwith-
standing Bass￿paper, various deterministic models were developed earlier in innova-
tion of di⁄usion theory to explain the adopter curve (see [40]).
2.3.2 Relevant Developments in Di⁄usion of Innovations Theory
In the previous section we identi￿ed the correspondence of terminology between ru-
mour theory and di⁄usion of innovation theory. The social science origins of di⁄usion
of innovation research has resulted in the investigation of a wider range of phenomena
to occur with general spreading processes than has occurred with the developments
in mathematical models. Rogers [56] identi￿ed what he described as nine major tra-
ditions and eight types of di⁄usion research. For each of these he discusses, in literary
form, what he identi￿es as the main dependent variable, independent variables and
unit of analysis, and method of gathering data among other details. Addressing these
provides some of the motivation towards the generalization of the three subpopulation
stochastic process. Of particular relevance to mathematical modelling, the major
￿ndings of these traditions highlighted by Rogers [56] have been the identi￿cation and
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processes within the population. Notwithstanding these two speci￿c issues, the areas
include those discussed in the following paragraphs.
Those areas related to the identi￿cation of additional subcategories are:
￿ Identi￿cation of adopter categories (initially an ignorant through various de-
grees of exposure to become an adopter i.e. spreader).
￿ Identi￿cation of skepticism as a factor. (This results in an increase in the num-
ber of subpopulations that the overall population is partitioned into - for ex-
ample skepticism can be manifested as either resistance to becoming a spreader
on the part of an ignorant or be indicative of a sti￿ er who is susceptible to
becoming a spreader or as one who will always be a sti￿ er.)
Those that demonstrate the similarity of the processes are:
￿ The identi￿cation of the relative success of change agents (spreaders).
￿ The identi￿cation of the logistic or ￿ S￿curve as the adopter distribution.
Those that have an e⁄ect on di⁄usion of the process but do not seem to
have been factored into the mathematical theory developed for stochastic spreading
processes, and thus provide areas for future investigation, are:
￿ The e⁄ect of the communications channels.
￿ The e⁄ect of opinions of leaders in di⁄usion processes.
￿ The existence and function of di⁄usion networks.
￿ The role of spatial distribution (particularly distance) in di⁄usion.24 Mathematical Development of Rumour Theory
Mathematical development of the adopter distribution has proceeded down
the deterministic line with re￿nements to Bass￿model [6]. Recently, Skiadas and
Giovanis [59] presented a stochastically perturbed version of the Bass model and
solved it analytically using reducible stochastic di⁄erential equations.
2.4 Rumours
2.4.1 The Single Rumour Model
Rumours as Pseudo-Epidemics
Rapoport and colleagues ([48]-[55], [60], [36]) in the period 1948 to 1954 proposed
a number of models for the di⁄usion of information from models developed for the
study of the random net that arises in neurophysiological problems (see [5, p. 355]).
Feller [24] introduced them in some exercises and some discussion of them occurred in
Kendall [34]. Daley and Kendall [13] discussed deterministic and stochastic models
for rumours, the latter of which has become the standard method for much analysis.
Through the consideration of models with a single parameter, they established￿ that,
though super￿cially similar, epidemics and rumours were signi￿cantly di⁄erent in
that rumours had interactions which epidemics did not. This led to the claim of a
lack of a threshold e⁄ect in the mechanism of stochastic rumour propagation.y
Daley and Kendall considered several approaches to solving rumours, partic-
ularly the deterministic approach; the stochastic model and the random walk asso-
ciated with the stochastic model; and a di⁄usion approximation. In discussing the
random walk associated with the stochastic model they established the forward Kol-
mogorov equations but they noted that they were unable to solve them in the closed
￿The literature on epidemic theory since 1965 has frequently treated rumours as a sub-class of
epidemics. Books on epidemic theory in particular include a section on rumours. This indicates
that the concept of rumour as a separate phenomena has not met with universal agreement.
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form (see [13, p. 46]). Of interest is:
￿ Their introduction of the Principle of Di⁄usion of Arbitrary Constants to study
the variance of the ￿ uctuations of the sample trajectory in the stochastic model
about the unique trajectory in the associated deterministic approximation.
￿ The approximate formula for the stochastic fraction, ￿ f￿ , of the population that
ultimately learns of the rumour in a population of size S. This is E(f) ￿ 0:797
and var(f) ￿ 0:311
N , which is independent of population size.
￿ They introduced the concept of a critical (threshold) number of infectives
(spreaders).
In Cane [11] the interaction of spreader on spreader having a deleterious e⁄ect
on the enthusiasm of either one or both members of the dyad was not addressed. This
is discussed further in Section 2.4.2.
Maki and Thompson [41] introduce a model of rumour based on discrete
time models but restricted their consideration to the basic epidemic terminology and
transactions. They used a blend of determinism and probability to give a solution
for the number of susceptibles and a set of di⁄erence equations to give the number
of spreaders at any speci￿c generation. In consideration of the duration of a rumour
they used Newton￿ s method of approximation to conclude that the rumour dies out
after 1:594N meaningful calls, where N is the population. Hence they conclude that
the number who do not hear the rumour is 0:238N, though as stated in Section 2.4.2
this should be 0:203188N in agreement with that of Daley and Kendall. Frauenthal
[26] repeats the results of Maki and Thompson for the number of susceptibles and
spreaders, the duration of the rumour and the number who do not hear the rumour.
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￿nding recursive expressions for the mean of the ￿nal size of each generation of hearers
of Daley and Thompson￿ s stochastic model. He also ￿nds simple expressions for the
generation size and the asymptotic form of the ￿nal size in the deterministic model.
He notes that in more sophisticated models his approach may not be possible.
The work on rumours cited to this stage of this Chapter is related to the single
rumour model, centering on the solution of the pseudo-epidemic model. The work
of Siskind [58] provides a solution to the general stochastic epidemic of this form
and hence of rumours under the simplifying assumptions that make them pseudo-
epidemics.
Rumours as Rumours
Goswamy and Kumar [30] investigate rumour phenomenon in the form of the di⁄u-
sion of a belief in the nascent stage of mob formation. They use a ￿xed number of
spreaders and sti￿ ers, have ignorants, those who have heard the belief and are un-
converted, and those who are believers. Ignorants can become members of the heard
or believer group, members of the heard group can revert to ignorants or become
believers depending on their exposure to sti￿ ers or spreaders, and the believers are
considered irretrievable. They derive probabilities for the various states of exposure
to the belief and a formulation for the expected period it takes an ignorant to become
a believer.
Tuteja and Gupta [63] introduce an additional category of knowers. These
knowers have heard the rumour. They had a ￿xed number of sti￿ ers, spreaders who
could be removed from the population, ignorants who could become knowers and
knowers who could become ignorants. There was no movement between spreaders and
sti￿ ers, or spreaders and the ignorant/knowers group. Using a di⁄erential￿ di⁄erence
equation approach as well as Laplace Transforms and generating functions they de-Rumours 27
rived partial di⁄erential equations for the probability generating function of the state
probabilities and a general solution for the case of a single sti￿ er.
Daley and Gani [14] discuss the Daley-Kendall model within the context of
epidemiology with rumours as ￿ infections of the mind￿ . As well they present two
variants on the basic Daley-Kendall model ￿the k￿ fold sti￿ ing model with the (￿;￿)
probability variant and the Maki￿ Thompson model. The k￿ fold sti￿ ing model is
based on the assumption that a spreader does not decide to stop spreading until
being involved in k sti￿ ing encounters. The k￿ fold sti￿ ing model can be considered as
adding subpopulations to the partitioning of the population, where the categorisation
is by the number of times a spreader has met a sti￿ er before ￿nally becoming a sti￿ er.
The e⁄ect of increasing the number of subpopulation categories is addressed in Section
10.2. The (￿;￿) probability variant the spreader involved in a dyad attempts to
spread the rumour with a probability ￿ and when such an attempt is made there
is a probability ￿ that the spreader involved will become a sti￿ er, independently
for each spreader and each meeting. The (￿;￿) probability variant allows for non-
zero probabilities of outcomes of interactions where￿ as the Daley-Kendall and Maki￿
Thompson models have certainty of outcomes of their interactions. Daley and Gani
also discuss the need to account for attenuation, with time, of the desire to pass on a
rumour equivalent to the recovery/death in the epidemic models. They also discuss
the application of a branching process model.
Pearce [47] achieved the characterisation of the exact solution for the transmis-
sion of a single rumour in the stochastic model in the form of the Laplace Transform
using block matrix methods. This is the most advanced analysis of rumour to date as
discussed in Chapter 1. While providing a characterisation of the mathematical solu-
tion this solution requires one to have the inverse Laplace Transform of it found and28 Mathematical Development of Rumour Theory
is restricted to the single rumour model Daley-Kendall and Maki-Thompson genre of
models. In Chapters 3 to 6 we investigate the theoretical basis for the applicability of
this process to a system involving interactions between speci￿c examples consisting
of three subpopulations and make its application general to such populations.
2.4.2 Those Not Hearing A Rumour and the Threshold Theorem
Two issues in the development of single stochastic rumour theory that warrant speci￿c
discussions are:
￿ The number of individuals hearing/not hearing a rumour.
￿ The existence of a threshold theorem for stochastic rumour.
Those Not Hearing a Rumour
As discussed in the preceding section Daley and Kendall [13] predicted for their
stochastic rumour model, using curve ￿tting with sample sizes of 95, 191, 383 and 767,
that as population size increased (N ! 1) the number of non￿ hearers approaches
0:203188N, similar to their deterministic derivation. Dietz [16] notes in discussion
of the deterministic analogue that the proportion who hear the rumour approaches
0:797. He states without proof, that the method of the embedded random walk gives
nearly the same result together with values for the variance, ￿2
N, of the number of
persons hearing the rumour. Thirdly, using the principle of Di⁄usion of Arbitrary
Constants, which requires that the corresponding deterministic analogue be explicitly
solved, yielded results in ￿excellent co￿ incidence￿with those of the random walk.
Maki and Thompson [41] derived a relationship for the number not hearing
a rumour as ￿ = Ne￿￿ for N large enough such that (1 ￿ 1=N)N ￿ e￿1 and ￿ is
the expected number of interactions until the rumour dies out. For their model they
deduced ￿ = 1:594N which leads to ￿ = 0:203188N in agreement with the Daley-Rumours 29
Kendall Model. (Maki and Thompson gave the proportionality of multiplication as
0.238 which appears to be typographical error, as noted in Section 2.4.1) Frauenthal
[26] arrived at a similar conclusion for the number who have heard the rumour (hence
not heard the rumour) though not in as rigorous a manner. Sudbury [61], following
Maki and Thompson and Frauenthal, provides a rigorous proof that the proportion
of a population never hearing a rumour converges in probability to 0:203 as N ! 1
using Martingale Theory and a Taylor￿ s Series argument. Watson [64] considers
both the Daley￿ Kendall model and the Maki￿ Thompson model for rumours while
remaining in the epidemic terminology in determining for each model the proportion
of those who have not heard a rumour.
The question of those not hearing a rumour is a speci￿c issue of the more
general case of the question of behaviour of the stochastic spreading process as t ! 1.
In Chapter 8 discussion of a limiting theorem and the conditions under which limiting
probabilities occur is undertaken for the three subpopulation model. Chapter 10
looks at this question for M subpopulations.
Threshold Theorem
An issue that has arisen in the study of rumours, epidemics and the di⁄usion of
innovations is the question of why do some phenomena ￿ take o⁄￿while others ￿ die
out￿ . Rogers [56] as well as other authors present a phenomenon which ￿ takes o⁄￿
pictorially as the ￿ s￿curve - in that it represents a phenomenon in which, after initial
manifestation, there is gradual initial growth, rapid growth in the middle growth
period and slow growth towards the end. The growth phenomenon in mathematics





see [22] and [23].
As demonstrated in Chapter 6 the slow growth, rapid growth, then slow growth
curve can also be produced from the expected values derived from the probability30 Mathematical Development of Rumour Theory
of occurrence of each of the population states. Consequently, in our subsequent
discussion, we refer to the ￿ s￿curve in the sense used by Rogers of conceptualising
the growth phenomenon rather than the precise mathematical sense of the logistic
function. This conceptualisation of the initial manifestation, slow growth, rapid
growth, then slow growth is illustrated simplistically, in Figure 2.4.1 for phenomenon





Figure 2.4.1 - Adoption/Infection or ￿ S￿Curve














Figure 2.4.2 - Die Out Curve
If these curves depict the behaviour of the same phenomena then superimpos-
ing them gives a simplistic diagrammatic presentation of the issue. The thresholdRumours 31
question is related the ￿ point￿at which the two curves begin to behave di⁄erently. In
the deterministic approach this is the ￿rst point of in￿ ection on the ￿ s￿curve which
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Figure 2.4.3 - Threshold Region
Expanding on Daley and Kendall￿ s discussion [13] regarding the lack of a
threshold theorem for stochastic rumours, Dietz [16] states there can be no threshold
theorem for rumours as the e⁄ective removal rate is half the population. Daley and
Gani [14] discuss the threshold phenomena as applicable to rumours. By combining
the removal process of the probabilistic variant of outcomes to interactions of the
Daley￿ Kendall model with the natural attenuation with time of the desire to pass on
a rumour, they argue that there should be conditions for a threshold criterion, but
are unable to state them. In Section 7.2, this Thesis discusses threshold phenomena
subsequent to the results obtained for the generalised form of the three subpopula-
tion stochastic social spreading process. A general threshold theorem for stochastic
spreading processes, and by subsumation stochastic rumours, is proposed.32 Mathematical Development of Rumour Theory
2.4.3 The Two Rumour Model
Models involving the con￿ ict of two rumours are a later development again to that
of rumours as distinct to epidemic theory. They have been studied by Osei and
Thompson [45], Karmeshu and Patria [33], Pearce [46], and Pearce and Dickinson
[17] and [18].
In a true two-rumour model the interactions are more complex than those
of the rumour model due to the possibility of conversion between the competing ru-
mours. They become permutations of the following outcomes of dyads. The designa-
tion i is used to indicate there are a number of rumours involved. For the two-rumour
model i can be one or two, i is used to represent the logic NOT i.
￿ Should a spreader of rumour i meet someone who has not heard either rumour
then the latter can become a spreader of rumour i.
￿ Should a spreader of rumour i meet someone who is spreading rumour i then
either both becomes sti￿ ers of rumour i, one becomes a sti￿ er of rumour i or
both remain spreaders of rumour i.
￿ Should a spreader of rumour i meet someone who is spreading rumour i then
either both become sti￿ ers of both rumours, one is converted to the other￿ s
rumour (two iterations), both continue spreading their own rumours, or both
convert to the other￿ s rumour. (The last case of both converting is synonymous
with the penultimate case except there is a generation change.)
￿ Should a spreader of rumour i meet someone who is a sti￿ er of rumour i, but
has not heard rumour i, then the spreader will either stop spreading rumour i
or continue spreading it. The sti￿ er will continue to sti￿ e rumour i.
￿ Should a spreader of rumour i meet someone who is a sti￿ er of rumour i, but hasRumours 33
not heard rumour i, then the interchange will have no e⁄ect on the spreader of
rumour i, while the sti￿ er will either become a spreader of rumour i or remain
a non-spreader of rumour i.
￿ Should a spreader of rumour i meet someone who is a sti￿ er of all rumours
then the spreader of rumour i might become a sti￿ er of rumour i or remain a
spreader of rumour i, while the sti￿ er remains a sti￿ er.
Under the simpli￿cations of their model, Osei and Thompson [45] investigated
the suppression of one rumour by another in a closed homogeneously mixing pop-
ulation. They have subpopulations of dominant rumour spreaders, weaker rumour
spreaders and ignorants. They have no sti￿ ers. The meeting of a dominant rumour
spreader and a weaker rumour spreader results in the latter becoming a dominant
rumour spreader. It represents a one way conversion process from the weaker to the
dominant rumour. The process ends when the maximum number of spreaders of the
dominant rumour is reached. After starting with a stochastic process they establish
that as N ! 1 that there are no encounters between spreaders of either rumour until
the total number of rumour spreaders equals a speci￿ed threshold value. Ignoring
interactions until this threshold value is reached and regarding the early development
of the model as a Polya Urn scheme, they showed that the stopped process is ap-
proximately deterministic, hence enabling them to derive a limiting distribution of
the maximum size of the dominated rumour. We note that their closed population is
partitioned into three subpopulations between which movement occurs as a result of
the interactions in the dyads. This commonality of three subpopulations is discussed
in Chapter 3.
Under simpli￿cations of their model, Karmeshu and Patria [33] investigated
the model of Osei and Thompson [45] further by an explicit analysis of the process34 Mathematical Development of Rumour Theory
through various stages of its development with time. They set up a stochastic model of
competing social groups and analysed its asymptotic behaviour using van Kampen￿ s
method of system size expansion of a master equation to produce deterministic models
to be solved. Making their model more general than that of Osei and Thompson,
they have the result of an encounter in which the spreaders of either rumour can
convert to the other group. In their model there are no sti￿ ers and spreaders may
revert to the subpopulation of ignorants. They discuss four steady state solutions to
the system size expansion and derive an equation of the number of spreaders of each
rumour based on the proportion of initial spreaders in one of the cases.
Pearce [46] considered the dissemination of two con￿ icting rumours and iden-
ti￿ed two models ￿one with a strong rumour process and one with a weak rumour
process. In the strong process, an encounter between two individuals bearing the same
rumour does not discourage either from continuing to spread their rumour. In the
weak process, an encounter between two individuals bearing the same rumour does
discourage each from continuing to spread it. With regard to the con￿ ict between
the two rumours no interactions involving immunes were modelled. A deterministic
model was used in the consideration of the model with some mention made of the
full stochastic version.
Pearce and Dickinson [18] extended the result of Pearce [47] to the Laplace
Transform of the solution of a two-rumour model in which there were no conversions
between the rumours and the population of ignorants were taken to be exhausted
(there were no individuals who were ignorant of one or both rumours).Concluding Comments to the Mathematical Development of Rumour Theory 35
2.5 Concluding Comments to the Mathematical Development of Rumour
Theory
The models described in this Chapter have described the interaction between three
subpopulations such as the S￿I￿R (Susceptible-Infective-Resistant) epidemic model
or the single rumour I ￿ S ￿ R (Ignorant-Spreader-Sti￿ er) models discussed and
the Osei￿ Thompson model. These very di⁄erent models suggest there is a common
method of solution for the three subpopulation stochastic spreading process operating
in a ￿xed homogeneously mixing population. Chapters 3 and 4 presents this solution
in the form of the generalisation of Pearce￿ s Laplace Transform Characterisation of
the Single Rumour, including the inversion of the Laplace Transform. Other models
discussed such as those associated with the Di⁄usion of Innovations and the dis-
cussion of two-rumour models pose the problem of solving the stochastic spreading
process among four or more subpopulations in a ￿xed population which is homo-
geneously mixing. Rather than attempt to solve this problem involving more than
three subpopulations by solving the probability of occurrence of a particular state
in one equation, in Chapter 10 a method of decomposition into component planes of
projection is presented. This method provides an upper bound for the probability of
occurrence of a particular state for given initial conditions and a method for ensuring
this upper bound is a minimum.36 Mathematical Development of Rumour TheoryChapter 3
GENERALISATION OF PEARCE￿ S CHARACTERISATION
3.1 Generalised Form
3.1.1 Pearce￿ s Characterisation
Pearce [47] and Daley and Gani [14] present Pearce￿ s Characterisation of the Laplace
Transform of the solution to the single rumour process. The process characterised
by Pearce is the S ￿ I ￿ R rumour involving a ￿xed population, N; partitioned into
three subpopulations. These non￿ intersecting subpopulations are of a subpopulation
of J who are spreaders of the rumour, a subpopulation of I who are ignorant of
the rumour and a subpopulation of K who are sti￿ ers of the rumour. Pearce allows
transitions between the states to be the result of members of the total population
forming random dyads and each member of a dyad interacting with the other. The
interactions permitted are:
￿ Ignorant meets spreader then the ignorant becomes a spreader.
￿ Spreader meets spreader then either one (Maki-Thompson Model) or both
(Daley-Kendall Model) become sti￿ ers.
￿ Spreader meets sti￿ er then the spreader becomes a sti￿ er.
￿ All other interactions have zero probability of a change in the constituent sub-
populations occurring.38 Generalisation of Pearce￿ s Characterisation
The probabilities of outcomes of the interactions within dyads for this general
model are given in Table 3.1.1. The population state transition diagram for the










Figure 3.1.1 Population State Diagram - Daley-Kendall Simple Rumour Model
By using block matrix methods and taking the Laplace Transform of the
forward Kolmogorov equations Pearce obtains a complete characterisation of all the
probabilities of occurrence of each state after t interactions have occurred, where the
initial state is known. Pearce shows his model subsumes the Maki￿ Thompson and
Daley￿ Kendall models.
3.1.2 Extensions of Pearce￿ s Approach
Pearce￿ s model is extended in two ways in this Chapter. The ￿rst is the extension
of Pearce￿ s model to include interactions in which the outcome can be increases or
decreases to any of the possible three subpopulations.
This modi￿cation is a⁄ected by respecifying the outcomes of the interactions
as follows:
￿ Ignorant meets spreader then the ignorant can become a spreader with a non-
zero probability.Generalised Form 39
￿ Spreader meets spreader then either one or both can become sti￿ ers with non-
zero probabilities.
￿ Spreader meets sti￿ er then the spreader can become a sti￿ er with a non-zero
probability.
￿ All other interactions have zero probability of a change in the constituent sub-
populations occurring.
The changes in the processes being the removal of the certainty of a single
outcome and allowing with unspeci￿ed probabilities the arrival at any of the other
states. They are what Gani [29] described as the (￿;￿) probability variant model.
A slightly di⁄erent statement of the interactions is required for the Maki-Thompson
Model. These are discussed in Section 3.1.6.
The second modi￿cation is obtained by not identifying separately the initial
number of spreaders but having the initial populations of each of the three population
categories sum to the total population. Dickinson and Pearce [18] extended the clas-
sical approach to a two-rumour situation but retained the restrictions on interactions
similar to those above, and while not identifying the initial number of spreaders as
separate to the population N, retained the initial subpopulations as being spreaders
of either rumour and no sti￿ ers, the remainder of the population were ignorants. They
demonstrated the applicability of Pearce￿ s Block Matrix approach for this variation.
In this Chapter we show that the model can be extended to give the complete
characterisation of any process involving a population partitioned into three subpop-
ulations where, as a result of dyads forming from within the population, outcomes
can occur with identi￿able probabilities. After establishing the nature of the inter-
actions considered we identify the Kolmogorov equations and show that the block40 Generalisation of Pearce￿ s Characterisation
matrix formulation derived by Pearce can be extended to these equations. This is
identi￿ed as the generalisation of Pearce￿ s Characterisation.
3.1.3 The Total Population - No Introduction of Agents
As stated above ( Section 3.1.2) the standard assumption has been to have a popula-
tion of size N and introduce to it a number a of ￿ spreaders￿ . This imposes limitations
that preclude a generalised approach. Consequently, we label our subpopulations
as follows. Let the total population be N. Let the classi￿cations of the three sub-
populations be: subpopulation I, subpopulation J and subpopulation K. Designate
the populations of these subpopulations at a time t as i(t), j(t) and k(t) respectively.
This yields the following limitations on their values:
i(t), j(t), k(t) ￿ 0 for any t;
i(t) + j(t) + k(t) = N for any t: (3.1.1)
The de￿nitions of earlier work required a population of N to which were added 0a0
spreaders. Hence the subpopulations were required to add to N + a and the initial
state was awkwardly represented as i(0) = N, j(0) = a and k(0) = 0 Under the
de￿nition of this section, the initial state is modelled by i(0), j(0) and k(0) with
i(0) = N ￿ a, j(0) = a and k(0) = 0;. Using this de￿nition allows us to start from
any feasible initial state. We note this removes the use of the variable a, representing
introduced spreaders of Pearce [47] and earlier works, without a⁄ecting the variables
used in the truncation of the matrices and vectors.
3.1.4 Outcomes of Interactions
In this section we consider the model of possible outcomes of interactions (Table 3.1.1)
that will be used in this thesis to enable detailed calculations to be done as well as
examples of determining when to use the methods of this thesis. Using di⁄erentGeneralised Form 41
outcomes of interaction tables will not a⁄ect the theory of this thesis but will result
in di⁄erent conditions for exclusions. As discussed in Section 1.6.3, the probability
model for members of the population meeting each other used investigated in this
thesis is that of random mixing. The e⁄ect of using di⁄erent contact models for
determining the formation of dyads is an area of further research. We note that the
probability of two members of subpopulation J meeting a time t is
j(t)(j(t)￿1)
N(N￿1) where
j(t) is the number in subpopulation J and N is the total population and that the
probability of two members of di⁄erent subpopulations I and J meeting is
i(t)j(t)
N(N￿1).
We further note that since i(t) + j(t) + k(t) = N then i(t) + j(t) = N ￿ k(t) i.e.
we have two independent variables and one dependent variable. Without loss of
generality we shall normalise the process by removing the need to explicitly state
1
N(N￿1). This also has the e⁄ect of having the rate of meetings per unit time as one
meeting per unit time.
Before allocating probabilities to outcomes of interactions within dyads we
introduce some additional terminology. As stated in Chapter 1 a dyad is a meeting of
two members of the population. These members can be from di⁄erent subpopulations
or the same one. The outcome of this meeting can a⁄ect both members of the
dyad. To allow the e⁄ect on each member of the dyad to be separately identi￿ed
we consider the meetings as the e⁄ects on ordered pairs. We note that the ordering
of the pair is an arbitrary assignment process. For example, consider a meeting
of a member arbitrarily labelled a of a subpopulation arbitrarily labelled A with
a member arbritarily labelled b of a subpopulation arbitrarily labelled B where
subpopulation A is not necessarily distinct from subpopulation B. The e⁄ect of the
meeting on the member of subpopulation A is represented as the meeting of a member
of subpopulation A with a member of subpopulation B. The e⁄ect of the meeting42 Generalisation of Pearce￿ s Characterisation
on the member of subpopulation B is represented as the meeting of a member of
subpopulation B with a member of subpopulation A.
In our classi￿cation we have the outcome of a I ￿ J dyad as the e⁄ect on
the member I on meeting the member J (read as IJ) and then the e⁄ect on the
member J on meeting I (read as JI). Including a third subpopulation K, leads to
Table 3.1.1, a table of outcomes of interactions as it a⁄ects the leading member of
each dyad. We note that the allocation of the labelling of the columns and rows
is arbitrary, as is the allocation of the labelling of the cells but the values in the
cells are dictated by the labelling of the rows and columns. This characteristic is
signi￿cant and the ￿ exibility and interchangeability that the labelling provides in
allocating the values to the cells is discussed in Section 3.1.5. The possible dyads are
the columns and designated across the top of the table. The resultant subpopulation
to which the leading member of the dyad will belong are the rows and designated
on the left side of the table. The elements of the table are the probabilities of the
particular outcome. Together they constitute a matrix of probabilities with each
column summing to unity.
II IJ IK JI JJ JK KI KJ KK
I p1 p4 p7 p10 p13 p16 p19 p22 p25
J p2 p5 p8 p11 p14 p17 p20 p23 p26
K p3 p6 p9 p12 p15 p18 p21 p24 p27 P
1 1 1 1 1 1 1 1 1
Table 3.1.1 Outcome of Dyad on Leading Member of Indicated Pair
So, for example, the possible pairings, as ordered pairs of the parent subpopu-
lations, and their associated probabilities, as the result of two members of subpopula-
tion I meeting are as in Table 3.1.2. The ￿rst row gives each of the possible resultantGeneralised Form 43
pairings as members of the parent subpopulations, the second gives the probability
of this pairing occurring.
II IJ IK JI JJ JK KI KJ KK
p1p1 p1p2 p1p3 p2p1 p2p2 p2p3 p3p1 p3p2 p3p3
Table 3.1.2 Outcome Probabilities for Ordered Pairs
While the possible pairings in terms of the parent subpopulations, as un-
ordered pairs, and their associated probabilities, as the result of two members of
subpopulation I meeting are given in Table 3.1.3.
II IJ IK JJ JK KK
p1p1 2p1p2 2p1p3 p2p2 2p2p3 p3p3
Table 3.1.3 Outcome Probabilities for Unordered Pairs
As we shall be considering the change in subpopulations as the result of
the interaction within a dyad and not desiring to track the status of the individual
population members we can restrict ourselves to consideration of the unordered pairs
only.
This unordered pairing allows discussion to proceed that includes all current
models, except the Maki-Thompson Model, that involve a population partitioned
into three subpopulations and involve the spread of a single phenomenon. The
Maki-Thompson Model is discussed separately in Section 3.1.6 below.
Applying this terminology to the Daley-Kendall Model in which ignorants
are represented by subpopulation I, spreaders by subpopulation J and sti￿ ers by
subpopulation K.44 Generalisation of Pearce￿ s Characterisation
So for non-negative integers i;j we have:
i + j ￿ N: (3.1.2)
In subsequent discussion P(i;j;t) is used to denote the probability there are i mem-
bers of the subpopulation of ignorants, and j members of subpopulation of spreaders
at a time t ￿ 0. We interpret i0 and j0 as being the initial numbers in the ignorant
and spreaders subpopulations respectively. That is:
P(i;j;t) = P(i 2 fIgnorant subpopulationg at time t; j 2 fSpreader subpopulationg at time t):
(3.1.3)
We interpret P(i;j;t) as zero if Equation 3.1.2 is not satis￿ed or if either of i or j is
negative.
3.1.5 The Inter-Changeability Principle
The analysis to be developed in this Thesis is in terms of the probabilities P (i;j;t)
for i;j;￿ 0 and i + j ￿ N. We could equally well have proceeded in terms of, for
example, P (i;k;t) or P (k;j;t): If there was no signi￿cance in the values of the
entries in Table 3.1.1, there would be no special reason for preferring anyone of these.
However, suppose the analysis of the system fP (i;j;t)g were hinge on some special
relationship in the probabilities p1;:::;p27, such as p26 = 0. If p26 6= 0; the analysis
would fail. However, if p15 = 0; then we could carry through the development of
the terms of the system fP (i;k;t)g. If p2 = 0 it could be developed in terms of the
system fP (k;j;t)g.
Recall that in Table 3.1.1 the ji column may di⁄er from the ij column for
i 6= j. The analysis we develop treats i and j di⁄erently. In line with the ideas
of the preceding paragraph, we may also on occasion ￿nd it helpful to proceed withGeneralised Form 45
the system fP (j;i;t)g in place of fP (i;k;t)g. There are thus six di⁄erent systems
available as candidates for carrying through the analysis. We refer to this as the
Interchangeability Principle.
For the standard representation of the Daley-Kendall model, which we de￿ned
above, the entries for Table 3.1.1 are:
II IJ IK JI JJ JK KI KJ KK
I 1 0 1 0 0 0 0 0 0
J 0 1 0 1 0 0 0 0 0
K 0 0 0 0 1 1 1 1 1 P
1 1 1 1 1 1 1 1 1
.
Table 3.1.4 Classical Daley-Kendall Model
An equally valid permutation is where I denotes the subpopulation of Sti￿ ers,
J the subpopulation of Ignorants and K the subpopulation of Spreaders is:
II IJ IK JI JJ JK KI KJ KK
I 1 1 1 0 0 0 1 0 1
J 0 0 0 1 1 0 0 0 0
K 0 0 0 0 0 1 0 1 0 P
1 1 1 1 1 1 1 1 1
.
Table 3.1.5 Outcome of Dyad on Leading Member of Indicated Pair - Rearrangement
of Classi￿cations
Similarly tables can be constructed for the four remaining permutations of
the labelling of the ignorant, spreader and sti￿ er subpopulations, each with entries
changed according to the labelling.
This is a very powerful principle, as its invoking enables speci￿c mathemat-
ical combinations of the pi; the values of which would give singularities of critical46 Generalisation of Pearce￿ s Characterisation
matrices, to be avoided by reassigning the allocation of the subpopulations to the
classi￿cations thus changing the values associated with the critical pi￿ s. Section
3.4.3 brings together all the conditions for which the method presented in this thesis
is not applicable. Only when there is no interaction that can be selected to avoid
these conditions will the method presented in this thesis not be applicable.
We note that for the three subpopulation model there are three cases that
have been identi￿ed where the interactions are invariant under the Interchangeability
Principle. The ￿rst are those where a member of a subpopulation meets a member
of the same subpopulation (referred to as same meets same) and there is no change of
subpopulation as the result (i.e. same meets same results in same), and if a member
of one subpopulation meets a member of another subpopulations then they change to
being members of the third subpopulation. (i.e. di⁄erent 1 meets di⁄erent 2 results
in di⁄erent 3). The associated probabilities of these outcomes of dyads are shown in
Table 3.1.6.
II IJ IK JI JJ JK KI KJ KK
I 1 0 0 0 0 1 0 1 0
J 0 0 1 0 1 0 1 0 0
K 0 1 0 1 0 0 0 0 1 P
1 1 1 1 1 1 1 1 1
Table 3.1.6 Invariant Interactions
The population state diagram at Figure 3.1.2 illustrates the for the non-
variance under the Inter-Changeability Principle of this process.
The second and third are the two variations of the following. Where two












Figure 3.1.2 Invariant Process Under the Inter-Changeability Principle
and when two members of the same population meet they become members of one of
the other two populations. The import of these sets of interactions will be discussed
in Section 3.4.4 when considering the a⁄ects of its inversion.
3.1.6 The Maki-Thompson Model
The method of presentation of Section 3.1.4 does not cater for the distinguishing
feature of the Maki-Thompson Model. The Maki-Thompson Model allows for the
outcome of a two-spreader meeting to be that one of them will become a sti￿ er and
one will remain a spreader. This is a speci￿c case of the six by six probability
matrix. The general (￿ ￿ ￿) form of the matrix uses p1to p36. The special case of
the Maki-Thompson model is shown in Table 3.1.7.
II IJ IK JJ JK KK
II 1 0 0 0 0 0
IJ 0 0 0 0 0 0
IK 0 0 1 0 0 0
JJ 0 1 0 0 0 0
JK 0 0 0 1 0 0
KK 0 0 0 0 1 1
Table 3.1.7 Maki-Thompson Probability Matrix48 Generalisation of Pearce￿ s Characterisation
The Daley-Kendall version of this Table is Table 3.1.8. The process described
in this thesis is equally applicable to both, though the forward Kolmogorov equations
speci￿c to this dimensioned matrix would need to be derived and substituted in the
block matrices of Section 3.1.10.
II IJ IK JJ JK KK
II 1 0 0 0 0 0
IJ 0 0 0 0 0 0
IK 0 0 1 0 0 0
JJ 0 1 0 0 0 0
JK 0 0 0 0 0 0
KK 0 0 0 1 1 1
Table 3.1.8 Daley-Kendall 6x6 Probability Matrix
3.1.7 Kolmogorov Equations
Appendix 1 to this Chapter gives the full derivation of the Kolmogorov equations
and the PGF form of the Kolmogorov equations.
The Forward Kolmogorov Equations for the three subpopulation stochastic
spreading process with the outcomes of interactions within dyads described in Table
3.1.1 are given by the di⁄erence between the ￿ ux in and ￿ ux for P(i;j;t) i.e.:
@P(i;j;t)
@t
= Flux In - Flux Out. (3.1.4)
Where ￿ ux in and ￿ ux are given by the following equations.Generalised Form 49
Flux in = P(i;j;t)p2
1i(i ￿ 1) + P(i + 1;j ￿ 1;t)2p1p2i(i + 1) +
P(i + 1;j;t)2p1p3i(i + 1) + P(i + 2;j ￿ 2;t)p2
2(i + 1)(i + 2) +
P(i + 2;j;t)p2
3(i + 1)(i + 2) + P(i + 2;j ￿ 1;t)2p2p3(i + 1)(i + 2) +
P(i;j;t)2(p4p11 + p5p10)ij + P(i ￿ 1;j + 1;t)2p4p10(i ￿ 1)(j + 1) +
P(i;j + 1;t)2(p4p12 + p6p10)i(j + 1) +
P(i + 1;j + 1;t)2p6p12(i + 1)(j + 1) +
P(i + 1;j ￿ 1;t)2p5p11(i + 1)(j ￿ 1) +
P(i + 1;j;t)2(p5p12 + p6p11)(i + 1)j +
P(i;j;t)2(p7p21 + p9p19)ik + P(i ￿ 1;j;t)2p7p19(i ￿ 1)(k + 1) +
P(i;j ￿ 1;t)2(p7p20 + p8p19)i(k + 1) +
P(i + 1;j ￿ 2;t)2p8p20(i + 1)(k + 1) + P(i + 1;j;t)2p9p21(i + 1)(k ￿ 1) +
P(i + 1;j ￿ 1;t)2(p8p21 + p9p20)(i + 1)k +
P(i;j;t)p2
14j(j ￿ 1) + P(i ￿ 1;j + 1;t)2p13p14j(j + 1) +
P(i;j + 1;t)2p14p15j(j + 1) + P(i ￿ 2;j + 2;t)p2
13(j + 1)(j + 2) +
P(i;j + 2;t)p2
15(j + 1)(j + 2) + P(i ￿ 1;j + 2;t)2p13p15(j + 1)(j + 2) +
P(i;j;t)2(p17p24 + p18p23)jk + P(i;j ￿ 1;t)2p17p23(j ￿ 1)(k + 1) +
P(i ￿ 1;j;t)2(p16p23 + p17p22)j(k + 1) +
P(i ￿ 2;j + 1;t)2p16p22(j + 1)(k + 1) + P(i;j + 1;t)2p18p24(j + 1)(k ￿ 1) +
P(i ￿ 1;j + 1;t)2(p16p24 + p17p22)(j + 1)k +
P(i;j;t)p2
27k(k ￿ 1) + P(i ￿ 1;j;t)2p25p27k(k + 1) +
P(i;j ￿ 1;t)2p26p27k(k + 1) + P(i ￿ 2;j;t)p2
25(k + 1)(k + 2) +
P(i;j ￿ 2;t)p2
26(k + 1)(k + 2) + P(i ￿ 1;j ￿ 1;t)2p25p26(k + 1)(k + 2)50 Generalisation of Pearce￿ s Characterisation
Flux_out = P(i;j;t)[p2
1i(i ￿ 1) + p2
2i(i ￿ 1) + p2
3i(i ￿ 1) + 2p2p3i(i ￿ 1) + 2p1p2i(i ￿ 1) +
2p1p3i(i ￿ 1) + 2(p4p11 + p5p10)ij + 2p6p12ij + 2(p5p12 + p6p11)ij + 2p5p11ij +
2(p4p12 + p6p10)ij + 2p4p10ij + 2(p7p21 + p9p19)ik + 2p8p20ik + 2(p8p21 + p9p20)ik +
2p9p21ik + 2(p7p20 + p8p19)ik + 2p7p19ik + p2
13j(j ￿ 1) + p2
14j(j ￿ 1) + p2
15j(j ￿ 1) +
2p13p15j(j ￿ 1) + 2p13p14j(j ￿ 1) + 2p14p15j(j ￿ 1) + 2(p17p24 + p18p23)jk +
2p17p23jk + 2(p16p23 + p17p22)jk + 2p16p22jk + 2p18p24jk + 2(p16p24 + p18p22)jk +
p2
27k(k ￿ 1) + 2p25p27k(k ￿ 1) + 2p26p27k(k ￿ 1) + p2
25k(k ￿ 1) + p2
26k(k ￿ 1) +
2p25p26k(k ￿ 1)]
= P(i;j;t)[N2 ￿ N]
In Section 3.1.4 to simplify the calculation process, we noted that the meeting factor
of 1
N(N￿1) would not be explicitly sated. Applying this factor then Flux_Out =
P (i;j;t) as would be expected.







k > N; and
i + j + k > N.
3.1.8 Kolmogorov Equations in the Form of Generating Functions
In this section we introduce the probability generating function (PGF) and before
applying it to the Kolmogorov equation, discuss the use of the PGF in determiningGeneralised Form 51
the probability of a subpopulation being saturated with the total population.
Probability Generating Function (PGF)











Similarly we can de￿ne a generating function indexed on i or k.
Discussion of PGF and Subpopulation Saturation
In this section we consider the notation for saturation in each of the three subpopu-
lations that will be discussed further in Section 4.4. We note that in the case where






This is the case of the saturation of one subpopulation by having the total popula-
tion occur within it. We de￿ne Nr as denoting when all the population - N - is
concentrated in subpopulation r.
Combining these we now have:
fNI(y;t) : = P(N;0;0;t);
fNJ(y;t) : = P(0;N;0;t);
fNK(y;t) : = P(0;0;N;t):
The import of this development is discussed further in Section 4.4.52 Generalisation of Pearce￿ s Characterisation
Application of PGF to the Kolmogorov Equation
Expressing the Kolmogorov equation of the preceding section in terms of the gener-
ating functions, using the conditions under which P(i;j;t) = 0, rearranging terms




i , which, with the detail described
in Appendix 3.1, yields the following equation.
@fi(y;t)
@t
= [￿2p1p2i(i ￿ 1) ￿ 2p1p3i(i ￿ 1) ￿ p2
2i(i ￿ 1) (3.1.6)
￿2p2p3i(i ￿ 1) ￿ p2
3i(i ￿ 1) ￿ 2p7p19i(N ￿ i)
￿2(p7p20 + p8p19)i(N ￿ i) ￿ 2p8p20i(N ￿ i)
￿2(p9p20 + p21p8)i(N ￿ i) ￿ 2p9p21i(N ￿ i)
￿p2
25(N ￿ i)(N ￿ i ￿ 1) ￿ 2p25p26(N ￿ i)(N ￿ i ￿ 1)
￿2p25p27(N ￿ i)(N ￿ i ￿ 1) ￿ p26p26(N ￿ i)(N ￿ i ￿ 1)
￿2p27p26(N ￿ i)(N ￿ i ￿ 1) + (2(p7p20 + p8p19)i
+2p26p27(N ￿ i ￿ 1))(N ￿ i)y
+p2
26(N ￿ i ￿ 1)(N ￿ i)y2]fi
+[2p18p24(N ￿ i ￿ 1) + 2(p4p12 + p6p10)i
+(￿2p4p10i ￿ 2(p4p12 + p10p6)i ￿ 2p5p11i
￿2(p5p12 + p11p6)i ￿ 2p6p12i + 2p7p19i
+2(p7p20 + p8p19)i + 2p8p20i + 2(p9p20 + p8p21)i
+2p9p21i ￿ 2p16p22(N ￿ i ￿ 1)]@fi
+Generalised Form 53
[￿2(p16p23 + p22p17)(N ￿ i ￿ 1) ￿ 2(p16p24 + p22p18)(N ￿ i ￿ 1)
￿2p17p23(N ￿ i ￿ 1) ￿ 2p18p24(N ￿ i ￿ 1) + 2p25p25(N ￿ i ￿ 1)
+2p25p26(N ￿ i ￿ 1) + 2p25p27(N ￿ i ￿ 1) + p2
26(N ￿ i ￿ 1) + 2p27p26(N ￿ i ￿ 1))y
+(￿2(p7p20 + p8p19)i + 2p17p23(N ￿ i ￿ 1) ￿ 4p26p27(N ￿ i ￿ 1))y2 ￿ 2p2
26(N ￿ i)y3]@fi
+[p2
15 + 2(p14p15 ￿ p18p24)y + (￿p2
13 ￿ 2p13p14 ￿ 2p13p15 ￿ 2p15p14 ￿ p2
15 + 2p16p22
+2(p16p23 + p17p22) + 2(p16p24 + p18p22) + 2p17p23 + 2p18p24 ￿ p2
25 ￿ 2p25p26
￿2p25p27 ￿ p2
26 ￿ 2p27p26)y2 + 2(p26p27 ￿ p17p23)y3 + p2
26y4]@2[fi]
+[(2p1p3i + 2p9p21(N ￿ i ￿ 1))(i + 1) + 2(p1p2i + (p8p21 + p9p20)(N ￿ i ￿ 1))(i + 1)y
+2p8p20(i + 1)(N ￿ i ￿ 1)y2]fi+1
+[2p6p12(i + 1) + 2(p5p12 + p6p11 ￿ p9p21)(i + 1)y
+2(p5p11 ￿ p8p21 ￿ p9p20)(i + 1)y2 ￿ 2p8p20(i + 1)y3]@fi+1
+[p2
3(i + 1)(i + 2) + 2p2p3(i + 1)(i + 2)y + p2
2(i + 1)(i + 2)y2]fi+2
+[2(p7p19(i ￿ 1) + p25p27(N ￿ i))(N ￿ i + 1) + 2p25p26(N ￿ i)(N ￿ i + 1)y]fi￿1
+[2p4p10(i ￿ 1) + 2(p16p24 + p18p22)(N ￿ i)
+2((p16p23 + p17p22 ￿ 2p25p27)(N ￿ i) ￿ p7p19(i ￿ 1))y ￿ 4p25p26(N ￿ i)y2]@fi￿1
+[2p13p15 ￿ 2(p16p24 + p18p22) + 2p13p14y
+2(p25p27 ￿ p16p23 ￿ p17p22)y2 + 2p25p26y3]@2fi￿1
+p2
25(N ￿ i + 1)(N ￿ i + 2)fi￿2
+[2p16p22(N ￿ i + 1) ￿ 2p2
25(N ￿ i + 1)y]@fi￿2
+[p2
13 ￿ 2p16p22y + p2
25y2]@2fi￿2
+R(i;y)54 Generalisation of Pearce￿ s Characterisation
where
R(i;y) = P(i;N)yN+1(2p7p20i2 + 2p17p23Ni ￿ 2p9p19i(N ￿ i)
+2p26p27i(i ￿ 2N ￿ 1) + p2
26(N ￿ i)(i + 1)y)
+P(i + 1;N ￿ 1)y(N+1)2p8p20i(i + 1)
+P(i ￿ 1;N)yN+12p25p26i(1 ￿ i)
+P(i;N ￿ 1)y(N+1)p2
26](i ￿ i2 ￿ 2)





















: summand is 0 if n > j:
3.1.9 Laplace Transform Representation of the PGF
Now denoting f￿
i (y;s) as the Laplace Transform of fi(y;t) for Re(s) ￿ 0. Then for
0 ￿ i ￿ N we have on the left hand side of Equation 3.1.6:
LHS = sf￿







i (y;s) ￿ ￿i;i0P (i0;j0;0)yj0
= sf￿
i (y;s) ￿ ￿i;i0yj0
Noting that j0 is the initial value of the subpopulation J and ￿i;i0 is the Dirac Delta





@yn : (3.1.9)Generalised Form 55
Equations 3.1.8 and 3.1.9 give the Laplace Transform representation of Equation
3.1.6.
3.1.10 Block Matrix Approach
We now encapsulate the functions f￿






Matrices A, B and C will be used in Equation 3.1.15. The elements of these matrices
are determined from the derived Kolmogorov equations. Consequently for di⁄erent
derivations the content of the matrices will di⁄er and consequently those considera-
tions on applicability as in Sections 3.2 and 3.4.3. For the interactions described in
Table 3.1.1 the elements of Matrices A, B and C are denoted as:









￿N ￿N ￿N 0 0 0 :: 0 0 0 0 0
￿N￿1 ￿N￿1 ￿N￿1 ￿N￿1 0 0 :: 0 0 0 0 0
￿N￿2 ￿N￿2 ￿N￿2 ￿N￿2 ￿N￿2 0 :: 0 0 0 0 0
0 ￿N￿3 ￿N￿3 ￿N￿3 ￿N￿3 ￿N￿3 :: 0 0 0 0 0
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
0 0 0 0 0 0 :: ￿2 ￿2 ￿2 ￿2 ￿2
0 0 0 0 0 0 :: 0 ￿1 ￿1 ￿1 ￿1











In which the variables are de￿ned as:
￿i = p2
3(i + 1)(i + 2) + 2p2p3(i + 1)(i + 2)y + p2
2(i + 1)(i + 2)y2
￿i(y) = f2p1p3i + 2p9p21(N ￿ i ￿ 1)g(i + 1)
+f2p1p2i + 2(p8p21 + p9p20)(N ￿ i ￿ 1)g(i + 1)y +
2p8p20(i + 1)(N ￿ i ￿ 1)y256 Generalisation of Pearce￿ s Characterisation
￿i(y) = ￿2p1p2i(i ￿ 1) ￿ 2p1p3i(i ￿ 1) ￿ p2
2i(i ￿ 1) ￿ 2p2p3i(i ￿ 1) ￿ p2
3i(i ￿ 1)
￿2p7p19i(N ￿ i) ￿ 2(p7p20 + p8p19)i(N ￿ i) ￿ 2p8p20i(N ￿ i)
￿2(p9p20 + p8p21)i(N ￿ i) ￿ 2p9p21i(N ￿ i) ￿ p2
25(N ￿ i)(N ￿ i ￿ 1)
￿2p25p26(N ￿ i)(N ￿ i ￿ 1) ￿ 2p25p27(N ￿ i)(N ￿ i ￿ 1) ￿ p2
26(N ￿ i)(N ￿ i ￿ 1)
￿2p26p27(N ￿ i)(N ￿ i ￿ 1)
+2((p7p20 + p8p19)i + p26p27(N ￿ i ￿ 1))(N ￿ i)y
+p2
26(N ￿ i ￿ 1)(N ￿ i)y2
￿i(y) = 2[p7p19(i ￿ 1) + 2p25p27(N ￿ i)](N ￿ i + 1) + 2p25p26(N ￿ i)(N ￿ i + 1)y
￿i = p2
25(N ￿ i + 1)(N ￿ i + 2)










￿N ￿N ￿N 0 0 0 :: 0 0 0 0 0
!N￿1 ￿N￿1 ￿N￿1 ￿N￿1 0 0 :: 0 0 0 0 0
0 !N￿2 ￿N￿2 ￿N￿2 ￿N￿2 0 :: 0 0 0 0 0
0 0 !N￿3 ￿N￿3 ￿N￿3 ￿N￿3 :: 0 0 0 0 0
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
0 0 0 0 0 0 :: 0 !2 ￿2 ￿2 ￿2
0 0 0 0 0 0 :: 0 0 !1 ￿1 ￿1











We note that the subscript denotes the value of i in subpopulation I and consequently
N is replaced by i for clarity. Hence the variables are de￿ned as:
!i(y) = 2p6p12(i + 1)
+2(p5p12 + p6p11 ￿ p9p21)(i + 1)y
+2(p5p11 ￿ p8p21 ￿ p9p20)(i + 1)y2
￿2p8p20(i + 1)y3Generalised Form 57
￿i(y) = 2p18p24(N ￿ i ￿ 1) + 2(p4p12 + p6p10)i
+2((p7p19 ￿ p4p10 ￿ p4p12 ￿ p6p10 ￿ p5p11 ￿ p5p12
￿p6p11 ￿ p6p12 + p7p20 + p8p19 + p8p20 + p9p20 + p8p21 + p9p21)i
+(￿p16p22 ￿ p16p23 ￿ p17p22 ￿ p16p24 ￿ p18p22
￿p17p23 ￿ p18p24 + p2
25 + 2p25p26 + 2p25p27
+p2
26 + 2p26p27)(N ￿ i ￿ 1))y
+2((p17p23 ￿ 2p26p27)(N ￿ i ￿ 1) ￿ (p7p20 + p8p19)i)y2
￿2p2
26(N ￿ i)y3
￿i(y) = 2(p4p10(i ￿ 1) + (p16p24 + p18p22)(N ￿ i))
+2((p16p23 + p17p22 ￿ 2p25p27)(N ￿ i) ￿ p7p19(i ￿ 1))y
￿4p25p26(N ￿ i)y2
￿i(y) = 2p16p22(N ￿ i + 1) ￿ 2p2
25(N ￿ i + 1)y










￿N ￿N ￿N 0 0 0 :: 0 0 0 0 0
0 ￿N￿1 ￿N￿1 ￿N￿1 0 0 :: 0 0 0 0 0
0 0 ￿N￿2 ￿N￿2 ￿N￿2 0 :: 0 0 0 0 0
0 0 0 ￿N￿3 ￿N￿3 ￿N￿3 :: 0 0 0 0 0
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
0 0 0 0 0 0 :: 0 0 ￿2 ￿2 ￿2
0 0 0 0 0 0 :: 0 0 0 ￿1 ￿1














+(2(p16p23 + p17p22 + p16p24 + p18p22 + p17p23
+p18p24 ￿ p13p14 ￿ p13p15 ￿ p14p15 + p16p22









+2(p13p14 ￿ p16p24 ￿ p18p22)y
+2(p25p27 ￿ p16p23 ￿ p18p22)y2
+2p25p26y3
￿i(y) = p2
13 ￿ 2p16p22y + p2
25y2
The independence from i of these variables allow the dropping of the subscript
such that ￿i(y) becomes ￿(y), ￿i(y) becomes ￿(y) and ￿i(y) becomes ￿(y) in the
subsequent treatment.
















in whichGeneralised Form 59
bi = P￿(i;N)yN+1(2p7p20i2 + 2p17p23Ni ￿ 2p9p19i(N ￿ i) + 2p26p27i(i ￿ 2N ￿ 1)
+p2
26(N ￿ i)(i + 1)y)
+P￿(i + 1;N ￿ 1)y(N+1)2p8p20i(i + 1)
+P￿(i ￿ 1;N)yN+12p25p26i(1 ￿ i)
+P￿(i;N ￿ 1)y(N+1)p2
26(i ￿ i2 ￿ 2):
As P(a;b) = 0 for a + b > N then
b0 = P￿(0;N)yN+2p2
26N ￿ 2P￿(0;N ￿ 1)y(N+1)p2
26]
b1 = ￿2P￿(1;N ￿ 1)yN+1p2
26
bi = 0 for i > 1:
We note that because P(i;j;t) = 0 if i + j + k > N then for both b0 and b1
to be non-zero requires that the third member of the population be zero, i.e. k = 0.
For the Daley-Kendall Model it can be shown empirically that P￿(1;N ￿ 1) 6= 0
hence b1 = 0: However the existence of non-zero values for R is problematic. For
this problem not to occur then p26 = 0, must apply for the interaction model used in
this detailed derivation. Noting that by the Inter-Changeability￿ Principle (Section
3.1.5) if any of these values are not zero and if the rearranged entries are zero, we
can rearrange the probability of outcomes table such that the new value occupying
the position of p26 is zero. If such a rearrangements is not possible then the problem
is intractable to this method. This aspect is discussed further in Section 3.4.3. We
proceed on the basis that R = 0:
￿A record of use of the Inter-Changeability Principle must be kept to ensure that its use in one
instance does not compromise its use in another. If such a compromise does occur, then the method
does not apply.60 Generalisation of Pearce￿ s Characterisation







+ (A ￿ sI)F￿ = ￿yj0EN+1 (3.1.15)
In which EN+1is the vector of N + 1 elements indexed as for F￿(y;s) with
each element being ￿i￿1;i0such that all elements bar one are zero and the element
which corresponds to the initial population of i0 is unity.
Now we de￿ne F￿







l is obtained by di⁄erentiating Equation 3.1.15 l times, at any real
point y = ￿ and should l < 0 then we de￿ne F￿
l = 0:
As in [18] since the elements of f￿in F￿(y;s) are polynomials in y of degree
at the most N, then F￿
l = 0 for l > N We note that j0 < N ￿ i0 + 1. and that
F￿
0 = F￿(￿;s).



















































































































Where 0 on the left hand side represents the N+1 vector in which all elements
are zero.
Noting that for l > N ￿ 2 the e⁄ect of F￿
p = 0 for p > N becomes relevant.
Now choosing ￿ as any real number such that C￿1 exists (Section 3.2 discusses



































































: 0 ￿ l ￿ j0 and zero otherwise.
= ￿C￿1dlyj0
dyl EN+1 (3.1.19)






























































l￿2 + Hl (3.1.21)
where Dl, Gl, Jl, and Kl are (N + 1) ￿ (N + 1) square matrices, F￿
r = 0 for
r < 0 and F￿
r = 0 for r > N.








r = 0 for r < 0:





Dl Gl Jl Kl
I 0 0 0
0 I 0 0







Using these de￿nitions we can state:Singularity of the Coe¢ cient Matrix 63
’l+1 = ￿ l+1’l + hl : 0 ￿ l ￿ j0 (3.1.23)
= ￿ l+1’l : l > j0:
So for l = 0:
’1 = ￿ 1’0 + h0:
Noting that by the Inter-Changeability Principle (Section 3.1.5) we can select
at least one of the initial populations such that j0 6= 0.
Consequently by iteratively evaluating Equation 3.1.23 ’l+1 can be expressed
in terms of ’0. Before proceeding to this expression (Equation 3.4.1) and the con-
sequential Generalised Characterisation Theorem we now discuss the nature of the
inversion of the coe¢ cient of C of F￿
l+2 and size of matrices involved.
3.2 Singularity of the Coe¢ cient Matrix
The pre￿ requisite to the generalisation in the previous section (Section 3.1.10) was
that the coe¢ cient matrix of F￿
l+2, C is invertible, i.e. C￿1 exists. In the preceding
section we chose ￿ as any real number such that C￿1 exists. However, mathematical
cases exist where, regardless of the choice of ￿ the matrix C is singular. Allowing in
this section 000 to denote the matrix with all elements equal to zero, the cases can be
divided into two classes, those where C = 0 and where C 6= 0. These are discussed
separately in the following subsections.64 Generalisation of Pearce￿ s Characterisation
3.2.1 Coe¢ cient Matrix C = 0
Cases in which C = 0 cannot be resolved by the Inter-Changeability Principle are
degenerate cases and discussed in Pearce [47]. It results in the same formulation but
with the dimensions of vectors and matrices reduced by one.
3.2.2 Coe¢ cient Matrix C 6= 0
This subsection discusses the mathematical cases where C 6= 0 but where, regardless
of the choice of ￿ the matrix C is singular. Throughout this section cognisance is
taken of that the details of these conditions are speci￿c to the interaction model of
Table 3.1.1. For di⁄erent interaction tables di⁄erent conditions on the probabilities of
outcomes as the result of dyads forming will need to be considered. Notwithstanding
it is appropriate to consider the detail of the interaction model used to demonstrate
that there are limitations.
In the subsequent analysis we note the simpli￿cation of the algebra in Section
3.1.4 - being the moving of the term 1
N(N￿1) into the paired terms papb for any positive
integers a and b.
The question of the singularity of C is investigated by considering the prob-
abilities in the determinant of C and determining their feasibility. Now if for C 6= 0
regardless of the choice of ￿ the matrix C is singular, then the determinant of C is
zero. As C is upper triangular, Det(C) = 0 when ￿i(y) in Equation 3.1.13 equals




+(2(p16p23 + p17p22 + p16p24 + p18p22 + p17p23
+p18p24 ￿ p13p14 ￿ p13p15 ￿ p14p15 + p16p22








By applying the characteristics of the probabilities this can be simpli￿ed to:
￿i(y) = p2








+(2p26p27 ￿ p17p23)y3 + p2
26y4
= 0:
By equating coe¢ cients for ￿i(y) = 0 all of the following must be satis￿ed for
this approach to be applicable:
(1) p15 = 0:




14 ￿ 2p17p24 ￿ 2p18p23 + p2
27
￿




14 ￿ 2p17p24 + p2
27
￿




14 ￿ 2p18p23 + p2
27
￿
= 0, if p18p23 6= 0 ,
(c) p2
14 + p2
27 = 0, if p17p24 = p18p23 = 0: i.e. p14 = 0 and p27 = 0:
(4) (2p26p27 ￿ p17p23) = 0 substituting p26 = 0 from (5) becomes p17p23 = 0:
(5) p26 = 0 note that this is required for the vector R to be zero.66 Generalisation of Pearce￿ s Characterisation
The application of the Inter-Changeability Principle to negate an Iteration in
which there is an occurrence of these conditions is discussed in Section 3.4.3. The
circumstances in which these ￿ve conditions are unavoidable are also discussed in
Section 3.4.3 as well as a possible physical interpretation of such cases.
Finally we can use the Inter-Changeability Principle to select an Iteration such
that the value of ￿ ￿￿is not one of the four potential values that result in ￿i(y) = 0.
3.3 Block Matrix Dimensions
Equation 3.1.22 requires matrices of dimension (4N +4)￿(4N +4): As will be dis-
cussed in Section 3.4 the process requires repeated matrix multiplication of matrices
of this dimension and inversion of a (2N + 2) ￿ (2N + 2) matrix. The limitation
of computing power on the size the population is determined in the ￿rst instance
by the ability to invert the matrices and the second by the ability to undertake the
corresponding matrix multiplications.
For example allowing a capability to invert a 50;000￿50;000 matrix allows a
value of N of 24;999 in the (2N +2)￿(2N +2) matrix and requires multiplication of
200;000￿200;000 matrices of the (4N +4)￿(4N +4) type. Allowing a capability to
multiply 60;000￿60;000 allows Nmax = 14;999 and requires the inversion of 30;000￿
30;000 matrices. The e⁄ect of this limiting factor on the size of the population and
a method of working around it are discussed at the end of Chapter 9.
3.4 General Solution Three Subpopulation Stochastic Spreading Process
Having expressed the equations in block matrix form we now have the equations in
the form of Equations 3.3 and 3.4 of Pearce [47] we can now proceed to the form ofGeneral Solution Three Subpopulation Stochastic Spreading Process 67
his Equation 3.5







































’j0+2 = ￿ j0+2(y;s)’j0+1
























After noting that Hl = 0 for l > j0 Equation 3.4.2 can be simpli￿ed to the
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3.4.1 Generalised Characterisation of the Time Dependent Evolution of the Three
Subpopulation Stochastic Spreading Process
From this form (Equation 3.4.3) Pearce￿ s Theorem 1 [47] now follows as modi￿ed
for the generalised three subpopulation stochastic spreading process giving the time
dependent evolution of the process. As a further modi￿cation we note that the
















n (￿;s) as F￿
p (￿;s) = 0 for p ￿ N + 1






























and using the notation [:]a;m to denote the truncation of a block column vector
















































































We repeat the modi￿ed Theorem in full and discuss in the following section













where the notation f:ga;b;m denotes the truncation of a block matrix to its
m￿m block sub-matrix located in rows ((a￿1)m+1) to am and columns ((b￿1)m+1)
to bm:
Theorem 3.1 Generalised Characterisation of the Exact Solution of the
Three Subpopulation Stochastic Spreading Process in Social Situations
Suppose ￿ is real and such that C the coe¢ cient matrix of F￿
l+2 in Equation
3.1.15 is non￿ zero. Suppose for all s with Re(s) ￿ 0 and Im(s) 6= 0 and for all Re(s)
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and the time dependent evolution of the general stochastic spreading process is char-
acterised by:
F￿(y;s) = F￿







































































Proof This follows directly from the previous discussion.
On expansion to the constituent elements of ’0 Equation 3.4.8 becomes:
F￿(y;s) = F￿





























































































































Substituting Equations 3.4.10 and 3.4.11 into Equation 3.4.9 yields:
F￿(y;s) = F￿


































































































































3.4.2 Inverse of Equation 3.4.6
In Pearce [47] the condition for the existence of the inverse of his equivalent of
Equation 3.4.6 was deduced using the characteristics of upper triangular matrices.
However, the summation of the coe¢ cient matrices in Equation 3.1.17 results in
Dl; Gl; Jl and Kl in Equation 3.1.22 not being consistently upper or lower
triangular and in some cases banded diagonal. Consequently, Pearce￿ s application
of his Proposition 1 is not applicable to the generalised characterisation.
It is quite feasible, and likely to be very frequent, that the matrix ￿(￿;s)
is a fully populated matrix. The classical rumour model, that enables Pearce￿ s72 Generalisation of Pearce￿ s Characterisation
use of triangular matrices, leads to a block matrix that is a special case of this fully
populated matrix. Other special cases no doubt exist that enable elegant approaches
to con￿rming or otherwise the invertability of ￿(￿;s) speci￿c to them. When ￿(￿;s)
is fully populated standard numeric methods would need to be used to con￿rm or
otherwise that it is non-singular. Consequently, non-singularity of ￿(￿;s) should be
assessed in each individual case.
3.4.3 Cases Where the Method is Inapplicable
As in Section 3.2.2, also throughout this section, cognisance is taken that the details
of these conditions are speci￿c to the interaction model of Table 3.1.1. Once again,
for di⁄erent interaction tables di⁄erent conditions on the probabilities of outcomes
as the result of dyads forming will need to be considered. Notwithstanding it is
appropriate to consider the detail of the interaction model used to demonstrate that
there are limitations.
As discussed in Section 3.2.2 ￿ve conditions need to be met for this approach
to be applicable. Tables 3.4.1 and 3.4.2 give the two cases that are invariant under
the Inter-Changeability Principle and for which the method of this thesis is not
applicable. Table 3.4.1 represents the case in which nothing occurs in a meeting.
This case is of little interest mathematically.
II IJ IK JI JJ JK KI KJ KK
I 1 1 1 0 0 0 0 0 0
J 0 0 0 1 1 1 0 0 0
K 0 0 0 0 0 0 1 1 1 P
1 1 1 1 1 1 1 1 1
Table 3.4.1 No E⁄ect
The second case in Table 3.4.2 in which the result of a dyad forming is thatGeneral Solution Three Subpopulation Stochastic Spreading Process 73
each member changes to the other￿ s subpopulation, with the result of no overall
e⁄ect. A physical example of this is somethingy moving through a host population
until favourable conditions occur which enable it to be expanded upon. This case is
beyond the scope of this thesis.
II IJ IK JI JJ JK KI KJ KK
I 1 0 0 1 0 0 1 0 0
J 0 1 0 0 1 0 0 1 0
K 0 0 1 0 0 1 0 0 1 P
1 1 1 1 1 1 1 1 1
Table 3.4.2 Swapping Subpopulations
When considering singularity of C we call into e⁄ect the Inter-Changeability
Principle described in Section 3.1.5. This requires that for a singularity to occur the
interchanging of the subpopulations among the classi￿cation of I;J and K has no
e⁄ect. The relevant variations in terms of the labelling of the ￿rst iteration are:
I II III IV V V I
JJ ! I p13 p2 p15 p25 p3 p26
JJ ! J p14 p1 p14 p27 p1 p27
JJ ! K p15 p3 p13 p26 p2 p25
JK ! J p17 p7 p11 p24 p4 p21
JK ! K p18 p9 p10 p23 p5 p19
KJ ! J p23 p19 p5 p18 p10 p9
KJ ! K p24 p21 p4 p17 p11 p7
KK ! J p26 p25 p2 p15 p13 p3
KK ! K p27 p27 p1 p14 p14 p1
Using the Inter-Changeability Principle we note in the consideration of the
￿ve conditions of ￿i(y) = 0 preceding (Section 3.2.2), that Iteration I and Iteration
IV provide a certain symmetry. p18 in Iteration I corresponds to p23 of Iteration IV.
Similarly p17 to p24. Hence only the cases of p18 = p24 = 0 or p17 = p23 = 0 present
yIt could be an idea before its time being passed on until it reaches a fertile mind or a parasite
waiting for the right conditions to be chanced upon for it to reproduce.74 Generalisation of Pearce￿ s Characterisation
di¢ culty for reassigning labelling between Iterations I and IV. We note also the
correspondence between p15 and p26 as well as that between p14 and p27: However,
these di¢ culties do not occur should one of the remaining four iterations be used.
3.4.4 Application of the Inter-Changeability Principle
The power of the Inter-Changeability Principle to re-allocate the subpopulations
among the classi￿cations of I, J and K classi￿cations to avoid singularities has been
demonstrated.
We noted in Section 3.1.5 that there were six possible permutations of the
allocation of the three subpopulations. When applying the Inter-Changeability Prin-
ciple, the same iteration must be used throughout the process of this thesis. An
algorithmic application of the use of these permutations would need to include a
tracking process to ensure a permutation that produced a singularity of the matrix
C or the matrix ￿(￿;s) had not been used previously to avoid a singularity. The
construct of such a process has not been investigated.APPENDIX 3-1. DERIVATION OF PGF FORM OF KOLMOGOROV
EQUATION
In this Appendix we consider the determining of the Kolmogorov Equations
and the arrival at the PGF form of these equations.
The outcomes of the interaction between two members of the populations
forming a dyad is given by Table 3.1.1, which for convenience is reproduced below.
II IJ IK JI JJ JK KI KJ KK
I p1 p4 p7 p10 p13 p16 p19 p22 p25
J p2 p5 p8 p11 p14 p17 p20 p23 p26
K p3 p6 p9 p12 p15 p18 p21 p24 p27 P
1 1 1 1 1 1 1 1 1
First we consider the interactions that contribute to the ￿ ux in value. These
are when two members of population X meet (II meet), a member of population
X and one of population Y meet (IJ meet), a member of population X and one
of population Z meet (IK meet), two members of population Y meet (JJ meet), a
member of population Y and one of population Z meet (JK meet), and two members
of population Z meet (KK meet).
Hence for the Flux in we have the sum of the following outcomes of dyads
(noting the omission for convenience of the common divisor 1
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II Meet:
i;j;k ￿! i;j;k P(i;j;t)p2
1i(i ￿ 1)
i + 1;j ￿ 1;k ￿! i;j;k P(i + 1;j ￿ 1;t)2p1p2i(i + 1)
i + 1;j;k ￿ 1 ￿! i;j;k P(i + 1;j;t)2p1p3i(i + 1)
i + 2;j ￿ 2;k ￿! i;j;k P(i + 2;j ￿ 2;t)p2
2(i + 1)(i + 2)
i + 2;j;k ￿ 2 ￿! i;j;k P(i + 2;j;t)p2
3(i + 1)(i + 2)
i + 2;j ￿ 1;k ￿ 1 ￿! i;j;k P(i + 2;j ￿ 1;t)2p2p3(i + 1)(i + 2)
IJ Meet:
i;j;k ￿! i;j;k P(i;j;t)2(p4p11 + p5p10)ij
i ￿ 1;j + 1;k ￿! i;j;k P(i ￿ 1;j + 1;t)2p4p10(i ￿ 1)(j + 1)
i;j + 1;k ￿ 1 ￿! i;j;k P(i;j + 1;t)2(p4p12 + p6p10)i(j + 1)
i + 1;j + 1;k ￿ 2 ￿! i;j;k P(i + 1;j + 1;t)2p6p12(i + 1)(j + 1)
i + 1;j ￿ 1;k ￿! i;j;k P(i + 1;j ￿ 1;t)2p5p11(i + 1)(j ￿ 1)
i + 1;j;k ￿ 1 ￿! i;j;k P(i + 1;j;t)2(p5p12 + p6p11)(i + 1)j
IK Meet:
i;j;k ￿! i;j;k P(i;j;t)2(p7p21 + p9p19)ik
i ￿ 1;j;k + 1 ￿! i;j;k P(i ￿ 1;j;t)2p7p19(i ￿ 1)(k + 1)
i;j ￿ 1;k + 1 ￿! i;j;k P(i;j ￿ 1;t)2(p7p20 + p8p19)i(k + 1)
i + 1;j ￿ 2;k + 1 ￿! i;j;k P(i + 1;j ￿ 2;k + 1)2p8p20(i + 1)(k + 1)
i + 1;j;k ￿ 1 ￿! i;j;k P(i + 1;j;t)2p9p21(i + 1)(k ￿ 1)
i + 1;j ￿ 1;k ￿! i;j;k P(i + 1;j ￿ 1;t)2(p8p21 + p9p20)(i + 1)k
JJ Meet:
i;j;k ￿! i;j;k P(i;j;t)p2
14j(j ￿ 1)
i ￿ 1;j + 1;k ￿! i;j;k P(i ￿ 1;j + 1;t)2p13p14j(j + 1)
i;j + 1;k ￿ 1 ￿! i;j;k P(i;j + 1;t)2p14p15j(j + 1)
i ￿ 2;j + 2;k ￿! i;j;k P(i ￿ 2;j + 2;t)p2
13(j + 1)(j + 2)
i;j + 2;k ￿ 2 ￿! i;j;k P(i;j + 2;t)p2
15(j + 1)(j + 2)
i ￿ 1;j + 2;k ￿ 1 ￿! i;j;k P(i ￿ 1;j + 2;t)2p13p15(j + 1)(j + 2)
JK Meet:
i;j;k ￿! i;j;k P(i;j;t)2(p17p24 + p18p23)jk
i;j ￿ 1;k + 1 ￿! i;j;k P(i;j ￿ 1;t)2p17p23(j ￿ 1)(k + 1)
i ￿ 1;j;k + 1 ￿! i;j;k P(i ￿ 1;j;t)2(p16p23 + p17p22)j(k + 1)
i ￿ 2;j + 1;k + 1 ￿! i;j;k P(i ￿ 2;j + 1;k + 1)2p16p22(j + 1)(k + 1)
i;j + 1;k ￿ 1 ￿! i;j;k P(i;j + 1;t)2p18p24(j + 1)(k ￿ 1)
i ￿ 1;j + 1;k ￿! i;j;k P(i ￿ 1;j + 1;t)2(p16p24 + p18p22)(j + 1)k
KK Meet:
i;j;k ￿! i;j;k P(i;j;t)p2
27k(k ￿ 1)
i ￿ 1;j;k + 1 ￿! i;j;k P(i ￿ 1;j;t)2p25p27k(k + 1)
i;j ￿ 1;k + 1 ￿! i;j;k P(i;j ￿ 1;t)2p26p27k(k + 1)
i ￿ 2;j;k + 2 ￿! i;j;k P(i ￿ 2;j;t)p2
25(k + 1)(k + 2)
i;j ￿ 2;k + 2 ￿! i;j;k P(i;j ￿ 2;t)p2
26(k + 1)(k + 2)
i ￿ 1;j ￿ 1;k + 2 ￿! i;j;k P(i ￿ 1;j ￿ 1;t)2p25p26(k + 1)(k + 2)
For the Flux Out we have the sum of the following outcomes of dyads (noting
the omission for convenience of the common divisor 1
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II Meet:
i;j;k ￿! i;j;k P(i;j;t)p2
1i(i ￿ 1)
i;j;k ￿! i ￿ 2;j + 2;k P(i;j;t)p2
2i(i ￿ 1)
i;j;k ￿! i ￿ 2;j;k + 2 P(i;j;t)p2
3i(i ￿ 1)
i;j;k ￿! i ￿ 2;j + 1;k + 1 P(i;j;t)2p2p3i(i ￿ 1)
i;j;k ￿! i ￿ 1;j + 1;k P(i;j;t)2p1p2i(i ￿ 1)
i;j;k ￿! i ￿ 1;j;k + 1 P(i;j;t)2p1p3i(i ￿ 1)
IJ Meet:
i;j;k ￿! i;j;k P(i;j;t)2(p4p11 + p5p10)ij
i;j;k ￿! i ￿ 1;j ￿ 1;k + 2 P(i;j;t)2p6p12ij
i;j;k ￿! i ￿ 1;j;k + 1 P(i;j;t)2(p5p12 + p6p11)ij
i;j;k ￿! i ￿ 1;j + 1;k P(i;j;t)2p5p11ij
i;j;k ￿! i;j ￿ 1;k + 1 P(i;j;t)2(p4p12 + p6p10)ij
i;j;k ￿! i + 1;j ￿ 1;k P(i;j;t)2p4p10ij
IK Meet:
i;j;k ￿! i;j;k P(i;j;t)2(p7p21 + p9p19)ik
i;j;k ￿! i ￿ 1;j + 2;k ￿ 1 P(i;j;t)2p8p20ik
i;j;k ￿! i ￿ 1;j + 1;k P(i;j;t)2(p8p21 + p9p20)ik
i;j;k ￿! i ￿ 1;j;k + 1 P(i;j;t)2p9p21ik
i;j;k ￿! i;j + 1;k ￿ 1 P(i;j;t)2(p7p20 + p8p19)ik
i;j;k ￿! i + 1;j;k ￿ 1 P(i;j;t)2p7p19ik
JJ Meet:
i;j;k ￿! i;j;k P(i;j;t)p2
14j(j ￿ 1)
i;j;k ￿! i + 2;j ￿ 2;k P(i;j;t)p2
13j(j ￿ 1)
i;j;k ￿! i;j ￿ 2;k + 2 P(i;j;t)p2
15j(j ￿ 1)
i;j;k ￿! i + 1;j ￿ 2;k + 1 P(i;j;t)2p13p15j(j ￿ 1)
i;j;k ￿! i + 1;j ￿ 1;k P(i;j;t)2p13p14j(j ￿ 1)
i;j;k ￿! i;j ￿ 1;k + 1 P(i;j;t)2p14p15j(j ￿ 1)
JK Meet:
i;j;k ￿! i;j;k P(i;j;t)2(p17p24 + p18p23)jk
i;j;k ￿! i;j + 1;k ￿ 1 P(i;j;t)2p17p23jk
i;j;k ￿! i + 1;j;k ￿ 1 P(i;j;t)2(p16p23 + p17p22)jk
i;j;k ￿! i + 2;j ￿ 1;k ￿ 1 P(i;j;t)2p16p22jk
i;j;k ￿! i;j ￿ 1;k + 1 P(i;j;t)2p18p24jk
i;j;k ￿! i + 1;j ￿ 1;k P(i;j;t)2(p16p24 + p18p22)jk
KK Meet:
i;j;k ￿! i;j;k P(i;j;t)p2
27k(k ￿ 1)
i;j;k ￿! i + 1;j;k ￿ 1 P(i;j;t)2p25p27k(k ￿ 1)
i;j;k ￿! i;j + 1;k ￿ 1 P(i;j;t)2p26p27k(k ￿ 1)
i;j;k ￿! i + 2;j;k ￿ 2 P(i;j;t)p2
25k(k ￿ 1)
i;j;k ￿! i;j + 2;k ￿ 2 P(i;j;t)p2
26k(k ￿ 1)
i;j;k ￿! i + 1;j + 1;k ￿ 2 P(i;j;t)2p25p26k(k ￿ 1)
Consequently the form of the Forward Kolmogorov Equations for the three
subpopulation stochastic spreading process with the outcomes of interactions within
dyads described in Table 3.1.1 are given by the di⁄erence between the ￿ ux in and
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@P(i;j;k;t)
@t
= Flux In - Flux Out.
We now work towards expressing the change in ￿ ux equation in the form of





We note that without loss of generality we can abbreviate P(i;j;k;t) to
P(i;j;k) i.e. removing the term ;t from the expression. Hence the major steps
in the process are:
1. First we multiply all terms by yj.
2. As we shall be summing over the values of ￿ j￿the term ￿ k￿is replaced
by N ￿ i ￿ j as k = N ￿ i ￿ j. Consequently, the ￿ k￿term can be dropped from
P(i;j;k) to be denoted by P(i;j).
3. The terms are then isolated so that they appear as multiples of the ￿ j￿
term in P(::;:::):
4. All powers of ￿ y￿are made to conform with the corresponding value in
the P(::;:::) using partial di⁄erentiation with respect to y where necessary.
5. The P(:::;:::) and y:: terms are grouped together, noting that P(:::;:::)
being a constant can move ￿ inside￿the di⁄erentiation notation, as well as grouping
like terms within the brackets.General Solution Three Subpopulation Stochastic Spreading Process 79
6. The ￿ j￿terms are summed from 0 to N ￿ i, noting the following:
N￿i X
j=0
P(i;j ￿ 2)yj￿1 =
N￿i X
j=2








P(i;u)yu ￿ P(i;N ￿ 1 ￿ i)yN￿1￿i ￿ P(i;N ￿ i)yN￿i
on substituting u = j ￿ 1
= fi(y;t) ￿ P(i;N ￿ 1 ￿ i)yN￿1￿i ￿ P(i;N ￿ i)yN￿i
N￿i X
j=0
P(i + 1;j ￿ 2)yj￿1 =
N￿i X
j=2




P(i + 1;j ￿ 2)yj￿2 ￿ P(i + 1;N ￿ 1 ￿ i)yN￿1￿i




P(i + 1;u)yu ￿ P(i + 1;N ￿ 1 ￿ i)yN￿1￿i
on substituting u = j ￿ 1
= fi+1(y;t) ￿ P(i + 1;N ￿ 1 ￿ i)yN￿1￿i
N￿i X
j=0
P(i + 2;j ￿ 2)yj￿1 =
N￿i X
j=2




P(i + 2;j ￿ 2)yj￿2




P(i + 2;u)yu substituting u = j ￿ 1
= fi+2(y;t)80 Generalisation of Pearce￿ s Characterisation
N￿i X
j=0
P(i ￿ 1;j ￿ 1)yj￿1 =
N￿i X
j=1








P(i ￿ 1;u)yu ￿ P(i ￿ 1;N ￿ i)yN￿i substituting u = j ￿ 1
= fi￿1(y;t) ￿ P(i ￿ 1;N ￿ i)yN￿i
N￿i X
j=0
P(i;j ￿ 1)yj￿1 =
N￿i X
j=1








P(i;u)yu ￿ P(i;N ￿ i)yN￿i substituting u = j ￿ 1
= fi(y;t) ￿ P(i;N ￿ i)yN￿i
N￿i X
j=0
P(i + 1;j ￿ 1)yj￿1 =
N￿i X
j=1








P(i + 1;u)yu substituting u = j ￿ 1
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N￿i X
j=0
P(i + 2;j ￿ 1)yj￿1 =
N￿i X
j=1




P(i + 2;j ￿ 1)yj￿1 ￿
N+1￿i X
j=N+1￿i












P(i ￿ 2;j + 1)yj+1 =
N￿i￿1 X
j=0








P(i ￿ 2;u)yu + P(i ￿ 2;N ￿ i + 1)yN￿i+1 ￿ P(i ￿ 2;0)
on substituting u = j + 1
= fi￿2(y;t) + P(i ￿ 2;N ￿ i + 1)yN￿i+1 ￿ P(i ￿ 2;0)
N￿i X
j=0
P(i ￿ 1;j + 1)yj+1 =
N￿i￿1 X
j=0








P(i ￿ 1;u)yu + P(i ￿ 1;N ￿ i + 1)yN￿i+1 ￿ P(i ￿ 1;0)
on substituting u = j + 1
= fi￿1(y;t) + P(i ￿ 1;N ￿ i + 1)yN￿i+1 ￿ P(i ￿ 1;0)82 Generalisation of Pearce￿ s Characterisation
N￿i X
j=0
P(i;j + 1)yj+1 =
N￿i￿1 X
j=0








P(i;u)yu ￿ P(i;0) substituting u = j + 1
= fi(y;t) ￿ P(i;0)
N￿i X
j=0
P(i + 1;j + 1)yj+1 =
N￿i￿1 X
j=0








P(i + 1;u)yu ￿ P(i + 1;0) substituting u = j + 1
= fi+1(y;t) ￿ P(i + 1;0)
N￿i X
j=0
P(i ￿ 2;j + 2)yj+2 =
N￿i￿2 X
j=0
P(i ￿ 2;j + 2)yj+2 + P(i ￿ 2;N ￿ i + 1)yN￿i+1 +




P(i ￿ 2;j + 1)yj+1 + P(i ￿ 2;N ￿ i + 1)yN￿i+1 +
P(i ￿ 2;N ￿ i + 2)yN￿i+2 ￿ P(i ￿ 2;0)




P(i ￿ 2;u)yu + P(i ￿ 2;N ￿ i + 1)yN￿i+1 +
P(i ￿ 2;N ￿ i + 2)yN￿i+2 ￿ P(i ￿ 2;0)
= fi￿2(y;t) + P(i ￿ 2;N ￿ i + 1)yN￿i+1 +
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N￿i X
j=0
P(i ￿ 1;j + 2)yj+2 =
N￿i￿2 X
j=0
P(i ￿ 1;j + 2)yj+2 + P(i ￿ 1;N ￿ i + 1)yN￿i+1




P(i ￿ 1;j + 1)yj+1 + P(i ￿ 1;N ￿ i + 1)yN￿i+1 ￿ P(i ￿ 1;0)




P(i ￿ 1;u)yu + P(i ￿ 1;N ￿ i + 1)yN￿i+1 ￿ P(i ￿ 1;0)
= fi￿1(y;t) + P(i ￿ 1;N ￿ i + 1)yN￿i+1 ￿ P(i ￿ 1;0)
N￿i X
j=0
P(i;j + 2)yj+2 =
N￿i￿2 X
j=0




P(i;j + 1)yj+1 ￿ P(i;0)





= fi(y;t) ￿ P(i ￿ 1;0)
7. Abbreviating fi(y;t) to fi and conducting the partial di⁄erentiations
with respect to ￿ y￿and grouping like terms we change the two sides of the change in
￿ ux equations.
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The RHS of the change in Flux equation becomes:
RHS = [￿2p1p2i(i ￿ 1) ￿ 2p1p3i(i ￿ 1) ￿ p2
2i(i ￿ 1) ￿ 2p2p3i(i ￿ 1) ￿ p2
3i(i ￿ 1)
￿2p7p19i(N ￿ i) ￿ 2(p7p20 + p8p19)i(N ￿ i) ￿ 2p8p20i(N ￿ i)
￿2(p9p20 + p21p8)i(N ￿ i) ￿ 2p9p21i(N ￿ i)
￿p2
25(N ￿ i)(N ￿ i ￿ 1) ￿ 2p25p26(N ￿ i)(N ￿ i ￿ 1)
￿2p25p27(N ￿ i)(N ￿ i ￿ 1) ￿ p26p26(N ￿ i)(N ￿ i ￿ 1)
￿2p27p26(N ￿ i)(N ￿ i ￿ 1)
+[2(p7p20 + p8p19)i + 2p26p27(N ￿ i ￿ 1)](N ￿ i)y
+p2
26(N ￿ i ￿ 1)(N ￿ i)y2]fi
+
+[2p18p24(N ￿ i ￿ 1) + 2(p4p12 + p6p10)i
+(￿2p4p10i ￿ 2(p4p12 + p10p6)i ￿ 2p5p11i ￿ 2(p5p12 + p11p6)i ￿ 2p6p12i + 2p7p19i
+2(p7p20 + p8p19)i + 2p8p20i + 2(p9p20 + p8p21)i + 2p9p21i ￿ 2p16p22(N ￿ i ￿ 1)
￿2(p16p23 + p22p17)(N ￿ i ￿ 1) ￿ 2(p16p24 + p22p18)(N ￿ i ￿ 1) ￿ 2p17p23(N ￿ i ￿ 1)
￿2p18p24(N ￿ i ￿ 1) + 2p25p25(N ￿ i ￿ 1) + 4p25p26(N ￿ i ￿ 1) + 4p25p27(N ￿ i ￿ 1)
+2p2
26(N ￿ i ￿ 1) + 4p27p26(N ￿ i ￿ 1))y
+(￿2(p7p20 + p8p19)i + 2p17p23(N ￿ i ￿ 1) ￿ 4p26p27(N ￿ i ￿ 1))y2
￿2p2
26(N ￿ i)y3]@fi
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+[p2
15 + 2(p14p15 ￿ p18p24)y
+(￿p2
13 ￿ 2p13p14 ￿ 2p13p15 ￿ 2p15p14 ￿ p2
15 + 2p16p22 + 2(p16p23 + p17p22)
+2(p16p24 + p18p22) + 2p17p23 + 2p18p24 ￿ p2
25 ￿ 2p25p26 ￿ 2p25p27 ￿ p2
26 ￿ 2p27p26)y2
+2(p26p27 ￿ p17p23)y3 + p2
26y4]@2[fi]
+
[(2p1p3i + 2p9p21(N ￿ i ￿ 1)g(i + 1)
+2(p1p2i + (p8p21 + p9p20)(N ￿ i ￿ 1))(i + 1)y
+2p8p20(i + 1)(N ￿ i ￿ 1)y2]fi+1
+[2p6p12(i + 1) + 2(p5p12 + p6p11 ￿ p9p21)(i + 1)y
+2(p5p11 ￿ p8p21 ￿ p9p20)(i + 1)y2 ￿ 2p8p20(i + 1)y3]@fi+1
+[p2
3(i + 1)(i + 2) + 2p2p3(i + 1)(i + 2)y + p2
2(i + 1)(i + 2)y2]fi+2
+
[2(p7p19(i ￿ 1) + p25p27(N ￿ i))(N ￿ i + 1) + 2p25p26(N ￿ i)(N ￿ i + 1)y]fi￿1
[2p4p10(i ￿ 1) + 2(p16p24 + p18p22)(N ￿ i)]
+2((p16p23 + p17p22 ￿ 2p25p27)(N ￿ i) ￿ p7p19(i ￿ 1))y ￿ 4p25p26(N ￿ i)y2]@fi￿1
+[2p13p15 ￿ 2(p16p24 + p18p22) + 2p13p14y
+2(p25p27 ￿ p16p23 ￿ p17p22)y2 + 2p25p26y3]@2fi￿1
+p2
25(N ￿ i + 1)(N ￿ i + 2)fi￿2
+[2p16p22(N ￿ i + 1) ￿ 2p2
25(N ￿ i + 1)y]@fi￿2
+[p2
13 ￿ 2p16p22y + p2
25y2]@2fi￿286 Generalisation of Pearce￿ s Characterisation
+
P(i;N)yN+1(2p7p20i2 + 2p17p23Ni ￿ 2p9p19i(N ￿ i)
+2p26p27i(i ￿ 2N ￿ 1) + p2
26(N ￿ i)(i + 1)y)
+P(i + 1;N ￿ 1)y(N+1)2p8p20i(i + 1)
+P(i ￿ 1;N)yN+12p25p26i(1 ￿ i)
+P(i;N ￿ 1)y(N+1)p2
26](i ￿ ii ￿ 2)Chapter 4
INVERSION OF THE LAPLACE TRANSFORM OF GENERALISATION
OF PEARCE￿ S CHARACTERISATION
4.1 Introduction
In Section 3.4.1, Theorem 4.1 gave the generalisation of the characterisation of the
Laplace Transform of the solution to the stochastic spreading process involving a
population partitioned into three subpopulations. This Chapter investigates the in-
version of this Transformation and the implications that can be derived from it.
Noting that we chose y = ￿ as any real number such that C￿1 in Equation 3.1.17
exists, we proceed into this Chapter.
4.2 Inversion of the Laplace Transform Characterisation of the Solution
to the Generalised Stochastic Spreading Process of a Population Par-
titioned into Three Subpopulations
4.2.1 Inversion Theorem
Equation 3.4.8 requires the inversion of Equation 3.4.6. We note that the inverse of





Thus incorporating y = ￿, we have: ￿￿1(￿;s) =
Adj[￿(￿;s)]
det[￿(￿;s)] and Equation 3.4.12 can
be expressed as:88 Inversion of the Laplace Transform of Generalisation of Pearce￿ s Characterisation
F￿(y;s) = F￿








































































































































Assuming it exists, the inverse Laplace Transform, L￿1 , is given by:

























































































































































noting F(￿;t) = F0(￿;t).Inversion of the Laplace Transform Characterisation of the Solution to the Generalised Sto-
chastic Spreading Process of a Population Partitioned into Three Subpopulations 89
Assuming the inverse of the Laplace Transform of Equation 4.2.2 exists then
the Inverse Laplace Transform will be of the form:




where L2, L3 and L4 are the inverse Laplace Transforms of the second, third and
fourth terms of Equation 4.2.2 respectively.
In Equation 4.2.2 the denominators of the second and third terms are deter-
mined by the terms l! and det[￿ ], while that of the fourth term is determined by l!
only. From Equation 3.4.6, det[￿] is the result of a multiplicative combination of










+ (A ￿ sI))jy=￿:
Thus elements of ￿ j are linear combinations of powers of s and consequently, some
of the elements of ￿ are linear combinations of powers of s. Consequently, det[￿]
involves a linear combination of powers of s. So, we can select a polynomial in s,
Q(s), such that:
Q(s) = det[￿]: (4.2.4)
Consider only the second term and within it the matrix elements dependent on s.

















































(4.2.5)90 Inversion of the Laplace Transform of Generalisation of Pearce￿ s Characterisation
can be expressed as polynomials Wk2(s)+
Rk2(s)
Q(s) where the subscript k2 indicates the










































That is for F￿(y;s) in Equation 3.4.8 the second term has a polynomial element
Wk2(s) in the k￿ th row that under the inverse Laplace Transform becomes a sum of




d(t) is the n￿ th derivative of the Dirac Delta
Function and ￿0
d(t) = ￿d(t).
We note that for t > 0 ￿n
d(0) = 0. Since we are given the initial state (t = 0)
as F(y;0) then we can disregard all polynomial elements Wk2(s).
Further more the k￿ th element
Rk2(s)
Q(s) of the second term of F￿(y;s) has
degRk(s) < degQ(s). This allows application of the Heaviside Expansion For-
mula modi￿ed to take into account repeated roots of Q(s) should these occur. This
equation, should there be m roots a1; a2;:::am; of respective multiplicity n1; n2;:::nm





















Consider now the vector [L2(t;i;￿)] in Equation 4.2.3. We note that both Rk2(s),
























































A:Inversion of the Laplace Transform Characterisation of the Solution to the Generalised Sto-





for two polynomials in t > 0: W1k2(t) and W22(t). The subscript k2 in W1k2(t)
indicates that the polynomial is the k￿ th element in the vector [L2(t;i;￿)] in Equation
4.2.3 and the subscript 22 in W2n(t) indicates the association with the n￿ th term, in
this case n = 2.




in which t, W1k3(t) and W23(t) are similarly de￿ned.
Furthermore we note that similar to the inverse Laplace Transform of Wk(s)
used in the second and third terms, the inverse Laplace Transform of the elements




and hence are zero for t > 0: Consequently, the inverse Laplace Transform of the
fourth term need no longer be considered in the inversion.
Hence we can present the following theorem:
Theorem 4.1 Inversion Theorem
Exact Solution to the General Stochastic Spreading Process in a Population
Partitioned into Three Subpopulations is characterised by:
F(y;t) = F(￿;t) + (y ￿ ￿)F1(￿;t) + L2(t;i;y) + L3(t;i;y) (4.2.7)
where the k￿ th elements of [Lr(t;i;￿)] are of the form
P W1kr (t)
W2r(t) for two polynomi-





, where ￿ j is as de￿ned in Equation 3.1.22, is non-singular.
Proof This follows directly from the previous discussion.92 Inversion of the Laplace Transform of Generalisation of Pearce￿ s Characterisation
We note that given the probabilities in the outcome of interactions tables
and a meeting paradigm that is applied that can be expressed in polynomial in
0t0equivalent form then the exact solution for the probability distributions of each
state with respect to time can be found.
4.2.2 Factorisation of Q(s)
Q(s) being the determinate of Equation 4.2.5 can be factored into polynomial sub-
elements determined by
QN
j=0 ￿ j+1(￿;s) in Equation 3.4.6. These are in turn deter-










+ (A ￿ sI))
in Equations 3.1.17 and 3.1.21 when combined multiplicatively with the con-
stant, with respect to s, elements of Dl, Jl, and Kl as required by Equation 3.4.6.





, hence from the Fundamental Theorem of Algebra the maximum




. The zeroes of Q(s) can
be determined in the process of the numerical calculation of ￿ (i;￿;s):
4.3 Isolation of the Probability of Occurrence of each State- P(i;j;k;t)
Equation 4.2.7 in Theorem 5.1 provides an equation for the identi￿cation of F(y;t).
From Equation 3.1.10,
F(y;t) := (fn(y;t);fN￿1(y;t);:::;f1(y;t);f0(y;t))T











(j￿r)!P(i;j;t)yj￿r where r ￿ j then in principle
P(i;j;t) can be recovered from Equation 4.2.7 by a process of equating the real
coe¢ cients of the polynomials. Alternatively, repeated di⁄erentiation for all terms
P(id;j;t) for j ￿ jd, where the subscript d indicates ￿ desired￿ : to express the desired
P(id;jd;t) in terms of known values of P(id;j;t) for j ￿ jd independent of y. We
note in Equation 4.2.7 the fi(￿;t), the corresponding element of F(￿;t) is constant
with respect to y. Consequently the fi(￿;t) component of fi(y;t) is removed with
the ￿rst di⁄erentiation with respect to y.
In the development of the numeric model in Chapter 5 we use the method of
equating real coe¢ cients of the polynomials to derive the probabilities of occurrence.
4.4 Subpopulation Saturation
In Section 3.1.8 we noted that the probabilities of a subpopulation being saturated
with the total population in the three subpopulation model could be given by:
fNi(y;t) : = P(N;0;0;t);
fNj(y;t) : = P(0;N;0;t); and
fNk(y;t) : = P(0;0;N;t):
These are special cases of ￿nal distributions of probabilities. As discussed in
Chapters 7 and 10.2.11 these can be determined either by considering them as ￿nal
distributions and determining either the initial population distributions that will
lead to them or the transition protocols that enable a particular initial population
distribution to reach them. A further variation is the determination of the time taken
for them to be reached. This last aspect is a natural extension to the discussion at
Chapter 7.94 Inversion of the Laplace Transform of Generalisation of Pearce￿ s Characterisation
Hence the method exists to calculate the probability that whatever is being
di⁄used will either saturate the population or in the case of diseases be eliminated
after a certain amount of time. This occurs by truncating the vector F(￿;t) to its
last element only.Chapter 5
VALIDATION OF THE GENERAL SOLUTION
5.1 Introduction
This Chapter discusses the theoretical ￿gures by comparison with a validation model.
For the theoretical results the equations leading to the identi￿cation of the proba-
bility distribution of all possible states at a time was developed using Mathematica
5.2. To validate the theory a Daley-Gani (￿;￿) probability variant simulation of the
Daley-Kendall model was developed using MATLAB Version 7.1. This simulation is
inherently a discrete simulation. In Section 3.1.4 the normalisation of the meeting
rate to one meeting per unit time for the development of the theory allows compari-
son to the discrete simulation in which the meetings are aligned at the integer time
units.
After discussing the computer program for the theoretical model, we discuss
the validation simulation, then ascertain its accuracy by comparison with the exact
solution for the discrete population of three with three subpopulation exact model.
The predicted results of our theoretical model coded in Mathematica are compared
to the results of the simulation, for populations of 3, 5 and 7.
5.2 Theoretical Model
An incentive for this thesis was an observation made by a reviewer of [18] in the
late 1990￿ s, while noting the characterisation, to express doubt as to the numeri-96 Validation of The General Solution
cal feasibility of the process. While this thesis goes beyond [18] the challenge as
discussed in Chapter 9 is computation power. Since the late 1990￿ s computing capa-
bility has progressed with the continuing development of symbolic programs such as
Mathematica. The theory of this section was encoded in Mathematica 5.2 and run
on a Dual Intel Xeon 3.06 GHz, 2Gbit RAM 160 GBit Serial ATA HDD computer.
A Mathematica program was constructed to calculate the exact solution. Notwith-
standing the Mathematica Matrix Inverse Function exhausted the available computer
working memory for the Daley-Kendall model for a population of eight. Attempts to
run the program for the (￿, ￿) variant of the rumour model for a population of three
with three subpopulations with 21 of the possible 27 meeting outcomes being non-
zero resulted in the Mathematica Inverse Laplace Transform function exhausting the
computer memory. Methods of overcoming these limitations are discussed in Section
10.2.2. Additionally computations done in ￿ oating point notation were found to be
ill-conditioned, necessitating manual interference to simplify polynomial fractions in
preparation for the inversion of the Laplace Transform characterisation of the solu-
tion. Integer notation facilitated the complete process being done by Mathematica
with ￿ oating point notation introduced to calculate the expected populations.
5.3 Validation/Control Simulation
The validation simulation was developed in MATLAB 7.1 on a COMPAQ Tablet
PC. In this simulation the process was considered as a sequence of randomly forming
dyads no two of which formed at the same instant - a dyad was randomly formed,
the outcome of the meeting was determined then the outcome of the next randomly
forming dyad was determined. This process continues until some preset condition
(for example after a certain number of dyad formations or after a speci￿ed number ofValidation/Control Simulation 97
interactions the result of each being a change in state) is met or no further changes
of state can occur. In the case of the classical rumour model it was taken to be the
exhaustion of the population of spreaders. Both the number of meetings and the
number of interactions (a meeting which resulted in a change of state occurring) plus
the subpopulations at each time step were counted.
The population size, the initial population distribution amongst the subpop-
ulations, the outcome of meetings probability matrix and the stop condition of the
model were external inputs. Given an set of input variables the simulation was set
to run a speci￿ed number of times to provide a number of samples for statistical
analysis. Populations of up to 10,000 could be run within a reasonable time on the
COMPAQ Tablet PC.
Figures 5.3.1 to 5.3.3 show the ignorant, spreader and sti￿ er curves for 200
runs for a population of 100 with time indexed on dyad formation. The ￿nal pop-
ulation of ignorants was 21.36 and sti￿ ers 78.64 with a standard deviation of 10.88,
consistent with previous work The mean number meetings for the rumour to die
out was 673.54 with standard deviation of 151.30. These high ￿gures are indicative
of the early stage of the spreading process and the large number of meetings that
are occurring between two ignorants in which there is no interaction. For clarity of
presentation, each of the curves has not been plotted beyond the meeting that the
population of spreaders becomes zero. Additionally, the results for each run were
subjected to statistical analysis and in the plottings against the number of meetings
the outliers (more than three standard deviations from the mean) removed from the
sample. This also adds clarity to the demonstration of the consistency of the curves
with the classical studies. Figures 5.3.4 to 5.3.6 show the same curves but graphed
against meetings the result of which is a change of numbers in the subpopulations98 Validation of The General Solution
(that is interactions) and including outliers.
Figure 5.3.1 is the graphing of the number of ignorants against the number of
meetings shows the classical form of the ￿ s￿curve, though for a reducing population.












Number of Ignorant against Meetings
Figure 5.3.1 Number of Ignorants Against Meetings
Figure 5.3.2 is the graphing of the number of resistors against the number of
meetings, again demonstrating the ￿ s￿or adopter curve.
Figure 5.3.3 shows cumulative graphing of the spreader curves graphed against
the number of meetings. The probabilistic nature of the meetings and the possibility
of many early meetings not resulting in a change of state space obscures some of the
common behaviour of the spreader curves. Notwithstanding the overall nature of
the curve remains.
Figures 5.3.4 to 5.3.6 show the corresponding curves graphed against the
interactions. In Figure 5.3.4 two curves occur at the ignorant subpopulation values
of 98 and 95. These early dying outs of the spreader curves is the equivalent of the
epidemic not ￿ taking o⁄￿ .
We note that should enough runs of the simulation be made the interveningValidation/Control Simulation 99












Number of Resisters against Meetings
Figure 5.3.2 Number of Sti￿ers Against Meetings








Number of Spreaders against Meetings
Figure 5.3.3 Number of Spreaders Against Meetings100 Validation of The General Solution












Number of Ignorant Against Interactions
Figure 5.3.4 Number of Ignorants Against Interactions
points would also be occupied but with less frequency. Figure 5.3.5 the plot of the
resistor curves against interactions showing the behaviour corresponding to that of
the ignorant curves at Figure 5.3.4.












Number of Resisters Against Interactions
Figure 5.3.5 Number of Sti￿ers Against Interactions
Figure 5.3.6 shows the plotting of the spreader curves against the interactions.
Corresponding to the early die-out shown in the ignorant and sti￿ er curves plots we
note the occurrence of zero plots occurring early.Validation/Control Simulation 101








Number of Spreaders Against Interactions
Figure 5.3.6 Number of Spreaders Against Interactions
For those populations in which the epidemic did not ￿ die-out￿early that the
number of spreaders was exhausted after an average 142.06 interactions with a stan-
dard deviation of 10.67. This suggests a stochastic rumour model equivalent to Maki
and Thompson￿ s [41] discrete model derivation of the expected number of interactions
being 1:549N where N is the number of interactions. For our validation simulation
the corresponding equation for the number of interactions is approximately 1.45N.
We suggest that there may exist a ￿s for the stochastic rumour model such that
the number of interactions is given by ￿sN, similar to the ￿ giving ￿N of Maki and
Thompson for discrete rumour models. This is an area for further research.
Meeting No. Subpopulation Std Dev. 99% Con￿dence Interv.
250 59.64 19.01 54.75 64.54
275 52.97 19.01 48.07 57.87
287 49.97 18.85 45.11 54.83
300 46.81 18.52 42.04 51.58
600 30.62 5.72 29.15 32.09
Table 5.3.1 Validation Simulation Sampling of Ignorants102 Validation of The General Solution
These valid runs can be sampled at a set number of meetings and the mean
values of the populations sampled. For example the mean subpopulations and the
associated standard deviations from the runs with the three outliers removed at
sample meetings are given in Tables 5.3.1 to 5.3.3.
Meeting No. Subpopulation Std Dev. 99% Co￿dence Interv.
250 25.04 10.11 22.44 27.64
275 25.84 8.93 23.54 28.14
287 25.63 8.96 23.32 27.94
300 25.20 8.61 22.98 27.42
600 16.16 3.27 15.32 17.00
Table 5.3.2 Validation Simulation Sampling of Spreaders
Meetings Subpopulation Std Dev. 99% Con￿dence Intev.
250 15.31 12.65 12.05 18.57
275 21.19 15.30 17.25 25.13
287 24.40 16.45 20.16 28.64
300 27.98 17.38 23.50 32.46
600 53.22 6.95 51.43 55.01
Table 5.3.3 Sample of Runs Validation Simulation
5.4 Exact Discrete Model
The Daley-Kendall Model for a population of three was used as the control for the
comparison between the validation model and the computer model of the exact so-
lution. A population of three was selected due the limitations of the Mathematica
code and because it was tractable to hand calculation.
For a population of three the Daley-Kendall model has ￿ve non-zero states -
in terminology of (ignorants, spreaders, sti￿ ers) - these being (2,1,0), (1,2,0), (0,3,0),
(1,0,2), (0,1,2) and (0,0,3). These are demonstrated in Table 5.4.1.Exact Discrete Model 103
Spreaders: 0 1 2 3
0 Ignorants X X 0 X
1 Ignorant X 0 X 0
2 Ignorants 0 X 0 0
3 Ignorants 0 0 0 0
Table 5.4.1 Non-Zero Outomes 3 Sub Classes - Population of 3
The probabilities, for the discrete model, of these states occurring at the m￿ th
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:104 Validation of The General Solution
The formulations of Equation 5.4.1 are used in the calculation of the exact
expected subpopulations for comparison with those of the validation simulation.
5.5 Validation of Control Simulation
Figure 5.5.1 depicts the comparison of the number of ignorants between the expected
value from the exact calculations above and the mean value from the validation
simulation. The number of meetings is until the validation simulation meeting (the
twelfth) in which the mean number of spreaders was reduced to zero. The root mean
square, the variation between the discrete model and the validation simulation, was
0.015.






















Figure 5.5.1 Comparison Validation Simulation to Exact Discrete Model - Ignorants
Population 3
Figure 5.5.2 depicts the comparison of the number of spreaders between the
expected value from the exact calculations above and the mean value from validation
simulation. The number of meetings is until the validation simulation meeting (the
twelfth) in which the mean number of spreaders was reduced to zero. The root meanValidation of Control Simulation 105
square for the variation between the discrete model and the validation simulation,
was 0.013.



























Figure 5.5.2 Comparison Validation Simulation to Exact Model - Spreaders Population
of 3
Figure 5.5.3 depicts the comparison of the number of sti￿ ers between the
expected value from the exact calculations above and the mean value from validation
simulation. The number of meetings is until the validation simulation meeting (the
twelfth) in which the mean number of spreaders was reduced to zero. The root mean
square for the variation between the discrete model and the validation simulation,
was 0.018.
The consolidated table of the root mean square values is given in Table 5.5.1.
Ignorants Spreaders Sti￿ ers
0.015 0.013 0.018
Table 5.5.1 RMS Values Exact Discrete Model to Validation Model
From this it is concluded that the validation simulation accurately represents106 Validation of The General Solution























Figure 5.5.3 Comparison Validation Simulation to Exact Model - Sti￿ers Population of
3
the expected behaviour.
5.6 Comparison of Results
This section discusses the comparison of results for the numerical/validation simula-
tion vis-￿-vis the theoretical model. The results are presented in Appendices 5-1 to
5-3. As the time scale was normalised so that one meeting occurred per unit time (see
Section 3.1.4) the graphs for the continuous time equations and that of the validation
simulation can be overlaid with a correlation of one meeting per time unit. The tables
in the Appendices give sample time-steps, the associated mean populations and the
associated standard deviations for the validation simulation, and the expected values
for each of the subpopulations from this thesis. The graphs provide a pictorial com-
parison of the mean values of the validation simulation and the expected values from
the thesis by timestep. While we note that the standard deviation of the validation
simulation renders the results of little use for independent analysis, the comparisonComparison of Results 107
of results from the validation simulation and predicted values from the theory, show
that the validation simulation can be used as a rough validation of predicted results,
and hence the predicted results can be extended to larger populations.
Appendix 5-1 provides the results of a comparison of the validation simula-
tion compared to the predicted results for a population of three for which the ￿nal
population distribution was reached in a sample of 1000 runs of the validation model
at the 12th meeting. The solution of this thesis had spreaders reduced to zero (to
two decimal places) on the 14th meeting with sti￿ ers and ignorants reaching stability
on the 16th meeting. This sample of results shows a that the subpopulation state
spaces provided by the thesis solution lie within the one standard deviation of those
produced by the validation simulation. This is a strong indication of the correct-
ness of the solution formulation as derived in this thesis. Similarly Appendix 5-2
provides the results of a comparison of the validation simulation compared to the
predicted results for a population of ￿ve for which the ￿nal population distribution
of the validation simulation was reached at the 29th meeting. The solution of this
thesis had spreaders reduced to zero (to two decimal places) on the 28th meeting with
sti￿ ers and ignorants reaching stability on the 30th meeting. Similarly, Appendix
5-3 presents the results for a population of 7, with validation simulation reaching
stability at the 47th meeting and the solution of this thesis at the 44th meeting. It
is unfortunate that limitations on computing power preclude the testing of larger
populations to demonstrate the accuracy of the exact solution. The rms values for
populations of 3, 5 and 7 are given in Table 5.6.1. These show a trend of increasing
accuracy of the solution of this thesis as the size of the population increases. While
acknowledging the range of values allowed for by the large standard deviations of the
validation simulation, the results indicate that the ￿gures predicted form this thesis108 Validation of The General Solution
Population Size Ignorants Spreaders Sti￿ ers
3 0.096 0.193 0.189
5 0.077 0.118 0.132
7 0.064 0.088 0.103
Table 5.6.1 Sub-Population Expected Values RMS Camparison
would appear to be accurate.
The comparisons of this Chapter demonstrate the validity of this thesis. The
remaining Chapters in this section consider the implications of this formulation of
the exact solution to the generalisation of the three rumour process.APPENDIX 5-1. THEORETICAL, VALIDATION AND PREDICTED
RESULTS FOR A POPULATION OF THREE
This Appendix compares the results for Simple Rumour spreading in a popula-
tion of three between the validation simulation and that predicted by this thesis. The
initial state is with two ignorants and one spreader; this demonstrates the a⁄ects of
the continuous approximation of this thesis when compared to the situation where not
all states are feasible in the initial stages of a phenomenon. The expressions for the
non-zero probabilities of occurrence are given in Table 5-1.1. The near co-incidence
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Table 5-1.1 Probabilities of Occurrence Population of Three
For each time step for each state the following values are presented: the ex-
pected value of each state from, the mean of 1000 runs of the simulation, the standard
deviation of 1000 runs of the simulation and the expected value from this thesis. The
results for the expected values and the mean values are presented graphically - the








0 (2;1;0) (0;0;0) (2;1;0)
1 (1:33;1:67;0) (0:47;0:47;0) (1:38;1:41;0:21)
2 (0:66;1:88;0:45) (0:67;1:21;0:84) (0:94;1:35;0:71)
3 (0:45;1:03;1:51) (0:56;0:96;0:86) (0:67;1:07;1:25)
4 (0:38;0:49;0:75) (0:50;0:75;0:76) (0:52;0:77;1:71)
5 (0:36;0:23;2:41) (0:48;0:55;0:64) (0:43;0:52;2:05)
6 (0:35;0:09;2:55) (0:48;0:33;0:53) (0:38;0:33;2:28)
7 (0:35;0:03;2:62) (0:48;0:17;0:49) (0:36;0;20;2:43)
8 (0:35;0:01;2:64) (0:48;0:11;0:49) (0:35;0:12;2:53)
9 (0:35;0:01;2:64) (0:48;0:11;0:49) (0:34;0:07;2:59)
10 (0:35;0;2:65) (0:48;0;0:48) (0:34;0:02;2:64)
11 (0:35;0;2:65) (0:48;0;0:48) (0:34;0:01;2:65)
12 (0:35;0;2:65) (0:48;0;0:48) (0:33;0:01;2:66)
13 (0:35;0;2:65) (0:48;0;0:48) (0:33;0:00;2:66)
14 (0:35;0;2:65) (0:48;0;0:48) (0:33;0:00;2:67)
Table 5-1.2 Sample States Population of 3
We note in Table 5-1.2 that the simulation reached its ￿nal state at timestep
12, though from timestep 10 the average number of spreaders does not appear to
two decimal places. The results from the thesis continued to time step 14. In the
simulation the standard deviations were quite large representing the e⁄ects of the
small population, the occurrence of low probability events (e.g. ignorants repeatedly
forming dyads with no resultant changes) in a large sample and the occurrence of
high probability events (spreader-ignorant dyads forming) leading in some runs to
the early exhaustion of the spreader population.Comparison of Results 111





















Figure 5-1.1 Comparison of Ignorants Curves for a Population of Three


























Figure 5-1.2 Comparison of Spreaders Curves for a Population of Three112 Validation of The General Solution






















Figure 5-1.3 Comparison of Sti￿ ers Curves for a Population of ThreeAPPENDIX 5-2. VALIDATION MODEL AND PREDICTED RESULTS
FOR A POPULATION OF FIVE
This Appendix presents the results for comparison between the Validation
Simulation and the Predicted Values from this thesis for the Simple Rumour spreading
in a population of ￿ve. Table 5-2.1 presents an abstraction of the probability matrix
derived by this thesis, in which states with a non-zero probability of occurrence are
indicated by an X.
Spreaders: 0 1 2 3 4 5
0 Ignorants X X X X X X
1 Ignorant X X X X X 0
2 Ignorants X X X X 0 X
3 Ignorants X X X 0 X 0
4 Ignorants X X 0 X 0 0
5 Ignorants X 0 X 0 0 0
Table 5-2.1 Non-Zero Outcomes 3 Subclasses - Population of Five
Table 5-2.2 presents the thesis probabilities for each of the states in the Daley-
Kendall Model for a population of ￿ve.
For every third timestep after the initial state, each state the following values
are presented: the expected value of each state from the exact solution, the mean
of 1000 runs of the simulation, the standard deviation of 1000 runs of the simula-
tion and the expected value from this thesis. Table 5-2.2 presents a comparison of
the validation model expected values for each subpopulation to the expected values




























































































































































































































































Table 5-2.2 Non-Zero probability States Occurring Population of Five
The results for the two expected values and the mean values are presented
graphically - the subpopulation of ignorants in Figure 5-2.1, spreaders in Figure 5-2.2
and sti￿ ers in Figure 5-2.3. As well as the data for the mean subpopulations from
a sample of 1000 runs for each time step, the ￿gures include data for each time step







0 (4;1;0) (0;0;0) (4;1;0)
3 (2:67;2:03;0:30) (0:95;1:15;0:71) (2:69;1:82;0:49)
6 (1:57;1:77;1:66) (1:13;1:42;1:21) (1:75;1:58;1:67)
9 (1:16;0:85;2:99) (1:11;1:09;1:24) (1:30;0:96;2:74)
12 (1:04;0:33;3:63) (1:10;0:68;1:16) (1:11;0:49;3:40)
15 (1:00;0:11;3:88) (1:09;0:38;1:10) (1:03;0:22;3:74)
18 (0:99;0:04;3:97) (1:09;0:22;1:09) (1:01;0:10;3:90)
21 (0:98;0:01;4:00) (1:09;0:18;1:10) (1:00;0:03;3:98)
24 (0:98;0:01;4:01) (1:09;0:08;1:09) (0:99;0:01;3:99)
27 (0:98;0:00;4:02) (1:09;0:04;1:09) (0:99;0:01;4:00)
30 (0:98;0:00;4:02) (1:09;0:00;1:09) (0:99;0:00;4:01)
Table 5-2.3 Sample States Population of Five
We note,though not shown in Table 5-2.3, that the simulation reached its ￿nal
state at time step 29 thought from time step 25 the average number of spreaders does
not appear to two decimal places. The results from the thesis continued to time
step 30. In the simulation the standard deviations were quite large representing
the e⁄ects of the small population, the occurrence of low probability events (e.g.
ignorants repeatedly forming dyads with no resultant changes) in a large sample, and
the occurrence of high probability events (spreader-ignorant dyads forming) leading
in some runs to the early exhaustion of the spreader population.116 Validation of The General Solution

























Figure 5-2.1 Comparison of Ignorants Curves for a Population of Five





















Figure 5-2.2 Comparison of Spreaders Curves for a Population of FiveComparison of Results 117

























Figure 5-2.3 Comparison of Sti￿ ers Curves for a Population of Five
This sample of results shows a that the subpopulation state spaces provided
by the exact solution lie within the one standard deviation of those produced by the
validation simulation. This is a strong indication of the correctness of the exact
solution formulation as derived in this thesis. It is unfortunate that limitations
on computing power preclude the testing of larger populations to demonstrate the
accuracy of the exact solution.APPENDIX 5-3. VALIDATION MODEL AND PREDICTED RESULTS
FOR A POPULATION OF SEVEN
This Appendix presents the results for comparison between the Validation
Simulation and the Predicted Values from this thesis for the Simple Rumour spreading
in a population of seven.
The probabilities for the states for a population of ￿ve (Table 5-2.1) show
the developing complexity of the expressions for probabilities of occurrence for the
states of a Daley-Kendall Model. Those for a population of seven are long and
an exhaustive presentation would not add to the demonstration of the e⁄ectiveness
of the general solution. Consequently Table 5-3.1 presents an abstraction of the
probability matrix derived by this thesis, in which states with a non-zero probability
of occurrence are indicated by an X. Table 5-3.2 presents a selection of the states
and the associated probabilities of occurrence.
Spreaders: 0 1 2 3 4 5 6 7
0 Ignorants X X X X X X 0 X
1 Ignorant X X X X X 0 X 0
2 Ignorants X X X X 0 X 0 0
3 Ignorants X X X 0 X 0 0 0
4 Ignorants X X 0 X 0 0 0 0
5 Ignorants X 0 X 0 0 0 0 0
6 Ignorants 0 X 0 0 0 0 0 0
7 Ignorants X 0 0 0 0 0 0 0






























































































































































Table 5-3.2 Sample Non-Zero Probabilities of States Occurring Population of Seven
For every fourth timestep after the initial state, each state the following values
are presented: the expected value of each state from the exact solution, the mean of
1000 runs of the simulation, the standard deviation of 1000 runs of the simulation and
the expected value from this thesis. Of the 1000 runs of the validation simulation,
the maximum time steps for which there was a non-zero spreader population was
46. Table 5-3.3 presents a comparison of the validation simulation expected values
for each subpopulation to the expected values predicted by this thesis. The results
for the two expected values and the mean values are presented graphically - the
subpopulation of ignorants in Figure 5-3.1, spreaders in Figure 5-3.2, and sti￿ ers in







0 (6;1;0) (0;0;0) (6;1;0)
4 (4:59;2:20;0:21) (1:19;1:26;0:62) (4:58;2:06;0:37)
8 (3:11;2:38;1:51) (1:58;1:65;1:38) (3:23;2:22;1:56)
12 (2:25;1:65;3:10) (1:63;1:53;1:65) (2:38;1:65;2:96)
16 (1:88;0:87;4:25) (1:59;1:14;1:67) (1:96;1:00;4:04)
20 (1:71;0:44;4:86) (1:59;0:85;1:61) (1:76;0:54;4:70)
24 (1:64;0:19;5:16) (1:58;0:57;1:59) (1:67;0:27;5:06)
28 (1:62;0:08;5:30) (1:58;0:34;1:58) (1:63;0:13;5:24)
32 (1:60;0:03;5:37) (1:58;0:22;1:58) (1:62;0:06;5:33)
36 (1:60;0:01;5:39) (1:58;0:14;1:58) (1:61;0:03;5:36)
40 (1:60;0:01;5:39) (1:58;0:14;1:58) (1:61;0:01;5:38)
44 (1:58;0:00;5:40) (1:58;0:06;1:58) (1:61;0:00;5:39)
Table 5-3.3 Sample of States Population of Seven
We note,though not shown in Table 5-3.3, that the simulation reached its
￿nal state at time step 47 thought from time step 42 the average number of spreaders
does not appear to two decimal places. The results from the thesis ended at time
step 44. In the simulation the standard deviations were quite large representing
the e⁄ects of the small population, the occurrence of low probability events (e.g.
ignorants repeatedly forming dyads with no resultant changes) in a large sample, and
the occurrence of high probability events (spreader-ignorant dyads forming) leading
in some runs to the early exhaustion of the spreader population.
As well as the data for the mean subpopulations from a sample of 1000 runs
for each time step, the ￿gures include data for each time step but from di⁄erent sets









































Figure 5-3.1 Comparison of Ignorants Curves for a Population of Seven








































Figure 5-3.2 Comparison of Spreaders Curves for a Population of Seven122 Validation of The General Solution








































Figure 5-3.3 Comparison of Sti￿ ers Curves for a Population of SevenChapter 6
APPLICATIONS OF THE GENERAL SOLUTION
6.1 Introduction
Chapter 5 veri￿ed the validity of the theory developed against the Daley-Kendall
Rumour Model against simulations for populations of three, ￿ve and seven. This
Chapter uses the theory to demonstrate the application of the Inter-Changeability
Principle and to show the application to the ￿ ￿ ￿ model ￿rstly by a pseudo-Maki-
Thompson Model and then to a more generic example. It ￿nishes by calculating the
probability of a rumour ￿ not taking o⁄￿for the Daley-Kendall Simple Rumour models
considered.
6.2 An Example of the Application of the Inter-Changeability Principle
In this Chapter the Daley-Kendall Model for the probability of outcomes of dyad
formation used to validate the theory of this thesis were those of Table 4.4.1. These
are repeated below in Table 6.2.1 U 2 I, S 2 J and R 2 K . In this presentation,
for example, p1 = 1:
I J K
UU US UR SU SS SR RU RS RR
I U 1 0 1 0 0 0 0 0 0
J S 0 1 0 1 0 0 0 0 0
K R 0 0 0 0 1 1 1 1 1
Total 1 1 1 1 1 1 1 1 1
Table 6.2.1 Standard Representation Daley-Kendall Transition Probabilities124 Applications of the General Solution
Using the permutation of S 2 I, U 2 J and R 2 K this table becomes Table
6.2.2. In this presentation, for example, p1 = 0:
I J K
SS SU SR US UU UR RS RU RR
I R 0 1 0 1 0 0 0 0 0
J U 0 0 0 0 1 1 0 0 0
K S 1 0 1 0 0 0 1 1 1
Total 1 1 1 1 1 1 1 1 1
Table 6.2.2 Permutation: Spreaders in X, Ignorants in Y
Using this alternate representation gives Matrix C = 0 and consequently is
singular which by our discussion of Section 3.2 implies that our process cannot be
applied. Without the Inter-Changeability Principle the conclusion would be that
this Model is not solvable by this method, when it has been demonstrated that it
is. An exhaustive search of all permutations is not practicable, however this example
has demonstrated the usefulness of the Inter-Changeability Principle.
6.3 Pseudo-Maki-Thompson Model
Section 3.1.6 noted that the Maki-Thompson model could be represented by the
outcomes of the interactions table of probabilities Table 3.1.7 and that this table of
probabilities could be used as an alternate representation of the Daley-Kendall model
of Table 3.1.1. The e⁄ect of using this outcome of probabilities matrix is that the
statement of the equations for the matrices A, B, and C of Equations 3.1.11, 3.1.12
and 3.1.13 in terms of the general forms of the expressions of the probabilities would
be consequently di⁄erent. The speci￿c probabilities for this alternate expression ofPseudo-Maki-Thompson Model 125
the Daley-Kendall Model have been calculated and render the same equations, as
expected, as the approach used in this thesis. Using the approach of Table 3.1.1
an ￿ ￿ ￿ model given in Table 6.3.1. This version presents the probabilities for
outcomes of the meeting of two spreaders that allow them to remain a spreader as
well as become a sti￿ er. As an expression for the Maki-Thompson outcome in terms
of the e⁄ect on the leading member of a dyad is not apparent, this model is referred
to as the pseudo-Maki-Thompson Model.
II IJ IK JI JJ JK KI KJ KK
I 1 0 1 0 0 0 0 0 0
J 0 1 0 1 0:5 0 0 0 0
K 0 0 0 0 0:5 1 1 1 1
Total 1 1 1 1 1 1 1 1 1
Table 6.3.1 Pseudo Maki-Thompson Model
A population seven application was run successfully, however, as the Type 2
Population seven was beyond the capabilities of the computing system available, for
comparison with a Type 2 model, a population of three application was run. Table
6.3.2 shows the equations for the probabilities of non-zero states as they vary with
time for the three population model.
Figure 6.3.1 shows the behaviour until stability was reached. The black curve
is that of the ignorant population, the blue is that of the spreaders and the red is
that of the sti￿ ers.
A model with the outcome of interactions probability Table 6.3.3 was also
run but computing limitations resulted in results only for populations up to four.126 Applications of the General Solution
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Table 6.3.2 Pseudo-Maki-Thompson Model











Figure 6.3.1 Pseudo-Maki-Thompson Type 1 for a Population of Three
II IJ IK JI JJ JK KI KJ KK
I 1 0 1 0 0 0 0 0 0
J 0 1 0 1 0:3 0 0 0 0
K 0 0 0 0 0:7 1 1 1 1
Total 1 1 1 1 1 1 1 1 1
Table 6.3.3 Pseudo-Maki-Thompson ModelPseudo-Maki-Thompson Model 127
The table of non-zero probability of occurrence of the states for a population
of three is at Table 6.3.4.



































































































Table 6.3.4 Pseudo-Maki-Thompson Model Type 1 Probabilities of Outcomes
The graphs of the expected values of the populations (ignorants black, spread-
ers blue and sti￿ ers red) are at Figure 6.3.2.
The terminating states for the two models are (1;0;2) and (0;0;3). The
probabilities of these occurring for the Type I Pseudo-Maki-Thompson Model are
2
11 ￿ :18 and 9
11 ￿ :82 respectively giving expected populations of Ignorants: 0:55,
Spreaders: Nil and Resistors: 2:45: For the Type II Pseudo Maki-Thompson Model
the corresponding ￿gures are 70
291 ￿ :24, 221
291 ￿ :76 with expected populations of
Ignorants: 0:72, Spreaders: Nil and Resistors: 2:28: For the seven population Type
1 model the terminating state spaces are: ￿gures are (5;0;2); (4;0;3); (3;0;4);
(2;0;5) and (0;0;7): The corresponding terminating distributions are respectively:128 Applications of the General Solution











Figure 6.3.2 Pseudo-Maki-Thompson Type 2 for a Population of Three
:05, :11, :18, .25, :25; and :16. Being able to derive these distributions demonstrates
a signi￿cant advance over developments to date.
6.4 Extension to the ￿ ￿ ￿ Model
The previous section (Section 6.3) demonstrated the application of this Thesis to two
￿ pseudo￿ -Maki-Thompson Models. These models are examples of the ￿ ￿ ￿ Model.
This Thesis has presented a general solution of the the ￿ ￿ ￿ Model and noted that
there are cases in which the approach is not suitable. This section provides an
example of the application of the results of this thesis to the complexity allowed by
the computing resources available. The interaction table used as the vehicle for the
development of the Kolmogorov Equations (Table 3.1.1) shall continue to be used.
No attempt is made to relate this example to a ￿ real world￿phenomenon. The
table of the probabilities of the outcomes of dyad formation is given at Table 6.4.1.
The maximum population was four. The initial state was that all members of the
population are in the ignorant subpopulation and using 0I0, 0J0 and 0K0 to denoteWhen Does a Rumour Not Take O⁄? 129
members of the ignorant, spreader and sti￿ er subpopulations respectively.
II IJ IK JI JJ JK KI KJ KK
I 1=3 1=3 1=3 1=3 1=3 0 0 0 0
J 1=3 1=3 1=3 1=3 1=3 0 0 0 0
K 1=3 1=3 1=3 1=3 1=3 1 1 1 1
Total 1 1 1 1 1 1 1 1 1
Table 6.4.1 Pseudo-Maki-Thompson Model
The probability table for states with a non-zero probability of occurrence is
given at Table 6.4.2.
Figure 6.4.2 presents the graphs of the three subpopulations over time. The
number in the ignorant population,0i0, is represented by the black curve, the number
in the spreader population, 0j0, by the blue curve and the number in the sti￿ er
population, 0k0, by the red curve.
The limitations of computing power have limited the provision of examples
that use greater population numbers and/or interactions tables which are fully popu-
lated with non-zero values (noting for the N-Population 3 Subclass Model the require-
ment of Section 3.1.10 for p26 = 0). Examples have been run in which Mathematica
has identi￿ed the Inverse Laplace Transform of the probability matrix but has ex-
hausted the processing memory available attempting to invert at least one of the
elements of this matrix.
6.5 When Does a Rumour Not Take O⁄?
In Section 2.4.2, the question of predicting a rumour not ￿ taking o⁄￿was raised and




































































































































































































































































































Table 6.4.2 Probability of Non-Zero States for an Alpha-Rho ModelWhen Does a Rumour Not Take O⁄? 131










Figure 6.4.1 Population for a Population of Four Alpha-Rho Model
the Threshold Theorem more thoroughly, in this section we consider the phenomenon
of a rumour not ￿ taking o⁄￿in the Daley-Kendall Simple Rumour models discussed
in the Appendices to Chapter 5.
We de￿ne a rumour as not ￿ taking o⁄￿when less than half the population has
heard it. The essential criterion for a rumour not to ￿ take o⁄￿is for the population to
have a start state with the number of ignorants being less than half the population.
In the three population model with a start state of (2, 1, 0), the terminal
states are (1,0,2) with a probability of 1
3 and (0,0,3) with a probability of 2
3. As both
these states have more than half of the population hearing the rumour, in this model
the rumour does fails to not ￿ take o⁄￿for an initial state of (2,1,0).
In the ￿ve population model with a start state of (4, 1, 0), the terminal states
and associated probabilities are: (3,0,2) at 1
7; (2,0,3) at 1
7; (1,0,4) at 68
245 and (0,0,5)
at 107
245. State (3,0,2) is the sole state with less than half hearing the rumour and so
the rumour does not ￿ take o⁄￿with a probability of 1
7 for an initial state of (4,1,0).
Other start states from which the rumour might not ￿ take o⁄￿are (3,1,1) and (3,2,0).132 Applications of the General Solution
State (3,2,0) also is the sole state in the Threshold Region.
In the seven population model with a start state of (6, 1, 0), the terminal
states and associated probabilities are: (5,0,2) at 1
11; (4,0,3) at 2
33; (3,0,4) at 12
121;
(2,0,5) at 184
1089, (1,0,6) at 115208
419265 and (0,0,7) at 108212
419265. States (5,0,2) and (4,0,3) are
the states with less than half hearing the rumour and so the rumour does not ￿ take
o⁄￿with a probability of 5
33 for an initial state of (6,1,0). Other start states from
which the rumour might not take o⁄ are: (5,1,1), (5,2,0), (4,1,2), (4,2,1) and (4,3,0).
While some of these states are not feasible from a start state of (6,1,0), we note that
these states are in the Threshold Region.
6.6 General Nature of Applications
This chapter has shown the general application of the theory by considering models
more complicated than the Daley-Kendall Model. It has also demonstrated the
ability to calculate the probability of a phenomenon not ￿ taking o⁄￿ . While a speci￿c
model has been used to verify the theory, this Chapter has demonstrated the general
nature of the theory.Chapter 7
THRESHOLD THEOREM, INITIAL POPULATION VALUES AND
TRANSITION PROBABILITIES
7.1 Introduction
At the end of Chapter 4 the statement of the complete description of the probability
of occurrence of each possible state after a speci￿ed time was made in terms of non-
speci￿c initial population states and non-speci￿c probabilities of the outcome of the
interactions between population members forming a dyad. In stochastic social situ-
ations the initial values and transition probabilities are parameters that are extant,
though not necessarily easily discernible. Their values are determined by observation
of the subject population and sociological/ anthropological/ psychological analysis of
the group/ individual behaviour. While the classical approach to epidemics and
rumours has been predicated on the identi￿cation of the initial population and the
transition probabilities the generalisation of Chapter 5 suggests that of the following
three conditions, if any two are known, then the third can be derived:
￿ The initial population distribution.
￿ The transition probabilities for the outcome of the interactions within dyads.
￿ The distribution of the probabilities of outcome of each possible state after a
given time.134 Threshold Theorem, Initial Population Values and Transition Probabilities
This Chapter explores this aspect. The derivation of the distribution of the
probabilities of outcome of each possible state after a given time when the initial pop-
ulation state and transition probabilities are known constitute the classical approach
and provided the framework of discussion in this Thesis. Knowing the distribution
of the probabilities of outcome of each possible state after a given time and know-
ing the transition probabilities leads to discussion of the necessary initial population
values. This is discussed in the context of the Threshold Theorem for a Stochastic
Spreading Process occurring in a social population of Section 7.2 following. Knowing
these values is particularly signi￿cant to the study of the spread of epidemics, crowd
behaviour and advertising to name a few. The third permutation moves away from
the conventional realm of social situations. The derivation of the transition proba-
bilities implies that the outcome of interactions within dyads can be designed. Such
systems occur in ad hoc peer to peer communications networks. The derivation of
this aspect is discussed in Section 7.3 of this Chapter.
7.2 Threshold Theorem
This section investigates the following: if the transition probabilities are known and
the probability distribution after a time t are known what are the initial values of the
subpopulations that led to these ￿gures. Stated conventionally, these initial values
can be considered to be the threshold values and the following section proceeds using
this terminology.
7.2.1 Signi￿cance of the Threshold Value to Stochastic Spreading Processes
This section is titled ￿ Threshold Theorem￿as the issue of a threshold theorem in
stochastic spreading processes in social situations is a vexing question in the literature
as discussed in Section 2.4.2. The issue that arises is why do some phenomena ￿ takeThreshold Theorem 135
o⁄￿while others ￿ die out￿ . The import of this for contagion and rumour control
are considered apparent, while the advantages to the advertising industry are the
successful introduction of a product to the market at minimum cost.
The concept of a threshold ￿ value￿ ￿ assumes that until that ￿ value￿the ￿ die
out￿curve is indistinguishable from the ￿ take o⁄￿curve as illustrated in Figure 3 in
Section 2.4.2. In deterministic analysis this critical value corresponds to the ￿rst
in￿ ection point of the ￿ take o⁄￿curve and coincides with the maxima of the ￿ die o⁄￿
curve. As discussed in Section 2.4.2, the question arises as to whether or not such a
point can be identi￿ed for stochastic spreading processes. Some authors, as discussed
in Chapter 2 have argued that such a threshold theorem does not exist for stochastic
spreading processes. Within the terms of the current paradigm for the threshold
theorem, this section does not argue this issue. However, by advocating a change in
the statement of the problem of threshold values, this section makes a statement of
the threshold theorem for stochastic spreading processes.
7.2.2 Approach Change
This subsection argues for a change in approach in consideration of the problem of
threshold values for spreading processes. Previous statements of the form of the
threshold theorems characteristics have been made in the paradigm of the ￿ S￿curve,
as discussed in Section 2.4.2, and determination of the number of spreaders that must
be introduced into the population. In Theorem 5.1 the derivation of the terms F(￿;t),
L2(t;i;￿) and L3(t;i;￿) includes the value H0 that is determined by initial value of





is independent of s. This implies that j0 can be derived from the equation in this
theorem. However, noting that from Section 3.1.4 that i0 + j0 + k0 = N this leaves
￿Or, as is shown, a set of initial points.136 Threshold Theorem, Initial Population Values and Transition Probabilities
a second independent variable to be found, that is a solution space that encompasses
all pairings of i0 and k0 in which i0 + k0 = N ￿ j0 i.e.
fS = (i0;k0) j i0 + k0 = N ￿ j0g: (7.2.1)
This is particularly apparent when one considers the occurrence of cyclic
states in which not only may the cycle be commenced by elements within it but also
possibly by an initial state from without it. Consequently the initial states are not
unique to a given state at time t.
The approach change is that no individual state space can constitute the
￿ threshold￿state space but that the probability of attaining the state in question will
increase the ￿ closer￿the initial state space is to it. This approach change has great
signi￿cance in all three areas of spreading processes described in Chapter 2. It allows,
for example, in the area of infection control an assessment of the risk of success/failure
of disease control strategies through monitoring the threat of greater spread, in public
disturbance control it provides a means of assessing when intervention is necessary, in
advertising it can form part of the trade o⁄ assessment between advertising/market
exposure and cost versus expected return.
7.2.3 Statement of the Threshold Problem
Accepting the approach change of the previous section we restate the Threshold
Problem as:
Given a particular point in the state space of a three subpopulation, parti-
tioned, ￿xed overall population in which a stochastic spreading process is
occurring, what is the set of initial states that each have a stated minimum
probability of attaining the particular point selected in the state space, in
a speci￿ed time.Threshold Theorem 137
Permutations on this statement of the threshold value question include the
statement of having one initial subpopulation at a known value.
7.2.4 Development of The Threshold Theorem





















































































We note that in L2 and L3 the terms ￿ j+1 and ’1 are dependent on i;s and/or ￿ but
not on j0, while H0 is dependent on j0, l and ￿ Consequently by substituting from
Equation 3.1.19 and using L2l and L3l for the value of l in the preceding summation
in L2 and L3 respectively, then they can be represented as follows:
L2l(t;i;￿) = ￿j0L5l(t;i;￿;l)EN+1 (7.2.2)
L3l(t;i;￿) = ￿j0L6l(t;i;￿;l)EN+1
where L5l and L6l are square matrices depend on the terms C￿1, j0 and l; and
represent the inverse Laplace Transforms of the elements dependant on s in the
corresponding equations in L2l and L3l.
Given a particular state at time tt we denote the associated value of i as it
and substituting Equation 7.2.2 and noting L4 = 0 for t > 0 from Equation 4.2.3,138 Threshold Theorem, Initial Population Values and Transition Probabilities
then Equation 4.2.7 becomes:
















= F(￿;tt) + ￿j0L7(tt;it;￿)EN+1
where L7 =
PN
l=2 (L5l(t;i;￿;l) + L6l(t;i;￿;l)) and is a square matrix.
On rearrangement of terms this becomes:
￿j0EN+1 = (L7(tt;it;￿))
￿1 (F(y;tt) ￿ F(￿;tt))








We note that as 0 ￿ j0 ￿ N the right hand side is bounded and must be in the closed
interval [0;￿N]:
A ￿nal consideration is the integer nature of j0. This is subject to, as well
as limitations such as the invertability of L3, the bounds on Equation 7.2.4 and the
raft of restrictions on the selection of ￿ as well as any other limitations discussed in
the ￿nal section of this Chapter. Notwithstanding the discussion in Section 7.2.2,
the threshold theorem can now be formulated as follows:
7.2.5 Statement of the Threshold Theorem
Theorem 7.1 Threshold Theorem for the General Stochastic Spreading Process in a
Population Partitioned into Three Subpopulations.
For a known probability of occurrence of a distribution of populations in a
population partitioned into three subpopulations at time tr with known probabilities
of outcomes of interactions within dyads, the set of initial populations f(i0;j0;k0)gDerivation of Transition Probabilities 139








i0 + k0 = N ￿ j0
The set of initial populations f(i0pt;j0pt;k0pt)g such that each element of the set leads
to F(y;tr) occurring with a probability of occurrence > pt is the set of pt threshold
states of F(y;tr).
Proof This follows directly from the previous discussion.
7.3 Derivation of Transition Probabilities
7.3.1 Introduction
The underlying assumption of the stochastic spreading processes is that they occur
in a social environment. This implies that the initial numbers in the subpopulations
can be measured and that the transition probabilities for the outcome of a dyad are
extant and by some form of analysis can be identi￿ed. This may not always be
the case. The possibility exists that a population of communicating nodes can be
manufactured. The need may be to assure the passage of information between them
to a certain probability after a set number of transactions. Such an example is a
network of transmitting and receiving (communicating) nodes than form an ad hoc
peer to peer communications network. In this case the probability vector of the
generalised solution and the initial conditions are known. The question of what are
the desired transaction probabilities that enable this to occur. This is not known to
have been stated previously.
7.3.2 Statement of the Transition Probability Problem
The statement of the transition probability problem is as follows:140 Threshold Theorem, Initial Population Values and Transition Probabilities
Given a population that is partitioned into a given number of subpopu-
lations, each with its own initial distribution, and given that the desired
probability distribution after a time t is known, what are the sets of tran-
sition probabilities that give the desired probability distribution.
An example of this is in a communications network in which the communi-
cating nodes form a fully connected network though individually linkages are made
randomly. This parallels Gani￿ s ([28], [29]) village telephone model. In such a com-
munications network if the probability of a node not receiving a message after time t
is pf(t) or pf for convenience, and a message is transmitted T times then the proba-
bility of the node not receiving the message after the T transmissions is pT
f . It follows
that for a population of size N that the expected value of the number of members of
the population that will not receive the message is pT
f N. Since the population exists
in integer values, the legitimate question emerges of what is the maximum value of pf
such that certainty of delivery can be guaranteed. The equation for this is derived
from a statement of the question of what is the minimum value of an integer T where
the expected nodes that have not received the message is less than unity. That is:
p
bTc
f N < 1
where the symbol b:::c indicates the value has be truncated to the next lowest integer.
If certainty of delivery is required then if a transmission is made; it must be received.
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Consequently, we have an equation that indicates the maximum probability of non-
delivery that is required. Using this value for pfmax, we can use the result of Chapter
4 and recovery of P(i;j;k;t) of Section 4.3 to select the vectors that produce the
probability of delivery, 1￿pfmax, required. Further restrictions placed on the require-
ment for delivery such as within a certain time, tmax, then restrict the number of PGF
vectors associated with the desired P(i;j;k;t : t ￿ tmax). The elements within these
PGF vectors are expressed in terms of the transition probabilities and the initial val-
ues. In the communications systems model the initial values are known - all but the
originator do not ￿ know￿the message - consequently, a set of transition probabilities
can be determined to achieve the desired result. These transition probabilities can
then be used to determine design parameters for the queuing and storage capacity of
the nodes in the network.
7.3.3 Development of the Transition Probability Theorem
In Equation 4.2.7 the transition probability parameters fp1;:::;p27gas listed in Table

































for r = 2 and r = 3.




which is the inverse Laplace Transform of:
Rmr(s)
Q(s)
:142 Threshold Theorem, Initial Population Values and Transition Probabilities
Here Rmr(s) as de￿ned in Equation 4.2.6 is determined by:





































and Q(s) as de￿ned in Equation 4.2.4 is determined by:
Q(s) = det[￿]













Within this term the transition probability parameters fp1;:::;p27g determine the
elements of ￿ j+1.
In Section 4.3 we recovered the probability of occurrence of each state by a
method of element by element di⁄erentiation of the vector:
F(y;t) := (fN(y;t);fN￿1(y;t);:::;f1(y;t);f0(y;t))T











(j￿r)!P(i;j;t)yj￿r where r ￿ j, P(i;j;t) was
recovered by repeated di⁄erentiation of the PGF for all terms P(id;j;t) for j ￿ jd,
where the subscript d indicated ￿ desired￿ . This expressed the desired P(id;jd;t) in
terms of known values of P(id;j;t) for j ￿ jd independent of y.
This process gives a set of (N +1)2 equations that express the probability of
occurrence, P(i;j;t), of a state at time t in terms of the transition probabilities and
initial population state.Derivation of Transition Probabilities 143
Returning to Equation 4.2.7 and substituting Equation 7.3.2 for [Lr(t;i;￿)]m
at the point t and using the notation of the subscript m to denote the comparison of
the m￿ th element of the vector, we have:






W2r(t) is a summation of polynomial proper fractions, this
sum of proper fractions can be combined together with a common denominator. In
this common sum both the numerator and the denominator are polynomials in t.















W4r(t) are polynomials in t appropriate to the m￿ th element
in the vector L(t;i;￿).























P((N ￿ m + 1);j;t)yj
1
A ￿ F(￿;t)m ￿ (y ￿ ￿)F1(￿;t)m
1
A:
Di⁄erentiating once with respect to y eliminates the F(￿;t) term and twice the
F1(￿;t)m term.144 Threshold Theorem, Initial Population Values and Transition Probabilities
By equating coe¢ cients of the polynomials in y expressions for multiplicative
pairings of the transition probabilities can be obtained in terms of i0; j0, ￿, and td
where the subscript d denotes the speci￿ed time.
We note that as indicated by the example in Table 3.1.2. these probabilities
are in pairs implying some form of at least pair wise dependence. Consequently the
values of the transition probabilities determined cannot be expected to be unique but
can be expected to be sets of transition probabilities generated by combinations of
the pairings.
We note that these values are subjected to the bounds on Equation 7.2.4 and
the raft of restrictions on the selection of ￿ as well as any other limitations discussed in
the ￿nal section of this Chapter. Notwithstanding the discussion in Section 7.2.2, the
Transition Probability Theorem can now be formulated as follows. As this theorem
states the transaction protocol requirements it is also designated as the Transaction
Protocol Theorem.
7.3.4 Statement of the Transition Probability Theorem
Theorem 7.2 Transition Probability (Transaction Protocol) Theorem for the General
Stochastic Spreading Process in a Population Partitioned into Three Subpopulations.
For a known probability of occurrence of a distribution of populations in a
population partitioned into three subpopulations at time td with a known initial popu-
lation f(i0;j0;k0)g the set of probabilities of outcomes of interactions (known also as
the set of the transition probabilities or the set of transaction protocols) within dyads

















P((N + m ￿ 1);j;td)yj
1
A ￿ F(￿;td)m + (y ￿ ￿)F1(￿;t)m
1
A td > 0
i0 + k0 = N ￿ j0
Where the set of initial populations f(i0pt;j0pt;k0pt)g such that each element of the
set leads to F(y;td) occurring with a probability of occurrence > pt is the set of pt
threshold states of F(y;td).
Proof This follows directly from the previous discussion.Chapter 8
LIMIT VALUES AND DISCUSSION OF CONSTRAINTS AND
CONDITIONS IMPOSED
8.1 Introduction
Chapter 7 discussed the derivation of the third aspect having been given the other
two. This Chapter investigates additional issues that arise from the generalisation
of the 3-Subpopulation Stochastic Spreading Process. In particular a limit theorem
for the process is investigated in the next section, determining the time taken to
reach a particular probability distribution and the ￿nal section discusses further the
e⁄ects of the constraints and conditions that have been identi￿ed in the process of
the derivation.
8.2 Time Taken to Reach a Probability of Occurrence
In Chapter 7 we showed how the time dependant equation for the evolution of a
stochastic spreading process in a population partitioned into three subpopulations
(Equation 4.2.7) can be used not only to ￿nd the distribution of the probabilities
of occurrence of each of the possible states after a time t has elapsed but also, by
rearranging the terms in the equations, how, what have been traditionally considered
to be parameters, can be derived should the other two be known. This was done
by demonstrating through the form, of the equations, the nature of the equations
after the re-arrangement of terms, enable isolation of the subject ￿ parameters￿(more
correctly variables) that allows sets of solutions could be determined.Time Taken to Reach a Probability of Occurrence 147
To do this requires an explicit statement in terms of the time variable t of
Equation 4.2.7, being:
F(y;t) = F￿
0 + (y ￿ ￿)F￿
1 + L2 (t;i;￿) + L3 (t;i;￿) (8.2.1)
where the k￿ th elements of [Lr(t;i;￿)] are of the form
P W1kr (t)
W2r(t) for two polynomials












where ￿ j is as de￿ned in Equation 3.1.22, is non-singular.



















P(N ￿ m + 1;j;t)yj
1
A ￿ F(￿;t)m ￿ (y ￿ ￿)F1(￿;t)m
1
A
we have expressions in the form of combinations of polynomials in t and in y. A
solution in terms of a non-variable element t being sought, di⁄erentiation with respect
to y eliminates the terms F(￿;t)m.and F1(￿;t)m. This allows comparison of the
coe¢ cients of the polynomials in y to give equations for t.
Thus a method exists for calculating the time (or di⁄erent number of times)
taken to reach a particular distribution of the probabilities of occurrence of each of
the possible states in terms of the initial distribution, transition probabilities and the
subject distribution. The formulation of the equations that enable this description
is beyond the current intent, however the behaviour of the phenomena as t ! 1
presents itself in discussion of the following section on the Limit Theorem.148 Limit Values and Discussion of Constraints and Conditions Imposed
8.3 Limit Values
In Section 4.2 we noted with Theorem 4.2.1 that the exact solution to the General
Stochastic Process in a Population Divided into Three Subpopulations was given by:
F(y;t) = F(￿;t) + (y ￿ ￿)F1(￿;t) + L2(t;i;￿) + L3(t;i;￿)
and we noted that the exact form of Lr(t;i;￿) was determined by the derivation.
Consequently, in investigating the limiting case we consider the Laplace Transform
Characterisation of the solution - Equation 3.4.8 - which, after moderation as dis-






















by taking the limit as s ! 0 of sF￿(y;s).
8.3.1 Limit as s ! 0 of sF￿(y;s)




























We shall consider this term by term.


































can be expressed as polynomials Wk(s) +
Rk(s)
Q(s) where the subscript k indicates the



























Without loss of generality we can momentarily drop the subscript k and expressing


















Reinserting the subscript k to represent the k￿ th element in the vector and if c0 6= 0
we now have :
lim
s!0
k￿ th element = 0 (8.3.1)
Thus the existence of the lims!0 k￿ th element depends on the constant element in
the polynomial in s in the determinate of equation 3.4.6 being non-zero. This leads150 Limit Values and Discussion of Constraints and Conditions Imposed
to consideration of the circumstances where c0 = 0.
8.3.2 Non-Zero Condition of Leading Coe¢ cient in Quotient Polynomial
This section investigates the nature of the leading coe¢ cient c0 of the quotient poly-
nomial in Equation 8.3.1. If c0 6= 0 then the limit has the value in Equation 8.3.1
and a solution to Equation 3.1.6 exists.
The polynomial in s, Q(s), occurs as the result of the coe¢ cient Gl of F￿
l in











+ (A ￿ sI)): (8.3.2)
Equation 3.1.22 incorporates Gl into ￿ las follows:





Dl Gl Jl Kl
I 0 0 0
0 I 0 0


















and Equation 4.2.4 gives the quotient polynomial its ￿nal form of:
Q(s) = det[￿(￿;s)]: (8.3.5)










+ (A ￿ sI)): (8.3.6)
Given the de￿nitions of A, B and C in Equations 3.1.11, 3.1.12 and 3.1.13 respectively;
and the de￿nitions of Dl, Jl and Kl in Equations 3.1.17 and 3.1.21 it follows that
the value of c0 is very di¢ cult to formulate but is dependent on the probabilities of
outcomes of dyads and the selection of ￿ in Equation 3.1.16. The selection of ￿ canDiscussion of Constraints and Conditions Imposed and On the Choice of ￿ 151
be made to ensure it generates non-zero values, however, as discussed for example
in Section 3.2.2 combinations of the probabilities of outcomes of dyads may exist
mathematically such that regardless of the choice of ￿, c0 = 0. These values would
only become apparent in the calculation of ￿(￿;s) (Equation 8.3.4) which requires
extensive computation.
8.3.3 Criterion Under Which the Limit Does Not Exist or is Non-Zero
Extending the argument of the preceding section (Section 8.3.2) produces the follow-
ing criterion under which the limit will not exist.
If ci = 0 for all i < n ￿ N for some n then if there exists some bi￿1 6= 0 for i
in the same range then lims!0 of sF￿(y;s) does not exist.
If ci = 0 for all i < n ￿ N for some n then if there exists some bi 6= 0 for i
in the same range then lims!0 of sF￿(y;s) exists and is a constant value 6= 0.
As discussed in Section 8.3.2 the values of the coe¢ cients are determined by
the probabilities of outcomes of the dyads and the selection of ￿ in Equation 3.1.16.
The selection of ￿ can be made to ensure it generates non-zero values, however, as
discussed for example in Section 3.2.2 combinations of the probabilities of outcomes
of dyads may exist mathematically such that regardless of the choice of ￿,one of the
two outcomes in this section could result. These values would only become apparent
in the calculation of ￿(￿;s) (Equation 8.3.4) which requires extensive computation.
8.4 Discussion of Constraints and Conditions Imposed and On the Choice
of ￿
This section consolidates the restrictions that are required. As this section is a
summary of what has previously been discussed, variables will not be rede￿ned.
The reader will be referred to the appropriate section or equation from in which152 Limit Values and Discussion of Constraints and Conditions Imposed
the constraint was required. The reader is also reminded that the speci￿c values
derived are speci￿c to the interaction model of Table 3.1.1. Once again, for di⁄erent
interaction tables, di⁄erent conditions on the probabilities of outcomes as the result
of dyads forming will need to be considered. Notwithstanding it is appropriate
to consider the detail of the interaction model used to demonstrate that there are
limitations and some ways of overcoming them.
On the selection of ￿ for the Taylor￿ s Series Expansion, the constraints collated
in Section 8.4.1 following have been placed.
8.4.1 Conditions











￿N ￿N￿1 ￿N￿2 0 0 0 :: 0 0 0 0 0
0 ￿N￿1 ￿N￿2 ￿N￿3 0 0 :: 0 0 0 0 0
0 0 ￿N￿2 ￿N￿3 ￿N￿4 0 :: 0 0 0 0 0
0 0 0 ￿N￿3 ￿N￿4 ￿N￿5 :: 0 0 0 0 0
:: :: :: :: :: :: :: :: :: :: :: ::
:: :: :: :: :: :: :: :: :: :: :: ::
0 0 0 0 0 0 :: 0 0 ￿2 ￿1 ￿0
0 0 0 0 0 0 :: 0 0 0 ￿1 ￿0












15 + 2(p14p15 ￿ p18p24)y
+(2(p16p23 + p17p22 + p16p24 + p18p22 + p17p23
+p18p24 ￿ p13p14 ￿ p13p15 ￿ p14p15 + p16p22





+2(p26p27 ￿ p17p23)y3 + p2
26y4
￿i(y) = 2p13p15 + 2(p13p14 ￿ p16p24 ￿ p17p22)y
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￿i(y) = p2
13 ￿ 2p16p22y + p2
25y2:












where the notation f:ga;b;m denotes the truncation of a block matrix to its m ￿ m
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0 I 0 0












and from Equation 7.2.3 is a square matrix. Additionally, L5l and L6l are derived
from L2 and L3: While we noted in Section 7.2.4, that in L2 and L3 the terms ￿ j
and ’1 are dependent on i;s and/or ￿ but not on j0, while H0 is dependent on j0,
l and ￿. Consequently by substituting from Equation 3.1.19 and using L2l and L3l
for the value of l in the preceding summation in L2 and L3 respectively, we arrived
at their representation as follows:
L2l(t;i;￿) = ￿j0L5l(t;i;￿;l)EN+1
L3l(t;i;￿) = ￿j0L6l(t;i;￿;l)EN+1
where L5l and L6l are square matrices depend on the terms C￿1, j0 and l; and
represent the inverse Laplace Transforms of the elements dependant on s in the
corresponding equations in L2l and L3l.
Condition 4. Though not considered necessary it would simplify calculations
to choose ￿ such that F(￿;t) = 0.154 Limit Values and Discussion of Constraints and Conditions Imposed
8.4.2 Discussion of the Conditions
Condition 1 is dependent on the transition probabilities selected and is discussed
thoroughly in Section 3.2 and need not be discussed further.
For conditions 2 to 3 to be satis￿ed automated computing methods would be
necessary to select the appropriate value of ￿.Chapter 9
NUMERICAL FEASIBILITY OF THE GENERALISATION
9.1 First Principles vs Solution Algorithm
Having the solution to the generalisation of the three subpopulation stochastic spread-
ing process from Chapter 4, there are two approaches for obtaining a numeric solution.
The ￿rst is to retain the solution in its most generic form and insert the values for
the parameters from a ￿le. The second is to insert the values of the parameters
directly into the numeric computational program. The former has the advantage
of allowing the generality of the solution to operate independent of the parameters,
thus reducing coding work load and allowing the rapid calculation of di⁄erent para-
meter values. It has a disadvantage of being expensive in computer memory and
computing time as arrays must be maintained for the inde￿nite parameter notation.
The second has the advantage that arrays are minimised but it has the disadvantage
that coding e⁄ort is required for each variation to the parameter values. Discussion
in this Chapter deals with the restrictions imposed by current computing capability
on the population size when using the ￿rst method. We note that the limitations of
computing power are ephemeral as by the oft quoted observation by Moore that has
been designated Moore￿ s Law:
computing power doubles every eighteen months.
To overcome limitations imposed by current computing power this Chapter
concludes with a brief discussion of the use of a tiered approach to the total population156 Numerical Feasibility of the Generalisation
to enable the spreading process through the whole population to be modelled.
9.2 Equations A⁄ecting Numerical Feasibility
Until Equation 3.1.15 the replacement of variables by ￿xed values occurs. At this
stage in the Thesis the main limitation on the numerical feasibility of the computa-
tions is the ability of current computing technology to conduct addition and multipli-
cation operations on matrices with large dimensions. The magnitude of these dimen-
sions dictates the maximum value of the total population N that can be processed
in a single run of a numeric solution. Examples of this are discussed in Section 3.3
above and Section 9.4 below.
The variable s is introduced in Equation 3.1.15 and polynomials in s begin to
occur in the matrix elements of the formulation as the result of Equation 3.4.6. The
introduction of a polynomial in s in the denominator occurs with Equation 3.4.7.
Discussion of the polynomial in s form of the elements of the Laplace Transform
characterisation of the generalised three subpopulation process occurs in Section 4.2.
Equations 4.2.5 and 4.2.6 establishes the quotient form of the elements of vector of the
characterisation with each of the numerator and the denominator being polynomials
in s. Section 4.2 established the nature of the elements of the time dependent solution
for t > 0 as being of the form
P W1k(t)
W2(t) . The necessity to manipulate matrices with
polynomial elements through the operations of addition, multiplication and inversion
to determine the ￿nal form of W1(t), W2(t) and F(￿;t) (of Equation 4.2.7) using
current computing technology will place limitations on the magnitude of the total
population to be processed in a single run of a numeric solution. This is discussed
further in the next section.Matrix Operations With Elements that are Polynomials in s 157
9.3 Matrix Operations With Elements that are Polynomials in s
In Equation 4.2.1 the appearance of s in the f:g2N+2 block begins at j = 1 in
QN
j=0 ￿ j+1(￿;s) (Equation 3.4.6) and the case j = 0 has been discussed at Sections
3.1.8 and 4.4. We note that in Equation 3.1.15, s is introduced via an (N+1)￿(N+1)
identity matrix. Hence the minimum order of a polynomial in s in detf:g2N+2 can
be up to N + 1. We note that the de￿nition of ￿ j+1(￿;s) in Equation 3.1.22 that:
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￿P￿j indicates the (j = r)￿ th matrix ￿j is replaced by If.158 Numerical Feasibility of the Generalisation
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Applying these (Equations 9.3.2 to 9.3.4) to Equation 9.3.1 shows that poly-
nomials in ￿ s￿occur in the four block matrices in the top left quadrant of the matrix.






























































. Since the constituent block matrices are (N +





(i.e. (N + 1)
2 for N odd, N(N +1) for N even.). Consequently





. For moderately sized N this places great demands on modern computing
systems.Limitations on Population Size Imposed by Computational Power 159
9.4 Limitations on Population Size Imposed by Computational Power
9.4.1 Maximum Population in a Single Run
In Section 3.3 the limitation on the size of the population imposed by computing
power available was discussed when considering the multiplication and inversion of
matrices with single variable elements. As shown in the previous section when
operating with polynomial elements, as required by the generalisation of the Three
Subpopulation Stochastic Spreading Process in a Social Situation, storage up to the
equivalent of (((2N+2)￿(2N+2))￿(N+1)2) = 4(N+1)4 elements can be required for
N odd. Assuming a computing power capable of handling fully populated matrices of




























9.4.2 Populations Greater Than the Maximum of a Single Run
By collecting the elements of a population together into groups, for example villages
(and by extension towns, municipalities, regions, states) as was done in early trans-
mission of rumour studies, the total population could be reduced to computationally
manageable size.
Returning to our example with a maximum population of 121 then a four
tiered grouping models a population of almost 2:14￿109. In such a tiered structure160 Numerical Feasibility of the Generalisation
rules would need to be developed to determine at what stage the grouped popula-
tions changed their categorisation into the classi￿cations of the subpopulations of the
spreading process. For populations greater than the maximum ￿gure derived from
Equation 9.4.1 repeatedly higher levels of groupings (countries, empires to continue
the analogy) can be introduced combined with a lesser population ￿gure.Chapter 10
CONCLUDING COMMENTS AND AREAS OF FURTHER RESEARCH
10.1 Concluding Comments to the Generalisation of the Three Sub-
Population Rumour Process
In this thesis we have extended Pearce￿ s Characterisation to the Generalised Three
Subpopulation Rumour Process for any sized population. In the course of doing
this we have shown that it is in fact generalised to any stochastic spreading process
that is divided into three subpopulations. We have discussed the inversion of the
generalisation of Pearce￿ s Laplace Transform Characterisation of the solution to the
stochastic spreading of a rumour amongst a population partitioned into three sub-
populations and derived the conditions that must be applied to the selection of the
variable ￿ at which di⁄erentiation occurs, to enable this inversion to occur. As with
the statement in Section 10.2.6 it is asserted that given the probabilities in the out-
come of interactions tables and a meeting paradigm that are not NP-hard then as
the exact solution for the probability distributions of each state with respect to time
can be found the states can be identi￿ed by observation. Finally we considered an
application of the solution to the generalised stochastic spreading process in a pop-
ulation partitioned into three subpopulations that showed that given any two of the
following three elements:
￿ Initial population distribution.162 Concluding Comments and Areas of Further Research
￿ Transition probabilities.
￿ Probability distribution of the population at a time t:
The third could be derived. In the process of deriving the initial population
distribution from the ￿nal population distribution and the transition probabilities, we
have also shown that a threshold theorem for the stochastic processes exists, though
it requires a signi￿cant approach change in the statement of the threshold problem.
Having studied closely the stochastic spreading process in a population par-
titioned into three subpopulations three further issues were discussed. We looked at
the existence of limiting conditions and derived conditions that must be imposed for
limiting conditions to occur. As the selection of ￿, the point at which the di⁄eren-
tiation of the Laplace Transform of the function occurs is critical to the process the
constraints placed on it were consolidated and discussed. We have discussed the size
of the population that can be catered for by this methodology using current auto-
mated computing technology and a method of considering much larger populations.
Pearce￿ s Characterisation represented the most advanced consideration of the
rumour process and consequently by generalising Pearce￿ s Characterisation and in-
verting the Laplace Transform characterisation, the stochastic spreading process in a
population partitioned into three subpopulations, the theory developed in this The-
sis has gone beyond the current state of knowledge of the mathematical theory for
stochastic spreading processes in a population divided into three subpopulations.
10.2 Future Research - Spreading Processes Among M Subpopulations
This section discusses some logical extensions from the work presented in this Thesis.
This discussion provides statements without proof and is intended to identify some
areas of future research.Future Research - Spreading Processes Among M Subpopulations 163
In our discussion in Chapter 2 we discussed the inclusion of additional cat-
egories for the population to be divided into. In particular we noted that in the
development of Di⁄usion of Innovation Theory the existence of more than three
subpopulations was most signi￿cant. Similar issues have been raised in the case
of epidemic theory for example varies degrees of exposure and susceptibility to the
AIDs virus. A further variation on this theme is when more than one phenomenon
is being di⁄used in the stochastic spreading process, for example two competing ru-
mours. In this case the categories re￿ ect the varying degrees of exposure to each of
the phenomena. This section discusses the introduction of additional categories of
subpopulations and the application of the above theory to the problem.
10.2.1 E⁄ect of Increasing the Number of Subpopulations
We note the ￿ ￿ ￿ model (Section 2.4.1) allowed interactions beyond those of the
Daley-Kendall and Maki-Thompson models - it allowed additional results of interac-
tions such as progressing directly from being an ignorant to being a sti￿ er, or reverting
from being a sti￿ er to being a spreader (vis a vis in innovation of di⁄usion terminology
a sco⁄er converting to spreader once an opinion leader becomes a spreader), reverting
from being a spreader or from being a sti￿ er to being in the ignorant category. In
social situations there are often more than three subpopulations.
In the I-S-R rumour model there are no graduations for repeated exposure
to a rumour without the recipient becoming a spreader, nor is there a latent period
between exposure and becoming a spreader, nor is the case of a spreader whose
enthusiasm to spread the phenomenon deteriorates with each incidence of ￿ spreading￿
addressed. In the classical treatment an individual who is exposed to a rumour
will either become a spreader or be considered to remain totally ignorant of the
rumour. The existence of latent periods is of signi￿cance to the theory of epidemics164 Concluding Comments and Areas of Further Research
as well as occurring in rumours and the di⁄usion of innovations. Additionally, the
e⁄ect of repeated exposure has the ability of turning a non￿ spreader into a spreader
which is of signi￿cance to rumour theory and di⁄usion of innovations theory. While
that of repeated telling re￿ ected the wearing o⁄ the novelty of a rumour (Allport
and Postman [1]). Hence more states are required than the standard three of the
I-S-R rumour model. For example to track exposure of an ignorant who does not
become a sti￿ er or a spreader one can include the state Heard Rumour ￿ i￿ . This
state could be further subscripted to indicate multiple exposures. Similar states can
be introduced for multiple exposure of spreaders. It also discussed the application
to communications systems based on the peer to peer ad hoc network topology.
The inclusion of each, any or all of these complicates the algebra involved in the
calculations subsequent in this section but does a⁄ect the methodology proposed.
In the derivation of the generalisation of the solution in Section 3.1.10 the
addition of a new, fourth, subpopulation category titled ￿ Heard￿leads to the intro-
duction into the equivalent equation of Equation 3.1.21 of a ￿fth (N + 1) ￿ (N + 1)
square matrix added to Dl, Gl, Jl, and Kl. This would result in the equivalent
matrix to ￿ l+1(i;￿;s) of Equation 3.1.22 being a (5N + 5) ￿ (5N + 5) matrix with
the consequential increase in the subsequent matrix calculations. Extending this
without proof to a population partitioned into M-subpopulations then there will be
M + 1 square (N + 1) ￿ (N + 1) matrices. This would result in the dimensions of
the equivalent matrix to ￿ l+1(i;￿;s) being:
(MN + M + N + 1) ￿ (MN + M + N + 1): (10.2.1)Future Research - Spreading Processes Among M Subpopulations 165
10.2.2 Limitations of Computing Power M-Subpopulations
In Section 9.4 Equation 9.4.1 gave the formulation for the maximum population
that can be catered for computing power that can manipulated matrices of D2
max












Following our examples of Section 3.3 for Dmax = 3 ￿ 104and M = 4, a
maximum population of 114 is permitted. Assuming that greater computing power
is not available to the researcher then, for this example, under the regime of Section
9.4, for populations greater than 114, the population could be divided into groupings
on the tier structure approach until a manageable population size is reached.
10.2.3 Alternative Approach to Increasing Computing Power
The tier structure of the preceding section (Section 10.2.2) may not be adequate
to enable computations to proceed, greater computing power may not be available
(due to technology limits or cost), and the ￿nal option of reducing the number of
subpopulations may not be desirable. This and following sub-sections discuss a
line of investigation that may overcome these limitations. This approach, though
computationally intensive, may enable populations partitioned into more than three
subpopulations to be dealt with as if they were collections of three subpopulation
groups. This enables the base population grouping to be increased. In the case of
our example of including the ￿ Heard￿subpopulation to give a I-H-S-R rumour model,
the groupings increase from 35 to groupings of 121. Before proceeding further into
this section, as a discussion medium we return to the situation analogous to Allport
and Postman￿ s propaganda dilemma discussed in Section 1.5 - that of two competing166 Concluding Comments and Areas of Further Research
rumours. The model is presented in detail in Section 10.2.5.
10.2.4 Subpopulation Saturation M-Subpopulations
In Section 4.4 we noted that the probabilities of a subpopulation being saturated
with the total population in the three subpopulation model could be given by:
fNr(y;t) : = P(:::;N;:::;t) : r 2 f1;2;3g
: r denotes the position of the N among the zeros
Extending the subscript r to denote that it is the r￿ th subpopulation of an arbitrary
number of subpopulations into which the total population is partitioned then the
method exists to calculate the probability that whatever is being di⁄used will saturate
a particular subpopulation.
10.2.5 Two Competing Mutually Exclusive I-S-R Rumours
As an example of the preceding discussion, a two competing, mutually exclusive I-
S-R rumour model is developed. This model has a population of NT individuals,
where a initial spreaders of rumours, a =
P
i ai and ai denotes the initial number of
spreaders, in the population of NT members, of Rumour i (for this example i 2 f1;2g).
Homogenous mixing of the population is assumed. At time t ￿ 0 there are I(t)
individuals who are ignorant of both rumours, Ii(t) individuals who are ignorant of
Rumour i only and Sij who are spreading Rumour i only (j = 0;1 the 0 indicates the
other rumour has not been heard, the 1 indicates the other rumour has been heard
and is being suppressed), and R(t) individuals who have heard both rumours and
are acting as sti￿ ers of them, Ri(t) individuals who have heard and are suppressing
Rumour i only. There are no individuals who will refuse to spread either rumour on
￿rst hearing. We note the I1(t) ￿ S20(t) and I2(t) ￿ S10(t). We also note that the
interaction of sti￿ ers of the same rumour has no e⁄ect, nor does the interaction ofFuture Research - Spreading Processes Among M Subpopulations 167
ignorants, nor does the interaction of a sti￿ er and an ignorant.
These give the following sum:
N = I(t) + S10(t) + S11(t) + S20(t) + S21(t) + R(t) + R1(t) + R2(t):
The state space at any time 0t0:
[I(t);S10(t);S11(t);S20(t);S21(t);R(t);R1(t);R2(t)]T:
The following tables summarise these interactions. Table 10.2.1 gives the
interactions for a single rumour and Table 10.2.2 gives the results of interactions
between the rumour carriers.
I S10 R1
I I S10 R1
S10 I,S10 S10,R1 R1
R1 I S10,R1 R1
Table 10.2.1 Single Rumour Interaction Table
Note in Table 10.2.1 replacing the subscript 1 by 2 gives the corresponding
table for the consolidated outcomes of interactions within a population in which two
mutually exclusive rumours are circulating.
S10 S20 S11 S21 R1 R2
S10 S10,R1 S21,R S11,R S21,R R1 R2,S11
S20 S11,R S20,R2 S11,R S21,R R1,S21 R2
S11 S10,R1 S21,R S11,R S21,R R1 R2,S11
S21 S11,R S20,R2 S11,R S21,R R1,S21 R2
R1 S10,R1 S20,R2 S11,R S21 R1 R2
R2 S10 S20,R2 S11 S21,R R1 R2
Table 10.2.2 Outcomes Two Competing Rumours168 Concluding Comments and Areas of Further Research
Expressing Table 10.2.2 in terms of a table of probabilities of outcomes on the
leading members of possible dyads such as Table 3.1.1 results in an 8x64 entry table,
with the rows representing each of the eight possible subpopulations and the columns
representing the ordered dyads. A possible process is to consider the solution as
the intersection of the solutions to each of these eight possible subpopulations. The
computational and theoretical di¢ culty of this approach is acknowledged.
10.2.6 E⁄ect on Existing Models
The generalisation of the three rumour process covers existing models that have three
distinct subpopulations and allow random mixing of them to form unordered pairs
that interact with each other and can be expressed in the form of an interaction
table. Where populations are partitioned into more than three subpopulations, then
by the use of two pure subpopulations and by grouping the remaining subpopulations
together to form a composite population a method has been presented for calculating
an approximations to the distribution of the probabilities of occurrence at a time t.
Also in the derivation of Equation 4.2.7 it was shown that the inversion existed
provided the Laplace transforms given in Equation 4.2.1 were expressed as polyno-
mials in s. The derivation leading Equation 4.2.1 depend on the formulations of the
probabilities in the sets PR and Pm de￿ned in Section 1.3.2. Consequently, provided
the expression of these probabilities is in a form that is not NP-hard then an exact
solution for the probability distributions of each state with respect to time can be
found.
10.2.7 Threshold Problem for Stochastic Spreading Processes
We extend the result of Section 7.2 to state the Threshold Problem for M ￿ Subpopulation
Stochastic Spreading Processes:
Given a particular point in the state space of a N subpopulation partitionedFuture Research - Spreading Processes Among M Subpopulations 169
￿xed overall population in which a spreading process is occurring what is
the set of initial states that each have a stated minimum probability of
attaining the ￿nal state (particular point) selected.
The process of the projection of planes approach permits the Three Subpop-
ulation Threshold Theorem (Theorem 8.1) to be stated for them. This implies that
by a similar process approximations could be estimated for the initial states of the
N-subpopulation process. However, the approximations made are considered too
crude to achieve a Threshold of any precision for the M subpopulation process.
10.2.8 Transition Probability Proposition
In Section 7.3 the distribution of F(y;tr) was determined and the Transition Prob-
ability Theorem for a population partitioned into three subpopulations was stated.
The derivation was heavily reliant on the equations developed in Section 7.3.3 and
the solution to the 3-subpopulation model. Consequently the general form of the
Transition Probability Proposition is:
For a known probability of occurrence of a distribution of populations in a
population partitioned into M subpopulations at time tr with known probabilities of
outcomes of interactions within dyads, a set of initial populations which generate
the distribution F(y;tr) then the transition probabilities for the outcomes of dyads
occurring can be derived.
The approximations presented in this section preclude a meaningful assault
on these questions.
10.2.9 Cyclic States
In the three subpopulation model two classes of cycles occur. These are demonstrated
in Figures 10.2.1 and 10.2.2.























Figure 10.2.2 Population State Diagram Cycle Type 2
in them both becoming members of one of the other subpopulations. The di⁄erence
between the two variations is the direction of change of subpopulation when two
members of the same subpopulation meet.
In each case these fail at least one of the criteria of Section 3.2.2 with or with-
out the application of the Inter-Changeability Principle. Consequently the method
of this thesis is not applicable to them. For M subpopulation models as well as cycles
similar to those for the three subpopulation models, cycles could occur involving upFuture Research - Spreading Processes Among M Subpopulations 171
to M ￿ 1 subpopulations. The investigation of an exact solution for these is an area
of further research.
10.2.10 Absorbing and Residual States and Cycles
The population state space diagram for the Daley-Kendall Model at Figure 3.1.1
and reproduced at Figure 10.2.3 illustrates the subpopulation of sti￿ ers, K, as the
absorbing subpopulation and the subpopulation of ignorants, I, as the residual sub-
population. The contributing states are also identi￿able from the exact solution
along with the probabilities of occurrence of the contributing states. Similarly, in











Figure 10.2.3 Population State Diagram - Daley-Kendall Simple Rumour Model
The cycle of Figure 10.2.4 is where the meeting of members of like subpopula-
tions results in no change to the subpopulations occurring. For the three subpopula-
tion model the subpopulations act as absorbing states. As discussed in Section 3.1.5,
this model is invariant under the Inter-Changeability Principle, it also fails Criterion
1 of Section 3.2.2 and so the method of this thesis is inapplicable. The cases which












Figure 10.2.4 Invariant Process Under the Inter-Changeability Principle
In M-subpopulation models there exist cases that have absorbing cycles com-
prising of up to M ￿ 1 subpopulations. Investigation of these is a further area of
research.
10.2.11 Limit Values & Zero States
The exact solution to the Three Subpopulation Model allows the identi￿cation of
the limiting and zero states with regard to time. It is anticipated that for M >
3 subpopulation models these states will be similarly identi￿able. However the
possibility of the appearance of sub-cycles involving up to M ￿1 subpopulations will
provide complicating factors that will be the subject of further research.Chapter 11
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