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Abstract. The divergences that arise in the regularized partition function for closed
bosonic string theory in flat space lead to three types of perturbation series expansions,
distinguished by their genus dependence. This classification of infinities can be traced to
geometrical characteristics of the string worldsheet. Some categories of divergences may
be eliminated in string theories formulated on compact curved manifolds.
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1. Introduction
The resolution of fundamental problems in string theory such as the determination of
the stability of phenomenologically realistic vacua and the existence of black hole solutions,
might require a complete formulation of the theory including non-perturbative effects as
well as S-matrix calculations [1][2]. A study of the perturbation series, however, may
be sufficient to establish stability of the vacuum. For closed bosonic strings moving in
26-dimensional flat space-time, the infrared divergences in the partition function can be
eliminated through integration over a subset of moduli space that does not include the
degeneration locus. Although an estimate has already been made for the genus-dependent
growth of integrals with this cut-off over Teichmuller space, it will be altered by the re-
striction from Teichmuller space to moduli space [3]. A precise definition of the integration
region is necessary to establish rigorously that the flat background is not stable against
perturbations.
Through an analysis of the conditions defining the fundamental region of the modular
and mapping class groups, a lower bound for the regularized partition function has been
found [3][5]. While the action of the symplectic modular group Sp(2g;Z) is defined initially
on a 12g(g+1)-dimensional space of positive-definite symmetric matrices, the fundamental
domain can be projected onto a (3g-3)-dimensional subspace of period matrices τ for
Riemann surfaces of genus g satisfying the inequalities
(i) − 1
2
≤ Re τmn ≤ 1
2
(ii) |det(Cτ +D)| ≥ 1
(
A B
C D
)
∈ Sp(2g;Z)
(iii) Im τ [gr] = g
T
r (Im τ)gr ≥ Im τ [er] where er = (0, ..., 0, 1, 0, ..., 0)
and gr = (gr1, ..., grr, ..., grg) where grr, ..., grg are relatively
prime; (Im τ)1r ≥ 0
The bound for the partition function has been obtained, using another set of variables, the
multipliers {Kn} and the fixed points {ξ1n, ξ2n}, characterizing the generators {Tn, n =
1, ...g} of the Schottky group uniformizing the Riemann surface. In particular, limits have
1
been placed on the multipliers and fixed points using the relation between the elements of
the period matrix and these variables [4],
τmn =
1
2πi
[
ln Km δmn +
∑
α
(m,n)ln
ξ1m − Vαξ1n
ξ1m − Vαξ2n
ξ2m − Vαξ2n
ξ2m − Vαξ1n
]
with Vα being a product of Tni and
∑
α
(m,n) excluding all Vα containing T
±1
m at the left
and T±1n at the right.
The vacuum amplitudes at finite order may be factored out of the higher-point cor-
relation functions as the closed Riemann surfaces are equivalent to the bubble diagrams
of field theory. Because of the factorization of the closed string vacuum amplitude, the
physical significance of the cut-off integral over moduli space is revealed in the effect of the
summability of the series on the stability of the classical background. Moreover, it allows
one to study the limit as the number of handles tends to infinity, where the surfaces, de-
pending on the classification type, may represent the creation of a point-particle or string
state from the vacuum. The four-point function on an infinite-genus surface of type OG
has been evaluated in previous work [6].
Surfaces containing an infinite number of accumulating handles affect the Borel summa-
bility of the perturbation series. It will be demonstrated that there are three categories of
surfaces associated with distinct arrangements of the isometric circles {ITn} of the gener-
ators in the complex plane. The growth of both the lower and upper bounds is related to
the geometrical characteristics of the configuration of isometric circles or equivalently the
handles on the surfaces.
For strings propagating in flat space-time, the growth of the bound for the partition
function is obtained after an analysis of each of the configurations of isometric circles which
lie in the fundamental region of the symplectic modular group [7]. The three categories con-
sidered are determined by the the dependence of the multipliers and fixed-point distances
on the genus, which are related because |Kn||1−Kn|2 =
|γn|−2
|ξ1n−ξ2n|2 and minn|γn|−2 ∼ 1g as a
consequence of requiring genus-independence of the cut-off [9]. If |ξ1n− ξ2n| ∼ 1gq , the val-
ues q=0, q = 12 , and 0 < q <
1
2 define the three types of configurations. It is demonstrated
2
in this paper that the contributions of the correponding surfaces to the string partition
function will increase as kg g
g
(ln g)13g , k
′g( g
J
)! and k′′g
(
gg
(ln g)13g
)
respectively. These esti-
mates follow from an evaluation of upper and lower bounds for the integrals with limits for
the Schottky group parameters corresponding to the different values of q. This establishes
rigorously that an approximately factorial growth will occur in the regularized string par-
tition function, a property found in previous work [2][3] for the string integral over subset
of Teichmuller space without restriction to the fundamental domain of the mapping class
group.
Since each of the terms in the perturbation series is positive, being the volume of a
region in a (3g-3)-dimensional parameter space, an exactly factorial increase, kgg! would
indicate that the series is not Borel summable. The growth obtained here for specific
values of q is not exactly factorial, so that its effect on the Borel summability of the
series would require further analysis. For the three categories of isometric circles studied
here, the modified series, defined by dividing the gth term by g!, would be convergent on
the entire positive real axis in the coupling constant plane, allowing for the use of the
Borel integral transform. However, summation of the contributions of the three kinds
of configurations to the partition function only comprises part of the regularized moduli
space integral. Specifically, the third category can be subdivided into a further O(ln g)
sub-categories, and by considering configurations of isometric circles with multipliers {Kn}
having different genus dependence for different n, an additional combinatorial factor of the
form (g+k ln g−1)!
g!(k ln g−1)! is introduced. While this improves the rapidly increasing growth of the
bounds for the regularized integral, it is still not large enough to alter the Borel summability
properties of the series. Additional contributions to the string partition function arise
from special configurations within the three categories that lead to a change in the genus-
dependence of certain factors in the moduli space integral. By applying the techniques
used here to these configurations, the magnitude of the contributions may be estimated,
and it appears that they will not significantly change the bounds. Finally, one might
investigate other categories of isometric circles consistent with a genus-independent cut-off
on the length of closed geodesics on the surface. A discussion of a separate category of
3
isometric circles is given in Section 3, and a complete study of the other configurations
may be required to find a precise estimate of the regularized string integral in the Schottky
group parametrization.
The results obtained in this paper indicate that it may be useful to re-examine the
application of graph theory [3], used to obtain a factorial growth with respect to the
genus, in the large-order limit. In particular, it is suggested that a there is a potential
difference between the counting of diagrams corresponding to string and point-particle
trajectories and this would be determined by the physical intepretation of string theory in
the large-genus limit.
The change of metric in a curved manifold leads to a different bosonic string path
integral. The divergences in the partition function for strings propagating in a curved
background are considered, and an outline of the analysis of the allowed configurations
of isometric circles in a compact target space and their effect on Borel summability is
presented.
2. Divergences in F lat Space Closed Bosonic String Perturbation Theory
By integrating over metrics on the string worldsheet and target space coordinates in
R
26, the partition function for the closed string theory, obtained by summing over the
genus,
Z =
∞∑
g=0
κg
∫
D[hαβ ]D[Xµ]
V ol(Diff Σg)V ol(Conf Σg)
e
− 12
∫
d2ξ
√
hhαβ∂αX
µ∂βXµ (1)
can be re-expressed in terms of a measure involving Schottky group variables Kn, ξ1n and
ξ2n, which are the multipliers and fixed points defining the generating transformations of
the uniformizing group through Tnz−ξ1n
Tnz−ξ2n = Kn
z−ξ1n
z−ξ2n . The partition function [8] is given
4
by
Z =
∞∑
g=0
cgκ
g
∫
Fg
g∏
m=1
d2Km
|Km|4 |1−Km|
4 1
V ol(SL(2,C))
g∏
n=1
d2ξ1nd
2ξ2n
|ξ1n − ξ2n|4
·[det(Imτ)]−13
∏
α
′
∞∏
p=1
|1−Kpα|−48
∏
α
′|1−Kα|−4
(2)
where τ is the period matrix, Kα is the multiplier of the element Vα,
∏′
α represents the
product over conjugacy classes of primitive elements, and Fg is the fundamental region
of the modular group in the parameter space. In earlier work [5], a lower bound was set
for each of the terms in the integrand in equation (2), when the Riemann surface Σg is
constrained by the requirement that the minimal length of closed geodesics on the manifold
be bounded below.
The action of the generator Tn, Tnz =
αnz+βn
γnz+δn
, on the complex plane involves the
mapping of the exterior of ITn = {z ∈ C||γnz + δn| = 1} to the the interior of IT−1n =
{z ∈ C||γnz − αn| = 1} and the interior of ITn to the exterior of IT−1n . There are three
types of configurations of isometric circles determined by the behaviour of the multipliers
and fixed points consistent with the cut-off |γn|−2 ∼ 1g . Other configurations of isometric
circles consistent with this decrease in the radii of circles on a sphere of projection are
considered in the following section. The three categories of isometric circles studied in this
section are characterized by the dependence of the limits on the genus.
(i)
c1
g
≤ |Kn| ≤ c2
g
δ0 ≤ |ξ1n − ξ2n| ≤ δ′0
(ii) ǫ0 ≤ |Kn| ≤ ǫ′0
δ0√
g
+ d(ξ1n, IT−1n ) ≤ |ξ1n − ξ2n| ≤
δ′0√
g
(iii)
ǫ0
g1−2q
≤ |Kn| ≤ ǫ
′
0
g1−2q
δ0
gq
+ d(ξ1n, IT−1n ) ≤ |ξ1n − ξ2n| ≤
δ′0
gq
0 < q <
1
2
Bounds for the integrals over subsets of moduli space corresponding to the first two types
of configurations have been found [5]. In the following analysis, these bounds are refined
and an estimate of the contribution of the third type of configuration is given.
By setting an upper bound on
∑
α
′|Kα| =
∑
α
′ |γα|−2
|ξ1α+ δαγα |2
, the next two inequalities
have been obtained for isometric circles defined by the limits in category (i).
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∏
α
′
∞∏
p=1
|1−Kpα|−48
∏
α
′|1−Kα|−4 > exp
(
−192c4
c2 − 2c2
d2max({ITn , IT−1n })
d2min({ITm})
)
(
1
2
)(1+ 192
c2
d2max({ITn
,I
T
−1
n
})
d2
min
({ITm
})
((c2−c2−c+ 12 )C0−C1)
)
(3)
C0 =
c4
c2 − 2c2
C1 = − c2c3 (c− 4c2 − 4c2c)
(c2 − 2c2)2
C2 =
c2(1 + c)c22
c2 − 2c2 +
2c3(1 + c)c22 − 5c4(1 + c)2c22
(c2 − 2c2)2 +
c4c22(1− 2c(1 + c))2
(c2 − 2c2)3
.
.
.
(4)
with c being a lower bound for
∣∣∣∣ ξ2n−
αβ
γβ
ξ2n−ξ1n
∣∣∣∣ for bounded g, when the distance between the
isometric circles is O(1), and a genus-independent constant for large g, IV −1
β
6⊂ DTn =
{z||γnz + δn| ≤ 1}, dmin({ITm}) equal to the minimum distance between the isometric
circles and dmax({ITn , IT−1n }) equal to the maximum distance between ITn and IT−1n , for
all n;
[det(Im τ)]−13 > (2π)13g
[
ln g +
8c
c2 − 2c2 − ln c1
]−13g
(5)
Configurations of isometric circles in each of the three categories satisfy a set of condi-
tions defining a fundamental region of the symplectic modular group acting on a (3g-3)-
dimensional subset of the Siegel upper-half space if appropriate restrictions are placed on
the multipliers Kn and fixed points ξ1n and ξ2n. The fundamental set of inequalities result
from Im τ [gr] ≥ Im τ [er] when gr = es, s ≥ r. It has been shown that these inequalities
imply the conditions for a general column vector gr at sufficiently large genus [5]. For
isometric circles of the first type, the inequalities (Imτ)ss ≥ (Imτ)rr, s ≥ r, lead to a
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reduction of the integration range of the multipliers. Denoting
ρ−1 = maxn
∏
α
(n,n)
∣∣∣∣∣∣1−
γ−2α (ξ1n − ξ2n)2(
ξ1n +
δα
γα
)(
ξ2n +
δα
γα
)
(ξ1n − Vαξ1n)(ξ2n − Vαξ2n)
∣∣∣∣∣∣
σ = minn
∏
α
(n,n)
∣∣∣∣∣∣1 +
γ−2α (ξ1n − ξ2n)2(
ξ1n +
δα
γα
)(
ξ2n +
δα
γα
)
(ξ1n − Vαξ2n)(ξ2n − Vαξ1n)
∣∣∣∣∣∣
(6)
the range of multipliers K1, ..., Kg can be selected to be [ρ
−2 c1
g
, σ2 c2
g
], [ρ−2 c1
g
, σ2|K1|]
,...,[ρ−2 c1
g
, σ2|Kg−2|], [ c1g , σ2|Kg−1|], so that the integral over the multipliers will be re-
duced to
(2π)g
∫ c2
g
ρ−2
c1
g
∫ σ2|K1|
ρ−2
c1
g
...
∫ σ2|Kg−2|
ρ−2
c1
g
∫ σ2|Kg−1|
c1
g
d|Kg|
|Kg|3
d|Kg−1|
|Kg−1|3 ...
d|K2|
|K2|3
d|K1|
|K1|3
= (2π)g
g∑
j=0
κg−j(σ, ρ)
[
1− c
2
1
ρ4σ4(g−j)c22
]g−j
ρ4(g−j)g2(g−j)
2g−jc2(g−j)1
(7)
κg(σ, ρ) =
σ2g(2g−1)
g!
κg−1 = 0
κg−2(σ, ρ) = − σ
4ρ8g4
c41
[
1− 1
σ4
]2
σ2(g−2)(g−3)
(g − 2)!
κg−3(σ, ρ) = − σ
12ρ12g6
3!8c61
[
1− 1
σ8
]3
σ2(g−3)(g−4)
(g − 3)!
.
.
.
(8)
For a configuration of 2g isometric circles involving a minimal spacing dmin({ITm}) =
O( 1√
g
) and contained in a circular region of radius O(1), the ratio
∣∣∣∣∣∣ ξ1n−ξ2nξ1n+ δTnlγTnl
∣∣∣∣∣∣ = O(
√
g)
for isometric circles ITnl near ξ1n, and
∣∣∣∣ ξ1n−ξ2nξ1n+ δαγα
∣∣∣∣ = O(1) for circles IVα near the boundary
of the region. It follows that the largest remainder terms in ρ−1 and σ will be of order
O( 1√
g
), since |γnl |−2 = O( 1g ). However, in a symmetrical configuration of isometric circles
about ξ1n, for every circle ITnl1
near ξ1n, there may be another circle ITnl2
in the same
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neighbourhood lying on the opposite side of ξ1n. If the arguments of γnl1 and γnl2 are
equal, then the product of the two corresponding terms in equation (6) would have the
form 1−O( 1
g
). Since the products in (6) are defined over an infinite number of isometric
circles, the phases of γ−2α will be randomly distributed in the interval [−π, π] and many
of the terms of order O( 1√
g
) may cancel, leaving a remainder term of order O( 1
g
). When
σ = 1 − σ1
g
+ σ2
g2
+ ..., it can be demonstrated, that in the limit as g → ∞, the sum in
equation (7) is
e−2σ1g
ρ4gg2g
2gc2g1 g!
[
e2σ1
[
1− c
2
1σ
4e4σ1
ρ4c22
]g
− 8e10σ1σ16σ21
[
1− c
2
1σ
12e4σ1
ρ4c22
]g−2
+
256
3
e14σ1σ36σ31
[
1− c1σ
16e4σ1
ρ4c22
]g−3
+ ...
] (9)
As the factor associated with the jth term has a dependence on j given by
(4e)je2σ1(2j+1)σ4j
2
, the series can be truncated essentially at j=O(1), and a lower bound
of the form k1k
g
2 can be used for the sum in equation (8). As the integral over the
multipliers is greater than k1√
2πg
(
πk2e
1−2σ1ρ4
2c21
)g
gg, it can be combined with the inequality
for [det(Im τ)]−13 and the fixed point integral to give
k1e
−4c2
4
|ξ011 − ξ01g|2|ξ21 − ξ01g|2
|ξ011 − ξ021|2
exp
(
−192c4
c2 − 2c2
d2max({ITn , IT−1n })
d2min({ITm})
)
(
1
2
)1+ 192
c2
d2max({ITn
,I
T
−1
n
})
d2
min
({ITm
})
[c2C0+C1−C0(c2+c− 12 )]
g−
1
2 (2π)16g−3
(
1
δ20
− 1
δ′20
)g−1
(δ′22 − δ22)g−2
(
k2e
1−2σ1ρ4
2c21
)g
gg[
ln g + 8c
c2−2c2 − lnc1
]13g
(10)
which is a refinement of the bound obtained in earlier work [9].
It has already been noted that the largest remainder terms in equation (6) would be
of order O( 1√
g
) for configurations of isometric circles of type (i). As these terms may not
necessarily cancel at this order, an improved definition of the allowed ranges of values of
the variables |Kn| is required. In particular, upon using the formula for the period matrix
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elements, the inequalities (Im τ)ss ≥ (Im τ)rr, s ≥ r only lead to constraints of the form
|K1|
ρ1
≥ |K2|
ρ2
≥ ... ≥ |Kg|
ρg
where ρn =
∏
α
(n,n)
∣∣∣ ξ1n−Vαξ2nξ1n−Vαξ1n ξ2n−Vαξ1nξ2n−Vαξ2n
∣∣∣. Whereas integration
of the absolute values |Kn| over the range [ c1g , c2g ] gives 12g
(
1
c21
− 1
c22
)g
g2g, integration
over the restricted range is bounded by 1
2gρ21...ρ
2
gg!
(
1
ρ−2c21
− 1
ρ21c
2
2
)g
g2g. The modification
associated with the dependence of the remainder terms in the product ρn being O(
1√
g
)
does not affect the dominant behaviour of the bound, which is equivalent to that obtained
in equation (10).
In the second type of configuration, all 2g circles can be contained in a disk of finite
radius of order O( 1√
g
). The dominant contribution to the partition function is the fixed
point integral
∫
1
V ol(SL(2, C))
g∏
n=1
d2ξ1nd
2ξ2n
|ξ1n − ξ2n|4
≥ |ξ
0
11 − ξ01g|2|ξ01g − ξ021|2
|ξ011 − ξ021|2
π2g−3δ′2g−42
[
1− (δ0 + δ
′
0)
2
4δ′22
]g−2

 1
δ20
[
1 +
ǫ
1
2
0
1 + ǫ0
[
1−
∞∑
n′=1
(2n′ − 1)!!
(n′ + 1)!
1
2n′
]]−2
− 1
δ′20


g−1
gg−1
(11)
where δ′2 is the radius of the disk containing the isometric circles {ITn , IT−1n , n = 1, ..., g}.
The conditions for the fundamental region of the symplectic modular group Sp(2g;Z) lead
to a set of constraints (Imτ)ss ≥ (Imτ)rr, s ≥ r, which modify the integrals over the
Schottky group parameters. The restrictions on the absolute values of the multipliers
that might follow from such constraints are associated with a reduction by g!. As the
magnitudes of the multiplier and fixed-point terms in (Imτ)nn are of the same order, the
conditions on the period matrix lead to inequalities amongst a larger set of variables. It
is shown in the appendix that a sequential ordering of {(Im τ)nn} can be obtained in a
local neighbourhood consisting of J circles, with J bounded, by restricting the arguments
of ξ1n − ξ2n and Kn. The fixed-point integral will be reduced by an exponential function
of the genus upon repeating the local ordering throughout the configuration. A global
ordering can be achieved by choosing a generator associated with each neighbourhood TrN
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and imposing constraints on either |KrN | or |ξ1rN − ξ2rN |. The overall dependence of the
combined integral over {Kn} and {ξ1n, ξ2n} will then be kg3gg(1−
1
J
).
The factorial growth is not changed substantially by other terms in the measure. Recall
that
[det(Im τ)]−13 >(2π)13g
[
ln
(
1
ǫ0
)
+
1
g
g∑
n=1
∑
α
(n,n) |γα|−2|ξ1n − ξ2n|2
|ξ1n + δαγα ||ξ2n + δαγα ||ξ1n − Vαξ1n||ξ2n − Vαξ2n|
]−13g
(12)
where
∑
α
(n,n) excludes all elements Vα with left-most or right-most members equal to
T±1n . In a hexagonal configuration, corresponding to the densest packing of the isometric
circles, the circles are labelled by the level number l, which is related to the distance from
the center of the domain enclosing all ITn and IT−1n , n = 1, ..., g. The sum can be separated
into a series involving the generators Tnl and a series associated with elements Vα that are
products of two or more generators. A bound for the first series was obtained in an earlier
investigation [5].
It is shown in the appendix that the upper bound for the series involving elements
Vα = T
±1
nl1
...T±1nlm is equal to
δ′20
δ20
[
6
δ′20
δ20
ǫ′0
[1−ǫ′0]2
]m
, multiplying mth order sums over fractions
consisting of terms with leading-order behaviour [l
T±1nl1 ]r1 ...[l
T±1nlm ]rm ,
∑m
i=1 ri = −(m+2),
there entire sum is less than that of a convergent geometric series. An exponentially
decreasing lower bound, therefore, is sufficient for [det(Im τ)]−13.
An evaluation of the primitive-element product factors requires an estimate of
∑
α
′|Kα|
since ∏
α
′|1−Kα|−1 > exp
(
−
∑
α
′ |Kα|
)
∏
α
′
∞∏
p=1
|1−Kpα|−1 > exp
(
− 1
1− ǫ′0
∑
α
′|Kα|
) (13)
A genus-dependent bound can be obtained for the sum∑
α
′|Kα| =
∑
α
′ |γα|−2∣∣∣ξ1α + δαγα
∣∣∣2 < 2
ǫ′0
(1− ǫ′0)2
δ′20
δ20
g +
∑
Vα˜=TnlVβ
|γα˜|−2∣∣∣ξ1α˜ + δα˜γα˜
∣∣∣2 (14)
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which is demonstrated in the appendix to be only linearly increasing with respect to the
genus as g → ∞. Therefore, the primitive-element products are bounded below by an
exponentially decreasing function of the genus, and the lower bound for the integral for
configurations of isometric circles in category (ii) will be reduced further by an exponential
factor.
The third category of isometric circles is defined by the parameter q, 0 < q < 12 ,
measuring the fall-off of the distances between the isometric circles. The multipliers and
the distances between the fixed points are genus-dependent for these configurations. The
Poincare series is bounded by
∑
α
|γα|−2 < 2ǫ′0
∣∣∣∣1− ǫ′0g1−2q
∣∣∣∣
−2
δ′20
+ ǫ′20
∣∣∣∣1− ǫ′0g1−2q
∣∣∣∣
−4
δ′40
g2
∑
Vα˜=T
±1
nl1
T±1nl2
∣∣∣∣∣∣
δT±1nl1
γT±1nl1
+
αT±1nl2
γT±1nl2
∣∣∣∣∣∣
−2
+
∑
Vα˜=TnlVβ
|γα˜|−2
(15)
where Vβ consists of two elements at least. An upper bound for the sum over the elements
Vα˜ = T
±1
nl1
T±1nl2 is found in the appendix to increase linearly with the genus. This will also
hold true for
∑
α
′|Kα|, and thus, the primitive-element products will be bounded below
by an exponentially decreasing function of the genus.
The integrals over the multipliers and fixed points depend on q, when 0 < q < 12 . For
isometric circles defined by the limits in category (iii),
∫ g∏
n=1
d2Kn
|Kn|4 |1−Kn|
4 ≥ πg(1− ǫ′0)4g
(
1
ǫ20
− 1
ǫ′20
)g
g2(1−2q)g
11
∫
1
V ol(SL(2,C))
g∏
n=1
d2ξ1nd
2ξ2n
|ξ1n − ξ2n|4
≥ |ξ
0
11 − ξ01g|2|ξ01g − ξ021|2
|ξ011 − ξ021|2
π2g−3δ′2g−42
[
1− (δ0 + δ
′
0)
2
4δ′22 g1−2q
]g−2

 1
δ20
[
1 +
ǫ
1
2
0
1 + ǫ0
[
1−
∞∑
n′=1
(2n′ − 1)!!
(n′ + 1)!
1
2n′
]]−2
− 1
δ′20


g−1
g2(g−1)q
(16)
There is also a qualitative difference between the lower bound for [det(Im τ)]−13 when
q < 12 and the same bound for q =
1
2 .
[det(Im τ)]−13 > (2π)13g [(1− 2q)ln g − ln ǫ0 + ...]−13g (17)
Combining these inequalities gives a growth of k
gg2(g−gq−q)
(ln g)13g . Since the multiplier term
in Im τ grows more rapidly than the sum of the logarithms of the fixed-point ratios,
the inequalities ǫ0
g1−2q
≤ |Kg| ≤ ρ2|Kg−1|, ... , |K1| ≤ ǫ
′
0
g1−2q
where ρ was defined by
equation (6). Division by a factor of ρ−2gg! would lead to an overall dependence on
the genus equal to (k · e)gρ2g g(g−2qg−2q)
(ln g)13g
. The total contribution of the configurations in
category (iii) can be determined by an overlapping of the intervals for allowed values of
|Kn|, n=1,...,g, corresponding to different q. Selecting a specific value of the genus g0,
the upper limit of one interval can be set equal to the lower limit of the next interval.
Therefore, ǫ0
g
1−2q1
0
=
ǫ′0
g0
, implying that ǫ0 = ǫ
′
0g
−2q1
0 , and
ǫ0
g
1−2qn
0
=
ǫ′0
g
1−2qn−1
0
, so that
qn = nq1. There exists an integer N =
1
2q1
+ r(q1), 0 ≤ r(q1) < 1 such that qN ≤ 12 and
qN+1 ≥ 12 . As q1 =
ln
(
ǫ′
0
ǫ0
)
2ln g0
, for arbitrarily large genus g, the integer ln g
ln
(
ǫ′
0
ǫ0
) + r(ǫ0, ǫ′0, g)
equals the number of discrete evenly spaced values of q in the interval (0, 12 ) selected by
the requirement of non-overlapping of the ranges for |Kn|. The sum of the contributions
to the partition function integral associated with the conditions ǫ0
g1−2qi
< |Kn| < ǫ
′
0
g1−2qi
,
and δ0
gqi
< |ξ1n − ξ2n| < δ
′
0
gqi
, i=1,...,N is
(k · e)gρ2ggg
(ln g)13g
e
−2ln( ǫ
′
0
ǫ0
)(g+1)

 1− g−2(g+1)
1− e−2ln(
ǫ′
0
ǫ0
)(g+1)

 (18)
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The potential infinity associated with the continuous parameter q does not occur.
However, each value of q defines a different genus-dependence of the variables |Kn|
and |ξ1n − ξ2n|. Magnitudes of the multipliers may be grouped according to the value
of q and inequalities can be imposed within each group. As the ranges of |Kn| do not
overlap for different choices of q, the inequalities (Im τ)ss ≥ (Imτ)rr will be satisfied for
all s ≥ r. Integration of the multipliers in each group can be performed subject to the
constraints on the absolute values, and the integrals will be equal to those given previously,
with a reduced number of variables. The number of groupings is the number of ways of
partitioning g ordered objects into ln g
ln
(
ǫ′
0
ǫ0
) + r(ǫ0, ǫ′0, g) different sets. This introduces a
combinatorial factor 
g + ln g
ln
(
ǫ′
0
ǫ0
) − 1

!
g!

 ln g
ln
(
ǫ′
0
ǫ0
) − 1

!
which can be used to estimate the increase in the lower bound for the regularized string
partition function.
3. A Separate Category of Isometric Circles
There are other configurations of isometric circles that are consistent with the genus-
independent cut-off imposed on the length of closed geodesics rendering the moduli space
integral finite. A disk of radius O(
√
g) containing circles of radius O(1) can be projected
onto a sphere with handles of thickness O( 1√
g
). As a conformal transformation can be
chosen to change the metric to one of constant negative curvature, so that for surfaces in
the R = −1 slice of Teichmuller space, the area increases linearly with the genus and the
thickness of the handles will be expanded by a factor of
√
g to O(1) in the intrinsic metric.
Each of the terms in the measure for the integral (2) could be evaluated for this config-
uration. However, |γα|−2 is of order O(1) when Vα = Tn1Tn2 , because the spacing between
ITn1 and I
−1
Tn2
is of order O(1) for neighbouring circles. The Poincare series
∑
α |γα|−2
13
would diverge even at finite genus. Bounds for the primitive-element products may exist
as the arguments of the multipliers tend to cancel. The determinant factor [det(Im τ)]−13
also may be bounded below. It can be seen that the contribution of this configuration to
the partition function is not significant, without requiring an evaluation of these bounds,
because the integrals over the multipliers and fixed points only increase exponentially as
|Kn| = O(1) and |ξ1n − ξ2n| = O(1).
Configurations of isometric circles involving fixed-point distances of O(gr), r > 0, also
do not contribute significantly to the partition function [5].
4. Upper Bounds
The setting of upper bounds for the integrals over domains in moduli space is required for
a full analysis of the summability of the perturbation series. Considering the intermediate
configurations in category (iii), with 0 < q < 12 , one finds
∫ g∏
n=1
d2Kn
|Kn|4 |1−Kn|
4 ≤ πg(1− ǫ0)4g
(
1
ǫ20
− 1
ǫ′20
)g
g(1−2q)g (19)
∫
1
V ol(SL(2,C))
g∏
n=1
d2ξ1nd
2ξ2n
|ξ1n − ξ2n|4 ≤
|ξ011 − ξ01g|2|ξ01g − ξ021|2
|ξ011 − ξ021|2
π2g−3
· δ′2g−42
[
1
δ20
− 1
δ′20
]g−1
g2(g−1)q
(20)
The logarithmic increase of the diagonal entries of Im τ suggests that det(Im τ) is a
rapidly increasing function of the genus. The determinant is equal to the volume of the
parallelepiped spanned by the basis vectors v1,...,vg representing the rows of the matrix.
Denoting θ1...n to be the angle from vn to the hyperplane spanned by v1,...,vn−1 and since
sin θ1...n = O(1) when the off-diagonal entries are O(1), it follows that det(Im τ) ≥
d(q)gO(ln g)g and
[det(Im τ)]−13 < (d(q))−13g(2π)13g(ln g +O(1))−13g (21)
The primitive-element product can be bounded above because∏
α
′|1−Kα|−1 < exp (
∑
α
′|Kα|), and for each of the configurations, this function is an
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exponentially increasing function of the genus. It follows that the precise growth of the
regularized integral, is equivalent, up to an exponential factor, for the upper and lower
bounds. The increase of factorial type with respect to the genus remains unaltered.
5. Graph Theory Combinatorics
The upper and lower bounds for the partition function have been found by using the
measure defined in terms of multipliers Kn and fixed points ξ1n and ξ2n in the uniformiza-
tion of Riemann surfaces by Schottky groups. The Schottky covering is intermediate
between the Riemann surface and the simply connected covering obtained by cutting both
the a- and b-cycles, which are the 2g independent homologically non-trivial paths along the
g handles. Every compact surface of genus g ≥ 2 can be represented as the quotient H/G,
where H is the upper half plane and G is a discrete subgroup of PSL(2, R) consisting of
hyperbolic elements. The elements of G are conjugated to
(
e
l
2 0
0 e−
l
2
)
, where l can be
interpreted as the length of a corresponding closed geodesic on the Riemann surface [10].
Primitive elements of the group G, which are not powers of the other elements, correspond
to simple closed geodesics. Denoting the primitive elements by the index set {γ}, the
length spectrum {lγ} always has a minimum value l0 for compact surfaces. The Selberg
trace function is defined by
Z(s) =
∏
γ
′
∞∏
n=0
[1− e−(s+n)lγ ] (22)
The partition function is
∑∞
g=0 κ
g
∫
Mg
dµWPZ(2)Z
′(1)−13 where Mg is the moduli space
of genus g surfaces and dµWP is the Weil-Petersson measure. If the minimum length l0
is bounded below by l¯0 in M¯g − N(Dg) where M¯g is the closure of Mg and N(Dg) is a
neighbourhood of the compactification divisor, it can be shown that
Z(2)Z ′(1)−13 > c1(l¯0)c2(l¯0)g. The integral over the Weil-Petersson measure in a region in
Teichmuller space can be estimated. Any Riemann surface of finite genus can be viewed
as a thickened trivalent graph with branches at the final level intertwined. The number
of different pairings of the 2g branches is (2g-1)!!. This is consistent with the counting of
non-isomorphic trivalent graphs [11].
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The number of cells may increase at a factorial rate, but it remains to be shown that
the cells are non-intersecting and that they belong to a single fundamental region of the
symplectic group. This requires a study of the transformation between surfaces formed
out of graphs with different branches intertwined. If the transformation does not lie in
the identity component of the diffeomorphism group, then the surfaces lie in different
fundamental domains of the mapping class group, and both cannot be included in the
counting. Integration over the length and twist parameters suggests that the volume
occupied by each cell depends exponentially on the genus, so that the growth will be
determined by the restriction to the fundamental domain of the modular group.
In this connection, it may be observed that a trivalent graph in a plane will have
intersecting branches at large order if the length of the branches is fixed at a constant
value. If the graph is then thickened to obtain a surface in R3 with minimal genus-
independent cross-sectional area, the disks at the ends of the branches at the final level
will lie in overlapping cylindrical regions, and it will not be possible to join the pairs of disks
without joining other disks. This property, which would continue to hold in R26, suggests
that the counting of closed surfaces at finite genus would changed by the overlapping of
the regions. Intersection of the branches may be avoided if the lengths of the branches
are allowed to increase exponentially with respect to the order. An exponential increase
would reduce the integration over the length parameters of all of the g handles by a factor
which would affect the factorial growth obtained by counting of the intertwined graphs.
An exponential decrease of the length of the branches would also eliminate intersections,
but it is not consistent with a minimal genus-independent cross-sectional area.
Thus, the factorial growth derived from graph theory appears to be linked to the emer-
gence of a point-like structure associated with the boundaries of the string worldsheet in
the infinite-genus limit. If the constraint |γn|−2 ∼ 1g is not imposed on the Schottky group
parameters, then a factorial increase can be easily obtained through integration of the
variables |Kn| or |ξ1n− ξ2n| [6]. The surfaces giving rise to these divergences in this limit,
having boundaries of zero linear measure, are eliminated by the genus-independent cut-off
on the lengths of the closed geodesics. The reduction in the growth of the string integral
16
has been verified in the calculations of the bounds in Sections 2 and 4, using the Schottky
group parametrization.
6. The Partition Function for a Curved Background
The partition function for a string propagating in a curved background would be
Z =
∞∑
g=0
κg
∫
D[hαβ ]D[X
µ]
V ol(Diff Σg)V ol(Conf Σg)
e
− 12
∫
d2ξ
√
hhαβ∂αX
µ∂βX
νgµν (23)
Formulas for partition functions of closed bosonic strings have been obtained for confor-
mally flat backgrounds [12] and group manifolds [13].
Divergences in the partition function may be identified with particular factors in the
measure. In flat space, the general bosonic N-string g-loop amplitude can be obtained by
sewing together g pairs of legs of an (N+2g)-string tree amplitude. The integrand of the
N-string amplitude can be written as
dN−3WN (X, b, c) =
∫
dN cˆe−S(X,b,c+cˆ)(2π)26δ(
N∑
i=1
pi) (24)
where pi are the string momenta, S(X,b,c) is the string action involving coordinate and
ghost fields, and the ghost modes cˆ are needed to reproduce Koba-Nielsen-type variables.
An M-string vertex can be sewed with an N-string vertex along one of the legs to give an
(M+N-2)-string-tree amplitude with integrand
d(M+N−5)WM+N−2(X + TX ′, b+ Tb′, c+ Tc′)
= (2π)26
∫
D[Xs,bs, cs]dcsδ
26(ps)e
−S[xs,bs,cs+cˆs]
d(M−3)WM (X, b, c)d(N−3)WN (X ′, b′, c′)
(25)
with Xs, bs, cs and cˆs being sewing fields and T being the projective transformation con-
necting the two legs [8]. Each sewing of a pair of legs will introduce one modular integration
variable through the sewing field cs. Sewing g pairs of legs of a 2g-string tree amplitude
will involve 3g-3 integration variables for moduli space. The projective transformations
for g sewings generate the Schottky group uniformizing the Riemann surface. Several of
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the factors in the measure can be traced to integration of the sewing fields. The string
sewing fields {Xsn} give the factors (det Im τ)−13
∏
α
′∏∞
p=1 |1−Kpα|−52, while the ghost
sewing fields {bsn, csn} give
∏
α
′∏∞
p=1 |1−Kα|4. The remaining factors may be obtained
through integration over the ghost zero modes.
It has been shown that divergences in the regularized partition function result from
factors associated with the ghost zero modes, although the logarithmic factor, which could
affect summability of the perturbation series, arises from (det Im τ)−13. In curved space, a
similar derivation of the factor in the measure might be feasible, with the path integration
being modified by the change in the metric.
Without explicitly deriving the measure, it can be seen that the finite volume of a
compact target space would lead to a cut-off in the volume of the string world-sheet if
the mapping between the target-space metric and the intrinsic world-sheet metric is dif-
ferentiable and invertible. This would result in the exclusion of certain configurations of
isometric circles in the large-genus limit. It has been demonstrated here that the classifica-
tion of these configurations is related to the type of divergence in the perturbation series.
Thus, the inclusion of only particular configurations of isometric circles for a world-sheet
embedded in a compact curved target manifold would alter the Borel summability of the
series.
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Appendix
For the second category of isometric circles, |ξ1n − ξ2n| = O( 1√g ), so that the dominant
contribution to the fixed-point sum in Im τ arises from the group of neighbouring isometric
circles IVα such that
∣∣∣ξ1s + δαγα
∣∣∣ = O( 1√g ) and |ξ1s−Vαξ1s| = O( 1√g ). The fixed-point term
in Im τ will then be O(1), which is the same order of magnitude as ln
(
1
|Kn|
)
. Thus,
inequalities amongst the fixed-point variables and even the arguments of the multipliers
may be used as alternative representations of the conditions (Im τ)ss ≥ (Im τ)rr, s ≥ r.
Moreover, the radii |γα|−1 decrease as the number of generators in Vα increases, and
an even distribution of the phases of γ−2α in the interval [−π, π] leads to a cancellation
of terms in the sum. It will be sufficient, therefore, to consider the isometric circles I
T
(j)
nl
of the fundamental generators, where l is the level number in the hexagonal configuration
and (j) labels the 6l-6 circles at each level. Let
C
(j)
l,s =
|ξ1s − ξ2s|2∣∣∣∣∣ξ1s +
δ
T
(j)
nl
γ
T
(j)
nl
∣∣∣∣∣
∣∣∣∣∣ξ2s +
δ
T
(j)
nl
γ
T
(j)
nl
∣∣∣∣∣ |ξ1s − T (j)nl ξ1s||ξ2s − T (j)nl ξ2s|
D
(j)
l,s = |γ(j)nl |−2C
(j)
l,s cos

arg

 K
(j)
nl (ξ2s − T (j)nl ξ2s)−1
(1−K(j)nl )2
(
ξ1s +
δ
(j)
nl
γ
(j)
nl
)(
ξ2s +
δ
(j)
nl
γ
(j)
nl
)
(ξ1s − T (j)nl ξ1s)




E
(j)
l,s =
√
|γ(j)nl |−4C(j)2l,s −D(j)2l,s
(A.1)
Then, if two pairs of fixed points (ξ1r, ξ2r) and (ξ1s, ξ2s) are located near to each other,
and if the difference in the arguments of (ξ1r − ξ2r) and (ξ1s − ξ2s) is denoted by ǫrs, the
inequalities (Im τ)ss ≥ (Im τ)rr, s ≥ r will be satisfied when
ǫrs ≥ 1
2
arc sin
[
1
2
[ J∑
l=2
6l−6∑
j=1
[l(j)]6=r,s]
[D
(j)
l,s sin[2arg(ξ
(j)
1l − ξ(j)2l ) + 2arg(ξ1s − ξ2s)]
+E
(j)
l,s cos[2arg(ξ
(j)
1l − ξ(j)2l ) + 2arg(ξ1s − ξ2s)]]
]−1
· ln
(
ǫ′0
ǫ0
)] (A.2)
where J is bounded, because the dominant contribution to the fixed point sum corresponds
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to the isometric circles I
T
(j)
nl
and I−1
T
(j)
nl
near to the circles ITs and ITs−1 . Since |γ(j)nl |−2 =
O( 1
g
), C
(j)
l,s = O(g), D
(j)
(l,s) = O(1) and E
(j)
l,s = O(1), ǫrs = O(1).
It may be assumed that the range of arguments and absolute values of K
(j)
nl can be
selected to be sufficiently narrow so that it will not affect the inequalities for the fixed-
point ratios significantly. Given a range of values for arg(ξ1s − ξ2s) and a choice for
arg(ξ
(j)
1l − ξ(j)2l ), the shifted range of values for arg(ξ1r − ξ2r) can be obtained. Therefore,
the ranges of the arguments arg(ξ1rn − ξ2rn) can be ordered sequentially. An alternative
method, which allows arg(ξ
(j)
1l −ξ(j)2l ) to be arbitrary initially, would involve a coupled set of
equations resulting from inequalities of the type given in equation (A.2). As a consequence
of the width of the angular intervals being of order O(1), the fixed point integral is reduced
by an exponential factor.
The bound for the determinant factor [det(Im τ)]−13 has been given in Section 2. The
fixed-point sum in the lower bound can be shown to be finite for arbitrary genus [5]. The
sum can be expressed as
∑
nl 6=n
|γnl |−2|ξ1n − ξ2n|2
|ξ1n − Tnlξ1n||ξ2n − Tnlξ2n|
∣∣∣ξ1n + δnlγnl
∣∣∣ ∣∣∣ξ2n + δnlγnl
∣∣∣
+
∑
nl 6=n
|γnl |−2|ξ1n − ξ2n|2
|ξ1n − T−1nl ξ1n||ξ2n − T−1nl ξ2n|
∣∣∣ξ1n − αnlγnl
∣∣∣ ∣∣∣ξ2n − αnlγnl
∣∣∣
+
∑
Vα˜=TnlVβ
(n,n) |γα˜|−2|ξ1n − ξ2n|2
|ξ1n − Vα˜ξ1n||ξ2n − Vα˜ξ2n|
∣∣∣ξ1n + δα˜γα˜
∣∣∣ ∣∣∣ξ2n + δα˜γα˜
∣∣∣
(A.3)
Suppose that ξ1n and ξ2n lie at the center of a hexagonal arrangement of 2g isometric
circles spaced apart from each other by a distance of O( 1√
g
). Since
∣∣∣∣ξ2n + δnlγnl
∣∣∣∣ ≥ (l − 1) δ0√g
∣∣∣∣ξ1n + δnlγnl
∣∣∣∣ ≥ max
{[
l − 1− δ
′
0
δ0
]
δ0√
g
,
δ0√
g
}
|ξ2n − Tnlξ2n| ≥ max
{[
l − 1− δ
′
0
δ0
[
1 +
2ǫ
′ 12
0
1− ǫ′0
]]
δ0√
g
,
δ0√
g
}
|ξ1n − Tnlξ1n| ≥ max
{[
l − 1− 2δ
′
0
δ0
[
1 +
ǫ
′ 12
0
1− ǫ′0
]]
δ0√
g
,
δ0√
g
}
(A.4)
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and as there are only 6(l-1) circles at level l in a configuration with [ 12 +
1
6
√
9 + 24g] levels,
the first two sums in (A.3) converge as g →∞.
For the sum over elements Vα˜ = TnlVβ , the ratio of the square of the radii of IVα˜ and
IVβ is ∣∣∣∣γα˜γβ
∣∣∣∣
−2
= |γnl |−2
∣∣∣∣ δnlγnl +
αβ
γβ
∣∣∣∣
−2
<
ǫ′0
[1− ǫ′0]2
δ′20
g
∣∣∣∣ δnlγnl +
αβ
γβ
∣∣∣∣
−2
(A.5)
It follows that the coefficients multiplying the convergent jth order sums of fractions in-
volving the level numbers are
δ′20
δ20
[
6
δ′20
δ20
ǫ′0
(1−ǫ′0)2
]j
, and the entire fixed point sum containing
ξ1n and ξ2n is bounded by a convergent geometric series if 6
δ′20
δ20
ǫ′0
[1−ǫ′0]2 < ∆, where ∆ is a
constant determined by the level number sums.
A similar method can be used for estimating the sum
∑
α
′|Kα|. The first set of elements
included in the sum over Vα˜ = TnlVβ in equation (14) is of the form {Tnl1Tnl2 }. For these
elements ξ1α˜ ∈ DV −1
α˜
⊂ D−1Tnl1 and −
δα˜
γα˜
∈ DVα˜ ⊂ DTnl2 . Denoting the level of ITnl1 to be
l and the level of IT−1nl2
to be l + l0, it follows that
∣∣∣ξ1α˜ + δα˜γα˜
∣∣∣ ≥ δ0√g when
|l0| ≤
{
2
δ′0
δ0
(
1 +
2ǫ
′ 1
2
0
1−ǫ′0
)}
and
∣∣∣ξ1α˜ + δα˜γα˜
∣∣∣ ≥ [|l0| − 2 δ′0δ0
(
1 +
2ǫ
′ 1
2
0
1−ǫ′0
)]
δ0√
g
when
|l0| ≥
{
2
δ′0
δ0
(
1 +
2ǫ
′ 1
2
0
1−ǫ′0
)}
+ 1. Then
|γα˜|−2 = |γnl1 |−2|γnl2 |−2
∣∣∣∣∣ δnl1γnl1 +
αnl2
γnl2
∣∣∣∣∣
−2
≤ ǫ
′2
0
[1− ǫ′0]4
δ′40
g2
∣∣∣∣∣ δnl1γnl1 +
αnl2
γnl2
∣∣∣∣∣
−2
(A.6)
Let dl be the distance from an isometric circle at level l to the center of the configuration.
If the isometric circles at level l + l0 are labelled by the index j, a sum of inverse squares
of distances from ITnl1
to I
T
(j)
nl+l0
is required by equations (14) and (A.6).
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When l + l0 ≫ 1, this sum may be approximated by the integral
2
∫
dx[
d2l+l0 + d
2
l − 2dldl+l0cos
(
xπ
3(l+l0−1)
)] = 6(l + l0 − 1)
d2l+l0 − d2l
(A.7)
so that the following bound
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ǫ′20
[1− ǫ′0]4
δ′40
δ40
[ 12+
1
6
√
9+24g]∑
l=2
[l − 1]

1 +
1
2l
+
{
2
δ′
0
δ0
[
1+
2ǫ
′ 1
2
0
1−ǫ′
0
]}
∑
l0=−l+2
l0 6=0
∣∣∣∣ 1l0 +
1
2l + l0
∣∣∣∣


+18
ǫ′20
[1− ǫ′0]4
δ′40
δ40
[ 12+
1
6
√
9+24g]∑
l=2
[l − 1]
[− 12+ 16
√
9+24g]−1∑
l0=
{
2
δ′
0
δ0
[
1+
2ǫ
′ 1
2
0
1−ǫ′
0
]}
+1
[
l0 − 2δ
′
0
δ0
[
1 +
2ǫ
′ 12
0
1− ǫ′0
]]−2 [
1
l0
+
1
2l + l0
]
(A.8)
is obtained as dl ≥ [l−1] δ0√g . For large g, the sum grows as O(g), and since the higher-order
terms may be bounded similarly, so that the entire sum
∑
α
′|Kα| is bounded above by a
function that increases only linearly with the genus as g →∞.
For the third category of isometric circles, the estimates can be found for each of the
sums in equation (15). The upper bound for
∑
α
′|Kα| would be affected by a change
in the range of distances |ξ1n − ξ2n|, n = 1, ..., g. When Vα˜ = T±1nl1T
±1
nl2
, the distances∣∣∣ξ1α˜ + δα˜γα˜
∣∣∣ are not correlated as closely with the distances
∣∣∣∣∣
δ
T
±1
nl1
γ
T
±1
nl1
+
α
T
±1
nl2
γ
T
±1
nl2
∣∣∣∣∣. Suppose that
j1 and j2 index the isometric circles {ITnl1,j1 , j1 = 0, 1, ..., 6(l− 1) − 1} at level l and the
circles {IT−1nl2,j2 , j2 = 0, 1, ..., 6(l+ l0 − 1)− 1} at level l + l0. When Vα˜ = Tnl1Tnl2 ,∣∣∣∣∣∣
δ
T
(j1)
nl1
γ
T
(j1)
nl1
+
α
T
(j2)
nl2
γ
T
(j2)
nl2
∣∣∣∣∣∣
−2
≤
[
d2l+l0 + d
2
l − 2dldl+l0cos
(
i(j1, j2)π
3(l + l0 − 1)
)]−1
(A.9)
where i(j1, j2) = 0, 1, ..., 6(l + l0 − 1) − 1, but d(IT−1nl1,j1 , ITnl2,j2 ) can range from
δ0√
g
to
2
δ′0
gq
+
∣∣∣∣∣
δ
T
(j1)
nl1
γ
T
(j1)
nl1
+
α
T
(j2)
nl2
γ
T
(j2)
nl2
∣∣∣∣∣. When |l0| lies in the range [0, 2 δ′0δ0 g 12−q],
∣∣∣ξ1α + δαγα
∣∣∣ can assume its
22
minimum value δ0√
g
. Beyond this range
∣∣∣∣ξ1α + δαγα
∣∣∣∣ ≥ |l0| δ0√g − 2 δ
′
0
gq

1 + 2ǫ′
1
2
0(
1− ǫ′0
g1−2q
)

 (A.10)
Replacing the limit of the first sum over l0 in equation (A.8) by
{
2
δ′0
δ0
g
1
2−q
}
leads to a bound
of the form 6
ǫ′20
(1−ǫ′0)4
δ′40
δ40
( 12 − q)g ln g for
∑
α
′|Kα|. This modification would be sufficient
to obtain an upper bound for the primitive-element products that increases at a factorial
rate with respect to the genus, and it is necessary to refine the estimate of the sum. By
considering the densest packing of 6(l+ l0−1) circles {ITnl2 } about IT−1nl1,j1 , one finds that
the distances [d(IT−1nl1,j1
, {ITnl2,j2 })]
−2 range from δ0√
g
to [−1
2
+ 1
2
√
1 + 8(l + l0 − 1)] δ0√g .
Using the average value of [d(IT−1nl1,j1
, {ITnl2,j2 })]
−2, which is approximately g
2δ20
ln(l+l0−1)
l+l0−1 ,
it follows that the sum over elements Vα˜ = T
±1
nl1
T±1nl2 in the upper bound for
∑
α
′|Kα| will
be less than
ǫ′20
[
1− ǫ
′
0
g1−2q
]−4
δ′40
δ40
[[ 12+ 16√9+24g]∑
l=2
18[l − 1]

1 + 12l + 12
{
2
δ′
0
δ0
g
1
2
−q
}
∑
l0=−l+2
l0 6=0
ln(l + l0 − 1)
l + l0 − 1
∣∣∣∣ 1l0 +
1
2l + l0
∣∣∣∣


+
[ 12+
1
6
√
9+24g]∑
l=2
18[l − 1]
[− 12+ 16
√
9+24g]−1∑
l0=
{
2
δ′
0
δ0
g
1
2
−q
}
+1
[
l0 − 2δ
′
0
δ0
g
1
2−q
]−2 [
1
l0
+
1
2l + l0
]]
(A.11)
Evaluation of the factor
∣∣∣ξ1α˜ + δα˜γα˜
∣∣∣ implies that the contribution of the generators {IT±1nl }
to
∑
α
′|Kα| will be of order O(g2q), indicating, together with equation (A.11) that the
sum will be bounded by a linearly increasing function of the genus. The primitive-element
product factors should not alter significantly the growth of the bound obtained after inte-
gration over the multipliers and fixed-points.
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