We show that the conventional first-order algorithm of unification can be simulated by finite artificial neural networks with one layer of neurons. In these unification neural networks, the unification algorithm is performed by error-correction learning. Each time-step of adaptation of the network corresponds to a single iteration of the unification algorithm. We present this result together with the library of learning functions and examples fully formalised in MATLAB Neural Network Toolbox.
Introduction
Unification is a fundamental process that occurs in several fields of computer science, including theorem-proving, logic programming, natural language processing and type checking. This paper considers the problem of implementing the first-order unification algorithm of [1] in Neuro-Symbolic (Connectionist) networks. As we show in the Introduction and Section 2, this problem is one of the central problems in the field of Neuro-Symbolic Integration.
Connectionism is a movement in the fields of artificial intelligence, cognitive science, neuroscience, psychology and philosophy of mind, which hopes to explain human intellectual abilities using artificial neural networks; see e.g. [2, 3, 4] . Connectionism relies on the idea that artificial neural networks are simplified models of the brain.
Neuro-symbolic integration is a particular area within Connectionism; it investigates ways of integration of logic and formal languages in neural networks, in order to better understand the essence of symbolic (deductive) and human (developing, spontaneous) reasoning, and to show interconnections between them. The books [5, 6, 7] and papers [8, 9, 10, 11, 12, 13, 14, 15] are good examples of this approach.
The problem of unification has been directly studied in a series of papers on neuro-symbolic integration: [16, 17, 10, 18, 13] . Other neuro-symbolic networks have to incorporate the problem of unification in a number of indirect ways, as we explain further in Section 2. The systems that were built to deal with unification directly can be divided into those aimed at ground bindings for variables [16, 18, 13] , and those aimed at implementation of the unification algorithm in its full generality [17, 10] . The latter group was represented by the CHCL system, that implemented the dag unification algorithm [19] . Neural network representation of the term unification algorithm of [1] in its full generality is the original contribution of the current paper.
Although several approaches to handle the unification in neural networks have been proposed, none of them has been widely adopted. Therefore, majority of neuro-symbolic networks [20, 21, 6, 22] avoid giving a direct account of unification. But they still have to look for indirect ways of dealing with unifiers and substitutions for first-order non-ground terms, which is not always convenient. We wish to provide a simple and flexible method for implementing the unification algorithm, so that it could be adaptable to the existing neuro-symbolic networks. Also, we intend this method to rely only on finite neural networks, and to be resource conscious.
To achieve the objectives above, we have to abandon the Boolean networks often used in neuro-symbolic systems, for we will not unify sentences by taking their ground instances and truth values. Instead, finite neural networks that can process vectors of integers are taken for performing unification. These neural networks will have linear activation function, and will consist of one layer of neurons. The interesting feature of these neural networks is that they employ an error-correction learning function in order to unify terms.
The standard error-correction learning in neural networks has the following behavior. A network is supplied with targets. Then, a network receives some input, and processes it according to the processing and transfer functions that are predefined and embedded into the network. As a result, the network sends an output. This output is compared with the target. The network computes an error -the difference between the target and the output. Then the network changes its weights or biases using this computed error, in order to reduce the error on the next iteration. If, at the next iteration, the error is equal to 0, the learning stops; otherwise the network goes on learning and reducing the error.
Interestingly, the conventional unification algorithm for first-order atoms [23, 1, 24] follows a pattern similar to the error-correction. Suppose we are given two first-order formulae A and B, and we apply the algorithm of unification [1] . The algorithm has its "target" -to reach the state when no terms contained in A and B disagree: that is, the state when the difference between A and B is equal to 0. The algorithm finds the disagreement set containing the first two non-equal terms in A and B, and finds a substitution unifying them. This computed substitution, derived from the disagreement set, is similar to a computed "error signal" in a neural network. Then the substitution is applied to A and B, in much the same way as the error signal is applied to a bias and a weight, and the algorithm starts its new iteration, that is, it finds a new disagreement set, and so on, until it reaches the state when the disagreement set is empty (the "error" is 0).
In this paper, we exploit this simple analogy to its full potential. The idea of implementing unification in a connectionist setting by error-correction learning was first spelled out in [25] , but it took some time to refine its realisation [26, 27] and fit it into the framework of a conventional neural network simulator, in order to implement and test the whole idea.
For example, in early versions [25, 26] , the tools for numeric representations of logic formulae played an important role, whereas in the final version we present here, we avoid this problem altogether and use just arbitrary (ASCII) encoding provided by the standard MATLAB library. In the earlier descriptions [25, 26, 27] , the neural networks had to process lists of numbers ("Gödel numbers"), whereas now we abandoned this idea in favour of vectors, which fits nicely into the framework of neurocomputing and is definable in the environment of a neural network simulator.
These two major modifications to the initial architecture made it possible to complete the formalization of the Unification Neural Networks (UNN) within the MATLAB Neural network simulator (MNNS) [28] , and inspired numerous minor changes on the way. The library [29] is one of the important contributions of this paper, and we describe it in some detail here. It is the first implementation of the term unification algorithm by neural network learning; and it opens the way to further applications and developments.
From the point of view of implementation, the questions of efficiency and parallelism are important; and we discuss them throughout most of the sections. In brief, it is known that the unification problem is inherently sequential [30] ; see also Section 3. However, there are cases for which the unification algorithms yield parallelisation, notably, term matching is parallelisable; [30] . In particular, in Sections 4 and 5, we explain in which cases the parallelism of the UNNs can be used to its full potential, and in which cases we have to restrict it for the sake of logical soundness. Propositions 1 and 2 show that term matching is parallelisable in the UNNs.
The structure of the paper is as follows. In Section 2, we discuss the novel methodology we use, in comparison to other existing neuro-symbolic networks; and survey the related work. In Section 3, we define the firstorder language and the algorithm of first-order unification for it, following [23, 1] ; we also discuss the issues of sequentiality and parallelism of unification algorithms. In Section 4, we define artificial neural networks following [31, 32, 28] , and in particular, we describe the mechanism of error-correction learning in neural networks. We show how conventional neural networks can implement this form of learning for unification purposes.
In Section 5, we show how to construct UNNs for any two function-free first-order atoms. In Section 6 we extend these results to the more complex cases, when function symbols are contained in the first-order atoms, and the terms (as well as UNNs) may grow in the process of unification. Both sections discuss the limits for parallelisation of unification in the UNNs. Finally, we prove that UNNs implement the algorithm of unification in a sound way.
In Conclusions, we discuss the significance and possible future development and implementations of the UNNs.
Methodology and Related Work
Building a neuro-symbolic network capable of performing some logical reasoning, and unification in particular, involves making decisions about four major methodological problems; see also [33] for a more detailed analysis.
The first methodological problem concerns the choice of levels of abstraction at which one considers the relations between logic and neural networks. Historically, neural networks were considered as a possible alternative to digital hardware. Therefore, at the beginning, prominent mathematicians such as von Neumann [34] and Kleene [35] considered the problem of simulation of digital computing and finite automata by neural networks. Since then, the joint efforts of researchers in many areas have given many insights on the relation between digital and neural styles of computing: Boolean (binary) networks were shown to compute logical connectives ( [36, 37, 38] ); binary threshold networks can simulate Finite Automata [35, 39, 34, 40] , and (universal) Turing machines can be simulated by neural networks with rational weights [41] .
The results obtained on this first level of abstraction are strong enough to lead to a conclusion that neural network hardware is at least as powerful and efficient as digital. But the paper by McCulloch and Pitts [36] , showing how to implement boolean functions in neural networks, started another line of research into the relation between logic and neural networks. Namely, Connectionism, and one of its branches -Neuro-Symbolic Integration [8, 42, 7] took up this problem at another level of abstraction. Neural networks were taken as a ready-to-use tool in which one could implement some aspects of logical deduction. Unlike the theoretical line of research we described above, this approach did not necessarily involve general translation of automata or Turing machines into neural networks. On the contrary, it often explored ways of developing neural network architectures that could be suitable for a particular task in computational logic. The generality of the theoretical level was sacrificed for convenient and efficient implementations.
To illustrate the idea that stands behind the two levels of abstraction, consider the following problem. Suppose we are given a definite first-order logic program; its operational and declarative semantics can both be expressed in terms of Turing Machines. Applying results obtained at the first level of abstraction, e.g. in [41] , we can simulate these Turing machines in neural networks. However, representation of the program execution in terms of Turing machines can be bulky and unreadable from the user's perspective; and for this reason logic algorithms are commonly written on a higher level of abstraction than Turing machines. Therefore, neuro-symbolism often looks for direct representations of these high-level algorithms in neural networks, ignoring the low-level theoretical correspondence between neural networks and Turing machines; and this will be our approach in this paper.
The second decision one makes is about the ways of representing the logical information in neural networks that are numerical, rather than symbolic, machines. As we have already mentioned, the first solution was to use binary signals in networks as representatives for truth values of propositional formulae; such neural networks are often called "Boolean networks". This tradition was started by McCulloch and Pitts [36] , but in fact led to much more sophisticated neuro-symbolic systems.
Consider one simple example. It shows a simplified version of a neural network architecture proposed in [11, 12] as suitable for processing logic programs. This approach has been very popular, and inspired, in many ways, so many adaptations and variations, that it will prove useful to consider it in some detail.
Logic programs consist of clauses of the form A ← B 1 , . . . , B n , where A, B 1 , . . . , B n are atomic (first-order) formulae. For a given program P , the Herbrand Base B P is a set that contains all possible ground instances of atomic formulae appearing in P . Given a logic program P , one can define a semantic operator T P that computes the least Herbrand model of P : T P (I) = {A ∈ B P : A ← B 1 , . . . , B n is a ground instance of a clause in P and {B 1 , . . . , B n } ⊆ I}, where I is an interpretation of a program given by a set of propositions that are true. See [43] for a formal description. Theorem 1. [11, 12] For each propositional logic program P , there exists a 3-layer recurrent neural network built of binary threshold units that computes T P .
We will call these networks T P -neural networks and illustrate them below. The theorem extends to function-free first-order logic programs, and other subclasses of first-order logic programs that have finite models. First-order logic programs in their full generality may have infinite models, and these cases would require infinite neural networks. This problem was tackled using topological arguments and approximations of infinite computations by finite ones [44, 45, 20, 15, 12, 46] , as well as using topos theory [21] . Example 1. Consider the ground logic program:
This logic program can be applied to different kinds of databases. For example, we can be given one or more constants to substitute for x. For one constant a, the model will be T P ↑ 2 = {P (a), Q(a), R(a)}, for two constants a and b, it will be T P ↑ 2 = {P (a), Q(a), R(a), P (b), Q(b), R(b)}, and so on for any number of constants given by the database. Each of the ground atoms above needs to be represented by a neuron in the output and input layers, see Figure 1 . Connections between the hidden layer and both outer layers are set in a particular way that reflects the structure of clauses. The weights of the recurrent connections between the output and the input layer are set to 1. That is, all the connections G G on the following diagram have weights set to 1. Numbers 0.5, −0.5, etc. show the thresholds (biases) of the neurons. The activation functions are binary, that is, if the neuron receives a signal greater than its threshold, it outputs 1; and it outputs 0 otherwise. There are three properties that characterise T P -neural networks:
1. For a given program P , the number of neurons in the input and output layers is the number of atoms in the Herbrand base B P . 2. Signals of T P -neural networks are binary, and this provides the computations of truth value functions ∧ and ← that are used in program clauses. 3. As a consequence of the two properties above, first-order atoms are not represented in the neural network directly, and only truth values 1 and 0, that are the same for all the atoms, are propagated.
These three properties arise from a more general Principle universally applicable to a majority of neuro-symbolic networks of other kinds: When processing a logic theory, the neural networks process truth values of the ground instances of formulae, and compute the models of the theory as a result. Moreover, each ground instance of an atom from the given theory should be represented by at least one neuron.
The main Principle has three main consequences. The networks cannot:
• directly deal with recursive programs, that is, programs that can have infinitely many ground instances (but see [21, 15, 20] for a more subtle discussion);
• deal with non-ground reasoning that is common in computational logic;
• cover proof-theoretic aspects of logic theories.
This style of neuro-symbolic reasoning is dominant in neuro-symbolic integration. We briefly consider other neuro-symbolic systems of different architectures that obey the main Principle.
There were attempts to develop an original Learning Theory within NeuroSymbolic integration. In [5, 6] , binary threshold units in the hidden layer of T P networks were replaced by sigmoidal units. Such networks allow backpropagation which can be used to train neural networks. These neural networks obey the general Principle, albeit they process signals from the interval [−1, 1]. They were applied to inductive and probabilistic logic programming, where facts in a database can be assigned some measures of probabilities. The values from the interval [−1, 0] were recognised by the output unit as "false", and the values from the interval [0, 1] as "true".
The Markov Logic Networks [22, 47] are another possible modification of T P -neural networks. Here, the computational power of Markov chains and stochastic (probabilistic) methods was used to give an account of Logics of Probabilities. These networks do not use a semantic operator directly, but the methodology is very close to T P -networks, in that the networks rely on ground instances of atoms appearing in logic programs, and propagate their truth values. This model has been successfully applied to many practical problems, but it still obeys the main Principle.
Propositional Modal Logic Programs [48, 6] . Construction of T P -neural networks was exactly reproduced in this approach, the only difference being that it was adapted to Kripke semantics. That is, in each possible world (by Kripke) one could have a separate T P -neural network.
Fibring Neural Networks. Some research was done on creating networks of T P -neural networks, they were called Fibring Neural Networks [49] .
Many-Valued Logic Programs. This approach was developed in [50, 25] . Here, binary neurons represented some atom together with its value, and several additional layers were needed in order to reflect some additional properties of many-valued semantic operators. These networks have the same properties as T P -networks.
There have been several papers relating Fuzzy Prolog and Fuzzy Neural Networks, [51, 52, 53] . The resulting neural networks are called Fuzzy-Logical Neural Networks. The authors of [52] show that Fuzzy Logic Programs can be simulated by feed-forward neural networks; moreover, they use learning algorithms when working with fuzzy numbers. The Fuzzy-Logical Neural Nets are capable of propagating fuzzy signals, and not just 0, 1. If we examine Fuzzy-Logical Neural Networks relative to the T P -neural networks, we will notice that they are not correlated with semantic operators any more, however, they obey the main Principle, in that they work with truth values and functions over truth values, and do not encode first-order atoms directly.
Even with approaches that are not directly tied to logic programs, such as [54, 13] , one can notice that the networks essentially rely upon ground reasoning and binary signal processing.
From the examples we have considered, it is clear that the indirect way of representing formal languages via truth values of ground formulae is the main obstacle to the application of neuro-symbolic networks to wider classes of logic problems. We believe that direct representation of the syntax of logic theories, together with the direct account of the unification algorithm, would allow better simulations of symbolic computations than the Boolean or Fuzzy networks do. This is why, in this paper, we suggest to work with direct numerical encodings of first-order terms.
The third decision concerns representation of structured data in neural networks. If we take a numerical representation of a first-order alphabet, the logic formulae will be represented by strings of numbers. However, according to a general convention, neural networks do not process strings, or ordered sequences. Every neuron can accept only a scalar as a signal, and output a scalar in its turn. This general convention has been developed through decades of discussion, and different views on it are best summarised in [38, 3] . However, some order is innate to neural networks: and this order is imposed by positions of neurons in a given layer, and by positions of layers in a network. So, although each neuron receives only a scalar number as an input, a layer of neurons receives a vector of such numbers, and the whole network can receive a matrix of numbers. And thus, we will rely on the structure given by vectors.
Related literature that concerns processing of structured data in neural networks falls within three areas of research: the core method to deal with symbolic formulae and Prolog terms [55, 20] we have just considered under a simpler guise of T P networks; recursive networks which can deal with string trees [56] ; and kernel methods for structures [57] . Our approach is somewhat different from either of the three, but is related closer to the core method than to the other two, in that we rely on the structure given by layers of neurons.
The fourth methodological decision is to determine the area of application of neuro-symbolic networks, -it could be either logical reasoning, or learning. In neuro-symbolic literature, the term "learning" is used in two senses. The first sense -knowledge acquisition -is close to psychology and machine learning. That is, a typical question that one would raise here is: How do we (or neural networks) learn that one event follows from another, or that one class of objects is related to another class of objects? The second meaning of learning comes from neurocomputing -and it is the process of changing weights and some other parameters of a neural network; the process is usually described by some algorithm. So, the literature on learning theory in neural networks [5, 6] we have already surveyed uses the word "learning" in the first sense, and the resulting neural networks may not have learning features in the second sense. Vice versa, neural networks used for deductive reasoning, such as T P -neural networks, can employ "learning" in the second sense in case of first-order deduction, [55, 20] . In this paper, we understand "learning" in its second sense taken from neurocomputing, and we apply it for purposes of deduction (encoding of unification algorithm), rather than machine learning.
First-order Unification: Sequentiality and Parallelism
The first-order language L consists of the well-formed formulae built from the symbols of the alphabet A. Definition 1. We fix the alphabet A to consist of
• constant symbols a, b, c, possibly with finite subscripts;
• variables x, y, z . . ., possibly with finite subscripts;
• function symbols f, g, h . . ., possibly with finite subscripts and arities;
• predicate symbols P, Q, R, . . ., possibly with finite subscripts and arities;
• connectives ¬, ∧, ∨, also called negation, conjunction and disjunction.
• quantifiers ∀, ∃ and
• punctuation symbols "(", ", " ")".
This language would be sufficient to formally define theories like e.g., first-order Horn-clause logic programs; but since we restrict ourselves only to problems of unification, we will not work with connectives and quantifiers here.
We follow the conventional (inductive) definition of a term and a formula. Namely, every constant symbol is a term, every variable is a term, and if f i is a function symbol of arity n and t 1 , . . . , t n are terms, then f n i (t 1 , . . . , t n ) is a term. We will sometimes write t instead of (t 1 , . . . , t n ).
Let P n be a predicate symbol of arity n and t 1 , . . . , t n be terms. Then P (t 1 , . . . , t n ) is a formula (also called an atomic formula or an atom). Complex formulae can be defined using connectives and quantifiers, but we will work only with atoms here.
Definition 2. The first-order language L given by the alphabet A consists of the set of all formulae constructed from the symbols of the alphabet.
) is a formula of the language L. Definition 3. A ground term is a term not containing variables. Similarly, a ground atom is an atom not containing variables.
A substitution is a partial mapping from variables to terms denoted by {x 1 → t 1 , x 2 → t 2 , . . . , x n → t n }, indicating that the variable x i maps to the term t i ; we will also use a shorter notation v i /t i to express this. In particular, given a substitution θ = v/t i , if v appears in some term t j , t j θ denotes the result of replacing all the appearances of v in t j by t i . Given substitutions θ 1 , . . . , θ n , their composition is also a substitution, denoted by θ 1 . . . θ n .
Next, we define the algorithm of unification as it was introduced by [1] and [24] ; see also [43] . Definition 4 (Unifier). Let S be a finite set of atoms. A substitution θ is called a unifier for S if Sθ is a singleton. A unifier θ for S is called a most general unifier (mgu) for S if, for each unifier σ of S, there exists a substitution γ such that σ = θγ.
The two expressions E 1 and E 2 are unifiable if there exists a substitution θ such that E 1 θ = E 2 θ. An expression E 1 matches expression E 2 if there exists a substitution θ with E 1 θ = E 2 . Therefore, the matching problem is a particular case of unification problem; but, as it turns out, the two have different capacity for parallelisation.
Definition 5 (Disagreement set). Let S be a finite set of atoms. To find the disagreement set D S of S locate the leftmost symbol position at which not all atoms in S have the same symbol and extract from each atom in S the subexpression (term) beginning at that symbol position. The set of all such expressions is the disagreement set of S.
Unification algorithm[23, 1]:
1. Let k = 0 and θ 0 = ε. 2. If Sθ k is a singleton, then stop; θ k is an mgu of S. Otherwise, find the disagreement set D k of Sθ k . 3. If there exist a variable v and a term t in D k such that v does not occur in t, then put θ k+1 = θ k {v/t}, increment k and go to 2. Otherwise, stop; S is not unifiable.
Theorem 2 (Unification Theorem [1] ). Let S be a finite set of atoms. If S is unifiable, then the unification algorithm terminates and gives an mgu for S. If S is not unifiable, then the unification algorithm terminates and reports this fact.
When the algorithm of unification is embedded into the algorithm of the SLD resolution for first-order logic programs ( [43] ), only unification for two given atoms is used. This is why, in this paper, we restrict our attention to sets S containing two first-order atoms. For technical convenience we refine the notion of the disagreement set as follows.
Definition 6. Given atoms A and B, a well-formed disagreement set (wf-disagreement set) for A and B is the disagreement set D S for S = {A, B} that contains at least one variable.
We use the notion of the wf-disagreement set for early detection of cases when the disagreement set cannot provide a meaningful substitution in the process of unifying two atoms; that is, when the disagreement set contains two predicate symbols, two constants, or two complex terms. In practice, only wf-disagreement sets contribute substitutions in the process of SLD refutation. In what follows, we will use wf-disagreement sets instead of the disagreement sets whenever we unify two atoms. In the algorithm of unification, only one sentence needs to be added in item 2: "If the wf-disagreement set D k does not exist, then stop. S is not unifiable." For cases when we unify only two atoms, the two formulations of the unification algorithm are clearly equivalent.
Example 3. We will illustrate how this algorithm works on a simple example. Consider the set S = {P (f (a 1 , a 2 )), P (f (x 1 , x 2 ))} and form
There have been many papers concerning (parallel) complexity of the unification algorithm we have defined, as well as alternative unification algorithms, and the unification problem in general. The low complexity bound was shown in [30] : namely, it was shown that the unification problem is log-complete for P, the class of polynomial-time solvable problems. In particular, this implies that it is very unlikely that an efficient parallel unification algorithm exists.
Example 4. The following example will give an intuition about the unification problems that are inherently sequential. Suppose we need to unify P (x, g(x)) with P (g(y), z). The parallel unification step would give: P (g(y), g(x)), whereas the sequential algorithm we have defined above, will give P (g(y), g(g(y))), which is the proper mgu for the two terms. This happens because x, as well as g, appeared both on the first and on the second unifiable positions in both terms: therefore, the second substitution could not be computed prior to applying the first.
Since unification is sequential in general, for some decades research was aimed at finding particular cases of unification problem that yield efficient parallelisation. Example 4 can give insights into which cases the unification can be parallelisable. Parallelisable cases include: monadic (unary) predicate and function symbols, [58] ; cases when the first term is a variable and the second term is either a variable or non-variable term [58] ; term matching [30] ; unification in languages with no function symbols [59] , as well as some others; see also [60] for a survey.
We conclude this section with the last example that shows the role of unification in the goal-oriented proof-search in logic programs.
Example 5. Although here, we do not consider logic programs in any further details, it is useful to note that the algorithm of unification would play an important role in processing the following small logic program that can compute natural numbers:
We think of a as 0, f as a successor, and P as the property that is being defined -that is, the property of being a natural number. The goal to find a natural number would be stated as: ← P (y)?. And then the interpreter will be able to unify the goal first with P (a), then -with P (f ((a)), and so on.
Already this simple example would require an infinite number of neurons if we simulate it in a T P -neural network similar to the one given in Example 1. In this case, we would need two (or more) new neurons to represent each of P (a), P (f (a)), P (f (f (a))), and so on. But we would no longer need to construct infinitely many copies of neurons, if we had an easy way to incorporate unification in these networks, and this is what we are coming to.
Neural Networks and Error-correction Learning
In this section, we define neural networks following [31, 32, 28] ; and show how conventional error-correction learning algorithm can be used for purposes of unification.
An artificial neural network (also called a neural network) is a directed graph with nodes (called units or neurons), and edges (called connections).
If there is a connection from unit j to unit k, then w kj denotes the weight associated with this connection, and i kj (t) = w kj v j (t) is the input received by k from j at time t. A neuron k is characterised, at time t, by its input vector (v i 1 (t), . . . v in (t)), its potential p k (t), its bias b k and its value v k (t). In each update, the potential and value of a unit are computed with respect to an input (activation) and an output (transfer) function respectively. The units considered here compute their potential as the weighted sum of their inputs plus their bias; in the formula below, n k is the number of input signals sent to the neuron k.
The units are updated synchronously, time becomes t+∆t, and the output value for k, v k (t + ∆t), is calculated from p k (t) by means of a given transfer function F , that is,
.
For example, the transfer function used in T P -networks is the binary threshold function H, that is, v k (t + ∆t) = H(p k (t)), where H(x) = 1 if x > 0 and H(x) = 0 otherwise. Units of this type are called binary threshold units. A unit is said to be a linear unit if its transfer function is the identity, that is, v k (t + ∆t) = p k (t). 
Among all the parameters of neural networks, there are two parameters that are conventionally considered as capable of learning, training and adapting: they are the weights of the connections and the biases of the neurons.
We will consider networks where the units can be organised in layers. A layer is a vector of units. Neural networks consisting of layers are sometimes called associative neural networks [31] . Here, we will work with one-layer networks.
Error-correction learning is a kind of supervised learning. Supervised learning is the most popular type of learning implemented in artificial neural networks, and we give a brief sketch of the error-correction algorithm in this subsection; see, for example, [32] 
The error-correction learning rule is the adjustment (the change signal) ∆w kj (t) (or ∆b k (t)) made to the weight w kj or the bias b k at time t and is given by ∆w
where η and µ are positive constants that determine the rate of learning. Note that one can train either weights, or biases, or both. Finally, the formulae w kj (t + 1) = w kj (t) + ∆w kj (t) and b k (t + 1) = b k (t) + ∆b k (t) are used to compute the updated values for the weight w kj (t) and the bias b k (t).
Example 7. The neural network from Example 6 can be transformed into an error-correction learning neural network as follows. We introduce the desired response value d k into the unit k. The change signal ∆w kj computed using e k must be sent to the connection between j and k to adjust w kj ; similarly for In the rest of the paper, we will work with layers of neurons rather than with single neurons, and hence we will manipulate with vectors of weights, biases, targets, errors, and other parameters. In this case, we will have to drop the subscripts and write simply w, b, d, e for vectors of weights, biases, targets (desired responses), and errors respectively. We will call the vector of errors e an error vector, and the vectors ∆w and ∆b the change vectors.
With this learning algorithm as a tool, we are ready to implement some simple examples of unification. We use general methods explained in Section 2: we represent symbols of the alphabet as numbers, strings of symbols as vectors; and the process of substitution as network learning.
Example 8. Suppose we are given two atoms -P (x) and P (a), and we need to unify them. Suppose we are given an arbitrary one-to-one encoding | .| of the first-order alphabet, with two given atoms represented by vectors . Then we take a layer of four neurons, excite this layer with the signal 1, and fix the weight w of the input connection to the layer to be equal to v 1 , and the bias b of the network to be equal to −v 2 . Finally, the target d is set to [0; 0; 0; 0]. Then the conventional error-correction algorithm described above will unify the two atoms in one iteration, as shown in Figure 3 . The change vector ∆w for the Figure 4 .
The non-zero entries in the output vector v out and the change vector ∆w determine the substitutions that have been computed.
We can easily imagine this small layer of neurons to be used inside the T P network in Figure 1 . Namely, we would use it instead of, or along with,
The network that has unified P (x) and P (a), and its error is equal to 0.
the neuron representing P (a). Changing the bias of the network from Figure  3 to −([|P |; |(|; |x|; |)|]) would allow us to use it inside the T P network as a representative of P (x). This would enable us to use this only layer of "unifying" neurons instead of producing identical copies of neurons that represent different ground instances of P (x). For logic programs like the one in Example 1, the use of the unification neural networks will simply mean economising the resources. For recursive logic programs similar to the one in Example 5, this would effectively make the difference between having to "construct" infinite layers of neurons and using finite networks. Using a similar method, one can obtain a parallel unification of formulae P (x, y, z) and P (a, b, c) in one iteration of the error-correction learning; all we need to do is to use a longer layer of neurons that accommodates additional symbols. See Figure 5 , where the error vector ∆w = [0; 0; −|x| − |a|; 0; −|y| − |b|]; 0; −|z| −|c|; 0]. Note that the non-zero entries to ∆w identify the parallel substitutions being made.
The two examples of unification considered in this section are easily parallelisable, and also they have the form that allows the computation of unifiers using only the conventional functions of neurocomputing. However, as we have already remarked in Section 3, there are cases that are inherently sequential, and computing them in neural networks will require the restriction of the parallelism that naturally occurs in neural networks. We will address this problem in the next section. 
Construction of the Unification Neural Networks
In this section, we formally define the structure of the neural networks that can simulate the algorithm of unification; we will call such networks Unification Neural Networks (UNNs). In the rest of the paper, we also support our descriptions with short remarks concerning the implementation of the UNNs in MATLAB, and the new library of functions and examples [29] . To simplify the description, we first explain how to build networks that can unify only first-order atoms not containing function symbols. Having achieved that, we will devote Section 6 to the additional algorithm of completion needed for unifying atoms containing function symbols.
Construction of the unification neural network (UNN): 1. Vector encoding. The vector encoding is done in two steps. First we use an assignment | .| that maps each symbol of the alphabet A to a number. The only natural condition we impose on the assignment is that it should be a one-to-one map from symbols of the alphabet to integers. For the reasons we explain in Section 6, it is important to reserve one integer to represent no symbol; 0 is our choice. In the library we develop, we simply use ASCII encoding provided by the MATLAB library. Other kinds of encoding may add efficiency, but, generally, the way the encoding is made is unimportant for the development. The next step is to represent a given formula or term as a vector of numbers that are determined by the assignment. It is done recursively: given assignment | | for individual symbols, a formula A = P (t) is represented by a vector v A = [|P |; |(|; |t|; |)|].
Let l A and l B be the sizes of vectors v A and v B . In this section, we simply assume that l A and l B are equal. As soon as we assume that we consider meaningful cases -that is, when predicates are the same, -then the lack of function symbols will effectively mean that l A = l B . Remark 1. Note that, in practice [29] , a uniform notation for the symbols of the first-order alphabet needs to be introduced. For example, formulae P (x1, x2) and P (a12, a14) would be represented by vectors of different length. To avoid this unnecessary complication, we require all the indices of constants, variables, function and predicate symbols to be written in a uniform (in [29] -two-digit) way. Thus, the two formulae above would be written as P 01(x01, x02) and P 01(a12, a14).
Structural (object) properties.
The network we build consists of one layer of neurons. This layer has its bias b, the vector of input weights w and will normally receive only one input signal, 1. After processing the input signal, it will emit an output vector. This construction is illustrated in Figures 3 and 5 . For various first-order atoms, only the length of this single layer and parameters w and b will vary. Examples are available in the file test learning.mat in [29] .
Unification networks use several standard functions. The layer's potential is computed as defined in , which is given by an input function netsum in MATLAB. the function F from is identity; it is called purelin in MNNS, and also employed in the famous Perceptron. If used in vectors, the function returns the element-wise sum of the weighted input signal and the bias. That is, if the input is 1 and thus n k from is equal to 1, the potential of the layer is computed as w + b. Note that the vector w representing input weights would normally be of the shape [n 1 ; n 2 ; . . . ; n r ], and the bias vector would be of the form b = [m 1 ; m 2 ; . . . ; m r ], the result of application of the function will be [n 1 + m 1 ; n 2 + m 2 . . . , n r + m r ].
No other special structural settings are needed to simulate the unification networks. Note also that all these general settings (also called "object settings" in MNNS) are defined once and for all UNNs, irrespective of the size and shape of the first-order atoms we unify.
3. Next step will be to decide the subobject properties: size of the layer, and values assigned to the weight (w) and bias (b) vectors. These will vary from one UNN to another, depending on the atoms we unify.
In general, given first-order atoms A and B, and their numerical vector encodings v A and v B , we set the size of the layer to be equal the size of v B , and w = v A and b = −v B . The parameters w and b are chosen to represent the first-order atoms, because precisely these two parameters can be trained in conventional neural networks and in MNNS.
4. Simulation. We are ready to simulate the network. Having set the input signal to 1, we simply type sim(net,1) in MNNS, and the network outputs a vector, v out = w + b = v A − v B , that is, the difference between v A and v B .
As yet, the output bears little symbolic meaning, but it signalises that the atoms are not the same; and also the first non-zero symbol in the vector v out shows the exact position where the differences start. E.g., in Figure 3 , the difference between numbers encoding x and a is described by |x| − |a|. These data will be important for the learning functions we are about to introduce.
We summarise the construction algorithm we have described in the following lemma:
Lemma 3. Given two first-order atoms A and B of the same length and built from the same predicates, there exists a UNN corresponding to them. It will have a single layer of length l A = l B with the identity transfer function. The UNN's input weight vector will be computed as w = v A , and the bias vector b = −v B . Moreover, if a signal 1 is sent to the UNN, it will output the vector
Proof. To construct the UNN, one needs to follow the steps 1 -3 described in this section. The output function is computed using the standard formula v out = (v in w + b). Substituting v in by 1; and values w and b as described in Steps 1 -3, one gets precisely the required formula v out = v A − v B . If A and B are equal, v A = v B , and so the output will be the vector of zeros.
Training.
We can now train the networks. The ultimate goal of the unification algorithm is to make two first-order atoms equal. So, in terms of UNNs, we wish the difference between w and b to be 0, and so we supply the UNN with the zero target vector d. The error e is computed using the conventional formula e = d − v out ; in our case e = −v out . Figures 3 and 5 show implementation of unification using conventional neural networks; in fact, both of these examples are the cases of term matching. In general, we have the following proposition:
Proposition 1 (Parallel Implementation of Term-matching). Given two first-order atoms A and B containing no function symbols, the following holds: There exists the mgu θ for {A, B} such that A = Bθ if and only if the UNN given by the construction of Lemma 3, with A encoded as a weight vector and B encoded as a bias vector, performs parallel unification for A and B using the learning rule ∆b = e. (Similar statement holds for B = Aθ and ∆w.)
In case the unification problem is not restricted to term-matching, the following two technical hurdles can arise in a function-free language.
Example 9. Suppose we are given two atoms -P (a, x) and P (y, c) -to unify. If we apply the UNNs blindly, as we did in Figures 3 and 5 , we would receive the answer P (y, c), with mgu being {a/y, x/c} which is wrong, because we cannot substitute variables for constants.
Therefore, in general case, it is impossible to predict in advance, whether the error-correction needs to be done by correcting weigh or bias vectors, moreover, as Example 9 suggests, both weight and bias vectors may need to be corrected. The question is, whether to train them in parallel or sequentially. Example 9 would well work with parallel error-correction, computing and applying the change vectors ∆w = [0; 0; 0; 0; |c| − |x|; 0] and ∆b = [0; 0; |y| − |a|; 0; 0; 0]. However, it may not work for some other examples:
Example 10. Consider atoms P (a, y) and P (y, c). Parallel unification would give P (a, c), whereas in fact, they are not unifiable.
Bearing in mind Examples 9 and 10, we introduce first unconventional learning function -learn disagr. It will be able to process the error signal in a more clever way than arithmetical operations do. It relies on two auxiliary functions -disagreement and substitution; see also [29] .
Disagreement detects the first non-zero element in the error vector, and, using the values of b and w as parameters, infers two vectors D 1 and D 2 that encode the two terms this error originates from. For given atoms A and B, such that v A = w and v B = b, the pair {D 1 , D 2 } is effectively a numerical representation of the wf-disagreement set for A and B. That is, disagreement also detects cases when neither of the two terms in the disagreement set is a variable, and it reports an error in this case.
Having this data, substitution infers a substitution (change) vector from the disagreement set {D 1 , D 2 } of v A = w and v B = −b. It also performs the occur check; if the check fails, substitution reports an error. It is also responsible for encoding this substitution as a vector of the same size as the layer of neurons, otherwise the change vector will be rejected by the network.
For simplicity, we give formal pseudo-code of these functions for the small language containing only predicate P , variables x, y, z, and constants a, b, c. For reacher languages, the idea will remain the same, but the technical description will get a bit more sophisticated; [29] . For example, when function symbols are added, the occur check will need to be added, if symbols of the alphabet are indexed, this needs to be formally reflected in the definitions, too. The simplified definitions below will serve us the purpose of conveying the main idea clearer. Note that in Definition 7, the vector representation of p and q seems redundant. However, in cases we use a richer language, where variables and constants have subscripts, the use of vectors become essential. E.g., for formulae P (a 11 ) and P (x 12 ), the output will be the pair of p = [|a|; |1|; |1|], q = [|x|; |1|; |2|]; see also [29] . 
Otherwise: Set ∆b = ∆v, and ∆w to zero vector of length l. Output: ∆w, ∆b.
Finally, we put substitution inside of the learning function learn disagr. It is convenient to split substitution from Definition 8 into two functions, one giving ∆w as output, and another -∆b. That is, ∆w = substitution1(w, (−e)); and ∆b = substitution2(w, (−e)). Practical purpose of learn disagr is to collect together substitution and a number of standard parameters and settings pre-defined in the MNNS, which enables the adaptation function to recognise and use it as a well-defined learning function.
Example 11. To illustrate the way of defining a learning function in MNNS, consider the Perceptron learning rule. The MATLAB learning function for it, learnp, contains many lines of standard definitions and settings, but the actual computation is performed using the function ∆w = e * p, note that e is a scalar in Perceptron. The function learn disagr will differ from learnp (or any other standard learning function), only in this single last line, namely, we have ∆w = substitution(w, (−e)). Both functions use the error vector e, but then learnp uses the input vector p, whereas we use the input weight vector w, which is another possible argument for learning functions. The major difference is that we use the function substitution instead of multiplication.
Weights and biases of the network receive the change signals ∆w and ∆b computed by substitution, and update their values in a conventional way: w new = w + ∆w and b new = b + ∆b. In [29] , ∆w and ∆b are provided by learn disagr; the weight and bias update are entirely delegated to the conventional functions adapt and trains predefined in MNNS.
For technical convenience, in [29] we split the learning function learn disagr into learn disagr w that learns the change vector ∆w for weights, and learn disagr b that calculates a similar vector ∆b for biases. Then it is convenient to have two variants of substitution -substitution1 and substitution2. The former takes the weight and error vectors as arguments, the latter takes the bias and error vectors as arguments. Then, one outputs the change vector for w, and the other -for b.
To summarize, we return to the Algorithm of Unification from Section 3, and we outline the parts of the Unification algorithm that were delegated to the function learn disagr.
Unification algorithm[23, 1]:
1. Put k = 0 and θ 0 = ε.
If
Sθ k is a singleton, then stop; θ k is an mgu of S. Otherwise, find the wf-disagreement set D k of Sθ k . If D k does not exist, stop; S is not unifiable.
If there exist a variable v and a term t in D k
such that v does not occur in t, then put θ k+1 = θ k {v/t}, increment k and go to 2. Otherwise, stop; S is not unifiable.
As one can see, the iterative part is left to be done by the error-correction learning, while routine occur-check and the detection of the disagreement set were formalised by means of the embedded functions substitution and disagreement. Function disagreement covers the underlined part of the item 2; and the function substitution covers the underlined part of the item 3. Notably, the application of the newly calculated substitution (θ k+1 = θ k {v/t}) is again done by the UNN.
The two lemmas about the properties of these two functions will follow in the next section, where we introduce function symbols as well.
Unifying Atoms that Contain Function Symbols.
In this section, we extend the UNNs to process atoms containing function symbols. We postponed introducing this case because function symbols bring several technical complications. These are the reasons why introduction of function symbols needs to be treated with care:
1. When terms are allowed to contain function symbols, the length of the vectors that represent two arbitrary atoms can be different, even if they are unifiable. And to be able to encode them into UNNs, we need them to have the same length.
Example 12. Two atoms P (x) and P (f (y)) from Example 5 have different length. If represented by vectors, the vectors will have the length 4 and 7, respectively. So, these two vectors could not possibly be used as weight and bias vectors in a UNN. One could complete the vector representing P (x) by adding a subvector consisting of three 0s to this vector; and this will make the length match.
Note that 0 is not a meaningful code in the language encoding we use, and it is convenient to use it for completion. The symbolic image of 0 in the MATLAB library is an empty symbol. For convenience, we will denote this empty symbol by throughout this section. So, we will say that we completed P (x) by P (x) . 2. We need to make sure that the vectors w and b that bear information about the first-order atoms were brought in the form that allows the change vectors to be added to w and b in a meaningful way.
Example 13. Consider two atoms P (f (x), y) and P (y, z). Suppose they were encoded as w and b in a UNN. Suppose we simply added the tail of zeros to the second atom: P (y, z)
. Then, the change vector ∆b will be sent to b, but the length of the subvector v f (x) is larger than the length provided by v y , and hence the length of the subvector v D that encodes the difference between y and f (x) will be greater than the length of v y . As a result, when the change vector ∆b is added to b, v D will interfere with the meaningful remainder of the atom, in our case -with ", z)". However, precisely this part should be left intact for the next iterations of unification.
This means that completion must be made in a sensitive way, that is, it should rely on the function that computes the disagreement set, and then use the length of the terms in the disagreement set as a guide for completion. It should detect the right place for adding zeros, too. Example 14. In the previous Example, the disagreement set would contain y and f (x). The difference in their length is 3, so a subvector consisting of three 0s should be added immediately after v x in the vectors v P (f (x),y) and v P (y,z) . So, the completion will work as follows: P (f (x), y ), and P (y , z). Now, we should also make the length match and complete the second term as in Step 1: P (y , z) .
3.
The last difficulty is that one completion is not enough. As terms grow through the series of substitutions, more completions will be needed, and in general, we cannot predict how many.
Example 15. In the previous example, we have completed P (f (x), y) and P (y, z). But then, after the first substitution, the atoms will be transformed into P (f (x), f (x)) and P (f (x), z)
. They again need to be completed to allow the next substitution. Namely, the latter atom will be completed as follows: P (f (x), z ).
This means that the mechanism of completion needs to be embedded into the training and adapting functions, so that at each iteration the neural network could "complete" itself and thus enable the next iteration of the unification and learning.
So, the library [29] contains the functions completion applicable to vectors, and net complete applicable to networks. The latter function applies the former to the whole network, and updates the layer's size as well as w and b. After each iteration of the adaptation, net complete performs the network update. Through this process, the layer of the UNN may grow, and this resembles to the concept of the growing neural gas [61] . At each time step, the growth is bounded by the size of the longest term in the disagreement set, which is always finite.
Example 16. We return to our running Example 5, and perform unification for atoms P (y) and P (f (x)). Consider the network that unifies A 1 = P (y) and A 2 = P (f (x))). In order to encode these two atoms as a weight and a bias, we need to make an initial completion A mgu θ for {A, B} such that A = Bθ, then the UNN described in Proposition 1 performs parallel unification for A c and B c ; but the converse does not hold.
Proof. We show that the converse does not hold. Consider the two atoms P (x, y), and P (f (y), f (x)), the initial completion will give P (x , y ) and P (f (y), f (x)). The parallel unification by UNNs will give x/f (y) and y/f (x). However, the unification algorithm for this example stops and outputs "no unifier exists", because the unification algorithm composes the substitutions as it progresses, whereas the parallel substitutions done by the UNNs with conventional learning functions fail to do so; and thus the occurrence check fails for the former, but not for the latter.
Therefore, in order to guarantee the logical soundness of the UNNs in the general case, we use the learning function substitution similar to the one from Section 5, but this time in conjunction with completion. We are ready to formally state the properties of functions from the library [29] and the properties of the UNNs. Note that in the lemmas and proofs below we use general definitions of disagreement and substitution defined in [29] , rather than simplified Definitions 7 and 8. That is, functions symbols also The proof proceeds by induction on symbols in A and B that can disagree. Any two atoms in the language L start with predicates symbols P ij and P kl . So, the indexes of the predicates is the first possible place for differences.
If A and B are built from different predicates, disagreement ("Case 1") detects that the difference between v A and v B is on one of the first 3 positions in the error vector, and outputs error('Not unifiable: predicates are different').
If the predicates are the same, then, the predicate symbols will be followed by brackets, and then -by terms. The terms can disagree, and the three following cases are possible. The terms are: 1) a variable and a constant; 2) a variable and a function symbol; 3) a constant and a function symbol. The third case will not contribute to the wf-disagreement set. These three cases are covered as Cases 3, 4, 5 in disagreement, Case 5 outputs an error.
Another possibility is that the disagreeing terms are two variables, two constants, or two function symbols with different subscripts. Only the first of the three cases will contribute to the wf-disagreement set. These three possibilities are covered in Case 2 of disagreement; the error is sent as an output if two constants or two function symbols are detected.
All the rest disagreements will arise in case the predicates P ij and P kl have arities greater than 1, and all the cases we have just considered will be repeated again. Proof. We rely on Lemma 4, and assume that, if wf-disagreement set D = {x, t} for A and B exists, then disagreement finds its vector encoding.
Another auxiliary function that we use, sort vect, detects places in v A and v B where v x appears, and it outputs a vector v * A of indexes (places) of such occurrences for v A ; similarly for v B . The function completion then starts a for loop which performs, for every i in v * A , the following transformation. It cuts the vector v A into two parts -part Y contains the first i + 3 elements of v A , part X -the rest. Then it constructs Y and X back together, putting the vector of l t − l x zeros between them. Similarly for v B .
At the final stage, it removes all zeros at the end of v A and v B , and then adds zeros only to the one that is the shortest of the two.
Since we ensured that there are no excessive zeros at the end of v A and v B , and have added zeros only at the places detected in v * A and v * B , we have a guarantee that it is the shortest completion needed for the next substitution.
Lemma 6. Let A and B be two first-order atoms, and v A and v B their completed vector encodings. Let D be their wf-disagreement set, and let x and t be the variable and the term it contains. Let v x and v t be the vector encodings of x and t, with the length l x and l t . Let Z be a vector of zeros of the length l t − l x .
The function substitution produces two vectors: This happens if and only if the item 3 of the Unification algorithm produces a substitution θ j for A and B.
Proof. We rely on the Lemmas 4 and 5. The item 3 of the unification algorithm performs the occurrence check. If this check fails, the function substitution outputs an error. The rest of the proof is trivial. Proof. We rely on Lemma 3 when defining the object and subobject properties of net, additionally, we use completion and Lemma 5 to ensure that vectors v A and v B are of the same length. For adaptation, we use adaptation function adapt that uses the learning function learn disagr based on substitution.
Suppose the unification algorithm succeeded, with the output θ 1 . . . θ k . We use induction on number k of iterations of the algorithm. If k = 0, then A and B were the same, but then v A = v B , and the error signal consists of zeros, and so the adaptation is void.
Suppose, at step k, the unification algorithm stops and outputs substitutions θ 1 , . . . , θ k . This means that, at step k − 1, the variants A and B of A and B were obtained, and their wf-disagreement set D contained a variable x and a term t, such that x did not occur in t. And D was used to obtain the substitution θ k , such that A θ k = B θ k . By inductive assumption we know that for k − 1, there exists a UNN that can adapt its weights and parameters w = v A and b = −v B to become w = v A and b = −v B in k − 1 steps. But then, by Lemma 4, disagreement can find the disagreement vectors D1 and D2 for w = v A and −b = v B .
Also, by definition of adapt, at the step k − 1 the network has been completed by net complete using the value of D1 and the length of D2 as parameters. This means, in its turn, that the length of the layer of net will be just the same as the length of the change vector computed by substitution that is called by the learning function learn disagr.
Moreover, by Lemma 6, we know that substitution produces the change vectors ∆w and ∆b that soundly encode the substitution θ k . And the function adapt will add the change vectors ∆w and ∆b to w(k − 1) and b(k − 1). By This way, the encoding of the substitution θ is applied to v A and v B . At step k, w(k) = v A θ k = −b(k) = v B θ k . But then, the network will output the zero error vector at time step k, and will not output any further substitutions.
The opposite direction of "if and only if" is a similar argument by induction on the number of the time steps taken by the UNN to reach its first zero error signal.
Conclusions
We have constructed unification neural networks that can simulate the algorithm of first-order unification. We implemented and tested them in the MATLAB Neural Network Simulator, and described the library of functions we needed to employ for it. We analysed the capacities of this method for parallelisation of the unification problem.
A big advantage of the method we have described is its flexibility. If, for theoretical or practical reasons, only traditional and conventional learning functions are preferred, the method can still be used for purposes of term matching or variable binding in function-free first-order languages, at the same generality as it was done e.g. in [18] or [13] , but with advantages of added parallelism, and a simpler, direct implementation by means of learning. We demonstrated this in Sections 4, 5, and 6.
If, on the other hand, the generality of unification problems is the issue, one can simply switch from conventional learning functions to the functions we have described. This may result in restricted abilities to parallelise computations, but this time, the reason for restrictions is the sequential nature of the algorithm of unification; see Section 3. For example, we have shown in [62] , that a similar direct way of using learning functions for substituting terms can lead to a nice parallel implementation of term rewriting.
In general, there is always a trade-off between the generality of formal languages and algorithms implemented in neuro-symbolic networks and the amount of "unconventional" components allowed. The difference usually lies in the choice of particular components used in an unconventional way: e.g, in T P -networks we surveyed in Section 2, the symbolic burden is taken by the structural properties of networks, and this is why extracting knowledge from these networks is a challenge [6, 20] ; and also, these networks can grow to infinite size. In the method we propose, the burden is taken by the learning functions. Because of this, UNNs give the user a greater amount of control over the amount of symbolism he allows in each particular case of unification.
The UNNs contribute to the line of research that seeks to develop efficient neuro-symbolic networks. Unlike most of the neuro-symbolic networks we know of, the UNNs have the advantage of being finite in the first-order case, and their size is bounded by the length of terms and atoms we choose to unify. Therefore, the UNNs are highly resource-conscious.
The UNNs show how non-boolean networks can implement a logic algorithm. That is, we no longer rely on the truth-values of the first-order atoms when unifying them. And this is a step towards the proof-theoretic style, as opposed to the traditional, model-theoretic style, of building the neuro-symbolic networks.
Because unification is a basic procedure in automated reasoning, the UNNs can be further used for simulation of the SLD resolution for different kinds of logic programs, or as a part of decision procedures for various sequent calculi. We plan to employ the UNNs in order to find a proof-theoretic adaptations of neuro-symbolic networks surveyed in Section 2.
The result has significance for cognitive science, because the UNNs demonstrate how non-ground reasoning may be implemented in neural networks. The UNNs are fully defined in the environment of MATLAB Neural Network Simulator and are ready to be implemented in robotics.
Only a slight technical improvement to the function disagreement is needed to extend the UNNs to an arbitrary first-order alphabet with the infinite number of symbols. Here, we have limited the number of symbols contained in the alphabet, and used first-order symbols x , a , f , P only with double digit subscripts. The reason for this restriction was expository rather than theoretical or technical. In non-restricted case, instead of checking a symbol and the two digits after it, we could use an auxiliary func-tion similar to the find term we have already employed in disagreement. This function would decide when the numbers representing indexes j of the given symbol P j , x j , a j , or f j end, and the new term begins.
