[1] Using a mesoscale atmospheric circulation model, it is shown that relatively modest topography height differences of $500 m over 200 km near Zotino (60°N, 89°E) in central Siberia may generate horizontal gradients in CO 2 concentration in the order of 30 ppm. In a case study for 15 and 16 July 1996, when Lloyd et al. (2001) conducted a convective boundary layer budget experiment in the area, we show that advection of these gradients disturbs the relation between diurnal concentration changes in the boundary layer and the surface fluxes. This demonstrates that mesoscale atmospheric heterogeneity may have severe impact on the applicability of methods to derive the regional-scale fluxes from CO 2 concentrations measurements, such as the convective boundary layer budget method or inverse modeling. It is shown that similar mesoscale gradients are likely to occur at many long-term observation stations and tall towers. We use the modeled concentration fields to quantify the horizontal and vertical variability of carbon dioxide in the atmosphere. In future observation campaigns, mesoscale processes may be best accounted for by measuring horizontal variability over a few hundred kilometers and by attempting to quantify the representation errors as a function of mesoscale conditions. Citation: van der Molen, M. K., and A. J. Dolman (2007), Regional carbon fluxes and the effect of topography on the variability of atmospheric CO 2 ,
Introduction
[2] The rising concentration of atmospheric carbon dioxide in the atmosphere is cause for considerable concern since it causes substantial additional greenhouse warming. Anthropogenic emissions are the prime reason for the current increases in CO 2 concentration [Prentice et al., 2001] . From the carbon dioxide emitted by fossil fuel combustion and deforestation and associated biomass burning only about 40% ends up in the atmosphere [Houghton et al., 2001] . The ratio of the atmospheric increase versus fossil fuel emissions has remained remarkably constant since the first direct observations of CO 2 were started at Mauna Loa. To balance the budget, the remaining part must have been taken up by the land surface and the oceans [Bousquet et al., 1999; Rödenbeck et al., 2003 ]. The precise geographical distribution of the sinks on the land and ocean surface is still a matter of considerable controversy and depends largely on the availability of data, that are necessary in model inversions [e.g., Rödenbeck et al., 2003] . It is important to understand the processes controlling the uptake of carbon dioxide by the surface, so that the exchange rate and variability can be predicted under the influence of climatic change. From the perspective of the Kyoto protocol and UNFCC convention, Annex 1 countries are required to map source and sink distributions on a regional (national/ state) scale, because anthropogenic emissions may be partially balanced by natural sinks. Therefore there is an increasing demand for methods to derive regional CO 2 fluxes.
[3] There are several meteorological based methods that may be used to assess the surface fluxes of carbon dioxide, each with its own characteristic spatial and temporal coverage. We discuss three commonly used methods. The first, eddy covariance, uses the concentration difference between up and down moving eddies to calculate the surface flux [Valentini et al., 2000a; Reichstein et al., 2002; Wilson et al., 2002a Wilson et al., , 2002b Wilson et al., , 2003 Janssens et al., 2003; Dolman et al., 2003; Ciais et al., 2005] . The method typically provides continuous data on a half-hourly basis, that are representative for a footprint in the order of hundreds of meters. Eddy covariance data are useful to study the processes of photosynthesis and respiration [cf. Dolman et al., 2004a] . The limited footprint is a disadvantage when one wants to measure the average flux over a larger, heterogeneous region. The problem may be overcome by installing eddy towers in a large number of typical ecosystems such as is done by FLUXNET [Baldocchi et al., 2001] , EUROFLUX [Aubinet et al., 2000; Valentini et al., 2000a] and TCOSSiberia [Heimann, 2002] .
[4] The second method, the convective boundary layer (CBL) budget method, takes advantage of the generally well mixed properties of the CBL, in which changes in the carbon dioxide concentration profile reflect the surface fluxes [Lloyd et al., 2001; Styles et al., 2002; Laubach and Fritsch, 2002; Betts et al., 2004; Cleugh et al., 2004; Schmitgen et al., 2004] . The CBL budget method provides flux data that are representative at a spatial scale in the order of the height of the CBL. The CBL budget method is therefore useful for estimating the average surface fluxes of landscapes that are heterogeneous on a smaller scale, so that the effect of changing surface fluxes is blended. This scale lies between what is commonly called the local and regional scale and is effectively of the order of kilometers. The time resolution is usually a few hours, and the duration of CBL budget experiments is often one day. Experiments may be repeated a few successive days. The applicability of the convective boundary layer budget method is limited under the following conditions: (1) when the quasiLagrangian approach is violated and advection plays a role [Lloyd et al., 2001; Laubach and Fritsch, 2002; Styles et al., 2002; Cleugh et al., 2004; Schmitgen et al., 2004] ; (2) when the entrainment flux (i.e., the flux that results from thermals overshooting the top of the boundary layer and thereby incorporating air from the free atmosphere into the boundary layer) is large with respect to the surface fluxes, the requirements on instrumental accuracy become high [Lloyd et al., 2001] ; (3) when boundary layer mixing is not sufficient, various layers may be advected in the CBL [Schumacher, 2005] ; (4) when the subsidence (the downward air velocity that occurs above the boundary layer in high-pressure areas) strength is unknown or variable; (5) when the boundary layer height is variable under influence of topography or a heterogeneous surface heat or momentum flux distribution; and (6) when the CBL column moves over a heterogeneous surface it is hard to assess the compare the results with eddy covariance data collected at a fixed location. In practice CBL budget experiments are designed such that the effect of these limitations are expected to be small by selecting appropriate weather conditions and/or by estimating the associated errors. Although satisfactory results are regularly obtained [e.g., Lloyd et al., 2001] , it is not always understood why the method sometimes works better than at other times. The majority of the limitations listed above may be collected under the name ''3-D representation errors'' and they typically occur on a scale that is resolved in mesoscale atmospheric models.
[5] The third, the inverse modeling method, combines large-scale concentration gradients with atmospheric transport to determine source/sink regions. This method was initially used to infer surface fluxes on continental/ocean basin scales [Bousquet et al., 1999; Gurney et al., 2002; Rödenbeck et al., 2003 ], but in recent years there is a tendency to investigate the possibility of regional-scale inversions [Gerbig et al., 2003a [Gerbig et al., , 2003b Dolman et al., 2005 Dolman et al., , 2006 ; R. J. Ronda et al., The potential of an Eularian inverse transport approach for deriving the regional distribution of surface fluxes of carbon dioxide from measured concentrations at a tall tower, manuscript in preparation, 2006] . Because the atmospheric circulation integrates the effects of source/sink distributions when the air moves over the continent, the temporal resolution of the fluxes is in the order of days. Synoptic-scale atmospheric mixing is a main driving process. However, in practice monthly mean gradients are often used in inversions, reducing the time resolution accordingly. The inverse modeling methods are limited by four types of errors [Denning et al., 1996 ; Gurney et al.
; Gerbig et al., 2003a Gerbig et al., , 2003b Rödenbeck et al., 2003; Lin and Gerbig, 2005] : representation errors, aggregation errors, rectification errors and transport model errors. Of these the representation error, that arises from the mismatch between a point observation and a grid cell average, is addressed in this study.
[6] Next to these meteorological approaches, forest inventories and crop biomass accounting may provide longterm (seasonal to interannual) constraints to the surface fluxes of carbon on limited spatial scales. Each of the above methods thus provides flux estimates at well-defined spatial and temporal scales. There is not a single best method to obtain flux data with global coverage at a high resolution, so that a combination of methods may be needed to do so . One scale, the mesoscale, is not well represented in the methods presented above. Mesoscale processes are typically related to heterogeneity in the order of 10 to 100 km, somewhat larger than addressed by the CBL budget method, but smaller than addressed by the (regional) inverse models. Examples of mesoscale processes are sea (forest, river) breezes, urban heat islands and topographically induced circulations [cf. Pielke and Uliasz, 1998; Pielke et al., 1999; Dolman et al., 2004b; van der Molen et al., 2006] and they may result in air circulations and convergence. Other mesoscale circulations are caused by variability in cloud cover (radiation) and soil moisture [Chan et al., 2004] . In the following it will be shown that many limitations of the CBL budget method and the inverse modeling method are related to mesoscale processes.
[7] It is the objective of this paper to demonstrate the use of mesoscale models to quantify some of the most important of these errors. We explore how the ''3-D representation error'' in the CBL budget method may be estimated and we attempt to quantify the representation error of point measurements of CO 2 concentration and its relation to spatial resolution, that is important to the inverse modeling methods. We discuss the implications of mesoscale variability on the methods to derive regional-scale CO 2 fluxes and show that many CO 2 measuring stations around the world may be subject to mesoscale processes.
Methods

Model Description
[8] The mesoscale model was set up around Zotino in central Siberia (60°N, 89°E). Long time series of eddy flux measurements and profile measurements have been taken in the area [Schulze et al., 1999; Lloyd et al., 2001; Shibistova et al., 2002; Styles et al., 2002; Tchebakova et al., 2002] , making it a relevant study area. Moreover, Siberian forests constitute 60% of the boreal forests and 20% of the global forest area and they are considered modulators of the global climate [Bonan et al., 1992; Pielke and Uliasz, 1998 ] and net sinks of CO 2 [Tans et al., 1990; Gurney et al., 2002; Rödenbeck et al., 2003 ]. An additional advantage of a case study in central Siberia is that anthropogenic emissions are negligible. The location near Zotino and the dates, 15 and 16 July 1996, are chosen for this study to match those when Lloyd et al. [2001] applied the CBL budget method to derive the average flux over a landscape mosaic of forest and bogs. They obtained three profiles per day up to between 2000 and 3000 m using an aircraft, in the morning, midday and evening. Because of an unexpected change in wind direction during the experiment, they were not completely able to follow the air mass in a Lagrangian way, so that advection may have influenced the observed profiles. The entrainment flux was relatively large compared to the surface flux, which reduced the accuracy of the derived fluxes.
[9] We use the Regional Atmospheric Modeling System (RAMS) [Pielke et al., 1992 [Pielke et al., , 1999 ] to simulate the effects of turbulent mixing, advection and cloud condensation on the atmospheric fields of wind, temperature, water vapor and CO 2 using a finite differences scheme and a terrain following coordinate system. The surface boundary conditions are represented by the General Energy Mass Transfer Model (GEMTM) Coughenour, 1994, 2004] , that takes into account the effects of stomatal control on the surface fluxes of heat, water and CO 2 for 30 different plant functional types. Initial and boundary conditions are prescribed using the European Center for Medium-Range Weather Forecasts (ECMWF) reanalysis data (http:// www.ecmwf.int/research/era/) to include the large-scale gradients in air pressure, wind speed, air temperature and humidity. The subsidence velocity is thus directly related to the convergence/divergence of the wind field. The CO 2 concentration is initialized homogeneously at 360 ppm. Topography heights are taken from the global United States Geological Survey (USGS) topography data set (30 arcsec or about 1 km, http://bridge.atmet.org/users/data.php). The Chen and Cotton [1983] radiation scheme for short-and long-wave radiation is employed. The domain consists of 32 Â 35 grid cells each spanning 27 km, thus covering 864 Â 945 km 2 . The surface is represented by evergreen needleleaf trees. In the vertical the domain extends to a height of 14 km with a layer thickness of 30 m near the surface, which increases with a factor of 1.15 toward the top, but with a maxi hickness of 1250 m. Nested within this coarse domain are two grids with increasingly finer horizontal resolutions of 9 and 3 km, but the same number of grid cells. The domains of the three grids are shown in the topographical map of Figure 1 . The model is run for 42 hours from 15 July 1996 0600 local standard time (LST) (= UTC À 8) until 17 July 0000 LST with time steps of 120 s on the coarse grid.
[10] We used RAMS with only standard options for vegetation class and soil type and easily accessible topography data and atmospheric fields from the European Centre for Medium-Range Weather Forecasts (http://www.ecmwf. int) reanalyses. We did not calibrate the vegetation model to obtain correct surface fluxes and we did not implement heterogeneous vegetation cover. This had the advantage that the approach was simple and easily applicable for other locations and that the physics behind the results are more easily understood. Obviously, this bears the danger of misrepresenting the surface fluxes and not being able to simulate precisely all the air circulations arising from contrasting vegetation types, e.g., forest-bog, forest-pasture transitions [Baidya Roy et al., 2003; Dolman et al., 2004b] . However, by artificially introducing a checkerboard pattern of heterogeneity in the surface fluxes of CO 2 and/or stomatal conductance, we show that such mesoscale circulations do not have much effect in the current situation.
Artificial Checkerboard Heterogeneity
[11] For two reasons a checkerboard pattern in the surface fluxes is artificially introduced in the model: (1) to create a signal in the CO 2 concentration field, that can be used to analyze the horizontal and vertical mixing efficiency, and (2) to observe whether variations in the Bowen ratio (the ratio of the sensible over the latent heat flux) may initiate mesoscale circulations. The heterogeneity is forced upon the fluxes in one of the two following ways: (1) by halving the net surface CO 2 flux simulated by the vegetation model and (2) by increasing the stomatal resistance 10-fold, which results in an increase of the Bowen ratio from about 0.3 to 0.75. The first way introduces a CO 2 concentration signal that is not correlated to temperature or moisture, whereas the second way introduces a concentration signal that is correlated to buoyancy, so that the CO 2 signal may possibly be transported by mesoscale disturbances. The manipulation is applied to a subset of all surface grid cells in a checkerboard pattern, with field sizes that were changed from 3 Â 3 km 2 to 6 Â 6 km 2 , 9 Â 9 km 2 , 18 Â 18 km 2 and 27 Â 27 km 2 . Thus, in the finest grid, with a resolution of 3 Â 3 km 2 , the fields span 1 Â 1, 2 Â 2, 3 Â 3, 6 Â 6 or 9 Â 9 cells, respectively. In the middle grid, with a resolution of 9 Â 9 km 2 , the checkerboard fields are not resolved when the size is 3 Â 3 km 2 or 6 Â 6 km 2 . In the coarsest grids the checkerboard fields are not resolved at all (because the finer grids are staggered with respect to the coarser grids). We use the results of the simulations with a heterogeneity of the first type (only CO 2 fluxes are modified, not stomatal resistance) and a field size of 27 Â 27 km 2 , unless explicitly stated otherwise.
Description of Area and Weather Conditions
[12] The area around Zotino in central Siberia is covered by a rather homogeneous land cover mosaic of Scots Pine (Pinus sylvestrus) and S um bogs with a typical length scale of a kilometer, which is subgrid-scale in the current model setup [Wirth et al., 1999; Valentini et al., 2000b; Lloyd et al., 2001] . This land cover is typical for the west Siberian lowlands between the Ural Mountains and the Yenisey river, where there is little relief and the terrain elevation is around 200 m. The Yenisey river forms the western boundary of the east Siberian plains, with a maximum elevation of about 700 m at about 100 km east of the river (Figure 1 ). The slope between the east Siberian plains and the Yenisey river is thus relatively modest. The east Siberian plains slope downward toward the Lena River in the east and are covered predominantly by Larix spp. NDVI (Normalized Difference Vegetation Index) and vegetation cover maps are presented by Lloyd et al. [2001] .
[13] The weather conditions on [Lloyd et al., 2001, p. 274 ] ''the two experimental days were characterized by mild and mostly clear sky conditions with maximum air temperatures at the base camp of 20°and 26°C for July 15 and 16, respectively. The only cloud observed during the 2-day period was a patchy fair weather cumulus cloud of limited depth around midday on July 15.'' A high-pressure area was moving eastward over the area, causing a shift in wind direction from north to east in the night between 15 and 16 July, and further clearing to southeast during the day, whereas wind speeds in the boundary layer decrease from 5 to 10 m s À1 on the first day to below 5 m s À1 on the second day. Ground level pressure maps are shown in Lloyd et al. [2001] at 12 hour intervals during the campaign.
Results
Evaluation of the CBL Budget Method
[14] The applicability of the CBL budget method is assessed by comparing the surface CO 2 flux of each grid cell with the change of the carbon dioxide content in the corresponding column. Figure 2a shows the temporal mean surface flux (f sfc ) of carbon dioxide, calculated as:
where NEE is the net ecosystem exchange, the difference between respiration and assimilation as simulated by the vegetation module in RAMS, T is the averaging time, which is from 1300 to 1400 LST on 16 July, the second day of the simulation, i and j are the indices to the longitude and latitude of the grid cells. The NEE is output from the vegetation module in RAMS and is a function of solar radiation, temperature, humidity, soil moisture, wind speed, etc. In this simulation the NEE was reduced to 50% for certain cells following a checkerboard pattern with the field size 27 Â 27 km 2 (see section 2.2). The results for the medium grid are shown here. Figure 2b shows the change in the content of carbon dioxide in the atmospheric columns overlying the corresponding grid cells from 1300 to 1400 LST:
Figure 2. (a) Simulated surface fluxes f sfc (equation (1)) compared with (b) the simulated change in column content of CO 2 f CBL (equation (2)) between 1300 and 1400 LST on day 2 (16 July 1996) expressed in mmol m À2 s
À1
. Results are shown for the middle grid with a grid size of 9 Â 9 km 2 and checkerboard fields of 27 Â 27 km 2 . The cross mark indicates the location of the flux tower.
where M CO2 = 44.01 g mol À1 , r CO2 (i, j, k) the carbon dioxide density of each grid cell and z max some height well above the CBL, where r CO2 is constant in time and height. f CBL represents the carbon dioxide surface flux that would be derived when the CBL budget method is applied to the simulated CO 2 concentration profiles in each column (we use ''CO 2 concentration'' as a synonym of ''CO 2 mixing ratio''). Because the profiles extend to high above the boundary layer, the effects of entrainment and subsidence are implicitly accounted for, but advection is neglected. When advection and horizontal diffusion between grid cells are indeed negligible, and no other sources or sinks are present, f sfc (i, j) must equal f CBL (i, j). In the western part of the domain ( Figure 2b ) the effect of surface flux heterogeneity may be recognized to a certain extent in the change in atmospheric content, but in the central and eastern part of the domain, f CBL is very different from f sfc , which shows that advection can indeed not be neglected. Here a band of high f CBL may be seen, implying that a CBL budget experiment conducted in that area would estimate surface fluxes that are very different from the actual surface fluxes.
Explanation of the Mismatch Between f sfc and f CBL : Effect of Topography
[15] The formation of the band of high f CBL is closely related to the development and nonuniform breakup of the nocturnal boundary layer, as explained in the next paragraphs. During the night carbon dioxide accumulates in the nocturnal boundary layer (NBL). The NBL is shallow, $200 m deep and stable, so that the CO 2 concentrations are >40 ppm higher than in the residual layer above. However, turbulent mixing intensity is not constant throughout the domain, because a local maximum occurs on the edge of the east Siberian plateau and a local minimum in the valley below. This is demonstrated in Figure 3 , which shows the patterns of production of turbulent kinetic energy due to (1) wind shear and (2) buoyancy at 0600 LST on 16 July 1996, in a cross section through the domain. In this instance the shear production is nonnegative in the entire domain and particularly pronounced at the plateau's edge, whereas the buoyancy production is negative in the entire domain, meaning that turbulence is consumed, with the strongest consumption in the lower parts of the domain. The minimum in turbulence intensity in the valley leads to a particularly shallow NBL and subsequently high concentrations of respired CO 2 . Drainage of cold air may be another reason for the low concentrations on the plateau's slope.
[16] This pattern of turbulence intensity is conform to the theory described by Kaimal and Finnigan [1994] , who show that under moderately stable conditions the mean wind speed has a maximum above hill tops and decreases on lee slopes. In a similar way, the momentum flux near the surface has a maximum above hill tops, of about two times the undisturbed magnitude (f uw,0 ). Halfway down the lee slopes the momentum flux decreases to about 0.5 Â f uw,0 , from where it slowly returns to its normal value. At higher levels the momentum flux behaves almost oppositely, it has a minimum of 0.5 Â f uw,0 above the hill top and increases 1.5 to 2.5 Â f uw,0 . The impact of a hill on the atmospheric flow may extend to tens of hill heights down wind ($10 km in this situation).
[17] Figure 3 shows the patterns of turbulence production at 0600 LST because the contrast between edge and valley is most pronounced at this time just before sunrise. After sunrise solar heating of the surface causes a rather homogeneous buoyancy production in the entire domain, but the maximum of shear production above the hill top is maintained. The contrast between mixing intensity above the top and in the valley and the higher CO 2 concentration in the NBL in the valley causes a strong horizontal CO 2 concentration gradient, illustrated by Figure 4a , which is valid at 1000 LST. The solid line indicates the boundary layer height, defined as the lowest height where the turbulent kinetic energy is smaller than 5 Â 10 À4 m 2 s
À2
. At this time it becomes evident that the boundary layer is deeper toward the west of the domain, in comparison to the relative minimum above the valley, which is the reason why the CO 2 concentrations remain highest over the valley. 1000 LST is the time when the horizontal concentration gradient is most pronounced, although it does not lead to strong distortion of the f CBL yet, because the wind speed in the CBL is small. Later in the day, around midday, the wind speed increases in the CBL, possibly as a result of better coupling of the CBL to the free atmosphere. At about 1300 LST the westward transportation of the concentration gradients by the mean wind results in the band of high f CBL in Figure 2b , resembling high surface uptake. Thus this band is caused by advection of CO 2 concentration gradients. Figure 4b illustrates that the location of the high f CBL band occurs where the concentration gradient is largest ($91°E), which corresponds to the rear side of the air mass of high CO 2 concentration. In that area the CO 2 content of the atmospheric column decreases with time and to the CBL budget method this resembles an area of strong surface uptake of CO 2 . On the front side of the air mass with higher concentrations the concentration gradients are not as strong as on the back side, which is why the corresponding area of low f CBL is hardly visible.
Verification That the CO 2 Concentration Gradients Are Caused by Topography
[18] We corroborated these results with two simulations where the topography height was respectively reduced to 50% (Figure 5a ) and 0% of its original value (Figure 5b ). In these simulations the concentration gradients at the location of the slope disappeared partially and completely, respectively, which indicates that the concentration gradients discussed above are indeed caused by the variability in turbulence production along the sloping topography. However, a different concentration gradient is observed, most clearly in Figure 5b , at the eastern edge of the domain. This is a boundary artifact and arises from an overnight shift in the wind direction from outflow to inflow, under influence of the synoptic-scale pressure gradient. At the inflow boundaries, a zero-gradient boundary condition is maintained for CO 2 , so that the concentration of the inflowing air is kept at the low concentrations of the early night residual layer. If anything, this demonstrates the need to put the lateral (and top) boundaries far away from the area of interest. Figure 5b also shows substantial variations in boundary layer height in the absence of topography. This is the result of the variable divergence and convergence of the wind field as a function of the pressure gradients of the overpassing high-pressure cell and the resulting subsidence velocity [Lloyd et al., 2001 , Figure 1 ]. However, there are no concentration gradients associated with this variability in the boundary layer height, most likely because the subsidence velocity does not correlate with the surface or entrainment fluxes.
Verification of Model Results With Flux Tower Data
[19] We use data from the Zotino forest flux tower, the location of which is marked by the cross in Figure 2a , to investigate whether the explanation of section 3.2 is realistic. Figure 6a shows the average diurnal cycles of CO 2 concentration during the summer period, between day of year 150 to 250 (29 May to 6 September), in the years 1998 until 2003, separately for conditions with easterly and westerly winds. With easterly winds, the average morning peak concentration is significantly higher than in westerly winds, suggesting that the simulated advection of air with high CO 2 concentrations is a common phenomenon in this region. Figure 6b shows that the surface CO 2 flux does not change with wind direction. In addition, Figure 7 shows that the time of peak is earlier with increasing easterly wind, but not for westerly winds, which suggests that advection is indeed the responsible process. However, Figures 6 and 7 do not explain why the CO 2 concentration is higher during easterly winds. This co ve alternative reasons, such as a different sink/source strength of the east Siberian plains with respect to the west Siberian lowlands.
Verification of the Model Results With Profile Data
[20] The simulated temperature profiles and the inversion height closely matched the observations made from the aircraft (not shown). The shapes of the CO 2 concentration profiles were in fairly good agreement with the observed profiles [Lloyd et al., 2001 , Figure 3 ], but the concentration changes in time were not correct on the second day of the experiment. Remarkably, on that day, 16 July 1996, the observed profiles showed a light increase in CBL CO 2 concentration during the day (344 ppm in the morning, 347 ppm in the afternoon and 349 ppm in the evening), whereas our simulations showed a decrease ($340 ppm in the morning and afternoon, 335 ppm in the evening, Figure 8 ). Lloyd et al. [2001] explain the increasing concentration with the large entrainment flux relative to the surface flux, which would ''overcompensate'' the surface flux. Consequently, we explain the difference between simulated and observed profiles by the larger simulated surface fluxes (max $ À22 mmol m À2 s À1 averaged over the checkerboard fields) compared to the observed ones (max $ À9 mmol m À2 s À1 [Lloyd et al., 2001 , Figure 12] ). As a result, the ratio of entrainment flux to surface flux was smaller in our simulations. This explanation was tested by performing a simulation where the simulated surface fluxes were reduced to better match the observed surface fluxes (see Table 1 ). As a first guess, the average surface fluxes were reduced by assigning all grid cells the fluxes of the low checkerboard fields, so that they were about À15 mmol m À2 s À1 in the entire domain at noon of the second day. Figure 9 shows the corresponding CO 2 concentration profiles, together with the flask concentration measurements redrawn after [Lloyd et al., 2001] . On the first day, the simulated profiles do not yet show the structure of the observed profiles, but the evening profiles match well. In the morning of the second day the simulated residual boundary layer is a bit too shallow, indicating problems of modeling the stable boundary layer, but during the day it grows toward the observed values. The CBL CO 2 concentrations on the second day are now 348 ppm in the morning, 349 ppm in the afternoon and 347 ppm in the evening, which is indeed closer to the observations. Thus the high uptake rate in the uncalibrated standard model may explain the difference between modeled and observed CO 2 profiles in the afternoon of 16 July 1996. Although the simulated and observed concentrations do not match exactly, the reasonably well simulated shape of the profiles and the inversion height, as well as the sensitivity to the surface fluxes give confidence that the model sufficiently describes the dynamics in the CBL.
[21] Another reason why the CO 2 concentration may have increased in the afternoon of 16 July 1996 is the arrival of the air mass of higher CO 2 concentration. The locations where the profile measurements are performed are indicated by the asterisks labeled 4 to 6 in Figure 10 and are located in the area of high concentrations, just west of the band of the apparently high surface uptake, which was caused by advection of the CO 2 gradient.
[22] The arguments in the sections 3.3 to 3.5 give direct and indirect evidence to support the model results. More precise verification could be obtained by measuring horizontal CO 2 concentration gradients and variations in the height of the boundary layer. However, these measurements were not made. Maybe more importantly, the observers probably would not have known to collect those data, without performing such model simulations. The modeling results so far show that small variations in topography may cause organized CO 2 gradients in the CBL that do not reflect patterns in the surface fluxes.
Quantification of the Representation Error
[23] In sections 3.1 to 3.5 it has been shown that 3-D variability in turbulent mixing imposes serious limitations on the CBL budget method, and that mesoscale atmospheric circulation models may be used to estimate the effect on the observed profiles. As discussed in the introduction, one of the major issues in inverse modeling is the spatial representativeness of point observations of CO 2 concentration. Our simulations may be used to estimate the representation error as a function of distance from the location of the point measurements. In order to do so, we defined 16 virtual measurement locations in a 4 Â 4 matrix with an internal distance of 7 grid spacings. Next, we expressed the representation error of the measurements as the standard deviation of the CO 2 concentration in a circular field with radius r around the 16 locations and by varying the radius. Thus small radii resemble a fine resolution of the observation network or a fine resolution of the transport model in inversion. In this way, the representation error is similar to the one presented by Gerbig et al. [2003a, Figure 5] , except that theirs also includes the measuring inaccuracy. Figure 11 shows the average standard deviation of these 16 fields for 3 height levels, one near the surface at 47 m, one within the CBL at 296 m and one above the boundary layer at 1545 m, as represented by different line style-color Figure 9 . Simulated profiles of CO 2 concentration at the time and at the location closest to where Lloyd et al. [2001] performed observations. These profiles are obtained from a simulation, where the surface CO 2 uptake is reduced by about 33% with respect to the standard stimulation in order to better match the surface fluxes observed by the eddy covariance system [Lloyd et al., 2001] combinations. Figures 11a, 11b, and 11c represent the results at 0800, 1400 and 2000 LST, respectively, according to the time of the profiles taken in Lloyd et al. [2001] . The representation error for a single time and height is shown for three overlapping ranges of radii, representing the results of the fine, medium and coarse model grid.
[24] Figure 11a shows that in the morning carbon dioxide concentrations collected near the ground had a representation error of about 5 ppm for radii smaller than the size of the checkerboard fields (27 km). The representation error increased to more than 20 ppm at distances longer than 100 km. At higher levels the grid cell concentrations were representative within 1 ppm until $30 km at the 296 m level and until $500 km at the 1545 m level. Figure 11b shows that the representation error of the 47 m level was much smaller at 1400 LST under influence of the convective mixing. The 47 and 296 m level agreed well at that time and the 1 ppm representation error was already reached at a radius of about 10 km and at the 1545 m level at about 200 km. At a radius of 30 km, the coarse grid consistently had smaller representation errors than the middle and fine grids. This is because the checkerboard surface flux pattern is not resolved in the coarse grid. The results suggest that increasing the resolution below 10 -20 km added little more to the reduction of the representation error at midday. Figure 11c indicates that at 2000 LST the 1 ppm representation error at 1545 m was reached again at a somewhat shorter distance, $150 km. In the lower levels not much changed with respect to earlier in the day, except that the error at the 47 m level increased sharply beyond a radius of $50 km, suggesting that the surface was already decoupling and that variations at the scale of the topography differences had the strongest impact. Coarser resolution domains typically had a lower error at the same radius, indicating that information was lost by aggregating grid cells. However, this picture was somewhat obscured because coarser grids also have larger domains, which could give rise to extra variability.
[25] In these simulations, the checkerboard pattern caused a variability in the CO 2 concentration, which was passively mixed into the CBL. In reality, CO 2 flux variability is often coupled to heterogeneity in the Bowen ratio, so that turbulence generated by buoyancy differences may spread the CO 2 signal actively into the CBL. This may be considered to be a spatial form of the rectifier effect, after Denning et al. [1996] who used the term ''rectifier effect'' to indicate the temporal (diurnal/seasonal) covariance between CO2 flux and turbulent mixing efficiency. To investigate if such a spatial rectifier effect should be expected in the current experimental conditions, a simulation was performed where variations in the carbon dioxide fluxes in the checkerboard were associated with variations in the Bowen ratio. The Bowen ratio was varied 0.35 and 0.75 in the fields with low and high CO 2 fluxes, respectively (it was about 0.3 in the standard setup). In these simulations, the representation error did not change significantly in the morning and at midday, but it clearly increased at 2000 LST, for the fine grid, in the boundary layer and for radii from 6 to 30 km, where the error increased in the order of 0.5 -1 ppm (from 1.0 to 1.5 ppm at 10 km and from 2.1 to 2.8 ppm at 27 km). This suggests that small-scale forest-bog breezes may develop in the area if a clear contrast in Bowen ratio exists between various landsc mponents, thus introducing a covariance between turbulence transport and CO 2 concentration. This experiment also shows that the representation error is a function of surface energy and carbon dioxide flux heterogeneity and that it may also be influenced by weather conditions, which may determine the strength and size of the forest-bog circulation. The turbulence intensity may also change with vegetation type because of changes in surface roughness, but this effect was not simulated. This simplification is probably allowed because under the light wind conditions, the contrast in buoyancy with land cover heterogeneity dominates over the contrast in wind shear.
[26] Figure 11 may be used to decide how far the resolution of atmospheric circulation models should be increased to yield a significant reduction in the representation error. It is seen that coarser grids have larger representation errors, but they also have the largest gain with enhanced resolution. In the CBL the representation error typically decreases with 2.5 ppm with a 10 times increased resolution in the CBL. In the free troposphere this is typically 0.5 ppm and it is in the order of 10 ppm in the NBL. The change becomes smaller when moving toward lower grid spacings, indicated by the concave shape of the lines in Figure 11 , suggesting that saturation occurs at some resolution below 10 km. At all levels with exception of the NBL, the representation error increases during the day. Above the boundary layer the representation errors are much smaller, although there appears to be a diurnal cycle, where in the afternoon the error increases faster with distance than in the morning. This may be caused by variations in turbulence intensity in the boundary layer, which cause variations in the boundary layer height and distortions in the flow pattern in the air above the boundary layer.
Change in Representativeness With Height
[27] A related issue is how the representativeness of a carbon dioxide observation changes with height in the boundary layer and to what height surface heterogeneity influences the atmospheric concentrations. This matter is important in order to determine at what height concentration measurements need to be taken. Using the simulated atmospheric fields, Figure 12 shows the correlation coefficient (r 2 ) between the carbon dioxide concentration at the surface and at height z, normalized by the boundary layer height. The correlation is determined by the influence of the checkerboard pattern of high and low fluxes on the carbon dioxide concentration of the overlying air, as well as by mesoscale variations in turbulent mixing intensity (see Figure 2) . The correlation coefficient is large in the lower layers and decreases with height because of turbulent diffusion in the horizontal and vertical directions and because of advection. Figure 12 shows that in the course of the day, the atmospheric CO 2 concentrations become better linked to the surface. From midday onward, r 2 > 0.8 in the lower half of the mixed layer and r 2 decreases sharply to below 0.25 at higher levels. The correlation coefficients are larger for the fine and medium grids than for the coarse grid and this may be related to the scale of the variability in CO 2 concentration with regard to the resolution of the respective grid. In this case the checkerboard pattern of surface fluxes and the topography are major causes of variability. Because the checkerboard fields are not resolved in the coarse grid, the correlation coefficient is determined solely by mesoscale variability in the carbon dioxide concentrations. The causes of this mesoscale variability have been discussed in sections 3.1 and 3.2, and Figure 12 reconfirms their importance. However, variability on the scale of the checkerboard patterns adds considerably to the correlation coefficient for the finer grids. The correlations are not much different in the case where the carbon flux variability was coupled to the Bowen ratio, nor when the size of the checkerboard fields is changed. Figure 12 suggests that the effect of surface heterogeneity is best observed in the lower part of the boundary layer. In this case, the lower part extends to about halfway up the boundary layer, but it is unknown if this is generally valid. Above that height, the signal of surface heterogeneity is much smaller, which implies that concentration changes result from surface fluxes in a much larger footprint. This suggest that the concept of blending height may also be applicable to CO 2 . The blending height is a scale that indicates at which height above the surface the atmospheric profiles are blended so that the effect of surface flux heterogeneity may not be distinguished. Below the blending height, the atmosphere is not homogeneous and the profiles are strongly related to the respective surface fluxes [Wieringa, 1986; Dolman and Blyth, 1996] . However, because the correlation coefficient decreases gradually, there is no level that is particularly suitable to measure the effect of the averaged fluxes of a fixed region. It would be interesting if figures such as Figure 12 could be made for other studies, preferably with verifying observations, and if relations could be made with topography, vegetation cover or stability regime.
Topographical Situation Around Zotino Compared With Other Stations
[28] Finally, Table 2 shows a list of locations where CBL budget experiments were conducted, of stations with tall towers and a selection of long-term carbon dioxide concentration observatories. The selection includes many of the stations that are frequently used in CO 2 inversions, but with the exception of most of the stations located on islands. Of the 32 stations in the list, 17 are 100 km or less from the coast, implying that they could be regularly under the influence of sea breezes, which is among the strongest prototypes of mesoscale circulations. Note that the Baltic Sea station is located offshore. Table 2 also indicates the height of the stations as well as the 10-and 90-percentile topography heights in the segments located to the north, east, south and west of the stations. These segments extend to 200 km from the station, roughly coinciding with the distance over which the concentration gradients in Figures 2  and 4 appear during the day. The maximum topography height difference, dz max , was defined as the maximum over the four segments of dz max = (z station À p 10 ) and (p 90 À z station ), where z station is the height of the station. Subsequently dz max was grouped into the classes dz max < 250 m, 250 < dz max < 500 m and dz max > 500 m. For example, for Zotino dz max = 384 m, occurring in the east segment. There are only 5 stations in the first class, 13 stations in the second class and 14 stations in the third class. These numbers indicate that the majority of the selected stations (27) have topography differences in the same range (250-500 m) or larger as Zotino in at least one of the segments, which means significant mesoscale flows affecting the CBL structure can be expected at their locations.
Discussion and Conclusions
[29] The convective boundary layer budget and the inverse modeling methods use the temporal changes in atmospheric CO 2 concentration to infer carbon dioxide surface fluxes. The limitations of those methods are often related to mesoscale three dimensional variability [Laubach and Fritsch, 2002; Cleu h et al., 2004; Geels et al., 2004 Geels et al., , 2006 . This study demonstrates how relatively modest relief may cause horizontal carbon dioxide concentration gradients of 35 ppm in the boundary layer that exist for hours. The advection of such gradients causes concentration changes in time which disturb the link between surface fluxes and atmospheric concentration changes. Other causes of mesoscale variability in the atmosphere include variations in turbulence intensity, Bowen ratio, surface roughness, boundary layer height, subsidence velocity and/or entrainment flux.
[30] It is surprising that such relatively modest height differences (of $500 m over 200 km) may cause so large CO 2 concentration gradients, because topography effects on wind, temperature and moisture fields are generally confined to a smaller area. For example, sea breezes, among the strongest mesoscale phenomena, usually reach no more than 100 km inland [Xian and Pielke, 1991; van der Molen et al., 2006] . This is probably because CO 2 is a long-lived, passive tracer.
[31] The CO 2 concentration gradient of 35 ppm is of similar strength as the mean diurnal cycle observed at the CBL Budget Experiments [Lloyd et al., 2001; Styles et al., 2002; Laubach and Fritsch, 2002; Schmitgen et al., 2004 , Cleugh et al., 2004 All heights are taken from the USGS GTOPO30 data with a resolution of 30 arcsec or about 1 km (http://edc.usgs.gov/products/elevation/gtopo30/ gtopo30.html), except the height A.S.L., which represents the actual base height. The height of the tall towers is given between brackets following the country name. flux tower (Figure 6a) . Moreover, the effect of advection of this concentration gradient on the boundary layer concentrations is 3 -6 times larger than the effect of the surface uptake (Figure 2) . The representation errors of 1 -5 ppm (Figure 11 ), which are partially related to mesoscale phenomena, are also large in comparison to the diurnal variation in boundary layer concentrations of 15 ppm on 15 July and 5 ppm on 16 July 1996 (Figure 9 ). The fact that such strong concentration gradients appear in the simulation and that the topography differences are relatively modest compared to the majority of the stations listed in Table 2 , suggest that mesoscale variability may significantly influence many CO 2 observation stations around the world.
[32] The effect of mesoscale variability on CO 2 concentrations cannot be neglected when performing inverse modeling or CBL budget experiments. The question arises how these mesoscale phenomena should be dealt with. It would be tempting to suggest that a mesoscale model simulation should be performed for each concentration measurement that is collected or that the transport models used for inversions should have nested grids that zoom toward the measurement locations. However, considerations are that mesoscale model runs are much more time consuming than coarser models and that the analysis of the model results involves dealing with many factors. Many causes of mesoscale variability are related to land surface heterogeneities that change in time, such as land cover, soil moisture, cloudiness, etc., which would also need to be simulated correctly. Simulating the effect of topography is thus a relatively easy case. Moreover, observations of mesoscale variability are needed to constrain the models. Still, this study demonstrates that mesoscale processes may not generally be neglected.
[33] Thus there is a pressing need to both incorporate mesoscale processes in CBL budget experiments and inverse modeling studies and at the same time to reduce the complexity of doing so. We suggest that future experiments to derive the surface fluxes of carbon dioxide on a regional scale make more effort to observe the horizontal variability of carbon dioxide over a distance of a few hundred kilometers. The focus would, on the one hand, be on collecting the observations needed to verify the simulated gradients and, on the other hand, to collect data to verify the representation error of point measurements (Figure 11 ) as well as the vertical correlation coefficients (Figure 12 ) and to try and relate those variables to weather conditions, topography and land surface heterogeneity. If such relations may successfully explain mesoscale variability, then some sort of ''mesoscale site characterization'' [cf. Nicholls et al., 2004] may be developed to reduce the complexity. It would also be very interesting to provide observational evidence that the CO 2 concentrations in the lower part of the boundary layer are much better correlated to land surface heterogeneity than in the upper part (Figure 12 ). Most ideally this would be performed by flying multiple aircraft in horizontal legs above each other. It is possible that the CO 2 concentration profiles are more complex in reality than in the simulations, which could make the conclusions on the basis of the related profiles of the correlation coefficient more subtle. Preliminary examples of such experiments in southwest France and Spain are given by Dolman et al. [2006] and Perez-Land l. [2006a, 2006b ]. An alternative would be to use the model to select those conditions when mesoscale processes do not influence the CO 2 concentration observations. However, we would not recommend to use this method when deriving long-term surface fluxes, because the selected conditions may be biased with respect to general weather conditions.
[34] Another relevant subject is how far the resolution of mesoscale models should be refined to resolve the most important causes of variability. Our simulations indicated that the representation error was typically 5 ppm, 2.5 ppm and 1 ppm within the CBL at a distance of 500, 50 and 5 km, respectively, from the measurement location. Above the CBL they were much smaller but in the nocturnal boundary layer point measurements had representation errors of 5 to 25 ppm. The representation error typically decreases by 2.5 ppm with a 10-fold increase in resolution. More gain is obtained at coarse resolutions (>100 km) and less at small resolutions (<20 km). Using a variogram estimation of the representation error, Gerbig et al. [2003a] found that in models with a grid size >30 km the representation error dominates over the sampling inaccuracy, and it changes with the square root of the grid size, so that considerable improvement may be obtained by reducing the grid size below $100 km. Karstens et al. [2006] suggest that measurement stations should optimally be distributed at a distance of a few hundreds of km. Our results seem to confirm these findings, but according to our results a further refinement of model grids may considerably reduce the errors associated to mesoscale processes. These results should also be compared with observations of the horizontal variability of the CO 2 concentration, and with model results for different locations and weather conditions. This may reveal the sensitivity of the representation error to environmental factors, and possibly to model setup.
