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Kurzfassung
Fortgeschrittene Bildfolgenauswertungssysteme berechnen sehr reichhaltige Mengen an
geometrischen und begriichen Auswertungsdaten, so da es f

ur den Menschen immer
schwieriger wird, diese Datenf

ulle zu

uberschauen. Eine m

ogliche Form der Darstellung,
bei der Auswertungsergebnisse ezient durch den Menschen inspiziert werden k

onnen,
besteht in der Formulierung eines nat

urlichsprachlichen Textes.
Die vorliegende Arbeit besch

aftigt sich mit der automatischen Generierung nat

ur-
lichsprachlicher Beschreibungen zeitver

anderlicher Szenen durch Bildfolgenauswertung.
Dies wird am Beispiel des Diskursbereichs `Straenverkehr' demonstriert. Ausgangs-
punkt bilden digitisierte Grauwertbildfolgen von Kreuzungs{ und Tankstellenszenen,
die mit einer station

aren Standardvideokamera aufgezeichnet wurden. Die im Rah-
men der Arbeit entwickelte Systemkomponente basiert ausschlielich auf realen Aus-
wertungsdaten, die durch das modellgest

utzte Bildfolgenauswertungssystem Xtrack
automatisch extrahiert worden sind.
Abl

aufe in Szenen lassen sich stets auf mehrere Arten beschreiben, die sich inhalt-
lich (z.B. in der Schwerpunktsetzung und der Beurteilung) voneinander unterscheiden
k

onnen. Jede Beschreibung ist somit `perspektivisch' und verweist damit auf einen in-
dividuellen Standpunkt des Beschreibenden. Basierend auf linguistischen Forschungs-
arbeiten wird im Rahmen meiner Arbeit ein Ansatz zur generischen Modellierung des
abstrakten Begris der Perspektivit

at eingef

uhrt.
Die automatisch gewonnenen geometrischen Beschreibungen und das rechnerintern re-
pr

asentierte Modellwissen werden integriert und genutzt, um basierend auf einem vor-
handenen, unscharf metrischen temporalen Logiksystem generisch formulierte Situa-
tionsschemata automatisch auszupr

agen. So wird f

ur jeden Handlungstr

ager dessen
aktuelle Situation bestimmt. Im n

achsten Schritt werden begriiche, perspektivische
Beschreibungen der generierten Situationen extrahiert, wobei diese Beschreibungen sich
auf den Standpunkt beziehen, der sich aus Benutzer- oder Spezikationsvorgaben ab-
leiten l

at.
Anhand eines bestehenden logikbasierten Ansatzes der Diskursrepr

asentationstheo-
rie wird die begriiche, perspektivische Beschreibung in eine rechnerinterne, seman-
tische Repr

asentation

uberf

uhrt. Aus dieser Darstellung werden nat

urlichsprachliche
Beschreibungen in englischer Sprache erzeugt.
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Kapitel 1
Einleitung
1.1 Aufgabenstellung
Die vorliegende Arbeit besch

aftigt sich mit der Generierung nat

urlichsprachlicher Be-
schreibungen zeitver

anderlicher Szenen, die mit Hilfe einer station

aren Videokamera
aufgezeichnet wurden. Zu Beginn stellte dieses Problem reine Grundlagenforschung
dar. Das bestehende, am Institut f

ur Algorithmen und Kognitive Systeme (IAKS) ent-
wickelte Bildfolgenauswertungssystem hatte einen hohen Reifegrad erreicht, so da es
groe Mengen zuverl

assiger Auswertungsdaten lieferte. Diese reichhaltige F

ulle an Aus-
wertungsdaten (in Form von Zahlentabellen oder Listen primitiv-begriicher Beschrei-
bungen) machte deren Inspektion f

ur den Benutzer zur zeitraubenden Arbeit. Somit
wurde die Fragestellung interessant, wie dieses Datenmaterial in eine komprimierte
Darstellung

uberf

uhrt werden konnte, welche sowohl eine eektive als auch eziente
Inspektion erm

oglichte.
Die nat

urliche Sprache ist das Kommunikationsmittel, das der Mensch mit am h

aug-
sten und intuitivsten benutzt. Deshalb erscheint das Bem

uhen, Ergebnisse eines Bild-
folgenauswertungsprozesses als nat

urlichsprachlichen Text darzustellen, berechtigt zu
sein. Zudem ist die nat

urliche Sprache ein sehr m

achtiges Kommunikationsmittel. Sie
erlaubt, Abl

aufe sehr detailliert in `epischer Breite' zu beschreiben, oder aber auch
sehr komprimiert in wenigen S

atzen. Verschiedene Beschreibungen derselben Szene
k

onnen jedoch nicht nur in ihrem Abstraktionsgrad variieren. Statt dessen sind auch
Unterschiede im Zweck der Beschreibung, ihrer Schwerpunktsetzung und in der Be-
wertung der beschriebenen Abl

aufe vorstellbar. Die nat

urlichsprachliche Beschreibung
kann inkrementell oder a-posteriori unter Hinzuziehung erst nachtr

aglich erworbenen,
zur Zeit des eigentlichen Tathergangs noch nicht vorhandenen Wissens erstellt werden.
Verbunden mit einem Antwortgenerierungssystem k

onnen gezielte Anfragen beantwor-
tet werden, wobei nur die f

ur die Antwort relevante Information versprachlicht wird.
All diese Faktoren, die eine nat

urlichsprachliche Szenenbeschreibung beeinuen, bil-
den zusammen die Perspektive, mit der die Szene betrachtet wird. Nat

urlichsprachli-
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#340 #635
9 49
4 9
9
#1180 #2131
Abbildung 1.1: Vier Einzelbilder aus der Tankstellenszene inklusive

Uberlagerungen der
automatisch berechneten Trajektorien und der angepaten Fahrzeugmodelle f

ur zwei
erkannte Fahrzeuge der Szene (obj 4 und obj 9).#340: Obj 9 f

ahrt zum zweiten Tank-
platz der oberen Tankspur. #635: Obj 4

uberholt obj 9. #1180: Obj 4 steuert den
letzten Tankplatz an.#2131: Obj 9

uberholt obj 4, um selbst zur Tankstellenausfahrt
zu gelangen.
che Beschreibungen sind also grunds

atzlich perspektivisch. Durch das Perspektivische
einer Beschreibung kann der Leser auf den individuellen Standpunkt des Erz

ahlers
r

uckschlieen. Umgekehrt bestimmt der Standpunkt des Erz

ahlers die Perspektive der
Beschreibung.
Die anf

anglichen Bem

uhungen, Bildauswertungsergebnisse nat

urlichsprachlich zu for-
mulieren, trugen sehr bald erste Fr

uchte. Es wurden Werkzeuge geschaen, mit de-
ren Hilfe formal und unter Minimierung von Heuristiken Daten abstrahiert werden
konnten. Diese h

oherwertigen begriichen Beschreibungen wurden in einfache Texte
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transformiert. Anhand dieser Texte konnte sehr schnell erkannt werden, ob bestimm-
te Auswertungsergebnisse plausibel waren oder nicht. Im letztgenannten Fall wurde
Ursachenforschung betrieben, wodurch je nach Fehlerquelle die signalnahe Bildauswer-
tung oder die begriiche und nat

urlichsprachliche Ebene verbessert wurden. Im Laufe
der Zeit haben sich die Anforderungen an die nat

urlichsprachliche Auswertung erh

oht.
Die signalnahe Bildfolgenauswertung ist hinreichend robust, um auch unter schwieri-
gen Auswertungsbedingungen zuverl

assige Auswertungsdaten zu liefern. Dies bildet die
Grundlage, um vor allem die nat

urlichsprachliche Auswertung zu verfeinern und auszu-
weiten. Die Aufgabe der Textgenerierungskomponente soll sich fortan nicht mehr dar-
auf beschr

anken, irgendeine nat

urlichsprachliche Beschreibung extrahieren zu k

onnen.
Statt dessen mu das System in die Lage versetzt werden, abh

angig von Benutzer- oder
Spezikationsvorgaben individuelle Erz

ahlerstandpunkte zu denieren, bez

uglich derer
perspektivische Beschreibungen extrahiert werden k

onnen. In der vorliegenden Arbeit
wird eine Methode entwickelt, die prinzipiell keine erlaubte Perspektive, mit der eine
nat

urlichsprachliche Beschreibung erstellt werden kann, beschr

ankt. Um eine solche
Methode realisieren zu k

onnen, empehlt es sich, nat

urlichsprachliche Beschreibungen,
die von Menschen zu bestimmten Abl

aufen generiert wurden, auf Unterschiede und
Gemeinsamkeiten zu untersuchen. Kann man die Einufaktoren ermitteln, die bei
der Erstellung nat

urlichsprachlicher Beschreibungen eine Rolle spielen, so erscheint es
prinzipiell m

oglich, Perspektivit

at generisch zu modellieren. Bei der Schaung einer ge-
nerischen Beschreibung von Perspektivit

at in Sprache und Text werden vorwiegend lin-
guistische, literaturwissenschaftliche und philosophische Fragestellungen ber

uhrt. Die
Realisierung perspektivischer nat

urlichsprachlicher Beschreibungen aus einer geometri-
schen oder primitiv-begriichen erfolgt in mehreren Stufen begriicher Abstraktion.
Hierzu wird auf ein bestehendes unscharf metrisch-temporales Logikkalk

ul zur

uckge-
grien, wodurch in der vorliegenden Arbeit auch formal-logische Betrachtungsweisen
relevant sind. Da die Arbeit zudem auf ein bestehendes Bildfolgenauswertungssystem
aufbaut, mit diesem System interagiert und ausschlielich Realweltszenen behandelt,
werden auch ingenieurwissenschaftliche Gesichtspunkte tangiert.
Als Diskursbereich wird in der vorliegenden und den zugeh

origen Arbeiten am Institut
der Bereich Straenverkehr gew

ahlt, da dieser Bereich einerseits ausreichende Kom-
plexit

at besitzt, um verallgemeinerbare Einsichten zu erm

oglichen, und andererseits
ausreichende Einfachheit, um eine

uberschaubare Auswertung mit den zur Verf

ugung
stehenden Mitteln zu erm

oglichen ([Nagel 88]). Als Einsatzgebiet f

ur ein System zur au-
tomatischen Generierung von nat

urlichsprachlichen Szenenbeschreibungen durch Bild-
folgenauswertung kommen in diesem Diskursbereich Systeme zur statistischen Aus-
wertung von Verkehrs

ussen an Straen und Kreuzungen in Betracht. Auch an die
Kommunikation des Menschen mit einem Fahrerassistenzsystem kann gedacht werden.
Grunds

atzlich besitzt der in der vorliegenden Arbeit entwickelte Ansatz f

ur die Kom-
munikation aller Arten sichtsystembasierter Maschinen mit dem Menschen Relevanz.
Dar

uberhinaus kann der Ansatz prinzipiell auf weitere Problembereiche angepat wer-
den, so z.B. zur automatischen Archivierung von Videob

andern.
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1.2 Sprachverarbeitung in der Informatik
Die vorliegende Arbeit ist haupts

achlich dem Bereich der Bildfolgenauswertung zu-
zuordnen. In sp

ateren Abschnitten wird auf das am Institut f

ur Algorithmen und
Kognitive Systeme entwickelte Bildfolgenauswertungssystem eingegangen. Allerdings
schl

agt die vorliegende Arbeit eine Br

ucke von der Bildfolgenauswertung zur maschi-
nellen Sprachverarbeitung. Aus diesem Grund folgt eine kurze Einf

uhrung zu der Be-
deutung nat

urlicher Sprache in der Informatik.
Bereits in den 60er Jahren gab es erste Anl

aufe, Rechner mit sprachlicher Kompetenz
zu versehen. Diese anf

anglichen Bem

uhungen haben sich bis heute in unterschiedliche
Funktionalit

aten entwickelt, die sich wie folgt darstellen lassen:
 Textausgabe: Der Rechner liest einen bereits in seinem Speicher vorhandenen
Text vor.
 Texteingabe: Der Rechner

ubertr

agt einen nat

urlichsprachlichen Diskurs, der
ihm

uber ein Eingabemedium (z.B. ein Mikrofon) zugef

uhrt wird, in eine rech-
nerinterne Struktur.
 Textmanipulation: Der Rechner transformiert eine bereits vorhandene rech-
nerinterne Struktur, die einen Diskurs repr

asentiert, in eine ver

anderte Struktur,
beispielsweise zur

Ubersetzung von Texten von einer Sprache in eine andere, zur
rechnergesteuerten Erstellung von Kurzfassungen oder zur Beantwortung von An-
fragen.
 Texterzeugung: Der Rechner erzeugt selbst einen Text, d.h. baut eine ent-
sprechende rechnerinterne Struktur auf. In diesem Text beschreibt der Rechner
beispielsweise Ergebnisse sensorischer Aufzeichnungen, d.h. er stellt seine Inter-
pretation einer von ihm beobachteten Szene in Form eines nat

urlichsprachlichen
Textes dar.
Reine Texteingabesysteme haben bereits den Einzug in Privathaushalte gefunden. Man
denke an Erweiterungen g

angiger Textverarbeitungsprogramme, die es dem Benutzer
erlauben, zu bearbeitende Texte in m

undlicher Form zu diktieren, statt sie

uber eine Ta-
statur einzugeben. Solche reinen Texteingabesysteme erstellen jedoch in der Regel keine
rechnerinterne Repr

asentation des eingegebenen Textes, d.h. die Textsemantik bleibt
ihnen verborgen.

Ublicherweise sind Texteingabesysteme nicht ad hoc einsetzbar. Sie er-
fordern vorab genaue Abstimmung an den Sprecher und die Aufnahmeumgebung, oder
beschr

anken den Wortschatz des Systems signikant. Auch reine Textausgabesysteme
sind bereits f

ur den Privatkunden erh

altlich. Prototypen von

Ubersetzungsprogrammen
verlassen derzeit die Laborumgebung.
Letztgenannte Art der Programme ber

ucksichtigen bereits die Semantik eines Textes,
besitzen also eine h

ohere sprachliche Kompetenz. [Harris 85] bezeichnet sprachverar-
beitende Systeme als Systeme, die zur Sprachanalyse, Sprachsynthese, Transformation
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(einer sprachlichen Einheit in eine andere,

aquivalente Einheit) und Schlufolgerung
f

ahig sind. Sprachverarbeitende Systeme gibt es in unterschiedlichen Auspr

agungen.
Dialogsysteme stellen kooperativ oder unkooperativ ([Jameson et al. 94]) in einer nach-
empfundenen Gespr

achssituation Informationen bereit oder fordern diese an. Interakti-
onssysteme bewerkstelligen die Kommunikation zwischen Mensch und Maschine mittels
nat

urlicher Sprache (vgl. [L

uth et al. 94]). Auskunftssysteme stellen dem Benutzer in-
teraktiv Informationen zur Verf

ugung (z.B. Wegplanungssysteme, [Maa 94]). Sprach-
kompetente Auswertungssysteme versprachlichen die sensorbasierte Interpretation ei-
ner Szene. Diese Aufstellung unterschiedliche Systemarten, die sprachliche Kompetenz
nutzen, ist nicht vollst

andig. Es l

at sich auch nicht scharf zwischen den einzelnen hier
aufgef

uhrten Klassen trennen. Ein Bildfolgenauswertungssytem mit sprachlicher Kom-
petenz kann beispielsweise als Auswertungssystem aufgefat werden. Eingebunden in
ein Fahrerassistenzsystem wird es jedoch auch zum Auskunftssystem. Da im Grun-
de jedes Programm Informationen (Daten) erzeugt, die f

ur bestimmte Menschen von
Interesse sein k

onnen, ziehen sich die Bem

uhungen, diese Informationen automatisch
zu versprachlichen, durch unz

ahlige Arten von Anwendungsgebieten, Spezikationen
und Diskursbereiche. Eine vergleichende Darstellung hierzu kann [Jones&Galliers 96]
entnommen werden.
1.3 Literatur

uberblick
Es folgen einige Ausf

uhrungen

uber ausw

artige Arbeiten, die sich ebenfalls mit der Inte-
gration von Bildauswertung und nat

urlicher Sprache befassen, oder sonst in irgendeiner
Weise mit der vorliegenden Arbeit vergleichbar sind.
Das System NAOS ([Neumann&Novak 86]) generiert nat

urlichsprachliche Beschrei-
bungen von Straenverkehrsszenen aus einer rein geometrischen Szenenbeschreibung
(GSB). Die GSB enth

alt dabei idealerweise f

ur jeden Zeitpunkt alle in der Szene sicht-
baren Objekte, deren 3D-Positionen, Orientierungen, physikalische Ober

acheneigen-
schaften (z.B. Farbe) und deren Klassenzugeh

origkeit (z.B. Automarke), sowie An-
gaben

uber den Betrachterstandpunkt und die Beleuchtungsdaten. Da den Autoren
kein Bildauswertungssystem zur Erzeugung dieser angeforderten Daten zur Verf

ugung
stand, wurde zu Experimentierzwecken ausschlielich mit synthetisch erzeugten GSBen
gearbeitet. Um Aktivit

aten in der Szene nat

urlichsprachlich beschreiben zu k

onnen,
werden die in der GSB vorliegenden quantitativen Daten mit qualitativen Beschrei-
bungsformen assoziiert. Dazu wird eine begriiche Hierarchie von Ereignissen ein-
gef

uhrt, welche vorhandenes Wissen

uber relevante Bewegungen in der Szene durch
generische Ereignismodelle repr

asentiert.
[Fernyhough et al. 98] generieren Ereignismodelle anhand qualitativer Schlufolgerungs-
mechanismen und einer statistischen Auswertung von Videodaten. Ihre

Uberlegungen
wenden sie auf den Diskursbereich `Straenverkehr' an, beschr

anken sich jedoch auf
die Auswertung von Szenen auf

ubersichtlichen Fernstraen, welche weitaus geringere
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Komplexit

at in den zu beobachtenden Abl

aufen aufweisen, als die im Rahmen dieser
Arbeit untersuchten Kreuzungs- und Tankstellenszenen.
[Friedman 96] verwendet sogenannte `Lexikalische Begrisstrukturen' (LCSen), um geo-
metrische Bildfolgenauswertungsergebnisse in eine nat

urlichsprachliche Beschreibung
zu transformieren. Seine

Uberlegungen wurden jedoch nicht auf reale Bilddaten ange-
wendet.
[Buxton&Gong 95], [Howarth&Buxton 98] stellen ein System zur sichtsystembasierten

Uberwachung von Objektverhalten in Straenverkehrsszenen vor. Die Autoren unter-
scheiden, analog zu unserem Ansatz, zwischen der signalnahen und der begriichen
Auswertung. In erstgenannter werden geometrische Beschreibungen von Ergebnissen
der Verfolgung sich bewegender Objekte zusammen mit dem angenommenen Objekt-
typ erzeugt. Zweitgenannte Auswertungsstufe konvertiert die geometrischen Beschrei-
bungen in konsistente Verhaltensbeschreibungen, welche auf der Ereignis- und Ver-
haltensmodellierung sowie auf einem Kamera- und einem Lageplanmodell basieren.
Als Repr

asentationsstruktur, anhand derer die Verhaltensanalyse durchgef

uhrt wird,
verwenden die Autoren Bayes'sche Netzwerke zur Modellierung von Abh

angigkeiten
zwischen mageblichen Szenenparametern.
[Huang et al. 94] verwenden ebenfalls dynamische Wahrscheinlichkeitsnetzwerke, um
Realwelt-Straenverkehrsszenen zu interpretieren. Die Autoren beschr

anken sich auf die
Auswertung von Autobahnszenen, welche nicht ann

ahernd die inhaltliche Komplexit

at
der Szenen aufweisen, die von uns ausgewertet werden.
Wie die hier vorliegende Arbeit widmen sich auch [Dance et al. 96] der Auswertung
von Realweltbildfolgen von Straenverkehrsszenen und der Formulierung der Auswer-
tungsergebnisse als nat

urlichsprachlichen Text. Auch in diesem Ansatz unterscheiden
die Autoren zwischen signalnaher Bildauswertung und Abstraktionsschicht. Als Ab-
straktionsmechanismus wird ein logikbasiertes Verfahren (`Network of Frames') verwen-
det, welches die Behandlung von Unsch

arfe durch Verwendung der Dempster-Shafer-
Theorie realisiert. Zu diesem Ansatz l

at sich kritisch anmerken, da die Realisierung
der signalnahen Bildauswertung im Vergleich zu unserem Ansatz eher unausgereift
erscheint.
Die im Rahmen des Forschungsprojekts VITRA ([Herzog 92]) vorgenommenen Un-
tersuchungen haben ihren Ursprung in dem Zusammenschlu eines bestehenden Sy-
stems zur Auswertung von Straenverkehrsszenen mit einem unabh

angig davon ent-
standenen Dialogsystem (vgl. [Nagel 88]). Daraufhin wurde besagtes Projekt auf un-
terschiedliche Ans

atze zur Integration von nat

urlichsprachlichen Texten und Bildaus-
wertung ausgeweitet. Dabei wird sowohl die Umwandlung von nat

urlichsprachlichen
Aussagen in Bilder als auch der entgegengesetzte Ansatz betrachtet. Das Teilpro-
jekt SOCCER ([Andre et al. 88]) generiert nat

urlichsprachliche Beschreibungen von
Fuballspielszenen. Sein Kern besteht aus drei Funktionseinheiten. In der Ereigniser-
kennungskomponente werden zu der berechneten geometrischen Szenenbeschreibung
Ereignisbeschreibungen assoziiert. Die Selektionskomponente w

ahlt diejenigen Ereig-
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nisse aus, welche verbalisiert werden sollen, und ordnet diese in eine Priorit

atswar-
teschlange ein. Die Sprachgenerierungskomponente erstellt aus der in der Selektions-
komponente zusammengestellten Datenmenge einen nat

urlichsprachlichen Text. Das
System wird erg

anzt durch die Subsysteme REPLAI ([Retz-Schmidt 92]) und ANT-
LIMA ([Schirra&Stopp 93], [Schirra 94]). Das Subsystem REPLAI berechnet aus den
erkannten Ereignissen Intentionen und Pl

ane der jeweiligen Agenten, und f

uhrt die-
se ebenfalls der Selektionskomponente zu. Das Subsystem ANTLIMA

uberpr

uft die
durch die Selektionskomponente ausgew

ahlte Ereignismenge durch Konstruktion ei-
nes `mentalen Bildes' auf ihre Aussagekraft und Korrektheit, und f

uhrt ihre Ergeb-
nisse wiederum der Selektionskomponente zu. Zu den im Projekt VITRA verfolgten
Ans

atzen l

at sich kritisch anmerken, da sowohl die Auswertung der Straenverkehrs-
szenen als auch der Fuballspielszenen teils auf synthetischen Daten (insbesondere zur
Erfassung des station

aren Bildhintergrunds), teils auf realen Ergebnissen unserer For-
schungsgruppe (von Anfang der 90er Jahre) beruhen, welche jedoch interaktiv zu einer
umfassenderen geometrischen Szenenbeschreibung erg

anzt wurden, insbesondere zur
Vervollst

andigung l

uckenhafter Trajektorien.
Das System MOSES erm

oglicht die Generierung inkrementeller Wegbeschreibungen
in statischen 3D-Szenen als nat

urlichsprachlichen Text ([Maa 94], [Gapp&Maa 94]).
Das System simuliert dabei einen Beifahrer, der dem Fahrer anhand einer Karte den
Weg durch ein beiden unbekanntes Gebiet weist. Dabei produziert das System aus dem
in der Karte gespeicherten Wissen (das Angaben

uber Abst

ande und Orientierungen
miteinschliet) eine topographische Unterteilung des Wegs zum Ziel.
Das System KANTRA, ebenfalls ein VITRA-Projekt, stellt eine Schnittstelle f

ur den
bidirektionalen Mensch-Maschine-Dialog zur Robotersteuerung dar ([L

uth et al. 94]).
Dieser Dialog soll in nat

urlicher Sprache unter Verwendung r

aumlicher Relationen (vgl.
[Stopp et al. 94], [Gapp 94b], [Adorni 94], [Clay&Wilhelms 96]) erfolgen. Vier Interak-
tionsarten sind vorgesehen: Aufgabenspezikation f

ur den Roboter auf elementarer und
abstrakter Ebene, Ablaufprotokollierung seitens des Roboters; Fehlerprotokollierung
und Aktualisierung der Umgebungsbeschreibung seitens des Menschen. Die weiteren
Ausf

uhrungen der Autoren beschr

anken sich auf die erste Interaktionsart. Das Dialog-
system l

at sich in drei Hauptmodule unterteilen: Die Analysekomponente

ubertr

agt
die nat

urlichsprachliche Eingabe in eine Wissensstruktur. Die Evaluierungskomponente
setzt die Eingabe in Arbeitsschritte, R

uckfragen und Statusmeldungen um. Die Gene-
rierungskomponente

ubersetzt die auszugebende Information in nat

urliche Sprache.
[Intille 98] besch

aftigt sich mit der Repr

asentation und der Erkennung von Abl

aufen,
an der mehr als ein Agens gemeinschaftlich beteiligt sind. Als Diskursbereich wer-
den Spiele des Amerikanischen Fuballs gew

ahlt, wobei versucht wird, die dort zu
beobachtenden Spielz

uge automatisch zu erkennen. Die Erkennung wird dadurch er-
schwert, da der Diskursbereich sowohl hochgradig strukturiert als auch hochgradig
variabel ist. Alle Spieler verfolgen zu Beginn eines Spielzuges bestimmte, vorher fest-
stehende Pl

ane. Je nach Spielsituation sind die Spieler jedoch gezwungen, ihre Pl

ane
zu modizieren oder ganz aufzugeben. Diese situationsabh

angigen Verhaltens

anderun-
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gen erschweren die Erkennung des urspr

unglich zugrundeliegenden Planes, welche Vor-
aussetzung zur Erkennung des durchgef

uhrten Spielzuges ist. Als Eingabe erh

alt das
System Trajektoriendaten

uber alle sich bewegenden Objekte in der Szene. Die Tra-
jektorien werden interaktiv aus dem Bildmaterial erstellt. Das resultierende Verhalten
aller Objekte wird als B

undel parallel verlaufender Ereignisstr

ome (pro Agens genau
ein Strom) betrachtet. Diese Ereignisstr

ome k

onnen zueinander bestimmten zeitlichen
und kausalen Zusammenh

angen unterliegen. Das System basiert auf dem Bayes'schen
Netzwerkformalismus.
[Abella&Kender 96] entwickeln ein System zur automatischen Bestimmung und Be-
schreibung der Lage und Art von Nierensteinen in R

ontgenbildern. Die Auswertung
erfolgt anhand eines Einzelbildes, auf dem R

uckgrat und Becken zu erkennen sein
m

ussen. Anhand dieser Merkmale erfolgt die Anpassung eines K

orpermodells an das
Grauwertbild. Dazu werden mit Hilfe eines Kantendetektionsverfahrens die Abbildun-
gen innerer Organe erkannt. Im n

achsten Schritt werden durch ein Kreiserkennungsver-
fahren Nierensteine erkannt und deren Lage bestimmt. Zur Lagebestimmung werden
alle systemintern modellierten r

aumlichen Relationen auf den Stein als zu lokalisieren-
des Objekt und auf alle erkannten Organe als Referenzobjekte angewandt. Redundante
r

aumliche Beschreibungen werden anhand von Zusicherungsgraden und Priorit

atsvor-
gaben eliminiert. Ausgew

ahlte Kombinationen verbliebener r

aumlicher Beschreibungen
werden dann in die medizinischen Bezeichnungen der Lageorte

ubersetzt. Das Auswer-
tungsergebnis wird als nat

urlichsprachlicher Text ausgegeben. Das System beschreibt
keinerlei zeitliche Ver

anderungen in einer Szene, da es lediglich auf die Auswertung von
Einzelbildern ausgerichtet ist.
Im Gegensatz zu den zuletzt vorgestellten Ans

atzen widmet sich das von [Srihari 95]
vorgestellte System PICTION nicht der Ableitung nat

urlichsprachlicher oder begrii-
cher Beschreibungen aus Bildfolgen, sondern dem entgegengesetzten Problem der Inter-
pretation von Einzelbildern unter R

uckgri auf die Auswertung begleitender nat

urlich-
sprachlicher Texte (z.B. Bildunterschriften). Hierzu erstellt das System eine interne
semantische Repr

asentation des Textes, um dann durch Interpretation von Texthin-
weisen Objekte im Bild zu identizieren.
Verbindungen zwischen Bild- und Sprachverarbeitung nden sich auch in Forschungs-
ans

atzen, die sich mit der Verwaltung von digitalen Videodatenbanken besch

aftigen.
[Bolle et al. 98] geben einen

Uberblick

uber aktuelle Forschungsrichtungen in diesem
Bereich. Einige Arbeiten werden im folgenden kurz eingef

uhrt.
[Satoh et al. 97] entwickeln das System `Name{It', welches Gesichter und Namen in
Nachrichtenvideos zueinander assoziiert. Dieses System kann entweder zu einem gege-
benen Gesicht den zugeh

origen Namen ableiten, oder aber zu einem gegebenen Namen
das zugeh

orige Gesicht im Bild lokalisieren. Der Name kann dabei entweder aus ei-
ner Bildeinblendung oder aus dem Begleitton entstammen. Das System beinhaltet eine
Komponente, welche f

ur jedes gegebene Wort die Wahrscheinlichkeit berechnet, da
es zu einem Gesicht korrespondiert. Diese `nat

urlichsprachliche Schicht' umfat ein
W

orterbuch, lexikalische und grammatikalische Analyse sowie Wissen um den gew

ohn-
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lichen Aufbau von typischen Nachrichtenvideos.

Ahnlich zu [Srihari 95] widmen sich
auch diese Autoren folglich dem - zu unserem Ansatz entgegengesetzten - Problem der
Interpretation einer Bildfolge anhand begleitender linguistischer Information.
[Bloomberg&Chen 96] beschreiben ein System, welches Kurzfassungen von als digi-
tisierte Bilder vorliegenden Textdokumenten erstellt. Es werden, basierend auf einer
statistischen Auswertung des Auftretens charakteristischer Worte, zusammenfassende
S

atze extrahiert. Dazu wird das Bild in Textregionen, Zeilen und Worte segmentiert,
sowie S

atze und Abschnittsgrenzen erkannt. Darauf aufbauend wird eine Menge von
Wort

aquivalenzklassen berechnet. Die Auftrittsh

augkeit eines Worts, dessen Stellung
im Satz und dessen Wortl

ange werden herangezogen, um die

Aquivalenzklassen hin-
sichtlich ihrer Bedeutung zu bewerten. Darauf aufbauend wird jeder Satz hinsichtlich
seiner Wichtigkeit beurteilt. Die n am besten bewerteten S

atze bilden die Zusammen-
fassung des Textdokuments. Auch wenn [Bloomberg&Chen 96] nat

urlichsprachlichen
Text durch Bildauswertung erzeugen, so bauen sie doch keine interne Repr

asentati-
on der Semantik des Textes auf. Daraus folgt, da das System nicht in der Lage ist,
eigenst

andige S

atze zu formulieren.
Einen im Grundsatz

ahnlichen Ansatz verfolgen [Smith&Kanade 97], welche Zusam-
menfassungen von Videos erstellen, indem sie automatisch Bereiche erkennen, welche
entweder wichtige Ton- oder Bildinformation beinhalten. Die relative Wichtigkeit je-
der Szene wird anhand der im Bild auftretenden Objekte, der zugeh

origen Worte und
der Struktur der Szene bestimmt. Die Sprachanalyse identiziert wichtige Tonregio-
nen durch Berechnung der relativen H

augkeit des Auftretens einzelner Worte. Worte,
die statistisch gesehen im Vergleich zu Standardtexten relativ h

aug auftreten, werden
zu Schl

usselw

ortern. Ein erster Auswertungsschritt liefert als Ergebnis eine reduzier-
te Tonspur, welche im wesentlichen nur aus diesen Schl

usselw

ortern besteht. Um die
Verst

andlichkeit des Textes zu erh

ohen, werden die Schl

usselw

orter zu `Schl

usselphra-
sen' erweitert, welche auch die `Umgebung' der Schl

usselw

orter enthalten. Auch dieser
Ansatz erm

oglicht keine interne Repr

asentation der Semantik des Textes, so da analog
zu [Bloomberg&Chen 96] kein eigenst

andiger, grammatikalisch korrekter Text aufge-
baut werden kann.
[Courtney 97] erkennt Bewegungen aus Videobildfolgen und repr

asentiert diese mit
gerichteten Graphen, die das jeweilige Objekt und die jeweilige Bewegung beschreiben.
Die Aufsp

urung bestimmter Abl

aufe in der Videobildfolge erfolgt dann nicht mehr
durch Inspektion der Rohdaten, sondern durch Inspektion des Bewegungsgraphen.
[Socher et al. 98] verbinden Bildauswertung und Sprache, indem sie in einer `Baukl

otz-
chenwelt' bestimmte Objekte aufsp

uren, die vom Benutzer nat

urlichsprachlich beschrie-
ben werden (z.B. `nde blauen W

urfel' etc.). Das System umfat die Analyse der An-
frage, die Extraktion der geforderten Objektmerkmale und die Berechnung r

aumlicher
Relationen aus der mit einer station

aren Kamera aufgezeichneten Bildfolge. Das Sy-
stem basiert auf Bayes'schen Netzwerken und betrachtet nicht die Beschreibung oder
das Aufsp

uren von Bewegungen in einer Szene. Einen vergleichbaren Problembereich
bearbeiten [Chella et al. 97], allerdings unter der Verwendung terminologischer Syste-
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me.
Das Projekt PRACMA ([Jameson et al. 94]) besch

aftigt sich mit der Entwicklung ei-
nes Dialogsystems. Das System wird auf dem Diskursbereich `Gebrauchtwagenkauf'
aufgesetzt, wobei das System einerseits den gewinnorientierten Verk

aufer, andererseits
den mitrauischen Kunden simulieren kann. Es strebt also die algorithmische Behand-
lung unkooperativer Dialoge an, bei denen die Gespr

achspartner unterschiedliche Ziele
verfolgen. Das Projekt PRACMA besch

aftigt sich nicht mit der Verarbeitung visueller
Daten, jedoch in hohem Mae mit der rechnerinternen Analyse und Synthese nat

urlich-
sprachlicher Texte. Dabei werden bevorzugt die folgenden Fragestellungen untersucht:
Wie kann ein Informationssuchender Informationen aus einem unkooperativen Infor-
mationshalter herauslocken und interpretieren, und wie kann er mit den in den Infor-
mationen enthaltenen Unsicherheiten umgehen? Wie kann ein Informationsanbieter die
Schlufolgerungen und

Uberlegungen eines gr

otenteils unbekannten Informationssu-
chenden rekonstruieren, vorhersehen und manipulieren?
Auf die einzelnen Arbeiten wird im Verlauf der vorliegenden Arbeit immer dann, wenn
es angebracht erscheint, ausf

uhrlicher eingegangen.
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Kapitel 2
Nat

urlichsprachliche
Beschreibungen
2.1 Inhalt und Stil
Nat

urliche Sprache als Kommunikationsform im Dialog von Mensch und Maschine kann
nur dann ihren Zweck erf

ullen, wenn zum einen die maschinell versprachlichte inhalt-
liche Information ausreichend und zuverl

assig ist. Zum anderen mu eine maschinell
erzeugte nat

urlichsprachliche Szenenbeschreibung in einer Form pr

asentiert werden, die
vom Menschen als ad

aquat angesehen wird. Mit anderen Worten: Die G

ute eines (ins-
besondere maschinell erstellten) Textes h

angt nicht allein von seinem Inhalt, sondern
ebenso von seiner Form ab. Die inhaltliche Information mu nicht nur zutreend sein,
sie mu gleichzeitig auch gut strukturiert, 

ussig, pr

agnant und damit m

oglichst frei
von Mehrdeutigkeiten und Redundanz pr

asentiert werden. Bereits hier erweisen sich
die Begrie Inhalt und Stil sowie die Trennung dieser beiden Begrie als essentiell bei
der maschinellen Generierung (nach den genannten Bewertungskriterien) angemesse-
ner nat

urlichsprachlicher Szenenbeschreibungen. Grunds

atzlich wird dabei der Inhalt
zuerst betrachtet. Erst wenn feststeht, was ausgesagt werden soll, wird im n

achsten
Schritt evaluiert, wie diese Aussage gestaltet wird. Das Bildfolgenauswertungssystem
wird folglich um zwei Systemschichten erg

anzt. Die begriiche Schicht extrahiert die
inhaltliche Information und leitet diese an die nat

urlichsprachliche Schicht weiter. Die-
se Schicht bestimmt dann den stilistischen Aufbau der entstehenden Beschreibung.
In sp

ateren Betrachtungen wird sich jedoch zeigen, da nicht nur der Stil vom In-
halt abh

angig ist. Vielmehr wird sich erweisen, da stilistische Beschr

ankungen der
nat

urlichsprachlichen Schicht Einu auf die Ausgestaltung der begriichen Schicht
haben werden und Wechselwirkungen zwischen beiden Systemebenen notwendig sind.
Es wurde bereits festgestellt, da die G

ute einer maschinell generierten nat

urlichsprach-
lichen Beschreibung davon abh

angt, inwieweit den Anforderungen des menschlichen
Empf

angers der Beschreibung Rechnung getragen werden konnte. Es empehlt sich
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daher, bei der Konstruktion eines Systems zur maschinellen Generierung nat

urlich-
sprachlicher Beschreibungen den Sprachgebrauch des Menschen als Vorbild zu nehmen.
Die folgenden

Uberlegungen sollen einige der dabei relevanten Fragestellungen illustrie-
ren. Detailliertere Betrachtungen, wie besagte Fragestellungen gel

ost werden, erfolgen
dabei sp

ater. Es wird eine nat

urlichsprachliche Beschreibung einer Szene angegeben,
die sich an einer Tankstelle abgespielt hat. Diese Beschreibung wurde von einem Men-
schen erstellt ([Kamp&Schiehlen 99], [Gerber 99]). Sie ist Bestandteil eines kritischen
Vergleichs zwischen systemintern erstellten nat

urlichsprachlichen Beschreibungen und
nat

urlichsprachlichen Beschreibungen, wie sie von Menschen erzeugt werden. Das Bei-
spiel soll die Zweckm

aigkeit der Trennung von Inhalt und Stil noch einmal bekr

aftigen.
Es bezieht sich auf die Tankstellenszene aus Abbildung 1.1 und beschreibt das Verhal-
ten des Fahrzeugs `Objekt 4'. Die einzelnen S

atze sind zur sp

ateren Referenzierung mit
r

omischen Zahlen gekennzeichnet.
(I) Object 4 entered the lling station. (II) On both lling lanes the second lling place
was occupied. (III) Object 4 chose the upper lane and approached the rst lling place.
(IV) Then it changed to the passing lane, overtook object 9 and went to the pump in
front of that vehicle. (V) When it got to this lling place, it did not stop, but continued
to a position in front of it and then backed into it. (VI) There it came to a stop and
took petrol.
Die Beschreibung ist in englischer Sprache formuliert, da im Rahmen dieser Arbeit nur
englischsprachige Texte erzeugt werden. Dies liegt zum einen daran, da der zur rech-
nerinternen semantischen Repr

asentation verwendete Formalismus ([Kamp&Reyle 93])
auf die Behandlung englischsprachiger Texte zugeschnitten wurde. Zum anderen sind
englischsprachige Texte von ihrer Satzstruktur im allgemeinen `einfacher' aufgebaut als
beispielsweise deutschsprachige Texte. Dadurch wird zum Zwecke der vorl

augen Pro-
blemvereinfachung die Ableitung von Texten aus einer rechnerinternen Repr

asentation
erleichtert. Prinzipiell erscheinen die im Rahmen dieser Arbeit entwickelten Metho-
den hinreichend, um die Modalit

aten und Besonderheiten anderer Sprachen ebenso
repr

asentieren zu k

onnen. Demzufolge erscheinen mittelfristig auch Ausgaben in ande-
ren Sprachen m

oglich.
Zur Veranschaulichung der inhaltlichen und stilistischen Bestandteile in der oben an-
gegebenen Beschreibung wird deren inhaltliche Information in Tabelle 2.1 durch Logik-
pr

adikate illustriert ([Gerber 99]). Die erste Spalte gibt jeweils den Zusicherungsgrad
 2 [0; 0; 1; 0] jedes Faktums an. Da eine nat

urlichsprachliche Beschreibung ohne lingui-
stische Hecken angegeben ist, sind alle Fakten mit h

ochstm

oglichem Zusicherungsgrad
versehen. Der Angabe des Zusicherungsgrads folgt, abgetrennt durch einen senkrech-
ten Strich, die Angabe des G

ultigkeitszeitraums der angegebenen Relationen. Er gibt
den zeitlichen Verlauf des beschriebenen Ablaufs als linear geordnete Zeitpunktmenge
wieder. Die angegebenen Quantit

aten sind willk

urlich gew

ahlt, wesentlich sind die qua-
litativen Werte, also das Auftreten zeitlicher

Uberlappungen oder

Uberschneidungen.
Abgetrennt durch ein Ausrufezeichen folgen der Relationsnamen und die Argumente
der Relation. Jede Relation enth

alt als letztes Argument einen

ublicherweise ganzzahli-
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1 j 614 : 614 ! enter(object 4, the lling station, 1).
1 j 616 : 616 ! be occupied on(the second lling place, the lower lling lane, 2).
1 j 618 : 618 ! be occupied on(the second lling place, the upper lling lane, 3).
1 j 619 : 619 ! choose(object 4, the upper lling lane, 4).
1 j 621 : 626 ! approach(object 4, the rst lling place, 5).
1 j 627 : 881 ! change to(object 4, the passing lane, 6).
1 j 627 : 881 ! overtake(object 4, object 9, 7).
1 j 627 : 881 ! go to(object 4, the last lling place, 8).
1 j 883 : 888 ! reach(object 4, the last lling place, 9).
1 j 889 : 983 ! leave(object 4, the last lling place, 10).
1 j 1081 : 1165 ! back into(object 4, the last lling place, 11).
1 j 1227 : 4707 ! stop on(object 4, the last lling place, 12).
1 j 1227 : 4707 ! take(object 4, petrol, 13).
Tabelle 2.1: Beispiel einer begriichen Beschreibung, die im wesentlichen dieselbe in-
haltliche Information enth

alt wie die nat

urlichsprachliche Beschreibung I - VI.
gen Markierer MK, mit dem das entsprechende Faktum referenziert wird. Diese Refe-
renzierung von Fakten wird ben

otigt, um beispielsweise kausale Beziehungen zwischen
Fakten beschreiben zu k

onnen. Ausdr

ucke in der eben beschriebenen Notation werden
fortan stets als unscharf metrisch temporale Logikfakten aufgefat und bezeichnet.
Oben angegebene Logikfakten geben eine erste Vorstellung davon, welche Teile einer
nat

urlichsprachlichen Beschreibung zum Inhalt dieser Beschreibung gerechnet werden.
Dies ist insbesondere die Benennung der einzelnen Teilabl

aufe, hier durch Relationen
mit einer Verbform als Relationsnamen. Desweiteren ist die Evaluierung der zeitlichen
Bez

uge der einzelnen Teilabl

aufe untereinander Aufgabenbestandteil der inhaltsermit-
telnden Schicht, hier geschehen durch die Angabe der G

ultigkeitsintervalle. Desweite-
ren sei die Beschreibung von kausalen Beziehungen als Aufgabe dieser Schicht noch
erw

ahnt.
Aus der angegebenen begriichen Beschreibung l

at sich unmittelbar eine nat

urlich-
sprachliche Beschreibung ableiten. Das erste Argument jeder Relation l

at sich als
Subjekt eines Satzes auassen, das Pr

adikat des jeweiligen Satzes wird aus der Ver-
balphrase des Relationsnamens gebildet. Das jeweilige zweite Argument jeder Relation
kann, sofern es sich dabei nicht um den Faktenmarkierer handelt, als objektive Satz-
erg

anzung aufgefat werden. Anhand dieser Satzbauregel werden zur nat

urlichsprach-
lichen Pr

asentation der in der begriichen Beschreibung enthaltenen Information le-
diglich zwei stilistische Entscheidungen getroen: die Wahl der Zeitform (hier: `Past
Tense') und der Reihenfolge der Faktenversprachlichung (hier: streng chronologisch).
In der Tat enth

alt die oben angegebene nat

urlichsprachliche Beschreibung I - VI stilisti-
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sche Entscheidungen, die weit

uber dieses Ma hinaus gehen. Diese sollen im folgenden
diskutiert werden. Satz I entspricht der Versprachlichung des Faktums 1 aus Tabelle
2.1. Er wurde nach der zuvor geschilderten Satzbauregel gebildet. Satz II fat die Fak-
ten 2 und 3 der Tabelle zusammen. Bereits die Zusammenfassung dieser beiden Fakten
zu einem Satz ist eine stilistische Entscheidung, die dem Menschen zwar naheliegend
erscheint, dem System aber erst einmal erm

oglicht werden mu. Auch das Paraphra-
sieren der `oberen und unteren Tankspur' zu dem Ausdruck `beide Tankspuren' schat
keine neuen inhaltlichen Erkenntnisse, sondern ist eine stilistische Entscheidung. Sie
wird erst dann m

oglich, wenn sp

atestens bei der Textplanung ber

ucksichtigt wird, da
generell nur zwei Tankspuren in der Szene vorhanden sind, so da durch die Verwen-
dung des Quantors `both' keine Miinterpretationsm

oglichkeiten entstehen. Dies stellt
ein Basiswissen dar, das rechnerintern repr

asentiert sein mu und nicht explizites Be-
standteil der begriichen Beschreibung aus Tabelle 2.1 ist. Satz III versprachlicht die
Fakten 4 und 5 der Tabelle. Hier erschien es sinnvoll, beide Fakten in einem Satz zu-
sammen zu fassen. Auch dies ist eine rein stilistische Entscheidung. Satz IV versprach-
licht die Fakten 6-8. Stilistische Entscheidungen stellen hier die Pronominalisierung
des Agens der Beschreibung und die Assoziation des Temporaladverbs `then' zur zeitli-
chen Verankerung des neuen Satzes an seinen Vorg

anger dar. Die Paraphrasierung des
`letzten Tankplatzes' zur `Zapfs

aule vor jenem Fahrzeug' ist in erster Linie stilistisch
motiviert. Sie enth

alt zwar auch inhaltliche Information, wie die Zuordnung von `Ob-
ject 9' zur Kategorie `Fahrzeug', die Assoziation des Begris `Tankplatz' zum Begri
`Zapfs

aule' und die explizite Beschreibung der r

aumlichen Relation zwischen Patiens
und letztem Tankplatz. All dies stellt jedoch keine neue Information dar. Statt dessen
handelt es sich um ableitbares Wissen, das aus der begriichen Beschreibung durch
Hinzuziehung von Kontextwissen extrahiert werden kann. Satz V stellt eine sehr starke
stilistische Variation der in den Fakten 9-12 enthaltenen Information dar. Besonders die
Nebensatz-/Hauptsatzkonstruktion und die explizite Erw

ahnung des Scheiterns einer
Handlungserwartung `did not stop' sind im Kern stilistische Entscheidungen. In Satz
VI wird mit der adverbialen Bestimmung `there' auf einen Ort verwiesen, der sich aus
dem bisherigen Beschreibungskontext ergibt. Solche Formulierungsentscheidungen zu
erm

oglichen und zu verwenden stellt auch eine Aufgabe der Textstilistik dar.
Die vorangegangenen exemplarischen

Uberlegungen sollten ein Gef

uhl daf

ur entwickeln
helfen, welche Aspekte nat

urlichsprachlicher Beschreibungen deren Inhalt bzw. deren
Stil zugeordnet werden. Inhalt und Stil werden im folgenden, soweit m

oglich, getrennt
voneinander betrachtet. Die vorliegende Arbeit behandelt zum einen die Extraktion
begriicher Beschreibungen durch Bildauswertung (also die Inhaltsentwicklung) wie
auch die rechnerinterne Repr

asentation begriicher Beschreibung. Diese Repr

asentati-
on liefert die Grundlage zur Betrachtung beschreibungsstilistischer Fragestellungen in
einer eigenen Systemschicht.
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2.2 Erz

ahlstil
Es ist einleuchtend, da ein bestimmter Ablauf in einer Szene auf mehr als eine Weise
beschrieben werden kann. Es ist sogar zu erwarten, da derselbe Ablauf von verschiede-
nen Erz

ahlern unterschiedlich interpretiert und beschrieben wird. Sich widersprechende
Zeugenaussagen zu einem Tathergang seien hierbei als Beispiel genannt. Diese Unter-
scheidungen ergeben sich aus den individuellen, nicht nur r

aumlich zu verstehenden
Standpunkten der jeweiligen Erz

ahler. Auf den Einu und die Festlegung einzelner
Erz

ahlercharakteristiken wird an sp

aterer Stelle eingegangen. In diesem Kapitel soll
der Begri `Erz

ahlstil' beleuchtet werden, der ebenfalls den Wortlaut einer Beschrei-
bung beeinut. Wie der Begri schon aussagt, ist die Festlegung des Erz

ahlstils eine
Aufgabe der stilbestimmenden Auswertungsschicht.
Im Bereich der literaturwissenschaftlichen Erz

ahltheorie werden haupts

achlich Erz

ahl-
techniken in ktionalen Texten (Romane etc.) untersucht. Da die dabei entwickelten
Erkenntnisse und Theorien auf die hier vorliegende Forschungsarbeit nicht unmittelbar

ubertragbar sind, wird hierauf nicht n

aher eingegangen. Dar

uberhinaus lassen sich nur
vergleichsweise wenige Arbeiten

uber Erz

ahltechniken in der Alltagssprache nden.
[Quastho 87] analysiert Erz

ahlungen aus dem kommunikativen Alltag. Die Autorin
stellt fest, da derselbe Ablauf von derselben Person in unterschiedlichen Gespr

achs-
situationen ganz unterschiedlich erz

ahlt werden kann. So hat beispielsweise der Be-
richt

uber den Hergang eines Unfalls bei der polizeilichen Vernehmung eine ande-
re sprachliche Form als blumige Schilderungen des Hergangs am Krankenbett, auch
wenn inhaltlich im wesentlichen dieselbe Information wiedergegeben wird. Die lingui-
stische Narrativik unterscheidet narrative Erz

ahlungsformen in mehrerlei Hinsicht (vgl.
[Quastho 87]):
 Zum einen wird zwischen dem sachlichen Bericht und der szenischen Erz

ahlung
unterschieden. Dabei wurde letztgenannter Bereich bisher eindringlicher erforscht,
wobei diese Forschungsausrichtung meist stark in soziolinguistische Bereiche ein-
m

undete (d.h. Untersuchungen zur Abh

angigkeit szenischer Erz

ahlmerkmale von
z.B. Schicht und Geschlecht). Ein Bericht stellt die R

uckschau auf etwas Vergan-
genes aus der Sicht der Gegenwart des Sprechvorgangs dar. Bei der szenischen
Erz

ahlung hingegen

ubernimmt der Erz

ahler die Perspektive eines aktiv oder
passiv am zur

uckliegenden Ereignis Teilhabenden.
 Eine andere Unterscheidung ergibt sich aus der Person des Erz

ahlenden. Erz

ahlt
werden kann zum einen a posteriori aus der Sicht eines allwissenden Erz

ahlers.
Dessen Schilderung kann Wissen enthalten, das erst zum Erz

ahlzeitraum, nicht
aber bereits zum Zeitraum des tats

achlichen Ablaufs, vorhanden ist. Erz

ahlt wer-
den kann zum anderen aus der Sicht eines der Protagonisten und drittens aus der
Sicht eines Beobachters.
 Eine dritte hilfreiche Unterscheidungsheuristik ergibt sich f

ur die Autorin aus
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dem Konzept des Planbruchs in einer Erz

ahlung. Dieses Konzept geht, vereinfacht
ausgedr

uckt, davon aus, da das Erz

ahlte deshalb erz

ahlt wird, weil sich etwas
`Auergew

ohnliches' ereignet hat. Dieses auergew

ohnliche Ereignis stellt einen
Planbruch dar. Erz

ahlungen lassen sich somit auch dadurch unterscheiden, ob sich
dieser Planbruch im Handlungsplan eines Agenten (Agentenplanbruch `APB')
oder aber in den Erwartungen eines Beobachters (Beobachterplanbruch `BPB')
manifestiert.
Aus dem Vorhandensein dreier m

oglicher Erz

ahlertypen (Protagonist Prot, allwissen-
der Erz

ahler Erz, Beobachter Beob), zweier semantischer Typen (APB und BPB) und
zweier Diskursmuster (szenische Erz

ahlung SE und Bericht Ber) ergeben sich rein kom-
binatorisch zw

olf Variationen narrativer Strukturen. Davon werden acht von der Auto-
rin wegen logischer Unvertr

aglichkeit ausgeschlossen. Es bleiben folgende vier m

ogliche
Kombinationen

ubrig:
1. Prot/APB/SE,
2. Beob/BPB/SE,
3. Erz/APB/Ber,
4. Erz/BPB/Ber.
Empirische Untersuchungen zeigen, da die dritte M

oglichkeit Erz/APB/Ber erz

ahl-
technisch zwar m

oglich ist, real jedoch nicht oder nur selten auftritt. Wird von einem
Agentenplanbruch erz

ahlt, so nimmt der Erz

ahlende gew

ohnlich nicht die Perspekti-
ve eines neutralen Erz

ahlers ein, sondern erz

ahlt aus der Perspektive des betroenen
Protagonisten, wobei zus

atzlich nicht das Diskursmuster `Bericht', sondern das Erz

ahl-
muster `Szenische Erz

ahlung' gew

ahlt wird (Konstellation 1: Prot/APB/SE). Zusam-
menfassend lassen sich also folgende drei Aussagen treen:
 Wird von einem Agentenplanbruch erz

ahlt, so nimmt der Erz

ahlende die Per-
spektive eines unmittelbar Beteiligten des Ablaufs ein. Auf diese Weise entsteht
eine szenische Erz

ahlung aus Protagonistensicht.
 Wird von einem Beobachterplanbruch erz

ahlt, so gibt es zwei M

oglichkeiten. Zum
einen kann eine szenische Erz

ahlung aus Beobachtersicht entstehen.
 Andererseits kann der Erz

ahlende den Beobachterplanbruch im Nachhinein aus
der Sicht eines allwissenden Erz

ahlers schildern. Dadurch entsteht ein Bericht.
Bei der

Ubertragung dieser Erkenntnisse auf die hier vorliegende Forschungsarbeit ist
mehrererlei zu beachten. Zum einen betreen die Ausf

uhrungen aus [Quastho 87] ge-
sprochene Erz

ahlungen, w

ahrend in der hier vorliegenden Arbeit geschriebene Erz

ahlun-
gen betrachtet werden. Die Unterschiede, die sich daraus ergeben, sind jedoch nicht ein-
schneidend. So werden durch die Entscheidung, eine Erz

ahlung nicht auszusprechen,
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sondern aufzuschreiben, keine neuen Erz

ahlstile geschaen. Es

andert sich lediglich
die sprachliche Qualit

at der Beschreibung. So wird bei der Niederschrift beispielsweise
mehr auf korrekte Einhaltung grammatikalischer Regeln und die Erzeugung vollst

andi-
ger S

atze geachtet als bei der m

undlichen Erz

ahlung. Dennoch wird im folgenden der
Umstand, da Texte in `Schriftsprache' und nicht in gesprochener Sprache erzeugt wer-
den, besonders betont, indem fortan statt des Begris `szenische Erz

ahlung' der Begri
`szenische Beschreibung' verwendet wird.
Desweiteren sind bei der

Ubertragung obiger Erkenntnisse noch zwei Begriskl

arun-
gen vorzunehmen. Sowohl in [Quastho 87] als auch in der hier vorliegenden Arbeit
wurde der Begri Erz

ahler als Bezeichnung f

ur den Urheber einer nat

urlichsprachli-
chen Beschreibung verwendet. Bei der maschinellen Generierung nat

urlichsprachlicher
Beschreibung ist dieser Urheber eine Maschine. Dies w

urde bedeuten, da nur genau
ein Erz

ahler existiert, der ein festgelegtes Prol besitzt. Damit k

onnte jeder Ablauf
nur vom Standpunkt dieses Erz

ahlers beschrieben werden. Statt dessen wird jedoch
angestrebt, Abl

aufe von unterschiedlichen Standpunkten aus zu beschreiben. Dies be-
deutet, da rechnerintern `virtuelle Erz

ahler' geschaen werden, von denen jeder ein
eigenes Prol besitzt. Diese virtuellen Erz

ahler k

onnen generisch beschrieben und durch
Benutzervorgaben ausgepr

agt werden. Auf diese Problematik wird sp

ater eingegangen.
[Quastho 87] verwendet den Begri `Protagonistensicht', wenn sie

uber Erz

ahlun-
gen referiert, die bestimmte Handlungen aus der Sicht des entsprechenden Handlungs-
tr

agers schildern. In der hier vorliegenden Arbeit werden Handlungstr

ager generell als
`Agenten' bezeichnet. Dennoch lassen sich die Begrie `Protagonist' und `Agens' nicht
gleichsetzen. So k

onnen in einer nat

urlichsprachlichen Beschreibung mehrere Agenten
auftreten, aber stets nur ein Erz

ahler. Deshalb wird gegebenenfalls nur dasjenige Agens,
das gleichzeitig auch Erz

ahler ist, als Protagonist bezeichnet.
Als Ergebnis der in diesem Abschnitt vorgenommenen Untersuchungen ist festzuhalten,
da drei m

ogliche Erz

ahlstile existieren, in denen nat

urlichsprachliche Beschreibungen
formuliert werden k

onnen. Zur Verdeutlichung der Unterschiede dieser drei Erz

ahlsti-
le Bericht, szenische Beschreibung aus Protagonistensicht und szenische Beschreibung
aus Beobachtersichtwerden im folgenden beispielhaft drei maschinell erstellte nat

urlich-
sprachliche Beschreibungen angegeben, wobei jede einen anderen der drei Erz

ahlstile
widergibt. Alle drei Beschreibungen beschreiben das Verhalten desselben Fahrzeugs,
n

amlich des Fahrzeugs `object 4' aus der Tankstellenszene (Abbildung 1.1). Die drei
Beschreibungen lauten wie folgt:
1. Bericht: Object 4 entered the lling station. On the lower lling lane the second
lling place was occupied by object 2. On the upper lling lane the second lling
place was occupied by object 9. Object 4 chose the upper lling lane. It headed
for the last lling place. Therefore, it had to overtake object 9. Object 4 changed
to the passing lane. It passed object 9. Then it changed back to the lling lane.
Then it backed up to the last lling place. Then it took in petrol. Later, object 4
left the lling station.
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2. Szenische Beschreibung aus Beobachtersicht: Object 4 entered the lling
station. It drove on the upper lling lane. Then it changed to the passing lane. It
overtook another car standing on the second lling place. Then it changed back
to the lling lane. It stopped behind the last lling place. Then it backed up to
that lling place. It stopped. Then it took in petrol. After that, it left the lling
station.
3. Szenische Beschreibung aus Protagonistensicht I needed petrol. So I ente-
red the lling station. I saw that on the lower lling lane the second lling place
was occupied. On the upper lling lane, the second lling place was occupied,
too. I chose the upper lling lane and headed for the last lling place. Therefore,
I had to overtake the car standing on the second lling place. I changed to the
passing lane. I passed the car. Then I changed back to the lling lane. I stopped
behind the last lling place. So I had to back up to the last lling place. Finally,
I stopped on it. Then I took in petrol. After that, I left the lling station.
Am augenf

alligsten sind die Unterschiede der szenischen Beschreibung aus Protago-
nistensicht zu den anderen beiden Beschreibungen. Da der Protagonist Agent und
Erz

ahler in einem ist, beschreibt er seine pers

onlichen Wahrnehmungen

ublicherweise
in der ersten Person. Er kennt naturgem

a nur seine Sicht einer bestimmten Situati-
on. Daraus folgt, da er sein Verhalten detailliert begr

unden kann und wird.

Uber die
Hintergr

unde des Verhaltens anderer beteiligter Agenten kann er jedoch nur Vermu-
tungen treen. Der Protagonist wird geneigt sein, fremdes Verhalten zu beobachten, zu
beschreiben, zu bewerten, sein eigenes Handeln danach auszurichten und dementspre-
chend zu begr

unden und zu beschreiben. Szenische Beschreibungen aus Protagonisten-
sicht geben den Ablauf, wie bereits ausgef

uhrt, streng chronologisch wieder, unabh

angig
davon, ob der Erz

ahlzeitraum mit dem Ablaufzeitraum

ubereinstimmt oder nicht.
Letztgenanntes gilt auch f

ur szenische Beschreibungen aus Beobachtersicht (zweites
Beispiel). Beobachtet ein Beobachter mehr als einen Agenten, so ist er frei in der Be-
stimmung einer Untermenge dieser Agenten, die f

ur seine Beschreibung relevant sind.
Diese beschreibungsrelevanten Agenten werden im folgenden als Hauptakteure bezeich-
net. Es sei an dieser Stelle darauf hingewiesen, da es bei der szenischen Beschreibung
aus Protagonistensicht nur einen Hauptakteur gibt, der zudem auch noch x ist: der
Protagonist selber. Das Verhalten anderer Agenten spielt in einer solchen Beschreibung
zwar auch eine wesentliche Rolle, wird aber grunds

atzlich nur relativ zum Verhalten
des Hauptakteurs betrachtet.
Wird davon ausgegangen, da es sich um keinen zuf

alligen Beobachter handelt, so
wird die Wahl der Hauptakteure m

oglicherweise durch die Funktion des Beobachters
bestimmt. Wird der (maschinelle) Beobachter beispielsweise abstrakt als Teil einer
Verkehrsz

ahlungseinheit betrachtet, so sind all diejenigen Fahrzeuge, die auf einer be-
stimmten Strae in eine bestimmte Richtung fahren, Hauptakteure. Da der Beobach-
ter sich auerhalb des betrachteten Ablaufs bendet, d.h. selbst nicht in den Ablauf
eingreift, wird er geneigt sein, das Verhalten der beobachteten Agenten nach seinen
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eigenen Mast

aben zu bewerten, zu beschreiben und Mutmaungen

uber die weitere
Entwicklung des Ablaufs anzustellen, sofern seine Funktion dies erlaubt.
Der Berichterstatter in einem Bericht bendet sich ebenfalls auerhalb des Ablaufs,
mu diesen jedoch noch nicht einmal selbst beobachtet haben. Man denke beispiels-
weise an einen Polizeibericht

uber einen Unfall, der

ublicherweise von einem Polizisten
geschrieben wird, der den Hergang selbst nicht beobachtet hat. Stattdessen wird, um
bei diesem Beispiel zu bleiben, der Polizist sich durch Befragung von Zeugen (Beob-
achtern) und Protagonisten nachtr

aglich einen

Uberblick

uber den Ablauf verschaen.
Der Berichterstatter wird damit zum allwissenden Erz

ahler. `Allwissend' bedeutet da-
bei nicht, da der Berichterstatter letztendlich wirklich alle Hintergr

unde des Ablaufs
kennt. Vielmehr soll mit diesem Begri zum Ausdruck gebracht werden, da der Be-
richterstatter zu Beginn des Erz

ahlzeitraums den Verlauf des Ablaufs bereits kennt.
Er ist dadurch nicht gezwungen, den Bericht chronologisch aufzubauen. Ein gutes Bei-
spiel f

ur diese Freiheit des Berichterstatters ergibt sich aus folgendem Satz der oben
angegebenen ersten Beschreibung:
It headed for the last lling place.
Ein seine individuelle Wahrnehmung beschreibender Beobachter h

atte an dieser Stelle
der Beschreibung diese Aussage nicht treen k

onnen, da das beschriebene Ziel, das
Ansteuern eines bestimmten Tankplatzes, zum Erz

ahlzeitpunkt noch gar nicht zu er-
kennen gewesen sein d

urfte. Der `allwissende' Berichterstatter ist, dadurch da er den
Verlauf des Ablaufs bereits kennt, jedoch in der Lage, in seiner Beschreibung Vorgrie
auf kommende Teilabl

aufe vorzunehmen. Da der Berichterstatter sich vor der Abfas-
sung seines Berichts einen m

oglichst umfassenden

Uberblick

uber die Handlungsmotive
seiner Hauptakteure verschat haben d

urfte, wird sein Bericht sich haupts

achlich auf
diese Angaben st

utzen. Dies bedeutet, da ein Bericht im Gegensatz zu szenischen Be-
schreibungen m

oglichst wenig Mutmaungen und Wertungen des Erz

ahlers enthalten,
sondern sich durch ein gesteigertes Ma an `Sachlichkeit' auszeichnen wird. Grunds

atz-
lich ist der Berichterstatter,

ahnlich wie der seine individuelle Wahrnehmung beschrei-
bende Beobachter, frei in der Wahl seiner Hauptakteure. Allerdings d

urfte diese Wahl
durch den Zweck des Berichts und durch die Funktion des Berichterstatters beschr

ankt
werden.
2.3 Perspektivit

at
Der vorige Abschnitt hat gezeigt, da bei der nat

urlichsprachlichen Beschreibung von
Realweltszenen drei Erz

ahlstile zur Verf

ugung stehen. Dennoch ist es m

oglich, ein- und
denselben Ablauf auf mehr als drei Arten zu beschreiben. Diese Vielfalt ergibt sich aus
der Perspektive, mit der der Ablauf jeweils betrachtet wird.
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2.3.1 Ph

anomenologische Herangehensweise
Werden die Begrie `Standpunkt' und `Perspektive' genannt, wird der Leser diese Be-
grie vermutlich zuerst r

aumlich interpretieren. Im folgenden ist ein Beispiel f

ur eine
nat

urlichsprachliche

Auerung gegeben, die eine r

aumliche Relation enth

alt.
(1) Karlsruhe bendet sich s

udlich von Mannheim.
Diese

Auerung ist immer wahr, unabh

angig davon, wo sich der Urheber der

Auerung
r

aumlich bendet. Im Gegensatz dazu mu, um den Wahrheitswert des folgenden Satzes
bewerten zu k

onnen, der Standpunkt des

Auernden bekannt sein:
(2) Karlsruhe bendet sich hinter Mannheim.
Letztgenannter Satz impliziert also eine Perspektive. Der Begri der Perspektive soll
nun von dem Spezialfall der r

aumlichen Relationen auf allgemeinere nat

urlichsprach-
liche

Auerungen erweitert werden. Man betrachte dazu die folgenden beiden Bei-
spiels

atze:
(3) F

ur die CDU ist das Wahlergebnis ein toller Erfolg.
(4) Das Wahlergebnis ist ein toller Erfolg.
Analog zu (1) stellt auch (3) eine

Auerung dar, deren Wahrheitswert (weitestgehend)
unabh

angig von einer Perspektive bestimmt werden kann. Beispielsatz (4) hingegen
enth

alt, wie auch Aussage (2), eine pers

onliche Perspektive des

Auernden. Es l

at sich
feststellen, da

Auerungen mit perspektivischem Charakter einen mehr oder minder
bestimmten Standpunkt implizieren. Dies bedeutet zweierlei (vgl. [Canisius 87]):
1. Perspektivische

Auerungen sind nur aus der durch diesen Standpunkt bedingten
Perspektive richtig und angemessen.
2. Perspektivische

Auerungen erlauben umgekehrt R

uckschl

usse auf den pers

onli-
chen Standpunkt des

Auernden.
Im Gegensatz zu (2) ist in (4) der Begri der Perspektive lediglich eine Metapher,
da sich die Perspektive nicht r

aumlich, sondern lediglich `abstrakt' bestimmen l

at.
Die Einleitung von [Canisius 87] enth

alt einige interessante Ausf

uhrungen

uber den
metaphorischen Charakter des Begris Perspektive, die allerdings aufgrund ihres Um-
fangs und ihrer Ver

astelung in andere Themengebiete an dieser Stelle nicht wiederholt
werden. Zusammenfassend stellt der Autor fest, da die Basis der Metaphorik von
Standpunkt und Perspektive sich daraus zu ergeben scheint, da der Mensch dazu
neigt, erstens Abstraktes zu Gegenst

anden zu metaphorisieren, welche allgemein im-
mer (mindestens) zwei Seiten haben. Zweitens metaphorisiert der Mensch pers

onliche
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Einstellungen zu Sichtweisen, die dann, wie alles Sehen, drittens stets perspektivisch
sind. Die Perspektive nat

urlichsprachlicher

Auerungen besitzt im

ubrigen nur dann
Relevanz, wenn sich der Standpunkt des Urhebers der

Auerung von dem Standpunkt
des Adressaten der

Auerung unterscheidet. Fragt beispielsweise ein Autofahrer seinen
Beifahrer, ob Karlsruhe hinter Mannheim liege, so ist f

ur beide Personen die Frage
eindeutig zu beantworten. Die Perspektive spielt keine entscheidende Rolle, da die Per-
spektive beider Personen gleich ist. Relevant wird Perspektivit

at immer erst dann,
wenn sich der Standpunkt des

Auernden von demjenigen des Empf

angers der

Aue-
rung unterscheidet.
In den bisherigen Ausf

uhrungen wurden Beispiele f

ur unterschiedliche Perspektiven
gezeigt, die sich aus r

aumlichen Relationen oder aus Wertungen (z.B. in (4) das Wahl-
ergebnis als Erfolg oder Mierfolg) ergeben. Es gibt noch weitere Ansatzpunkte f

ur
Perspektiven. So gibt es zum einen die zeitliche Perspektive, wie sie durch folgende
S

atze verdeutlicht wird:
(5) The car was lled up with petrol. Then it left the pump.
(6) The car left the pump after it had been lled up with petrol.
Beide S

atze sagen inhaltlich das gleiche aus, unterscheiden sich jedoch in ihrem Refe-
renzzeitpunkt.
Desweiteren bewirkt die Festlegung der Hauptakteure eines zu beschreibenden Ablaufs
die Einnahme einer bestimmten Perspektive, wie folgende Beispiels

atze zeigen (aus
[Lindemann 87]):
(7) John hit Mary.
(8) John hit his wife.
(9) Mary's husband hit her.
Wenn man davon ausgeht, da in allen drei S

atzen vom gleichen Ehepaar John und
Mary die Rede ist, so sagen alle drei S

atze inhaltlich das gleiche aus. Unterschiedlich
ist jedoch jeweils die Perspektive. Steht in (8) mehr die Person `John' im Vordergrund,
so ist dies in (9) mehr die `Mary', w

ahrend in (7) beide Personen `gleichberechtigter'
erscheinen, also ein `neutralerer' Standpunkt gew

ahlt wurde.
Zusammenfassend l

at sich feststellen, da sich der Begri der Perspektive zumindest
aus unterschiedlichen r

aumlichen (1,2), zeitlichen (5,6), wertenden (3,4) und empathi-
schen (7-9) Standpunkten ergeben kann.
2.3.2 Logische Struktur der Perspektive
Haben wir uns bisher dem Begri der Perspektive lediglich ph

anomenologisch gen

ahert,
so soll jetzt versucht werden, diesen Begri seiner elementaren `logischen' Struktur
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"Das Gleiche"
C
A B
"Das Perspektivierende" "Der Kontrast"
Abbildung 2.1: Modell f

ur `Perspektive' (aus [Lindemann 87]). N

ahere Erl

auterungen
im Text.
nach in den Gri zu bekommen. [Lindemann 87] verwendet dazu das in Abbildung 2.1
gezeigte Modell. Dabei bezeichnet `das Gleiche' den tats

achlichen Ablauf, wie er sich
abgespielt hat. Das `Perspektivierende' ist eine sprachliche Ober

ache, die eine Varian-
te unter mehreren denkbaren, perspektivisch-versprachlichten Versionen `des Gleichen'
betrachtet. Diese sprachliche Ober

ache (A) ist durchsetzt mit Anzeigern, die (A)
als perspektivisch markieren. Einige solche Anzeiger wurden im vorangegangenen Ab-
schnitt dargestellt. Der Kontrast (B) ergibt sich aus (A). Er macht das Perspektivische
aus (A) erst deutlich, indem (B) perspektivische Alternativen zu (A) bestimmt. (C)
hingegen ist gegen

uber (A) und (B) neutral; (A) und (B) sind perspektivisch gepr

agte,
`rivalisierende' Darstellungen von (C), die dem Empf

anger einer perspektivischen

Aue-
rung die Konstitution von (C) erst erlauben.
2.3.3 Perspektive und Erz

ahlstil
Im vorangegangenen Abschnitt wurde festgestellt, da Perspektivit

at r

aumliche, zeit-
liche, empathische und wertende Anteile enth

alt. Diese Auassung von Perspektivit

at
wird nun auf die zuvor diskutierten drei m

oglichen Erz

ahlstile Bericht, szenische Be-
schreibung aus Protagonistensicht (SBP) und szenische Beschreibung aus Beobachter-
sicht (SBB) angepat.
2.3.3.1 Bericht
Wie bereits betont, ist es das Hauptcharakteristikum eines Berichtes, da er erst nach
dem Abschlu des zu beschreibenden Ablaufs angefertigt wird. Dies bedeutet, da
Umst

ande, die das Verhalten der Beteiligten beeinut haben k

onnten, gr

otenteils
bekannt sind. Berichte zeichnen sich folglich durch eine groe Sachlichkeit aus und
sind weitestgehend frei von Mutmaungen und Wertungen. Neutralit

at ist eine zwei-
te charakteristische Eigenschaft von Berichten. Ein Bericht stellt somit eine (stilvolle)
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Sammlung von beobachteten Tatsachen dar, die von einem allwissenden Erz

ahler vor-
gelegt wird. Im Idealfall sollten sich zwei Berichte, die zu demselben Ablauf erstellt
wurden, lediglich im Wortlaut, nicht jedoch in ihrem Inhalt wesentlich unterscheiden.
Daraus ergeben sich folgende Einschr

ankungen in der Wahl der Perspektive.
 Da in dem Bericht das Verhalten von Fahrzeugen, welche naturgem

a intrinsi-
sche Vorderseiten haben, in Straenverkehrsszenen geschildert werden soll, wird
grunds

atzlich eine r

aumlich intrinsische Perspektive gew

ahlt, und nur in Aus-
nahmef

allen eine r

aumlich deiktische Sichtweise.
 Der Berichterstatter ist, wie bereits zuvor betont, grunds

atzlich frei in der Wahl
der zeitlichen Perspektive.
 Grunds

atzlich ist der Berichterstatter in der Wahl seiner Hauptakteure, und da-
mit in seiner empathischen Perspektive, frei.
 Da ein Bericht neutral und sachlich verfat werden soll, sind Wertungen die
Ausnahme.
2.3.3.2 Szenische Beschreibung aus Beobachtersicht (SBB)
Szenische Beschreibungen schildern Abl

aufe inkrementell analog ihres zeitlichen Ver-
laufs und analog des Wissensstandes des Erz

ahlers. Im Gegensatz zum Berichterstat-
ter kann der erz

ahlende Beobachter bei dieser Beschreibungsweise nicht auf Wissen
zur

uckgreifen, das er erst im Nachhinein erschlossen haben k

onnte. Folglich kann er

uber Absichten der am Ablauf Beteiligten und

uber den weiteren Verlauf des Ablaufs
nur Mutmaungen anstellen. Dies bedeutet, da szenische Erz

ahlungen aus Beobach-
tersicht

ublicherweise ein hohes Ma an subjektiver Wahrnehmung und Beurteilung
durch den Beobachter enthalten. Dies ergibt folgende Beschr

ankungen in der Wahl der
Perspektive.
 Analog zur Vorgehensweise beim Bericht wird grunds

atzlich eine r

aumlich intrin-
sische Sichtweise gew

ahlt, und nur in Ausnahmef

allen eine deiktische Sichtweise.
 Die zeitliche Perspektive ist fest vorgegeben durch den Zwang zur streng chrono-
logischen Schilderung des Ablaufs.
 Wie der Berichterstatter ist auch der erz

ahlende Beobachter grunds

atzlich frei in
der Auswahl seiner Hauptakteure.
 Ein Beobachter beschreibt das Verhalten von Agenten zum Zeitpunkt der Beob-
achtung. Da er Ziele, Absichten und Motivation der Agenten nicht notwendiger-
weise kennt, ist er auf Mutmaungen und eigene Schlufolgerungen angewiesen.
Diese k

onnen individuellen Wertmast

aben unterliegen und sich somit von Be-
obachter zu Beobachter unterscheiden.
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2.3.3.3 Szenische Beschreibung aus Protagonistensicht (SBP)
Bei einer szenischen Beschreibung aus Protagonistensicht schildert ein unmittelbar Be-
teiligter seine pers

onliche Wahrnehmung des Ablaufs. Er stellt die Motive seiner Hand-
lung, seinen pers

onlichen Zustand, seine Absichten und seine Ziele dar. Desweiteren
schildert er die Umst

ande, die zu

Anderungen seines Zustands und seiner Handlungen
f

uhrten. Der Protagonist wei folglich mehr

uber die Hintergr

unde, die einen Ablauf
beeinuten, als ein unbeteiligter Beobachter. Allerdings kennt der Protagonist im Ge-
gensatz zum `allwissenden Erz

ahler' beim Bericht nur seine Sicht der Dinge, und nicht
diejenige der anderen Beteiligten. Somit wird die Protagonistenperspektive folgender-
maen eingeschr

ankt.
 Zur Festlegung der r

aumlichen Perspektive wird analog zu den anderen Erz

ahl-
stilen verfahren.
 F

ur die zeitliche Perspektive gelten dieselben Aussagen wie f

ur szenische Be-
schreibungen aus Beobachtersicht.
 Im Gegensatz zum Berichterstatter und zum erz

ahlenden Beobachter ist der Prot-
agonist nicht frei in der Wahl seiner Hauptakteure und damit in seiner empathi-
schen Perspektive. Einziger Hauptakteur ist hier der Protagonist selbst, der seine
pers

onliche Sicht der Dinge schildert. Andere Agenten werden nur relativ zum
eigenen Verhalten erw

ahnt.


Ahnlich wie beim Beobachter ist die Einsch

atzung einer Szene durch einen Prot-
agonisten abh

angig von den individuellen Wertmast

aben des Erz

ahlers.
2.4 Erz

ahlercharakteristiken
Wie bereits mehrfach betont, l

at sich ein und derselbe Ablauf auf vielerlei Arten
schildern. Will man Abl

aufe auf eine bestimmte Art beschreiben, so sind vier Entschei-
dungen zu treen.
1. Wahl des Erz

ahlstils: Bericht, szenische Beschreibung aus Protagonistensicht oder
szenische Beschreibung aus Beobachtersicht.
2. Festlegung der beschreibungsrelevanten Abl

aufe (z.B. im Diskursbereich Straen-
verkehr:

Uberholvorg

ange, Tankplatzbelegungen, m

ogliche Gefahrensituationen
etc.).
3. Festlegung der Hauptakteure.
4. Bestimmung der Erz

ahlercharakteristik.
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Wie bereits erw

ahnt, ist zu beachten, da bei der Wahl des Erz

ahlstils `szenische Be-
schreibung aus Protagonistensicht' der Protagonist als einziger Hauptakteur bereits
implizit feststeht. Auch ist zu erw

ahnen, da die Wahl der relevanten Abl

aufe und
der Hauptakteure voneinander abh

angen kann. Wird beispielsweise die Schilderung al-
ler

Uberholvorg

ange als Beschreibungsziel formuliert, so ergeben sich die Hauptakteure
der Beschreibung unmittelbar: Hauptakteure sind all diejenigen Fahrzeuge, die in einen

Uberholvorgang verwickelt waren. Tabelle 2.2 gibt alle erlaubten Kombinationen der
oben genannten Entscheidungsfaktoren an. Auf die Bedeutung der freien Erz

ahlercha-
rakteristiken soll an dieser Stelle noch genauer eingegangen werden. So wurden f

ur
szenische Beschreibungen in der Tabelle Wertmast

abe als freie Erz

ahlercharakteri-
stik angegeben. Dies bedeutet folgendes: Gegeben seien zwei verschiedene Erz

ahler, die
vom selben Beobachtungspunkt aus einen bestimmten Ablauf mit bestimmten Haupt-
akteuren beschreiben sollen. Obwohl somit die Ausgangsbedingungen nach der zweiten,
dritten und vierten Spalte der Tabelle identisch sind, ist zu erwarten, da sich die Be-
schreibungen, die die beiden Erz

ahler erzeugen, nicht nur im Wortlaut voneinander
unterscheiden. Diese Unterschiede resultieren aus verschiedenen Charakteristiken der
Erz

ahler. Diese spiegeln sich beispielsweise in unterschiedlichen Wertungen derselben
Abl

aufe wider, z.B. in Aussagen wie: Das Verhalten des entgegenkommenden Fahrzeu-
ges war verantwortungslos / mutig / v

ollig in Ordnung. Diese Wertungen sind
abh

angig von der Pers

onlichkeit des erz

ahlenden Protagonisten (Charakter, soziokul-
turelle Faktoren, Stimmungen etc.). Auch die Funktion und die pers

onliche Bindung
des Erz

ahlers fallen ins Gewicht. So bewertet ein und dieselbe Person den gleichen Ab-
lauf vermutlich anders, je nachdem ob sie als Polizist oder als Sensationsreporter einen
Unfall kommentiert (Einufaktor `Funktion'). Ebenso unterscheidet sich die Wertung
desselben Ablaufs durch dieselbe Person, wenn der Beobachter z.B. bei einem Unfall
lediglich Schaulustiger ist oder durch den Unfall eine geliebte Person verloren hat (Ein-
ufaktor `pers

onliche Bindung').
2.5 Nat

urlichsprachliche Anfragen
Aus Tabelle 2.2 ergeben sich zehn Formen nat

urlichsprachlicher Beschreibungen. Vor
Beginn der Beschreibungsgenerierung mu daher festgegelegt werden, welche dieser
zehn Varianten im Einzelfall vom Benutzer erw

unscht ist. Wie bereits mehrfach aus-
gef

uhrt, ist die nat

urliche Sprache f

ur den Menschen ein sehr intuitives Kommunika-
tionsmittel. Deshalb liegt es nahe, die gew

unschte Beschreibungsvariante durch eine
nat

urlichsprachliche Anfrage zu bestimmen. Tabelle 2.3 gibt f

ur jede Beschreibungsva-
riante aus Tabelle 2.2 eine korrespondierende nat

urlichsprachliche Anfrage an. Diese
Tabelle soll nicht implizieren, da vom Benutzer verlangt wird, Anfragen exakt in
den angegebenen Wortlauten zu formulieren. W

are man als Konstrukteur so restriktiv,
w

urde eine Men

uauswahl mehr Sinn machen als vom Benutzer die M

uhe abzuverlangen,
seine Auswahl auch noch textuell exakt anzugeben. Tabelle 2.3 soll lediglich folgendes
zeigen: Etabliert man ein solches Anfragesystem, so steht das System vor der Aufgabe,
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Nr. Erz

ahlstil Relevante
Abl

aufe
Hauptakteure Freie
Erz

ahler-
charakteristik
1 Bericht frei frei zeitlicher
Aufbau
2 frei gebunden dto.
3 gebunden frei dto.
4 gebunden gebunden dto.
5 Szenische
Beschreibung
aus Protago-
nistensicht
frei gebunden Wertmast

abe
6 gebunden gebunden dto.
7 Szenische
Beschreibung
aus Beobach-
tersicht
frei frei Wertmast

abe
8 frei gebunden dto.
9 gebunden frei dto.
10 gebunden gebunden dto.
Tabelle 2.2: Auistung aller erlaubten Konstellationen f

ur nat

urlichsprachliche Be-
schreibungen. Die verschiedenen Konstellationen sind nummeriert. Die Nummern ent-
sprechen denjenigen aus Tabelle 2.3. N

ahere Erl

auterungen im Text.
aus einer gegebenen Anfrage die ideale Beschreibungsvariante zu extrahieren. Dabei ist
zu erwarten, da Anfragen des Benutzers

ublicherweise zumindest in dem Sinne unter-
speziziert sein werden, da der optimale Erz

ahlstil des Antworttextes nicht explizit
ableitbar sein wird. Dem Benutzer wird egal sein, wie der Erz

ahlstil heit, in dem die
Antwort auf seine Anfrage formuliert wurde, solange die Antwort seine Anforderun-
gen an Klarheit und Zuverl

assigkeit erf

ullt. Das System steht jedoch vor der Aufgabe,
denjenigen Erz

ahlstil zu nden, der eben jene Anforderungen am besten erf

ullen kann.
Generell sind f

ur ein System zur Generierung nat

urlichsprachlicher Beschreibungen von
Straenverkehrsszenen durch Bildfolgenauswertung zwei Arbeitsszenarien denkbar.
 Ablaufbeschreibung: Bei der Ablaufbeschreibung stellt der Benutzer nat

urlich-
sprachliche Anfragen zur Auswertung einer gegebenen beobachteten Straenver-
kehrsszene. Das System analysiert die Anfrage und leitet aus ihr die einzelnen
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Nr. Korrespondierende Anfrage
1 Was ist in der Szene alles passiert?
2 In welche Abl

aufe waren die von mir ausgew

ahlten Agenten ver-
wickelt?
3 Inwieweit waren welche Agenten in die von mir ausgew

ahlten
Abl

aufe verwickelt?
4 Inwieweit waren die von mir ausgew

ahlten Agenten in die von mir
ausgew

ahlten Abl

aufe verwickelt?
5 Protagonist, wie hast du die Szene erlebt?
6 Protagonist, wie hast du die von mir ausgew

ahlten Abl

aufe erlebt?
7 Beobachter, welche Eindr

ucke hast du im Verlauf der Szene gesam-
melt?
8 Wie lassen sich die Abl

aufe chronologisch schildern, in die die von
mir ausgew

ahlten Agenten verwickelt waren?
9 Wie sind die von mir ausgew

ahlten Abl

aufe chronologisch verlau-
fen?
10 Wie sind die von mir ausgew

ahlten Abl

aufe chronologisch f

ur die
von mir ausgew

ahlten Agenten verlaufen?
Tabelle 2.3: F

ur jede Beschreibungsvariante aus Tabelle 2.2 ist eine korrespondierende
Anfrage angegeben.
Parameter ab, die die Perspektive bestimmen, mit Hilfe derer die Szene ausge-
wertet werden soll.
 Verkehrsszenenmassenauswertung: Hierbei wird vom Benutzer eine Perspek-
tive speziziert, mit Hilfe derer wechselnde Abl

aufe ausgewertet werden. Diese
feststehende Perspektive ist folglich fester Bestandteil der Systemspezikation
und mu nicht aus jeder Anfrage neu berechnet werden.
W

ahrend folglich bei der Ablaufbeschreibung der Ablauf fest ist und die Perspektive
wechselt, mit Hilfe derer der Ablauf betrachtet wird, steht bei der Verkehrsszenen-
massenauswertung die Perspektive fest und die Abl

aufe wechseln. Beide Alternativen
lassen sich in ein und demselben System verwirklichen.
 Bei der Verkehrsszenenmassenauswertung liegt ein fest denierter Erz

ahler vor.
Die inhaltlichen Schwerpunkte, auf die dieser Erz

ahler besonders abhebt, sind
durch die Spezikation fest vorgegeben. Gleiches gilt f

ur die Wertmast

abe, die
der Erz

ahler zur Beurteilung von Abl

aufen anlegt. Gleiches gilt auch f

ur den
Erz

ahltyp, in dem die zu generierenden nat

urlichsprachlichen Beschreibungen
formuliert werden. Ausgehend von der vorgegebenen Erz

ahlerspezikation werden
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Straenverkehrsszenen ausschlielich mit Hilfe der Perspektive ausgewertet, die
sich aus der Erz

ahlerspezikation eindeutig ableiten l

at.
 Bei der Ablaufbeschreibung ist der Erz

ahler nicht fest speziert, sondern deniert
sich durch jede Anfrage neu. Bei der Analyse der Anfrage werden die Parame-
ter bestimmt, die den Erz

ahler und damit dessen Perspektive beschreiben. Mit
Hilfe dieser Perspektive wird ein gegebener Ablauf analysiert. Kann durch die
Vagheit oder die Knappheit einer Anfrage die Perspektive nicht eindeutig fest-
gelegt werden, so mu das System Mechanismen vorsehen, die die unvollst

andi-
gen bzw. vagen Vorgaben zu einer konsistenten und pragmatischen Spezikati-
on vervollst

andigen (z.B. eigenst

andige Bestimmung des geeigneten Erz

ahlstils
durch das System). Ist die Perspektive ermittelt, so kann, analog zur Verkehrs-
szenenmassenauswertung beginnend bei der signalnahen Auswertung, prinzipiell
die Berechnung der Beschreibung angegangen werden. Da jedoch bei der Ablauf-
beschreibung mit immer neuen Anfragen bez

uglich derselben Szene zu rechnen
ist, erscheint es fraglich, ob es sinnvoll ist, die Berechnung bei jeder neuen An-
frage in der signalnahen Auswertung neu zu starten. Stattdessen erscheint es zu-
mindest als zweckm

aig, einen Grundstock an Auswertungsergebnissen in einer
Datenbank dauerhaft zu speichern, auf die im Bedarfsfalle bei weiteren Anfragen
zugegrien werden kann.
2.6 Systemaufbau
In den vorangegangenen Abschnitten wurde gezeigt, da f

ur jede Realweltszene mehr
als eine als zutreend zu erachtende nat

urlichsprachliche Beschreibung formulierbar ist.
Die Gemeinsamkeiten und Unterschiede verschiedener nat

urlichsprachlicher Beschrei-
bungen wurden herausgearbeitet. Ziel ist es nun, ein Bildfolgenauswertungssystem zu
entwerfen, das im Prinzip alle Arten nat

urlichsprachlicher Beschreibungen extrahieren
kann. Abbildung 2.2 zeigt einen solchen Systementwurf als Skizze.
Der Benutzer stellt eine (zum jetzigen Stand noch nicht nat

urlichsprachlich, sondern
durch Angabe relevanter Parameter formulierte) Anfrage an das System. Die nat

urlich-
sprachliche Schicht analysiert diese Anfrage und bestimmt daraus die Parameter zur
perspektivischen Inhaltssynthese (Zier `1' in Abbildung 2.2). L

at die Anfrage auf
eine Verkehrsszenenmassenauswertung schlieen, so werden diese Parameter aus einer
vorgegebenen Spezikation abgeleitet. Andernfalls ergeben sich die Parameter aus der
Anfrage selbst, wobei zur Charakterisierung des Erz

ahlers auf ein Erz

ahlermodell zu-
gegrien wird. Der ermittelte Parametersatz, der den Erz

ahlerstandpunkt beschreibt,
wird an die begriiche Schicht weitergeleitet. F

ur jeden Hauptakteur wird eine Situa-
tionsanalyse durchgef

uhrt. Bei der Perspektivierung werden aus der in der Situations-
analyse ermittelten Situationsfolge eine perspektivische Beschreibung berechnet (Zier
`2'). Dazu wird ein Perspektivierungsbaum verwendet, der von dem Programm Mal-
colm aus dem gegebenen Situationsgraphenbaum abgeleitet wird. Die perspektivische
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Beschreibung wird in die Faktendatenbank aufgenommen und an die nat

urlichsprach-
liche Schicht

ubergeben. Dort erfolgt deren Transformation in eine Diskursrepr

asen-
tationsstruktur (DRS, [Kamp&Reyle 93]), welche die Datenmenge unter semantischen
Gesichtspunkten analysiert und interpretiert. In dieser Schicht sollen die stilistischen
Entscheidungen zur Texterzeugung getroen und die nat

urlichsprachliche Beschreibung
erzeugt werden (4).
Zwei Umst

ande sind denkbar, die dieses Szenario im Einzelfall vereinfachen. Zum einen
kann bei der Anfrageanalyse gepr

uft werden, ob die zur Beantwortung der Anfrage
relevante Information bereits aufgrund fr

uherer Anfragebearbeitungen Inhalt der se-
mantischen Repr

asentation in der nat

urlichsprachlichen Schicht ist (6). In diesem Falle
kann die Antwort direkt aus dieser internen Repr

asentation generiert werden, ohne
da auf die begriiche Auswertungsstufe zur

uckgegrien werden m

ute. Zum anderen
ist denkbar, da die zur Beantwortung der Anfrage relevante Information zwar nicht
Bestandteil der internen Repr

asentation in der nat

urlichsprachlichen Schicht, jedoch
bereits Bestandteil der Faktendatenbank der begriichen Schicht ist (5). In diesem
Falle ist eine erneute Situationsanalyse

uber

ussig, weil die Antwort bereits generiert
werden kann, indem die schon vorhandenen Fakten in der Faktendatenbank an die
nat

urlichsprachliche Schicht weitergereicht werden.
Die Situationsanalyse in der begriichen Schicht erfolgt anhand einer primitiv-begri-
lichen Beschreibung, die bereits a-priori aus der geometrischen Szenenbeschreibung
der signalnahen Auswertungsschicht abgeleitet wird (7). Nat

urlich ist es denkbar,
diese primitiv-begriiche Beschreibung nicht komplett, sondern nur in dem Umfang
zu berechnen, wie es eine gegebene Anfrage verlangt. Ebenso ist denkbar, da je-
de einzelne Anfrage die signalnahe Auswertung anst

ot, so da Fahrzeuge nur im
Bedarfsfalle verfolgt werden. Dieser Ansatz ist jedoch nicht Gegenstand der vorlie-
genden Arbeit und des in Abbildung 2.2 gezeigten Systementwurfs. Stattdessen wird
aus Gr

unden der vorl

augen Problemvereinfachung bei der Anfragebearbeitung auf ei-
ne bereits vollst

andig vorhandene, aber nichtsdestoweniger auf Realdaten basierende
primitiv-begriiche Beschreibung zugegrien.
2.7 Geometrische Systemschicht
Die begriiche und die nat

urlichsprachliche Schicht (siehe Abbildung 2.2) werden in
den folgenden beiden Kapiteln realisiert. In dem vorliegenden Abschnitt wird die geo-
metrische Systemschicht vorgestellt, die Ausgangspunkt der vorliegenden Arbeit ist
([Koller et al. 93], [Kollnig&Nagel 97], [Haag 98], [Haag&Nagel 98a], [Haag&Nagel 99]).
[Nagel 77] enth

alt erste Ans

atze zur Implementierung eines Systems zur Auswertung
von Bildfolgen, die mit einer station

aren Schwarz/Wei-Kamera aufgenommen wurden.
[Nagel 81] liefert einen

Uberblick

uber Anwendungsgebiete, grundlegende Probleme
und Aufgaben der signalnahen Bildauswertung sowie die Vorstellung und den Ver-
gleich unterschiedlicher L

osungsans

atze und Auswertungstechniken. Durch Rasterung
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der Bildebene und Quantisierung der Grauwerte eines zweidimensionalen Grauwertver-
laufs l

at sich ein digitales Bild erzeugen. Durch Diskretisierung der Zeitachse derart,
da zu jedem Punkt des Zeitrasters (`Zeitpunkt') ein digitales Bild erfat wird, l

at
sich die zeitliche

Anderung von Grauwerten erfassen. Auf diese Weise entsteht eine
zeitliche Bildfolge.
Die geometrische Schicht berechnet eine geometrische Zustandssch

atzung f

ur alle rele-
vanten Objekte der Szene und f

ur jeden Halbbildzeitpunkt. Dabei werden statische Sze-
nenkomponenten wie Fahrbahnen und Straenverkehrsschilder explizit modelliert. Die
geometrische Beschreibung des Verhaltens von Fahrzeugen wird automatisch gesch

atzt.
Die Verfolgung sich bewegender Objekte wird automatisch initialisiert durch die Seg-
mentierung optischer Flufelder und durch die Einbeziehung von Wissen

uber die Ka-
meraposition sowie die Straenf

uhrung. Das Wissen um die Kamera wird benutzt, um
die segmentierten und in einer Ballung zusammengefaten optischen Fluvektoren (Ob-
jektbildkandidaten genannt) in den Szenenbereich zu projizieren. Bei der Transformati-
on vom Bild- in den Szenenbereich werden zu den Objektbildkandidaten (zur Zeit im-
mer noch interaktiv) Straenverkehrsfahrzeuge bestimmten Typs assoziiert, welche als
Objektkandidaten verfolgt werden. Der Verfolgungsproze selbst besteht aus zwei Un-
terprozessen, welche beide auf Kalman-Filterung beruhen: Ein Aktualisierungsschritt
basierend auf einem aktuellen Bild und ein Pr

adiktionsschritt f

ur das nachfolgende
Bild. F

ur den Aktualisierungsschritt, der den Zustandsvektor des Objektkandidaten
iterativ an die Bildbereichshinweise angleicht, werden verschiedene Techniken benutzt,
die den Gebrauch von Kantenelementen und Optischen-Flu-Vektoren kombinieren.
F

ur den Pr

adiktionsschritt wird ein Bewegungsmodell verwendet, womit die zu erwar-
tende Position des Fahrzeugs im n

achsten Halbbild bestimmt wird. Die geometrische
Zustandssch

atzung besteht aus den gesch

atzten (x,y)-Positionen des Fahrzeugs auf
der Fahrbahnebene der Szene, aus seiner Orientierung, seiner Geschwindigkeit und
seiner Winkelgeschwindigkeit. Zu diesen Trajektoriendaten werden unscharfe Attri-
bute assoziiert. Zum Beispiel kann man von der gesch

atzten Geschwindigkeit durch
die Assoziierung von Begrien wie langsam, normal oder schnell abstrahieren, wobei
ein Zusicherungsgrad angegeben wird, der aussagt, wie gut ein bestimmter Begri zu
der geometrischen Sch

atzung pat. In

ahnlicher Weise kann man begriich von der
gesch

atzten Orientierung abstrahieren und die gesch

atzte Fahrzeugposition zur As-
soziierung r

aumlicher Relationen bez

uglich des Fahrbahnmodells verwenden. Da die
begriichen Beschreibungen, wie bereits ausgef

uhrt, einen Zusicherungsgrad und ein
G

ultigkeitszeitintervall beinhalten, k

onnen Beschreibungen in dieser Notation als Men-
ge unscharfer metrisch-temporaler Logikfakten aufgefat werden.
[Heinze et al. 91] liefert einen ersten Ansatz zur Berechnung begriicher Attribute
aus Trajektoriendaten. [Kollnig&Nagel 93] berechnen begriiche Beschreibungen f

ur in
Bildfolgen beobachtete Geschehen. Dabei beschreibt ein Geschehen einen elementaren
Ablauf im Sekundenbereich. Geschehen werden mit Bewegungsverben oder Verbalphra-
sen beschrieben. [Damm 93]

ubertr

agt die Geschehensdenition, die auf deutschspra-
chigen Bewegungsverben und Verbalphrasen basiert, in eine englischsprachige Begris-
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welt. Geschehen lassen sich im Hinblick auf m

ogliche Bezugsobjekte in Agensgesche-
hen, Fahrbahn-, Objekt- und Ortsgeschehen unterteilen. [Gerber&Nagel 96a] untertei-
len Agensgeschehen in weitere Unterklassen und verkn

upfen diese Klassikation mit
einem heuristischen Verfahren zur Ableitung komplexerer Beschreibungen. [Damm 94]
erweitert die Geschehensdenition um typische Geschehen, die sich an einer Tankstelle
beobachten lassen (Tankstellengeschehen). [M

uck 94] entwirft zum einen eine geome-
trische Beschreibung von innerst

adtischen Straenkreuzungen, zum anderen tr

agt er
aus entsprechender Fachliteratur die verkehrswissenschaftlichen Begrie zusammen,
die zum Aufbau einer begriichen Beschreibung solcher Kreuzungen erforderlich sind.
Die Zusammenh

ange zwischen diesen einzelnen Begrien stellt dieser Autor anhand
von Begrisgraphen durch Aggregations- und Generalisierungsbeziehungen dar. Dabei
korrespondieren das geometrische und das begriiche Modell in wichtigen Komponen-
ten. [Fautz 96] verkn

upft die geometrische und die begriiche Beschreibung, indem er
im ersten Schritt Fahrbahnobjekte anhand von Bildbereichsmerkmalen erkennt. Die-
se Fahrbahnobjekte werden als atomar, d.h. nicht weiter untergliederbar betrachtet,
und durch R

uckgri auf das begriiche Modell zu komplexeren Strukturen aggregiert.
Damit ist die Voraussetzung geschaen, um Kenntnis

uber die Semantik bestimmter
Fahrbahnteile in der Szene zu erlangen, und diese Kenntnis f

ur die Beschreibung des
Verhaltens eines Fahrzeuges, das sich auf besagtem Fahrbahnteil bewegt, zu nutzen.
[Damm 94] erstellt, basierend auf [Nagel 91], ein begriiches Fahrbahnmodell f

ur ei-
ne Tankstelle. Die begriiche Beschreibung der Fahrbahn stimmt in ihrer Notation
mit der begriichen Beschreibung von Fahrzeugverhalten

uberein und kann deshalb
ebenfalls als Menge unscharf metrisch-temporaler Logikfakten aufgefat werden.
Zur erfolgreichen Verfolgung von Fahrzeugen auch unter erschwerten Auswertungsbe-
dingungen, wurde das System u.a. um Ans

atze erweitert, die die explizite Modellierung
von Verdeckungen erlauben ([Frank 95], [Frank et al. 96], [Haag et al. 97]). Die Auto-
ren erweitern die begriiche Schicht um eine Terminologie zur Beschreibung von Ver-
deckungen. [Pernozzoli 96] nutzt diese zur Ableitung entsprechender nat

urlichsprachli-
cher Beschreibungen. [Schwarz 97] erweitert den Verfolgungsansatz auf mehrgliederige
Fahrzeuge. [Stockmar 99] untersucht zur Ezienzsteigerung M

oglichkeiten zur Paral-
lelverarbeitung bei der Bildauswertung.
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Kapitel 3
Begriiche Abstraktion
Die begriiche Schicht verwaltet die Faktendatenbank und abstrahiert, im Rahmen
dieser Arbeit zum Zwecke der Generierung einer aussagekr

aftigen und gut struktu-
rierten nat

urlichsprachlichen Beschreibung, begriiche Primitiven zu komplexeren be-
griichen Beschreibungen. S

amtliche Abstraktionsschritte werden durch unscharfe,
metrisch-temporale Logikprogramme realisiert (FMTL, [Sch

afer 96]). Die von diesem
Autor entwickelte Logiksprache F-Limette wird im n

achsten Abschnitt vorgestellt. Dar-
auolgend wird erl

autert, wie diese Sprache zur Abstraktion der auf der geometrischen
Ebene extrahierten primitiv-begriichen Zustandssch

atzung eingesetzt wird.
3.1 Literatur

uberblick
[Neumann&Novak 86] verwenden in ihrem System NAOS eine begriiche Hierarchie
von Ereignissen und repr

asentieren Wissen

uber relevante Ver

anderungen in einer Sze-
ne durch generische Ereignismodelle. Damit sollen in der (synthetisch erzeugten) geo-
metrischen Szenenbeschreibung vorliegende Daten mit qualitativen, begriichen Be-
schreibungsformen assoziiert werden. Diese Vorgehensweise ist wie folgt zu kritisie-
ren (vgl. [Nagel 88]). Die Arbeitshypothese, da Ereignisse hierarchisch deniert wer-
den k

onnen, ist praktisch nicht umsetzbar. Beispielsweise l

at sich `Rennen' nicht als
`Gehen im oberen Geschwindigkeitsbereich' beschreiben, da das Gehen eines Sportlers
durchaus schneller sein kann als das Rennen eines alten Mannes. Zur Abgrenzung von
Gehen und Rennen ist deshalb eine Gangartenerkennung unter R

uckgri auf entspre-
chendes Modellwissen erforderlich. Dies zeigt, da zur Erzeugung nat

urlichsprachlicher
Beschreibungen Wissen

uber die jeweils einsetzbare Terminologie vorhanden sein mu.
Dieses Wissen einzubringen, erscheint zumindest schwierig, wenn unmittelbar aus einer
rein geometrischen eine nat

urlichsprachliche Szenenbeschreibung abgeleitet werden soll.
Zum anderen f

allt negativ in Betracht, da die Systemleistung von NAOS aufgrund der
F

ulle erforderlicher Bildauswertungsdaten nur an synthetischen Daten getestet werden
konnte, so da viele Probleme der `realen Welt' dort keine angemessene Ber

ucksichti-
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Tabelle 3.1: Resultierender Wahrheitswert einer Unscharfen-Logik-Operation , welche
zwei Formeln F
1
, F
2
mit zugeh

origen Wahrheitswerten }
1
, }
2
verkn

upft, unterschieden
nach schwacher (w), mittlerer (m) und starker (s) Semantik.
gung nden k

onnen.
Die in [Huang et al. 94], [Howarth&Buxton 98] und [Intille 98] beschriebenen Syste-
me besitzen eine Auswertungsstufe, die mit der begriichen Schicht der vorliegenden
Arbeit vergleichbar ist. Alle drei verwenden Bayes'sche Wahrscheinlichkeitsnetzwer-
ke ([Pearl 88], [Charniak 91]), um Realwelt-Straenverkehrsszenen bzw. Fuballspiel-
szenen zu interpretieren. In [Huang et al. 94] wird zu jedem erkannten Fahrzeug ein
Wahrscheinlichkeitsnetzwerk assoziiert, welches Knoten enth

alt, die zu bestimmten
Sensordaten korrespondieren, und Knoten, welche zu Beschreibungen korrespondie-
ren, die aus diesen Daten abgeleitet wurden. Das Wissen

uber den Diskursbereich
geht als Wahrscheinlichkeitswerte, welche mit jedem Knoten assoziiert werden, in das
Netzwerk ein. Diese Wahrscheinlichkeitswerte k

onnen gelernt werden, sofern ein ausrei-
chend groer Trainingsdatensatz vorhanden ist. Die Verwendung Bayes'scher Netzwerke
f

ordert nicht die intuitive Repr

asentation von Wissen. Die Inspektion und Erweiterung
eines solchen Netzwerkes ist besonders im Fehlerfalle aufgrund der verwobenen stocha-
stischen Abh

angigkeiten sehr schwierig. Die Performanz des Netzwerkes ist zum einen
von der Wahl der Wahrscheinlichkeitswerte abh

angig, f

ur deren gezielte Festlegung in
der Regel keine fundierte Theorie vorhanden ist. Die Ezienz der Auspr

agung eines
Bayes'schen Netzwerkes h

angt andererseits stark von der Struktur desselben ab, so
da die Netzwerke oft nicht ausschlielich nach Vorgaben strukturiert werden, die sich
aus der `realen Welt' ergeben, sondern `diskursbereichsfremde' Ezienz

uberlegungen
bei der Strukturierung Einu nehmen. Die Zweckm

aigkeit bayes'scher Verfahren zur
L

osung praktischer Probleme ist in der Fachwelt umstritten ([Hearst 97]).
Diesen Nachteilen wird in der vorliegenden Arbeit mit der Bereitstellung eines be-
griichen, hierarchischen, inkrementellen und logikbasierten Formalismus zu begegnen
versucht.
3.2 Unscharf metrisch temporale Logik
Logik geniet als Mittel zur Wissensrepr

asentation und Inferenz weitverbreitete Ak-
zeptanz. Viele g

angige Repr

asentationsformalismen lassen sich beispielsweise auf die
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LIMETTE-Ausdruck korrespondierende FMTL-Formel
Faktum  j t
1
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2
! Rel: #
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2
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1
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2
]
Rel
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1
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2
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1
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2
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
2
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1
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2
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1
 Rel
2
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Anfrage  j t
1
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2
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
3
[t
1
;t
2
]
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Tabelle 3.2: Allgemeiner Aufbau von Fakten, Regeln und Anfragen in F-Limette und
dazu korrespondierende FMTL-Formel. Zusicherungsgrade werden mit  bezeichnet, t
1
und t
2
bezeichnen Zeitpunkte und Rel Relationen.
Pr

adikatenlogik erster Stufe (PL1) zur

uckf

uhren. [Sch

afer 96] erweitert die PL1 schritt-
weise um eine zeitliche und eine unscharfe Komponente. Zeitliches Schlufolgern ist
im Rahmen der vorliegenden Arbeit deswegen erforderlich, weil durch Bildfolgenaus-
wertung gewonnene Aussagen in der Regel nur f

ur bestimmte Zeitintervalle oder gar
einzelne Zeitpunkte (Halbbildnummern) g

ultig sind. Da zum einen die Signalerfassung
stochastischen Ein

ussen unterliegt, die Assoziation begriicher Beschreibungen zu
geometrischen Daten zum anderen unscharf erfolgt und nat

urlichsprachliche Begrie
generell einer gewissen Vagheit unterliegen, mu der Abstraktionsformalismus ebenso
unscharfes Schlufolgern auf der Basis nicht v

ollig unwahrer oder wahrer begriicher
Aussagen vorsehen. Dies wird durch die FMTL ebenfalls gew

ahrleistet.
Temporale Logik generalisiert die Pr

adikatenlogik durch die Hinzunahme von Zeit-
punktmengen und der Denition einer partiellen Ordnung bez

uglich dieser Mengen,
wodurch die Wahrheitswerte einer Formel im Verlauf der Zeit variieren k

onnen. Me-
trisch temporale Logik basiert auf einer linearen, diskreten Zeitstruktur, n

amlich derje-
nigen der ganzen Zahlen. In unserer Arbeit entspricht die betrachtete Zeitpunktmenge
der Menge der Halbbildnummern der Videobilddaten. [Sch

afer 96] nutzt die metrisch
temporale Logik MTL ([Broszka 94]), in welcher zwei temporale Logikoperatoren (2
a;e
bzw. 3
a;e
) zur Denotation der universellen bzw. existentiellen G

ultigkeit von Formeln
innerhalb betrachteter Zeitpunktmengen eingef

uhrt werden. Um die eziente Behand-
lung von Regeln und Anfragen der MTL zu erm

oglichen, schr

ankt [Sch

afer 96] sie auf
ihr hornlogisches Fragment MTHL ein. Er erweitert den Tableaukalk

ul TAB f

ur das
hornlogische Fragment der PL1 zu einem Tableaukalk

ul der MTHL und weist die Kor-
rektheit und Vollst

andigkeit dieses Kalk

uls nach.
Unscharfe Logik generalisiert die Pr

adikatenlogik durch die Zulassung von reellwerti-
gen Wahrheitswerten im geschlossenen Intervall [0,1]  IR. Demzufolge werden durch
die vier Logikoperationen Subjunktion, Konjunktion, Disjunktion und Negation eben-
falls reellwertige Wahrheitswerte ermittelt. Tabelle 3.1 zeigt jeweils drei m

ogliche Se-
mantiken (schwach (w), mittel (m) und stark (s)) bez

uglich der drei erstgenannten
Logikoperatoren. Die beiden einstelligen Logikoperatoren #

bzw. "

repr

asentieren
Abschw

achung bzw. Intensivierung eines Zusicherungsgrads. [Sch

afer 96] nutzt die un-
scharfe Logik FL1, deren Ausdr

ucke er wiederum auf ihr hornlogisches Fragment FHL
einschr

ankt. Er erweitert TAB nun auch zu einem Tableaukalk

ul der FHL und weist
46
abermals die Korrektheit und die Vollst

andigkeit des so entstandenen Kalk

uls nach.
Im n

achsten Schritt vereinigt dieser Autor die Eigenschaften der MTHL und der FHL
zur unscharf metrisch temporalen Hornlogik FMTHL. Seine Logikprogrammiersprache
F-Limette operationalisiert den Kalk

ul TAB der FMTHL. Somit ist keine R

ucktransfor-
mation der FMTHL-Programms nach PROLOG erforderlich, wodurch die dynamische
Ver

anderung eines Logikprogramms w

ahrend seiner Ausf

uhrung erm

oglicht wird.
Die in der begriichen Schicht vorgenommenen Berechnungen basieren auf der FMT-
HL. Logikprogramme bestehen im allgemeinen aus Regeln, anhand derer zugeh

orige
Anfragen bearbeitet werden. Eine Regel gibt f

ur ein Pr

adikat p (den Kopf der Regel)
eine Bedingung an, aus deren G

ultigkeit oder Ung

ultigkeit die G

ultigkeit bzw. Ung

ultig-
keit von p abzuleiten ist. Eine solche - als Logikformel formulierte - Bedingung wird
als Rumpf der Regel bezeichnet. Ein Pr

adikat p kann zugleich Kopf mehrerer Regeln
sein. Liegt eine Anfrage an das Logiksystem vor, so versucht dieses, anhand der vorge-
gebenen Regeln eine Substitution (Variablenbelegung) zu nden, durch welche sich die
G

ultigkeit der Anfrage ergibt. Dabei werden rekursiv f

ur jedes abzuleitende Pr

adikat
der Anfrage die R

umpfe aller Regeln, die dieses Pr

adikat als Kopf enthalten, auf ihre
Ableitbarkeit hin

uberpr

uft. Tabelle 3.2 gibt den allgemeinen Aufbau von Ausdr

ucken
in F-Limette und dazu korrespondierende FMTL-Formeln an. Fakten und Regeln wer-
den generell universell quantiziert, w

ahrend Anfragen existentiell quantiziert werden.
Wird in einem F-Limette-Ausdruck der Zusicherungsgrad  weggelassen, so wird stets
absolute G

ultigkeit vorausgesetzt. F

ur zeitlich unbeschr

ankt g

ultige Ausdr

ucke werden
als G

ultigkeitsgrenzen  i (Innity) bzw. +i verwendet.
Mit Hilfe der FMTHL wird das Wissen aus verschiedenen Wissensquellen mit den
Bildfolgenauswertungsergebnissen als begriiche Zustandssch

atzung in Form von Re-
geln und Fakten vereint. F-Limette erm

oglicht die Wahl zwischen mehreren Inferenz-
strategien. Die Suchstrategie Tiefensuche w

ahlt unter mehreren Alternativen eine aus
und verfolgt diese so lange, bis sie zum Ziel f

uhrt oder scheitert. Erst dann wird ei-
ne andere Alternative behandelt. Bei der Breitensuche werden mehrere Alternativen
im Zeitmultiplex verfolgt, indem diese abwechselnd schrittweise vorangebracht werden.
Diese Strategie ist aufwendiger als die Tiefensuche, gew

ahrleistet aber, da keine Pfa-
de, die zu einer erfolgreichen Suche f

uhren w

urden, unbearbeitet gelassen werden. Die
B

undelsuche realisiert eine Breitensuche, wobei der Suchraum durch Heuristiken ein-
geschr

ankt wird.

Uberschreitet die Anzahl der zu verfolgenden Pfade einen gewissen
Schwellwert, so wird die Zahl der weiterhin zu untersuchenden Pfade reduziert. Dabei
wird jedem Pfad ein G

utewert zugeordnet, wobei Pfade mit hoher G

ute bevorzugt wer-
den. [Sch

afer 96] gibt vier Heuristiken f

ur die Pfadentscheidung bei einer B

undelsuche
an und erlaubt zudem die Einf

uhrung weiterer, benutzerdenierter, Heuristiken.
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Abbildung 3.1: Allgemeiner Aufbau eines Situationsgraphenbaums. Die Knoten ent-
halten Situationsbeschreibungen, welche aus einem Situationsnamen und einem Zu-
standsschema bestehen. Die d

unnen gerichteten Kanten geben Nachfolgebeziehungen
zwischen Situationen derselben Hierarchiestufe an, wobei die neben den Kanten stehen-
den Zahlen deren Priorit

aten bezeichnen (`1' entspricht hoher Priorit

at). Dicke gerich-
tete Kanten markieren Spezialisierungen zwischen Situationen. N

ahere Erl

auterungen
im Text.
3.3 Situationsanalyse
Die Situationsanalyse besch

aftigt sich mit der Bestimmung von Situationen hand-
lungsf

ahiger Individuen (Agenten) in einer Szene abh

angig vom eigenen Zustand des
Individuums und vom Zustand seiner Umgebung. [Nagel 88] f

uhrt den Begri Situa-
tion als begriiche Einheit zur Wissensrepr

asentation ein, durch welchen nicht nur
Bewegungszust

ande, sondern auch zielgerichtete Aspekte (Absichten) beschrieben wer-
den k

onnen. Generisch beschriebene Situationen repr

asentieren zeitliche, r

aumliche und
zielgerichtete Aspekte einer Szene.
[Kr

uger 91] verwendet Situationsgraphenb

aume zur Darstellung von Situationen. Ab-
bildung 3.1 zeigt den allgemeinen Aufbau eines Situationsgraphenbaums.
 Eine Situationsbeschreibung besteht aus mehreren Komponenten:
{ Die Situation wird anhand ihres Situationsnamens benannt.
48
{ Das Zustandsschema beschreibt in generischer Form einen Zustand, den es
im Rahmen eines Interpretationsprozesses auszupr

agen gilt.
{ Das Handlungsschema enth

alt mit der Situation assoziierte Handlungen des
Agenten oder Handlungserwartungen. Ist eine Situation vollst

andig spe-
zialisiert, werden die in der zugeh

origen Situationsbeschreibung denierten
Handlungen ausgef

uhrt (nichtinkrementelle Handlungsausf

uhrung). Zus

atz-
lich kann verf

ugt werden, da auch Handlungen hierarchisch

ubergeordne-
ter Situationen (siehe unten) ausgef

uhrt werden (inkrementelle Handlungs-
ausf

uhrung).
{ Eine Situationsbeschreibung enth

alt zudem eine nach Priorit

at geordnete
Liste m

oglicher Nachfolgesituationen der Situation.
 Ein Situationsgraph enth

alt als Knoten Situationsbeschreibungen. Die Liste der
m

oglichen Nachfolgesituationen bildet die gerichteten Kanten dieses Graphen und
benennt m

ogliche Pr

adiktionsbeziehungen von einem Zeitpunkt t zu einer Nach-
folgesituation zum Zeitpunkt t+ 1.
 Situationen k

onnen zu untergeordneten Situationen spezialisiert werden. Gerich-
tete Spezialisierungskanten verbinden eine Situation h

oherer Hierarchiestufe mit
einem untergeordneten Situationsgraphen. Auf diese Weise entsteht ein hierar-
chischer Situationsgraphenbaum. Speziellere Situationen erben die generischen
Zustands- und Handlungsschemata ihrer

ubergeordneten Situationen.
[Kr

uger 91] beschreibt Zustands- und Handlungsschemata anhand von Begrisgraphen
([Sowa 84]). Dabei handelt es sich um bipartite Graphen mit Individuen- und Relations-
knoten. Relationsknoten spezizieren Relationen zwischen den in den Individuenkno-
ten repr

asentierten Individuen. Begrisgraphen lassen sich in pr

adikatenlogische Aus-
dr

ucke

uberf

uhren. Der Vorteil des Begrisgraphenformalismus liegt vor allem in der
M

oglichkeit zur graschen Veranschaulichung komplexer relationaler Zusammenh

ange.
Das Programm Sitra ([Kr

uger 91]) stellt die Implementierung des vorangehend be-
schriebenen Ansatzes dar. [Sch

afer 96] erkennt einige Nachteile, die sich aus dem pro-
zeduralen Ansatz von [Kr

uger 91] ergeben, im Einzelnen:
 Die von [Kr

uger 91] gew

ahlten Relationen beruhen allein auf einer zweiwertigen
Logik und ber

ucksichtigen somit keine unscharfen Beschreibungen.
 Eine einmal erfolgte Generalisierung einer Situation erm

oglicht nicht die bevorzug-
te R

uckkehr zur spezielleren Situation bei deren wiedererlangten Auspr

agbarkeit.
 Durch die nichtrevidierbare Auswahl einer Situation kann die Traversierung leicht
fehlgeleitet werden.
 Durch die - im allgemeinen starke -

Uberabtastung der Zustandserfassung bei der
Situationsanalyse in der Bildfolgenauswertung werden zudem die auspr

agbaren
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Pfade l

anger und die Situationsanalyse selbst inezient. Diese

Uberabtastung er-
gibt sich dadurch, da die Zeitskala der Beobachtungen mit den Bildnummern der
zeitdiskreten Bildfolge gleichgesetzt wird. Als Konsequenz m

ussen Situationen
des Situationsgraphen als m

ogliche Nachfolgesituation zu sich selbst modelliert
werden. Jede Situation kann dann beliebig lange ausgepr

agt werden. Umgekehrt
erfordert die Auspr

agbarkeit einer Nachfolgesituation bereits f

ur einen einzigen
isolierten Zeitpunkt die Ber

ucksichtigung dieser Pr

adiktion.
[Zeier 99] vergleicht verschiedene Ans

atze zur Situationsbeschreibung und entwirft ei-
gene Situationsschemata zur Beschreibung von Situationsfolgen. [Sch

afer 96]

ubertr

agt
den prozeduralen Ansatz von [Kr

uger 91] auf einen logikbasierten Ansatz. Er beschreibt
Situationsgraphenb

aume fortan mit der von ihm entwickelten Situationsbeschreibungs-
sprache SIT++. In der Sprache SIT++ kodierte Situationsgraphenb

aume lassen sich
unmittelbar in Programme der Sprache F-Limette

ubersetzen. Das Zustandsschema
einer Situation wird fortan mit konjunktiven Verkn

upfungen unscharf metrisch tempo-
raler Logikpr

adikate beschrieben, welche zur erfolgreichen Assoziation eines betrachte-
ten Individuums zu einer Situation anhand entsprechender Fakten ausgepr

agt werden
m

ussen. Die Traversierung eines Situationsgraphenbaumes wird durch eine logische An-
frage gestartet. Die Traversierung selbst ist somit

aquivalent zur Suche nach erfolgrei-
chen Ableitungen einer entsprechenden Anfrage durch ein Logikprogramm. Die Suche
erfolgt anhand der aus der signalnahen Schicht berechneten primitiven begriichen
Szenenbeschreibung. Zudem erweitert [Sch

afer 96] den Formalismus von [Kr

uger 91]
um besondere unscharfe und zeitliche Aspekte. So k

onnen f

ur die Situation selbst
wie auch f

ur die einzelnen Pr

adikate ihres Zustandsschemas Mindestzusicherungsgra-
de angegeben werden, deren Einhaltung bei der Auspr

agung gew

ahrleistet sein mu.
Zudem erweitert [Sch

afer 96] den Situationsgraphenformalismus um die Angabe von
Mindest- und H

ochstdauern f

ur die aufeinanderfolgende Auspr

agung einzelner Situati-
onsbeschreibungen. Auerdem f

uhrt er Mindest- und Maximalverweilzeiten ein, f

ur die
eine zeitliche Pr

adiktion Bestand haben mu. Durch die Verwendung negativer Verweil-
zeiten k

onnen sogar zeitliche

Uberlappungen aufeinanderfolgender Situationen erreicht
werden. Die Baumtraversierung kann mit unterschiedlichen Traversierungsstrategien
durchgef

uhrt werden. Zu Beginn der Traversierung wird die speziellste auspr

agbare Si-
tuation gesucht. Im n

achsten Zeitpunkt wird ausgehend von dieser Situation anhand
der Priorit

aten ihrer Nachfolgekanten eine Nachfolgesituation auf gleicher Hierarchie-
ebene gesucht und ggf. noch weiter spezialisiert. L

at sich eine solche Nachfolgesituation
jedoch nicht nden, so wird die Auswertung in der n

achstallgemeineren Situation fort-
gesetzt und dort nach einer auspr

agbaren Nachfolgesituation gesucht. Die Konstruktion
von Situationsgraphen zur Repr

asentation

ublicher Abl

aufe in Straenverkehrsszenen
ist ein Aspekt der vorliegenden Arbeit.
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3.4 Perspektivische Situationsbeschreibung
In diesem Abschnitt wird beschrieben, wie aus einer primitiv-begriichen Beschreibung
eine perspektivische begriiche Beschreibung abgeleitet wird. Die Auswertung erfolgt
dabei in drei Stufen. Im ersten Schritt wird aus Benutzer- oder Spezikationsvorgaben
der Erz

ahlerstandpunkt bestimmt. Dann wird, noch unabh

angig von der sich aus dem
Erz

ahlerstandpunkt ergebenden Perspektive, f

ur jeden Hauptakteur der Beschreibung
und f

ur jeden Halbbildzeitpunkt die aktuelle Situation des Hauptakteurs bestimmt.
Aus der so ermittelten Folge von Situationen werden, basierend auf dem ermittelten
Erz

ahlerstandpunkt, perspektivische begriiche Beschreibungen abgeleitet. Die soeben
angegebenen drei Schritte werden im folgenden detailliert ausgef

uhrt.
3.4.1 Bestimmung des Erz

ahlerstandpunkts
Der Erz

ahlerstandpunkt S = hH;Ei ergibt sich aus Benutzer- oder Spezikations-
vorgaben. Dabei bezeichnet H die Menge der Hauptakteure einer Szene, also all jene
Agenten, die im Mittelpunkt der nat

urlichsprachlichen Beschreibung stehen sollen. E
bezeichnet den Erz

ahlstil (E 2 fBericht; SBB; SBPg). Dabei ist zu beachten, da bei
einer szenischen Beschreibung aus Protagonistensicht (SBP, vgl. Abschnitt 2.3.3.3) nur
ein Agens als Hauptakteur gew

ahlt werden kann, n

amlich der erz

ahlende Protagonist.
3.4.2 Situationsbestimmung
Unabh

angig vom ermittelten Erz

ahlstil E wird f

ur jeden Hauptakteur H 2 H und f

ur
jeden Halbbildzeitpunkt, zu dem er in der betrachteten Szene aktiv ist, inkrementell
die aktuelle Situation des Hauptakteurs bestimmt. Die Situationsbestimmung erfolgt
anhand eines Situationsgraphenbaums, der

ublicherweise zu beobachtende Abl

aufe an
Straenverkehrskreuzungen und Tankstellen repr

asentiert. Durch Traversierung dieses
Baumes wird f

ur jeden Hauptakteur eine Folge besuchter Situationsknoten ermittelt.
Die einzelnen Situationen werden durch ihren Situationsnamen bezeichnet, zu dem
desweiteren die Bezeichnungen der einzelnen beteiligten Individuen angegeben sind.
Diese Datenmenge bezeichnet `das Gleiche' nach [Lindemann 87] (vgl. Abbildung 2.1).
Bevor im n

achsten Abschnitt darauf eingegangen wird, wie aus den berechneten Si-
tuationsfolgen perspektivische Beschreibungen abgeleitet werden, wird im folgenden
zun

achst auf den Situationsgraphenbaum, anhand dessen die Situationsbestimmung
erfolgt, eingegangen. Dieser Situationsgraphenbaum ist in Anhang B abgedruckt (Si-
tuationsbestimmungsbaum). Er geht zur

uck auf [Haag 94], [Haag 95], [Theilmann 97]
(vgl. auch [Kollnig et al. 95] und [Nagel et al. 95]), wurde aber im Rahmen der vorlie-
genden Arbeit stark erweitert. Sein Aufbau wird im folgenden beschrieben.
Die Auswertung beginnt zum initialen Zeitpunkt 1. Ist das Agens zum darauolgenden
Zeitpunkt bereits aktiv, so wird in die Situation sit aktiv

ubergegangen. Andernfalls
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Abbildung 3.2: Tankstellenmodell nach [Damm 94]. Die `virtuelle Tankspur A' wird
im folgenden als `untere Tankspur', die `virtuelle Tankspur B' dementsprechend als die
`obere Tankspur' bezeichnet.
wird so lange die Situation sit inaktiv ausgepr

agt, bis das Agens in der Szene aktiv
wird und sit aktiv ausgepr

agt werden kann. Wurde einmal sit aktiv ausgepr

agt und
verl

at das Agens schlielich die Szene, so terminiert der Situationsanalyseproze f

ur
dieses Agens automatisch. Es wird dann gegebenenfalls f

ur den n

achsten Hauptakteur
ein neuer Situationsanalyseproze gestartet. Die Situation sit aktiv wird spezialisiert
in zwei Untersituationen, sit getting petrol und sit crossing intersection1. Wie aus dem
Namen dieser beiden Situationen bereits hervorgeht, bezieht sich erstgenannte Situati-
on auf Tankstellenszenen, w

ahrend zweitgenannte die Wurzel des Teilbaumes zur Re-
pr

asentation von Abl

aufen an innerst

adtischen Straenverkehrskreuzungen darstellt.
Die Unterscheidung, wann eine Tankstellenszene und wann eine Kreuzungsszene vor-
liegt, erfolgt durch Analyse des zugrundeliegenden Fahrbahnmodells. Enth

alt die ex-
trahierte begriiche Beschreibung des Fahrbahnmodells eine Szenenkomponente vom
Typ `Tanks

aule', so handelt es sich um eine Szene an einer Tankstelle. Ist hingegen ein
Fahrbahnelement vom Typ `Knotenpunktzentrum' enthalten, so handelt es sich um
eine Kreuzungsszene.
Der Tankvorgang und damit die Situation sit getting petrol l

at sich unterteilen in
das Heranfahren an einen Tankplatz (Situation sit driving to dispensing pump), das
eigentliche Betanken des Fahrzeugs (sit taking in petrol), das anschlieende Verlassen
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des Tankplatzes (sit leaving dispensing pump) und schlielich das Verlassen des Tank-
stellengel

andes (sit leaving lling station). Zum leichteren Verst

andnis der folgenden
Ausf

uhrungen ist zur Erl

auterung das verwendete Fahrbahnmodell angegeben (Abbil-
dung 3.2). Beim Heranfahren an die Zapfs

aule bendet sich das Agens in der Situa-
tion, da es sich f

ur eine bestimmte Zapfs

aule entscheiden mu (sit wishing to tank).
In der gew

ahlten Modellierung wird davon ausgegangen, da jedes Fahrzeug an jeder
Zapfs

aule den f

ur sich relevanten Kraftsto erhalten kann. Die Entscheidung, welche
Zapfs

aule das Agens letztendlich ansteuert, richtet sich demnach nach dem aktuel-
len Belegungszustand der Zapfs

aulen. Folglich analysiert das Agens beim Heranfahren
diesen aktuellen Belegungszustand f

ur beide Tankspuren (sit lling place occupation -
lower lane bzw. sit lling place occupation upper lane). Hierbei besteht f

ur beide Tank-
spuren die M

oglichkeit, da keine, ein, zwei oder alle drei Tankpl

atze belegt sind.
Hat das Agens den aktuellen Belegungszustand analysiert, so wird es sich im folgen-
den f

ur eine der beiden Tankspuren entscheiden (sit choosing lower lling lane bzw.
sit choosing upper lling lane). Dann erfolgt die Wahl des Tankplatzes (sit choosing -
dispensing pump). Letztgenannte Situation wird wiederum in zahlreiche Untersituatio-
nen spezialisiert. Der weitere Ablauf h

angt entschieden davon ab, ob der erste Tank-
platz besetzt ist (sit rst lling place occupied) oder nicht. Im negativen Fall ist zu un-
tersuchen, ob der zweite Tankplatz besetzt ist (sit second lling place occupied). Sind
beide Tankpl

atze frei, so wird das Agens sich zun

achst einmal dem ersten Tankplatz
n

ahern (sit driving to rst lling place). Diesen wird es irgendwann einmal erreichen
(sit reaching rst lling place). Dann kann es zum zweiten Tankplatz weiterfahren und
diesen erreichen, und dann gegebenenfalls auch zum letzten Tankplatz fahren und die-
sen erreichen (Situationsnamen analog). Ist hingegen der erste Tankplatz bereits besetzt
(sit rst lling place occupied), so hat das Agens zwei M

oglichkeiten. Es kann erstens
zum

Uberholen ansetzen, um den besetzten Tankplatz zu umfahren (sit overtaking -
vehicle), falls es sich auf einer Tankspur mit Ausweichspur bendet (obere Tankspur).
Alternativ kann es sich dem besetzten Tankplatz n

ahern (sit approaching rst lling -
place) und dann warten, bis der Tankplatz wieder frei ist (sit waiting in front of rst -
lling place). Nach dem

Uberholen wird das Fahrzeug wieder von der Ausweichspur auf
die Tankspur zur

uckkehren (sit change back to lling lane). Dann wird es zun

achst den
n

achstfolgenden Tankplatz ansteuern (sit driving to next dispensing pump). Ein Son-
derfall kann eintreten, wenn nur der zweite Tankplatz besetzt ist (sit second lling -
place occupied). Das Agens kann sich dazu entscheiden, nicht den bequem erreich-
baren ersten Tankplatz zu besetzen, sondern statt dessen den zweiten Tankplatz zu
umfahren und den letzten Tankplatz anzusteuern. Dann kann es passieren, da das
Agens beim Wiedereinscheren von der Ausweichspur auf die Tankspur bereits

uber den
letzten Tankplatz hinausf

ahrt (sit passing last lling place). Es wird dann hinter dem
letzten Tankplatz anhalten (sit remain standing behind last lling place) und dann zu
diesem zur

ucksetzen (sit backing up behind last lling place). Hat das Fahrzeug end-
lich den anvisierten Tankplatz erreicht, so wird als n

achstes das Fahrzeug betankt
(sit taking in petrol). Diese Situation wird nicht weiter spezialisiert. Sie gilt als gege-
ben, wenn ein Agens auf einem Tankplatz stehen bleibt. F

ahrt das Agens schlielich
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weiter, wird die Situation sit leaving dispensing pump ausgepr

agt. Auch das Verlassen
der Zapfs

aule wird in Untersituationen spezialisiert. Es h

angt vom Belegungszustand
derjenigen Tankpl

atze ab, die sich zwischen dem eigenen Tankplatz und der Tank-
stellenausfahrt benden. Bendet sich das Agens bereits auf dem letzten Tankplatz,
so ist der Weg frei (sit free exit). Der Weg ist hingegen nicht frei (sit no free exit),
wenn sich das Agens auf dem ersten Tankplatz bendet (leaving rst lling place)
und der zweite (sit second lling place occupied2) oder der dritte Tankplatz belegt ist
(sit last lling place occupied). Ebenso ist der Weg nicht frei, wenn sich das Agens auf
dem zweiten Tankplatz bendet (sit leaving second lling place) und der letzte Tank-
platz belegt ist. Die Situation sit no free exit wird wie folgt spezialisiert. Bendet sich
das Agens auf der unteren Tankspur, welche keine Ausweichspur besitzt, so kann es nur
n

aher an den besetzten Tankplatz heranfahren (sit approaching patiens when leaving)
und dann warten, bis dieser Tankplatz frei wird (sit waiting behind patiens when -
leaving). Andernfalls kann es den besetzten Tankplatz umfahren (sit passing patiens -
when leaving). Dazu mu es gegebenenfalls aus Platzmangel vorher ein St

uck zur

uck-
setzen (sit backing up behind patiens when leaving). Dann wird es einen Moment (zum
Wechsel aus der R

uckw

arts- in die Vorw

artsbewegung) verharren (sit waiting behind -
patiens when leaving) und anschlieend zum

Uberholen ansetzen (sit driving o be-
hind patiens when leaving).
Bei einer Kreuzungsszene l

at sich das

Uberqueren einer Kreuzung (sit crossing inter-
section1) unterteilen in die Bestimmung der Herkunftsfahrbahn (sit provenance), das
Heranfahren an die Kreuzung (sit driving to intersection), das eigentliche

Uberqueren
(sit crossing intersection) und das Verlassen der Kreuzung (sit leaving intersection).
Das Heranfahren an eine Kreuzung wird spezialisiert in eine Phase, in der man sich der
Kreuzung n

ahert (sit approach intersection), und in eine Phase, in der man dort ggf.
anhalten mu (sit stopping at intersection) und kurz wartet (waiting at intersection),
bevor man weiterfahren kann (starting at intersection). Beim Heranfahren an die Kreu-
zung mu man sich, falls vorhanden, f

ur eine Abbiegespur entscheiden (sit taking left -
hand turn o lane, sit taking right hand turn o lane bzw. sit taking straight ahead -
lane). Demzufolge wird auf der Kreuzung nach links, rechts oder gar nicht abgebo-
gen (sit turning left, sit turning right bzw. sit driving straight ahead). Sind die Na-
men der neu eingenommenen Straen bekannt, so werden diese ebenfalls ausgepr

agt
(sit turning left into bzw. sit turning right into).
Wie bereits ausgef

uhrt, werden im Situationsgraphenbaum

ublicherweise zu beobach-
tende Abl

aufe modelliert. Es ist deshalb interessant zu fragen, was passiert, wenn sich
ein Agens nicht so verh

alt, wie es

ublich ist. Solange sein Verhalten der Modellierung
entspricht, ist zu erwarten, da zu jedem Zeitpunkt ein speziellster Situationsknoten
des Baumes ausgepr

agt werden kann. Verh

alt sich dann das Agens pl

otzlich anders als
vorgesehen, so bricht der Auswertungsproze deswegen nicht zusammen. Statt dessen
wird das inkonsistente Verhalten des Agens dadurch deutlich, da nur noch allgemei-
nere Situationsknoten ausgepr

agt werden k

onnen. Die Reaktion des Systems darauf,
beziehungsweise die Behandlung dieser Verhaltensinkonsistenz bei der Generierung des
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nat

urlichsprachlichen Textes unterliegt dann dem n

achstfolgenden Auswertungsschritt,
in dem aus der ermittelten Situationsfolge eine perspektivische begriiche Beschrei-
bung abgeleitet wird. Somit wird das Problem `inkonsistenten Agensverhaltens' erst
im n

achsten Abschnitt interessant.
F

ur die oben angegebenen Situationsnamen wurden Bezeichnungen gew

ahlt, die auf
den Leser intuitiv wirken. Die Semantik dieser Bezeichnungen spielt rechnerintern bei
der weiteren Auswertung keine Rolle. So ist es f

ur den weiteren Auswertungsproze
ohne Belang, ob eine Situation intuitiv als sit wishing to tank oder weniger intuitiv als
sit asdf1234 bezeichnet wird, solange diese Bezeichnungen fest und eindeutig sind. Da-
mit enthalten die Situationsnamen zu diesem Zeitpunkt der Auswertung keinerlei per-
spektivische Interpretation. Diese wird erst im n

achsten Auswertungsschritt, beschrie-
ben im n

achsten Abschnitt, geleistet. Dort wird anhand des ermittelten Erz

ahlerstand-
punktes entschieden, ob beispielsweise die Situation sit wishing to tank vorsichtig als
m

oglicher Beginn eines Tankvorgangs gedeutet wird, oder optimistisch-prognozistisch
als sicherer Beginn eines Tankvorgangs, oder gar lediglich die Tatsache formuliert wird,
da ein Fahrzeug auf ein Tankstellengel

ande gefahren ist, ohne

uber eine m

ogliche Ab-
sicht des Fahrers zu spekulieren.
3.4.3 Perspektivische Beschreibungen von Situationsfolgen
Im vorangegangenen Abschnitt wurde beschrieben, wie f

ur jeden Hauptakteur die Fol-
ge von Situationen bestimmt wird, in denen er sich nach und nach bendet. Jetzt
erfolgt die Ableitung einer perspektivischen, begriichen Beschreibung aus dieser Si-
tuationsfolge. Die Perspektive, mit der die gegebene Situationsfolge betrachtet wird,
ergibt sich unmittelbar aus dem zuvor bestimmten Erz

ahlerstandpunkt. Dabei ist es
Teil des Weltwissens des Systems, wie es bestimmte Situationsfolgen in einer bestimm-
ten Perspektive zu beschreiben hat. Dieses Wissen wird in Form von Situationsgraphen
repr

asentiert. Es sind grunds

atzlich drei Varianten zu ber

ucksichtigen, wie Situationen
perspektivisch beschrieben werden (vgl. Abbildung 3.3).
 Der Regelfall besteht darin, da eine Situation mit Pr

adikaten beschrieben wird,
die zeitlich auf derselben Ebene liegen, d.h. demselben G

ultigkeitsintervall zuge-
ordnet werden k

onnen. Will man z.B. die Situation begriich beschreiben, da
ein Fahrzeug auf einem Tankplatz h

alt, um zu tanken, so kann man dies mit Hil-
fe von drei Pr

adikaten tun. Das erste repr

asentiert das beobachtete Geschehen
(anhalten), das zweite die verfolgte Absicht (tanken), und das letzte stellt den
kausalen Zusammenhang zwischen beiden Beobachtungen her. Alle drei Pr

adika-
te k

onnen ohne Verletzung kontextueller, physikalischer oder sonstiger Gesetze
demselben G

ultigkeitszeitraum zugeordnet werden. Damit liegen sie auf einer
zeitlichen Ebene. Die perspektivische Beschreibung von Situationen ausschlie-
lich auf einer zeitlichen Ebene wird im folgenden als Regelfall betrachtet. Er
korrespondiert zu den F

allen k
1
= 1, k
2
= 1, ... , k
n
= 1 in Abbildung 3.3.
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Abbildung 3.3: Varianten zur Ableitung perspektivischer Beschreibungen einer extra-
hierten Situationsfolge. Links in der Abbildung ist die extrahierte Situationsfolge in
ihrem zeitlichen Verlauf angegeben, rechts die ableitbaren perspektivischen Beschrei-
bungen.
 Die F

alle k
i
> 1 stehen f

ur perspektivische Beschreibungen auf unterschiedlichen
zeitlichen Ebenen. So kann beispielsweise das Anhalten, um zu tanken, auch als
zwei Geschehen gewertet werden, die zwar zeitlich aufeinanderfolgen, aber der-
selben Situation zugeordnet werden (erst anhalten, dann tanken). Dies ist im
Beispielsfall deshalb gegeben, weil das Stehen auf dem Tankplatz systemintern
bisher als sicheres Indiz f

ur den Beginn eines Betankungsvorgangs gewertet wird.
Insbesondere ndet bisher keine Personenverfolgung statt, die ermittelt, ob der
Fahrer tats

achlich aussteigt und den Wagen betankt. Der Betankungsvorgang
kann folglich durch zwei Geschehen beschrieben werden, die zwar derselben Si-
tuation zugeordnet werden, die aber untereinander nicht dasselbe G

ultigkeitsin-
tervall besitzen.
 Die dritte zu ber

ucksichtigende Beschreibungsvariante besteht darin, da man
nicht die Situation selbst, sondern den

Ubergang von einer Situation auf eine
andere beschreibt (in Abbildung 3.3 gekennzeichnet mit P
uab
).
Die Ableitung der perspektivischen Beschreibung P aus der Situationsfolge S erfolgt
durch Situationsgraphentraversierung. Das bedeutet, da ein Situationsgraphenbaum
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ben

otigt wird, der aus einer zuvor extrahierten Situationsfolge S die perspektivische
Beschreibung P= fP
ij
i
; P
uab
: 1  i  n; 1  j
i
; b = a + 1; 1  a  n   1g in
Abh

angigkeit von der extrahierten Situationsfolge berechnet. Situationsgraphen, die
entsprechendes leisten, werden im folgenden als Perspektivierungsgraphen bezeichnet.
Man kann es grunds

atzlich dem Systementwerfer

uberlassen, Perspektivierungsgraphen
zu entwerfen. Dabei ist jedoch zu bedenken, da f

ur jede m

ogliche Perspektive P aus der
Menge aller denkbaren Perspektiven P ein spezieller Perspektivierungsgraph vonn

oten
ist. Die Modellierung dieser Graphen ist zudem aufwendig und schwierig. Deshalb wur-
de im Rahmen dieser Arbeit das ProgrammMalcolm enwickelt, das automatisch aus
einem gegebenen Situationsbestimmungsbaum und einer gegebenen Perspektive P den
zugeh

origen Perspektivierungsbaum berechnet. Das Wirkungsszenario von Malcolm
ist in Abbildung 3.4 grasch veranschaulicht. Gegeben sind ein durch Benutzer- oder
Spezikationsvorgaben eindeutig festgelegter Erz

ahlerstandpunkt und ein Situations-
bestimmungsbaum, mit dessen Hilfe aus den extrahierten Fakten der Faktendatenbank
die Folge besuchter Situationsknoten berechnet wird. Aus dem Erz

ahlerstandpunkt l

at
sich die Perspektive P ableiten, mit Hilfe derer die Situationsfolge beschrieben werden
soll. F

ur P ist als Teil des systeminternen Wissens in tabellarischer Form angegeben,
wie Situationen oder Situations

uberg

ange mit dieser Perspektive beschrieben werden
sollen. Das Programm Malcolm erzeugt aus diesen Tabellen und aus dem Situati-
onsbestimmungsbaum den die ermittelte Perspektive P repr

asentierenden Perspekti-
vierungsbaum, mit Hilfe dessen aus der extrahierten Situationsfolge die entsprechende
perspektivische Beschreibung abgeleitet werden kann.
3.4.4 Automatisierung
In Anhang B ist der in dieser Arbeit verwendete Situationsbestimmungsbaum angege-
ben. Das Zustandsschema jeder Situation enth

alt diejenigen Pr

adikate, die ausgepr

agt
werden m

ussen, um ein Agens mit dieser Situation zu assoziieren. Im Falle der erfolgrei-
chen Auspr

agung wird der Situationsname und der Name der beteiligten Agenten und
Bezugsobjekte ausgegeben. Diese Ausgabe erfolgt in der bereits bekannten Notation
unscharf metrisch temporaler Logikfakten und wird deshalb als neues Faktum in die
Faktendatenbank eingetragen. Die neuen Fakten bilden die Datenmenge, anhand derer
der von Malcolm aufgebaute Perspektivierungsbaum ausgepr

agt wird. Dabei sind,
wie bereits im vorigen Abschnitt angedeutet, drei Varianten denkbar (siehe Abbildung
3.3 und Abbildung 3.5). In letztgenannter Abbildung ist oben die Umsetzung einer
perspektivischen Beschreibung der Variante 1 gezeigt. Wird bei der Situationsbestim-
mung die Situation `ErsteSituation' ausgepr

agt, so wird mit Hilfe des note-Pr

adika-
tes ein neues Faktum in der Faktendatenbank eingetragen, dessen Pr

adikatsname dem
Situationsnamen entspricht (links oben in der Abbildung). Anhand dieses Faktums
wird bei der Traversierung des Perspektivierungsgraphen erkannt, ob die entsprechen-
de Situation bei der bereits abgeschlossenen Situationsbestimmung auftrat oder nicht.
Dazu mu das Zustandsschema der entsprechenden Situation im Perspektivierungs-
57
S1
S1 S2
Sp
Sp
P11
Malcolm
Generiert Perspektivierungsbaum
aus Situationsbestimmungsbaum
und Perspektive P
berechnet aus Benutzer-/
Spezifikationsvorgaben
Erzählerstandpunkt
Extrahierte
Perspektivische
Beschreibung
Situation Perspektive Situationsbeschreibung
P
P
21
p1
- P
- P
- P
1k
2k
Situationsübergang   Perspekt. Beschreibung
S2
Sp-1
P
Pü p-1,p
ü12
Faktendatenbank
Situationsgraphenbaum zur
Situationsbestimmung
(Situationsbestimmungsbaum)
Perspektivierungsbaum
Situationsfolge
S  , S  ,..., S1  2 n
Perspektive P
pk
1
2
p
Abbildung 3.4: Einbettung und Aufgabe des ProgrammsMalcolm bei der Berechnung
perspektivischer Beschreibungen. N

ahere Erl

auterungen im Text.
baum genau das Pr

adikat enthalten, das bei der vormaligen Situationsbestimmung in
die Faktendatenbank eingetragen wurde (rechts oben in der Abbildung). Mit Hilfe des
note-Pr

adikats wird dann diejenige perspektivische Beschreibung ausgegeben, die in
der Perspektivierungstabelle vorgegeben ist.
Die mittlere Zeile der Abbildung 3.5 zeigt die Realisierung der Beschreibung des

Uber-
gangs von der Situation `ErsteSituation' auf die Situation `ZweiteSituation' des Si-
tuationsbestimmungsbaums. Dazu wird im Perspektivierungsbaum eine eigene Situati-
on vorgesehen, deren Namen sich aus besagten beiden Situationsnamen verbunden mit
der Zeichenfolge ` to ' ergibt. Das Zustandsschema dieser Situation entspricht demje-
nigen Pr

adikat, das bei der Assoziation von `ZweiteSituation' ausgegeben wurde. So
wird erreicht, da zum gleichen Auswertungszeitpunkt, an dem der

Ubergang von
`ErsteSituation' auf `ZweiteSituation' bei der Situationsbestimmung erfolgte, auch
der

Ubergang von `ErsteSituation' auf `ErsteSituation to ZweiteSituation' erfolgt.
Die untere Zeile von Abbildung 3.5 zeigt die Realisierung der perspektivischen Be-
schreibung der Situation`ZweiteSituation' (links), die, laut Eintrag in der Perspekti-
vierungstabelle (Mitte), in zwei Schritten erfolgen soll. Dadurch werden im Perspekti-
vierungsgraphen (rechts) zwei Situationen vorgesehen. Erstere realisiert den ersten Teil
der Beschreibung, letztere den zweiten. Beide Situationen besitzen dasselbe Zustands-
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note(persp_praedikat_1(Agens));
note(persp_praedikat_2(Agens,Fahrbahn));
note(persp_praedikat_3(Agens,Patiens));
note(
1
1
2
1
2
note(persp_praedikat_4(Agens));
note(persp_praedikat_5(Agens,Fahrbahn));
note(persp_praedikat_6(Agens,Patiens));
1
persp_praedikat_8(Agens,Fahrbahn);
persp_praedikat_7(Agens);
persp_praedikat_9(Agens,Patiens);2
1
note(persp_praedikat_9(Agens,Patiens));
1
1
note(persp_praedikat_7(Agens));
note(persp_praedikat_8(Agens,Fahrbahn));
note(
(Agens,Patiens,Fahrbahn);
(Agens,Patiens,Fahrbahn);
(Agens,Patiens,Fahrbahn));
(Agens,Patiens,Fahrbahn);
ErsteSituation
ErsteSituation(Agens,Patiens,Fahrbahn));
ErsteSituation
ErsteSituation_to_ZweiteSituation ErsteSituation_to_ZweiteSituation
ZweiteSituation
ErsteSituation
ErsteSituation(Agens,Patiens,Fahrbahn);
ZweiteSituation
ZweiteSituation
ZweiteSituation ZweiteSituation
ZweiteSituation
ZweiteSituation2
ZweiteSituation
Abbildung 3.5: Links: Gegeben: Zwei Situationen des Situationsbestimmungsbaumes.
Mitte: Eintr

age in die Perspektivierungstabelle bez

uglich der perspektivischen Be-
schreibung dieser beiden Situationen und deren

Ubergang. Rechts: Resultierender
Situationsgraph des Perspektivierungsbaumes. N

ahere Erl

auterung im Text.
schema, welches der Ausgabe bei der Assoziation von `ZweiteSituation' im Perspekti-
vierungsbaum entspricht. Ihr Name unterscheidet sich durch das Anh

angen der Zier
`2' an den Namen der zweiten Situation.
Die in Abbildung 3.5 gezeigten beiden Situationen des Situationsbestimmungsbaums
(links) besitzen folgende,

ubliche Nachfolgeregelung: Erster potentieller Nachfolger
der Situation `ErsteSituation' ist die Situation selbst, zweiter potentieller Nachfol-
ger ist `ZweiteSituation'. Diese beiden Situationen und ihr

Ubergang werden wie
oben ausgef

uhrt durch den rechts in der Abbildung angegebenen Ausschnitt aus ei-
nem Perspektivierungsbaum perspektivisch beschrieben. Dabei wurde bisher noch nicht
auf die Nachfolgeregelungen der vier Situationen des Perspektivierungsbaums einge-
gangen. Die erste angegebene Situation besitzt den gleichen Namen und die glei-
che Nachfolgeregelung wie die entsprechende erste Situation des Situationsbestim-
mungsbaums. Allerdings ist ihre zweite potentielle Nachfolgesituation die Situation
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`ErsteSituation to ZweiteSituation', welche den

Ubergang im Situationsbestimmungs-
baum beschreibt. Diese Situation besitzt dasselbe Zustandsschema wie die beiden Si-
tuationen `ZweiteSituation' und `ZweiteSituation2'. Um zu erreichen, da alle diese
Situationen ausgepr

agt werden k

onnen (und dies in der logisch richtigen Reihenfolge),
werden die Situationen `ErsteSituation to ZweiteSituation' und `ZweiteSituation'
nicht als ihre eigenen Nachfolger modelliert (siehe Abbildung 3.5). So wird erreicht,
da alle vier Situationen in der intendierten Weise traversiert werden. Die im Rah-
men dieser Arbeit entwickelte Systemkomponente Malcolm berechnet automatisch
aus einem gegebenen Situationsbestimmungsbaum und einer Perspektivierungstabelle
den entsprechenden Perspektivierungsbaum. Die Funktionsweise vonMalcolm ist im
Anhang detailliert dargestellt.
3.5 Erweiterte Schlufolgerungen
In den vorangegangenen Abschnitten wurde gezeigt, wie perspektivische Beschreibun-
gen von Fahrzeugverhalten algorithmisch erstellt werden. Im Mittelpunkt einer solchen
Beschreibung steht immer genau ein Hauptakteur. Soll jedoch eine Beschreibung er-
stellt werden, die mehr als einen (n > 1) Hauptakteur kennt, so wird dies bisher da-
durch realisiert, da f

ur jeden der n Hauptakteure eine Einzelbeschreibung berechnet
wird. Die n Einzelbeschreibungen werden dann zu einer gruppierenden Beschreibung
zusammengef

ugt, die alle n Hauptakteure gleichermaen ber

ucksichtigt. Bei der Zu-
sammenf

ugung von mehreren Einzelbeschreibungen zu einer gruppierenden Beschrei-
bung ergeben sich oft weitere Schlufolgerungs- und Abstraktionsm

oglichkeiten, die die
Aussagekraft erh

ohen. Zwei Arten solcher Schlufolgerungs- und Abstraktionsm

oglich-
keiten wurden in dieser Arbeit ber

ucksichtigt:
1. Ausnutzung von zus

atzlichem Kontextwissen zur Ableitung erweiterter Schlu-
folgerungen.
2. Ableitung quantorisierter Aussagen.
3.5.1 Ausnutzung von zus

atzlichem Kontextwissen
Bei der Zusammenf

uhrung mehrerer Einzelbeschreibungen zu einer gruppierenden Be-
schreibung ergeben sich oft weitere Schlufolgerungsm

oglichkeiten. Dies sei anhand
eines Beispiels demonstriert.
Abbildung 1.1 zeigt die automatisch berechneten Trajektorien der beiden Fahrzeuge
`obj 9' und `obj 4'. Abbildung 3.6 zeigt automatisch berechnete begriiche, perspekti-
vische Beschreibungen des Verhaltens der beiden Fahrzeuge. Diese beiden Beschreibun-
gen wurden unabh

angig voneinander erstellt. Das Fahrzeug `obj 9' mu beim Verlassen
der Zapfs

aule ein anderes Fahrzeug umfahren, das sich in der Zwischenzeit vor es ge-
stellt hat. Dieses Fahrzeug wird in der Beschreibung schlicht als `other car' bezeichnet,
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(9.1) 300 : 300 ! enter(obj 9, the lling station, 1).
(9.2) 305 : 305 ! drive on(obj 9, the upper lling lane, 3).
(9.3) 409 : 409 ! stop on(obj 9, the second lling place, 17).
(9.4) 410 : 1838 ! take in(obj 9, petrol, 19).
(9.5) 1840 : 1840 ! stand on(other car, the last lling place, 21).
(9.6) 1841 : 1958 ! reason(24, 22, 23).
(9.7) 1841 : 1958 ! certainty(25, 23, presumably).
(9.8) 1841 : 1958 ! back up(obj 9, 22).
(9.9) 1841 : 1958 ! want to overtake(obj 9, other car, 23).
(9.10) 2155 : 2155 ! change to(obj 9, the passing lane, 26).
(9.11) 2156 : 2318 ! pass(obj 9, other car, 27).
(9.12) 2319 : 2320 ! leave(obj 9 ,the lling station, 20).
(4.1) 614 : 614 ! enter(obj 4, the lling station, 1).
(4.2) 619 : 619 ! drive on(obj 4, the upper lling lane, 3).
(4.3) 620 : 620 ! stand on(other car, the second lling place, 4).
(4.4) 627 : 627 ! change to(obj 4, the passing lane, 11).
(4.5) 628 : 881 ! overtake(obj 4, other car, 12).
(4.6) 882 : 882 ! change back to(obj 4, the lling lane, 13).
(4.7) 984 : 1071 ! stop behind(obj 4, the last lling place, 14).
(4.8) 1072 : 1165 ! back up to(obj 4, the last lling place, 15).
(4.9) 1227 : 1227 ! stop on(obj 4, the last lling place, 18).
(4.10) 1228 : 4707 ! take in(obj 4, petrol, 19).
(4.11) 4708 : 4898 ! leave(obj 4, the lling station, 20).
Abbildung 3.6: Automatisch berechnete perspektivische Beschreibung f

ur das Verhalten
der Fahrzeuge `obj 9' und `obj 4' der Tankstellenszene (vgl. Abbildung 1.1).
da keine Veranlassung bestand, ihm einen eigenen Namen zu geben. Analog umf

ahrt
das Fahrzeug `obj 4' auf seinem Weg zum letzten Tankplatz ebenfalls ein `anderes Au-
to'. Ein Blick auf Abbildung 1.1 zeigt, da es sich bei dem `anderen Auto' in der
Beschreibung zu `obj 4' um das Fahrzeug `obj 9' handelt, w

ahrend in der Beschreibung
zu `obj 9' das Fahrzeug `obj 4' das `andere' ist. Es stellt sich die Frage, wie bei der
Zusammenf

ugung der beiden Beschreibungen aus Abbildung 3.6 eben jene Schlufol-
gerungen mit Hilfe der metrisch temporalen Logik erschlossen werden k

onnen. Das
folgende Programm ist eine m

ogliche L

osung:
always (overtake2(A,B,X) :- overtake(A,other_car,X) ,
take_in(B,petrol,X2) , standing_on(B,FB,TP) ,
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formerly_driving_on_FB_close_to_TP(A,FB,TP) ,
note(overtake(A,B,X))).
always (standing_on(B,FB,TP) :- event (drive_on(B,FB,X3) ,
a : e ? stop_on(B,TP,X4))).
always (formerly_driving_on_FB_close_to_TP(A,FB,TP) :-
event (drive_on(A,FB,X3) ,
next stand_on(other_car,TP,X5))).
Dieses Programm enth

alt die temporallogische Entsprechung der folgenden allgemeing

ul-
tigen nat

urlichsprachlichen Feststellung: Wenn ein Fahrzeug A ein anderes Fahrzeug

uberholt, w

ahrend ein Fahrzeug B auf einem bestimmten Tankplatz TP einer bestimm-
ten Tankspur FB steht und tankt, und wenn Fahrzeug A zudem sich unmittelbar vor
Beginn des

Uberholvorgangs hinter besagtem Fahrzeug B befand, dann handelt es sich
bei dem

uberholten Fahrzeug um Fahrzeug B. Einzelheiten zur Syntax und Semantik
des Programms entnehme man [Sch

afer 96].
Metrisch temporale Logikprogramme dieser Art bieten bequem die M

oglichkeit, kon-
textuelles Weltwissen in die Auswertung mit einzubringen. Das oben angegebene Pro-
gramm erlaubt, Faktum 4.5 aus Abbildung 3.6 zu ersetzen durch das aussagekr

aftigere
Faktum
(4.5') 628 : 881 ! overtake(obj 4, obj 9, 12).
3.5.2 Quantorisierte Geschehen
Im vorigen Abschnitt wurde gezeigt, wie man bei der Zusammenf

uhrung mehrerer Ein-
zelbeschreibungen zu einer gruppierenden Beschreibung erweiterte Schlufolgerungen
treen kann. Wenn die Zahl der Einzelbeschreibungen sehr hoch ist, kann es jedoch
auch zweckm

aig sein, nicht noch weitere Informationen aus der Datenmenge abzu-
leiten, sondern die vorhandenen Daten zum Zwecke einer kompakteren Beschreibung
weiter zu abstrahieren. Gruppiert man beispielsweise einhundert Einzelbeschreibun-
gen zusammen, in denen jeweils ein Fahrzeug beim Linksabbiegen auf einer Kreuzung
beobachtet wird, dann ist eine folgende Beschreibung eher unangebracht:
Objekt 1 bog links ab. Dann bog Objekt 2 links ab. Dann bog auch noch Objekt 3 links
ab. Dann bog Objekt 4 ... Als letztes bog Objekt 100 links ab.
Ohne wesentlichen Verlust an Information l

at sich ein solcher Ablauf mit den Worten
`Einhundert Fahrzeuge bogen links ab' oder `Viele Fahrzeuge bogen links ab' pr

agnan-
ter beschreiben. Die Zusammenfassung von Einzelgeschehen zu solchen quantorisierten
Geschehen ist ein wesentlicher Ansatzpunkt dieser Arbeit und wird im folgenden be-
handelt. Dabei wird unterschieden zwischen Zahlw

ortern und unscharfen Quantoren
wie z.B. viele, einige, wenige.
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3.5.2.1 Unscharfe Quantoren
Unter quantorisierten Beschreibungen werden solche Beschreibungen verstanden, wel-
che vergleichbares Verhalten verschiedener Agenten in einer Aussage unter Verwendung
eines nat

urlichsprachlichen Quantors versprachlichen. Ein typisches quantorisiertes Ge-
schehen beinhaltet beispielsweise die Aussage: Einige Fahrzeuge biegen links ab. Eine
solche Aussage ist im Prinzip mehrdeutig in ihrer Lesart und in der Denition des
zugrundeliegenden Quantors. Hinsichtlich des erstgenannten Kriteriums lassen sich die
universelle und die existentielle Lesart unterscheiden.
 Universelle Lesart: Die Aussage wird so gedeutet, da zu jedem Zeitpunkt
des G

ultigkeitszeitraums einige Fahrzeuge links abbiegen, wobei dies immer wie-
der andere Fahrzeuge sein k

onnen. Daraus kann in der Summe resultieren, da
insgesamt alle Fahrzeuge links abbiegen, aber immer nur einige zur gleichen Zeit.
 Existenzielle Lesart: Die Aussage wird so gedeutet, da insgesamt einige Fahr-
zeuge links abbiegen, wobei es durchaus Teilintervalle des G

ultigkeitszeitraums
geben kann, in denen beispielsweise kein einziges Fahrzeug links abbiegt. Dennoch
bleibt die Aussage wahr.
Es ist festzustellen, da die existentielle Lesart von quantorisierten Aussagen diejenige
ist, die dem g

angigen Sprachgebrauch entspricht.
Zweites Kriterium zur unterschiedlichen Interpretation einer quantorisierten Gesche-
hensbeschreibung ist die Denition des zugrundeliegenden Quantors. Hierbei lassen
sich die grundmengenabh

angige und grundmengenunabh

angige Denition von Quan-
toren unterscheiden.
 Grundmengenunabh

angige Denition: Die Zuordnung der Quantoren er-
folgt allein abh

angig von der absoluten Gr

oe der betrachteten Menge: 200 Fahr-
zeuge sind einige, zwei Fahrzeuge sind nicht einige. (Nebenbei sei erw

ahnt, da
selbst der grundmengenunabh

angige Gebrauch nat

urlichsprachlicher unscharfer
Quantoren uneinheitlich ist. So kann er beispielsweise von besonderen Eigenschaf-
ten der Individuen,

uber die quantorisiert wird, abh

angen. Zum Beispiel sind 200
Menschen in einem Raum viele, 200 Bakterien im selben Raum aber eher wenige.
Dies liegt letztendlich daran, da auf dieser Welt im allgemeinen und in R

aumen
im besonderen

ublicherweise viel mehr Bakterien vorhanden sind als Menschen.
Solche kontextuellen Abh

angigkeiten bei der Quantordenition werden im folgen-
den jedoch nicht betrachtet, da grunds

atzlich nur Fahrzeugverhalten beschrieben
und folglich nur

uber Fahrzeugmengen quantorisiert wird).
 Bei der grundmengenabh

angigen Denition liegt der Quantorzuordnung ei-
ne bestimmte Grundmenge zugrunde: zwei von drei Fahrzeugen sind einige, 200
von 10.000 Fahrzeugen sind nicht einige.
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always card([], 0.0).
always (card([H/T], N1) :- card(T, N), N1 is N + 1.0).
always (portion(Vars,Domain,Body,Portion) :- call( ndall List1 Vars Domain ),
call( ndall List2 Vars (Domain , Body) ), card(List1, Card1), card(List2, Card2),
Portion is Card2 / Card1).
always (all(Vars,Domain,Body)
:- portion(Vars,Domain,Body,Portion), Portion  1.0).
always (nearly all(Vars,Domain,Body)
:- portion(Vars,Domain,Body,Portion), Portion  0.7 , Portion < 1.0).
always (most(Vars,Domain,Body)
:- portion(Vars,Domain,Body,Portion), Portion > 0.5 , Portion < 1.0).
always (many(Vars,Domain,Body)
:- portion(Vars,Domain,Body,Portion), Portion  0.4 , Portion < 0.8).
always (several(Vars,Domain,Body)
:- portion(Vars,Domain,Body,Portion), Portion > 0.2 , Portion < 0.6).
always (some(Vars,Domain,Body)
:- portion(Vars,Domain,Body,Portion), Portion > 0.1 , Portion < 0.5).
always (a few(Vars,Domain,Body)
:- portion(Vars,Domain,Body,Portion), Portion > 0.0 , Portion < 0.3).
always (no(Vars,Domain,Body)
:- portion(Vars,Domain,Body,Portion), Portion = 0.0).
Abbildung 3.7: Grundmengenabh

angige Modellierung nat

urlichsprachlicher Quantoren
als unscharf metrisch temporale Logikpr

adikate. Entscheidend ist die Berechnung des
Pr

adikats portion(Vars,Domain,Body,Portion). Im ersten Schritt wird die Liste List1
derjenigen Individuen aus Vars berechnet, die einer Grundmenge Domain angeh

oren.
Dann wird die Liste List2 derjenigen Individuen aus Vars zusammengestellt, die so-
wohl der Grundmenge Domain angeh

oren als auch dasjenige Pr

adikat erf

ullen,

uber
das quantorisiert werden soll (Body). Der freie Bezeichner Portion enth

alt dann das
Verh

altnis der Anzahl der Individuen aus List2 (berechnet in Card2) zu der Anzahl
der Individuen aus List1 (berechnet in Card1). Diese Verh

altniszahl wird den einzelnen
Pr

adikaten zugeordnet, die nat

urlichsprachliche Quantoren repr

asentieren.
Die meisten Quantoren lassen sich sowohl grundmengenabh

angig als auch -unabh

angig
verwenden. Welche Art der Verwendung im Einzelfall gerade gew

ahlt wurde, wird meist
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aus dem Kontext deutlich. Im t

aglichen Sprachgebrauch ist die Unterscheidung der
beiden Quantordenitionsarten meist unproblematisch, im Rahmen der begriichen
Auswertung von Bildfolgen jedoch nicht, da beide Denitionsarten eine vollkommen
unterschiedliche Berechnung der jeweiligen Quantoren erfordern. Abschlieend sei noch
darauf hingewiesen, da bestimmte Quantoren generell nur grundmengenabh

angig de-
niert werden k

onnen. Dies sind beispielsweise die Quantoren alle, die meisten und die
wenigsten.
[Fr

uauf 94] entwickelte eine ausschlielich grundmengenabh

angige Repr

asentation von
nat

urlichsprachlichen Quantoren, basierend auf bin

aren Wahrheitstabellen. Darauf auf-
bauend berechnen [Gerber&Nagel 96b] quantorisierte Geschehen universeller Lesart,
aus denen jedoch durch ein stark heuristisches Verfahren quantorisierte Geschehen exi-
stentieller Lesart abgeleitet werden konnten. [Theilmann 97] f

uhrte erstmals ein Experi-
ment zur Berechnung quantorisierter Beschreibungen mit Hilfe von F-Limette durch,
basierend auf einer ausschlielich grundmengenabh

angigen Repr

asentation nat

urlich-
sprachlicher Quantoren nach [Sch

afer 96]. [Theilmann 97] ber

ucksichtigte in seinen Ex-
perimenten lediglich die Berechnung quantorisierter Beschreibungen nach universeller
Lesart, nicht aber nach existentieller Lesart, wie sie der g

angige Sprachgebrauch ver-
langt.
Der Unterschied zwischen universeller und existentieller Lesart von quantorisierten Ge-
schehen soll anhand des folgenden Gedankenexperiments verdeutlicht werden. Gesetzt
den Fall, in einer Szene benden sich zehn Fahrzeuge, die nacheinander links abbiegen,
wobei zu jedem Zeitpunkt genau ein Fahrzeug links abbiegt. Dies sei durch folgende
begriiche Beschreibung dokumentiert:
1 : 10 ! linksabbiegen(obj 1).
11 : 20 ! linksabbiegen(obj 2).
21 : 30 ! linksabbiegen(obj 3).
31 : 40 ! linksabbiegen(obj 4).
41 : 50 ! linksabbiegen(obj 5).
51 : 60 ! linksabbiegen(obj 6).
61 : 70 ! linksabbiegen(obj 7).
71 : 80 ! linksabbiegen(obj 8).
81 : 90 ! linksabbiegen(obj 9).
91 : 100 ! linksabbiegen(obj 10).
Ein zeitpunktweise fortschreitender Algorithmus zur Berechnung quantorisierter Be-
schreibungen nach universeller Lesart erkennt, da zu jedem Zeitpunkt genau ein Fahr-
zeug links abbiegt, und assoziiert zum Mengenverh

altnis eins zu zehn den Quantor
wenige. Daraus resultiert folgende quantorisierte Beschreibung:
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1 : 10 ! linksabbiegen(wenige Fahrzeuge).
11 : 20 ! linksabbiegen(wenige Fahrzeuge).
21 : 30 ! linksabbiegen(wenige Fahrzeuge).
31 : 40 ! linksabbiegen(wenige Fahrzeuge).
41 : 50 ! linksabbiegen(wenige Fahrzeuge).
51 : 60 ! linksabbiegen(wenige Fahrzeuge).
61 : 70 ! linksabbiegen(wenige Fahrzeuge).
71 : 80 ! linksabbiegen(wenige Fahrzeuge).
81 : 90 ! linksabbiegen(wenige Fahrzeuge).
91 : 100 ! linksabbiegen(wenige Fahrzeuge).
Die Zusammenfassung der G

ultigkeitsintervalle ergibt dann folgende Gesamtaussage:
1 : 100 ! linksabbiegen(wenige Fahrzeuge).
Nach universeller Lesart ist dies eine richtige Aussage, denn zu jedem Zeitpunkt aus
dem Intervall [1:100] gilt: Wenige Fahrzeuge sind zu diesem Zeitpunkt links abgebogen.
Tats

achlich sind jedoch im Zeitintervall [1:100] nicht wenige, sondern alle Fahrzeu-
ge links abgebogen. Diese Aussage entspricht dem existentiellen Gebrauch nat

urlich-
sprachlicher Quantoren und damit auch dem g

angigen Sprachgebrauch. Entscheidend
bei der Berechnung quantorisierter Beschreibungen ist folglich nicht, was genau an
jedem einzelnen Zeitpunkt des betrachteten Zeitintervalls passiert, sondern vielmehr,
was sich im Betrachtungszeitintervall in der Summe ereignet. Weder der Ansatz von
[Fr

uauf 94] noch derjenige von [Theilmann 97] leisten diese Art der Berechnung.
Die Herausforderung besteht folglich darin, die M

oglichkeiten, die die unscharf me-
trisch temporale Logik bietet, zu nutzen, um quantorisierte Beschreibungen existenti-
eller Art berechnen zu k

onnen. Hierzu wurde die in Abbildung 3.7 gezeigte Modellierung
nat

urlichsprachlicher Quantoren gew

ahlt. Die Quantoren sind unscharf deniert, so da
sich die Anwendbarkeitsbereiche zwischen `benachbarten' Quantoren

uberlappen, wo-
durch geringf

ugige Schwankungen im prozentualen Anteil nicht zwangsl

aug zu einem
Alternieren zwischen verschiedenen Quantoren f

uhren m

ussen. Das folgende metrisch
temporale Logikprogramm realisiert die Berechnung quantorisierter Beschreibungen
von Abbiegevorg

angen in existentieller Lesart unter Verwendung der Quantorendeni-
tion aus Abbildung 3.7.
always (quantorbestimmung(Vars, Domain, Body, Body2, Body3, Body4) :-
quantorisierung(Vars, Domain, Body) ,
quantorisierung(Vars, Body, Body2) ,
quantorisierung(Vars, Body, Body3) ,
quantorisierung(Vars, Body, Body4)).
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always (quantorisierung(Vars, Domain, Body) :-
call({ findall List1 Vars Domain }),
call({ findall List2 Vars (Domain , Body) }),
card(List1, Card1), card(List2, Card2),
((Card2 < 11 , zahlenname(Card2,V) ,
note(quantor(V,Domain,Body))) ;
(Card2 > 10 , Portion is Card2 / Card1 ,
quantorname(Portion,W), note(quantor(W,Domain,Body))))).
always (on_intersection(X) :- event come_from(X,Y,Z)).
always (come_from(X,Y) :- event come_from(X,Y,Z)).
always (turn_right_into(X,Y) :- event turn_right_into(X,Y,Z)).
always (turn_left_into(X,Y) :- event turn_left_into(X,Y,Z)).
always (drive_straight_ahead(X) :- event drive_straight_ahead(X,Z)).
?- quantorbestimmung(X, on_intersection(X), come_from(X,Y1),
turn_right_into(X,Y2), turn_left_into(X,Y3), drive_straight_ahead(X)).
In der in dem Programm enthaltene Anfrage zur Quantorbestimmung werden folgende
Mengen deniert: Die Menge aller Fahrzeuge, die sich irgendwann im Laufe des Beob-
achtungszeitraums auf der betrachteten Kreuzung benden (on intersection(X)); die
Menge aller Fahrzeuge, die irgendwann aus der Strae Y 1 kommend auf die Kreuzung
fahren (come from(X,Y1)), sowie die Mengen aller in bestimmte Straen rechtsabbie-
genden, linksabbiegenden bzw. geradeausfahrenden Fahrzeuge (Pr

adikatsnamen ent-
sprechend). Somit unterscheiden sich beide Regeln nur in ihrem Kopf, wobei beim
Pr

adikat come from(X,Y1) im Gegensatz zum Pr

adikat on intersection(X) die Be-
zugsfahrbahn mit erfat wird. Die Vorgehensweise, zur Quantorbestimmung auf einen
Schlag den gesamten Beobachtungszeitraum zu ber

ucksichtigen (durch die Verwendung
des existentiellen temporalen Operators event), erm

oglicht eine existentielle Quantor-
berechnung. Bei einer zeitpunktweise fortschreitenden Berechnung w

are dies nicht m

og-
lich. Mit Hilfe des Pr

adikats `quantorbestimmung' werden folgende Mengenverh

altnisse
untersucht: Der Anteil derjenigen Fahrzeuge auf der Kreuzung, die aus der Strae Y 1
kommen; der Anteil derjenigen aus Y 1 kommenden Fahrzeuge, die nach rechts in die
Strae Y 2 fahren; der Anteil derjenigen aus Y 1 kommenden Fahrzeuge, die nach links
in die Strae Y 3 fahren, und der Anteil derjenigen aus Y 1 kommenden Fahrzeuge, die
geradeaus fahren. Dabei wird in den F

allen, in denen die Gesamtzahl der anteiligen
Fahrzeuge die Zahl `10'

ubersteigt, mit Hilfe des Pr

adikats `quantorisierung' dem ent-
sprechenden Zahlenverh

altnis der zugeh

orige Quantor aus Abbildung 3.7 zugeordnet.
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3.5.2.2 Zahlw

orter
Eine andere Art der Quantorisierung, also der Zusammenfassung vergleichbarer Ge-
schehen zu einer quantorisierten Aussage, ist die Verwendung von Zahlw

ortern. Das
im vorigen Abschnitt zuletzt angegebene metrisch temporale Logikprogramm erlaubt
auch die Assoziation von Zahlw

ortern. So wird durch das Pr

adikat `quantorisierung'
bei einer anteiligen Fahrzeuganzahl kleiner zehn ein Zahlwortquantor zugeordnet und
nur im gegenteiligen Fall ein unscharfer Quantor. Die Berechnung von Zahlwortquan-
toren ist im Vergleich zur Berechnung unscharfer Quantoren weniger problematisch, da
die jeweilige absolute Fahrzeuganzahl den Zahlwortquantor eindeutig bestimmen l

at.
Bei groen Fahrzeuganzahlen wird die Verwendung von unscharfen Quantoren gene-
rell bevorzugt. So d

urfte es f

ur die meisten Anwendungen nebens

achlich sein, ob 1.442
oder 1.443 Fahrzeuge einen bestimmten Ablauf durchf

uhrten. Stattdessen d

urfte oft
die Feststellung ausreichen, da es `sehr viele' waren. Bei kleinen Zahlenverh

altnissen
ist die Verwendung von Zahlwortquantoren eindeutig vorzuziehen. Bei einem Zahlen-
verh

altnis `zwei von dreien' beispielsweise ist es unzweckm

assig, von `den meisten' oder
`fast allen' Fahrzeugen zu sprechen. Statt dessen wird man im allgemeinen das Zahlen-
verh

altnis `zwei von dreien' unter Verwendung dieser Zahlw

orter exakt angeben. Die
Schwelle, ab wann unscharfe Quantoren und nicht mehr Zahlw

orter verwendet werden,
wurde in dem zuletzt angegebenen Programm des vorigen Abschnitts vorl

aug auf zehn
anteilige Fahrzeuge gesetzt. Die Entscheidungsndung, in welchen F

allen welche Art
von Quantoren verwendet werden, bedarf aber sicher noch einiger Untersuchungen. Im
folgenden ist abschlieend die Denition der Zahlw

orter von Null bis Zehn in metrisch
temporaler Logik angegeben.
always (zahlenname(Card,no) :- Card = 0.0).
always (zahlenname(Card,one) :- Card = 1.0).
always (zahlenname(Card,two) :- Card = 2.0).
always (zahlenname(Card,three) :- Card = 3.0).
always (zahlenname(Card,four) :- Card = 4.0).
always (zahlenname(Card,five) :- Card = 5.0).
always (zahlenname(Card,six) :- Card = 6.0).
always (zahlenname(Card,seven) :- Card = 7.0).
always (zahlenname(Card,eight) :- Card = 8.0).
always (zahlenname(Card,nine) :- Card = 9.0).
always (zahlenname(Card,ten) :- Card = 10.0).
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Kapitel 4
Nat

urlichsprachliche Schicht
Resultat der signalnahen und begriichen Auswertung ist eine Menge temporallo-
gischer Fakten, welche die in der untersuchten Szene erkannten Abl

aufe beschreibt.
Aufgabe der nat

urlichsprachlichen Schicht ist es in erster Linie, aus dieser begriichen
Beschreibung einen nat

urlichsprachlichen Text zu erzeugen. Der Inhalt dieses Textes
wird durch die Semantik der Fakten bereits vorgegeben. Die Entwicklung der nat

urlich-
sprachlichen Schicht ber

uhrt somit haupts

achlich linguistische Problemstellungen. Zwei
Problemstellungen sollen an dieser Stelle kurz angedeutet werden: Ziel ist es erstens,
einen leicht verst

andlichen Text zu erstellen, wobei zweitens gew

ahrleistet werden soll,
da bei der Erzeugung des Textes die Semantik der zugrundeliegenden Faktenmenge
sinngetreu in den Text

ubertragen wird.
4.1 Literatur

uberblick
[Dance et al. 96] widmen sich, wie die vorliegende Arbeit, der Auswertung von Real-
weltbildfolgen von Straenverkehrsszenen und der Formulierung der Auswertungsergeb-
nisse als nat

urlichsprachlichen Text. Das System sieht jedoch keine Trennung zwischen
nat

urlichsprachlicher Schicht und Schlufolgerungsmechanismus vor. Stattdessen wird
die Auspr

agung eines bestimmtes Knotens des zur Ablaufmodellierung verwendeten
Netzwerks in einen nat

urlichsprachlichen Satz umformuliert. Auf diese Weise entste-
hen als `nat

urlichsprachliche Beschreibung' eine Abfolge stereotyper S

atze, die eine lose
Aufz

ahlung beobachteter Ereignisse darstellt, wobei der entstehende Text keinen inne-
ren Zusammenhang aufweist. Der auf diese Weise generierte Text ist dadurch nur un-
wesentlich anschaulicher als eine simple Aufz

ahlung begriicher Beschreibungen. Auf
diese Weise kann von diesem System nur eine einzige Sichtweise einer Szene berechnet
werden.
[Howarth&Buxton 98] unterscheiden zwischen der Beschreibung und der Beobachtung
eines Ablaufs. Die Beschreibung resultiert in einer unstrukturierten Aufz

ahlung aktuell
extrahierter Abl

aufe. Die Beobachtung einer Szene bezweckt das gezielte Aufsp

uren be-
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stimmter, vom Benutzer vordenierter Abl

aufe. Mit der Unterscheidung von Beschrei-
bung und Beobachtung tangieren die Autoren Fragestellungen, die in der vorliegenden
Arbeit unter dem Begri `Perspektivit

at' betrachtet werden, ohne da sie jedoch da-
zu bisher eine breite Grundlage anstreben. Die Beschreibungen und Beobachtungen
werden durch nat

urlichsprachliche Begrie dargestellt.
Die Selektions- und die Sprachgenerierungskomponente des im Rahmen des Projekts
VITRA ([Herzog 92]) entwickelten Systems SOCCER ([Andre et al. 88]) nimmt Auf-
gaben wahr, die in unserem System der nat

urlichsprachlichen Schicht zugeordnet wer-
den k

onnen. Allerdings unterscheidet sich auch bei SOCCER die Zielsetzung, aus der
nat

urlichsprachliche Beschreibungen erzielt werden k

onnen, von derjenigen des vor-
liegenden Ansatzes. W

ahrend wir unterschiedliche Sichtweisen einer Szene berechnen
wollen, beschr

ankt sich SOCCER auf eine einzige Sichtweise, wobei eine inkrementelle
Beschreibung berechnet wird, die stilistisch an die Kommentare eines Radioreporters
erinnert, also eines nicht in den Ablauf verwickelten Beobachters, dessen Aufgabe es
ist, schritthaltend mit dem beobachtbaren Ablauf eine Beschreibung zu liefern. Diese
Beschreibung soll ihrem Adressaten, der den Ablauf selbst nicht sieht, ein m

oglichst
gutes `Bild' der Szene vermitteln.
Die Ereigniserkennungskomponente von SOCCER assoziiert zu den vorliegenden geo-
metrischen Daten Ereignisbeschreibungen. Die Selektionskomponente w

ahlt diejenigen
Ereignisse aus, die verbalisiert werden sollen, und f

uhrt diese der Sprachgenerierungs-
komponente zu (vgl. [Herzog&Wazinski 94], [Herzog&Rohr 95]). Bei der Formulierung
eines Satzes aus mehreren Ereignispropositionen erfolgt zuerst die Auswahl eines geeig-
neten Verbs aus dem zugrundeliegenden Begrislexikon und die Festlegung der Verb-
form. Hierzu erfolgt ein R

uckgri auf die Selektionskomponente, die entscheidet, welche
Information zur korrekten Identikation der Bezugsobjekte verbalisiert werden soll.
Desweiteren wird der Ereigniszeitraum durch die Verbzeit und die Verwendung von
Zeitadverbien angezeigt. R

aumliche Information wird durch die Verwendung r

aumlicher
Pr

apositionen kodiert. Interne Objektidentikatoren werden in Nominalphrasen

uber-
tragen. Erg

anzend werden zus

atzliche Attribute ausgew

ahlt, welche dem Empf

anger die
eindeutige Identikation des betroenen Objekts erm

oglichen sollen. Dies erfolgt wie-
derum durch die Verwendung r

aumlicher Relationen (z.B. `Das linke Tor'), oder durch
das nochmalige Erw

ahnen von bereits vergangenen Ereignissen (z.B. `Der attackierte
Spieler'). Die Kriterien, die der Entscheidung f

ur ein Verb oder ein Temporaladverb zu-
grunde liegen, werden nicht detailliert beschrieben und scheinen heuristisch motiviert
zu sein. F

ur die Texterzeugung wird auf ein nicht n

aher ausgef

uhrtes Schablonen-
basiertes Verfahren (`Templates') zur

uckgegrien.
Durch Ausnutzung der Ergebnisse des Subsystems REPLAI [Retz-Schmidt 92] k

onnen
auch Intentionen bestimmter Agenten formuliert werden. Dies erfolgt bisher jedoch nur
durch explizites Formulieren der Intention (z.B. `Sie will A tun'). Die Zukunft als Zeit-
form (z.B. `Sie wird A tun') wird bisher ebensowenig verwandt wie die Benutzung von
Verben, die eine Absicht implizieren (z.B. `verfolgen'). Allerdings k

onnen bereits Be-
ziehungen zwischen Intentionen und tats

achlich beobachteten Handlungen hergestellt
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werden (z.B. `Sie tat B, um A zu erreichen').
Das Subsystem ANTLIMA ([Schirra&Stopp 93], [Schirra 94], [Stopp & Blocher 97])
des Systems SOCCER verk

orpert das H

orermodell, d.h. in ANTLIMA wird die Frage-
stellung untersucht, ob ein Benutzer, der auf die von SOCCER generierten nat

urlich-
sprachlichen Beschreibungen von Fuballszenen zugreift, diese im beabsichtigten Sinne
verstehen wird, oder ob die Beschreibungen Miinterpretationsm

oglichkeiten oder In-
konsistenzen enthalten. Treten signikante Unterschiede zwischen dem tats

achlichen
und dem von ANTLIMA antizipierten Sachverhalt auf, so werden diese Unterschiede
von ANTLIMA in geeigneter Weise durch Durchlaufen einer Antizipationsr

uckkopp-
lungsschleife ([Stopp 92]) korrigiert. Die R

ucktransformation einer durch Bildfolgen-
auswertung extrahierten begriichen Beschreibung in eine synthetische Bildfolge wird
im Rahmen der vorliegenden Arbeit in [Jeyakumar 98] und [Nagel et al. 99] untersucht.
Das Dialogsystem PRACMA ([Jameson et al. 94], [Ndiaye 96]) simuliert den `unko-
operativen', d.h. in der jeweiligen Zielsetzung divergierenden, Dialog eines K

aufers
mit einem Verk

aufer beim Gebrauchtwagenkauf. Das System kann wahlweise eine der
beiden Rollen

ubernehmen. Es

ubertr

agt deutschsprachige S

atze in eine semantische
Repr

asentationsstruktur, auf welche das pragmatische Dialogged

achtnis zugreift. Der
Dialogplaner stellt aufgrund des bestehenden Kontexts verschiedene Dialogpl

ane zu-
sammen, die Vorgaben

uber den weiteren Verlauf des Dialogs enthalten, abh

angig von
der Rolle des Systems im Dialog.
[King 96] versucht, bestehende sprachverarbeitende Systeme hinsichtlich der Qualit

at
der von ihnen generierten nat

urlichsprachlichen Texte nach eigenen Bewertungsgrund-
s

atzen zu bewerten, gesteht jedoch ein, da eine faire Beurteilung solcher Systeme
durch vereinheitlichte Tests selten m

oglich ist, da sich Arbeitsweisen, Ziele und Ar-
beitsschwerpunkte dieser Systeme oft grunds

atzlich unterscheiden.
[Noy&Hafner 97] entwickeln ein Rahmenwerk, anhand dessen verschiedene Projekte,
die sich mit dem Aufbau von Ontologien besch

aftigen, verglichen werden k

onnen. Die-
sen Vergleich f

uhren die Autoren anhand zehn bestehender Ontologien durch. Wie auch
[King 96] stellen diese Autoren fest, da ein solcher Vergleich sich bisher nur sehr schwer
ziehen l

at. Es bestehen bisher fundamentale Unterschiede bei der Konstruktion von
Ontologien und in der Sicht der Welt.
Oben zitierte Arbeiten, die sich mit der Versprachlichung ihrer sensorischen Wahrneh-
mungen besch

aftigen, ber

ucksichtigen den Begri der Perspektive nur unzureichend.
Meist geben sie alle Beobachtungen, die sie treen, an den Benutzer weiter, der dann
abermals vor dem Problem steht, sich seine eigene

Ubersicht

uber das extrahierte Da-
tenmaterial zu verschaen. Andere Systeme strukturieren und abstrahieren gezielt,
um eine

ubersichtliche Darstellung bereitzustellen. Sie beschr

anken sich dabei jedoch
implizit auf eine Perspektive. Es werden implizite Annahmen getroen, was beschrei-
bungsrelevant ist, dar

uberhinausgehende Beschreibungen werden nicht erm

oglicht.
Die vorliegende Arbeit will die Generierung nat

urlichsprachlicher Szenenbeschreibun-
gen erm

oglichen, die spezischen Benutzerw

unschen angepat sind. Dabei spielen die
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bereits eingef

uhrten Begrie der Standpunktbestimmung und der Perspektive eine zen-
trale Rolle. Ausw

artige Arbeiten

uber die generische Modellierung von Perspektivit

at
bei der Generierung nat

urlichsprachlicher Beschreibungen nden sich in der Litera-
tur dementsprechend nicht. Eine Ausnahme bildet [Leong 98], welcher ein System zur
Entscheidungsndung entwickelt, das seine Entscheidungen dadurch trit, da es den
beobachteten Vorgang aus unterschiedlichen Perspektiven betrachtet. Das System wird
auf den Diskursbereich Entscheidungsndung in der Medizin angewendet. Es wird ei-
ne Sprache zur Modellierung und L

osung von dynamischen Entscheidungsproblemen
entwickelt, die allerdings bisher nicht auf einen Bildauswertungsproze aufsetzt.
4.2 Linguistische Grundlagen
Um dem Leser, der vermutlich eher mit Problemstellungen der Informatik, speziell der
Bildauswertung, vertraut sein d

urfte, einen Einblick zu geben, welche Probleme sich bei
der Entwicklung einer nat

urlichsprachlichen Schicht ergeben, folgt ein kurzer

Uberblick

uber allgemeine linguistische Fragestellungen. Da ein solch umfassender Forschungsbe-
reich wie die Linguistik nicht in wenigen Zeilen ersch

opfend behandelt werden kann,
wird der folgende

Uberblick bewut kurz gehalten und beschr

ankt sich auf f

ur die-
se Arbeit relevante Problembereiche. [Grewendorf et al. 91] liefern eine interessante,
ergiebige und einleuchtende Einf

uhrung in linguistische Fragestellungen. Aus diesem
Werk sind die folgenden Ausf

uhrungen in der Hauptsache entnommen.
Als die vier zentralen Fragen der Sprachwissenschaft werden von [Grewendorf et al. 91]
folgende Fragestellungen bezeichnet:
1. Was heit es, sprachliches Wissen zu besitzen (im Gegensatz zu den Ausdrucks-
formen von Tieren)?
2. Was heit es, ein ganz spezielles sprachliches Wissen zu besitzen (z.B. Kenntnis
des Deutschen im Gegensatz zum Englischen o.

a.)?
3. Wie wird sprachliches Wissen erworben?
4. Wie wird das erworbene sprachliche Wissen verwendet?
Beim Entwurf einer nat

urlichsprachlichen Systemschicht innerhalb eines Bildauswer-
tungssystems, welche die Ergebnisse der Auswertung sensorischer Daten als nat

urlich-
sprachlichen Text formulieren soll, sind f

ur uns unter den oben aufgef

uhrten besonders
die dritte und vierte Fragestellung relevant. Wenn wir (zumindest im Ansatz) verste-
hen lernen, wie der Mensch sprachliches Wissen erlangt und anwendet, so k

onnen wir
R

uckschl

usse ziehen, wie wir im Rahmen unseres Systemansatzes sprachliches Modell-
wissen repr

asentieren und nutzen k

onnen. Leider ist die linguistische Forschung in der
Beantwortung dieser Fragen noch nicht allzu weit gediehen. Wenn man sich

uberlegt,
wie Kinder ihre Sprache lernen, so ist man geneigt, sich dieses Lernen nach folgendem
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Modell vorzustellen ([Grewendorf et al. 91]): Kinder werden mit sprachlichen Daten
konfrontiert, leiten daraus Informationen ab und generalisieren diese. Die Reaktion der
Umwelt veriziert oder falsiziert diese Generalisierungen. Gegen dieses vereinfachte
Modell eines empiristischen Spracherwerbs spricht (vgl. [Grewendorf et al. 91]):
1. Die sprachlichen Daten, mit denen Kinder konfrontiert werden, sind gr

oten-
teils defekt (z.B. aufgrund unzureichender Ged

achtnisleistung bei komplizier-
ten Satzkonstruktionen, Versprecher, idiosynkratische Sprachverwendungen) und
sind deshalb zu Generalisierungszwecken v

ollig ungeeignet.
2. Die Daten sind nicht nur defekt, es sind auch viel zu wenige.
Dennoch kann das Kind S

atze bilden, mit denen es noch nie konfrontiert war; es kann
noch nie geh

orte Worte richtig aussprechen; es kann am Klang eines ihm unbekann-
ten Wortes erkennen, ob es sich um ein deutsches Wort handeln kann oder nicht; es
kann Pronomen den richtigen Subjekten und Objekten eines Satzes zuordnen, selbst
wenn es diesen Satz zuvor noch nie geh

ort hat. Die empiristische Theorie kann nicht
nur nicht erkl

aren, warum Sprecher einer Sprache immer neue S

atze korrekt bilden
k

onnen, sie kann zudem auch nicht erkl

aren, warum bestimmte oensichtliche Gene-
ralisierungen nicht vorgenommen werden. Letztgenanntes Ph

anomen soll an folgen-
dem englischsprachigen Beispiel illustriert werden (aus [Grewendorf et al. 91]). Man
betrachte folgenden Satz: Peter kissed Mary. Um das Objekt dieses Satzes zu ermit-
teln, kann man folgende Frage formulieren: Who did you say that Peter kissed? Den
gleichen Satzbau k

onnte man jetzt verwenden, um das Subjekt des Satzes zu erfragen.
Es entsteht dadurch die Formulierung: Who did you say that kissed Mary? Diese Fra-
ge ist ungrammatisch. Es gibt im empiristischen Sprachmodell weder eine Erkl

arung
daf

ur, warum diese Generalisierung blockiert sein sollte, noch ist es vorstellbar, da
der Sprachlerner all das relevante Training erhalten haben soll, um die Generalisierung
auf ungrammatische Formulierungen verhindern zu k

onnen. Eine Alternative zu dem
wenig geeigneten empiristischen Spracherwerbsmodell stellt das natavistische Modell
dar. Es besagt im wesentlichen, da der Mensch von Natur aus mit einem `geistigen Ap-
parat der Sprachf

ahigkeit' ausgestattet ist, dessen `Mechanismus durch Konfrontation
mit Erfahrungsdaten lediglich ausgel

ost' wird. In Konsequenz wird die Sprache dabei
als ein Organ des menschlichen Organismus angesehen, Sprache wird folglich nicht er-
lernt, sondern erworben. Des Menschen Sprachf

ahigkeit ist dabei weitaus gr

oer als der
allt

agliche Sprachgebrauch zeigt. Zum Beispiel ist der Mensch in der Lage, folgenden
Satz zu bilden:
Derjenige, welcher denjenigen, welcher den Pfahl, welcher an der Br

ucke, welche

uber
den Flu f

uhrt, steht, umgeworfen hat, anzeigt, erh

alt eine Belohnung.
Dieser Satz ist grammatisch korrekt und auch inhaltlich verstehbar. Trotzdem wird
ein solcher Satz im Alltag aus naheliegenden Gr

unden nicht verwendet. Die F

ahig-
keit, solche S

atze bilden zu k

onnen, wird als sprachliche Kompetenz bezeichnet. Das
Ausma, wie weit wir von dieser F

ahigkeit Gebrauch machen (bedingt durch Fakto-
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ren wie Ged

achtnis, Konzentration usw.), wird als sprachliche Performanz bezeichnet.
Die sprachliche Kompetenz kann dabei unterteilt werden in eine grammatische Kom-
petenz (die F

ahigkeit, komplizierte S

atze bilden zu k

onnen) und in eine pragmatische
Kompetenz (die F

ahigkeit, S

atze angemessen zu gebrauchen).
Ein zentraler Begri der Linguistik ist die Grammatik. Der Sprecher einer Sprache ist
gemeinhin in der Lage, S

atze dieser Sprache weitgehend korrekt zu bilden und Urteile

uber die grammatische Korrektheit und die Struktur von S

atzen dieser Sprache abzuge-
ben. Eine Grammatik ist ein Modell dieser Kompetenz des Sprechers.

Uber die Frage,
welche Form eine solche Grammatik haben mu, herrscht unter Linguisten keine ge-
nerelle

Ubereinstimmung. Weitestgehend unbestritten ist jedoch, da eine Grammatik
folgende Komponenten besitzen mu:
 Im Lexikon mu jedes Wort der Sprache aufgef

uhrt sein, zusammen mit Angaben

uber dessen Bedeutung, Aussprache, interner Struktur, Wortart und seiner Rolle
bei der Bildung von S

atzen.
 Die phonologische Komponente beinhaltet das Inventar an Lauten und beschreibt,
wie Laute zu W

ortern kombiniert werden.
 Die syntaktische Komponente beschreibt, wie W

orter zu Wortgruppen und S

atzen
kombiniert werden k

onnen.
 Die semantische Komponente erm

oglicht die Ermittlung der Bedeutung eines
Satzes aus den Bedeutungen seiner W

orter und deren Konstellation.
[Guthrie et al. 96] geben einen

Uberblick

uber verschiedene Ans

atze, die sich mit der
Frage auseinandersetzen, wie traditionelle W

orterb

ucher f

ur die maschinelle Verarbei-
tung nat

urlicher Sprache genutzt werden k

onnen. [Kamp&Rossdeutscher 94a] untersu-
chen Fragestellungen, die Form und Inhalt eines Lexikons betreen, welches die syste-
matische rechnerinterne Repr

asentation von Texten unterst

utzen soll.
Die Phonetik untersucht, vereinfacht ausgedr

uckt, wie Sprachen von verschiedenen Lau-
ten Gebrauch machen, so da letztere Gegenstand der phonetischen Beschreibung sind.
Laute sind dann Gegenstand der phonetischen Beschreibung, wenn sie in einer entspre-
chenden Sprache Bedeutungen ausdr

ucken. Die Phonologie besch

aftigt sich mit Aufbau
und Funktion der phonologischen Komponente einer Grammatik.
[Grewendorf et al. 91] bezeichnen die ad

aquate Beschreibung des Strukturaufbaus von
S

atzen als Gegenstand der Syntax. Angesichts der Komplexit

at von Sprachen kann die-
ses Ziel nur in einem bescheidenen Rahmen erreicht werden. Die Struktur von S

atzen
liegt nicht unmittelbar auf der Hand, so da sie den S

atzen selbst direkt anzusehen
w

are. Deshalb k

onnen syntaktische Beschreibungen je nach Zweck und Methode sehr
unterschiedlich ausfallen. Allgemein gilt jedoch, da bestimmte Aspekte der nat

urlichen
Sprache (wie die Syntax und auch die Semantik) mit denselben formalen Mitteln be-
schrieben werden k

onnen, wie sie in der Mathematik, Logik oder Informatik verwendet
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werden. Die Theorie der formalen Sprachen besagt, da demzufolge eine Sprache nichts
weiter ist als die Menge von S

atzen, die von einer gegebenen Grammatik erzeugt wer-
den. Ein Satz ist dabei eine Kette terminaler Elemente, die, ausgehend vom Symbol
S, durch Anwendungen der Regeln der Grammatik erzeugt werden kann. Phrasen-
strukturgrammatiken sind eine Form von Grammatiken zur Erzeugung einer Sprache.
Sie bestehen aus Phrasenstrukturregeln und Worteinsetzungsregeln. Charakteristisch
f

ur Phrasenstrukturgrammatiken ist die Erzeugung von Strukturb

aumen. Vertiefen-
de Erkenntnisse zu diesen Grammatiken entnehme man [Grewendorf et al. 91] oder
[Kamp&Reyle 93]. Andere Verfahren verwenden Unikationsgrammatiken und deren
Weiterentwicklungen ([Burkert 96]).
Die Morphologie besch

aftigt sich mit der inneren Struktur der W

orter einer Sprache,
also mit den universellen und sprachspezischen Regularit

aten, die auf einer Struktur-
ebene zwischen Phonologie und Syntax liegen. Der zentrale BegriMorphem bezeichnet
eine kleinste, in ihren verschiedenen Vorkommen als formal einheitlich identizierbare
Folge von Segmenten, der (wenigstens) eine als einheitlich identizierbare auerpho-
nologische Eigenschaft zugeordnet ist (vgl. [Grewendorf et al. 91]).
Die Semantik ist dasjenige Teilgebiet der Linguistik, das die Bedeutung sprachlicher
Ausdr

ucke zum Gegenstand hat. In der Satzsemantik setzt man voraus, da es einen
engen Zusammenhang zwischen der Bedeutung von Aussages

atzen und deren Wahr-
heitsgrad gibt. Es gelten vier satzsemantische Prinzipien (vgl. [Grewendorf et al. 91]):
1. Wenn A und B S

atze sind, und A ist wahr und B ist falsch, dann bedeuten A
und B nicht dasselbe.
2. Kennt eine Person die notwendige und hinreichende Bedingungen f

ur die Wahr-
heit bzw. Falschheit eines Satzes, dann kennt diese Person auch die Bedeutung
des betreenden Satzes.
3. Kennt eine Person die Bedeutung eines Satzes, dann sind dieser Person auch
notwendige und hinreichende Bedingungen f

ur die Wahrheit bzw. Falschheit des
Satzes bekannt.
4. F

ur jeden Aussagesatz bestimmt die Semantik die Wahrheitsbedingungen. Die
Bedeutung eines Satzes (= seine Wahrheitsbedingungen) l

at sich aus den Be-
deutungen seiner Teilausdr

ucke ermitteln.
Eine Semantik, die diese Prinzipien erf

ullt, wird modelltheoretische Semantik genannt.
Zur Bestimmung der Bedeutung werden mathematische Methoden wie die Aussagen-
logik und die Pr

adikatenlogik verwendet.
Als pragmatische Kompetenz wurde in (unscharfer) Abgrenzung zur grammatischen
Kompetenz die F

ahigkeit zur kompetenten Verwendung korrekt gebildeter S

atze in
angemessenen Kontexten bezeichnet. Die linguistische Forschung stellt bisher ledig-
lich Ans

atze zur Verf

ugung, um die Frage beantworten zu k

onnen, welche kognitiven
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Module die pragmatische Kompetenz konstituieren. Dies ist deshalb schwierig, weil
dabei soziale, weltanschauliche und andere komplexe Faktoren eine Rolle spielen. Die
Vielfalt pragmatischer Fragestellungen und Probleme hat dazu gef

uhrt, da die un-
terschiedlichsten Vorstellungen und Konzeptionen von Pragmatik ausgebildet wurden.
Die verschiedenen Theorien werden in [Grewendorf et al. 91] vorgestellt, aufgrund des
Umfangs dieses Materials wird an dieser Stelle jedoch nicht weiter darauf eingegangen.
[Akman&Surav 96] vergleichen verschiedene Ans

atze zur Formalisierung von Kontext.
4.3 Diskursrepr

asentationstheorie (DRT)
[Kamp&Reyle 93] widmen sich der Diskursrepr

asentationstheorie (DRT), einer wissen-
schaftlichen Disziplin, die sich mit den Gemeinsamkeiten der Semantik nat

urlichsprach-
licher

Auerungen und Logik auseinandersetzt. Das Hauptanliegen der Autoren ist die
Bearbeitung der Frage, wie geschriebene, englischsprachliche Satzfolgen mit Hilfe ei-
ner Logikstruktur semantisch repr

asentiert werden k

onnen. Als solche Logikstruktur
entwickeln die Autoren Diskursrepr

asentationsstrukturen (DRSen), welche nicht nur
einzelne S

atze, sondern auch gr

oere linguistische Einheiten wie Passagen, Abschnitte
und Texte repr

asentieren k

onnen. Durch die Verwendung der DRT in dieser Arbeit er-
gibt sich die M

oglichkeit, Auswertungsergebnisse unter linguistischen Gesichtspunkten
rechnerintern zu repr

asentieren. Als formal ausgereifter Ansatz bietet die DRT eine
geeignete Schnittstelle zwischen den Auswertungsstufen, die die klassische Bildfolgen-
auswertung betreen, und den linguistischen Anforderungen, die sich in der nat

urlich-
sprachlichen Auswertung ergeben. Desweiteren wird sich zeigen, da die DRT nach
[Kamp&Reyle 93] als Grundlage der nat

urlichsprachlichen Schicht eine methodische
Parallele zu den Werkzeugen der beiden anderen Schichten aufweist: dem Kalmanl-
ter der geometrischen Schicht und der Situationsanalyse in der begriichen Schicht.
Allen dreien ist die inkrementelle Vorgehensweise gemein. Die Kalmanlterung f

uhrt
anhand einer gegebenen Zustandssch

atzung eine Pr

adiktion zum n

achsten Zeitpunkt
durch, die dann durch einen Aktualisierungsschritt angeglichen wird (vgl. Abschnitt
2.7). Die Situationsanalyse verf

ahrt

ahnlich: Anhand der aktuell bestimmten Situation
wird, basierend auf einer Handlungserwartung, zum n

achsten Zeitpunkt eine Nachfol-
gesituation bestimmt. Und auch bei der DRT ist die Vorgehensweise vergleichbar. Die
Einf

ugung einer neuen Aussage in die DRS ist abh

angig von der in der DRS zuvor
eingebrachten Information.
4.3.1 Denition von DRSen
Eine DRS ist ein Paar < U;Con >, bestehend aus einer Menge U von Diskursrefe-
renten (DRen), welche Universum der DRS genannt wird, und einer Menge Con von
DRS-Bedingungen.
Das Vokabular von DRSen umfat DRen, Namen, Pr

adikate und Funktoren.
76
 DRen
Mit dem Kleinbuchstaben t plus positiv ganzzahligem Index werden DRen
f

ur Zeitpunkte und Zeitintervalle (engl. times) bezeichnet.
Mit dem Kleinbuchstaben e plus positiv ganzzahligem Index werden DRen
f

ur Ereignisse (engl. events) bezeichnet.
Mit dem Kleinbuchstaben s plus positiv ganzzahligem Index werden DRen
f

ur Zust

ande (engl. states) bezeichnet.
Mit den Kleinbuchstaben mt plus positiv ganzzahligem Index werden DRen
f

ur Zeitdauern (engl. amounts of time) bezeichnet.
Alle anderen Kleinbuchstaben, insbesondere x und y plus positiv ganzzahli-
gem Index, bezeichnen DRen f

ur Agenten und Bezugsobjekte.
 Namen werden mit PN plus positiv ganzzahligem Index bezeichnet.
 Als Pr

adikate werden unterschieden:
einstellige Pr

adikate f

ur Individuen: Grobuchstabe N plus positiv ganzzah-
ligem Index;
n-stellige Ereignispr

adikate;
n-stellige Zustandspr

adikate;
Zweistellige Pr

adikate f

ur Ereignisse, Zust

ande und Zeitintervalle;
Einstellige Pr

adikate f

ur Zeitintervalle: Grobuchstabe T plus positiv ganz-
zahligem Index;
Einstellige Pr

adikate f

ur Zeitdauern: Grobuchstaben MT plus positiv ganz-
zahligem Index;
 Funktoren
Einstellige Funktoren f

ur Ereignisse oder Zust

ande: beg, end, loc;
Einstellige Funktoren f

ur Ereignisse, Zust

ande und Zeitintervalle: dur.
Terme werden von den Autoren folgendermaen deniert:
 Jeder DR ist ein Term.
 Ist  ein DR f

ur ein Ereignis oder Zustand, dann sind beg() und end() Terme
f

ur Ereignisse und loc() ein Term f

ur Zeitintervalle.
 Ist  ein Term f

ur Ereignisse, Zust

ande oder Zeitintervalle, dann ist dur() ein
Term f

ur Zeitdauern.
Folgende Ausdr

ucke werden als DRS-Bedingungen bezeichnet:
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 PN
i
() mit PN
i
Name und  Term f

ur Individuen;
 N
i
() mit N
i
Pr

adikat f

ur Individuen und  Term f

ur Individuen;
 e
i
: (
i
:::
n
) mit e
i
DR f

ur Ereignisse,  n-stelliges Ereignispr

adikat und 
i
Terme f

ur Individuen;
 s
i
: (
i
:::
n
) mit s
i
DR f

ur Zust

ande,  n-stelliges Ereignispr

adikat und 
i
Terme
f

ur Individuen;
 R mit  ,  DRen f

ur Ereignisse, Zust

ande und Zeitintervalle undR zweistelliges
Pr

adikat f

ur Ereignisse, Zust

ande und Zeitintervalle;
 () mit  einstelliges Pr

adikat f

ur Zeitintervalle und  Term f

ur Zeitintervalle;
 () mit  einstelliges Pr

adikat f

ur Zeitdauern und  Term f

ur Zeitdauern;
  =  mit  ,  Terme des gleichen Typs;
 :K, K
1
) K
2
, K
1
Q
x
K
2
mit K, K
1
, K
2
DRSen , x DR und Q
verallgemeinerter Quantor.
Auf die Bedeutung der einzelnen Bezeichnungen wird an sp

aterer Stelle genau dann
eingegangen, wenn sie f

ur unsere Zwecke von Belang sind. Schon allein die in den obigen
Denitionen verwendete Begriswahl legt nahe, da die DRS-Notation eine Variante
der Pr

adikatenlogik erster Stufe ist. Dabei

ubertrit die DRS-Notation die Pr

adikaten-
logik dahingehend an M

achtigkeit, da eine DRS ein Paar zweier Mengen ist, welche
unendlich gro sein k

onnen. Die Transformation einer DRS in einen pr

adikatenlogi-
schen Ausdruck erfordert also die Einf

uhrung einer Ordnung f

ur besagte Mengen und
die Beschr

ankung auf den Fall endlicher Mengen. Im wesentlichen erfolgt dann die
Transformation durch Konjunktion der einzelnen DRS-Bedingungen und

Ubertragung
der Schreibweise in die Notation der Pr

adikatenlogik. [van Eijck&Kamp 97] erweitern
den Ansatz aus [Kamp&Reyle 93] aufgrund von Anforderungen, die sich durch eine
Vergr

oerung des bisher ber

ucksichtigten Sprachfragments ergeben. [Reyle 95] erwei-
tert den Formalismus um unterspezizierte DRSen (UDRSen), die die Behandlung von
Mehrdeutigkeiten in sprachlichen

Auerungen unterst

utzen. [Eberle 1997] umreit, ba-
sierend auf [Kamp&Reyle 93], ein allgemeines System zur Analyse deutschsprachiger
Texte, ausgehend von einem breiten Fragment der deutschen Sprache. Hierzu modi-
ziert und erweitert der Autor die Theorie der unterspezizierten Diskursrepr

asentation
(UDRT).
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4.3.2 Syntaxanalyse
Die Konstruktion von DRSen erfolgt satzweise. Um zu verstehen, welche Information
durch den n

achsten Satz eines Diskurses zu dem hinzuf

ugt wird, was schon an Informa-
tion aus den vorausgegangenen S

atzen extrahiert wurde, mu der Interpreter den neuen
Satz zu der Informationsstruktur in Beziehung setzen, die er aus den vorausgegangenen
S

atzen erhalten hat. Die Interpretation eines Satzes ist folglich abh

angig von der syn-
taktischen Struktur des Satzes selbst und der Struktur, die den Kontext der anderen
S

atze repr

asentiert. Sei eine Satzfolge S
1
; S
2
:::S
n
gegeben. Sei K
j
diejenige DRS, die die
Semantik der S

atze S
1
bis S
j
(1  j  n) repr

asentiert. Die Einbringung eines Satzes
S
i
in die DRS K
i 1
erfolgt in zwei Schritten. Im ersten Schritt werden die Ergebnisse
der syntaktischen Analyse von S
i
zu der Menge an Bedingungen in K
i 1
hinzugef

ugt.
Es entsteht dadurch die DRS K. Im zweiten Schritt werden reduzible Bedingungen aus
K durch Anwendung von Konstruktionsregeln eliminiert. Reduzible Bedingungen sind
solche, welche durch Anwendung weiterer Regeln umgeformt werden k

onnen. Letzt-
endlich entsteht eine DRS K
i
, die ausschlielich irreduzible (terminale) Bedingungen
enth

alt. Analog zu der Vorgehensweise von [Kamp&Reyle 93] wird auch in unserem
Ansatz bei der DRS-Konstruktion bisher kein weiteres a-priori-Wissen genutzt, das
heit, die DRS K
0
ist generell leer. Um aus einem gegebenen Satz DRS-Bedingungen
zu generieren, welche dessen Semantik repr

asentieren, mu im ersten Schritt dessen
Syntax analysiert werden. Dies erfolgt anhand einer Phrasenstrukturgrammatik. Der
durch die Syntaxanalyse berechnete Phrasenstrukturbaum bildet die Grundlage f

ur
die semantische Analyse, wobei durch die Anwendung spezieller Konstruktionsregeln
die DRS aufgebaut wird. Das von den Autoren aufgebaute Konstruktionsregelwerk
ist nicht umfassend genug, um jeden erdenklichen englischsprachigen Satz semantisch
analysieren zu k

onnen. Stattdessen wird nur ein kleiner Ausschnitt englischsprachiger
Satzkonstruktionen betrachtet.
4.3.3 Ereignisse und Zust

ande
Eine DRS wird als wahr betrachtet, wenn f

ur jeden DRen ihres Universums Individuen
gefunden werden k

onnen, so da die Bedingungen, die die DRS enth

alt, durch die korre-
spondierenden DRen eingehalten werden. Die Autoren entwerfen ein recht umfassendes
und detailliertes Modell zur Verikation von DRSen. F

ur unsere Zwecke von unmittel-
barer Bedeutung ist dabei das von den Autoren verwendete Zeitmodell. Eine zentrale
Stellung in den temporallogischen Betrachtungen von [Kamp&Reyle 93] nimmt der
Begri Eventuality ein, der hier mit dem in der Bildfolgenauswertung zentralen Be-
gri Ablauf gleichgesetzt wird. [Kamp&Reyle 93] unterteilen Abl

aufe in Ereignisse und
Zust

ande. Ereignisse beschreiben Abl

aufe, die eine

Anderung eines bestehenden Zustan-
des beschreiben (z.B. The vehicle stopped). Umgekehrt beschreibt ein Zustand das Er-
gebnis eines Ereignisses (z.B. The vehicle is standing). Im Vordergrund steht dabei der
Begri Ereignis, wobei Zust

ande vereinfachend als Vor- oder Nachbedingungen von Er-
eignissen betrachtet werden. F

ur ihre weiteren Ausf

uhrungen setzen [Kamp&Reyle 93]
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die Trennbarkeit von Ereignissen und Zust

anden voraus. Diese Arbeitshypothese l

at
sich jedoch nicht ohne weiteres aufrecht erhalten, wenn ein automatisches System mit
der Repr

asentation von Abl

aufen, insbesondere mit der Zuordnung von Abl

aufen zu
Ereignissen oder Zust

anden betraut werden soll. Folgende Beispiels

atze sollen die damit
verbundenen Probleme illustrieren.
(11.1) Objekt 4 biegt von Strae A nach links in Strae B.
(11.2) Es regnet.
(11.3) Es hat geregnet.
(11.4) Es regnete.
(11.5) Neulich besuchte ich meine Oma. Am ersten Tag gingen wir ins
Museum. Am zweiten Tag blieben wir zu Hause. Am dritten Tag
war ich krank und am vierten Tag fuhr ich wieder heim.
(11.6) Als mich meine Oma besuchte, war ich krank.
(11.7) Objekt 5 fuhr in die Tankstelle. W

ahrenddessen stand Objekt 6 auf
dem ersten Tankplatz.
(11.8) Objekt 6 stand in der Phase auf dem Tankplatz, als Objekt 5 in die
Tankstelle fuhr.
Intuitiv ist klar, da man (11.1) eher als die Beschreibung eines Ereignisses und (11.2)
als Zustandsbeschreibung auassen w

urde. Dennoch ist es schwer, deutlich zu machen,
was ein Ereignis und was einen Zustand genau ausmacht. Anhand des verwendeten
Verbes allein l

at sich die Zuordnung nicht begr

unden. Zwar dient das Verb `regnen'
in (11.2) als Teil einer Zustandsbeschreibung, doch kann dieses Verb auch zur Be-
schreibung eines Ereignisses herangezogen werden, wie z.B. in (11.3). [Kamp&Reyle 93]
nennen einige Anzeichen, die die Unterscheidung zwischen Ereignisse und Zust

ande er-
leichtern. Eines davon ist die verwendete Zeitform: Die Verwendung des Perfekts l

at
uns (11.3) als die Beschreibung eines vergangenen Ereignisses auassen, w

ahrend durch
die Verwendung des Imperfekts (11.4) zur Beschreibung eines vergangenen Zustandes
wird. Wie schwierig die Trennung zwischen Zust

anden und Ereignissen im Einzelfall
sein kann, dokumentieren (11.5,6). Beide Diskurse enthalten die Formulierung `war
ich krank'. Doch w

ahrend dadurch in (11.6) ein Zustand beschrieben wird, handelt
es sich in (11.5) dabei um ein Ereignis. Die Zuordnung einer Phrase zu Ereignissen
oder Zust

anden h

angt also auch von kontextuellen Gegebenheiten ab und l

at sich
nicht allein aus der Struktur der Phrase ableiten. Die Trennung von Ereignissen und
Zust

anden ist ein diziles und nicht vollst

andig gel

ostes Problem. Dennoch nimmt sie
eine wichtige Stellung im Ansatz von [Kamp&Reyle 93] ein, da sie die semantische Re-
pr

asentation temporaler Aspekte einer Aussage mageblich beeinut. Will man die
Theorie von [Kamp&Reyle 93] adaptieren, mu man sich folglich dem oenen Problem
der Trennung von Zust

anden und Ereignissen stellen. F

ur den im Rahmen der vor-
liegenden Arbeit untersuchten Ansatz k

onnte dies bedeuten, da jedesmal, wenn ein
neues Faktum als Teil einer begriichen Beschreibung in eine DRS

uberf

uhrt werden
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soll, besagte Zuordnungsentscheidung getroen werden m

ute. Im folgenden sind einige
Beispiele von extrahierten Fakten angegeben. Da es in diesem Abschnitt letztendlich
um die Repr

asentation temporaler Aspekte geht, sind die zeitlichen Grenzen f

ur die
G

ultigkeit dieser Fakten mit aufgef

uhrt.
(11.9) 50 : 100 ! fahren in(objekt 5, die Tankstelle, 1).
(11.10) 50 : 100 ! stehen auf(objekt 6, der erste Tankplatz, 2).
Faktum (11.9) w

urde man als Beschreibung eines Ereignisses werten, besonders wenn
man es als das

Aquivalent folgender nat

urlichsprachlicher Aussage auat: Objekt 5
f

ahrt in die Tankstelle. Faktum (11.10) hingegen erscheint als Zustandsbeschreibung,
denn sein analog gebildetes nat

urlichsprachliches

Aquivalent beschreibt einen Zustand:
Objekt 6 steht auf dem ersten Tankplatz. Doch der Schein tr

ugt, die Unterscheidung ist
so einfach nicht. So enthalten (11.9,10) alle erforderlichen inhaltlichen Informationen,
um aus ihnen den Diskurs (11.7) bilden zu k

onnen. Hier wird das Einfahren in die
Tankstelle wie erwartet als Ereignis und das Stehen auf dem Tankplatz als Zustand
geschildert. Doch aus (11.9,10) kann man ebensogut den Diskurs (11.8) bilden, und
hier verh

alt es sich genau umgekehrt: Das Einfahren ist der Zustand und das Stehen
auf dem Tankplatz ist das Ereignis. Das Fazit dieses Beispiels lautet: Man kann aus
der Formulierung eines Faktums nicht ableiten, ob es einen Zustand oder ein Ereig-
nis beschreibt. Stattdessen kann es sowohl zur Beschreibung eines Zustands als auch
der eines Ereignisses herangezogen werden. Hier unterscheidet sich die Interpretation
einer begriichen Beschreibung von der eines nat

urlichsprachlichen Textes. Die Zu-
ordnung Zustand/Ereignis ist folglich im Rahmen der vorliegenden Arbeit erst dann
sinnvoll, wenn es darum geht, aus der DRS einen nat

urlichsprachlichen Text abzulei-
ten. Als Konsequenz werden bei der Erzeugung der DRS Fakten nicht in Ereignisse
und Zust

ande unterschieden, sondern stets als Abl

aufe betrachtet, wobei Abl

aufe be-
reits zu Beginn dieser Arbeit als Sammelbegri f

ur Ereignisse und Zust

ande deniert
wurden. Wer nun denkt, da durch die Behandlung von Fakten als Abl

aufe die Zu-
ordnungsproblematik aus [Kamp&Reyle 93] gel

ost oder zumindest elegant umschit
wurde, der sieht sich get

auscht. Die Fakten (11.9,10) enthalten beide temporale Infor-
mation: Sie wurden beide zwischen dem Zeitpunkt `50' und dem Zeitpunkt `100' beob-
achtet. Die in ihnen beschriebenen Abl

aufe traten also `gleichzeitig' auf. Zur Repr

asen-
tation temporaler Aspekte verlangen [Kamp&Reyle 93] die Unterteilung von Abl

aufen
in Zust

ande und Ereignisse. Da wir gerade auf diese Unterteilung verzichtet haben, sind
wir zun

achst einmal nicht in der Lage, eben geschilderte temporale Aspekte semantisch
zu repr

asentieren. Doch der Verzicht auf eine semantische Repr

asentation temporaler
Aspekte w

urde sowohl temporallogisches Schlufolgern auf DRS-Ebene als auch als
Konsequenz die Konstruktion nat

urlichsprachlicher Texte in unvertretbarer Weise ein-
schr

anken. Da aber die Beschreibung temporaler Zusammenh

ange zwischen Abl

aufen
weiterhin gew

ahrleistet werden soll, ist die L

osung des Kernproblems unumg

anglich,
wie man temporale Aspekte von Abl

aufen repr

asentiert, ohne Abl

aufe in Ereignisse
und Zust

ande unterteilen zu m

ussen. Hierzu bieten sich drei L

osungsans

atze an:
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1. Man ndet Argumente, die erlauben, temporale Aspekte von Abl

aufen wie die-
jenigen von Ereignissen zu behandeln;
2. oder man ndet Argumente, aufgrund derer Abl

aufe sich wie Zust

ande behandeln
lassen;
3. oder man entwickelt eine ganz eigene Theorie zur Behandlung temporaler Aspekte
von Abl

aufen.
Die dritte Alternative wird in dieser Arbeit nicht verfolgt. Die in [Kamp&Reyle 93] ent-
wickelte Theorie wurde als das Produkt vieler Jahre an Erfahrung und linguistischer
Forschung gerade deshalb f

ur diese Arbeit ausgew

ahlt, da sie eine fundierte Platt-
form f

ur die hier verfolgten Zielsetzungen bietet. Es wurde bewut darauf verzichtet,
als Bildauswerter eine eigenen linguistischen Forschungsansatz zu verwirklichen, wie
auch einen entsprechenden eigenm

achtig zu erweitern. Statt dessen empehlt es sich,
die M

oglichkeiten des gegebenen Ansatzes von [Kamp&Reyle 93] auszusch

opfen. Dies
bedeutet, da die ersten beiden der oben angegebenen Alternativen untersucht wer-
den. Dabei lassen sich tats

achlich Argumente nden, die es erlauben, zum Zwecke der
Repr

asentation begriicher Beschreibungen als DRSen die temporalen Aspekte von
Abl

aufen generell wie diejenigen von Ereignissen zu behandeln (Alternative 1). Man
betrachte dazu folgende Beispiels

atze:
(11.11) Es regnet.
(11.12) Udo blickte kurz aus dem Fenster. Dann drehte er sich zu seinem
Zimmerkollegen um und sagte: \Es regnet."
(11.13) Ich war krank.
(11.14) Das Fahrzeug will

uberholen.
Wie bereits weiter oben ausgef

uhrt, beschreibt (11.11) einen Zustand. Die

Auerung
`es regnet' in (11.12) hingegen ist die Schilderung eines Ereignisses, das Udo beobach-
tet hatte, als er kurz aus dem Fenster blickte. Der Grund, da das Regnen in (11.12)
eher Ereignischarakter hat, scheint damit zusammenzuh

angen, da die entsprechende
Aussage Ergebnis einer Momentaufnahme ist. Der Aspekt einer gewissen `Best

andig-
keit', die gewisser Ausdruck jeder Zustandsbeschreibung ist, steht beim Gebrauch der
Phrase `es regnet' in (11.12) nicht im Mittelpunkt.

Ahnlich l

at sich auch f

ur die S

atze
(11.13,5,6) argumentieren. Satz (11.13) beschreibt einen Zustand. Auch in (11.6) hat
die Phrase `ich war krank' Zustandscharakter. Da in (11.5) dieselbe Phrase pl

otz-
lich Ereignischarakter annimmt, scheint damit zu tun zu haben, da die Phrase Teil
einer Aufz

ahlung von Ereignissen ist und dadurch selbst diesen Charakter annimmt.
Satz (11.14) beschreibt eine Absicht. Es stellt sich die Frage, ob Absichten Ereignis-
oder Zustandscharakter haben. Niemand wird wohl behaupten, da (11.14) ein Er-
eignis beschreibt. Denn noch ist nichts passiert, der

Uberholvorgang soll ja erst noch
Wirklichkeit werden und hat sich noch nicht ereignet. Somit k

onnte man (11.14) als die
82
Beschreibung eines `inneren Zustands' des Fahrzeug(f

uhrer)s beschreiben, der sich in
dem Verlangen,

uberholen zu wollen,

auert. Doch andererseits: Wenn ein Beobachter

uber ein Fahrzeug, das er beobachtet, die Aussage (11.14) macht, so stellt die Aus-
sage eine Schlufolgerung aus den beobachteten Ereignissen dar. Der Beobachter hat
beispielsweise gesehen, da das Fahrzeug dichter au

ahrt (Ereignis), aufblendet (Er-
eignis) und die Spur wechselt (Ereignis) und zieht daraus die Schlufolgerung (11.14).
Satz (11.14) stellt somit die als Absicht formulierte Zusammenfassung beobachteter
Ereignisse dar, und bekommt in dem Falle selbst auch Ereignischarakter. Fazit: Aussa-
gen, die per se starken Zustandscharakter haben, k

onnen Ereignischarakter annehmen,
wenn sie
 eine Momentaufnahme zum Ausdruck bringen (11.12);
 Teil einer Aufz

ahlung von Ereignissen sind (11.5);
 zusammenfassende Schlufolgerungen von beobachteten Ereignissen darstellen
(11.14).
Wie l

at sich diese Feststellung f

ur die semantische Repr

asentation von begriichen Be-
schreibungen von Bildauswertungsergebnissen nutzen? Bildfolgenauswertung l

at sich
beschreiben als Technik zur Generierung von wissensbasierten Schlufolgerungen aus
mittels bildgebender Sensoren beobachteten raum-zeitlichen Ver

anderungen in einer
Szene. Der zentrale Begri der `Ver

anderung' spiegelt sich eher in dem Begri `Er-
eignis' als in dem Begri `Zustand' wieder. Diese Einsch

atzung setzt sich auch bei
der Ableitung nat

urlichsprachlicher Texte aus Bildfolgenauswertungsergebnissen fort.
Wie bereits in einem der vorangegangenen Kapitel festgestellt, besitzt jede nat

urlich-
sprachliche Beschreibung einen Erz

ahler, welcher in erster Linie Ver

anderungen, also
Ereignisse, beobachtet und schildert. Somit haben nat

urlichsprachliche Beschreibun-
gen in erster Linie eine Form, die an (11.5), eine Aufz

ahlung von Ereignissen, erinnert.
Zwar k

onnen in nat

urlichsprachlichen Beschreibungen auch Zustandsschilderungen auf-
treten, diese stellen jedoch oft nur Momentanbetrachtungen dar. Zur Untermauerung
dieser These betrachte man noch einmal (11.9,10). Man nehme an, `Objekt 5' sei das-
jenige Fahrzeug, das im Mittelpunkt der Beschreibung stehen soll. Das Verhalten von
`Objekt 6' ist somit nur dann beschreibungsrelevant, wenn es das Verhalten von `Ob-
jekt 5' beeinut, also im vorliegenden Beispiel erst dann, wenn `Objekt 5' sich auf
das Tankstellengel

ande begibt. Da `Objekt 6' schon einige Zeit zuvor auf dem Tank-
platz gestanden haben d

urfte, ist in diesem Fall unwesentlich. Somit bringt Faktum
(11.10) nur eine Momentanaufnahme mit Ereignischarakter zum Ausdruck. Sei nun
umgekehrt `Objekt 6' Hauptakteur der Beschreibung, und Objekt 5 Nebenakteur. Be-
vor `Objekt 6' besagten Tankplatz eingenommen hat, d

urften zuvor andere Ereignisse
dieses Fahrzeugs beobachtet worden sein (z.B. das Heranfahren an den Tankplatz). Das
Stehen auf dem Tankplatz ist also im Sinne von (11.5) ein Ereignis von mehreren und
hat somit Ereignischarakter. Will man explizit zum Ausdruck bringen, da `Objekt 6'
genau dann auf dem Tankplatz stand, als `Objekt 5' in die Tankstelle einbog, w

urde
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man angesichts der Tatsache, da `Objekt 6' der Hauptakteur ist, eher Formulierung
(11.8) als (11.7) w

ahlen. Somit hat das Stehen auf dem Tankplatz wieder Ereignischa-
rakter.
Zusammenfassend lassen sich die vorstehenden Ausf

uhrungen in folgenden einfachen
S

atzen zusammenfassen: Bei der Erzeugung einer DRS aus einer begriichen Szenenbe-
schreibung wird aus den dargelegten Gr

unden auf die strikte Trennung von Ereignissen
und Zust

anden formal verzichtet, indem grunds

atzlich der

ubergeordnete Begri `Ab-
lauf' verwendet wird. Die weiteren Schlufolgerungen dieses Abschnitts f

uhrten zum
Ergebnis, da die Repr

asentation temporaler Informationen, wie [Kamp&Reyle 93] sie
f

ur Ereignisse vorsehen, im Rahmen der vorliegenden Arbeit zweckm

aigerweise auf
alle Abl

aufe ausgedehnt wird. Somit l

at sich zum einen der temporale Aspekt eines
Ablaufs in einer DRS repr

asentieren, zum anderen bleibt die Option oen, bestimmte
begriiche Fakten als Zustandsbeschreibungen zu nutzen.
4.3.4 Zeit
Als Zeitmodell verwenden die Autoren weder ein zeitpunktbasiertes noch ein intervall-
basiertes, sondern ein ereignisbasiertes Modell. Der Ereigniszeitraum ist deniert als
die zeitliche Ausdehnung eines Ereignisses. Der Ereigniszeitraum mu aufgrund die-
ser Denition nicht zwangsl

aug ein Intervall sein, sondern kann auch als die Ver-
einigung disjunkter Zeitintervalle aufgefat werden, welche L

ucken enthalten kann,
wie das folgende Beispiel zeigt: The vehicle stopped. Der Ereigniszeitraum dieses Er-
eignisses umfat beispielsweise die Zeitspanne von dem Augenblick, wenn der Fah-
rer erstmals mit dem Schuh das Bremspedal ber

uhrt, bis zu dem Augenblick, zu
dem das Fahrzeug endg

ultig steht. Die G

ultigkeit des Ereignisses bleibt unver

andert,
selbst wenn der Fahrer f

ur einen kurzen Augenblick den Fu von der Bremse nimmt.
Das Ereignis fungiert damit als wahres Argument der (zeitlichen) Aussage. Grundlage
des ereignisbasierten Zeitmodells ist der Begri Ereignisstruktur E = hE;<;i, wo-
bei E eine Menge von Ereignissen darstellt, f

ur welche die Relationen `<' (zeitliches
Aufeinanderfolgen) und `' (zeitliche

Uberlappung) folgende Forderungen erf

ullen:
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Der Begri ereignisbasiertes Zeitmodell besagt nicht, da Zeitpunkte und Zeitintervalle
in den Erw

agungen von [Kamp&Reyle 93] keine Rolle spielen, sondern erlaubt die
Denition auch dieser Begrie. Sei E Ereignisstruktur. Dann gilt:
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1. I ist ein Zeitpunkt aus E , wenn gilt:
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Die Relation <
I
impliziert eine lineare Ordnung der Zeitpunkte. Auf diese Weise ent-
steht eine Zeitpunktstruktur I(E) = hI(E); <
I
(E)i. Int(I) = hInt; <
p
;
p
i heit In-
tervallstruktur abgeleitet aus I, wenn gilt:
1. Int ist Menge konvexer Untermengen von I, d.h. wenn i
1
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2
2 I und i
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I
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p
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
ur alle i
1
2 X und i
2
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1
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2
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3. X
p
Y , wenn X \ Y 6= fg.
4. X 
p
Y , wenn f

ur alle i 2 X gilt: i 2 Y .
4.4 Einbettung der DRT in Bildfolgenauswertung
Das Hauptanliegen von [Kamp&Reyle 93] liegt darin, den semantischen Gehalt eines
nat

urlichsprachlichen Textes rechnerintern repr

asentieren zu k

onnen. Eine Systemkom-
ponente, die die von diesen Autoren vorgestellten Methoden realisiert, kann als Teil
eines Empf

angers betrachtet werden, welcher von einem systemfremden Sender einen
Text erh

alt, dessen Semantik analysiert und diese repr

asentiert. In dieser Konstella-
tion werden keine Vorannahmen

uber den Inhalt des empfangenen Textes getroen.
Daraus folgt, da bei der Analyse des Textes in besonderer Weise m

ogliche Mehrdeu-
tigkeiten in der Formulierung erkannt und evaluiert werden m

ussen. Die Ermittlung der
zutreenden Interpretation einer mehrdeutigen Textpassage kann dabei nur basierend
auf der syntaktischen Analyse und der bereits aus dem Text extrahierten Information
gelingen. Deshalb widmen [Kamp&Reyle 93] der korrekten Behandlung sprachlicher
Mehrdeutigkeiten sehr viel Aufmerksamkeit. Diese Schwerpunktsetzung beeinut den
Aufbau der von diesen Autoren entwickelten Konstruktionsregeln zur Transformation
von Syntaxb

aumen in DRS-Bedingungen.
Die Verwendung der Diskursrepr

asentationstheorie in unserem Ansatz unterscheidet
sich von dieser Modellvorstellung, da die nat

urlichsprachliche Systemkomponente nicht
als Bestandteil eines Empf

angers, sondern eines Senders betrachtet wird. Dieser sendet
die Ergebnisse seiner sensorischen Wahrnehmungen als nat

urlichsprachlichen Text an
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den Empf

anger, welcher in der Regel ein menschlicher Anwender sein wird. Daraus er-
gibt sich, da in unserem Ansatz kein systemfremder Text analysiert wird, sondern eine
systemintern erstellte Datenmenge. Diese Datenmenge besteht aus einer zeitlich geord-
neten Folge metrisch temporaler Logikfakten. Es stellt sich die Frage, ob eine solche
Menge ebenfalls als Text aufgefat werden kann. Dazu mu der Text (also die Ge-
samtmenge an Fakten) in S

atze zerlegbar sein, zu deren Konstruktion eine Grammatik
angegeben werden kann. Dann w

are es m

oglich, Phrasenstrukturb

aume zu berechneten
Logikfakten zu generieren. Als n

achster Schritt erfolgt analog zu [Kamp&Reyle 93] die
Entwicklung von Konstruktionsregeln, welche aus den Phrasenstrukturb

aumen DRSen
ableiten. Die Methoden aus [Kamp&Reyle 93] sind folglich auf unseren Forschungsbe-
reich

ubertragbar. Als Fazit l

ast sich feststellen, da als wesentlicher Unterschied in
der von [Kamp&Reyle 93] unterst

utzten Modellvorstellung systemfremde Texte, und
im Gegensatz dazu in unserem Ansatz systemintern erzeugte Texte analysiert und
repr

asentiert werden. Die Analyse systemintern erzeugter Texte besitzt den Vorteil,
da Mehrdeutigkeiten ausgeschlossen werden k

onnen, indem Fakten eindeutig formu-
liert werden. F

ur jedes Faktum existiert dabei genau eine Folge von Konstruktionsre-
geln, die hintereinander ausgef

uhrt die Semantik dieses Faktums extrahiert und in
eine DRS

ubertr

agt. Die Zahl der bereitzustellenden Konstruktionsregeln wird auf
diese Weise stark eingeschr

ankt und der Aufbau der einzelnen Regeln vereinfacht.
[Kamp&Reyle 93] w

ahlen beim Entwurf von Konstruktionsregeln im Rahmen ihrer Ar-
beit eine ph

anomenologische Vorgehensweise. Dies bedeutet, da die Autoren von ein-
fachen Diskursbeispielen ausgehen, f

ur die sie einfache Konstruktionsregeln zur DRS-
Erzeugung entwickeln. Im Verlauf ihrer Arbeit werden die Beispiele komplizierter, so
da bis dato entwickelte Konstruktionsregeln revidiert und erweitert werden m

ussen.
Diese Vorgehensweise erm

oglicht dem Leser, leicht Einblick in ihm vielleicht nicht so
bewute sprachliche Besonderheiten zu gewinnen, die die DRS-Erstellung mageblich
beeinuen. Die gleiche Vorgehensweise w

ahle ich f

ur meine Arbeit. Es werden einfache
Konstruktionsregeln f

ur einfache Beispiele entwickelt, die bei Erh

ohung der Komple-
xit

at der Beispiele St

uck f

ur St

uck erweitert werden. Dabei werden, sofern vorhanden,
Parallelen zu vergleichbaren

Uberlegungen aus [Kamp&Reyle 93] aufgezeichnet.
4.4.1 Faktensyntax
Eine von den vorgelagerten Systemschichten generierte begriiche Beschreibung wird
als Text einer Sprache aufgefat, wobei jedes Faktum wie ein eigener Satz behandelt
wird. Die Sprache, in der begriiche Beschreibungen formuliert werden, l

at sich durch
eine Grammatik angeben. Diese Grammatik ist in Abbildung 4.1 angegeben. Sie wird
zur Analyse der Syntax von Fakten herangezogen. Analog zu [Kamp&Reyle 93] wer-
den Strukturb

aume erzeugt, anhand derer die Semantik der begriichen Beschreibung
durch Anwenden von Konstruktionsregeln analysiert wird.
Fakten (F) enthalten

ublicherweise zwei- oder dreistellige Relationen. Ein Argument
jeder Relation,

ublicherweise das letzte, wird als Markierung (MK3) verwendet. Die
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F ! VERBRELATION j RAUMRELATION
F ! QUANTORRELATION j METARELATION
VERBRELATION ! PRAEDNAME ( AG , BO , MK3 ).
VERBRELATION ! PRAEDNAME ( AG , MK3 ).
METARELATION ! RELNAME ( MK3 , MK1 , MK2 ).
METARELATION ! RELNAME ( MK3 , MK1 ).
RAUMRELATION ! RAUMREL ( MK3 , MK1 , BO ).
RAUMRELATION ! RAUMREL ( AG , BO , MK3 ).
QUANTORRELATION ! quantor( ID , GM , UM ).
QUANTORRELATION ! quantor( ID , PRAEDNAME (X, BO ), UM ).
PRAEDNAME ! V j V PRAEP j AUX V j V ADV j V V
ing
PRAEDNAME ! V ADV ADV PRAEP j PRAEP N
sing
j AUX V PRAEP
AG ! EN j NP
sing
j QP j NP
plur
j PP
NP
sing
! ADJ N
sing
j DET N
sing
j DET ADJ N
sing
NP
sing
! DET ORD N
sing
j N
sing
NP
plur
! ADJ N
plur
j DET N
plur
QP ! CARD
sing
N
sing
j CARD
plur
N
plur
QP ! QUANT
sing
N
sing
j QUANT
plur
N
plur
BO ! EN j NP
sing
j MK1 j NP
plur
MK1 ! MK
MK2 ! MK j ADV
MK3 ! MK j EN
ID ! QP
GM ! PRAEDNAME (X) j PRAEDNAME (X, BO )
GM ! PRAEDNAME (X,Y)
UM ! PRAEDNAME (X, BO )
RAUMREL ! PRAEP
RELNAME ! EN
Abbildung 4.1: Grammatik zur syntaktischen Analyse von Fakten. Die Bedeutung der
Terminal- und Nichtterminalsymbole wird in Tabelle 4.1 erl

autert. Die Symbole X und
Y stehen f

ur Variablen, die beim Auswertungsproze nicht ausgepr

agt und somit in
der weiteren Auswertung nicht ber

ucksichtigt werden.
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Abk

urzung Bedeutung Abk

urzung Bedeutung
F Faktum AG Agens
BO Bezugsobjekt ID Individuenbezeichnung
GM Grundmenge UM Untermenge
NP Nominalphrase QP Quantorisierungsphrase
MK Markierer V Verb
PRAEP Pr

aposition ADV Adverb
ADJ Adjektiv AUX Hilfsverb
EN Eigenname N Nomen
DET Artikel ORD Ordinalzahl
QUANT Quantor PP Personalpronomen
CARD Kardinalzahl V
ing
Verb in Verlaufsform
Tabelle 4.1: Erl

auterung der in Abbildung 4.1 verwendeten Terminal- und Nichttermi-
nalsymbole.
Markierung besteht aus einer nat

urlichen Zahl als Identikator, anhand derer das zu-
geh

orige Faktum referenziert wird. Die h

augsten Fakten sind diejenigen, die mit einem
(Bewegungs-)Verb einen bestimmten Ablauf beschreiben. Verbrelationen sind zwei-
oder dreistellig. Sie enthalten neben ihrer Markierung auch eine Agensbezeichnung
bzw. eine Agensbezeichnung und die Bezeichnung eines zugeh

origen Bezugsobjekts
(BO, bei transitiven Verben). R

aumliche Relationen besitzen statt einer Verbalphrase
als Relationsnamen eine r

aumliche Pr

aposition. Als Metarelationen werden Relationen
bezeichnet, welche nicht selbst einen Ablauf beschreiben, sondern mehrere Abl

aufe zu-
einander in Beziehung setzen. Zur leichteren Unterscheidung bildet bei Metarelationen
(siehe (1.3) - (1.5) im folgenden Beispiel) im Gegensatz zu den Verbrelationen jeweils
das erste Argument die Markierung,

uber die das betreende Faktum referenziert wird.
Im folgenden sind einige Beispiele angegeben.
(1.1) 100 : 200 ! change to(object 4, the passing lane, 1).
(1.2) 100 : 200 ! want to overtake(object 4, object 6, 2).
(1.3) 100 : 200 ! reason(3, 2, 1).
(1.4) 100 : 180 ! certainty(4, 3, presumably).
(1.5) 181 : 200 ! conrmation(5, 3).
Die Fakten (1.1, 1.2) enthalten Verbrelationen, deren semantische Bedeutung intuitiv
klar sein d

urfte. Faktum (1.3) beschreibt einen kausalen Zusammenhang zwischen (1.1)
und (1.2). Das Faktum selbst tr

agt die Markierung `3' und setzt das Faktum mit der
Markierung `2' (also (1.2)) mit dem Faktum der Markierung `1' (1.1) in einen kausa-
len Zusammenhang: Der Wunsch zu

uberholen (Faktum (1.2)) ist der Grund f

ur den
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Spurwechsel in (1.1). Faktum (1.4) liefert ein weiteres Beispiel f

ur eine Metarelation.
Man nehme an, die Beschreibung (1.1-3) wurde von einem neutralen Beobachter ge-
neriert, der selbst nicht in die beobachteten Abl

aufe involviert ist. Dieser Beobachter
kann die in (1.1) enthaltene Aussage direkt aus seiner Beobachtung ableiten. Da er
aber keinen Einblick in das Innenleben der beobachteten Agenten haben d

urfte, stellt
(1.2) hingegen keine direkte Beobachtung dar, sondern lediglich eine Schlufolgerung

uber die Absicht des Agenten, die sich dem Beobachter durch seine eigene Kenntnis der
aktuellen Verkehrssituation, durch eigenes Wissen

uber die

ubliche Situationsabfolge
und durch die Analyse des vorausgegangenen Verhaltens der beobachteten Agenten
aufgedr

angt hat. Nichtsdestoweniger stellt (1.2) eine mehr oder weniger begr

undete
Vermutung des Beobachters dar. Demzufolge ist auch der unterstellte kausale Zusam-
menhang zwischen (1.1) und (1.2) in (1.3) lediglich eine Vermutung. Es ist durchaus
legitim, in den meisten Anwendungsf

allen sogar erw

unscht, da der Beobachter eigene
Schlufolgerungen oder Vermutungen in seine Beschreibung einbringt. Allerdings soll-
ten sie als solche gekennzeichnet sein. Dies geschieht im Beispiel durch Relation (1.4),
welche die Markierung `4' enth

alt und die Aussage von (1.3) als Vermutung kennzeich-
net. Solche Vermutungen k

onnen im Allgemeinen im weiteren Verlauf best

atigt oder
widerlegt werden. Faktum (1.5) repr

asentiert die (nachtr

agliche) Best

atigung der in
(1.4) dargelegten Vermutung, n

amlich da es in K

urze zu einem

Uberholvorgang kom-
men wird. Eine solche Vermutung wird beispielsweise dadurch best

atigt, da daraufhin
tats

achlich ein solcher

Uberholvorgang durchgef

uhrt wird. Neben kausalen Beziehun-
gen k

onnen noch andere Beziehungen zwischen Teilabl

aufen hergestellt werden. Ein
Beispiel sind Analogiebeziehungen:
(1.6) 100 : 200 ! be occupied(one lling place, 6).
(1.7) 100 : 200 ! on(7, 6, the upper lling lane).
(1.8) 100 : 200 ! be occupied(one lling place, 8).
(1.9) 100 : 200 ! on(9, 8, the lower lling lane).
(1.10) 100 : 200 ! analogy(10, 6, 8).
Wieder sind bei Verbrelationen das jeweils letzte Argument und bei allen anderen Re-
lationen das erste Argument Eigenmarkierungen. Die Fakten (1.6-9) sagen aus, da
sowohl auf der unteren als auch auf der oberen Tankspur genau ein Tankplatz besetzt
ist. Faktum (1.10) repr

asentiert die Analogie der Fakten (1.6,8), die im vorangegange-
nen Satz mit der Formulierung `sowohl ... als auch' expliziert wurde. Dieses Faktum
erm

oglicht die Repr

asentation einer

Ahnlichkeit zwischen Abl

aufen und die Erw

ahnung
einer solchen in einer darauf aufbauenden nat

urlichsprachlichen Beschreibung. Neben
der Repr

asentation von Analogien ist oft auch die Repr

asentation ihres Gegenteils, des
Nichtvorhandenseins solcher Analogien erw

ahnenswert:
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(1.11) 100 : 200 ! be occupied(one lling place, 11).
(1.12) 100 : 200 ! on(12, 11, the upper lling lane).
(1.13) 100 : 200 ! be occupied(two lling places, 13).
(1.14) 100 : 200 ! on(14, 13, the lower lling lane).
(1.15) 100 : 200 ! no analogy(15, 11, 13).
(1.16) Auf der oberen Tankspur ist ein Tankplatz belegt. Auf der unteren
Tankspur sind hingegen zwei Tankpl

atze belegt.
Die nat

urlichsprachliche Beschreibung (1.16) setzt den Belegungszustand der Tank-
pl

atze der oberen und unteren Tankspuren zueinander in Bezug. Durch die Vokabel
`hingegen' wird verdeutlicht, da sich beide Belegungszust

ande voneinander unterschei-
den. Diese Unterschiedlichkeit wird in der korrespondierenden begriichen Beschrei-
bung (1.11-15) durch das Faktum (1.15) repr

asentiert. Ein weiteres Beispiel f

ur Bezie-
hungen zwischen Abl

aufen sind Dekompositionsbeziehungen:
(1.17) Object 4 overtakes object 6. First, it changes to the passing lane.
Then it passes object 6. Then it changes back to the lling lane.
(1.18) 100 : 200 ! overtake(object 4, object 6, 18).
(1.19) 100 : 130 ! change to(object 4, the passing lane, 19).
(1.20) 100 : 130 ! rst part of(20, 19, 18).
(1.21) 131 : 170 ! pass(object 4, object 6, 21).
(1.22) 131 : 170 ! second part of(22, 21, 18).
(1.23) 171 : 200 ! change back to(object 4, the lling lane, 23).
(1.24) 171 : 200 ! last part of(24, 23, 18).
In (1.17) wird der

Uberholvorgang unterteilt in drei Teilabl

aufe. Die Fakten (1.18-23)
geben die dazu korrespondierende begriiche Beschreibung an. Dabei ist beispielsweise
Faktum (1.20) wie folgt zu interpretieren: Das Faktum tr

agt die Markierung `20' und
stellt einen Bezug zwischen dem Faktum mit der Markierung `19' und dem Faktum
mit der Markierung `18' her. Diese Beziehung besteht darin, da die in Faktum `19'
beschriebene Beobachtung der erste Teil der

ubergeordneten Beobachtung aus Faktum
`18' darstellt.
4.4.2 Eigennamen
[Kamp&Reyle 93] entwickeln anhand einfacher Beispiels

atze die Erzeugung von DRSen,
die die Semantik des Satzes repr

asentieren. Ein solcher Beispielsatz sei: Jones owns
Ulysses. Dieser Satz wird als zweistellige Relation own aufgefat, die als Argumente
zwei Individuen, Jones und Ulysses, besitzt. Beide Individuen werden durch ihre Ei-
gennamen bezeichnet, wobei es sich bei erstgenanntem um eine Person, beim zweiten
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Abbildung 4.2: Strukturbaum zum Faktum enter(object 4, kriegsstrae, 1) nach
Anwendung der Konstruktionsregel aus Abbildung 4.3.
um ein Buch handeln d

urfte. Zur DRS-Erzeugung werden beide Individuen durch Dis-
kursreferenten (DRen) repr

asentiert. Der jeweilige DR und das zugeh

orige Individuum
werden durch eine eigene DRS-Bedingung zusammengef

uhrt. Auch bei der Berechnung
begriicher Beschreibungen durch Bildfolgenauswertung treten Relationen mit Indi-
viduen auf, die durch ihre Eigennamen bezeichnet werden. Man betrachte folgendes
Faktum:
(2.1) enter(object 4, kriegsstrae, 1).
Hierbei handelt es sich um eine Relation mit drei Argumenten. Die Angabe des G

ultig-
keitsintervalls, also der temporalen Komponente der Relation, wird vorerst zur Verein-
fachung weggelassen. Die syntaktische Analyse dieser Relation anhand der in Abbildung
4.1 angegebenen Grammatik ergibt den in Abbildung 4.2 aufgef

uhrten Strukturbaum.
Bei Faktum (2.1) handelt es sich um eine Verbrelation, die ein Verb (V) enth

alt. Als
Argumente enth

alt sie ein Agens (AG), ein Bezugsobjekt (BO) und eine Markierung
(MK3). Sowohl das Agens als auch das Bezugsobjekt werden durch Eigennamen (EN)
bezeichnet. Anhand des Strukturbaums soll die Semantik des Faktums (2.1) in eine
DRS

ubertragen werden. Dazu wird die in Abbildung 4.3 gezeigte Konstruktionsregel
zur Behandlung von Eigennamen verwendet. Die Konstruktionsregel gibt an, welche
Konguration im Strukturbaum vorhanden sein mu, damit diese Regel greift. Ist diese
Konguration vorhanden, so wird ein neuer DR x eingef

uhrt. Dieser wird durch eine
neue Diskursbedingung (x) dem zugeh

origen Individuum zugeordnet. Der DR ersetzt
dann den angegebenen Teilbaum. Durch Anwenden der Konstruktionsregel KR.EN auf
das Faktum (2.1) entsteht demnach die in Abbildung 4.4 gezeigte DRS. Es wird sich
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Abbildung 4.3: Konstruktionsregel KR.EN (vorl

auge Version).
F
VERBRELATION
PRAEDNAME
V
MK3
MK
enter 1
x y
object_4(x)
x y
kriegsstraße(y)
Abbildung 4.4: DRS zum Faktum enter(object 4, kriegsstrae, 1).
zeigen, da die Konstruktionsregel KR.EN nicht alle semantischen Schlufolgerungen
ber

ucksichtigt, die bei der Analyse von Fakten nach Art von Beispiel (2.1) getroen
werden k

onnen. Um dies zu demonstrieren, soll als n

achstes das folgende Faktum in
der DRS repr

asentiert werden:
(2.2) approach(object 4, ettlinger strae, 2).
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Der Strukturbaum zum Faktum (2.2) entspricht im Aufbau dem zum Faktum (2.1).
Durch Anwenden der Konstruktionsregel KR.EN entsteht die in Abbildung 4.5 gezeig-
te DRS. Dabei wird der Ausdruck x
1
enter y
1
als verk

urzende Schreibweise f

ur den
verbliebenen Strukturbaum der DRS aus Abbildung 4.4 verwendet. Diese verk

urzende
Schreibweise wird, analog zu [Kamp&Reyle 93], im Folgenden stets so verwendet. Es
x
1
y
1
x
2
y
2
object 4(x
1
)
kriegsstrae(y
1
)
object 4(x
2
)
ettlinger strae(y
2
)
x
1
enter y
1
x
2
approach y
2
Abbildung 4.5: Diese DRS entsteht durch Hinzuf

ugen des Faktums (2.2) zu der DRS
aus Abbildung 4.4. N

ahere Erl

auterung im Text.
f

allt auf, da die Diskursreferenten x
1
und x
2
dasselbe Individuum bezeichnen. Diese
Identit

at ist jedoch in der DRS nicht unmittelbar dokumentiert. Um dies zu erm

ogli-
chen, wird die Konstruktionsregel KR.EN, wie in Abbildung 4.6 gezeigt, erweitert. Falls
bereits ein DR y existiert, der auf das gleiche Individuum  verweist wie der neue DR x,
dann wird statt der DRS-Bedingung (x) die DRS-Bedingung x = y eingef

ugt. Durch
Anwenden der neuen Konstruktionsregel KR.EN wird aus der DRS aus Abbildung 4.5
die in Abbildung 4.7 gezeigte DRS.
4.4.3 Denite Beschreibungen
Denite Beschreibungen sind Individuenbezeichnungen, die mit dem bestimmten Arti-
kel `the' beginnen. Denite Beschreibungen werden generell als eindeutig bestimmbar
aufgefat. So kann man beispielsweise der deniten Beschreibung `der erste Kaiser des
R

omischen Weltreiches' eindeutig das Individuum `Augustus' zuordnen, da generell nur
ein Individuum das erste gewesen sein kann, und das war nun einmal besagter Augustus.
Nicht immer ergibt sich diese Eindeutigkeit so unmittelbar (vgl. [Kamp&Reyle 93], Sei-
te 248.). Man betrachte folgendes Beispiel einer begriichen Beschreibung:
(3.1) drive on(object 4, kriegsstrae, 1).
(3.2) be fast(the car, 2).
F

ur sich allein betrachtet ist die Bezeichnung `the car' aus (3.2) nicht eindeutig, da viele
Individuen dieser Bezeichnung gen

ugen k

onnen. Durch (3.1) ergibt sich jedoch eindeu-
tig, welches Fahrzeug in (3.2) gemeint ist, n

amlich dasjenige, welches den (eindeutigen)
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Abbildung 4.6: Konstruktionsregel KR.EN (endg

ultige Version).
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Abbildung 4.7: Modikation der DRS aus Abbildung 4.4 durch Anwenden der neuen
Konstruktionsregel KR.EN (Abbildung 4.6).
Namen `object 4' tr

agt. Man betrachte nun, und zwar strikt in der angegebenen Rei-
henfolge, folgende begriiche Beschreibung:
(4.1) drive on(object 4, the upper lling lane, 1).
(4.2) stop on(object 4, the rst lling place, 2).
(4.3) drive on(object 6, the lower lling lane, 3).
(4.4) stop on(object 6, the rst lling place, 4).
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`The rst lling place' ist keine eindeutige Beschreibung, da es an einer Tankstelle
mehr als einen ersten Tankplatz gibt, denn jede Tankspur besitzt einen ebensolchen.
Der `erste Tankplatz' in (4.2) ist jedoch eindeutig bestimmt, da sich aus (4.1) ergibt,
da es sich um den ersten Tankplatz der oberen Tankspur handeln mu. Entgegen dem
Beispiel (3.1, 3.2) ist hier die Eindeutigkeit der deniten Beschreibung nicht durch

Ubereinstimmung, sondern `lediglich' durch einen `r

aumlichen Zusammenhang' zwi-
schen den deniten Beschreibungen aus (4.1, 4.2) gew

ahrleistet. Als Fazit soll festge-
halten werden, da denite Beschreibungen stets ein bestimmtes Individuum eindeutig
bezeichnen, wobei sich diese Eindeutigkeit u. U. aus einem mehr oder weniger breiten
Kontext ergeben kann. Vor diesem Hintergrund kann f

ur die begriiche Beschreibung
(4.1 - 4.4) die zugeh

orige DRS angegeben werden (Abbildung 4.8). Der eben detek-
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Abbildung 4.8: Zugeh

orige DRS zu den Fakten (4.1 - 4.4).
tierte Zusammenhang zwischen Tankspur und Tankplatz, der die Eindeutigkeit des
jeweiligen ersten Tankplatzes gew

ahrleistet, spiegelt sich in der DRS nicht unmittel-
bar wider, denn dazu ist Weltwissen erforderlich, das in (4.1-4.4) nicht enthalten ist.
Da wir zudem, wie bereits weiter oben erw

ahnt, von einer zu Anfang leeren DRS
ausgehen, ist diesen Weltwissen auch nicht Teil der DRS. Abbildung 4.9 gibt die Kon-
struktionsregel KR.DB zur Behandlung deniter Beschreibungen an. Vergleicht man
diese Konstruktionsregel mit der Konstruktionsregel zur Behandlung von Eigennamen
(KR.EN, Abbildung 4.6), so f

allt auf, da sich beide Regeln

ahneln, wobei KR.DB
lediglich den `ELSE-Teil' von KR.EN aufgreift. Diese Einschr

ankung hat ihre Berech-
tigung. W

urde aufgrund des gleichlautenden Nomens in der DRS aus Abbildung 4.8
statt der Diskursbedingung `the rst lling place(y
4
)' die Diskursbedingung `y
4
= y
2
'
generiert, so w

are man einem inhaltlichen Interpretationsfehler aufgesessen; denn, wie
bereits diskutiert, tragen die Individuen, die mit den DRen y
4
bzw. y
2
referenziert
werden, zwar dieselben Bezeichnungen, sind jedoch nicht identisch. Es ist zu beach-
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Abbildung 4.9: Konstruktionsregel KR.DB f

ur denite Beschreibungen.
ten, da KR.DB nur die Behandlung deniter Beschreibungen erlaubt, die im Singular
stehen. Die Behandlung des Plurals folgt sp

ater. Desweiteren werden von KR.DB nur
denite Beschreibungen behandelt, bei denen auf den bestimmten Artikel `the' sofort
ein Nomen folgt (wie z.B. bei the lling station). Ohne da dies explizit in der Regel
angegeben wird, sei hiermit festgestellt, da f

ur denite Beschreibungen, die zudem
eine Ordnungszahl (wie z.B. the FIRST lling place) oder einen sonstigen Zusatz (z.B.
the UPPER lling lane) enthalten, analog verfahren wird (das Ergebnis sieht man in
Abbildung 4.8).
4.4.4 Personalpronomen
Wie bereits in einem fr

uheren Kapitel ausgef

uhrt, ist in einer szenischen Beschreibung
aus Protagonistensicht der Agent gleichzeitig Erz

ahler. Er wird seine Schilderungen
demzufolge in `Ich-Form' gestalten. Ein entsprechendes Faktum sieht beispielsweise
wie folgt aus:
(5) enter(i, the lling station, 1).
Hierbei steht `i' f

ur das englische Personalpronomen `ich'. Es wird an dieser Stelle
klein geschrieben, da Grobuchstaben in der angegebenen Notation f

ur Variablenna-
men reserviert sind. [Kamp&Reyle 93] enth

alt keine Angaben dar

uber, wie ein Diskurs
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mit Subjekt in der ersten Person zu behandeln ist. Es spricht meines Erachtens je-
doch nichts dagegen, das Personalpronomen `ich' bzw. `i' wie einen Eigennamen zu
behandeln. In beiden F

allen ist der Tr

ager der jeweiligen Beschreibung eindeutig zu
identizieren, zumal pro Diskurs vereinbarungsgem

a nur ein fester `Ich-Erz

ahler' auf-
tritt. Die Konstruktionsregel zur Behandlung des Personalpronomens `i' hat demzufolge
die in Abbildung 4.10 gezeigte Form. Zu beachten ist, da das Personalpronomen `i'
Einfügen in Conk
Einfügen in Conk
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fürx
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Abbildung 4.10: Konstruktionsregel KR.PP f

ur Personalpronomen.
nur das Subjekt eines Satzes (und damit den Agenten) bezeichnen kann, nicht aber
ein Bezugsobjekt. Besagtes Personalpronomen ist im

ubrigen das einzige, welches im
Rahmen dieser Arbeit als Argument in einer begriichen Beschreibung auftritt. Dem-
zufolge entf

allt die Behandlung anderer Personalpronomen bei der DRS-Erstellung in
der vorliegenden Arbeit.
4.4.5 Pr

adikation
Mit Pr

adikation wird in [Kamp&Reyle 93] die Beschreibung von Eigenschaften von
Individuen mit Hilfe besonderer Attribute bezeichnet. Als Pr

adikat wird in diesem Zu-
sammenhang ein Ausdruck (in einem nat

urlichsprachlichen Satz) verstanden, der f

ur
eine Eigenschaft steht. Als nat

urlichsprachliche Pr

adikate kommen nach dieser Deni-
tion Nomen, Verben, Adjektive, Pr

apositionen, Adverbien und deren Kombination in
Betracht. Folgende S

atze sind Beispiele f

ur den pr

adikativen Gebrauch des Verbs `Sein'
(to be): John is unhappy. The townhall is near the church. [Kamp&Reyle 93] enth

alt
97
umfangreiche Ausf

uhrungen

uber die m

ogliche Behandlung von Pr

adikationen (Seite
260.). Die Semantik der in der begriichen Schicht extrahierten Fakten wird soweit
eingeschr

ankt, da wesentliche Koniktf

alle aus [Kamp&Reyle 93] hier nicht auftreten.
Im Folgenden sind einige Beispiele f

ur den pr

adikativen Gebrauch des Verbs `to be' in
einer begriichen Beschreibung angegeben:
(7.1) be occupied(the rst lling place, 1).
(7.2) be free(the second lling place, 2).
(7.3) be too close to(object 4, another car, 3).
In (7.1) liegt eine Passiv-Form des Verbs `to occupy' vor. Dahingegen wird in (7.2) das
Verb `to be' im Zusammenhang mit einem Adjektiv verwendet. In (7.3) schlielich wird
die Pr

adikation durch eine Adverbialphrase gebildet. Alle drei M

oglichkeiten bed

urfen
einer eigenen Konstruktionsregel. Im Resultat werden jedoch alle drei F

alle gleich be-
handelt. Entsprechend der Vorgehensweise in [Kamp&Reyle 93] wird die beschriebene
Eigenschaft dem gleichen DRen zugeordnet wie das Individuum, das diese Eigenschaft
besitzt. Aus den Beispielen (7.1,2) resultiert folglich die in Abbildung 4.11 gezeigte
DRS. F

ur (7.3) wird an dieser Stelle kein DRS-Eintrag angegeben, da indenite Nomi-
x
1
x
2
the rst lling place(x
1
)
occupied(x
1
)
the second lling place(x
2
)
free(x
2
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Abbildung 4.11: Zugeh

orige DRS zu den Fakten (7.1, 7.2).
nalphrasen wie `another car' bisher noch nicht behandelt wurden. Abschlieend sind
zwei Konstruktionsregeln zur Behandlung von (7.1,2) angegeben (Abbildung 4.12).
4.4.6 Plural
Bisher wurden lediglich Relationen behandelt, die als Argumente Bezeichnungen besit-
zen, die im Singular stehen. Bei der Generierung von begriichen Beschreibungen sind
jedoch auch Objektmengen als Argumente

ublich. Als erstes werden dabei solche An-
gaben betrachtet, welche einen nat

urlichsprachlichen Quantor oder eine Kardinalzahl
enthalten. Man betrachte folgende Beispiele:
(8.1) be occupied(two lling places, 1).
(8.2) be occupied(all lling places, 2).
(8.3) be occupied(no lling place, 3).
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Abbildung 4.12: Konstruktionsregeln f

ur Pr

adikationen.
(8.4) quantor(many vehicles, on the intersection(X), come from(X, kriegsstrae)).
(8.5) quantor(eight vehicles, come from(X, kriegsstrae), drive to(X, ettlinger strae)).
Es gibt zumindest zwei M

oglichkeiten, die inhaltliche Aussage von Faktum (8.1) zu
interpretieren und in einer DRS zu repr

asentieren. Nach der ersten Lesart gibt es ge-
nau zwei Tankpl

atze, die beide besetzt sind. In der zweiten Lesart ist die Gr

oe der
Menge der vorhandenen Tankpl

atze nicht n

aher speziziert, bekannt ist allerdings,
da zwei von diesen besetzt sind. Letztgenannte ist diejenige Interpretation, die den
Gegebenheiten entspricht. Durch unser zus

atzliches Weltwissen um den Aufbau der
Tankstelle (siehe Lageplan in Abbildung 3.2), l

at sich erstgenannte Lesart ausschlie-
en und Faktum (8.1) im Sinne der zweiten Lesart interpretieren. Abbildung 4.13 zeigt
die DRS, die nach [Kamp&Reyle 93] Faktum (8.1) in der beabsichtigten Lesart re-
pr

asentiert. Diese DRS besteht aus einer einzigen DRS-Bedingung, welche ihrerseits
aus zwei (inneren) DRSen und einer Verbindungsraute besteht. DRS-Bedingungen mit
diesem Aufbau werden Duplexbedingungen genannt. Der DR x verweist auf Vertreter
des Typs lling place (linke innere DRS). F

ur einen bestimmten Anteil dieser Vertreter
ist das Pr

adikat occupied erf

ullt (rechte innere DRS). Dieser Anteil besteht aus zwei
Individuen. Faktum (8.2) l

at sich analog dieser Vorgehensweise repr

asentieren. Wieder
handelt sich um eine in ihrer Gr

oe nicht n

aher bestimmte Menge an Individuen eines
x
lling place(x)
two
x
occupied(x)
Abbildung 4.13: DRS zu Faktum (8.1).
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Abbildung 4.14: Konstruktionsregel KR.Ballung f

ur Fakten der Form (8.1-3). Der Be-
zeichner  enth

alt Beschreibungen, die sowohl im Singular wie auch im Plural ste-
hen k

onnen. In der Duplexbedingung wird diese Beschreibung in jedem Fall in ihre
Singular-Form transformiert (angedeutet durch den hochgestellten Index sing bei dem
betreenden Bezeichner).
bestimmten Typs, von denen ein gewisser Anteil eine angegebene Eigenschaft erf

ullt.
Zur Repr

asentation von (8.2) mu folglich in der DRS aus Abbildung 4.13 lediglich
der Quantor two durch den Quantor all ersetzt werden. Selbst Faktum (8.3) l

at sich
auf analoge Weise repr

asentieren. Zur Konstruktion einer DRS des in Abbildung 4.13
gezeigten Typs wird die Konstruktionsregel aus Abbildung 4.14 verwendet. Es ist zu be-
obachten, da quantorisierten Objekten entweder ein nat

urlichsprachlicher (relativer)
Quantor QUANT voransteht (wie z.B few, some, many...), oder aber eine Kardinalzahl
CARD 2 f one, two, three... g. In beiden F

allen ist jedoch die Behandlung gleich. Des-
weiteren sind sowohl Quantoren als auch Kardinalzahlen zu unterscheiden in solche,
die den Plural nach sich f

uhren (das sind alle Zahlen gr

oer Eins und die Mehrzahl der
100
relativen Quantoren), und solche, die den Singular nach sich ziehen. Zu letztgenannten
geh

ort die Zahl Eins und der Quantor no, der sowohl zu den Kardinalzahlen (`absolut
Null') als auch zu den relativen Quantoren (`Null Prozent einer Grundmenge') gez

ahlt
werden kann. Die Behandlung aller vier betrachteten Arten von Quantoren unterschei-
det sich jedoch in der Konstruktionsregel KR.Ballung nicht. Nebenbei sei bemerkt,
da [Kamp&Reyle 93] nicht derart zwischen Kardinalzahlen und relativen Quantoren
trennen. Stattdessen werden beide Wortarten, wie auch die bestimmten und unbe-
stimmten Artikel, der Klasse der `Bestimmer' (Determiner DET) zugeordnet (Seite
333.). Im Hinblick darauf, da sich in der Bildauswertung die Berechnung relativer
Quantoren und absoluter Quantoren (Kardinalzahlen) unterscheidet, wird im Rahmen
der vorliegenden Arbeit diese Trennung jedoch aufrecht erhalten. [Kamp&Reyle 93]
entwickeln eine sehr umfangreiche Theorie zur Behandlung von Individuenballungen,
die den Plural mit sich f

uhren. Diese Theorie behandelt haupts

achlich Mehrdeutigkei-
ten, die Erkennung der `richtigen' Ballung und Probleme der Zuordnung des Pronomens
`they'. Folgender Diskurs soll die Problematiken verdeutlichen (Variation verschiedener
Beispiele aus [Kamp&Reyle 93]):
(9.1) Five Lawyers hired three secretaries.
(9.2) Some of them are unhappy.
Der Satz (9.1) ist vieldeutig interpretierbar. Zum einen l

at er sich so auslegen, da
insgesamt f

unf Rechtsanw

alte, die m

oglicherweise eine gemeinsame Kanzlei betreiben,
zusammen drei Sekret

arinnen einstellten. Eine andere Interpretation k

onnte besagen,
da f

unf Rechtsanw

alte unabh

angig voneinander jeweils drei Sekret

arinnen einstellten.
Weiterhin k

onnten die f

unf Rechtsanw

alte unabh

angig voneinander auch in der Sum-
me drei Sekret

arinnen eingestellt haben (z.B. einer zwei, einer eine und die restlichen
drei Rechtsanw

alte gar keine). Es sind noch weitere Interpretationen m

oglich. Jede
impliziert eine andere Art der semantischen Repr

asentation. Weitere Problemfelder er-
schlieen sich, wenn man Satz (9.2) hinzuf

ugt und versucht, die Menge zu bestimmen,
die mit der Phrase `some of them' bezeichnet werden soll. Wer ist hier ungl

ucklich? Sind
es einige der f

unf Rechtsanw

alte? Oder sind es einige der zwischen drei und f

unfzehn Se-
kret

arinnen? Oder sind sowohl Rechtsanw

alte als auch Sekret

arinnen vom Umstand des
Ungl

ucklichseins betroen? Im Rahmen der vorliegenden Arbeit sind wir von solchen
Zuordnungs- und Mehrdeutigkeitsproblemen weitestgehend befreit, da zu jedem Fak-
tum bereits bei dessen Berechnung eine eindeutige Semantik impliziert wird, die dann
durch eine entsprechend xe Konstruktionsregel extrahiert und repr

asentiert wird. Da-
bei wurden bisher nur Individuenballungen betrachtet, die Teil einer Pr

adikation sind
(Faktum 8.1-3). Die Fakten (8.4) und (8.5) sind Beispiele f

ur Ballungen, die sich aus
gemeinsamen Handlungen der Individuen ergeben. Das erste Argument der Relation
quantor gibt die Ballung an, das zweite deniert die Grundmenge GM, hinsichtlich
derer der Quantor berechnet wurde, und das letzte Argument gibt die Untermenge
UM an. So besagt Faktum (8.4), da viele der Fahrzeuge, die sich auf der Kreuzung
benden (GM), aus der Kriegsstrae kamen (UM). Faktum (8.5) hingegen ist so zu in-
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terpretieren, da acht der Fahrzeuge, die aus der Kriegsstrae kamen, in die Ettlinger
Strae weiterfuhren.
Wir beginnen mit der Behandlung von Faktum (8.4), bei welchem die Grundmenge
GM durch eine Pr

adikation und die Untermenge UM durch Gemeinsamkeiten in der
Handlung bestimmt wird. Abbildung 4.15 enth

alt die DRS f

ur die Fakten (8.4,5), die
durch entsprechende Anpassung der Konstruktionsregel KR.Ballung entsteht. Diese
u z
ettlinger strae(u)
kriegsstrae(z)
x y
vehicle(x)
the intersection(y)
on y(x)
many
x
x come from z
x
vehicle(x)
x come from z
eight
x
x drive to u
Abbildung 4.15: DRS zu den Fakten (8.4,5) (vorl

auge Version).
DRS gibt die in den Fakten (8.4,5) enthaltene Semantik korrekt wieder, birgt jedoch
einen Nachteil, der deutlich wird, wenn man das nat

urlichsprachliche

Aquivalent dieser
beiden Fakten betrachtet. Die beiden Fakten lassen sich wie folgt zusammenfassen:
Viele der Fahrzeuge auf der Kreuzung kommen aus der Kriegsstrae. Von diesen wie-
derum fahren acht in die Ettlinger Strae. Die

Ubereinstimmung der Untermenge des
Faktums (8.4) mit der Grundmenge des Faktums (8.5), welche in der nat

urlichsprach-
lichen

Ubertragung durch die Phrase `von diesen' angezeigt wird, wird aus der DRS
aus Abbildung 4.15 nicht deutlich. Eine alternative DRS, die nach [Kamp&Reyle 93]
semantisch gleichbedeutend ist, diesen Zusammenhang aber herausstellt, ist in Abbil-
dung 4.16 zu sehen. Im Gegensatz zu den DRen, die mit Kleinbuchstaben bezeich-
net werden, verweisen grobuchstabige DRen auf Individuenmengen. Die Mengen X
bzw. Y bezeichnen all jene Individuen, die den Bedingungen der jeweiligen inneren
DRS gen

ugen. Die Bedeutung der Duplexbedingungen der DRS aus Abbildung 4.16
erschliet sich dabei intuitiv. Es folgen in den Abbildungen 4.17 und 4.18 die Kon-
struktionsregeln, die aus Fakten des Typs (8.4,5) eine DRS der zuletzt angegebenen
Form ableiten. [Kamp&Reyle 93] sehen M

oglichkeiten vor, die Fakten (8.4,5) noch
`kompakter' in einer DRS zu

ubertragen. Man betrachte folgende nat

urlichsprachliche
Formulierung des Faktums (8.5): Von den Fahrzeugen, die aus der Kriegsstrae kom-
men, fahren acht in die Ettlinger Strae. Dieser Satz ist gleichbedeutend mit folgendem:
Acht Fahrzeuge kommen aus der Kriegstrae und fahren weiter in die Ettlinger Strae.
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u z X Y W
ettlinger strae(u)
kriegsstrae(z)
X = x:
x
vehicle(x)
x come from z
Y = y:
y
vehicle(y)
y drive to u
x w
vehicle(x)
the intersection(w)
on w(x)
many
x
x 2 X
W=X
x
x 2 W
eight
x
x 2 Y
Abbildung 4.16: DRS zu den Fakten (8.4,5) (endg

ultige Version).
Hierbei ist zu beachten, da die Option oen gehalten wird, da es Fahrzeuge gibt,
die zwar auch aus der Kriegsstrae kommen, aber nicht in die Ettlinger Strae fah-
ren. Diese sind in den erw

ahnten acht nicht enthalten. Ausgehend von letztgenannter
nat

urlichsprachlichen Interpretation kann Faktum (8.5) auch wie in Abbildung 4.19
als DRS repr

asentiert werden. Die Diskursbedingung jXj = 8 besagt, da die Men-
ge X an Individuen, die durch die angegebene innere DRS gebildet wird, aus acht
Elementen besteht. Die Repr

asentation aus Abbildung 4.19 ist verglichen mit der aus
Abbildung 4.16 wesentlich kompakter. Es wird zumindest eine Duplexbedingung ein-
gespart. Andererseits birgt die alternative Darstellung auch einige Nachteile in sich,
so da die Darstellung aus Abbildung 4.16 trotz des gr

oeren formalen `Aufwands'
beibehalten wird. Zum einen verhindert die kompakte Darstellung, da Grundmengen
und Untermengen verschiedener quantorisierter Fakten zueinander in Beziehung ge-
setzt werden k

onnen (was sich ja in Abbildung 4.16 als zweckm

aig erwiesen hatte).
Zweitens kann die kompakte Darstellung nur f

ur Kardinalzahlen, nicht aber f

ur die
meisten relativen Quantoren angewandt werden, wodurch die Gleichbehandlung von
relativen Quantoren und Kardinalzahlen aufgehoben werden w

urde. Drittens stimmen
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Abbildung 4.17: Konstruktionsregeln f

ur Fakten der Form (8.4).
Duplexbedingungen in ihrem Aufbau recht anschaulich mit der verwendeten Notation
zur Beschreibung von Fakten

uberein. Die Fakten (8.4, 8.5) enthalten drei Argumen-
te, n

amlich die Individuenballung mit Quantor, die Grundmenge und die Untermenge.
Dementsprechend enth

alt auch jede Duplexbedingung drei Bestandteile: eine innere
DRS, die die Grundmenge angibt; eine weitere DRS, die die Untermenge repr

asentiert
und die `Verbindungsraute', die den Quantor angibt. Aufgrund dieser formalen

Uber-
einstimmung erscheint es angebracht, Fakten der Form (8.4, 8.5) auch weiterhin in der
etwas `aufwendigeren' Form aus Abbildung 4.16 zu repr

asentieren.
4.4.7 Indenite Beschreibungen
Denite Beschreibungen von Individuen wurden bereits in einem der vorangegange-
nen Abschnitten behandelt (zumindest solche, die im Singular stehen). Darunter wur-
den Individuenbeschreibungen verstanden, die mit dem bestimmten Artikel eingeleitet
werden. Durch diese Art der Beschreibung wird ein bestimmtes Individuum eindeu-
tig festgelegt. Indenite Beschreibungen, um die es in diesem Abschnitt gehen soll,
legen jedoch Individuen nicht eindeutig fest, sondern geben lediglich deren Typ an.
104
X = Σ x:
PRAEPV
ε φ
VERBRELATION
PRAEDNAME
x y
AG BO
sing (x)χ
x
γ  , γ1
1γ γ2
γ2
KR.Quantor[Angleichung]
Gesucht: DR X, Z, für die in Con   folgende DRS-Bedingungenk
sing
z
(z)χ
VERBRELATION
PRAEDNAME
z y
AG BO
PRAEPV
φ
2 existieren:
Ersetze       durch:
Z = Σ z:
Z = X
ε
Abbildung 4.18: Konstruktionsregeln f

ur Fakten der Form (8.4), Fortsetzung.
Sie werden meist durch einen indeniten Bezeichner, welches zum Beispiel ein unbe-
stimmter Artikel sein kann, eingeleitet. Im folgenden sind einige Beispiele f

ur indenite
Beschreibungen angegeben:
u z X
ettlinger strae(u)
kriegsstrae(z)
X = x:
x
vehicle(x)
x come from z
x drive to u
jXj = 8
Abbildung 4.19: Alternative DRS zum Faktum (8.5).
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(10.1) overtake(object 4, a car, 1).
(10.2) overtake(object 4, another car, 2).
(10.3) overtake(object 4, other cars, 3).
(10.4) leave enough space for(object 4, other cars, 4).
(10.5) take in(object 4, petrol, 5).
Faktum (10.1) stellt ein einfaches Beispiel f

ur eine indenite Beschreibung dar. Das
denite Individuum `object 4'

uberholt ein Individuum,

uber dessen genaue Identit

at
keine Hinweise gegeben sind, auer dem, da es einem bestimmten Typ, n

amlich dem
Typ `Fahrzeuge', angeh

ort. Im vorigen Abschnitt wurden schon, damals allerdings ohne
n

aher darauf einzugehen, solche Typzuordnungen verwendet. Man betrachte beispiels-
weise noch einmal Abbildung 4.16. In dieser DRS tritt mehrfach die DRS-Bedingung
vehicle(x) auf. Diese Bedingung verlangt, da das Individuum, das durch den entspre-
chenden DRen repr

asentiert wird, vom Typ `vehicle' ist. Sie stellt folglich eine indenite
Beschreibung dar, die dadurch zustande kam, da von der Quantorisierungsphrase QP
(siehe Konstruktionsregel in Abbildung 4.17) der jeweilige Quantor abgetrennt wurde.
Analog dazu wird Faktum (10.1) in die DRS aus Abbildung 4.20

ubertragen. Diese
u x y z
car(u)
other car(y)
petrol(z)
object 4(x)
x overtake u
x overtake y
x take in z
Abbildung 4.20: DRS zu den Fakten (10.1,2,5).
DRS enth

alt zudem die Repr

asentation der Fakten (10.2) und (10.5). Betrachtet man
Faktum (10.2) f

ur sich allein, so ist die Phrase `another car' als `anderes Fahrzeug als
Object 4 selbst' zu deuten. Es ist zwar klar, da ein Fahrzeug nicht sich selbst

uberho-
len kann, trotzdem k

onnte man geneigt sein, das Vorhandensein des Zusatzes `other'
dazu zu nutzen, diese Abgrenzung in der DRS explizit zu dokumentieren, etwa durch
die Zusatzbedingung x 6= y. Um eine solche Bedingung jedoch extrahieren zu k

onnen,
mu das Wissen explizit vorhanden sein, da es sich bei `Object 4' um ein Fahrzeug
handelt. Dies ist in der angegebenen DRS nicht vorhanden. Deshalb wird die Phrase
`another car' genauso behandelt, wie in Abbildung 4.20 dargestellt. Es ist dabei zu
beachten, da nach [Kamp&Reyle 93] der unbestimmte Artikel nicht in die DRS mit
eingeht. Bei dem Argument `petrol' in Faktum (10.5) handelt es sich ebenfalls um ei-
ne indenite Beschreibung. Es ist kein bestimmtes Benzin gemeint, sondern lediglich
106
der Typ. Fl

ussigkeiten wie Benzin oder Wasser geh

oren zu den nicht z

ahlbaren Din-
gen, so da sie ohne den unbestimmten Artikel `a' stehen k

onnen. Ansonsten erfolgt
die Behandlung von (10.5) analog zu (10.1). Die Fakten (10.3,4) enthalten indenite
Beschreibungen im Plural. Eine Eigenart solcher Beschreibungen ist, da sie zwar im
Plural stehen, aber nicht notwendigerweise, wie wohl zu erwarten w

are, auf eine In-
dividuenmenge mit mehr als einem Element verweisen m

ussen. Aus (10.3) l

at sich
ableiten, da mehr als ein Fahrzeug

uberholt wurde. Dahingegen sagt (10.4) zwar aus,
da Platz f

ur andere Fahrzeuge frei gelassen wurde, es sagt aber nichts dar

uber aus,
wie viele andere Fahrzeuge diesen Platz genutzt haben. Mit anderen Worten: Die Men-
ge der `anderen Fahrzeuge', die Nutzen aus dem freien Platz ziehen konnten, kann im
Extremfall sogar leer sein, und dennoch ist die Verwendung des Plurals korrekt. Selbst
wenn nur Platz f

ur genau ein Fahrzeug gelassen wurde, ist die Verwendung des Plurals
korrekt, da unbestimmt bleibt, welches Fahrzeug, wenn

uberhaupt, diesen Platz nut-
zen wird. Es k

onnte insbesondere der Fall eintreten, da wiederum mehrere Fahrzeuge
den Platz nutzen, und zwar nicht gleichzeitig, sondern nacheinander. Abbildung 4.21
enth

alt die Konstruktionsregel KR.IB zur Behandlung indeniter Beschreibungen mit
unbestimmtem Artikel im Singular und ohne Artikel und Quantoren im Plural.
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Abbildung 4.21: Konstruktionsregeln f

ur indenite Beschreibungen. Der wesentliche
Unterschied bei der Behandlung von Singular und Plural liegt in der Wahl des DRen.
Im Singular wird ein kleinbuchstabiger DR verwendet, w

ahrend im anderen Fall ein
grobuchstabiger zur Repr

asentation von Individuenmengen verwendet wird.
4.4.8 Zeit
Die bisher entwickelten Konstruktionsregeln ber

ucksichtigen nicht die temporalen In-
formationen, die sich aus einer begriichen Beschreibung ableiten lassen. Anhand der
nun folgenden Beispiele wird dargelegt, wie Abl

aufe in DRSen repr

asentiert werden.
Dabei werden wieder englischsprachige Bezeichnungen verwendet, da auf eine englisch-
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sprachige Beschreibung abgezielt wird (zur Begr

undung sei auf die einleitenden Worte
zum zweiten Kapitel der vorliegenden Arbeit zur

uck verwiesen).
(12.1) 100 : 200 ! enter(object 5, the lling station, 1).
(12.2) 100 : 300 ! stand on(object 6, the rst lling place, 2).
(12.3) 201 : 300 ! overtake(object 5, object 6, 3).
Bei der Repr

asentation von Abl

aufen wird im folgenden ein DR a verwendet. Der
Ablaufzeitraum a wird durch zus

atzliche Angaben, die sich aus dem Faktum selbst
oder aus dessem Kontext ergeben, eingeschr

ankt. So k

onnte eine DRS, die zus

atzlich
die temporalen Aspekte von (12.1-3) ber

ucksichtigt, das in Abbildung 4.22 gezeigte
Aussehen haben. Der jeweilige Ablaufzeitraum a
i
wird durch die Grenzen t
i1
bzw. t
i2
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Abbildung 4.22: DRS zu den Fakten (12.1-3) inklusive temporaler Aspekte (vorl

auge
Version).
eingegrenzt, deren Denition sich aus dem G

ultigkeitsintervall des jeweiligen Faktums
ergibt. Das Zeitmodell, das aufgrund dieser Vorgehensweise in der DRS aus Abbildung
4.22 zum Tragen kommt, entspricht demjenigen aus [Allen 83]. Dieses intervallbasierte
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Abbildung 4.23: Dreizehn M

oglichkeiten der zeitlichen Konstellation von Ereignissen
nach [Allen 83].
Zeitmodell sieht dreizehn Konstellationen vor, wie sich zwei Ereignisse zeitlich zueinan-
der verhalten k

onnen (Abbildung 4.23). Wie bereits in der Einleitung zu diesem Kapitel
dargelegt, ndet das Zeitmodell von [Allen 83] bei [Kamp&Reyle 93] keine Anwendung.
Und auch f

ur die vorliegende Arbeit erweist es sich nicht als ideal. Man betrachte dazu
folgende begriichen Beschreibungen:
(12.4) 100 : 200 ! enter(object 5, the lling station, 4).
201 : 300 ! arrive at(object 6, the rst lling place, 5).
(12.5) 100 : 200 ! enter(object 5, the lling station, 4).
200 : 300 ! arrive at(object 6, the rst lling place, 5).
(12.6) 100 : 200 ! enter(object 5, the lling station, 4).
199 : 300 ! arrive at(object 6, the rst lling place, 5).
Die drei begriichen Beschreibungen (12.4-6) unterscheiden sich nur durch die Halb-
bildnummer, mit der der jeweils zweite Ablauf beginnt. Der minimale Unterschied
von einem Halbbild, also einer f

unfzigstel Sekunde, f

uhrt dazu, da nach [Allen 83]
alle drei begriichen Beschreibungen einer anderen Ereigniskonstellation angeh

oren.
So stellt (12.4) ein Vertreter der Konstellation (4) in Abbildung 4.23 dar, (12.5) kor-
respondiert zu (5) und (12.6) zu (6). Im Ergebnis bedeutet dies, da eine minimale
zeitliche

Anderung, die jenseits der normalen menschlichen Wahrnehmung liegt und
dazu noch einem Merauschen unterliegen kann, zu unangemessener Signikanz bei
der semantischen Repr

asentation f

uhren w

urde. Das ereignisbasierte Zeitmodell von
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[Kamp&Reyle 93] hingegen kommt, wie bereits an anderer Stelle ausgef

uhrt, mit den
zwei Relationen `' f

ur zeitliches

Uberlappen und `<' f

ur zeitliches Aufeinanderfolgen
aus. Dabei werden die F

alle (3,6-13) aus Abbildung 4.23 dem zeitlichen

Uberlappen
zugeordnet, die F

alle (1,2,4,5) hingegen dem zeitlichen Aufeinanderfolgen. Beim

Uber-
gang vom intervallbasierten Zeitmodell nach [Allen 83] zum ereignisbasierten Zeitmo-
dell nach [Kamp&Reyle 93] wird die DRS aus Abbildung 4.22 in die DRS aus Abbildung
4.24

uberf

uhrt.
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Abbildung 4.24: DRS zu den Fakten (12.1-3) inklusive temporaler Aspekte, endg

ultige
Version.
4.4.9 Weitere Bestandteile von Beschreibungen
In den vorausgegangenen Abschnitten wurde dargestellt, wie bestimmte Bestandtei-
le begriicher Beschreibungen (wie z.B. indenite oder denite Beschreibungen sowie
quantorisierte Beschreibungen) durch Verwendung der DRT nach [Kamp&Reyle 93] in
die semantische Repr

asentationsform DRS

ubertragen werden. Die bisher generierten
begriichen Beschreibungen

uberschreiten jedoch bereits jetzt in ihrer Ausdruckskraft
das von besagten Autoren behandelte Spektrum. Die entsprechenden `extraordin

aren'
Fakten umfassen meist Relationen, die Beziehungen zwischen Ereignissen beschreiben
(Metarelationen). Andere Beispiele sind sprachliche Einschr

ankungen, die Schlufolge-
rungen aus Beobachtungen als Vermutungen des Beobachters kennzeichnen. Dies kann
durch entsprechende Beschreibungszus

atze wie z.B. durch das Adverb presumably ge-
schehen, welche den vermutenden Charakter einer Schlufolgerung ausdr

uckt.
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Dar

uber hinaus sind noch weitere Beschreibungszus

atze m

oglich, die in der begriichen
Beschreibung bereits extrahiert werden, jedoch derzeit nicht in einer DRS repr

asentiert
werden k

onnen, da sie in [Kamp&Reyle 93] nicht behandelt wurden. Somit nden die-
se Beschreibungszus

atze auch im Rahmen der vorliegenden Arbeit keinen Einzug in
die DRS, werden jedoch bei der Erzeugung nat

urlichsprachlicher Beschreibung weiter
ber

ucksichtigt.
4.5 Ableitung von Texten aus der DRS
In den vorausgegangenen Abschnitten wurde beschrieben, wie aus einer automatisch
erstellten begriichen Beschreibung eine rechnerinterne semantische Repr

asentation in
Form einer DRS erstellt wird. Im aktuellen Abschnitt soll nun er

ortert werden, wie aus
einer DRS ein nat

urlichsprachlicher Text erstellt werden kann. Ein solches Vorhaben
wirft eine F

ulle von Grundsatzfragen auf, deren ersch

opfende Behandlung weit

uber
den Rahmen einer einzigen Dissertation hinausgeht. [Kamp&Reyle 93] gehen in ihren
Ausf

uhrungen nicht darauf ein, wie aus einer DRS ein Text abgeleitet werden kann,
sondern beschr

anken sich allein auf die umgekehrte Zielsetzung. Demzufolge kann im
Rahmen der vorliegenden Arbeit keine ersch

opfende Methodik zur Transformation von
DRSen in Text vorgelegt werden, einige

Uberlegungen in dieser Hinsicht erscheinen
jedoch m

oglich.
4.5.1 Grunds

atzliche

Uberlegungen
Das zu behandelnde Problem der Transformation von DRSen in nat

urlichsprachlichen
Text wird im folgenden schematisch beleuchtet. Es stellt sich zun

achst einmal wie folgt
dar:
Gegeben: DRS.
Gesucht: Methodik, wie aus dieser DRS ein nat

urlichsprachlicher Text abge-
leitet werden kann.
Ergebnis: Text.
Diese Problemformulierung bedarf der Pr

azisierung. Aus einer DRS soll genau ein Text
entstehen, der die Information enth

alt, die auch in der DRS enthalten ist. Andererseits
wurde schon zu Beginn dieser Arbeit festgestellt, da ein und derselbe Ablauf auf sehr
unterschiedliche Weise beschrieben werden kann. Zu diesem Zweck wurde der Begri
`Perspektive einer Beschreibung' eingef

uhrt. Abh

angig von der jeweiligen Perspektive
wird eine begriiche Beschreibung und daraus eine DRS berechnet. Das Bestreben,
eine Beschreibung zu extrahieren, die eine bestimmte, benutzerdenierte Perspektive
einnimmt, wird im folgenden als `Erreichen eines Erz

ahlziels' bezeichnet. Demzufolge
soll auch der aus einer DRS abzuleitende Text das angestrebte Erz

ahlziel erreichen. Das
111
Problem der Transformation von DRSen in nat

urlichsprachlichen Text wird demzufolge
wie folgt modiziert:
Gegeben: Erz

ahlziel.
Gegeben: Begriiche Beschreibung, die hinsichtlich dieses Erz

ahlziels erstellt
wurde.
Gegeben: DRS, die aus der begriichen Beschreibung abgeleitet wird.
Gesucht: Methodik, wie aus dieser DRS ein nat

urlichsprachlicher Text abge-
leitet werden kann.
Ergebnis: Text, der das gegebene Erz

ahlziel erreicht.
Ein groes Problem bei der Texterstellung aus einer DRS stellt die Frage, wie eine
sinnvolle Textstruktur erzielt werden kann. Soll der Text wirklich jede Information aus
der DRS umsetzen? Wie kann vermieden werden, da etwaig vorhandene redundan-
te Information aus der DRS sich als Redundanz im Text auswirkt? Wie erzielt man
sukzessive eine `sinnvolle' Textstruktur? Was ist eine sinnvolle Textstruktur? Dieses
Kaleidoskop an Fragestellungen ist l

angst nicht vollst

andig, wenn es um die Texter-
zeugung aus einer semantischen Repr

asentation geht. Und es wird im Rahmen dieser
Arbeit auch nicht gel

ost werden k

onnen. Allerdings lassen sich die angegebenen Pro-
blemstellungen einschr

anken. Es wird davon ausgegangen, da die gegebene DRS dem
gegebenen Erz

ahlstil gen

ugt, sie somit alle relevanten Informationen enth

alt, die zum
Erreichen des Erz

ahlziels ben

otigt wird. Zum anderen wird davon ausgegangen, da sie
nur diese Informationen enth

alt und keine weiteren (also frei von Redundanz ist). Red-
undanzfreie, das Erz

ahlziel erf

ullende DRSen werden im folgenden pragmatische DRSen
genannt. F

ur pragmatische DRSen sind die angesprochenen Probleme der Fokussierung
und der Redundanzvermeidung nicht mehr relevant. F

ur pragmatische DRSen gen

ugt
es demnach, eine DRS-interne Struktur, d.h. eine bestimmte Abarbeitungsreihenfolge
festzulegen, hinsichtlich derer die Textstruktur erstellt wird. Somit ist die Transfor-
mation pragmatischer DRSen in Text eindeutig und vollst

andig. Der entsprechende
Auswertungsschritt wird im folgenden Abschnitt vorgestellt. Es ergibt sich folgende
Problemspezikation:
Gegeben: Erz

ahlziel.
Gegeben: Begriiche Beschreibung, die alle relevante (und nur diese) Infor-
mation zur Erf

ullung dieses Erz

ahlziels enth

alt.
Gegeben: Pragmatische DRS mit festgelegter Abarbeitungsstruktur.
Gesucht: Menge von Ableitungsregeln zur Ableitung von Text aus der DRS.
Ergebnis: Text, der das gegebene Erz

ahlziel erreicht.
Die Bestimmung eines Erz

ahlziels und die Berechnung begriicher Beschreibungen
abh

angig von gegebenen Erz

ahlzielen wurde bereits in fr

uheren Abschnitten disku-
tiert. Die Ableitung der DRS aus einer begriichen Beschreibung war Thema des
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vorangegangenen Abschnitts. Die Frage, wie die Abarbeitungsstruktur einer pragma-
tischen DRS festgelegt wird, wird im folgenden Abschnitt gekl

art. Eine pragmatische
DRS l

at sich grunds

atzlich auf zwei Arten erzeugen: Zum einen, indem bereits bei
der Erzeugung der DRS aus der begriichen Beschreibung auf die Einhaltung dieses
Kriteriums geachtet wird. Dies ist die Vorgehensweise, die bisher im Rahmen dieser
Arbeit gew

ahlt wird. Zum anderen kann man Methoden vorsehen, wie aus einer nicht-
pragmatischen DRS eine pragmatische DRS abgeleitet wird. Auf diese M

oglichkeit wird
im Fortlauf dieser Arbeit unter dem Stichwort der logischen Manipulation von DRSen
und im Rahmen des Ausblicks noch eingegangen.
4.5.2 Text- und DRS-Aufbau
Gegeben ist ein Erz

ahlziel. Gegeben ist ferner eine pragmatische DRS, also eine DRS,
die alle relevanten Informationen (und nur diese) zur Gew

ahrleistung des Erz

ahlziels
enth

alt. Zur Transformation dieser DRS in einen nat

urlichsprachlichen Text mu eine
DRS-interne Struktur festgelegt werden, aus der sich eine Abarbeitungsreihenfolge f

ur
die Texterzeugung ableiten l

at. Aus dieser DRS-internen Struktur kann dann mit Hilfe
eines Regelwerks (das noch zu konstruieren ist) eine Textstruktur zur Generierung der
nat

urlichsprachlichen Beschreibung entwickelt werden.
Ein nat

urlichsprachlicher Satz besteht in seiner grundlegenden Form aus einem Subjekt,
einem Pr

adikat und ggf. aus einem oder mehreren Bezugsobjekten. S

atze beschreiben
gew

ohnlich Abl

aufe. Auch DRSen enthalten Ablaufbeschreibungen. Je nachdem, ob es
sich um ein intransitives oder ein transitives Verb handelt, haben DRS-Bedingungen,
die einen Ablauf beschreiben, folgenden Aufbau:
(14.1) a
i
: x
i
Verbalphrase oder a
i
: x
i
Verbalphrase y
i
Dabei repr

asentiert der DR a
i
den Ablauf und damit auch die Ablaufzeit. Zwischen
verschiedenen Ablaufbeschreibungen in einer DRS wurden, wie bereits bekannt, die
temporalen Relationsbezeichnungen `' f

ur zeitliches

Uberlappen und `<' f

ur zeitliches
Aufeinanderfolgen eingef

uhrt. Ablaufbeschreibungen lassen sich folglich chronologisch
ordnen. Hierzu werden Zeitgraphen verwendet.
Ein Zeitgraph ist ein Graph, dessen Knoten Ablaufbeschreibungen, also DRS-Bedin-
gungen der in (14.1) angegebenen Form, und dessen Kanten zeitliche Konstellationen
zwischen Abl

aufen repr

asentieren. Folglich gibt es zwei Arten von Kanten: Parallel-
kanten verweisen auf zeitlich

uberlappende Abl

aufe, wohingegen Nachfolgekanten auf
zeitlich nachfolgende Abl

aufe verweisen. Der rekursive Aufbau dieses Graphen beginnt
mit einem fr

uhesten Ablauf, also einem Ablauf a
i
, f

ur den kein weiterer Ablauf a
j
mit
zugeh

origer DRS-Bedingung a
j
< a
i
existiert. F

ur jeden neu einzuordnenden Ablauf
a
k
werden abh

angig vom Vorhandensein von DRS-Bedingungen der Form `a
j
< a
k
'
bzw. `a
j
a
k
' Nachfolge- bzw. Parallelkanten zwischen a
k
und allen in Frage kommen-
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a:      x   enter   y
the_filling_station (y)
object_4 (x)
x y a 1. Ermittle Verbalphrase, transformiere in ‘Past Tense’
entered
object_4
the_filling_station
"Object_4 entered the filling station"
4. Satzbauregel "SPO"
2. Ermittle Subjekt (Individuenbeschreibung des DR x)
3. Ermittle Objekt (Individuenbeschreibung des DR y)
Abbildung 4.25: Satzbauregel zur Bildung eines einfachen Haupsatzes.
den Knoten a
j
des Graphen extrahiert. Durch den Aufbau von Zeitgraphen erhalten
Ablaufbeschreibungen einer DRS eine Abarbeitungsreihenfolge. Diese chronologische
Struktur wird als Textstruktur

ubernommen. Abl

aufe werden folglich im zu generie-
renden nat

urlichsprachlichen Text chronologisch geschildert. Damit wird die Forderung
erf

ullt, da in den Erz

ahlstilen `Szenische Beschreibung aus Beobachtersicht' und `Sze-
nische Beschreibung aus Protagonistensicht' Abl

aufe zwingend chronologisch geschil-
dert werden. F

ur den Erz

ahlstil `Bericht' ist eine chronologische Ablaufschilderung
ebenfalls erlaubt. Somit ist festgelegt, in welcher Reihenfolge Ablaufbeschreibungen
in nat

urlichsprachliche S

atze umgesetzt werden. Jede Ablaufbeschreibung entspricht
zun

achst einmal genau einem Satz. Es ist nun noch zu kl

aren, wie eine aktuelle Ab-
laufbeschreibung im Zeitgraph in einen Satz

ubertragen wird. In den folgenden Un-
terabschnitten werden die wichtigsten in dieser Arbeit verwendeten Regeln hergeleitet.

Uber weitere Regeln gibt der Anhang Aufschlu.
4.5.3 Einfache Haupts

atze
Gegeben sei die in Abbildung 4.25 gezeigte DRS. Sei a der aktuell in einem nat

urlich-
sprachlichen Satz zu formulierende Ablauf des Zeitgraphen. Zur Satzbildung wird von
der einfachsten englischen Satzbauregel ausgegangen, die besagt, da im Satz das Sub-
jekt an erster Stelle steht, vor dem Pr

adikat und dem Objekt (SPO-Regel). Dieser Regel
wird in der Ablaufbeschreibung aus Abbildung 4.25 bereits gen

uge getan. Die Ablauf-
beschreibung enth

alt zum einen ein Verb (`enter'). Zum anderen verweist der erste DR
x auf das Agens des Ablaufs. Dieser Agens wird als Subjekt des zu bildenden Satzes
aufgefat. F

ur den DR x mu eine DRS-Bedingung existieren, die diesem DR eine Be-
zeichnung zuf

uhrt. Im angegebenen Fall ist es ein Eigenname (`object 4'). Das Objekt
des zu bildenden Satzes l

at sich ebenfalls leicht bestimmen. Es ergibt sich aus dem
DR y, welcher durch eine denite Beschreibung (`the lling station') bezeichnet wird.
Somit entsteht aus der DRS in Abbildung 4.25 folgender Satz: Object 4 entered the
lling station. Die Vergangenheitsform wird generell verwendet. Sie ist f

ur den Erz

ahl-
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x
 j
x
 j
 iy
 iy
 i  ia  :      x   overtake   y i
 ia
 ia
a
 j
a
 j
x
 i y j
object_4 (x  )
 i
other_car (y  )
 i
=
the_second_filling_place (y  )
 j  j  ja  :      x   stand_on   y
o
1. Bilde Satz für a  : Object_4 overtook another car.
2. Zeitliche Überlappung mit dem nächstfolgenden Ablauf
+ Übereinstimmung vom Objekt des ersten Satzes mit dem
Subjekt des neu zu bildenden Satzes
Nebensatzkonstruktion mit which
3. Verb und Objekt des Nebensatzes: stood on the second filling place
Object_4 overtook another car which stood on the second filling place.
j
 i
Abbildung 4.26: Satzbauregel zur Bildung eines Relativsatzes.
stil `Bericht' obligatorisch, da ein Bericht einen bereits vergangenen Ablauf beschreibt.
Szenische Beschreibungen aus Beobachter- und Protagonistensicht k

onnen zwar auch
im Pr

asens formuliert werden, besonders wenn Abl

aufe zeitgleich zu ihrem Geschehen
beschrieben werden. [Kamp&Reyle 93] schlieen diese Verwendung des Pr

asens als `Re-
portive Speech' aus verschiedenen Gr

unden in ihren Betrachtungen aus, so da auch in
diesen F

allen die Vergangenheitsform verwenden wird. Dies entspricht dem Szenario,
da ein Beobachter bzw. ein Protagonist einen vergangenen Ablauf aus seiner Sicht
rekapituliert.
4.5.4 Relativs

atze
Abbildung 4.26 zeigt eine M

oglichkeit, wie sich eine bestimmte Konstellation an DRS-
Bedingungen in eine Hauptsatz-/Relativsatzkonstruktion

ubertragen l

at. Gegeben sei-
en zwei sich zeitlich

uberlappende Abl

aufe, wobei das Bezugsobjekt des einen Ablaufs
mit dem Agens des anderen identisch ist (DRS-Bedingung x
j
= y
i
). Die Individuen-
bezeichnung, die in beiden Abl

aufen vertreten ist, wird im folgenden Kernindividuen-
bezeichnung genannt. Im Beispiel handelt es sich dabei um eine indenite Beschrei-
bung des Individuums (`other car'). Statt beide Abl

aufe nach der `SPO'-Regel in zwei
getrennten S

atzen zu formulieren, wird zur Erweiterung der stilistischen Vielfalt der
nat

urlichsprachlichen Beschreibung in der angegebenen Konstellation eine Relativsatz-
konstruktion angestrebt. Der Ablauf, bei welchem das Bezugsobjekt Kernindividuum
ist, wird entsprechend der SPO-Regel gebildet. Der andere Ablauf wird durch einen Re-
lativsatz beschrieben. Dabei wird das entsprechende Relativpronomen an das Bezugs-
objekt des Hauptsatzes angeh

angt. Pr

adikat und Bezugsobjekt werden wie gewohnt
gebildet. Es sind zur Hauptsatz-/Nebensatzkonstellation zwei zus

atzliche lexikalische
Informationen notwendig. Zum einen mu zur Bestimmung des passenden Relativpro-
nomens (hier: `which', statt etwa `who') das Geschlecht des Kernindividuums bekannt
115
 iax i
the first filling place2. Bestimme Subjekt:
3. Ergänze Verb ‘to_be’ (Past, 3. Person Singular): was
the_first_filling_place (x  )
 i
 ia  :      occupied (x  ) i
1. Bestimme Prädikation: occupied
The first filling place was occupied.
 i
Abbildung 4.27: Satzbauregel zur Transformation einer Pr

adikation in einen nat

urlich-
sprachlichen Satz.
sein (hier: Fahrzeuge, also Neutrum). Zum anderen mu zu der indeniten Beschreibung
des Kernindividuums der passende Artikel bestimmt werden (unbestimmter Artikel im
Singular: `a'). Dabei ist im Beispiel der Sonderfall zu ber

ucksichtigen, da der Artikel
und die indenite Beschreibung (`other car') verschmelzen zu der Phrase `another car'.
4.5.5 Pr

adikation
Abbildung 4.27 demonstriert die Transformation einer Pr

adikation in einen nat

urlich-
sprachlichen Satz. Im Gegensatz zu einer Ablaufbeschreibung mit Bewegungsverb kann
eine Pr

adikation zwar ebenfalls eine Verbform enthalten (hier: occupied), diese wird
jedoch adjektivisch gebraucht. Deutlicher lassen sich Pr

adikation und Ablaufbeschrei-
bung mit Bewegungsverb durch die Stellung der DRen in der Ablaufbeschreibung un-
terscheiden. W

ahrend in der Ablaufbeschreibung der DR des Agens (z.B. DR x in
Abbildung 4.25) vor der Verbform steht, wird der DR einer Pr

adikation in runden
Klammern hinten angestellt. Das Subjekt eines pr

adikativen Satzes ergibt sich aus der
Individuenbezeichnung des zugeh

origen DRen (in Abbildung 4.27: DR x
i
mit deni-
ter Beschreibung `the rst lling place'). Als Verb wird `to be' erg

anzt. Die Verbform
ergibt sich aus Zahl und Geschlecht der Individuenbezeichnung.
4.5.6 Duplexbedingungen, 1. Teil
Enth

alt die Ablaufbeschreibung eine Duplexbedingung, so wird beim Satzbau wie in
Abbildung 4.28 gezeigt verfahren. Die Nominalphrase setzt sich zusammen aus dem
nat

urlichsprachlichen Quantor, der sich im Mittelteil (Raute) der Duplexbedingung
bendet. Die Raute enth

alt zudem denjenigen DR,

uber den quantorisiert wird (hier:
x
i
). Dieser verweist bei einer Duplexbedingung stets auf eine indenite Beschreibung,
der der nat

urlichsprachliche Quantor vorangestellt wird. Diese indenite Beschreibung
bendet sich stets in der linken DRS der Duplexbedingung. Die Verbalphrase wird
nach den bereits bekannten Regeln erzeugt (hier: Pr

adikation). Sie ergibt sich aus der
rechten DRS der Duplexbedingung.
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x
 i
x
 i
x
 i x i
 ia
filling place
was occupied3. Bestimme Verbalphrase (Prädikation):
1. Bestimme natürlichsprachlichen Quantor: one
2. Bestimme zugehörige indefinite Beschreibung:
 ia  : filling_place(     )
one
occupied(     )
One filling place was occupied.
Abbildung 4.28: Satzbauregel f

ur Duplexbedingungen, hier am Beispiel einer Pr

adika-
tion.
4.5.7 R

aumliche Beschreibungserg

anzungen
DRS-Bedingungen mit r

aumlichen Beschreibungserg

anzungen enthalten im Relations-
teil eine Pr

aposition, die die r

aumliche Relation angibt, und einen DR, der auf das
Referenzobjekt verweist. Als Argument enth

alt eine solche DRS-Bedingung den DRen,
der auf das zu lokalisierende Objekt verweist. Abbildung 4.29 demonstriert die Um-
setzung einer r

aumlichen Beschreibungserg

anzung am Beispiel einer Duplexbedingung
mit Pr

adikation. R

aumliche Beschreibungserg

anzungen werden zur Vereinfachung der
Satzbauvorschriften grunds

atzlich an den Beginn eines Satzes gestellt und mit einem
Komma vom Rest des Satzes abgehoben. Im Beispiel werden die zu lokalisierenden Ob-
jekte (Tankpl

atze) quantorisiert und demzufolge indenit beschrieben. Das Referenzob-
jekt (die obere Tankspur) wird denit beschrieben. Die Zuordnung von lokalisierendem
Objekt und Referenzobjekt ergibt sich wie in der Abbildung angegeben.
4.5.8 Duplexbedingungen, 2. Teil
Abbildung 4.30 demonstriert die Behandlung einer Duplexbedingung ohne Pr

adikation,
aber daf

ur mit Verweis auf eine Ablaufbeschreibung in einer inneren DRS. Die Transfor-
mation einer solchen Duplexbedingung in einen nat

urlichsprachlichen Satz unterschei-
det sich von einer Duplexbedingung mit Pr

adikation in der Ermittlung der Verbalphra-
se. Hierf

ur ist in beiden F

allen die rechte DRS der Duplexbedingung ausschlaggebend.
W

ahrend sich im Falle einer Pr

adikation dort das entsprechende Pr

adikat bendet
(Abbildung 4.28), enth

alt im aktuellen Fall die innere DRS eine Mengenzuordnung.
Der DR X
i
verweist auf eine innere DRS, die die Ablaufbeschreibung a enth

alt, die
der Quantorisierung zugrunde liegt. Die Transformation einer solchen DRS in einen
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x
 i
x
 i
x
 i  iy
 iy
x
 i
one
x
 ioccupied(     ) ia  :
 ia
filling_place(     )
the_upper_filling_lane(     )
on_    (     )y
 i
filling place
one
2. Bestimme zugehörige indefinite Beschreibung:
1. Bestimme natürlichsprachlichen Quantor (wie gehabt):
3. Ex. räumliche Beschreibungsergänzung mit Präpostion on
und identischem DR in Klammern
und angehängtem DR y
 i
4. Verbalphrase wie gehabt (Prädikation): was_occupied
Ermittle Beschreibungsphrase zu y : the_upper_filling_lane
 i
Räumliche Beschreibung wird mit Komma vorangestellt
On the upper filling lane, one filling place was occupied.
Abbildung 4.29: Satzbauregel f

ur r

aumliche Beschreibungserg

anzungen, hier am Bei-
spiel einer Duplexbedingung mit Pr

adikation.
Satz ist bereits bekannt. Da die DRS im aktuellen Fall mit einer Duplexbedingung
zusammenh

angt, werden aus der Ablaufbeschreibung a nur Verb und Bezugsobjekt
versprachlicht. Das Subjekt ergibt sich wie gehabt aus der Raute und der linken DRS
der Duplexbedingung.
4.5.9 Satzfolgen basierend auf Duplexbedingungen
Abbildung 4.31 enth

alt eine DRS mit zwei Ablaufbeschreibungen mit Duplexbedin-
gungen. Die Versprachlichung des ersten Ablaufs a
i
wurde bereits im vorangegange-
nen Abschnitt thematisiert. Sie resultiert in dem Satz: Most vehicles came from Karl-
Wilhelm-Strae. Sei der Ablauf a
j
der im Zeitgraph nachfolgende Ablauf zu a
i
. Dessen
Versprachlichung k

onnte durch Modikation der Satzbauregel zur Versprachlichung von
Duplexbedingungen etwa wie folgt aussehen: Seven of the vehicles coming from Karl-
Wilhelm-Strae drove straight ahead. Bei dieser Art der Versprachlichung von a
j
bleibt
der bestehende inhaltliche Zusammenhang zwischen den Abl

aufen a
i
und a
j
unber

uck-
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x
 i
x
 i
 ia
x
 i  iX
x
 ivehicle(     )
x
 ivehicle(     )
x
 ia:        come_from y
X
 i
X
 i = Σ  ix   :
 ia  :
most
∋
 ix    a
y
Karl-Wilhelm-Straße (y)
1. Bestimme natürlichsprachlichen Quantor:
2. Bestimme zugehörige indefinite Beschreibung:
most
Lexikalische Information: ‘most’ steht mit Plural: vehicles
3. Bestimme Verbalphrase:
DR der Quantorisierung (x  ) verweist auf Menge X
X   verweist auf innere DRS mit Ablaufbeschreibung
 i
Bestimme Verb und Bezugsobjekt der Ablaufbeschreibung
(wie gehabt) came from Karl-Wilhelm-Straße
Most vehicles came from Karl-Wilhelm-Straße
 i  i
Abbildung 4.30: Satzbauregel f

ur Duplexbedingungen ohne Pr

adikation.
sichtigt: Die Untermenge der Quantorisierung aus a
i
ist identisch mit der Grundmenge
der Quantorisierung aus a
j
. Dies zeigt sich darin, da die DRS-Bedingung der rechten
DRS bez

uglich a
i
identisch ist mit der DRS-Bedingung der linken DRS bez

uglich a
j
.
Dieser Sachverhalt kann dazu genutzt werden, um die Formulierung `the vehicles coming
from Karl-Wilhelmstrae' zu ersetzen durch das Pronomen `them'. Dieses Pronomen
verweist dabei eindeutig auf die im Satz davor beschriebene Fahrzeugmenge.
4.5.10 Pronominalisierung
Gegeben sei die in Abbildung 4.32 gezeigte DRS. Die Versprachlichung der Abl

aufe a
1
und a
2
w

urde nach den zuvor diskutierten Satzbauregeln folgenden Text ergeben:
(15.1) Object 4 entered the lling station. Object 4 drove to the rst lling place.
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 ia X iy X j a j
x
 ivehicle(     )
x
 ia:        come_from y
 ix    a
X
 i = Σ  ix   :
x    a
vehicle(     )x
 j
 j
= ΣX x   :
 j  j
x
 ja:        drive_straight_ahead
x
 i
x
 i
x
 i
x
 i
x
 ix
 ivehicle(     )
x
 i  iX
∋
x
 i  iX
∋
Karl-Wilhelm-Straße (y)
a  :
∋
 j
 ia  :
most
seven
X
  j
1. Versprachliche ersten Ablauf a   (wie gehabt):
 i
Most vehicles came from Karl-Wilhelm-Straße
2. Versprachliche nächstfolgenden Ablauf a   im Zeitgraph.
Bestimme Quantor (wie gehabt): seven
DRS-Bedingung der linken DRS der Duplexbedingung von a
 j
ist identisch mit der DRS-Bedingung der rechten DRS der
of them
Bestimme Verbalphrase (wie gehabt): drove straight ahead
Most vehicles came from Karl-Wilhelm-Straße.
Seven of them drove straight ahead.
  j
Duplexbedingung des Vorgängerablaufs a   :
 i
Abbildung 4.31: Satzbauregel f

ur aufeinanderfolgende Ablaufbeschreibungen mit Du-
plexbedingungen.
Die DRS-Bedingung a
1
< a
2
macht deutlich, da der erste Ablauf abgeschlossen ist,
als der zweite beginnt, denn das Auahren auf das Tankstellengel

ande wird an der
Tankstelleneinfahrt beobachtet, w

ahrend das anvisierte Ziel sich f

ur den Beobachter
gew

ohnlich erst durch das Beobachten des Fahrverhaltens des Agens auf dem Tank-
stellengel

ande ausmachen l

at. (15.1) bringt das zeitliche Aufeinanderfolgen der beiden
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a
2
a
3
x
1
x
2
x
3
y
1
y
2
y
3
object 4(x
1
)
the lling station(y
1
)
x
2
= x
1
the rst lling place(y
2
)
x
3
= x
1
the second lling place(y
3
)
a
1
< a
2
a
2
< a
3
a
1
: x
1
enter y
1
a
2
: x
2
drive to y
2
a
3
: x
3
stop on y
3
Abbildung 4.32: Beispiel-DRS.
Abl

aufe dadurch zum Ausdruck, da der fr

uhere Ablauf im ersten Satz, der darauol-
gende Ablauf im zweiten Satz beschrieben wird. Deutlicher k

onnten beide Abl

aufe im
Text durch den Gebrauch von Temporaladverbien voneinander abgegrenzt werden, so
z.B. wenn der zweite Satz durch das Adverb `then' eingeleitet werden w

urde. St

orender
erweist sich jedoch ein anderes Dezit aus (15.1), n

amlich die explizite Erw

ahnung des
Eigennamens in beiden S

atzen. Die damit verbundene Problematik soll anhand zweier
weiterer Beispiele motiviert werden:
(15.2) Object 4 entered the lling station. Object 6 drove to the rst lling place.
(15.3) Object 4 entered the lling station. It drove to the rst lling place.
(15.2) unterscheidet sich von (15.1) dadurch, da von zwei verschiedenen Fahrzeugen
berichtet wird. (15.2) enth

alt keine expliziten Hinweise (z.B. durch das Auftreten von
Temporaladverbien) dar

uber, wie die in den beiden S

atzen beschriebenen Abl

aufe zeit-
lich miteinander zusammenh

angen. Doch die Formulierung von (15.2) legt intuitiv den
Schlu nahe, da beide Abl

aufe gleichzeitig stattgefunden haben d

urften, also Ergebnis
einer zusammenh

angenden Beobachtung sind. Im Gegensatz dazu dr

angt sich in (15.3),
wo in beiden S

atzen vom selben Fahrzeug die Rede ist, die Vermutung auf, da die bei-
den beschriebenen Abl

aufe nacheinander erfolgten. (15.3) unterscheidet sich von (15.1)
allein dadurch, da im zweiten Satz statt des Eigennamens des Agens als Subjekt das
Pronomen `it' auftritt, welches auf das Subjekt des ersten Satzes (Object 4) verweist.
Zwar k

onnte algorithmisch das Pronomen `it' auch der Tankstelle (lling station) des
ersten Satzes zugerechnet werden, diese Variante kann der (menschliche) Empf

anger der
Beschreibung (15.3) durch zweifellos vorhandenes Weltwissen ausschlieen: Tankstellen
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sind unbeweglich und fahren deshalb nicht. Die Diskurse (15.1) und (15.3) sind folglich
bedeutungsgleich. Doch (15.3) enth

alt die vorzuziehende Formulierung des dargestell-
ten Sachverhalts. Dies liegt nicht nur daran, da die beidermalige explizite Erw

ahnung
des Agens in (15.1) stilistisch un

ublich erscheint, sondern auch daran, da durch die
Verwendung des Pronomens in (15.3) beide beschriebenen Abl

aufe besser voneinander
abgegrenzt werden und die Nachfolgebeziehung zwischen den beiden Abl

aufen implizit
besser in Erscheinung tritt. Daraus ergibt sich das Ziel, die Ablaufbeschreibungen a
1
und a
2
nicht mehr in der Form von (15.1), sondern in der Form von (15.3) zu ver-
sprachlichen. Dies soll durch folgende Satzbauregel erreicht werden:
(V1) Gegeben seien zwei im Zeitgraph benachbarte Ablaufbeschreibungen a
i
und a
j
in
einer DRS. (V2) Die DRS enthalte zudem die DRS-Bedingung a
i
< a
j
. Seien x
i
und
x
j
die DRen der Agenten der Abl

aufe a
i
bzw. a
j
. (V3) Es existiere ferner eine DRS-
Bedingung, die den DR x
i
einer Individuenbezeichnung zuf

uhre (in der DRS aus Ab-
bildung 4.32 ist dies die Bedingung object 4(x
1
)). (V4) Auerdem existiere die DRS-
Bedingung x
i
= x
j
. Dann wird bei der Versprachlichung von a
j
statt der expliziten
Erw

ahnung des Agens als Subjekt das zutreende Personalpronomen verwendet, wel-
ches sich aus dem Geschlecht der durch die DRen x
j
bzw. x
i
repr

asentierten Agens
ergibt.
Die in der Satzbauregel angegebene Voraussetzung `im Zeitgraph benachbart' stellt
sicher, da die beiden Abl

aufe a
i
und a
j
im Text in unmittelbar aufeinanderfolgenden
S

atzen versprachlicht werden. Durch die DRS-Bedingung x
i
= x
j
wird oensichtlich,
da beide Abl

aufe denselben Agenten besitzen und somit bei der Versprachlichung im
zweiten Satz ein entsprechendes Pronomen als Subjekt verwendet werden kann.
Man betrachte noch einmal die DRS aus Abbildung 4.32. Der Ablauf a
3
wurde in den
vorstehenden Betrachtungen bisher noch nicht ber

ucksichtigt. Die nat

urlichprachliche
Beschreibung aller drei Abl

aufe sollte folgendes Aussehen haben:
(15.4) Object 4 entered the lling station. It drove to the rst lling place. It
stopped on the second lling place.
Durch die oben angegebene Satzbauregel l

at sich noch nicht erreichen, da a
3
so
beschrieben wird, wie es im letzten Satz von (15.4) vorgesehen ist. Der Grund daf

ur
ist, da keine DRS-Bedingung x
2
= x
3
existiert. Deswegen wird die obige Satzbauregel
wie folgt erg

anzt:
Alternativ zu den Voraussetzungen V3 und V4 k

onnen folgende Voraussetzungen gelten:
(V5) Es existiert ein DR x
k
mit zugeh

origen DRS-Bedingungen x
i
= x
k
und x
j
= x
k
.
(V6) Es existiere ferner eine DRS-Bedingung, die den DR x
k
einer Individuenbezeich-
nung zuf

uhrt. Conclusio wie oben.
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4.5.11 Weitere Satzbautechniken
Wie schon im vorigen Abschnitt angedeutet wurde, lassen sich automatisch generierte
nat

urlichsprachliche Beschreibungen durch die Einechtung von Temporaladverbien
stilistisch verbessern. So zeigt
(16.1) Object 4 entered the lling station. Then it drove to the rst lling place.
noch deutlicher als (15.3), da bei Eintritt des zweiten beschriebenen Ablaufs der erste
bereits abgeschlossen war. Das Temporaladverb `then' scheint also geeignet zu sein
Abl

aufe in der Form \a
i
. Then a
j
." zu versprachlichen, wenn die DRS-Bedingung
a
i
< a
j
vorliegt. Aber hierf

ur ebenso geeignet erscheinen auf den ersten Blick die
Temporaladverbien after that, (directly) afterwards, thereupon oder later, um nur ei-
nige zu nennen. Diese Temporaladverbien unterscheiden sich jedoch untereinander in
semantischen Feinheiten, so da nicht in jedem Fall zweier Abl

aufe a
i
, a
j
mit a
i
< a
j
jedes dieser Temporaladverb gleich gut anwendbar ist. So bestimmt beispielsweise der
zeitliche Zwischenraum zwischen zwei Abl

aufen, ob das Temporaladverb `then' oder
besser das Temporaladverb `later' zur zeitlichen Abgrenzung verwendet wird. Bei der
Verwendung von `later' scheint der zeitliche Zwischenraum gr

oer zu sein (etwa: nach
einer gewissen Pause) als bei der Verwendung von `then', welches eher ein `unmittel-
bares Aufeinanderfolgen' impliziert. Doch wie gro ein zeitlicher Zwischenraum sein
mu, um zwischen besagten Temporaladverbien trennen zu k

onnen, l

at sich nicht
kontextunabh

angig bestimmen, wie folgende beiden Beispiele zeigen.
(16.2) A meteor hit the earth. Then the dinosaurs died.
(16.3) Object 4 drove on Kriegsstrae. Later, a pedestrian crossed the street.
In (16.2) wird `then' verwendet, was darauf schlieen l

at, da nur kurze Zeit zwischen
dem Einschlag des Meteors und dem Sterben des letzten Dinosauriers verging. Geht
man davon aus, da tats

achlich ein Meteoriteneinschlag f

ur das Aussterben der Dino-
saurier verantwortlich war, dann d

urfte besagte `kurze Zeit' zumindest im Bereich von
Monaten oder Jahren anzusiedeln sein, keinesfalls aber im Bereich von Sekunden oder
Minuten (den Dinosauriern ist der Meteor schlielich nicht direkt auf den Kopf gefallen,
zumindest nicht allen, sondern sie d

urften an den klimatischen Folgen des Einschlags
zugrunde gegangen sein). Der zeitliche Zwischenraum in (16.3) d

urfte gef

uhlsm

aig
maximal im Stundenbereich anzusiedeln sein, ist also viel k

urzer als in (16.2), obwohl
in (16.3) statt dem `kurzintervalligen then' das langintervallige `later' verwendet wur-
de. Zu beachten ist auerdem, da sich bisher aus DRSen die `Pausendauer' zwischen
zwei Abl

aufen gar nicht bestimmen l

at, denn `<' ist die einzige bestehende temporale
Relation f

ur aufeinanderfolgende Abl

aufe, und diese liefert nur qualitative, aber keine
quantitative Information.
Bei der Assoziation von Temporaladverbien zur Beschreibung des temporalen Zusam-
menhangs zweier Abl

aufe ist auerdem zu beachten, da Temporaladverbien oft nicht
123
nur eine temporale, sondern auch eine kausale Beziehung zwischen Abl

aufen herstel-
len. So wird in (16.2) implizit durch die Verwendung von `then' auch ein kausaler
Zusammenhang zwischen dem Meteoriteneinschlag und dem Aussterben der Dinosau-
rier hergestellt. Dieser kausale Zusammenhang w

are nicht so oensichtlich betont, wenn
statt `then' das Temporaladverb `later' verwendet worden w

are.
Als Fazit der voranstehenden

Uberlegungen l

at sich feststellen, da die Einechtung
`passender' temporaler Beschreibungszus

atze in einen Text nicht allein aufgrund der
jeweils g

ultigen temporalen Relation getroen werden kann, sondern von verschieden-
artigsten semantischen oder kontextuellen Faktoren abh

angig ist. Dies zeigt sich nicht
nur f

ur Relationen der Form a
i
< a
j
, sondern genauso oder noch mehr f

ur zeitliche

Uberlappungen (a
i
 a
j
). Gegeben seien folgende Fakten:
(16.4) 100 : 200 ! enter(object 4, the lling station, 1).
(16.5) 100 : 200 ! turn on(object 4, the lights, 2).
Ordnet man den beiden Abl

aufen die DRen a
1
bzw. a
2
zu, so resultiert die DRS-
Bedingung a
1
 a
2
. Man k

onnte geneigt sein, (16.4,5) durch (16.6) nat

urlichsprachlich
zu formulieren.
(16.6) Object 4 entered the lling station. At the same time, it turned its lights
on.
Die Assoziation der adverbialen Bestimmung `at the same time' zu der DRS-Bedingung
a
1
 a
2
f

uhrt jedoch im Falle von (16.7,8) zu einer stilistisch m

aigen Beschreibung.
(16.7) 100 : 200 ! want to overtake(object 4, object 6, 1).
(16.8) 100 : 200 ! change to(object 4, the passing lane, 2).
Hier erscheint es angebrachter, den kausalen Zusammenhang zwischen den beiden Fak-
ten zu betonen, statt den temporalen. Somit ist die Formulierung aus (16.9) derjenigen
aus (16.10) vorzuziehen.
(16.9) Object 4 wanted to overtake object 6. It, therefore, changed to the passing
lane.
(16.10) Object 4 wanted to overtake object 6. At the same time, it changed to the
passing lane.
Um die Diskussion auf die Spitze zu treiben sei abschlieend ein Beispiel angegeben, aus
dem sich die Verwendung des Temporaladverbs `then' anbietet, obwohl als zugeh

orige
DRS-Bedingung `a
1
 a
2
' extrahiert wurde. Man betrachte folgende Fakten.
(16.11) 100 : 180 ! turn left into(object 4, Kriegsstrae, 1).
(16.12) 120 : 200 ! turn left into(object 6, Kriegsstrae, 2).
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Gemeint sei, da sich beide Fahrzeuge auf einer Linksabbiegespur zur Kriegsstrae be-
ndet, wobei Objekt 6 Objekt 4 folgt. Obwohl bei der Analyse der G

ultigkeitsintervalle
(16.11,12) als DRS-Bedingung `a
1
 a
2
' extrahiert werden w

urde (schlielich liegt eine
zeitliche

Uberlappung der beiden Abl

aufe vor), stellt (16.13) eine zumindest m

ogliche
nat

urlichsprachliche Beschreibung dar.
(16.13) Object 4 turned left into Kriegsstrae. Then object 6 turned left into
Kriegsstrae.
Als endg

ultiges Fazit dieser Betrachtungen sei festgestellt, da der berechtigte Wunsch,
automatisch generierte nat

urlichsprachliche Beschreibungen durch die gezielte Einech-
tung temporaler Beschreibungszus

atze stilistisch aufwerten zu wollen, fundierte lingui-
stische Vorbetrachtungen erfordert. Im Rahmen der vorliegenden Arbeit werden die ent-
sprechenden Fragestellungen nicht ann

ahernd gel

ost. Temporale Beschreibungszus

atze
werden bei der Textgenerierung in

uberschaubaren Einzelf

allen dennoch verwendet. So
wird beispielsweise das Temporaladverb `then' assoziiert, wenn zwei aufeinanderfolgen-
de Abl

aufe versprachlicht werden sollen, die erstens beide durch ein Bewegungsverb
beschrieben werden, und die zweitens von ein und demselben Agenten durchgef

uhrt
werden. Handelt es sich um zwei verschiedene Agenten, wird stattdessen `later' verwen-
det. `In the meantime' wird bei zeitlicher

Uberlappung verwendet, wenn beide Abl

aufe
durch ein Bewegungsverb beschrieben werden und verschiedene Agenten besitzen. Diese
Festlegungen sind jedoch rein provisorischer Natur.
Neben temporalen sind auch kausale Beschreibungszus

atze f

ur die Textgenerie-
rung interessant. Bei den Ausf

uhrungen

uber die DRS-Generierung aus begriichen
Beschreibungen wurde bereits die Notwendigkeit der Repr

asentation von kausalen Be-
ziehungen zwischen Abl

aufen betont und andiskutiert. Daraus erw

achst der Wunsch,
eine solchermaen repr

asentierte Kausalbeziehung durch Verwendung von Kausalad-
verbien wie because of, because, in order to und

ahnliche explizit in den zu generierenden
Text einzuechten.
Doch mit der Einechtung kausaler und temporaler Beschreibungszus

atze allein sind
die stilistischen Textgestaltungsm

oglichkeiten l

angst nicht ausgesch

opft. Man betrachte
folgendes Textbeispiel:
(16.14) Object 4 entered the lling station, drove to the rst lling place, and
nally stopped on the second one.
(16.14) enth

alt dieselbe inhaltliche Information wie (15.4), ist aber stilistisch besser
formuliert. Als zus

atzliche Stilmittel wurden die Reihung aufeinanderfolgender, sich
gegenseitig abl

osender Abl

aufe in einem Satz, die Verwendung sprachlicher Ellipsen
(`one') und adverbiale Erg

anzungen (`nally') verwendet. Dar

uber hinaus sind noch
viele andere zus

atzliche Stilmittel denkbar (z.B. die explizite Kenntlichmachung von
Wiederholungen von Abl

aufen mittels `again' oder die explizite Erw

ahnung von Ana-
logien im Verhalten verschiedener Agenten durch `as well' etc.).
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Der DRS-Formalismus erscheint grunds

atzlich m

achtig genug zu sein, um die Basis zu
schaen f

ur die Generierung nat

urlichsprachlicher Texte, welche die Einechtung ver-
schiedenster stilistischer Beschreibungszus

atze erlauben. Das Problem liegt jedoch nicht
in der Beantwortung der Frage, wie man bestimmte stilistische Beschreibungszus

atze
aus einer DRS ableiten kann. Vielmehr stellt sich das Problem, den Entscheidungs-
proze zu formulieren, wann die Einechtung eines bestimmten Beschreibungszusatz

uberhaupt sinnvoll ist. Eine Reihung von Abl

aufen wie in (16.14) beispielsweise wirkt
vielleicht stilvoll, enth

alt aber ein Text mehrere aufeinanderfolgende S

atze, die im sel-
ben Stil aufgebaut sind, so wirkt dies auf den Leser schnell langweilig oder st

orend.
Auch hier zeigt sich, da die Generierung einer stilvollen nat

urlichsprachlichen Be-
schreibung sich nicht auf die grunds

atzliche F

ahigkeit zur Einechtung bestimmter Stil-
mittel beschr

ankt, sondern in erster Linie in deren wohldosiertem Einsatz begr

undet
ist. Ein gewisses `Sprachgef

uhl' erscheint erforderlich, welches sich bisher noch nicht
ausreichend in ein automatisches System umsetzen l

at.
4.6 DRS-Manipulation
In den vorausgegangenen zwei Abschnitten wurde einerseits die Transformation einer
begriichen Beschreibung in eine DRS diskutiert, andererseits die Transformation einer
DRS in einen nat

urlichsprachlichen Text. Noch unbeantwortet ist die Frage, wie die
DRS selbst als Plattform f

ur logikbasierte Manipulation genutzt werden kann. Es steht
also die Installierung eines Schlufolgerungsmechanismus im Raum, welcher im Sinne
einer Abbildung eine DRS in eine andere DRS

uberf

uhrt. Der Zweck einer solchen
Abbildung k

onnte u.a. in der Eliminierung von Redundanzen in der Ursprungs-DRS,
in der Ableitung zus

atzlicher Inhalte aus zus

atzlich einiessendem Weltwissen oder in
der Erzielung einer h

oheren Abstraktionsstufe liegen. Anwendungsabh

angig lassen sich
drei realistische Szenarien f

ur den Nutzen logikbasierter DRS-Manipulation vorstellen:
1. Ein Anwender stellt eine nat

urlichsprachliche Anfrage an das System. Anhand
dieser Anfrage wird aus einer bestehenden DRS die Antwort abgeleitet.
Der Schlufolgerungsmechanismus leitet aus der bestehenden DRS eine `kleinere'
DRS ab, die nur diejenige Information enth

alt, die zur Beantwortung der Anfrage
relevant ist (Antwort-DRS). Aus dieser neuen, pragmatischen DRS wird dann
der Antworttext abgeleitet.
2. Die in einer systemintern vorhandenen DRS enthaltene Information soll ver-
sprachlicht werden. Die DRS sei nicht pragmatisch, d.h. sie enth

alt Redundanzen
und entbehrt einer textgestalterischen Ordnung. Demzufolge soll der Schlufolge-
rungsmechanismus die vorhandene, nicht pragmatische DRS in eine prag-
matische DRS

uberf

uhren, aus der unmittelbar ein stilistisch ansprechender
nat

urlichsprachlicher Text abgeleitet werden kann.
3. Die DRS soll als Basis f

ur erweiterte Schlufolgerungen genutzt werden.
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Ein entsprechender Schlufolgerungsmechanismus ist bisher nicht vorhanden. Im fol-
genden sind einige eigene strategische Manahmen und

Uberlegungen aufgezeichnet,
die die oben angegebenen Systemanforderungen zu bewerkstelligen oder zu

uberbr

ucken
helfen.
Zur Generierung einer Antwort-DRS zu einer Anfrage (Punkt Eins der obi-
gen Aufz

ahlung) ist folgendes zu sagen: Zum jetzigen Stand der Entwicklung kann
der Benutzer noch keine gezielte nat

urlichsprachliche Anfrage an das System stel-
len. Er kann aber statt dessen ein Erz

ahlziel formulieren. Anhand dieses Erz

ahlziels
kann jedoch bisher noch nicht aus einer bereits bestehenden DRS eine Antwort ab-
geleitet werden. Statt dessen wird erz

ahlzielabh

angig die begriiche Auswertung an-
gestossen, welche eine begriiche Beschreibung extrahiert, aus der dann unmittelbar
eine pragmatische DRS erstellt wird. Aus dieser DRS wird ein nat

urlichsprachlicher
Text abgeleitet, der das angegebene Erz

ahlziel erf

ullt. Auf diese Weise wird derzeit die
DRS-Manipulation zur Generierung einer Antwort-DRS `eingespart'. F

ur die Zukunft
erscheint es jedoch w

unschenswert, nicht zuletzt aus Gr

unden der Laufzeitoptimierung,
entsprechende M

oglichkeiten zur DRS-Manipulation zu schaen. Dies h

atte den Vor-
teil, da nicht bei jeder neuen Anfrage die begriiche Auswertung neu angestossen
werden m

ute, um eine neue DRS zu erzeugen, auch wenn vielleicht schon als Ergeb-
nis fr

uherer Anfragen eine DRS vorhanden ist, die die gesuchte Information bereits
enth

alt, und man schlicht nicht in der Lage ist, dies zu erkennen oder die Information
entsprechend zu extrahieren.
Das Problem der Ableitung einer pragmatischen DRS aus einer nicht prag-
matischen DRS (Punkt Zwei der obigen Aufz

ahlung) stellt sich derzeit nicht. Die
erz

ahlzielbasierte begriiche Auswertung liefert generell nur pragmatische DRSen als
Ergebnis. Wurde daraus der dem Erz

ahlziel entsprechende nat

urlichsprachliche Text
generiert, wird in der Folge die DRS wieder gel

oscht und mit dem n

achsten zu bew

alti-
genden Erz

ahlziel eine neue, pragmatische DRS berechnet. Die Ezienz der Textge-
nerierung liee sich dabei dann erh

ohen, wenn bereits extrahierte Information in einer
DRS dauerhaft gespeichert und im Bedarfsfall ohne Neuberechnung in eine neue DRS
eingehen kann. Man kann jedoch nicht davon ausgehen, da bei der Vereinigung zweier
pragmatischer DRSen automatisch eine pragmatische DRS entsteht. Im Gegenteil wird
man aus der vereinigten DRS eine pragmatische erst ableiten m

ussen. Dies wird bisher
jedoch noch nicht realisiert.
Der obige dritte Punkt sieht die Realisierung eines Schlufolgerungsmechanismus zur
Ableitung zus

atzlicher DRS-Bedingungen aus einer bestehenden DRS vor. Zum Hinter-
grund f

ur die zus

atzliche Abstraktionsstufe, die durch diese Art der DRS-Manipulation
eingenommen w

urde, beachte man, da bei der Transformation einer begriichen Be-
schreibung in eine DRS zum jetzigen Stand der Entwicklung stets eine eigene, neue
DRS aufgebaut wird. Anders ausgedr

uckt bedeutet dies, da die Ursprungs-DRS, in
die eine neue begriiche Beschreibung transformiert wird, stets leer ist. Es stellt sich
die Frage, ob man neu berechnete begriiche Beschreibungen nicht besser in DRSen
transformiert, die nicht leer sind, das heit, bereits bestimmte Zusatzinformationen re-
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pr

asentieren. Diese Zusatzinformation k

onnte zum einen in zus

atzlichem Wissen

uber
den Diskursbereich, zum anderen in linguistischemWissen

uber die Ableitung von Text
aus DRSen bestehen. Prinzipiell k

onnte das gesamte Weltwissen, das bisher in den
Situationsgraphen repr

asentiert wird, auch in Form einer DRS repr

asentiert werden.
Die DRS k

onnte dann das Schema bilden, das anhand berechneter Bildauswertungs-
daten ausgepr

agt wird. Diese

Uberlegungen wurden erstmals in [Nagel 99] angestellt.
Der Autor regt an, das ganze Diskursbereichswissen nat

urlichsprachlich zu formulie-
ren. Dieser Text k

onnte anhand von [Kamp&Reyle 93] in eine DRS

uberf

uhrt werden.
Diese DRS bildet dann das Schema f

ur eine begriiche Auswertung. F

ur den System-
verwalter w

urde diese Vorgehensweise eine erhebliche Arbeitserleichterung bedeuten.
An die Stelle des Entwurfs eines komplexen Situationsgraphen zur schematischen Re-
pr

asentation von Dirskursbereichswissen gen

ugt die Formulierung eines entsprechenden
nat

urlichsprachlichen Textes, der lediglich sprachsyntaktische Anforderungen erf

ullen
und die entsprechenden Inhalte enthalten m

ute.
4.7 Lexika
[Kamp&Rossdeutscher 94a] besch

aftigen sich mit der Fragestellung, wie ein Lexikon
aufgebaut sein mu, um die systematische Repr

asentation von Texten nach Magabe
der eigenen DRT geeignet zu unterst

utzen. Die

Uberlegungen in dieser Arbeit konzen-
trieren sich auf den transitiven wie intransitiven Gebrauch des deutschen Verbs `heilen'.
Dabei werden m

ogliche Argumentenstrukturen dieses Verbs und deren `thematische
Rolle' betrachtet. Als thematische Rolle werden funktionale Relationen zwischen be-
stimmten Abl

aufen und den Partizipanten dieser Abl

aufe bezeichnet. Die m

oglichen
thematischen Rollen, die die Argumente eines in Form eines Pr

adikats beschriebenen
Ablaufs einnehmen k

onnen, werden als lexikalischer Eintrag zu dem betreenden Verb
benutzt. F

ur das Beispiel `heilen' wird ein solcher lexikalischer Eintrag konkret ent-
wickelt, wodurch die semantische Repr

asentation einiger S

atze, die dieses Verb enthal-
ten, erm

oglicht wird. Dadurch wird ein Formalismus geschaen, der geeignet erscheint,
Lexika zu beschreiben, welche nicht nur zweckgebunden alle erforderlichen Informatio-
nen enthalten, sondern diese zus

atzlich in einer Form repr

asentieren, die den Zugri auf
diese Information vereinfacht. Das Lexikon bestimmt entscheidend, ob eine hinreichend
dierenzierte semantische Repr

asentation von Texten m

oglich wird. Diese Dierenziert-
heit zeigt sich in der F

ahigkeit, Inferenzen zu erm

oglichen, die aus einem repr

asentierten
Text gezogen werden sollen. Als solche Inferenzen kommen grunds

atzlich folgende in
Frage:
 Die automatische Antwortgenerierung zu einer Anfrage;
 die automatische maschinelle

Ubersetzung von Texten;
 die Erzeugung der semantischen Repr

asentation selbst und
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 die Rekonstruktion temporaler Bez

uge.
[Kamp&Rossdeutscher 94b] demonstrieren die wichtige Rolle, die lexikalische Infor-
mation bei der Erzeugung einer rechnerinternen Repr

asentation spielt, anhand von
Beispielen von Ableitungen aus bestehenden Textrepr

asentationen. Dabei wird auch
im speziellen die Bedeutung des Wortes `wieder' untersucht und f

ur dieses Wort ein
lexikalischer Eintrag erzeugt.
Die Konstruktion hinreichender lexikalischer Eintr

age (beispielsweise f

ur das Wort `wie-
der') ist deshalb so schwer, da die Autoren sich mit Texten konfrontiert sehen, deren
Semantik sie repr

asentieren wollen,

uber deren Inhalt und Struktur sie aber keine Vor-
annahmen treen wollen. Um dies hinreichend robust bew

altigen zu k

onnen, m

ussen
sie idealerweise jede semantische Bedeutung des Wortes `wieder' erfassen k

onnen. Vier
kleine Beispiele sollen den unterschiedlichen Gebrauch dieses Wortes illustrieren:
(17.1) \Es regnet wieder."
(17.2) \Es war wieder M

oller, der auf das Tor scho. "
(17.3) \Da hat schon wieder einer vor unserer Hofeinfahrt geparkt."
(17.4) \Das Fahrzeug f

ahrt wieder an."
In (17.1) weist das Wort `wieder' auf das erneute Auftreten eines Ereignisses hin, das
innerhalb einer lokalen zeitlichen Umgebung in vergleichbarer Weise schon mindestens
einmal auftrat. Betrachtet man (17.2) als Kommentar zur

Ubertragung eines Fuball-
spiels, so wird durch diese

Auerung nicht notwendigerweise besagt, da das Agens
`M

oller' schon zuvor auf das Tor scho (also wie in (17.1) das beschriebene Ereignis
in vergleichbarer Weise schon einmal auftrat). Es kann statt dessen ebenso gut sein,
da durch (17.2) lediglich ausgesagt werden soll, da das Agens `M

oller' bereits zuvor
au

allig in Erscheinung getreten ist. In (17.3) wird wie in (17.1) die Wiederholung
eines bestimmten Ereignisses betont, wobei allerdings im Gegensatz zu (17.2) nicht
verlangt wird, da wieder dasselbe Agens beteiligt gewesen sein mu. In (17.4) wird
nicht ausgesagt, da bereits zuvor schon einmal das Anfahren des Fahrzeugs beobachtet
wurde, also die Wiederholung eines bestimmten Ereignisses vorliegt. Statt dessen wird
das Wort `wieder' verwendet, um die R

uckkehr in einen vormals beobachteten Zustand
(`fahrend') zu kennzeichnen.
Auch im Rahmen der vorliegenden Arbeit wird zur Ableitung nat

urlichsprachlicher
Beschreibungen durch Bildfolgenauswertung auf Begrislexika zur

uckgegrien. Deren
Eintragungen sind jedoch im Vergleich wesentlich simpler. Dies k

onnen sie auch sein,
da sie zur Textgenerierung und nicht zur Textanalyse verwendet werden. Bei der

Uber-
tragung einer in der begriichen Schicht berechneten begriichen Beschreibung wird
auf Lexika zur

uckgegrien, die Informationen

uber den Gebrauch der einzelnen W

orter
der begriichen Beschreibung enthalten. Je allgemeiner der lexikalische Eintrag, desto
beschr

ankter ist die sprachliche Ausdrucksf

ahigkeit. Diese Aussage gilt auch f

ur die
Ableitung des nat

urlichsprachlichen Textes aus der DRS, wenn zum zweiten Mal auf
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die Lexika zugegrien wird. F

ur das Beispiel des Wortes `wieder' bedeutet dies, da
der Gebrauch des Wortes auf verwandte F

alle zu (17.1) eingeschr

ankt wird. Dadurch
wird das Problem der Herleitung eines vollst

andigen lexikalischen Eintrags zu Lasten
der sprachlichen Ausdrucksm

oglichkeit umgangen. Bei einer zuk

unftigen schrittweisen
Steigerung der sprachlichen Ausdrucksf

ahigkeit des Systems (f

ur die ja diese Arbeit
u.a. eine Grundlage geben will) m

ussen die entsprechenden Lexika sukzessive erweitert
werden.
Zum jetzigen Stand der Entwicklung wird f

ur jede relevante Wortart (Adjektiv, Ad-
verb, Artikel, Nomen, Personalpronomen, Pr

apositionen, Verben etc.) ein eigenes Lexi-
kon verwendet. Im Falle der Personalpronomen wird zu jedem Vertreter Kasus, Person,
Zahl und ggf. Geschlecht eingetragen. Das Verblexikon enth

alt f

ur jeden Eintrag An-
gaben

uber die verschiedenen Zeitformen des Verbs (Present Tense, Past Tense und
Past Participle) und die Verlaufsform. Die Lexika enthalten ferner alle bisher vertret-
baren Vereinfachungen. So wird beispielsweise bei den Nomen auf den Vermerk des
Geschlechts der einzelnen Nomina verzichtet. Der Grund: Die auftretenden Agenten
sind alle geschlechtslos (Fahrzeuge), m

ogliche Bezugsobjekte sind ebenfalls stets ge-
schlechtslos (Fahrzeuge, station

are Objekte oder abstrakte Objekte). Man beachte,
da englischsprachige Texte erzeugt werden, und es sich deshalb um englischsprachige
Lexika handelt.
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Kapitel 5
Ergebnisse, Zusammenfassung und
Ausblick
5.1 Testszenarien
Zur

Uberpr

ufung der in dieser Arbeit vorgestellten Methoden wurden zahlreiche Ex-
perimente durchgef

uhrt. Diese Experimente basieren auf realen Daten. An mehreren
Straenverkehrskreuzungen und an einer Tankstelle wurden mit Hilfe einer station

aren
Standard-Videokamera Bildfolgen aufgezeichnet, welche durch das am Institut ent-
wickelte Bildfolgenauswertungssystem ausgewertet wurden. Dabei wurden f

ur jedes
verfolgte Fahrzeug mehrere, perspektivisch wechselnde, nat

urlichsprachliche Beschrei-
bungen seines Verhaltens berechnet. Einige Ergebnisse sind im Einzelnen in Anhang A
dieser Arbeit dokumentiert.
Abbildung 1.1 zeigt vier Einzelbilder aus einer Straenverkehrsszene, die an einer Tank-
stelle aufgezeichnet wurde (Tankstellenszene, [Damm 94]). Die Bildfolge umfat ca.
8.000 Halbbilder. Dies entspricht bei einer Abtastrate von 50 Halbbildern pro Sekunde
einer zeitlichen Dauer der Bildfolge von ca. drei Minuten. W

ahrend dieser Zeit tre-
ten in der Szene verschiedene Fahrzeuge auf, die zielgerichtet bestimmte Zapfs

aulen
ansteuern und sp

ater wieder verlassen. Die Fahrman

over wurden inszeniert und sind
daher nicht zuf

allig. Dabei wurde vereinfachend davon ausgegangen, da jeder Fahrer
an jeder Zapfs

aule den f

ur sein Fahrzeug relevanten Kraftsto erhalten kann. Damit
bestimmt nicht der Typ der Zapfs

aule, sondern allein der jeweils aktuelle Belegungszu-
stand der Zapfs

aulen das Verhalten der Fahrzeuge bzw. deren Fahrer. N

ahere Einzel-
heiten

uber die der Auswertung zugrunde liegenden Situationsmodellierung entnehme
man Abschnitt 3.4.2 oder dem in Anhang B abgedruckten Situationsgraphenbaum.
Zus

atzlich zur Tankstellenszene wurden Straenverkehrsszenen an f

unf innerst

adtischen
Kreuzungen aufgezeichnet. Diese Szenen wurden nicht inszeniert, sondern geben die
zuf

allige Verkehrssituation im Moment der Aufzeichnung wieder. Wie bei der Tank-
stellenszene betrug die Abtastrate 50 Halbbilder pro Sekunde, aufgezeichnet mit einer
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Abbildung 5.1: Straenverkehrsszene am Ettlinger Tor.
station

aren, monokularen Standard-Videokamera. Eine Auswahl an Auswertungser-
gebnissen ist in Anhang A dieser Arbeit angegeben. Dort sind auch einige Einzelbilder
zu den verschiedenen Kreuzungsszenen enthalten. Die Aufnahmedauer der einzelnen
Bildfolgen unterscheiden sich.
Die Bildfolgen `Ettlinger-Tor-Szene' (Abbildung 5.1) und die `Alte-Durlacher-Tor-Szene'
sind

alteren Datums und daher sehr kurz: Die Aufnahmedauer liegt, aufgrund der da-
mals beschr

ankten Speicherkapazit

at der Rechner, jeweils bei unter zwei Sekunden.
Dies hat bei der Berechnung nat

urlichsprachlicher Beschreibungen den Nachteil, da
die einzelnen Fahrzeuge nicht

uber den gesamten Zeitraum ihres Aufenthalts auf der je-
weiligen Kreuzung erfat wurden. Darunter kann die Qualit

at der generierten nat

urlich-
sprachlichen Beschreibung leiden. Ebenfalls

alteren Datums, aber doch von fortgeschrit-
tener L

ange ist die Nibelungenplatzszene, die dritte ausgewertete Kreuzungszene. Die
`Rheinhafenszene' unterscheidet sich von allen anderen Kreuzungsszenen dadurch, da
an der beobachteten Kreuzung keine Ampelsteuerung vorliegt, sondern die Vorfahrt
durch Verkehrszeichen geregelt ist. Dadurch l

at sich besonders gut das Verhalten von
nicht vorfahrtsberechtigten Fahrzeugen analysieren, welche versuchen, in den ieen-
den Verkehr einzuf

adeln. Die `Neue-Durlacher-Tor-Szene' beinhaltet das umfangreichs-
te Datenmaterial. Sie umfat insgesamt zw

olf Bildfolgen (ausf

uhrlich dokumentiert in
[Haag&Nagel 99])

uber ca. 43.500 Halbbildzeitpunkte (entspricht 870 Sekunden bzw.

uber vierzehn Minuten). Inzwischen besteht eine Glasfaserverbindung vom Institut f

ur
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Algorithmen und Kognitive Systeme zu einer fest installierten Videokamera auf dem
Dach des Bauingenieurgeb

audes der Universit

at Karlsruhe, mit der besagte Kreuzung
rund um die Uhr beobachtet werden kann. Die Auswertung neuen Datenmaterials wird,
nach Kalibrierung dieser Kamera, folglich jederzeit und unmittelbar m

oglich sein, so-
fern die Beleuchtungsverh

altnisse es gestatten, Fahrzeuge mit hinreichendem Kontrast
gegen

uber dem station

aren Bildvorder- und -hintergrund zu erfassen.
5.2 Auswertungsergebnisse
Eine Auswahl an berechneten nat

urlichsprachlichen Beschreibungen ist in Anhang A
dieser Arbeit dokumentiert. In dem vorliegenden Abschnitt werden die einzelnen Aus-
wertungsschritte an einem einfachen Beispiel beschrieben. Es bezieht sich auf das Fahr-
zeug `Object 10' der Ettlinger-Tor-Szene (Abbildung 5.1). Dieses Fahrzeug wurde im
Zeitintervall [5,95] verfolgt. Die signalnahe Auswertung ergibt eine geometrische Be-
schreibung, die in Ausschnitten wie folgt angegeben ist. Sie enth

alt Sch

atzwerte f

ur die
(x,y)-Position des Fahrzeugs in der Szene, seiner Orientierung, Geschwindigkeit und
Winkelgeschwindigkeit.
Bild# x[m](+-dx) y[m](+-dy) [g](+-d) v[m/s](+-dv) w[g/s](+-dw)
5 12.65(0.1310) -7.60(0.1450) -33.99(1.340) 9.52(5.00) 0.00(28.6)
6 12.81(0.0974) -7.71(0.1030) -34.13(0.977) 9.49(4.59) -1.07(27.4)
7 12.96(0.0944) -7.82(0.0911) -34.15(0.905) 9.49(3.77) -1.07(24.4)
8 13.12(0.0943) -7.92(0.0853) -34.12(0.904) 9.50(2.99) -0.28(20.6)
9 13.28(0.0915) -8.01(0.0801) -34.00(0.895) 9.53(2.41) 1.53(16.9)
10 13.45(0.0883) -8.11(0.0757) -33.84(0.874) 9.57(2.04) 3.11(13.8)
11 13.61(0.0853) -8.21(0.0721) -33.62(0.850) 9.65(1.82) 4.84(11.5)
12 13.79(0.0819) -8.31(0.0686) -33.37(0.815) 9.77(1.68) 6.35(9.63)
13 13.97(0.0779) -8.41(0.0648) -33.09(0.772) 9.90(1.59) 7.69(8.12)
14 14.14(0.0753) -8.50(0.0620) -32.76(0.738) 9.92(1.54) 8.99(6.99)
15 14.31(0.0740) -8.60(0.0600) -32.48(0.710) 9.95(1.53) 9.74(6.12)
16 14.48(0.0733) -8.69(0.0586) -32.19(0.688) 9.92(1.52) 10.32(5.43)
17 14.66(0.0730) -8.78(0.0575) -31.93(0.668) 9.94(1.51) 10.63(4.87)
18 14.83(0.0722) -8.88(0.0561) -31.66(0.646) 9.92(1.51) 10.96(4.38)
19 15.00(0.0717) -8.98(0.0550) -31.44(0.625) 9.92(1.50) 10.96(3.98)
20 15.18(0.0714) -9.07(0.0541) -31.18(0.608) 9.88(1.50) 11.18(3.65)
21 15.35(0.0712) -9.16(0.0533) -30.92(0.592) 9.89(1.50) 11.35(3.37)
22 15.52(0.0707) -9.25(0.0523) -30.65(0.576) 9.84(1.49) 11.50(3.13)
23 15.69(0.0709) -9.34(0.0518) -30.39(0.563) 9.81(1.49) 11.62(2.93)
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Zu dieser geometrischen Beschreibung wurden, ebenfalls in der signalnahen Schicht,
begriiche Primitiven abstrahiert, welche versprachlichte Aussagen

uber Geschwindig-
keit, Richtung und andere Informationen

uber das Fahrverhalten des Fahrzeugs ent-
halten. Ein sehr kleiner Ausschnitt dieser Datenmenge ist in der bekannten Notation
wie folgt angegeben.
1 j -i : +i ! agens(obj 10).
1 j 5 : 95 ! traj active.
1 j 5 : 95 ! traj active(obj 10).
1 j -i : +i ! et(obj 10).
1 j 5 : 95 ! v Betrag(obj 10, glkl).
1 j 5 : 95 ! v Betrag(obj 10, normal).
1 j 7 : 93 ! modus(obj 10, vorwaerts).
1 j 5 : 63 ! auf(obj 10, fobj 6).
1 j 5 : 63 ! f richtung(obj 10, fobj 6, laengs).
1 j 64 : 65 ! auf(obj 10, fobj 8).
1 j 64 : 65 ! f richtung(obj 10, fobj 8, laengs).
1 j 25 : 54 ! auf(obj 10, fobj 14).
1 j 25 : 54 ! f richtung(obj 10, fobj 14, quer).
1 j 72 : 95 ! auf(obj 10, fobj 20).
1 j 72 : 95 ! f richtung(obj 10, fobj 20, laengs).
1 j 66 : 71 ! auf(obj 10, fobj 21).
1 j 66 : 71 ! f richtung(obj 10, fobj 21, laengs).
1 j 11 : 65 ! auf(obj 10, fobj 11).
0.52 j 11 : 11 ! f richtung(obj 10, fobj 11, laengs).
0.53 j 12 : 12 ! f richtung(obj 10, fobj 11, laengs).
0.55 j 13 : 13 ! f richtung(obj 10, fobj 11, laengs).
0.57 j 14 : 14 ! f richtung(obj 10, fobj 11, laengs).
0.58 j 15 : 15 ! f richtung(obj 10, fobj 11, laengs).
0.6 j 16 : 16 ! f richtung(obj 10, fobj 11, laengs).
0.61 j 17 : 17 ! f richtung(obj 10, fobj 11, laengs).
0.62 j 18 : 18 ! f richtung(obj 10, fobj 11, laengs).
0.63 j 19 : 19 ! f richtung(obj 10, fobj 11, laengs).
0.64 j 20 : 20 ! f richtung(obj 10, fobj 11, laengs).
0.65 j 21 : 21 ! f richtung(obj 10, fobj 11, laengs).
0.67 j 22 : 22 ! f richtung(obj 10, fobj 11, laengs).
0.68 j 23 : 23 ! f richtung(obj 10, fobj 11, laengs).
0.69 j 24 : 24 ! f richtung(obj 10, fobj 11, laengs).
0.71 j 25 : 25 ! f richtung(obj 10, fobj 11, laengs).
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Primitiv-begriiche Beschreibungen werden nicht nur bez

uglich des Fahrverhaltens
des Agenten berechnet, sondern auch eine begriiche Kreuzungsbeschreibung wird
auf diese Weise erzeugt. Auch diese Kreuzungsbeschreibung ist unten angegeben. Zum
einen werden dort einzelnen Fahrbahnteilen Typbezeichnungen zugeordnet, zum ande-
ren werden r

aumliche Relationen zwischen Fahrbahnteilen extrahiert.
always rechtspfeil(fobj 30). always geradeauspfeil(fobj 32).
always geradeauspfeil(fobj 33). always linkspfeil(fobj 34).
always linkspfeil(fobj 35). always linkspfeil(fobj 36).
always linkspfeil(fobj 37). always haltlinie(fobj 38).
always fussgaengerfurt(fobj 39). always fussgaengerfurt(fobj 40).
always haltlinie(fobj 41). always fussgaengerfurt(fobj 42).
always fussgaengerfurt(fobj 43). always fussgaengerfurt(fobj 53).
always fussgaengerfurt(fobj 54). always haltlinie(fobj 44).
always fussgaengerfurt(fobj 45). always fussgaengerfurt(fobj 46).
always fussgaengerfurt(fobj 51). always fussgaengerfurt(fobj 52).
always fussgaengerfurt(fobj 47). always fussgaengerfurt(fobj 48).
always radweg(fobj 26). always radweg(fobj 27).
always knotenpunktzentrum(fobj 25). always schiene(fobj 28).
always schiene(fobj 29). always fussgaengerfurt(fobj 49).
always fussgaengerfurt(fobj 50). always fahrspur(fobj 1).
always fahrspur(fobj 2). always fahrspur(fobj 3).
always fahrspur(fobj 4). always fahrspur(fobj 5).
always fahrspur(fobj 6). always fahrspur(fobj 7).
always fahrspur(fobj 8). always fahrspur(fobj 9).
always fahrspur(fobj 13). always fahrspur(fobj 14).
always fahrspur(fobj 15). always fahrspur(fobj 16).
always fahrspur(fobj 17). always fahrspur(fobj 18).
always fahrspur(fobj 19). always fahrspur(fobj 20).
always fahrspur(fobj 21). always fahrspur(fobj 10).
always fahrspur(fobj 11). always fahrspur(fobj 12).
always linksabbiegespur(fobj 5). always linksabbiegespur(fobj 7).
always geradeausspur(fobj 3). always rechtsabbiegespur(fobj 1).
always auf(fobj 4, fobj 25). always aufbringung(fobj 5, fobj 34).
always vor(fobj 5, fobj 6). always vor(fobj 6, fobj 20).
always auf(fobj 6, fobj 25). always aufbringung(fobj 7, fobj 36).
always vor(fobj 7, fobj 8). always vor(fobj 8, fobj 21).
always auf(fobj 8, fobj 25). always auf(fobj 38, fobj 3).
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Basierend auf diesen Datenmengen wird die Situationsanalyse durchgef

uhrt. Im Bei-
spiel wurde ein Bericht

uber das Abbiegeverhalten des betreenden Fahrzeuges extra-
hiert. Es wird f

ur jeden Zeitpunkt die aktuelle Situation des Agenten bestimmt.
5 : 65 ! turning left into(obj 10, ettlinger strasse).
66 : 95 ! leaving intersection(obj 10).
Diese Situationen werden unter Ber

ucksichtigung des gew

ahlten Standpunktes perspek-
tivisch beschrieben.
5 : 65 ! turning left into(obj 10, ettlinger strasse, 9).
66 : 95 ! leave(obj 10, the intersection, 10).
Dabei stimmen in diesem Fall lediglich aufgrund der gew

ahlten einfachen Darstellung
und der K

urze des Beispiels beide Darstellungen ziemlich

uberein. Mittels der ver-
wendeten Konstruktionsregeln wird diese begriiche Beschreibung in folgende DRS

uberf

uhrt:
x
9
y
9
a
9
x
10
a
10
obj 10(x
9
)
ettlinger strasse(y
9
)
a
9
: x
9
turn left into y
9
x
10
=x
9
the intersection(y
10
)
a
10
: x
10
leave y
10
a
9
<a
10
Aus dieser DRS wird der folgende nat

urlichsprachliche Text abgeleitet:
Obj 10 turned left into ettlinger strasse. Then it left the intersection.
5.3 Zusammenfassung
In dieser Arbeit wurde ein Grundstein gelegt zur Ableitung nat

urlichsprachlicher Be-
schreibungen des Verhaltens von Fahrzeugen in Realwelt-Straenverkehrsszenen. Die in
der Arbeit hierzu entwickelten Systemkomponenten setzen auf ein bestehendes, am sel-
ben Institut entwickeltes Bildfolgenauswertungssystem auf, das entsprechende Video-
bildfolgen auswertet und daraus geometrische und primitiv-begriiche Szenenbeschrei-
bungen berechnet. Es wurde festgestellt, da nat

urlichsprachliche Beschreibungen von
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Abl

aufen stets perspektivisch sind. Statt nun, wie in anderen vergleichbaren Arbeiten
(z.B. [Dance et al. 96], [Andre et al. 88]), eine oder mehrere Perspektiven der Beschrei-
bung systemintern implizit festzulegen, wurde in der vorliegenden Arbeit angestrebt,
dem Benutzer die Wahl der gew

unschten Perspektive zu erm

oglichen. Dabei wurde ei-
ne generische Beschreibung von Erz

ahlerstandpunkten aufgebaut. Damit einher geht
die Festlegung dreier Erz

ahlstile (Bericht, szenische Beschreibung aus Protagonisten-
bzw. Beobachtersicht) zum Aufbau nat

urlichsprachlicher Beschreibungen. Beim Ent-
wurf der Systemkomponenten wurde zwischen der Ermittlung des Inhalts einer Be-
schreibung und dessen Pr

asentation unterschieden. Erstgenannter Arbeitsschritt wird
von der begriichen Systemschicht

ubernommen. Anhand eines bestehenden Forma-
lismus zur Situationsanalyse wird die aktuelle Situation der Hauptakteure ermittelt.
Abh

angig vom gew

ahlten Standpunkt wird im n

achsten Schritt die ermittelte Situati-
onsfolge perspektivisch begriich beschrieben. Das Wissen, wie bestimmte Situationen
und Situationsfolgen vom gew

ahlten Standpunkt aus zu beschreiben sind, entnimmt das
System aus Perspektivierungslisten, die entsprechende Eintr

age f

ur jeden zu ber

ucksich-
tigenden Standpunkt enthalten. Ergebnis der Berechnungen der begriichen Schicht ist
eine perspektivische, begriiche Beschreibung, die in der Notation unscharf metrisch
temporaler Logikfakten den Inhalt der zu generierenden Beschreibung enth

alt. Es gilt
nun, diesen Inhalt in eine nat

urlichsprachliche Darstellung zu

ubertragen. Dieser Schritt
wird von der nat

urlichsprachlichen Systemschicht vorgenommen, bei deren Entwicklung
haupts

achlich linguistische Fragestellungen zum Tragen kommen (Diskursrepr

asenta-
tionstheorie (DRT), [Kamp&Reyle 93]). Die DRT, die sich mit der semantischen Re-
pr

asentation nat

urlichsprachlicher Texte besch

aftigt, wurde f

ur den in dieser Arbeit
verfolgten Ansatz adaptiert. Die Aufgabe der nat

urlichsprachlichen Schicht besteht
haupts

achlich darin, den Stil des Textes zu bestimmen. Dies bedeutet, daf

ur Sorge zu
tragen, da der in der begriichen Schicht ermittelte Inhalt in seiner f

ur den Benutzer
verst

andlichsten Weise nat

urlichsprachlich formuliert wird. Diesen Anspruch kann die
nat

urlichsprachliche Schicht in ihrer jetzigen Form noch nicht voll erf

ullen. Insbesonde-
re ist die DRT noch nicht so weit fortgeschritten, da ein wohlfundiertes Regelwerk zur
Ableitung von Texten aus der rechnerinternen Repr

asentation best

unde. Behelfsweise
wurden einige wenige solcher Regeln im Rahmen dieser Arbeit entwickelt, die die Ab-
leitung einfacher S

atze erm

oglichen. Auf den bestehenden Formalismus der DRT wurde
deshalb zugegrien, weil die bei der Konstruktion einer nat

urlichsprachlichen Schicht
relevant werdenden linguistischen Fragestellungen den Arbeitsbereich klassischer Bild-
folgenauswertung

uberschreiten und sich deshalb die Mitwirkung von Spezialisten in
diesem neuen Bereich empehlt. Die in dieser Arbeit entwickelten Methoden wurden
an zahlreichen Bildfolgen getestet. Einige Ergebnisse sind in Anhang A aufgef

uhrt.
5.4 Bewertung
Bei der Berechnung nat

urlichsprachlicher Beschreibungen kann es zu drei klassischen
Fehlerf

allen kommen.
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 Fehler in der Verfolgung: Die erste Klasse bilden Fehler in der signalnahen
Auswertung, die sich als Mefehler

auern. Die vorliegende Arbeit liefert keine
Ans

atze zur Verbesserung der signalnahen Auswertung. Die Quote der erfolgrei-
chen Fahrzeugverfolgungen liegt derzeit bei etwas

uber 80 Prozent. Allerdings
kann die Transformation der Auswertungsergebnisse in eine begriiche oder
nat

urlichsprachliche Beschreibung dazu beitragen, da versteckte Fehler oen-
sichtlicher zu Tage treten. Eine falsche Zahl in einer geometrischen Beschreibung
ist schwerer zu entdecken als ein falscher Satz in einer nat

urlichsprachlichen Be-
schreibung. Die Analyse, wie der falsche Satz zustande kam, kann dann aber dazu
f

uhren, da diese falsche Zahl, die ansonsten unentdeckt geblieben w

are, entdeckt
wird.
 Fehler in der Modellierung: Modellierungsfehler treten am h

augsten in der
begriichen Auswertung auf. Sie werden meistens dann sichtbar, wenn ein Fahr-
zeug sich nicht so verh

alt, wie es systemintern erwartet wird. Der gew

ahlte Situa-
tionsanalyseformalismus bietet anhand seiner hierarchischen Struktur und seiner
begriichen Beschreibbarkeit durch unscharf metrisch temporale Logikformeln
eine im Vergleich zu anderen Szeneninterpretationsformalismen (z.B. Bayes-Netze
in [Intille 98], [Buxton&Gong 95]) bequeme Erweiterbarkeit. Modellierungsfehler
k

onnen jedoch auch zuk

unftig nicht ausgeschlossen werden, da die Vielfalt m

ogli-
chen abweichenden Fahrzeugverhaltens nicht vollst

andig kalkulierbar ist. Die Si-
tuationsanalyse bietet jedoch zumindest die M

oglichkeit, abweichendes Verhalten
zu erkennen, wenn auch nicht zu beschreiben.
 Fehler in der nat

urlichsprachlichen Schicht: Die Transformation einer be-
griichen Beschreibung in eine DRS liefert keine neue Fehlerquelle. Konstruk-
tionsregeln, Wortschatz und Grammatik wurden so gew

ahlt, da der Inhalt be-
griicher Beschreibungen frei von Mehrdeutigkeiten in die DRS eingeht. Auch
wurden die Regeln f

ur die Ableitung von Text aus der DRS so einfach gehalten,
da, basierend auf dem verwendeten Wortschatz, die Verf

alschung des Inhaltes
bei der Transformation von DRS in Text stark eingeschr

ankt werden kann. In den
durchgef

uhrten Experimenten wurden bei diesem Auswertungsschritt keine Feh-
ler beobachtet. Unzul

anglichkeiten der nat

urlichsprachlichen Schicht

auern sich
demnach ausschlielich in `schlechten' Formulierungen des Textes. Dieser Mangel
wird noch absehbare Zeit Bestand haben, da die Entwicklung der linguistischen
Plattform erst weiter voranschreiten mu.
5.5 Ausblick
Abbildung 5.2 zeigt noch einmal den Systementwurf, wie er bei der Erstellung dieser
Arbeit mittelfristig angestrebt wurde. Selbige Abbildung ist auch im Abschnitt 2.6 an-
gegeben und erl

autert. Im folgenden werden die nach Ansicht des Autors unmittelbar
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anstehenden Weiterentwicklungen seiner Arbeit angeregt. Dazu wird das in der Abbil-
dung dokumentierte Szenario mit dem in dieser Arbeit Erreichten verglichen. Die in
der folgenden Aufz

ahlung aufgef

uhrten Nummern beziehen sich auf die entsprechenden
Nummern in der Abbildung und sollen dem Leser die Einordnung der jeweils bespro-
chenen Teilkomponente in das Gesamtsystem erleichtern.
1. Angestrebt wird langfristig, da der Benutzer eine nat

urlichsprachliche Anfra-
ge stellt, die vom System analysiert wird. Aus dieser soll dann gegebenenfalls im
Dialog mit dem Benutzer der zweckm

aige Erz

ahlerstandpunkt ermittelt werden,
bez

uglich dessen die Antwort zu generieren ist. Im gegenw

artigen Entwurfsstadi-
um speziziert der Benutzer seinen Standpunkt noch nicht durch eine nat

urlich-
sprachliche Anfrage. Es existiert allerdings ein generisches Erz

ahlermodell, das
durch Setzen der entsprechenden freien Parameter ausgepr

agt wird. Es wird vom
Benutzer bis auf weiteres verlangt, da er die von ihm gew

unschten Parameter-
werte explizit angibt (Erz

ahlstil, Hauptakteure, zu ber

ucksichtigende Nebenak-
teure, besonders zu ber

ucksichtigende Abl

aufe).
2. Die Berechnung einer `h

oherwertigen begriichen Beschreibung' (in der Abbil-
dung durch die Zier `2' markiert) wurde in der angestrebten Weise realisiert. Der
Parametersatz f

ur die Graphtraversierung wird, wie oben angegeben, nicht aus
einer nat

urlichsprachlichen Anfrage abgeleitet, sondern vom Benutzer direkt vor-
gegeben. Er bildet die Grundlage f

ur die perspektivische Situationsbeschreibung,
welche durch Auspr

agung des vonMalcolm erzeugten Perspektivierungsbaums
erfolgt.
3. Die dabei gewonnenen Fakten werden, wie in der Abbildung gezeigt, in die se-
mantische Repr

asentationsform `DRS'

uberf

uhrt.
4. Daraus wird der Antwort-Text, also die nat

urlichsprachliche Szenenbeschreibung
vom vorgegebenen Standpunkt aus, abgeleitet. Zu diesem Zweck wurden einfa-
che Ableitungsregeln kreiert, welche f

ur die bisherigen Anforderungen ausreichen.
Allerdings besteht f

ur die Konstruktion solcher Regeln bisher keine ausreichende
Theorie. Eine solche gilt es sukzessive zu entwickeln. Dies ist jedoch in erster
Linie eine linguistische Aufgabenstellung.
5. Diese Zier markiert eine der beiden `Abk

urzungen', die das System bei der Text-
generierung zur Vermeidung redundanter Berechnungen erm

oglichen soll. Dabei
wird beabsichtigt, die bereits vor der aktuellen Anfrage generierten Fakten dahin-
gehend zu

uberpr

ufen, ob sie bereits zur Anfragebeantwortung ausreichen oder
sich zumindest in Teilen verwenden lassen. Dieser Zweig wird in der vorliegenden
Arbeit nicht verfolgt. Seine Installierung wird vom Autor nicht als dringlichste
Erweiterungsaufgabe angesehen, da sein praktischer Nutzen f

ur die Entwurfspha-
se, in der sich die nat

urlichsprachliche Auswertung noch bendet, f

ur nicht allzu
gro eingesch

atzt wird.
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6. Diese Zier verweist auf die zweite denkbare `Abk

urzung'. Dabei ist vorgesehen,
eine bereits vorhandene DRS dahingehend zu

uberpr

ufen, ob die in ihr enthalte-
ne Information zur Antwortgenerierung ausreicht. Zur Gew

ahrleistung, da nur
pragmatische DRSen erzeugt werden (siehe Abschnitt 4.5.1), wird bisher vor je-
der neuen Anfrage eine bereits bestehende DRS gel

oscht. Dies geschieht, da bei
der etwaigen Vereinigung zweier pragmatischer DRSen nicht zwangsl

aug wieder
eine pragmatische DRS erzeugt wird. Desweiteren existiert bisher kein Verfahren,
wie durch Manipulation einer bestehenden, nicht pragmatischen DRS eine prag-
matische erzeugt werden kann (vgl. Abschnitt 4.6). Aus diesen Gr

unden kann
die angestrebte `Abk

urzung' derzeit nicht realisiert werden. Ihre Schaung wird
vom Autor wiederum nicht als ein zentrales Thema kurzfristig anzustrebender
Erweiterungen gesehen.
7. Die Kommunikation zwischen geometrischer Schicht und den beiden aufsetzenden
Schichten erfolgt bisher nur in einer Richtung und durch Austausch von Dateien
(siehe [Haag&Nagel 98b] f

ur eine Ausnahme von dieser Regel, wenn begriiches
Wissen ausgenutzt wird, um Verhaltens

anderungen vollst

andig verdeckter Fahr-
zeuge bei ihrer Verfolgung zu erkennen). Mit anderen Worten bedeutet dies, da
die beiden neu geschaenen Systemschichten noch nicht in das Gesamtsystem
integriert sind. Diese Integration ist die dringlichste Aufgabe, die sich nach Ab-
schlu der vorliegenden Arbeit stellt. Diese Integration erm

oglicht, da die Aus-
wertung von Bilddaten durch alle Auswertungsstufen streng inkrementell erfolgen
k

onnte. Bisher erfolgt die Auswertung im Rahmen dieser Arbeit nicht streng in-
krementell: Zuerst wird die geometrische Szenenbeschreibung komplett

uber alle
Zeitpunkte berechnet. Erst dann erfolgt die Situationsanalyse (wiederum f

ur al-
le Zeitpunkte). Erst nach deren vollst

andigem Abschlu erfolgt die komplette
DRS-Berechnung, dann wiederum erst die Texterzeugung.
Eine weitere, sehr wesentliche Erweiterungsm

oglichkeit wird aus der Abbildung nicht
unmittelbar deutlich. Aufgabe der nat

urlichsprachlichen Schicht soll es in erster Linie
sein, eine stilistisch ansprechende Versprachlichung des zuvor ermittelten Inhalts zu
erm

oglichen. Mit anderen Worten unterliegt die Textplanung der Verantwortung der
nat

urlichsprachlichen Schicht. Dies ist zum gegenw

artigen Stand noch nicht vollst

andig
erreicht. Ein Beispiel soll dies verdeutlichen.
F

ur ein Fahrzeug werden nacheinander folgende Situationen erkannt:
1 Wechseln auf Ausweichspur
2 Gleichziehen mit anderem Fahrzeug
3 Einscheren vor anderem Fahrzeug
4 Verlassen Zapfs

aule
Vom gew

ahlten Standpunkt aus wird aus Situation 1 die Absicht abgeleitet, da das
Agens

uberholen will. In Situation 2 wird erkannt, da das Agens aktuell

uberholt.
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Situation 3 sagt aus, da der

Uberholvorgang abgeschlossen wurde. Dadurch l

at sich
die Situationsfolge 1-4 wie folgt nat

urlichsprachlich beschreiben (in englischer Sprache,
das Agens werde als `Object 4' bezeichnet):
Object 4 changed to the passing lane in order to overtake another car. Then it overtook
the car. Later, overtaking was completed. Then it left the lling station.
Zum Vergleich betrachte man folgende nat

urlichsprachliche Beschreibung:
Object 4 changed to the passing lane in order to overtake another car. Then it left the
lling station.
Dieser Text beschreibt den gleichen Sachverhalt wie der erstgenannte. Er ist k

urzer,
stilistisch besser und vermittelt im Vergleich zu erstgenanntem die gleiche Information.
Die Formulierung der bloen Absicht,

uberholen zu wollen, reicht im Beschreibungs-
kontext der zweiten Beschreibung aus, um beim Leser den gew

unschten Eindruck zu er-
wecken, da diese Absicht schlielich auch umgesetzt wurde. Eine explizite Erw

ahnung
der erfolgten Umsetzung wie in erstgenannter Beschreibung ist folglich redundant. Da
die Redundanzvermeidung in einer Beschreibung als stilistische Aufgabe betrachtet
wird, ist f

ur ihre Erkennung die nat

urlichsprachliche Schicht verantwortlich. Die bisher
vorhandenen Methoden reichen jedoch nicht aus, Redundanz in einer DRS zu elimi-
nieren. Sie reichen auch nicht aus, um diese Redundanz bei der Ableitung eines Textes
aus der DRS zu eliminieren. Eine Realisierung zumindest einer der beiden angedeute-
ten Erweiterungen ist langfristig anzustreben. Auch diese Aufgabenstellung greift in
linguistische Forschungsbereiche und sollte deshalb in Kooperation mit solchen For-
schungsgruppen erfolgen.
Bisher wird oben beschriebene Art der Redundanz dadurch vermieden, da die Text-
planung nicht dem System (d.h. der nat

urlichsprachlichen Schicht) unterliegt, sondern
noch im wesentlichen dem Systementwerfer bei der Implementierung der Perspekti-
vierungstabellen (vgl. Abschnitt 3.4.4). Diese Tabellen enthalten das Wissen, wie be-
stimmte Situationen aus bestimmten Perspektiven zu beschreiben sind. Die Tabellen-
gestaltung ist vom Entwerfer so `geschickt' vorzunehmen, da besagte Redundanzen
nicht auftreten k

onnen. Im Hinblick auf das oben genannte Beispiel mu er ber

uck-
sichtigen, da die Durchf

uhrung einer Aktion nicht versprachlicht werden mu, wenn
unmittelbar zuvor die Absicht versprachlicht wurde, da besagte Aktion durchgef

uhrt
werden soll.
Fazit: Mittelfristig ist daf

ur zu sorgen, da der Entwerfer sukzessive aus seiner Verant-
wortung f

ur die Textplanung entlassen und diese vermehrt auf das System

ubertragen
wird. Diese Zielsetzung erfordert noch hohen Forschungsaufwand.
Die Textplanung bedingt nicht nur Redundanzvermeidung. Sie mu weitere stilistische
Entscheidungen erm

oglichen k

onnen, die an dieser Stelle nicht abschlieend aufgez

ahlt
werden. Als ein Beispiel sei die Wahl der Zeitform f

ur das Verb eines Satzes genannt.
Grunds

atzlich wird bisher in jedem Satz die Vergangenheitsform (`Simple Past') ver-
wendet. Die einzelnen Erz

ahlstile erlauben (oder erfordern sogar), da auch andere
Zeitformen verwendet werden (Verlaufsformen, Perfekt, Versprachlichung von Absich-
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ten nicht mit `want to', sondern durch Verwendung des Futurs etc.). Der Grund, warum
andere Zeitformen als die gew

ahlte Vergangenheitsform bisher nicht verwendet werden,
liegt nicht darin, da ihre Bildung zu schwierig w

are. Vielmehr liegt der Grund darin,
da die M

oglichkeit, andere Zeitformen zu verwenden, die Entscheidungskompetenz
voraussetzt, diese auch angemessen einzusetzen. Auch hierf

ur ist eine systemgesteuerte
Textplanung zu entwickeln.
5.6 Andere Diskursbereiche
Es sei festgestellt, da vorliegende Arbeit einen n

utzlichen Beitrag zur Berechnung per-
spektivischer, nat

urlichsprachlicher Beschreibungen von Straenverkehrsszenen durch
Bildfolgenauswertung leistet. Oen ist bisher die Frage, wie sich die Methoden der
vorliegenden Arbeit auf andere Anwendungsgebiete

ubertragen lassen. Hierzu seien
noch einmal die Eckpunkte des am Institut f

ur Algorithmen und Kognitive Systeme
entwickelten Bildfolgenauswertungssystems aufgef

uhrt:
1. Robuste signalnahe Bildfolgenauswertung und Berechnung einer hinreichend um-
fassenden geometrischen Szenenbeschreibung (GSB);
2. Assoziation begriicher Primitiven zur GSB;
3. Modellierung im Diskursbereich

ublicherweise auftretender Situationen mit Hilfe
hierarchischer Situationsgraphenb

aume;
4. Abstraktion einer begriichen Beschreibung durch Assoziation der begriichen
Beschreibung zu dem Schema, das durch den Situationsgraphenbaum gegeben
ist, mittels unscharf metrisch temporaler Logik;
5. Automatische Berechnung von Perspektivierungsgraphen in Abh

angigkeit zu ei-
nem gegebenen Standpunkt zur Ableitung perspektivischer Beschreibungen;
6. Berechnung nat

urlichsprachlicher Beschreibungen durch DRT aus der perspekti-
vischen, begriichen Beschreibung.
Es wird behauptet, da die in der vorliegenden Arbeit entwickelten Methoden auch
auf andere Diskursbereiche, zu denen nat

urlichsprachliche Szenenbeschreibungen be-
rechnet werden sollen,

ubertragbar sind. Einer

Anderung des Diskursbereichs soll idea-
lerweise haupts

achlich mit der

Anderung des systeminternen Modellwissens begegnet
werden, beispielsweise bei der Verfolgung sich bewegender Objekte durch die Ersetzung
von Fahrbahnmodellen mit Modellen f

ur diejenigen Objekte (z.B. Flugzeuge), die in
dem alternativen Diskursbereich behandelt werden. Selbiges gilt f

ur den Bereich der
Abstraktion. Hierbei sollen Diskursbereichs

anderungen in erster Linie mit einer

Ande-
rung des Situationsgraphenbaums und der zugrundeliegenden Terminologie begegnet
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werden. Zur Berechnung perspektivischer Beschreibungen f

ur einen anderen Diskursbe-
reich ist dementsprechend eine Anpassung des Perspektivierungsmodells erforderlich.
Man betrachte als Beispiel den Bereich der automatischen Videodatenverwaltung. Hier-
bei steht man vor dem Problem, f

ur den Menschen schwer

uberschaubare Mengen von
Videolmen zu archivieren und gezielt wiederzunden. Eine Methode k

onnte darin be-
stehen, durch Bildfolgenauswertung nat

urlichsprachliche Kurzbeschreibungen des In-
halts der Videolme zu erstellen. Solche Kurzbeschreibungen unterl

agen hinsichtlich
Perspektivit

at und Ausf

uhrlichkeit vergleichbaren Anforderungen wie bei den in der
vorliegenden Arbeit vorgenommenen Untersuchungen. Die Implementierung hierarchi-
scher Situationsgraphenb

aume beg

unstigt insbesondere die Berechnung unterschiedlich
ausf

uhrlicher Beschreibungen.
Bereits in der Einleitung zu der vorliegenden Arbeit wurde festgestellt, da durch die
rechnergesteuerte Abarbeitung von Algorithmen generell Daten berechnet werden, de-
ren Versprachlichung f

ur bestimmte Benutzer interessant und hilfreich sein k

onnte.
Dies gilt auch auerhalb der Bildfolgenauswertung. So wird beispielsweise im Rahmen
des Mensch-Maschine-Dialogs nach Methoden geforscht, wie dem Benutzer, soweit er
daran interessiert ist, automatisch nat

urlichsprachlich dargestellt werden kann, welche
ansonsten `versteckten' Operationen das System oder Betriebssystem, mit dem er ar-
beitet, gerade durchf

uhrt. Zwar wurden dementsprechende Experimente bisher noch
nicht vollzogen, doch erscheint es zumindest m

oglich, da selbst f

ur solche Anwen-
dungsgebiete Methoden der vorliegenden Arbeit verwendet werden k

onnen. Wenn es
gel

ange, interne Zust

ande des beobachteten Systems und deren Zusammenh

ange be-
griich zu beschreiben, so b

ote dies die Grundlage zur Erstellung eines entsprechenden
Situationsgraphenbaums. Zur Festlegung von Art und Umfang der Ableitung nat

urlich-
sprachlicher, perspektivischer Beschreibungen w

urden dann wieder die

Uberlegungen
aus der vorliegenden Arbeit relevant.
Zusammengefat wird behauptet, da die vorliegende Arbeit diskurs

ubergreifend Re-
levanz bei der Versprachlichung automatisch erzeugter Information besitzt. Dreh- und
Angelpunkt bei der Diskursbereichsanpassung ist dabei das dem System zur Verf

ugung
stehende Weltwissen in Form von Situations- und Perspektivierungsgraphen. Die Be-
reitstellung solcher Modelle bedeutet umfangreiche Handarbeit durch (menschliche)
Spezialisten. Es stellt sich abschlieend die Frage, wie diese Handarbeit eingeschr

ankt
werden kann. Zum einen kann dabei an die Automatisierung der Modellerstellung ge-
dacht werden. Die Einbindung entsprechender Lernverfahren kann hierbei m

oglicher-
weise hilfreiche Unterst

utzung bieten. Entsprechende Untersuchungen wurden bisher
jedoch noch nicht vorgenommen. Mindestens ebenso aussichtsreich erscheint jedoch der
Ansatz, der in der bereits weiter oben zitierten Arbeit [Nagel 99] vorgestellt wurde. Die-
ser Autor regt an, DRSen als Schemata f

ur die Auspr

agung zu verwenden. Im Resultat
bedeutet dies, da das Modellwissen, das bisher in Situationsgraphenb

aumen enthalten
ist, zuk

unftig nat

urlichsprachlich als Text formuliert werden soll. Mit Hilfe der DRT
wird aus diesem Text automatisch ein Schema erzeugt, anhand dessen die Auspr

agung
vorgenommen werden kann. Auf diese Weise bleibt die Modellerstellung zwar weiterhin
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weitestgehend Handarbeit. Statt eines Spezialisten, der einen entsprechenden Graphen
erstellt, wird jetzt aber nur ein nat

urlichsprachlicher Text ben

otigt, der entsprechende
Informationen enth

alt. Dieser kann auch von Menschen erstellt werden, die nicht in den
internen Aufbau des Systems eingeweiht sind. Die Implementierung des Modellwissens
in das System wird dadurch erheblich vereinfacht.
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Anhang A
Auswertungsergebnisse
Im Folgenden sind einige aktuelle Auswertungsergebnisse aufgef

uhrt, die auf der Basis
der in dieser Arbeit entwickelten und beschriebenen Methoden berechnet wurden. Ein-
zelheiten

uber Art und Weise der Durchf

uhrung dieser Experimente entnehme man den
Erl

auterungen aus Abschnitt 5.1. Die ersten Ergebnisse beziehen sich auf Aufnahmen
an einer Tankstelle (Tankstellenszene). F

ur das Verhalten jedes verfolgten Fahrzeugs
wurde dabei eine szenische Beschreibung aus Protagonisten- und Beobachtersicht so-
wie ein Bericht generiert. Die jeweiligen Beschreibungen stellen nur das Verhalten ei-
nes Fahrzeugs in den Vordergrund. Das Verhalten anderer Fahrzeuge wird nur dann
erw

ahnt, wenn es das Verhalten des Hauptakteurs beeinut.
A.1 Tankstellenszene
A.1.1 Objekt 2
Manuell erstellte Beschreibung: Objekt 2 f

ahrt von rechts auf der unteren Tank-
spur, h

alt an der mittleren Tanks

aule und verl

at schlielich die Tankstelle

uber die
linke Ausfahrt (Abbildung A.2).
Bericht:
Obj 2 got petrol. It entered the lling station. All lling places were free. Obj 2
chose the lower lling lane. Then it stopped on the second lling place. It took in
petrol. It left the lling station.
Beurteilung: Der Sachverhalt wurde korrekt erfat. Die wesentliche Textaussage, n

amlich
da das Fahrzeug tankte, wurde an den Beginn des Textes gestellt. Dies ist m

oglich,
da es sich hier um den Beschreibungsstil `Bericht' handelt, der den beobachteten Ab-
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Abbildung A.1: Objekt 2 der Tankstellenszene.
23 1
F
23 1
F
1) (0-132) F fährt in TS und hält an ZS2 : 2)
T G
Objekt 4 Objekt 1
(1112-1360) F verläßt ZS2 und TS :
Abbildung A.2: Fahrman

over von Objekt 2 (entnommen aus [Haag&Nagel 97]).
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lauf im Nachhinein bewertet und beschreibt. Danach wird der Ablauf chronologisch
geschildert. Die Formulierung des Textes weist stilistische M

angel auf, die zum jetzigen
Stand der Entwicklung unvermeidbar sind. Allerdings wird die chronologische Schilde-
rung des Ablaufs durch die gew

ahlten Formulierungen deutlich und auch an einer Stelle
explizit durch die korrekt plazierte Einf

ugung des Temporaladverbs `then' betont. Im
zweiten Satz wurde statt der expliziten Benennung des Agens als Subjekt ein Prono-
men verwendet, dessen Referenzierung sich aus dem Text korrekt und eindeutig ergibt.
Der dritte Satz gibt korrekt den aktuellen Belegungszustand der Zapfs

aulen in Form
einer quantorisierten Aussage wieder. Die Angabe des Belegungszustandes erfolgt an
dieser Stelle, weil er f

ur die Entscheidung des Fahrers, welche Zapfs

aule er ansteuert,
wesentlich ist. Gleichzeitig wird durch diese Angabe dem Empf

anger der Beschreibung,
der die Szene selbst m

oglicherweise nicht sieht, ein Bild von der Verkehrssituation ver-
mittelt, wie sie sich dem Agenten darstellt.
Szenische Beschreibung aus Protagonistensicht:
I needed petrol. I, therefore, entered the lling station. All lling places were free.
I chose the lower lling lane. Then I stopped on the second lling place. I took in
petrol. I left the lling station.
Beurteilung: Hier wurde dieselbe Szene aus einer anderen Perspektive, n

amlich vom
Standpunkt des Agenten, beschrieben. Die Beschreibung ist inhaltlich korrekt. Die
Formulierung des ersten und zweiten Satzes wird aus der Beobachtung, da das Fahr-
zeug auf die Tankstelle f

ahrt, hergeleitet. Im wesentlichen stimmt die Formulierung des
Textes mit der Formulierung des Berichts

uberein.
Szenische Beschreibung aus Beobachtersicht:
Obj 2 entered the lling station. Then it drove on the lower lling lane. Then it
stopped on the second lling place. It took in petrol. It left the lling station.
Beurteilung: Auch diese Beschreibung ist inhaltlich korrekt. Da der Beobachter den
Ablauf parallel zu dessen Verlauf beschreibt und nur wenig Wissen

uber die innere
Handlungsmotivation des Agenten besitzt, enth

alt seine Schilderung nur wenige

uber
die reine Beobachtung hinausgehende Interpretationen. Es wird festgestellt, da das
Fahrzeug auf die Tankstelle f

ahrt.

Uber die Hintergr

unde dieser Aktion wird, im Ge-
gensatz zum Bericht und der Beschreibung aus Protagonistensicht, nichts ausgesagt,
da sie gr

otenteils spekulativ w

aren. So erfolgt auch keine Aussage

uber den aktuellen
Belegungszustand der Zapfs

aulen beim Eintreen des Fahrzeugs. Der Beobachter be-
schreibt lediglich die Ver

anderungen in der Szene, die von ihm wahrgenommen werden.
Aus dem gleichen Grund wird statt der Formulierung `Agens w

ahlt die untere Tankspur'
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Abbildung A.3: Fahrman

over von Objekt 1 (entnommen aus [Haag&Nagel 97]).
die neutralere Formulierung `Agens f

ahrt auf der unteren Tankspur' gew

ahlt. Letztge-
nannte Formulierung ergibt sich aus der reinen Beobachtung eher als erstgenannte, die
ein geplantes Handeln des Agens impliziert,

uber dessen Ausma der Beobachter wenig
Vorab-Kenntnis besitzt.
A.1.2 Objekt 1
Manuell erstellte Beschreibung: Objekt 1 f

ahrt von der rechten Einfahrt aus hinter
die mittlere Tanks

aule und steht dort f

ur ca. 1300 Halbbildzeitpunkte, also 26 Sekun-
den. Dann setzt es etwas zur

uck, um schlielich wieder vorw

arts anzufahren und nach
dem Umfahren des zwischenzeitlich hinter der linken Tanks

aule stehengebliebenen Ob-
jekts 4 die Tankstelle zu verlassen (Abbildung A.3).
Bericht:
Obj 1 got petrol. It entered the lling station. On the lower lling lane, one lling
place was occupied. Obj 1 chose the upper lling lane. Then it stopped on the
second lling place. It took in petrol. It left the dispensing pump. It, therefore, had
to overtake another car which stood on the last lling place. First it backed up.
Then it passed another car. Then it left the lling station.
Beurteilung: Bei der Bewertung dieses und der folgenden Testergebnisse werden Aussa-
gen, die schon bei der Bewertung vorheriger Auswertungsergebnisse gemacht wurden,
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Abbildung A.4: Objekt 1 der Tankstellenszene.
nicht wiederholt, auch wenn sie f

ur das jeweils neu bewertete Ergebnis ebenfalls zutref-
fen. Die extrahierte Beschreibung des Verhaltens von `Objekt 1' ist inhaltlich korrekt,
auch wenn die Beschreibung des R

ucksetzman

overs vor dem

Uberholen des anderen
Fahrzeugs stilistisch nicht

uberm

aig gegl

uckt ist. Durch die korrekte Verwendung des
Kausaladverbs therefore konnte ein Bezug zwischen verschiedenen Beobachtungen her-
ausgestellt werden.
Szenische Beschreibung aus Protagonistensicht:
I needed petrol. I, therefore, entered the lling station. On the lower lling lane,
one lling place was occupied. So, I chose the upper lling lane. Then I stopped
on the second lling place. I took in petrol. I nished getting petrol. I, therefore,
wanted to leave the lling station. So, I had to overtake another car. So, I backed
up. Then I changed to the passing lane. Then I passed another car. Then I left the
lling station.
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Beurteilung: Wiederum handelt es sich um eine inhaltlich plausible Beschreibung. Die
Wahl der Fahrbahn wurde als Konsequenz aus dem aktuellen Belegungszustand inter-
pretiert. Dies wurde durch die einleitende Verwendung des Wortes `so' zu Beginn des
vierten Satzes herausgestellt.
Szenische Beschreibung aus Beobachtersicht:
Obj 1 entered the lling station. Then it drove on the upper lling lane. Later obj
1 stopped on the second lling place. It took in petrol. Obj 1 backed up. Then it
changed to the passing lane. Then it passed another car. Then it left the lling
station.
Beurteilung: Auch hier handelt es sich um eine korrekte Beschreibung.
A.1.3 Objekt 4
23 1
G
T
23 1
hält an ZS3 :
1) (614-1236) T fährt in TS, überholt G und 
T
(4636-4828) T verläßt ZS3 und TS :2)
F
G
Objekt 2
Objekt 5
Abbildung A.5: Fahrman

over von Objekt 4 (entnommen aus [Haag&Nagel 97]).
Manuell erstellte Beschreibung: Objekt 4 weicht von rechts kommend dem hinter
der mittleren Tanks

aule stehenden Objekt 1 aus, schert vor ihm ein, f

ahrt bis zum
linken Bildrand, bleibt dort stehen, setzt zur

uck und h

alt schlielich vor dem stehenden
Objekt 1 hinter der linken Tanks

aule. Nach dem Stehen

uber 3400 Halbbilder (68
Sekunden) verl

at Objekt 4 die Tankstelle

uber die linke Ausfahrt (vgl. Abbildung A.5).
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Abbildung A.6: Trajektorie von Objekt 4 der Tankstellenszene (in der Momentaufnah-
me hinter dem Werbemast bendlich).
Bericht:
Obj 4 got petrol. It entered the lling station. On the lower lling lane, one lling
place was occupied. On the upper lling lane, one lling place was occupied. Obj 4
chose the upper lling lane. Then it headed for the last lling place. It, therefore,
had to overtake another car which stood on the second lling place. Then it changed
to the passing lane. Then it passed another car. Then it changed back to the lling
lane. Then it stopped behind the last lling place in order to back up to the last
lling place. Then it stopped on the last lling place. It took in petrol. It left the
lling station.
Beurteilung: Die Beschreibung ist inhaltlich korrekt, in ihrer Formulierung jedoch deut-
lich verbesserungsf

ahig. In der Verwendung des zielbeschreibenden Verbes to head for
wurde einmal mehr die berichterstatterische Stilistik in der Beschreibung deutlich.
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Szenische Beschreibung aus Protagonistensicht:
I needed petrol. I, therefore, entered the lling station. On the lower lling lane, one
lling place was occupied. On the upper lling lane, one lling place was occupied,
too. I chose the upper lling lane. Then I wanted to overtake another car. I, therefore,
changed to the passing lane. Then I passed another car. Then I changed back to the
lling lane. Then I stopped behind the last lling place. So, I had to back up to the
last lling place. I stopped on the last lling place. I took in petrol. I left the lling
station.
Szenische Beschreibung aus Beobachtersicht:
Obj 4 entered the lling station. Then it drove on the upper lling lane. Later obj
4 changed to the passing lane. Then it overtook another car. Then it changed back
to the lling lane. Then it stopped behind the last lling place. Then it backed up
to the last lling place. Then it stopped on the last lling place. It took in petrol.
It left the lling station.
A.1.4 Objekt 10
Manuell erstellte Beschreibung: Objekt 10 f

ahrt von rechts ins Blickfeld der auf-
nehmenden Kamera und bleibt hinter der rechten Tanks

aule stehen. Nach einem Auf-
enthalt von etwa 1200 Halbbildzeitpunkten f

ahrt es wieder an,

uberholt das hinter der
linken Tanks

aule stehende Objekt 4 und verl

at die Tankstelle

uber die linke Ausfahrt
(vgl. Abbildung A.8).
Bericht:
Obj 10 got petrol. It entered the lling station. On the upper lling lane, one lling
place was occupied. Obj 10 chose the upper lling lane. Then it stopped on the
rst lling place. It took in petrol. It left the dispensing pump. It, therefore, had to
overtake another car which stood on the last lling place. Then it passed another
car. Then it left the lling station.
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Abbildung A.7: Objekt 10 der Tankstellenszene.
23 1 23 1
T
hält an ZS 1 :
F
(2180-2294) F fährt in TS und1) (3186-3508) F verläßt ZS1, überholt T
und verläßt TS :
F
2)
G
T
Objekt 4
Abbildung A.8: Fahrman

over von Objekt 10 (entnommen aus [Haag&Nagel 97]).
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Szenische Beschreibung aus Protagonistensicht:
I needed petrol. I, therefore, entered the lling station. On the upper lling lane,
one lling place was occupied. I chose the upper lling lane. Then I stopped on the
rst lling place. I took in petrol. I nished getting petrol. I, therefore, wanted to
leave the lling station. So, I had to overtake another car which stood on the last
lling place. So, I changed to the passing lane. I passed another car. Then I left the
lling station.
Szenische Beschreibung aus Beobachtersicht:
Obj 10 entered the lling station. Then it drove on the upper lling lane. Then it
stopped on the rst lling place. It took in petrol. Obj 10 changed to the passing
lane. Then it passed another car. Then it left the lling station.
A.1.5 Objekt 5
Manuell erstellte Beschreibung: Objekt 5 f

ahrt von rechts hinter die rechte Tank-
s

aule und h

alt dort an. Nach etwas

uber 2000 Halbbildern setzt es etwas zur

uck, um
dem vor ihm r

uckw

arts einparkenden Objekt 3 Platz zu machen. Nach weiteren 400
Halbbildzeitpunkten setzt Objekt 5 noch weiter zur

uck, um das inzwischen vor ihm
stehende Objekt 3 zu umfahren und die Tankstelle

uber die linke Ausfahrt zu verlassen
(Abbildung A.10).
Bericht:
Obj 5 got petrol. It entered the lling station. On the upper lling lane, one lling
place was occupied. Obj 5 chose the upper lling lane. Then it stopped on the rst
lling place. It took in petrol. It left the lling station.
Szenische Beschreibung aus Protagonistensicht:
I needed petrol. I, therefore, entered the lling station. On the upper lling lane,
one lling place was occupied. I chose the upper lling lane. Then I stopped on the
rst lling place. I took in petrol. I left the lling station.
Szenische Beschreibung aus Beobachtersicht:
Obj 5 entered the lling station. Then it drove on the upper lling lane. Then it
stopped on the rst lling place. It took in petrol. It left the lling station.
155
5Abbildung A.9: Objekt 5 der Tankstellenszene.
Beurteilung: Wie die gestrichelte Linie in Abbildung A.10 andeutet, gelang es bis-
her nicht, das Fahrzeug `Objekt 5'

uber den gesamten Zeitraum stabil zu verfolgen.
Beim Wiederanfahren des Fahrzeugs scheitert die Verfolgung bisher noch aufgrund der
schwierigen Auswertungsbedingungen (geringer Kontrast, Verdeckungen durch ande-
re Fahrzeuge). Dies bedeutet f

ur die Beschreibung, da das Bestreben, die Tankstelle
wieder zu verlassen, zwar noch erkannt wurde. Allerdings gelang es nicht, den Verlauf
des Verlassens der Tankstelle (Zur

ucksetzen und

Uberholen eines anderen Fahrzeuges)
zu beschreiben. Dieses Beispiel wurde hier ber

ucksichtigt, weil es auch Bestandteil des
folgenden Auswertungsergebnisses ist, welches das Verhalten mehrerer Hauptakteure
in einem Bericht beschreibt.
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Abbildung A.10: Fahrman

over von Objekt 5 (entnommen aus [Haag&Nagel 97]).
A.1.6 Beschreibung mit mehreren Hauptakteuren
Beim folgenden Auswertungsergebnis wurden das Verhalten der oben bereits behan-
delten Fahrzeuge mit den Objektnummern 2, 1, 4, 5 in einer Beschreibung zusam-
mengefat. Dies geschah, indem f

ur jedes Fahrzeug unabh

angig von den anderen ei-
ne Situationsanalyse durchgef

uhrt wurde. Daraus wurde jeweils unabh

angig vonein-
ander, aber mit derselben Perspektive, eine perspektivische begriiche Beschreibung
abgeleitet. Diese vier Beschreibungen wurden vereint. Daraus ergaben sich, wie das
unten aufgef

uhrte Endergebnis zeigen wird, erweiterte Schlufolgerungsm

oglichkeiten.
Sie erlaubten, indenite Bezeichnungen der Bezugsobjekte (`another car') in den oben
stehenden Einzelbeschreibungen durch den Eigennamen des jeweils so bezeichneten
Fahrzeugs zu ersetzen. Hier der berechnete Bericht:
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Obj 2 entered the lling station. All lling places were free. Obj 2 chose the lower
lling lane. Then it stopped on the second lling place. It took in petrol. Obj 1
entered the lling station. On the lower lling lane, one lling place was occupied.
Obj 1 chose the upper lling lane. Then it stopped on the second lling place. It
took in petrol. Obj 4 entered the lling station. On the upper lling lane, one lling
place was occupied. Obj 4 chose the upper lling lane. Then obj 4 headed for the
last lling place. It had to overtake obj 1. It changed to the passing lane. Then it
passed obj 1. Then it changed back to the lling lane. Then it stopped behind the
last lling place. Then it backed up to the last lling place. In the meantime obj
2 left the lling station. In the meantime obj 4 stopped on the last lling place. It
took in petrol. Obj 1 left the dispensing pump. It had to overtake obj 4. It backed
up. Then it passed obj 4. Then it left the lling station. Later obj 5 entered the
lling station. On the upper lling lane, one lling place was occupied. Obj 5 chose
the upper lling lane. Then it stopped on the rst lling place. It took in petrol.
Obj 4 left the lling station. Later obj 5 left the lling station.
A.2 Alte Durlacher-Tor-Szene
Objekt 1
Objekt 5
Objekt 4
Objekt 8
Objekt 13
Objekt 14
Objekt 6
Objekt 7
Objekt 2
Objekt 3
Objekt 9
Objekt 10
Abbildung A.11: Straenverkehrsszene am Durlacher{Tor, zur Verdeutlichung mit ein-
gezeichneten Trajektorien, wobei die automatisch erkannten Objekte durch umschrei-
bende Linienmodelle eingegrenzt sind. Desweiteren ist zu jedem Fahrzeug die system-
intern vergebene Objektnummer angegeben ([Kollnig 95]).
Abbildung A.11 zeigt ein Einzelbild der Durlacher-Tor-Szene. Bez

uglich jedes erkannten
Fahrzeuges dieser nur knapp zwei Sekunden langen Szene wurden nat

urlichsprachliche
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Beschreibungen seines Fahrverhaltens berechnet. Im folgenden ist ein Auswertungser-
gebnis f

ur den Pritschenwagen `Objekt 3' der Szene angegeben. F

ur dieses Fahrzeug
wurden folgende Situationen erkannt:
5 : 46 ! turning left into(obj 3, durlacher allee).
47 : 95 ! leaving intersection(obj 3).
Dieses Ergebnis wurde in folgenden nat

urlichsprachlichen Text umgesetzt:
Obj 3 turned left into Durlacher Allee. Then it left the intersection.
Abschlieend ist dieses Ergebnis in seiner Darstellung als automatisch berechnete DRS
wiedergegeben:
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A.3 Ettlinger-Tor-Szene
Abbildung A.12 zeigt ein Einzelbild der Ettlinger-Tor-Szene. Bez

uglich jedes erkannten
Fahrzeuges dieser nur knapp zwei Sekunden langen Szene wurden nat

urlichsprachliche
Beschreibungen seines Fahrverhaltens berechnet. Im folgenden ist ein Auswertungs-
ergebnis f

ur das Fahrzeug `Objekt 4' der Szene angegeben, diesmal als szenische Be-
schreibung aus Protagonistensicht, wobei das Agens sein Verhalten aus seiner Sicht
beschreibt:
I came from Kriegsstrasse. Then I turned left into Ettlinger Strasse.
Hier ist die Situationsfolge, die bez

uglich dieses Fahrzeugs berechnet wurde, und aus
der der obige Text abgeleitet wurde:
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Abbildung A.12: Straenverkehrsszene am Ettlinger{Tor, zur Verdeutlichung mit einge-
zeichneten Trajektorien, wobei die automatisch erkannten Objekte durch umschreiben-
de Linienmodelle eingegrenzt sind. Desweiteren ist zu jedem Fahrzeug die systemintern
vergebene Objektnummer angegeben ([Kollnig 95]).
5 : 5 ! coming from(obj 4, kriegsstrasse).
6 : 68 ! taking left hand turn o lane(obj 4).
69 : 95 ! turning left into(obj 4, ettlinger strasse,).
Abschlieend ist dieses Ergebnis in seiner Darstellung als automatisch berechnete DRS
wiedergegeben. Dabei wurde zum zweiten Faktum bei der Perspektivierung keine Be-
schreibung assoziiert, da es als redundant betrachtet wurde. So ndet es in der DRS
und auch im Text keine Entsprechung. Da eine szenische Beschreibung aus Protago-
nistensicht abgeleitet werden sollte, wurde die Darstellung bei der Perspektivierung in
`Ich-Form'

ubertragen.
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A.4 Nibelungenplatzszene
Zu dieser Bildfolge wurde folgende quantorisierte Beschreibung berechnet, in der das
gemeinsame Verhalten mehrerer Fahrzeuge in quantorisierte Aussagen umgesetzt wur-
de:
Eight vehicles came from road1. Four of them turned left into road2. Four vehicles
drove straight ahead.
Erl

auterung: Die Straen wurden im Uhrzeigersinn mit `Road1' bis `Road4' bezeich-
net. `Road1' bezeichnet dabei diejenige Strae, die in Abbildung A.13 von oben zur
Kreuzung f

uhrt. Das vorstehend angegebene Auswertungsergebnis ist unter Ber

uck-
sichtigung folgender Einschr

ankungen korrekt: Die acht Fahrzeuge, von denen erkannt
wurde, da sie aus der Strae `Road1' kamen, tragen folgende Objektnummern: 4, 5,
7, 8, 10, 11, 22, 23. Der menschliche Betrachter kann zwar erkennen, da auch die
Fahrzeuge 12, 14, 15, 16, 17, 18, 19 aus dieser Strae gekommen sein d

urften. Ent-
sprechende Aussage wurde vom System jedoch nicht generiert, da sich letztgenannte
Fahrzeuge bereits zu Beginn der Auswertung in der Kreuzungsmitte befanden (siehe
Abbildung A.13, welches das erste Bild der Auswertung zeigt). Zu Auswertungsbe-
ginn befanden sich also nur erstgenannte Fahrzeuge noch in dem Zufahrtsbereich der
Kreuzung, der der Strae `Road1' zugeordnet wird. F

ur die Fahrzeuge, die sich schon
zu Beginn der Kreuzung in der `neutralen' Kreuzungsmitte befanden, wird hingegen
nicht mehr

uber deren Herkunft `spekuliert'.
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Abbildung A.13: Erstes Einzelbild einer Bildfolge, die am Nibelungenplatz in Frank-
furt aufgezeichnet wurde. Zu jedem verfolgten Fahrzeug ist die systemintern vergebene
Objektnummer angegeben. Zur Beibehaltung der

Ubersichtlichkeit wurden die berech-
neten Trajektorien nicht eingezeichnet.
A.5 Rheinhafenszene
Die Rheinhafenszene unterscheidet sich von allen anderen Kreuzungsszenen dadurch,
da sie keine Ampelsteuerung besitzt. Dies bedeutet, da es hier keine eindeutig selek-
tierbaren Verkehrsstr

ome gibt. Stattdessen ist zu erwarten, da der Strom der vorfahrts-
berechtigten Fahrzeuge aus der Honsellstrae (siehe Abbildung A.14) zwischenzeitlich
von einzelnen Fahrzeugen unterbrochen wird, die sich langsam von nicht vorfahrtsbe-
rechtigenden Kreuzungsarmen kommend in die Kreuzung einechten. Dies spiegelt sich
auch in den Beschreibungen wieder, die f

ur die Fahrzeuge berechnet wurden (hier eine
Auswahl).
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Abbildung A.14: Straenverkehrsszene am Rheinhafen mit f

unf automatisch berechne-
ten Fahrzeugtrajektorien und Modell

uberlagerungen. Rechts dieWikingerstrae, unten
die Honsellstrae und links die Rheinhafenstrae.
Obj 2 came from Honsellstrasse. Then it turned left into Rheinhafenstrasse.
Obj 5 came from Honsellstrasse. Then it turned right into Wikingerstrasse. Then it
left the intersection.
Obj 4 came from Wikingerstrasse. Then it stopped in order to give way to other
vehicles which passed the intersection.
Zu letztgenanntem Fahrzeug ist die korrespondierende automatisch berechnete begri-
liche Beschreibung wie folgt angegeben:
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2139 : 2139 ! come from(obj 4, wikingerstrasse, 1).
2140 : 2140 ! stop(obj 4, 2).
2140 : 2140 ! give way to(obj 4, other vehicles, 3).
2140 : 2140 ! reason(4, 2, 3).
2140 : 2140 ! pass(other vehicles, the intersection, 6).
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Anhang B
Situationsgraphenbaum
Im folgenden ist der in dieser Arbeit entwickelte und verwendete Situationsbestim-
mungsbaum zur Ableitung nat

urlichsprachlicher Beschreibung von Straenverkehrssze-
nen an Tankstellen angegeben. Der Aufbau des Baumes ist in Abschnitt 3.4.2 nat

urlich-
sprachlich beschrieben. Es folgen einige Ausf

uhrungen zur Notation.
Jeder Graph des Situationsgraphenbaums wird durch das Schl

usselwort `GRAPH' ein-
geleitet. Es folgt der Name des Graphen, ggf. mit Angabe einiger zus

atzlicher Parame-
ter. Die einzelnen Situationsgraphen eines Situationsgraphenbaums sind hierarchisch
angeordnet. Deshalb folgt dem Namen des Graphen, abgetrennt durch einen Doppel-
punkt, der Name der Vatersituation. Im vorliegenden Fall besitzt der Graph `faktenbe-
rechnung' keine Vatersituation, bildet also somit die Wurzel des Graphenbaums. Der
Graph `gr aktiv' hingegen besitzt die Situation `sit aktiv' als Vater. Ein Graph besteht
aus einer oder mehreren Situationen. Die Situationsbeschreibungen werden durch das
Schl

usselwort `SIT' eingeleitet. Ihm folgt der Situationsname, wiederum gefolgt durch
die Aufz

ahlung potentieller Nachfolgesituationen. Es folgen, jeweils abgegrenzt durch
geschweifte Klammern, die Angabe des Zustands- und des Handlungsschemas der Si-
tuation (vgl. Abschnitt 3.3). Das im Handlungsschema oft verwendete Pr

adikat `note'
erlaubt den Eintrag der darin enthaltenen Beschreibung in die Faktendatenbank.
Einzelheiten

uber die automatische Transformation eines solchen Graphenbaums in
ein unscharf metrisch temporales Logikprogramm entnehme man [Sch

afer 96] oder
[Haag&Nagel 98c].
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/********************************************************/
// Situationsgraphenbaum "Kreuz1" - Version 1 ... (wt)
DEFAULT NONINCREMENTAL GREEDY PLURAL DEPTH; // INTERACTIVE;
/********************************************************/
GRAPH faktenberechnung(Agens)
{
SIT sit_append
: sit_inaktiv,
sit_aktiv
{
}
{
append('ergebnis.lim');
}
SIT sit_aktiv
{
agens(Agens);
traj_aktiv(Agens);
}
{ }
SIT sit_inaktiv
: sit_inaktiv,
sit_aktiv
{
agens(Agens);
inaktiv(Agens);
}
{
}
}
/********************************************************/
GRAPH gr_aktiv : sit_aktiv
{
SIT sit_getting_petrol
: sit_getting_petrol
{
tanksaeule(TP_beliebig);
}
{
note(getting_petrol(Agens));
note(traj_aktiv(Agens));
}
SIT sit_crossing_intersection1
: sit_crossing_intersection1
{
knotenpunktzentrum(KPZ_beliebig);
}
{
note(crossing_intersection1(Agens));
note(traj_aktiv(Agens));
}
}
GRAPH gr_getting_petrol : sit_getting_petrol
{
SIT sit_driving_to_dispensing_pump
: sit_driving_to_dispensing_pump(Spur),
sit_driving_to_dispensing_pump,
sit_taking_in_petrol(Spur)
{
tank_ausweich_spur(Spur);
noch_kein_tp_erreicht(Agens);
}
{
note(driving_to_dispensing_pump(Agens));
note(traj_aktiv(Agens));
}
SIT sit_taking_in_petrol
: sit_taking_in_petrol,
sit_leaving_dispensing_pump
{
auf(Agens, tankplatz: Tankplatz);
v_Betrag(Agens,null) AT 0.3;
}
{
note(taking_in_petrol(Agens));
note(traj_aktiv(Agens));
}
SIT sit_leaving_dispensing_pump
: sit_leaving_dispensing_pump,
sit_leaving_filling_station
{
diesseitiger_aufenthalt(Agens);
}
{
note(leaving_dispensing_pump(Agens));
note(traj_aktiv(Agens));
}
SIT sit_leaving_filling_station
: sit_leaving_filling_station
{
aufenthalt(Agens, abseits);
}
{
note(leaving_filling_station(Agens));
note(traj_aktiv(Agens));
}
}
GRAPH gr_driving_to_dispensing_pump : sit_driving_to_dispensing_pump
{
SIT sit_wishing_to_tank
: sit_driving_on_filling_lane
{
tankspur(Spur);
}
{
note(wishing_to_tank(Agens));
note(traj_aktiv(Agens));
}
SIT sit_driving_on_filling_lane
: sit_driving_on_filling_lane
{
tank_ausweich_spur(Spur);
}
{
note(driving_on_filling_lane(Agens));
note(traj_aktiv(Agens));
}
}
GRAPH gr_driving_on_filling_lane : sit_driving_on_filling_lane
{
SIT sit_filling_place_occupation_lower_lane
: sit_no_filling_place_occupied_on_lower_filling_lane,
sit_one_filling_place_occupied_on_lower_filling_lane,
sit_two_filling_places_occupied_on_lower_filling_lane,
sit_all_filling_places_occupied_on_lower_filling_lane
{
v_tankplatz(Tplatz1);
name_tankplatz(Tplatz1,the_last_filling_place);
v_tankplatz(Tplatz2);
name_tankplatz(Tplatz2,the_first_filling_place);
v_tankplatz(Tplatz3);
name_tankplatz(Tplatz3,the_second_filling_place);
}
{
note(filling_place_occupation_lower_lane(Agens));
note(traj_aktiv(Agens));
}
SIT sit_no_filling_place_occupied_on_lower_filling_lane
: sit_filling_place_occupation_upper_lane(Tplatz1,Tplatz2,Tplatz3)
{
null_belegt(Tplatz1,Tplatz2,Tplatz3);
}
{
note(no_filling_place_occupied_on_lower_filling_lane);
note(traj_aktiv(Agens));
}
SIT sit_one_filling_place_occupied_on_lower_filling_lane
: sit_filling_place_occupation_upper_lane(Tplatz1,Tplatz2,Tplatz3)
{
einer_belegt(Tplatz1,Tplatz2,Tplatz3);
}
{
note(one_filling_place_occupied_on_lower_filling_lane);
note(traj_aktiv(Agens));
}
SIT sit_two_filling_places_occupied_on_lower_filling_lane
: sit_filling_place_occupation_upper_lane(Tplatz1,Tplatz2,Tplatz3)
{
zwei_belegt(Tplatz1,Tplatz2,Tplatz3);
}
{
note(two_filling_places_occupied_on_lower_filling_lane);
note(traj_aktiv(Agens));
}
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SIT sit_all_filling_places_occupied_on_lower_filling_lane
: sit_filling_place_occupation_upper_lane(Tplatz1,Tplatz2,Tplatz3)
{
drei_belegt(Tplatz1,Tplatz2,Tplatz3);
}
{
note(all_filling_places_occupied_on_lower_filling_lane);
note(traj_aktiv(Agens));
}
SIT sit_filling_place_occupation_upper_lane
: sit_no_filling_place_occupied_on_upper_filling_lane,
sit_one_filling_place_occupied_on_upper_filling_lane,
sit_two_filling_places_occupied_on_upper_filling_lane,
sit_all_filling_places_occupied_on_upper_filling_lane
{
h_tankplatz(Tplatz1);
name_tankplatz(Tplatz1,the_last_filling_place);
h_tankplatz(Tplatz2);
name_tankplatz(Tplatz2,the_first_filling_place);
h_tankplatz(Tplatz3);
name_tankplatz(Tplatz3,the_second_filling_place);
}
{
note(filling_place_occupation_upper_lane(Agens));
note(traj_aktiv(Agens));
}
SIT sit_no_filling_place_occupied_on_upper_filling_lane
: sit_choosing_lower_filling_lane,
sit_choosing_upper_filling_lane
{
null_belegt(Tplatz1,Tplatz2,Tplatz3);
}
{
note(no_filling_place_occupied_on_upper_filling_lane);
note(traj_aktiv(Agens));
}
SIT sit_one_filling_place_occupied_on_upper_filling_lane
: sit_choosing_lower_filling_lane,
sit_choosing_upper_filling_lane
{
einer_belegt(Tplatz1,Tplatz2,Tplatz3);
}
{
note(one_filling_place_occupied_on_upper_filling_lane);
note(traj_aktiv(Agens));
}
SIT sit_two_filling_places_occupied_on_upper_filling_lane
: sit_choosing_lower_filling_lane,
sit_choosing_upper_filling_lane
{
zwei_belegt(Tplatz1,Tplatz2,Tplatz3);
}
{
note(two_filling_places_occupied_on_upper_filling_lane);
note(traj_aktiv(Agens));
}
SIT sit_all_filling_places_occupied_on_upper_filling_lane
: sit_choosing_lower_filling_lane,
sit_choosing_upper_filling_lane
{
drei_belegt(Tplatz1,Tplatz2,Tplatz3);
}
{
note(all_filling_places_occupied_on_upper_filling_lane);
note(traj_aktiv(Agens));
}
SIT sit_choosing_lower_filling_lane
: sit_choosing_dispensing_pump
{
auf(Agens,Spur7);
u_tankspur(Spur7);
}
{
note(choosing_lower_filling_lane(Agens));
note(traj_aktiv(Agens));
}
SIT sit_choosing_upper_filling_lane
: sit_choosing_dispensing_pump
{
auf(Agens,Spur7);
o_tankspur(Spur7);
}
{
note(choosing_upper_filling_lane(Agens));
note(traj_aktiv(Agens));
}
SIT sit_choosing_dispensing_pump
: sit_choosing_dispensing_pump
{
o_tank_ausweichspur(Spur);
}
{
note(traj_aktiv(Agens));
note(choosing_dispensing_pump(Agens));
}
}
GRAPH gr_choosing_dispensing_pump : sit_choosing_dispensing_pump
{
SIT sit_first_filling_place_occupied
: sit_approach_occupied_first_filling_place,
sit_overtaking_vehicle
{
tankplatz(T1o);
name_tankplatz(T1o,the_first_filling_place);
tankplatz_belegt(T1o);
}
{
note(first_filling_place_occupied);
note(traj_aktiv(Agens));
}
SIT sit_second_filling_place_occupied
: sit_driving_to_first_filling_place,
sit_overtaking_vehicle
{
tankplatz(T4);
name_tankplatz(T4,the_second_filling_place);
tankplatz_belegt(T4);
}
{
note(second_filling_place_occupied);
note(traj_aktiv(Agens));
}
SIT sit_driving_to_first_filling_place
: sit_driving_to_first_filling_place,
sit_overtaking_vehicle,
sit_reaching_first_filling_place
{
hinfahrend(Agens);
auf(Agens, tankspur: Spur1);
}
{
note(driving_to_first_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_reaching_first_filling_place
: sit_reaching_first_filling_place,
sit_driving_to_second_filling_place
{
fahrend(Agens);
tankplatz(T1o);
auf(Agens,T1o);
}
{
note(reaching_first_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_driving_to_second_filling_place
: sit_driving_to_second_filling_place,
sit_reaching_second_filling_place
{
hinfahrend(Agens);
}
{
note(driving_to_second_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_reaching_second_filling_place
: sit_reaching_second_filling_place,
sit_driving_to_last_filling_place
{
fahrend(Agens);
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tankplatz(T2o);
name_tankplatz(T2o,the_second_filling_place);
auf(Agens,T2o);
}
{
note(reaching_second_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_driving_to_last_filling_place
: sit_driving_to_last_filling_place,
sit_reaching_last_filling_place
{
hinfahrend(Agens);
}
{
note(driving_to_last_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_reaching_last_filling_place
: sit_reaching_last_filling_place,
sit_passing_last_filling_place
{
fahrend(Agens);
tankplatz(T3o);
name_tankplatz(T3o,the_last_filling_place);
auf(Agens,T3o);
}
{
note(reaching_last_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_overtaking_vehicle
: sit_overtaking_vehicle,
sit_change_back_to_filling_lane
{
auf(Agens,ausweichspur: Spur2);
}
{
note(overtaking_vehicle(Agens));
note(traj_aktiv(Agens));
}
SIT sit_change_back_to_filling_lane
: sit_reaching_second_filling_place,
sit_reaching_last_filling_place,
sit_driving_to_next_dispensing_pump
{
auf(Agens,tankspur: Spur4);
}
{
note(change_back_to_filling_lane(Agens));
note(traj_aktiv(Agens));
}
SIT sit_driving_to_next_dispensing_pump
: sit_driving_to_next_dispensing_pump,
sit_reaching_last_filling_place,
sit_remain_standing_behind_last_filling_place,
sit_backing_up_behind_last_filling_place
{
hinfahrend(Agens);
}
{
note(driving_to_next_dispensing_pump(Agens));
note(traj_aktiv(Agens));
}
SIT sit_remain_standing_behind_last_filling_place
: sit_remain_standing_behind_last_filling_place,
sit_backing_up_behind_last_filling_place,
sit_passing_last_filling_place
{
v_Betrag(Agens,null) AT 0.1;
}
{
note(remain_standing_behind_last_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_backing_up_behind_last_filling_place
: sit_backing_up_behind_last_filling_place,
sit_reaching_last_filling_place,
sit_remain_standing_behind_last_filling_place
{
modus(Agens, rueckwaerts) AT 0.1;
not_auf_tp(Agens);
}
{
note(backing_up_behind_last_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_approach_occupied_first_filling_place
: sit_approach_occupied_first_filling_place,
sit_overtaking_vehicle,
sit_waiting_in_front_of_first_filling_place,
sit_reaching_first_filling_place
{
hinfahrend(Agens);
auf(Agens,Spur5);
tankspur(Spur5);
}
{
note(approach_occupied_first_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_waiting_in_front_of_first_filling_place
: sit_waiting_in_front_of_first_filling_place,
sit_approach_occupied_first_filling_place
{
v_Betrag(Agens,null);
}
{
note(waiting_in_front_of_first_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_passing_last_filling_place
: sit_passing_last_filling_place,
sit_remain_standing_behind_last_filling_place,
sit_backing_up_behind_last_filling_place
{
hinfahrend(Agens);
}
{
note(passing_last_filling_place(Agens));
note(traj_aktiv(Agens));
}
}
GRAPH gr_leaving_dispensing_pump : sit_leaving_dispensing_pump
{
SIT sit_leaving_first_filling_place
: sit_second_filling_place_occupied2,
sit_last_filling_place_occupied,
sit_free_exit
{
auf(Agens,T1v);
tankplatz(T1v);
name_tankplatz(T1v,the_first_filling_place);
}
{
note(leaving_first_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_leaving_second_filling_place
: sit_last_filling_place_occupied,
sit_free_exit
{
auf(Agens,T2v);
tankplatz(T2v);
name_tankplatz(T2v,the_second_filling_place);
}
{
note(leaving_second_filling_place(Agens));
note(traj_aktiv(Agens));
}
SIT sit_free_exit
: sit_free_exit
{
diesseitiger_aufenthalt(Agens);
}
{
note(free_exit(Agens));
note(traj_aktiv(Agens));
}
SIT sit_second_filling_place_occupied2
: sit_no_free_exit
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{auf(Agens,T1v);
aufbringung(Spur_ou,T1v);
aufbringung(Spur_ou,T2v);
name_tankplatz(T2v,the_second_filling_place);
tankplatz_belegt(T2v);
}
{ note(second_filling_place_occupied);
note(traj_aktiv(Agens));
}
SIT sit_last_filling_place_occupied
: sit_no_free_exit
{
auf(Agens,T1v);
aufbringung(Spur_ou,T1v);
aufbringung(Spur_ou,T3v);
name_tankplatz(T3v,the_last_filling_place);
tankplatz_belegt(T3v);
}
{ note(last_filling_place_occupied);
note(traj_aktiv(Agens));
}
SIT sit_no_free_exit
{
diesseitiger_aufenthalt(Agens);
}
{
note(no_free_exit(Agens));
note(traj_aktiv(Agens));
}
}
GRAPH gr_no_free_exit : sit_no_free_exit
{
SIT sit_approaching_patiens_when_leaving
: sit_approaching_patiens_when_leaving,
sit_waiting_behind_patiens_when_leaving,
sit_passing_patiens_when_leaving
{
fahrend(Agens);
modus(Agens, vorwaerts);
auf(Agens, tankspur: Spur_x);
}
{ note(traj_aktiv(Agens));
note(approaching_patiens_when_leaving(Agens)); }
SIT sit_backing_up_behind_patiens_when_leaving
: sit_backing_up_behind_patiens_when_leaving,
sit_waiting_behind_patiens_when_leaving
{
fahrend(Agens);
modus(Agens, rueckwaerts);
auf(Agens, tankspur: Spur_x);
}
{ note(traj_aktiv(Agens));
note(backing_up_behind_patiens_when_leaving(Agens)); }
SIT sit_waiting_behind_patiens_when_leaving
: sit_waiting_behind_patiens_when_leaving,
sit_driving_off_behind_patiens_when_leaving,
sit_passing_patiens_when_leaving,
sit_backing_up_behind_patiens_when_leaving
{
v_Betrag(Agens,null) AT 0.1;
}
{ note(traj_aktiv(Agens));
note(waiting_behind_patiens_when_leaving(Agens)); }
SIT sit_driving_off_behind_patiens_when_leaving
: sit_driving_off_behind_patiens_when_leaving,
sit_passing_patiens_when_leaving
{
fahrend(Agens);
modus(Agens, vorwaerts);
auf(Agens, tankspur: Spur_x);
}
{ note(traj_aktiv(Agens));
note(driving_off_behind_patiens_when_leaving(Agens)); }
SIT sit_passing_patiens_when_leaving
: sit_passing_patiens_when_leaving
{
fahrend(Agens);
modus(Agens, vorwaerts);
auf(Agens, ausweichspur: Spur_y);
}
{ note(traj_aktiv(Agens));
note(passing_patiens_when_leaving(Agens)); }
}
GRAPH gr_crossing_intersection1 : sit_crossing_intersection1
{
SIT sit_provenance
: sit_driving_to_intersection
{
auf(Agens, kreuzungszufahrt : Bahn);
f_richtung(Agens, Bahn, laengs);
}
{ note(traj_aktiv(Agens));
note(provenance(Agens)); }
SIT sit_driving_to_intersection
: sit_driving_to_intersection,
sit_crossing_intersection(Bahn)
{
auf(Agens, kreuzungszufahrt : Bahn);
f_richtung(Agens, Bahn, laengs);
}
{ note(traj_aktiv(Agens));
note(driving_to_intersection(Agens)); }
SIT sit_crossing_intersection
: sit_crossing_intersection,
sit_crossing_intersection(Bahn),
sit_leaving_intersection(Bahn)
{
auf(Agens, kreuzungsweg : Bahn);
f_richtung(Agens, Bahn, laengs);
}
{ note(traj_aktiv(Agens));
note(crossing_intersection(Agens)); }
SIT sit_leaving_intersection
: sit_leaving_intersection,
sit_leaving_intersection(Bahn)
{
auf(Agens, kreuzungsabfahrt : Bahn);
f_richtung(Agens, Bahn, laengs);
}
{ note(traj_aktiv(Agens));
note(leaving_intersection(Agens)); }
}
GRAPH gr_provenance : sit_provenance
{
SIT sit_coming_from
{
fahrbahnname(Bahn, Name);
}
{ note(traj_aktiv(Agens));
note(coming_from(Agens,Name)); }
}
GRAPH gr_driving_to_intersection : sit_driving_to_intersection
{
SIT sit_approach_intersection
: sit_approach_intersection,
sit_stopping_at_intersection
{
v_Betrag(Agens, glkl) AT 0.1;
}
{ note(traj_aktiv(Agens));
note(approach_intersection(Agens)); }
SIT sit_stopping_at_intersection
: sit_waiting_at_intersection,
sit_approach_intersection
{
v_Betrag(Agens, null) AT 0.1;
}
{ note(traj_aktiv(Agens));
note(stopping_at_intersection(Agens)); }
SIT sit_waiting_at_intersection
: sit_waiting_at_intersection,
sit_starting_at_intersection
{
v_Betrag(Agens, null) AT 0.1;
}
{ note(traj_aktiv(Agens));
note(waiting_at_intersection(Agens)); }
SIT sit_starting_at_intersection
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: sit_starting_at_intersection,
sit_stopping_at_intersection
{
v_Betrag(Agens, glkl) AT 0.1;
}
{ note(traj_aktiv(Agens));
note(starting_at_intersection(Agens)); }
}
GRAPH gr_approach_intersection : sit_approach_intersection
{
SIT sit_taking_left_hand_turn_off_lane
: sit_taking_left_hand_turn_off_lane,
sit_taking_straight_ahead_lane
{
kr_zufahrt_links(Bahn);
}
{
note(taking_left_hand_turn_off_lane(Agens));
note(traj_aktiv(Agens));
}
SIT sit_taking_straight_ahead_lane
: sit_taking_straight_ahead_lane,
sit_taking_right_hand_turn_off_lane,
sit_taking_left_hand_turn_off_lane
{
kr_zufahrt_gerade(Bahn);
}
{
note(taking_straight_ahead_lane(Agens));
note(traj_aktiv(Agens));
}
SIT sit_taking_right_hand_turn_off_lane
: sit_taking_right_hand_turn_off_lane,
sit_taking_straight_ahead_lane
{
kr_zufahrt_rechts(Bahn);
}
{
note(taking_right_hand_turn_off_lane(Agens));
}
}
GRAPH gr_crossing_intersection : sit_crossing_intersection
{
SIT sit_turning_right
: sit_turning_right,
sit_turning_right(Bahn, Bahn2)
{
vor(Bahn2, Bahn);
kr_zufahrt_rechts(Bahn2);
}
{ note(traj_aktiv(Agens));
note(turning_right(Agens)); }
SIT sit_driving_straight_ahead
: sit_driving_straight_ahead,
sit_driving_straight_ahead(Bahn, Bahn2)
{
vor(Bahn2, Bahn);
kr_zufahrt_gerade(Bahn2);
}
{ note(traj_aktiv(Agens));
note(driving_straight_ahead(Agens)); }
SIT sit_turning_left
: sit_turning_left,
sit_turning_left(Bahn, Bahn2)
{
vor(Bahn2, Bahn);
kr_zufahrt_links(Bahn2);
}
{ note(traj_aktiv(Agens));
note(turning_left(Agens)); }
}
/********************************************************/
GRAPH gr_turning_left : sit_turning_left
{
SIT sit_turning_left_into
: sit_turning_left_into(Bahn)
{
hinfuehrend_zu(Bahn, Name2);
}
{ note(traj_aktiv(Agens));
note(turning_left_into(Agens, Name2)); }
}
/********************************************************/
GRAPH gr_turning_right : sit_turning_right
{
SIT sit_turning_right_into
: sit_turning_right_into(Bahn)
{
hinfuehrend_zu(Bahn, Name2);
}
{ note(traj_aktiv(Agens));
note(turning_right_into(Agens, Name2)); }
}
/********************************************************/
TERM nicht_auf(Agens,Spur)
{
NOT { auf(Agens,Spur); }
}
TERM spurwechseln(Agens,Spur,Spur2)
{
AND { ausweichspur(Spur2);
auf(Agens,Spur2);
Spur <> Spur2;
}
}
TERM null_belegt(Tplatz1,Tplatz2,Tplatz3)
{
AND { tankplatz_frei(Tplatz1);
tankplatz_frei(Tplatz2);
tankplatz_frei(Tplatz3);
}
}
TERM einer_belegt(Tplatz1,Tplatz2,Tplatz3)
{
OR { frei_frei_belegt(Tplatz1,Tplatz2,Tplatz3);
belegt_frei_frei(Tplatz1,Tplatz2,Tplatz3);
frei_belegt_frei(Tplatz1,Tplatz2,Tplatz3);
}
}
TERM frei_frei_belegt(Tplatz1,Tplatz2,Tplatz3)
{
AND { tankplatz_frei(Tplatz1);
tankplatz_frei(Tplatz2);
tankplatz_belegt(Tplatz3);
}
}
TERM belegt_frei_frei(Tplatz1,Tplatz2,Tplatz3)
{
AND { tankplatz_belegt(Tplatz1);
tankplatz_frei(Tplatz2);
tankplatz_frei(Tplatz3);
}
}
TERM frei_belegt_frei(Tplatz1,Tplatz2,Tplatz3)
{
AND { tankplatz_frei(Tplatz1);
tankplatz_belegt(Tplatz2);
tankplatz_frei(Tplatz3);
}
}
TERM zwei_belegt(Tplatz1,Tplatz2,Tplatz3)
{
OR { belegt_frei_belegt(Tplatz1,Tplatz2,Tplatz3);
belegt_belegt_frei(Tplatz1,Tplatz2,Tplatz3);
frei_belegt_belegt(Tplatz1,Tplatz2,Tplatz3);
}
}
TERM belegt_frei_belegt(Tplatz1,Tplatz2,Tplatz3)
{
AND { tankplatz_belegt(Tplatz1);
tankplatz_frei(Tplatz2);
tankplatz_belegt(Tplatz3);
}
}
TERM belegt_belegt_frei(Tplatz1,Tplatz2,Tplatz3)
{
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AND { tankplatz_belegt(Tplatz1);
tankplatz_belegt(Tplatz2);
tankplatz_frei(Tplatz3);
}
}
TERM frei_belegt_belegt(Tplatz1,Tplatz2,Tplatz3)
{
AND { tankplatz_frei(Tplatz1);
tankplatz_belegt(Tplatz2);
tankplatz_belegt(Tplatz3);
}
}
TERM drei_belegt(Tplatz1,Tplatz2,Tplatz3)
{
AND { tankplatz_belegt(Tplatz1);
tankplatz_belegt(Tplatz2);
tankplatz_belegt(Tplatz3);
}
}
TERM tankplatz_belegt(Tplatz)
{
AND { patiens(Fzg);
auf(Fzg,Tplatz);
}
}
TERM tankplatz_frei(Tplatz)
{
NOT { tankplatz_belegt(Tplatz);
}
}
TERM inaktiv(Agens)
{
NOT { traj_aktiv(Agens); }
}
TERM fahrend (Kfz) {
OR { v_Betrag(Kfz, sehr_klein);
v_Betrag(Kfz, glkl);
}
}
TERM tank_ausweich_spur(Spur) {
OR { tankspur(Spur);
ausweichspur(Spur); }
}
TERM hinfahrend(Kfz) {
AND { fahrend(Kfz);
not_auf_tp(Kfz); }
}
TERM noch_kein_tp_erreicht(Kfz) {
OR { fahrend(Kfz);
not_auf_tp(Kfz); }
}
TERM v_Betrag_nicht_glkl (Agens) {
NOT { v_Betrag(Agens, glkl) AT 1.99; }
}
TERM not_auf_tp(Kfz) {
NOT { auf_tp(Kfz); }
}
TERM auf_tp(Kfz) {
auf(Kfz, tankplatz:X);
}
TERM o_tank_ausweichspur(Spur) {
OR { tankspur(Spur);
ausweichspur(Spur); }
}
TERM diesseitiger_aufenthalt(Agens) {
NOT { aufenthalt(Agens, abseits); }
}
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Anhang C
MALCOLM
Das Programm Malcolm erstellt aus einem gegebenen Situationsgraphen (Situati-
onsbestimmungsbaum) und einer gegebenen Perspektive automatisch einen weiteren
Situationsgraphenbaum (Perspektivierungsbaum), der die Ableitung einer perspektivi-
schen Beschreibung mit der gegebenen Perspektive aus der durch den Situationsbestim-
mungsbaum ermittelten Situationsfolge f

ur ein Agens erlaubt. N

ahere Informationen

uber die Wirkungsweise von Malcolm nden sich in Abschnitt 3.4.4. Der Perspek-
tivierungsbaum ist ein zweistuger Situationsgraphenbaum. Sein Wurzelgraph ist eine
Kopie des Wurzelgraphen des zugeh

origen Situationsbestimmungsbaumes. Sein Unter-
graph enth

alt alle Situationsbeschreibungen, die nach oben angegebener Vorgehenswei-
se aus dem Situationsbestimmungsbaum und der Perspektivierungstabelle abgeleitet
wurden.
Im folgenden sind Entwurfs- und Benutzungsinformationen

uberMalcolm aufgef

uhrt.
FettgedruckteW

orter und Wortteile geben feststehende Schl

usselw

orter an, w

ahrend
kursive Wortteile das Einsetzen freier Bezeichnungen erlauben. Das Zeichen t bezeich-
net zu ber

ucksichtigende Leerzeichen.
Malcolm wird folgendermaen aufgerufen:
malcolm sitgraphname.sit perspektive.persp
C.1 Formatvorgaben
Die Datei `sitgraphname.sit' enth

alt einen Situationsgraphen (Situationsbestimmungs-
baum) in SIT++-Notation. Der Aufbau einzelner Graphen in der Datei mu dar

uber-
hinaus folgende Formatvorgaben erf

ullen:
GRAPH gr graphname : sit situationsname
x
f
172
t t tSIT sit situationsname
x1
t t t: sit nachfolgesituation
1
,
t t t t tsit nachfolgesituation
2
,
R
t t t t tsit nachfolgesituation
n
t t tf
t t ttPraedikate des Zustandsschemas
t t tg
t t tf
t t ttnote(traj aktiv(Agens));
t t ttnote(situationsname
x1
(Beteiligte Individuen);
t t tg
t t tSIT sit situationsname
x2
usw.
g
Die Datei `perspektive.persp' enth

alt Angaben dar

uber, welche Fakten aus bestimmten
Situationen des Situationsbestimmungsbaums bzw. aus bestimmten Situations

uberg

angen
abgeleitet werden sollen. Die Datei mu folgende Formatvorgaben erf

ullen:
1. F

ur perspektivische Situationsbeschreibungen:
sit situationsname
1
1: Faktum
11
1: Faktum
12
R
1: Faktum
1k
2: Faktum
21
2: Faktum
22
R
2: Faktum
2m
3: Faktum
31
3: Faktum
32
R
3: Faktum
3n
||||||||||||||||||||-
sit situationsname
2
usw.
Die in der Datei `perspektive.persp' verwendeten Situationsnamen sollten zweck-
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m
aigerweise den Situationsnamen aus dem Situationsgraphen der Datei `sit-
graphname.sit' entsprechen. Es gilt auerdem: k  0, m  0, n  0, m > 0 !
k > 0, n > 0 ! m > 0. Fakten gleicher Ebene eb 2 f1; 2; 3g werden derselben
Situation zugeordnet. Fakten der Ebene eb
2
> eb
1
erhalten eb
2
 eb
1
Auswertung-
zeitpunkte nach den Fakten der Ebene eb
1
G

ultigkeit.
2. F

ur perspektive Beschreibungen von Situations

uberg

angen:
sit situationsname
i
2 sit situationsname
j
1: Faktum
11
1: Faktum
12
R
1: Faktum
1k
||||||||||||||||||||-
Es gilt i 6= j und k  1. Situations

uberg

ange k

onnen nur auf der Ebene 1
beschrieben werden.
Das Lesen der beiden Dateien wird in Malcolm von den Funktionen `lese sitgraph'
bzw. `lese perspektivierung' und deren Unterfunktionen

ubernommen.
C.2 Datenstrukturen
Nach dem Lesen der Datei, die den Situationsbestimmungsbaum enth

alt, werden dessen
einzelne Situationen in einer Liste verwaltet. Jedes Glied der Liste repr

asentiert genau
eine Situation. Die Glieder haben den in Abbildung C.1 gezeigten Aufbau. Die Funk-
tion `umsortieren' sortiert die Situationen in eine Reihenfolge, die der linksb

undigen
(Pr

ax-)Traversierung des Situationsgraphenbaumes entspricht. Das erste Glied der
Liste repr

asentiert die erste Situation des Wurzelgraphen. Falls zu dieser Situation ein
Untergraph mit spezielleren Situationen existiert, bildet die erste Situation dieses Un-
tergraphen das zweite Glied der Liste. Dieser hierarchische Abstieg wird fortgesetzt,
bis die erste Situation des speziellsten Untergraphen erreicht wurde. Dann wird mit der
zweiten Situation des speziellsten Untergraphen analog fortgefahren. Sind alle Situa-
tionen eines speziellen Untergraphen in der Liste repr

asentiert, so wird mit dem n

achst
allgemeineren Graphen fortgesetzt, bis alle Situation in der Liste vertreten sind.
Auch die perspektivischen Interpretationen der einzelnen Situationen und Situati-
ons

uberg

ange werden als Liste (Perspektivierungsliste) gespeichert. Jedes Glied re-
pr

asentiert dabei genau eine Situation bzw. genau einen Situations

ubergang. Die Rei-
henfolge der Glieder entspricht der Reihenfolge, in der die Situationen bzw. Situati-
ons

uberg

ange in der Datei perspektive.persp aufgef

uhrt sind.
174
Situation i
sit_nachfolgesituation1 sit_nachfolgesituation2 sit_nachfolgesituationnNachfolger
sit_situationsnameiName: Hierarchie sit_vatersituation
Prädikatp
Prädikat2
Prädikat1Zustandsschema Handlungsschema
situationsname (Beteiligte Individuen);
traj_aktiv(Agens);
Abbildung C.1: Datenstruktur in Malcolm.
C.3 Konstruktion des Perspektivierungsgraphen
C.3.1 Initialisierung des Perspektivierungsgraphen
Im ersten Schritt wird die Liste, die den Situationsbestimmungsbaum repr

asentiert
(Sitgraphliste), in eine identische Liste kopiert, die nach Abschlu der Berechnungen
den Perspektivierungsgraphen (Perspgraphliste) enthalten wird. Aus der Perspgraph-
liste werden dann diejenigen Situationen entfernt, die im Situationsbestimmungsbaum
keine Blattsituationen waren, mit Ausnahme der Situationen des Wurzelgraphen. In
den verbliebenen Gliedern wird das Feld, das die Nachfolgesituationen der jeweiligen
Situation angibt, gel

oscht. Die Liste der Situationsnachfolger wird sp

ater neu berech-
net werden. Ebenso wird das Zustandsschema jeder Situation gel

oscht. Die in den
Handlungsschemata des Situationsbestimmungsbaums enthaltenen Pr

adikate werden
in die Zustandsschemata des Perspektivierungsbaumes kopiert. Der Hintergrund f

ur
diese Manahme ergibt sich aus den Ausf

uhrungen im Abschnitt 3.4.4.
Im n

achsten Schritt wird in der Perspektivierungsliste dasjenige Glied gesucht, welches
die perspektivische Beschreibungen der aktuell bearbeiteten Situation des Perspektivie-
rungsbaumes enth

alt. Die Pr

adikate der Ebene 1 werden fortan das Handlungsschema
der Situation bilden. Zum Hintergrund f

ur diese Manahme sei wiederum auf Abschnitt
3.4.4 verwiesen. Enth

alt die Perspektivierungsliste auch Beschreibungen der Ebene 2, so
wird das aktuelle Glied des Perspgraphliste in ein neues Glied kopiert. Das Zustands-
schema beider Glieder ist somit identisch. An den in dem neuen Glied enthaltenen
Situationsnamen wird zur Unterscheidung der beiden Glieder die Zier `2' angeh

angt.
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Die Pr

adikate der Ebene 2 bilden fortan das Handlungsschema in dem neuen Glied.
Entsprechend wird verfahren, wenn die Perspektivierungsliste auch Beschreibungen der
Ebene 3 enth

alt.
Findet sich in der Perspektivierungsliste eine perspektivische Beschreibung des

Uber-
gangs von der im aktuellen Glied repr

asentierten Situation auf eine andere Situation
(Funktion nde uebergang), so wird wie folgt verfahren: Hinter das aktuelle Glied
wird ein neues Glied eingef

ugt. Dieses erh

alt als Situationsnamen den Namen der aktu-
ellen Situation, an den die Zeichenfolge ` to ' und anschlieend der Name der Situation
angeh

angt wird, zu der

ubergegangen werden soll. Als Zustandsschema werden in die-
sem neuen Glied die Pr

adikate des Handlungsschemas der Situation eingetragen, zu der

ubergegangen wird. Das Handlungsschema wird aus der perspektivischen Beschreibung
aus der Perspektivierungsliste abgeleitet. Zum Hintergrund f

ur diese Manahmen sei
erneut auf Abschnitt 3.4.4 verwiesen.
C.3.2 Rekonstruktion der Nachfolgebeziehungen
Nach Abschlu der Initialisierung des Perspektivierungsgraphen bestimmt die Funktion
`bilde nachfolgekanten' die Nachfolgebeziehungen zwischen den einzelnen Situatio-
nen des Graphen.
Existiert f

ur eine Situationsbeschreibung des Perspektivierungsbaumes eine Situati-
onsbeschreibung gleichen Namens im Situationsbestimmungsbaum (d.h. enth

alt erst-
genannte Situationsbeschreibung nur Beschreibungen der Ebene `1'), so wird die Si-
tuationsnachfolge wie folgt geregelt:
 Erster potentieller Nachfolger der Situation ist die Situation selbst.
 Weitere Nachfolger sind diejenigen Situationen, die bereits Nachfolger der kor-
respondierenden Situation des Situationsbestimmungsbaumes waren, sowie alle
deren Kindsituationen.
 Desweiteren werden die potentiellen Nachfolger aller hierarchisch

ubergeordne-
ten Situationen der korrespondierenden Situation des Situationsbestimmungs-
baumes, sowie die Kinder all dieser Nachfolger als potentielle Nachfolger der
Situationsbeschreibung im Perspektivierungsbaumes ber

ucksichtigt.
Existiert f

ur eine Situationsbeschreibung des Perspektivierungsbaumes hingegen keine
Situationsbeschreibung gleichen Namens im Situationsbestimmungsbaum, so sind zwei
Ursachen denkbar.
1. Die Situationsbeschreibung enth

alt Beschreibungen der Ebene `2' oder `3'.
2. Die Situationsbeschreibung beschreibt einen Situations

ubergang.
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Im erstgenannten Fall

ubernimmt die aktuelle Situationsbeschreibung die Nachfolgebe-
ziehungen derjenigen Situation des Perspektivierungsgraphen, die die korrespondieren-
den Beschreibungen der Ebene `1' enth

alt. Als einziger potentieller Nachfolger dieser
Situation wird die aktuelle Situation modelliert (siehe Abbildung 3.5 rechts unten).
Im zweiten Fall wird die Situationsnachfolge folgendermaen geregelt: Einziger potenti-
eller Nachfolger der aktuellen Situation wird die Zielsituation des Situations

ubergangs.
Einziger Nachfolger der Ausgangssituation wird die aktuelle Situation (siehe Abbildung
3.5 rechts Mitte).
Bei der Durchf

uhrung des Algorithmus kann es geschehen, da ein und dieselbe Si-
tuation mehrfach und mit unterschiedlicher Priorit

at als potentielle Nachfolger einer
bestimmten Situation ermittelt wird. Diese Mehrfachbelegungen werden nachtr

aglich
gel

oscht, indem nur die Nachfolgebeziehung mit der h

ochsten Priorit

at bewahrt wird
und alle anderen gel

oscht werden (Funktion mehrfachnachfolger raus).
C.3.3 Rekonstruktion der Hierarchiebeziehungen
Der resultierende Perspektivierungsgraphenbaum besitzt die Tiefe 2. Der Wurzelgraph
des Perspektivierungsgraphenbaums ist mit dem Wurzelgraphen des zugrundeliegen-
den Situationsbestimmungsbaums identisch. Alle Situationen, die nicht Teil des Wur-
zelgraphen sind, werden in einem gemeinsamen Graphen zusammengefat (Funktion
aendere hierarchie). Dieser Graph wird als Untergraph der Situation sit aktiv des
Wurzelgraphen aufgefat. Es wird vorausgesetzt, da es im Wurzelgraph des Perspek-
tivierungsgraphen (und damit auch im Wurzelgraphen des Situationsbestimmungsgra-
phen) eine Situation mit diesem Namen gibt.
C.4 Ausgabe des Perspektivierungsgraphen
Aus der Datenstruktur, die den Perspektivierungsgraphen enth

alt, wird eine Repr

asen-
tation desselben als SIT++-Programmabgeleitet. Dieses wird in eine Datei gespeichert.
Diese Datei wird im aktuellen Verzeichnis unter dem Namen perspektive baum.sit
angelegt. Sollte bereits eine Datei gleichen Namens bestehen, so wird diese gel

oscht
(Funktion schreibe sitgraph).
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Anhang D
ANGUS
D.1

Ubersicht
Es folgt eine Dokumentation der im Rahmen der vorliegenden Arbeit entwickelten
Programmkomponente Angus (ausf

uhrlicher dokumentiert in [Gerber 00]).
Das Programm Angus berechnet aus einer primitiv begriichen Beschreibung, die ih-
rerseits von dem ProgrammsystemXtrack ([Kollnig 95], [Haag 98]) berechnet wurde,
perspektivische, nat

urlichsprachliche Szenenbeschreibungen. Der Aufruf von Angus
umfat vier Parameter:
angus bildfolge agenten hauptakteure erzaehlstil
Basierend auf diesem Aufruf berechnet Angus eine nat

urlichsprachliche Beschreibung
im Erz

ahlstil erzaehlstil 2 fbericht, seb, sepg f

ur die Hauptakteure hauptakteure in der
Bildfolge bildfolge 2 fet, dt, kB, rhein, tank, stau01, stau02, stau03, stau04, stau05,
stau06, stau07, stau08, stau09, stau10, stau11, stau12g. In der Beschreibung wird
zus

atzlich das Verhalten der Agenten agenten ber

ucksichtigt, sofern es das Verhal-
ten der Hauptakteure beeinut.
Bsp: angus et \1 2 3 4 5 6 7 8" \1 2 3 4"seb
berechnet eine nat

urlichsprachliche Beschreibung des Verhaltens der Fahrzeuge Ob-
jekt 1, Objekt 2, Objekt 3 und Objekt 4 der Ettlinger-Tor-Szene (et) in Form einer
szenischen Erz

ahlung aus Beobachtersicht (seb). Bei der Analyse des Verhaltens der
Hauptakteure kann auerdem das Verhalten von Objekt 1 bis Objekt 8 mit einieen,
sofern es das Verhalten der Hauptakteure beeinut.
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D.2 Dateienorganisation
Im folgenden sind die Verzeichnisse angegeben, die Angus ben

otigt, sowie die darin
enthaltenen Dateien.
D.2.1 /home/gerber/src/nal
Dieses Verzeichnis enth

alt die ausf

uhrbare Programmdatei angus, ist also dasjenige
Verzeichnis, in dem das Programm Angus gestartet wird. Desweiteren mu dieses
Verzeichnis folgende Dateien enthalten:
Die Dateien angus.cc, angus1.cc, angus2.cc, angus3.cc, angus5.cc und header.h
enthalten den Quelltext des Programms Angus.
Die Lexika sind f

ur die jeweiligen Wortarten enthalten in den Dateien adjektiv.tex,
adverb.tex, artikel.tex, hilfsverb.tex, kardinalzahl.tex, nomen.tex, ordinal-
zahl.tex, personalpronomen.tex, praepositionen.tex, quantoren.tex und verb-
.tex. Diese Dateien sind im Abschnitt D.4 n

aher erl

autert.
Die Dateien grammatik.gra, terminalzeichen grammatik.tex und konstrukti-
onsregeln.kr enthalten die in der Syntaxanakyse verwendete Grammatik bzw. die zur
semantischen Analyse verwendeten Konstruktionsregeln. N

aheres dazu in Abschnitt
D.5.
Die ausf

uhrbare Datei lim angus enth

alt folgende beiden Anweisungen:
cd /home/gerber/src/limette
limette3 $1 $2 $3 sit sits/superbaum lim sits/superbaum aspekt anweisun-
gen
Die erste Anweisung vollf

uhrt einen Wechsel in das angegebene Verzeichnis. Dann wird
der Schlufolgerungsmechanismus Limette mit den angegebenen Parametern aufge-
rufen. Mehr hierzu entnehme man Abschnitt D.2.3.
Die ausf

uhrbare Datei lim angus grupp enth

alt folgende beiden Anweisungen:
cd /home/gerber/src/limette
limette3 sit sits/superbaum lim perspektive anweisungen grupp
Die erste Anweisung vollf

uhrt einen Wechsel in das angegebene Verzeichnis. Dann wird
der Schlufolgerungsmechanismus Limettemit den angegebenen Parametern aufgeru-
fen. Mehr hierzu entnehme man Abschnitt D.2.3. Lim angus grupp wird vom Haupt-
programm von Angus aufgerufen.
Die ausf

uhrbare Datei lim angus persp enth

alt folgende beiden Anweisungen:
cd /home/gerber/src/limette
limette3 $1 $2 sit sits/superbaum lim anweisungen
Die erste Anweisung vollf

uhrt einen Wechsel in das angegebene Verzeichnis. Dann wird
der Schlufolgerungsmechanismus Limette mit den angegebenen Parametern aufge-
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rufen. Mehr hierzu entnehme man Abschnitt D.2.3.
D.2.2 /home/gerber/src/nal/bildfolge
F

ur jede Bildfolge mu im Verzeichnis /home/gerber/src/nal/ ein Unterverzeich-
nis bildfolge enthalten sein. Derzeit gilt bildfolge 2 fet, dt, kB, rhein, tank, stau01,
stau02, stau03, stau04, stau05, stau06, stau07, stau08, stau09, stau10, stau11, stau12g.
Jedes dieser Verzeichnisse mu folgende Dateien enthalten:
F

ur jedes verfolgte Fahrzeug obj x mu eine Datei lax.lim existieren, welche die von
Xtrack berechneten Limette-Attribute, also die primitiv-begriiche Beschreibung
des Verhaltens des Fahrzeugs obj x, enth

alt (siehe [Theilmann 97]).
Auerdem m

ussen die Dateien res2.lim und rel.lim enthalten sein, welche die Fahr-
bahninformation als begriiche Beschreibung enthalten. Diese Dateien werden eben-
falls von Xtrack im vorhinein berechnet (vgl. [Theilmann 97]). Die Fahrbahnnamen
werden in diese Dateien bisher noch interaktiv erg

anzt.
Auerdem mu jedes Verzeichnis /home/gerber/src/nal/bildfolge folgende Unter-
verzeichnisse enthalten:
Im Unterverzeichnis situationen speichert Angus unter dem Dateinamen sitx.lim
die Ergebnisse der Situationsanalyse f

ur das Fahrzeug obj x in Limette-Notation.
Im Unterverzeichnis perspektive speichert Angus unter dem Dateinamen erzaehl-
stil x.lim die perspektivisch begriiche Beschreibung, die aus dem Situationsanalyse-
ergebnis ableitet wurde.
Im Unterverzeichnis drsen speichert Angus unter dem Dateinamen drs erzaehlstil x-
.drs.tex die daraus berechneten DRSen in Latex-Notation.
Im Unterverzeichnis text speichert Angus unter dem Dateinamen erzaehlstil x.txt die
daraus berechneten nat

urlichsprachlichen Beschreibungen.
D.2.3 /home/gerber/src/limette
Dieses Verzeichnis enth

alt die ausf

uhrbare Programmdatei Limette ([Sch

afer 96]) und
zus

atzlich die folgenden Dateien:
Die Datei anweisungen.lim enth

alt Anweisungen zur Steuerung der Situationsanalyse
(siehe Abschnitt D.6).
Die Datei anweisungen grupp.lim enth

alt die Anfragen zur Berechnung erweiterter
Schlufolgerungen aus einer perspektivisch begriichen Beschreibung (siehe Abschnitt
D.6).
180
D.2.4 /home/gerber/src/limette/sits
Dieses Verzeichnis enth

alt den Situationsgraphenbaum superbaum.sit zur Situati-
onsanalyse. Dar

uber hinaus enth

alt es zur Berechnung perspektivischer begriicher
Beschreibungen f

ur jeden Erz

ahlstil erzaehlstil 2 fseb, sep, berichtg einen Situations-
graphenbaum erzaehlstil baum.sit, die zuvor mit dem Programm Malcolm berech-
net wurden. Die Datei superbaum lim.lim enth

alt die Denitionen aller Limette-
Regeln, die im Situationsgraphen oder bei der Berechnung erweiterter Schlufolgerun-
gen verwendet werden.
D.3 Quelltext
Der Quelltext des Programms Angus umfat folgende Dateien.
angus.cc
angus1.cc
angus2.cc
angus3.cc
angus5.cc
header.h
Die Quelldatei angus.cc enth

alt das Hauptprogramm. Die Datei angus1.cc enth

alt
alle Funktionen, die bei der Berechnung einer perspektivischen, begriichen Beschrei-
bung aus einer primitv begriichen Beschreibung ben

otigt werden. Die Datei an-
gus2.cc enth

alt alle Funktionen, die bei der Berechnung einer Diskursreprasentations-
struktur (DRS, [Kamp&Reyle 93]) aus der perspektivisch begriichen Beschreibung
ben

otigt werden. Die Datei angus3.cc enth

alt alle Funktionen, die bei der Ableitung
eines nat

urlichsprachlichen Textes aus der DRS vonn

oten sind. Die Datei angus5.cc
enth

alt alle Hilfsfunktionen, die von verschiedenen anderen Funktionen aufgerufen wer-
den.
D.4 Lexika
Zur Syntaxanalyse einer perspektivisch begriichen Beschreibung und zur Erzeugung
eines nat

urlichsprachlichen Textes ist lexikalisches Wissen erforderlich. F

ur jede Wort-
art existieren in Angus eigene Lexika, die teilweise sehr einfach aufgebaut sind. Die
Lexika tragen die Dateinamen wortart.tex. Ihr Aufbau ist im folgenden dargelegt.
D.4.1 Verben und Hilfsverben
Ein Verbeintrag in das entsprechende Lexikon umfat folgende Merkmale:
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1. Die Grundform des Verbes (ohne `to').
2. Das Partizip der Vergangenheit, eingeleitet durch das Schl

usselwort `Past:'.
3. Die Verlaufsform (`ing-Form') des Verbs, eingeleitet durch das Schl

usselwort `Ing:'.
4. Optional einen Eintrag `Bewegungsverb' oder `kein Bewegungsverb', je nachdem,
ob es sich um ein Bewegungsverb handelt oder nicht. Dieses Merkmal wird ver-
wendet bei der Assoziation von Temporaladverbien in einen nat

urlichsprachlichen
Text.
5. Eine waagrechte Linie, gebildet aus einer Folge von Minuszeichen, zur Trennung
von den Eintr

agen f

ur das n

achste Verb.
D.4.2 Nomen
Ein Eintrag in das entsprechende Lexikon umfat folgende Merkmale:
1. Das Nomen in seiner Grundform.
2. Das Merkmal `(Gattung)' oder `(keine Gattung)' in der darauolgenden Zeile, je
nachdem, ob das betreende Nomen ein nicht z

ahlbarer oder ein z

ahlbarer Be-
gri ist. Zum Beispiel ist `petrol' im Gegensatz zu `house' ein nicht z

ahlbarer, und
damit ein Gattungsbegri. Gattungsbegrie unterscheiden sich in ihrem sprachli-
chen Gebrauch u.a. von anderen Nomen dadurch, da sie oft ohne Artikel gef

uhrt
werden, wie z.B. in: The vehicle took petrol. Deswegen sind sie entsprechend zu
kennzeichnen.
3. Eine waagrechte Linie, gebildet aus einer Folge von Minuszeichen, zur Trennung
von den Eintr

agen f

ur das n

achste Nomen.
D.4.3 Kardinalzahlen und Quantoren
Ein Eintrag in das entsprechende Lexikon umfat folgende Merkmale:
1. Die Bezeichnung des Quantors.
2. Das Merkmal `(Plural)' oder `(Singular)' in der darauolgenden Zeile, je nachdem,
ob der betreende Quantor den Plural oder den Singular nach sich zieht.
3. Eine waagrechte Linie, gebildet aus einer Folge von Minuszeichen, zur Trennung
von den Eintr

agen f

ur den n

achsten Quantoren.
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D.4.4 Personalpronomen
Die Eintr

age von Personalpronomen sind hier komplett angegeben:
Fall Person Zahl Geschlecht Pronomen
NOMINATIV 1 SINGULAR i
NOMINATIV 2 SINGULAR you
NOMINATIV 3 SINGULAR MALE he
NOMINATIV 3 SINGULAR FEMALE she
NOMINATIV 3 SINGULAR NEUTR it
NOMINATIV 1 PLURAL we
NOMINATIV 2 PLURAL you
NOMINATIV 3 PLURAL they
AKKUSATIV 1 SINGULAR me
AKKUSATIV 2 SINGULAR you
AKKUSATIV 3 SINGULAR MALE him
AKKUSATIV 3 SINGULAR FEMALE her
AKKUSATIV 3 SINGULAR NEUTR it
AKKUSATIV 1 PLURAL us
AKKUSATIV 2 PLURAL you
AKKUSATIV 3 PLURAL them
D.4.5 Sonstige Wortarten
Die Lexika f

ur Adjektive, Adverbien, Artikel, Pr

apositionen und Ordinalzahlen sind
besonders einfach aufgebaut. Sie enthalten lediglich die Namen der jeweils zugeh

origen
W

orter (in alphabethischer Ordnung), paarweise getrennt durch waagrechte Linien,
gebildet aus einzelnen Minuszeichen.
D.5 Konstruktionsregeln und Grammatiken
Die Syntaxanalyse einer perspektivisch begriichen Beschreibung wird anhand einer
Grammatik vorgenommen. Sie ist enthalten in der Datei grammatik.gra, deren Auf-
bau im folgenden erkl

art wird. Bei der Berechnung einer DRS aus Strukturb

aumen
werden Konstruktionsregeln verwendet, die in der Datei konstruktionsregeln.kr ent-
halten sind. Auch deren Aufbau wird im folgenden erkl

art.
183
D.5.1 Grammatik
Hier die aktuell verwendete Grammatik (Datei grammatik.gra). Konstante Aus-
dr

ucke werden durch das Dollarzeichen `$' eingegrenzt.
F => VERBRELATION
F => RAUMRELATION
F => QUANTORRELATION
F => METARELATION
VERBRELATION => PRAEDNAME $($ AG $,$ BO $,$ MK3 $).$
VERBRELATION => PRAEDNAME $($ AG $,$ MK3 $).$
METARELATION => RELNAME $($ MK3 $,$ MK1 $,$ MK2 $).$
METARELATION => RELNAME $($ MK3 $,$ MK1 $).$
RAUMRELATION => RAUMREL $($ MK3 $,$ MK1 $,$ BO $).$
RAUMRELATION => RAUMREL $($ AG $,$ BO $,$ MK3 $).$
QUANTORRELATION => $quantor($ ID $,$ GM $,$ UM $).$
QUANTORRELATION => $quantor($ ID $,$ PRAEDNAME $(X,$ BO $),$ UM $).$
PRAEDNAME => V
PRAEDNAME => V ADV
PRAEDNAME => V PRAEP
PRAEDNAME => AUX V
PRAEDNAME => AUX V PRAEP
PRAEDNAME => V ADJ
PRAEDNAME => V Ving
PRAEDNAME => V Vpast
PRAEDNAME => V ADV ADV
PRAEDNAME => PRAEP Nsing
AG => EN
AG => NPsing
AG => QP
AG => NPplur
AG => PP
NPsing => ADJ Nsing
NPsing => DET Nsing
NPsing => DET ADJ Nsing
NPsing => DET ORD Nsing
NPsing => Nsing
NPplur => ADJ Nplur
NPplur => DET Nplur
QP => CARDsing Nsing
QP => CARDplur Nplur
QP => QUANTsing Nsing
QP => QUANTplur Nplur
BO => EN
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BO => NPsing
BO => MK1
BO => NPplur
MK1 => MK
MK2 => MK
MK2 => ADV
MK3 => MK
MK3 => EN
ID => QP
GM => PRAEDNAME $(X)$
GM => PRAEDNAME $(X,$ BO $)$
GM => PRAEDNAME $(X,Y2)$
UM => PRAEDNAME $(X,$ BO $)$
RAUMREL => PRAEP
RELNAME => EN
Die verwendeten Terminalzeichen m

ussen in der Datei terminalzeichen grammatik.tex
angegeben werden. Dies sind zur Zeit die folgenden:
V Verb
PRAEP Praeposition
AUX Hilfsverb
ADV Adverb
Ving Verb in der Verlaufsform
Vpast Past Partizip eines Verbs
PP Personalpronomen
ADJ Adjektiv
DET Artikel
Nplur Nomen im Plural
Nsing Nomen im Singular
CARDplur Kardinalzahl, die mit dem Plural steht
CARDsing Kardinalzahl, die den Singular nach sich fuehrt
QUANTplur Quantor, der mit dem Plural steht
QUANTsing Quantor, der den Singular nach sich fuehrt
ORD Ordinalzahl
MK Markierung
EN Eigenname
Es ist zu beachten, da jede Grammatikregel entweder nur Terminalzeichen oder nur
Nichtterminalzeichen enthalten darf.
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D.5.2 Konstruktionsregeln
Die Konstruktionsregeln von Angus sind in der Datei konstruktionsregeln.kr ent-
halten. Eintr

age haben folgenden Aufbau:
 Der erste Eintrag beginnt mit dem Schl

usselwort `konstruktionsregel', gefolgt
von dem Namen der entsprechenden Regel, der

ublicherweise mit `KR ' beginnt.
 Die ausl

osende Konguration der die Regel wird in einer `TRIGGER ... END-
TRIGGER' - Umgebung in Form einer Grammatik angegeben.
 Soll die Konstruktionsregel bewirken, da ein neuer Diskursreferent x in das Uni-
versum der DRS eingef

ugt werden soll, so wird entsprechendes durch den Eintrag
`NEW DR: x' gew

ahrleistet.
 Mittels des Schl

usselworts `SET CON' werden neu einzuf

ugende DRS-Bedin-
gungen gekennzeichnet. Beispiel: Soll die Konstruktionsregel bewirken, da die
DRS-Bedingung x = y in die DRS aufgenommen wird, so geschieht dies durch
folgenden Eintrag: `SET CON: x=y'
 Soll die Eintragung einer neuen DRS-Bedingung in die DRS davon abh

angen, ob
dort bereits eine bestimmte andere DRS-Bedingung vorhanden ist oder nicht, so
wird dies durch das Schl

usselwort `SEARCH IN CON' erreicht. Beispiel:
SEARCH IN CON: alpha(DR)
f
EX: SET CON: x=DR
ELSE: SET CON: alpha(x)
g
bewirkt folgendes: Es wird

uberpr

uft, ob die DRS eine DRS-Bedingung `alpha(DR)'
enth

alt. Ist dies der Fall, so wird die neue DRS-Bedingung `x=DR' eingef

ugt. An-
dernfalls wird `alpha(x)' eingef

ugt.
 Duplexbedingungen, die durch eine bestimmte Konstruktionsregel erzeugt werden
sollen, werden in einer `DUPLEX ... ENDDUPLEX' - Umgebung angegeben.
Beispiel: Der Eintrag
DUPLEX
4: a
1: NEW DR: x
1: SET CON: gamma(x)
2: SET CON: beta x
3: SET CON: alpha(x)
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ENDDUPLEX
erzeugt folgende Duplexbedingung:
a:
x
gamma(x)
beta
x
alpha(x)
Das Schl

usselwort `1:' enth

alt folglich die Eintragungen f

ur die linke innere DRS
einer Duplexbedingung, das Schl

usselwort `2:' die Eintragungen f

ur die Raute,
das Schl

usselwort `3:' die Eintragungen f

ur die rechte innere DRS einer Duplex-
bedingung und das Schl

usselwort `4:' den Diskursreferenten, der den in der Du-
plexbedingung beschriebenen Ablauf repr

asentiert. Man beachte, da die aus dem
griechischen Alphabet entlehnten Bezeichnungen alpha, beta und gamma Bezeich-
ner sind, die durch Eintragungen in dem Strukturbaum, auf den die entsprechende
Konstruktionsregel angewendet wird, ausgepr

agt werden.
 Erzeugt eine Konstruktionsregel eine innere DRS innerhalb der DRS, so wird dies
durch eine `INNER DRS ... END INNER DRS' - Umgebung angegeben.
 Soll eine Konstruktionsregel bewirken, da eine bestimmte DRS-Bedingung oder
eine innere DRS aus der DRS entfernt wird, so wird dies durch die Schl

usselworte
`DELETE CON' bzw. `DELETE INNERDRS', gefolgt von der jeweiligen
Bedingung bzw. DRS, angezeigt.
 Der Strukturbaum, der nach Anwendung der Konstruktionsregel verbleiben soll,
wird in einer `NEW TRIGGER ... END NEW TRIGGER' - Umgebung in
Form einer Grammatik angegeben.
D.6 Anbindung von Limette
Das Programm Angus ruft an drei verschiedenen Stellen den Schlufolgerungsme-
chanismus Limette auf. Dies geschieht zur Situationsanalyse, zur Berechnung einer
perspektivisch begriichen Beschreibung und zur Berechnung erweiterter Schlufolge-
rungen aus letztgenannter Beschreibung.
In allen drei F

allen wird dabei auf die gleiche Weise verfahren. Es wird eine Zeichenkette
generiert, die den Limette-Aufruf enth

alt. Diese Zeichenkette wird durch das \C"-
Kommando system als Befehl aufgefat und ausgef

uhrt.
D.6.1 limette aufruf
In der Funktion limette aufruf wird der folgende Aufruf gebildet:
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lim angus /home/gerber/src/nal angus/bildfolge/res2
/home/gerber/src/nal angus/bildfolge/rel
/home/gerber/src/nal angus/bildfolge/daten
Die Bedeutung der drei Aufrufparameter, d.h. der Inhalt der drei Dateien wird im
Abschnitt D.2 erkl

art.
Der Aufruf der ausf

uhrbaren Datei lim angus f

uhrt zu einem Wechsel in das Ver-
zeichnis, das den Schlufolgerungsmechanismus Limette enth

alt. Dieser wird dann
mit folgenden Parametern automatisch aufgerufen:
limette3 /home/gerber/src/nal angus/bildfolge/res2
/home/gerber/src/nal angus/bildfolge/rel
/home/gerber/src/nal angus/bildfolge/daten
sit sits/superbaum lim sits/superbaum aspekt anweisungen
Die Bedeutung der meisten dieser Dateien ist in Abschnitt D.2 erkl

art. Die Datei
aspekt.limwird vonAngus automatisch erzeugt. Die Datei anweisungen.lim enth

alt
die automatisch durchgef

uhrten Anfragen an Limette, steuert also die Situationsana-
lyse. Sie enth

alt folgende Anfragen:
?- set(defcheck,o). // Ausschalten st

orender Plausibilit

atspr

ufungen
?- tra faktenberechnung. // Starten der Situationsanalyse
?- quit. // Verlassen von Limette, R

uckkehr zu Angus
Das Ergebnis der Situationsanalyse wird in die Datei ergebnis.lim geschrieben, welche
von Angus sofort in sein Heimverzeichnis verschoben wird.
D.6.2 limette perspektive
In der Funktion limette perspektive wird der folgende Aufruf gebildet:
lim angus persp /home/gerber/src/nal angus/ergebnis
/home/gerber/src/limette/sits/erzaehlstil baum
Die Bedeutung der Aufrufparameter, d.h. der Inhalt der Dateien wird im Abschnitt
D.2 erkl

art.
Der Aufruf der ausf

uhrbaren Datei lim angus persp f

uhrt zu einem Wechsel in das
Verzeichnis, das den Schlufolgerungsmechanismus Limette enth

alt. Dieser wird dann
mit folgenden Parametern automatisch aufgerufen:
limette3 /home/gerber/src/nal angus/ergebnis
/home/gerber/src/limette/sits/erzaehlstil baum
sit sits/superbaum lim anweisungen
Die Bedeutung dieser Dateien ist im vorigen Abschnitt oder in Abschnitt D.2 erkl

art.
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Das Ergebnis der Auswertung wird in die Datei perspektive.lim geschrieben.
D.6.3 limette grupp
Im Hauptprogrammwird die folgende ausf

uhrbare Datei aufgerufen: lim angus grupp.
Dieser Aufruf f

uhrt zu einem Wechsel in das Verzeichnis, das den Schlufolgerungsme-
chanismus Limette enth

alt. Dieser wird dann mit folgenden Parametern automatisch
aufgerufen:
limette3 sit sits/superbaum lim perspektive anweisungen grupp
Die Bedeutung dieser Dateien ist im vorigen Abschnitt oder in Abschnitt D.2 erkl

art.
Das Ergebnis der Auswertung wird in die Datei perspektive.lim geschrieben.
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