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1 Exposition 
1.1 Wissenschaftliche Problemstellung 
Die Bedeutung kooperativer Informationssysteme1) für die Wirtschaftswissenschaften 
hat in den letzten Jahren stetig zugenommen.2) Das zunehmende Interesse ist vorrangig 
auf informationstechnische Entwicklungen im Bereich kooperativer Informationssyste-
me zurückzuführen. Insbesondere durch die Entwicklung der Extensible Markup Lan-
guage (XML)3) konnte die Interoperabilität von kooperativen Informationssystemen in 
hohem Maße gesteigert werden.4) Mit XML-gestützten Sprachen, die auf die intendier-
ten Anwendungsbereiche kooperativer Informationssysteme zugeschnitten sind, kann 
                                                 
1) Als kooperative Informationssysteme werden in der vorliegenden Arbeit solche Informationssysteme 
verstanden, die zwecks Erreichung gemeinsamer Ziele arbeitsteilig mit anderen – ebenso kooperati-
ven Informationssystemen – zusammenwirken; vgl. DE MICHELIS ET AL. (1997), S. 3 ff. Beispiels-
weise gehören hierzu Supply-Chain-Management-Systeme und Web Services. Zentrales Element 
kooperativer Informationssysteme ist der Austausch koordinierungsrelevanten Wissens zwecks Er-
reichung der gemeinsamen Ziele; vgl. KLUSCH (1996), S. 11 ff.; VERHAREN/DIGNUM (1997), S. 195 
f. Die Prozesse des Wissensaustausches werden als Kommunikation bezeichnet; vgl. RAPAPORT 
(2003), S. 402. Mit dieser Arbeitsdefinition für den Begriff kooperative Informationssysteme wird 
ein weites Spektrum von Informationssystemen umfasst. 
2) Die Zunahme der Bedeutung von kooperativen Informationssystemen für die Wirtschaftswissen-
schaften kann einerseits unmittelbar anhand von Veröffentlichungen ausgemacht werden, die einen 
direkten Bezug zu kooperativen Informationssystemen aufweisen; vgl. hierzu die zuvor aufgeführten 
Quellen zu kooperativen Informationssystemen. Andererseits kann die Bedeutungszunahme mittel-
bar anhand von Veröffentlichungen zu Themen identifiziert werden, wodurch ein indirekter Bezug 
zu kooperativen Informationssystemen hergestellt wird. Hierzu gehören vor allem Ausarbeitungen 
zu zwischenbetrieblichen Kooperationen. Als eine zwischenbetriebliche Kooperation wird jede Form 
arbeitsteiligen Zusammenwirkens von Unternehmen bezeichnet, bei denen zwar eine rechtliche Un-
abhängigkeit der beteiligten Unternehmen voneinander besteht, allerdings eine gegenseitige Abhän-
gigkeit bezüglich des gemeinsamen Wirkens vorherrscht; vgl. BALLING (1997), S. 14; FONTANARI 
(1996), S. 36; VON DER OELSNITZ (2003), S. 186. Ein besonderes Augenmerk wurde in diesem Um-
feld auf Unternehmensnetzwerke im Allgemeinen und virtuelle Unternehmen im Besonderen gerich-
tet; zu Unternehmensnetzwerken vgl. SYDOW (1992), S. 82 ff.; zu virtuellen Unternehmen vgl. 
MERTENS ET AL. (1998), S. 3; WÜTHRICH/PHILIPP (1998), S. 204. Als „Enabler“ für virtuelle Unter-
nehmen wird oftmals das Leistungspotenzial von Informations- und Kommunikationstechnologien 
angesprochen; vgl. KLEIN (1996), S. 1 und 38 ff. 
3) XML ist eine Grammatik zur Konstruktion strukturierter Dokumente; vgl. BERSTEL/BOASSON 
(2002), S. 650 ff.; BRAY ET AL. (2004), Abschnitt 2. Die Bezeichnung „Language“ ist insofern miss-
verständlich, weil XML selbst keine sprachlichen Ausdrucksmittel zur Verfügung stellt, sondern nur 
Vorgaben trifft, wie Ausdrücke in wohlgeformten Dokumenten zu spezifizieren sind. Anhand dieser 
Vorgaben werden durch XML – im Gegensatz zu der bisweilen im Internet dominierenden Aus-
zeichnungssprache Hypertext Markup Lanugage (HTML) – die Inhalte von Dokumenten von ihrer 
Darstellung getrennt.  
4) Vgl. ANTONIOU/VAN HARMELEN (2004) S. 23 ff.; KLAPSING (2003), S. 2. 
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gewährleistet werden, dass die beteiligten Informationssysteme eine gemeinsame syn-
taktische Grundlage für ihre koordinierungsrelevante Kommunikation haben.  
Dem steigenden Interesse an kooperativen Informationssystemen einerseits stehen die 
Entwicklungen im Bereich des Semantic Web1) andererseits gegenüber. Beim Semantic 
Web handelt sich um ein Szenario, dessen zentrales Element Ontologien sind. Im Ge-
gensatz zu vielen traditionellen Modellierungsmethoden werden im Rahmen der ontolo-
giegestützten Modellierung sprachliche Ausdrucksmittel verwendet, deren Bedeutung 
formal präzisiert ist. 
Eine solche Präzisierung der Bedeutung sprachlicher Ausdrucksmittel ist besonders 
dann von Interesse, wenn Akteure mit unterschiedlichen sprachlichen Hintergründen 
zwecks Koordinierung ihres arbeitsteiligen Zusammenwirkens in Kommunikation mit-
einander treten. Daher werden Ontologien auch über webbasierte Systeme hinaus in 
Szenarien untersucht, in denen Akteure mit unterschiedlichen Sprach- und Wissenshin-
tergründen in Kommunikation miteinander treten. Für die Wirtschaftswissenschaften 
sind hierbei insbesondere die Anwendungspotenziale von Ontologien für die Bereiche 
der Unternehmensmodellierung2), des inner- und überbetrieblichen Wissensmanage-
ments3) und des E-Commerce4) von Interesse. Über die genannten primär wirtschafts-
                                                 
1) Das Semantic Web wird vorrangig durch eine Initiative des World Wide Web Consortiums (W3C) 
entwickelt. In mehreren Projekten werden hierbei Technologien diskutiert, um das derzeitige Internet 
um eine zusätzliche „bedeutungstragende“ Schicht zu erweitern. Vgl. hierzu 
ANTONIOU/VAN HARMELEN (2004), S. 7 ff.; CROW/ SHADBOLDT (2001), S. 158 ff.; DING ET AL. 
(2002), S. 210 ff.; HEFLIN (2001), S. 24 ff.; HESSE (2002), S. 478; KIM (2002), S. 52; KLAPSING 
(2003), S. 2 ff.; MÄDCHE/STAAB (2001), S. 72 ff.; MOTTA ET AL. (2000), S. 1072 ff.; USCHOLD 
(2002), S. 87 ff. 
2) Als Unternehmensmodell wird die Repräsentation der betrieblichen Welt aus einer konzeptionellen 
Sichtweise verstanden werden; vgl. BERTRAM (1996), S. 83; USCHOLD ET AL. (1998), S. 32. Unter-
nehmensmodelle sind eine auf die Beschreibung von Unternehmen gerichtete Sonderform konzepti-
oneller Modelle; vgl. BOMAN ET AL. (1997), S. 193. Im Bereich der ontologiegestützten Unterneh-
mensmodellierung weisen die Arbeiten aus dem TOVE-Projekt (Toronto Virtual Enterprise) (vgl. 
GRUNINGER (1997), S. 370 ff.; GRUNINGER ET AL. (2000), S. 382 ff.) und dem Enterprise-Projekt 
(vgl. USCHOLD ET AL. (1998), S. 33 ff.) den höchsten Reifegrad auf. In beiden Projekten sind Onto-
logien konstruiert worden, mit denen sowohl aufbau- als auch ablauforganisatorische Aspekte von 
Unternehmen modelliert werden können. Für weitere Ontologien zu Zwecken der Unternehmensmo-
dellierung vgl. MENZEL (1997), S. 73 ff. 
3) Vgl. ABECKER/VAN ELST (2004), S. 439 ff.; DECKER (2002), S. 71 ff.; FENSEL (2001A), S. 19 ff.; 
MIZOGUCHI/ KITAMURA (2001), S. 19 ff.; MULHOLLAND ET AL. (2001), S. 358 ff.; O´LEARY (1998), 
S. 37 ff. 
4) Vgl. DING ET AL. (2004), S. 595 ff.; FENSEL (2001), S. 9; FENSEL (2001A), S. 47 ff.; 
IZUMI/YAMAGUCHI (2002), S. 79 ff.; LEICH (2002), S. 103 ff.; OMELAYENKO (2002), S. 264 ff. 
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wissenschaftlichen Domänen hinaus werden Ontologien auch in anderen Disziplinen 
thematisiert.1)  
Aufgrund der hohen Bedeutung sowohl von kooperativen Informationssystemen als 
auch von Ontologien überrascht es nicht, dass die ontologiegestützte Modellierung ko-
operativer Informationssysteme vermehrt diskutiert wird.2) Im Gegensatz zu XML-
gestützten Sprachen, durch die lediglich die syntaktische Interoperabilität von koopera-
tiven Informationssystemen gewährleistet werden kann, lässt sich mit Hilfe von Ontolo-
gien auch eine semantische Interoperabilität sicherstellen.3) Die semantische Interope-
rabilität ist notwendig, um Sprachdivergenzen bei der koordinierungsrelevanten Kom-
munikation der beteiligten Informationssysteme entweder gar nicht erst aufkommen zu 
lassen oder im Nachhinein zu beheben. 
Im Rahmen der koordinierungsrelevanten Kommunikation zwischen kooperativen In-
formationssystemen ist oftmals neben dem Austausch von Wissen bezüglich statischer 
Phänomene auch der Austausch von Wissen bezüglich dynamischer Phänomene not-
wendig.4) Das ist genau dann der Fall, wenn das koordinierungsrelevante Wissen der 
Akteure sich nicht nur über statische, sondern auch über dynamische Phänomene er-
streckt.5) Um sowohl das Wissen bezüglich statischer als auch das Wissen bezüglich 
                                                 
1) Vgl. HAHN/SCHULZ (2004), S. 133 ff. (Medizin); MCENTIRE (2002), S. 77 ff. (Biologie); STEVENS ET 
AL. (2004), S. 639 ff. (Biologie); VAN HEIJST ET AL. (1995), S. 235 ff. (Medizin); JOUVE ET AL. 
(2003), S. 349 ff.; VISSER/ BENCH-CAPON (1998) (Jurispudenz).  
2) Vgl. WROE ET AL. (2003), S. 200 ff. (in Bezug auf Web Services). Zur Bedeutung von Ontologien für 
die Modellierung im Allgemeinen vgl. GUARINO (1995), S. 631 ff.; GUIZZARDI ET AL. (2002), S. 65 
ff.; MYLOPOULOS ET AL. (1997A), S. 293; PFEIFER (2000), S. 231; SUGUMARAN/STOREY (2002), S. 
252 ff.; WIMMER/ WIMMER (1992), S. 387 ff. Zur Modellierung kooperativer Informationssysteme 
im Allgemeinen vgl. PREECE ET AL. (2001), S. 175 ff.; SCANNAPIECO ET AL. (2004), S. 553 ff. 
3) Syntaktische und semantische Interoperabilität können als „Gegenpole“ zu syntaktischer bzw. se-
mantischer Heterogenität aufgefasst werden; vgl. VISSER ET AL. (1999), S. 668 ff. Syntaktische Hete-
rogenität zwischen Wissensbeständen liegt dann vor, wenn zur Wissensrepräsentation Sprachen mit 
unterschiedlichen Grammatiken verwendet werden. Eine semantische Heterogenität zwischen Wis-
sensbeständen liegt hingegen dann vor, wenn die Wissensbestände auf unterschiedlichen Konzeptua-
lisierungen basieren. Eine divergierende Konzeptualisierung kann sich einerseits in ambigen Be-
zeichnungen (Homonyme und Synonyme) und andererseits in strukturellen Konflikten äußern. Bei-
spielsweise liegen divergierende Konzeptualisierungen vor, wenn der gleiche Begriff in zwei Wis-
sensbeständen auf gegenseitig ausschließende Weise taxonomisch eingeordnet ist.  
4) Vgl. DE MICHELIS ET AL. (1997), S. 23 ff. 
5) Beispielsweise wird in der Regel an Modelle von Web Services – als eine Form kooperativer Infor-
mationssysteme – die Anforderung gestellt, auch Transaktionen repräsentieren zu können, die mit 
dem jeweiligen Dienst vorgenommen werden können und durch die eine dynamische Veränderung 
von Informationssystemzuständen ermöglicht wird; vgl. MARTIN ET AL. (2004), Abschnitt 1; 
PAPAZOGLOU (2002), S. 155 ff.; PAPAZOGLOU (2003), S. 50 ff. Derzeit wird hierfür vorrangig die 
XML-gestützte Sprache Business Process Execution Language for Web Services (BPEL) verwendet; 
vgl. PAPAZOGLOU (2003), S. 67 ff.  
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dynamischer Phänomene repräsentieren zu können, muss ein Konzept zur Modellierung 
kooperativer Informationssysteme Ausdrucksmittel für beide Wissensarten zur Verfü-
gung stellen. Es müssen einerseits Ausdrucksmittel zur Verfügung stehen, mit denen 
Zustände eines Modells ausgedrückt werden können. Andererseits müssen Ausdrucks-
mittel zur Verfügung stehen, um Variationen der Modellzustände auszudrücken. 
Das wissenschaftliche Problem der vorliegenden Arbeit knüpft an diese Anforderung an 
Konzepte zur Modellierung kooperativer Informationssysteme an. Um das koordinie-
rungsrelevante Wissen für kooperative Informationssysteme repräsentieren zu können, 
muss ein Modellierungskonzept eine integrative Modellierung unterstützten, die sowohl 
statische als auch dynamische Phänomene zu repräsentieren in der Lage ist. Die An-
wendungsbereiche von Ontologien umfassen jedoch in der Regel rein statische Aspekte, 
da sie nur für die Repräsentation deklarativen Wissens verwendet werden können. Um 
auch prozedurales Wissen repräsentieren zu können, werden Ausdrucksmittel benötigt, 
mit denen sich Zustandsübergänge in ontologiegestützten Modellen aufgezeigen lassen. 
Die Repräsentation von Zustandübergängen ist eine wesentliche Komponente der Mo-
dellierung von dynamischen Aspekten. Eine solche Repräsentation kann mit Hilfe von 
Ontologien nur bedingt ausgedrückt werden.1) Insofern weisen Ontologien für Zwecke 
der Modellierung kooperativer Informationssysteme ein Defizit auf.2) 
Die wenigen Arbeiten, die einen Bezug von Ontologien zur Repräsentation dynamischer 
Phänomene aufweisen, konnten bislang nicht zufrieden stellen. Zumeist sind die Arbei-
ten auf die Konstruktion von Ontologien beschränkt, die zu Zwecken der Repräsentati-
on von Wissen über dynamische Phänomene verwendet werden können.3) Allerdings 
                                                 
1) Ontologiegestützte Softwaresysteme können aus diesem Blickwinkel auch als passive Systeme be-
zeichnet werden, da zu ihrer Modifikation konzeptexogene Eingriffe notwendig sind. Aus diesem 
Blickwinkel existiert eine Korrespondenz zwischen konventionellen Datenmodellierungssprachen 
und Ontologien. Für konventionelle Datenmodellierungssprachen liegen in Form von aktiven Daten-
banken bereits Ausarbeitungen vor, um eine integrative Wissensrepräsentation zu ermöglichen; vgl. 
DITTRICH/GATZIU (2000), S. 15 ff. Darüber hinaus verfügen auch Systeme auf der Basis von Pro-
duktionsregeln über eine aktive Komponente; vgl. BEIERLE/KERN-ISBERNER (2000), S. 68 ff.; 
SCHMID/KINDSMÜLLER (1996), S. 174 ff. Im Gegensatz zu den Event-Condition-Action-Regeln akti-
ver Datenbanken verfügen Produktionsregeln über keine Komponente in ihrem Rumpf, die das Er-
fülltsein der Regel von einem systeminternen oder systemexternen Ereignis abhängig macht; vgl. 
LAUSEN ET AL. (1998), S. 74. 
2) Dieses Defizit von Ontologien wird auch konventionellen Datenmodellierungssprachen angelastet; 
vgl. SPECK (2001), S. 1. Aus diesem Grund wurde bereits eine Vielzahl an Modellierungskonzepten 
entwickelt, in denen bestehende Datenmodellierungssprachen um dynamische Aspekte erweitert 
werden. Weiter unten werden einige dieser Modellierungskonzepte beispielhaft aufgeführt. Darüber 
hinaus wird auch für Sprachen zur Konstruktion Wissensbasierter Systeme eingefordert, neben stati-
schen Aspekten („non-functional“) auch dynamische Aspekte („functional“) berücksichtigen zu 
können; vgl. VAN ECK ET AL. (1998), S. 38 ff. 
3) vgl. AITKEN/CURTIS (2002), S. 110 f.; BORST/AKKERMANS (1997), S. 373 ff.; GRUENINGER (2004), 
S. 576 ff.; MARTIN ET AL. (2004), Abschnitt 3; NARAYANAN/MCILRAITH (2002), S. 81 ff.; SEIBT 
(2001), S. 334 ff.; USCHOLD ET AL. (1998), S. 46 ff.  
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wird hierdurch lediglich aufgezeigt, wie Begrifflichkeiten zur Repräsentation prozess-
bezogenen Wissens mit Ontologien formal spezifiziert werden können. Darüber hinaus 
wird in den Arbeiten allerdings nicht aufgezeigt, wie Übergänge zwischen den Zustän-
den eines ontologiegestützten Modells formal ausgedrückt werden können. Die Variati-
on des Zustands eines ontologiegestützten Modells ist allenfalls durch einen konzept-
exogenen Eingriff in das Modell möglich. Um Ontologien in ein ganzheitliches Model-
lierungkonzept einbinden zu können, durch das auch konzeptendogene Zustandvariatio-
nen in Modellen im Zeitablauf berücksichtigt werden können, bedarf es daher ihrer Er-
weiterung um eine prozedurale Komponente.1) 
Zur Lösung des wissenschaftlichen Problems wird in der vorliegenden Arbeit als erstes 
intendiertes Ergebnis die Spezifikation einer Ontologie-Sprache festgelegt. Um Ontolo-
gien in ein integratives Modellierungskonzept einbinden zu können, ist es zunächst 
notwendig, präzise festzulegen, welche notwendigen und hinreichenden Komponenten 
Ontologien aufzuweisen haben. Da in einer Ontologie sprachliche Ausdrucksmittel spe-
zifiziert werden, erfolgt eine derartige Festlegung mit metasprachlichen Ausdrücken. 
Welche sprachlichen Ausdrucksmittel genau für eine Ontologie zugelassen werden, 
wird durch die Ontologie-Sprache festgelegt. Die Ontologie-Sprache umfasst einerseits 
das metasprachliche Alphabet und andererseits Konstruktionsregeln, die für die Kon-
struktion von Ontologien notwendig sind.  
Nach der Präzisierung des Verständnisses von Ontologien wird als zweites intendiertes 
Ergebnis die Entwicklung eines integrativen Modellierungskonzepts angestrebt. Der 
Begriff integratives Modellierungskonzept umfasst die Gesamtheit aller Konstruktions-
vorschriften, mit denen ontologiegestützte Modelle kooperativer Informationssysteme 
konstruiert werden können, die sowohl einzelne Zustände der modellierten Informati-
onssysteme als auch prozessbedingte Variationen dieser Zustände umfassen. Zu diesem 
Zweck wird das formale Gerüst für Ontologie-Netze vorgestellt. Bei Ontologie-Netzen 
handelt es sich um eine Klasse höherer Petri-Netze, die mit den Ausdrucksmitteln aus 
einer Ontologie spezifiziert werden. Hierdurch unterstützen Ontologie-Netze sowohl die 
Repräsentation von statischen als auch die Repräsentation von dynamischen Phänome-
nen.  
Der Integrationscharakter des Modellierungskonzepts erstreckt sich nicht „nur“ auf die 
Integration von Ontologien und Petri-Netzen durch die Beschriftung von Petri-Netzen 
mit Ausdrucksmitteln aus einer Ontologie. Darüber hinaus werden Ontologien derart in 
das integrative Modellierungskonzept eingebettet, dass die ontologiegestützte Modellie-
rung neben einer deklarativen Semantik auch um eine operationale Semantik erweitert 
wird. Die deklarative Semantik von ontologiegestützten Modellen wird durch die Men-
ge aller Fakten bestimmt, die sich aus dem Modell als Schlussfolgerungen ableiten las-
sen. Unbeachtet bleibt hierbei, wie die Schlussfolgerungen durchgeführt werden. Die 
                                                 
1) Durch die Erweiterung um eine prozedurale Komponente könnten ontologiegestützte Softwaresys-
teme zu aktiven System ausgebaut werden. Zu aktiven Systemen lassen sich in erster Linie aktive 
Datenbanken zählen. 
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operationale Semantik legt dagegen die zulässigen Operationen fest, mit deren Hilfe 
Schlussfolgerungen durchgeführt werden können.1) Sie ist dadurch begründet, dass in 
Ontologie-Netzen die Variation der Zustände von ontologiegestützten Modellen durch 
zustandsändernde Grundoperationen2) durchgeführt werden können. 
Um sein Leistungspotenzial aufzeigen zu können, ist das dritte intendierte Ergebnis der 
vorliegenden Arbeit die betriebswirtschaftliche Evaluation des integrativen Modellie-
rungskonzepts. Der wissenschaftlichen Problemstellung der Arbeit folgend, wird im 
Rahmen dieser Evaluation zwischen einerseits der Modellierung statischer und anderer-
seits der Modellierung dynamischer Phänomene unterschieden. Zur Evaluation der sta-
tischen Modellierungsfähigkeit wird die entwickelte Ontologie-Sprache, die dem ersten 
intendierten Ergebnis entspricht, anhand eines ersten Anforderungsteilkatalogs mit al-
ternativen Ontologie-Sprachen verglichen. Bezüglich der dynamischen Modellierungs-
fähigkeit wird die Ausdrucksmächtigkeit des integrativen Modellierungskonzepts an-
hand eines zweiten Anforderungsteilkatalogs beurteilt.  
1.2 Wirtschaftswissenschaftliche Relevanz der Untersuchung 
Die wirtschaftswissenschaftliche Relevanz der untersuchten Problemstellung ergibt sich 
unmittelbar aus den intendierten Anwendungsbereichen für das integrative Modellie-
rungskonzept. Hierzu gehört beispielsweise die Konstruktion von Workflow-
Management-Systemen. Sie können als eine Sonderform kooperativer Informationssys-
teme betrachtet werden, die auf die Unterstützung des Dokumentflusses ausgerichtet 
sind. 
Die Implementierung eines Workflow-Management-Systems setzt oftmals die Spezifi-
kation der zu unterstützenden Geschäftsprozesse in einem Modell voraus. Um die so-
wohl syntaktische als auch semantische Interoperabilität von Informationssystemen ge-
währleisten zu können, die im Rahmen eines Workflow-Management-Systems koope-
rieren, können Ontologie-Netze von hohem Nutzen sein. Beispielsweise werden im Of-
fice-Bereich aktuell vermehrt „Push-Technologien“ diskutiert, durch die Anwender in-
nerhalb ihrer Geschäftsprozesse mit möglicherweise relevanten Informationen versorgt 
werden. Ontologiegestützte „Push“-Technologien bieten sich hierbei besonders an, um 
die Benutzer keiner ungefilterten „Informationsflut“ auszusetzen.  
Ein weiterer Anwendungsbereich existiert im Rahmen des inner- und überbetrieblichen 
Wissensmanagements. Oftmals scheitert der Austausch koordinierungsrelevanten Wis-
sens an Sprachbarrieren zwischen den beteiligten Akteuren. Auch in diesem Kontext 
werden vermehrt Ontologien diskutiert, um den Wissensaustausch zu unterstützen.3) Al-
                                                 
1) Zur operationalen Semantik formalsprachlicher Konstrukte vgl. BEST (1995), S. 54 ff.; EIRUND ET 
AL. (2000), S. 41 f.  
2) Der Begriff der Grundoperation wird in Abschnitt 2.1.3.2.3 präzisiert. 
3) Vgl. hierzu die eingangs aufgeführten Quellen zur Unterstützung des Wissensmanagements durch 
Ontologien.  
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lerdings sind Ontologien in ihrer entkoppelten Verwendung lediglich dazu geeignet, de-
klaratives Wissen zu vermitteln. Prozedurale Wissensfragmente entziehen sich hinge-
gen der ontologiegestützten Repräsentation. Im Gegensatz hierzu sind Petri-Netze dazu 
geeignet, prozedurales Wissen zu repräsentieren.1) Dadurch, dass im integrativen Mo-
dellierungskonzept sowohl Ontologien als auch Petri-Netze Verwendung finden, kön-
nen beide Wissensarten adäquat berücksichtigt werden. Das inner- und überbetriebliche 
Wissensmanagement kann daher mit Hilfe von Ontologie-Netzen auch prozessorientiert 
ausgerichtet werden. Beispielsweise kann der Zugriff auf Wissensressourcen, der für die 
Durchführung einer Aktivität notwendig ist, in einem Modell repräsentiert werden. 
Von Ontologie-Netzen kann zudem ein hoher Nutzen im Kontext von Multi-Agenten-
Systemen (MAS) erwartet werden. Einerseits sind Ontologien dazu geeignet, die Agen-
ten aus einem MAS mit einer gemeinsamen Sprachbasis zu versehen.2) Eine solche ge-
meinsame Sprachbasis ist notwendig, um Sprachbarrieren bei der koordinierungsrele-
vanten Kommunikation zwischen Agenten zu überwinden.3) Andererseits gelten Petri-
Netze als geeignete Instrumente zur formalen Spezifikation der Prozesse in MAS.4) Ein 
besonderes Interesse liegt hierbei in der Spezifikation von Prozessen für Agenten, die 
über betriebliche Grenzen hinaus agieren. Sowohl für traditionelle Kooperationsformen 
als auch für moderne Supply-Chain-Management-Konzeptionen und virtuelle Unter-
nehmen werden MAS diskutiert.5) Der Bedarf nach einer „agentengerechten“ Auszeich-
nung von Informationen einerseits und nach einer formalen Spezifikation von Prozessen 
andererseits lässt sich miteinander vereinbaren, wenn Ontologie-Netze herangezogen 
werden.  
Viertens wird durch die Entwicklung des integrativen Modellierungskonzepts die An-
schlussfähigkeit der ontologiegestützten Modellierung an vorherrschende Modellie-
rungssprachen bewahrt. Die meisten der aktuell diskutierten Modellierungssprachen 
sind mittlerweile derart in ganzheitliche Modellierungskonzepte eingebunden worden, 
dass mit ihrer Hilfe sowohl statische als auch dynamische Phänomene repräsentiert 
werden können.6) Beispielsweise verfügt die Unified Modeling Language (UML) über 
unterschiedliche Diagrammarten, mit deren Hilfe eine ganzheitliche Modellierung mög-
                                                 
1) Vgl. RÖBBECKE (1995), S. 57 ff.  
2) Vgl. HE/LEUNG (2002), S. 272 f.; STEELS (1998), S. 170 ff.  
3) Dabei lassen sich grundsätzlich zwei Strategien unterscheiden. Bei der ersten Strategie wird für alle 
beteiligten Agenten des MAS eine Ontologie vorausgesetzt. Dieser Ex-ante-Harmonisierung der 
Sprachwelten steht eine Ex-post-Harmonisierung gegenüber. Bei dieser zweiten Strategie werden 
Ausdrücke aus den unterschiedlichen agentenspezifischen Ontologien mittels Übersetzungsverfahren 
aufeinander abgebildet.  
4) Vgl. MUSCHOLL (2001), S. 15 ff.; XU ET AL. (2002), S. 194 ff. 
5) Vgl. OUZOUNIS (2001), S. 81 ff.  
6) Vgl. BARROS/TER HOFSTEDE (1998), S. 316 ff.  
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lich ist.1) Darüber hinaus ist die Petri-Netz-Theorie bereits öfters für die Spezifikation 
prozessbedingter Operationen auf Datenbanken, die auf relationalen Schemata2), NR/T-
3), SGML-4) oder XML-Schemata5) basieren, herangezogen worden. Auch dies ist ein 
Indiz dafür, dass das Petri-Netz-Konzept für die Integration von Ontologien geeignet ist. 
Schliesslich werden Ontologien des Öfteren auch als Unterstützung für die „semantisch 
zulässige“ Konstruktion für einige der o.a. Schemata diskutiert.6) 
1.3 Gang der Untersuchung 
Die vorliegende Arbeit ist wie folgt aufgebaut: Im Abschnitt 2 wird das Rahmenwerk 
für das integrative Modellierungskonzept vorgestellt. Dafür werden zum einen der theo-
retische und zum anderen der formale Rahmen entfaltet (Abschnitt 2.1 bzw. 2.2). Wäh-
rend im theoretischen Rahmen die konzeptionellen Basisentscheidungen für die weitere 
Argumentation vorgestellt werden, umfasst der formale Rahmen die formalsprachlichen 
Instrumente, die für das Modellierungskonzept benötigt werden. Als theoretischer Rah-
men der Arbeit werden ein wissenschaftstheoretischer (Abschnitt 2.1.1), ein systemthe-
oretischer (Abschnitt 2.1.2) und ein modelltheoretischer Rahmen (Abschnitt 2.1.3) vor-
gestellt. Innerhalb des modelltheoretischen Rahmens wird ein Anforderungskatalog für 
das Modellierungskonzept aufgebaut (Abschnitt 2.1.3.2.2).  
Die Hauptteile der Arbeit bilden die Abschnitte 3 und 4. In Abschnitt 3 werden die ein-
zelnen Bausteine für Ontologie-Netze untersucht. Es handelt sich hierbei einerseits um 
Ontologien (Abschnitt 3.1.) und andererseits um Petri-Netze (Abschnitt 3.2.). Die bei-
den Bausteine werden in Abschnitt 4 zum integrativen Modellierungskonzept zusam-
mengeführt. In Abschnitt 5 werden Ontologie-Netze einer Evaluation unterzogen. Hier-
für wird der Anforderungskatalog verwendet, der zuvor in Abschnitt 2.1.3.2 erarbeitet 
wurde. Die Arbeit wird mit einer kritischen Würdigung in Abschnitt 6 abgeschlossen.  
Der Gang der Untersuchung ist in der Abbildung 1 grob als Kanal/Instanzen-Netz7) dar-
gestellt. Die runden Symbole in der Darstellung repräsentieren jeweils die obersten Ab-
schnitte der vorliegenden Arbeit. Durch die rechteckigen Symbole wird der Zusammen-
hang der Abschnitte für die Argumentation – entsprechend den gerichteten Pfeilen – 
verdeutlicht.  
                                                 
1) Vgl. FOWLER (2004), S. 45 f.  
2) Vgl. REISIG (1991), S. 132. ff. 
3) Vgl. OBERWEIS (1996), S. 98 ff. 
4) Vgl. WEITZ (2000), S. 113 ff. 
5) Vgl. LENZ (2003), S. 170 ff.  
6) Vgl. STOREY ET AL. (1998), S. 32 ff.; SUGUMARAN/STOREY (2002), S. 254 ff.; ULLRICH ET AL. 
(2000), S. 94 ff. Zum Verhältnis von Ontologien zu Datenbankschemata vgl. BENCH-CAPON ET AL. 
(2002), S. 703 ff.; GRUBER (1993), S. 202; OUZZANI ET AL. (2000), S. 368. 
7) Zu Kanal/Instanzen-Netzen vgl. OBERWEIS (1996), S. 100.  
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Abbildung 1: Gang der Untersuchung 
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2 Rahmenwerk für das integrative Modellierungskonzept  
2.1 Theoretischer Rahmen des integrativen Modellierungskonzepts 
2.1.1 Wissenschaftstheoretischer Rahmen 
Der wissenschaftstheoretische Rahmen, innerhalb dessen die vorliegende Arbeit einge-
ordnet werden kann, erstreckt sich über zwei Aspekte, die sich gegenseitig ergänzen. 
Der erste Aspekt ist auf den Begriff der Ontologie aus der Philosophie bezogen. Die 
Bezeichnung „Ontologie“ entstammt ursprünglich Disziplinen, deren Wurzeln bis hin 
zur griechischen Philosophie reichen. Das moderne Verständnis von Ontologien ist hin-
gegen durch eine homonyme Verwendung der Bezeichnung gekennzeichnet. 
Aus der Klärung des Begriffs Ontologie ergibt sich insofern ein „positiver Nebenef-
fekt“, als sich das philosophische Ontologie-Verständnis für den zweiten Aspekt, der 
auf die wissenschaftstheoretische Positionierung bezogen ist, als hilfreich erweist, um 
alternative wissenschaftstheoretische Basispositionen abzugrenzen. Aufbauend auf der 
Begriffsklärung kann der wissenschaftstheoretische Rahmen der vorliegenden Arbeit 
bestimmt werden. Diese Bestimmung ist insofern von höchster Bedeutung, als ein An-
spruch von Ontologiekonstrukteuren auf Realitätsbezogenheit ihrer Ontologien nur vor 
diesem Hintergrund beleuchtet werden kann. Um diesen Anspruch zu überprüfen, muss 
die wissenschaftstheoretische Basisposition beurteilt werden, die bei der Konstruktion 
der Ontologie vorausgesetzt wird.1)  
Der Begriff Ontologie entstammt ursprünglich der Philosophie und entspricht dort dem 
allgemeinen Teil der Metaphysik.2) Die Ontologie bildet den Teilbereich der Metaphy-
sik, der sich mit dem Seienden und dem Sein an sich beschäftigt. Insofern wird im 
Rahmen der Ontologie durch die Gesamtheit des Seins zu der Realität Bezug genom-
                                                 
1) Die wissenschaftstheoretische Positionierung hat eine besondere Bedeutung für die Evaluation von 
Ontologien. Für die Gütebeurteilung einer Ontologie muss nämlich auch die wissenschaftstheoreti-
sche Basisposition berücksichtigt werden, die bei der Konstruktion der Ontologie eingenommen 
wurde. Diese Feststellung kann analog von der Evaluierbarkeit konzeptioneller Modelle in Bezug auf 
die zu Grunde gelegte wissenschaftstheoretische Basisposition übertragen werden. Sie wurde vor-
nehmlich im Rahmen der Grundsätze ordnungsmäßiger Referenzmodellierung von SCHÜTTE vertre-
ten; vgl. SCHÜTTE (1998), S. 11 ff. Beispielsweise muss analog zu der Evaluation konzeptioneller 
Modelle für die Evaluation einer Ontologie zunächst geklärt werden, ob ein subjektunabhängiger 
Zugang zu der Realität für möglich gehalten wird. Wenn ein solcher Zugang entsprechend der ein-
genommenen Basisposition verwehrt bleibt, kann an eine Ontologie auch nicht der Anspruch gestellt 
werden, die Realität abzubilden. Obwohl sich der Evaluation von Ontologien mittlerweile eine Viel-
zahl von Arbeiten gewidmet hat (vgl. GRUBER (1992A), S. 2 ff.; FOX/GRUENINGER (1997), S. 195 ff.; 
GÓMEZ-PÉREZ (2004), S. 252 ff.; GÓMEZ-PÉREZ (2001), S. 393 ff.), wird eine wissenschaftstheoreti-
sche Auseinandersetzung mit Ontologien in diesem Kontext vermisst. 
2) Für einen Überblick über die historische Entwicklung der philosophischen Ontologie vgl. SOWA 
(1995), S. 673 ff.; WEISSMAHR (1991), S. 9 ff.  
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men. Der Ontologie kann die Erkenntnistheorie oder Epistemologie gegenübergestellt 
werden. Im Gegensatz zur Ontologie beschäftigt sich die Erkenntnistheorie nicht mit der 
(ontischen) Beschaffenheit der Realität, sondern mit dem (epistemischen) Zugang zu 
dieser Realität. 
Die unterschiedlichen Untersuchungsgegenstände der Ontologie und der Erkenntnisthe-
orie können für eine Differenzierung wissenschaftstheoretischer Basispositionen heran-
gezogen werden. Mit jeder wissenschaftstheoretischen Positionierung sind erstens An-
nahmen über die Beschaffenheit der Realität (ontologische Perspektive) und zweitens 
Annahmen über den Zugang zu dieser Realität (epistemologische Perspektive) verbun-
den. Grundsätzlich können die wissenschaftstheoretischen Basispositionen, die für die 
Thematik der vorliegenden Arbeit von Relevanz sind, in einerseits realistische und an-
dererseits idealistische Konzeptionen unterteilt werden.1) Tabelle 1 gibt einen Überblick 
über einige wissenschaftstheoretische Basispositionen und deren ontologischen bzw. e-
pistemologischen Perspektiven. 
epistemologische Perspektive  
idealistisch realistisch 
id
ea
lis
tis
ch
 
radikaler 
Konstruktivismus  
on
to
lo
gi
sc
he
 P
er
sp
ek
tiv
e 
re
al
is
tis
ch
 kritischer 
Realismus/ 
gemäßigter 
Konstruktivismus 
naiver 
Realismus 
Tabelle 1: Klassifikation wissenschaftstheoretischer Basispositionen 
Einem ontologischen Realismus zufolge kann beispielsweise von einer Realität ausge-
gangen werden, die unabhängig von erkennenden Subjekten existiert. Wird diese 
Sichtweise mit einem epistemologischen Realismus kombiniert, so liegt die Sichtweise 
des naiven Realismus vor. Der naive Realismus unterstellt sowohl eine subjektunabhän-
gig existierende Realität als auch die Möglichkeit der ebenso subjektunabhängigen Er-
kennbarkeit dieser Realität. 
                                                 
1) Zu Überblicken über realistische und idealistische Konzeptionen vgl. SCHÜTTE (1999), S. 219 ff.; 
WESTERMANN (2000), S. 29 ff.  
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Wird ein ontologischer Realismus hingegen mit einem epistemologischen Idealismus1) 
kombiniert, wird zwar von der subjektunabhängig existierenden Realität, aber nicht von 
der Möglichkeit ihrer subjektunabhängigen Erkennbarkeit ausgegangen. Sämtliche 
Spielarten des epistemologischen Idealismus haben hierdurch gemeinsam, dass durch 
sie die Konstruktionsleistung des erkennenden Subjekts hervorgehoben wird. Dem Ur-
sprung jeder Erkenntnis dem epistemologischen Idealismus entspricht der Geist des er-
kennenden Subjekts. Aussagen über die Realität sind daher aus diesem Blickwinkel 
immer subjektbezogen zu beurteilen. 
Beispielsweise wird die Kombination aus ontologischem Realismus und epistemologi-
schen Idealismus von Anhängern des kritischen Realismus vertreten. Zwar gehen auch 
sie von einer Realität aus, deren Strukturen vorgegeben sind,2) allerdings wird der Sub-
jektbezug jeder Erfahrung hervorgehoben. Die Bedeutung des Subjektbezugs wird wie-
derum dadurch hervorgehoben, dass die Erfahrungen von Subjekten hinsichtlich objek-
tiv gültiger Aussagen über die Realität bewertet werden können. Durch die Bewertbar-
keit der Aussagen wird der epistemologischen Sichtweise Rechnung getragen. In dieser 
Sichtweise wird durch den kritischen Realismus der Grundstein für die Methodologie 
des kritischen Rationalismus – insbesondere POPPERscher Prägung – gelegt, die in den 
Wirtschaftswissenschaften die weiteste Verbreitung genießt.3) Über den kritischen Rea-
lismus hinaus wird die Auffassung einer subjektiven Erkenntnis der objektiv vorliegen-
den Realität auch vom hypothetischen Realismus vertreten. 
Im Gegensatz zum ontologischen Realismus negiert der ontologische Idealismus die E-
xistenz einer subjektunabhängig existierenden Realität. Er ist insbesondere als radikaler 
Konstruktivismus bekannt geworden.4) Der radikale Konstruktivismus verneint die sub-
jektunabhängige Realität an sich.5) Insofern ist der Zugang zu einer objektiven Realität 
durch ein Subjekt entsprechend dieser Sichtweise auch nicht möglich. Jedoch wird der 
radikale Konstruktivismus dadurch, dass seine Sichtweisen mit neurophysiologische 
Vorgängen – also subjektunabhängig existierenden Realitätssauschnitten – erklärt wer-
den, oftmals einem Zirkularitätsproblem ausgesetzt.  
Von den vier potenziellen Kombinationsmöglichkeiten von ontologischer und erkennt-
nistheoretischer Sichtweise einerseits sowie realistischer und idealistischer Positionie-
rung andererseits kann die Kombination aus ontologischem Idealismus und epistemolo-
gischen Realismus ausgeschlossen werden. Denn der Ausschluss einer subjektunabhän-
                                                 
1) Zu einem Überblick über verschiedene Ausprägungen des epistemologischen Idealismus vgl. 
SCHÜTTE (1999), S. 222 ff.  
2) Vgl. POPPER (1994), S. 392 f.  
3) Vgl. ALBERT (2000); POPPER (1994).  
4) Vgl. GLASERFELD (1987); MATURANA (2001). 
5) Vgl. WOLF (2001), S. 74 ff. vgl. WOLF (2001), S. 74 ff. Aus diesem Blickwinkel passt die Charakte-
risierung GLASERFELDs, der radikale Konstruktivismus sei eine „Erkenntnistheorie ohne Ontologie“; 
GLASERFELD (1987), S. 411.  
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gig existierenden Realität ist widersprüchlich zu der Annahme einer objektiven Erkenn-
barkeit der Realität. 
Von den vorgestellten Positionierungen wird für die vorliegende Arbeit die Entschei-
dung zugunsten der Kombination aus ontologischem Realismus und erkenntnistheoreti-
schem Idealismus getroffen. Zum einen geht der Verfasser davon aus, dass eine subjekt-
unabhängige Realität existiert. Hierdurch wird die Perspektive eines ontologischen Rea-
lismus eingenommen. Zum anderen scheint die objektive Erkennbarkeit dieser Realität 
an verschiedenen Faktoren zu scheitern.1) Entsprechend wird aus epistemologischer Per-
spektive eine idealistische Position eingenommen. Mit diesen wissenschaftstheoreti-
schen Basisentscheidungen wird in der vorliegenden Arbeit eine gemäßigt konstruktivis-
tische Position eingenommen. 
Durch eine solche Positionierung werden mehrere konzeptionelle Probleme vermieden, 
die sich im Umgang mit Ontologien – im informationstechnischen Sinne – ergeben 
können. Erstens wird durch diese Positionierung nicht der Anspruch erhoben, Ontolo-
gien würden einen objektiven Realweltbezug haben. Eine solche Positionierung kann 
nur mit einem erkenntnistheoretischen Realismus in Einklang gebracht werden. Ent-
sprechend der aufgeklärten idealistischen Epistemologie zufolge sind Ontologien Er-
gebnisse einer Konstruktionsleistung. Zwar wird die Existenz einer objektiven Realität 
nicht in Frage gestellt, jedoch die subjektunabhängige Erfahrbarkeit dieser objektiven 
Realität. Die Realität, auf die sich eine Ontologie bezieht, ist demnach stets das Ergeb-
nis einer kognitiven Vorstrukturierung. Diese epistemologische Prämisse ist für die fol-
genden Ausführungen bedeutend, da sie nicht von allen Ausarbeitungen zu Ontologien 
zugrunde gelegt wird.2) 
Bezüglich der subjektbezogenen Konstruktion von Ontologien wird für die weiteren 
Ausführungen auf den linguistischen Aspekt ein Schwerpunkt gelegt.3) Diesbezüglich 
wird davon ausgegangen, dass die Konstruktion von Erkenntnissen stets mit Hilfe einer 
Sprache erfolgt. Die Subjektbezogenheit der Erkenntnis, von der der erkenntnistheoreti-
sche Idealismus ausgeht, wird u.a. auf die Sprache zurückgeführt, mit der die Erkenntnis 
formuliert ist. Sprachliche Artefakte werden – entsprechend dieser Position – nicht als 
Abbilder eines Realitätsausschnitts aufgefasst, sondern als ihre sprachliche Rekonstruk-
tion. Insofern ergeben sich zwei Determinanten für die Konstruktion von Erkenntnissen. 
Zum einen herrscht eine Subjektabhängigkeit in der Form vor, dass Individuen die Rea-
lität unterschiedlich erkennen. Zum anderen liegt eine Sprachabhängigkeit in der Form 
vor, dass zum Erkennen der Realität Individuen sich derjenigen sprachlichen Aus-
                                                 
1) Für einen Katalog an Faktoren, die gegen einen erkenntnistheoretischen Realismus sprechen vgl. 
SCHÜTTE (1999), S. 226 f.  
2) Vgl. hierzu die kritischen Anmerkungen in ZELEWSKI (2005). Rühmliche Ausnahmen hiervon sind 
die bereits angesprochenen Arbeiten GUARINOS, der auch eine Unterscheidung zwischen Ontologie 
und Erkenntnistheorie einschlägt; vgl. GUARINO (1995), S. 628 ff. 
3) Zur Bedeutung linguistischer Aspekte für Erkenntnisprozesse vgl. FRANK (1999), S. 133 ff.; 
WINOGRAD/FLORES (1999), S. 17 ff.; WOLF (2001), S. 98 ff. 
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drucksmittel bedienen, über die sie verfügen. Verfügt ein Individuum nicht über die ent-
sprechenden Ausdrucksmittel, kann es Phänomene auch nicht erkennen. Bezogen auf 
Ontologien ist die Ausdrückbarkeit von Sachverhalten der Ausdrucksmächtigkeit der 
Sprache untergeordnet, die zur Konstruktion der Ontologie verwendet wird. Insofern de-
terminieren die zur Verfügung stehenden sprachlichen Primitive die potenziellen Kon-
zeptualisierungsmuster. Für die Konstruktion von Ontologien hat dieser Sachverhalt ei-
ne zweifache Bedeutung. 
Aus einem ersten Blickwinkel sind Ontologien Ergebnisse der Überführung natürlich-
sprachlicher Vorstrukturierungen in formalsprachliche Artefakte. Je nachdem, was für 
eine Ausdrucksmächtigkeit die Sprache innehat, in der die Ontologie konstruiert ist, 
können unterschiedliche Arten von Ausdrucksmitteln berücksichtigt werden. Beispiels-
weise gelten Konzepte und Relationen als notwendige Bestandteile jeder Ontologie.1) 
Insofern muss die formale Sprache, die für die Konstruktion der Ontologie verwendet 
wird, Ausdrucksmittel für die Spezifikation von Konzepten und Relation zur Verfügung 
stellen. Darüber hinausgehende Komponenten von Ontologien, wie z.B. Regeln, können 
nur dann ausgedrückt werden, wenn die Sprache auch hierfür Ausdrucksmittel bereit-
stellt. 
Aus einem zweiten Blickwinkel ist eine Ontologie ein Instrument zum Gewinnen von 
Erkenntnissen über einen Realitätsausschnitt. Diese zweite Perspektive hat mit der ers-
ten Perspektive gemeinsam, dass der Fokus auf Begriffe gerichtet ist, anhand derer eine 
Konzeptualisierung spezifiziert werden kann. Während jedoch die erste Perspektive die 
Metasprache zum Untersuchungsgegenstand hat, mit der eine Ontologie spezifiziert 
werden kann, wird in der zweiten Perspektive die Objektsprache untersucht, mit der die 
Realität repräsentiert werden kann. Auch hierbei werden durch die sprachlichen Primi-
tive – die nunmehr von der Ontologie selbst zur Verfügung gestellt werden – Konzeptu-
alisierungsmuster determiniert. Im Gegensatz zu der ersten Perspektive ist jedoch die 
zweite Perspektive nicht auf die abstrakte oder schematische Begriffsstruktur ausgerich-
tet, mit der Erkenntnisse konstruiert werden können. Im Vordergrund dieser zweiten 
Perspektive stehen die konkreten Objekte. Dabei sind die beiden Perspektiven derart 
miteinander „verdrahtet“, dass die Spezifikation konkreter Objekte mit Hilfe abstrakter 
Begriffe erfolgt. Beispielsweise kann in einem ontologiegestützten Modell eine konkre-
te Beziehung zwischen zwei Informationssystemen nur dann berücksichtigt werden, 
wenn die zugrunde gelegte Ontologie auch Begriffe zum Ausdrücken solcher Beziehun-
gen zur Verfügung stellt. Insofern werden durch eine Ontologie Grenzen für Erfah-
rungsmöglichkeiten gesetzt.  
Für die vorliegende Arbeit ist die Perspektive der abstrakten Ebene im Vergleich zur 
Perspektive der konkreten Ebene bedeutender. Denn es geht in der Arbeit vordergründig 
darum, präzise festzulegen, welche Ausdrucksmöglichkeiten Ontologien grundsätzlich 
eingeräumt werden. Erst auf der Basis einer solchen präzisen Festlegung kann eine Er-
weiterung von Ontologien um eine operationale Semantik formuliert werden. 
                                                 
1) Vgl. GRUBER (1993), S. 199.  
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2.1.2 Systemtheoretischer Rahmen 
Terminologischer1) Ausgangspunkt für die Konzeptualisierungen der vorliegenden Ar-
beit ist die Systemtheorie.2) Mit der Systemtheorie wird der terminologische Bezugs-
rahmen für das integrative Modellierungskonzept festgelegt. Sie ist als terminologischer 
Bezugsrahmen geeignet, da sie einen Begriffsapparat zur Verfügung stellt, anhand des-
sen eine systematische Konzeptualisierung durchgeführt werden kann. Für die Entfal-
tung des terminologischen Bezugsrahmens werden daher zunächst die Grundzüge der 
Systemtheorie skizziert, um im Anschluss die Verknüpfungen zu dem Modellierungs-
konzept aufzuzeigen. 
Von der Systemtheorie wird ein begriffliches Strukturierungsparadigma vorgelegt, das 
insbesondere in den wirtschaftswissenschaftlichen Teildisziplinen Betriebswirtschafts-
lehre und Wirtschaftsinformatik auf breite Resonanz stößt. Im Rahmen der Betriebs-
wirtschaftslehre ist es insbesondere die Organisationstheorie, in der das Spektrum sys-
temtheoretischer Denkansätze in Anspruch genommen wird.3) An der Schnittfläche zwi-
schen Betriebswirtschaftslehre und Wirtschaftsinformatik werden auch im Operations 
Research Methoden der modellgestützten Analyse von Systemen untersucht. Ebenso hat 
die Systemtheorie für die Wirtschaftsinformatik eine große Bedeutung. So wird die Sys-
temtheorie teilweise als Basisposition diskutiert, die systemtheoretischen Konzepte ei-
nerseits der Informatik und andererseits der Wirtschaftswissenschaften miteinander in 
einem Gedankengerüst zu harmonisieren.4) Die Harmonisierung beschränkt sich aller-
dings bisweilen darauf, eine gemeinsame terminologische Basis festzulegen, von der 
ausgegangen werden kann. Zudem sind die Festlegungen in der Regel auf natürlich-
sprachliche Erläuterungen beschränkt.5) Daher können mit den Erläuterungen Defekte 
der Mehrdeutigkeit und Vagheit verbunden sein, denen natürlichsprachliche Aussagen-
sammlungen oftmals ausgesetzt sind. Insbesondere sozialwissenschaftliche Ansätze zur 
Systemtheorie entziehen sich oftmals einer disziplinenübergreifenden Anpassung, wenn 
formale und somit unmissverständliche Explikationen der Ansätze vermisst werden.  
Bezüglich der Konzeptualisierungsmuster, die in natürlich- oder formalsprachlicher 
Form vorliegen und in eine formalsprachliche Ontologie überführt werden, wird von der 
vorliegenden Arbeit eine systemtheoretisch fundierte Struktur vorausgesetzt. Um die 
grundsätzliche Vergleichbarkeit von mentalen Konstruktionsprozessen der Akteure zu 
bewahren, wird den Prozessen eine „systemtheoretische Schablone“ aufgesetzt. Insofern 
wird nicht davon ausgegangen, dass die Realität systemartig strukturiert sein muss. Es 
                                                 
1) Die Attribute „terminologisch“ und „begrifflich“ werden synonym verwendet.  
2) Vgl. ROPOHL (1979), S. 54 ff.; VON BERTALANFFY (1973) S. 29 ff.; Weinberg (975) S. 51 ff. 
3) Vgl. SCHREYÖGG (2003), S. 91 ff.; BEISEL (1996), S. 17 ff. 
4) Vgl. PETKOFF (1997), S. 250 ff. (mit besonderem Bezug zum betrieblichen Wissensmanagement).  
5) Eine rühmliche Ausnahme hiervon stellt PATIG (2001A), S. 39 ff. dar. Die Ausnahmeposition wird 
dadurch gerechtfertigt, dass eine strukturalistische – und somit formale – Rekonstruktion der geset-
zesartigen Aussagen der allgemeinen Systemtheorie erfolgt. 
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wird lediglich vorausgesetzt, dass die Erkenntnisse bezüglich dieser Realität systemartig 
sind. 
Als System wird ein Zwei-Tupel aus einer Menge von Elementen und einer Familie1) 
von Relationen zwischen den Elementen verstanden.2) Jede Relation umfasst jeweils 
Tupel von Elementen, für die die Relation Gültigkeit besitzt. Jedes Tupel aus einer Re-
lation wird als Beziehung bezeichnet. Isolierte Elemente, die in keiner Beziehung vor-
kommen, sind in Systemen ausgeschlossen.  
Systeme können hinsichtlich ihrer Struktur und ihres Verhaltens charakterisiert wer-
den.3) Zwecks Beschreibung der Struktur von Systemen werden das strukturale und das 
hierarchische Systemkonzept herangezogen.4) Der Beschreibung des Verhaltens dient 
das funktionale Systemkonzept. Die Abbildung 2 gibt einen Überblick über die System-
konzepte. 
                                                 
1) Die Bezeichnung „Familie“ wird in der vorliegenden Arbeit als Kurzform für die Bezeichnung 
„Mengenfamilie“ verwendet. Bei Mengenfamilien handelt es sich um Zusammenfassungen von 
Mengen zu einer Gesamtheit. Die einzelnen Mitglieder X1,...,Xn einer Mengenfamilie Y=(X1,...,Xn) 
lassen sich eindeutig durch ihre Indizes voneinander unterscheiden. Ausgeschlossen ist dabei nicht, 
dass zwei Mitglieder Xa und Xb mit a≠b die gleichen Elemente umfassen. Entsprechend darf Xa=Xb 
für beliebige a,b∈{1,...,n} und a≠b gelten. Für den „Zugriff“ auf die einzelnen Mitglieder X1,...,Xn 
einer Mengenfamilie Y=(X1,...,Xn) wird zudem in der vorliegenden Arbeit die Schreibweise 
X1,...,Xn∈Y zugelassen. 
 Da es sich auch bei Relationen um Mengen handelt – nämlich um Mengen von Beziehungen zwi-
schen einzelnen Elementen – wird bei der Zusammenfassung von Relationen aus einem System auch 
von einer Familie gesprochen. Zwei Relationen Ra ⊆ X1×...×Xn und Rb ⊆ X1×...×Xn aus einem 
System können entsprechend durchaus die gleichen Beziehungen (q1,...,qn),....,(r1,...,rn)∈X1×...×Xn 
umfassen. In einer Familie RF={...,Ra,Rb,...} können die beiden Relationen Ra und Rb die gleichen 
Elemente enthalten, d.h. es darf auch Ra=Rb gelten.  
2) Vgl. BECKER (1999), S. 12; BOSSEL (1994), S. 16; FERSTL/SINZ (1998), S. 11; SCHÜTTE (1998), S. 
37; SCHULZE (2001), S. 9; WOLF (2001), S. 13 (kritisch); ZELEWSKI (1995), Bd. 2, S. 49. Die vorge-
legte Definition von Systemen umfasst auch die Eigenart von Systemen, Eigenschaften oder Attribu-
te der einzelnen Elemente zu umfassen. Denn Eigenschaftsausprägungen oder Attributswerte von 
Elementen lassen sich als Beziehungen zwischen den entsprechenden Elementen auffassen. Auch bei 
den Eigenschaftsausprägungen handelt es sich um Elemente der Menge, die für das System voraus-
gesetzt wird. 
3) Vgl. WOLF (2001), S. 14 ff.; ZELEWSKI (1995), Bd. 2, S. 49.  
4) Vgl. ROPOHL (1979), S. 54 ff.  
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Abbildung 2: Systemkonzepte1) 
Im strukturalen Systemkonzept wird ein System über die Definitionsmerkmale Elemente 
und Relationen identifiziert. Systeme unterscheiden sich demnach voneinander dadurch, 
welche Elemente in welcher spezifischen Anordnung zueinander stehen. Dem struktura-
len Systemkonzept folgend, können Elemente nicht losgelöst von den Systemen, in die 
sie eingebettet sind, betrachtet werden. Jedes Element wird durch die Beziehungen cha-
rakterisiert, die es zu anderen Elementen unterhält. Somit wird im strukturalen System-
konzept ein Ansatz angestrebt, mit dem Unterschiede zwischen Systemen basierend auf 
den Beziehungen zwischen Elementen ausgemacht werden können.  
Der Betrachtungsgegenstand des strukturalen Systemkonzepts lässt sich auch als Ob-
jektebene charakterisieren. Im Gegensatz zum strukturalen Systemkonzept ist im hierar-
chischen Systemkonzept nicht die Objektebene Betrachtungsgegenstand, sondern eine 
Metaebene. Im Gegensatz zur Objektebene des strukturalen Systemkonzepts werden auf 
der Metaebene des hierarchischen Systemkonzepts nicht die Elemente und deren Bezie-
hungen untereinander untersucht, sondern die Beziehungen von Systemen untereinan-
der. Das hierarchische Systemkonzept erlaubt eine komplexitätsreduzierende Ver-
schachtelung von Systemen durch eine Relation2), die nicht über der Menge der Ele-
mente formuliert wird, sondern über einer Menge höherer Ordnung.3) Mit dem Über-
gang von einem hierarchisch untergeordneten zu einem hierarchisch übergeordneten 
System ist eine Vergröberung verbunden. Im umgekehrten Fall erfolgt eine Verfeine-
rung, wenn von einem hierarchisch übergeordneten System zu einem hierarchisch un-
tergeordneten System übergegangen wird. 
                                                 
1) Vgl. ROPOHL (1979), S. 55.  
2) Bei der Relation zur Formulierung hierarchischer Beziehungen zwischen Teilsystemen handelt es 
sich um eine partielle Ordnungsrelation. Partielle Ordnungsrelationen werden in der vorliegenden 
Arbeit mehrfach vorgestellt und an den jeweiligen Stellen auch formal präzisiert.  
3) Vgl. ROPOHL (1979), S. 60. Dieser Konzeptualisierung wird in der vorliegenden Arbeit dadurch ge-
folgt, dass Relationen zur Formulierung von Unter- und Überordnungsbeziehungen zwischen Kon-
zepten aus Ontologien durch metasprachliche Ausdrücke festgelegt werden. 
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Sowohl das strukturale als auch das hierarchische Systemkonzept erlauben lediglich zu-
standsinvariante Aussagen über Systeme. Zwischen verschiedenen Zuständen eines Sys-
tems wird weder im strukturalen noch im hierarchischen Systemkonzept unterschieden. 
Diese Perspektive wird durch das funktionale Systemkonzept eingenommen. Hierbei er-
folgt eine verhaltensorientierte Charakterisierung von Systemen, indem sie anhand ihrer 
Ein- und Ausgänge beschrieben werden, durch die sie mit ihrer Systemumwelt inter-
agieren.1) Mit den Interaktionsmöglichkeiten eines Systems wird festgelegt, welche Zu-
stände für ein System zulässig sind. Die Menge aller Zustände, die ein System einneh-
men kann, wird als Zustandsraum bezeichnet. Eine zweistellige Relation über dem Zu-
standsraum umfasst alle Zustandsübergänge. Wenn es sich um eine rechtseindeutige 
Relation – also eine Operation2) – handelt, wird das System als deterministisch bezeich-
net. Ansonsten handelt es sich um ein nicht-deterministisches System. 
Das funktionale Systemkonzept wird von dem strukturalen und dem hierarchischen Sys-
temkonzept dadurch abgegrenzt, dass die inneren Zusammenhänge eines Systems, die 
zur Transformation des Systemzustandes führen, bei dem erstgenannten Systemkonzept 
nicht von Relevanz sind. Es wird lediglich betrachtet, wie ein System auf bestimmte 
Einflüsse aus der Systemumwelt reagiert. Insofern liegt eine „black box“-Betrachtung 
des Systems vor.3) Für das strukturale und das hierarchische Systemkonzept sind hinge-
gen innere Zusammenhänge des Systems von Relevanz. Das System wird einer „glass 
box“-Betrachtung unterzogen, indem entweder das Beziehungsgeflecht zwischen den 
Elementen oder das Beziehungsgeflecht zwischen Systemen analysiert werden. Im 
zweiten Fall werden die einzelnen Systeme weiterhin als „black boxes“ betrachtet. Le-
diglich die Beziehungen zwischen den Systemen sind erkennbar. 
Der systemtheoretischen Sichtweise wird in der vorliegenden Arbeit aus verschiedenen 
Perspektiven Rechnung getragen. Beispielsweise werden signaturspezifische Strukturen 
als formale Konstrukte zur Repräsentation von Systemen verwendet. Dabei lassen sich 
die signaturspezifischen Strukturen selbst als Systeme im oben angegebenen Sinn auf-
                                                 
1) Die verhaltensorientierte Charakterisierung von Systemen ist im Besonderen für die Kybernetik von 
Bedeutung. ASHBY bringt den Zusammenhang mit der Aussage: „Er (der Kybernetiker [Anm. d. 
Verf.]) geht grundlegend funktional und behaviouristisch vor.“ (ASHBY (1974), S. 15) zum Aus-
druck.  
2) Die Bezeichnungen Operation und Funktion werden im Folgenden synonym verwendet. Es handelt 
sich dabei stets um rechtseindeutige Relationen. 
3) Vgl. BOSSEL (1994), S. 29; MITTELMANN (1995), S. 14. 
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fassen.1) Der Realitätsausschnitt, der durch die Struktur repräsentiert wird, stellt hierbei 
ein Objektsystem dar. Die Struktur ist in diesem Fall ein Modellsystem.2) 
Darüber hinaus ist die systemtheoretische Konzeptualisierung mit einer objektorientier-
ten Sichtweise vereinbar.3) Dabei ist die objektorientierte Sichtweise dem Prinzip signa-
turspezifischer Strukturen unmittelbar behaftet. Grundsätzlich könnte hierbei der Beg-
riff des Elementes, der bei der Definition von Systemen im Vordergrund steht, durch 
den Begriff des Objektes ersetzt werden. Bei näherer Betrachtung erweist sich der Ob-
jektbegriff jedoch als reichhaltiger als der Elementbegriff. Für Objekte wird gemeinhin 
die Möglichkeit einer inneren Struktur eingeräumt, die in der Regel für Elemente ausge-
schlossen ist. Als Elemente werden in der Systemtheorie atomare Einheiten von Syste-
men verstanden, die keine innere Struktur aufweisen können.4) Objekte können hinge-
gen sowohl atomarer als auch zusammengesetzter Natur sein. Als atomare Objekte wer-
den im Folgenden solche Einheiten verstanden, die keine innere Struktur aufweisen. Sie 
stimmen mit dem üblichen Elementverständnis der Systemtheorie überein. Für komple-
xe Objekte ist eine solche innere Struktur hingegen zulässig. Sie werden als Teilsysteme 
eines Systems konzeptualisiert. Als Grenzfälle von Teilsystemen werden Elemente zu-
gelassen.  
In der vorliegenden Arbeit gehen komplexe Objekte aus der Anwendung von Operatio-
nen auf andere – weniger komplexe – Objekte hervor. Bei den Objekten, auf die Opera-
tionen angewandt werden, kann es sich wiederum um komplexe Objekte handeln, die 
selbst aus der Anwendung einer Operation auf Objekte hervorgegangen sind. Ihre 
Komplexität ist jedoch immer geringer als die Komplexität des Objektes, das mit ihrer 
Hilfe generiert wird, da mit der Anwendung einer Operation auf Objekte eine weitere 
Komplexitätsstufe erreicht wird. Somit steigt mit zunehmend verschachtelter innerer 
Struktur eines Objektes auch dessen Komplexität. Bei der komplexitätsgenerierenden 
Verschachtelung der inneren Struktur komplexer Objekte wird zu ihrer Definition das 
Induktionsprinzip herangezogen. Als Induktionsbasis müssen für die Konstruktion 
komplexer Objekte atomare formale Objekte verwendet werden.  
In einer weiteren Differenzierung können Objekte aus einer tatsächlichen oder gedach-
ten Realität von Objekten unterschieden werden, die lediglich sprachlicher Natur sind 
und in einem formalen Kalkül Verwendung finden. Erstgenannte werden im Folgenden 
als reale Objekte bezeichnet. Zweitgenannte werden als formale Objekte bezeichnet. 
                                                 
1) Vgl. SCHULZE (2001), S. 11 ff. Als signaturspezifische Strukturen werden in der vorliegenden Arbeit 
Strukturen zu konventionellen (vgl. Abschnitt 2.2.1.1.3.1), sortierten (vgl. Abschnitt 2.2.1.2.3.1) und 
ontologischen Signaturen (vgl. Abschnitt 3.1.3.1.1) vorgestellt. Sämtliche Strukturen umfassen je-
weils eine Menge von Elementen und Familien von Relationen. Insofern können sie als Systeme in 
dem hier vorgelegten Verständnis aufgefasst werden. 
2) Zu den Begriffen Objekt- und Modellsystem vgl. FERSTL/SINZ (1998), S. 18.  
3) Vgl. BECKER (1999), S. 76 ff.; ZELEWSKI (1995), Bd. 2, S. 55 ff. 
4) Vgl. BECKER (1999), S. 13.  
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2.1.3 Modelltheoretischer Rahmen 
2.1.3.1 Modellierung 
Zur Handhabung der Komplexität von Systemen werden in der vorliegenden Arbeit 
formale Modelle diskutiert.1) Bei formalen Modellen handelt es sich selbst um (Modell-) 
Systeme. Die Beschäftigung mit Modellen wird dadurch motiviert, dass es sich bei Mo-
dellen um komplexitätsreduzierende Instrumente zur Handhabung von realen oder ge-
dachten Systemen handelt. Um einen terminologischen Bezugsrahmen für die Untersu-
chung von Modellen zu erhalten, wird zunächst die allgemeine Modelltheorie STACHO-
WIAKs herangezogen. Demnach können Modelle anhand dreier Merkmale charakteri-
siert werden:2) 
 Abbildungsmerkmal 
Diesem ersten Merkmal zufolge sind Modelle stets Abbildungen von natürlichen 
oder künstlichen Originalen. Bei den Originalen kann es sich wiederum um Mo-
delle handeln.3)  
 Verkürzungsmerkmal 
In Modellen werden nicht alle Eigenschaften des Originalsystems erfasst, sondern 
nur solche, die für den Modellierungskontext relevant4) sind. Merkmale des Origi-
nals, die im Modell nicht enthalten sind, werden im Rahmen der modellierungs-
spezifischen Präterition fallengelassen.5) Im Gegenzug können Modelle über so 
genannte abundante Merkmale verfügen, die das entsprechende Original nicht 
aufweist. 
 Pragmatisches Merkmal  
Modelle ersetzen ihre Originale für Subjekte innerhalb bestimmter Zeitintervalle 
zu einem bestimmten Zweck.6) Insofern sind Modelle subjekt-, zeit- und zweck-
bezogen. 
Für die allgemeine Modelltheorie STACHOWIAKs ist das Konzept der semantischen Stu-
fen von äußerster Bedeutung.7) Mit dessen Hilfe lassen sich Prozesse der Konstruktion 
                                                 
1) Dabei wird zunächst offen gelassen, ob das Original, das der Modellierung zugrunde liegt, einen Re-
alitätsbezug hat oder sogar die Realität ist. Auf den Realitätsbezug von Modellen wird in den folgen-
den Anmerkungen näher eingegangen. 
2) Vgl. STACHOWIAK (1973), S. 131 ff.  
3) Vgl. STACHOWIAK (1983), S. 118.  
4) Die Relevanz der Eigenschaften steht in unmittelbarem Zusammenhang mit dem pragmatischen 
Merkmal von Modellen, das als Nächstes angesprochen wird; vgl. SCHÜTTE (1998), S. 41; WOLF 
(2001), S. 66. 
5) Vgl. WOLF (2001), S. 65.  
6) Vgl. STACHOWIAK (1973), S. 132 f.; STACHOWIAK (1983), S. 122 ff. 
7) Vgl. STACHOWIAK (1973), S. 196 ff.  
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von Modellen in einem semiotischen Bezugsrahmen systematisch beschreiben. Ein sol-
cher semiotischer Bezugsrahmen wird in der vorliegenden Arbeit mehrfach in Anspruch 
genommen. Beispielsweise erweist sich das Konzept der semantischen Stufen als nütz-
lich, um das Prinzip der denotationalen Interpretation1) von sprachlichen Konstrukten 
in Ontologien – auf das in späteren Abschnitten ausführlich zurückgekommen wird2) – 
zu verdeutlichen. Für diese Zwecke reicht es im Folgenden aus, auf jene Aspekte des 
Konzepts semantischer Stufen einzugehen, die für die vorliegende Arbeit von Relevanz 
sind.3) 
Die nullte oder uneigentliche Stufe enthält Klassen von Taxen. Es handelt sich bei Ta-
xen um „materiell-energetische“ Einheiten, „die Originalkonfigurationen für Perzepti-
onsmodelle [...] liefern“4). Jede Klasse von Taxen konstituiert ein Taxem. Taxeme sind 
atomare Ausdruckseinheiten, mit denen Ausdrücke konstruiert werden können. Die Be-
deutungen der Ausdrücke sind auf dieser Stufe nicht von Relevanz.  
Auf der ersten semantischen Stufe sind die Perzeptionsmodelle und die kogitativen Mo-
delle von Akteuren angesiedelt. In ihrer Gesamtheit entsprechen Perzeptionsmodelle 
und kogitative Modelle den internen Modellen von Akteuren. In den Perzeptionsmodel-
len spiegelt sich die Wahrnehmung des Akteurs bezüglich eines Originals wider. Kogi-
tative Modelle gehen aus der Kombination und Umstrukturierung von Perzeptionsmo-
dellen hervor.  
Interne Modelle von Akteuren sind die Ergebnisse von introvertierten Kognitionsleis-
tungen und sind daher für die Kommunikation mit anderen Akteuren nicht geeignet.5) 
Modelle, die aus der Übertragung interner Modelle in eine kommunizierbare Form her-
vorgehen, sind auf der zweiten semantischen Stufe angesiedelt. Somit sind Modelle auf 
der zweiten Stufe stets Modelle von Originalen der ersten Stufe.6) 
Auf der dritten semantischen Stufe schließlich sind Modelle von Originalen der zweiten 
Stufe enthalten. Gegenstand von Modellen der dritten Stufe sind die Zeichen, die zur 
Konstruktion von Modellen der zweiten Stufe verwendet werden können. Modelle der 
dritten Stufe sind – wie Modelle der zweiten Stufe auch – im Gegensatz zu Modellen 
der ersten Stufe zur Kommunikation zwischen Akteuren geeignet.  
                                                 
1) Die denotationale Interpretation eines sprachlichen Konstrukts ist die Zuordnung eines realweltli-
chen, außersprachlichen Konstrukts; vgl. ZELEWSKI (1995), Bd. 2, S. 350). Die denotationale Seman-
tik eines sprachlichen Konstrukts entspricht diesem realweltlichen Pendant. 
2) Vgl. Abschnitt 3.1.3.2  
3) Zu ähnlich verkürzten Darstellungen des Konzept semantischer Stufen vgl. SCHÜTTE (1998), S. 42 
ff. und WOLF (2001), S. 66 ff. 
4) STACHOWIAK (1983), S. 124.  
5) Vgl. RAPAPORT (2003), S. 403.  
6) Vgl. STACHOWIAK (1983), S. 123.  
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Über die dritte Stufe hinaus kann das Konzept der semantischen Stufen weitergeführt 
werden. Mit den Zeichen der Stufe n mit n>0 werden jeweils Modelle der Stufe n-1 
konstruiert.1) Die Gesamtheit von Zeichen und Regeln für die Konstruktion von Aus-
drücken, konstituiert eine Modellierungssprache.2) 
Auf dem Konzept der semantischen Stufen basierend können Objekt- und Metaspra-
chen voneinander getrennt werden.3) Eine Objektsprache umfasst die Gesamtheit aller 
Zeichen und Regeln, mit denen Objektmodelle konstruiert werden können. Metaspra-
chen umfassen hingegen Zeichen und Konstruktionsregeln für metasprachliche Ausdrü-
cke, die über Objektmodelle getroffen werden können. Insofern sind die Eigenarten ei-
ner Sprache, eine Objekt- oder eine Metasprache zu sein, immer in Bezug zu einer wei-
teren Meta- bzw. Objektsprache gegeben. Weiterführend können über eine Metasprache 
mit Hilfe einer Meta-Metasprache Ausdrücke konstruiert werden. Die rekursive Ver-
schachtelung von Sprachen kann beliebig fortgeführt werden. 
Für die inhaltliche Festlegung, welches Verständnis mit dem Begriff Modell verbunden 
wird, bieten sich unterschiedliche Auffassungen an. Die unterschiedlichen Modell-
begriffe basieren zumeist auf unterschiedlichen wissenschaftstheoretischen Ausrichtun-
gen. In den Wirtschaftswissenschaften ist zumeist der abbildungsorientierte Modellbe-
griff am weitesten verbreitet. Dem abbildungsorientierten Modellbegriff zufolge sind 
Modelle Abbilder einer sowohl objektiv existierenden als auch objektiv erfahrbaren Re-
alität.4) Während es die allgemeine Modelltheorie noch offen lässt, in was für einem 
Verhältnis die betrachteten Originale zur Realität stehen, wird im abbildungsorientierten 
Verständnis für Modelle das Original mit der Realität gleichgesetzt. Dabei wird die Ab-
bildungsbeziehung zwischen der Realität und dem Modell oftmals als isomorphe oder 
als homomorphe Beziehung charakterisiert.5) Die Abbildungsbeziehung lässt sich im 
Fall der Isomorphie als eineindeutige Funktion charakterisieren, durch die eine Struktur-
identität von Modell und Realität bewahrt wird. Eine Isomorphieforderung wird aller-
dings in der Regel auch von Anhängern abbildungsorientierter Modellbegriffe nicht er-
hoben. Das liegt zum einen daran, dass der Begriff der Isomorphie als mathematische 
Funktion zwischen Strukturen definiert ist,6) der sich nicht ohne weiteres auf eine Be-
ziehung zwischen Realität und Modell übertragen lässt. Zum anderen würde mit einer 
isomorphen Modellierung eine „Weltverdoppelung“7) einhergehen, die dem Verkür-
                                                 
1) Vgl. SCHÜTTE (1998), S. 45.  
2) Zu den Beziehung zwischen Modellierungssprachen und Modellen vgl. LEHNER ET AL. (1995), S. 81 
ff.; WOLF (2001), S. 53 ff.  
3) Zur Unterscheidung zwischen Objekt- und Metasprache vgl. STEIMANN (2000), S. 18 f.; 
ROTHMALER (1995), S. 29; WEDEKIND ET AL. (2004A), S. 459 ff. 
4) Vgl. WOLF (2001), S. 52.  
5) Vgl. FERSTL/SINZ (1998), S. 19. 
6) Vgl. EHRIG ET AL. (1999), S. 144; ROTHMALER (1995), S. 21 ff.  
7) ZELEWSKI (1995), Bd. 2, S. 23.  
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zungsmerkmal aller Modelle widerspräche. Auch der Begriff der Homomorphie ist als 
mathematische Funktion definiert.1) Im Kontext abbildungsorientierter Modellbegriffe 
wird der Begriff der Homomorphie im „bildlichen Sinne“2) als eine solche Abbildung 
charakterisiert, durch die die Struktur-Ähnlichkeit von Modell und Realität bewahrt 
wird. 
Dem abbildungsorientierten Modellbegriff zufolge werden die Prozesse zur Konstrukti-
on von Modellen darauf reduziert, die Realität zu erfassen und abzubilden. An den Mo-
dellierer werden somit lediglich die Anforderung für „ein geschultes Auge“, „eine Auf-
nehmungsgabe für die Realität“3) und die Beherrschung der Modellierungssprache ge-
stellt.4) Diese Sichtweise steht allerdings im Widerspruch zu der wissenschaftstheoreti-
schen Basisposition, die für die vorliegende Arbeit vorausgesetzt wurde. Dort wurden 
Auffassungen zurückgewiesen, denen zufolge nicht nur ein ontologischer, sondern auch 
ein epistemologischer Realismus vertreten wird. Während der ontologische Realismus 
für die vorliegende Arbeit vorausgesetzt wurde, wurde der mit dem abbildungsorientier-
ten Modellbegriff einhergehende epistemologische Realismus5) abgelehnt. Daher wird 
der vorliegenden Arbeit der abbildungsorientierte Modellbegriff nicht zugrunde gelegt. 
Für die vorliegende Arbeit wird der konstruktionsorientierte Modellbegriff6) SCHÜTTES 
vorausgesetzt, der auf der Differenzierung zwischen Ontologie – im philosophischen 
Sinne – und Epistemologie basiert. SCHÜTTE folgend kann ein Modell als „das Ergebnis 
einer Konstruktion eines Modellierers, der für Modellnutzer eine Repräsentation eines 
Originals zu einer Zeit als relevant mit Hilfe einer Sprache deklariert“7) definiert wer-
den. Mit der Übernahme des konstruktionsorientierten Modellbegriffs sind für die fol-
genden Ausführungen einige Konsequenzen verbunden. Im Mittelpunkt der Definition 
steht die Konstruktionsleistung eines Modellierers. Dadurch wird explizit auf eine kon-
struktivistische Sichtweise Bezug genommen. Modelle werden keinesfalls als Abbil-
dungen aufgefasst, deren Ähnlichkeit mit der Realität beurteilt werden könnte. Modelle 
                                                 
1) Vgl. EHRIG ET AL. (1999), S. 136 ff.; ROTHMALER (1995), S. 20.  
2) SCHÜTTE (1998), S. 55; ähnlich in ZELEWSKI (1995), Bd. 2, S. 23 („metaphorisch“). 
3) DRESBACH (1999), S. 74.  
4) Vgl. SCHÜTTE (1998), S. 48.  
5) Dass der epistemologische Realismus mit dem abbildungsorientierten Modellbegriff einhergeht, er-
gibt sich daraus, dass die Prüfbarkeit der Abbildungsbeziehung unterstellt wird. Würde von einer 
subjektabhängigen Erfahrbarkeit der Realität ausgegangen werden, könnte die Abbildungsbeziehung 
zwischen Modell und Realität auch nicht überprüft werden; vgl. SCHÜTTE (1998), S. 56 f.; ZELEWSKI 
(1995), Bd. 2, S. 23. Insofern muss jeder abbildungsorientierte Modellbegriff auch mit der Annahme 
einer subjektunabhängigen Erfahrbarkeit der Realität, also mit der Position des epistemologischen 
Realismus, einhergehen. 
6) Zu konstruktionsorientierten Modellbegriffen vgl. SCHÜTTE (1998), S. 59 ff.; SCHULZE (2001), S. 19 
ff.; WOLF (2001), S. 74 ff.  
7) SCHÜTTE (1998), S. 59.  
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repräsentieren vielmehr die Wahrnehmung eines Akteurs bezüglich einer Realität. Inso-
fern weisen Modelle stets eine subjektive Komponente auf. Jedes Modell ist darauf be-
zogen, wie der modellierende Akteur den modellierten Realitätsausschnitt wahrgenom-
men hat. 
Die Konstruktion von Modellen erfolgt stets unter Rückgriff auf eine Sprache als In-
strument der Modellierung. Damit der Modellierer seine Wahrnehmungen bezüglich ei-
nes Realitätsausschnitts gegenüber anderen kommunizieren kann, muss er sich einer 
Sprache bedienen, die auch von den Adressaten verstanden wird. Dies entspricht dem 
Übergang von der ersten zur zweiten semantischen Stufe. 
Werden zur Modellierung nur sprachliche Ausdrucksmittel verwendet, die in einer On-
tologie spezifiziert sind, handelt es sich um ein ontologiegestütztes Modell. Ein ontolo-
giegestütztes Modell setzt sich aus einer Ontologie und Fakten zusammen. Jedes Fak-
tum ist eine wahrheitsdefinite Formel, mit der über einen Realitätsausschnit eine Aussa-
ge getroffen wird. Jedes Faktum wird mit den sprachlichen Ausdrucksmitteln aus der 
Ontologie konstruiert. Insofern stellen Ontologien u.a. einen Vorrat an Ausdrucksmit-
teln zur Verfügung, anhand derer Modelle der zweiten Stufe konstruiert werden können. 
Die Funktionalität von Ontologien ist jedoch nicht darauf beschränkt, lediglich einen 
syntaktischen Zeichenvorrat zur Verfügung zu stellen. Auch die Bedeutung ontologie-
gestützter Modelle ist eindeutig. Dies wird durch die formal festgelegte Bedeutung der 
sprachlichen Ausdrucksmittel gewährleistet. Die Bedeutungen der sprachlichen Aus-
drucksmittel, die für die Modellierung verwendet werden, sind somit nicht missver-
ständlich. Darüber hinaus verfügen Ontologien über metasprachliche Ausdrucksmittel, 
anhand derer die Bedeutungen der sprachlichen Ausdrucksmittel auch natürlichsprach-
lich ausgedrückt werden können. 
2.1.3.2 Anforderungen an das Modellierungskonzept 
2.1.3.2.1 Überblick über den Anforderungskatalog 
Um die Eignung des integrativen Modellierungskonzepts beurteilen zu können, wird ein 
Anforderungskatalog vorgestellt. Der Anforderungskatalog umfasst Anforderungen1) an 
Ansätze zur Erweiterung von Ontologie-Sprachen um dynamische Aspekte. Er wird zu 
einer späteren Evaluation des integrativen Modellierungskonzepts herangezogen. Dazu 
umfasst der Anforderungskatalog sowohl generische Anforderungen, die für Modellie-
rungskonzepte im Allgemeinen gelten, als auch Anforderungen, die sich aus dem spe-
ziellen Umstand der Modellierung kooperativer Informationssysteme ergeben.  
Entsprechend der Zielsetzung der vorliegenden Arbeit, Ontologien in ein ganzheitliches 
Modellierungskonzept einzubinden, durch das sowohl statische als auch dynamische 
Aspekte berücksichtigt werden können, werden zwei Anforderungskataloge vorgestellt. 
Von dem ersten Anforderungskatalog werden Anforderungen zur Beurteilung der Güte 
                                                 
1) Die Begriffe Anforderung und Kriterium werden im Folgenden synonym verwendet. 
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des integrativen Modellierungskonzepts bezüglich der Modellierbarkeit statischer Phä-
nomene umfasst. Die Ausdrucksmöglichkeiten des integrativen Modellierungskonzepts 
werden durch die Beurteilung seiner statischen Modellierungsfähigkeit bestimmt.1) 
Zur Modellierung der statischen Aspekte werden für das integrative Modellierungskon-
zept Ontologien vorausgesetzt. Entsprechend kann die statische Ausdrucksmächtigkeit 
des Modellierungskonzepts mit der Ausdrucksmächtigkeit der Ontologie-Sprache 
gleichgesetzt werden, die vorausgesetzt wird. Um die relative Vorteilhaftigkeit des inte-
grativen Modellierungskonzepts bestimmen zu können, wird einerseits der Anforde-
rungsteilkatalog für die statische Modellierungsfähigkeit im Rahmen der späteren Eva-
luation zusätzlich auf alternative Ontologie-Sprachen angewandt. Zudem wird eine Re-
ferenzontologie in sämtlichen vorgestellten Ontologie-Sprachen rekonstruiert. Dazu 
wird die Referenzontologie in der eigens entwickelten Ontologie-Sprache konstruiert, 
um sie im Anschluss in den alternativen Ontologie-Sprachen zu rekonstruieren.2) 
Analog zur Beurteilung seiner statischen Modellierungsfähigkeit wird die Ausdrucks-
mächtigkeit des Modellierungskonzepts bezüglich dynamischer Phänomene durch die 
Beurteilung seiner dynamischen Modellierungsfähigkeit bestimmt. Im Gegensatz zur 
Beurteilung der statischen Modellierungsfähigkeit erfolgt jedoch hinsichtlich der Beur-
teilung der dynamischen Modellierungsfähigkeit keine konzeptexogene Evaluation. In 
die Beurteilung der dynamischen Modellierungsfähigkeit werden nämlich keine Alter-
nativen einbezogen, mit denen Ontologie-Sprachen um dynamische Aspekte angerei-
chert werden könnten. Insofern handelt es sich bei der Beurteilung der dynamischen 
Modellierungsfähigkeit um eine konzeptendogene Evaluation.3) 
                                                 
1) Es wird ausdrücklich darauf hingewiesen, dass der Begriff „Modellierungsfähigkeit“ nicht auf die 
Konstruktion von Ontologien bezogen ist, sondern auf die Konstruktion von Modellen mit Hilfe von 
Ontologien. Solche Modelle wurden bereits als ontologiegestützte Modelle vorgestellt. 
2) Der Verfasser ist sich bewusst, dass eine solche sequentielle Rekonstruktion der Referenzontologie 
nicht dazu ausreichen kann, die Ausdrucksmächtigkeit aller Ontologie-Sprachen bewerten zu kön-
nen, da sich in diesem Fall nur solche Ausdrucksmöglichkeiten der alternativen Ontologie-Sprachen 
demonstrieren lassen, die bereits bei der initialen Konstruktion der Referenzontologie ausgeschöpft 
wurden. 
3) Die Beschränkung auf eine konzeptendogene Evaluation erfolgt vornehmlich aus zwei Gründen. 
Zum einen wird auf einen Vergleich des Ansatzes mit alternativen Modellierungskonzepten verzich-
tet, da möglicherweise unterschiedliche Zwecksetzungen vorliegen könnten. Die Zwecksetzung des 
integrativen Modellierungskonzepts ist darauf beschränkt, Zustandsübergänge in Modellen koopera-
tiver Informationssysteme beschreiben zu können, die ontologiebasiert konstruiert wurden. Unter-
schiedliche Zwecksetzungen alternativer Konzepte könnten zu einer „Verzerrung“ der Evaluation 
führen. Zum anderen sind dem Verfasser bislang keine Arbeiten bekannt, in denen die Einbettung 
von Ontologien in ein integratives Modellierungskonzept, das auch dynamische Phänomene zu er-
fassen in der Lage ist, behandelt würde.  
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2.1.3.2.2 Anforderungskatalog für die 
statische Modellierungsfähigkeit 
Die statische Modellierungsfähigkeit des Modellierungskonzepts wird anhand von An-
forderungen beurteilt, anhand derer die Ausdrucksmächtigkeit einer Ontologie-Sprache 
beurteilt werden kann. Dabei wird die Ausdrucksmächtigkeit anhand derjenigen meta-
sprachlichen Ausdrucksmittel bemessen, über die eine Ontologie-Sprache verfügt und 
mittels derer Ausdrücke über objektsprachliche Ausdrucksmittel konstruiert werden 
können.  
Bisweilen wurden bereits mehrere Kataloge von Anforderungen vorgestellt, die für die 
Beurteilung der Ausdrucksmächtigkeiten von Ontologie-Sprachen in Frage kommen.1) 
Der folgende Anforderungskatalog stellt einerseits ein Exzerpt aus diesen Arbeiten dar. 
Andererseits umfasst der Katalog auch solche Anforderungen, die bislang keine Be-
rücksichtigung gefunden haben.  
Der Anforderungskatalog kann – den Bestandteilen von Ontologien entsprechend – in 
drei Teilkataloge aufgeteilt werden. Bei den hinreichenden Komponenten handelt es 
sich um Konzepte, Relationen und Regeln.2) Im ersten Teilkatalog sind solche Anforde-
rungen enthalten, die die Spezifikationsmittel der Ontologie-Sprachen für Konzepte 
betreffen. Im zweiten Teilkatalog sind Anforderungen enthalten, mit denen die Spezifi-
kationsmittel für Relationen, mit denen einzelne Beziehungen zwischen Instanzen von 
Konzepten ausgedrückt werden können, untersucht werden können. Anhand des dritten 
Teilkatalogs können schließlich Mittel zur Spezifikation regelartiger Zusammenhänge 
untersucht werden.  
  Taxonomie 
Bei der ersten Anforderung handelt es sich darum, ob Konzepte in der jeweiligen Spra-
che zueinander in eine taxonomische Beziehung gesetzt werden können. Die jeweilige 
Sprache erlaubt genau dann die Spezifikation von taxonomischen Beziehungen zwi-
schen Konzepten, wenn Konzepte als Subkonzepte anderer Konzepte ausgezeichnet 
werden können. Dabei wird ein erstes Konzept genau dann als Subkonzept eines zweiten 
                                                 
1) Vgl. CORCHO/GOMEZ-PEREZ (2000), S. 81 ff.; GOMEZ-PEREZ ET AL. (2004), S. 199 ff.; 
STUCKENSCHMIDT (2003), S. 33 ff. Vgl. darüber hinaus FENSEL (2000), S. 111 ff. für einen unstruk-
turierten Vergleich von Ontologie-Sprachen. Für einen allgemeiner Rahmen zur Evaluation von 
Sprachen zur konzeptionellen Modellierung vgl. PATIG (2004), S. 97 ff. 
2) Vgl. GRUBER (1993), S. 199; SURE (2003), S. 22 f.  
2 Rahmenwerk für das integrative Modellierungskonzept 51 
 
Konzepts verstanden, wenn die Extension1) des zweiten Konzepts alle Objekte aus der 
Extension des ersten Konzepts immer umfassen muss. 
Konzept-Taxonomien werden aufgrund ihrer Bedeutung für Ontologien des Öfteren 
auch als das „Rückgrat“ einer Ontologie bezeichnet.2) Diese Bedeutung von Taxono-
mien für Ontologien hat unterschiedliche Gründe. Beispielsweise ist die Unterordnung 
von Strukturierungseinheiten ein Verfahren, das von nahezu allen Modellierungsansät-
zen unterstützt wird. Sowohl von traditionellen Sprachen zur konzeptionellen Modellie-
rung, wie z.B. der Entity-Relationship-Modellierung3), als auch von aktuell diskutierten 
Sprachen, wie z.B. der Unified Modeling Language4) (UML), werden Ausdrucksmittel 
zur Verfügung gestellt, um die jeweils verwendeten Strukturierungseinheiten zueinan-
der in taxonomische Beziehungen setzen zu können. Aus Gründen der Anschlussfähig-
keit der ontologiegestützten Modellierung an Methoden zur konzeptionellen Modellie-
rung ist die Spezifizierbarkeit von Konzept-Taxonomien durch Ontologie-Sprachen 
wünschenswert. Darüber hinaus ist die Generalisierung bzw. Spezialisierung von Struk-
turierungseinheiten ein Instrument der Komplexitätsreduktion.5) Zum einen wird bei der 
Generalisierung von Modellierungseinheiten bei einer zweckorientierten Analyse der 
Modelle eine Reduktion auf zweckrelevante Aspekte berücksichtigt. Zum anderen wird 
bei der Spezialisierung die für eine zweckrelevante Analyse zu grobe Modellsicht um 
verfeinerte Aspekte bereichert.6) Der Verfeinerung der Modellsicht erfolgt durch die 
Definition von Eigenschaften, die für hierarchisch übergelagerte Strukturierungseinhei-
ten nicht definiert sind. 
Wenn eine Sprache die Spezifikation taxonomischer Beziehungen zwischen Konzepten 
unterstützt, sollte sie Ausdrucksmöglichkeiten, die für ein Konzept festgelegt wurden, 
                                                 
1) Die Extension eines Konzepts ist dieMenge der Objekte, die dem Konzept zwecks formaler Interpre-
tation zugeordnet werden. Die einzelnen Objekte, die in der Extension eines Konzepts enthalten 
sind, werden als dessen Instanzen bezeichnet. Beide Begriffe werden in Abschnitt 3.1.3 auch formal 
präzisiert. Zudem wird in der vorliegenden Arbeit der Begriff der Extension in einem weiter gefass-
ten Verständnis aufgefasst. Als Instanzen eines Konzepts werden nämlich nicht nur einzelne Objek-
te, sondern auch Mengen von Objekten zugelassen. Konzepte, deren Instanzen Mengen von Objek-
ten sind, werden als mengenwertige Konzepte vorgestellt. 
2) Vgl. MÄDCHE ET AL. (2000), S. 131. Zur Bedeutung von Konzept-Taxonomien für Ontologien vgl. 
JONES/PATON (1999), S. 99 ff.; GUARINO (1999), S. 222 ff. u.a. mit der Anmerkung: „All Ontologies 
are centered on a taxonomy, based on a partial ordering relation named in various ways.“ (GUARINO 
(1999), S. 222 [kursive Hervorhebung durch den Verfasser]). 
3) Vgl. RAUH/STICKEL (1997), S. 38 ff.; VOSSEN (1994), S. 54 f.  
4) Vgl. FOWLER (2004), S. 45 f.  
5) Vgl. BERGAMASCHI/SARTORI (1992), S. 386. Für eine kognitionswissenschaftliche Perspektive auf 
die taxonomische Verfeinerung sprachlicher Ausdrucksmittel zu Zwecken der Komplexitätsredukti-
on vgl. LÖBNER (2003), S. 272 ff. Vgl. darüber hinaus KASCHEK (2004), S. 75 ff. zum reduktionisti-
schen Charakter von Abstraktionen. 
6) Vgl. FRANK (2003), S. 14.  
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für dessen Subkonzepte auch zulassen.1) Hierunter fällt insbesondere die Vererbung von 
Relationen, anhand derer Instanzen des Konzepts zueinander in Beziehung gesetzt wer-
den können. Beispielsweise sollte die Relation arbeitet_mit, mit der zwei Instanzen des 
Konzepts Mitarbeiter miteinander verknüpft werden können, auch alle Instanzen der 
Subkonzepte wissenschaftlicher_Mitarbeiter und administrativer_Mitarbeiter aufneh-
men können. 
  Inkompatibilität 
Wenn zu einem Konzept mehrere Subkonzepte angegeben werden, bleibt hiermit zu-
nächst ungeklärt, in welcher Beziehung die Subkonzepte zueinander stehen.2) Von allen 
denkbaren metasprachlichen Relationen, die zwischen Konzepten vorliegen können, 
sind insbesondere die Inkompatibilität und die Äquivalenz von Konzepten von Interesse. 
Während mit der Inkompatibilität der Ausschluss von Objekten aus der Extension des 
einen Konzepts eingefordert wird, wenn es bereits in der Extension des damit inkompa-
tiblen Konzepts enthalten ist, wird mit der Äquivalenz die Gleichheit der Extensionen 
zweier Konzepte eingefordert. 
Mit der Anforderung nach Spezifizierbarkeit von Inkompatibilitäten kann dazu Stellung 
genommen werden, ob die Sprache es erlaubt, solche Konzeptpaare auszuzeichnen, bei 
denen die Extensionen der beiden Konzepte sich nicht überlappen dürfen. Die Inkompa-
tibilität von Konzepten wird zumeist implizit angenommen. Beispielsweise kann auf die 
Inkompatibilität der Konzepte Mensch und Computer geschlossen werden, ohne dass 
dies explizit ausgezeichnet werden müsste. In Fällen allerdings, in denen auf die In-
kompatibilität nur mit domänenspezifischem Wissen geschlossen werden kann, emp-
fiehlt sich ihre explizite Spezifikation.  
  Äquivalenz 
Der Inkompatibilität von Konzepten ist die Äquivalenz von Konzepten entgegengesetzt. 
Hinsichtlich dieses Kriteriums wird untersucht, ob die jeweilige Sprache Mittel zur Ver-
fügung stellt, mit denen ausgedrückt werden kann, dass die Extensionen zweier Kon-
zepte immer gleich sein müssen.3)  
Obwohl Ausdrucksmöglichkeiten für die Äquivalenz von Strukturierungseinheiten von 
Sprachen zur konzeptionellen Modellierung vermehrt eingefordert werden,4) sind die 
bislang beispielhaft aufgeführten Äquivalenzen auf „konstruierte Domänen“ beschränkt. 
Beispielsweise ist die Äquivalenz der Konzepte gleichwinkliges_Dreieck und gleichsei-
tiges_ Dreieck damit begründet, dass sie in ihren Extensionen immer die gleichen Ob-
jekte umfassen, obwohl sie jeweils einen unterschiedlichen „Sinn“ haben. Über solche 
                                                 
1) Vgl. STEIMANN (2000), S. 32 f. 
2) Vgl. KHAN ET AL. (2004), S. 74.  
3) Vgl. BAADER/NUTT (2002), S. 52.  
4) Vgl. ORTNER (1997), S. 31 f.  
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Äquivalenzen hinaus, die sich aus einer inhaltlichen Kongruenzbeziehung der Merkma-
le von Konzepten ableiten, können auch Äquivalenzen aufgrund domänenspezifischer 
Umstände vorliegen. Wenn beispielsweise die Extensionen der beiden Konzepte Aufga-
ben_Abteilung_A und Aufgaben_Mitarbeiter_4711 derart miteinander verknüpft sind, 
dass jede Aufgabe, die der Abteilung A zugeordnet wird, automatisch auch eine Aufga-
be des Mitarbeiters 4711 ist, und zudem der entsprechende Mitarbeiter keine darüber 
hinaus gehenden Aufgaben zugewiesen bekommt, können die beiden Konzepte als mit-
einander äquivalent ausgezeichnet werden. 
  Meta-Konzepte 
In Ontologien sind objektsprachliche Konstrukte enthalten, deren Eigenschaften mittels 
metasprachlicher Ausdrucksmittel spezifiziert werden. Die Eigenschaften von Konzep-
ten können ausgedrückt werden, indem auf Meta-Konzepte1) zurückgegriffen wird. Es 
handelt sich hierbei um (metasprachliche) Konzepte, deren Extensionen (objektsprach-
liche) Konzepte enthalten.2) Es wird dabei angenommen, dass alle Instanzen eines Meta-
Konzepts gemeinsame Merkmale aufweisen, die spezifisch für das Meta-Konzept for-
muliert sind. 
Mit der Zusammenfassung von objektsprachlichen Konzepten in den Extensionen von 
Meta-Konzepten können Erstgenannte klassifiziert3) werden. Dies kann für unterschied-
liche Anwendungen von Interesse sein. Eine solche Klassifikation von Konzepten 
kommt beispielsweise der Integrierbarkeit der konstruierten Ontologien in Program-
miersprachen zu Gute. Insbesondere objektorientierte Programmiersprachen verfügen 
über Klassenprinzipien, mit denen sich Ontologien eher vereinbaren lassen, wenn sie in 
einer Sprache spezifiziert wurden, die unterschiedliche Abstraktionsebenen zulässt. 
                                                 
1) Vgl. GROSSO ET AL. (1997), S. 3 f.; WELTY/FERRUCCI (1999), S. 25 ff.; STEIMANN (2000), S. 26 
(„Metatypen“). 
2) Die Beziehungen von metasprachlichen Konzepten zu objektsprachlichen Konzepten weisen Analo-
gien zu den Beziehungen objektsprachlicher Konzepte zu ihren Instanzen auf. Mit beiden Bezie-
hungsarten werden die „Instanz-von“-Beziehungen zwischen jeweils sprachlichen Konstrukten aus-
gedrückt, wodurch stets ein Wechsel der Abstraktionsebene stattfindet. Weil taxonomische Bezie-
hungen zwischen Konzepten (und nicht zwischen Konzepten und deren Instanzen) definiert sind, ist 
es unzulässig, Meta-Konzepte in einer Ontologie mittels einer taxonomischen Beziehungsart mit ob-
jektsprachlichen Konzepten in ein Verhältnis zu setzen; vgl. GUARINO/ WELTY(2002), S. 64; 
WELTY/FERRUCCI (1999), S. 27 f. Hierdurch könnte z.B. fälschlicherweise darauf geschlossen wer-
den, dass eine Instanz eines objektsprachlichen Konzepts auch eine Instanz des metasprachlichen 
Konzepts sei, dem das erstgenannte Konzept in einer taxonomischen Beziehung untergeordnet ist. 
3) Der Begriff Klassifikation wird hier im Sinne einer metasprachlichen Gruppierung von objektsprach-
lichen Konzepten verwendet. Die übliche Verwendung der Bezeichnung Klassifikation ist zumeist 
an der objektsprachlichen Gruppierung von Objekten ausgerichtet. Dabei werden in der Regel solche 
Objekte, die ein spezifisches Merkmal erfüllen, von einer Klasse umfasst. Zur Bedeutung der objekt-
sprachlichen Klassifikation im Rahmen der konzeptionellen Modellierung vgl. BOMAN ET AL. 
(1997), S. 39 ff.; FRANK/VAN LAAK (2003), S. 35 ff. Vgl. darüber hinaus PRASSE (2002), S. 388 f. 
zum Begriff Metaklasse, der analog zu dem hier eingeführten Begriff Meta-Konzept verwendet wird. 
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Darüber hinaus kann die Klassifizierbarkeit von Ontologien auch für die Versionierung 
von Ontologien von Interesse sein. Beispielsweise kann es vorkommen, dass bestimmte 
Konzepte in neueren Versionen einer Ontologie nicht mehr benötigt werden. Anstatt die 
Konzepte ganz zu löschen, kann mittels Meta-Konzepten die Aktualität von Konzepten 
ausgezeichnet werden. Beispielsweise könnte ein Meta-Konzept aktuelle_Konzepte alle 
objektsprachlichen Konzepte umfassen, die in der aktuellen Version der Ontologie ent-
halten sind. Demgegenüber könnte das Meta-Konzept veraltete_Konzepte alle Konzepte 
umfassen, die zwar in früheren Versionen der Ontologie enthalten waren, allerdings in 
der aktuellen nicht mehr benötigt werden. 
Schließlich sind Meta-Konzepte von besonderem Interesse für die Beurteilung der Güte 
einer Ontologie. Ein ausgereiftes formales Instrumentarium zur Beurteilung der Güte 
einer Ontologie auf der Basis von Meta-Konzepten wurde von GUARINO/WELTY vorge-
stellt.1) Ihr Ansatz basiert darauf, solche Meta-Konzepte zu spezifizieren, deren Eigen-
schaften insbesondere bei der Konstruktion der Konzept-Taxonomie zu berücksichtigen 
sind. 
  Konzept-Attribute 
Mit der Spezifizierbarkeit von Meta-Konzepten verwandt ist die Anforderung nach der 
Spezifizierbarkeit von Konzept-Attributen. Mit dieser Anforderung werden Möglichkei-
ten zur Definition von Attributen2) und zugehörigen Attributswerten für Konzepte er-
fasst. Dabei wird ein Verständnis für Attribute unterstellt, das Attributswerte als Bezie-
hungen von Konzepten untereinander ausdrückt.3) 
Als Konzept-Attribute kommen alle metasprachlichen Relationen in Frage, mittels derer 
objektsprachliche Konzepte miteinander verknüpft werden können. Insofern sind die be-
reits angesprochenen Relationen zur Spezifikation von Taxonomien, Inkompatibilitäten 
oder Äquivalenzen von Konzepten auch als Konzept-Attribute zu interpretieren. Dar-
über hinaus unterstützt eine Ontologie-Sprache genau dann Konzept-Attribute, wenn sie 
die Spezifikation beliebiger metasprachlicher Relationen zwischen Konzepten erlaubt. 
Von besonderem Interesse könnten beispielsweise solche Konzept-Attribute sein, mit 
                                                 
1) Vgl. GUARINO/WELTY (2004), S. 151 ff.; GUARINO/WELTY (2002), S. 61 ff.; GUARINO/WELTY 
(2000), S. 99 ff.; WELTY/GUARINO (2001), S. 53 ff.; TAMMA/BENCH-CAPON (2002), S. 43 f. u. 52 ff. 
2) Es wurde bereits in Fn. 2 auf S. 40 darauf hingewiesen, dass der systemtheoretische Rahmen der vor-
liegenden Arbeit auch Attribute erfasst. Attribute werden dort als Relationen zwischen den Elemen-
ten eines Systems eingeführt. Ein Attributswert lässt sich entsprechend hierzu als Beziehung eines 
Elements zu einem anderen Element ausdrücken. Attributswerte für Konzepte lassen sich somit als 
Beziehungen der Konzepte zu anderen Konzepten formulieren. 
3) Formal lässt sich das Ausdrücken einer Eigenschaft durch ein Konzept-Attribut als zweistellige Re-
lation definieren. In ihrem ersten Argument nimmt eine solche Relation Konzepte auf, deren Bezie-
hungen zu Konzepten an der zweiten Argumentstelle ausgedrückt werden. Im Gegensatz hierzu wer-
den mit Meta-Konzepten keine Beziehungen zwischen Konzepten ausgedrückt. Die Eigenschaft, die 
es auszudrücken gilt, ist in einem Meta-Konzept bereits „enthalten“. 
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denen in der Ontologie Informationen dazu abgelegt werden können, wann und von 
wem ein Konzept in die Ontologie aufgenommen wurde. Dadurch würde eine zu Meta-
Konzepten komplementäre Vorgehensweise der Versionierung von Ontologien unter-
stützt werden. 
  Mengenwertige Konzepte 
Eine Konzeptualisierung umfasst Konzepte, Relationen zwischen Konzepten und Re-
geln, die für die Extensionen der Konzepte und Relationen zu gelten haben. Dabei kön-
nen die Extensionen von Konzepten entweder skalare Objekte oder Mengen von Objek-
ten als Instanzen umfassen. Als mengenwertige Konzepte werden solche Konzepte ver-
standen, deren Instanzen Mengen von Objekten sind. Es kann sich hierbei um die leere 
Menge „∅“, um eine einelementige Menge {x} oder auch um eine Menge {x1,...,xn} im 
„herkömmlichen Sinn“ handeln. Beispielsweise würde das einwertige Konzept Mensch 
in seiner Extension einzelne Menschen aufweisen. Das mengenwertige Konzept Men-
schengruppe würde hingegen in seiner Extension Mengen von Menschen aufweisen. 
Mengenwertige Konzepte können dann von Interesse sein, wenn Mengen von Objekten 
nicht nur in ihrer reifizierten Form zugelassen werden sollen.1) Eine solche „Verdingli-
chung“ von Sachverhalten läuft der natürlichen Konzeptualisierung zuwider. In der Re-
gel sind Reifikationen dann notwendig, wenn die zugrunde gelegte Ontologie-Sprache 
nicht genügend Ausdrucksmöglichkeiten zur Verfügung stellt, um Mengen von Objek-
ten als Instanzen eines Konzepts zuzulassen. 
  Konzept-Bezeichnungen 
Bei Konzepten aus der Ontologie handelt es sich um sprachliche Konstrukte, mit denen 
Akteure ihre Wahrnehmungen strukturieren können. Konzepte sind somit stets an eine 
bestimmte Sprache gebunden. Wünschenswert ist allerdings, dass eine Ontologie in 
mehreren Sprachen wiederverwendet werden kann. Die Wiederverwendbarkeit von On-
tologien in mehreren Sprachen kann dadurch begünstigt werden, dass Konzept-
Bezeichnungen zugelassen werden. Es handelt sich hierbei um metasprachliche Zei-
chenketten, die Konzepten als ihre natürlichsprachlichen Bezeichner zugeordnet werden 
                                                 
1) Diskrete Mengen von Objekten können in ihrer reifizierten Form ausgedrückt werden, indem für je-
de Menge ein Objekt spezifiziert wird, das mit einer objektsprachlichen Beziehungsart ( z.B. 
„hat_Element“) mit allen Elementen der Menge verbunden wird. Beispielsweise kann eine Menge 
X={x1,...,xn} durch den Ausdruck Menge(X) und n Beziehungen der Art 
hat_Element(X,x1),...,hat_Element(X,xn) ausgedrückt werden. Beispielhaft wird eine solche Reifika-
tion mit Hilfe der Ontologie-Sprache F-Logic in Abschnitt 5.1.1.3 vorgestellt. 
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können. Darüber hinaus können mit den natürlichsprachlichen Bezeichnern synonyme 
und homonyme1) Zeichenketten aufgedeckt werden. 
Wenn eine Ontologie-Sprache solche metasprachlichen Bezeichnungen für Konzepte 
zulässt, sollte sie auch Auszeichnungsmöglichkeiten für die Zeichenketten vorsehen, 
damit klar wird, in welcher Sprache die jeweilige Zeichenkette ein Bezeichner von ei-
nem Konzept ist. Das heißt, dass bei der Zuordnung einer Zeichenkette als metasprach-
licher Bezeichner eines Konzepts mit angegeben werden kann, in welcher natürlichen 
Sprache der Bezeichner gültig ist. Analog zu der Aufdeckung von Synonymien und 
Homonymien in einer Sprache kann hierdurch die Übersetzung eines Konzept-
Bezeichners aus einer Sprache in eine andere Sprache vereinfacht werden. Derartige 
Ausdrucksmöglichkeiten sind für Ontologien insbesondere im Umfeld des Natural Lan-
guage Processings2) von Interesse. 
  Konzept-Definitionen 
Die Anforderung bezüglich der Spezifizierbarkeit von Konzept-Definitionen ist darauf 
bezogen, ob es die jeweilige Ontologie-Sprache erlaubt, die informale Semantik von 
Konzepten natürlichsprachlich zu formulieren.3) Im Gegensatz zur konventionellen prä-
dikatenlogischen Wissensrepräsentation kann den sprachlichen Ausdrucksmitteln, die 
bei der ontologiegestützten Wissensrepräsentation verwendet werden, über ihre formale 
Semantik hinaus auch noch eine informale Semantik zugeordnet werden. Die informale 
Semantik eines formalsprachlichen Ausdrucksmittels wird durch natürlichsprachliche 
Zeichenketten ausgedrückt, die ihm zugeordnet sind. Dadurch wird der „Sinn“ eines 
Konzepts zwar nicht formal spezifiziert, jedoch informal beschrieben. 
Die formale Semantik objektsprachlicher Ausdrucksmittel entspricht der Menge forma-
ler Konstrukte, die in der Extension des Ausdrucksmittels enthalten sind. So werden 
Konzepte durch die Mengen von Objekten formal interpretiert, die ihnen zugeordnet 
sind. Wenn die Extension eines Konzepts keine Objekte umfasst, wird das Konzept 
durch die leere Menge „∅“ formal interpretiert. Dadurch werden allerdings voneinander 
unterschiedliche Konzepte, die jeweils leere Extensionen haben, formal gleich interpre-
tiert. Beispielsweise würden die beiden Konzepte Einhorn und deutsche_Bundes-
präsidentin formal gleich interpretiert werden. 
                                                 
1) Synonymie entspricht im allgemeinen Fall dem Umstand, in dem einer Entität mehrere Zeichenket-
ten zugeordnet sind. Homonymie entspricht dem umgekehrten Fall, in dem mehreren Entitäten eine 
Zeichenkette zugeordnet ist. Bei den Entitäten, denen in einer Ontologie Zeichenketten zugeordnet 
werden, handelt es sich um Konzepte. Konzepte selbst sind (formal-)sprachliche Konstrukte. Inso-
fern werden in Ontologien (formal-)sprachlichen Konstrukten (natürlich-)sprachliche Konstrukte als 
Bezeichner zugeordnet. Auf diesen Sachverhalt wird in Abschnitt 3.1.3.2.2.3 näher eingegangen.  
2) Zum Natural Language Processing vgl. CARSTENSEN ET AL. (2001), S. 10 ff. 
3)  Vgl. GRUBER (1993), S. 199 („In such an ontology, definitions associate the names of entities [...] 
with human-readable text describing what the names are meant to denote ...“). 
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Dadurch, dass in Ontologien neben der Spezifikation der formalen auch die Spezifikati-
on der informalen Semantik grundsätzlich möglich ist, können Konzepte, deren Exten-
sionen gleich sind, voneinander unterschieden werden. Darüber hinaus ist eine solche 
informale Semantik an menschliche Benutzer ontologiegestützter Modelle gerichtet, die 
die Bedeutung von Konzepten auch anhand ihrer natürlichsprachlichen Definitionen er-
fassen können.  
Für die Zuordnung natürlichsprachlicher Zeichenketten als Definitionen von Konzepten 
gelten analog die Ausführungen bezüglich der Zuordnung natürlichsprachlicher Zei-
chenketten als Bezeichnungen. Eine Ontologie-Sprache sollte demnach die sprachspezi-
fische Zuordnung von Konzept-Definitionen ermöglichen. Damit können für ein Kon-
zept mehrere Zeichenketten als Definitionen des Konzepts in unterschiedlichen natürli-
chen Sprachen angegeben werden. 
  Typisierung von Relationen 
Bezüglich dieser Anforderung wird untersucht, ob eine Ontologie-Sprache es erlaubt, 
Relationen zu typisieren. Als Typisierung einer Relation wird die Auszeichnung ihrer 
Argumentstellen mit Konzepten bezeichnet. Eine Relation ist in einer Ontologie-
Sprache dann typisierbar, wenn für jede ihrer Argumentstellen angegeben werden kann, 
zu welchen Konzepten Objekte gehören müssen, damit zwischen ihnen eine Beziehung 
entsprechend der Relation vorliegen kann.1) 
Die Typisierung von Relationen entspricht metasprachlichen Integritätsbedingungen. 
Durch die Typisierung einer Relation wird nämlich festegelegt, ob eine Zeichenkette als 
„sinnvoller“ Ausdruck zugelassen ist. Beziehungen zwischen Objekten dürfen demnach 
nur spezifiziert werden, wenn die entsprechende Relation über den jeweiligen Objekt-
mengen definiert ist. Als Ausdrücke werden solche Zeichenketten ausgeschlossen, die 
nicht aus der typgerechten Anwendung einer Relation hervorgehen. 
                                                 
1) Somit wird für die Typisierbarkeit von Relationen die Zurechenbarkeit von Objekten zu Konzepten 
vorausgesetzt. Damit eine Beziehung zwischen Objekten entsprechend einer Relation zulässig ist, 
müssen die Objekte jeweils Instanzen derjenigen Konzepte sein, mit denen die Relation an entspre-
chender Stelle typisiert ist.  
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  Relationen-Ordnung 
Mit dem zweiten Kriterium Ordnung von Relationen kann dazu Stellung genommen 
werden, ob es eine Ontologie-Sprache erlaubt, Unter- und Überordnungsbeziehungen 
zwischen Relationen auszudrücken.1) Dabei ist eine erste Relation einer zweiten Relati-
on genau dann untergeordnet, wenn eine Beziehung zwischen Objekten aus der ersten 
Relation auch immer eine Beziehung zwischen den gleichen Objekten aus der zweiten 
Relation ist. 
Die Spezifikation von Relations-Ordnungen ist ein Baustein der ontologiegestützten 
Modellierung für die Erschließung des „Sinns“ von sprachlichen Ausdrucksmitteln. Da-
bei besteht eine Analogie zu der Spezifikation von Konzept-Taxonomien. Bei Letztge-
nanntem steht es im Vordergrund, auf die Zugehörigkeit eines Objekts zu der Extension 
eines Konzepts zu schließen, wenn es bereits in der Extension eines Subkonzepts davon 
enthalten ist. Analog kann auf die Beziehung zwischen Objekten entsprechend einer Re-
lation geschlossen werden, wenn die Relation einer weiteren Relation übergeordnet ist 
und entsprechend dieser zweiten Relation eine Beziehung zwischen den Objekten spezi-
fiziert ist.  
  n-stellige Relationen 
Eine Ontologie-Sprache sollte es ermöglichen, auch solche Relationen zu spezifizieren, 
mittels derer Beziehungen zwischen mehr als zwei Objekten ausgedrückt werden kön-
nen. Ist die Anforderung nicht erfüllt, so erlaubt die Sprache in der Regel nur die Spezi-
fikation von zwei-stelligen Relationen und somit auch nur Ausdrücke mit Beziehungen 
zwischen genau zwei Objekten. 
Relationen, deren Instanzen n-Tupel von Objekten mit n>2 sind, werden für die mög-
lichst natürliche Spezifikation einer Konzeptualisierung benötigt. Oftmals reichen zwar 
zwei-stellige Relationen aus, um alle Beziehungen ausdrücken zu können. Allerdings 
werden hierfür in der Regel „formale Krücken“, wie z.B. die bereits erwähnte Reifikati-
on, benötigt. Bei der Reifikation n-stelliger Relationen wird für die auszudrückende Re-
lation ein Konzept spezifiziert, das mittels n Relationen mit den Konzepten verbunden 
wird, mit denen die n-stellige Relation in ihrer natürlichen Repräsentation spezifiziert 
würde.2) Instanzen dieses Konzepts entsprechen dann Instanzen der n-stelligen Relation. 
Solche Konstruktionen widerstreben allerdings dem Vorhaben, mit Ontologien eine 
möglichst natürliche Rekonstruktion von Begriffswelten zu vollziehen. Daher wird an 
Ontologie-Sprachen die Anforderung gestellt, auch solche Relationen ausdrücken zu 
können, deren Instanzen mehr als zwei Objekte miteinander verbinden können. 
  Relations-Attribute 
                                                 
1) Vgl. GROSSO ET AL. (1997), S. 3; MÄDCHE ET AL. (2000), S. 135.  
2) Die Reifikation n-stelliger Relationen mit n>2 wird in Abschnitt 5.1.1.3 anhand der Ontologie-
Sprache F-Logic beispielhaft verdeutlicht.  
2 Rahmenwerk für das integrative Modellierungskonzept 59 
 
Relations-Attribute können dazu verwendet werden, Eigenschaften objektsprachlicher 
Relationen auszudrücken. Insofern handelt es sich bei Relations-Attributen um meta-
sprachliche Ausdrücke. Sie können einerseits dazu verwendet werden, metasprachliche 
Beziehungen zwischen objektsprachlichen Relationen auszudrücken. Beispielsweise 
kann die Unterordnung einer Relation gegenüber einer weiteren Relation in Form eines 
Relations-Attributs ausgedrückt werden. 
Über Beziehungen zwischen Relationen hinaus können durch Relations-Attribute auch 
Eigenschaften von Relationen ausgedrückt werden, anhand derer Schlussfolgerungen 
durchgeführt werden können. Von besonderem Interesse sind hierbei Eigenschaften, die 
von Ordnungseigenschaften erfüllt werden. Als wesentliche Ordnungseigenschaft von 
Relationen kommt beispielsweise die Transitivität1) in Frage. 
  Funktionale Relationen 
Eine funktionale Relation liegt genau dann vor, wenn ein Objekt mit höchstens einem 
weiteren Objekt in der entsprechenden Beziehung stehen darf. Eine Sprache erfüllt die 
Anforderung funktionale Relationen genau dann, wenn sie es erlaubt, Relationen auszu-
zeichnen, die für funktionale Beziehungen stehen. 
Funktionale Relationen sind Ausdrucksmittel, in denen implizit Anforderungen an die 
Integrität ontologiegestützter Modelle enthalten sind. Die Integrität eines ontologiege-
stützten Modells ist nämlich dann verletzt, wenn mindestens ein Objekt existiert, das in 
mindestens zwei Beziehungen – entsprechend der funktionalen Relation – zu zwei un-
terschiedlichen Objekten steht. Instanzen funktionaler Relationen verknüpfen nämlich 
Objekte stets mit höchstens einem weiteren Objekt. Beispielsweise wäre die Integrität 
einer Modells verletzt, wenn zu einer funktionalen Relation hat_Seriennummer, anhand 
derer die Seriennummern von Produkten spezifiziert werden können, zwei Instanzen e-
xistieren würden, denen zufolge ein Produkt zwei unterschiedliche Seriennummern hät-
te. 
  Kardinalitäten 
Mit Kardinalitäten zu Relationen werden ganzzahlige Unter- oder Obergrenzen für das 
Vorkommen von Objekten aus den Argumentstellen der Relation festgelegt. Entspre-
chend wird in eine Minimum- und eine Maximumkardinalität unterschieden.  
Für eine n-stellige Relation ist die jeweilige Kardinalität immer auf eine bestimmte Stel-
le bezogen. Die n-te Minimumkardinalität zu einer Relation gibt an, in wie vielen ent-
sprechenden Beziehungen ein Objekt an der entsprechenden Stelle der Relation mindes-
tens vorkommen muss. Mit der n-ten Maximumkardinalität wird umgekehrt angegeben, 
in wie vielen entsprechenden Beziehungen ein Objekt an der entsprechenden Stelle der 
Relation höchstens vorkommen darf. 
                                                 
1) Transitive Relationen kommen in der vorliegenden Arbeit oftmals zur Geltung. Eine beispielhafte 
Spezifikation transitiver Relationen erfolgt in Abschnitt 5.1.1.3. 
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Beispielsweise können für eine Relation kooperiert_mit an der ersten Argumentstelle 
(Unternehmen) die Minimumkardinalität 0 und die Maximumkardinalität n angeben 
werden. Einerseits können nämlich Unternehmen existieren, die in keiner Kooperati-
onsbeziehung zu anderen Unternehmen stehen. Anderseits können Unternehmen belie-
big viele Kooperationsbeziehungen eingehen. Bei einem zweiten Beispiel arbeitet_fuer, 
das an der ersten Argumentstelle mit dem Konzept Mitarbeiter und an der zweiten Ar-
gumentstelle mit dem Konzept Unternehmen typisiert ist, würden für die erste Argu-
mentstelle sowohl für die Minimum- als auch für die Maximumkardinalität 1 angegeben 
werden. In diesem Fall muss jeder Mitarbeiter zu genau einem Unternehmen in einer 
arbeitetfuer-Beziehung stehen. Für die zweite Argumentstelle würden als Minimumkar-
dinalität 1 und als Maximumkardinalität n angegeben werden, da Unternehmen mindes-
tens einen und höchstens beliebig viele Mitarbeiter haben müssen. 
  Relationen-Bezeichner 
Für Relationen gelten die Ausführungen bezüglicher natürlichsprachlicher Bezeichner 
für Konzepte analog. Demnach sollte es eine Ontologie-Sprache erlauben, einer Relati-
on mehrere natürlichsprachliche Bezeichner zuzuordnen. Auch hierbei gilt, dass die On-
tologie-Sprache Ausdrucksmittel zur Verfügung stellen sollte, anhand derer die Sprach-
spezifität der jeweiligen Bezeichner angegeben werden kann.  
  Relationen-Definition 
Wie schon für Konzepte eingefordert, sollte eine Ontologie-Sprache es ermöglichen, na-
türlichsprachliche Definitionen für Relationen anzugeben, wodurch der „Sinn“ von Re-
lationen informal beschrieben werden kann. Auch hierbei gilt, dass Relations-Defini-
tionen sprachspezifisch angebbar sein sollten.  
Von dem dritten Teilkatalog für die statische Modellierungsfähigkeit werden Kriterien 
erfasst, mittels derer die Spezifizierbarkeit regelartiger Zusammenhänge beurteilt wer-
den kann. Hierunter fallen sowohl Regeln, mittels derer die Zulässigkeit von Aussagen 
überprüft werden kann, mit denen ein Akteur sein Wissen ontologiegestützt ausdrückt, 
als auch solche Regeln, mittels derer sich aus dem vorhandenen Wissen des Akteurs 
neues Wissen erschließen lässt. Entsprechend dieser Zweiteilung von Regeln werden im 
Anforderungskatalog die beiden Anforderungen Integritätsregeln und Inferenzregeln 
verwendet. Als Integritätsregeln werden solche Regeln behandelt, die zu Zwecken der 
Zulässigkeitsüberprüfung von Aussagensystemen konstruiert werden. Inferenzregeln 
werden dazu konstruiert, aus vorhandenen Aussagen auf neue Aussagen zu schließen. 
Die Spezifikation regelartiger Zusammenhänge wird insbesondere unter dem Schlag-
wort „Business-Rules“ seit einigen Jahren sowohl in der Informatik als auch in der 
Wirtschaftsinformatik intensiv diskutiert.1) Ausgehend von dem Leistungspotenzial von 
                                                 
1) Vgl. ERWIN (2002), S. 143 ff.; FRANK/VAN LAAK (2003), S. 83; KNOLMAYER ET AL. (2000), S. 18 ff. 
OBERWEIS (1996), S. 197; RAM/KHATRI (2005), S. 89 ff.; ROSCA ET AL. (2002), S. 363 ff.  
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Inferenz- und Integritätsregeln ist gar die „neue“ Forschungsrichtung Business Rule-
Oriented Conceptual Modeling aufgekommen,1) die sich allerdings in erster Linie an 
den Prinzipien orientiert, die bereits für deduktive Datenbanksysteme seit längerem be-
kannt2) sind. Um einerseits die Anschlussfähigkeit an diese bestehenden Forschungs-
richtungen nicht zu verlieren, sind Inferenz- und Integritätsregeln für Ontologien ein 
wesentlicher Faktor. Andererseits wird die ontologiegestützte Modellierung durch Aus-
drucksmittel für Regeln gegenüber traditionellen Modellierungssprachen eindeutig pro-
filiert.3) Daher werden an Ontologie-Sprachen die Anforderungen nach der Spezifizier-
barkeit von Integritäts- und Inferenzregeln gestellt. 
  Integritätsregeln 
Eine Ontologie-Sprache verfügt genau dann über die Mächtigkeit, Integritätsregeln aus-
zudrücken, wenn sie es erlaubt, solche Ausdrücke zu konstruieren, mit denen eine zu-
lässige Wissensbasis nicht im Widerspruch sein darf. Stehen Aussagen aus einer onto-
logiegestützten Wissensbasis im Widerspruch zu einer Integritätsregel, so ist die Wis-
sensbasis bezüglich der Integritätsregel unzulässig. Sie ist wiederum genau dann bezüg-
lich einer Integritätsregel zulässig, wenn keine Aussagen aus der Wissensbasis im Wi-
derspruch zu der Integritätsregel stehen. 
Beispielsweise könnte eine Integritätsregel spezifiziert werden, der zufolge Produkte ei-
ner bestimmten Sorte aufgrund physikalischer Umstände bestimmte Maße nicht über-
schreiten dürfen. Eine ontologiegestützte Wissensbasis, in der mindestens eine Aussage 
enthalten ist, der zufolge die Maße eines Produktes der entsprechenden Sorte die durch 
die Integritätsregel als Grenze festgelegte Größe überschreiten, ist unzulässig.  
                                                 
1) Vgl. HERBST (1997).  
2) Vgl. BOMAN ET AL. (1997), S. 64 ff.; KUMAR DAS (1992), S. 275 ff.; RAUH/STICKEL (1997), S. 69 
ff.; VOSSEN (1994), S. 510 ff. 
3) Beispiele für etablierte Modellierungssprachen, die weder Inferenz- noch Integritätsregeln unterstüt-
zen, sind die UML und Entity-Relationship-Diagramme. Die Profilierung formaler Sprachen gegen-
über den Entity-Relationship-Diagrammen umschreibt SOWA auf plakative Weise wie folgt: 
  „A major problem with E/R diagrams and similar formalisms is that they are strictly less powerful 
than formal logic. As a consequence, they are incapable of dealing with certain important design fea-
tures – in particular, anything involving quantifiers, which includes most integrity constraints – that 
formal logic can handle. (The quantifiers were invented by Frege in 1879, which makes E/R dia-
grams a pre-1879 kind of logic!)“ – zitiert nach ERDMANN (2001), S. 132. 
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  Inferenzregeln 
Inferenzregeln dienen dazu, Wissen, dass in den explizit repräsentierten Fakten einer 
Wissensbasis implizit enthalten ist, zu erschließen. Die Ontologie-Sprache verfügt ge-
nau dann über die Mächtigkeit, Inferenzregeln auszudrücken, wenn sie es erlaubt, Aus-
drücke zu formulieren, anhand derer aufgrund vorliegender Fakten neue Fakten er-
schlossen werden können. 
Mit Inferenzregeln werden Ontologie-Sprachen tendenziell1) in ihrer „Ausdrucksöko-
nomie“ angereichert. Während in konventionellen Modellierungssprachen ohne Aus-
drucksmöglichkeiten für Inferenzregeln keine Unterscheidung zwischen expliziten und 
impliziten Fakten getroffen wird, da die „Implizitheit“ eines Faktums stets in Bezug auf 
eine Inferenzregel und ein explizites Faktum definiert ist, ist dies für Ontologie-
Sprachen grundsätzlich möglich. Die Ausdrucksökonomie von Ontologie-Sprachen 
wird dadurch erhöht, dass bei der Verfügbarkeit von Inferenzregeln tendenziell auf Aus-
sagen geschlossen werden kann, die unter sonstigen Umständen auf ressourcenverzeh-
rende Weise explizit spezifiziert werden müssten.  
  Regel-Definitionen 
Integritäts- und Inferenzregeln werden im Allgemeinen entsprechend Regeln zur Kon-
struktion formaler Ausdrücke konstruiert, denen zufolge Ausdrücke beliebiger Komple-
xität zugelassen sein können. Demnach können Inferenz- und Integritätsregeln eine 
Komplexität aufweisen, die es menschlichen Akteuren erschweren kann, die Regeln zu 
verstehen. Regel-Definitionen können es unter solchen Umständen menschlichen Onto-
logie-Nutzern erleichtern, die Bedeutung von Inferenz- und Integritätsregeln nachzu-
vollziehen. 
Analog zu den entsprechenden Kriterien aus dem ersten und dem zweiten Abschnitt des 
Anforderungskatalogs für die statische Modellierungsfähigkeit können mit dem Kriteri-
um Regel-Definitionen dazu Aussagen gemacht werden, ob es eine Ontologie-Sprache 
erlaubt, Integritäts- und Inferenzregeln natürlichsprachliche Definitionen zuzuordnen. 
Dabei ist das Kriterium Regel-Definitionen den Kriterien Integritätsregeln und Inferenz-
regeln insofern untergeordnet, als dass Definitionsmöglichkeiten für Regeln nur dann 
gefordert werden können, wenn die entsprechende Sprache auch die Spezifikation von 
                                                 
1) Bezüglich der „Ausdrucksökonomie“ von Inferenzregeln lässt sich aufgrund zweier Faktoren ledig-
lich eine Tendenzaussage treffen. Zum einen kann auf die explizite Spezifikation von Fakten ver-
zichtet werden, wenn sie sich aus bereits explizit spezifizierten Fakten mit Hilfe von Inferenzregeln 
erschließen lassen. Insofern weisen Inferenzregeln ein Ressourceneinsparpotenzial auf. Es können 
jene Ressourcen eingespart werden, die bei „redundanter“ Spezifikation von Fakten Einsatz finden 
würden. Zum anderen bedarf die Spezifikation von Inferenzregeln selbst des Einsatzes von Ressour-
cen. Darüber hinaus kann auch die Anwendung von Inferenzregeln auf explizite Fakten zwecks Er-
schließung impliziter Fakten Ressourcen verzehren. Nur wenn der Ressourcenaufwand, der durch 
die Spezifikation und Anwendung von Inferenzregeln entsteht, geringer als die Ressourceneinspa-
rung verbleibt, die durch den Verzicht auf die Spezifikation expliziter Fakten entsteht, kann von ei-
ner „ökonomischeren“ Ausdrucksvariante gesprochen werden. 
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Inferenz- oder Integritätsregeln unterstützt. Wird die Spezifikation von Regeln von einer 
Ontologie-Sprache nicht unterstützt, entfällt auch die Anforderung der Spezifikation 
von Definitionen für Regeln. 
  Regel-Bezeichner 
Regel-Bezeichner haben mit Regel-Definitionen gemeinsam, dass es sich jeweils um 
metasprachliche Ausdrücke handelt, die objektsprachlichen Konstrukten zugeordnet 
werden. Im Gegensatz zu Regel-Definitionen dienen jedoch Regel-Bezeichner nicht der 
natürlichsprachlichen Erläuterung des Inhalts von Regeln. Regel-Bezeichner fungieren 
als natürlichsprachliche „Identifikatoren“ von Regeln. Durch ihre Bezeichnung wird ei-
ner Regel eine Zeichenkette zugeordnet, die es menschlichen Benutzern vereinfacht, die 
Regeln zu identifizieren.  
2.1.3.2.3 Anforderungskatalog für die 
dynamische Modellierungsfähigkeit 
Der Anforderungskatalog für die dynamische Modellierungsfähigkeit umfasst solche 
Anforderungen, die für die Modellierung der dynamischen Aspekte eines Realitätsaus-
schnitts von Bedeutung sind. Analog zum Anforderungskatalog für die statische Model-
lierungsfähigkeit kann mit diesem zweiten Anforderungskatalog die dynamische Mo-
dellierungsfähigkeit des integrativen Modellierungskonzepts beurteilt werden. 
  Einfache Prozesse 
Das erste Kriterium zur Bestimmung der dynamischen Modellierungsfähigkeit ist die 
Möglichkeit, einfache Prozesse zu spezifizieren.1) Als Prozesse werden hierbei Folgen 
aus streng alternierenden Zuständen und Ereignissen verstanden,2) wobei angenommen 
wird, dass jeder Prozess über einen Start- und einen Schlusszustand verfügt. Während 
Zustände zeitverbrauchender Natur sind und keine Veränderung der systembeschrei-
benden Größen bewirken, sind Ereignisse zeitlos. Im Gegensatz zu Zuständen bewirken 
Ereignisse eine Änderung von systembeschreibenden Größen. Es wird sowohl für die 
Zustands- als auch für die Ereignismenge eines einfachen Prozesses vorausgesetzt, dass 
sie nicht-leer sind. Darüber hinaus wird festgelegt, dass für jedes Ereignis ein (Folge-
)Zustand definiert ist. Insofern wird als kleinster möglicher Prozess die Verknüpfung 
zweier Zustände mit einem Ereignis zugelassen. 
Einfache Prozesse sind solche Prozesse, bei denen eine sequentielle Anordnung von Er-
eignissen vorliegt. Die sequentielle Anordnung von Ereignissen kann in Form einer to-
talen Ordnung auf der Menge aller prozesszugehörigen Ereignisse präzisiert werden. Im 
Fall eines einfachen Prozesses kann für jedes Ereignis e1 durch eine Ordnungsrelation 
                                                 
1) Zur Bedeutung der Spezifizierbarkeit einfacher oder sequentieller Prozesse vgl. FRANK/VAN LAAK 
(2003), S. 77; VAN DER AALST/VAN HEE (2002), S. 4; ZELEWSKI (1996), S. 370.  
2) Vgl. ZELEWSKI (1995), Bd. 2, S. 101.  
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bestimmt werden, ob es einem zweiten Ereignis e2 gegenüber kausal vor- oder nachge-
lagert ist. Somit kann in einem einfachen Prozess kein Ereignispaar e1 und e2 vorliegen, 
das weder in der Form (e1,e2) noch in der Form (e2,e1) in der Ordnungsrelation für Er-
eignisse enthalten ist. Insofern konstituiert die Ordnungsrelation, durch die die kausale 
Anordnung von Ereignissen in einem einfachen Prozess ausgedrückt wird, eine totale 
Ordnung. 
Durch Ereignisse können operationale Variationen eines ontologiegestützten Modells 
bewirkt werden. Entsprechend sollte die Erweiterung von Ontologien um dynamische 
Aspekte solche Prozesse repräsentieren können, bei denen Variationen eines ontologie-
gestützten Modells aufgrund nacheinander folgender Ereignisse stattfinden können. Da-
bei lassen sich die operationalen Variationsmöglichkeiten für ontologiegestützte Model-
le auf zustandsändernde Grundoperationen1) zurückführen. Durch diese Grundoperati-
onen werden zustandsändernde Ereignisse konzeptualisiert. Dieser Konzeptualisierung 
entspricht die Einschränkung von Grundoperationen auf Fakten. Letztgenannte wurden 
als konstitutive Bausteine ontologiegestützter Modelle vorgestellt.  
Als Grundoperationen kommen Einfüge-, Lösch- und Änderungsoperationen in Frage. 
Einfügeoperationen sind solche Ereignisse, bei denen das ontologiegestützte Modell um 
ein weiteres Faktum angereichert wird. Dem entgegengesetzten Fall entsprechen Lösch-
operationen, bei denen Fakten aus dem Modell entfernt werden. Eine Kombination aus 
Einfüge- und Löschoperationen sind Änderungsoperationen. Ereignisse, die sich als Än-
derungsoperationen charakterisieren lassen, weisen sowohl Aspekte der Faktenentfer-
nung als auch Aspekte des Fakteneinfügens auf. 
  Komplexe Prozesse 
Die Spezifizierbarkeit einfacher Prozesse ist ein Grenzfall der Spezifizierbarkeit kom-
plexer Prozesse. Unter komplexe Prozesse fallen solche Prozesse, die aus mindestens 
zwei Teilprozessen bestehen. Jeder Teilprozess aus einem komplexen Prozess kann 
entweder komplex sein oder einen einzelnen einfachen Prozess darstellen. Für komple-
xe Prozesse gilt, dass zwischen den darin enthaltenen verschiedenen Teilprozessen in-
terprozessuale Abhängigkeiten existieren können, aber nicht müssen.2) Von der ersten 
Variante komplexer Prozesse werden auch einfache Prozesse erfasst. 
Die Inklusion einfacher Prozesse durch das Konzept komplexer Prozesse findet sich in 
der Ordnungsrelation wieder, durch die die kausale Anordnung von Ereignissen reprä-
                                                 
1) Der Begriff Operation wird in der vorliegenden Arbeit insofern homonym verwendet, als dass er 
zum einen für Aktivitäten steht, durch die Zustandsübergänge in einem System bewirkt werden. Zu 
einem solchen Verständnis für den Begriff Operation vgl. MORDAU (1998), S. 93 ff. und 129 ff. Zum 
anderen wird der Begriff auch für rechtseindeutige Relationen verwendet. Auf diese Verwendung 
wurde bereits im systemtheoretischen Rahmen (vgl. Abschnitt 2.1.2) hingewiesen. Verwechslungen 
zwischen den jeweiligen Begriffsverwendungen sind nicht zu befürchten, da stets aus dem Argumen-
tationskontext hervorgeht, von welchem Verständnis ausgegangen wird. 
2) Vgl. KOUBARAKIS/PLEXOUSAKIS (2002), S. 304. 
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sentiert wird. Im Gegensatz zu einfachen Prozessen muss durch die Ordnungsrelation 
keine totale Ordnung konstituiert werden. Insofern kann für zwei voneinander unter-
schiedliche Ereignisse e1 und e2 in einem komplexen Prozess gelten, dass weder (e1,e2) 
noch (e2,e1) in der Ordnungsrelation enthalten sind. Wenn für alle Paare von Ereignissen 
e1 und e2 entweder (e1,e2) oder (e2,e1) in der Ordnungsrelation enthalten ist, handelt es 
sich um einen einfachen Prozess. 
Die Spezifizierbarkeit komplexer Prozesse steigt mit den Möglichkeiten zur Bestim-
mung von Interdependenzen zwischen den Teilprozessen. Solche Interdependenzen 
können z.B. vorliegen, wenn Teilprozesse miteinander in einem konkurrenten Verhält-
nis stehen. Das konkurrente Verhältnis zwischen Teilprozessen kann zum Beispiel im 
Fall von knappen Ressourcen vorliegen, die von beiden Teilprozessen beansprucht wer-
den und nicht für die gemeinsame Durchführung beider Teilprozesse ausreichen. Den 
dazu entgegengesetzten Fall umfasst die Nebenläufigkeit von Teilprozessen. Sie liegt 
genau dann vor, wenn die betrachteten Teilprozesse voneinander unabhängig durchge-
führt werden können.  
An das Modellierungskonzept wird die Anforderung nach Mitteln zum Ausdrücken von 
komplexen Prozessen gestellt. Entsprechend den Ausführungen zu komplexen Prozes-
sen umfasst die Anforderung Ausdrucksmöglichkeiten für gegenseitige Abhängigkeiten 
oder Unabhängigkeiten zwischen Teilprozessen. Dieser Aspekt hat eine hohe Bedeu-
tung für die Modellierung kooperativer Informationssysteme, da die Teilprozesse der 
beteiligten Akteure als Module eines Gesamtprozesses spezifizierbar sein müssen. 
  Entscheidungsalternativen 
In bestimmten Zuständen kann es vorkommen, dass Bedingungen erfüllt sind, aufgrund 
derer unterschiedliche Ereignisse stattfinden können. Unter Umständen kann es dabei 
sogar sein, dass die unterschiedlichen Ereignisse sich wechselseitig ausschließen. Ein 
solcher wechselseitiger Ausschluss liegt z.B. im Fall der bereits erwähnten Knappheit 
von solchen Ressourcen vor, die beim Eintreten von unterschiedlichen Ereignissen be-
ansprucht werden. In einer solchen Konkurrenzsituation können nicht alle Ereignisse 
gleichzeitig durchgeführt werden, wenn das Ressourcenangebot nicht den gemeinsamen 
Bedarf abdeckt. 
Prozesse, in denen mindestens zwei Ereignisse alternativ verknüpft vorkommen, werden 
als nichtdeterministische Prozesse bezeichnet. Nichtdeterministische Prozesse zeichnen 
sich dadurch aus, dass a priori nicht festgelegt werden kann, welcher konkrete Ablauf 
stattfinden muss, da in dem Prozess Entscheidungsalternativen1) vorhanden sind, bezüg-
lich derer keine modellendogene Entscheidung getroffen wird. In diesen Fällen muss 
eine modellexogene Entscheidung getroffen werden, welche der beiden Ereignisse statt-
finden soll. Die Gründe, die für die Durchführung eines der zueinander alternativen Er-
                                                 
1) Vgl. ZELEWSKI (1996), S. 370.; FRANK/VAN LAAK (2003), S. 78 f. 
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eignisse sprechen, werden hierbei nicht im Modell repräsentiert, sondern müssen von 
dem Modellierungsträger bestimmt werden.1) 
An das Modellierungskonzept wird die Anforderung gestellt, auch die Spezifikation von 
nicht-deterministischen Prozessen zu unterstützen. Zu diesem Zweck sollte das Model-
lierungskonzept in der Lage sein, Entscheidungsalternativen zu berücksichtigen. Hierzu 
gehört, dass in jedem Zustand eines ontologiegestützten Modells kenntlich gemacht 
werden kann, welche Ereignisse eintreten können. Ist das alternative Eintreten mehrerer 
voneinander unterschiedlicher Ereignisse möglich, sollte das Modellierungskonzept 
Ausdrucksmittel für die ereigniseintrittsbezogenen Entscheidungsalternativen zur Ver-
fügung stellen. 
  Synchronisation 
Wenn das Modellierungskonzept komplexe Prozesse unterstützt, kann es nötig sein, für 
nebenläufige Teilprozesse einen oder mehrere gemeinsame Folgeprozesse anzugeben. 
Durch den gemeinsamen Folgeprozess werden die Teilprozesse wieder synchronisiert.2) 
Die Synchronisation von Teilprozessen ist ein Konzept der Prozesskoordinierung, das in 
unterschiedlichen Zuständen erforderlich sein kann.  
Ausgelöst wird der Synchronisationsbedarf oftmals durch einen „Fork“. Es handelt sich 
hierbei um die Splittung eines komplexen Prozesses aufgrund eines Ereignisses in min-
destens zwei wechselseitig unabhängige, also nebenläufige Teilprozesse. Zu Zwecken 
der Koordination kann es nötig sein, solche voneinander unabhängige Teilprozesse – in 
Form eines „Joins“ – zusammenzuführen. Um derartige Teilprozesse koordinieren zu 
können, wird an das Modellierungskonzept die Anforderung gestellt, Mittel für die Syn-
chronisation von Teilprozessen zur Verfügung zu stellen. 
  Iterative Prozesse 
Wenn Prozesse mehrmals ablaufen müssen, ist ein Konzept notwendig, um die Bedin-
gungen angeben zu können, unter denen die Prozesse entweder wiederholt werden oder 
aber terminieren. Bei iterativen Prozessen handelt es sich um Prozesse, deren mehrma-
liger Ablauf erwünscht ist. Wie bei an deren Prozesstypen auch, wird vor dem Ablauf 
iterativer Prozesse die Erfülltheit von bestimmten Bedingungen überprüft. In der Regel 
geht die Erfülltheit von Bedingungen aus den zustandsspezifischen Belegungen von 
Kontrollvariablen hervor. Entsprechend diesen zustandsspezifischen Belegungen der 
Kontrollvariablen wird nach dem Durchlaufen des Prozesses entschieden, ob der Pro-
zess schleifenartig erneut durchlaufen wird oder ob er terminiert. Mit der Termination 
                                                 
1) Alternativ zu einer modellexogenen Entscheidung im Fall zueinander alternativer Ereignisse kann 
auch eine modellendogene Bestimmung anhand stochastischer Verteilungsparameter, die durch ei-
nen Zufallszahlengenerator gesteuert sind, durchgeführt werden; vgl. ROSENKRANZ (2002), S. 119 ff. 
Modellierungskonzeptionen, die auf stochastische Parameter zurückgreifen, liegen allerdings außer-
halb des Erkenntnisinteresses der vorliegenden Arbeit. 
2) Vgl. FRANK/VAN LAAK (2003), S. 81 f.; VAN DER AALST/VAN HEE (2002), S. 5.  
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des Prozesses kann zu einem Folgeprozess übergegangen werden. Insofern korrespon-
dieren iterative Prozesse mit den iterativen Programmierkonzepten höherer Program-
miersprachen.1) 
Das Modellierungskonzept sollte über Mittel verfügen, iterative Prozesse zu repräsentie-
ren. Dabei sollten die Terminierungsbedingungen für die schleifenartig zu durchlaufen-
den Prozesse unterschiedlicher Natur sein dürfen. Als Terminierungsbedingung kommt 
beispielsweise eine Obergrenze für die Anzahl der Iterationen in Betracht. Der Prozess 
terminiert in diesem Fall erst dann, wenn die Obergrenze für die Schleifendurchläufe er-
reicht ist. Eine weitere Variante iterativer Prozesse liegt bei Prozessen vor, deren Ter-
mination davon abhängt, ob ein Satisfizierungsziel erreicht wird. Beispielsweise kann 
als Kontrollvariable ein produktspezifischer Umsatz verwendet werden. Der Produkti-
ons- und Absatzprozess für ein Produkt könnte in diesem Fall solange wiederholt wer-
den, bis ein Umsatzziel erreicht ist. Über derartige modellexogene Kontrollvariablen 
hinaus sollten auch Terminierungsbedingungen für iterative Prozesse zugelassen wer-
den, deren Erfülltsein modellendogen bestimmt wird.  
  Pre- und Postconditions 
Die Formulierbarkeit von Bedingungen, von denen das Eintreten von Ereignissen ab-
hängen kann, wurde bereits im Kontext der Anforderung Entscheidungsalternativen an-
gesprochen. Mit dem Kriterium Pre- und Postconditions wird die Anforderung nach der 
Formulierbarkeit von Bedingungen detailliert. Hierunter fallen einerseits Vorbedingun-
gen (Preconditions), die erfüllt sein müssen, damit ein Ereignis stattfinden kann, und 
andererseits Nachbedingungen (Postconditions), die erfüllt sein müssen, nachdem das 
Ereignis stattgefunden hat.2) 
Die Bezeichnungen Pre- und Postcondition sind jeweils in Bezug auf ein Ereignis defi-
niert. Eine Bedingung kann nämlich einerseits eine Postcondition für ein erstes Ereignis 
sein, wenn sie erfüllt sein muss, sobald das Ereignis stattgefunden hat, und zugleich ei-
ne Precondition für ein zweites Ereignis sein, wenn sie erfüllt sein muss, damit dieses 
Ereignis stattfinden kann. Zudem kann eine Bedingung sowohl eine Pre- als auch eine 
Postcondition desselben Ereignisses sein. In diesem Fall muss eine Bedingung sowohl 
vor als auch nach dem Eintreten eines Ereignisses erfüllt sein. 
                                                 
1) Vgl. FRANK/VAN LAAK (2003), S. 80 f.; JENSEN (1996), S. 35 f.  
2) Vgl. FRANK/VAN LAAK (2003), S. 84 f.  
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  Priorisierung deklarativer Regeln 
Eine Methode, mittels derer eine Erweiterung von Ontologien um dynamische Aspekte 
umgesetzt werden soll, muss zwei unterschiedliche Arten von Zustandsveränderungen 
berücksichtigen. Beide Arten der Zustandsveränderung lassen sich auf „Wenn, ... dann 
...“-Regeln zurückführen. 
Die erste Art von Regeln umfasst solche Regeln, die bereits im Rahmen der statischen 
Struktur angesprochen wurden. Es handelt sich hierbei um Integritäts- und Inferenzre-
geln. Während Integritätsregeln dazu verwendet werden, unzulässige Zustände ontolo-
giegestützter Modelle kenntlich zu machen, werden Inferenzregeln dazu benutzt, impli-
zites Wissen zu explizieren, das in den Zuständen vorliegen kann.1) Integritäts- und Infe-
renzregeln lassen sich gemeinsam als deklarative Regeln ansprechen. Es handelt sich 
hierbei um solche Regeln, bei denen keine zeitliche Diskrepanz zwischen einerseits der 
Bedingung aus dem „Wenn“-Teil und andererseits der Konklusion aus dem „Dann“-Teil 
vorliegt. Zustände, in denen zwar der „Wenn“-, aber nicht der „dann“-Teil erfüllt ist, 
gelten als unzulässig. Sämtliche deklarativen Regeln aus einer Ontologie sind ein we-
sentlicher Baustein bei der Bestimmung der deklarativen Semantik von Ontologien. Sie 
werden im Rahmen der formalen Semantik ontologiegestützter Modelle stets berück-
sichtigt. 
Die zweite Art von Regeln umfasst Produktionsregeln. Produktionsregeln lassen sich 
als Gegenstücke zu deklarativen Regeln als prozedurale Regeln charakterisieren. Im 
Gegensatz zu deklarativen Regeln kann bei prozeduralen Regeln zwischen dem 
„Wenn“- und dem „Dann“-Teil eine zeitliche Diskrepanz vorliegen. Sind in einem Zu-
stand die Bedingungen für eine prozedurale Regel erfüllt, kann das Ereignis stattfinden, 
das in dem „Dann“-Teil der Regel enthalten ist. Tritt das entsprechende Ereignis ein, 
wird eine zeitlose Operation durchgeführt, die eine Zustandsvariation des ontologiege-
stützten Modells bewirkt.  
Würde das Eintreten von Ereignissen erlaubt, obwohl die Bedingungen für mindestens 
eine deklarative Regel erfüllt sind, so könnte es aufgrund der Eigenart deklarativer Re-
geln zu folgenden Fehlern kommen. Wenn die Bedingungen für eine Integritätsregel er-
füllt sind, liegt ein unzulässiger Zustand des ontologiegestützten Modells vor. In diesem 
Fall ist das Eintreten jeglicher Ereignisse auszuschließen, da die Preconditions der ent-
sprechenden prozeduralen Regel zwar erfüllt aber unzulässig sein könnten. Wenn hin-
gegen die Bedingungen für eine Inferenzregel erfüllt sind, so könnte in dem Zustand des 
ontologiegestützten Modells implizites Wissen enthalten sein, dessen Explikation Vor-
rang vor jedem Ereignis hat, durch das eine Änderung des Modellzustands bewirkt wür-
                                                 
1) Insofern trifft der zustandsverändernde Charakter lediglich auf Inferenzregeln zu. Integritätsregeln 
bewirken keine unmittelbare Zustandsveränderung. Sie werden dennoch im Folgenden als zustands-
verändernde Regeln thematisiert, da die Gültigkeit einer Integritätsregel in einem ontologiegestütz-
ten Modell einen zustandsverändernden Eingriff in das Modell nötig macht, um dessen Zulässigkeit 
wiederherzustellen, oder Zustandsveränderungen verhindert, die einen Übergang in einen unzulässi-
gen Modellzustand darstellen würden. 
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de. Die Folgezustände würden allerdings in diesem Fall ihren Ursprung in einem unzu-
lässigen Modellzustand haben. 
Um unzulässige Operationen zu verbieten, muss ein Konzept zur Erweiterung von On-
tologien um dynamische Aspekte eine Trennung zwischen den beiden Regelarten unter-
stützen. Es muss einerseits ersichtlich sein, ob ein verwendetes Konstrukt eine deklara-
tive oder eine prozedurale Regel repräsentiert. Dies ist notwendig, um die Priorisierung 
von deklarativ bedingten Zustandsübergängen gegenüber prozedural bedingten Zu-
standsübergängen aufrecht zu erhalten. Erst hierdurch kann gewährleistet werden, dass 
die Bedingungen für prozedurale Regeln nicht in unzulässigen Modellzuständen erfüllt 
sein können. 
  Konzeptendogene Objektgenerierung 
Im Initialzustand eines ontologiegestützten Modells sind Objekte und Beziehungen zwi-
schen den Objekten enthalten. Jedes Objekt ist eine Instanz mindestens eines Konzepts 
aus der Ontologie. Jede Beziehung ist eine Instanz einer Relation aus der Ontologie. 
Aufgrund von Ereignissen im Prozessablauf kann es notwendig sein, Objekte und Be-
ziehungen zu generieren, die in dem Initialzustand nicht enthalten gewesen sind. Das 
heißt, dass die Extensionen von Konzepten und Relationen „zur Laufzeit“ variiert wer-
den. Somit können in Folgezuständen Objekte und Beziehungen enthalten sein, die in 
dem Initialzustand nicht enthalten gewesen sind. 
Die Instanziierung von Konzepten ist notwendige Voraussetzung für die Instanziierung 
von Relationen. Relationen werden nämlich über den konzeptspezifischen Objektmen-
gen definiert. Damit eine Beziehung zwischen zwei Objekten ausgedrückt werden kann, 
müssen beide Objekte in den entsprechenden Objektmengen bereits enthalten sein. Bei-
spielsweise muss eine neue Produktart zunächst angelegt werden, damit der Preis für die 
Produktart nachfolgend als Beziehung zu einer reellen Zahl ausgedrückt werden kann. 
Das Modellierungskonzept sollte die konzeptendogene Objektgenerierung im Prozess-
ablauf unterstützten. Als konzeptendogene Objektgenerierung wird hierbei die Instanzi-
ierung von Konzepten und Relationen als Ergebnis des Eintretens von Ereignissen ver-
standen. Demnach sollte das Konzept Ausdrucksmittel zur Verfügung stellen, anhand 
derer Konzepte und Relationen mit Objekten bzw. Beziehungen instanziiert werden 
können, die im Initialzustand des Modells nicht enthalten gewesen sind. 
  Kapazitäten 
Üblicherweise werden Kapazitäten in der statischen Struktur von Ontologien nicht the-
matisiert. Somit wird für die verwendeten Strukturierungseinheiten implizit eine unend-
liche Kapazität angenommen. Dies läuft allerdings der Modellierung betrieblicher Phä-
nomene zuwider, in der oftmals Kapazitäten anzutreffen sind. Beispielsweise kann die 
Anzahl an Ressourcen, die ein Akteur zeitgleich zu verarbeiten in der Lage ist, aufgrund 
der beschränkten Informationsverarbeitungskapazität begrenzt sein. Von einer unendli-
chen Kapazität der entsprechenden Strukturierungseinheit auszugehen, könnte in diesen 
Fällen zu unzulässigen Zustandsveränderungen führen. Im genannten Beispiel könnte es 
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sein, dass Ereignisse zugelassen werden, aufgrund derer einem Sachbearbeiter so viele 
Dokumente zugeordnet werden, wie er gar nicht zu bearbeiten in der Lage ist. 
Das Modellierungskonzept sollte daher Ausdrucksmittel zur Verfügung stellen, um Ka-
pazitäten1) von verwendeten Strukturierungseinheiten auszudrücken. Darüber hinaus 
sollten die Kapazitäten bei modellendogenen Zustandsvariationen berücksichtigt wer-
den, so dass Ereignisse nicht geschehen können, bei deren Eintritt mindestens eine Ka-
pazitätsverletzung einträfe. 
  Zeitbezogene Determinanten 
Das Eintreten von Ereignissen kann auch von zeitlichen Determinanten abhängen.2) 
Beispielsweise kann es sein, dass Ereignisse – wie z.B. die monatliche Lohnabrechnung 
– immer zu bestimmten Zeitpunkten eintreten müssen. Genauso kann es der Fall sein, 
dass Prozesse eine bestimmte Zeitdauer in Anspruch nehmen. Übertragen auf die onto-
logiegestützte Modellierung kann ein Zustandsübergang in einem ontologiegestützten 
Modell u.U. aufgrund des Eintretens zeitpunktbezogener Ereignisse stattfinden. Das in-
tegrative Modellierungskonzept sollte daher in der Lage sein, zeitbezogene Determinan-
ten zu berücksichtigen. 
  Graphische Visualisierbarkeit 
Graphische Modelle heben sich dadurch von textuellen Modelle ab, dass Erstgenannte 
aufgrund ihrer Anschaulichkeit für Benutzer tendenziell einfacher zu verstehen sind.3) 
Dadurch wird u.a. die Verwertbarkeit eines Modells als Kommunikationsmedium be-
günstigt.4) Einerseits wird durch die graphische Darstellung die Nachvollziehbarkeit 
auch für solche Benutzer ermöglicht, die mit formalen Darstellungen Schwierigkeiten 
hätten. Andererseits kann durch einen „Kompromiss“ zwischen natürlichsprachlicher 
und formaler Darstellung ein Grad an Ausdrucksmächtigkeit und Präzision erreicht 
werden, der für Kommunikationszwecke ausreicht. 
Für die statische Struktur des integrativen Modellierungskonzepts liegen bereits Spra-
chen vor, anhand derer ontologiegestützte Modelle graphisch repräsentiert werden kön-
nen. Hierzu gehören insbesondere semantische Netze. Sie werden seit längerem in un-
terschiedlichen Variationen diskutiert.5) Eine besondere Aufmerksamkeit genießen hier-
                                                 
1) Vgl. FRANK/VAN LAAK (2003), S. 66 f.  
2) Vgl. BARROS/TER HOFSTEDE (1998), S. 332 ff.  
3) Vgl. DUSSART ET AL. (2002), S. 8.  
4) Vgl. ZELEWSKI (1995), Bd. 9, S. 71.  
5) Vgl. BIBEL (1993), S. 32 ff. (mit der Bezeichnung „Assoziative Netze“); RÖBBECKE (1995), S. 47 ff.; 
SCHMID/ KINDSMÜLLER (1996), S. 35 ff.  
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bei die Conceptual Graphs von SOWA.1) Bei Conceptual Graphs handelt es sich um 
Graphen, mittels derer ein Großteil der prädikatenlogisch aufgebauten Ausdrücke re-
konstruiert werden kann. Entsprechend der graphischen Darstellbarkeit der statischen 
Struktur sollte das Modellierungskonzept auch eine graphische Darstellung der dynami-
schen Struktur erlauben. Hierzu sollte der Ansatz Symbole zur Verfügung stellen, an-
hand derer die dynamische Struktur spezifiziert werden kann.  
  Implementierbarkeit 
Mit steigender Komplexität ontologiegestützter Modelle sinkt tendenziell ihre Nach-
vollziehbarkeit für Modellbenutzer ohne eine informationstechnische Unterstützung. 
Damit ein Modellierungskonzept informationstechnische Unterstützung erfahren kann, 
muss es implementierbar sein. Der Begriff der Implementierbarkeit eines Modellie-
rungskonzepts umfasst die informationstechnische Verarbeitbarkeit aller seiner not-
wendigen Bestandteile. In der Regel setzt eine solche informationstechnische Verarbeit-
barkeit eine formale Spezifikation des Modellierungskonzepts voraus. Formale Spezifi-
kationen können nämlich grundsätzlich in eine computerinterne Repräsentation über-
führt werden. Voraussetzung hierfür ist die Abbildbarkeit der verwendeten Ausdrucks-
mittel auf die dazu korrespondierenden Konstrukte der ausgewählten Programmierspra-
che.2) Die Implementierbarkeit des Modellierungskonzepts steigt somit mit dem Anteil 
programmiersprachlicher Konstrukte, auf die das Modellierungskonzept abgebildet 
werden kann. Insofern ist die Implementierbarkeit eines Modellierungskonzepts relativ 
zu einer Programmiersprache zu beurteilen.  
Anhand der computerinternen Repräsentation sowohl statischer als auch dynamischer 
Phänomene können computergestützte Auswertungs- und Simulationsverfahren durch-
geführt werden. Die Auswertung umfasst alle Analysen von Modellen bezüglich be-
stimmter Eigenschaften. Beispielsweise kann es von Interesse sein zu analysieren, ob 
bestimmte Zustände eines ontologiegestützten Modells durch modellendogene Operati-
onsausführungen erreicht werden können. Als solche Zustände kommen z.B. intendierte 
Zielzustände, in denen eine vorgegebene Aufgabe erfüllt ist, oder so genannte „Home 
States“, aus denen das modellierte System stets ein Operation in wohldefinierter Weise 
von Neuem ausführen kann, in Frage. Bei der Simulation hingegen wird u.a. das Eintre-
ten von Ereignissen computergestützt nachgeahmt. Die hierbei gewonnenen Erkenntnis-
se können möglicherweise auf den repräsentierten Realitätsausschnitt übertragen wer-
den.3) 
                                                 
1) Vgl. SOWA (1984), S. 69 ff.; SOWA (2000), S. 476 ff. Vgl. darüber hinaus HANSEN ET AL. (1992), S. 
119 ff. zur Überführung von Conceptual Graphs („begriffliche Graphen“; HANSEN ET AL. (1992), S. 
24) in Entity-Relationship-Diagramme.  
2) Vgl. FRANK/VAN LAAK (2003), S. 33.  
3) Vgl. GRUHN (1996), S. 99; OBERWEIS (1996), S. 210 f.; SCHMID (1998), S. 4 ff.; ZIMMER (2001), S. 
14. 
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2.2 Formaler Rahmen des integrativen Modellierungskonzepts 
2.2.1 Prädikatenlogik  
2.2.1.1 Konventionelle Prädikatenlogik 
2.2.1.1.1 Überblick über die konventionelle Prädikatenlogik 
Der formale Rahmen des integrativen Modellierungskonzepts wird in erster1) Linie von 
der Prädikatenlogik erster Ordnung2) gestellt. Sie wird als formaler Ausgangspunkt für 
ontologische Signaturen verwendet, welche als Komponenten von Ontologien vorge-
stellt werden. Zu diesem Zweck wird mit steigender Komplexität von der konventionel-
len über die sortierte Prädikatenlogik schließlich zu Ontologien übergegangen.  
Die Verwendung der Prädikatenlogik als formaler Ausgangspunkt für Ontologien ist 
aus mehrfacher Perspektive viel versprechend: Erstens liegt bislang keine formale Kon-
zeption für Ontologien vor, die keinen – zumindest mittelbaren – Bezug zur Prädikaten-
logik erkennen lässt. Sämtliche „belastbaren“ theoretischen Ausarbeitungen zu Ontolo-
gien bedienen sich entweder unmittelbar der Prädikatenlogik oder lassen sich „verlust-
                                                 
1) Komplementär zu der Prädikatenlogik werden im weiteren Verlauf Multimengen vorgestellt. Aller-
dings fällt die Bedeutung von Multimengen für das gesamte Konzept deutlich geringer aus als die 
der Prädikatenlogik. 
2) Für die vorliegende Arbeit wird lediglich das Kalkül der Prädikatenlogik erster Ordnung benötigt. 
Daher wird im Folgenden der Zusatz „erster Ordnung“ weggelassen. Die Beschränkung auf die Prä-
dikatenlogik erster Ordnung äußert sich darin, dass die – noch vorzustellenden – Quantoren und Re-
lationssymbole sich lediglich auf – ebenso noch vorzustellende – Terme beziehen dürfen. Dieser 
Einschränkung des Ausdrucksvermögens liegt eine stufenweise Unterscheidung von formalen Ob-
jekten zugrunde. Während die Elemente (Terme) des Grundbereichs als formale Objekte erster Ord-
nung behandelt werden, gelten Relations- und Operationssymbole als Objekte zweiter Stufe. Durch 
den Übergang auf die Prädikatenlogik zweiter Ordnung wird der Bezug von Quantoren und Relati-
onssymbolen zu Objekten zweiter Stufe erlaubt; vgl. MANZANO (1993), S. 46 ff. Dadurch lassen sich 
beispielsweise Eigenschaften von Relationssymbolen explizit ausdrücken, die in einer Prädikatenlo-
gik erster Ordnung lediglich implizit enthalten sein können. Dieser Aspekt der Prädikatenlogik zwei-
ter Ordnung erweist sich im Kontext von Ontologien als viel versprechend; vgl. GUARINO/WELTY 
(2000), S. 101 ff. für den Hinweis auf „Meta-Prädikate“, die zur Charakterisierung von Konzepten in 
einer Ontologie verwendet werden können; sie entsprechen den zuvor erwähnten Meta-Konzepten. 
Allerdings wird der mit einem Übergang zur Prädikatenlogik zweiter Ordnung verbundene Komple-
xionssprung vom Verfasser als zu hoch eingeschätzt, als dass die Vorteile des Zugewinns an Aus-
drucksvermögen gerechtfertigt wären. Darüber hinaus ist mit dem Übergang zur Prädikatenlogik 
zweiter Ordnung der Verlust beweistheoretischer Eigenschaften – insbesondere der Vollständigkeit – 
der Prädikatenlogik erster Ordnung verbunden; vgl. HERMES (1991), S. 141 u. 155 ff.; KOHLHASE 
(1992), S. 226 ff. 
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frei“ mit der Prädikatenlogik in Einklang bringen.1) Auch die vorliegende Arbeit bedient 
sich der prädikatenlogischen Systemrepräsentation, indem Ontologien als Erweiterun-
gen prädikatenlogischer Spezifikationen charakterisiert werden.  
Zweitens liegen mit höheren Petri-Netzen bereits Techniken vor, die einen – zumeist 
unmittelbaren – Bezug zur Prädikatenlogik aufweisen. Petri-Netze wurden bereits in der 
Einleitung der vorliegenden Arbeit als ein Baustein für das integrative Modellierungs-
konzept vorausgesetzt. In der Variante der Prädikat/Transition-Netze werden z.B. prädi-
katenlogische Ausdrücke dazu verwendet, die topologischen Komponenten von Petri-
Netzen zu beschriften.2)  
Drittens weist die Prädikatenlogik eine bemerkenswerte Nähe zu implementierungsna-
hen Formalismen auf. Zum Großteil ist eine Abwärtskompatibilität prädikatenlogischer 
Ausdrücke mit programmiersprachlichen Ausdrücken gegeben.3) Dies trifft in erster Li-
nie für die Programmiersprache PROLOG zu, die sich seit längerem im Umfeld der 
Künstlichen-Intelligenz-Forschung durchgesetzt hat.4) Dabei hat sich die Programmier-
sprache PROLOG in den letzten Jahren als so robust erwiesen, dass sie trotz unterschied-
lichster Erweiterungen das Spektrum prädikatenlogischer Wissensrepräsentationen zum 
Großteil zu erfassen vermag. Beispielsweise liegen bereits mehrere PROLOG-Dialekte 
vor, die eine unmittelbare Implementierung von prädikatenlogischen Wissensrepräsen-
tationen inklusive sortierter Ausdrücke5) erlauben.6)  
In einer weiteren Funktion wird die Prädikatenlogik dazu verwendet, mit jedem Über-
gang zu einer weiteren Unterart der Prädikatenlogik die Semantik der hinzukommenden 
Konstrukte zu präzisieren. Bei den hinzukommenden Konstrukten handelt es sich zu-
meist um metasprachliche Ausdrucksmittel, mit denen metasprachliche Ausdrücke kon-
struiert werden. Bei der Konstruktion dieser metasprachlichen Ausdrücke wird wieder-
um auf die Prädikatenlogik zurückgegriffen. Somit wird mit der vorliegenden Arbeit ei-
                                                 
1) Vgl. GRUBER (1993), S. 203; GUARINO (1995), S. 631 ff.; GUARINO (1997), S. 298 f.; SMITH (1996), 
S. 289 ff.; SOWA (2000A) S. 70 ff.; USCHOLD/GRUNINGER (1996), S. 109 f.; WELTY/GUARINO 
(2001), S. 56 ff. 
2) Vgl. GENRICH (1987), S. 212 ff.; KLEINJOHANN (1993), S. 59 ff.; REISIG (1991), S. 122 ff.; TACKEN 
(2000), S. 42 ff. 
3) Vgl. BIBEL (1992), S. 186 ff.; VAN EMDEN/KOWALSKI (1976), S. 733 ff.  
4) Vgl. DAS (1992), S. 211 ff.; GALLIER (1986), S. 410 ff. 
5) Sortierte Ausdrücke werden in Abschnitt 2.2.1.2.2.2 in Form sortierter Terme und sortierter Formeln 
vorgestellt. 
6) Ausnahmen hiervon bilden beispielsweise so genannte Horn-Klauseln, auf die PROLOG bisweilen be-
schränkt ist. Horn-Klauseln werden in Abschnitt 3.1.4.1 näher vorgestellt.  
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nem induktiven1) Definitionsschema gefolgt. Während bei der Einführung der konventi-
onellen Prädikatenlogik noch größtenteils eine natürlichsprachliche Erklärung der 
sprachlichen Konstrukte erfolgt, wird bei den Erklärungen der sprachlichen Konstrukte 
aus der sortierten Prädikatenlogik vermehrt auf die konventionelle Prädikatenlogik zu-
rückgegriffen. Dadurch weist der gesamte Ansatz eine Reduzierbarkeit auf die Prädika-
tenlogik auf, wobei die Ausdrücke unterschiedlichen Sprachebenen zugehören können. 
Diese Reduzierbarkeit auf die Prädikatenlogik hat eine Abgeschlossenheit des integrati-
ven Modellierungskonzepts gegenüber „artfremden“ Formalismen zufolge.  
2.2.1.1.2 Syntaktische Aspekte der 
konventionellen Prädikatenlogik 
2.2.1.1.2.1 Konventionelle Signaturen 
Bei den syntaktischen Aspekten der konventionellen Prädikatenlogik handelt es sich ei-
nerseits um ein Alphabet und andererseits um eine Grammatik zur Konstruktion von 
Ausdrücken.2) Die Grammatik umfasst Formierungsregeln, nach denen Ausdrücke mit-
tels Elementen des prädikatenlogischen Alphabets konstruiert werden können. In die-
sem Punkt unterscheiden sich konventionelle und sortierte prädikatenlogische Sprachen. 
Die Formierungsregeln für Ausdrücke fallen nämlich in den beiden Varianten der Prä-
dikatenlogik unterschiedlich aus. 
Das konventionelle Alphabet ALPHKS einer prädikatenlogischen Sprache erster Ord-
nung umfasst:3) 
(1.) die logischen Symbole4 ) 
Konnektoren 
                                                 
1) Induktive Definitionsschemata zeichnen sich dadurch aus, dass aus jeweils bekannten (Basis-
)Konstrukten und Regeln zur Konstruktion von Konstrukten neue (zusammengesetzte) Konstrukte 
erstellt werden; vgl. ZELEWSKI (1995), Bd. 4, S. 40. Die bereits bekannten Konstrukte werden als In-
duktionsbasis der induktiven Definition vorausgesetzt. In Bezug auf die vorliegende Arbeit ist die 
natürliche Sprache die Induktionsbasis. Es wird ein intuitives Vorverständnis für natürlichsprachli-
che Konstrukte vorausgesetzt, um formalsprachliche Konstrukte induktiv definieren zu können. An 
anderen Stellen werden formale Konstrukte induktiv durch andere formale Konstrukte definiert. 
Letztgenannte formale Konstrukte werden dann als Induktionsbasis bezeichnet, obwohl eine weitere 
Vertiefung der Definition unweigerlich zur natürlichen Sprache führen muss.  
Induktive Definitionsschemata werden in den Wirtschaftswissenschaften oftmals in Anspruch ge-
nommen. Sie werden teilweise synonym als Definitionsgleichungen bezeichnet. In Definitionsglei-
chungen werden endogene Variablen durch exogene Variablen erklärt. Die exogenen Variablen sind 
dann die Basiskonstrukte, mit denen die zusammengesetzten Konstrukte – nämlich die endogenen 
Variablen – erklärt werden. 
2) Vgl. ZELEWSKI (1995), Bd. 4, S. 95.  
3) Vgl. GALLIER (1986), S. 147; EBBINGHAUS ET AL. (1992), S. 17; ZELEWSKI (1995), Bd. 4, S. 93 f.  
4) Die Bezeichnungen Symbol und Zeichen werden fortan synonym verwendet. 
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 Konjunktor    ∧ 
 Adjunktor    ∨ 
 Disjunktor    ∨ 
 Subjunktor    → 
 Bijunktor    ↔ 
logische Operatoren  
 Negator     ¬  
 Quantoren  
  Allquantor   ∀ 
  Existenzquantor ∃ 
  Einsquantor  ∃ 
(2.) deskriptive Symbole 
 Operationssymbole Oi mit i = 1,...,I, I∈N+ 
        und OPS = {Oi}   
 Relationssymbole Rj mit j = 1,...,J, J∈N+  
        und RS = {Rj}  
 Variablen    xq mit q = 1,...,Q, Q∈N+ 
        und VAR ={xq} 
(3.) Hilfssymbole      
 ( ) : , < >.  
Die Elemente der Menge ALPHKS werden benötigt, um eine prädikatenlogische Spra-
che zu spezifizieren. Letztgenanntes entspricht der Menge aller Symbole aus dem kon-
ventionellen Alphabet ALPHKS und der Menge aller Formierungsregeln für zulässige 
prädikatenlogische Ausdrücke. 
Um die Zulässigkeit prädikatenlogischer Ausdrücke bestimmen zu können, werden die 
Operations- und Relationssymbole aus einem konventionellen Alphabet ALPHKS in ei-
ner konventionellen Signatur SIGKS1) mit Hilfe von Typisierungsfunktionen typisiert. 
Durch die Typisierung von Operations- und Relationssymbolen werden metasprachliche 
Integritätsbedingungen formuliert, denen zulässige Ausdrücke genügen müssen, die mit 
den Symbolen aus dem konventionellen Alphabet ALPHKS konstruiert sind. Darüber 
hinaus dient das Alphabet ALPHKS als Grundlage sowohl für sortierte als auch für onto-
logische Signaturen. Zu diesem Zweck wird im weiteren Verlauf das konventionelle 
Alphabet ALPHKS um eine Menge von Sorten bzw. Konzepten erweitert.  
Die Menge der logischen Symbole aus dem konventionellen Alphabet ALPHKS weist in 
der oben aufgeführten Form Redundanzen auf.2) Die Redundanz ist bezüglich zusam-
                                                 
1) Auf konventionelle Signaturen wird im Folgenden ausführlich eingegangen.  
2) Die aufgeführten logischen Symbole werden zudem in verschiedenen Quellen teilweise unterschied-
lich notiert und teilweise ausgelassen. Die unterschiedlichen Notationen sind größtenteils historisch 
bedingt. Das Auslassen von Symbolen ist auf ihre – bereits oben erwähnte – Redundanz zurückzu-
führen.  
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mengesetzter Formeln gegeben, für deren Aufbau logische Symbole benötigt werden. 
Denn es ließen sich mit nur einem Konnektor, dem Negator und nur einem Quantor alle 
zusammengesetzten Formeln äquivalent1) ausdrücken, die mit den oben angegebenen 
Symbolen und den im Folgenden vorzustellenden Formierungsregeln für Formeln kon-
struierbar sind.2) Die redundanten logischen Symbole erlauben allerdings eine kompak-
tere Formelkonstruktion. Daher werden sie im Folgenden beibehalten. Auf die äquiva-
lenten Ausdrucksweisen wird später – im Kontext der prädikatenlogischen Semantik – 
eingegangen.3) 
Konventionelle4) Ausdrücke werden mit Hilfe der Symbole aus dem konventionellen 
Alphabet ALPHKS konstruiert. Sämtliche konventionellen Ausdrücke sind Elemente des 
Monoids ALPHKS*5). Die Menge ALPHKS* umfasst alle Wörter, die mit den Symbolen 
aus dem Alphabet ALPHKS konstruiert werden können. Dabei ist jede endliche, eventu-
ell leere Folge von Symbolen aus dem Alphabet ALPHKS ein Wort über ALPHKS.6) So-
                                                 
1) Die Äquivalenz von Formeln wird im weiteren Verlauf formal präzisiert. Bis zu dieser formalen Prä-
zisierung wird ein intuitives Verständnis für die Äquivalenz von Ausdrücken i.S.v. „bedeutungs-
gleich“ vorausgesetzt. 
2) Vgl. ROTHMALER (1995), S. 32 ff.  
3) Vgl. Abschnitt 2.2.1.1.3. 
4) Neben konventionellen Ausdrücken werden in der vorliegenden Arbeit auch sortierte und ontologi-
sche Ausdrücke thematisiert. Wenn aus dem Argumentationskontext hervorgeht, um welche Aus-
drucksart es sich handelt, wird der entsprechende Zusatz ausgelassen.  
5) Der Kleene-Stern „*“ findet in der vorliegenden Arbeit mehrfach Verwendung. Er wird dazu ver-
wendet, ausgehend von einer Referenzmenge – in dem o.a. Fall ALPH – einen Monoid zu konstruie-
ren. Bei dem Monoid ALPH* zu der Menge ALPH handelt es sich um ein Drei-Tupel (S,+,λ). Die 
Menge S wird als „Referenzmenge“ bezeichnet. + ist eine binäre Operation, die Zwei-Tupel beste-
hend aus Elementen der Menge S auf die Menge S* abbildet. λ ist ein ausgezeichnetes Element der 
Menge S*. 
 Monoide zeichnen sich durch drei Eigenschaften aus. Erstens sind Monoide abgeschlossen bezüglich 
des Verkettungsoperators +: 
∀s1,s2∈S*: (s1+s2)∈S*. 
 Zweitens ist das ausgezeichnete Element λ neutral bezüglich der Operation +: 
∀ s∈S*: λ+s = s+λ = s. 
 Drittens ist die Operation + assoziativ: 
∀s1,s2,s3∈S*: (s1+s2)+s3 = s1+(s2+s3).  
 Wird kein neutrales Element berücksichtigt, handelt es sich um eine Halbgruppe.  
Bei dem Monoid S* wird die Verknüpfungsoperation + in der Regel nicht explizit angegeben. Dieser 
Vorgehensweise wird auch in der vorliegenden Arbeit gefolgt. 
6) Zur Definition von Wörtern über einem formalsprachlichen Alphabet vgl. EHRIG ET AL. (1999), S. 
25; ERK/ PRIESE (2002), S. 27. 
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mit handelt es sich auch bei allen konventionellen Ausdrücken, die über dem konventi-
onellen Alphabet ALPHKS konstruierbar sind, um Wörter. 
Die Menge der deskriptiven Symbole umfasst die Menge OPS aller Operationssymbole, 
die Menge RS aller Relationssymbole und die Menge VAR aller Variablen. Die Be-
zeichnungen Operations- und Relationssymbole sind dadurch motiviert, dass die ent-
sprechenden Elemente in einer formalen Semantik durch Operationen bzw. Relationen 
interpretiert werden. Synonym zu Operations- und Relationssymbol werden auch die 
Bezeichnungen Funktions- bzw. Prädikatssymbol zugelassen.  
Während die Menge der logischen Symbole aus dem konventionellen Alphabet 
ALPHKS fix ist, sind die deskriptiven Symbole variabel. Die Elemente der Mengen 
OPS, RS und VAR können nämlich beliebig spezifiziert werden. Aufgrund der Variabi-
lität der deskriptiven Symbole fällt das konventionelle Alphabet ALPHKS potenziell un-
endlich aus.1) 
Zudem ist in einem konventionellen Alphabet ALPHKS zunächst ungeklärt, welchen 
symbolspezifischen Integritätsbedingungen Ausdrücke folgen müssen, die mit Kompo-
nenten des Alphabets ALPHKS konstruiert werden können. Solche symbolspezifischen 
Bedingungen werden erst durch die Typisierung der Operations- und Relationssymbole 
in einer konventionellen Signatur SIGKS ausgedrückt.  
Eine konventionelle Signatur SIGKS ist definiert als das Fünf-Tupel: 
 SIGKS = (OPS,RS,VAR,typOPSKS,typRSKS). 
Die Komponenten einer konventionellen Signatur sind: 
(1.) Eine Menge OPS = (O1,...,OI) von Operationssymbolen Oi mit i=1,...,I und I∈N, 
(2.) eine Menge RS = (R1,...,RJ) von Relationssymbolen Rj mit j=1,...,J und J∈N, 
(3.) eine Menge VAR = (x1,...,xQ) von Variablen xq mit q = 1,...,Q und Q∈N, 
(4.) eine Operationssymbol-Typisierungsfunktion typOPSKS: OPS → N und 
(5.) eine Relationssymbol-Typisierungsfunktion typRSKS: RS → N+. 
Bei den Elementen der Operationssymbolmenge OPS, der Relationssymbolmenge RS 
und der Variablenmenge VAR handelt es sich um objektsprachliche Konstrukte. Mit 
ihnen können objektsprachliche Ausdrücke über einer konventionellen Signatur SIGKS 
konstruiert werden. Dabei wird von den Mengen OPS, RS und VAR angenommen, dass 
sie paarweise disjunkt sind. Somit gilt: 
OPS ∩ RS = OPS ∩ VAR = RS ∩ VAR = ∅. 
Die Typisierungsfunktionen typOPSKS und typRSKS sind hingegen metasprachliche Kon-
strukte. Sie werden dazu verwendet, die objektsprachlichen Operations- bzw. Relations-
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 4, S. 96.  
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symbole zu typisieren. Jede einzelne Typisierung hat die Qualität eines metasprachli-
chen Ausdrucks, da eine Aussage über objektsprachliche Konstrukte getätigt wird.  
Die metasprachliche Typisierung schränkt die Menge der Ausdrücke, die in der Objekt-
sprache konstruiert werden können, ein. Jedem Operations- und Relationssymbol wird 
nämlich durch die Typisierungsfunktionen typOPSKS bzw. typRSKS eine Stelligkeit zuge-
wiesen, die bei der Konstruktion von Ausdrücken berücksichtigt werden muss. Die 
Stelligkeit eines Operations- bzw. Relationssymbols gibt die Anzahl von Termen1) an, 
über die sich das Symbol in seinem Argument erstrecken kann, damit der dadurch ent-
stehende Ausdruck zulässig ist. Für ein Operationssymbol Oi∈OPS wird beispielsweise 
durch typOPSKS(Oi)=m mit m∈N angegeben, dass es genau m Terme in seinem Argument 
aufnehmen kann. Dabei werden auch Operationssymbole Oi∈OPS mit der Stelligkeit 
typOPSKS(Oi)=0 zugelassen. Solche null-stelligen Operationssymbole werden als Kon-
stantensymbole bezeichnet. 
Die Menge KONSIGKS aller Konstantensymbole bildet gemeinsam mit der Menge VAR 
die Menge 
INDSIGKS = KONSIGKS ∪ VAR 
mit KONSIGKS = { Oi | Oi∈OPS ∧ typOPSKS(Oi)=0} 
KONSIGKS ∩ VAR = ∅ 
aller Individuensymbole über einer konventionellen Signatur SIGKS. Die Menge 
INDSIGKS ist spezifisch für eine konventionelle Signatur SIGKS definiert. Die Signa-
turspezifität der Menge INDSIGKS ergibt sich aus der Signaturspezifität ihrer Teilmenge 
KONSIGKS. Konstantensymbole gehen nämlich erst aus der signaturspezifischen Typisie-
rung von Operationssymbolen mit der Zahl 0 hervor. 
Die Elemente der Menge VAR sind Variablen. In ihrer Funktionalität sind Variablen 
Konstantensymbolen grundsätzlich sehr ähnlich. Die Elemente beider Mengen werden 
nämlich später extensional durch formale Objekte interpretiert. Während Konstanten-
symbole fixe Größen sind, die nicht variiert werden können, haben Variablen per defini-
tionem einen parametrischen Charakter in Bezug auf die Interpretation von Ausdrücken 
über einer konventionellen Signatur SIGKS. Für alle Ausdrücke über einer konventionel-
len Signatur SIGKS können nämlich eindeutige Interpretationen bestimmt werden, so-
lange sie nicht auf Variablen zurückgreifen. Sobald Variablen verwendet werden, ist 
zudem eine Wertezuweisung für die Variablen notwendig. Die Wertezuweisung für die 
Variablen wird auch als deren Belegung bezeichnet. Die Interpretation von Ausdrücken, 
die Variablen enthalten, erfolgt dann unter der Berücksichtigung der parametrischen Be-
legung der darin frei vorkommenden Variablen. 
Üblicherweise werden Variablen in konventionellen Signaturen nicht aufgeführt.2) Die-
ser Vorgehensweise könnte die Begründung zugrunde liegen, dass Variablen sprachli-
                                                 
1) Terme werden im nächsten Abschnitt vorgestellt.  
2) Vgl. z.B. BEIERLE/KERN-ISBERNER (2000), S. 47. 
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che Komponenten sind, die nicht näher bestimmt zu werden brauchen, da es sich bei ih-
nen um domänenunabhängige sprachliche Konstrukte handelt. Der Verfasser präferiert 
allerdings die explizite Aufzählung aller benötigten Variablen, um später die Kompo-
nenten von Ausdrücken über konventionellen Signaturen formal eindeutig charakterisie-
ren zu können. Zudem handelt es sich auch bei den logischen Symbolen aus einer Sig-
natur um domänenunabhängige Zeichen. Darüber hinaus wird eine Anschlussfähigkeit 
konventioneller Signaturen sowohl an sortierte als auch an ontologische Signaturen be-
wahrt. In beiden Fällen ist es nötig, Variablen den jeweils verwendeten Strukturierungs-
einheiten – Sorten oder Konzepten – zuzuordnen. Entsprechend müssen sowohl in kon-
ventionellen als auch in ontologischen Signaturen Variablen in der Signatur aufgeführt 
werden. 
Für ein Relationssymbol Rj∈RS wird durch typRSKS(Rj)=n angegeben, dass es genau n 
Terme in seinem Argument aufnehmen kann. Relationssymbole können nur mit einer 
positiven Zahl n≥1 typisiert werden.1)  
In der Regel wird auf die signaturbezogene Charakterisierung deskriptiver Symbole aus 
einem Alphabet ALPHKS bei konventionellen prädikatenlogischen Sprachen verzich-
tet.2) Entweder wird dann auf eine explizite Angabe der Stelligkeiten von Operations- 
und Relationssymbolen ganz verzichtet, oder die Stelligkeiten werden als Indizes an die 
jeweiligen Symbole angehängt. Die signaturbezogene Charakterisierung deskriptiver 
Symbole wird hier allerdings aus mehreren Gründen bevorzugt. Erstens ist jede signa-
turbezogene Charakterisierung deskriptiver Symbole „abwärtskompatibel“ zu jeder al-
ternativen Darstellungsform. Die Bilder der Typisierungsfunktionen typOPSKS und typRSKS 
lassen sich nämlich mühelos zu Indizes der jeweiligen Symbole transformieren. Für ein 
Operationssymbol Oi∈OPS mit der Typisierung typOPSKS(Oi)=n wird dann Oin notiert. 
Analog wird Rjm für ein Relationssymbol Rj∈RS mit typRSKS(Rj)=m notiert. Es gilt daher 
die Äquivalenz: 
Oi∈OPS ∧ typOPSKS(Oi)=m :⇔ Oim, 
Rj∈RS ∧ typRSKS(Rj)=n :⇔ Rjn. 
Somit umfasst die signaturbezogene Charakterisierung die alternative Darstellungsform 
mit Indizes.  
Zweitens ist mit der vorliegenden Arbeit das Bestreben verbunden, eine induktive Ar-
gumentationslinie durchzuhalten. Die Induktionsbasis der Argumentation ist die kon-
ventionelle Prädikatenlogik. Die Spezifikation von deskriptiven Symbolen in einer kon-
ventionellen Signatur SIGKS trägt dazu bei, die Argumentationsweise formal und somit 
auch didaktisch präziser durchzuhalten. Für die deskriptiven Symbole wird nämlich im 
Rahmen der sortierten Prädikatenlogik im Gegensatz zu den deskriptiven Symbolen aus 
der konventionellen Prädikatenlogik stets eine Typisierung innerhalb einer Signatur 
                                                 
1) Dadurch wird der aussagenlogische Grenzfall strukturloser Relationssymbole ausgeschlossen. 
2) Vgl. z.B. EBBINGHAUS ET AL. (1992), S. 16 f. GALLIER (1986), S. 147 ff. 
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vorausgesetzt. Darüber hinaus werden auch die deskriptiven Symbole, die für die Kon-
struktion einer Ontologie benötigt werden, innerhalb einer ontologischen Signatur typi-
siert.  
In Anlehnung an die Schreibweise1) für Operationen und Relationen werden Operations- 
und Relationssymbole entsprechend dem folgenden Schema für die Spezifikation kon-
ventioneller Signaturen deklariert: 
SIGKS 
OPS: 
   O1:→m1 
   ... 
   OI:→mI 
RS: 
   R1:→n1 
   ... 
   RJ:→nJ 
VAR: 
   x1,...,xQ 
2.2.1.1.2.2 Konventionelle Ausdrücke 
2.2.1.1.2.2.1 Konventionelle Terme 
Über einer konventionellen Signatur SIGKS können zwei Arten von Ausdrücken kon-
struiert werden. Es handelt sich hierbei um konventionelle Terme und konventionelle 
Formeln. Zur Konstruktion von konventionellen Formeln werden konventionelle Terme 
benötigt. Daher werden im Folgenden zunächst konventionelle Terme vorgestellt, um 
im Anschluss daran auf konventionelle Formeln eingehen zu können. 
Die Menge EXPRSIGKS der konventionellen Ausdrücke über einer konventionellen Signa-
tur SIGKS ist eine Teilmenge der Menge ALPHKS* aller Wörter über dem konventionel-
len Alphabet ALPHKS: 
EXPRSIGKS ⊂ ALPHKS*.2) 
                                                 
1) Vgl. EHRIG ET AL. (1999), S. 312.  
2) Die Gleichheit (EXPRSIGKS = ALPHKS*) ist dadurch ausgeschlossen, dass in der Menge ALPHKS* al-
le denkbaren Zeichenketten enthalten sind, die über dem konventionellen Alphabet ALPHKS enthal-
ten sind. Hierin sind auch alle Zeichenketten enthalten, die als konventionelle Ausdrücke nicht zuge-
lassen sind, da sie nicht den Formierungsregeln für konventionelle Ausdrücke genügen. 
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Die Menge EXPRSIGKS setzt sich zum einen aus der Menge TERMSIGKS aller konventio-
nellen Terme und zum anderen aus der Menge FORMSIGKS aller konventionellen For-
meln über SIGKS zusammen: 
EXPRSIGKS = TERMSIGKS ∪ FORMSIGKS 
mit TERMSIGKS ∩ FORMSIGKS = ∅ 
Die induktive Grammatik zur Konstruktion von konventionellen Termen lautet:1) 
(1.) Wenn xq∈VAR mit q∈{1,...,Q} und Q∈N gelten, dann gilt auch xq∈TERMSIGKS. 
Jede Variable xq∈VAR ist ein atomarer konventioneller Term. 
(2.) Wenn Oi∈OPS und typOPSKS(Oi)=0 und somit auch Oi∈KONSIGKS gelten, dann gilt 
auch Oi∈TERMSIGKS. Jedes Konstantensymbol ist ein atomarer konventioneller 
Term.2) 
(3.) Wenn Oi∈OPS und typOPSKS(Oi)=m mit m∈N+ und t1,...,tm∈TERMSIGKS gelten, 
dann gilt auch Oi(t1,...,tm)∈TERMSIGKS. Oi(t1,...,tm) ist dann ein zusammengesetzter 
konventioneller Term. 
Für die Definition von konventionellen Termen sind lediglich Variablen und Operati-
onssymbole von Bedeutung. Relationssymbole finden in der Definition von konventio-
nellen Termen keine Berücksichtigung. Atomare konventionelle Terme sind nämlich 
entweder Variablen oder sind null-stellige Operationssymbole (Konstantensymbole). 
Zusammengesetzte konventionelle Terme gehen hingegen aus der typgerechten Anwen-
dung eines Operationssymbols auf andere konventionelle Terme hervor.  
Bei allen Variablen aus einer konventionellen Signatur SIGKS handelt es sich um kon-
ventionelle Terme. Somit ist die Menge VAR aller Variablen aus dem konventionellen 
Alphabet ALPHKS eine Teilmenge3) der Menge TERMSIGKS aller konventionellen Terme 
über einer Signatur SIGKS: 
VAR ⊆ TERMSIGKS. 
                                                 
1) Vgl. EBBINGHAUS ET AL. (1992), S. 18; ROTHMALER (1995), S. 30; SCHÖNING (1992), S. 52; 
ZELEWSKI (1995), Bd. 4, S. 94. 
2) Für atomare konventionelle Terme, die aus Konstantensymbolen hervorgehen, wird verkürzt die 
Schreibweise Oi anstelle von Oi() zugelassen. Die zweite Schreibweise ist zwar kompatibel mit der 
Schreibweise für zusammengesetzte konventionelle Terme führt allerdings zu einer unnötig verkom-
plizierten Schreibweise. 
3) Es wird hier der allgemeingültige Fall dargestellt, in dem die Menge VAR der Variablen aus einer 
konventionellen Signatur SIGKS eine unechte Teilmenge der Menge TERMSIGKS aller konventionel-
len Terme über SIGKS ist. Dadurch wird auch der Fall umfasst, bei dem die Menge OPS aller Opera-
tionssymbole leer ist. In diesem Fall kämen nur Variablen als konventionelle Terme in Frage. Ent-
sprechend müsste für eine konventionelle Signatur SIGKS mit zugrunde liegender Menge OPS=∅ 
von Operationssymbolen gelten: 
VAR = TERMSIGKS. 
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Bei konventionellen Termen, die aus Operationssymbolen hervorgehen, können zwei 
Arten unterschieden werden. Bei der ersten Art von konventionellen Termen handelt es 
sich um Konstantensymbole. Terme dieser Art werden von der o.a. Regel (2.) erfasst. 
Die Menge KONSIGKS aller Konstantensymbole ist somit eine Teilmenge der Menge 
TERMSIGKS aller konventionellen Terme: 
KONSIGKS ⊆ TERMSIGKS 
Hierbei gilt die Prämisse, dass atomare konventionelle Terme, die aus Konstantensym-
bolen hervorgehen, in der Form Oi angegeben werden können. Die Anwendung Oi() ei-
nes null-stelligen Operationssymbols Oi auf das leere Argument wird durch TERMSIGKS 
nicht umfasst. 
Entsprechend ist auch die Menge INDSIGKS aller Individuensymbole über einer konven-
tionellen Signatur SIGKS eine Teilmenge der Menge TERMSIGKS: 
INDSIGKS ⊆ TERMSIGKS. 
Die zweite Art von Termen, die aus Operationssymbolen hervorgehen kann, wird von 
der o.a. Regel (3.) erfasst. Es handelt sich hierbei um konventionelle Terme, die aus der 
Anwendung eines Operationssymbols Oi auf ein m-Tupel (t1,...,tm) von Termen hervor-
gehen. Damit ein Ausdruck Oi(t1,...,tm) ein konventioneller Term sein kann, muss 
typOPSKS(Oi)=m gelten. Das heißt, um mit Hilfe eines Operationssymbols Oi einen kon-
ventionellen Term konstruieren zu können, muss die natürliche Zahl m berücksichtigt 
werden, die als Typ für Oi angegeben ist. Nur in diesem Fall ist eine typgerechte An-
wendung des Operationssymbols auf ein Termtupel gewährleistet. Ein Operations-
symbol Oi kann bei der typgerechten Konstruktion eines konventionellen Terms nur auf 
so viele konventionelle Terme angewendet werden, wie in der entsprechenden Typisie-
rung typOPSKS(Oi) angegeben ist. 
Konventionelle Terme über einer Signatur SIGKS können hinsichtlich zweier Kriterien 
klassifiziert werden. Das erste Kriterium zur Klassifikation von Termen betrifft ihre – 
bereits oben erwähnte – Zusammengesetztheit. Die Menge TERMSIGKS aller Terme über 
einer konventionellen Signatur SIGKS wird entsprechend dem Kriterium der Zusam-
mengesetztheit in die zwei zueinander disjunkten Teilmengen ATSIGKS und ZTSIGKS un-
terteilt: 
TERMSIGKS = ATSIGKS ∪ ZTSIGKS 
mit ATSIGKS ∩ ZTSIGKS = ∅ 
Die Menge 
ATSIGKS = {t | t∈{VAR ∪ KONSIGKS}} 
oder ATSIGKS = {t | t∈INDSIGKS} 
der atomaren konventionellen Terme über einer konventionellen Signatur SIGKS stimmt 
mit der Menge INDSIGKS aller Individuensymbole überein. Bei atomaren konventionellen 
Termen handelt es sich somit entweder um Variablen oder um Konstantensymbole.  
Die Menge 
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ZTSIGKS = {t | t∈TERMSIGKS ∧ t∉(VAR ∪ KONSIGKS)} 
und ZTSIGKS = TERMSIGKS \ ATSIGKS 
der zusammengesetzten konventionellen Terme umfasst alle konventionellen Terme, die 
aus der typgerechten Anwendung von Operationssymbolen auf atomare oder zusam-
mengesetzte konventionelle Terme hervorgehen. 
Die Konstruktion zusammengesetzter konventioneller Terme wird durch die induktive 
Definition von konventionellen Termen ermöglicht. Die Induktionsbasis bei der Defini-
tion der Menge TERMSIGKS sind die Elemente aus der Menge INDSIGKS. Individuensym-
bole können in den Argumenten von Operationssymbolen verwendet werden, wodurch 
zusammengesetzte konventionelle Terme generiert werden. Darüber hinaus können in 
den Argumenten von Operationssymbolen auch zusammengesetzte konventionelle 
Terme vorkommen. Das Induktionsschema der oben aufgeführten Termdefinition er-
laubt daher auch eine verschachtelte Termkonstruktion, indem im Argument von Opera-
tionssymbolen konventionelle zusammengesetzte Terme verwendet werden dürfen, die 
durch die Anwendung von Operationssymbolen auf (andere) Terme – entsprechend Re-
gel (3.) – konstruiert wurden.  
Zusammengesetzte Terme können sowohl mittels Eigennamen als auch mittels ihrer 
Konstruktionsvorschrift angesprochen werden. Ein zusammengesetzter konventioneller 
Term t=Oi(t1,...,tm), der aus der Anwendung eines Operationssymbols Oi∈OPS mit 
typOPSKS(Oi)=m und m∈N auf ein m-Tupel (t1,...,tm) von konventionellen Termen hervor-
geht, kann somit sowohl als „der Term t“ als auch als „der Term Oi(t1,...,tm)“ ange-
sprochen werden. Das gleiche gilt für die Terme t1,...,tm, die im Argument des Terms 
Oi(t1,...,tm) vorkommen. Es kann beispielsweise sein, dass in dem m-Tupel (t1,...,tm) von 
konventionellen Termen ein konventioneller zusammengesetzter Term tx mit 
tx=Oy(tx1,...,txy) vorkommt. Der „ausgefaltete“ Term t kann in diesem Fall sowohl als 
t=Oi(t1,...,Oy(tx1,...,txy),...,tm) als auch als t=Oi(t1,...,tx,...,tn) angesprochen werden. 
Das zweite Kriterium zur Klassifikation von konventionellen Termen betrifft ihren Va-
riablenanteil. Die Menge TERMSIGKS aller konventionellen Terme wird hinsichtlich ih-
res Variablenanteils in die zwei zueinander disjunkten Teilmengen VTSIGKS und GTSIGKS 
unterteilt:  
TERMSIGKS = VTSIGKS ∪ GTSIGKS 
mit VTSIGKS ∩ GTSIGKS = ∅. 
Die Elemente der Menge VTKS werden als variable konventionelle Terme bezeichnet. 
Bei variablen konventionellen Termen handelt es sich um solche konventionellen Ter-
me, in denen mindestens eine Variable vorkommt. Die Menge GTSIGKS umfasst hinge-
gen alle Terme über einer konventionellen Signatur SIGKS, in denen keine Variable vor-
kommt. Sie werden als konventionelle Grundterme bezeichnet.  
Die Bestimmung des Variablenanteils konventioneller Terme erfolgt durch die Funktion 
varTKS: TERMSIGKS → pot(VAR). 
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Die Funktion varTKS ordnet jedem Term t∈TERMSIGKS über einer konventionellen Signa-
tur SIGKS eine Menge von Variablen aus der Menge VAR aller Variablen zu. Dabei gel-
ten:1) 
(1.) varTKS(xq)    = {xq}   
für alle xq∈VAR, 
(2.) varTKS(Oi)    = ∅   
für alle Oi∈KONSIGKS und 
(3.) varTKS(Oi(t1,...,tm)) = varTKS(t1) ∪ ... ∪ varTKS(tm)   
für Oi∈OPS und t1,...,tm∈TERMSIGKS mit typOPSKS(Oi)=m und m∈N+. 
Für atomare konventionelle Terme ist der Variablenanteil durch eine direkte Zuweisung 
bestimmt. Atomare konventionelle Terme gehen nämlich aus Individuensymbolen und 
somit entweder aus Variablen oder aus Konstantensymbolen hervor. Wenn es sich bei 
dem Individuensymbol um eine Variable handelt, entspricht der Variablenanteil des 
Terms der Variable selbst. Handelt es sich hingegen um ein Konstantensymbol, dann 
entspricht der Variablenanteil des Terms der leeren Menge ∅. 
Für zusammengesetzte konventionelle Terme erfolgt ein rekursiver Aufruf der Funktion 
varTKS. Die Rekursion wird solange für die Terme in den Argumenten von Operations-
symbolen weitergeführt, bis in dem jeweiligen Argument ein Individuensymbol vor-
kommt. Der Variablenanteil der Individuensymbole wird wiederum durch die Regeln 
(1.) und (2.) bestimmt. 
Mit Hilfe der Funktion varTKS können die Elemente der Mengen VTSIGKS und GTSIGKS 
präzise bestimmt werden. Die Menge 
VTSIGKS = {t | t∈TERMSIGKS ∧ varTKS(t) ≠ ∅} 
aller variablen konventionellen Terme umfasst solche Terme, die mindestens eine Vari-
able enthalten. Hierfür kommen insbesondere solche konventionellen Terme in Frage, 
die unmittelbar aus Variablen hervorgehen. Entsprechend ist die Menge VAR aller Va-
riablen eine Teilmenge der Menge VTSIGKS aller variablen Terme:  
VAR ⊆ VTSIGKS. 
Die Menge 
GTSIGKS = {t | varTKS(t) = ∅} 
aller konventionellen Grundterme umfasst solche Terme, die keine Variablen enthalten. 
Entsprechend ist die Menge KONSIGKS aller Konstantensymbole eine Teilmenge der 
Menge GTSIGKS aller Grundterme: 
KONSIGKS ⊆ GTSIGKS. 
                                                 
1) Vgl. EBBINGHAUS ET AL. (1992), S. 28. 
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Den zwei Ausprägungsformen von Termen entsprechend können vier Arten von Ter-
men über einer konventionellen Signatur SIGKS unterschieden werden. In Tabelle 2 ist 
ein Überblick über die möglichen Ausprägungen von Termen gegeben. 
 atomare Terme ATSIGKS 
zusammengesetzte Terme 
KTSIGKS 
Grundterme 
GTSIGKS 
t∈KONSIGKS 
t = Oi(t1,...,tm)  
mit varTKS(t)=∅ 
variable Terme 
VTSIGKS 
t∈VAR 
t = Oi(t1,...,tm)  
mit varTKS(t)≠∅ 
Tabelle 2: Klassifikation konventioneller Terme  
In den Zeilen der Tabelle sind die Ausprägungen des Kriteriums Variablenanteil gege-
ben. In den Spalten sind die Ausprägungen des Kriteriums Zusammengesetztheit gege-
ben. Für jeden Term t∈TERMSIGKS kann mittels der Tabelle bestimmt werden, wie er 
sich nach Maßgabe der zwei genannten Kriterien klassifizieren lässt. 
2.2.1.1.2.2.2 Konventionelle Formeln  
Die zweite Teilmenge FORMSIGKS der Menge EXPRSIGKS aller Ausdrücke über einer 
konventionellen Signatur SIGKS umfasst konventionelle Formeln. Die induktive Gram-
matik zur Konstruktion konventioneller Formeln lautet:1) 
(1.) Es gilt w,f∈FORMSIGKS. w ist die immer gültige, tautologische Formel; f ist die 
immer ungültige, kontradiktorische Formel. 
(2.) Wenn Rj∈RS, typRSKS(Rj)=n mit n>0 und t1,...,tn∈TERMSIGKS gelten, dann gilt 
auch Rj(t1,...,tn)∈FORMSIGKS. Es handelt sich hierbei um eine atomare konventio-
nelle Formel. 
(3.) Wenn F∈FORMSIGKS gilt, dann gilt auch ¬F∈FORMSIGKS. Es handelt sich hierbei 
um eine zusammengesetzte konventionelle Formel. 
(4.) Wenn F1,F2∈FORMSIGKS gilt, dann gelten auch  
F1∧F2, F1∨F2, F1∨F2, F1→F2, F1↔F2∈FORMSIGKS. Es handelt sich hierbei um 
zusammengesetzte konventionelle Formeln. 
(5.) Wenn xq∈VAR und F∈FORMSIGKS gelten, dann gelten auch 
∀xq:F, ∃xq:F, ∃xq:F∈FORMSIGKS. Es handelt sich hierbei um zusammengesetzte 
konventionelle Formeln.2) 
                                                 
1) Vgl. EBBINGHAUS ET AL. (1992), S. 20 („S-Ausdrücke“); ROTHMALER (1995), S. 30 f.; SCHÖNING 
(1992), S. 52; ZELEWSKI (1995), Bd. 4, S. 94.  
2) Es wird bewusst durch die o.a. Formierungsregel der Freiraum gelassen, auch solche Formeln zu 
konstruieren, in denen die Quantoren sich über Variablen erstrecken, die nicht im Formelargument 
vorkommen. Beispielsweise ist der Ausdruck  
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Analog zur Menge TERMSIGKS aller konventionellen Terme kann auch die Menge 
FORMSIGKS aller konventionellen Formeln hinsichtlich der Kriterien Zusammengesetzt-
heit und Variablenanteil ausdifferenziert werden. Darüber hinaus können konventionel-
le Formeln auch hinsichtlich ihrer Offenheit klassifiziert werden. 
Die Zusammengesetztheit von konventionellen Formeln wird durch die induktive Defi-
nition der Menge FORMSIGKS ermöglicht. Wie bei der Grammatik zur Konstruktion von 
konventionellen Termen auch, handelt es sich bei der Grammatik zur Konstruktion von 
konventionellen Formeln um eine induktive Definition. Die Induktionsbasis ist durch 
die Regeln (1.) und (2.) gegeben, nach der atomare konventionelle Formeln konstruiert 
werden.  
Hinsichtlich der Zusammengesetztheit lassen sich atomare konventionelle Formeln aus 
der Menge AFSIGKS und zusammengesetzte konventionelle Formeln aus der Menge 
ZFSIGKS unterscheiden: 
FORMSIGKS = AFSIGKS ∪ ZFSIGKS 
mit AFSIGKS ∩ ZFSIGKS = ∅. 
Die Zuordnung einer konventionellen Formel zu einer der beiden Mengen erfolgt auf 
der Basis der Teilformelfunktion 
tfKS: FORMSIGKS → pot+(FORMSIGKS). 
Die Teilformelfunktion tfKS ordnet jeder Formel F∈FORMSIGKS über einer konventionel-
len Signatur SIGKS eine Menge FM⊆FORMSIGKS von Formeln über SIGKS zu. Es han-
delt sich dabei stets um die Formelmenge FM, welche zum einen die Ausgangsformel F 
selbst und darüber hinaus alle Teilformeln von F enthält. Im Einzelnen gelten für alle 
Formeln w,f,Rj(t1,...,tn),F,F1,F2∈FORMSIGKS:1) 
(1.) tfKS(w)     = {w}, 
(2.) tfKS(f)     = {f}, 
(3.) tfKS(Rj(t1,...,tn)) = {Rj(t1,...,tn)}, 
(4.) tfKS(¬F) = {¬F} ∪ tfKS(F), 
(5.) tfKS((F1•F2)) = {(F1•F2)} ∪ tfKS(F1) ∪ tfKS(F2)  für •∈{∧,∨,∨,→,↔} und 
(6.) tfKS(•x:F) = {•x:F} ∪ tfKS(F)    für •∈{∀,∃,∃}. 
                                                                                                                                               
∀x: Rj(y) 
 als konventionelle Formel zugelassen, wenn typRSKS(Rj)=1 gilt. Hierdurch wird der „gewöhnliche“ 
Fall von konventionellen Formeln, in denen sich die Quantifizierung über Variablen erstreckt, die im 
Formelargument vorkommen, auch umfasst. Zu einer derartigen Zulässigkeit der Konstruktion prä-
dikatenlogischer Formeln vgl. EBBINGHAUS ET AL. (1992), S. 21. 
1) Vgl. EBBINGHAUS ET AL. (1992), S. 28.  
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Die Elemente der Mengen AFSIGKS und ZFSIGKS können mit Hilfe der Teilformelfunktion 
tfKS bestimmt werden. Es gelten für alle Formeln F∈FORMSIGKS über einer konventio-
nellen Signatur SIGKS: 
AFSIGKS = {F | F∈FORMSIGKS ∧ tfKS(F)={F}} 
und ZFSIGKS = {F | F∈FORMSIGKS ∧ tfKS(F) ⊃{F}}. 
Die Menge AFSIGKS der atomaren konventionellen Formeln umfasst alle konventionellen 
Formeln F, deren Teilformelmenge tfKS(F) nur sie selbst enthält (tfKS(F)=F). Da die 
Teilformelmenge tfKS(F) zu einer Formel F mindestens sich selbst als Element hat und 
für atomare konventionelle Formeln keine weiteren Formeln als Teilformeln erlaubt 
sind, beträgt die Mächtigkeit |tfKS(F)| der Teilformelmenge tfKS(F) einer atomaren kon-
ventionellen Formel F stets genau 1.  
Atomare konventionelle Formeln gehen entweder unmittelbar aus den Formeln w und f 
oder mittelbar aus der Anwendung eines Relationssymbols Rj mit der Typisierung 
typRSKS(Rj)=n auf genau n konventionelle Terme hervor. Die konventionellen Terme, auf 
die das Relationssymbol Rj angewendet wird, werden bei der Anwendung von den 
Hilfszeichen „(“ und „)“ umfasst. 
Zusammengesetzte Formeln gehen hingegen aus der Kombination konventioneller 
Formeln mit logischen Symbolen hervor. Die Zusammengesetztheit atomarer konventi-
oneller Formel ist nur in Bezug auf ihren Formelaufbau definiert. Die Zusammenge-
setztheit der Terme im Argument atomarer konventioneller Formel hat keinen Einfluss 
auf die Zusammengesetztheit der Formeln. Demnach können atomare konventionelle 
Formeln in ihren Argumenten auch zusammengesetzte konventionelle Terme aufwei-
sen. In diesem Fall wird von einer tiefen Argumentstruktur der atomaren konventionel-
len Formel gesprochen. Wenn das Formelargument einer atomaren Formel nur atomare 
konventionelle Terme aufweist, wird von einer flachen Argumentstruktur gesprochen.1) 
Zusammengesetzte konventionelle Formeln sind solche konventionellen Formeln, die 
aus der Anwendung von mindestens einer der Regeln (4.) bis (6.) zur Konstruktion von 
Formeln über einer konventionellen Signatur SIGKS hervorgegangen sind. Die Menge 
ZFSIGKS aller zusammengesetzten konventionellen Formeln umfasst demnach alle For-
meln F, deren Teilformelmenge tfKS(F) notwendigerweise sich selbst und hinreichend-
erweise mindestens eine weitere konventionelle Formel enthält. Da zusammengesetzte 
konventionelle Formeln mindestens sich selbst und eine andere konventionelle Formel 
als Teilformel haben, beträgt die Mächtigkeit |tf(F)| einer zusammengesetzten konventi-
onellen Formel F mindestens 2. 
Der Variablenanteil einer konventionellen Formel wird durch ihr Bild entsprechend der 
Funktion 
varFKS: FORMSIGKS → pot(VAR) 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 4, S. 98.  
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bestimmt. Sie ordnet jeder konventionellen Formel F eine Teilmenge der Menge VAR 
aller Variablen zu. Es handelt sich hierbei um die Menge von Variablen, die in den 
Termen des Formelarguments enthalten sind. Dabei gelten: 
(1.) varFKS(w) = ∅, 
(2.) varFKS(f) = ∅, 
(3.) varFKS(Rj(t1,...,tn)) = varTKS(t1) ∪ ... ∪ varTKS(tn)  
für alle Rj∈RS mit typRSKS(Rj)=n und tx∈TERMSIGKS mit x∈{1,...,n}, 
(4.) varFKS(¬F) = varFKS(F) 
für alle konventionellen Formeln F∈FORMSIGKS, 
(5.) varFKS(F1•F2) = varFKS(F1) ∪ varFKS(F2)  
für alle konventionellen Formeln F1,F2∈FORMSIGKS und •∈{∧,∨,∨,→,↔} und 
(6.) varFKS(•:F) = varFKS(F)∪{xq} 
für alle konventionellen Formeln F∈FORMSIGKS und •∈{∀xq,∃xq,∃xq}. 
Bei der Funktion varFKS zur Bestimmung des Variablenanteils von konventionellen 
Formeln handelt es sich – wie bei der Funktion varTKS zur Bestimmung des Variablen-
anteils von konventionellen Termen auch – um eine rekursive Funktion. Während bei 
varTKS die Termination des rekursiven Funktionsaufrufs durch atomare Terme gewähr-
leistet ist, wird dies bei varFKS durch atomare Formeln übernommen. Der Variablenan-
teil von der konventionellen Formeln w und f ist stets ∅. Bei atomaren Formeln, die 
aus der typgerechten Anwendung eines Relationssymbols Rj mit typRSKS(Rj)=n auf ein 
Termtupel (t1,...,tn) hervorgehen, terminiert die Funktion varFKS dann, wenn die Funkti-
on varTKS terminiert. Der Variablenanteil varFKS(Rj(t1,...,tn)) einer atomaren Formel 
Rj(t1,...,tn) stimmt mit der Vereinigung aller Variablenanteile der konventionellen Ter-
me t1,...,tn überein, die im Argument der Formel vorkommen. 
Bei der Bestimmung des Variablenanteils zusammengesetzter Formeln kann es zu zwei 
voneinander unabhängigen Rekursionen kommen. Zum ersten handelt es sich um den 
rekursiven Aufruf der Funktion varFKS, um den Variablenanteil der Teilformeln von zu-
sammengesetzten konventionellen Formeln bestimmen zu können. Zum zweiten han-
delt es sich um den rekursiven Aufruf der Funktion varTKS, wenn es sich bei den kon-
ventionellen Termen, die in den Argumenten der Relationssymbole verwendet werden, 
um zusammengesetzte konventionelle Terme handelt. Für beide Funktionen ist ihre 
Termination durch ihre jeweiligen Rekursionsbasen gewährleistet. 
Konventionelle Formeln werden hinsichtlich ihres Variablenanteils in konventionelle 
Grundformeln und variable konventionelle Formeln unterschieden. Für diese Unter-
scheidung wird die Menge FORMSIGKS aller Formen über einer konventionellen Signa-
tur SIGKS in die Menge GFSIGKS aller konventionellen Grundformeln und die Menge 
VFSIGKS aller variablen konventionellen Formeln unterteilt: 
FORMSIGKS = GFSIGKS ∪ VFSIGKS mit 
GFSIGKS ∩ VFSIGKS = ∅. 
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Die Elemente der Menge GFSIGKS weisen in den Argumenten ihrer atomaren Teil-
formeln höchstens1) konventionelle Grundterme aus der Menge GTSIGKS auf. Der Vari-
ablenanteil konventioneller Grundformeln entspricht somit der leeren Menge ∅. An-
sonsten werden konventionelle Formeln zur Menge VFSIGKS aller variablen konven-
tionellen Formeln gezählt. Der Variablenanteil der konventionellen Formeln aus der 
Menge VFSIGKS ist somit ungleich der leeren Menge ∅. Mit Hilfe der Funktion varFKS 
können die Elemente der Mengen GFKS und VFKS wie folgt bestimmt werden: 
GFSIGKS = {F | F∈FORMSIGKS ∧ varFKS(F)=∅} 
und VFSIGKS = {F | F∈FORMSIGKS ∧ varFKS(F) ⊃ ∅}. 
Hinsichtlich ihrer Offenheit können konventionelle Formen in offene und geschlossene 
konventionelle Formeln unterschieden werden. Dafür wird die Menge FORMSIGKS aller 
Formeln über einer konventionellen Signatur SIGKS in die Menge OFSIGKS aller offenen 
konventionellen Formeln und die Menge CFSIGKS aller geschlossenen konventionellen 
Formeln unterteilt: 
FORMSIGKS = OFSIGKS ∪ CFSIGKS 
mit OFSIGKS ∩ CFSIGKS = ∅. 
Die Menge OFSIGKS aller offenen konventionellen Formeln enthält konventionelle For-
meln, die in ihren Argumenten mindestens eine freie Variable enthalten. Eine Variable 
xq kommt im Argument einer konventionellen Formel F genau dann frei vor, wenn sie 
in F durch keinen Quantor gebunden wird. Da in offenen konventionellen Formeln min-
destens eine freie Variable vorkommen muss, handelt es sich bei ihnen grundsätzlich 
um variable konventionelle Formeln. 
Die Menge CFSIGKS aller geschlossenen konventionellen Formeln enthält konventionelle 
Formeln, die in ihren Argumenten keine freien Variablen enthalten. Die Variablen in 
den Argumenten geschlossener konventioneller Formeln werden als gebundene Variab-
len bezeichnet. Wenn eine Formel keine Variablen enthält, wird sie definitorisch zu den 
geschlossenen Formeln gerechnet. Bei konventionellen Grundformeln handelt es sich 
daher grundsätzlich um geschlossene konventionelle Formeln. 
Die Bestimmung des Anteils an freien Variablen, die in einer konventionellen Formel 
vorkommen, erfolgt über die Funktion 
fvarKS: FORMSIGKS→ pot(VAR). 
Sie ordnet jeder Formel F∈FORMSIGKS über einer konventionellen Signatur SIGKS eine 
Teilmenge der Menge VAR aller Variablen zu. Dabei gelten:2) 
(1.) fvarKS(w) = ∅, 
(2.) fvarKS(f) = ∅, 
                                                 
1) Für den Grenzfall, dass es sich bei der atomaren Teilformel um eine der beiden Formeln w oder f 
handelt, weist die Teilformel keinen Term in ihrem Argument auf.  
2) Vgl. EBBINGHAUS ET AL. (1992), S. 30; EHRIG ET AL. (1999), S. 316; GALLIER (1986), S. 154. 
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(3.) fvarKS(Rj(t1,...,tn))  = varTKS(t1) ∪ ... ∪ varTKS(tn)  
für alle Rj∈RS mit typRSKS(Rj)=n und t1,...,tn∈TERMSIGKS , 
(4.) fvarKS(¬F) = fvarKS(F) 
für alle F∈FORMSIGKS, 
(5.) fvarKS(F1•F2) = fvarKS(F1) ∪ fvarKS(F2)  
für alle F1,F2∈FORMSIGKS und •∈{∧,∨,∨,→,↔}, 
(6.) fvarKS(•F) = fvarKS(F)\{xq} 
für alle F∈FORMSIGKS und •∈{∀xq,∃xq:,∃xq:}. 
Eine Variable xq∈VAR kommt in einer konventionellen Formel F∈FORMSIGKS genau 
dann frei vor, wenn sie in F nicht durch einen Quantor gebunden ist. Ansonsten kommt 
xq in F in gebundener Form vor. Wenn es sich bei F∈FORMSIGKS um eine atomare kon-
ventionelle Formel handelt, dann sind alle Variablen im Argument von F grundsätzlich 
frei, da in atomaren konventionellen Formeln keine Quantoren vorkommen können.  
Das Bild einer konventionellen Formel F∈FORMSIGKS entsprechend der Funktion 
fvarKS ist die Menge von Variablen, die in F frei vorkommen. Mit Hilfe der Funktion 
fvarKS lassen sich die Menge OFSIGKS aller offenen Formeln und die Menge CFSIGKS aller 
geschlossenen Formeln über einer konventionellen Signatur SIGKS bestimmen. Es gel-
ten für alle konventionellen Formeln F∈FORMSIGKS: 
OFSIGKS = {F | F∈FORMSIGKS ∧ fvarKS(F) ⊃ ∅} 
und CFSIGKS = {F | F∈FORMSIGKS ∧ fvarKS(F) = ∅}. 
In konventionellen Grundformeln kommen grundsätzlich keine Variablen vor. Somit 
können in konventionellen Grundformeln auch keine freien Variablen vorkommen. 
Entsprechend ist die Menge GFSIGKS aller konventionellen Grundformeln eine Teilmen-
ge der Menge CFSIGKS aller geschlossenen konventionellen Formeln: 
GFSIGKS ⊆ CFSIGKS. 
2.2.1.1.3 Semantische Aspekte der 
konventionellen Prädikatenlogik 
2.2.1.1.3.1 SIGKS-Strukturen 
Sowohl Terme als auch Formeln über einer konventionellen Signatur SIGKS wurden bis-
lang als Ausdrücke vorgestellt, deren Bedeutung zunächst ungeklärt ist. Obwohl die 
Ausdrücke über einer konventionellen Signatur SIGKS bislang „bedeutungslos“ sind, 
kann auch schon die die Festlegung der Grammatik zu ihrer Konstruktion ohne eine 
Erweiterung für unterschiedliche Zwecke nützlich sein. Das Signaturkonzept kann z.B. 
für Software zur Überprüfung prädikatenlogisch konstruierter Aussagen hinsichtlich ih-
rer Korrektheit ausreichend sein. Eine ähnliche Nützlichkeit ist beispielsweise bei der 
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Backus-Naur-Notation1) für formale Sprachen zu beobachten. Dennoch kann mit dem 
Signaturkonzept allein das Potenzial der Prädikatenlogik noch nicht annähernd ausge-
schöpft werden. 
Auch wenn die natürlichsprachliche Bezeichnung der Komponenten von Signaturen, 
mit denen Ausdrücke konstruiert werden, oft eine bestimmte Interpretation nahe legt, 
handelt es sich in diesen Fällen um keine präzise Festlegung der Semantik. Natürlich-
sprachliche Interpretationen von formal- oder wiederum natürlichsprachlichen Kon-
strukten können nämlich mit Mehrdeutigkeiten behaftet sein. 
Bei der Semantik für prädikatenlogische Ausdrücke, die in der vorliegenden Arbeit vor-
gestellt wird, handelt es sich um eine formale Semantik. Den Ausdrücken, die mit Hilfe 
des konventionellen Alphabets ALPHKS und den Regeln zur Konstruktion von Termen 
und Formeln aufgebaut werden können, werden innerhalb einer formalen Semantik 
formale Objekte bzw. formale Wahrheitswerte zugeordnet. Dazu ist es notwendig, die 
Komponenten einer konventionellen Signatur SIGKS extensional zu interpretieren. Die 
extensionale Interpretation erfolgt, indem Termen formale Objekte und Formeln forma-
le Wahrheitswerte zugeordnet werden. 
Eine formale Semantik, die Termen formale Objekte und Formeln formale Wahrheits-
werte zuordnet, basiert auf dem Prinzip der modelltheoretischen Semantik nach 
TARSKI.2) Den Grundbaustein einer modelltheoretischen Semantik bildet die Abbildung 
von Termen auf formale Objekte. Der Abbildungsbereich dieser formalen Semantik ist 
eine so genannte SIGKS-Struktur.3) 
Eine SIGKS-Struktur ASIGKS zu einer konventionellen Signatur SIGKS ist definiert als: 
ASIGKS=(OB,OPF,RF,IFKS). 
Die Komponenten einer SIGKS-Struktur ASIGKS zu einer konventionellen Signatur SIGKS 
sind: 
(1.) eine Objektmenge OB={ob1,...,obU} mit u=1,...,U und U∈N+, 
(2.) eine Familie OPF=(o1,...,oI) von Operationen oi mit i=1,...,I und I∈N und 
(3.) eine Familie RF=(r1,...,rJ)von Relationen rj mit j=1,...,J und J∈N und 
(4.) eine Familie IFKS=(IOPS,IRS) von Interpretationsfunktionen. 
Die Objektmenge OB wird synonym auch als Träger- oder Individuenmenge bezeichnet 
und konstituiert das prädikatenlogische Universum.4) Die Elemente der Objektmenge 
OB sind formale Objekte, die als Individuen bezeichnet werden. Individuen sind die 
                                                 
1) Vgl. EIRUND ET AL. (2000), S. 51 ff. 
2) Vgl. SCHMID/KINDSMÜLLER (1996), S. 278 f. 
3) Logische Strukturen werden auch verkürzt als Strukturen angesprochen werden, wenn aus dem Ar-
gumentationskontext ersichtlich ist, dass es sich um logische Strukturen handelt. 
4) Vgl. ROTHMALER (1995), S. 18; ZELEWSKI (1995), Bd. 4, S. 114.  
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Grundbausteine der modelltheoretischen Semantik für eine prädikatenlogische Sprache. 
Sowohl die Operationen als auch die Relationen aus den Familien OPF bzw. RF werden 
nämlich als Teilmengen von kartesischen Produkten der Objektmenge OB mit sich 
selbst definiert.  
Die Verknüpfung zwischen syntaktischen Ausdrücken über einer konventionellen Sig-
natur SIGKS und semantischen Komponenten einer SIGKS-Struktur erfolgt durch die 
Mitglieder der Familie IFKS=(IOPS,IRS) von extensionalen Interpretationsfunktionen. Es 
handelt sich hierbei um Funktionen, die die Zuweisung von Extensionen zu Operations- 
und Relationssymbolen aus der konventionellen Signatur SIGKS erlauben. Entsprechend 
wird die Anwendung einer Interpretationsfunktion IOPS oder IRS auf ein deskriptives 
Symbol als dessen extensionale Interpretation oder kurz Extension bezeichnet. 
Bei den Interpretationsfunktionen IOPS und IRS handelt es sich um linkstotale, bijektive1) 
Funktionen, mit denen Konstrukten aus einer konventionellen Signatur SIGKS einein-
deutig Konstrukte aus einer SIGKS-Struktur ASIGKS zugeordnet werden können. Hierbei 
werden alle Operations- und Relationssymbole aus einer konventionellen Signatur 
SIGKS durch Operationen bzw. Relationen aus einer SIGKS-Struktur ASIGKS extensional 
interpretiert. Zudem sind alle Operationen und Relationen aus einer SIGKS-Struktur 
ASIGKS extensionale Interpretationen von jeweils genau einem Operations- bzw. Relati-
onssymbol aus der konventionellen Signatur SIGKS.2) Insofern ist jede SIGKS-Struktur 
ASIGKS zu einer konventionellen Signatur SIGKS „passend“ zu SIGKS aufgebaut. 
                                                 
1) Da es sich bei den Interpretationsfunktionen um bijektive Funktionen handelt, werden sie bei der 
formalen Definition von Strukturen zu konventionellen Signaturen oftmals ausgelassen; vgl. z.B. 
ROTHMALER (1995), S. 18 ff.; EHRIG ET AL. (1999), S. 312 (für die sortierte Prädikatenlogik). Eine 
SIGKS-Struktur ASIGKS zu einer konventionellen Signatur SIGKS wird in diesen Fällen implizit als 
„passend“ zu SIGKS aufgefasst. Alternativ werden in einigen Ansätzen lediglich die Interpretations-
funktionen aus IKS aufgeführt, und auf die Angaben der Mengen OPF und RF wird verzichtet; vgl. 
z.B. EBBINGHAUS ET AL. (1992), S. 35; SCHÖNING (1992), S. 54. In der vorliegenden Arbeit werden 
grundsätzlich alle Komponenten einer SIGKS-Struktur ASIGKS explizit aufgeführt.  
2) Die eineindeutige Zuordnung von Operationen und Relationen zu Operations- bzw. Relationssymbo-
len ist eine Basisentscheidung, die der vorliegenden Arbeit zugrunde liegt. Üblicherweise wird die 
Eineindeutigkeit der extensionalen Interpretationsfunktionen nicht zwingend eingefordert. Dadurch 
wird die Möglichkeit frei gelassen, solche Operationen und Relationen zu spezifizieren, durch die 
mehrere Symbole extensional interpretiert werden. Beispielsweise könnten zwei Relationssymbole 
R1 und R2 durch die gleiche Relation rj extensional interpretiert werden, wenn die extensionale Inter-
pretationsfunktion IRS nicht linkseindeutig wäre. Die beiden Relationssymbole könnten in diesem 
Fall als zueinander „synonyme“ Symbole aufgefasst werden. 
 Das sprachliche Phänomen der Synonymie wird in der vorliegenden Arbeit auf eine metasprachliche 
Ebene angesiedelt. Zueinander synonyme Zeichenketten werden in Abschnitt 3.1.3.2.2.3 als meta-
sprachliche Bezeichner für objektsprachliche Symbole eingeführt. Darüber hinaus wird auch die 
Homonymie von Zeichenketten in 3.1.3.2.2.3 vorgestellt. Es handelt sich hierbei um solche meta-
sprachlichen Zeichenketten, mit denen mindestens zwei objektsprachliche Symbole bezeichnet wer-
den.  
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Mit der Interpretationsfunktion 
IOPS: OPS → OPF 
wird jedes Operationssymbol Oi∈OPS durch genau eine Operation oi∈OPF extensional 
interpretiert. Dabei ordnet die Interpretationsfunktion IOPS jedem Operationssymbol Oi 
eine typOPSKS(Oi)-stellige Operation oi∈OPF über OB zu. Jede Operation oi∈OPF zu ei-
nem Operationssymbol Oi ist eine rechtseindeutige Relation – also eine Abbildung oder 
Funktion – der Form 
oi: OBm → OB 
mit m=typOPSKS(Oi). 
Für Operationssymbole, die in der Form typOPSKS(Oi)=0 typisiert sind, entspricht das 
Bild der Interpretationsfunktion IOPS einer Operation oi∈OPF mit der Operationsvor-
schrift 
oi:→OB. 
Operationen dieser Art werden als Konstanten bezeichnet. Es handelt sich in diesem 
Fall um Operationen, deren Anwendung auf das leere Argument das Individuum 
IOPS(Oi)=oi()=obu aus dem prädikatenlogischen Universum OB hervorbringt.  
Mit der Interpretationsfunktion 
IRS: RS → RF 
wird jedes Relationssymbol Rj∈RS durch eine Relation rj∈RF der Form 
rj ⊆ OBm  
mit m=typRSKS(Rj). 
extensional interpretiert. Sie ordnet jedem Relationssymbol Rj∈RS eine typRSKS(Rj)-
stellige Relation rj∈RF über OB zu.  
Die Extension eines Relationssymbols Rj ist die Menge aller n-Tupel (ob1,...,obn) aus 
formalen Objekten obx mit x=1,...,n und obx∈OB, die die Relation rj(ob1,...,obn) in der 
SIGKS-Struktur ASIGKS zu einer konventionellen Signatur SIGKS erfüllen. Durch diesen 
Ansatz wird eine extensionale Semantik aller konventionellen Formeln aus der Menge 
FORMSIGKS fundiert.
1) Diese Semantik weist jedem Relationssymbol Rj eine Menge 
formal definierter Konstrukte aus der SIGKS-Struktur ASIGKS als extensionale Interpreta-
tion der konventionellen Signatur SIGKS zu. Intensionale Semantiken für Relationssym-
bole werden im Rahmen der konventionellen Prädikatenlogik nicht berücksichtigt.2) 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 4, S. 115. 
2) Die Beschränkung auf extensionale Semantiken gilt allerdings nur bei der Interpretation von Kon-
strukten aus konventionellen und sortierten Signaturen. Sortierte Signaturen werden in den nächsten 
Abschnitten vorgestellt. Später wird auch ein Ansatz verfolgt, Konstrukten aus ontologischen Signa-
turen mittels natürlichsprachlicher Definitionen eine informale, intensionale Semantik zukommen zu 
lassen. 
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Die Bilder der Interpretationsfunktionen IOPS und IRS werden in der vorliegenden Arbeit 
durch die verwendete Schreibweise verdeutlicht. Jede Interpretation IOPS(Oi) und IRS(Rj) 
eines Operations- bzw. Relationssymbols entspricht demnach einer Operation oi∈OPF 
bzw. einer Relation rj∈RF. Um eine zweifache Redundanz1) in der Schreibweise zu 
vermeiden, wird daher im Folgenden auf die Angabe der Interpretationsfunktionen bei 
fehlendem Bedarf zur expliziten Ausführung verzichtet.  
SIGKS-Strukturen werden in Anlehnung an die Schreibweise für konventionelle Signatu-
ren entsprechend folgendem Schema notiert:2) 
ASIGKS 
OB ={ob1,...,obU} 
OPF =(o1,...,oI) 
   o1: OBl(o1) → OB 
   ... 
   oI: OBl(oI) → OB 
RF  =(r1,...,rJ) 
   r1 ⊆ OBl(r1) 
   ... 
   rJ ⊆ OBl(rJ). 
Jede SIGKS-Struktur ASIGKS zu einer konventionellen Signatur SIGKS liefert eine mögli-
che extensionale Interpretation der deskriptiven Symbole aus der konventionellen Sig-
                                                 
1) Die zweifache Redundanz resultiert daraus, dass die Interpretation von Operations- und Relations-
symbolen zum einen durch die Großschrift der Symbole und zum anderen durch die Kleinschrift der 
Operationen bzw. Relationen verdeutlicht wird. So wird das Relationssymbol P durch die Relation p 
und das Relationssymbol Q durch die Relation q extensional interpretiert. Von dieser Schreibweise 
wird insbesondere in der Fallstudie im Anhang Gebrauch gemacht. Diese Vorgehensweise birgt die 
erste Redundanz gegenüber der Anwendung der Interpretationsfunktionen IOPS bzw. IRS. Die zweite 
Redundanz resultiert aus den Indizes, die Operations- und Relationssymbolen angeheftet werden. Je-
des Operations- oder Relationssymbol Oi bzw. Rj wird nämlich durch eine indexgleiche Operation oi 
bzw. Relation rj interpretiert. 
2) In der SIGKS-Struktur wird als Index zu Objekten aus Objekttupeln u.a. die Bezeichnung l(o1) ver-
wendet. l kann als eine Funktion aufgefasst werden, die das Konstrukt (z.B. o1), das dem Objekttupel 
vorangestellt ist, auf eine natürliche Zahl l(o1) abbildet, um die numerische Stelligkeit des jeweils 
verwendeten Konstrukts (Operation oder Relation) anzugeben. Im Fall der konventionellen Prädika-
tenlogik stimmt beispielsweise für eine Operation oi der Wert l(oi) mit dem Typ typOPSKS(Oi) des O-
perationssymbols Oi mit IOPS(Oi)=oi überein. Im späteren Fall der sortierten Prädikatenlogik wird die 
Typisierung jedoch nicht numerisch, sondern inhaltlich angegeben. Die inhaltliche Typisierung um-
fasst zwar implizit die numerische Typisierung, stimmt jedoch nicht mit dieser überein. Insofern un-
terscheiden sich in diesen Fällen l(oi) und typOPSSS(Oi) voneinander, wobei typOPSSS die Typisierungs-
funktion für Operationssymbole im Rahmen der sortierten Prädikatenlogik ist. Sie wird in Abschnitt 
2.2.1.2.2.1 näher vorgestellt. 
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natur SIGKS. Es können grundsätzlich mehrere alternative Interpretationen der gleichen 
konventionellen Signatur SIGKS in Frage kommen. Die Menge A(SIGKS) umfasst alle 
Strukturen zu einer konventionellen Signatur SIGKS. 
Jedes Element ASIGKS aus der Menge A(SIGKS) umfasst eine Objektmenge OB, eine Fa-
milie OPF von Operationen, eine Familie RF von Relationen und eine Familie IFKS von 
Interpretationsfunktionen. Da jede SIGKS-Stuktur ASIGKS∈A(SIGKS) auch die zwei bijek-
tiven Interpretationsfunktionen IOPS und IRS umfasst, sind alle Strukturen aus A(SIGKS) 
weiterhin „passend“ zu SIGKS konstruiert. 
2.2.1.1.3.2 Auswertung von konventionellen Ausdrücken 
2.2.1.1.3.2.1 Auswertung von konventionellen Termen 
Durch ihre Auswertung werden „bedeutungslose“ Ausdrücke über einer konventionellen 
Signatur SIGKS um eine formale Semantik angereichert. Für eine solche Auswertung 
wird eine SIGKS-Struktur ASIGKS vorausgesetzt, wie sie im vorherigen Abschnitt vorge-
stellt wurde. Im Rahmen der Auswertung wird eine konventionelle Signatur SIGKS 
durch eine SIGKS-Struktur ASIGKS interpretiert. 
Entsprechend der vorherigen Unterteilung der Menge EXPRSIGKS aller konventionellen 
Ausdrücke in die Menge TERMSIGKS aller konventionellen Terme und die Menge 
FORMSIGKS aller konventionellen Formeln werden auch zwei Arten von Auswertungen 
benötigt. Für beide Arten von Ausdrücken werden eigene Auswertungsverfahren defi-
niert. Jedes Auswertungsverfahren umfasst die Menge alle Regeln, um Ausdrücke der 
entsprechenden Art zu interpretieren. Das erste Auswertungsverfahren bezieht sich auf 
die Zuordnung formaler Objekte aus einer SIGKS-Struktur ASIGKS zu konventionellen 
Termen. Das zweite Auswertungsverfahren bezieht sich auf die Zuordnung von Wahr-
heitswerten zu konventionellen Formeln.  
Für die Auswertung von konventionellen Termen wird die Termauswertungsfunktion 
ITKS: TERMSIGKS → OB 
verwendet. Die Termauswertungsfunktion ITKS ordnet jedem konventionellen Term 
t∈TERMSIGKS ein formales Objekt ITKS(t)=obu aus der Objektmenge OB einer SIGKS-
Struktur ASIGKS zu.
1)  
                                                 
1) Bei einer vollständig formalen Argumentation müsste die Termauswertungsfunktion ITKS als 
ITKS: TERMSIGKS × A(SIGKS) → OB 
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Bei der Grammatik zur Konstruktion von konventionellen Termen wurden hinsichtlich 
ihrer Variabilität zwei Arten von konventionellen Termen unterschieden. Die erste 
Termmenge GTSIGKS umfasst konventionelle Grundterme, in denen keine Variablen vor-
kommen dürfen. Die zweite Termmenge VTSIGKS umfasste variable konventionelle Ter-
me, in denen mindestens eine Variable vorkommt. Während für konventionelle Grund-
terme die Auswertung unmittelbar mittels der Termauswertungsfunktion ITKS erfolgen 
kann, muss für variable konventionelle Terme zunächst ihr Variablenanteil extensional 
interpretiert werden. Dies geschieht, in dem eine Funktion eingeführt wird, die die Be-
legung von Variablen mit formalen Objekten aus einer SIGKS-Struktur ASIGKS erlaubt. 
Die extensionale Interpretation von Variablen erfolgt durch die (konventionelle) Vari-
ablenbelegungsfunktion1) 
belKS: VAR → OB. 
Die Variablenbelegung belKS ordnet jeder Variablen xq ein formales Objekt obu zu. Das 
Bild belKS(xq)=obu einer Variablen xq entsprechend der Variablenbelegung belKS wird 
als Wert der Variablen xq entsprechend belKS bezeichnet.  
Die Variablenbelegung belKS hat den Charakter eines Parameters für die Interpretation 
von Ausdrücken über einer Signatur SIGKS. Je nachdem, welche Variablenbelegung 
verwendet wird, können nämlich – im Fall von variablen Ausdrücken – unterschiedliche 
Auswertungen der gleichen Ausdrücke bewirkt werden. Sowohl bei variablen Termen 
als auch bei variablen Formeln über einer konventionellen Signatur SIGKS können un-
terschiedliche Auswertungen vorliegen, wenn auch unterschiedliche Variablenbelegun-
gen vorgenommen werden. Im Fall variabler Formeln gilt dies allerdings nur für freie 
Variablen.  
Für die Auswertung von variablen Formeln, in denen mindestens eine Variable durch 
einen Quantor gebunden ist, wird eine bedingte Variablenbelegung benötigt. 
Die bedingte konventionelle Variablenbelegung  
                                                                                                                                               
 definiert werden. In diesem Fall würde jedem Tupel (t,ASIGKS), bestehend aus einem Term 
t∈TERMSIGKS über der konventionellen Signatur SIGKS und einer SIGKS-Struktur ASIGKS∈A(SIGKS), 
ein formales Objekt ITKS(t,ASIGKS)=obu aus der Trägermenge OB von ASIGKS zugewiesen werden. E-
benso müsste die Variablenbelegungsfunktion belKS explizit benannt werden, die weiter unten vorge-
stellt wird. Der einfacheren Diktion halber wird hier allerdings auf beides verzichtet. Welche SIGKS-
Struktur ASIGKS und welche Variablenbelegungsfunktion belKS jeweils gemeint sind, wird in den na-
türlichsprachlichen Erläuterungen bei Bedarf hervorgehoben.  
1) Der Zusatz „konventionelle“ wird im Folgenden nur dann aufgeführt, wenn eine Abgrenzung zu sor-
tierten oder ontologischen Variablenbelegungsfunktionen nötig ist. Darüber hinaus wird die verkürz-
te Bezeichnung „Variablenbelegung“ zugelassen. 
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{ KSKS u
u
bel (x) wenn x x*bel [x*/ob ](x)= ob wenn x = x*
≠  
weist jeder Variablen x ein formales Objekt entsprechend der Variablenbelegung belKS 
zu, wenn sich die Variable x von einer näher spezifizierten Variable x* unterscheidet. 
Ansonsten wird der Variable x=x* das formale Objekt obu zugeordnet, für das 
belKS[x*,obu] definiert ist. 
Bei der bedingten Variablenbelegung wird der nicht-deterministische Charakter von Va-
riablenbelegungen teilweise aufgehoben. Die Nicht-Determiniertheit gilt dann nämlich 
nur für alle Variablen außer der spezifizierten Variable x*. Die Belegung von x* geht 
wiederum als Bedingung in die gesamte Variablenbelegung ein. Eine derartige Bedin-
gung wird für die Auswertung von Formeln mit Quantoren benötigt, um die quantifi-
zierten Variablen – entsprechend dem jeweils verwendeten Quantor – zu belegen. Wenn 
beispielsweise eine geschlossene konventionelle Formel ∀x: R(x) ausgewertet werden 
soll, wird eine bedingte Belegung der Variable x mit allen formalen Objekten aus dem 
Universum unterstellt. 
Die Auswertung von konventionellen Termen erfolgt nach folgendem Rekursionssche-
ma: 
(1.) ITKS(xq)=belKS(xq)=obu mit obu∈OB   
für jede Variable xq∈VAR, 
(2.) ITKS(Oi)=IOPS(Oi)=oi() mit oi()=obu und obu∈OB, 
für jedes Konstantensymbol Oi∈OPS mit typOPSKS(Oi)=0 und 
(3.) ITKS(Oi(t1,...,tn))=oi(ITKS(t1),...,ITKS(tn)) 
für jedes Operationssymbol Oi∈OPS mit typOPSKS(Oi)=n, n∈N+ und 
t1,...,tn∈TERMSIGKS. 
Mit Regel (1.) wird festgelegt, dass die Auswertung jedes konventionellen Terms t, der 
die Variable xq∈VAR ist, mit der Variablenbelegung belKS(xq) von xq übereinstimmt. 
Somit ist die Auswertung von variablen konventionellen Termen von der jeweiligen Va-
riablenbelegung belKS abhängig. Je nachdem, welche Variablenbelegung belKS voraus-
gesetzt wird, variiert die Auswertung von variablen Termen. Für Grundterme ist hinge-
gen ihre Auswertung von der Interpretationsfunktion IOPS1) abhängig.  
Mit Regel (2.) wird festegelegt, dass die Auswertung ITKS(Oi) eines konventionellen 
Terms Oi, der ein Konstantensymbol Oi ist, mit dem formalen Objekt obu überein-
stimmt, das aus der Anwendung oi() der Operation oi auf das leere Argument hervor-
geht. Die Operation oi ist hierbei die extensionale Interpretation IOPS(Oi) von Oi in der 
SIGKS-Struktur ASIGKS.  
                                                 
1) Die Interpretationsfunktion IRS hat für die Auswertung von konventionellen Termen keine Bedeu-
tung, da bei der Konstruktion von Termen keine Relationssymbole verwendet werden. 
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Bei der dritten Regel zur Auswertung konventioneller Terme handelt es sich um ein re-
kursives Schema. Die Auswertung eines zusammengesetzten konventionellen Terms 
t∈ZTSIGKS setzt die Auswertung seiner (Term-)Bestandteile voraus. Ist ein Term im Ar-
gument eines zusammengesetzten Terms selbst ein zusammengesetzter Term, erfolgt 
ein erneuter Aufruf der Termauswertungsfunktion ITKS mit dem letztgenannten Term 
im Argument. Dieses Rekursionsprinzip wird solange fortgesetzt, bis die „Abbruchbe-
dingung“ für die Rekursion erfüllt ist. Die Abbruchbedingung besteht darin, dass sich 
(mindestens) eine der beiden ersten Regeln zur Auswertung konventioneller Terme an-
wenden lässt. Die Abbruchbedingung für die Rekursion ist genau dann erfüllt, wenn der 
auszuwertende Term ein atomarer konventioneller Term ist. Die Menge ATSIGKS aller 
atomaren konventionellen Terme entspricht der Menge INDSIGKS aller Individuensymbo-
le aus einer konventionellen Signatur SIGKS. INDSIGKS setzt sich wiederum aus der Vari-
ablenmenge VAR und der Menge KONSIGKS aller Konstantensymbole zusammen. Wenn 
es sich bei dem auszuwertenden atomaren Term um eine Variable handelt, dann ist die 
Abbruchbedingung für die Rekursion entsprechend Regel (1.) erfüllt. In diesem Fall 
entspricht die Auswertung des Terms der Belegung der Variablen, die er darstellt. Wenn 
es sich bei dem auszuwertenden Term hingegen um ein Konstantensymbol handelt, ist 
die Abbruchbedingung entsprechend Regel (2.) erfüllt. Die Auswertung des atomaren 
Terms Oi ist dann die Anwendung oi() der Operation oi auf das leere Argument, woraus 
das Individuum obu∈OB hervorgeht. 
2.2.1.1.3.2.2 Auswertung von konventionellen Formeln  
Für die Auswertung von Formeln über einer konventionellen Signatur SIGKS wird ihre 
Bestätigung in einer SIGKS-Struktur ASIGKS überprüft.
1) Dabei ist die Bestätigung einer 
konventionellen Formel immer in Bezug auf eine Variablenbelegung belKS definiert. Ei-
ne konventionelle Formel F∈FORMSIGKS wird genau dann von einer Variablenbelegung 
belKS in einer SIGKS-Struktur ASIGKS bestätigt, wenn die Beziehung 
(ASIGKS,belKS) B F 
gilt. In dem Ausdruck werden ein Tupel (ASIGKS,belKS) – bestehend aus einer SIGKS-
Struktur ASIGKS und einer Variablenbelegung belKS – und eine konventionellen Formel 
F∈FORMSIGKS in die Modellrelation B zueinander gesetzt. Dabei ist die Modellrelation 
B wie folgt rekursiv – über den Aufbau konventioneller Formeln – definiert:2)  
(1.) (ASIGKS,belKS) B w    trifft für jedes beliebige Tupel 
          (ASIGKS,belKS) zu,  
(2.) (ASIGKS,belKS) B f     trifft für kein Tupel 
          (ASIGKS,belKS) zu, 
(3.) (ASIGKS,belKS) B Rj(t1,...,tn)  ⇔  (ITKS(t1),...,ITKS(tn))∈rj, 
                                                 
1) Vgl. EHRIG ET AL. (1999), S. 320.  
2) Vgl. GALLIER (1986), S. 169.  
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(4.) (ASIGKS,belKS) B ¬F    ⇔  (ASIGKS,belKS) H F1), 
(5.) (ASIGKS,belKS) B F1 ∧ F2  ⇔  (ASIGKS,belKS) B F1 
            und (ASIGKS,belKS) B F2, 
(6.) (ASIGKS,belKS) B F1 ∨ F2  ⇔  (ASIGKS,belKS) B F1 
            oder (ASIGKS,belKS) B F2, 
(7.) (ASIGKS,belKS) B F1 ∨ F2  ⇔  entweder (ASIGKS,belKS) B F1 
            oder (ASIGKS,belKS) B F2, 
(8.) (ASIGKS,belKS) B F1 → F2  ⇔  (ASIGKS,belKS) H F1) 
             oder (ASIGKS,belKS) B F2, 
(9.) (ASIGKS,belKS) B F1 ↔ F2  ⇔  (ASIGKS,belKS) B F1 → F2 
             und (ASIGKS,belKS) B F2 → F1, 
(10.) (ASIGKS,belKS) B ∀x: F   ⇔  (ASIGKS,belKS[x/obu]) B F  
            für alle obu∈OB, 
(11.) (ASIGKS,belKS) B ∃x: F   ⇔  (ASIGKS,belKS[x/obu]) B F  
            für mindestens ein obu∈OB und 
(12.) (ASIGKS,belKS) B ∃x: F   ⇔  (ASIGKS,belKS[x/obu]) B F  
            für genau ein obu∈OB. 
Wenn eine konventionelle Formel F∈FORMSIGKS durch jede zulässige Variablenbele-
gung belKS in einer SIGKS-Struktur ASIGKS bestätigt wird, wird F als gültig in der SIGKS-
Struktur ASIGKS bezeichnet. Die SIGKS-Struktur ASIGKS wird in diesem Fall als Modell der 
Formel F bezeichnet. Wenn eine Formel F in einer SIGKS-Struktur ASIGKS gültig ist, wird 
das fortan in der Form 
ASIGKS B F 
angegeben. 
Für die Ausweitung der Modellrelation B auf Mengen konventioneller Formeln wird ei-
ne implizite konjunktive Verknüpfung der Elemente der Formelmenge angenommen. 
Eine Formelmenge FM={F1,...,Fx} kann demnach als die konjunktive Verknüpfung 
FM´=F1∧...∧FX angenommen werden. So wird eine Formelmenge FM⊆FORMSIGKS mit 
FM={F1,...,Fx} genau dann durch eine Variablenbelegung belKS in einer SIGKS-Struktur 
ASIGKS bestätigt, wenn die Formel F1∧...∧Fx durch belKS in ASIGKS bestätigt wird. Dem-
nach gilt  
(ASIGKS,belKS) B FM  
mit FM⊆FORMSIGKS und FM={F1,...,Fx} genau dann, wenn gilt: 
(ASIGKS,belKS) B F1∧...∧ Fx. 
                                                 
1) Der Ausdruck (ASIGKS,belKS) H F stellt den zu der Modellrelation B komplementären Fall dar, in dem 
die konventionelle Formel F nicht von der Variablenbelegungsfunktion belKS in der SIGKS-Struktur 
ASIGKS bestätigt wird. 
2 Rahmenwerk für das integrative Modellierungskonzept 100 
 
Die Formelmenge FM ist genau dann in einer SIGKS-Struktur ASIGKS gültig, wenn die 
konjunktive Verknüpfung F1∧...∧Fx aller Formeln F1,...,Fx∈FM in ASIGKS gültig ist. 
Auch hierfür wird die Schreibweise wie für einzelne konventionelle Formeln übernom-
men: 
ASIGKS B FM  
mit FM⊆FORMSIGKS und FM={F1,...,Fx} genau dann, wenn gilt: 
ASIGKS B F1∧...∧Fx. 
Mit der Modellrelation B wird eine Beziehung zwischen einer SIGKS-Struktur ASIGKS 
und einer Variablenbelegung belKS einerseits und konventionellen Formeln oder For-
melmengen andererseits ausgedrückt. Die Modellrelation B hat insofern einen semanti-
schen Charakter, als dass ihre Elemente von den extensionalen Interpretationsfunktio-
nen aus IKS abhängen. Die extensionalen Interpretationsfunktionen bilden den Kern der 
formalen Semantik, die der konventionellen Prädikatenlogik zugrunde liegt. Darauf ba-
sierend wird die Auswertung konventioneller Terme durchgeführt, die für die Auswer-
tung konventioneller Formeln nötig ist. 
Die Menge aller Modelle zu einer Formel F∈FORMSIGKS wird durch die Funktion 
MODKS: FORMSIGKS → pot(A(SIGKS)) 
mit MODKS(F) = {ASIGKS | (ASIGKS B F)} 
angegeben.1) Zu einer Formel F∈FORMSIGKS ist MODKS(F) die Menge aller SIGKS-
Strukturen, in denen die Formel F gültig ist. Die gleiche Schreibweise wird im Folgen-
den auch für Formelmengen beibehalten. Demnach gilt für eine Formelmenge 
FM⊆FORMSIGKS mit FM={F1,...,Fx}: 
MODKS(FM) = {ASIGKS | (ASIGSS B (F1∧...∧Fx)) } 
oder MODKS(FM)=MODKS(F1∧...∧Fx). 
Die Menge MODKS(FM) aller Modelle einer Formelmenge FM umfasst alle SIGKS-
Strukturen, in denen die Formel F1 ∧...∧ Fx, die aus der konjunktiven Verknüpfung aller 
Formeln aus FM hervorgeht, gültig ist. 
Bei einer Vereinigung FM1 ∪ FM2 von zwei Formelmengen FM1 ⊆ FORMSIGKS und 
FM2 ⊆ FORMSIGKS entspricht die Menge MODKS(FM1 ∪ FM2) der Schnittmenge 
MODKS(FM1) ∩ MODKS(FM2):2) 
∀FM1,FM2⊆FORMSIGKS: MODKS(FM1 ∪ FM2) = MODKS(FM1)∩MODKS(FM2). 
Die Gültigkeit der Formelmenge FM1 ∪ FM2 ist deswegen auf die Schnittmenge der 
beiden Modellmengen beschränkt, weil nur solche SIGKS-Strukturen als Modell in Fra-
ge kommen, in denen alle Formeln aus FM1 ∪ FM2 gültig sind. 
                                                 
1) Vgl. EHRIG ET AL. (1999), S. 335.  
2) Vgl. EHRIG ET AL. (1999), S. 334.  
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Wenn eine Formelmenge FM1 ⊆ FORMSIGKS eine Teilmenge FM1 ⊆ FM2 einer For-
melmenge FM2 ⊆ FORMSIGKS ist, dann ist die Menge MODKS(FM2) aller Modelle der 
Formelmenge FM2 eine Teilmenge der Menge MODKS(FM1) aller Modelle der For-
melmenge FM1:1) 
∀FM1,FM2⊆FORMSIGKS: FM1⊆FM2 → MODKS(FM2)⊆MODKS(FM1). 
Eine Formel F∈FORMSIGKS ist genau dann erfüllbar, wenn es mindestens eine SIGKS-
Struktur ASIGKS∈A(SIGKS) gibt, in der F von mindestens einer Variablenbelegung belKS 
bestätigt wird. Eine Formelmenge FM⊆FORMSIGKS mit FM={F1,...Fx} ist genau dann 
erfüllbar, wenn die konjunktive Verknüpfung F1∧...∧Fx aller Formeln aus FM erfüllbar 
ist.  
Die Formel F∈FORMSIGKS ist allgemeingültig oder tautologisch, wenn sie von jeder Va-
riablenbelegung belKS in jeder SIGKS-Struktur ASIGKS∈A(SIGKS) bestätigt wird.2) Für ei-
ne allgemeingültige Formel F∈FORMSIGKS über einer konventionellen Signatur SIGKS 
gilt, dass die Menge A(SIGKS) aller SIGKS-Strukturen sich mit der Menge MODKS(F) al-
ler Modelle von F deckt. Demnach gilt für eine allgemeingültige Formel F∈FORMSIGKS: 
A(SIGKS) = MODKS(F). 
Eine konventionelle Formel F∈FORMSIGKS ist widersprüchlich oder kontradiktorisch, 
wenn keine SIGKS-Struktur ASIGKS und keine Variablenbelegung belKS existieren, so 
dass F durch belKS in ASIGKS bestätigt wird. Für jede widersprüchliche Formel über einer 
konventionellen Signatur SIGKS gilt, dass es keine SIGKS-Struktur ASIGKS gibt, die ein 
Modell der widersprüchlichen Formel wäre.3) Eine Formelmenge FM⊆FORMSIGKS ist 
genau dann widersprüchlich, wenn die konjunktive Verknüpfung F1∧...∧Fx aller For-
meln aus FM eine widersprüchliche Formel ist. 
                                                 
1) Vgl. EHRIG ET AL. (1999), S. 334.  
2) Beispielsweise ist die Formel 
Rj(xq) ∨ ¬Rj(xq) 
 unabhängig von der Belegung belKS(xq) der Variablen xq und der entsprechenden Termauswertung 
ITKS=belKS(xq) in jeder SIGKS-Struktur ASIGKS∈A(SIGKS) gültig. Mit der aufgeführten Beispieltauto-
logie wird auch das Prinzip des tertium non datur verdeutlicht. Dabei handelt es sich um das Prinzip, 
dass entweder eine Formel oder die Negation der gleichen Formel gültig sein muss. Eine dritte Gül-
tigkeitsvariante wird ausgeschlossen. Daher ist eine Formel eine Tautologie, wenn sie aus zwei ad-
junktiv verknüpften Teilformeln besteht, wobei ein Adjunktionsglied die Negation des anderen Ad-
junktionsglieds ist.  
3) Die Formel 
Rj(xq) ∧ ¬Rj(xq) 
 ist z.B. widersprüchlich, weil sie unabhängig von der Variablenbelegung belKS(xq) der Variable xq 
und der entsprechenden Termauswertung ITKS(xq)=belKS(xq) in keiner SIGKS-Struktur ASIGKS gültig 
sein kann.  
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Mit der Modellrelation B werden Aussagen über die grundsätzliche Erfüllbarkeit einer 
Formel bzw. Formelmenge gemacht. Die Modellrelation B nimmt Bezug auf die Se-
mantik einer Formel(-menge), um ihre Erfüllbarkeit in einer SIGKS-Struktur bei Vari-
ablenbelegungen zu bestimmen. Um Aussagen darüber machen zu können, ob die Gül-
tigkeit von Formeln in einer SIGKS-Struktur aufgrund der Gültigkeit anderer Formeln 
gegeben sein muss, wird die Folgerungsrelation C eingeführt. Während die Modellrela-
tion B auf die Gültigkeit von Formeln in SIGKS-Strukturen ausgerichtet ist, ist die Fol-
gerungsrelation C auf die Folgerbarkeit der Gültigkeit von Formeln aus der Gültigkeit 
von anderen Formeln ausgerichtet. 
Genau dann, wenn die Menge MODKS(F1) aller Modelle einer Formel F1 eine Teilmen-
ge der Modelle MODKS(F2) einer Formel F2 ist, folgt die Formel F2 aus der Formel F1. 
Für diesen Zusammenhang wird die Schreibweise F1 C F2 verwendet: 
 ∀F1, F2∈FORMSIGKS: (MODKS(F1) ⊆ MODKS(F2)) ↔ (F1 C F2). 
Die Folgerungsrelation C wird – analog zu der Modellrelation B – auf Formelmengen 
ausgeweitet. Demnach folgt eine Formelmenge F2⊆FORMSIGKS genau dann aus einer 
Formelmenge F1⊆FORMSIGKS, wenn die Menge MODKS(F1) aller Modelle von F1 eine 
Teilmenge der Modelle MODKS(F2) von F2 ist: 
∀FM1, FM2⊆FORMSIGKS: (MODKS(FM1) ⊆ MODKS(FM2)) ↔ (FM1 C FM2). 
Die Folgerungsrelation C kann als eine Quasiordnung charakterisiert werden.1) Die 
Folgerungsrelation C ist nämlich sowohl reflexiv als auch transitiv. Erstens gilt, dass 
jede Formel F∈FORMSIGKS stets mit sich selbst in einer Folgerungsbeziehung C steht 
(Reflexivität):  
∀F∈FORMSIGKS: (F C F). 
Zweitens gilt, dass, wenn eine Formel F1∈FORMSIGKS in Folgerungsbeziehung mit einer 
Formel F2∈FORMSIGKS steht, die wiederum mit einer Formel F3∈FORMSIGKS in einer 
Folgerungsbeziehung steht, die Formel F1 auch in einer Folgerungsbeziehung mit der 
Formel F3 steht (Transitivität):  
∀F1,F2,F3:FORMSIGKS: ((F1 C F2) ∧ (F2 C F3)) → (F1 C F3). 
Die Transitivität der Folgerungsrelation ist mit der Transitivität der Teilmengenrelation 
(⊆) begründet, die die Mengen MODKS(F1), MODKS(F2) und MODKS(F3) verbindet. 
Ein weiterer wesentlicher Aspekt der Folgerungsrelation C ist ihre Monotonie. Sie äu-
ßert sich in zwei Eigenarten von C. Zum einen folgt eine Formelmenge FM2 auch aus 
jeder Obermenge FM3 einer Formelmenge FM1, wenn FM2 aus FM1 folgt: 
∀FM1,FM2,FM3⊆FORMSIGKS: ((FM1 C FM2) ∧ (FM1 ⊆ FM3)) → (FM3 C FM2). 
Zum anderen folgt jede Teilmenge einer Formelmenge FM2 aus einer Formelmenge 
FM1, wenn FM2 aus FM1 folgt: 
                                                 
1) Vgl. EHRIG ET AL. (1999), S. 342.  
2 Rahmenwerk für das integrative Modellierungskonzept 103 
 
∀FM1,FM2,FM3⊆FORMSIGKS: ((FM1 C FM2) ∧ (FM3 ⊆ FM2)) → (FM1 C FM3). 
Für die Bestimmung der Folgerbarkeit von Formeln untereinander kann auf eine Viel-
zahl metasprachlicher Inferenzregeln1) zurückgegriffen werden. Unter Bezugnahme auf 
die Form objektsprachlicher Formeln erlauben metasprachliche Inferenzregeln die Ab-
leitung objektsprachlicher Formeln aus objektsprachlichen Formeln. Eine Gesamtheit 
metasprachlicher Inferenzregeln wird als Inferenzkalkül bezeichnet. Als Anforderungen 
an Inferenzkalküle gelten die Vollständigkeit und Korrektheit.2) Ermöglicht das Infe-
renzkalkül die Ableitung aller folgerbaren Ableitungen, so wird es als vollständig be-
zeichnet. Ist das Inferenzkalkül auf solche Ableitungen beschränkt, die folgerbare For-
meln hervorbringen, so wird es als korrekt bezeichnet. 
Die bekanntesten metasprachlichen Inferenzregeln sind der modus ponens und der mo-
dus tollens.3) Der modus ponens erlaubt die Ableitung der Konklusions-Formel F2, 
wenn die Antezedenz-Formeln F1 und F1→F2 vorliegen. Der modus tollens erlaubt hin-
gegen die Ableitung der Konklusions-Formel ¬F1, wenn die Antezedenz-Formeln ¬F2 
und F1→F2 vorliegen. Beide metasprachlichen Inferenzregeln nehmen in ihren Anteze-
denz-Komponenten u.a. eine Subjugats-Formel auf.  
Es ist nicht ausgeschlossen, dass zwei unterschiedliche Formeln F1,F2∈FORMSIGKS 
wechselseitig in der Folgerungsrelation C zueinander stehen. Wenn sowohl (F1 C F2) 
als auch (F2 C F1) gelten, sind die Mengen MODKS(F1) und MODKS(F1) gleich. In die-
sem Fall werden die Formeln F1 und F2 als logisch äquivalent bezeichnet, und ihr Ver-
hältnis wird in der Form F1 ≡ F2 angegeben: 
∀F1,F2∈FORMSIGKS: ((F1 C F2) ∧ (F2 C F2)) ↔ (F1 ≡ F2) 
Die logische Äquivalenz ist ebenso übertragbar auf Formelmengen. Eine Formelmenge 
FM1 ⊆ FORMSIGKS ist logisch äquivalent mit einer Formelmenge FM2 ⊆ FORMSIGKS, 
wenn die Menge MODKS(FM1) aller Modelle der Formelmenge FM1 gleich ist mit der 
Menge MODKS(FM2) aller Modelle der Formelmenge FM2. 
In der Tabelle 3 sind die Grundformen logischer Äquivalenzen für prädikatenlogische 
Formeln wiedergegeben.4) 
                                                 
1) Die Bezeichnung „Inferenzregel“ wird im weiteren Verlauf dieser Arbeit auf objektsprachliche Kon-
strukte bezogen. Objektsprachliche Inferenzregeln werden in Abschnitt 3.1.4.1 näher behandelt 
2) Vgl. EHRIG ET AL. (1999), S. 269; HERMES (1991), S. 84 f.; SCHÖNING (1992), S. 39. 
3) Vgl. KREOWSKI (1991), S. 114 ff.  
4) Vgl. EHRIG ET AL. (1999), S. 239.  
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Implikation  (F1 → F2) ≡ ¬F1 ∨ F2 
DEMORGAN-Gesetze 
¬(F1 ∨ F2) 
¬(F1 ∧ F2) 
≡ 
≡ 
 ¬F1 ∧ ¬F2 
 ¬F1 ∨ ¬F2 
Doppelte Negation ¬¬F1 ≡  F1 
Idempotenzgesetze 
F1 ∨ F1 
F1 ∧ F1 
≡ 
≡ 
 F1 
 F1 
Absorptionsgesetze 
F1 ∧ (F1 ∨ F2) 
F1 ∨ (F1 ∧ F2) 
≡ 
≡ 
 F1 
 F1 
Kommutativgesetze 
F1 ∧ F2 
F1 ∨ F2 
≡ 
≡ 
 F2 ∧ F1 
F2 ∨ F1 
Assoziativgesetze 
F1 ∧ (F2 ∧ F3) 
F1 ∨ (F2 ∨ F3) 
≡ 
≡ 
(F1 ∧ F2) ∧ F3 
(F1 ∨ F2) ∨ F3 
Distributivgesetze 
F1 ∧ (F2 ∨ F3) 
F1 ∨ (F2 ∧ F3) 
≡ 
≡ 
(F1 ∧ F2) ∨ (F1 ∧ F3) 
(F1 ∨ F2) ∧ (F1 ∨ F3) 
Tabelle 3: Logische Äquivalenzen 
Bei den oben aufgeführten logischen Äquivalenzen handelt es sich um solche Äquiva-
lenzen, die aussagenlogischen Charakter haben. Für die oben aufgeführten Formeln 
F1,F2,F3∈FORMSIGKS ließen sich nämlich auch aussagenlogische Formeln einsetzen, 
wodurch die Äquivalenzen beibehalten würden. 
Für die Prädikatenlogik sind darüber hinaus noch weitere Äquivalenzen bekannt. Bei-
spielsweise gilt für die beiden Formeln F1,F2∈FORMSIGKS mit F1=∀x:F(x) und F2=¬∃x: 
¬F(x) auch F1≡F2. 
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2.2.1.2 Sortierte Prädikatenlogik 
2.2.1.2.1 Überblick über die sortierte Prädikatenlogik 
In einer konventionellen Signatur SIGKS sind als metasprachliche Ausdrucksmittel nur 
die Typisierungsfunktionen typOPSKS und typRSKS zugelassen. Während mit der Typisie-
rungsfunktion typOPSKS die Stelligkeit von Operationssymbolen angegeben wird, wird 
die Typisierungsfunktion typRSKS dazu verwendet, die Stelligkeit von Relationssymbolen 
zu spezifizieren. Beide Typisierungsfunktionen bilden jeweils Operations- bzw. Relati-
onssymbole auf eine natürliche Zahl ab, die der Anzahl der konventionellen Terme ent-
spricht, die das entsprechende Symbol in seinem Argument aufnehmen kann, um einen 
zulässigen Ausdruck formieren zu können. Dadurch werden als zulässige Ausdrücke 
solche Konstruktionen ausgeschlossen, die nicht mit der Typisierung der verwendeten 
Operations- und Relationssymbole vereinbar sind. Beispielsweise kann für das Relati-
onssymbol kooperiert_mit aus einer konventionellen Signatur SIGKS der Typ 
typRSKS(kooperiert_mit)=2 angegeben werden. Dadurch wird festgelegt, dass das Relati-
onssymbol kooperiert_mit genau zwei Terme in seinem Argument aufnehmen muss, um 
eine atomare konventionelle Formel darzustellen. Sämtliche Konstruktionen, bei denen 
das Relationssymbol kooperiert_mit nicht genau zwei Terme in seinem Argument auf-
weist, werden nicht als konventionelle Formeln zugelassen.  
Bei der Konstruktion von konventionellen Formeln ist es vollkommen irrelevant, wel-
che Arten von Termen in den Argumenten von Relationssymbolen verwendet werden, 
um atomare konventionelle Formeln zu konstruieren. Für die Menge TERMSIGKS aller 
konventionellen Terme ist nämlich keine Unterteilung hinsichtlich der Art konventio-
neller Terme vorgesehen. Dieser undifferenzierten Termmenge entspricht auf der Seite 
einer SIGKS-Struktur ASIGKS, mit der eine konventionelle Signatur SIGKS extensional in-
terpretiert wird, eine Objektmenge OB, deren Elemente auch nicht hinsichtlich ihrer Art 
differenziert werden. Somit ist z.B. der Ausdruck 
kooperiert_mit(U1,Drei) 
in der konventionellen Prädikatenlogik als Formel zugelassen, obwohl er in jeder 
SIGKS-Struktur ungültig sein muss. Die Ungültigkeit der Formel ist allerdings nicht 
durch ihre Form bedingt, sondern durch ihren Sinn. Es macht nämlich keinen Sinn, dass 
ein Unternehmen U1 mit der Zahl Drei kooperiert. Die Aussage würde dann Sinn ma-
chen, wenn mit der Bezeichnung „Drei“ ein Unternehmen gemeint wäre. In der konven-
tionellen Prädikatenlogik ist kein Verfahren vorgesehen, mit dem solche Formeln be-
reits durch die Grammatiken zur Konstruktion von Aussagen ausgeschlossen werden 
könnten. Grammatiken dieser Art werden erst im Rahmen der sortierten Prädikatenlogik 
bereitgestellt. 
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Mit dem Übergang zur sortierten Prädikatenlogik1) sind vielfache Vorteile bei der prä-
dikatenlogischen Wissensrepräsentation gegenüber der konventionellen Prädikatenlogik 
verbunden. Durch die sortenspezifische Zuordnung von Termen können Aussagen, bei 
deren Konstruktion auf sortenspezifische Terme zurückgegriffen wird, aufgrund der 
Unmöglichkeit, ihnen einen Sinn zuzuweisen, ausgeschlossen werden. Dadurch werden 
bereits in der Grammatik zur Konstruktion von Aussagen Konstrukte ausgeschlossen, 
die sinnlos sind. Darüber hinaus erweist sich die sortierte Prädikatenlogik gegenüber der 
konventionellen Prädikatenlogik insofern als „effizienter“, als dass der Suchraum für 
Variablen, über die sich Quantoren erstrecken, eingeschränkt wird. 
Die Kollision von Bedeutung2) und Sinn3) einer prädikatenlogischen Aussage kann 
durch die sortenspezifische Zuordnung von Objekten zumindest ansatzweise4) angegan-
gen werden. Bei allen prädikatenlogischen Aussagen stellt sich nämlich vor der Frage 
ihrer Bedeutung stets die Frage nach ihrer Sinnhaftigkeit. Bei der sortierten Prädikaten-
logik kann beispielsweise im Vorfeld bestimmt werden, dass Kooperationsverhältnisse 
lediglich zwischen Unternehmen zulässig sind. Dadurch wird die o.a. Aussage im Vor-
feld wegen ihrer Sinnlosigkeit ausgeschlossen. Die Frage nach der Bedeutung der Aus-
sage wird dann zweitrangig, weil die Aussage sinnlos ist. Aufgrund ihres fehlenden 
Sinns gilt die Aussage als syntaktisch unzulässig und kann entsprechend gar nicht kon-
struiert werden. Der syntaktische Ausschluss sinnloser Formeln ist somit semantisch 
motiviert. Bereits bei der Konstruktion von Aussagen werden solche Formeln, die gar 
keine Bedeutung haben können, weil sie keinen Sinn haben, ausgeschlossen.5) Denn ei-
ner sinnlosen Formel kann auch keine Bedeutung zugewiesen werden. 
Die sortierte Prädikatenlogik beinhaltet jedoch keine Ausweitung der Ausdrucksmög-
lichkeiten gegenüber der konventionellen Prädikatenlogik. Wie später aufgezeigt wird, 
können nämlich alle Ausdrücke, die in einer sortierten Prädikatenlogik formuliert wer-
                                                 
1) Für einen Überblick zur sortierten Prädikatenlogik vgl. EHRIG ET AL. (1999), S. 307 ff.; GUESSERIAN 
(1993), S. 124 ff.; KREOWSKI (1991), S. 33 ff.; LOECKX ET AL. (1996), S. 78 ff.; MANZANO (1993), S. 
3 ff.; OBERSCHELP (1962), S. 297 ff. Für eine Umsetzung eines konkreten Spezifikationsansatzes für 
das Produktionsmanagement mittels sortierter Prädikatenlogik vgl. PATIG (2001), S. 53 ff.  
2) Der Begriff Bedeutung wird im Folgenden als Unterbegriff zum Begriff Semantik verwendet. Mit 
Bedeutung wird der extensionale Aspekt von Semantik angesprochen. Daher könnten im Folgenden 
die Bezeichnungen Bedeutung und Extension auch synonym verwendet werden. Der Verfasser be-
vorzugt jedoch die Bezeichnung Extension, da dies der etablierten Terminologie entspricht.   
3) Der intensionale Aspekt einer Semantik wird durch den zweiten Unterbegriff Sinn erfasst. Daher 
können im Folgenden die Begriffe Intension und Sinn synonym verwendet werden. 
4) Im weiteren Verlauf wird aufgezeigt, welche Probleme hinsichtlich der Erfassung der intensionalen 
Semantik auch durch die sortenspezifische Zuordnung von Objektmengen weiterhin ungelöst blei-
ben. 
5) FREGE bezeichnet den Sinn von Aussagen auch als „Gedanke“; vgl. FREGE (1966), S. 33. An glei-
cher Stelle formuliert FREGE: „... nenne ich Gedanken etwas, bei dem überhaupt Wahrheit in Frage 
kommen kann“. 
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den, auch in der konventionellen Prädikatenlogik formuliert werden.1) Die Bereicherung 
gegenüber der konventionellen Prädikatenlogik liegt in erster Linie im „Formulierungs-
komfort“2) bei der Konstruktion sortierter prädikatenlogischer Aussagen.  
In der sortierten Prädikatenlogik wird die Menge aller Terme in sortenspezifische 
Termmengen unterteilt3). Die Unterteilung betrifft sowohl Terme, die aus Individuen-
symbolen hervorgehen, als auch Terme, die aus der Anwendung von Operationssymbo-
len auf andere Terme hervorgehen. Dadurch können sowohl für einfache als auch für 
zusammengesetzte Terme Sortenzugehörigkeiten angegeben werden. Beachtenswert ist 
dabei, dass bei der Konstruktion zusammengesetzter Terme wiederum die Sortenzuge-
hörigkeiten der herangezogenen Terme berücksichtigt werden. Die Interpretation der 
Terme aus sortenspezifischen Termmengen erfolgt in diesem Fall mittels formaler Ob-
jekte aus wiederum sortenspezifischen Objektmengen. Der sortenspezifisch differen-
zierten Menge aller Terme über einer sortierten Signatur steht somit eine sortenspezi-
fisch differenzierte Menge formaler Objekte gegenüber. 
Die – im Vergleich zur konventionellen Prädikatenlogik – differenzierte Handhabung 
objektsprachlicher Ausdrucksmittel im Rahmen der sortierten Prädikatenlogik trifft 
auch auf Variablen zu. Auch für Variablen werden ihre Zugehörigkeiten zu Sorten spe-
zifiziert. In ihrer Verwendung als Terme werden die zugewiesenen Sorten für Variablen 
beibehalten. 
Darüber hinaus ist ein weiterer Aspekt für sortenspezifische Variablen von Bedeutung. 
Im Rahmen der konventionellen Prädikatenlogik werden alle Individuen aus dem ge-
samten prädikatenlogischen Universum OB zur Auswertung quantifizierter Formeln ü-
berprüft. Wird beispielsweise in einer konventionellen Formel F∈FORMSIGKS der All-
quantor ∀ verwendet, so muss die durch ∀ gebundene Variable mit allen formalen Ob-
jekten aus dem prädikatenlogischen Universum OB belegt werden, um die Gültigkeit 
von F in einer SIGKS-Struktur ASIGKS zu überprüfen. Entsprechend kann es zur „explosi-
onsartigen“ Vergrößerung des Suchraums kommen, wenn die Gültigkeit quantifizierter 
Formeln überprüft werden soll. In diesem Punkt erweist sich die sortierte Prädikatenlo-
gik als wesentlich effizienter.4) Der Suchraum für Variablen wird im Rahmen der sor-
                                                 
1) Auf diesen Aspekt wird in Kürze näher eingegangen werden. 
2) ZELEWSKI (1995), Bd. 4, S. 227. 
3) Die konventionelle Prädikatenlogik kann auch als ein Sonderfall der sortierten Prädikatenlogik cha-
rakterisiert werden; vgl. MANZANO (1993), S. 4; EHRIG ET AL. (1999), S. 311. Die Erweiterung durch 
die sortierte Prädikatenlogik liegt demnach darin, dass die konventionelle Prädikatenlogik nur eine 
Sorte betrachtet. Die Sortenmenge S der konventionellen Prädikatenlogik hat daher stets die Mäch-
tigkeit |S|=1. Daher wird die Menge aller Sorten für konventionelle Signaturen nicht angegeben. In 
der sortierten Prädikatenlogik ist hingegen grundsätzlich eine Mächtigkeit der Sortenmenge |S|≥1 
zugelassen. Darüber hinaus kann jede Sorte aus einer sortierten Signatur auch als einstelliges Relati-
onssymbol mit entsprechender Interpretation durch eine Relation betrachtet werden; vgl. BEIERLE ET 
AL. (1993), S. 192. Auf diesen Aspekt wird im nächsten Abschnitt näher eingegangen. 
4) Vgl. ZELEWSKI (1995), Bd. 4, S. 224.  
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tierten Prädikatenlogik auf jene Objektmenge eingeschränkt, die der gleichen Sorte zu-
geordnet ist, wie die durch den Quantor gebundene Variable. Dadurch können Inferenz-
konzepte der sortierten Prädikatenlogik im Allgemeinen wesentlich schneller durchge-
führt werden als in der konventionellen Prädikatenlogik. 
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2.2.1.2.2 Syntaktische Aspekte der sortierten Prädikatenlogik 
2.2.1.2.2.1 Sortierte Signaturen 
Die syntaktischen Aspekte der sortierten Prädikatenlogik erstrecken sich zum einen auf 
ein formalsprachliches Alphabet ALPHSS. In dem formalsprachlichen Alphabet ALPHSS 
sind alle Symbole enthalten, die zur Konstruktion von Formeln über einer sortierten 
Signatur SIGSS zugelassen sind. Dabei geht das Alphabet ALPHSS aus dem Alphabet 
ALPHKS dadurch hervor, dass Letztgenanntes um eine Menge S von Sorten erweitert 
wird:1) 
ALPHSS = ALPHKS ∪ S 
mit S = {s1,...,sn} mit n=1,...,N und N∈N+. 
Somit unterscheidet sich das formalsprachliche Alphabet ALPHSS für die sortierte Prä-
dikatenlogik von dem formalsprachlichen Alphabet ALPHKS dadurch, dass die Menge S 
aller Sorten hinzugekommen ist. Die Funktionalität von Sorten wird im Kontext sortier-
ter Signaturen in den nächsten Abschnitten vorgestellt. Im Übrigen stimmen die formal-
sprachlichen Alphabete ALPHKS und ALPHSS der konventionellen bzw. sortierten Prä-
dikatenlogik überein. Beide Alphabete umfassen die gleiche Menge logischer Symbole. 
Ebenso sind für beide Alphabete die gleichen Operations- und Relationssymbole, Vari-
ablen und Hilfssymbole vorgesehen. 
Als Ausdrücke über dem formalsprachlichen Alphabet ALPHSS kommen Elemente der 
Menge ALPHSS* aller Wörter über ALPHSS in Betracht. Um durch eine Grammatik 
bestimmen zu können, welche Wörter über ALPHSS auch als Ausdrücke zugelassen 
sind, müssen die Operations- und Relationssymbole aus ALPHSS in einer sortierten Sig-
natur typisiert werden. 
Eine sortierte Signatur SIGSS ist definiert als: 
SIGSS=(S,OPS,RS,VARFSIGSS,typOPSSS,typRSSS). 
Die Komponenten einer sortierten Signatur SIGSS sind: 
(1.) Eine Menge S = {sn} von Sorten mit n∈{1,...,N} und N∈N+, 
(2.) eine Menge OPS = {Oi} von Operationssymbolen mit i∈{1,...,I} und I∈N, 
(3.) eine Menge RS = {Rj} von Relationssymbolen mit j∈{1,...,J} und J∈N, 
(4.) eine Familie VARFSIGSS = (VARs)s∈S sortenspezifischer Variablenmengen, 
                                                 
1) Die Entscheidung des Verfasser, die Sortenmenge S in das sortierte Alphabet ALPHSS aufzunehmen, 
kann nur gerechtfertigt werden, wenn ALPHSS nicht nur als die Gesamtheit aller objektsprachlichen 
Symbole aufgefasst wird, die auch in Ausdrücken vorkommen können. Denn Sorten tauchen weder 
in sortierten Termen noch in sortierten Formeln auf. Sie werden lediglich in der Grammatik zur 
Konstruktion von allen sortierten Ausdrücken berücksichtigt. Der vorliegenden Arbeit liegt jedoch 
das Verständnis zugrunde, Sorten ebenso als objektsprachliche Konstrukte zu betrachten, auch wenn 
sie nicht in objektsprachlichen Aussagen vorkommen.  
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(5.) eine Operationssymbol-Typisierungsfunktion typOPSSS: OPS → S*× S und 
(6.) eine Relationssymbol-Typisierungsfunktion typRSSS: RS → S+. 
Mit S={s1,...,sN} wird die Menge der Sorten bezeichnet, die im Rahmen einer formalen 
Semantik durch sortenspezifische Objektmengen extensional interpretiert werden. S 
entspricht selbst einem formalsprachlichen Alphabet, dessen Elemente s1,...,sN als ein-
stellige Wörter über S konzeptualisiert werden. Mit S* wird die Menge aller null-, ein- 
oder mehrstelligen Wörter bezeichnet, die über der Menge S konstruiert werden können. 
Jede Konkatenation w∈S* ist somit auch ein Wort über der Sortenmenge S. S* hat als 
Sonderfall auch das leere Wort λ als Element. Die Menge S+ umfasst hingegen alle 
Wörter über der Sortenmenge S außer dem leeren Wort λ. 
Wie bereits zuvor angesprochen, bietet die sortierte Prädikatenlogik im Vergleich zur 
konventionellen Prädikatenlogik keine Erweiterung der Ausdrucksmöglichkeiten. Die 
Menge S aller Sorten lässt sich nämlich auf die Menge RS der Relationssymbole zu-
rückführen. Jede Sorte s∈S kann demnach als ein einstelliges Relationssymbol s∈RS 
aufgefasst werden.1) Im Unterschied zu den Relationssymbolen, die in der Menge RS 
aufgeführt werden, müsste allerdings für Relationssymbole, die aus Sorten hervorgehen, 
bestimmt werden, dass sie nicht beliebig typisiert2) werden können. Relationssymbole, 
die aus Sorten hervorgehen, dürfen nur als einstellige Relationssymbole typisiert wer-
den. Mit der Rückführbarkeit von Sorten auf einstellige Relationssymbole ist auch die 
Rückführbarkeit der sortierten Prädikatenlogik auf die konventionelle Prädikatenlogik 
bewiesen.  
Den Operationssymbolen Oi∈OPS aus einer sortierten Signatur SIGSS werden durch die 
Operationssymbol-Typisierungsfunktion3): 
typOPSSS: OPS → S* × S 
eine Stelligkeit und eine Sortenstruktur zugewiesen. Für ein Operationssymbol Oi∈OPS 
mit typOPSSS(Oi)=(s1...sn,sn+1) werden die Sorten s1...sn als Argumentsorten und die Sorte 
sn+1 als Zielsorte bezeichnet. Hierbei ist n die Stelligkeit und (s1...sn,sn+1) die Sorten-
struktur des Operationssymbols Oi. Die Sortenkette s1...sn kann auch als das Wort 
w=s1...sn angesprochen werden. Für den formalen Zugriff auf Argument- und Zielsorten 
von Operationssymbolen werden die Argumentfunktion 
ARGOPSSS : OPS → S* 
bzw. die Zielfunktion 
                                                 
1) Vgl. BEIERLE ET AL. (1993), S. 192.  
2) Die Typisierung von Relationssymbolen wird weiter unten vertieft.  
3) Wenn aus dem Argumentationskontext hervorgeht, dass es sich um eine Operationssymbol-
Typisierungsfunktion handelt, wird fortan auch verkürzt die Bezeichnung Typisierungsfunktion ver-
wendet. Analog wird auch von einer Typisierungsfunktion gesprochen, wenn aus dm Argumentati-
onskontext hervorgeht, dass es sich um eine Relationssymbol-Typisierungsfunktion handelt. 
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ZIELOPSSS : OPS → S 
verwendet. Sie wurden nicht explizit in der Definition sortierter Signaturen aufgeführt, 
da sich die Bildmengen beider Funktionen implizit aus der Typisierungsfunktion 
typOPSSS ergeben. Für ein Operationssymbol Oi∈OPS mit typOPSSS(Oi)=(s1...sn,sn+1) sind 
ARGOPSSS(Oi)=(s1...sn) und ZIELOPSSS(Oi)=(sn+1).  
Wenn ein Operationssymbol Oi∈OPS mit typOPSSS(Oi)=(w,s), w=λ und s∈S gegeben ist, 
wird Oi als Konstantensymbol zur Sorte s bezeichnet. Jede sortenspezifische Menge 
KONs mit s∈S umfasst alle Konstantensymbole zu der Sorte s. Die Familie 
KONFSIGSS=(KONs)s∈S umfasst wiederum alle sortenspezifischen Mengen von 
Konstantensymbolen über einer sortierten Signatur SIGSS: 
KONFSIGSS = (KONs)s∈S 
mit KONs={Oi | Oi∈OPS ∧ ARGOPSSS(Oi)=λ}. 
Die Operationssymbole O1,...,OI∈OPS werden im Rahmen der formalen Semantik 
extensional durch Operationen interpretiert. In Anlehnung hieran kann jedes 
Operationssymbol Oi∈OPS mit typOPSSS(Oi)=(s1...sn,sn+1) durch eine funktionsnahe 
Notation der Form 
Oi: s1...sn → sn+1 
mit n∈N und s1,...,sn,sn+1∈S angegeben werden.  
Durch die funktionale Typisierung wird ein Formulierungsmittel ausgeschlossen, das 
insbesondere aus der objektorientierten Systemspezifikation bekannt ist. Es handelt sich 
dabei um die polymorphe Spezifikation von Operationssymbolen.1) Des Öfteren wird 
nämlich als zweite Komponente sortierter Signaturen statt der hier verwendeten Menge 
OPS eine Familie OPSFSIGSS=(OPSw,s)w∈S*,s∈S typspezifischer Mengen von Operations-
symbolen über einer sortierten Signatur SIGSS aufgeführt.2) Die Typisierungsfunktion 
typOPSSS entfällt vollkommen. Der Typ jedes Operationssymbols Oi ergibt sich implizit 
aus den typspezifischen Mengen von Operationssymbolen, deren Element das Operati-
onssymbol ist. Ein Operationssymbol Oi kann Element mehrerer unterschiedlicher typ-
spezifischer Mengen von Operationssymbolen sein. Wenn ein Operationssymbol Oi E-
lement von mindestens zwei unterschiedlichen typspezifischen Mengen OPSw1,s1 und 
OPSw2,s2 von Operationssymbolen ist, handelt es sich um ein polymorph spezifiziertes 
                                                 
1) Polymorphe Spezifikationen sind dem Verfasser lediglich im Zusammenhang mit Operationssymbo-
len bekannt. Die weitere Argumentation ließe sich allerdings ohne weiteres auch auf Relationssym-
bole übertragen. 
2) Vgl. EHRICH ET AL. (1989), S. 14; EHRIG ET AL. (1999), S. 123; LOECKX ET AL. (1996), S. 26. Eine 
solche Charakterisierung ist dem Verfasser zwar nur für sortierte Signaturen bekannt. Unter Beibe-
haltung der formalen Vorgehensweise ist sie allerdings auch auf konventionelle Signaturen übertrag-
bar. 
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Operationssymbol. Ein solches „Überladen“1) von Operationssymboltypisierungen wird 
unter dem Begriff Polymorphismus weiter differenziert.2) 
Diese Funktionalitäten polymorpher Symbolspezifikation werden in der vorliegenden 
Arbeit durch Mechanismen gewährleistet, die einen Rückgriff auf Polymorphismus er-
übrigen. Zwar wird es auch im weiteren Verlauf notwendig, Terme in den Argumenten 
von Operationssymbolen aufzunehmen, die nicht (unmittelbar) zu den Sorten gehören, 
die für den Argumentbereich definiert sind. Allerdings wird diese Aufnahme „sorten-
fremder“ Terme nicht durch die polymorphe Spezifikation von Operationssymbolen er-
reicht, sondern durch die Erweiterung der Regeln zur Konstruktion sortenspezifischer 
Terme. Dieser Aspekt bildet ein wesentliches Charakteristikum ontologischer Signatu-
ren, die in Kürze vorgestellt werden.3) 
Darüber hinaus könnte das Formulierungsmittel Polymorphismus auch bei einer funkti-
onalen Typisierung von Operations- und Relationssymbolen beibehalten werden, wenn 
die Sorten einerseits aus dem Argument- und andererseits aus dem Zielbereich, mit de-
nen ein Operationssymbol typisiert wird, vermengt würden. Hierzu müsste die Vor-
schrift für die verkürzte Typisierungsfunktion typOPSSS´ lauten: 
typOPSSS´: OPS → S+. 
Der Typ zu einem Operationssymbol würde dann in der Form (s1...snsn+1) angegeben 
werden, wobei die Sortenkette s1...sn den Argumentbereich und die letzte Sorte sn+1 den 
Zielbereich angeben. Das leere Wort λ würde als Sortenstruktur ausgeschlossen werden, 
da zumindest die Zielsorte angegeben werden muss. 
Um eine polymorphe Spezifizierung von Operationssymbolen zuzulassen, würde die 
verkürzte Typisierungsfunktion typOPSSS´ erneut zu 
typOPSSS´´: OPS → pot+(S+) 
umformuliert werden. Durch die Potenzmenge pot+(S+) der Menge S+ aller nicht-leeren 
Sortenketten über S im Nachbereich der Typisierungsfunktion typOPSSS´´ werden für je-
des Operationssymbol Funktionswerte mit mehreren nicht leeren Sortenketten erlaubt. 
Jede Sortenkette, die zu einem Operationssymbol zugeordnet ist, stellt in diesem Fall 
eine Typisierung des Operationssymbols dar. Allerdings ist bei dieser Art von Typisie-
rung kein unmittelbarer formaler Zugriff auf den Argument- und den Zielbereich eines 
Operationssymbols möglich. Da dieser Aspekt für den weiteren Ausbau sortierter Sig-
naturen zu ontologischen Signaturen von Vorteil ist, wird auf die o.a. Formulierung der 
Typisierungsfunktion auf Kosten polymorpher Ausdrucksmöglichkeiten verzichtet. 
                                                 
1) Vgl. EHRICH ET AL. (1989), S. 174; EHRIG ET AL. (1999), S. 124 („Overloading“). 
2) Vgl. CARDELLI/WEGNER (1985), S. 475 ff.; GOGUEN/MESEGUER (1992), S. 219 ff.; MONIN (2003), 
S. 190; PAHL (1996), S. 81 ff. 
3) Vgl. Abschnitt 3.1.2.1.  
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Die Menge RS={R1,...,RJ} mit j=1,...,J und J∈N umfasst Relationssymbole aus einer 
sortierten Signatur SIGSS. Wenn die Menge RS der Relationssymbole leer ist, handelt es 
sich um eine algebraische sortierte Signatur. Bei einer nicht-leeren Menge RS aller Re-
lationssymbole handelt es sich bei einer sortierten Signatur SIGSS um eine relationale 
sortierte Signatur.  
Jedem Relationssymbol Rj∈RS werden durch die Relationssymbol-Typisierungsfunktion 
typRSSS: RS → S+ 
eine Stelligkeit und einer Sortenstruktur zugewiesen. Für ein Relationssymbol Rj∈RS 
mit typRSSS(Rj)=s1...sn gibt die Relationssymbol-Typisierungsfunktion typRSSS die Argu-
mentsorten an. Analog zu der Vorgehensweise bei Operationssymbolen kann auf die 
Sorten aus dem Argument eines Relationssymbols Rj durch die Argumentfunktion 
ARGRSSS: RS → S+ 
zugegriffen werden. Zielsorten sind hingegen für Relationssymbole nicht vorgesehen. 
Da das Argument eines Relationssymbols Rj∈RSSS stets mit seiner Typisierung 
typRSSS(Rj) übereinstimmt, gilt für jedes Relationssymbol Rj: 
ARGRSSS(Rj) = typRSSS(Rj). 
Für ein Relationssymbol Rj∈RS mit typRSSS(Rj)=s1...sn gilt somit ARGRSSS(Rj)=s1...sn. 
Die Mengenfamilie VARFSIGSS=(VARs)s∈S umfasst als Mitglieder sortenspezifische Va-
riablenmengen. Die Elemente einer sortenspezifischen Variablenmenge VARs werden 
als Variablen zur Sorte s bezeichnet. Die Vereinigung aller sortenspezifischen Vari-
ablenmengen entspricht der Menge VAR aller Variablen aus dem formalsprachlichen 
Alphabet ALPHSS: 
VAR = ∪s∈SVARs. 
Für die Elemente der Menge VAR aller Variablen wird vorausgesetzt, dass sie sowohl 
zu der Menge S als auch zu den Mengen OPS und RS disjunkt ist: 
(VAR ∩ S) = (VAR ∩ OPS) = (VAR ∩ RS) = ∅. 
Zudem werden die Mitglieder der Familie VARFSIGSS aller sortenspezifischen Vari-
ablenmengen als paarweise disjunkt zueinander angenommen. Somit darf keine Variab-
le in zwei unterschiedlichen sortenspezifischen Variablenmengen enthalten sein: 
∀s1,s2∈S: s1≠s2 → VARs1 ∩ VARs2=∅. 
Die Familie VARFSIGSS aller sortenspezifischen Variablenmengen bildet gemeinsam mit 
der Familie KONFSIGSS aller sortenspezifischen Mengen von Konstantensymbolen die 
Familie INDFSIGSS aller sortenspezifischen Mengen von Individuensymbolen: 
INDFSIGSS=(INDs)s∈S 
und INDs = VARs ∪ KONs. 
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Jede sortenspezifische Menge INDs von Individuensymbolen setzt sich aus der entspre-
chenden sortenspezifischen Variablenmenge VARs und der ebenso entsprechenden sor-
tenspezifischen Menge KONs aller Konstantensymbole zusammen. 
Zur Darstellung sortierter Signaturen wird die Darstellungsweise für konventionelle 
Signaturen in analoger Weise übernommen: 
SIGSS 
OPS: 
  O1:  sO11...sO1l(O1)  → sO1l(O1+1) 
  ... 
  OI:   sOI1...sOIl(OI)  → sOIl(OI+1) 
RS: 
  R1:  sR11...sR1l(R1) 
  ... 
  RJ:   sR1J...sRJl(RJ) 
VARFSIGSS: 
  VARs1={x11,...,x1l(s1)} 
   ... 
   VARsn={xn1,...,xnl(sn)} 
 
2.2.1.2.2.2 Sortierte Ausdrücke 
2.2.1.2.2.2.1 Sortierte Terme  
Die Menge 
EXPRSIGSS ⊂ ALPHSS* 
umfasst alle sortierten Ausdrücke über einer sortierten Signatur SIGSS. Sie setzt sich 
zum einen aus der Menge TERMSIGSS aller Terme und zum anderen aus der Menge 
FORMSIGSS aller Formeln über SIGSS zusammen: 
EXPRSIGSS = TERMSIGSS ∪ FORMSIGSS 
mit TERMSIGSS ∩ FORMSIGSS = ∅. 
Analog zu der Definition der Menge FORMSIGKS aller Formeln über einer konventionel-
len Signatur SIGKS werden bei der Definition der Menge FORMSIGSS aller Formeln über 
einer sortierten Signatur SIGSS Terme vorausgesetzt. Daher werden im Folgenden Ter-
me über sortierten Signaturen vorgestellt, um darauf aufbauend Formeln über sortierten 
Signaturen vorstellen zu können. 
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Die Menge TERMSIGSS aller Terme über einer sortierten Signatur SIGSS wird sortenspe-
zifisch ausdifferenziert. Diese geschieht, indem den Termen über einer sortierten Signa-
tur SIGSS Sortenzugehörigkeiten zugewiesen werden. Jede sortenspezifische Termmen-
ge TERMs⊆TERMSIGSS umfasst sortierte Terme zu einer Sorte s. Die sortenspezifischen 
Termmengen, deren Elemente über einer sortierten Signatur SIGSS konstruiert sind, 
werden zu der Familie TERMFSIGSS aller sortenspezifischen Termmengen zusammenge-
fasst. Dabei ist die Familie TERMFSIGSS aller sortenspezifischen Termmengen als  
TERMFSIGSS = (TERMs)s∈S 
definiert.  
Die Vereinigung aller sortenspezifischen Termmengen ist die Menge aller Terme, die 
über der Signatur SIGSS konstruiert werden können: 
TERMSIGSS = ∪s∈STERMs. 
Im Gegensatz zur Termmenge TERMSIGSS, in der alle Terme über der sortierten Signatur 
SIGSS ohne Ausweis ihrer Sortenzugehörigkeiten undifferenziert enthalten sind, führt 
die Familie TERMFSIGSS die selben Terme so auf, dass die Sortenzugehörigkeit der 
Terme aus der Zugehörigkeit zu genau einer der sortenspezifischen Termmengen 
TERMs unmittelbar erkannt werden kann. 
Die sortenspezifischen Termmengen sind wie folgt induktiv definiert: 
(1.) Wenn xq∈VARs gilt, dann gilt xq∈TERMs. Jede Variable xq aus einer sortenspezi-
fischen Variablenmenge VARs ist ein atomarer sortierter Term zur Sorte s. 
(2.) Wenn Oi∈OPS ein null-stelliges Operationssymbol mit typOPSSS(Oi)=(λ,s) und in-
folgedessen mit der Zielsorte s ist, dann gilt Oi∈TERMs. Das Operationssymbol 
Oi ist ein atomarer sortierter Term zur Sorte s. 
(3.) Wenn Oi∈OPS ein Operationssymbol mit typOPSSS(Oi)=(s1...sn,sn+1), n∈N+ mit 
s1,...,sn,sn+1∈S und infolgedessen mit der Zielsorte sn+1 ist und wenn t1,...,tn jeweils 
sortierte Terme mit tx∈TERMsx mit x=1,...,n und n∈N+ sind, dann ist Oi(t1,...,tn) 
ein zusammengesetzter sortierter Term zur Sorte sn+1.1) 
Wie bei der Definition der Menge TERMSIGKS aller Terme über konventionellen Signa-
turen auch, finden Relationssymbole bei der Definition der Familie TERMFSIGSS aller 
                                                 
1) Bei der Typisierung von Operations- und Relationssymbolen wird eine vereinfachte Schreibweise 
übernommen, um die Sortenstruktur nicht zu verkomplizieren. Bei einer präzisieren Schreibweise 
müsste der Typ typOPSSS(Oi) eines Operationssymbols Oi in der Form 
typOPSSS(Oi) = (s1(i)...sn(i),sn+1(i)) 
 angegeben werden. Damit die Zeichenkette Oi(t1,...,tn) einen zulässigen Term darstellt, müsste zu-
dem tx∈TERMsn(x) für x=1,...,n gelten. Auch eine derartige Schreibweise kann jedoch nicht zufrieden 
stellen, weil die Länge n jedes Typs symbolspezifisch variieren kann. Daher wird die gängige 
Schreibweise übernommen und darauf hingewiesen, dass es sich bei den Sorten aus dem Typ 
(s1...sn,sn+1) nicht um die Sorten mit der gleichen Bezeichnung aus der Sortenmenge S handeln muss. 
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sortenspezifischen Termmengen keine Berücksichtigung. Sortierte Terme gehen entwe-
der aus sortenspezifischen Variablen, aus Konstantensymbolen oder aus der Anwen-
dung von Operationssymbolen auf deren Argumente hervor.  
Entsprechend der o.a. Regel (1.) ist jede Variable aus einer sortenspezifischen Vari-
ablenmenge VARs ein Term zu der sortenspezifischen Termmenge TERMs. Somit sind 
die Mitglieder der Familie VARFSIGSS jeweils Teilmengen der Mitglieder der Familie 
TERMFSIGSS: 
∀s∈S: VARs ⊆ TERMs.1) 
Sortierte Terme, die aus Operationssymbolen hervorgehen, können in zwei Unterfälle 
unterschieden werden. Der erste Unterfall umfasst solche Terme, die aus Konstanten-
symbolen hervorgehen. Bei Konstantensymbolen aus einer sortierten Signatur SIGSS 
handelt es sich um Operationssymbole mit einem leeren Argumentbereich. Um den Typ 
von Termen zu bestimmen, die aus Operationssymbolen mit leerem Argumentbereich 
hervorgehen, ist die Zielsorte von Bedeutung. Jedes Konstantensymbol ist nämlich ein 
Term zur Zielsorte des null-stelligen Operationssymbols, aus dem es hervorgeht. Somit 
sind die Mitglieder der Familie KONFSIGSS jeweils Teilmengen der Mitglieder der Fami-
lie TERMFSIGSS: 
∀s∈S: KONs ⊆ TERMs. 
Eine sortenspezifische Menge INDs von Individuensymbolen ist somit immer eine 
Teilmenge der entsprechenden sortenspezifischen Termmenge TERMs:2) 
∀s∈S: INDs ⊆ TERMs. 
Der zweite Unterfall umfasst solche Terme, die aus der Anwendung von Operations-
symbolen auf andere Terme hervorgehen. Während bei der Definition von zusammen-
gesetzten konventionellen Termen lediglich die Anzahl der konventionellen Terme im 
Argument von Operationssymbolen berücksichtigt wurde, wird bei der Definition von 
zusammengesetzten sortierten Termen auch darauf geachtet, welche Sortenzugehörig-
keit die Terme im Argument von Operationssymbolen haben. Es dürfen an den jeweili-
                                                 
1) Zu beachten ist, dass hingegen VARFSIGSS⊆TERMFSIGSS nicht gelten muss. Jedes Mitglied TERMs 
der Familie TERMFSIGSS umfasst Terme zur entsprechenden Sorte s. In einer sortenspezifischen 
Termmenge TERMs sind somit auch alle Variablen zur Sorte s enthalten. Darüber hinaus können al-
lerdings in der sortenspezifischen Termmenge TERMs auch solche Terme enthalten sein, die unmit-
telbar aus Operationssymbolen (Konstantensymbolen) oder aus der typgerechten Anwendung von 
Operationssymbolen auf sortierte Terme hervorgehen.  
2) Zu beachten ist, dass nicht notwendigerweise 
INDFSIGSS ⊆ TERMFSIGSS 
 gelten muss. In einer sortenspezifischen Termmenge TERMs können auch zusammengesetzte sor-
tierte Terme vorkommen. In diesem Fall würde es in TERMFSIGSS mindestens eine sortenspezifische 
Termmenge TERMs geben, in der über die Elemente der entsprechenden sortenspezifischen Menge 
von Individuensymbolen hinaus noch zusammengesetzte sortierte Terme existieren würden.  
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gen Argumentstellen nämlich nur solche sortierten Terme verwendet werden, die zu 
derjenigen Sorte gehören, die durch die Typisierungsfunktion typOPSSS für die jeweils 
betroffene Argumentstelle des Operationssymbols vorgeschrieben wird. 
Die Klassifikation von konventionellen Termen lässt sich analog auf sortierte Terme 
übertragen. Demnach können auch sortierte Terme hinsichtlich ihrer Zusammengesetzt-
heit und ihres Variablenanteils klassifiziert werden. 
Hinsichtlich ihrer Zusammengesetztheit können sortierte Terme in die zueinander dis-
junkten Mengenfamilien ATFSIGSS=(ATs)s∈S und ZTFSIGSS=(ZTs)s∈S eingeordnet werden. 
Die Mengenfamilie ATFSIGSS umfasst sortenspezifische Mengen atomarer sortierter 
Terme: 
ATFSIGSS = (ATs)s∈S 
mit ATs = {t | t∈TERMs ∧ t∈INDs} 
und ATSIGSS = ∪s∈S ATs. 
Die Mengenfamilie ZTFSIGSS umfasst sortenspezifische Mengen zusammengesetzter sor-
tierter Terme: 
ZTFSIGSS = (ZTs)s∈S 
mit ZTs = {t | t∈TERMs ∧ t∉INDs} 
und ZTSIGSS=∪s∈SZTs 
Hinsichtlich des Variablenanteils können Terme über einer sortierten Signatur SIGSS in 
die zueinander disjunkten Mengenfamilien VTFSIGSS und GTFSIGSS eingeordnet werden. 
Die Familie VTFSIGSS umfasst sortenspezifische Mengen variabler Terme: 
VTFSIGSS=(VTs)s∈S. 
Die Familie GTFSIGSS umfasst sortenspezifische Mengen von Grundtermen: 
GTFSIGSS=(GTs)s∈S. 
Jede sortenspezifische Termmenge TERMs setzt sich aus einer sortenspezifischen Men-
ge VTs variabler Terme und einer sortenspezifischen Menge GTs von Grundtermen zu-
sammen: 
∀s∈S: TERMs = VTs ∪ GTs. 
Die Bestimmung des Variablenanteils von sortierten Termen erfolgt durch die Funktion 
varTSS : TERMSIGSS → pot(VAR). 
Die Bilder der Funktion varTKS lassen sich auf die Funktion varTSS übertragen.
1) Die 
Funktionen varTSS ordnet jedem sortierten Term t∈TERMSIGSS die Menge von Variablen 
zu, die im Term t vorkommen. Dabei sind die Bilder für die Variablenfunktion varTSS 
wie folgt definiert: 
                                                 
1) Vgl. Abschnitt 2.2.1.1.2.2.1.  
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(1.) varTSS(xq)    = {xq}   
für xq∈VAR, 
(2.) varTSS(Oi)    = ∅   
für Oi∈OPS mit ARGOPSSS(Oi)=λ und 
(3.) varTSS(Oi(t1,...,tn)) = varTSS(t1) ∪ ... ∪ varTSS(tn)   
für Oi∈OPS mit typOPSSS(Oi)=(s1...sn,sn+1). 
Für einen Term t∈TERMSIGSS∩VAR, der eine Variable xq ist, beinhaltet die Menge 
varTSS(t) gemäß der Regel (1.) nur die Variable xq. Sortierte Terme, die aus Konstanten-
symbolen hervorgehen, weisen hingegen gemäß der Regel (2.) grundsätzlich keinen Va-
riablenanteil auf. Der Variablenanteil varTSS(t) eines zusammengesetzten sortierten 
Terms t∈ZTSIGSS stimmt gemäß der Regel (3.) mit der Vereinigungsmenge der Vari-
ablenanteile überein, die die sortierten Terme t1,...,tn im Argument des erstgenannten 
Terms t haben. Dabei erlaubt das Rekursionsschema für die Variablenfunktion varTSS 
auch die Bestimmung der Variablenanteile von solchen zusammengesetzten sortierten 
Termen, die in ihren Argumenten selbst zusammengesetzte sortierte Terme aufweisen. 
Jede sortenspezifische Menge 
VTs={t | t∈TERMs ∧ varTSS(t) ≠ ∅} 
umfasst alle variablen sortierten Terme zur Sorte s. Für die Mengen VARs s-spezi-
fischer Variablen gilt hierbei, dass sie Teilmengen der s-spezifischen Menge VTs vari-
abler sortierter Terme sind:  
VARs ⊆ VTs. 
Jede sortenspezifische Menge 
GTs={t | t∈TERMs ∧ varTSS(t) = ∅} 
umfasst sortierte Grundterme. Die sortenspezifischen Mengen von Konstantensymbo-
len sind jeweils Teilmengen der sortenspezifischen Mengen von Grundtermen: 
KONs ⊆ GTs. 
2.2.1.2.2.2.2 Sortierte Formeln 
Die zweite Teilmenge FORMSIGSS der Menge EXPRSIGSS aller Ausdrücke über einer sor-
tierten Signatur SIGSS umfasst Formeln. Um Formeln, die über sortierten Signaturen 
SIGSS konstruiert werden, von Formeln, die über konventionellen Signaturen SIGKS 
konstruiert werden abzugrenzen, werden Erstgenannte im Folgenden als sortierte For-
meln bezeichnet, wenn aus dem Argumentationskontext nicht ersichtlich ist, um welche 
Art von Formeln es sich handelt.  
Die induktive Grammatik zur Konstruktion sortierter Formeln lautet: 
(1.) Es gilt w,f∈FORMSIGSS. w ist die immer gültige, tautologische Formel; f ist die 
immer ungültige, kontradiktorische Formel. 
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(2.) Wenn Rj∈RS, typRSSS(Rj)=(s1...sn) und t1...tn∈TERMSIGSS mit tx∈TERMsx mit 
x=1,...,n gelten, dann gilt auch Rj(t1,...,tn)∈FORMSIGSS. Bei dem Ausdruck 
Rj(t1,...,tn) handelt es sich um eine atomare sortierte Formel. 
(3.) Wenn F∈FORMSIGSS gilt, dann gilt auch ¬F∈FORMSIGSS. Bei dem Ausdruck ¬F 
handelt es sich um eine zusammengesetzte sortierte Formel. 
(4.) Wenn F1,F2∈FORMSIGSS gilt, dann gelten auch 
F1∧F2, F1∨F2, F1∨F2, F1→F2, F1 ↔F2∈FORMSIGSS. Es handelt sich hierbei um 
zusammengesetzte sortierte Formeln. 
(5.) Wenn x eine Variable ist und F eine sortierte Formel ist, dann gelten  
∀x:F, ∃x:F, ∃x:F∈FORMSIGSS. Es handelt sich hierbei um 
zusammengesetzte sortierte Formeln. 
Die Induktionsbasis der Grammatik zur Konstruktion sortierter Formeln sind die Regeln 
(1.) und (2.) zur Konstruktion atomarer sortierter Formeln. Eine atomare sortierte For-
mel geht entweder mit Hilfe von Regel (1.) aus w bzw. f oder mit Hilfe von Regel (2.) 
aus der typgerechten Anwendung eines Relationssymbols Rj auf sortierte Terme hervor. 
Atomare sortierte Formeln können demnach konstruiert werden, indem ein Relations-
symbol Rj mit der Typisierung typRSSS(Rj)=(s1...sn) auf n Terme angewendet wird. Bis zu 
diesem Punkt stimmen die Induktionsbasen der Grammatiken zur Konstruktion konven-
tioneller und sortierter Signaturen überein. Der Unterschied zwischen den Grammatiken 
liegt darin, dass in der Grammatik zur Konstruktion sortierter Formeln zusätzlich gefor-
dert wird, dass die Terme t1,...,tn im Argument einer atomaren sortierten Formel 
Rj(t1,...,tn) auch den Sorten s1,...,sn zugewiesen sein müssen, mit denen die jeweilige Ar-
gumentstelle des Relationssymbols Rj typisiert ist. In diesem Punkt unterscheiden sich 
die Grammatiken zur Konstruktion atomarer konventioneller und atomarer sortierter 
Formeln. Entsprechend unterscheiden sich zusammengesetzte konventionelle Formeln 
von zusammengesetzten sortierten Formeln dadurch, dass es sich bei den Formelteilen 
der letztgenannten Art um sortierte Formeln handelt. 
Für die Klassifikation sortierter Formeln gelten Bedingungen, die bereits für konventio-
nelle Formeln aufgeführt wurden, analog.1) Demnach kann die Menge FORMSIGSS aller 
sortierten Formeln über einer sortierten Signatur SIGSS in die Teilmenge AFSS aller a-
tomaren sortierten Formeln und die Teilmenge ZFSS aller zusammengesetzten sortierten 
Formeln unterteilt werden: 
FORMSIGSS = AFSIGSS ∪ ZFSIGSS 
 mit AFSIGSS ∩ ZFSIGSS = ∅. 
Die Unterteilung erfolgt mittels der Teilformelfunktion 
tfSS: FORMSIGSS → pot+(FORMSIGSS). 
                                                 
1) Vgl. Abschnitt 2.2.1.1.2.2.2.  
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Die Funktion tfSS weist jeder sortierten Formel F∈FORMSIGSS die Menge von sortierten 
Formeln zu, deren Elemente die ursprüngliche sortierte Formel F∈FORMSIGSS und sich 
selbst als Teilformeln hat:  
(1.) tfSS(w)  ={w}, 
(2.) tfSS(f)  ={f}, 
(3.) tfSS(Rj(t1,...,tm)) ={Rj(t1,...,tm)}, 
(4.) tfSS(¬F) ={¬F} ∪ tfSS(F), 
(5.) tfSS(F1•F2) ={(F1•F2)} ∪ tfSS(F1) ∪ tfSS(F2)  für •∈{∧,∨,∨,→,↔} und 
(6.) tfSS(•x:F) ={•x:F} ∪ tfSS(F) für •∈{∀,∃,∃}. 
Die Mengen AFSIGSS und ZFSIGSS lassen sich mit Hilfe der Funktion tfSS bestimmen als: 
AFSIGSS = {F | F∈FORMSIGSS ∧ tfSS(F) = {F}} 
 und ZFSIGSS = {F | F∈FORMSIGSS ∧ tfSS(F) ⊃{F}). 
Die Menge AFSIGSS umfasst alle atomaren Formeln über einer sortierten Signatur SIGSS. 
Entweder handelt es sich hierbei um solche atomare sortierte Formeln, die unmittelbar 
aus w oder f hervorgehen, oder um atomare sortierte Formeln, die aus der typgerechten 
Anwendung eines Relationssymbols Rj mit typRSSS(Rj)=(s1...sn) auf n Terme hervorge-
hen. Die Bilder atomarer sortierter Formeln entsprechend der Teilformelfunktion tfSS 
stimmen mit ihnen selbst überein. Die Bilder zusammengesetzter sortierter Formeln 
enthalten hingegen mehrere sortierte Formeln. Ihrem Rekursionsschema folgend sind in 
den Bildern zu zusammengesetzten sortierten Formeln alle ihre Teilformeln und sie 
selbst enthalten.  
Hinsichtlich ihres Variablenanteils kann die Menge FORMSIGSS aller sortierter Formeln 
in die Mengen GFSIGSS aller sortierten Grundformeln und die Menge VFSIGSS aller sor-
tierten variablen Formeln unterteilt werden: 
FORMSIGSS=GFSIGSS ∪ VFSIGSS 
mit GFSIGSS ∩ VFSIGSS=∅. 
Der Variablenanteil einer sortierten Formel wird über die Funktion 
varFSS: FORMSIGSS → pot(VAR) 
bestimmt. Die Funktion varFSS ordnet jeder sortierten Formel über einer sortierten Signa-
tur SIGSS die Menge der Variablen zu, die in ihr enthalten ist. Sie ist analog zu der 
Funktion varFKS definiert, die den Anteil an Variablen von Formeln über einer konventi-
onellen Signatur SIGKS bestimmt.  
(1.) varFSS(w) = ∅, 
(2.) varFSS(f)  = ∅, 
(3.) varFSS (Rj(t1,...,tn)) = varTSS(t1) ∪ ... ∪ varTSS(tn) 
für alle Rj∈RSSS mit typRSSS(Rj)=(s1...sn), tx∈TERMsx und x=1,...,n, 
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(4.) varFSS (¬F)  = varFSS(F)  
für alle F∈FORMSIGSS, 
(5.) varFSS (F1•F2) = varFSS (F1) ∪ varFSS (F2)  
für alle F1,F2∈FORMSIGSS und •∈{∧,∨,∨,→,↔}, 
(6.) varFSS (•:F)  =varFSS(F) ∪ {x} 
für alle F∈FORMSIGSS und •∈{∀x,∃x,∃x}. 
Die Funktion varFSS ordnet jeder sortierten Formel F∈FORMSIGSS die Menge an Variab-
len zu, die in der Formel F enthalten sind. Für die atomaren Formeln w und f ist ihr Va-
riablenanteil die leere Menge ∅. 
Die Mengen GFSIGSS bzw. VFSIGSS werden mittels der Variablenfunktion varFSS wie folgt 
definiert: 
GFSIGSS = {F | F∈FORMSIGSS ∧ varFSS(F) = ∅} 
und VFSIGSS = {F | F∈FORMSIGSS ∧ varFSS(F) ⊃ ∅} 
Hinsichtlich des Anteils gebundener Variablen lässt sich die Menge FORMSIGSS aller 
sortierten Formeln in die Mengen OFSIGSS aller offenen sortierten Formeln und die 
Menge CFSIGSS aller geschlossenen sortierten Formeln unterteilen: 
FORMSIGSS = OFSIGSS ∪ CFSIGSS 
mit OFSIGSS ∩ CFSIGSS = ∅. 
Der Anteil freier Variablen in einer sortierten Formel wird über die Funktion 
fvarSS: FORMSIGSS → pot(VAR) 
bestimmt. Sie gibt den Anteil fvarSS(F) freier Variablen in einer sortierten Formel 
F∈FORMSIGSS wie folgt wieder: 
(1.) fvarSS(w) = ∅, 
(2.) fvarSS(f) = ∅, 
(3.) fvarSS(Rj(t1,...,tn))  = varTSS(t1) ∪ ... ∪ varTSS(tn)  
für alle Rj∈RS mit typRSSS(Rj)=(s1...sn) und tx∈TERMsx für alle x=1,...,n, 
(4.) fvarSS(¬F)  = fvarSS(F)  
für alle F∈FORMSIGSS, 
(5.) fvarSS(F1•F2)  = fvarSS(F1) ∪ fvarSS(F2)  
für alle F1,F2∈FORMSIGSS und •∈{∧,∨,∨,→,↔} und 
(6.) fvarSS(•F)  = fvarSS(F)\{x} 
für alle F∈FORMSIGSS und •∈{∀x,∃x,∃x}. 
Die Mengen OFSIGSS bzw. CFSIGSS werden mit Hilfe der Funktion fvarSS wie folgt defi-
niert: 
OFSIGSS = {F | F∈FORMSIGSS ∧ fvarSS(F) ⊃ ∅} 
und CFSIGSS = {F | F∈FORMSIGSS ∧ fvarSS(F)=∅}. 
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2.2.1.2.3 Semantische Aspekte der sortierten Prädikatenlogik 
2.2.1.2.3.1 SIGSS-Strukturen 
Die extensionale Interpretation einer sortierten Signatur SIGSS erfolgt durch eine SIGSS-
Struktur ASIGSS. Die Komponenten einer SIGSS-Struktur ASIGSS sind Extensionen von 
Komponenten der sortierten Signatur SIGSS. 
Es handelt sich hierbei erstens um eine Familie OBFSS von sortenspezifischen Objekt-
mengen. Durch die sortenspezifischen Objektmengen OBs1,...,OBsn∈OBFSS werden die 
Sorten s1,...,sn∈S der sortierten Signatur SIGSS extensional interpretiert. Jedes formale 
Objekt obu∈OBs aus der Extension OBs einer Sorte s ist eine Instanz der Sorte s. 
Als zweite Komponente umfasst eine SIGSS-Struktur ASIGSS eine Familie OPF von Ope-
rationen. Durch jede Operation oi∈OPF wird genau ein Operationssymbol Oi∈OPS aus 
der sortierten Signatur SIGSS extensional interpretiert. 
Als drittes umfasst eine SIGSS-Struktur ASIGSS eine Familie RF von Relationen. Jedes 
Relationssymbol R1,...,Rj∈RS aus einer sortierten Signatur SIGSS wird durch genau eine 
Relation rj∈RF extensional interpretiert. 
Die Abbildungen der Sorten und Operations- und Relationssymbole auf sortenspezifi-
sche Objektmengen, Operationen bzw. Relationen erfolgt durch die Interpretationsfunk-
tionen IS, IOPS bzw. IRS.  
Eine SIGSS-Struktur ASIGSS zu einer sortierten Signatur SIGSS ist definiert als: 
ASIGSS=(OBFSS,OPF,RF,IFSS). 
Die Komponenten einer SIGSS-Struktur ASIGSS sind: 
(1.) Eine Familie OBFSS=(OBs)s∈S von sortenspezifischen Objektmengen, 
(2.) eine Familie OPF=(o1,...,oI) von Operationen oi mit i=1,...,I und I∈N, 
(3.) eine Familie RF=(r1,...,rJ) von Relationen rj mit j=1...J und J∈N und, 
(4.) eine Familie IFSS=(IS,IOPS,IRS) von Interpretationsfunktionen.  
Die Verknüpfung einer sortierten Signatur SIGSS mit einer sortierten Struktur ASIGSS er-
folgt durch eine Familie IFSS=(IS,IOPS,IRS) von Interpretationsfunktionen mit 
IS: S → OBFSS 
IOPS: OPS → OPF 
und IRS: RS → RF. 
Bei den Interpretationsfunktionen IS, IOPS und IRS handelt es sich um linkstotale, bijekti-
ve Funktionen. Sie sind einerseits linkstotal, da sie alle Elemente aus ihrem jeweiligen 
Argumentbereich auf ein Element des entsprechenden Zielbereichs abbilden. Dadurch 
wird gewährleistet, dass eine SIGSS-Struktur ASIGSS für alle Komponenten einer sortier-
ten Signatur SIGSS eine extensionale Interpretation bereithält. Würden auch partielle In-
terpretationsfunktionen zugelassen werden, wären auch solche SIGSS-Strukturen erlaubt, 
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die für einzelne Komponenten einer sortierten Signatur SIGSS keine Extension bereithal-
ten. 
Andererseits handelt es sich bei den Interpretationsfunktionen IS, IOPS und IRS um bijek-
tive Funktionen. Auf die Bijektivität der Interpretationsfunktionen IOPS und IRS wurde 
bereits im Kontext der konventionellen Prädikatenlogik hingewiesen.1) Zum einen sind 
die Interpretationsfunktionen nämlich injektiv. Das heißt, dass die Elemente aus dem 
Zielbereich einer Interpretationsfunktion zu höchstens einer Komponente einer sortier-
ten Signatur SIGSS die entsprechende Extension sind. Dadurch wird gewährleistet, dass 
keine zwei Konstrukte aus einer sortierten Signatur SIGSS durch das gleiche Konstrukt 
aus einer SIGSS-Struktur ASIGSS extensional interpretiert werden können. Zum anderen 
handelt es sich bei den Interpretationsfunktionen um surjektive Funktionen. Jede Kom-
ponente einer SIGSS-Struktur ASIGSS wird nämlich für die extensionale Interpretation 
mindestens einer Komponente einer sortierten Signatur SIGSS verwendet. Somit inter-
pretiert jede Komponente einer SIGSS-Struktur ASIGSS genau eine Komponente der sor-
tierten Signatur SIGSS extensional. 
Die Interpretationsfunktion IS bildet jede Sorte s∈S auf eine Objektmenge IS(s)=OBs aus 
der Familie OBFSS aller sortenspezifischen Objektmengen ab. Dadurch wird jede Sorte 
s∈S durch eine sortenspezifische Objektmenge IS(s)=OBs interpretiert. Die formalen 
Objekte aus einer sortenspezifischen Objektmenge OBs sind Individuen zur Sorte s. 
Mit der Interpretationsfunktion IOPS wird jedes Operationssymbol 
Oi∈OPS  
mit typOPSSS(Oi)=(s1...sn,sn+1) 
durch eine Operation 
IOPS(Oi)=oi  
mit oi: OBs1 ×...× OBsn → OBsn+1 
extensional interpretiert.  
Jedes Relationssymbol 
Rj∈RS 
mit typRSSS(Rj)=(s1...sn) 
wird durch eine Relation 
IRS(Rj)=rj 
mit rj⊆ OBs1 ×...× OBsn 
extensional interpretiert. 
SIGSS-Strukturen unterscheiden sich von SIGKS-Strukturen fundamental in ihrer ersten 
Komponente. Während für alle SIGKS-Strukturen ein unsortierter Objektbereich OB 
festgelegt wird, wird in SIGSS-Strukturen eine Familie OBFSS sortenspezifischer Ob-
                                                 
1) Vgl. Abschnitt 2.2.1.1.3.1.  
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jektmengen vorausgesetzt. Jede sortenspezifische Objektmenge OBs umfasst Individuen 
der Sorte s. Dadurch erlauben es SIGSS-Strukturen, Individuen hinsichtlich ihrer „Art“ 
zu differenzieren. In der konventionellen Prädikatenlogik wird lediglich die Spezifikati-
on von Individuen als Elemente der undifferenzierten Objektmenge OB zugelassen. 
Das prädikatenlogische Universum OB geht aus der Vereinigung  
OB = ∪s∈S OBs 
aller sortenspezifischen Objektmengen hervor. Dabei hat nicht zu gelten, dass die sor-
tenspezifischen Objektmengen zueinander disjunkt sein müssen. Die „Überlappung“ 
sortenspezifischer Objektmengen ist durchaus erlaubt.1) 
Wenn in der sortierten Signatur SIGSS nur eine Sorte s∈S enthalten ist, stimmt die Men-
ge OB mit der einzigen sortenspezifischen Objektmenge OBs überein. In diesem Fall 
kann die SIGSS-Struktur ASIGSS aus zwei Perspektiven charakterisiert werden. In ihrer o-
riginären Charakterisierung handelt es sich um eine SIGSS-Struktur im Sinn der sortier-
ten Prädikatenlogik. Die Mengenfamilie OBFSS hat dann nur ein Mitglied, nämlich die 
Objektmenge OBs zu der einzigen Sorte s. Aus der zweiten Perspektive stimmt die 
SIGSS-Struktur mit einer SIGKS-Struktur ASIGKS überein. Da die Mengenfamilie OBFSS 
in diesem Fall nur eine sortenspezifische Objektmenge OBs als Mitglied hat, kann statt 
der Mengenfamilie OBFSS auch die undifferenzierte Objektmenge OB verwendet wer-
den. Die SIGSS-Struktur ASIGSS degeneriert in diesem Fall zu einer SIGKS-Struktur 
ASIGKS. 
Die Individuen aus einer SIGSS-Struktur ASIGSS können auch eine innere Struktur auf-
weisen.2) Diese Alternative ergibt sich aus der Möglichkeit, Operationssymbole aus 
einer sortierten Signatur SIGSS mit einer Konkatenation von Sorten zu typisieren. Die 
Objektmengen zu den Zielsorten solcher Operationssymbole umfassen dann formale 
Objekte, die aus der Anwendung von Operationen auf andere formale Objekte hervor-
gehen. Es handelt sich bei den letztgenannten formalen Objekten um Individuen aus 
Objektmengen zu solchen Sorten, die mit den Sorten im Argumentbereich des Opera-
tionssymbols übereinstimmen. Wenn z.B. ein Operationssymbol O1∈OPS mit 
typOPSSS(O1)=(s11...s1n,sn+1) in der Signatur SIGSS spezifiziert ist, dann kann die Objekt-
menge OBsn+1 aus einer SIGSS-Struktur ASIGSS formale Objekte der Form 
ob1=o1(ob11,...,ob1n) umfassen, wobei die formalen Objekte ob11,...,ob1n den sorten-
spezifischen Objektmengen OBs1.1,...,OBs1.n entstammen müssen. Jedes der formalen 
Objekte ob11,...,ob1n kann wiederum selbst eine innere Struktur aufweisen, wenn die ent-
sprechende Sorte im Argumentbereich des Operationssymbols als Zielsorte eines ande-
ren Operationssymbols definiert ist. 
                                                 
1) Die „Überlappung“ von Objektmengen wird bei der extensionalen Interpretation von ontologischen 
Signaturen als Anforderung in Abschnitt 3.1.3.1.1 formuliert. 
2) Vgl. ZELEWSKI (1995), Bd. 4, S. 227. 
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Darüber hinaus können Individuen der Sorte sn+1 auf unterschiedliche „Weise“ 
konstruiert werden. Wenn beispielsweise neben dem o.a. Operationssymbol O1 mit 
typOPSSS(O1)=(s11...s1n,sn+1) 
ein weiteres Operationssymbol O2 mit 
typOPSSS(O1)=(s21...s2n,sn+1) 
in der sortierten Signatur SIGSS spezifiziert ist, dann kann sowohl durch die Anwendung 
der Operation o1 auf ein Objekttupel (ob11,...,ob1n) mit (ob11,...,ob1n)∈OBs1.1×...×OBs1.1 
als auch durch die Anwendung der Operation o2 auf ein Objekttupel (ob21,...,ob2n) mit 
(ob21,...,ob2n)∈OBs2.1×...×OBs2.1 ein Individuum der Sorte sn+1 erzeugt werden. 
Die innere Strukturierung von Objekten ist auch schon im Rahmen der konventionellen 
Prädikatenlogik möglich. Auch dort lassen sich Objekte aus der typgerechten Anwen-
dung von Operationen auf Objekttupel konstruieren. Im Gegensatz zur sortierten Prädi-
katenlogik kann jedoch im Rahmen der konventionellen Prädikatenlogik nicht näher be-
stimmt werden, welcher „Art“ die Objekte aus dem Objekttupel sein müssen. Denn die 
konventionelle Prädikatenlogik geht von einer undifferenzierten Objektmenge OB aus. 
Insofern kann auch nicht angegeben werden, welcher Art ein Objekttupel sein muss, auf 
das eine Operation – zwecks strukturierter Konstruktion eines Individuums – angewen-
det werden kann. 
Die Familie OPF der Operationen aus einer SIGSS-Struktur ASIGSS umfasst Operationen, 
die über den sortenspezifischen Objektmengen definiert sind. Jedes Operationssymbol 
Oi∈OPS mit typOPSSS=(s1...sn,sn+1) aus einer sortierten Signatur SIGSS wird extensional 
durch eine Operation 
oi∈OPF mit IOPS(Oi)=oi 
mit oi: OBs1 × ... × OBsn → OBsn+1 
extensional interpretiert. Die sortenspezifischen Objektmengen OBs1 × ... × OBsn im 
Argumentbereich von oi sind genau jenen Sorten s1,...,sn zugeordnet, die in der Typisie-
rung typOPSSS(Oi)=(s1,...,sn,sn+1) des Operationssymbols Oi angegeben sind. 
Jedes null-stellige Operationssymbol Oi∈OPS mit ARGOPSSS(Oi)=λ und ZIELOPSSS(Oi)=s 
aus einer sortierten Signatur SIGSS wird durch eine wiederum null-stellige Operation 
oi∈OPF mit der Operationsvorschrift oi:→OBs aus einer SIGSS-Struktur ASIGSS extensio-
nal interpretiert. Während Erstgenannte bereits als Konstantensymbole eingeführt wur-
den, handelt es sich bei Letztgenannten um Konstanten. Konstanten sind Operationen, 
aus deren Anwendung auf das leere Argument ein Individuum oi()=obu hervorgeht. Das 
Individuum ist ein formales Objekt aus einer Objektmenge OBs zu einer Sorte s, die als 
Zielsorte ZIELOPSOS(Oi) des Konstantensymbols Oi angegeben ist. Somit können die Ex-
tensionen von Konstantensymbolen als Bilder von null-stelligen Operationen bei der 
Anwendung auf das leere Argument charakterisiert werden.1)  
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 4, S. 15.  
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Die Familie RF aus einer SIGSS-Struktur ASIGSS umfasst alle Relationen, die über den 
sortenspezifischen Objektmengen definiert sind. Jedes Relationssymbol Rj∈RS mit 
typRSSS=(s1...sn) aus einer sortierten Signatur SIGSS wird durch eine Relation rj∈RF mit 
rj⊆OBs1 × ... × OBsn interpretiert. Wie bei den Operationen aus einer SIGSS-Struktur 
auch, entspricht der Argumentbereich einer Relation rj dem kartesischen Produkt sorten-
spezifischer Objektmengen. Auch hierbei sind es solche Objektmengen, die für diejeni-
gen Sorten spezifisch sind, die in der Typisierung des interpretierten Relationssymbols 
Rj angegeben sind. 
Bei der Zuordnung von Operationen und Relationen zu Operations- bzw. Relationssym-
bolen wird stets die Typisierung der Letztgenannten durch die Typisierungsfunktionen 
typOPSSS bzw. typRSSS berücksichtigt. Den Komponenten einer sortierten Signatur SIGSS 
werden durch die Interpretationsfunktionen IOPS und IRS nur solche Komponenten einer 
SIGSS-Struktur ASIGSS zugeordnet, bei denen die Stelligkeiten und die Sortenstrukturen 
übereinstimmen. Die Typisierungsfunktionen typOPSSS und typRSSS haben daher einen in-
tegritätsbewahrenden Charakter bei der Interpretation. Mit ihnen werden bereits in der 
Signatur semantisch motivierte Einschränkungen der Ausdrucksmöglichkeiten formu-
liert.  
Zwar sind auch in der konventionellen Prädikatenlogik integritätsbewahrende meta-
sprachliche Ausdrucksmöglichkeiten vorgesehen, allerdings werden diese im Vergleich 
zur sortierten Prädikatenlogik weniger restriktiv formuliert. Die integritätsbewahrenden 
Typisierungsfunktionen typOPSKS und typRSKS haben dort nämlich in ihren Zielbereichen 
die Menge N aller natürlichen Zahlen. Die Einschränkungen der Interpretationsmög-
lichkeiten sind daher nur numerischer Art. Bei der Interpretation von Operations- und 
Relationssymbolen aus konventionellen Signaturen kommen alle Operationen bzw. Re-
lationen in Frage, deren Argumentbereiche die gleiche numerische „Breite“ aufweisen 
wie das jeweils zu interpretierende Symbol. 
Durch den Übergang zu sortierten Signaturen werden zusätzliche Integritätsbedingun-
gen bei der extensionalen Interpretation von Operations- und Relationssymbolen formu-
liert. Bei der extensionalen Interpretation von Operations- und Relationssymbolen aus 
einer sortierten Signatur SIGSS wird nämlich – neben der numerischen Stelligkeit – auch 
die Sortenstruktur, d.h. die Sortengerechtheit der Objektmengen in den Argumentberei-
chen der Operationen bzw. Relationen überprüft. Den Typisierungsfunktionen typOPSSS 
und typRSSS kommt dadurch ein stärkerer Restriktionscharakter zu als den Typisierungs-
funktionen typOPSKS und typRSKS aus konventionellen Signaturen. 
Die Menge A(SIGSS) umfasst alle Strukturen, mit denen eine sortierte Signatur SIGSS 
extensional interpretiert werden kann. Jedes Element ASIGSS∈A(SIGSS) beinhaltet dem-
nach eine Familie OBFSS sortenspezifischer Objektmengen, eine Familie OPF von Ope-
rationen, eine Familie RF von Relationen und eine Familie IFSS von Interpretationsfunk-
tionen. Dabei ist jedes Element der Menge A(SIGSS) „passend“ zu der sortierten Signa-
tur SIGSS aufgebaut. Das heißt, dass es sich bei den Interpretationsfunktionen IS, IOPS 
und IRS aus jeder SIGSS-Struktur ASIGSS∈A(SIGSS) um linkstotale, bijektive Funktionen 
handelt. 
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2.2.1.2.3.2 Auswertung von sortierten Ausdrücken 
2.2.1.2.3.2.1 Auswertung von sortierten Termen 
Die Verknüpfung einer sortierten Signatur SIGSS mit einer SIGSS-Struktur ASIGSS erfolgt 
einerseits durch die Interpretationsfunktionen IS, IOPS und IRS. Durch sie werden den 
Komponenten einer sortierten Signatur SIGSS jeweils formale Konstrukte aus einer 
SIGSS-Struktur ASIGSS zugeordnet. Um auch sortierte Ausdrücke über einer sortierten 
Signatur SIGSS auswerten zu können, bedarf es zum einen eines Verfahrens zur Auswer-
tung von sortierten Termen. Zum anderen bedarf es eines Verfahrens zur Auswertung 
von sortierten Formeln. 
Die Auswertung sortierter Terme erfolgt durch die Mitglieder einer Familie 
ITFSS=(ITs)s∈S 
sortenspezifischer Termauswertungsfunktionen. Dabei ist jede sortenspezifische Term-
auswertungsfunktion ITs definiert als: 
ITs: TERMs → OBs. 
Jede Termauswertungsfunktion ITs ordnet jedem Term t∈TERMs zu einer Sorte s∈S 
genau ein Individuum ITs(t)=obu aus dem Objektbereich OBs zur selben Sorte s zu.  
Während die Auswertung von konventionellen Termen unsortiert verläuft, wird bei sor-
tierten Termen zunächst ihre Sorte überprüft. Je nachdem, welcher sortenspezifischen 
Termmenge TERMs∈TERMFSIGSS ein sortierter Term t zugehört, wird eine sortenspezi-
fische Termauswertungsfunktion ITs angewendet. Der Bildbereich jeder sortenspezifi-
schen Termauswertungsfunktion ITs liegt stets in der sortenspezifischen Objektmenge 
OBs, die zu derselben Sorte s gehört, wie die Termmenge TERMs, deren Elemente aus-
gewertet werden. Verdeutlicht wird dieser Zusammenhang durch den Sortenindex „s“, 
der jeder sortenspezifischen Termauswertungsfunktion ITs beigefügt ist. Der Sortenin-
dex „s“ einer Auswertungsfunktion ITs schränkt die Menge der Terme im Argumentbe-
reich der Funktionsvorschrift auf s-spezifische Terme ein. Durch die Identität der Indi-
zes für die Menge TERMs der Terme im Vor- und die Menge OBs der formalen Objekte 
im Nachbereich der Termauswertungsfunktion ITs ist gewährleistet, dass die Auswer-
tung ITs(t) eines Terms t∈TERMs zu einem Individuum obu führt, das Element der Ob-
jektmenge OBs zur selben Sorte s ist.1) 
Für die Auswertung variabler Terme ist zusätzlich die Belegung der Variablen mit Indi-
viduen aus sortenspezifischen Objektmengen einer SIGSS-Struktur ASIGSS notwendig. 
Die Variablenbelegung erfolgt durch die Mitglieder bels1,...,belsn einer Familie belfSS 
sortenspezifischer Variablenbelegungsfunktionen: 
belfSS = (bels:VARs → OBs)s∈S. 
                                                 
1) Dieser Aspekt der Termauswertung wird als ihre „Sortentreue“ bezeichnet; vgl. ZELEWSKI (1995), 
Bd. 4, S. 45.  
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Bei der Belegung einer Variable wird jeder sortenspezifischen Variable xq∈VARs ein 
formales Objekt obu∈OBs zur selben Sorte s zugeordnet. Analog zu den sortenspezifi-
schen Termauswertungsfunktionen ITs sind die sortenspezifischen Variablenbelegungen 
bels für jede sortenspezifische Variablenmenge VARs definiert. Der Bildbereich jeder 
Variablenbelegung bels ist die sortenspezifische Objektmenge OBs, die zu derselben 
Sorte s gehört, wie die Variablenmenge VARs, deren Elemente belegt werden. Die Sor-
tentreue der Funktionsanwendung wird – wie bei den Termauswertungsfunktionen auch 
– durch den Sortenindex „s“ der Variablenbelegung gewährleistet. Dadurch können Va-
riablen nur mit formalen Objekten aus solchen Objektmengen belegt werden, deren Sor-
tenzugehörigkeit sich mit der Sortenzugehörigkeit der Variablenmenge deckt, aus der 
die Variable stammt. 
Um nachher quantifizierte Formeln auswerten zu können, wird auch bei Variablen über 
sortierten Signaturen eine bedingte Variablenbelegung benötigt. Jede bedingte sorten-
spezifische Variablenbelegungsfunktion 
{ ss u
u
bel (x) wenn x x*bel [x*/ob ](x) = ob wenn x = x*
≠  
weist jeder Variablen x aus der sortenspezifischen Variablenmenge VARs ein formales 
Objekt aus der sortenspezifischen Objektmenge OBs entsprechend der Variablenbele-
gung bels zu, wenn sich die Variable x von einer näher spezifizierten Variable x* unter-
scheidet.  
Die Mitglieder der Familie ITFSS aller sortenspezifischen Termauswertungsfunktionen 
sind bei gegebener Variablenbelegung bels für alle Sorten s∈S und einer vorgegebenen 
SIGSS-Struktur ASIGSS rekursiv wie folgt definiert: 
(1.) ITs(xq)=bels(xq)=obu mit obu∈OBs  
für jede Variable x∈VARs und jede Sorte s∈S, 
(2.) ITs(Oi)=IOPS(Oi)=oi mit oi()=obu und obu∈OBs  
für jedes Konstantensymbol Oi∈OPS mit typOPSSS(Oi)=(λ,s) und 
(3.) ITsn+1(Oi(t1...tn))=oi(ITs1(t1),...,ITsn(tn)) 
für jedes Operationssymbol Oi∈OPS mit typOPSSS(Oi)=(s1...sn,sn+1) mit den Sorten 
k1,...,kn,kn+1∈K und den Termen t1,...,tn mit tx∈TERMkx für x=1,...,n und n∈N+.  
Die Rekursionsbasis für die sortenspezifische Termauswertung wird durch die ersten 
beiden Regeln der Termauswertung gelegt. 
Mit der ersten Regel wird festgelegt, dass die Auswertung eines sortierten Terms 
t∈TERMSIGSS, der aus einer sortierten Variable x hervorgeht, zu dem formalen Objekt 
obu führt, mit dem x durch eine sortenspezifische Variablenbelegung bels belegt ist.  
Durch die zweite Regel wird festgelegt, dass die Auswertung eines Konstantensymbols 
Oi∈OPS mit typOPSSS(Oi)=(λ,s) zu der Konstanten IOPS(Oi)=oi mit oi()=obu und obu∈OBs 
führt. Die Auswertung null-stelliger Operationssymbole mittels ITs deckt sich somit mit 
ihrer extensionalen Interpretation mittels der Interpretationsfunktion IOPS. Bei jedem 
2 Rahmenwerk für das integrative Modellierungskonzept 129 
 
Konstantensymbol handelt es sich nämlich um ein null-stelliges Operationssymbol. Wie 
alle anderen Operationssymbole aus einer sortierten Signatur SIGSS auch, werden null-
stellige Operationssymbole durch die Interpretationsfunktion IOPS auf jeweils eine Ope-
ration abgebildet. Die Bilder der Funktion IOPS zu Konstantensymbolen sind stets Kon-
stanten. Bei Konstanten handelt es sich wiederum um Operationen, deren Anwendung 
auf das leere Argument ein Individuum oi()=obu hervorbringt. 
Variablen und Konstantensymbole werden mittels einer sortenspezifischen Termaus-
wertungsfunktion ITs jeweils auf atomare Individuen abgebildet. Dies wird durch die 
ersten beiden Regeln, die zur Auswertung von Termen definiert sind, gewährleistet. Zu-
sammengesetzte Terme, die aus der typgerechten Anwendung von Operationssymbolen 
auf n-Tupel von Termen hervorgehen, werden hingegen auf zusammengesetzte Indivi-
duen, die aus der Anwendung von Operationen auf n-Tupel von formalen Objekten her-
vorgehen, abgebildet. Dadurch haben Terme einerseits und die Individuen, zu denen sie 
ausgewertet werden, andererseits stets die gleiche Struktur. Entweder handelt es sich um 
atomare Individuen, zu denen atomare Terme ausgewertet werden können, oder es han-
delt sich um zusammengesetzte Individuen, zu denen zusammengesetzte Terme ausge-
wertet werden können. Bei der zweiten Alternative haben zusammengesetzte Terme 
stets die gleiche Struktur wie die zusammengesetzten Individuen, zu denen sie ausge-
wertet werden können. 
2.2.1.2.3.2.2 Auswertung von sortierten Formeln 
Die zweite Teilmenge der Menge EXPRSIGSS aller Ausdrücke über einer sortierten Sig-
natur SIGSS beinhaltet sortierte Formeln. Für die Auswertung sortierter Formeln wird – 
wie bei der konventionellen Prädikatenlogik auch – die Modellrelation B verwendet. 
Genau dann, wenn eine sortierte Formel F∈FORMSIGSS durch die Mitglieder einer Fami-
lie belfSS sortenspezifischer Variablenbelegungen in einer SIGSS-Struktur ASIGSS bestä-
tigt wird, gilt: 
(ASIGSS,belfSS) B F 
Dabei ist die Modellrelation B für Formeln über sortierten Signaturen wie folgt defi-
niert: 
(1.) (ASIGSS,belfSS) B w   gilt für jedes Tupel (ASIGSS,belfSS), 
(2.) (ASIGSS,belfSS) B f   gilt für kein Tupel (ASIGSS,belfSS), 
(3.) (ASIGSS,belfSS) B Rj(t1,...,tn) ⇔ (ITs1(t1),...,ITsn(tn))∈rj mit IRS(Rj)=rj, 
(4.) (ASIGSS,belfSS) B ¬F ⇔ (ASIGSS,belfSS) H F), 
(5.) (ASIGSS,belfSS) B F1 ∧ F2 ⇔ (ASIGSS,belfSS) B F1 
   und (ASIGSS,belfSS) B F2,  
(6.) (ASIGSS,belfSS) B F1 ∨ F2 ⇔ (ASIGSS,belfSS) B F1 
   oder (ASIGSS,belfSS) B F2, 
2 Rahmenwerk für das integrative Modellierungskonzept 130 
 
(7.) (ASIGSS,belfSS) B F1 ∨ F2 ⇔ entweder (ASIGSS,belfSS) B F1 
   oder (ASIGSS,belfSS) B F2, 
(8.) (ASIGSS,belfSS) B F1 → F2 ⇔ (ASIGSS,belfSS) H F1) 
    oder (ASIGSS,belfSS) B F2 
(9.) (ASIGSS,belfSS) B F1 ↔ F2 ⇔ (ASIGSS,belfSS) B F1 → F2  
   und (ASIGSS,belfSS) B F2 → F1  
(10.) (ASIGSS,belfSS) B ∀x: F ⇔ (ASIGSS,belfSS[x/obu]) B F 
   für alle obu∈OBs 
(11.) (ASIGSS,belfSS) B ∃x: F ⇔ (ASIGSS,belfSS[x/obu]) B F 
   für mindestens ein obu∈OBs 
(12.) (ASIGSS,belfSS) B ∃x: F ⇔ (ASIGSS,belfSS[x/obu]) B F 
   für genau ein obu∈OBs 
Wenn eine sortierte Formel F∈FORMSIGSS durch jede Familie belfSS sortenspezifischer 
Variablenbelegungen in einer SIGSS-Struktur ASIGSS bestätigt wird, dann wird F als gül-
tig in der SIGSS-Struktur ASIGSS bezeichnet. Die SIGSS-Struktur ASIGSS ist in diesem Fall 
ein Modell der sortierten Formel F. Um die Gültigkeit einer Formel F∈FORMSIGSS in ei-
ner SIGSS-Struktur ASIGSS auszudrücken, wird die Schreibweise  
ASIGSS B F 
verwendet.  
Eine Menge FM ⊆ FORMSIGSS sortierter Formeln mit FM={F1,...,Fx} wird durch eine 
Familie belfSS sortenspezifischer Variablenbelegungen in einer SIGSS-Struktur ASIGSS 
bestätigt, wenn die Formel F1∧...∧Fx durch belfSS in ASIGSS bestätigt wird. Somit gilt: 
(ASIGSS,belfSS) B FM 
mit FM⊆FORMSIGSS und FM={F1,...,Fx} genau dann, wenn gilt: 
(ASIGKS,belfSS) B F1∧...∧Fx. 
Eine Menge FM sortierter Formeln wird als gültig in einer SIGSS-Struktur ASIGSS be-
zeichnet, wenn die konjunktive Verknüpfung F1∧...∧Fx aller Formeln F1,...,Fx∈FM in 
ASIGSS gültig ist. Somit gilt:  
ASIGSS B FM  
mit FM⊆FORMSIGSS und FM={F1,...,Fx} genau dann, wenn gilt: 
ASIGSS B F1∧...∧Fx. 
Für die Modellrelation B gelten die Ausführungen, die bereits in Abschnitt 2.2.1.1.3.2.2 
im Rahmen der konventionellen Prädikatenlogik vorgestellt wurden. Analog dazu kann 
mit der Funktion MODSS die Menge aller Modelle zu einer sortierten Formel 
F∈FORMSIGSS bestimmt werden: 
MODSS: FORMSIGSS → pot(A(SIGSS)) 
mit MODSS(F) = {ASIGSS | (ASIGSS B F)} 
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Ebenso gelten die Ausführungen aus Abschnitt 2.2.1.1.3.2.2 zu Formelmengen analog. 
So gilt für eine Formelmenge FM⊆FORMSIGSS mit FM={F1,...,Fx}: 
MODSS(FM) = {ASIGSS | (ASIGSS B (F1 ∧...∧ Fx))} 
und somit MODSS(FM) = MODSS(F1∧...∧Fx). 
Demnach umfasst die Menge MODSS(FM) alle SIGSS-Strukturen, die Modelle der For-
mel F1∧...∧Fx sind, die aus der konjunktiven Verknüpfung aller Formeln aus FM her-
vorgeht. 
Eine sortierte Formel F∈FORMSIGSS ist genau dann erfüllbar, wenn es mindestens eine 
SIGSS-Struktur ASIGSS gibt, in der sie durch mindestens eine Familie belfSS sortenspezifi-
scher Variablenbelegungen bestätigt wird. Entsprechend ist eine Formelmenge 
FM⊆FORMSIGSS genau dann erfüllbar, wenn es mindestens eine SIGSS-Struktur ASIGSS 
gibt, in der die Konjunktion F1∧...∧FX aller sortierten Formeln F1,...,Fx∈FM von min-
destens einer Familie belfSS sortenspezifischer Variablenbelegungen bestätigt werden 
kann.1) 
Eine sortierte Formel F∈FORMSIGKS ist allgemeingültig oder tautologisch, wenn sie von 
jeder Familie belfSS sortenspezifischer Variablenbelegungen in jeder SIGKS-Struktur 
ASIGKS∈A(SIGKS) bestätigt wird. Entsprechend gilt für allgemeingültige sortierte For-
meln, dass sie in jeder SIGSS-Struktur ASIGSS gültig sind. Da somit bei einer allgemein-
gültigen sortierten Formeln F jede SIGSS-Struktur ASIGSS ein Modell von F ist, gilt in 
diesem Fall 
A(SIGSS) = MODSS(F). 
Demnach sind bei einer allgemeingültigen sortierten Formel F∈FORMSIGSS die Menge 
ASIGSS(SIGSS) aller SIGSS-Strukturen und die Menge MODSS(F) aller Modelle von F 
gleich. 
Eine sortierte Formel F∈FORMSIGKS ist genau dann widersprüchlich, wenn keine SIGSS-
Struktur ASIGSS und keine Familie belfSS sortenspezifischer Variablenbelegungen existie-
ren, so dass die F durch belfSS in ASIGSS bestätigt wird. Widersprüchliche sortierte For-
meln zeichnen sich dadurch aus, dass es keine SIGSS-Struktur ASIGSS gibt, die sie als 
Modell haben. Eine Menge FM={F1,...,Fx} sortierter Formeln ist genau dann wider-
sprüchlich, wenn die konjunktive Verknüpfung F1∧...∧Fx aller Formeln aus FM wider-
sprüchlich ist. 
Um auszudrücken, dass die Menge MODSS(F1) aller Modelle zu einer sortierten Formel 
F1∈FORMSIGSS eine Teilmenge der Menge MODSS(F2) aller Modelle zu einer sortierten 
Formel F2∈FORMSIGSS ist, wird auch im Rahmen der sortierten Prädikatenlogik die 
                                                 
1) Analog zu der der Menge CFSIGKS aller geschlossenen Formeln über einer konventionellen Signatur 
SIGKS ist bei den Elementen der Menge CFSIGSS aller geschlossener Formeln über einer sortierten 
Signatur SIGSS ihre Erfüllbarkeit von der Variablenbelegung unabhängig. Für die Erfüllbarkeit ge-
schlossener sortierter Formeln ist lediglich die SIGSS-Struktur ASIGSS, die zur extensionalen Interpre-
tation der sortierten Signatur SIGSS herangezogen wird, von Relevanz.  
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Folgerungsrelation C verwendet. Im Gegensatz zur Modellrelation B, die dazu verwen-
det wird, die Bestätigung oder die Gültigkeit einer sortierten Formel in einer SIGSS-
Struktur ASIGSS auszudrücken, weist die Folgerungsrelation C keinen unmittelbaren Be-
zug zu SIGSS-Strukturen auf. Sie verbindet jeweils die Gültigkeit einer Formel(-menge) 
mit der Gültigkeit einer weiteren Formel(-menge). 
Die Folgerungsbeziehung zwischen zwei sortierten Formeln F1,F2∈FORMSIGSS ist genau 
dann erfüllt, wenn die Menge MODSS(F1) aller Modelle der sortierten Formel F1 eine 
Teilmenge der Menge MODSS(F2) aller Modelle der sortierten Formel F2 ist:1) 
∀F1, F2∈FORMKS: MODKS(F1) ⊆ MODKS(F2) ↔ F1 C F2. 
Die Folgerungsrelation C wird – wie die Modellrelation B auch – dadurch „überladen“, 
dass sie auch für Formelmengen verwendet wird: 
∀FM1, FM2⊆FORMKS: MODKS(FM1) ⊆ MODKS(FM2) ↔ FM1 C FM2. 
Eine Formelmenge FM2 folgt demnach genau dann aus einer Formelmenge FM1, wenn 
die Menge MODSS(FM1) aller Modelle von FM1 eine Teilmenge der Menge 
MODSS(FM2) aller Modelle von FM2 ist. 
Für die Eigenschaften der Folgerungsrelation C gelten ansonsten die Eigenschaften ana-
log, die in 2.2.1.1.3.2.2 definiert wurden. Hierzu zählt insbesondere die Reflexivität, 
Transitivität und Monotonie der Folgerungsrelation C. Darüber hinaus wird für den 
Spezialfall einer symmetrischen Folgerungsbeziehung zwischen zwei Formelmengen 
das Symbol ≡ für die logische Äquivalenz sortierter Formeln verwendet. Dabei ist die 
logische Äquivalenz zwischen zwei sortierten Formeln F1,F2∈FORMSIGSS genau dann 
erfüllt, wenn sie wechselseitig in Folgerungsrelation C zueinander stehen. In diesem 
Fall sind die Mengen MODSS(F1) und MODSS(F2) der Modellmenge von F1 bzw. F2 
gleich: 
∀F1,F2∈FORMSIGSS: ((F1 C F2) ∧ (F2 C F1)) ↔ (F1 ≡ F2). 
                                                 
1) Vgl. EBBINGHAUS ET AL. (1992), S. 41; EHRIG ET AL. (1999), S. 337 f.  
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2.2.1.3 Prädikatenlogische Spezifikationen 
Konventionelle und sortierte Signaturen werden dazu verwendet, die deskriptiven Sym-
bole aus dem jeweils zugrunde liegenden formalsprachlichen Alphabet ALPHKS bzw. 
ALPHSS derart zu typisieren, dass korrekte prädikatenlogische Ausdrücke konstruiert 
werden können. Eine prädikatenlogische Signatur1) SIGKS oder SIGSS gibt einen forma-
len Rahmen vor, dem eine Struktur ASIGKS∈A(SIGKS) bzw. ASIGSS∈A(SIGSS) entspre-
chen muss, um die jeweilige Signatur extensional interpretieren zu können. 
Über die Deklaration und Typisierung der deskriptiven Symbole hinaus werden in prä-
dikatenlogischen Signaturen allerdings keine inhaltlichen Einschränkungen für Struktu-
ren getroffen, mit denen sie extensional interpretiert werden können. Die Interpretation 
einer prädikatenlogischen Signatur SIGPL2) durch eine SIGPL-Struktur ASIGPL entspricht 
daher der „losen“ Semantik von SIGPL, wenn keine weiteren Einschränkungen definiert 
sind.3) Sie ist in dem Sinne lose, als dass in A(SIGPL) auch solche SIGPL-Strukturen ent-
halten sein können, die keine zulässigen Interpretationen der zugrunde liegenden Signa-
tur SIGPL darstellen. Beispielsweise kann es im Fall einer SIGKS-Struktur ASIGKS zu einer 
konventionellen Signatur SIGKS sein, dass die Relationssymbole 
Unternehmen, Person∈RS 
nicht miteinander disjunkte Extensionen aufweisen. Analog kann eine sortierte Signatur 
SIGSS, in der die Sorten Unternehmen und Person verwendet werden, durch eine solche 
SIGSS-Struktur ASIGSS extensional interpretiert werden, in der die sortenspezifischen Ob-
jektmengen OBUnternehmen und OBPerson nicht miteinander disjunkt sind.  
Um eine weitere Eingrenzung der in Frage kommenden Strukturen zu erreichen, ist es 
notwendig, eingrenzende Ausdrücke zu formulieren, die den Charakter von Anforde-
rungen an die entsprechenden SIGPL-Strukturen haben. Mit den Mengen FORMSIGKS 
und FORMSIGSS wurden in den vorherigen Abschnitten Formeln über konventionellen 
bzw. sortierten Signaturen vorgestellt, die hierzu verwendet werden können. Zwecks 
Eingrenzung der entsprechenden Menge aller in Frage kommenden SIGPL-Strukturen zu 
einer prädikatenlogischen Signatur SIGPL wird eine Teilmenge der Menge FORMSIGPL 
aller prädikatenlogischen Formeln herangezogen, die als „Regeln“ bezeichnet werden.4) 
                                                 
1) Im Folgenden werden die Bezeichnungen „prädikatenlogische Signatur“ und „prädikatenlogische 
Spezifikation“ verwendet, wenn es für die Argumentation nicht von Bedeutung ist, ob es sich um ei-
ne entweder konventionelle oder sortierte Signatur bzw. Spezifikation handelt. 
2) Mit dem Index PL wird verdeutlicht, dass es sich um eine prädikatenlogische Signatur handelt, bei 
der zunächst unbestimmt bleibt, ob es sich um eine konventionelle oder sortierte Signatur handelt. 
Formal kann der Ausdruck PL als Variable mit PL∈{KS,SS} aufgefasst werden. 
3) Vgl. EHRIG ET AL. (1999), S. 182.  
4) Eine weitere Unterteilung des Begriffs „Regeln“ erfolgt im Kontext ontologischer Spezifikationen in 
Abschnitt 3.1.4.1. Dort werden Inferenz- und Integritätsregeln mit ihrem jeweiligen zweckorientier-
ten Hintergrund vorgestellt. 
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Eine prädikatenlogische Signatur SIGPL in Verbindung mit einer Menge REGSIGPL von 
Regeln, die mit den Ausdrucksmitteln aus der prädikatenlogischen Signatur SIGPL kon-
struiert wurden, wird als prädikatenlogische Spezifikation bezeichnet. 
Prädikatenlogische Spezifikationen sind zwar sowohl für konventionelle als auch für 
sortierte Signaturen denkbar. Allerdings werden sie in der Regel lediglich mit Zweitge-
nannten assoziiert.1) Diese Eingrenzung des Prinzips prädikatenlogischer Spezifikatio-
nen ist allerdings nicht denknotwendig. Daher werden im Folgenden unter der Bezeich-
nung prädikatenlogische Spezifikationen Erweiterungen von prädikatenlogischen Signa-
turen vorgestellt. Dabei lässt es die Bezeichnung prädikatenlogische Spezifikation offen, 
ob eine konventionelle oder sortierte Signatur zugrunde gelegt wird. 
Die Erweiterung einer prädikatenlogischen Signatur SIGPL um eine Menge REGSIGPL 
von Regeln wird als prädikatenlogische2) Spezifikation SPEZPL bezeichnet.3) Sie ist de-
finiert als: 
SPEZPL = (SIGPL,REGSIGPL) 
Die Komponenten einer prädikatenlogischen Spezifikation SPEZPL sind: 
(1.) eine prädikatenlogische Signatur SIGPL und 
(2.) eine Menge von Regeln REGSIGPL mit REGSIGPL ⊆ FORMSIGPL.  
Für eine prädikatenlogische Spezifikation SPEZPL wird eine prädikatenlogische Signa-
tur SIGPL vorausgesetzt. Es kann sich dabei entweder um eine konventionelle Signatur 
(SIGKS) oder um eine sortierte Signatur (SIGSS) handeln. Je nachdem, welche Signatur-
Art als erste Komponente bestimmt ist, handelt es sich bei den Elementen der zweiten 
Komponente um konventionelle oder sortierte Formeln. Wenn es sich bei der ersten 
Komponente einer prädikatenlogischen Spezifikation SPEZPL um eine konventionelle 
Signatur SIGKS handelt, sind die Elemente von REGSIGPL konventionelle Formeln. Sie 
werden entsprechend der induktiven Grammatik zur Konstruktion konventioneller For-
                                                 
1) Vgl. KREOWSKI (1991), S. 65.  
2) In der Regel wird der Zusatz „prädikatenlogische“ ausgelassen; vgl. z.B. EHRIG ET AL. (1999), S. 11. 
Eine Unterscheidung wird lediglich hinsichtlich des Vorhandenseins von Relationssymbolen in der 
sortierten Signatur zwischen algebraischen und relationale Spezifikationen vorgenommen. Alge-
braische Spezifikationen gehen aus der Erweiterung algebraischer Signaturen um eine Menge von 
Regeln hervor. Da in algebraischen Signaturen keine Relationssymbole vorgesehen sind, ist es im 
Grunde auch nicht möglich, über algebraischen Signaturen Formeln zu konstruieren. Als einzige 
Ausdrucksart kommen lediglich Terme in Frage. In der Regel wird diesem Umstand dadurch begeg-
net, dass das Relationssymbol „=“ oder ein entsprechendes Äquivalent (z.B. „equal“) zugelassen 
wird, mit dem sich Gleichungen konstruieren lassen; vgl. EHRICH ET AL. (1989), S. 19 f. Relationale 
Spezifikationen stimmen mit prädikatenlogischen Spezifikationen überein.  
Der Zusatz „prädikatenlogische“ ist hier notwendig, um eine Abgrenzung zu ontologischen Spezifi-
kationen vornehmen zu können, die später vorgestellt werden; vgl. Abschnitt 3.1.4.1. 
3) Vgl. KREOWSKI (1991), S. 67. 
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meln konstruiert.1) Wenn es sich bei der ersten Komponente hingegen um eine sortierte 
Signatur SIGSS handelt, sind die Elemente von REGSIGPL sortierte Formeln. Sie werden 
entsprechend der Grammatik zur Konstruktion sortierter Formeln konstruiert.2) 
Die Menge REGSIGPL aller Regeln aus einer prädikatenlogischen Spezifikation SPEZPL 
mit zugrunde liegender prädikatenlogischer Signatur SIGPL kann grundsätzlich auch leer 
sein. In diesem Fall degeneriert die prädikatenlogische Spezifikation SPEZPL zu der 
prädikatenlogischen Signatur SIGPL. Zwecks begrifflicher Abgrenzung wird vereinbart, 
prädikatenlogische Spezifikationen mit einer nicht-leeren Menge REGSIGPL als prädika-
tenlogische Spezifikationen i.w.S. zu bezeichnen. Von dem Begriff prädikatenlogische 
Spezifikationen i.e.S. werden auch alle prädikatenlogischen Spezifikationen umfasst, die 
eine leere Menge REGSIGPL aufweisen und somit mit prädikatenlogischen Signaturen 
übereinstimmen. Wenn im weiteren Verlauf die Zusätze „i.e.S.“ oder „i.w.S.“ ausgelas-
sen werden, ist stets eine prädikatenlogische Spezifikation i.w.S. gemeint. 
Eine prädikatenlogische Spezifikation SPEZPL dient dazu, die Menge A(SIGPL) aller 
Strukturen zu der prädikatenlogischen Signatur SIGPL, die in SPEZPL enthalten ist, in 
zwei zueinander disjunkte Teilmengen zu unterteilen. Während die eine Teilmenge aus 
Modellen zu der Formelmenge REGSIGPL besteht, sind Elemente aus der dazu komple-
mentären Teilmenge von A(SIGPL) keine Modelle der Formelmenge REGSIGPL. Eine 
SIGPL-Struktur ASIGPL∈A(SIGPL) wird daher auch als Modell der prädikatenlogischen 
Spezifikation SPEZPL=(SIGPL,REGSIGPL) bezeichnet, wenn die Formelmenge REGSIGPL 
in ASIGPL gültig ist.
3) Damit eine SIGPL-Struktur ASIGPL ein Modell einer prädikatenlogi-
schen Spezifikation SPEZPL=(SIGPL,REGSIGPL) sein kann, muss somit gelten:  
ASIGPL B REGSIGPL. 
Die Modellrelation B besteht zwischen einer SIGPL-Struktur ASIGPL und der Formelmen-
ge REGSIGPL – entsprechend der Vereinbarung im vorherigen Abschnitt – genau dann, 
wenn alle Formeln F∈REGSIGPL in ASIGPL gültig sind. Die Gültigkeit einer Formel F in 
einer SIGPL-Struktur ASIGPL ist wiederum genau dann gegeben, wenn F von jeder Vari-
ablenbelegung belKS bzw. von jeder Variablenbelegungsfunktion aus der Familie belfSS 
sortenspezifischer Variablenbelegungen in ASIGPL bestätigt wird. Bei Gültigkeit einer 
Menge FM prädikatenlogischer Formeln in einer SIGPL-Struktur ASIGPL wird letztge-
nannte als Modell der Formelmenge FM bezeichnet. Alle Modelle zu einer prädikaten-
logischen Formelmenge FM⊆FORMSIGPL werden wiederum von der Menge 
MODPL(FM) umfasst. Die Menge der Modelle zu einer prädikatenlogischen Spezifika-
tion stimmt somit mit der Menge MODPL(REGSIGPL) aller Modelle der Regelmenge 
REGSIGPL überein. Die Elemente der Formelmenge REGSIGPL haben somit den Charakter 
                                                 
1) Vgl. Abschnitt 2.2.1.1.2.2.2. 
2) Vgl. Abschnitt 2.2.1.2.2.2.2.  
3) Vgl. EHRICH ET AL. (1989), S. 22; EHRIG ET AL. (1999), S. 186; KREOWSKI (1991), S. 72; LOECKX ET 
AL. (1996), S. 86.  
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von Restriktionen, die alle in einer SIGPL-Struktur ASIGPL∈A(SIGPL) erfüllt sein müssen, 
damit ASIGPL ein Modell der prädikatenlogischen Spezifikation SPEZPL sein kein.  
Eine prädikatenlogische Spezifikation SPEZPL kann schematisch aufgeführt werden, in-
dem für jede ihrer Subkomponenten eine eigene Sektion vorgesehen wird. In der Sekti-
on „S“ werden beispielsweise – im Fall einer sortierten Spezifikation SPEZSS – alle Sor-
ten aus der sortierten Signatur SIGSS aufgeführt. Für jede weitere Komponente wird eine 
eigene Sektion aufgeführt. In der folgenden Darstellung ist schematisch eine sortierte 
Spezifikation wiedergegeben: 
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SpezSS  
SIGSS 
OPS: 
  O1:  sO11...sO1l(O1)  → sO1l(O1+1) 
  ... 
  OI:   sOI1...sOIl(OI)  → sOIl(OI+1) 
RS: 
  R1:  sR11...sR1l(R1) 
  ... 
  RJ:  sRJ1...sRJl(RJ) 
VARFSIGSS: 
  VARs1={x11,...,x1l(s1)} 
   ... 
   VARsn={xn1,...,xnl(sn)} 
REGSIGSS: 
   ∀x1,x2: ... R1(x1,..,xa) → R2(x1,…,xa) 
   ∃x1,x2: ... R3(x1,...,xb) 
Die intendierten Anwendungen prädikatenlogischer Spezifikationen sind unterschied-
lichster Art. Aufgrund ihrer formalen Präzision sind prädikatenlogische Spezifikationen 
insbesondere in solchen Anwendungsbereichen gefragt, in denen Mehrdeutigkeiten un-
erwünscht sind. Beispielsweise kommt hierfür das Teilgebiet des Requirements-
Engineering im Rahmen der Software-Entwicklung in Frage.1) Beim Requirements-
Engineering werden sowohl funktionale als auch nicht-funktionale Anforderungen spe-
zifiziert, die eine zu konstruierende Software zu erfüllen hat. Aufgrund ihres streng 
formalen Aufbaus und ihrer daraus resultierenden Nähe zu Programmiersprachen wer-
den prädikatenlogische Spezifikationen oft im Rahmen der Anforderungsanalyse bei der 
Software-Konstruktion herangezogen. Prädikatenlogische Spezifikationen sind nämlich 
grundsätzlich für Zwecke der computergestützten Anforderungsanalyse geeignet. Ein-
zelne „Spielarten“ prädikatenlogischer Spezifikationen – wie z.B. die algebraische Glei-
chungslogik – wurden bereits in praktischen Szenarien verwendet. 
Allerdings wird durch die strenge formale Orientierung an der Prädikatenlogik eine A-
nalyse von Anforderungen für Menschen erschwert. Zum Verständnis von prädikaten-
logischen Spezifikationen wird nämlich zum einen das Verständnis der logischen Sym-
bole, mit denen die Elemente der Menge REGSIGPL konstruiert sind, vorausgesetzt. Die-
ses Charakteristikum der Prädikatenlogik trifft allerdings auch auf nahezu jede Sprache 
                                                 
1) Vgl. KREWOWSKI (1991), S. 127 ff.  
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zu, die beim Adressaten einer Anforderungsanalyse ein Verständnis für bestimmte For-
mulierungsprimitive voraussetzt, um Anforderungen auswerten zu können. Zwar ist die 
formale Semantik der logischen Symbole in den Regeln zur Auswertung sortierter For-
meln präzise festgelegt, so dass keine Formel, ob atomar oder mittels logischer Symbole 
zusammengesetzt, mehrdeutig interpretiert werden kann. Mit der induktiven Grammatik 
zur Konstruktion von sortierten Formeln können allerdings Anforderungen konstruiert 
werden, die die Informationsverarbeitungskapazitäten von Adressaten der Anforde-
rungsanalyse zur Auswertung von Formeln übersteigen. Für solche Anforderungen wird 
in prädikatenlogischen Spezifikationen keine Hilfestellung angeboten, die menschlichen 
Adressaten das Verständnis erleichtert. 
Zum anderen wird für das Verständnis von prädikatenlogischen Spezifikationen und ih-
rer formalen Semantik vorausgesetzt, dass Adressaten von Anforderungsanalysen die 
formalen Objekte aus den sortenspezifischen Objektmengen als Repräsentationen realer 
Objekte auffassen können. Für sortierte Spezifikationen sind allerdings bislang nur for-
male Semantiken vorgesehen. In formalen Semantiken wird die Bedeutung von Ausdrü-
cken und Sorten in einer spezifischen Struktur durch die jeweiligen Extensionen ange-
geben. Demnach ist die Bedeutung einer Sorte die sortenspezifische Objektmenge, die 
die Sorte interpretiert. Problematisch wird dies u.a. dann, wenn z.B. die jeweilige sor-
tenspezifische Objektmenge leer ist.1) Bei zeitlich veränderlichen Extensionen für Sor-
ten kann es u.U. dazu kommen, dass eine Sorte Bedeutungsschwankungen unterliegt, 
weil die Extension, in Abhängigkeit von dem Zeitpunkt, in dem sie betrachtet wird, va-
riiert. Beispielsweise würde eine Sorte „US-Präsident“ – in Abhängigkeit von dem 
Zeitpunkt, der unterstellt wird, – eine unterschiedliche Extension aufweisen. Bei Sorten, 
deren Extension grundsätzlich leer sein muss, weil die formalen Objekte aus der Exten-
sion als Repräsentationen realer Objekte aufgefasst werden, wird die Situation noch 
weiter verschärft. Beispielsweise kann eine Sorte „Einhorn“ – mit nahe liegender Inter-
pretation – in einer formalen Semantik nicht mit einer Bedeutung versehen werden, 
wenn in der Extension nur formale Objekte zugelassen werden, die realweltliche Objek-
te repräsentieren.2) 
2.2.2 Multimengen 
In einer Multimenge3) wird das mehrfache Vorkommen desselben formalen Objektes als 
Element zugelassen.1) Dies geschieht, indem jedem Element a einer Trägermenge A ei-
                                                 
1) Dies gilt nur unter der Voraussetzung, dass leere sortenspezifische Objektmengen nicht notwendi-
gerweise ausgeschlossen werden.  
2) Vgl. CARSTENSEN ET AL. (2001), S. 253.  
3) Zum Konzept der Multimengen vgl. GENRICH (1987), S. 214 ff.; GIRAULT/VALK (2003), S. 43; 
KORCZYNSKI ET AL. (1990), S. 37 ff.; REISIG (1991), S. 150 ff.; ZELEWSKI (1995), Bd. 4, S. 256. Vgl. 
KIFER ET AL. (1995), S. 820 f. für eine Umsetzung von Multimengen in F-Logic. 
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ne natürliche Zahl na∈N zugeordnet wird, die anzeigt, wie oft das Element a in der Mul-
timenge enthalten ist. na wird als Multiplizität des jeweiligen Elements a bezeichnet. 
Während in der konventionellen Mengentheorie die bedeutendsten Beziehungen, die 
zwischen Elementen und Mengen existieren können, die „Element von“-Beziehung (∈) 
und deren Negation (∉) sind, wird zwischen Elementen und Multimengen von einer „n-
fachen Element von“-Beziehung ausgegangen. 
Für eine beliebige Menge A ist eine Multimenge mult mit A als Trägermenge durch die 
Funktion 
mult: A → N 
definiert. Sie wird als Multimenge über der Trägermenge A bezeichnet. Der Funktions-
wert mult(a) für ein Element a∈A aus der Menge A gibt dessen Multiplizität wieder. 
Die Kardinalität einer Multimenge mult: A → N wird als #(mult) mit 
#(mult) = Σa∈A mult(a) 
angegeben.2)  
Die Menge MULT(A) umfasst alle Multimengen über der Trägermenge A. In jeder 
Multimenge mult∈MULT(A) über der Trägermenge A wird jedem formalen Objekt 
a∈A eine Multiplizität mult(a) zugeordnet. Bei einer Multimenge mult∈MULT(A) be-
zeichnet mult(a)=0, dass a nicht in der Multimenge mult enthalten ist. Umgekehrt gilt 
mult(a)≥1, wenn a mindestens einmal in der Multimenge mult enthalten ist. Mit ∅M 
wird die leere Multimenge bezeichnet. Es gilt in diesem Fall für alle a∈A: ∅M(a)=0 und 
somit auch #(∅M) =0. Eine konventionelle Menge A kann entsprechend auch als Mul-
timenge mit den Funktionswerten mult(a)=1 für alle a∈A aufgefasst werden. 
Für den Vergleich von zwei Multimengen mult1,mult2∈MULT(A) werden aus der kon-
ventionellen Mengentheorie bekannte Vergleichsrelationen übertragen. Demnach gelten 
für die Gleichheit und für Teilmengenbeziehungen zwischen Multimengen: 
• mult1 = mult2  :⇔  ∀a∈A: mult1(a) = mult2(a), 
• mult1 ⊆ mult2  :⇔  ∀a∈A: mult1(a) ≤ mult2(a) und 
• mult1 ⊂ mult2 :⇔  ∀a∈A: mult1(a) < mult2(a).  
Analog zu Vergleichsrelationen werden Operationen auf Mengen kanonisch zu Operati-
onen auf Multimengen übertragen. Vereinigung, Durchschnitt und Differenzen zweier 
Multimengen mult1,mult2∈MULT(A) über einer Trägermenge A werden durch Operati-
                                                                                                                                               
1) Das mehrfache Vorkommen von Elementen in Mengen wurde bereits früher für Mengenfamilien zu-
gelassen. Dort erfolgt allerdings eine Differenzierung der Mitgliedsmengen durch die Indexierung 
der Mitglieder. Dies ist zwar für Multimengen grundsätzlich nicht vorgesehen, hat aber keinen ge-
genseitigen Ausschluss der beiden Konzepte zur Folge, da jede Mengenfamilie als eine Multimenge 
aufgefasst werden kann. Auf diesen Aspekt von Multimengen wird weiter unten eingegangen. 
2) Vgl. GIRAULT/VALK (2003), S. 43; JENSEN (1996), S. 68; KLEINJOHANN (1993), S. 56; 
NÜTTGENS/RUMP (2002), S. 67; WEBER (2002), S. 9. 
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onen auf Multiplizitäten der betroffenen Multimengen für jedes Element a∈A aus der 
gemeinsam zugrunde liegenden Trägermenge A wie folgt definiert: 
• mult1 ∪ mult2 = mult3  :⇔  ∀a∈A: mult3(a) = max(mult1(a),mult2(a)),  
• mult1 ∩ mult2 = mult3  :⇔  ∀a∈A:  mult3(a) = min(mult1(a),mult2(a)) und 
• mult1 \ mult2 = mult3  :⇔  ∀a∈A:  mult1(a) ≥ mult2(a) →  
            mult3(a) = mult1(a)-mult2(a)). 
Darüber hinaus ist die komponentweise Addition von Multimengen wie folgt definiert: 
• mult1 ⊕ mult2  = mult3   :⇔  ∀a∈A:  mult3(a) = mult1(a)+mult2(a). 
Die komponentenweise Addition ⊕ unterscheidet sich von der Vereinigung ∪ dadurch, 
dass bei ihrer Anwendung nicht die bezüglich eines Elements a größere Multiplizität 
aus den beiden Multimengen, sondern die Summe der multimengenspezifischen Mul-
tiplizitäten angesetzt wird.  
Um Multimengen auszudrücken, bieten sich grundsätzlich mehrere Möglichkeiten an.1) 
In der am weitesten verbreiteten Ausdrucksvariante werden Multimengen als formale 
Summen notiert.2) Eine Multimenge mult∈MULT(A) mit der Trägermenge A={a1,...,an} 
wird bei dieser Ausdrucksvariante als formale Summe der Form  
mult  = mult(a1)a1 +...+ mult(an)an 
= Σi=1,...,n mult(ai)ai 
angegeben. Dabei werden nur – mit Ausnahme der leeren Menge ∅ – Multiplizitäten 
mit mult(ai)>1 aufgeführt. Die leere Multimenge ∅M wird als degenerierte formale 
Summe als Skalar 0 notiert.  
Im Folgenden werden Multimengen und ihre Notation als formale Summen mittels ei-
nes Beispiels verdeutlicht. Für die Trägermenge A={a,b,c} seien die beiden Multimen-
gen 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 4, S. 259 ff.  
Über die dort erwähnten Alternativen zum Ausdrücken von Multimengen hinaus wird öfters in Zu-
sammenhang mit algebraischen Petri-Netzen eine weitere Alternative verwendet; vgl. AOUMEUR 
(2001), S. 35; REISIG (1991), S. 143. Neben der „originären“ Signatur SIGSS, die einem algebrai-
schen Petri-Netz zugrunde liegt, wird dort zusätzlich eine „derivative“ Multimengensignatur MSIGSS 
konstruiert. Jeder Sorte s der originären Signatur SIGSS wird in einer Multimengensignatur MSIGSS 
eine Multimengensorte ms zugewiesen. Zudem werden die semantischen Anforderungen an Multi-
mengen in Form von Regeln formuliert, wodurch die Multimengensignatur MSIGSS zu einer Multi-
mengenspezifikation MSPEZSS ausgeweitet wird. 
 Für Prädikat/Transition-Netze ist eine solche Repräsentation von Multimengen auf der Basis von 
Multimengenspezifikationen nicht üblich. Auch für Ontologie-Netze wird nicht auf Multimengen-
spezifikationen zurückgegriffen. Daher wird dieser Ansatz im Folgenden nicht weiter berücksichtigt. 
2) Vgl. GENRICH (1987), S. 215; GIRAULT/VALK (2003), S. 43; KORCZYNSKI ET AL. (1990), S. 37; 
ZELEWSKI (1995), Bd. 4, S. 263. 
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 mult1:  A → N   und mult2: A → N 
   mult1(a)  = 3      mult2(a)  = 1 
   mult1(b)  = 2      mult2(b)  = 2 
   mult1(c)  = 2      mult2(c)  = 1 
gegeben. Sie können äquivalent als formale Summen mult1=3a+2b+2c bzw. 
mult2=a+2b+c notiert werden. Die Summe mult1⊕mult2 der beiden Multimengen lautet 
4a+4b+3c. Die Differenz mult1\mult2 der beiden Multimengen lautet 2a+c. 
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3 Bausteine des integrativen Modellierungskonzepts 
3.1 Ontologien  
3.1.1 Überblick über das Ontologieverständnis 
3.1.1.1 Informales Ontologieverständnis 
Der Begriff Ontologie wird bisweilen mit teilweise sehr unterschiedlichen Verständ-
nissen verbunden. Zumeist wird allerdings das jeweilige Verständnis natürlichsprach-
lich angedeutet und in den „günstigsten“ Fällen mit exemplarischen Formalisierungen 
verdeutlicht. Eine solche Vorgehensweise birgt die Gefahr, den Begriff zu „verwässern“ 
und gegenüber alternativen Konzeptionen keine klare Trennschärfe zu bieten. Um für 
die vorliegende Arbeit eine präzise Argumentationsgrundlage zu schaffen, wird daher 
das Verständnis, das mit der Bezeichnung „Ontologie“ verbunden wird, formal fest-
gelegt. Um dennoch eine Diskussionsgrundlage auf der Basis einer informalen Defini-
tion zu erhalten, wird im Folgenden ein Definitionsvorschlag für den Begriff Ontologie 
übernommen, der mit der formalen Präzisierung kompatibel ist. 
Bezüglich der informalen Definitionsvorschläge für Ontologien kann auf eine Vielzahl 
von Arbeiten zurückgegriffen werden.1) Der Definitionsvorschlag von GRUBER ist je-
doch in der Ontologie-Forschung am weitesten verbreitet. Nach GRUBER kann eine On-
tologie definiert werden als: 
„an explicit specification of a conceptualization“2). 
Der Begriff conceptualization, auf den sich die Definition bezieht, wird von GRUBER als 
eine abstrakte, vereinfachte Sichtweise auf Phänomene der Welt beschrieben, die von 
einem Subjekt aus einem bestimmten Zweck heraus eingeschlagen wird.3) Dabei kann 
vorausgesetzt werden, dass jede Konzeptualisierung auch immer eine subjekt- und 
zweckabhängig konstruierte begriffliche Struktur ist.4) 
                                                 
1) Für Überblicke über alternative Definitionen von Ontologien vgl. GUARINO (1997), S. 295 ff.; VAN 
HEIJST ET AL. (1997), S. 191 ff. 
2) GRUBER (1992A), S. 1; GRUBER (1993), S. 199.  
3) GRUBER (1993), S. 199. Der Subjekt- und Zweckbezug von Ontologien wird darüber hinaus implizit 
auch in anderen Quellen angesprochen. Vgl. z.B. PIRLEIN/STUDER (1995), S. 946: „ ... an ontologi-
cally is typically not totally task-independent since in all practical cases it can be assumed that the 
knowledge engineer constructed it with at least a very general task in mind.“; O´LEARY spricht in 
diesem Zusammenhang sogar von einem „politischen Prozess“ bei der Konstruktion von Ontologien; 
vgl. O´LEARY (1997), S. 328. 
4) Auf die Notwendigkeit des Sprachbezugs jeder Konzeptualisierung wird in Abschnitt 3.1.3.2.1.1 nä-
her eingegangen. 
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Die Definition lässt es jedoch offen, ob eine interne und somit natürlichsprachliche oder 
eine externe und somit nicht notwendigerweise formalsprachliche Konzeptualisierung 
Ausgangspunkt für die Konstruktion einer Ontologie ist.1) Im Fall der internen und so-
mit natürlichsprachlichen Konzeptualisierung wird eine Ontologie unmittelbar ohne ei-
ne zwischenstufige Externalisierung konstruiert. Die natürlichsprachlich vorliegenden 
internen Konzeptualisierungen der beteiligten Akteure werden direkt in einer Ontologie 
formal rekonstruiert. Eine solche Vorgehensweise ist allerdings in analoger Weise be-
reits in frühesten Phasen des Software-Engineerings als problematisch erkannt worden. 
Denn eine solche Rekonstruktion von internen und somit natürlichsprachlichen Konzep-
tualisierungen durch formalsprachliche Konstrukte scheitert oftmals an den Wissensbe-
standteilen, die sich einer unmittelbaren Formalisierung entziehen. Solche Wissensbe-
standteile sind im Rahmen des betrieblichen Wissensmanagements in den letzten Jahren 
zunehmend unter dem Begriff des tacit knowledge2) thematisiert worden. 
Gerade solche taziten Wissensbestandteile sind es allerdings in der Regel, die die Spezi-
fität akteursspezifischen Wissens ausmachen. Um auch solches Wissen ontologiege-
stützt repräsentieren zu können, ist es notwendig, Methoden der Wissensakquisition an-
zuwenden, mit deren Hilfe das Wissen eines Akteurs erhoben und dokumentiert werden 
kann.3) Das Ergebnis der Wissensakquisition – in der Regel handelt es sich hierbei um 
semi-formale Darstellungen – kann im Anschluss in eine Ontologie überführt werden. 
Insofern wird von der zweiten Alternative ausgegangen, derzufolge Ontologien Spezifi-
kationen von externen Konzeptualisierungen sind.4) 
                                                 
1) Auf die Unterscheidung zwischen interner und externer Konzeptualisierung wurde bereits früher 
hingewiesen; vgl. Abschnitt 2.1.1. Die interne Konzeptualisierung entspricht einem mentalen Modell 
eines Akteurs. Die externe Konzeptualisierung entspricht einer kommunizierbaren Form des menta-
len Modells. 
2) Zum „tacit knowledge“-Phänomen vgl. NEUWEG (2001), S. 15 ff.; POLANYI (1985), S. 13 ff. 
3) Der Verfasser hat an anderer Stelle Methoden zur Akquisition von Wissen – insbesondere von Wis-
sen über akteursspezifische Kompetenzen – vorgestellt und bewertet; vgl. ALAN (2002), S. 26 ff. 
Vgl. darüber hinaus zur Wissensakquisition KARBACH/LINSTER (1990), S. 9 ff. 
4) Trotz der oftmals fehlenden unmittelbaren Spezifizierbarkeit interner Konzeptualisierungen wird 
oftmals von der zwischenstufigen Explikation abstrahiert. Auch für die folgenden Ausführungen 
wird vorausgesetzt, dass die objektsprachlichen Komponenten aus Ontologien den Komponenten der 
internen Konzeptualisierung zugeordnet werden können. Insofern wird zwar eine Zwischenstufe 
vorausgesetzt, die zwischen der internen Konzeptualisierung und der Ontologie liegt, jedoch ver-
bleibt die Existenz dieser Stufe lediglich implizit. Auf die Prozesse der Überführung interner Kon-
zeptualisierungen in semi-formale Fragmente der Zwischenstufe wird nicht mehr eingegangen. Denn 
für die folgenden Ausführungen sind in erster Linie die formalen Aspekte von Ontologien von Be-
deutung, um hierauf aufbauend eine operationale Semantik für ontologiegestützte Modelle vorstellen 
zu können. Somit wird auch von der Überführung der externen Konzeptualisierungen in Ontologien 
abgesehen.  
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Mit specification wird verdeutlicht, dass die Bestimmung der Begriffsstruktur in einer 
formalen Sprache zu erfolgen hat.1) Somit werden natürliche und semi-formale Spra-
chen für die Ontologie-Konstruktion ausgeschlossen. Ontologien sind daher stets for-
malsprachliche Artefakte. Zudem wird durch das Attribut explicit eingefordert, dass die 
Festlegung der Begriffsstruktur auf keine Weise implizite Aspekte aufweisen darf. 
Sämtliche intendierten Festlegungen müssen demnach auch als solche formuliert wer-
den. Ansonsten werden sie nicht berücksichtigt. 
Die Definition von GRUBER ist zwar als Ausgangspunkt dafür, was unter dem Begriff 
Ontologie zu verstehen ist, sehr hilfreich. Sie wird jedoch aus mehreren Gründen der 
vorliegenden Arbeit nicht in ihrer ursprünglichen Form als Arbeitsdefinition zu Grunde 
gelegt. 
Erstens wird die Definition durch ihre Präsuppositionen einer methodischen Inkon-
sistenz ausgesetzt. Einerseits wird nämlich in der Definition eine Explizitheitsprämisse 
für Ontologien formuliert. Demnach dürfen Ontologien als wissensrepräsentierende Ar-
tefakte keine „unausgesprochenen“ Bestandteile aufweisen. Andererseits werden aber 
für die Definition einige Voraussetzungen getroffen, die erst durch weitergehende Er-
läuterungen vermittelt werden können. So wird für die Begriffe „specification“ und 
„conceptualization“ ein Vorverständnis beim Leser vorausgesetzt, das nicht notwendi-
gerweise gegeben sein muss.  
Der zweite Grund, aus dem heraus die GRUBER-Definition der vorliegenden Arbeit nicht 
als Arbeitsdefinition zugrunde gelegt wird, wurde allem von GUARINO thematisiert.2) Er 
handelt sich hierbei darum, dass der Begriff der Konzeptualisierung bei GRUBER mit ei-
ner extensionalen Erfahrung3) eines Realitätsausschnitts einhergeht. Entsprechend dieser 
extensionalen Sichtweise korreliert eine Konzeptualisierung auch stets mit einem be-
stimmten Zustand („state of affairs“) des betrachteten Realitätsausschnitts. Die semanti-
                                                 
1) Einerseits wird hierbei vorausgesetzt, dass sich die Bezeichnung Spezifikation aufgrund von Arbei-
ten aus dem Umfeld des Requirements-Engineerings stets auf formalsprachliche Artefakte bezieht. 
Andererseits geht die Forderung nach Formalsprachlichkeit aus den späteren Anmerkungen 
GRUBERS hervor. Beispielsweise spricht GRUBER im unmittelbaren Anschluss an die Definition von 
„objects, and the formalized relationships among them“ und von „formal axioms“ (GRUBER (1993), 
S. 199).  
2) Vgl. GUARINO (1997), S. 294 ff.  
3) Die extensionale Erfahrung eines Realitätsausschnitts spiegelt sich darin wieder, dass nach GRUBER 
in einer Ontologie u.a. auch Individualbegriffe vorkommen können, mit denen auf bestimmte Erfah-
rungsobjekte referenziert wird. Individualbegriffen entsprechen in ontologiegestützten Modellen sol-
che formalen Objekte („Instanzen“), die den Extensionen von Konzepten zugeordnet werden. 
GRUBER führt Instanzen („individuals“) als Komponenten von Ontologien auf; vgl. GRUBER (1992), 
S. 1. Im Gegensatz zu Instanzen handelt es sich bei Konzepten zumeist um Gattungsbegriffe, mit de-
nen nicht auf bestimmte Erfahrungsobjekte, sondern auf deren Gattungen referenziert wird. Für die 
vorliegende Arbeit werden Instanzen aus Ontologien ausgeschlossen. Daher wird auch im weiteren 
Verlauf von der undifferenzierten Verwendung des Begriffs „Konzeptualisierung“ Abstand genom-
men. 
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sche Ausdrucksmächtigkeit von Ontologien rührt nach Ansicht des Verfassers hingegen 
daher, dass nicht nur extensionale, sondern auch intensionale Aspekte formal erfasst 
werden.1) Ontologien sind – im Gegensatz zu Modellen eines betrachteten Realitätsaus-
schnitts – nicht an einen bestimmten Realitätsausschnitt gekoppelt. Vielmehr werden in 
Ontologien die sprachlichen Ausdrucksmittel spezifiziert, mittels derer ein Realitätsaus-
schnitt repräsentiert werden kann. Insofern sind Ontologien auf die Spezifikation von 
Denkmöglichkeiten über einen Realitätsabschnitt bezogen.  
Ein weiterer Kritikpunkt an der GRUBER-Definition liegt darin begründet, dass sie den 
ontologischen Status der Realität offen lässt, auf den sich eine Ontologie bezieht. Zwar 
wird durch den Subjekt- und Zweckbezug jeder Konzeptualisierung verdeutlicht, dass 
es sich hierbei immer um aktive Konstruktionsleistungen von erkennenden Subjekten 
handelt. Allerdings geht dies aus der Definition selbst nicht unmittelbar hervor. Darüber 
hinaus wird in der Regel für Ontologien eingefordert, dass die Konstruktion von Onto-
logien mit einem Prozess der Einigung mehrerer Akteure über die spezifizierten Be-
grifflichkeiten einhergeht.2) Auch dieser Aspekt von Ontologien ist in der Definition 
nicht zu erkennen.  
Den folgenden Ausführungen wird eine Erweiterung der GRUBER-Definition durch 
ZELEWSKI zugrunde gelegt: „Eine Ontologie ist eine explizite und formalsprachliche 
Spezifikation derjenigen sprachlichen Ausdrucksmittel (für die Konstruktion repräsenta-
tionaler Modelle), die nach Maßgabe einer von mehreren Akteuren gemeinsam verwen-
deten Konzeptualisierung von realen Phänomenen, die in einem subjekt- und zweckab-
hängig eingegrenzten Realitätsausschnitt als wahrnehmbar oder vorstellbar gelten und 
für die Kommunikation zwischen den o.a. Akteuren benutzt oder benötigt werden, für 
„sinnvoll“ erachtet werden“3). 
Die Arbeitsdefinition weist einerseits den Vorteil auf, den Anschluss an die mittlerweile 
etablierte Sichtweise auf Ontologien nicht zu verlieren. Andererseits werden jedoch die 
unannehmbaren Defizite der ursprünglichen GRUBER-Definition behoben. Die wichtigs-
te Erweiterung liegt darin, die ontologische Spezifikation nicht mehr auf eine Konzep-
tualisierung zu beziehen, sondern auf die sprachlichen Ausdrucksmittel, mit denen 
Konzeptualisierungen konstruiert werden können. Explizit wird hierbei auf die „Sinn-
haftigkeit“ der sprachlichen Ausdrucksmittel in der Betrachtung der Akteure Bezug ge-
nommen. Dadurch werden beispielsweise Relationen ausgeschlossen, mit deren Hilfe 
                                                 
1) Vgl. GUARINO/GIARETTA (1995), S. 28; GUARINO (1997), S. 296. In weiteren Arbeiten hat GUARINO 
sein Verständnis von Ontologien unter Rückgriff auf die Modallogik präzisiert; vgl. GUARINO 
(1998), S. 4 ff. Darüber hinaus findet sich der Bezug von Ontologien zur intensionalen Semantik 
sprachlicher Ausdrücke in zahlreichen Anmerkungen aus Arbeiten zu Ontologien wieder. Vgl. hier-
zu z.B. NOY ET AL. (2001), S. 62: („ ... let us create intensional class definitions ... “); VAN HEIJST ET 
AL. (1997), S. 183: („ ... ontologies – intensional descriptions of the domain knowledge in some 
field.“). 
2) Vgl. STUDER ET AL. (1998), S. 184; SURE (2003), S. 23.  
3) ZELEWSKI (2005) [Hervorhebungen im Original hier unterlassen]. 
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eine „sinnlose“ Beziehung zwischen Objekten ausgedrückt werden könnte. Der Aus-
schluss von ontologiegestützten Modellen, in denen „sinnlose“ Aussagen enthalten sind, 
erfolgt dadurch, dass Ontologien nunmehr auf „wahrnehmbare oder vorstellbare“ und 
nicht auf bestimmte Konzeptualisierungen bezogen werden. 
Der Einschränkung auf „sinnvoll“ erachtete (natürlich-)sprachliche Ausdrucksmittel auf 
objektsprachlicher Ebene entspricht der Arbeitsdefinition zufolge eine Einschränkung 
auf formalsprachliche Ausdrucksmittel auf metasprachlicher Ebene. Demzufolge wer-
den als Ontologien lediglich formalsprachliche Artefakte zugelassen. Natürlichsprachli-
che oder semi-formale Artefakte werden hingegen als Ontologien ausgeschlossen.1) Zu-
dem wird in der Arbeitsdefinition ein Schwerpunkt auf die Kommunikation von Akteu-
ren gelegt. Jedoch sind formalsprachliche Artefakte als Kommunikationsmedium für 
menschliche Akteure in der Regel nicht geeignet. Dies ist nur ein vermeintlicher Wider-
spruch, da nicht eingefordert wird, die Ontologie selbst als formalsprachliches Medium 
für die Kommunikation zu verwenden. Dies bietet sich in erster Linie für die Kommu-
nikation zwischen maschinellen Akteuren an. Die Formalsprachlichkeit von Ontologien 
erstreckt sich vielmehr auf die formale Rekonstruktion der natürlichen Begriffswelt. 
Dies ist insofern erstrebenswert, als dass auch als Kommunikationsgrundlage für ma-
schinelle Akteure Begriffe aus einer natürlichen Sprache verwendet werden können. 
Somit kann die Kommunikation maschineller Akteure an den natürlichen Sprach-
gebrauch angelehnt werden. Darüber hinaus können Ontologien auch für die Kommuni-
kation zwischen menschlichen Akteuren verwendet werden. Beispielsweise sind In-
strumente denkbar, die sich im Hintergrund einer Ontologie bedienen, um die natürlich-
sprachliche Kommunikation menschlicher Akteure mit unterschiedlichem Sprachhin-
tergrund zu harmonisieren. 
                                                 
1) Eine solche Einschränkung hat weit reichende Konsequenzen, so dass beispielsweise Arbeiten zu 
„UML-Ontologien“ (vgl. z.B. BACLAWSKI ET AL. (2002), S. 145 ff.; CRANEFIELD ET AL. (2003), S. 
55 ff.) die Argumentationsgrundlage entzogen wird. Für die Konstruktion von Ontologien werden in 
erster Linie UML-Klassendiagramme diskutiert, die allerdings keine formale Semantik aufweisen. 
U.a. von CRANEFIELD wurde allerdings dieses Defizit von UML für die Ontologiekonstruktion in 
KOGUT ET AL. (2002), S. 61 angesprochen und mit der Hoffnung verknüpft, in naher Zukunft eine 
formale Semantik für UML-Klassendiagramme zu definieren. 
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3.1.1.2 Formales Ontologieverständnis 
Für die formale Präzisierung des Verständnisses von Ontologien wird auf den formalen 
Rahmen zurückgegriffen, der in den vorherigen Abschnitten entfaltet wurde. Hierzu 
werden Ontologien in den folgenden Abschnitten als eine Erweiterung sortierter Spezi-
fikation vorgestellt.1) 
Sortierte Spezifikationen wurden in Abschnitt 2.2.1.3 als eine Ausprägungsform prädi-
katenlogischer Spezifikationen vorgestellt. Erstgenannte wurden wiederum als Erweite-
rung sortierter Signaturen um jeweils eine Menge von sortierten Formeln mit Anforde-
rungscharakter vorgestellt. 
Ontologien basieren hingegen auf ontologischen Signaturen. In einer ontologischen 
Signatur SIGOS werden die objektsprachlichen Ausdrucksmittel spezifiziert, die für die 
Konstruktion von Ausdrücken benötigt werden. So werden auch alle Elemente der Re-
gelkomponente einer Ontologie als Ausdrücke über einer ontologischen Signatur SIGOS 
eingeführt. 
Dadurch, dass das hier vorgelegte Verständnis über Ontologien auf bekannten prädika-
tenlogischen Spezifikationen basiert, wird die Anschlussfähigkeit des integrativen Mo-
dellierungskonzepts an bereits vorliegende Arbeiten gewährleistet. Somit lassen sich 
Erkenntnisse, die im Bereich der prädikatenlogischen Spezifikationen vorliegen, mögli-
cherweise analog auf Ontologien übertragen. 
Im Vergleich zu prädikatenlogischen Spezifikationen erfolgen durch Ontologien einige 
wesentliche Erweiterungen. Mit den Erweiterungen wird das Ziel verfolgt, Defizite der 
konventionellen und sortierten Prädikatenlogik zu überbrücken.2) Es handelt sich hierbei 
in erster Linie um die Defizite, die sich aus der vorwiegenden Berücksichtigung der ex-
tensionalen Semantik objektsprachlicher Konstrukte ergeben. Mit Ontologien werden 
verstärkt auch intensionale Aspekte objektsprachlicher Konstrukte berücksichtigt.  
Die Extension eines deskriptiven Symbols wurde bereits als die Menge seiner Instanzen 
vorgestellt. Im Fall von Operations- und Relationssymbolen handelt es sich bei den In-
stanzen um Individuentupel, die in den Extensionen der Operations- und Relationssym-
                                                 
1) Insofern kann das hier vorgelegte formale Verständnis für Ontologien als „Meta-Ontologie“ charak-
terisiert werden. Im Rahmen dieser Meta-Ontologie werden die Komponenten von Ontologien auf-
geführt. Auch für diese meta-ontologische Spezifikation gelten die Ausführungen im Rahmen des 
wissenschaftstheoretischen Rahmens. Insofern kann auch hier von eine subjektbezogenen Konstruk-
tion ausgegangen werden. Es lassen sich ohne Zweifel alternative Meta-Ontologien vorstellen, denen 
zufolge Ontologien eine alternative Struktur aufweisen. Der Verfasser weist mit der Vorlage „seiner“ 
Meta-Ontologie keinesfalls alternative Konstruktionen zurück. Allerdings ist es für die Bearbeitung 
der Problemstellung notwendig, eindeutig Stellung zu beziehen, von welcher Konstruktion ausge-
gangen wird. 
2) Auf eine Evaluation der konventionellen und sortierten Prädikatenlogik mit Hilfe des Anforderungs-
katalogs für die statische Struktur wird verzichtet, da sie nicht im Erkenntnisinteresse der vorliegen-
den Arbeit liegt.  
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bole enthalten sind. Für Operationssymbole konstituieren die Individuentupel eine Ope-
ration. Für Relationssymbole wird durch die Individuentupel jeweils eine Relation kon-
stituiert. Die Instanzen von Sorten sind Individuen, die in den sortenspezifischen Ob-
jektmengen enthalten sind. 
Die Intension eines deskriptivn Symbols umfasst hingegen die Merkmale, die auf das 
Symbol zutreffen und anhand derer bestimmt werden kann, welche Objekte Instanzen 
des Symbols sind.1) Somit ist die Extension eines sprachlichen Konstrukts seiner Inten-
sion stets untergeordnet.2) Beispielsweise entspricht die Intension einer Sorte s∈S der 
Menge aller Merkmale, die ein formales Objekt obu in der sortenspezifischen Objekt-
menge OBs erfüllen muss. Die Intension eines Relationssymbols Rj entspricht hingegen 
den Merkmalen, denen ein Objekttupel (ob1,...,obn) entsprechen muss, um in der Exten-
sion rj des Relationssymbols Rj enthalten zu sein. Allerdings werden in prädikatenlogi-
                                                 
1) Vgl. CANN (1993), S. 267; JOHNSON-LAIRD (1983), S. 195 ff.; ORTNER (1997), S. 30; SOWA (2000), 
S. 99.  
2) Die Unterordnung der Extension eines sprachlichen Konstrukts gegenüber seiner Intension tritt ins-
besondere bei der Modallogik zu Tage; vgl. CANN (1993), S. 263 ff.; LÖBNER (2003), S. 351 ff.; VON 
KUTSCHERA (1976), S. 18. Im Rahmen der Modallogik wird die Intension eines Relationssymbols Rj 
mit der Menge aller seiner denkbaren Extensionen gleichgesetzt; vgl. GUARINO (1998), S. 5; VON 
KUTSCHERA (1976), S. 24. Die Strukturen, die für die extensionale Interpretation einer prädikatenlo-
gischen Signatur SIGPL in Frage kommen, werden hierzu jeweils mit Indizes versehen, um sie von-
einander unterscheiden zu können. Aufgrund der expliziten Behandlung der Abhängigkeit der exten-
sionalen Semantik von der intensionalen Semantik wird die Modallogik oftmals auch als intensiona-
le Logik bezeichnet. 
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schen Signaturen keine Ausdrucksmittel zur Verfügung gestellt, um die Intensionen 
sprachlicher Ausdrucksmittel anzugeben.1)  
Analog zum Aufbau prädikatenlogischer Spezifikationen handelt es sich bei Ontologien 
um eine Zusammensetzung bestehend aus einer Signatur und einer2) Menge von Regeln. 
Signaturen, die einer Ontologie zugrunde liegen, werden als ontologische Signaturen 
bezeichnet. Als objektsprachliche Ausdrucksmittel kommen in einer ontologischen Sig-
natur SIGOS Konzepte, Operationssymbole, Relationssymbole und Variablen in Frage. 
Konzepte sind die „ontologischen“ Pendants zu Sorten aus sortierten Signaturen.3) Dar-
über hinaus unterscheiden sich Operations- und Relationssymbole aus einer ontologi-
schen Signatur SIGOS nicht von Operations- bzw. Relationssymbolen, die in einer sor-
tierten Signatur SIGSS Verwendung finden.4) Der extensionalen Interpretation von Ope-
                                                 
1) Die Merkmale, die Objekte und Objekttupel aufweisen müssen, um in den Extensionen von Sorten 
bzw. Operations- oder Relationssymbolen enthalten zu sein, lassen sich in notwendige und hinrei-
chende Merkmale unterscheiden. Im Rahmen der konventionellen und sortierten Prädikatenlogik 
können mit Hilfe der Typisierungsfunktionen lediglich notwendige Merkmale von Objekten und Ob-
jekttupeln angegeben werden, um entsprechend der intensionalen Semantik von deskriptiven Symbo-
len in deren Extensionen enthalten zu sein. So muss z.B. die Extension rj jedes Relationssymbols Rj 
entsprechend zu dessen Typ typRSPL(Rj) aufgebaut sein. Im Fall der konventionellen Prädikatenlogik 
muss rj die gleiche numerische Stelligkeit wie Rj haben. Im Fall der sortierten Prädikatenlogik muss 
rj über sortenspezifischen Objektmengen entsprechend der Typisierung von Rj konstruiert sein. Da-
durch werden alle Objekttupel (ob1,...,obn) als Instanzen von Rj mit typRSSS(Rj)=(s1,...,sn) ausge-
schlossen, wenn (ob1,...,obn)∉(OBs1×...×OBsn) gilt. Mit Hilfe der Typisierungsfunktionen werden 
somit extensionale Interpretationen von Operations- und Relationssymbolen ausgeschlossen, wenn 
sie nicht typgerecht sind. Entsprechend werden durch Typisierungsfunktionen implizit die Intensio-
nen von Operations- und Relationssymbolen berücksichtigt. Dabei werden auch intensionale Aspek-
te von Sorten berücksichtigt, da Sorten zur Typisierung von Operations- und Relationssymbolen 
verwendet werden können. Die Extension OBs einer Sorte s kann nämlich nur solche formalen Ob-
jekte umfassen, deren Vorkommen in einem Objekttupel, das zur extensionalen Interpretation eines 
Operations- oder Relationssymbols verwendet wird, „sinnvoll“ ist. Allerdings können darüber hi-
nausgehende hinreichende Merkmale für die Zugehörigkeit eines Objektes zu der Extension eines 
deskriptiven Symbols weder in der konventionellen noch in der sortierten Prädikatenlogik angegeben 
werden. 
2) Bei einer präzisieren Diktion müsste von zwei Mengen von Regeln gesprochen werden. In Ontolo-
gien wird nämlich sowohl formal als auch material zwischen Inferenz- und Integritätsregeln unter-
schieden. Eine solche Unterscheidung setzt allerdings die formale Ausarbeitung der folgenden Ab-
schnitte voraus.  
3) Die Bezeichnungen „Konzept“ und „Sorte“ werden sogar in einem folgenden Abschnitt als Syn-
onyme deklariert. Allerdings bedarf es weiterführender Erläuterungen, die eine solche Deklaration 
erlauben. Vgl. hierzu Abschnitt 3.1.3.2.1.1. 
4) Auf die Eigenarten von Operations- und Relationssymbolen aus ontologischen Signaturen wird in 
den Abschnitten 3.1.3.2.1.2 bzw. 3.1.3.2.1.3 näher eingegangen. Bei einer solchen erneuten Vertie-
fung von Operations- und Relationssymbolen wird bewusst die Gefahr redundanter Erörterungen in 
Kauf genommen, um den Aufbau ontologischer Signaturen und ihrer Interpretationen in „abge-
schlossener“ Form ohne Querverweise präsentieren zu können. 
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rationssymbolen aus ontologischen Signaturen entsprechen – wie im Fall von Operati-
onssymbolen aus sortierten Signaturen auch – Operationen aus Strukturen, die jenen 
Signaturen zugeordnet werden können. Die Extensionen von Relationssymbolen über 
ontologischen Signaturen sind hingegen Relationen aus entsprechenden Strukturen.  
Neben Anforderungen an die Beschaffenheit der konzeptspezifischen Objektmengen 
können in ontologischen Signaturen auch Anforderungen an die Beschaffenheit von 
Operationen und Relationen ausgedrückt werden. Im Gegensatz zu konventionellen 
Signaturen zeichnen sich nämlich ontologische Signaturen dadurch aus, dass sie über 
eine Vielzahl metasprachlicher Ausdrucksmöglichkeiten verfügen, anhand derer solche 
Strukturen als formale Semantik einer ontologischen Signatur ausgeschlossen werden 
können, die für die extensionale Interpretation der Signatur aufgrund ihrer „Sinnlosig-
keit“ nicht in Frage kommen. 
Dieses Prinzip ist bereits in wesentlich verkürzter Form aus konventionellen und in ä-
quivalenter Form aus sortierten Signaturen bekannt. Um metasprachliche Anforderun-
gen an Strukturen zu prädikatenlogischen Signaturen formulieren zu können, stehen 
nämlich dort die Typisierungsfunktionen typOPSKS und typRSKS – im Fall der konventio-
nellen Prädikatenlogik – bzw. typOPSSS und typRSSS – im Fall der sortierten Prädikatenlo-
gik – zur Verfügung. Mit Hilfe der Typisierungsfunktionen aus der Prädikatenlogik 
können notwendige Bedingungen formuliert werden, denen Objekttupel genügen müs-
sen, damit sie als Instanzen von Operations- oder Relationssymbolen in Frage kommen. 
Analog hierzu werden auch in ontologischen Signaturen metasprachliche Funktionen 
für die Typisierung von Operations- und Relationssymbolen verwendet. Darüber hinaus 
können in ontologischen Signaturen auch solche metasprachlichen Ausdrücke kon-
struiert werden, die hinreichenden Bedingungen für die Zugehörigkeit von Objekten zu 
den Extensionen von Konzepten entsprechen. 
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3.1.2 Syntaktische Aspekte von Ontologien 
3.1.2.1 Ontologische Signaturen 
Das Alphabet ALPHOS zur Konstruktion einer Ontologie geht aus dem Alphabet 
ALPHKS für die konventionelle Prädikatenlogik dadurch hervor, dass es um eine Menge 
K von Konzepten erweitert wird: 
ALPHOS = ALPHKS ∪ K. 
Das formalsprachliche Alphabet ALPHOS umfasst demnach alle logischen Symbole, die 
zur Konstruktion von Formeln benötigt werden. Darüber hinaus sind in ALPHOS alle 
deskriptiven Symbole aus ALPHKS enthalten. Hierzu gehören neben Operations- und 
Relationssymbolen auch Variablen. Auch Konzepte werden fortan zu der Menge aller 
deskriptiven Symbole gezählt. Schließlich umfasst das formalsprachliche Alphabet 
ALPHOS Hilfszeichen, die für die Konstruktion von Aussagen benötigt werden. 
Die Zulässigkeit von Aussagen, die mit den Symbolen aus dem formalsprachlichen 
Alphabet ALPHOS konstruiert werden, ist immer in Bezug auf eine ontologische Signa-
tur SIGOS definiert. In einer ontologischen Signatur1) SIGOS werden Typisierungen von 
Operations- und Relationssymbolen vorgenommen, die für die Überprüfung der Zu-
lässigkeit von Aussagen benötigt werden. Darüber hinaus umfasst eine ontologische 
Signatur SIGOS weitere metasprachliche Konstrukte. 
Ontologische Signaturen sind notwendiger Bestandteil jeder Ontologie. Vereinfachend 
werden ontologische Signaturen daher auch als Ontologien i.e.S. bezeichnet. Hinrei-
chende Komponenten von Ontologien sind hingegen Regeln, die über einer ontologi-
schen Signatur SIGOS konstruiert sind. Auf die Erweiterung ontologischer Signaturen 
um Regeln und Ontologien i.w.S. wird in einem späteren Abschnitt näher eingegangen.2) 
                                                 
1) Die Begriffe ontologische Signatur und Ontologie-Signatur werden synonym verwendet.  
2) Vgl. Abschnitt 3.1.4.1. 
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Eine ontologische Signatur SIGOS ist definiert als das 13-Tupel 
SIGOS=(K,MEN,ALPHMETA,,L,p,OPS,typOPSOS,RS,typRSOS,VARFSIGOS,bezf,deff). 
Die Komponenten einer ontologischen Signatur SIGOS sind: 
(1.) Eine Menge K={k1,...,kN} von Konzepten mit n=1,...,N, N∈N+, 
   K = KEW ∪ KMW ∪ {F,⊥}  
  mit KEW ∩ KMW = ∅. 
(2.) eine Mengenfunktion MEN: KEW → KMW ,  
(3.) eine Menge ALPHMETA meta- und natürlichsprachlicher Zeichen   
ALPHMETA={0,1,...,9,a,b,...,z,A,B,...,Z,,,;,.,:,+,-,?,!,$,%;/,(,),=, ,}, 
(4.) eine Subkonzeptrelation  ⊆ (K × K) 
mit (4.1.) ∀k∈K:    (k  k), 
  (4.2.) ∀k1,k2∈K:   ((k1  k2) ∧ (k2  k1)) → (k1 = k2), 
  (4.3.) ∀k1,k2,k3∈K:  ((k1  k2) ∧ (k2  k3)) → (k1  k3), 
  (4.4.) (4.4.1.)   ∀k∈K:  (k  F) und 
    (4.4.2)   ∀k∈K: (⊥  k), 
(5.) eine Äquivalenzrelation L ⊆ (K × K)  
mit (5.1.) ∀k∈K:    (k L k), 
  (5.2.) ∀k1,k2∈K:   (k1 L k2) ↔ (k2 L k1) und 
  (5.3.) ∀k1,k2,k3∈K:  ((k1 L k2) ∧ (k2 L k3)) → (k1 L k3), 
(6.) eine Inkompatibilitätsrelation  p ⊆ (K × K)  
mit (6.1.) ∀k∈K:    ¬(k p k), 
  (6.2.) ∀k1,k2∈K:   (k1 p k2) ↔ (k2 p k1) und 
  (6.3.) ∀k1,k2∈K:  (k1 p k2) → (∀k∈K: (k  k1) → (k p k2)), 
(7.) eine Menge OPS={O1,...,OI} von Operationssymbolen mit i=1,...,I und I∈N, 
(8.) eine Operationssymbol-Typisierungsfunktion 
typOPSOS: OPS → K*× K,  
(9.) eine Menge RS={R1,...,RJ}  
von Relationssymbolen mit j=1,...,J und J∈N, 
(10.) eine Relationssymbol-Typisierungsfunktion  
typRSOS: RS → K+, 
(11.) eine Familie VARFSIGOS = (VARk)k∈K konzeptspezifischer Variablenmengen, 
(12.) eine Familie bezf=(bezlan)lan∈{ger,eng,fr,...} 
sprachspezifischer Bezeichnungsfunktionen mit   
bezlan: (K ∪ OPS ∪ RS) → pot+(ALPHMETA*) und 
(13.) eine Familie deff=(deflan)lan∈{ger,eng,fr...}  
sprachspezifischer Definitionsfunktionen mit 
deflan: (K ∪ OPS ∪ RS ∪ FORMSIGOS) → ALPHMETA*. 
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Bei den Elementen der Mengen K, OPS, RS und VARFSIGOS handelt es sich um 
objektsprachliche Konstrukte. Bei den restlichen Komponenten einer ontologischen 
Signatur SIGOS handelt es sich um metasprachliche Konstrukte. Hierzu gehören die 
Mengenfunktion MEN, das meta- und natürlichsprachliche Alphabet ALPHMETA, die 
Subkonzeptrelation , die Äquivalenzrelation L, die Inkompatibilitätsrelation p, die 
Familie bezf sprachspezifischer Bezeichnungsfunktionen, die Familie deff sprach-
spezifischer Definitionssfunktionen, die ontologische Operationssymbol-Typisierungs-
funktion typOPSOS und die ontologische Relationssymbol-Typisierungsfunktion typRSOS. 
Zentrale Strukturierungseinheiten jeder ontologischen Signatur SIGOS sind Konzepte. 
Sie werden dazu verwendet, die Operations- und Relationssymbole aus SIGOS zu typi-
sieren. Entsprechend dieser Typisierung werden zulässige Terme und Formeln über 
SIGOS formuliert. Hinsichtlich dieser Funktionalität stimmen Konzepte mit Sorten aus 
der sortierten Prädikatenlogik überein. 
Die meisten Konzepte werden in einwertige und mengenwertige Konzepte unterschie-
den. Während die Menge KEW alle einwertigen Konzepte umfasst, sind in der Menge 
KMW alle mengenwertigen Konzepte enthalten. Über ein- und mengenwertige Konzepte 
hinaus sind in einer ontologischen Signatur SIGOS die zwei ausgezeichneten Konzepte 
F und ⊥ enthalten. Auf die materiale und formale Bedeutung der ausgezeichneten Kon-
zepte F und⊥ und der Unterscheidung zwischen ein- und mengenwertigen Konzepten 
wird im Rahmen der Untersuchung der intensionalen Semantik von Konzepten näher 
eingegangen.1) 
Hinsichtlich der weiteren objektsprachlichen Konstrukte unterscheidet sich eine ontolo-
gische Signatur SIGOS nicht von einer sortierten Signatur SIGSS. Der vermeintliche Un-
terschied zwischen Konzepten und Sorten wird dadurch aufgelöst, dass die beiden zuge-
hörigen Bezeichnungen zueinander synonym gesetzt werden.2) 
Wesentliche Unterschiede zwischen ontologischen und sortierten Signaturen liegen hin-
gegen in der reichhaltigen Verfügbarkeit von metasprachlichen Ausdrucksmitteln. So 
stehen z.B. in sortierten Signaturen die Strukturierungsrelationen , L und p nicht zur 
Verfügung. Mit Hilfe der Strukturierungsrelationen werden in ontologischen Signaturen 
Beziehungen zwischen Konzepten ausgedrückt, die es bei der Grammatik zur Konstruk-
tion von Termen über SIGOS zu berücksichtigen gilt. Darüber hinaus können objekt-
sprachlichen Ausdrücken über ontologischen Signaturen natürlichsprachliche Bezeich-
nungen (bezf) und Definitionen (deff) zugeordnet werden. Die Zuordnung natürlich-
sprachlicher Definitionen wird auch für Formeln ermöglicht, die über einer ontologi-
schen Signatur SIGOS konstruiert werden können. Sowohl Bezeichnungen als auch De-
                                                 
1) Vgl. Abschnitt 3.1.3.2.1.1.  
2) Allerdings bedarf es weiterführender Erläuterungen, um eine solche Synonymie zuzulassen. Auf die 
Synonymie-Beziehung zwischen den Bezeichnern „Konzept“ und „Sorte“ wird in Abschnitt 
3.1.3.2.1.1 eingegangen.  
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finitionen werden als metasprachliche Zeichenketten über dem Alphabet ALPHMETA 
konstruiert. 
Operationssymbole werden in einer ontologischen Signatur SIGOS mit Hilfe der Opera-
tionssymbol-Typisierungsfunktion 
typOPSOS: OPS → K* × K 
typisiert. 
Für ein Operationssymbol Oi∈OPS mit typOPSOS(Oi)=(k1...kn,kn+1) wird die Folge 
k1...kn∈K* der Konzepte k1,...,kn∈K als Argumentbereich von Oi bezeichnet. Das Kon-
zept kn+1 wird entsprechend als Zielkonzept bezeichnet. 
Analog zu dem Vorgehen bei Operationssymbolen aus sortierten Signaturen kann mit-
tels der Funktionen 
ARGOPSOS: OPS → K* 
mit ∀Oi∈OPS: typOPSOS(Oi)=(k1...kn,kn+1) → ARGOPSOS(Oi)=(k1...kn)  
und 
ZIELOPSOS: OPS → K 
mit ∀Oi∈OPS: typOPSOS(Oi)=(k1...kn,kn+1) → ZIELOPSOS(Oi)=kn+1 
auf den Argument- bzw. den Zielbereich von Operationssymbolen zugegriffen werden.1) 
Jedes null-stellige Operationssymbol Oi, das in der Form typOPSSS(Oi)=(w,k) mit w=λ 
und k∈K typisiert ist, wird als Konstantensymbol zum Konzept k bezeichnet. Die kon-
zeptspezifische Menge KONk umfasst alle Konstantensymbole zum Konzept k. Die 
konzeptspezifischen Mengen von Konstantensymbolen werden von der Familie 
KONFSIGOS umfasst: 
                                                 
1) Bei der Typisierung sowohl von Operations- als auch von Relationssymbolen wird offensichtlich, 
warum es sich empfiehlt, als erstes Zeichen aus Konzepten jeweils Großbuchstaben zu verwenden. 
Dieses Vorgehen kann notwendig sein, um die Teilfolgen einer Konzeptfolge w∈K* identifizieren 
zu können. Beispielsweise kann im Fall der Konzeptfolge AutoBahn∈K* eindeutig bestimmt wer-
den, dass es sich um eine Folge der Konzepte Auto,Bahn∈K handelt, wenn zuvor klargestellt wurde, 
dass nur das erste Zeichen von Konzepten Großbuchstaben sein dürfen. Daher würde es keine Prob-
leme bereiten, wenn ein weiteres Konzept Autobahn∈K existieren würde. Wenn allerdings die Kon-
zepte durchgehend entweder klein oder groß geschrieben werden, könnte die Konzeptfolge auto-
bahn∈K* auf zwei unterschiedliche Weisen interpretiert werden. Bei der ersten Interpretation würde 
die Konzeptfolge autobahn∈K* aus dem Konzept autobahn∈K hervorgehen. Dies ist zulässig, da 
Konzepte als Konzeptfolgen zugelassen wurden. In der zweiten Interpretation würde die Konzept-
folge autobahn∈K* aus der Konkatenation der Konzepte auto,bahn∈K hervorgehen. Um solche 
Ambiguitäten auszuschließen, wird gefordert, dass die ersten Zeichen aller Konzepte groß und die 
restlichen Buchstaben klein notiert werden. Darüber hinaus wird im weiteren Verlauf bei der Notati-
on von Konzepten grundsätzlich ein Leerschritt zwischen allen Konzepten aus einer Konzeptfolge 
gesetzt. 
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KONFSIGOS = (KONk)k∈K 
mit KONk = {Oi | Oi∈OPS ∧ ARGOPSOS(Oi)=(λ)}. 
Relationssymbole werden in einer ontologischen Signatur SIGOS mit Hilfe der Relati-
onssymbol-Typisierungsfunktion 
typRSOS: RS → K+ 
auf eine Konzeptfolge w∈K+ abgebildet. Der Typ typRSOS(Rj)=(k1...kn) zu einem Relati-
onssymbol Rj entspricht dessen Argumentbereich. Der Argumentbereich von Relations-
symbolen kann mit jeder nicht-leeren Konzeptfolge w∈(K*\λ) typisiert werden. Das 
leere Wort λ stellt den aussagenlogischen Grenzfall dar und wird in Ontologien nicht 
berücksichtigt. 
Die extensionale Semantik einer ontologischen Signatur SIGOS wird mit Hilfe einer 
SIGOS-Struktur ASIGOS angegeben. Hinsichtlich ihrer extensionalen Interpretation stim-
men ontologische Signaturen somit weitestgehend mit konventionellen oder sortierten 
Signaturen überein. 
Darüber hinaus können allerdings mit den vielfachen metasprachlichen Ausdrucksmit-
teln aus einer ontologischen Signatur SIGOS auch Aspekte der intensionalen Semantik 
von deskriptiven Symbolen berücksichtigt werden. Dabei erfolgt die Berücksichtigung 
der intensionalen Semantik deskriptiver Symbole sowohl formal als auch informal. 
Die formale Berücksichtigung der intensionalen Semantik wird neben den Typisie-
rungsfunktionen typOPSOS und typRSOS zusätzlich durch die Strukturierungsrelationen , 
L und p gewährleistet. Durch die Elemente der Strukturierungsrelationen werden Kon-
zepte derart strukturiert, dass aufgrund ihrer intensionalen Semantik die Extensionen in 
entsprechenden Beziehungen zueinander stehen müssen. Mit Hilfe der Typisierungs-
funktionen werden Operations- und Relationssymbole derart „genormt“, dass nur solche 
Ausdrücke als zulässig gelten, die mit den Intensionen der entsprechenden Symbole 
konform sind. 
Die informale intensionale Semantik deskriptiver Symbole wird durch zwei Komponen-
ten ontologischer Signaturen angegeben. Die erste Komponente ist die Familie bezf 
sprachspezifischer Bezeichnungsfunktionen. Mit Hilfe jeder sprachspezifischen Be-
zeichnungsfunktion können sowohl Konzepten als auch Operations- und Relationssym-
bolen solche metasprachlichen Zeichenketten zugeordnet werden, die als natürlich-
sprachliche Bezeichner formalsprachlicher Konstrukte dienen. Die zweite Komponente 
deff umfasst sprachspezifische Definitionsfunktionen. Mit Hilfe der Definitionsfunktio-
nen können neben den Konzepten auch Operations- und Relationssymbolen meta-
sprachliche Zeichenketten als natürlichsprachliche Definitionen zugeordnet werden. Zu-
dem können sprachspezifische Definitionsfunktionen in ihren Argumenten auch For-
meln über ontologischen Signaturen aufnehmen. Diese Möglichkeit erweist sich dann 
als besonders nützlich, wenn komplexe Formeln über einer ontologischen Signatur als 
Regeln in einer ontologischen Spezifikation verwendet werden sollen und ihre Verar-
beitbarkeit menschlichen Akteuren mit unter Umständen geringen Erfahrungen im Um-
gang mit formalen Sprachen erleichtert werden soll.  
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3.1.2.2 Ontologische Ausdrücke 
3.1.2.2.1 Ontologische Terme  
Analog zu den Mengen EXPRSIGKS und EXPRSIGSS aller konventionellen bzw. sortierten 
Ausdrücke umfasst die Menge 
EXPRSIGOS ⊂ALPHOS* 
alle Ausdrücke über einer ontologischen Signatur SIGOS. Ausdrücke über einer ontolo-
gischen Signatur SIGOS werden im Folgenden auch als ontologische Ausdrücke be-
zeichnet, wenn aus dem Argumentationskontext nicht hervorgeht, über welchem Signa-
turtyp (konventionell, sortiert oder ontologisch) die Aussage konstruiert ist. 
Die Menge EXPRSIGOS aller Ausdrücke über einer ontologischen Signatur SIGOS um-
fasst zum einen die Menge TERMSIGOS aller ontologischen Terme und zum anderen die 
Menge FORMSIGOS aller ontologischen Formeln über SIGOS. 
EXPRSIGOS = TERMSIGOS ∪ FORMSIGOS 
mit TERMSIGOS ∩ FORMSIGOS = ∅  
Analog zu der Definition der Menge FORMSIGKS aller konventionellen Formeln und der 
Definition der Menge FORMSIGSS aller sortierten Formeln werden zur Definition onto-
logischer Formeln Terme über einer ontologischen Signatur SIGOS vorausgesetzt. Daher 
werden im Folgenden zunächst ontologische Terme vorgestellt. 
Jedem ontologischen Term t∈TERMSIGOS ist ein Konzept k∈K als Typ zugewiesen. On-
tologische Terme, die ein Konzept k∈K als Typ haben, werden zu einer konzeptspezifi-
schen Termmenge TERMk zusammengefasst. Jede konzeptspezifische Termmenge 
TERMk umfasst demnach Terme zu einem Konzept k∈K. Die Vereinigung aller kon-
zeptspezifischen Termmengen ist die Menge TERMSIGOS aller Terme über einer ontolo-
gischen Signatur SIGOS: 
TERMSIGOS = ∪k∈KTERMk 
Konzeptspezifische Termmengen werden zur Familie TERMFSIGOS konzeptspezifischer 
Termmengen über einer ontologischen Signatur SIGOS zusammengefasst. Bei den Mit-
gliedern der Mengenfamilie TERMFSIGOS handelt es sich entsprechend um konzeptspe-
zifische Termmengen: 
TERMFSIGOS = (TERMk)k∈K. 
Die Definition von ontologischen Termen ist grundsätzlich der Definition von sortierten 
Termen ähnlich. Ontologische Terme können einerseits aus Variabeln und andererseits 
aus Operationssymbolen und deren typgerechter Anwendung auf ontologische Terme 
hervorgehen. Im Gegensatz zu konventionellen Termen ist sowohl bei ontologischen als 
auch bei sortierten Termen der Typ des Operationssymbols nicht nur numerisch be-
stimmt. Der Typ typOPSOS(Oi) jedes Operationssymbols ist immer ein Zwei-Tupel (w,k) 
bestehend aus einer Konzeptfolge w∈K* und einem Konzept k∈K. Der Typ typOPSOS(Oi) 
jedes Operationssymbols Oi ist somit sowohl numerischer Art, nämlich hinsichtlich der 
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Länge der Konzeptfolge w, als auch inhaltlicher Art, und zwar in Bezug auf seine Zu-
sammensetzung aus Konzepten aus K.1) Hinsichtlich der Typisierungen von Operations-
symbolen, die bei der Konstruktion von Termen zu beachten sind, unterscheiden sich 
somit Ontologien nicht von der sortierten Prädikatenlogik. 
Darüber hinaus sind jedoch bei der Definition von ontologischen Termen Erweiterun-
gen gegenüber der Definition von sortierten Termen zu beachten. Die erste Erweiterung 
betrifft die Termdefinition aufgrund der Subkonzeptrelation . Die zweite Erweiterung 
betrifft die Termdefinition aufgrund der Äquivalenzrelation L. Die dritte Erweiterung 
betrifft den Ausschluss von Termen aufgrund der Inkompatibilitätsrelation p.  
Eine konzeptspezifische Menge TERMk von Termen zu einem Konzept k∈K sind wie 
folgt definiert: 
(1.) Wenn xq∈VARk gilt, dann gilt auch xq∈TERMk. Jede Variable aus einer konzept-
spezifischen Variablenmenge VARk ist ein atomarer ontologischer Term zum 
Konzept k: 
 ∀k∈K: VARk ⊆ TERMk. 
(2.) Wenn Oi∈OPS mit typOPSOS(Oi) =(λ,k), λ∈K* und k∈K gilt, dann gilt auch 
Oi∈TERMk. Jedes Konstantensymbol Oi∈KONk ist ein atomarer ontologischer 
Term zum Konzept k: 
 ∀Oi∈OPS: typOPSOS(Oi)=(λ,k) → Oi∈TERMk. 
(3.) Wenn Oi∈OPS mit typOPSOS(Oi)=(k1...kn,k), k1...kn∈K* und k∈K gilt und wenn 
t1,...,tn jeweils ontologische Terme mit tx∈TERMkx mit x=1,...,n und n∈N+ sind, 
dann ist Oi(t1,...,tn) ein zusammengesetzter ontologischer Term zum Konzept k: 
 ∀Oi∈OPSOS, ∃n∈N+, ∃k1,...,kn,k∈K: 
 typOPSOS(Oi)=(k1...kn,k) ∧ (∀x∈{1,...,n}:tx∈TERMkx)→ 
 Oi(t1,...tn)∈TERMk. 
(4.) Wenn (k1  k2) gilt, ist jeder ontologische Term zum Konzept k1∈K auch ein 
ontologischer Term zum Konzept k2∈K: 
 ∀k1,k2∈K: (k1  k2) → (TERMk1 ⊆ TERMk2) 
(5.) Wenn (k1 L k2) gilt, ist jeder ontologische Term zum Konzept k1∈K auch ein 
ontologischer Term zum Konzept k2∈K und umgekehert: 
 ∀k1,k2∈K: (k1 L k2) → (TERMk1 = TERMk2). 
(6.) Wenn (k1 p k2) gilt, ist kein ontologischer Term t∈TERMk1 zu einem Konzept 
k1∈K auch ein ontologischer Term zum Konzept k2∈K: 
 ∀k1,k2∈K: (k1 p k2) → (TERMk1 ∩ TERMk2 = ∅). 
Wie bei der Definition von konventionellen und sortierten Termen, so finden Relations-
symbole bei der Definition von ontologischen Termen auch keine Berücksichtigung. 
                                                 
1) Analog sind auch die Typen von Relationssymbolen in ontologischen Signaturen nicht nur nume-
risch, sondern auch inhaltlich charakterisiert. Allerdings sind Relationssymbole für die Konstruktion 
von Termen über ontologischen Signaturen nicht von Bedeutung. 
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Ontologische Terme gehen entweder aus konzeptspezifischen Variablen, aus Konstan-
tensymbolen oder aus der typgerechten Anwendung von Operationssymbolen auf Ter-
me hervor. 
Die Regeln (1.), (2.) und (3.) sind analoge Übertragungen der Regeln (1.), (2.) und (3.) 
aus Abschnitt 2.2.1.2.2.2.1 zur Definition von sortierten Termen. Mit den Regeln (1.), 
(2.) und (3.) werden die Strukturierungsprinzipien bei der Definition von Termen über 
einer sortierten Signatur SIGSS auf die Definition von Termen über einer ontologischen 
Signatur SIGOS übertragen. 
Ontologische Terme, die aus der Anwendung von Regel (1.) oder Regel von (2.) her-
vorgehen, werden auch als atomare ontologische Terme bezeichnet.1) Atomare ontolo-
gische Terme gehen demnach entweder aus Variablen oder aus Konstantensymbolen 
hervor. Ontologische Terme, die aus der Anwendung von Regel (3.) hervorgehen, wer-
den als zusammengesetzte oder komplexe ontologische Terme bezeichnet. Zusammen-
gesetzte ontologische Terme gehen demnach aus der typgerechten Anwendung von on-
tologischen Operationssymbolen auf andere ontologische Terme hervor.  
Wesentliche Erweiterungen gegenüber den Definitionen konventioneller und sortierter 
Terme sind die Regeln (4.) bis (7.). Mit Hilfe der Strukturierungsrelationen , L und p 
wird der Familie TERMFSIGOS aller konzeptspezifischen Termmengen über einer onto-
logischen Signatur SIGOS eine innere Struktur aufgesetzt, die über die Strukturierung 
der Familie TERMFSIGSS hinausgeht. Für die einzelnen konzeptspezifischen Termmen-
gen werden durch die Regeln (4.) bis (7.) mengentheoretische Beziehungen, die zwi-
schen den Termmengen zu gelten haben, formuliert. Eine solche innere Struktur ist we-
der für die Familie TERMFSIGSS aller Termmengen über einer sortierten Signatur SIGSS 
noch für die Menge TERMSIGKS aller Terme über einer konventionellen Signatur SIGKS 
vorgesehen. 
Während die Menge TERMSIGKS grundsätzlich keine Differenzierung ihrer Elemente er-
laubt, sind die Mitglieder der Familie TERMFSS aller sortenspezifischen Termmengen 
vollkommen unabhängig voneinander definiert. Für sortierte Terme kann lediglich ihre 
Zugehörigkeit zu einer sortenspezifischen Termmenge aufgrund der Typisierungen in 
der sortierten Signatur SIGSS ausgedrückt werden. Atomare sortierte Terme gehören zu 
einer sortenspezifischen Termmenge TERMs1, wenn die Variablen oder Konstanten-
symbole, aus denen sie hervorgehen, mit der Sorte s1∈S typisiert sind. Zusammenge-
setzte sortierte Terme gehören hingegen zu einer sortenspezifischen Termmenge 
TERMs1, wenn das Operationssymbol Oi, aus dessen Anwendung auf andere sortierte 
Terme sie hervorgehen, im Zielbereich ZIELOPSSS(Oi) mit der Sorte s1∈S typisiert ist. 
Darüber hinaus kann die Zugehörigkeit eines sortierten Terms zu einer zweiten sorten-
spezifischen Termmenge TERMs2 mit s2∈S mit keinen anderen metasprachlichen Aus-
drucksmitteln eingefordert werden. Mit den Regeln (4.), (5.) und (6.) wird diese Spezi-
                                                 
1) Der Zusatz „ontologische“ wird im Folgenden ausgelassen, wenn aus dem Argumentationskontext 
hervorgeht, dass es sich um einen Term über einer ontologischen Signatur SIGOS handelt.  
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fikationsmöglichkeit für ontologische Terme erschlossen. Durch diese Regeln können 
entweder – im Fall der Strukturierungsrelationen  und L – die Zugehörigkeiten von 
ontologischen Termen zu unterschiedlichen konzeptspezifischen Termmengen oder – 
im Fall der Strukturierungsrelation p – der Ausschluss von ontologischen Termen aus 
konzeptspezifischen Termmengen spezifiziert werden. 
Um Terme, die aufgrund einer der Regeln (1.) bis (3.) zu einer konzeptspezifischen 
Termmenge TERMk1 zugeordnet werden, von Termen unterscheiden zu können, die 
aufgrund der Regel (5.) oder der (6.) zur Termmenge TERMk1 gezählt werden, werden 
Erstgenannte als originär dem Konzept k1 zugeordnete Terme bezeichnet. Derivativ 
dem Konzept k1 zugeordnete Terme sind hingegen solche Terme, die originär einem 
anderen Konzept k2 zugeordnet sind und aufgrund (k2  k1) oder (k2 L k1) auch der 
konzeptspezifischen Termmenge TERMk1 zugeordnet werden.
1)
 
Durch die Regel (4.) der Definition von ontologischen Termen wird sichergestellt, dass 
alle ontologischen Terme, die einem Konzept k1∈K zugeordnet sind, auch zu den Kon-
zepten k2,...,kn∈K gehören, mit denen k1 in Subkonzeptrelation (k1  ki) mit i∈{2,...,n} 
steht.2) Dabei können die konzeptspezifischen Termmengen TERMk2,...,TERMkn jeweils 
auch solche ontologischen Terme umfassen, die nicht in TERMk1 enthalten sind. Somit 
ist die konzeptspezifische Termmenge TERMk1 stets eine (unechte)
3) Teilmenge einer 
konzeptspezifischen Termmenge TERMk2, wenn (k1  k2) gilt: 
∀k1,k2∈K: (k1  k2) → (TERMk1 ⊆ TERMk2). 
Diese Erweiterung wird sich später bei der Definition von Formeln über einer ontologi-
schen Signatur SIGOS darin auswirken, dass die Menge der ontologischen Terme, die im 
Argument von Relationssymbolen vorkommen dürfen, um die Vereinigung der kon-
zeptspezifischen Termmengen erweitert wird, die den Subkonzepttermen aufgrund der 
oben angegebenen Regel zugeordnet sind.  
                                                 
1) Die Eigenart eines ontologischen Terms t∈TERMk1, dem Konzept k1∈K entweder originär oder de-
rivativ zugeordnet zu sein, ist somit eine „relationale“ Eigenschaft, die ontologische Terme mit Kon-
zepten verknüpft. 
2) Vgl. KANEIWA (2001), S. 28. 
3) Eine konzeptspezifische Termmenge TERMk1 ist genau dann eine echte Teilmenge einer konzept-
spezifischen Termmenge TERMk2, wenn einerseits alle ontologischen Terme ti∈TERMk1 auch in 
TERMk2 enthalten sind und andererseits in TERMk2 mindestens ein ontologischer Term tj∈TERMk2 
enthalten ist, der in TERMk1 nicht enthalten ist. Die echte Teilmengenrelation wird in der Form 
TERMk1 ⊂ TERMk2 
 angegeben. Die konzeptspezifische Termmenge TERMk1 ist genau dann eine unechte Teilmenge der 
konzeptspezifischen Termmenge TERMk2, wenn auch TERMk1=TERMk2 gelten kann und somit 
nicht notwendig in TERMk2 ontologische Terme enthalten sein müssen, die nicht in TERMk1 enthal-
ten sind. Die unechte Teilmengenrelation wird in der Form 
TERMk1 ⊆ TERMk2 
 angegeben. 
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Alle Konzepte kn∈K aus einer ontologischen Signatur SIGOS stehen in Subkonzeptrela-
tion  zum Maximalkonzept F. Somit ist jede konzeptspezifische Termmenge TERMk 
zu einem beliebigen Konzept k∈K eine Teilmenge der Menge TERMF. Entsprechend 
stimmt die Menge TERMSIGOS aller ontologischen Terme mit der Menge TERMF über-
ein: 
TERMSIGOS = TERMF. 
Daher können in den Argumentstellen von Relations- und Operationssymbolen, die mit 
F∈K typisiert sind, alle ontologischen Terme eingesetzt werden.  
In der konzeptspezifischen Termmenge TERM⊥ zu Minimalkonzept F sind keine onto-
logischen Terme enthalten. Somit stimmt die konzeptspezifische Termmenge TERM⊥ 
zum Minimalkonzept ⊥ mit der leeren Menge ∅ überein: 
TERM⊥ = ∅. 
Die Subkonzeptrelation  ist in der Definition ontologischer Signaturen als Ordnungs-
relation mit den Eigenschaften der Reflexivität, Antisymmetrie und Transitivität defi-
niert.1) Aufgrund der Transitivität der Subkonzeptrelation können Termmengen inein-
ander verschachtelt sein. Es gilt beispielsweise 
∀k1,k2,k3∈K: 
(k1  k2  k3) → (TERMk1 ⊆ TERMk2 ⊆ TERMk3) 
Entsprechend können im Argument von Operationssymbolen, die in der Form 
typOPSOS(Oi)=(k1...kn,kn+1) typisiert sind, an den jeweiligen Argumentstellen auch solche 
Terme verwendet werden, die nicht originär den Termmengen TERMk1,...,TERMkn 
zugeordnet sind, sondern aufgrund der Regel (4.) zur Bestimmung konzeptspezifischer 
Termmengen der jeweiligen konzeptspezifischen Termmenge derivativ zugeordnet sind. 
Ebenso wird der Term, der aus der Anwendung eines Operationssymbols Oi mit 
typOPSOS(Oi)=(k1...kn,kn+1) auf ein Termtupel (t1,...,tn) hervorgeht, nicht nur der 
Termmenge TERMkn+1 zugerechnet, sondern auch allen Termmengen TERMkn+1.i, zu 
denen die Termmenge TERMkn+1 aufgrund der Subkonzeptbeziehung (kn+1  kn+1.i) in 
Teilmengenbeziehung steht. Der Zusammenhang ist in Abbildung 3 dargestellt. 
                                                 
1) Vgl. Punkt (4.) in Abschnitt 3.1.2.1. 
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Oi ( k1 ,......, kn , kn+1)
k1.1 k1.2
k1.1.1 k1.1.2
kn.1 kn.2
kn.2.1 kn.2.2
kn+1.1 kn+1.2
kn+1.1.1 kn+1.1.2
......
 
Abbildung 3: Termmengenverschachtelung und Operationssymboltypisierung 
In der Abbildung 3 ist ein Operationssymbol Oi∈OPS mit der Typisierung ty-
pOPSOS(Oi)=(k1...kn,kn+1) illustriert. Die Pfeile repräsentieren jeweils Elemente der Sub-
konzeptrelation . An der ersten Argumentstelle des Operationssymbols Oi dürfen bei-
spielsweise – entsprechend seiner Typisierung – nur Terme zum Konzept k1 eingesetzt 
werden. Dabei umfasst die konzeptspezifische Termmenge TERMk1 alle Elemente der 
Termmengen TERMk1.i, wenn die jeweiligen Konzepte in Subkonzeptrelation (k1.i  k1) 
stehen. Für die weiteren Argumentstellen wird analog verfahren.1)  
Die zweite Erweiterung durch Regel (5.) ergibt sich aus der Äquivalenzrelation L. 
Demnach sind alle Terme, die zu einem Konzept k1∈K gültig sind, auch für alle Kon-
zepte k2,...,kn∈K gültig, mit denen k1 in Äquivalenzrelation (k1 L ki) mit i∈{2,...,n} 
steht. Da de Äquivalenzrelation L als symmetrische Relation ausgezeichnet ist, gilt stets 
die Gleichheit von Termmengen zu äquivalenten Konzepten: 
∀k1,k2∈K: (k1 L k2) → (TERMk1 = TERMk2). 
Die konzeptspezifischen Termmengen TERMk1 und TERMk2 können demnach keine 
Terme enthalten, die in der jeweils anderen Termmenge nicht enthalten sind, wenn die 
beiden Konzepte k1 und k2 in Äquivalenzrelation L miteinander stehen. 
An den entsprechenden Argumentstellen eines Operationssymbols Oi∈OPS mit 
typOPSOS(Oi)=(k1...kn,kn+1) können demnach jeweils auch Terme aus den Termmengen zu 
solchen Konzepten verwendet werden, die mit den Konzepten im Argumentbereich von 
Oi in Äquivalenzrelation L stehen. Ebenso ist ein Term t, der aus der typgerechten 
                                                 
1) Ein bemerkenswerter Sonderfall tritt dann ein, wenn ein Konzept ki in Subkonzeptrelation zu zwei 
verschiedenen Konzepten k1 und k2 steht, ohne dass k1 und k2 in Subkonzeptrelation zueinander ste-
hen müssen. Ein solcher Fall wird als Kreuzklassifikation oder Verzweigung der Subkonzeptrelation 
bezeichnet und wird später näher untersucht; vgl. Abschnitt 3.1.3.2.2.1. In einem solchen Fall kann 
der gleiche Term in zwei verschiedenen Stellen verwendet werden, obwohl die Stellen mit unter-
schiedlichen Konzepten typisiert sind.  
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Anwendung des Operationssymbols Oi auf die Terme t1,...,tn hervorgeht, nicht nur in der 
Termmenge TERMkn+1 enthalten, sondern auch in allen Termmengen TERMkn+1.i mit 
(kn+1.i L kn+1). 
Während mit den Regeln (1.) bis (5.) eine Erweiterung der konzeptspezifischen Term-
menge TERMk verbunden ist, werden mit der Regel (6.) Terme zu k ausgeschlossen. 
Sie führt dazu, dass zwei konzeptspezifische Termmengen TERMk1 und TERMk2 dis-
junkt zueinander sein müssen, wenn sie mit solchen Konzepten k1,k2∈K typisiert sind, 
die miteinander in Inkompatibilitätsrelation p stehen: 
∀k1,k2∈K: (k2 p k1) → (TERMk1 ∩ TERMk2 = ∅). 
Zur formalen Bestimmung der originären Typen ontologischer Terme wird die Termty-
pisierungsfunktion  
typTOS: TERMSIGOS → K 
verwendet. Sie ordnet jedem ontologischen Term t∈TERMSIGOS ein Konzept k∈K als 
dessen originären Typ zu. Die Bilder der Funktion typTOS sind wie folgt definiert: 
(1.) ∀t∈TERMSIGOS:  t∈VARk → typTOS(t)=k, 
(2.) ∀t∈TERMSIGOS:  t∈KONk → typTOS(t)=k und  
(3.) ∀t∈TERMSIGOS:  (t=Oi(t1,...,tn) ∧ Oi∈OPS ∧ typOPSOS(Oi)=(k1...kn,kn+1) 
       ∧ (∀x=1,...,n: tx∈TERMkx)) → typTOS(t)=ZIELOPSOS(Oi)=kn+1. 
Der originäre Typ typTOS(t) eines ontologischen Terms t∈TERMSIGOS, der eine Variable 
ist, stimmt mit dem Konzept k∈K überein, dem die entsprechende Variable zugeordnet 
ist. Ebenso stimmt der originäre Typ typTOS(t) eines ontologischen Terms t∈TERMSIGOS, 
der aus einem Konstantensymbol hervorgegangen ist, mit dem Konzept k∈K überein, 
dem das Konstantensymbol zugeordnet ist. Schließlich stimmt der originäre Typ 
typTOS(t) eines ontologischen Terms t∈TERMSIGOS, der aus der typgerechten Anwendung 
eines Operationssymbols Oi∈OPS auf n Terme hervorgegangen ist, mit dem Zielkon-
zept kn+1∈K von Oi überein. 
Bei der Zuweisung eines Konzepts k∈K als originärer Typ eines ontologischen Terms 
t∈TERMSIGOS werden demnach lediglich die Konstruktionsregeln berücksichtigt, die in 
analoger Weise für die konventionelle und sortierte Prädikatenlogik auch gelten. Die 
Zuordnung eines ontologischen Terms aus einer konzeptspezifischen Termmenge 
TERMk zu allen konzeptspezifischen Termmengen TERMkn, für die (k  kn) oder 
(k L kn) gilt, wirkt sich nicht auf originäre die Typzuordnung aus. Entsprechend den 
neu hinzugekommenen Regeln der Termdefinition kann eine konzeptspezifische Term-
menge TERMk auch solche ontologischen Terme tx∈TERMSIGOS umfassen, für die nicht 
typTOS(tx)=k gilt. Dies ist genau dann der Fall, wenn die ontologischen Terme tx mit 
tx∈TERMkn mit kn≠k und knk bzw. knLk aufgrund der Regel (4.) oder (5.) zur Kon-
struktion ontologischer Terme zu TERMk gezählt werden. Es kann allerdings festgehal-
ten werden, dass der Typ typTOS(t)=k eines ontologischen Terms t∈TERMkn entweder 
das Konzept kn∈K sein muss oder in Subkonzept- oder Äquivalenzrelation zum Kon-
zept kn stehen muss: 
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∀t∈TERMSIGOS: (t∈TERMkn ∧ typTOS(t)=k) → ((k = kn) ∨ (k  kn) ∨ (k L kn)).1) 
Die Klassifikation von Termen über konventionellen und sortierten Signaturen kann a-
nalog auch für Terme über ontologischen Signaturen durchgeführt werden. Terme über 
ontologischen Signaturen können demnach auch hinsichtlich ihres Variablenanteils und 
ihrer Zusammengesetztheit klassifiziert werden. Darüber hinaus ist für ontologische 
Terme eine weitere Klassifikationsmöglichkeit vorgesehen. Diese dritte Klassifikati-
onsmöglichkeit betrifft die Wertigkeit von ontologischen Termen. 
Hinsichtlich ihres Variablenanteils können Terme über einer ontologischen Signatur 
SIGOS – je nach ihrem Typ – zu den Mitgliedern der Mengenfamilien VTFSIGOS und 
GTFSIGOS gerechnet werden. Die Familie VTFSIGOS umfasst konzeptspezifische Mengen 
VTk variabler Terme über einer ontologischen Signatur SIGOS: 
VTFSIGOS = (VTk)k∈K. 
Die Familie GTFSIGOS umfasst konzeptspezifische Mengen GTk von Grundtermen über 
einer ontologischen Signatur SIGOS: 
GTFSIGOS = (GTk)k∈K. 
Jede konzeptspezifische Menge TERMk von ontologischen Termen setzt sich aus einer 
konzeptspezifischen Menge VTk variabler ontologischer Terme und einer konzeptspezi-
fischen Menge GTk von ontologischen Grundtermen zusammen: 
TERMk = VTk ∪ GTk für alle k∈K. 
Die Bestimmung des Variablenanteils von ontologischen Termen erfolgt durch die 
Funktion 
varTOS: TERMSIGOS → pot(VAR). 
Die Funktion varTOS ist analog zu den Funktionen varTKS und varTSS definiert. Demnach 
sind die Bilder für die Variablenfunktion varTOS wie folgt definiert: 
(1.) varTOS(xq)  = {xq}   
für xq∈VAR, 
(2.) varTOS(Oi)  = ∅   
für Oi∈OPS mit ARGOPSOS(Oi)=λ und 
(3.) varTOS(Oi(t1,...,tn)) = varTOS(t1) ∪ ... ∪ varTOS(tn) 
für Oi∈OPS mit typOPSOS(Oi)=(k1...kn,kn+1). 
Mit Hilfe der Funktion varTOS können die konzeptspezifischen Mengen VTk und GTk va-
riabler Terme bzw. Grundterme festgelegt werden. Die konzeptspezifische Menge 
VTk = {t | t∈TERMk ∧ varTOS(t) ≠ ∅} 
                                                 
1) Hierbei ist zu beachten, dass bei Gleichheit von km und kn die Subkonzept- und die Äquivalenzrelati-
on ebenso erfüllt sind wegen der Reflexivität der beiden metasprachlichen Relationen.  
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umfasst alle variablen Terme zu einem Konzept k∈K. Jede konzeptspezifische Menge 
VARk von Variablen ist immer eine Teilmenge der jeweiligen konzeptspezifischen 
Menge variabler Terme: 
VARk ⊆ VTk. 
Jede konzeptspezifische Menge 
GTk={t | t∈TERMk ∧ varTOS(t) = ∅} 
umfasst Grundterme zum Konzept k. Jede konzeptspezifische Menge KONk von Kon-
stantensymbolen zu einem Konzept k ist stets eine Teilmenge der entsprechenden Men-
ge von Grundtermen: 
KONk ⊆ GTk. 
Hinsichtlich ihrer Zusammengesetztheit können Terme über einer ontologischen Signa-
tur SIGOS – je nach ihrem Typ – den konzeptspezifischen Mitgliedern der Mengenfami-
lien ATFSIGOS und ZTFSIGOS zugeordnet werden. Die Mengenfamilie ATFSIGOS umfasst 
konzeptspezifische Mengen atomarer Terme: 
ATFSIGOS = (ATk)k∈K  
mit ATk={t | t∈INDkn ∧ ((kn  k) ∨ (kn L k))}. 
Die Mengenfamilie ZTFSIGOS umfasst konzeptspezifische Mengen zusammengesetzter 
Terme: 
ZTFSIGOS = (ZTk)k∈K  
mit ZTk={t | t∈TERMkn ∧ (t∉(INDkn) ∧ ((kn  k) ∨ (kn L k))}. 
Die Definitionen der Mengen ZTk und ATk zusammengesetzter bzw. atomarer Terme zu 
einem Konzept k unterscheiden sich von den Definitionen der entsprechenden Mengen 
ZTs bzw. ATs zu einer Sorte s. Im Fall der sortierten Prädikatenlogik reichte es aus zu 
bestimmen, dass ein Term ein Individuensymbol zu einer Sorte s sein muss, um zu der 
sortenspezifischen Termmenge TERMs gezählt zu werden. Im Fall ontologischer Terme 
kann allerdings die Menge ATk auch solche Terme umfassen, die nicht der Menge INDk 
von Individuensymbolen zum Konzept k zugeordnet sind. Es reicht aus, wenn es sich 
bei ihnen um Individuensymbole zu einem Konzept kn handelt, das in Subkonzept- oder 
Äquivalenzrelation zu k steht. Insofern werden Individuensymbole, die originär einem 
Konzept kn und derivativ dem Konzept k zugezählt werden, auch zu der Menge ATk al-
ler atomaren Terme zum Konzept k gezählt. Analog gilt, dass bei der Bestimmung der 
Menge ZTk aller zusammengesetzten Terme nicht nur die originär zum k zugehörigen 
zusammengesetzten Terme, sondern auch alle derivativ zugeordneten zusammengesetz-
ten Terme hierzu gezählt werden.  
Neben der Unterteilung der Menge TERMFSIGOS hinsichtlich der zuvor genannten Krite-
rien, die bereits aus der Unterteilung der Mengenfamilie TERMFSIGSS bekannt sind, 
können Terme über ontologischen Signaturen noch hinsichtlich ihrer Wertigkeit unter-
teilt werden. Die Wertigkeit eines ontologischen Terms ist unmittelbar von der Wertig-
keit des jeweiligen Konzepts ableitbar, dem der Term zugeordnet wird. Bereits in der 
3 Bausteine des integrativen Modellierungskonzepts 165 
 
Definition ontologischer Signaturen wurde darauf hingewiesen, dass die Menge K aller 
Konzepte u.a.1) eine Menge KEW und eine Menge KMW umfasst. Die Menge KEW um-
fasst einwertige Konzepte. Die Menge KMW umfasst hingegen mengenwertige Konzep-
te. Entsprechend der Differenzierung von Konzepten können auch Terme über ontologi-
schen Signaturen hinsichtlich ihrer Wertigkeit unterschieden werden. 
Die Mengenfamilie TERMFSIGOS kann hinsichtlich der Wertigkeit der zugrunde gelegten 
ontologischen Terme wie folgt unterteilt werden: 
TERMFSIGOS = ETFSIGOS ∪ MTFSIGOS 
mit ETFSIGOS=(ETk)k∈KEW, 
ETk={t | t∈TERMk ∧ k∈KEW} 
und MTFSIGOS=(MTk)k∈KMW 
MTk={t | t∈TERMk ∧ k∈KMW} 
Die Mengenfamilie ETFSIGOS=(ETk)k∈KEW umfasst konzeptspezifische Termmengen zu 
einwertigen Konzepten. Entsprechend werden die Elemente jeder konzeptspezifischen 
Termmenge ETk als einwertige ontologische Terme oder kurz einwertige Terme be-
zeichnet. Die Mengenfamilie MTFOS=(MTk)k∈KMW umfasst hingegen konzeptspezifische 
Termmengen zu mengenwertigen Konzepten. Entsprechend werden die Elemente jeder 
konzeptspezifischen Termmenge MTk als mengenwertige ontologische Terme oder kurz 
mengenwertige Terme bezeichnet.  
3.1.2.2.2 Ontologische Formeln 
Die zweite Teilmenge der Menge EXPRSIGOS aller Ausdrücke über einer ontologischen 
Signatur SIGOS umfasst Formeln über SIGOS. Analog zu den Bezeichnungen konventio-
neller und sortierter Formeln werden Formeln über einer ontologischen Signatur SIGOS 
im Folgenden auch als ontologische Formeln bezeichnet, wenn aus dem Argumentati-
onskontext nicht ersichtlich ist, um welche Art von Formeln es sich handelt. 
Die Menge FORMSIGOS aller Formeln über einer ontologischen Signatur SIGOS ist in-
duktiv definiert als: 
(1.) Es gilt w,f∈FORMSIGOS. w ist die immer gültige, tautologische Formel; f ist die 
immer ungültige, kontradiktorische Formel. 
(2.) Wenn Rj∈RS, typRSOS(Rj)=(k1...kn) und t1...tn∈TERMSIGOS mit tx∈TERMkx und 
x=1,...,n gelten, dann gilt auch Rj(t1,...,tn)∈FORMSIGOS. Bei dem Ausdruck 
Rj(t1,...,tn) handelt es sich um eine atomare ontologische Formel. 
(3.) Wenn F eine ontologische Formel ist, dann ist ¬F eine zusammengesetzte ontolo-
gische Formel. 
                                                 
1) Das Maximalkonzept F und das Minimalkonzept ⊥ sind weitere Elemente der Konzeptmenge K, die 
allerdings für die hier diskutierte Thematik keine Relevanz besitzen. 
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(4.) Wenn F1 und F2 ontologische Formeln sind, dann sind F1∧F2, F1∨F2, F1→F2 und 
F1↔F2 zusammengesetzte ontologische Formeln. 
(5.) Wenn F1 eine ontologische Formel ist und x∈VAR eine Variable ist, dann sind 
∀x:F1, ∃x:F1 und ∃x:F1 zusammengesetzte ontologische Formeln. 
Die Grammatik zur Konstruktion ontologischer Formeln ist strukturell mit der Gramma-
tik zur Konstruktion sortierter Formeln gleich. Ein vermeintlicher Unterschied zwischen 
den beiden induktiven Grammatiken liegt in einer der Induktionsbasen. Während für a-
tomare sortierte Formeln Relationssymbole verwendet werden, die mit Sorten typisiert 
werden, werden für atomare ontologische Formeln Relationssymbole benötigt, die mit 
Konzepten typisiert werden. Auf die Synonymie der beiden Bezeichner „Sorte“ und 
„Konzept“ wird in Abschnitt 3.1.3.2.1.1 eingegangen. Entsprechend können in der 
Grammatik zur Konstruktion von ontologischen Formeln keine formalen Unterschiede 
gegenüber der Grammatik zur Konstruktion von sortierten Formeln ausgemacht werden. 
Die wesentliche Besonderheit ontologischer Formeln im Vergleich zu sortierten For-
meln ist die Berücksichtigung der Struktur der Familie TERMFSIGOS aller konzeptspezi-
fischen Termmengen. Für sortierte Formeln ist es – aufgrund der Unstrukturiertheit der 
Familie TERMFSIGSS aller sortenspezifischer Termmengen – nur möglich, an den ent-
sprechenden Argumentstellen Terme einzusetzen, die originär den sortenspezifischen 
Termmengen zugeordnet sind, die in der Typisierungsfunktion typRSSS angegeben sind. 
Für die Konstruktion ontologischer Formeln können hingegen Terme eingesetzt werden, 
die zu der jeweiligen konzeptspezifischen Termmenge einer Argumentstelle entweder 
originär oder – über die Subkonzept- oder Äquivalenzrelation  bzw. L vermittelt – de-
rivativ zugeordnet sind. Entsprechend können an einer Argumentstelle keine Terme 
eingesetzt werden, wenn sie zu konzeptspezifischen Termmengen gehören, die aufgrund 
der Inkompatibilitätsrelation p zu der Termmenge, die für die jeweilige Stelle in der 
Typisierungsfunktion typRSOS angegeben ist, disjunkt sein muss.  
Diese Besonderheit ontologischer Formeln gegenüber sortierten Formeln braucht aller-
dings bei der Konstruktion der Erstgenannten nicht berücksichtigt zu werden. Die Be-
sonderheiten werden nämlich bereits bei der Konstruktion von Termen über ontologi-
schen Signaturen berücksichtigt. Durch die Grammatik zur Konstruktion von Termen 
über ontologischen Signaturen wird eine strukturierte Familie TERMFSIGOS konzeptspe-
zifischer Termmengen erzeugt, in der sowohl die originäre als auch die derivative Zu-
ordnung von Termen zu Konzepten bereits berücksichtigt ist.  
Schließlich besteht ein Unterschied zwischen ontologischen Formeln einerseits sowie 
konventionellen und sortierten Formeln andererseits, der aus der Wertigkeit von Termen 
in den Formelargumenten herrührt. Sowohl in konventionellen als auch in sortierten 
Formeln sind als Formelargumente nur solche Terme zugelassen, die zu einwertigen 
formalen Objekten ausgewertet werden können. Ontologische Formeln können hinge-
gen in ihren Argumenten auch mengenwertige Terme haben. Solche Terme müssen zu 
formalen Objekten mit Mengencharakter ausgewertet werden. Auf diesen Aspekt onto-
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logischer Terme wird im Rahmen der extensionalen Semantik ontologischer Ausdrücke 
eingegangen. 
Anhand des Potenzials, in ihren Argumenten auch mengenwertige Terme verwenden zu 
können, wird durch ontologische Formeln eine Ausdrucksmächtigkeit erschlossen, die 
für prädikatenlogische Formeln nicht üblich ist.1) Diese Ausdrucksmächtigkeit erlaubt 
die Konstruktion formelartiger Aussagen, in denen auch auf Mengen von Individuen 
Bezug genommen wird. Bei einer rein syntaktischen Betrachtung ist dieser Unterschied 
nicht auf Anhieb auszumachen. Beispielsweise kann bei einer ontologischen Formel der 
Art Rj(t1,t2,t3,t4) kein Unterschied zu einer konventionellen oder sortierten Formel aus-
gemacht werden. Die Unterschiede treten erst bei einer semantischen Analyse ontologi-
scher Formeln hervor. Die o.a. Formel könnte in einer SIGOS-Struktur ASIGOS beispiels-
weise durch eine Relation der Art 
rj(ob1,{ob21,...,ob2n},ob3,ob4) 
ausgewertet werden, wenn die Typisierung des Relationssymbols Rj an der zweiten 
Stelle ein mengenwertiges Konzept aufweist. Auf diesen Aspekt ontologischer Formeln 
wird später – im Kontext ihrer Auswertung – näher eingegangen. 
Formeln, die über ontologischen Signaturen konstruierbar sind, lassen sich ebenso klas-
sifizieren wie Formeln, die über konventionellen oder sortierten Signaturen konstruier-
bar sind. Hinsichtlich der Zusammengesetztheit von Formeln über ontologischen Signa-
turen wird die Menge FORMSIGOS in die zueinander disjunkten Mengen AFSIGOS und 
ZFSIGOS unterteilt: 
FORMSIGOS = AFSIGOS ∪ ZFSIGOS 
mit AFSIGOS ∩ ZFSIGOS = ∅. 
Die Bestimmung der Zusammengesetztheit von Formeln über ontologischen Signaturen 
erfolgt mittels der Funktion 
tfOS: FORMSIGOS → pot+(FORMSIGOS). 
Sie weist jeder Formel aus der Menge FORMSIGOS die Menge von Formeln zu, deren E-
lemente sie als Teilformel in folgender Form zu hat:  
(1.) tfOS(w)  = {w}, 
(2.) tfOS(f)  = {f}, 
(3.) tfOS(Rj(t1,...,tn)) = {Rj(t1,...,tn)}, 
(4.) tfOS(¬F)  = {¬F} ∪ tfOS(F), 
(5.) tfOS((F1•F2)) = {(F1•F2)} ∪ tfOS(F1) ∪ tfOS(F2) für •∈{∧,∨,∨,→,↔} und 
(6.) tfOS(•x:F) = {•x:F} ∪ tfOS(F) für •∈{∀,∃,∃}. 
                                                 
1) Zu Ausnahmen vgl. ABITEBOUL/GRUMBACH (1991), S. 8 ff.; DOVIER ET AL. (2000), S. 870 ff.; 
KUPER (1987), S. 13 ff.; KUPER (1988), S. 10 ff.  
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Die Mengen AFSIGOS und ZFSIGOS lassen sich nun bestimmen als: 
AFSIGOS = {F | F∈FORMSIGOS ∧ tfOS(F) = {F}} 
und ZFSIGOS = {F | F∈FORMSIGOS ∧ tfOS(F) ⊃ {F}}. 
Die Menge AFSIGOS umfasst demnach alle atomaren Formeln aus der Formelmenge 
FORMSIGOS. Es handelt sich hierbei nur um solche Formeln, die entsprechend den Re-
geln (1.) bis (3.) der Grammatik zur Konstruktion von Formeln über ontologischen Sig-
naturen konstruiert sind. Entsprechend sind die Formeln, die nach den Regeln (4.) bis 
(6.) der Grammatik zur Konstruktion von Formeln über ontologischen Signaturen kon-
struiert sind, stets zusammengesetzte Formeln und werden von der Menge ZFSIGOS um-
fasst. 
Hinsichtlich des Variablenanteils wird die Menge FORMSIGOS in die zueinander disjunk-
ten Mengen GFSIGOS und VFSIGOS unterteilt: 
FORMSIGOS = GFSIGOS ∪ VFSIGOS 
mit GFSIGOS ∩ VFSIGOS = ∅. 
Der Variablenanteil einer ontologischen Formel F∈FORMSIGOS wird mit Hilfe der Funk-
tion 
varFOS: FORMSIGOS → pot(VAR) 
bestimmt. Sie ordnet jeder ontologischen Formel F eine Menge von Variablen zu. Ihre 
Bilder sind für alle Formeln F,F1,F2∈FORMSIGOS wie folgt definiert: 
(1.) varFOS(w) = ∅, 
(2.) varFOS(f)  = ∅, 
(3.) varFOS(Rj(t1,...,tn) =varTOS(t1) ∪ ... ∪ varTOS(tn)  
für alle Rj∈RS mit typRSOS(Rj)=(k1...kn) und tx∈TERMkx für x=1,...,n, 
(4.) varFOS(¬F)  = varFOS(F)  
für alle F∈FORMSIGOS, 
(5.) varFOS(F1•F2) = varFOS(F) ∪ varFOS(F2)  
für alle F1,F2∈FORMSIGOS und •∈{∧,∨,∨,→,↔} und 
(6.) varFOS(•:F)  = varFOS(F)∪{x}  
für alle F∈FORMSIGOS und •∈{∀x,∃x,∃x}. 
Die Mengen GFOS und VFOS lassen sich nun bestimmen als: 
GFSIGOS = {F | F∈FORMSIGOS ∧ varFOS(F) = ∅} 
und VFSIGOS = {F | F∈FORMSIGOS ∧ varFOS(F) ⊃ ∅}. 
Die dritte Klassifikation von Formeln über ontologischen Signaturen erfolgt in Abhän-
gigkeit des Anteils freier Variablen, die in der Formel vorkommen. Demnach lässt sich 
die Menge FORMSIGOS in die zueinander disjunkten Mengen OFSIGOS und CFSIGOS unter-
teilen: 
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FORMSIGOS = OFSIGOS ∪ CFSIGOS 
mit OFSIGOS ∩ CFSIGOS=∅. 
Die Bestimmung des Anteils freier Variablen in einer ontologischen Formel erfolgt 
durch die Funktion 
fvarOS: FORMSIGOS → pot(VAR). 
Sie ordnet einer ontologischen Formel ihren Anteil freier Variablen wie folgt zu: 
(1.) fvarOS(w) = ∅, 
(2.) fvarOS(f) = ∅, 
(3.) fvarOS(Rj(t1,...,tn))  = varTOS(t1) ∪ ... ∪ varTOS(tn)  
für alle Rj∈RS mit typRSOS(Rj)=(k1...kn) und tx∈TERMkx für alle x=1,...,n, 
(4.) fvarOS(¬F)  = fvarOS(F) 
für alle f∈FORMSIGOS, 
(5.) fvarOS(F1•F2)  = fvarOS(F1) ∪ fvarOS(F2)  
für alle F1,F2∈FORMSIGOS und •∈{∧,∨,∨,→,↔} und 
(6.) fvarOS(•F)  = fvarOS(F)\{x} 
für alle F∈FORMSIGOS und •∈{∀x,∃x,∃x}. 
Die Mengen OFSIGOS und CFSIGOS werden mit Hilfe der Funktion fvarOS wie folgt be-
stimmt: 
OFSIGOS = {F | F∈FORMSIGSS ∧ fvarOS(F) ⊃ ∅} 
und CFSIGOS = { F | F∈FORMSIGSS ∧ fvarOS(F)=∅}. 
Demnach umfasst die Menge OFSIGOS alle Formeln über einer ontologischen Signatur 
SIGOS, in denen mindestens eine freie Variable vorkommt. Sie werden als offene onto-
logische Formeln bezeichnet. Die Menge CFSIGOS umfasst die dazu komplementäre 
Menge aller Formeln über einer ontologischen Signatur SIGOS, in denen keine freie Va-
riable vorkommt. Die Elemente von CFSIGOS werden als geschlossene ontologische For-
meln bezeichnet. Da in Formeln der Menge GFSIGOS grundsätzlich keine Variablen vor-
kommen, ist die Menge GFSIGOS eine Teilmenge der Menge CFSIGOS aller geschlossenen 
ontologischen Formeln: 
GFSIGOS ⊆ CFSIGOS. 
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3.1.3 Semantische Aspekte von Ontologien 
3.1.3.1 Aspekte der extensionalen Semantik 
ontologischer Signaturen 
3.1.3.1.1 SIGOS-Strukturen 
Die extensionale Semantik ontologischer Signaturen wird – wie bei konventionellen 
und sortierten Signaturen auch – durch eine Struktur gegeben. Eine SIGOS-Struktur 
ASIGOS zu einer ontologischen Signatur SIGOS ist definiert als: 
ASIGOS=(OBFOS,OPF,RF,IFOS). 
Die Komponenten einer ontologischen Struktur ASIGOS sind: 
(1.) Eine Familie OBFOS=(OBk)k∈K von konzeptspezifischen Objektmengen, für die 
gilt:  
(1.1.) OB = ∪k∈K OBk,   
(1.2.) ∀k∈KEW:  (OBMEN(k)=pot(OBk)),  
(1.3.) ∀k1,k2∈K: (k1  k2)  → (OBk1 ⊆ OBk2),  
(1.4.) ∀k1,k2∈K: (k1 L k2)  → (OBk1 = OBk2),  
(1.5.) ∀k1,k2∈K: (k1 p k2)  → (OBk1 ∩ OBk2 = ∅), 
(2.) eine Familie OPF=(o1,...,oI) von Operationen oi mit i=1,...,I und I∈N, 
(3.) eine Familie RF=(r1,...,rJ) von Relationen rj mit j=1,...,J und J∈N und 
(4.) eine Familie IFOS=(IK,IOPS,IRS) von Interpretationsfunktionen. 
Durch eine SIGOS-Struktur ASIGOS wird eine ontologische Signatur SIGOS extensional 
interpretiert. Die extensionale Interpretation erfolgt mit den Mitgliedern der Familie 
IFOS=(IK,IOPS,IRS) aller (extensionalen) Interpretationsfunktionen. Die Interpretations-
funktionen aus IFOS werden dazu verwendet, den objektsprachlichen Komponenten der 
ontologischen Signatur SIGOS Konstrukte aus der SIGOS-Struktur ASIGOS zuzuordnen.  
Mit der Interpretationsfunktion 
IK: K → OBFOS 
wird jedes Konzept k∈K aus einer ontologischen Signatur SIGOS durch eine konzept-
spezifische Objektmenge OBk∈OBFOS extensional interpretiert. Die konzeptspezifische 
Objektmenge OBk, mit der ein Konzept k∈K extensional interpretiert wird, wird auch 
als dessen Extension bezeichnet. Die formalen Objekte ob1,...,obn∈OBk werden als Indi-
viduen bezeichnet.1) Jedes Individuum obu aus einer k-spezifischen Objektmenge OBk 
                                                 
1) Je nach Argumentationskontext wird im Folgenden in Bezug auf ein formales Objekt obu wahlweise 
entweder die Bezeichnung „Individuum“ oder die dazu übergeordnete Bezeichnung „formales Ob-
jekt“ verwendet.  
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ist eine Instanz des Konzepts k. Die Zuordnung eines Individuums obu zur konzeptspe-
zifischen Objektmenge OBk wird entsprechend auch als Instanziierung des Konzepts k 
durch das Individuum obu bezeichnet. 
Es wird zudem  
∀k∈K: OBk ≠ ∅ 
eingefordert. Insofern dürfen in einer SIGOS-Struktur ASIGOS keine leeren konzeptspezi-
fischen Objektmengen vorkommen. Diese Festlegung ist notwendig, um den Bildbe-
reich von Termauswertungsfunktionen bestimmen zu können.1) Es kann beispielsweise 
festgelegt werden, dass in jeder konzeptspezifischen Objektmenge OBk mindestens ein 
ausgezeichnetes formales Objekt obnil enthalten sein muss. Dieses ausgezeichnete for-
male Objekt übernimmt die Funktion eines „Pointers“ auf jede „eigentlich“ leere kon-
zeptspezifische Objektmenge. 
Die Vereinigung aller konzeptspezifischen Objektmengen entspricht dem prädikatenlo-
gischen Universum OB. Das Universum OB umfasst alle formalen Objekte aus allen 
konzeptspezifischen Objektmengen. Somit entspricht OB der Vereinigung aller kon-
zeptsspezifischen Objektmengen: 
OB = ∪k∈KOBk. 
Für SIGSS-Strukturen zu einer sortierten Signatur SIGSS sind keine weiteren Differenzie-
rungen außerhalb der sortenspezifischen Zuordnung von Individuen vorgesehen. In 
SIGOS-Strukturen zu ontologischen Signaturen SIGOS kann hingegen mit Hilfe der me-
tasprachlichen Strukturierungsrelationen , L und p eine dreifache Differenzierung 
und Strukturierung der Familie OBFOS vorgenommen werden. Hinsichtlich der Subkon-
zeptrelation  wird eine Verschachtelung der konzeptspezifischen Objektmengen aus 
OBFOS konstruiert. Wenn für ein Konzept k1 gilt, dass es in Beziehung (k1  k2) zu ei-
nem zweiten Konzept k2 steht, muss die konzeptspezifische Objektmenge OBk1 eine 
Teilmenge der konzeptspezifischen Objektmenge OBk2 enthalten sein. Auf die Eigenar-
ten der Subkonzeptrelation  wird in Abschnitt 3.1.3.2.2.1 näher eingegangen. 
Während mit der Subkonzeptrelation  eine vertikale Anordnung von Konzepten be-
wirkt wird, werden die metasprachlichen Relationen L und p dazu verwendet, Konzep-
te in horizontaler Weise miteinander in Beziehung zu setzen. Mit Hilfe der Äquivalenz-
relation L wird ausgedrückt, dass zwei konzeptspezifische Objektmengen OBk1 und 
OBk2 gleich sein müssen, wenn für die Konzepte k1 L k2 gilt. Den entgegengesetzten 
Fall stellt die Inkompatibilitätsrelation p dar. Wenn für zwei Konzepte k1 und k2 die 
Beziehung (k1 p k2) gilt, müssen die jeweiligen konzeptspezifischen Objektmengen 
OBk1 und OBk2 zueinander disjunkt sein. Auf die Äquivalenzrelation L und die Inkom-
patibilitätsrelation p wird in den Abschnitten 3.1.3.2.2.1 näher eingegangen. 
Mit den zuvor aufgeführten metasprachlichen Relationen wird den Mitgliedern der 
Mengenfamilie OBFOS eine Differenzierung und Strukturierung aufgelagert. Darüber 
                                                 
1) vgl. Abschnitt 3.1.3.1.2.1 . 
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hinaus können auch die Individuen aus den konzeptspezifischen Objektmengen hin-
sichtlich zweier Dimensionen differenziert werden. Es handelt sich dabei um die Di-
mensionen der Mengenwertigkeit und der Zusammengesetztheit. 
Hinsichtlich ihrer Mengenwertigkeit werden alle Individuen aus OBOS in einwertige und 
mengenwertige Individuen unterschieden. Als einwertige Individuen werden solche 
formalen Objekte aus OBOS bezeichnet, die Skalare darstellen. Mengenwertige Indivi-
duen sind dagegen formale Objekte, die Mengen darstellen, deren Elemente wiederum 
stets einwertige1) Individuen sein müssen. Auf diese Differenzierung formaler Objekte 
wird in Abschnitt 3.1.3.2.1.1 näher eingegangen.  
Hinsichtlich ihrer Zusammengesetztheit können die Elemente der Menge OBOS in ato-
mare und zusammengesetzte Individuen unterschieden werden.2) Bei atomaren Indivi-
duen handelt es sich um solche formalen Objekte, die als Elemente einer konzeptspezi-
fischen Objektmenge originär eingeführt werden. Zusammengesetzte oder komplexe In-
dividuen sind hingegen solche formalen Objekte, die aus der Anwendung einer Operati-
on oi∈OPFOS mit der Funktionsvorschrift oi: OBk1 ×....× OBkn → OBk auf ein n-Tupel 
(ob1,...,obn) von Individuen mit obx∈OBkx für x=1,...,n hervorgehen. Bei den Individuen 
im Argument des Ausdrucks oi(ob1,...,obn) kann es sich wiederum um atomare oder zu-
sammengesetzte formale Objekte handeln. 
Die Mengenfamilien OPF und RF enthalten jeweils Operationen bzw. Relationen, mit 
denen die jeweiligen Konstrukte aus einer ontologischen Signatur SIGOS extensional in-
terpretiert werden. Dabei interpretieren die Interpretationsfunktionen 
IOPS: OPS → OPF 
und IRS : RS → RF 
jeweils auf extensionale Weise ontologische Operations- bzw. Relationssymbole. Mit 
der Interpretationsfunktion IOPS wird jedes Operationssymbol 
Oi∈OPS mit typOPSOS(Oi)=(k1...kn,k) 
durch eine Operation 
IOPS(Oi)=oi mit oi: OBk1 ×...× OBkn → OBk 
                                                 
1) Mengenwertige Individuen, die sich wiederum aus mengenwertigen Individuen zusammensetzen, 
sind zwar nicht Betrachtungsgegenstand der vorliegenden Arbeit, können aber ohne komplexe Aus-
weitungen des Kalküls aufgenommen werden. Die einzige Variation des Kalküls, die noch zu ergän-
zen wäre, läge in einer Änderung des Vorbereichs der Funktion MEN, mit der einwertigen Konzep-
ten mengenwertige Konzepte zugeordnet werden. Wenn durch eine Variation des Vorbereichs der 
Funktion MEN auch die Generierung mengenwertiger Konzepte von mengenwertigen Konzepten 
zugelassen wird, können Letztgenannte durch mengenwertige Individuen extensional interpretiert 
werden, die sich selbst auch aus mengenwertigen Individuen zusammensetzen. 
2) Vgl. ZELEWSKI (1995), Bd. 4, S. 17.  
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extensional interpretiert. Analog zu den Extensionen von Konzepten wird die Operation 
oi∈OPF, mit der das Operationssymbol Oi extensional interpretiert wird, als dessen Ex-
tension bezeichnet.1) 
Der Vorbereich der Operation IOPS(Oi)=oi, mit der das Operationssymbol Oi extensional 
interpretiert wird, besteht aus dem kartesischen Produkt konzeptspezifischer Objekt-
mengen. Die konzeptspezifischen Objektmengen sind genau den Konzepten zugeordnet, 
mit denen das Operationssymbol Oi an den jeweiligen Argumentstellen typisiert ist. 
Ontologische Operationssymbole, die in der Form typOPSOS(Oi)=(λ,k) typisiert sind,2) 
werden durch Operationen mit der Operationsvorschrift oi:→OBk extensional interpre-
tiert. Solche Operationen, die im Vorbereich ein „null-faches“ kartesisches Produkt 
aufweisen, werden als Konstanten bezeichnet. Konstanten sind solche Operationen, de-
ren „Anwendung“ auf ein leeres Argument ein Individuum oi()=obu hervorbringt. 
Jedes Relationssymbol 
Rj∈RS mit typRSOS(Rj)=(k1...kn) 
wird durch eine Relation 
IRS(Rj)=rj mit rj⊆ OBk1 ×...× OBkn 
extensional interpretiert. Die Relation rj∈RF, mit der das Relationssymbol Rj∈RS 
extensional interpretiert wird, wird auch als dessen Extension bezeichnet.3) Jede Exten-
sion rj∈RF zu einem Relationssymbol Rj∈RS umfasst jeweils n-Tupel ob1,...,obn von 
Individuen, wobei für jedes Individuum obu und für typRSOS(Rj)=(k1,...,kn) mit 1≤u≤n 
gilt: obu∈OBku. 
Der Argumentbereich der Relation rj=IRS(Rj), mit der das Relationssymbol Rj extensio-
nal interpretiert wird, besteht aus dem kartesischen Produkt konzeptspezifischer Ob-
jektmengen. Die jeweiligen konzeptspezifischen Objektmengen sind genau den Kon-
zepten zugeordnet, mit denen das Relationssymbol Rj an den jeweiligen Stellen typisiert 
ist. Relationssymbole, die in der Form typRSOS(Rj)=λ typisiert sind, wurden in ontologi-
schen Signaturen ausgeschlossen, wodurch der aussagenlogische Grenzfall für Ontolo-
gien nicht in Betracht gezogen wird. 
Eine SIGOS-Struktur ASIGOS liefert eine mögliche extensionale Interpretation einer onto-
logischen Signatur SIGOS. Die ontologische Signatur SIGOS kann jedoch auch durch 
weitere SIGOS-Strukturen 
                                                 
1) Verwechslungen sind nicht zu befürchten, da der Begriff Extension immer in Zusammenhang mit 
dem jeweiligen Konstrukt verwendet werden wird, dessen extensionale Interpretation es darstellt.  
2) Operationssymbole, die in ihrem Vorbereich mit dem Symbol λ typisiert sind, wurden bereits früher 
als ontologische Konstantensymbole eingeführt.  
3) Auch hierbei sind Verwechslungen nicht zu befürchten, da der Begriff Extension immer in Zusam-
menhang mit dem jeweiligen Konstrukt verwendet werden wird, dessen extensionale Interpretation 
es darstellt.  
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ASIGOS.1=(OBFOS1,OPF1,RF1,IOS1) , ... , ASIGOS.X=(OBFOSX,OPFX,RFX,IOSX) 
extensional interpretiert werden. Jede SIGOS-Struktur ASIGOS.x mit x=1,...,X verfügt über 
eine Familie OBFOSx von konzeptspezifischen Objektmengen, durch deren Mitglieder 
die Konzepte aus SIGOS extensional interpretiert werden. Darüber hinaus verfügt jede 
SIGOS-Struktur ASIGOS.x über eine Familie OPFx von Operationen und eine Familie RFx 
von Relationen. Schließlich ist in jeder SIGOS-Struktur ASIGOS.x eine Familie IOSx bijekti-
ver Interpretationsfunktionen enthalten. Die Menge A(SIGOS) umfasst alle SIGOS-
Strukturen, die für eine solche extensionale Interpretation der ontologischen Signatur 
SIGOS in Frage kommen. 
3.1.3.1.2 Auswertung von ontologischen Ausdrücken 
3.1.3.1.2.1 Auswertung von ontologischen Termen  
Mit den Interpretationsfunktionen IK, IOPS und IRS sind Mittel vorgestellt worden, mit 
denen deskriptiven Symbolen und Konzepten ontologischer Signaturen Komponenten 
von SIGOS-Strukturen zugeordnet werden können. Komplementär zur extensionalen 
Interpretation der deskriptiven Symbole und Konzepte einer ontologischen Signatur ist 
die extensionale Interpretation von Ausdrücken über ontologischen Signaturen notwen-
dig, die mit den logischen und deskriptiven Symbolen aus dem formalsprachlichen Al-
phabet ALPHOS, das jeder ontologischen Signatur SIGOS zugrunde liegt, konstruiert 
wurden. Entsprechend der Unterteilung der Menge EXPRSIGOS aller Ausdrücke über ei-
ner ontologischen Signatur SIGOS in die Menge TERMSIGOS aller Terme und die Menge 
FORMSIGOS aller Formeln wird zunächst die extensionale Interpretation von Termen 
über ontologischen Signaturen vorgestellt. Im Anschluss wird auf die extensionale In-
terpretation von Formeln über ontologischen Signaturen eingegangen.  
Die extensionale Interpretation von Termen über ontologischen Signaturen wird – ana-
log zu der extensionalen Interpretation von Ausdrücken über konventionellen oder sor-
tierten Signaturen – als Auswertung bezeichnet. Die Auswertung von ontologischen 
Termen erfolgt durch die Mitglieder einer Familie 
ITFOS=(ITk)k∈K 
konzeptspezifischer Termauswertungsfunktionen 
ITk: TERMk → OBk für k∈K. 
Jede konzeptspezifische Termauswertungsfunktion ITk ordnet allen Termen 
t1...tn∈TERMk aus einer k-spezifischen Termmenge TERMk jeweils ein Individuum 
ob1,...,obn aus der k-spezifischen Objektmenge OBk zu. Somit werden alle Terme über 
einer ontologischen Signatur SIGOS extensional durch Individuen aus einer SIGOS-
Struktur ASIGOS∈A(SIGOS) interpretiert.  
Die Auswertung von Termen über ontologischen Signaturen hat mit der Auswertung 
von Termen über sortierten Signaturen gemeinsam, dass sie strukturiert erfolgt. Dies 
unterscheidet beide Auswertungsweisen von der Art der Auswertung von Termen über 
3 Bausteine des integrativen Modellierungskonzepts 175 
 
konventionellen Signaturen. Die Termauswertungsfunktion ITk kann nämlich nur auf 
Terme aus einer solchen Termmenge ITk angewendet werden, die dem jeweiligen Kon-
zept k zugeordnet ist. Entsprechend können in den Bildbereichen konzeptspezifischer 
Termauswertungsfunktionen nur Individuen aus solchen Objektmengen vorkommen, 
die auch dem Konzept k zugeordnet sind. Beides wird durch die Identität der Indizes bei 
der Definition konzeptspezifischer Termauswertungsfunktionen gewährleistet. 
Trotz der vielfachen Gemeinsamkeiten weist die Art der Auswertung von Termen über 
ontologischen Signaturen auch Unterschiede zu der Art der Auswertung von Termen 
über sortierten Signaturen auf. Die Unterschiede sind auf die metasprachlichen Struktu-
rierungsrelationen , L und p zurückzuführen. Wie bereits bei der Definition von 
Termen über ontologischen Signaturen dargestellt, werden die Mitglieder der Familie 
TERMFSIGOS aller konzeptspezifischen Termmengen über einer ontologischen Signatur 
SIGOS mit den Strukturierungsrelationen zueinander in mengentheoretische Beziehun-
gen gesetzt. Die innere Struktur, die die Mengenfamilie TERMFSIGOS durch die Struktu-
rierungsrelationen , L und p aufgelagert bekommt, hat Auswirkungen auf die Bild- 
und Definitionsmengen konzeptspezifischer Termauswertungsfunktionen.  
Durch eine konzeptspezifische Termauswertungsfunktion ITk können nicht nur solche 
Terme ausgewertet werden, die dem Konzept k originär zugeordnet sind, sondern auch 
alle Terme, die z.B. aufgrund einer Subkonzeptbeziehung (kn  k) einer Termmenge 
TERMkn mit TERMkn ⊆ TERMk entstammen und somit dem Konzept k derivativ zuge-
ordnet sind. Es erfolgt keine Differenzierung, ob ein Term t dem Konzept k originär o-
der derivativ zugeordnet ist. Eine konzeptspezifische Termauswertungsfunktion ITk 
kann in ihrem Definitionsbereich auch solche ontologischen Terme aufweisen, die dem 
Konzept k derivativ zugeordnet sind. 
Analog verhält es sich mit der Äquivalenzrelation L. Die konzeptspezifische Termaus-
wertungsfunktion ITk kann in ihrem Definitionsbereich auch solche Terme aus allen 
Termmengen TERMkn aufweisen, die nicht originär dem Konzept k zugeordnet sind, 
sondern aufgrund der Äquivalenzbeziehung kn L k zu der Termmenge TERMk des 
Konzepts k gezählt werden. Es gelten nämlich TERMkn=TERMk für alle Konzepte 
kn,k∈K mit kn L k. Diese Anforderung an die Struktur konzeptspezifischer Termmen-
gen wurde bereits bei der Definition von Termen über ontologischen Signaturen einge-
führt.  
Ein Ausschluss von Termen im Definitionsbereich konzeptspezifischer Termauswer-
tungsfunktionen wird durch die Inkompatibilitätsrelation p bewirkt. Wenn nämlich 
k1 p k2 gilt, darf kein Term aus TERMk1 im Definitionsbereich der konzeptspezifischen 
Termauswertungsfunktionen ITk2 vorkommen und umgekehrt.
1) Dies ergibt sich aus der 
Forderung der Disjunktheit zweier konzeptspezifischer Termmengen TERMk1 und 
TERMk2 bei Inkompatibilität der Konzepte k1 und k2. 
                                                 
1) Der wechselseitige Ausschluss der Definitionsbereiche ist durch die Symmetrie der Inkompatibili-
tätsrelation p bedingt.  
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Wie bei Variablen aus sortierten Signaturen, so ist auch für die Auswertung von ontolo-
gischen Termen, die aus Variablen hervorgehen, zunächst die Belegung der Variablen 
mit Individuen notwendig.1) Die Belegung von Variablen aus einer konzeptspezifischen 
Variablenmenge VARk erfolgt durch das jeweilige Mitglied belk der Familie belfOS kon-
zeptspezifischer Variablenbelegungsfunktionen:2) 
belfOS=(belk)k∈K. 
mit belk: VARk → OBk für k∈K. 
Mit einer konzeptspezifischen Variablenbelegung belk wird Variablen aus einer kon-
zeptspezifischen Variablenmenge VARk ein Individuum zugeordnet. Das zugeordnete 
Individuum hat stets einer Objektmenge OBk zu entstammen, die dem gleichen Konzept 
k zugeordnet ist, dem auch die Variablenmenge VARk zugeordnet ist. Dies wird – ana-
log zu den konzeptspezifischen Termauswertungsfunktionen ITk – durch die Identität 
der Indizes bei der Definition konzeptspezifischer Variablenbelegungen gewährleistet. 
Auch hierbei gilt, dass im Definitionsbereich einer konzeptspezifischen Variablenbele-
gung belk auch solche Terme vorkommen können, die zwar nicht originär, allerdings de-
rivativ dem Konzept k zugeordnet sind. 
Für die spätere Auswertung von quantifizierten Formeln ist auch bei Variablen über on-
tologischen Signaturen eine bedingte Variablenbelegung notwendig.  
Jede bedingte konzeptspezifische Variablenbelegungsfunktion 
k
k u
u
bel (x) wenn x x*
bel [x*/ob ](x)=
ob wenn x = x*
≠⎧⎨⎩
 
weist jeder Variablen x aus der konzeptspezifischen Variablenmenge VARk ein Indivi-
duum aus der konzeptspezifischen Objektmenge OBk entsprechend der Variablenbele-
gung belk zu, wenn sich die Variable x von einer näher spezifizierten Variable x* unter-
scheidet. Ansonsten wird x mit dem ausgezeichneten Individuum obu belegt. 
Die Auswertung von Termen über ontologischen Signaturen ist bei einer Variablenbe-
legung belk wie folgt rekursiv definiert: 
(1.) ITk(x)=belk(x)  
für jede Variable x∈VARk und jedes Konzept k∈K, 
                                                 
1) Die Notwendigkeit gilt nur so lange, wie die Substitution ontologischer Ausdrücke noch nicht einge-
führt wurde. Die Substitution ontologischer Ausdrücke wird in Abschnitt 3.1.4.3.1 vorgestellt. Im 
Rahmen dieses Abschnitts wird auch auf die Grundsubstitution eingegangen. Es handelt sich hierbei 
um ein Verfahren, bei dem alle Variablen aus ontologischen Ausdrücken durch Grundterme ersetzt 
werden. Der daraus resultierende Ausdruck kann ohne Rückgriff auf eine Variablenbelegung in einer 
SIGOS-Struktur ASIGOS ausgewertet werden. 
2) Anstelle der Bezeichnung Variablenbelegungsfunktion wird fortan auch die Bezeichnung Variablen-
belegung zugelassen.  
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(2.) ITk(Oi)=IOPS(Oi)=oi mit oi()=obu und obu∈OBk 
für jedes Konstantensymbol Oi∈OPS mit typOPSOS(Oi)=(λ,k) und 
(3.) ITk(Oi(t1...tn))=oi(ITk1(t1),...,ITkn(tn)) 
für jedes Operationssymbol Oi∈OPS mit typOPSOS(Oi)=(k1...kn,kn+1) mit den Kon-
zepten k1,...,kn,kn+1∈K und den Termen t1,...,tn mit tx∈TERMkx für x=1,...,n und 
n∈N+. 
Aufgrund der Struktur, die der Familie TERMFSIGOS konzeptspezifischer Termmengen 
durch die Strukturierungsrelationen  und L überlagert wird, können dieselben Terme 
durchaus in unterschiedlichen konzeptspezifischen Termmengen enthalten sein. Ent-
sprechend kann ein Term in den Definitionsbereichen unterschiedlicher konzeptspezifi-
scher Termauswertungsfunktionen vorkommen. Auf diesen Aspekt der Auswertung von 
ontologischen Termen wurde bereits eingegangen. Zu beachten ist allerdings hierbei, 
dass die Auswertung eines Terms t∈TERMk1∩TERMk2 entsprechend den zwei unter-
schiedlichen Termauswertungsfunktionen ITk1 und ITk2 nicht zu zwei unterschiedlichen 
Individuen führen darf. Diese Bedingung an alle Termauswertungsfunktionen wird mit 
der Integritätsregel 
∀k1,k2∈K, t∈TERMSIGOS: (ITk1(t)=ob1 ∧ ITk2(t)=ob2) → ob1=ob2 
erfüllt. Wenn z.B. k1  k2 und demnach TERMk1 ⊆ TERMk2 gelten, müssen die beiden 
konzeptspezifischen Termauswertungsfunktionen ITk1 und ITk2 einem Term 
t∈TERMk1∩TERMk2 dasselbe Individuum ob1=ob2 zuweisen. Ansonsten würde der 
Term t in seiner „Rolle“ als Term zum Konzept k1 anders interpretiert werden als in sei-
ner „Rolle“ als Term zum Konzept k2. Dennoch sind die konzeptspezifischen Termaus-
wertungsfunktionen nicht notwendig injektiv. Denn es können sehr wohl zwei unter-
schiedliche Terme t1∈TERMk1 und t2∈TERMk2 zu demselben Individuum 
ITk1(t1)=ITk2(t2)=obu mit obu∈(OBk1∩OBk2) ausgewertet werden. Dies kann beispielswei-
se dann der Fall sein, wenn obu sowohl der Auswertung eines atomaren Terms (t1) als 
auch der Auswertung eines zusammengesetzten Terms (t2) entspricht. 
Das Rekursionsschema für konzeptspezifische Termauswertungsfunktionen deckt sich 
mit dem Rekursionsschema für sortenspezifische Termauswertungsfunktionen. Dem-
nach wird die Rekursionsbasis durch die Regeln (1.) und (2.) gelegt. Die Auswertung 
einer Variablen x in ihrer „Rolle“ als Term ist stets genau das formale Objekt obu, durch 
das x entsprechend einer konzeptspezifischen Variablenbelegung belk belegt wird. Da-
durch, dass einerseits die konzeptspezifische Termauswertungsfunktion ITk und die 
konzeptspezifische Variablenbelegung belk und andererseits die konzeptspezifische Ob-
jektmenge OBk im Nachbereich von belk alle mit demselben Konzept k indiziert sind, 
wird die Konzepttreue1) bei der Auswertung von Termen, die aus Variablen hervorge-
hen, gewährleistet.  
                                                 
1) Der Begriff Konzepttreue ist von dem Begriff Sortentreue abgeleitet, der im Rahmen der Auswer-
tung von Termen über sortierten Signaturen eingeführt wurde.  
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Die zweite Rekursionsbasis ist die Regel (2.), mit der die Auswertung ontologischer 
Konstantensymbole definiert wird. Die Auswertung eines Konstantensymbols Oi∈OPS 
mit typOPSOS(Oi)=(λ,k) entspricht einer Konstanten oi∈OPF mit oi:→OBk und oi()=obu. 
Somit stimmt die Auswertung eines Konstantensymbols Oi mit dem Individuum obu ü-
berein, das aus der Anwendung der Extension oi von Oi auf das leere Argument hervor-
geht. 
Die beiden Rekursionsbasen beziehen sich auf die Auswertung von atomaren Termen 
aus der Menge ATSIGOS. Es handelt sich hierbei um Terme, die entweder Variablen sind 
oder Konstantensymbolen entsprechen. Für die Auswertung von zusammengesetzten 
Termen aus einer konzeptspezifischen Menge ZTk wird die Regel (3.) benötigt. Sie 
bildet jeden zusammengesetzten Term t∈TERMk mit t=Oi(t1,...,tn) auf ein Individuum 
obu∈OBk mit obu=oi(ob1,...,obn) ab. Das Individuum obu geht in diesem Fall aus der 
Anwendung der Operation oi auf das n-Tupel (ob1,...,obn) von Individuen hervor. 
Demnach erfolgt die Auswertung von Termen über ontologischen Signaturen struktur-
erhaltend. Atomare Terme werden zu atomaren Individuen und zusammengesetzte 
Terme zu zusammengesetzten Individuen ausgewertet. Insbesondere erlaubt es das Re-
kursionsschema aller konzeptspezifischen Termauswertungsfunktionen, dass die Terme 
in den Argumenten zusammengesetzter Terme selbst auch zusammengesetzt sein dür-
fen. Die Termauswertungsfunktionen werden in diesem Fall solange auf zusammen-
gesetzte Terme angewendet, bis eine der beiden Rekursionsbasen erreicht ist. 
Die Möglichkeit zur Auswertung zusammengesetzter Terme erweist sich als besonders 
fruchtbar für die Formulierung von Anfragen an eine SIGOS-Struktur ASIGOS zu einer on-
tologischen Signatur SIGOS. Zusammengesetzte Terme lassen sich nämlich dazu ver-
wenden, Pfadausdrücke zu formulieren, die auch verschachtelte Anfragen ermöglichen. 
Pfadausdrücke sind solche Ausdrücke, die über eine Anwendungskette von Operations-
symbolen auf Terme definiert sind.1) Dieser Zusammenhang wird im Folgenden anhand 
eines Beispiels verdeutlicht. Dabei werden die folgende ontologische Signatur SIGOS 
und die SIGOS-Struktur ASIGOS auszugsweise zu Grunde gelegt: 
                                                 
1) Vgl. KIFER ET AL. (1995), S. 817 ff.; UPHOFF (1997), S. 47 für die Umsetzung von Pfadausdrücken in 
der Wissensrepräsentationssprache F-LOGIC. Vgl. KARVOUNARAKIS ET AL. (2002), S. 596 für die 
Umsetzung von Pfadausdrücken in der Anfragesprache RQL, die für die Wissensrepräsentations-
sprache RDF definiert ist. 
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SIGOS 
K   = {F,⊥,Mann,Frau,Person}; 
   = {(Mann,Person),(Frau,Person); 
OPS  = Arbeitet_fuer:  Person → Unternehmen 
    Verheiratet_mit: Person → Person 
    Tochterunt_von:  Unternehmen → Unternehmen; 
VARFOS 
VARPerson = {x}; 
 
ASIGOS 
OBFOS  (OBPerson  ={hans,peter,werner,sabine,elke}, 
    OBMann  ={hans,peter,werner}, 
    OBFrau   ={sabine,elke}, 
    OBUnternehmen ={arnulf_GmbH,bruederich_AG,bleidorf_KG}; 
OPF   (verheiratet_mit(sabine)    = hans, 
    verheiratet_mit(hans)    = sabine, 
    verheiratet_mit(werner)    = elke, 
    verheiratet_mit(elke)    = werner, 
    arbeitet_fuer(hans)     = arnulf_GmbH, 
    arbeitet_fuer(werner)    = arnulf_GmbH, 
    tochterunt_von(arnulf_GmbH)  = bruederich_AG). 
Der Ausdruck  
 Tochterunt_von(Arbeitet_fuer(Verheiratet_mit(x))) 
liefert bei Belegung der Variablen x∈VARPerson durch belPerson(x)=sabine mit 
sabine∈OBperson das Objekt bruederich_AG∈OBUnternehmen. Das Vorgehen zur Ermitt-
lung des Pfades ist durch die folgende Tabelle gegeben: 
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Rekursions-
stufe  Terme Individuen 
Stufe 0 
x∈TERMPerson 
mit x∈VARPerson 
und VARperson⊆TERMPerson 
ITPerson(x)=belPerson(x) 
=sabine∈OBPerson 
Stufe 1 (Verheiratet_mit(x))∈TERMPerson 
verheiratet_mit(sabine) 
=hans∈OBPerson 
Stufe 2 
(Arbeitet_fuer(y))∈TermUnternehmen 
mit (y=Verheiratet_mit(x))∈TERMPerson 
arbeitet_fuer(hans) 
=arnulf_GmbH∈OBUnternehmen 
Stufe 3 
(Tochterunt__von(z))∈TERMUnternehmen  
mit (z=Arbeitet_fuer(y))∈TERMUnternehmen  
und (y=Verheiratet_mit(Sabine))∈TERMPerson 
tochterunt_von(arnulf_GmbH) 
=bruederich_AG∈OBUnternehmen 
Tabelle 4: Rekursive Konstruktion und Auswertung von Termen 
In der Tabelle 4 ist exemplarisch aufgezeigt, wie das „endgültige“ Individuum 
bruederich_AG aus der konzeptspezifischen Objektmenge OBUnternehmen ermittelt werden 
kann. Die Unterscheidung zwischen der Spalte „Terme“ und der Spalte „Individuen“ 
spiegelt die konsequente Unterscheidung zwischen den rein syntaktisch definierten Ter-
men über der ontologischen Signatur SIGOS und den semantisch motivierten Individuen 
aus der SIGOS-Struktur ASIGOS wider. Während die erstgenannte Menge lediglich „ab-
strakte“ Ausdrücke beinhaltet, umfasst die zweitgenannte Menge „konkrete“ formale 
Objekte aus Objektmengen und ebenso „konkrete“ Operationen auf den formalen Ob-
jekten.  
Eine letzte bemerkenswerte Eigenschaft weist die Auswertung ontologischer Terme be-
züglich mengenwertiger Terme auf. Mengenwertige Terme werden auch stets zu men-
genwertigen Individuen ausgewertet. Das muss genau dann der Fall sein, wenn das 
Konzept k, dem eine konzeptspezifische Termauswertungsfunktion ITk zugeordnet ist, 
selbst mengenwertig ist.1) Mengenwertige Individuen sind wiederum stets selbst Men-
gen, so dass die Auswertung eines mengenwertigen Terms zu einer Menge führen muss. 
Beispielsweise muss ein Term t aus einer konzeptspezifischen Menge TERMk mengen-
wertiger Terme für das Konzept k mit k∈KMW zu einem mengenwertigen Individuum 
ITk(t)=obu={obu1,...,obun} führen. Ein Term t aus einer konzeptspezifischen Menge 
TERMk einwertiger Terme mit k∈KEW muss hingegen zu einem einwertigen Indivi-
duum ITk(t)=obu ausgewertet werden. 
                                                 
1) Auf diese Eigenschaft mengenwertiger Individuen wurde zuvor hingewiesen. Er wird in Abschnitt 
3.1.3.2.1.1 weiter vertieft. Für Aspekte der Auswertung mengenwertiger Terme reichen allerdings 
die bisherigen Ausführungen aus. 
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3.1.3.1.2.2 Auswertung von ontologischen Formeln 
Für die vollständige Zusammenführung ontologischer Signaturen und SIGOS-Strukturen 
wird schließlich die Auswertung von ontologischen Formeln benötigt. Formeln sind ne-
ben Termen die zweite Ausdrucksart, die mit den Ausdrucksmitteln einer ontologischen 
Signatur SIGOS konstruiert werden kann. Wenn die Terme in den Argumenten atomarer 
Formeln mit Hilfe konzeptspezifischer Termauswertungsfunktionen aus der Familie 
ITFOS zu Individuen ausgewertet sind, können sowohl atomare als auch zusammenge-
setzte Formeln über ontologischen Signaturen zu Wahrheitswerten ausgewertet werden. 
Das Prinzip zur Auswertung ontologischer Formeln deckt sich mit dem Prinzip zur 
Auswertung sortierter Formeln. Um die Bestätigung einer ontologischen Formel 
F∈FORMSIGOS unter einer Familie belfOS konzeptspezifischer Variablenbelegungen aus-
drücken zu können, wird die Modellrelation B verwendet:  
(ASIGOS,belfOS) B F 
Dabei ist die Modellrelation B für Formeln über ontologischen Signaturen wie folgt de-
finiert: 
(1.) (ASIGOS,belfOS) B w gilt für jedes Tupel (ASIGOS,belfOS), 
(2.) (ASIGOS,belfOS) B f gilt für kein Tupel (ASIGOS,belfOS) , 
(3.) (ASIGOS,belfOS) B Rj(t1,...,tn) ⇔   (ITk1(t1),...,ITkn(tn))∈rj, 
(4.) (ASIGOS,belfOS) B ¬F ⇔   (ASIGOS,belfOS) H F , 
(5.) (ASIGOS,belfOS) B F1 ∧ F2 ⇔   (ASIGOS,belfOS) B F1 
   und (ASIGOS,belfOS) B F2, 
(6.) (ASIGOS,belfOS) B F1 ∨ F2 ⇔  (ASIGOS,belfOS) B F1 
   oder (ASIGOS,belfOS) B F2, 
(7.) (ASIGOS,belfOS) B F1 ∨ F2 ⇔  entweder (ASIGOS,belfOS) B F1 
   oder (ASIGOS,belfOS) B F2, 
(8.) (ASIGOS,belfOS) B F1 → F2 ⇔  (ASIGOS,belfOS) H F1)  
   oder (ASIGOS,belfOS) B F2, 
(9.) (ASIGOS,belfOS) B F1 ↔ F2 ⇔  (ASIGOS,belfOS) B F1 → F2 
   und (ASIGOS,belfOS) B F2 → F1, 
(10.) (ASIGOS,belfOS) B ∀x: F ⇔  (ASIGOS,belfOS[x/obu]) B F  
   für alle obu∈OBk, 
(11.) (ASIGOS,belfOS) B ∃x: F ⇔  (ASIGOS,belfOS[x/obu]) B F  
   für mindestens ein obu∈OBk und 
(12.) (ASIGOS,belfOS) B ∃x: F ⇔  (ASIGOS,belfOS[x/obu]) B F  
   für genau ein obu∈OBk. 
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Eine ontologische Formel F∈FORMSIGOS wird als gültig in der SIGOS-Struktur ASIGOS 
bezeichnet, wenn F durch jede Familie belfOS konzeptspezifischer Variablenbelegungen 
in ASIGOS bestätigt wird. Verkürzt wird hierfür  
ASIGOS B F 
geschrieben. Entsprechend wird die SIGOS-Struktur ASIGOS als Modell der ontologischen 
Formel F bezeichnet. 
Die Vorgehensweise wird analog auf Formelmengen ausgeweitet. Demnach wird eine 
Formelmenge FM⊆FORMSIGOS mit FM={F1,...,Fx} durch eine Familie belfOS von kon-
zeptspezifischen Variablenbelegungsfunktionen in einer SIGOS-Struktur ASIGOS bestätigt, 
wenn die Formel F1∧...∧Fx durch belfOS in SIGOS bestätigt wird. Hierfür wird die fol-
gende Schreibweise verwendet: 
(ASIGOS,belfOS) B FM 
mit FM⊆FORMSIGOS, und FM={F1,...,Fx} genau dann, wenn gilt: 
(ASIGOS,belfOS) B F1∧...∧Fx. 
Die Menge FM⊆FORMSIGOS ontologischer Formeln ist genau dann in einer SIGOS-
Struktur ASIGOS gültig, wenn die Formel F1∧...∧Fx in ASIGOS gültig ist: 
ASIGOS B FM 
mit FM⊆FORMSIGOS und FM={F1,...,Fx} genau dann, wenn gilt: 
ASIGOS B F1∧...∧Fx. 
Die SIGOS-Struktur ASIGOS wird in diesem Fall als Modell der Menge FM ontologischer 
Formeln bezeichnet.  
Mit der Funktion MODOS kann die Menge aller SIGOS-Strukturen bestimmt werden, in 
denen eine ontologische Formel gültig ist. Die Menge MODOS zu einer ontologischen 
Formel F∈FORMSIGOS umfasst alle SIGOS-Strukturen, die Modelle von F sind: 
MODOS: FORMSIGOS → pot(A(SIGOS)) 
mit MODOS(F) = {ASIGOS | ASIGOS B F}. 
Die Menge MODOS(FM) aller Modelle zu einer Formelmenge FM ⊆ FORMSIGOS mit 
FM={F1,...,Fx} entspricht: 
MODOS(FM) = {ASIGOS | (ASIGOS B (F1 ∧...∧ Fx))} 
und somit MODOS(FM)=MODSS(F1∧...∧Fx). 
Die Begriffe der Erfüllbarkeit, Allgemeingültigkeit und Widersprüchlichkeit können – 
analog zu Formeln über konventionellen und sortierten Signaturen – zur Charakterisie-
rung von Formeln über ontologischen Signaturen beibehalten werden. Eine ontologi-
sche Formel F∈FORMSIGOS ist genau dann erfüllbar, wenn es mindestens eine SIGOS-
Struktur ASIGOS und mindestens eine Familie belfOS konzeptspezifischer Variablenbele-
gungen gibt, so dass F in ASIGOS durch belfOS bestätigt wird. Eine Formelmenge 
FM⊆FORMSIGOS wird entsprechend genau dann als erfüllbar bezeichnet, wenn es min-
destens eine SIGOS-Struktur ASIGOS gibt, in der die Konjunktion F1∧...∧FX aller ontolo-
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gischen Formeln F∈FM von mindestens einer Familie belfOS konzeptspezifischer Vari-
ablenbelegungen bestätigt wird. 
Eine ontologische Formel F∈FORMSIGOS ist genau dann allgemeingültig oder tautolo-
gisch, wenn sie in jeder SIGOS-Struktur gültig ist. Die Menge MODOS(F) aller Modelle 
einer tautologischen ontologischen Formel F∈FORMSIGOS stimmt mit der Menge 
A(SIGOS) aller SIGOSOS-Strukturen zu der ontologischen Signatur SIGOS überein. Eine 
Formelmenge FM ist genau dann tautologisch, wenn die Konjunktion F1∧...∧FX aller 
ontologischen Formeln Fx∈FM mit x=1,...,X allgemeingültig ist. 
Eine ontologische Formel F∈FORMSIGOS ist genau dann widersprüchlich oder kontra-
diktorisch, wenn keine SIGOS-Struktur ASIGOS und keine Familie belfOS konzeptspezifi-
scher Variablenbelegungsfunktionen existieren, so dass F durch belfOS in ASIGOS bestä-
tigt wird. Die Modellmenge MODOS(F) einer widersprüchlichen ontologischen Formel 
F ist somit leer. Darüber hinaus ist eine Menge FM={F1,...,Fx} ontologischer Formeln 
genau dann widersprüchlich, wenn die konjunktive Verknüpfung F1∧...∧Fx aller For-
meln aus FM widersprüchlich ist. Zu beachten ist hierbei, dass eine Formelmenge 
FM⊆FORMSIGOS bereits dann widersprüchlich ist, wenn es mindestens eine ontologi-
sche Formel F∈FM gibt, die widersprüchlich ist. Unabhängig von der Erfüllbarkeit der 
restlichen ontologischen Formeln FM\{F} kann es nämlich keine SIGOS-Struktur ASIGOS 
geben, in der die Formelmenge FM gültig ist, da die ontologische Formel F alle in Frage 
kommenden SIGOS-Strukturen aufgrund ihrer Widersprüchlichkeit ausschließt.  
Da der Begriff der Widersprüchlichkeit in einem späteren Kontext zur Kennzeichnung 
zulässiger Formeln gebraucht wird, wird die Menge 
KODSIGOS ⊂ FORMSIGOS 
eingeführt. Die Menge KODSIGOS umfasst alle widersprüchlichen Formeln über einer on-
tologischen Signatur SIGOS. Sie ist eine echte Teilmenge der Menge FORMSIGOS aller 
ontologischen Formeln über der Signatur SIGOS, da in FORMSIGOS u.a. tautologische 
Formeln – wie z.B. die Formel w – enthalten sind, die in jeder SIGOS-Struktur gültig 
sind. 
Die Menge  
KODMSIGOS ⊂ pot(FORMSIGOS) 
umfasst hingegen alle Mengen von Formeln über einer ontologischen Signatur SIGOS, 
die widersprüchlich sind. Somit gilt für jedes Element FM∈KODMSIGOS mit 
FM={F1,...,Fx}, dass keine SIGOS-Struktur ASIGOS und keine Familie belfOS konzeptspe-
zifischer Variablenbelegungen existieren, so dass die Formel F1∧...∧Fx durch belfOS in 
ASIGOS bestätigt wird.  
Die Auswertung ontologischer Formeln unterscheidet sich formal nicht von der Aus-
wertung konventioneller oder sortierter Formeln. Sämtliche Auswertungsverfahren sind 
über der induktiven Grammatik zur Konstruktion der jeweiligen Formelart definiert. 
Ein wesentlicher Unterschied liegt in der Eigenart ontologischer Formeln, in ihren Ar-
gumenten auch mengenwertige Terme erfassen zu können. Dabei handelt es sich um 
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solche Terme, deren extensionale Interpretation eine Menge formaler Objekte ist.1) Je-
dem Term t∈TERMk mit k∈KMW wird durch eine konzeptspezifische Termauswer-
tungsfunktion ITk statt eines einwertigen formalen Objektes, das nicht weiter in „ele-
mentare“ Bestandteile unterteilt werden kann (Skalar), ein solches formales Objekt 
ob∈OBk zugeordnet, das selbst eine Menge ist. In der Mengenfamilie OBFOS aus einer 
SIGOS-Struktur ASIGOS zu einer ontologischen Signatur SIGOS sind nämlich auch solche 
konzeptspezifischen Objektmengen OBkx,...,OBky∈OBFOS enthalten, die Mengen von 
Skalaren umfassen. Entsprechend können in einer Relation r∈RF aus einer SIGOS-
Struktur ASIGOS auch solche Objekttupel (ob1,...,obn) enthalten sein, bei denen die forma-
len Objekte ob1,...,obn Mengen sind. 
Mit den Ausdrucksmitteln einer ontologischen Signatur SIGOS können z.B. auch atoma-
re ontologische Formeln der Art F=Rj(t1,...,tx,...,tn) konstruiert werden, bei denen nur2) 
der Term tx∈MTk mengenwertig ist. Solche atomaren Formeln sind genau dann in einer 
SIGOS-Struktur ASIGOS gültig, wenn sie durch jede Familie belfOS konzeptspezifischer 
Variablenbelegungen in ASIGOS bestätigt werden. Damit die atomare Formel F in einer 
SIGOS-Struktur ASIGOS gültig sein kann, muss in der SIGOS-Struktur ASIGOS 
(ob1,...,obx,...,obn)∈rj 
mit ITki(ti)=obi 
für alle i=1,...,x,...,n mit x,n∈N+ und 1≤x≤n 
gelten. Da die Auswertung mengenwertiger Terme auch immer zu mengenwertigen In-
dividuen führt, ist auch das Individuum ITkx(tx)=obx mengenwertig. Es kann beispiels-
weise gelten obx={obx1,...,obxm}. Das Tupel (ob1,...,obx,...,obn) wäre in diesem Fall äqui-
valent zu dem Tupel (ob1,...,{obx1,...,obxm},...,obn). Die atomare ontologische Formel 
Rj(t1,...,tx,...,tn) ist also in diesem Fall gültig in einer SIGOS-Struktur ASIGOS, wenn in der 
Relation rj das Objekttupel 
(ob1,...,{obx1,...,obxm},...,obn) 
enthalten ist. 
Da mengenwertige Terme weder für konventionelle noch für sortierte Signaturen zuläs-
sig sind, können mit deren Ausdrucksmitteln auch keine Formeln mit mengenwertigen 
Termen im Argument konstruiert werden. Entsprechend dem Ausschluss solcher For-
meln in konventionellen und sortierten Signaturen, braucht weder bei der Auswertung 
von konventionellen noch bei der Auswertung sortierter Formeln ein solcher Fall be-
rücksichtigt zu werden. Im Fall ontologischer Formeln kann es hingegen durchaus sein, 
dass Formeln mit mengenwertigen Termen im Argument ausgewertet werden müssen. 
Für solche Konstruktionen sind die o.a. Besonderheiten zu berücksichtigen.  
                                                 
1) Vgl. Abschnitt 3.1.3.1.2.1.  
2) Aus Gründen der Einfachheit wird lediglich der Fall betrachtet, bei dem nur der Term tx und somit 
auch das formale Objekt ITk.x(tx)=obx mengenwertig sind. Von den restlichen Termen im Argument 
der atomaren Formel Rj(t1,...,tx,...,tn) sei angenommen, dass sie einwertig sind.  
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3.1.3.2 Aspekte der intensionalen Semantik 
ontologischer Signaturen 
3.1.3.2.1 Objektsprachliche Ausdrucksmittel 
3.1.3.2.1.1 Konzepte 
Als objektsprachliche Ausdrucksmittel sind in einer ontologischen Signatur SIGOS Kon-
zepte, Operationssymbole und Relationssymbole enthalten. Neben ihrer extensionalen 
Interpretation können den objektsprachlichen Ausdrucksmitteln aus SIGOS auch intensi-
onale Interpretationen zugeordnet werden. Dies ist insbesondere für Konzepte von Inte-
resse, da sie das zentrale Modellierungsprimitiv in ontologischen Signaturen sind. Kon-
zepte können in zweifacher Weise charakterisiert werden.  
In ihrer formalen Charakterisierung werden Konzepte zunächst dazu verwendet, die 
Operations- und Relationssymbole aus einer ontologischen Signatur SIGOS zu typisie-
ren. Diese Typisierungen werden bei der Konstruktion von Termen und Formeln über 
SIGOS berücksichtigt. Hinsichtlich dieses Punktes entsprechen Konzepte den Sorten aus 
sortierten Signaturen. 
Sowohl Sorten als auch Konzepte werden darüber hinaus dazu verwendet, die signatur-
spezifischen Term- und Objektfamilien zu strukturieren. Sowohl die Mitglieder der 
Term- als auch die Mitglieder der Objektfamilien werden nämlich Sorten oder Konzep-
ten zugeordnet. Dadurch heben sich beide Konstrukte von der konventionellen Prädika-
tenlogik ab. In der konventionellen Prädikatenlogik ist weder die Menge TERMSIGKS al-
ler Terme über einer konventionellen Signatur SIGKS noch das prädikatenlogische Uni-
versum OB strukturiert.  
Schließlich sind sowohl für Sorten als auch für Konzepte jeweils Extensionen vorgese-
hen, mit denen ihre formale Semantik festgelegt wird. Sorten werden durch die Interpre-
tationsfunktion IS auf sortenspezifische Objektmengen abgebildet. Die jeweilige Ob-
jektmenge OBs entspricht der Extension der Sorte s. Konzepte werden durch die Inter-
pretationsfunktion IK auf konzeptspezifische Objektmengen OBk abgebildet. Entspre-
chend werden die konzeptspezifischen Objektmengen als die Extensionen der jeweili-
gen Konzepte bezeichnet. 
Aus formaler Sichtweise können somit zwischen Sorten und Konzepten keine wesentli-
chen Unterschiede ausgemacht werden. Dennoch wird als Unterschied zwischen Sorten 
und Konzepten aufgeführt, dass Erstgenannte nicht in den Argumenten von metasprach-
lichen Konstrukten vorkommen dürfen.1) Dadurch seien beispielsweise metasprachliche 
Strukturierungen der Sortenmenge S im Gegensatz zur Konzeptmenge K nicht möglich. 
Einer solchen Unterscheidung kann allerdings aus zwei Gründen nicht gefolgt werden. 
Erstens ist die metasprachliche Strukturierbarkeit keine Eigenart von Konzepten selbst, 
                                                 
1) Vgl. MAIER (1993), S. 37 ff. 
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sondern eine Eigenart der metasprachlichen Strukturierungsrelationen. Somit kann nicht 
exklusiv für Konzepte der Anspruch der Strukturierbarkeit geltend gemacht werden. 
Zweitens werden auch im Rahmen der geordneten sortierten Prädikatenlogik (order sor-
ted logic) binäre Relationen definiert, mit denen Unter- und Überordnungsbeziehungen 
zwischen Sorten ausgedrückt werden können.1) Zwar wird die Strukturierung in der Re-
gel lediglich auf eine metasprachliche Relation eingeschränkt, die in ihren wesentlichen 
Eigenschaften der Subkonzeptrelation  entspricht, allerdings existieren auch Ansätze, 
in denen darüber hinausgehende metasprachliche Strukturierungen vorgenommen wer-
den können.2)  
Um die Unterschiede zwischen Sorten und Konzepten in ihren materialen Charakteri-
sierungen zu beleuchten, muss die oftmals homonyme Verwendung der Bezeichnung 
Konzept aufgelöst werden. Als Konzepte kommen mentale Konzepte einerseits und 
sprachliche Konzepte andererseits in Frage. Bei mentalen Konzepten handelt es sich um 
Denkeinheiten, mit denen Akteure ihre realweltlichen Wahrnehmungen oder Vorstel-
lungen strukturieren.3) Sprachliche Konzepte sind hingegen formalsprachliche Bezeich-
ner, mit denen mentale Konzepte referenziert werden können. In der bisherigen Ver-
wendung der Bezeichnung Konzept wurden mentale Konzepte nicht thematisiert, son-
dern nur sprachliche Konzepte berücksichtigt. Auch im weiteren Verlauf wird stets auf 
sprachliche Konzepte Bezug genommen, wenn die Zusätze sprachlich und mental feh-
len. 
Durch den Umstand, dass es sich bei sprachlichen Konzepten um sprachliche Konstruk-
te handelt, wird nicht ausgeschlossen, dass es sich bei mentalen Konzepten auch um 
sprachliche Konstrukte handeln kann. Würde der Ausschluss sprachlicher Konstrukte 
als Denkeinheiten zugelassen, müsste angenommen werden, dass sprachunabhängiges 
Denken möglich sei. Diese Sichtweise wird allerdings seit längerem überwiegend abge-
lehnt4). Zudem wurde in dem wissenschaftstheoretischen Rahmen der vorliegenden Ar-
beit eine dazu entgegengesetzte Position eingenommen.5) Somit wird für die vorliegen-
                                                 
1) Vgl. BEIERLE ET AL. (1993), S. 179 ff.; GOGUEN/MESEGUER (1992), S. 217 ff.; HATZILY-
GEROUDIS/REICHGELT (1997), S. 256 ff.; MÜLLER (1999), S. 11 ff.; SCHMIDT-SCHAUß (1989), S. 13 
ff.; SMOLKA (1989), S. 53 ff. 
2) Vgl. KANEIWA (2001), S. 25 ff.; KANEIWA (2004), S. 158 ff.  
3) Vgl. BUDIN (1996), S. 43; LÖBNER (2003), S. 257; SOWA (1984), S. 39.  
4) Von den jüngeren Ausarbeitungen wird diese Position – die auch als linguistic turn bekannt gewor-
den ist– insbesondere von WHORF vertreten; vgl. WHORF (2003), S. 11 ff. Eine abgeschwächte Form 
des linguistischen Determinismus nach WHORF findet sich beim CHOMSKY-Schüler PINKER unter der 
Bezeichnung linguistische Relativität; vgl. PINKER (1996), S. 67 ff. Während der erstgenannten Posi-
tion zufolge die Denkkategorien durch Sprache erschlossen werden, wird nach der zweitgenannten 
Position lediglich die Ansicht vertreten, dass Unterschiede in Sprachen auch Unterschiede in den 
Gedanken der Sprecher bewirken. Für die vorliegende Arbeit wird von der erstgenannten Position 
ausgegangen. 
5) Vgl. Abschnitt 2.1.1.  
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de Arbeit davon ausgegangen, dass Denken stets in einer Sprache stattfindet und somit 
durch die Ausdrucksmöglichkeiten einer Sprache potenzielle Denkinhalte bestimmt 
werden. Sprache wird somit nicht nur darauf reduziert, Instrument der Kommunikation 
von Gedanken zu sein. Vielmehr ist Sprache entsprechend dieser Sichtweise ein Instru-
ment der Konstruktion von Gedanken. Unbestimmt bleibt allerdings hierbei, in welcher 
Sprache und in welcher Art von Sprache die mentale Konstruktionsleistung erfolgt. Der 
Verfasser sieht sich der Position verpflichtet, eine natürlichsprachliche Konzeptualisie-
rung anzunehmen. Dadurch wird allen Positionen widersprochen, denen zufolge das Er-
gebnis eines Konzeptualisierungsprozesses ein formalsprachliches Konstrukt ist. Würde 
nämlich die Zulässigkeit formalsprachlicher Konzeptualisierungen erlaubt werden, so 
könnte der Prozess der Konstruktion einer Ontologie auf die triviale Übersetzung von 
einem formalsprachlichen Begriffssystem in ein anderes formalsprachliches Begriffsys-
tem reduziert werden.1)  
Mentale Konzepte werden somit in einer internen Repräsentationssprache des Akteurs 
ausgedrückt.2) Mit Hilfe seiner mentalen Konzepte ist es einem Akteur möglich, ein 
wiederum mentales oder inneres Modell einer realen oder gedachten Situation zu kon-
struieren.3) Dieses mentale Modell des Akteurs ist allerdings für Kommunikationspro-
zesse mit anderen Akteuren nicht geeignet, da es Ergebnis einer introvertierten Kogniti-
onsleistung des Akteurs ist.4) Erst mit sprachlichen Konzepten ist es dem Akteur mög-
lich, seine mentalen Konzepte anderen Akteuren mitzuteilen.  
Sprachliche Konzepte sind mentalen Konzepten zugeordnet. Damit keine mehrdeutige 
Zuordnung von sprachlichen Konzepten durch die an der Ontologiekonstruktion und  
-verwendung beteiligten Akteure erfolgen kann, müssen sich die Akteure zuvor darüber 
geeinigt haben, welches sprachliche Konzept für welches mentale Konzept steht. Durch 
einen solchen Einigungsprozess wird eine eineindeutige Zuordnung konstruiert, die je-
dem sprachlichen Konzept kn genau ein mentales Konzept zuordnet und umgekehrt. Sie 
entspricht der denotationalen Interpretation von sprachlichen Konzepten durch mentale 
Konzepte. Dieser Zusammenhang wird in der Abbildung 4 illustriert. 
                                                 
1) Vgl. ZELEWSKI (2005).  
2) Vgl. HERRMANN ET AL. (1996), S. 121 ff.; JOHNSON-LAIRD (1983), S. 205 ff.; STACHOWIAK (1973), 
S. 207 ff. 
3) Zur Konstruktion mentaler oder innerer Modelle vgl. JOHNSON-LAIRD (1983), S. 126 ff.; 
SCHMID/KINDSMÜLLER (1996), S. 285 f.; SCHÜTTE (1998), S. 60 ff.; SOWA (1984), S. 2, 27 u. 354; 
ZELEWSKI (1995), Bd. 2, S. 15 ff. 
4) Vgl. ZELEWSKI (1995), Bd. 2, S. 15. Gleichwohl sind die mentalen Modelle Voraussetzung für die 
Kommunikation zwischen Akteuren; vgl. RAPAPORT (2003), S. 402; STACHOWIAK (1973), S. 208.  
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Abbildung 4: Ontologische Spezifikation mentaler Konzepte 
Mit der Verwendung einer von mehreren Akteuren geteilten Ontologie wird stets auf ei-
nen mentalen Konzeptualisierungsausschnitt Bezug genommen, auf den sich alle betei-
ligten Akteure geeinigt haben. Ontologiegestützte Modelle korrespondieren mit den 
mentalen Modellen der beteiligten Akteure, da für die Konstruktion der Erstgenannten 
sprachliche Konzepte verwendet werden, die in einer eineindeutigen Beziehung zu den 
mentalen Konzepten stehen, mit denen die beteiligten Akteure ihre internen Modelle 
konstruieren. 
Im Gegensatz zu mentalen Konzepten sind sprachliche Konzepte Konstrukte aus einem 
formalsprachlichen Alphabet ALPHOS, über dem objektsprachliche Ausdrücke kon-
struiert werden können. Ihre denotationale Interpretation durch mentale Konzepte ist al-
lerdings keine Eigenart der sprachlichen Konzepte, sondern Ergebnis des Einigungspro-
zesses der an der Ontologiekonstruktion und -verwendung beteiligten Akteure. Aus die-
sem Grund können auch aus materialer Sichtweise zwischen Sorten aus einer sortierten 
Signatur SIGSS und sprachlichen Konzepten aus einer ontologischen Signatur SIGOS 
keine Unterschiede ausgemacht werden, denn es kann nicht ausgeschlossen werden, 
dass auch Sorten aufgrund eines Einigungsprozesses der beteiligten Akteure mit menta-
len Konzepten korrespondieren. 
Aufgrund der sowohl formalen als auch materialen Ununterscheidbarkeit von Sorten 
und sprachlichen Konzepten werden daher im Folgenden die Bezeichnungen „Sorte“ 
und „sprachliches Konzept“ synonym verwendet. Trotz der Synonymie der beiden Be-
zeichner wird allerdings – ihren vorherrschenden Verwendungen folgend – bevorzugt, 
von „Sorten“ dann zu sprechen, wenn Strukturierungseinheiten aus einer sortierten Sig-
natur SIGSS gemeint sind. Die Bezeichnung „Konzept“ wird hingegen für die Struktu-
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rierungseinheiten aus einer ontologischen Signatur SIGOS reserviert. Darüber hinaus 
wird im Folgenden – wie auch im bisherigen Verlauf – auf den Zusatz „sprachliche“ 
verzichtet. Wenn die Bezeichnung „Konzept“ ohne Zusatz verwendet wird, sind immer 
sprachliche Konzepte gemeint.  
Die intensionale Semantik von Konzepten wird durch ihre Klassifikation näher be-
stimmt. Zu diesem Zweck erfolgen Klassifikationen bezüglich zweier Kriterien. Zum 
einen werden die Konzepte hinsichtlich ihrer Wertigkeit klassifiziert. Auf diese Klassi-
fikationsmöglichkeit wurde durch die Unterscheidung zwischen den Konzeptmengen 
KEW und KMW hingewiesen. Zum anderen werden Konzepte mit Instanzen, die denotati-
onal durch reale Objekte interpretiert werden können, von Konzepten unterschieden, de-
ren Instanzen selbstreferenziell sind. Formale Objekte die zu dieser letztgenannten Kon-
zeptmenge gehören, sind beispielsweise Zeichenketten oder Zahlen. Sie werden von der 
Menge aller Datenkonzepte umfasst. Bei Konzepten, deren Instanzen reale Objekte re-
präsentieren können, handelt es sich um Domänenkonzepte. Während Domänenkonzep-
te dazu dienen, die Begrifflichkeiten aus der Domäne, die es zu modellieren gilt, zu rep-
räsentieren, sind Datenkonzepte dazu da, jene Begrifflichkeiten zu spezifizieren, die zur 
Beschreibung primitiver Datenmengen benötigt werden.  
Die Menge KDT umfasst alle1) Datenkonzepte aus einer ontologischen Signatur SIGOS. 
Die dazu komplementäre Menge K\KDT umfasst alle Domänenkonzepte. Dabei ist nicht 
ausgeschlossen, dass die Menge K\KDT der Domänenkonzepte leer ist. In diesem Fall 
beinhaltet die ontologische Signatur SIGOS nur Datenkonzepte und die zugehörigen 
mengenwertigen Konzepte. 
Die Menge K aller Konzepte setzt sich aus den zueinander disjunkten Mengen KEW aller 
einwertigen Konzepte, der Menge KMW aller mengenwertigen Konzepte und den beiden 
ausgezeichneten Konzepten F und ⊥ zusammen: 
K=KEW ∪ KMW ∪ {F,⊥},  
mit KEW ∩ KMW=∅ 
und KDT ⊆ KEW. 
Während die einwertigen Konzepte aus der Menge KEW als originäre Konzepte charak-
terisiert werden können, sind die mengenwertigen Konzepte aus der Menge KMW deri-
vative Konzepte. Sie werden von den originären Konzepten aus der Menge KEW abge-
                                                 
1) Bei der Konstruktion von Ontologien ist es üblich, nicht alle deskriptiven Symbole in einer Ontolo-
gie zu spezifizieren. Ontologien verfügen nämlich über die bemerkenswerte Eigenschaft der Refe-
renzierbarkeit. Deskriptive Symbole, die benötigt werden und deren Spezifikationen aus einer öf-
fentlich zugänglichen anderen Ontologie bekannt sind, können über ihre eindeutigen Identifikatoren 
wiederverwendet werden. Hierfür wird der Namensraum verwendet, der von XML-gestützten Onto-
logie-Sprachen zumeist unterstützt wird. Somit müssen nicht in jeder Ontologie die deskriptiven 
Symbole spezifiziert werden, die nicht von zentralem Interesse sind. Beispielsweise kann auf die 
reichhaltigen Spezifikationen aus Ontolingua-Ontologien referenziert werden, in denen u.a. auch Da-
tenkonzepte spezifiziert sind; vgl. GRUBER (1993), S. 202 ff. Von diesen – für die Praxis zweifellos 
sehr nützlichen – Eigenarten von Ontologie-Sprachen wird allerdings im Folgenden abgesehen.  
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leitet.1) Die mengenwertigen Konzepte sind als Bilder der einwertigen Konzepte ent-
sprechend der partiellen Mengenfunktion MEN bestimmt und sind somit derivativ kon-
struiert. 
Die Extensionen der Konzepte aus der Menge KDT sind in jeder SIGOS-Struktur ASIGOS 
identisch. In der Tabelle 5 ist ein Überblick über die Extensionen zu Konzepten aus KDT 
und jeweils zugehörige natürlichsprachliche Erklärungen gegeben. 
kn∈KDT IK(kn)=OBkn natürlichsprachliche Erklärung 
Natural OBNatural=N Menge der natürlichen Zahlen 
Integer OBInteger=Z Menge der ganzen Zahlen 
Integerpos OBIntpos=Z+=N+ Menge der positiven ganzen Zahlen 
Integerneg OBIntneg=Z- Menge der negativen ganzen Zahlen 
Real OBReal=R Menge der reellen Zahlen 
Realpos OBRealpos=R+ Menge der positiven reellen Zahlen 
Realneg OBRealneg=R- Menge der negativen reellen Zahlen 
Bool OBBool={true,false} 
Menge der  
Wahrheitswerte 
Char OBChar={0,1,...,9,a,b,...,z,...} Menge der Zeichen 
String OBString=OBChar* Menge der Zeichenketten 
Tabelle 5: Extensionale Interpretation von Datenkonzepten 
Konzepte aus KDT werden mit Zahlenmengen, der Menge von Wahrheitswerten oder 
den Mengen der Zeichen und Zeichenketten extensional interpretiert. Die konzeptspezi-
fischen Objektmengen, mit denen Datenkonzepte interpretiert werden, werden auch als 
primitive Datenmengen oder kurz Datenmengen bezeichnet.  
Für die Bestimmung der Menge OBString aller Zeichenketten wird die Menge OBChar 
vorausgesetzt. Sie ist definiert als die Menge: 
                                                 
1) Vgl. PATIG (2001), S. 65. 
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OBChar={0,1,...,9,a,b,...,z,A,B,...,Z,,,;,.,:,+,-,?,!,$,%;/,(,),=, ,}. 
Die Menge OBString umfasst wiederum alle formalen Objekte, die durch Verkettung 
formaler Objekte aus der Menge OBChar konstruiert werden können.1 Dies wird durch 
den Kleene-Stern (*) im Definiens festgelegt. Daher sind auch alle Elemente der Menge 
OBChar formale Objekte aus der konzeptspezifischen Objektmenge OBString.2) Über die 
Objekte aus der Menge OBChar hinaus beinhaltet die konzeptspezifische Objektmenge 
OBString auch alle möglichen Verkettungen der formalen Objekte, die in OBChar enthalten 
sind.  
Die Menge OBChar, die der Objektmenge OBString zugrunde liegt, ist streng von der 
Menge ALPHMETA zu trennen, die eine Komponente jeder ontologischen Signatur 
SIGOS ist. Während die Elemente der Menge OBChar formale Objekte sind, die in ihrer 
atomaren oder zusammengesetzten Form zur extensionalen Interpretation von Termen 
zum Konzept String herangezogen werden können, sind die Elemente der Menge 
ALPHMETA rein metasprachliche Konstrukte. Die Elemente der Menge ALPHMETA wer-
den in ihrer zusammengesetzten Form später zur metasprachlichen Bezeichnung und 
Definition von objektsprachlichen Konstrukten über einer ontologischen Signaturen 
SIGOS verwendet. Würden für die Zwecke, bei denen das Alphabet ALPHMETA benötigt 
wird, die Objektmengen OBChar und OBString verwendet, würde das eine – zumindest 
partielle – extensionale Interpretation einer ontologischen Signatur SIGOS voraussetzen. 
Demnach müssten für die Bezeichnung und Definition objektsprachlicher Konstrukte 
über SIGOS formale Objekte aus einer SIGOS-Struktur ASIGOS herangezogen werden. 
Auch wenn die Extensionen OBString und OBChar der Datenkonzepte String bzw. Char 
vollkommen invariant gegenüber Modellvariationen sind, läuft das dem Vorhaben zu-
wider, Ontologien ohne ihre extensionale Interpretation verwerten zu können. Daher 
wird das Alphabet ALPHMETA als eine Menge metasprachlicher Konstrukte sui generis 
betrachtet.  
Sowohl bei ein- als auch bei mengenwertigen Konzepten handelt es sich um sprachliche 
Konzepte. Mengenwertige Konzepte unterscheiden sich von einwertigen Konzepten da-
                                                 
1) Die Menge OBString umfasst auch das leere Wort λ, da OBChar* als Monoid definiert ist. λ ist das 
neutrale Element aus OBChar*. 
2) Dies wird im weiteren Verlauf mit Hilfe der Subkonzeptrelation  festgelegt.  
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durch, dass sie in ihren Extensionen Mengen von Skalaren umfassen.1) Denn jede In-
stanz obu∈OBk eines mengenwertigen Konzepts k∈KMW entspricht selbst stets einer 
Menge. Dabei ist die Menge KMW aller mengenwertigen Konzepte wie folgt definiert: 
KMW={MEN(k) | k∈KEW} 
mit MEN: KEW → KMW. 
Um zu verdeutlichen, dass ein mengenwertiges Konzept MEN(k) von einem bestimm-
ten einwertigen Konzept k abgeleitet ist, bieten sich verschiedene notationale Möglich-
keiten an. In der ersten Darstellung kann ein mengenwertiges Konzept MEN(k) zu ei-
nem einwertigen Konzept k∈KEW entsprechend der Funktionsvorschrift als MEN(k) de-
klariert werden. Demnach wird für MEN(k) kein „eigenes“ sprachliches Konzept er-
zeugt. Der Zugriff auf mengenwertige Konzepte erfolgt in diesem Fall nur über die 
Mengenfunktion MEN. Diese Darstellungsweise bietet sich an, wenn von Bedeutung 
ist, von welchem einwertigen Konzept k das mengenwertige Konzept MEN(k) abgelei-
tet ist. 
Bei der zweiten Darstellungsweise werden mengenwertige Konzepte als eigenständige 
sprachliche Konzepte deklariert. Auf mengenwertige Konzepte ist bei dieser Alternative 
der Zugriff ohne Bezug auf das jeweils zugrunde liegende einwertige Konzept möglich, 
von dem sie abgleitet wurden. Diese Darstellungsweise bietet sich an, wenn das einwer-
tige Konzept k1∈KEW, aus dem das mengenwertige Konzept k2 durch MEN(k1)=k2 her-
vorgeht, weniger von Relevanz ist. Beispielsweise kann für das mengenwertige Konzept 
MEN(Person), das aus dem einwertigen Konzept Person∈KEW abgeleitet ist, auch die 
Darstellungsweise „Personen“ mit Personen∈KMW und Personen=MEN(Person) ver-
wendet werden. 
Die erste Alternative hat gegenüber der zweiten Alternative zum einen den Vorteil, oh-
ne weitere Informationen auf die Wertigkeit eines beliebigen Konzepts schließen zu 
können. Aus der Schreibweise MEN(k) geht nämlich eindeutig hervor, dass es sich um 
                                                 
1) Für objektsprachliche Strukturierungseinheiten, die durch Mengen von Skalaren extensional inter-
pretiert werden müssen, sind bislang unterschiedliche Verfahren bekannt. Beispielsweise werden im 
Rahmen der sortierten Prädikatenlogik Mengensorten in sortierten Signaturen eingeführt, die durch 
listenartige Spezifikationen definiert werden. Diese Ausdrucksvariante kommt einer informations-
technischen Implementierung mit dem oft vorgegebenen Datentyp „Array“ am nächsten. Dafür wird 
in einer sortierten Signatur zunächst die leere Liste „[]“ als Konstantensymbol zu einer Mengensorte 
aufgeführt. Der Anschluss weiterer Terme an die Liste wird dann durch ein entsprechendes Operati-
onssymbol umgesetzt; vgl. z.B. MÜLLER (1999), S. 20:  
S: {s,men_s}; 
OPS: []  → men_s  
 anhaengen: s men_s → men_s.  
Die Listennotation wird teilweise auch zum Ausdrücken von Multimengen verwendet.  
Zu Vorgehensweisen mit Ähnlichkeiten zu der hier vorgestellten Vorgehensweise vgl. 
ABITEBOUL/GRUMBACH (1991), S. 8 ff.; DOVIER ET AL. (2000), S. 870 ff.; KUPER (1987), S. 13 ff.; 
KUPER (1988), S. 10 ff.  
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ein mengenwertiges Konzept handeln muss.1) Zum anderen wird bei dem Versuch, die 
sprachlichen Konzepte an den natürlichen Sprachgebrauch anlehnend zu vergeben, die 
Gefahr einer mehrfachen Vergabe vermindert. Eine solche mehrfache Vergabe wäre 
nämlich bei der zweiten Alternative dann der Fall, wenn die Singular-Notation für Kon-
zepte mit ihrer Plural-Notation übereinstimmt. Dies ist u.a. für solche Fälle von Rele-
vanz, in denen es im natürlichen Sprachgebrauch üblich ist, das mengenwertige Kon-
zept zu einem einwertigen Konzept mit dem gleichen Namen zu versehen. Beispiels-
weise würde das mengenwertige Konzept zum einwertigen Konzept Mitarbeiter auch 
Mitarbeiter lauten.  
Bei der Funktion MEN handelt es sich um eine partielle Funktion. Es wird nämlich 
nicht von jedem einwertigen Konzept k∈KEW ein mengenwertiges Konzept abgeleitet. 
Es wird nur dann von einem einwertigen Konzept k∈KEW ein mengenwertiges Konzept 
MEN(k)∈KMW abgeleitet, wenn es notwendig ist, im Modell auch Mengen von Indivi-
duen aus einer konzeptspezifischen Objektmenge zu berücksichtigen. Daher ist die 
Mächtigkeit |KMW| der Menge KMW maximal so groß wie die Mächtigkeit |KEW| der 
Menge KEW.  
Die Funktion MEN ist zudem injektiv. Jedes mengenwertige Konzept MEN(k)∈KMW ist 
nämlich das Bild von höchstens einem einwertigen Konzept k∈KEW. Somit gilt: 
∀kn1,kn2∈KEW, kn3∈KMW: (MEN(kn1)=kn3 ∧ MEN(kn2)=kn3)→ kn1=kn2. 
Es handelt sich ebenso um eine surjektive Funktion. Die Menge KMW stimmt nämlich 
mit der Bildmenge der Funktion MEN überein. Daher gilt: 
∀kn2∈KMW: ∃kn1∈KEW: MEN(kn1)=kn2. 
Somit handelt es sich bei MEN um eine partielle, bijektive Funktion. 
Für die intensionale Beschreibung eines mengenwertigen Konzepts MEN(kn)∈KMW 
wird auf die Intension des einwertigen Konzepts kn∈KEW zurückgegriffen, von dem es 
abgeleitet ist. Entsprechend der Verzahnung der Intensionen ein- und mengenwertiger 
Konzepte sind ihre Extensionen voneinander abhängig. Die extensionale Interpretation 
eines mengenwertigen Konzept MEN(kn)∈KMW erfolgt durch die konzeptspezifische 
Objektmenge: 
OBMEN(kn)={{ob11,...,ob1l(1)},...,{obU1,...,obUl(U)}}. 
Die Bestimmung der Mengen erfolgt über die Regel: 
∀kn∈KEW, MEN(kn)∈KMW: OBMEN(kn) = pot(OBkn) 
mit pot(OBkn)={TOB | TOB ⊆ OBkn}. 
Jedem mengenwertigen Konzept MEN(k)∈KMW wird die Menge 
                                                 
1) Das setzt wiederum voraus, das jedes Konzept nur als eine Folge formalsprachlicher Buchstaben 
spezifiziert werden darf, bei der nur der erste Buchstabe ein Großbuchstabe ist. Hierauf wurde be-
reits in Fn. 1 auf S. 154 hingewiesen. Darüber hinaus wird vereinbart, die Zeichenfolge MEN zu re-
servieren. Dadurch kann die Zeichenfolge MEN(k) kein einwertiges Konzept sein. 
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OBMEN(kn)=pot(OBkn) 
zugeordnet, wobei OBMEN(kn) die Potenzmenge der zugrunde gelegten Objektmenge 
OBkn ist.
1) Somit sind in allen Mitgliedern einer Extension OBMEN(kn) Individuen enthal-
ten, die auch in der Extension OBkn enthalten sein müssen. 
Das mengenwertige Konzept MEN(kn)∈KMW muss bei dieser ersten Variante extensio-
nal durch die Potenzmenge pot(OBkn) der Extension OBkn des einwertigen Konzepts 
kn∈KEW interpretiert werden. Wenn z.B. die Extension zu dem einwertigen Konzept 
kn∈KEW  
OBkn={ob1,ob2,ob3,ob4} 
ist, dann ist die Extension OBMEN(kn) des mengenwertigen Konzepts MEN(kn)∈KMW 
OBMEN(kn)= {∅, 
 {ob1,ob2,ob3,ob4}, 
 {ob1,ob2,ob3},{ob1,ob2,ob4},{ob1,ob3,ob4},{ob2,ob3,ob4}, 
 {ob1,ob2},{ob1,ob3},{ob2,ob3}, 
 {ob1,ob4},{ob2,ob4},{ob3,ob4}, 
 {ob1},{ob2},{ob3},{ob4}}. 
Der Zusammenhang ist in der Abbildung 5 illustriert. Die gerichteten Kanten in der Ab-
bildung repräsentieren jeweils die Teilmenge-von-Beziehung (⊆) zwischen einzelnen 
Teilmengen der Menge OBMEN(kn) 
 
{ob1,ob2,ob3,ob4}
{ob1,ob2,ob3} {ob1,ob2,ob4} {ob1,ob3,ob4} {ob2,ob3,ob4}
{ob1,ob2} {ob1,ob3} {ob2,ob3} {ob1,ob4} {ob2,ob4} {ob3,ob4}
{ob1} {ob2} {ob3} {ob4}
∅
 
Abbildung 5: Konstruktion von Potenzmengen 
                                                 
1) Vgl. KUPER (1987), S. 13.  
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Zu beachten ist bei dieser Variante, dass die Mächtigkeit |OBMEN(kn)| der Extension 
OBMEN(kn) eines mengenwertigen Konzepts MEN(kn)∈KMW im Verhältnis zur Mächtig-
keit |OBkn| der Extension OBkn des jeweils zugrunde liegenden einwertigen Konzepts 
kn∈KEW immer exponentiell ansteigt. Wenn nämlich |OBkn|=n gilt, dann gilt auch stets 
|OBMEN(k)|=2n. Bei einer „überschaubaren“ Extension OBkn ist dies weniger problema-
tisch. Weitaus schwieriger wird das hingegen, wenn beispielsweise die Extension OBkn 
20 Instanzen umfasst. In diesem Fall müsste die Extension OBMEN(kn) – inklusive der 
leeren Menge ∅ – bereits 1.048.576 Instanzen umfassen, wobei jede Instanz ein men-
genwertiges Individuum wäre. 
Um eine solche „explosionsartige“ Vergrößerung der Mächtigkeit von Extensionen zu 
mengenwertigen Konzepten zu vermeiden, kann die oben angegebene Formel zur Be-
stimmung der Extension umformuliert werden zu: 
∀kn∈KEW, MEN(kn)∈KMW: OBMEN(kn) ⊆ pot(OBkn) 
mit pot(OBkn)={TOB | TOB ⊆ OBkn}. 
Demnach muss die Extension OBMEN(kn) zu einem mengenwertigen Konzept MEN(kn) 
nicht mehr mit der Potenzmenge pot(OBkn) der Extension OBkn zu dem jeweils zugrun-
de liegenden einwertigen Konzept kn übereinstimmen. Die Extension OBMEN(kn) muss 
lediglich eine Teilmenge der Potenzmenge pot(OBkn) sein. Dadurch werden auch solche 
Mengen als Extensionen zu mengenwertigen Konzepten zugelassen, die nicht alle Teil-
mengen der Extension des einwertigen Konzepts als Mitglieder haben.  
Allerdings ist bei dieser zweiten Variante die Extension OBMEN(k) nicht eindeutig be-
stimmt. Es ist nur festgelegt, dass sie eine Teilmenge der Potenzmenge von OBk sein 
muss. Somit könnte die zweite Formulierung zur Bestimmung von mengenwertigen Ex-
tensionen lediglich als Integritätsbedingung verwendet werden. Eine SIGOS-Struktur 
ASIGOS wäre unzulässig bezüglich einer solchen Integritätsregel, wenn sie mindestens ei-
ne Extension OBMEN(kn) zu einem mengenwertigen Konzept MEN(kn) umfassen würde, 
die keine Teilmenge der Menge pot(OBkn) wäre. Bei der ersten Variante konnte hinge-
gen die Extension OBMEN(k) zu einem mengenwertigen Konzept MEN(k) eindeutig von 
der Extension OBk des jeweiligen einwertigen Konzepts k abgeleitet werden. In der fol-
genden Argumentation werden grundsätzlich beide Varianten zugelassen. Falls keine 
explizite Hervorhebung erfolgt, gilt stets die erste Variante zur Bestimmung der Exten-
sionen mengenwertiger Konzepte.  
Durch den Ausschluss von mengenwertigen Konzepten im Vorbereich der Funktion 
MEN können keine mengenwertigen Konzepte von wiederum mengenwertigen Konzep-
ten abgeleitet werden. Es können nur mengenwertige Konzepte von einwertigen Kon-
zepten abgeleitet werden. Würden nämlich auch solche mengenwertigen Konzepte zu-
gelassen, die von wiederum mengenwertigen Konzepten abgeleitet wären, müssten die 
Extensionen der erstgenannten Mengen sein, deren Elemente selbst auch Mengen sind. 
Ein solcher rekursiver Aufruf der Funktion MEN wird dadurch vermieden, dass nur 
mengenwertige Konzepte zu einwertigen Konzepten zugelassen werden.  
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Die formalen Objekte aus den Extensionen ein- und mengenwertiger Konzepte werden 
auch als ein- oder mengenwertige Individuen bezeichnet. Ein einwertiges oder skalares 
Individuum ist demnach ein formales Objekt obu aus der Menge OB, das selbst keine 
Menge ist. Mengenwertige Individuen sind hingegen solche formalen Objekte aus OB, 
die Mengen sind. Sie umfassen stets nur einwertige Individuen als Elemente. Mit der 
Zulässigkeit mengenwertiger Individuen in ihrer formalen Semantik wird für Ontolo-
gien eine Ausdrucksmächtigkeit erschlossen, die gängigen Modellierungssprachen in 
der Regel verwehrt bleibt. Üblicherweise wird nämlich eine Begrenzung der Strukturie-
rungshierarchie „nach unten“ derart vorgenommen, dass Individuen hierarchisch nur 
durch die „(Nicht)-Instanz-von“ -Beziehung zu Konzepten charakterisiert werden kön-
nen.1) Mit der Zulässigkeit mengenwertiger Individuen wird jedoch eine weitere Struk-
turierungsmöglichkeit erschlossen. Es handelt sich hierbei um die „(Nicht)-Element-
von“-Beziehung, die zwischen einwertigen und mengenwertigen Individuen vorliegen 
kann. Mit Ontologien wird diese zusätzliche Strukturierungsmöglichkeit erschlossen, 
indem in der ontologischen Signatur SIGOS Relationssymbole spezifiziert werden kön-
nen, um die „Element von“- und die „Nicht-Element-von“-Beziehungen in Form onto-
logischer Formeln bzw. deren Negationen auszudrücken. Zudem können Operations-
symbole spezifiziert werden, um beispielsweise die Vereinigung mengenwertiger Indi-
viduen in Form ontologischer Terme auszudrücken.2) 
Die Differenzierung von Individuen hinsichtlich ihrer Wertigkeit kann mit ihrer Diffe-
renzierung hinsichtlich ihrer Zusammengesetztheit zusammengeführt werden, wobei das 
Merkmal der Zusammengesetztheit vom Betrachtungswinkel abhängig ist, der einge-
schlagen wird. Wird ein Individuum ob∈OBk aus einer k-spezifischen Objektmenge 
OBk in seiner Eigenart als „originäres“ Element von OBk charakterisiert, handelt es sich 
um ein einfaches Individuum. Wird es hingegen in seiner Eigenart als Wert der Anwen-
dung einer Operation oi∈OPFOS auf ein n-Tupel (ob1,...,obn) formaler Objekte charakte-
risiert, handelt es sich um ein zusammengesetztes Individuum. Demnach kann ein einfa-
ches Individuum ob∈OBk ebenso als zusammengesetztes Individuum oi(ob1,...,obn) cha-
rakterisiert werden, wenn ob=oi(ob1,...,obn) gilt. Ebenso können vermeintlich unter-
schiedliche Individuen o1(ob11,...,ob1m) und o2(ob21,...,ob2n) miteinander übereinstimmen, 
wenn die Anwendungen der Operationen o1 und o2 auf die jeweiligen m- bzw. n-Tupel 
von Individuen zum gleichen Individuum ob führen. 
Aufgrund der binären Ausprägung beider Merkmale zur Klassifikation formaler Objekte 
können Variationen für das Aufkommen formaler Objekte in einer Vier-Felder-Tabelle 
dargestellt werden: 
 
                                                 
1) Vgl. KÜHNE/STEIMANN (2004), S. 116 f. 
2) Die Spezifikation solcher Operations- und Relationssymbole wird in den Abschnitten 3.1.3.2.1.2 
bzw. 3.1.3.2.1.3 exemplarisch aufgezeigt. 
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Zusammengesetztheit  
einfach zusammengesetzt 
ei
nw
er
tig
 
ob∈OBk, 
mit k∈KEW 
ob=oi(ob1,...,obn) 
mit ob∈OBk 
und k∈KEW 
W
er
tig
ke
it 
m
en
ge
nw
er
tig
 
ob∈OBk, 
mit k∈KMW 
und ob={obx,...,oby} 
ob=oi(ob1,...,obn)={obx,...,oby} 
mit ob∈OBk 
und k∈KMW 
Tabelle 6: Klassifikation von Individuen aus SIGOS-Strukturen 
Es ist zu beachten, dass im Fall zusammengesetzter Individuen die Wertigkeit der Indi-
viduen im Argument der Operation oi keine Rolle spielt. Es können beliebig viele der 
formalen Objekte ob1,...,obn im Argument der Operation oi, die zur Konstruktion des 
komplexen formalen Objekts benötigt werden, mengenwertig sein und dennoch kann 
das formale Objekt ob selbst einwertig sein. Beispielsweise muss im Fall einer Operati-
on 
oi: OBk1 ×...× OBkn → OBk 
 mit k1∈KMW, ka∈KEW für 2≤a≤n und k∈KEW 
der Wert ob=oi(ob1,...,obn) mit ob∈OBk und obu∈OBku für alle 2≤u≤n einwertig sein. 
Das formale Objekt ob1 an der ersten Argumentstelle der Operation muss hingegen 
mengenwertig sein. Dies geht aus der Funktionsvorschrift für oi hervor. Es kann bei-
spielsweise ob1={obx,...,oby} und somit oi({obx,...,oby},...,obn) gelten. 
Die Konzepte F und ⊥ gehören weder zu der Menge KEW der einwertigen Konzepte 
noch zu der Menge KMW der mengenwertigen Konzepte. F wird auch als Maximalkon-
zept und ⊥ als Minimalkonzept bezeichnet. Teilweise werden das Maximal- bzw. Mi-
nimalkonzept als Entität oder Ding bzw. als Absurdität bezeichnet.1) Diese alternativen 
Bezeichnungen werden im weiteren Verlauf durch sprachspezifische Bezeichnungs-
funktionen berücksichtigt.  
Die extensionalen Interpretationen OBT und OB⊥ der Konzepte F und ⊥ sind eindeutig 
bestimmt. Die Extension OBT des Maximalkonzepts F umfasst alle Instanzen zu allen 
Konzepten in der ontologischen Signatur. Dies ist darauf zurückzuführen, dass alle 
Konzepte in der ontologischen Signatur in Subkonzeptrelation zum Maximalkonzept F 
                                                 
1) Vgl. SOWA (2000), S. 54 bzw. 72.  
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stehen müssen. Auf diesen Aspekt der extensionalen Interpretation des Maximalkon-
zepts wird in Kürze vertieft eingegangen. Die Extension OB⊥ des Minimalkonzepts ⊥ 
ist hingegen stets die leere Menge OB⊥=∅. Demnach darf in der Extension OB⊥ des 
Minimalkonzepts kein formales Objekt enthalten sein. 
3.1.3.2.1.2 Operationssymbole 
Operationssymbole werden in ontologischen Signaturen – im Gegensatz zur Vorge-
hensweise im Rahmen der konventionellen Prädikatenlogik – nicht mit einer natürlichen 
Zahl, sondern – analog zur Vorgehensweise im Rahmen der sortierten Prädikatenlogik – 
mit Konzeptfolgen typisiert.1) Die Typisierung von Operationssymbolen ist bereits ein 
bedeutendes Ausdrucksmittel, um die Konstruktion ontologischer Ausdrücke zu unter-
sagen, denen in keiner SIGOS-Struktur ASIGOS eine Extension zugewiesen werden kann, 
weil sie „sinnlos“ sind. Dieses Prinzip wurde bereits beim Übergang von der konventio-
nellen zur sortierten Prädikatenlogik vorgestellt. Darüber hinaus sind mit Operations-
symbolen in ontologischen Signaturen noch weitere Eigenschaften verbunden, um die 
intensionalen Aspekte von ontologischen Ausdrücken zu erfassen, in denen Operations-
symbole verwendet werden. Hierzu gehört die Klassifikation von Operationssymbolen 
hinsichtlich ihrer Wertigkeit. Dadurch, das Operationssymbole hinsichtlich ihrer Wer-
tigkeit klassifizieren lassen, kann bestimmt werden, welche Merkmale formale Objekte 
aus den Zielkonzepten von Operationssymbolen aufweisen müssen. Handelt es sich bei 
dem Zielkonzept k eines Operationssymbols um ein einwertiges Konzept, so muss aus 
der Anwendung der Operation oi auf ein zulässiges Argument ein einwertiges Indivi-
duum – also ein Skalar – hervorgehen. Handelt es sich hingegen beim Zielkonzept k um 
ein mengenwertiges Konzept, so muss aus der Anwendung von oi auf ein zulässiges Ar-
gument eine Menge von Skalaren hervorgehen. 
Operationssymbole Oi, deren Zielkonzept ZIELOPSOS(Oi)=kn+1 mit kn+1∈KMW ein men-
genwertiges Konzept ist, das von einem einwertigen Konzept k∈KEW abgeleitet wurde, 
werden als mengenwertige und sonstige Operationssymbole als einwertige2) Operations-
symbole bezeichnet. Entsprechend kann die Menge OPS aller Operationssymbole in die 
Mengen OPSEW aller einwertigen Operationssymbole und die Menge OPSMW aller men-
genwertigen Operationssymbole unterteilt werden:3) 
                                                 
1) Auf die Unterschiede und Gemeinsamkeiten zwischen Sorten und Konzepten wurde bereits früher 
hingewiesen. 
2) Der Zusatz ontologisch entfällt bei einwertigen und mengenwertigen Operationssymbolen, da es sich 
in jedem Fall um ontologische Operationssymbole handelt.  
3) Zu beachten ist hierbei, dass die Unterteilung nur signaturspezifisch erfolgen kann. Die Menge OPS 
aller Operationssymbole ist nämlich unabhängig von einer bestimmten ontologischen Signatur defi-
niert. Bei der Unterteilung der Menge OPS werden hingegen die Typisierungen von Operationssym-
bolen in Betracht gezogen, die signaturspezifisch sind. Im Grenzfall kann es vorkommen, dass ein 
Operationssymbol Oi∈OPS bezüglich einer ersten ontologischen Signatur SIGOS1 einwertig und be-
züglich einer zweiten ontologischen Signatur SIGOS2 mengenwertig ist. 
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OPS= OPSEW ∪ OPSMW 
mit OPSEW ∩ OPSMW=∅, 
OPSEW={Oi | Oi∈OPS ∧ ZIELOPSOS(Oi)∈KEW} 
und OPSMW={Oi | Oi∈OPS ∧ ZIELOPSOS(Oi)∈KMW}. 
Die Extensionen einwertiger Operationssymbole sind solche Operationen, die n-Tupel 
von formalen Objekten auf jeweils ein einwertiges Individuum ob abbilden. Die Exten-
sion oi∈OPF mit oi: OBk1 ×...× OBkn → OBkn+1 zu einem einwertigen Operationssymbol 
Oi∈OPSEW mit typOPSOS=(k1...kn,kn+1) mit kn+1∈KEW hat in ihrem Nachbereich eine kon-
zeptspezifische Objektmenge OBkn+1, deren Elemente einwertige Individuen sind. Men-
genwertige Operationssymbole werden hingegen durch solche Operationen extensional 
interpretiert, deren Nachbereich Individuen umfasst, die selbst Mengen sind und somit 
mengenwertige Individuen darstellen. Die Extension oi∈OPF mit 
oi:OBk1×...×OBkn→OBkn+1 zu einem mengenwertigen Operationssymbol Oi∈OPSMW 
hat nämlich in ihrem Nachbereich eine konzeptspezifische Menge OBkn+1, die eine Po-
tenzmenge darstellt. Die Objektmenge OBkn+1 umfasst mit kn+1=MEN(kx) und 
OBkn+1=pot(OBkx) solche Mengen als Elemente, die jeweils eine Teilmenge der Extensi-
on OB(kx) zu dem einwertigen Konzept kx sind, von dem das mengenwertige Konzept 
kn+1 abgeleitet wurde. 
Die konsequente Unterscheidung zwischen ein- und mengenwertigen Operationssymbo-
len spiegelt sich in einer bemerkenswerten Eigenart ontologischer Signaturen wider. 
Diese Eigenart ist bezüglich der ebenso konsequenten Unterscheidung zwischen ein- 
und mengenwertigen Termen einerseits und ein- und mengenwertigen Individuen ande-
rerseits vorhanden. So werden einwertige Operationssymbole unmittelbar zu einwerti-
gen Termen, wenn es sich bei ihnen um Konstantensymbole handelt. Sie werden mittel-
bar zu einwertigen Termen, wenn es sich bei ihnen um mindestens einstellige Operati-
onssymbole mit einem einwertigen Zielkonzept handelt und sie typgerecht auf ein 
Termtupel angewendet werden. Die Auswertung einwertiger Terme führt wiederum 
stets zu einwertigen Individuen, da die Termauswertung konzepttreu erfolgt. Analog 
hierzu gehen mengenwertige Terme u.a.1) aus mengenwertigen Operationssymbolen 
hervor und werden im Rahmen der konzepttreuen Termauswertung zu mengenwertigen 
Individuen ausgewertet. 
Teilweise wird in der Literatur eine Einschränkung des Vorbereiches von Operations-
symbolen auf die Menge K\KDT aller Domänenkonzepte vorgenommen.2) Die Ein-
schränkung erfolgt unter der Annahme, dass den Instanzen von Datenkonzepten in der 
SIGOS-Struktur ASIGOS keine Operationswerte zugeordnet werden sollen. Eine solche 
                                                 
1) Terme können auch Variablen sein, wodurch allerdings der o.a. Punkt nicht berührt wird. 
2) Vgl. BENCH-CAPON/MALCOLM (1999), S. 252; BENCH-CAPON ET AL. (2003), S. 704. 
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Einschränkung findet sich auch in den Metamodellen1) von Sprachen wieder, die für die 
Konstruktion von Ontologien definiert wurden. Beispielsweise sind entsprechend dem 
Metamodell von RDF nur Aussagen (Statements) zugelassen, deren Vorbereich der 
Menge der Resources, deren Nachbereich aber der Vereinigungsmenge von Resources 
und Literals entspricht2). Die Resources entsprechen der Menge K\KDT aller Domänen-
konzepte, während die Literals der Menge KDT der Datenkonzepte entsprechen. Eine 
Unterscheidung zwischen ein- und mengenwertigen Operationssymbolen ist in RDF 
nicht vorgesehen. 
Problematisch wird diese Einschränkung, wenn ein ontologiegestütztes Modell bei-
spielsweise für die Menge der natürlichen Zahlen oder die Menge der Zeichenketten 
konstruiert werden soll. In einem solchen Modell könnte es von Interesse sein, Operati-
onswerte für eine bestimmte Zahl oder eine bestimmte Zeichenkette zu definieren. Sol-
che Konstruktionen sind zwar für das hier vorgestellte Vorhaben weniger von Relevanz, 
da es sich hier um einen Ansatz handelt, der primär die Modellierung betrieblicher Phä-
nomene verfolgt. In betrieblichen Szenarien sind nämlich Eigenschaften von konkreten 
Zahlen oder Zeichenketten in der Regel nicht von Bedeutung. Jedoch sind auch Szena-
rien vorstellbar, in denen sie von Interesse sein können. Beispielsweise kann es sein, 
dass für Produkte Seriennummern als zeichenkettenartige Attribute definierbar sein 
müssen, bei denen die Zusammensetzung der Zeichenkette einem bestimmten Muster zu 
folgen hat. Darüber hinaus kann es auch sein, dass Attribute für Mengen von Individuen 
vergebbar sein sollen. Ein Beispiel hierfür sind Attribute von Aufträgen, die sich aus ei-
ner Menge von Produkten zusammensetzen. Wenn eine bestimmte Produktkonstellation 
gesondert ausgezeichnet werden muss, kann dies nur über Attribute erfolgen. Um keine 
„unnötigen“ Beschränkungen der Ausdrucksmächtigkeit des hier vorgestellten Ansatzes 
zu verantworten, werden im Vorbereich von Operationssymbolen alle Konzepte aus der 
Menge K zugelassen. 
Eine ontologische Signatur SIGOS sollte einerseits mindestens solche Operationssymbo-
le umfassen, mit denen auf mengenwertige Terme zugegriffen werden kann. Für einen 
solchen Zugriff können Operationssymbole verwendet werden, mit denen die üblichen 
Symbole aus der Mengentheorie in einer ontologischer Signatur SIGOS rekonstruiert 
werden. Solche Symbole werden einerseits als Operations- und andererseits als Relati-
                                                 
1) Als Metamodell einer Sprache wird ein Modell der Modellierungsprimitive und ihrer Beziehungen 
bezeichnet, die eine Modellierungssprache zur Verfügung stellt; vgl. RAUH/STICKEL (1997), S. 101 
ff.  
2) Vgl. KLAPSING (2003), S. 41. 
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onssymbole eingeführt.1) Im ersten Fall werden Terme konstruiert, die selbst mengen-
wertig sind. Im zweiten Fall werden Aussagen über formale Objekte getätigt, die durch 
mengenwertige Terme repräsentiert werden. Zu den mengentheoretischen Symbolen 
zählen u.a. der Vereinigungsoperator ∪ und der Schnittmengenoperator ∩. Darüber hin-
aus kann es auch erforderlich sein, eine Operation zu beschreiben, mit der einem men-
genwertigen Individuum seine Kardinalität zugeordnet werden kann.  
Andererseits sollten in einer ontologischen Signatur SIGOS Operationssymbole enthalten 
sein, mit denen Operationen auf Instanzen von Datenkonzepten beschrieben werden 
können. Typische Operationen auf Instanzen von Datenkonzepten sind die Addition, 
Subtraktion, Multiplikation und Division reeller Zahlen sowie die Konkatenation von 
Zeichen (und Zeichenketten) zu Zeichenketten. Operationssymbole zur Beschreibung 
von Operationen auf mengenwertigen Termen und auf Termen zu Datenkonzepten kön-
nen wie folgt in einer ontologischen Signatur SIGOS rekonstruiert werden: 
                                                 
1) Solche Symbole können entweder als Operations- oder als Relationssymbole eingeführt werden. Im 
ersten Fall werden neue Terme generiert, die selbst mengenwertig sind. Im zweiten Fall werden 
Aussagen über mengenwertige Individuen durch mengenwertige Terme getätigt. Grundsätzlich wür-
de es ausreichen, die jeweiligen Symbole entweder nur als Operationssymbole oder nur als Relati-
onssymbole einzuführen. Für Fälle, in denen in einer natürlichen Konzeptualisierung Relationssym-
bole angebracht wären, könnte als Zielkonzept des jeweiligen Operationssymbols das Datenkonzept 
Bool angegeben werden. Die Auflösung eventueller Redundanzen in den Ausdrucksmöglichkeiten 
würden dem jeweiligen Modellierungskontext überlassen werden. Zu einer ähnlichen Vorgehens-
weise vgl. ABITEBOUL/GRUMBACH (1991), S. 5. 
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Oi typOPSOS oi=IOPS(Oi) 
Intersection 
k k, k 
mit k∈KMW 
intersection: OBk × OBk → OBk 
mit intersection(ob1,ob2)=ob1 ∩ ob2 
Union 
k k, k 
mit k∈KMW 
union: OBk × OBk → OBk 
mit union(ob1,ob2) = ob1 ∪ ob2 
Card 
k, Natural 
mit k∈KMW 
card: OBk → OBNatural 
mit card(ob) = |ob| 
Add Real Real, Real add: OBReal × OBReal → OBReal 
mit add(ob1,ob2) = ob1 + ob2 
Subt Real Real, Real subt: OBReal × OBReal → OBReal 
mit subt(ob1,ob2) = ob1 - ob2  
Multip Real Real, Real multip: OBReal × OBReal → OBReal 
mit multip(ob1,ob2) = ob1 * ob2 
Div Real RealPOS, Real 
div: OBReal × OBRealPOS → OBReal 
mit multip(ob1,ob2) = ob1 / ob2 
Tabelle 7: Ausgezeichnete Operationssymbole in ontologischen Signaturen  
Die Operationssymbole Intersection und Union sind in ihrem Zielbereich mit einem 
mengenwertigen Konzept k∈KMW und in ihrem Argumentbereich mit der Konzeptfolge 
kk∈K* typisiert. Das Operationssymbol Card ist hingegen in seinem Zielbereich mit 
dem Datenkonzept Natural und in seinem Argumentbereich mit einem Konzept k typi-
siert. Für das Konzept k bietet es sich bei den genannten Operationssymbolen an, die 
obere Schranke der Menge KMW aller mengenwertigen Konzepte bezüglich der Subkon-
zeptrelation  zu verwenden.1) Dadurch wird gewährleistet, dass zur Konstruktion von 
Aussagen mit Hilfe der Operationssymbole alle mengenwertigen Terme an den Stellen 
eingesetzt werden können, für die k angegeben ist. Analog hierzu können an den Stel-
len, an denen die restlichen Operationssymbole mit Real typisiert sind, alle Terme ein-
gesetzt werden, die numerische Individuen repräsentieren, da Real allen weiteren Da-
tenkonzepten aus KDT durch  übergeordnet ist, denen Zahlenmengen zugeordnet 
sind.2) 
                                                 
1) Die obere Schranke einer Konzeptmenge KM⊆K bezüglich der Subkonzeptrelation  entspricht 
demjenigen Konzept k∈K, zu dem alle Konzepte kn∈KM in Subkonzeptrelation  stehen.  
2) In Abschnitt 3.1.3.2.2.1 wird aufgezeigt, wie eine solche Ontologie konstruiert werden kann.  
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3.1.3.2.1.3 Relationssymbole 
In seiner formalen Charakterisierung wird jedes Relationssymbol Rj∈RS durch eine Re-
lation IRS(Rj)=rj aus einer SIGOS-Struktur ASIGOS extensional interpretiert. Die Relation 
rj∈RF wird entsprechend als Extension des Relationssymbols Rj bezeichnet. In seiner 
materialen Charakterisierung entspricht ein Relationssymbol Rj∈RS einer Beziehungs-
art, die zwischen realweltlichen Objekten bestehen kann. 
Es empfiehlt sich, in eine ontologische Signatur SIGOS solche Relationssymbole aufzu-
nehmen, die für typische1) Aussagen über unterschiedliche Individuen benötigt werden. 
Beispielsweise kann ein Relationssymbol benötigt werden, um Aussagen über die Zu-
gehörigkeit eines einwertigen Individuums ob1 zu einem mengenwertigen Individuum 
ob2 konstruieren zu können. Durch ein solches Relationssymbol wird die „Element-
von“-Relation (∈) zwischen formalen Objekten ausgedrückt. Die Negation einer damit 
konstruierten Formel entspricht hingegen der „Nicht-Element-von“-Relation (∉). Dar-
über hinaus können Relationssymbole benötigt werden, um Vergleichsrelationen (z.B. 
≥, >) auszudrücken. Tabelle 8 gibt einen Überblick über solche Relationssymbole, ihre 
Typisierung in einer ontologischen Signatur SIGOS und ihre Extensionen. 
Rj typRSOS(Rj) IRS(Rj)=rj 
Equal F F equal ⊆ OBT × OBT 
mit equal={(ob1,ob2) | ob1=ob2} 
Element_of 
k1 k2 
mit k1∈KEW,k2∈KMW
und k2=MEN(k1) 
element_of ⊆ OBk1 × OBk2 
mit element_of={(ob1,ob2) | ob1∈ob2} 
Greater Real Real 
greater ⊆ OBReal × OBReal  
mit greater={(ob1,ob2) | ob1 > ob2}  
Greater_or_Equal Real Real 
greater_or_equal ⊆ OBReal × OBReal  
mit greater_or_equal={(ob1,ob2) | ob1 ≥ ob2} 
Tabelle 8: Ausgezeichnete Relationssymbole in ontologischen Signaturen 
Da das Relationssymbol Element_of für jede ontologische Signatur SIGOS in Abhängig-
keit von der oberen Schranke aus der Konzeptmenge K definiert werden muss, die 
durch die Subkonzeptrelation  konstruiert wird, ist die Typisierung von Element_of in 
der Tabelle 8 lediglich beispielhaft aufgezeigt. Die Relationssymbole Equal, Greater 
und Greater_or_Equal sind hingegen unabhängig von der jeweiligen ontologischen 
Signatur SIGOS mit (F F) bzw. (Real Real) typisiert. 
                                                 
1) Solche Relationssymbole finden sich in der Regel als „Built-In“-Ausdrucksmittel in Werkzeugen zur 
Verarbeitung von Ontologien; vgl. ONTOPRISE (2003), S. 12 ff. 
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Mit dem Relationssymbol Equal können Aussagen bezüglich der Gleichheit zweier In-
dividuen konstruiert werden. Dabei können im Argument von Equal Terme zu beliebi-
gen Konzepten eingesetzt werden, da jeder ontologische Term auch in der Termmenge 
TERMT enthalten sein muss. 
In den Argumenten der beiden Relationssymbole Greater und Greater_Or_Equal kön-
nen hingegen nur Terme zum Konzept Real eingesetzt werden. Dabei sollten die Kon-
zepte Realpos, Realneg, Integerpos, Integerneg und Integer alle in Subkonzeptrelation  
zum Konzept Real stehen, so dass alle Terme zu diesen Konzepten auch in der Argu-
menten von Greater und Greater_or_Equal eingesetzt werden können. Eine Konzept-
struktur, in der eine solche Ordnung von Konzepten durch die Subkonzeptrelation  de-
finiert ist, wird im folgenden Abschnitt vorgestellt. In diesen Fällen umfasst die Menge 
TERMReal aller Terme zum Konzept Real alle Terme aus den konzeptspezifischen 
Termmengen TERMRealpos, TERMRealneg, TERMIntegerpos, TERMIntegerneg und TERMInteger. 
Entsprechend können in den Argumenten der erwähnten Relationssymbole alle Terme 
vorkommen, die numerischer Art sind.  
3.1.3.2.2 Metasprachliche Ausdrucksmittel 
3.1.3.2.2.1 Metasprachliche Strukturierungsrelationen 
Metasprachliche Strukturierungsrelationen sind ein wesentlicher Baustein bei dem Vor-
haben, die intensionale Semantik objektsprachlicher Komponenten von ontologischen 
Signaturen auszudrücken. Als Strukturierungsrelationen werden solche metasprachli-
chen Relationen verstanden, die dazu verwendet werden, Konzepte aus einer ontologi-
schen Signatur SIGOS in derartige Beziehungen zueinander zu setzen, aufgrund derer für 
die jeweiligen Konzept-Extensionen relationsspezifische Restriktionen zu berücksichti-
gen sind. So werden aufgrund der metasprachlichen Spezifikation von Strukturierungs-
relationen denkbare Extensionen zu Konzepten intensional ausgeschlossen.  
Unter die Strukturierungsrelationen fallen die Subkonzeptrelation , die Äquivalenzre-
lation L und die Inkompatibilitätsrelation p. Dabei dient die Subkonzeptrelation  der 
vertikalen Strukturierung der Konzeptmenge K. Durch sie werden nämlich Über- und 
Unterordnungsbeziehungen zwischen Konzepten ausgedrückt. Die beiden restlichen 
Strukturierungsrelationen dienen der horizontalen Strukturierung der Konzeptmenge K.  
Auf der Konzeptmenge K ist durch die Subkonzeptrelation  eine partielle Ordnung 
definiert. Sie ist insofern partiell, als dass nicht für jedes Konzeptpaar k1,k2∈K die Be-
ziehung k1  k2 oder die Beziehung k2  k1 gelten muss. Bei den Elementen der Sub-
konzeptrelation  handelt sich um Konzeptpaare der Form (k1,k2), bei denen die Ob-
jektmenge OBk1, die das erste Konzept k1 extensional interpretiert, immer eine Teilmen-
ge der Objektmenge OBk2 ist, die das zweite Konzept k2 extensional interpretiert. Die 
partielle Ordnung entspricht den folgenden Eigenschaften der Subkonzeptrelation :1) 
                                                 
1) Vgl. ERDMANN (2001), S. 77. 
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Reflexivität   ∀k∈K:    k  k  
Antisymmetrie ∀k1,k2∈K:   (k1  k2 ∧ k2  k1) → k1 = k2 
Transitivität  ∀k1,k2,k3∈K:  (k1  k2 ∧ k2  k3) → k1  k3. 
Die partielle Ordnung auf der Menge K durch die Subkonzeptrelation  wird durch das 
Tupel (K,) ausgedrückt. Dabei wird das Tupel (K,) auch verkürzt als Taxonomie und 
entsprechend die Subkonzeptrelation  als taxonomische Relation aufgefasst. Erstge-
nanntes kann als Digraph1) mit der Knotenmenge K und der Kantenmenge  aufgefasst 
werden. Jedes Element der Kantenmenge ist eine gerichtete Kante von einem Ur-
sprungs- zu einem Zielknoten. Der Ursprungsknoten k1 jeder Kante (k1  k2) ist dem 
Zielknoten k2 taxonomisch untergeordnet. Stehen zwei Konzepte k1,k2∈K in der Sub-
konzeptbeziehung der k1  k2 zueinander, wird k1 als Subkonzept des Konzepts k2 be-
zeichnet.2) Das Konzept k2 ist dann ein Super- oder Oberkonzept des Konzepts k1.3) 
Aufgrund der Transitivität der Subkonzeptrelation müssen zwei Konzepte k1 und k2 
nicht in einem unmittelbaren4) Ordnungsverhältnis zueinander stehen. 
                                                 
1) Die Bezeichnung „Digraph“ ist eine Abkürzug für „directed Graph“. Als Digraph werden mathema-
tische gerichtete Graphen bezeichnet.  
2) Alternative Bezeichner für Subkonzept sind Unterkonzept und Hyponym; vgl. CARSTENSEN ET AL. 
(2001), S. 387 f.; LÖBNER (2003), S. 118.  
3) Alternative Bezeichner für Superkonzept sind Oberkonzept und Hyperonym; vgl. CARSTENSEN ET AL. 
(2001), S. 387 f.; LÖBNER (2003), S. 118.  
4) Die Relation  entspricht der Vereinigung der Relation d ⊆ K×K mit ihrem transitiven und refle-
xiven Abschluss, wobei d als eine unmittelbare („direkte“) Ordnung zwischen je zwei Konzepten 
definiert ist; vgl. HATZILYGEROUDIS/REICHGELT (1997), S. 255, allerdings lediglich mit dem Ver-
weis auf den transitiven Abschluss der unmittelbaren Konzeptordnung. 
 Der reflexive Abschluss r(d) der Relation d ist definiert als 
r(d) := d ∪ {(k,k)|k∈K}. 
 Der transitive Abschluss t(d) der Relation d ist definiert als  
t(d) := ∪n∈N un(d), mit 
u0(d) := d und  
un+1(d) := {(k1,k2)∈K×K|∃k∈K: (k1,k)∈un(d) ∧ (k,k2)∈d}\ ∪r≤n ur(d) für alle n∈N. 
 Es gilt daher  := d ∪ r(d) ∪ t(d); vgl. EHRIG ET AL. (1999), S. 81 f. 
 Die Unterscheidung zwischen einer mittelbaren und unmittelbaren Unterordnung von Konzepten 
kommt auch einer implementierungsnahen Spezifikation zu Gute. Transitive Relationen lassen sich 
in deklarativen Programmiersprachen als rekursive Regeln umsetzen. Rekursive Regeln sind dadurch 
gekennzeichnet, dass sie die Mengen der Formeln erweitern, indem sie auf bereits bestehende For-
meln zurückgreifen; vgl. AMBLE (1987), S. 48. Bei einer Umsetzung einer Konzepthierarchie in der 
Programmiersprache PROLOG ist es notwendig, rekursive Regeln so zu definieren, dass sie „terminie-
ren“. Die Termination einer rekursiven Regel in PROLOG ist dann gewährleistet, wenn die Regel eine 
„Abbruchbedingung“ beinhaltet. Bei einer Regel der Form 
sub(s1,s3) :- sub(s1,s2), sub(s2,s3) 
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Taxonomische Strukturen (K,), in denen mindestens ein Konzept k1 existiert, das zwei 
weiteren Konzepten k2 und k3 unmittelbar durch  untergeordnet ist, werden als netzar-
tige Taxonomien bezeichnet. Netzartige Taxonomien können somit als heterarchische 
Strukturen charakterisiert werden. Im Gegensatz hierzu wird in hierarchischen Struktu-
ren die maximal einfache Unterordnung von Elementen gegenüber anderen Elementen 
zugelassen. Eine Taxonomie (K,), die einer hierarchischen Struktur entspricht, liegt 
somit genau dann vor, wenn jedes Konzept kn∈K höchstens einem weiteren Konzept 
durch  untergeordnet ist. 
Die inverse Relation zu der Subkonzeptrelation  ist die Superkonzeptrelation . Für 
die Superkonzeptrelation  gilt: 
∀k1,k2∈K: k1  k2 ↔ k2  k1. 
Da für die Superkonzeptrelation  ebenfalls die Eigenschaften der Reflexivität, Anti-
symmetrie und Transitivität gelten, fundiert auch sie eine partielle Ordnung. Die partiel-
len Ordnungen von  und  werden als zueinander duale Ordnungen bezeichnet.1) Da-
bei ist das Maximalkonzept F Superkonzept zu jedem Konzept k∈K aus der einer onto-
logischen Signatur SIGOS: 
∀k∈K: (k  F). 
Das Minimalkonzept ⊥ ist Subkonzept zu jedem Konzept k∈K aus der ontologischen 
Signatur SIGOS: 
∀k∈K: (⊥  k). 
Die Menge aller Super- bzw. Subkonzepte zu einem Konzept lassen sich mittels der 
Funktionen 
sup: K → pot+(K) 
mit sup(k)={kn | (k  kn)} 
bzw. sub: K → pot+(K) 
mit sub(k)={kn | (kn  k)} 
bestimmen. Der Funktionswert sup(k) zu einem Konzept k∈K ist die Menge von Kon-
zepten, in der alle Superkonzepte von k enthalten sind. Es kann sich hierbei nicht um 
die leere Menge ∅ handeln, da das Maximalkonzept F in der Menge sup(k) zu jedem 
Konzept k∈K enthalten ist. Der Funktionswert sub(k) umfasst entsprechend alle Sub-
konzepte von k. Auch hierbei ist die leere Menge ∅ als Bild der Funktion sub zu einem 
                                                                                                                                               
 ist dies nicht gegeben. In der o.a. Prolog-Formel entsprechen das Zeichen „:-“ und das Komma „,“ 
dem Subjugatspfeil „→“ bzw. dem Konnektor „∧“ der Prädikatenlogik. Der PROLOG-Interpreter 
würde bei der obigen Regel im Suchbaum eine Endlos-Schleife durchlaufen. Eine Lösungsmöglich-
keit besteht darin, im Regel-Rumpf die unmittelbare Konzeptordnungsrelation „direct_sub“ aufzu-
nehmen: 
sub(s1,s3) :- direct_sub(s1,s2),sub(s2,s3). 
1) Vgl. GANTER/WILLE (1996), S. 5. 
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Konzept k ausgeschlossen, da in der Menge sub(k) zu jedem Konzept k∈K mindestens 
das Minimalkonzept ⊥ enthalten sein muss. Darüber hinaus ist wegen der Reflexivität 
der Subkonzeptrelation  das Konzept k sowohl in sup(k) als auch in sub(k) enthalten. 
Die Subkonzeptrelation  kann sowohl aus dem Blickwinkel der extensionalen als auch 
aus dem Blickwinkel der intensionalen Semantik charakterisiert werden.1) Aus dem 
Blickwinkel der extensionalen Semantik wird durch die taxonomische Unterordnung ei-
nes sprachlichen Konzepts k1 gegenüber einem zweiten sprachlichen Konzept k2 eine 
Anforderung an die Beschaffenheit der konzeptspezifischen Objektmenge OBk2 formu-
liert. Denn mit der Subkonzeptbeziehung k1  k2 wird ausgedrückt, dass die Extension 
OBk1 in jeder SIGOS-Struktur ASIGOS eine Teilmenge der Extension von OBk2 sein muss. 
Es gilt demnach: 
∀k1,k2∈K: (k1  k2) → (OBk1 ⊆ OBk2).2) 
Daher gehört jedes Individuum obu, das zu der k1-spezifischen Objektmenge OBk1 ge-
hört, auch zu der k2-spezifischen Objektmenge OBk2, wenn k1∈K ein Subkonzept von 
k2∈K ist. Diese Anforderung an die Beschaffenheit konzeptspezifischer Objektmengen 
in SIGOS-Strukturen wurde bereits in deren Definition berücksichtigt.3) 
Aus intensionaler Perspektive wird die Semantik eines sprachlichen Konzepts k durch 
die Menge sup(k) aller Konzepte festgelegt, denen gegenüber es taxonomisch unterge-
ordnet ist. Denn die intensionale Semantik eines Konzepts stimmt mit der Menge aller 
Merkmale überein, denen zufolge ein formales Objekt eine Instanz des Konzepts dar-
stellt. Die intensionale Semantik eines Konzepts k kann in einer Ontologie dadurch prä-
zisiert werden, dass es allen Konzepten taxonomisch untergeordnet wird, die den 
Merkmalen entsprechen, durch die k intensional beschrieben werden kann. Die Präzisie-
rung der intensionalen Semantik sprachlicher Konstrukte wird auf den folgenden Seiten 
anhand einer so genannten Kreuzklassifikation beschrieben. 
Dadurch, dass die Subkonzeptrelation  als partielle Ordnung auf der Konzeptmenge K 
definiert ist, ergibt sich für die konzeptspezifischen Term- und Objektmengen, dass sie 
entsprechend  untereinander in einer Teilmengenbeziehung stehen müssen. Dies resul-
tiert aus der Transitivität der Subkonzeptrelation . In der Abbildung 6 ist das Prinzip 
der Teilmengenbeziehung zwischen konzeptspezifischen Term- und Objektmengen ver-
deutlicht. Die gerichteten Kanten auf der linken Seite verdeutlichen die Teilmengenbe-
ziehungen zwischen konzeptspezifischen Termmengen. Analog dazu verdeutlichen die 
                                                 
1) Vgl. BERGAMASCHI/SARTORI (1992), S. 386 ff.  
2) Vgl. (mit direktem Bezug zu Ontologien) BAADER ET AL. (2004), S. 10; BENSLIMANE ET EL. (2002), 
S. 61; ERDMANN (2001), S. 77; MÄDCHE ET AL. (2003), S. 289.  
Vgl. (ohne direkten Bezug zu Ontologien) BEIERLE ET AL. (1993), S. 194; EHRICH ET AL. (1989), S. 
178; GOGUEN/MESEGUER (1992), S. 226; HATZILYGEROUDIS/REICHGELT (1997), S. 256; KANEIWA 
(2001), S. 30; LAUSEN/VOSSEN (1996), S. 87 ff.; LOECKX ET AL. (1996), S. 235; MÜLLER (1999), S. 
12. 
3) vgl. Abschnitt 3.1.3.1.1  
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gerichteten Kanten auf der rechten Seite die Teilmengenbeziehungen zwischen konzept-
spezifischen Objektmengen. Die gerichteten Kanten in der Mitte repräsentieren die ta-
xonomische Unterordnung der aufgeführten Konzepte. Die gerichteten Kanten, die von 
den Seiten in die Mitte führen, verdeutlichen jeweils, welchen Konzepten die Term- 
bzw. Objektmengen zugeordnet sind. 
k2
k1

k3

OBk3
OBk2
OBk1
⊆
⊆
TERMk3
TERMk2
TERMk1
⊆
⊆
 
Abbildung 6: Teilmengenbeziehung zwischen konzeptspezifischen Objektmengen 
Die konzeptspezifischen Termmengen TERMk1, TERMk2 und TERMk3 und die konzept-
spezifischen Objektmengen OBk1,OBk2 und OBk3 zu den Konzepten k1,k2,k3∈K stehen 
in den Teilmengenbeziehungen 
TERMk1 ⊆ TERMk2 ⊆ TERMk3 
bzw. 
OBk1 ⊆ OBk2 ⊆ OBk3 
zueinander, wenn  
k1  k2  k3 
gilt.  
Da das Maximalkonzept F Superkonzept zu allen anderen Konzepten in der ontologi-
schen Signatur SIGOS ist, umfasst die Objektmenge OBT, mit der F extensional inter-
pretiert wird, alle Individuen aus allen konzeptspezifischen Objektmengen: 
∀k∈K: OBk ⊆OBT. 
Damit stimmt die konzeptspezifische Objektmenge OBT mit der Menge OB überein, die 
als Vereinigung aller konzeptspezifischen Objektmengen vorgestellt wurde und dem 
prädikatenlogischen Universum entspricht: 
OBT = OB. 
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Die Subkonzeptrelation  ist über dem kartesischen Produkt (K × K) definiert. Somit 
ist sie sowohl über der Menge KEW der einwertigen als auch über der Menge KMW der 
mengenwertigen Konzepte definiert. Dabei darf kein Konzept k1 einem Konzept k2 un-
tergeordnet werden, wenn k1 und k2 unterschiedliche Wertigkeiten aufweisen. Ansons-
ten könnte beispielsweise die Extension eines einwertigen Konzepts k1∈KEW sowohl 
einwertige als auch mengenwertige Individuen umfassen, wenn ein weiteres allerdings 
mengenwertiges Konzept k2∈KMW gegenüber k1 durch k2  k1 untergeordnet würde. 
Somit dürfen in den Mengen sup(k1) bzw. sub(k1) zu einem einwertigen Konzept 
k1∈KEW außerhalb des Maximal- und Minimalkonzepts F bzw. ⊥ nur einwertige Kon-
zepte vorkommen. Gewährleistet wird dies durch die metasprachlichen Integritätsregeln 
∀k1,k2∈K: (k2∈sup(k1) ∧ k1∈KEW ∧ k2 ≠ F) → k2∈KEW  
und ∀k1,k2∈K: (k2∈sub(k1) ∧ k1∈KEW ∧ k2 ≠ ⊥) → k2∈KEW. 
Analog dürfen in den Mengen sup(MEN(k1)) bzw. sub(MEN(k1)) zu einem mengenwer-
tigen Konzept MEN(k1)∈KMW außerhalb des Maximal- bzw. Minimalkonzepts nur 
mengenwertige Konzepte vorkommen: 
∀k1,k2∈K: (k2∈sup(k1) ∧ k1∈KMW ∧ k2 ≠ F) → k2∈KMW 
und ∀k1,k2∈K: (k2∈sub(k1) ∧ k1∈KMW ∧ k2 ≠ ⊥) → k2∈KMW. 
Zwecks Trennung der Menge KEW aller einwertigen Konzepte von der Menge KMW aller 
mengenwertigen Konzepte bietet es sich an, in einer ontologischen Signatur SIGOS zwei 
obere Schranken für die beiden Konzeptmengen KEW und KMW zu spezifizieren. Es 
handelt sich dabei um ein einwertiges bzw. mengenwertiges Konzept, zu dem alle ein-
wertigen bzw. mengenwertigen Konzepte in Subkonzeptrelation  stehen.1) In 
Abbildung 7 ist eine schematische Darstellung oberer Schranken wiedergegeben. Die 
gerichteten Kanten repräsentieren jeweils eine taxonomische Unterordnungsbeziehung. 
                                                 
1) Untere Schranken einer Konzeptmenge sind wiederum Subkonzepte aller anderen Konzepte aus der 
betrachteten Konzeptmenge. Zu Schranken in partiellen Ordnungen vgl. GANTER/WILLE (1996), S. 
5. 
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Abbildung 7: Oberste und unterste Schranken 
Das Konzept einwertiges_Konzept ist in Abbildung 7 die obere Schranke der Menge 
KEW. Alle einwertigen Domänen- und Datenkonzepte stehen in Subkonzeptrelation  
zu einwertiges_Konzept. Das Konzept mengenwertiges_Konzept ist analog die obere 
Schranke der Menge KMW. Sowohl alle mengenwertigen Domänenkonzepte als auch al-
le mengenwertigen Datenkonzepte stehen in Subkonzeptrelation  zu mengenwerti-
ges_Konzept. 
Eine taxonomische Ordnung auf der Menge KDT aller Datenkonzepte kann entsprechend 
Abbildung 8 spezifiziert werden.1) 
                                                 
1) Vgl. z.B. MÜLLER (1999), S. 13. 
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Abbildung 8: Ordnung auf der Menge KDT der Datenkonzepte 
Das Konzept Real ist die obere Schranke der Menge aller Datenkonzepte, mit denen 
numerische Werte beschrieben werden können. So wird z.B. das Konzept Integer, das 
extensional durch die Menge OBInteger=Z der ganzen Zahlen interpretiert wird, dem 
Konzept Real untergeordnet, das wiederum durch die Menge OBReal=R der reellen Zah-
len interpretiert wird.  
Eine Taxonomie auf der Menge KMW wird seltener angesprochen.1) Während die eine 
Teilmenge {(k1,k2) | k1,k2∈KEW} der Relation  einer konventionellen Taxonomie ein-
wertiger Konzepte entspricht, ist die dazu komplementäre Teilmenge 
{(k3,k4) | k3,k4∈KMW} komplexer. Dabei steht die Partial-Taxonomie auf der Menge 
KMW in gegenseitigem Abhängigkeitsverhältnis mit der Partial-Taxonomie auf der 
Menge KEW. Für zwei mengenwertige Konzepte MEN(k1),MEN(k2)∈KMW mit 
k1,k2∈KEW gilt nämlich, dass sie genau dann in einer Subkonzeptrelation  stehen, 
wenn die einwertigen Konzepte k1,k2∈KEW, aus denen sie abgeleitet werden, in Sub-
konzeptrelation stehen und zu jedem einwertigen Konzept k∈KEW auch ein mengenwer-
tiges Konzept MEN(k)∈KMW definiert ist: 
∀k1,k2∈KEW: (k1  k2) ↔ (MEN(k1)  MEN(k2)). 
Da MEN als partielle Funktion definiert ist, kann es jedoch sein, dass zu einem einwer-
tigen Konzept k∈KEW kein mengenwertiges Konzept spezifiziert ist. Für diesen Fall gilt 
die „abgeschwächte” Regel: 
                                                 
1) Vgl. MÜLLER (1999), S. 49.  
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∀k3,k4∈KMW ∃k1,k2∈KEW: 
k3=MEN(k1) ∧ k4=MEN(k2) ∧ k3  k4 → k1  k2. 
Durch die beiden Regeln wird gewährleistet, dass die Partial-Taxonomien (KEW,) und 
(KMW,) nicht zueinander widersprüchlich sind. Entsprechend müssen die Extensionen 
zweier mengenwertiger Konzepte MEN(k1) und MEN(k2) in Teilmengenbeziehung 
OBMEN(k1)⊆OBMEN(k2) zueinander stehen, wenn die zugehörigen einwertigen Konzepte in 
der Subkonzeptbeziehung k1  k2 zueinander stehen.1) Wenn beispielsweise 
OBMEN(k1)=pot(OBk1) und OBMEN(k2)=pot(OBk2) gelten, dann ist die konzeptspezifische 
Objektmenge OBMEN(k1) eine Teilmenge der konzeptspezifischen Objektmenge 
OBMEN(k2).
2) Der Zusammenhang ist in der Abbildung 9 dargestellt: 
k2
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IK
IK
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Abbildung 9: Extensionen ein- und mengenwertiger Konzepte 
Wenn z.B. das Konzept k1 durch die Objektmenge OBk1={ob1,ob2} und das Konzept k2 
mit k1  k2 durch die Objektmenge OBk2={ob1,ob2,ob3} extensional interpretiert wer-
den, dann können die mengenwertigen Konzepte MEN(k1) und MEN(k2) durch 
                                                 
1) Dies gilt allerdings nur, wenn die Extensionen der mengenwertigen Konzepte jeweils mit den Po-
tenzmengen der Extensionen der jeweiligen einwertigen Konzepte übereinstimmen. Aufgrund der 
explosionsartigen Vergrößerung der Mächtigkeit von Extensionen zu mengenwertigen Konzepten 
wurde allerdings zuvor auch erlaubt, dass sie nur eine Teilmenge der Potenzmenge sind (vgl. Ab-
schnitt 3.1.3.2.1.1). In diesem Fall gilt die Notwendigkeit zur Inklusion mengenwertiger Konzepte 
nicht.  
2) Der Beweis für den Zusammenhang ergibt sich aus der mengentheoretischen Axiomatisierung. 
Wenn 
(1.) OBk1 ⊆ OBk2 wegen k1  k2, 
(2.) OBMEN(k1)=pot(OBk1)={TOB | TOB ⊆ OBk1} und 
(3.) OBMEN(k2)=pot(OBk2)={TOB | TOB ⊆ OBk2} gelten, dann gilt für jede Menge 
(4.) TOB ∈ pot(OBk1) aufgrund (1.)  
(5.) TOB ⊆ OBk2 und somit TOB ∈ pot(OBk2).  
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OBMEN(k1)={∅,{ob1},{ob2},{ob1,ob2}} bzw.  
OBMEN(k2)={∅,{ob1},{ob2},{ob3},{ob1,ob2},{ob1,ob3},{ob2,ob3},{ob1,ob2,ob3}} 
mit OBMEN(k1)⊆OBMEN(k2) extensional interpretiert werden.  
Sollen heterarchische Strukturen in taxonomischen Ordnungen ausgeschlossen werden, 
so müssen zwei Konzepte k2 und k3 in Subkonzeptrelation  oder Superkonzeptrelation 
 zueinander stehen, wenn sie jeweils als Superkonzepte zu einem Konzept k1 festge-
legt sind.1) Für die Subkonzeptrelation  ist der Ausschluss heterarchischer Strukturen 
allerdings nicht notwendig. Es kann zur natürlichen Repräsentation eines Realitätsaus-
schnitts sogar notwendig sein, ein Konzept k1 als Subkonzept zu zwei unterschiedlichen 
Konzepten k2 und k3 festzulegen, die weder in Beziehung k2k3 noch in der Beziehung 
k3k2 zueinander stehen. Dieses Phänomen wird als Kreuzklassifikation2) eines Kon-
zepts bezeichnet und umfasst solche Fälle, bei denen die konzeptspezifische Objekt-
menge OBk1 zu dem untergeordneten Konzept k1 jeweils eine Teilmenge von zwei  kon-
zeptspezifischen Objektmengen OBk2 und OBk3 zu zwei Konzepten k2 und k3, die unter-
einander in keiner Unterordnungsbeziehung stehen, ist. Es gelten also bei einer Kreuz-
klassifikation: 
k2  k1  k3, ¬(k2k3 ∨ k3k2) 
und OBk2 ⊇ OBk1 ⊆ OBk3. 
gelten. Wenn die konzeptspezifische Objektmenge OBk1 nicht leer ist, ist auch die 
Schnittmenge OBk2∩OBk3 nicht leer. Wenn die konzeptspezifische Objektmenge OBk1 
nicht leer ist, müssen die beiden konzeptspezifischen Objektmengen OBk2 und OBk3 in 
ihrer Schnittmenge OBk2∩OBk3 mindestens die Individuen enthalten, die auch in OBk1 
enthalten sind: 
∀k1,k2,k3∈K: (k1  k2 ∧ k1  k3) → (OBk1 ⊆ (OBk2 ∩ OBk3)). 
Darüber hinaus können allerdings in der Schnittmenge OBk2 ∩ OBk3 auch solche Indivi-
duen enthalten sein, die nicht in OBk1 enthalten sind. Dies ist genau dann der Fall, wenn 
ein formales Objekt obu sowohl zu der Extension OBk2 des Konzepts k2 als auch zu der 
Extension OBk3 des Konzepts k3 gehört, allerdings nicht zu der Extension OBk1 des 
Konzepts k1. 
Die Kreuzklassifikation kann hilfreich sein, um die intensionale Semantik von Konzep-
ten mit Hilfe der Subkonzeptrelation  zu bestimmen. Aus diesem Blickwinkel müsste 
ein Konzept k allen Konzepten untergeordnet werden, die jenen Merkmalen zugeordnet 
sind, die auf k zutreffen. Beispielsweise kann die Intension des Konzepts Frau durch 
die Merkmale „weibliches Wesen“ und „Mensch“ angegeben werden. Entsprechend 
müsste das Konzept Frau den beiden Konzepten Weibliches_Wesen und Mensch taxo-
nomisch untergeordnet werden. 
                                                 
1) Vgl. LUTZEIER (1995), S. 75. Demnach müsste gelten: 
∀k1,k2,k3∈K: ((k1  k2) ∧ (k1  k3)) → ((k2  k3) ∨ (k2  k3)). 
2) Vgl. CARSTENSEN ET AL. (2001), S. 389.  
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Die Bestimmung der Menge sup(k) aller Superkonzepte zu einem Konzept k∈K hat ei-
ne unmittelbare Auswirkung auf die Extension der Superkonzepte. Wie bereits aufge-
zeigt wurde, müssen die Instanzen eines Konzepts k∈K immer auch in den Extensionen 
zu allen Konzepten enthalten sein, die zur Menge sup(k) aller Superkonzepte des Kon-
zepts k gehören. Entsprechend müssen die konzeptspezifischen Objektmengen OBWeibli-
ches_Wesen und OBMensch aus dem o.a. Beispiel mindestens alle Individuen umfassen, die 
bereits in OBFrau enthalten sind.  
Allerdings scheitert die Präzisierung der intensionalen Semantik sprachlicher Konzepte 
lediglich auf der Basis der Subkonzeptrelation  an zwei Punkten. 
Erstens wird oftmals im Rahmen der „praktischen Ontologiekonstruktion“ darauf ver-
zichtet, alle merkmalsbezogenen Konzepte zu spezifizieren, die zur Beschreibung der 
intensionalen Semantik von sprachlichen Konzepten notwendig wären. Somit kommt es 
zu „Definitionslücken“, wenn Konzepte nur einigen der Konzepte untergeordnet wer-
den, die in ihrer Gesamtheit hinreichend wären, um dessen intensionale Semantik zu 
präzisieren. Durch diese „Definitionslücken“ werden oftmals nur notwendige, aber nicht 
hinreichende Merkmale von Konzepten beschrieben. 
Zweitens setzt die Präzisierung der intensionalen Semantik von Konzepten durch die 
Subkonzeptrelation  voraus, dass die intensionale Semantik der merkmalsbezogenen 
Konzepte, denen gegenüber das zu beschreibende Konzept taxonomisch untergeordnet 
ist, bereits feststeht. Die merkmalsbezogenen Superkonzepte eines Konzepts werden al-
lerdings ihrerseits auch durch die taxonomische Unterordnung gegenüber „dritten“ 
Konzepten beschrieben. Die Präzisierung der intensionalen Semantik von Konzepten 
setzt somit voraus, dass die intensionale Semantik der Superkonzepte bereits eindeutig 
geklärt ist. Dies muss allerdings nicht immer der Fall sein. 
Zur graphischen Visualisierung der Subkonzeptrelation bieten sich mehrere zueinander 
alternative Sprachen an. Hierunter gehören sowohl „traditionelle“ Sprachen, wie z.B. 
Hasse-Diagramme und semantische Netze, als auch aktuell diskutierte Sprachen, wie 
z.B. die UML. Im Rahmen der werkzeugunterstützten Konstruktion von Ontologien ha-
ben sich weitestgehend hyperbolische Darstellungen der Subkonzeptrelation durchge-
setzt. In der Abbildung 10 ist ein Screenshot der Ontologie-Entwicklungsumgebung On-
toEdit enthalten, die die Spezifikation der Subkonzeptrelation auf der Basis eines hy-
perbolischen Graphen unterstützt. 
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Abbildung 10: Screenshot zur Visualisierung der Subkonzeptrelation in OntoEdit 
3 Bausteine des integrativen Modellierungskonzepts 216 
 
Die zweite Strukturierungsrelation aus ontologischen Signaturen ist die Inkompatibili-
tätsrelation p. Die Inkompatibilitätsrelation p ist definiert als: 
p ⊆ (K × K). 
Es handelt sich bei p um eine irreflexive und symmetrische Relation: 
Irreflexivität  ∀k∈K:   ¬(k p k) 
Symmetrie  ∀k1,k2∈K:  (k1 p k2) ↔ (k2 p k1). 
Wenn zwei Konzepte k1,k2∈K in der Inkompatibilitätsrelation p zueinander stehen, 
werden sie als miteinander inkompatible Konzepte bezeichnet. Die Menge aller Kon-
zepte, mit denen ein Konzept k∈K inkompatibel ist, wird durch die Funktion 
ink: K → pot(K) 
mit ink(k)={kn | (k p kn)} 
bestimmt. Über die Inkompatibilität der Konzepte in der Menge ink(k) zu einem Kon-
zept k∈K untereinander wird dadurch keine Aussage getroffen. Die Konzepte, die in 
ink(k) enthalten sind, können, müssen aber nicht untereinander inkompatibel sein. 
Die Extensionen zweier miteinander inkompatibler Konzepte k1 und k2 müssen disjunkt 
sein: 
∀k1,k2∈K: (k1 p k2) → OBk1 ∩ OBk2 = ∅. 
Demnach dürfen die Konzepte k1 und k2 keine gemeinsamen Instanzen aufweisen, wenn 
sie miteinander inkompatibel sind. Allerdings kann aus dem Nicht-Enthaltensein eines 
Individuums obu in der Extension OBk1 des Konzepts k1 nicht auf sein Enthaltensein in 
der Extension OBk2 des Konzepts k2 geschlossen werden. Bei inkompatiblen Konzepten 
k1,k2∈K ist nämlich das Nicht-Enthaltensein eines Individuums obu in der Extension 
OBk1 des Konzepts k1 zwar notwendig, aber nicht hinreichend für das Enthaltensein von 
obu in der Extension OBk2 von k2. Hingegen ist das Enthaltensein eines Individuums obu 
in der Extension OBk1 des einen Konzepts k1 hinreichend für das Nicht-Enthaltensein 
von obu in der Extension OBk2 des anderen Konzepts k2. 
Zwei mengenwertige Konzepte MEN(k1),MEN(k2)∈KMW sind genau dann miteinander 
inkompatibel, wenn die einwertigen Konzepte k1,k2∈KEW, von denen sie abgeleitet sind, 
miteinander inkompatibel sind: 
∀k1,k2∈KEW,MEN(k1),MEN(k2)∈KMW: (k1 p k2) → 
((∃k3,k4∈KMW: k3=MEN(k1) ∧ k4=MEN(k2)) → k3 p k4). 
Wenn nämlich die Extensionen OBk1 und OBk2 zweier einwertiger Konzepte k1,k2∈KEW 
miteinander disjunkt sein müssen, dann müssen auch die Potenzmengen pot(OBk1) bzw. 
pot(OBk2) miteinander disjunkt sein.
1)  
                                                 
1) Wenn  
(1.) OBk1 ∩ OBk2=∅ wegen k1 p k2, 
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Der Zusammenhang ist in der folgenden Abbildung illustriert. Die Kanten in Abbildung 
repräsentieren jeweils die Funktionen, denen ihre Annotationen entsprechen. Zwischen 
den konzeptspezifischen Objektmengen OBk1 und OBk2 bzw. OBMEN(k1) und OBMEN(k2) 
sind jeweils beidseitig gerichtete Kanten eingezeichnet, durch die verdeutlicht wird, 
dass die Mengen zueinander disjunkt sind.  
k2
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Abbildung 11: Extensionen ein- und mengenwertiger inkompatibler Konzepte 
Wenn zwei Konzepte k1,k2 in der Inkompatibilitätsrelation p zueinander stehen, müssen 
alle Subkonzepte k von k1 auch in Inkompatibilitätsrelation zu k2 stehen : 
∀k1,k2 ∈ K: k1 p k2 → (∀k ∈ K: (k  k1) → (k p k2)). 
Da die Inkompatibilitätsrelation p als symmetrische Relation definiert ist, gilt analog, 
dass alle Subkonzepte k von k2 in der Inkompatibilitätsrelation mit k1 stehen müssen. 
Die Extension OBk1 umfasst nämlich alle formalen Objekte, die in der Extension OBk zu 
einem Subkonzept k∈sub(k1) enthalten sind. Wenn demnach OBk1 disjunkt mit OBk2 ist, 
muss auch OBk disjunkt mit OBk2 sein.  
                                                                                                                                               
(2.) OBMEN(k1)=pot(OBk1)={TOB | TOB ⊆ OBk1} und 
(3.) OBMEN(k2)=pot(OBk2)={TOB | TOB ⊆ OBk2} gelten, dann gilt für jede Menge 
(4.) TOB∈pot(OBk1) aufgrund (1.)  
(5.) TOB { OBk2 und somit TOB∉pot(OBk2). 
 Die Disjunktheit der Extensionen von inkompatiblen mengenwertigen Konzepten gilt nicht nur dann, 
wenn die Extensionen jeweils Potenzmengen der Extensionen der zugehörigen einwertigen Konzep-
te sind. Die Disjunktheit der Extensionen von inkompatiblen mengenwertigen Konzepten muss auch 
dann gelten, wenn es aufgrund des exponentiellen Wachstums der Mächtigkeit von Extensionen zu 
mengenwertigen Konzepten ausreicht, dass OBMEN(k1) bzw. OBMEN(k2) jeweils Teilmengen von 
pot(OBk1) bzw. pot(OBk2) sind.  
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Mit L wird die Äquivalenzrelation bezeichnet.1) Es handelt sich hierbei um eine meta-
sprachliche Strukturierungsrelation, die Beziehungen zwischen Konzepten umfasst, de-
ren Extensionen immer gleich sein müssen. Sie ist als reflexive, symmetrische und tran-
sitive Ordnungsrelation definiert: 
Reflexivität  ∀k ∈ K:    (k L k) 
Symmetrie  ∀k1,k2 ∈ K:   (k1 L k2) ↔ (k2 L k1) 
Transitivität ∀k1,k2,k3 ∈ K:  (k1 L k2) ∧ (k2 L k3) → (k1L k3). 
Wenn zwei Konzepte k1,k2∈K in Äquivalenzrelation L zueinander stehen, dann müssen 
sie mit gleichen2) konzeptspezifischen Objektmengen extensional interpretiert werden: 
∀k1,k2∈K: (k1 L k2) → (OBk1 = OBk2). 
Die Konzepte k1 und k2 werden in diesem Fall auch als (zueinander) äquivalente Kon-
zepte bezeichnet. 
Der Zusammenhang zwischen äquivalenten Konzepten geht auf die Beobachtung 
FREGES zurück, dass es Konzepte gibt, deren „Art des Gegebenseins“3) zwar unter-
schiedlich ist, die aber extensional stets durch die gleichen Mengen formaler Objekte in-
                                                 
1) Die konzeptbezogene Äquivalenzrelation L weist eine Ähnlichkeit zu der logischen Äquivalenzrela-
tion ≡ auf, die in Zusammenhang mit prädikatenlogischen und ontologischen Formeln vorgestellt 
wurde (vgl. Abschnitt 3.1.3.1.2.2). Beide Relationen drücken nämlich die Substituierbarkeit ihrer 
Relationskomponenten bei gleich bleibender extensionaler Semantik aus. Mit der Äquivalenzrelation 
L zwischen Konzepten wird ausgedrückt, dass in allen SIGOS-Strukturen ASIGOS, mit denen eine on-
tologische Signatur SIGOS extensional interpretiert werden kann, die Extensionen OBk1 und OBk2 der 
äquivalenten Konzepte k1,k2∈K mit k1 L k2 gleich sein müssen. Mit der Äquivalenzrelation ≡ zwi-
schen Formeln wird hingegen ausgedrückt, dass der Wahrheitsgehalt einer Formel F1 in jeder SIGOS-
Struktur der gleiche ist, wie der Wahrheitswert einer zu F1 äquivalenten Formel F2. 
2) Mit der Gleichheit zweier konzeptspezifischer Objektmengen ist gemeint, dass jedes Element aus der 
einen Objektmenge auch in der anderen Objektmenge enthalten sein muss. Dabei kann es sich trotz-
dem um zwei nicht-identische Objektmengen handeln. Als Unterscheidungskriterium dienen die 
Namen der konzeptspezifischen Objektmengen. Der einzige Unterfall der Gleichheit ist die Identität; 
vgl. WEDEKIND ET AL. (2004), S. 337. Im Fall identischer konzeptspezifischer Objektmengen sind 
auch die Namen der Objektmengen gleich. 
3) FREGE (1969), S. 45.  
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terpretiert werden.1) Durch die Spezifikation der Äquivalenz von Konzepten wird dar-
über Wissen ausgedrückt, dass zwei Konzepte aufgrund domänenspezifischer Umstände 
zusammenhängen. Zwar entspricht jedes (sprachliche) Konzept aus einer Ontologie ei-
ner einzigartigen Intension, da es eineindeutig einem mentalen Konzept zugeordnet 
werden kann. Allerdings sind die Intensionen der beiden Konzepte derart miteinander 
„verdrahtet“, dass die Extensionen gleich sein müssen. Beispiele für die Äquivalenz von 
Konzepten wurden eingangs im Rahmen des Anforderungskatalogs für die statische 
Struktur des Modellierungskonzepts aufgezeigt.2) 
Die Bestimmung aller Konzepte, die mit einem Konzept k∈K äquivalent sind, erfolgt 
durch die Funktion 
aeq: K → pot(K) 
mit aeq(k)={kn | (kn L k)}. 
Da es sich bei der Äquivalenzrelation L um eine symmetrische und zugleich transitive 
Relation handelt, müssen die Mengen aeq(k1) und aeq(k2) gleich sein, wenn (k1 L k2) 
gilt. Analog sind die Mengen aeq(k1) und aeq(k2) disjunkt, wenn (k1 L k2) nicht gilt. 
                                                 
1) Als anschauliches Beispiel diente FREGE die altertümliche Vermutung, bei dem hellsten Stern am 
Morgenhimmel würde es sich um einen anderen Planeten handeln als um den hellsten Stern am A-
bendhimmel. Während dem erstgenannten mentalen Konzept das sprachliche Konzept Morgenstern 
zugeordnet wurde, wurde dem zweitgenannten mentalen Konzept das sprachliche Konzept Abend-
stern zugeordnet. Mit der Feststellung, dass den beiden unterschiedlichen mentalen Konzepten als 
gemeinsame Extension der heute als „Venus“ bekannte Planet zugewiesen werden kann, musste die 
Vermutung revidiert werden. Ein weiteres Beispiel äquivalenter Konzepte gibt QUINE mit den 
sprachlichen Konzepten Everest und Gausiankar; vgl. QUINE (1969), S. 257. Die Äquivalenz der 
beiden sprachlichen Konzepte ist damit begründet, dass ihnen zwar unterschiedliche mentale Kon-
zepte als Intensionen zugeordnet wurden, deren Extensionen allerdings beide den Berg „Mount Eve-
rest“ aus unterschiedlichen geographischen Beobachtungsrichtungen umfassen. Es handelt sich hier-
bei wohlgemerkt um keine Synonymie in dem hier vorgelegten Verständnis. Zwar unterscheiden sich 
sowohl FREGEs als auch QUINEs Synonymie-Konzeptionen von der vorliegenden Arbeit. Bei beiden 
Autoren wird nämlich die Synonymie auf der Ebene der sprachlichen Konzepte definiert. In der vor-
liegenden Arbeit erfolgt hingegen eine Differenzierung zwischen (objekt-)sprachlichen Konzepten 
und metasprachlichen Bezeichnern. Synonymie-Beziehungen können in der vorliegenden Arbeit nur 
zwischen metasprachlichen Bezeichnern existieren. Auf diesen Aspekt wird in den folgenden Ab-
schnitten näher eingegangen. In den oben wiedergegebenen Beispielen unterscheiden sich allerdings 
auch die mentalen Konzepte, die den sprachlichen Konzepten zugeordnet werden, voneinander. Am 
Ehesten lassen sich „Identitätssätze“ der Form „Everest=Gaurisankar“ und „Abend-
stern=Morgenstern“ (vgl. QUINE (1969), S. 268) mit dem hier vorgelegten Ansatz der Äquivalenz 
von Konzepten vereinbaren. Damit werden nämlich die Identitäten der Objekte ausgedrückt, die in 
den Extensionen der jeweiligen sprachlichen Konzepte enthalten sind. Zwar sind in QUINEs Beispie-
len lediglich solche sprachlichen Konzepte aufgeführt, deren Extensionen immer nur ein Objekt um-
fassen. Allerdings lässt sich das Prinzip äquivalenter Konzepte auch auf solche sprachlichen Kon-
zepte ausweiten, deren Extensionen mehrere Objekte umfassen. Ein Beispiel hierfür wurde eingangs 
mit den Konzepten Aufgaben_Abteilung_A und Aufgaben_ Mitarbeiter_4711 vorgestellt.  
2) Vgl. Abschnitt 2.1.3.2.2.  
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3.1.3.2.2.2 Metasprachliches Alphabet 
Für die Zuordnung einer extensionalen Semantik wird in der vorliegenden Arbeit der 
Ansatz der sortierten Prädikatenlogik beibehalten. Die extensionale Semantik von ob-
jektsprachlichen Komponenten aus einer ontologischen Signatur SIGOS wird demnach 
durch jene Konstrukte aus einer SIGOS-Struktur ASIGOS gegeben, auf die die jeweiligen 
Komponenten mittels einer Interpretationsfunktion aus IFOS abgebildet werden. Somit 
ist die extensionale Semantik ontologischer Signaturen durchgehend formal bestimmt. 
 Darüber hinaus wird mit der Konstruktion von Ontologien auch das Ziel verfolgt, 
sprachlichen Konstrukten eine zumindest für Menschen verarbeitbare, intensionale Se-
mantik zuzuordnen. Die Zuordnung einer intensionalen Semantik zu den objektsprach-
lichen Komponenten einer ontologischen Signatur SIGOS erfolgt u.a.1) durch die Mit-
glieder der Familie bezf sprachspezifischer Bezeichnungsfunktionen und die Mitglieder 
der Familie deff sprachspezifischer Definitionsfunktionen. Im Gegensatz zu der exten-
sionalen Semantik, die durchgehend formal festgelegt ist, ist allerdings die intensionale 
Semantik durch Bezeichnungs- und Definitionsfunktionen informal bestimmt. Dabei ist 
es für beide Funktionen notwendig, auf ein natürlichsprachliches Alphabet zurückzu-
greifen, um mit dessen Elementen sprachspezifische Bezeichner bzw. Definitionen kon-
struieren zu können. 
Für diese Zwecke wird das meta- und natürlichsprachliche Alphabet ALPHMETA heran-
gezogen. Es wird zum einen dazu verwendet, den deskriptiven Symbolen aus einer on-
tologischen Signatur SIGOS natürlichsprachliche Bezeichnungen zuzuordnen. Bei den 
Bezeichnungen der deskriptiven Symbole werden ihnen natürlichsprachliche Zeichen-
ketten über ALPHMETA zugeordnet. Dabei erfolgt jede Bezeichnung stets in Bezug auf 
eine natürliche Sprache. Zum anderen wird das natürlichsprachliche Alphabet 
ALPHMETA bei der Zuordnung sprachspezifischer Definitionen zu den deskriptiven 
Symbolen verwendet. Auch die Definitionen sind natürlichsprachliche Zeichenketten, 
die stets in Bezug auf eine natürliche Sprache bestimmt sind. Darüber hinaus werden 
beim Übergang von ontologischen Signaturen zu ontologischen Spezifikationen Regeln 
eingeführt, denen ebenso jeweils sprachspezifische Definitionen zugeordnet werden 
können.  
Die Festlegung des natürlichsprachlichen Alphabets ALPHMETA und der Menge 
ALPHMETA* aller Zeichenketten über ALPHMETA orientiert sich an dem Aufbau forma-
ler Sprachen.2) Das metasprachliche Alphabet ALPHMETA umfasst die metasprachlichen 
Zeichen: 
                                                 
1) Über die Zuordnung von natürlichsprachlichen Bezeichnern und Definitionen zu objektsprachlichen 
Komponenten hinaus wird ihre intensionale Semantik insbesondere durch Strukturierungsrelationen 
bestimmt. Auf diesen Aspekt der intensionalen Semantik objektsprachlicher Komponenten ontologi-
scher Signaturen wurde bereits eingegangen. 
2) Vgl. dazu CARSTENSEN ET AL. (2001), S. 59 f.; EHRIG ET AL. (1999), S. 23 ff.; ERK/PRIESE (2002), S. 
27 ff. 
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ALPHMETA={0,1,...,9,a,b,...,z,A,B,...,Z,,,;,.,:,+,-,?,!,$,%;/,(,),=, }. 
Jede Folge z1...zn mit z1,..,zn∈ALPHMETA ist eine Zeichenkette der Länge n über dem 
Alphabet. Insbesondere gilt, dass das ausgezeichnete Element λ eine Zeichenkette der 
Länge n=0 über dem Alphabet ist, obwohl es nicht als Zeichen in ALPHMETA enthalten 
ist. Es darf nicht mit dem leeren Zeichen „ “ verwechselt werden, das auch im Alphabet 
ALPHMETA enthalten ist.1) 
Die Menge ALPHMETA* aller metasprachlichen Zeichenketten über ALPHMETA ist in-
duktiv definiert durch: 
(1.) λ∈ALPHMETA* 
(2.) ∀z∈ALPHMETA: z∈ALPHMETA* 
(3.) ∀z1∈ALPHMETA, z2∈ALPHMETA*: z1z2∈ALPHMETA* 
Die Induktionsbasen der oben angegeben Definition der Menge ALPHMETA* aller Wör-
ter über dem Alphabet ALPHMETA sind zum einen die leere Zeichenkette λ und zum an-
deren alle Zeichen aus dem Alphabet. Sowohl λ als auch jedes Zeichen aus der Menge 
ALPHMETA stellen nämlich atomare Zeichenketten2) aus der Menge ALPHMETA* dar.  
Die Menge ALPHMETA* aller Zeichenketten über dem Alphabet ALPHMETA kann fol-
gendermaßen in paarweise zueinander disjunkte Teilmengen unterteilt werden: 
ALPHMETA*= ALPHMETA0 ∪ ALPHMETA1 ∪...∪ ALPHMETAN. 
Jede Teilmenge ALPHMETAn umfasst Zeichenketten der Länge n und wird folgenderma-
ßen definiert:3) 
(1.) ALPHMETA0={λ}, 
(2.) ALPHMETA1={z | z∈ALPHMETA}, 
(3.) ALPHMETAn={z1z2 | z1∈ALPHMETA ∧ z2∈ALPHMETAn-1} 
für n≥2 und n∈N+. 
Die Länge n einer Zeichenkette z∈ALPHMETA* lässt sich als Wert der Funktion 
                                                 
1) In der Praxis wird statt des leeren Zeichens oftmals das Zeichen „_“ verwendet. Auch in der vorlie-
genden Arbeit werden in Bezeichnern, die sich aus mehreren Wörtern zusammensetzen, die Wörter 
durch „_“ verbunden. Aus Zwecken der Kompatibilität mit dem natürlichen Sprachgebrauch wird al-
lerdings für die Zeichenketten über ALPHMETA hiervon abgesehen. 
2) Von atomaren Zeichenketten zu sprechen wirkt zwar kontraintuitiv, da mit Ketten in der Regel auch 
eine Zerlegbarkeit in ihre Glieder (i.d.F. Zeichen) assoziiert wird. Daher werden Zeichenketten oft-
mals in der Literatur als Wörter bezeichnet; vgl. die zuvor angegebenen Quellen zur Konstruktion 
formaler Sprachen. Allerdings wird vom Verfasser die Bezeichnung Zeichenkette gegenüber der Be-
zeichnung Wort präferiert, da die Bilder der sprachspezifischen Definitionsfunktion deflan Sätze im 
intuitiven Verständnis sind. Dies wird in späteren Abschnitten vorgesellt. Die Bezeichnung Zeichen-
kette ist zur Erfassung von Definitionen besser geeignet als die Bezeichnung Wort.  
3) Vgl. EHRIG ET AL. (1999), S. 24; ZELEWSKI (1995), Bd. 4, S. 6. 
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lenALPH: ALPHMETA* → N 
bestimmen, wobei 
(1.) lenALPH(λ)=0, 
(2.) lenALPH(z)=1 wenn z∈ALPHMETA und 
(3.) lenAlph(z1z2)=lenALPH(z2)+1, wenn z1∈ALPHMETA gilt.  
Für jede Menge ALPHMETAn gilt demnach ALPHMETAn={z | lenALPH(z)=n}. 
Die Menge ALPHMETA* aller Zeichenketten über dem Alphabet ALPHMETA ist von der 
Potenzmenge pot(ALPHMETA) der Menge ALPHMETA zu unterscheiden. Während die 
Menge ALPHMETA* solche Zeichenketten beinhaltet, auf deren atomare Komponenten 
nicht unmittelbar zugegriffen werden kann, umfasst die Potenzmenge pot(ALPHMETA) 
alle Teilmengen der Menge ALPHMETA. Die Elemente der Menge pot(ALPHMETA) sind 
selbst Mengen, deren Elemente wiederum Zeichen aus dem Alphabet ALPHMETA sind. 
Die Elemente der Potenzmenge pot(ALPHMETA) umfassen Zeichen aus ALPHMETA auf 
ungeordnete Weise. In den Elementen der Menge ALPHMETA* sind die Zeichen hinge-
gen geordnet. 
Im weiteren Verlauf wird auch die Potenzmenge pot(ALPHMETA*) der Menge 
ALPHMETA* aller metasprachlichen Zeichenketten benötigt. Es handelt sich dabei um 
jene Menge, die alle Teilmengen der Menge ALPHMETA* umfasst. Jedes Element der 
Menge pot(ALPHMETA*) ist somit eine Menge von Zeichenketten, die über dem Alpha-
bet ALPHMETA konstruiert werden können, oder die leere Menge ∅.  
Abschließend wird darauf aufmerksam gemacht, dass grundsätzlich weder das Alphabet 
ALPHMETA noch die daraus abgeleiteten Zeichenketten für ontologische Signaturen 
notwendig sind. Für die Zwecke, bei denen im Folgenden insbesondere die Menge 
ALPHMETA* verwendet wird, ließe sich nämlich auch die Menge OBString verwenden, 
mit der das Datenkonzept String∈KDT extensional interpretiert wird. Die Individuen aus 
der Objektmenge OBString sind nämlich auch stets Zeichenketten. Somit ließen sie sich 
für die Zwecke, zu denen Zeichenketten über dem Alphabet ALPHMETA benötigt wer-
den, ebenso verwenden.  
Allerdings hat die oben vorgestellte Vorgehensweise einige Vorteile gegenüber der Er-
fassung von Zeichenketten aus der konzeptspezifischen Objektmenge OBString. Mit der 
oben vorgelegten Vorgehensweise wird z.B. die Möglichkeit offen gehalten, sprachspe-
zifische Alphabete zu definieren.1) Jedes sprachspezifische Alphabet ALPHlan mit 
lan={ger,eng,fr,...} würde in diesem Fall sprachspezifische Zeichen beinhalten. Bei-
spielsweise würden im sprachspezifischen Alphabet ALPHfr über die Zeichen hinaus, 
die im sprachspezifischen Alphabet ALPHger enthalten sind, u.a. auch noch die Zeichen 
é, è und ê enthalten sein. Um eine solche Vorgehensweise analog erfassen zu können, 
                                                 
1) Zu sprachspezifischen Alphabeten im Rahmen der konzeptionellen Modellierung vgl. BOMAN ET AL. 
(1997), S. 21 f. 
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müsste das Datenkonzept Char∈KDT weiter in sprachspezifische Datenkonzepte unter-
teilt1) werden. Jedes sprachspezifische Datenkonzept Charger, Chareng usw. würde mit 
einer solchen konzeptspezifischen Objektmenge interpretiert werden, die nur Zeichen 
beinhaltet, die in der jeweiligen natürlichen Sprache gültig sind. Entsprechen der Unter-
teilung des Datenkonzepts Char müsste auch das Datenkonzept String unterteilt werden. 
Demnach müssten z.B. OBStringger=OBCharger* und OBStringeng=OBChareng* gelten. Eine sol-
che Unterteilung ist allerdings weder für das Datenkonzept Char noch für das Daten-
konzept String üblich. Die Unkonventionalität einer Unterteilung des Datenkonzepts 
String ist jedoch kein Argument, das den Ausschluss dieser Variante erfordern würde. 
Schließlich wurde in der vorliegenden Arbeit bereits eine Unterteilung von Datenkon-
zepten vorgestellt, um die hierarchische Beziehung zwischen Datenkonzepten ausdrü-
cken zu können.2) 
Vielmehr ist mit der oben vorgestellten Vorgehensweise der Versuch verbunden, eine 
intensionale Semantik für die Komponenten ontologischer Signaturen anzugeben, die 
nicht auf eine extensionale Semantik – wie es bei den Zuordnungen der Objektmengen 
OBChar und OBString zu den Datenkonzepten Char bzw. String der Fall wäre – zurück-
greift. Die Zeichenketten werden nämlich im weiteren Verlauf dazu verwendet, Be-
zeichnungen und Definitionen für die objektsprachlichen Komponenten ontologischer 
Signaturen anzugeben. Darüber hinaus werden bestimmten ontologischen Formeln na-
türlichsprachliche Erläuterungen zugeordnet. Würden nun für diese Zwecke Zeichenket-
ten aus konzeptspezifischen Objektmengen verwendet, würde eine – zumindest partielle 
– extensionale Interpretation von Konzepten vorausgesetzt werden. Es müsste nämlich 
mindestens das Datenkonzept String∈KDT extensional durch die konzeptspezifische Ob-
jektmenge OBString interpretiert werden, um die formalen Objekte aus der Menge OBSt-
ring für die oben angegebenen Zwecke verwenden zu können. 
Die Argumentation gegen eine Verwendung der Elemente von OBString ist analog zu der 
Argumentation gegen eine Verwendung der Objektmenge OBBool zur Erfassung von 
Wahrheitswerten. Als Wahrheitswerte von Formeln werden nicht die Elemente der kon-
zeptspezifischen Objektmenge OBBool zugeordnet, da der Begriff der Wahrheit eine be-
sondere Bedeutung in logischen Analysen hat. Würden Objekte aus der Menge OBBool 
zur Kennzeichnung der Gültigkeit von Formeln über ontologischen Signaturen herange-
zogen werden, wäre auch hier eine – zumindest partielle – extensionale Interpretation 
der ontologischen Signatur SIGOS notwendig. Um die Wahrheitswerte von Formeln 
auch ohne die extensionale Interpretation des Datenkonzepts Bool bestimmen zu kön-
nen, wurden die Formeln w und f als formale Konstrukte sui generis eingeführt. Aus 
dem gleichen Grund werden für die Zwecke der Bezeichnung und Definition von ob-
jektsprachlichen Konstrukten das Alphabet ALPHMETA und die Menge ALPHMETA* der 
Zeichenketten, die über diesem Alphabet definiert sind, verwendet  
                                                 
1) Die Unterteilung würde mittels der Subkonzeptrelation  erfolgen.  
2) Vgl. Abschnitt 3.1.3.2.2.1  
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3.1.3.2.2.3 Metasprachliche Bezeichnungs- und 
Definitionsfunktionen 
Es wurde bereits in Abschnitt 3.1.3.2.1.1 darauf hingewiesen, dass für Akteure, die an 
der Konstruktion einer Ontologie beteiligt gewesen sind, ein bijektiver Zusammenhang 
zwischen sprachlichen Konzepten aus der Ontologie einerseits und mentalen Konzepten 
andererseits existiert.1) Die sprachlichen Konzepte dienen somit lediglich der eindeuti-
gen Identifikation von mentalen Konzepten. 
Für Akteure, die an dem Einigungsprozess bei der Konstruktion einer Ontologie nicht 
beteiligt waren, kann es sich allerdings bei den sprachliche Konzepten um Konstrukte 
handeln, die sie nicht verstehen. Das heißt, dass möglicherweise Akteure den sprachli-
chen Konzepten keine eigenen mentalen Konzepte zuordnen können oder sogar solche 
mentalen Konzepte zuordnen, die von den Akteuren, die an der Ontologiekonstruktion 
beteiligt waren, nicht intendiert gewesen sind. In diesen Fällen könnten Benutzer der 
Ontologie den deskriptiven Symbolen entweder keine oder eine „falsche“ intensionale 
Semantik zuordnen. 
Um fehlende oder falsche Sinnzuweisungen zu objektsprachlichen Konstrukten mög-
lichst zu vermeiden, verfügen Ontologien über metasprachliche Ausdrucksmittel. Es 
handelt sich hierbei um die Mitglieder der Familie bezf sprachspezifischer Bezeich-
nungsfunktionen und die Mitglieder der Familie deff sprachspezifischer Definitions-
funktionen. Mit Hilfe der genannten Funktionen werden durchgehend formalsprachliche 
Ausdrucksmittel aus einer ontologischen Signatur SIGOS mit natürlichsprachlichen 
Ausdrücken verbunden. Eine solche Verbindung trägt einerseits dazu bei, mit Hilfe von 
Ontologien den Anschluss an die natürliche Begriffswelt zu wahren. Während nämlich 
die sprachlichen Konzepte stets in eineindeutiger Beziehung zu mentalen Konzepten 
stehen, können im natürlichen Sprachgebrauch oftmals verschiedene Formen der Mehr-
deutigkeit oder Ambiguität beobachtet werden.2) 
Von den Arten potenzieller Mehrdeutigkeiten sind insbesondere die Synonymie und die 
Homonymie von besonderer Bedeutung. Im Fall der Synonymie werden für das gleiche 
Konzept unterschiedliche Zeichenketten als Bezeichner des Konzepts verwendet. Im 
Fall der Homonymie fungiert eine Zeichenkette als Bezeichner unterschiedlicher Kon-
zepte. Somit sind sowohl Synonymie als auch Homonymie als Eigenarten der Zeichen-
ketten definiert, mit denen Konzepte bezeichnet werden. Da es sich bei den Bezeichnern 
                                                 
1) Dieser Zusammenhang geht in der Diktion dann unter, wenn beispielsweise von einem Konzept „k“ 
gesprochen wird. Bei einer präziseren Diktion müsste gesagt werden: „das (mentale) Konzept, das 
durch das sprachliche Konzept „k“ bezeichnet wird“. Dadurch würde allerdings die Referenz des 
Begriffs Konzept auf eine außersprachliche Ebene verlagert werden, auf die im Rahmen der forma-
len Semantik nicht zugegriffen werden kann. Außersprachliche Entitäten finden nämlich in der for-
malen Semantik des hier vorgelegten Ansatzes keine Berücksichtigung. Sie müssen – in einem even-
tuell nachgelagerten Schritt – durch eine denotationale Semantik beschlossen werden.  
2) Vgl. LÖBNER (2003), S. 53 ff.  
3 Bausteine des integrativen Modellierungskonzepts 225 
 
der sprachlichen Konzepte um metasprachliche Konstrukte handelt, werden sowohl Sy-
nonymie als auch Homonymie auf metasprachlicher Ebene festgelegt. 
Weder die Homonymie noch die Synonymie werden somit in ontologischen Signaturen 
auf der objektsprachlichen Ebene berücksichtigt. Sowohl Homonymie als auch Syno-
nymie werden als Beziehungen zwischen metasprachlichen Bezeichnern spezifiziert. 
Würde die Homonymie als Eigenart sprachlicher Konzepte zugelassen werden, müsste 
die denotationale Interpretation von sprachlichen Konzepten durch mentale Konzepte 
rechtsmehrdeutig sein.1) Würde die Synonymie als Beziehung zwischen sprachlichen 
Konzepten definiert werden, wäre die denotationale Interpretation linksmehrdeutig. Es 
wurde allerdings bereits darauf hingewiesen, dass die Eineindeutigkeit der denotationa-
len Interpretationsfunktion ein wesentliches Charakteristikum ontologiegestützter Mo-
dellierung ist. Daher werden sowohl homonyme als auch synonyme sprachliche Kon-
zepte ausgeschlossen.2)  
Trotz der Festlegung auf die eineindeutige denotationale Interpretation von sprachlichen 
Konzepten erweisen sich Ontologien als äußerst flexibel in Bezug auf die Berücksichti-
gung von Mehrdeutigkeiten.3) Aufgrund dieser Flexibilität heben sich Ontologien deut-
lich von traditionellen und aktuell diskutierten Modellierungssprachen ab. In der Regel 
werden nämlich von Modellierungssprachen keine Ausdrucksmittel zur Verfügung ge-
stellt, um die in der natürlichen Sprache vorkommenden Mehrdeutigkeiten auch in den 
entsprechenden Modellen berücksichtigen zu können. 
In Ontologien können hingegen Mehrdeutigkeiten dadurch berücksichtigt werden, dass 
einerseits formal- und objektsprachliche Konstrukte4) und andererseits natürlich- und 
metasprachliche Konstrukte voneinander unterschieden werden. Beispielsweise werden 
sprachliche Konzepte weiterhin als elementare formale Bausteine von Ontologien bei-
behalten. Demgegenüber können allerdings in Ontologien sprachlichen Konzepten auch 
natürlichsprachliche Bezeichner zugeordnet werden. Die Bezeichner von sprachlichen 
Konzepten werden dabei für die Rekonstruktion der natürlichsprachlichen Begriffswelt 
                                                 
1) Die Rechtsmehrdeutigkeit gilt genau dann, wenn die Interpretation der sprachlichen Konzepte durch 
mentale Konzepte betrachtet wird. Wenn hingegen die Referenzbeziehung von mentalen zu sprachli-
chen Konzepten betrachtet wird, handelt es sich um eine linksmehrdeutige Relation. Für die folgen-
den Ausführungen wird allerdings stets von der ersten Relation ausgegangen.  
2) Zur hierzu alternativen Zulässigkeit synonymer deskriptiver Symbole vgl. PATIG (2004), S. 99. Um 
die Extensionsgleichheit von Konzepten ausdrücken zu können, wurde in der vorliegenden Arbeit 
die Äquivalenzrelation L eingeführt. Äquivalenzen von Operations- und Relationssymbolen lassen 
sich hingegen am einfachsten mit Hilfe objektsprachlicher Inferenzregeln ausdrücken, auf die in Ab-
schnitt 3.1.4.1 eingegangen wird. 
3) Zu den Möglichkeiten, in Ontologien natürlichsprachliche Mehrdeutigkeiten zu berücksichtigen, vgl. 
PREECE ET AL. (2001), S. 183 ff.  
4) Zu beachten ist, dass die Berücksichtigung von Mehrdeutigkeiten sich in Ontologien nicht nur auf 
Konzepte erstreckt. Die Berücksichtigung erstreckt sich ebenso auf Operations- und Relationssym-
bole und somit auf alle deskriptiven Symbole. 
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verwendet.1) Dadurch wird eine Separation zwischen dem formalsprachlichen Apparat 
einer Ontologie einerseits und der natürlichsprachlichen Begriffswelt andererseits be-
wirkt. Während der erste Aspekt der Formalsprachlichkeit sowohl notwendig als auch 
hinreichend für die computergestützte Analyse von ontologiegestützten Modellen ist, 
wird mit dem zweiten Aspekt – der Berücksichtigung natürlichsprachlicher Begriffswel-
ten – gewährleistet, dass menschliche Ontologienutzer am „Front-End“ von Ontologien 
sich nicht mit formalsprachlichen Konstrukten auseinander setzen müssen. 
Die Familie bezf der sprachspezifischen Bezeichnungsfunktionen 
bezf=(bezger, bezeng, bezfr,...) 
hat als Mitglieder Funktionen, mit denen deskriptiven Symbolen aus einer ontologi-
schen Signatur SIGOS jeweils eine nicht-leere Menge natürlichsprachlicher Bezeichner 
zugeordnet werden können.2) Es handelt sich dabei um Zeichenketten über dem natür-
lichsprachlichen Alphabet ALPHMETA. Der Index lan∈{ger,eng,fr,...} gibt an, welcher 
natürlichen Sprache die Bezeichner entstammen. Exemplarisch wurden hier Deutsch 
(ger), Englisch (eng) und Französisch (fr) aufgezählt. Die Mengenfamilie lässt sich 
problemlos ausweiten, um auch andere natürliche Sprachen berücksichtigen zu können. 
Wenn die jeweilige natürliche Sprache im Argumentationskontext nicht von Relevanz 
ist, wird im Folgenden auch von einer Bezeichnungsfunktion bezlan gesprochen. 
Jede sprachspezifische Bezeichnungsfunktion bezlan ist definiert als 
bezlan: (K ∪ OPS ∪ RS) → pot+(ALPHMETA*). 
Die Bildmenge der Bezeichnungsfunktion ist eine echte und nicht-leere Teilmenge der 
Menge ALPHMETA*. Die Menge ALPHMETA* wurde bereits zuvor als die Menge aller 
Zeichenketten über dem Alphabet ALPHMETA vorgestellt. 
Bei den sprachspezifischen Bezeichnungsfunktionen bezlan handelt es sich um totale 
Funktionen. Es müssen nämlich allen deskriptiven Symbolen aus einer ontologischen 
Signatur SIGOS natürlichsprachliche Bezeichnungen zugewiesen werden. In der Regel 
enthält die Menge bezlan(x) zu einem deskriptiven Symbol x∈(K ∪ OPS ∪ RS) mindes-
tens x in seiner „natürlichsprachlichen Variante“ als x∈bezlan(x). Beispielsweise kann 
die Bezeichnermenge zu einem Konzept Unternehmen lauten: 
bezger(Unternehmen)={Unternehmen,Unternehmung,Betrieb}. 
                                                 
1) Dies schließt nicht aus, dass auch die objektsprachliche Ebene einer Ontologie für die Rekonstrukti-
on der natürlichsprachlichen Begriffswelt verwendet werden kann. Es bietet sich sogar an, solche de-
skriptiven Symbole aus einer ontologischen Signatur SIGOS zu verwenden, die natürlichsprachlichen 
Begriffen entsprechen. Allerdings können auf dieser Ebene keine Mehrdeutigkeiten berücksichtigt 
werden. 
2) Vgl. MÄDCHE (2002), S. 18. („lexical entries“) 
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Darüber hinaus ist jede sprachspezifische Bezeichnungsfunktion bezlan nicht notwendig 
injektiv. Das heißt, dass zwei unterschiedlichen Konzepten k1,k2∈K die gleiche Menge 
von Zeichenketten als Bezeichner zugeordnet werden kann.1)  
Mit sprachspezifischen Bezeichnungsfunktionen ist es möglich, Gemeinsamkeiten und 
Unterschiede zwischen den Bezeichnern von Konzepten formal zu präzisieren. In erster 
Linie handelt es sich hierbei um die bereits erwähnten Phänomene der Homonymie und 
Synonymie. Homonymie und Synonymie werden gemeinsam als Bezeichnerbeziehun-
gen angesprochen. Welche Bezeichnerbeziehung bei welcher Konstellation der Be-
zeichnungs- und Definitionsfunktion vorliegt, kann der Tabelle 9 entnommen werden: 
Bezeichnerbeziehung  
Homonymie Synonymie 
deskriptive(s) 
Symbol(e) x1≠x2 x 
Bezeichner b∈bezlan1(x1) ∧ b∈bezlan2(x2) b1∈bezlan1(x) ∧ b2∈bezlan2(x) 
Tabelle 9: Homonymie und Synonymie 
Ein Homonym ist eine Zeichenkette, die für unterschiedliche deskriptive Symbole gilt, 
die stets unterschiedliche Intensionen und möglicherweise unterschiedliche Extensionen 
haben.2) Es wird in der zweiten Spalte der Tabelle 9 vorgestellt. Im Fall von homony-
men Konzeptbezeichnern werden zwei unterschiedliche Konzepte k1,k2∈K jeweils u.a. 
mit einer Zeichenkette b bezeichnet. Es können z.B. sowohl das Konzept Parkbank als 
auch das Konzept Geldinstitut mit der Zeichenkette Bank bezeichnet sein. Da es sich um 
zwei unterschiedliche Konzepte handelt, müssen sie auch jeweils eine unterschiedliche 
Intension aufweisen. In der Regel kann sogar angenommen werden, dass die Extensio-
nen OBParkbank und OBGeldinstitut disjunkt sind.  
                                                 
1) Auf den folgenden Seiten werden Sonderfälle behandelt, die sich aus der Gleichheit der Bezeichner 
für unterschiedliche Konzepte (Homonymie) ergeben können. 
2) Vgl. LÖBNER (2003), S. 58 ff.; LUTZEIER (1995), S. 33; ORTNER (1997), S. 32.  
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Eine Zeichenkette b∈ALPHMETA* ist Element der Menge  
HOM ⊆ ALPHMETA*, 
wenn b ein Homonym ist.1) b ist wiederum genau dann ein Homonym, wenn es zwei un-
terschiedlichen deskriptiven Symbole x1,x2∈(K ∪ OPS ∪ RS) mit x1≠x2 als natürlich-
sprachlicher Bezeichner zugeordnet ist. Es gilt demnach für jede natürliche Sprache 
lan1,lan2∈{ger,eng,fr,...}: 
∀b∈ALPHMETA*: HOM(b) ↔  
∃x1,x2∈(K ∪ OPS ∪ RS): x1≠x2 ∧ b∈bezlan1(x1) ∧ b∈bezlan2(x2). 
Dabei ist zu beachten, dass die sprachspezifischen Bezeichnungsfunktionen bezlan1 und 
bezlan2 nicht notwendig unterschiedlich sein müssen. Es lassen sich hierbei zwei Fälle 
unterscheiden. 
Wenn es sich im ersten Fall bei den beiden Funktionen aufgrund lan1=lan2 um eine 
sprachspezifische Bezeichnungsfunktion bezlan1=bezlan2 handelt, liegt eine Homonymie 
i.e.S. vor. Demnach wird bei der Homonymie i.e.S. zwei unterschiedlichen deskriptiven 
Symbolen ein Bezeichner in einer natürlichen Sprache zugeordnet, wenn lan1=lan2 gilt. 
Der zweite Fall beinhaltet die Zuordnung einer Zeichenkette b∈ALPHMETA* als Be-
zeichner von zwei unterschiedlichen deskriptiven Symbolen in zwei unterschiedlichen 
natürlichen Sprachen lan1,lan2∈{ger,fr,eng,...} mit lan1≠lan2. In diesem Fall liegt eine 
Homonymie i.w.S. vor. Es kann nämlich sein, dass zwei unterschiedliche deskriptive 
Symbole x1,x2∈(K∪OPS∪RS) mittels wiederum zweier unterschiedlicher sprachspe-
zifischer Bezeichnungsfunktionen bezlan1 und bezlan2 mit lan1≠lan2 auf dieselbe Zeichen-
kette b∈ALPH* abgebildet werden. Die betroffene Zeichenkette b stellt in diesem Fall 
eine Überlappung der Bildmengen zweier sprachspezifischer Bezeichnungsfunktionen 
dar. Beispielsweise kann für die beiden Konzepte Behaelter und Panzer gelten: 
bezger(Behaelter)=Tank zw. bezeng(Panzer)=Tank. Insofern stellt die Zeichenkette Tank 
ein Homonym dar. 
In der Regel wird mit Homonymie lediglich die Eigenart einer Zeichenkette aus der 
gleichen Sprache erfasst. Mit den sprachspezifischen Bezeichnungsfunktionen lassen 
sich allerdings auch Homonymien von Zeichenketten aus unterschiedlichen Sprachen 
aufdecken.2) Dies ist dann der Fall, wenn zwei unterschiedliche deskriptive Symbole 
mittels zweier unterschiedlicher sprachspezifischer Bezeichnungsfunktionen bezlan1und 
bezlan2 mit lan1≠lan2 auf die gleiche Zeichenkette b∈ALPH* abgebildet werden. Zusätz-
lich verkompliziert wird dieser Umstand, wenn die sprachspezifischen Bezeichner bez-
                                                 
1) Die Menge HOM aller homonymen Bezeichner wird im Folgenden in ihrer äquivalenten Charakteri-
sierung als einstellige Relation angegeben, um eine Vergleichbarkeit mit der zweistelligen Relation 
SYN zur Kennzeichnung synonymer Bezeichner zu erhalten. So wird statt b∈HOM die Schreibweise 
HOM(b) verwendet. 
2) Zur Zulässigkeit der Auszeichnung sprachübergreifender Bezeichnerbeziehungen vgl. WEDEKIND ET 
AL. (2004), S. 340. 
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lan1(x1) und bezlan2(x2) zu zwei unterschiedlichen deskriptiven Symbolen x1 und x2 mit 
x1,x2∈(K ∪ OPS ∪ RS) in zwei unterschiedlichen natürlichen Sprachen lan1 und lan2 
mit lan1≠lan2 „vertauscht“ sind. Beispielsweise wird die Zeichenkette Meer im Hollän-
dischen dem Konzept als Bezeichner zugeordnet, dem im Deutschen der Bezeichner 
See zugeordnet ist. Umgekehrt wird im Holländischen der Bezeichner See dem Konzept 
zugeordnet, dem im Deutschen der Bezeichner Meer zugeordnet ist.1) 
Synonyme sind voneinander unterschiedliche Zeichenketten, die gleichzeitig Bezeichner 
für dasselbe deskriptives Symbol x∈(K ∪ OPS ∪ RS) sind.2) Sie werden in der dritten 
Spalte der Tabelle 9 vorgestellt. Im Fall von Synonymen wird ein deskriptives Symbol 
x∈(K ∪ OPS ∪ RS) mit einer mehrelementigen Menge bezlan(x) von Zeichenketten be-
zeichnet (d.h. |bezlan(x)|≥2). Die Bezeichner b1,...,bn∈bezlan(x) von x stehen in diesem 
Fall in einer Synonymbeziehung zueinander. So sind z.B. die Zeichenketten C++ und C 
Plus Plus Synonyme, da beide Zeichenketten die Bezeichner eines Konzepts sind. 
Darüber hinaus können auch Zeichenketten aus den Bildern bezlan1(x) und bezlan2(x) 
zweier unterschiedlicher sprachspezifischer Bezeichnungsfunktionen bezlan1 und bezlan1 
mit lan1≠lan2 zu einem deskriptiven Symbol x∈(K ∪ OPS ∪ RS) als Synonyme be-
trachtet werden.3) Ebenso sind Abkürzungen von Zeichenketten als Synonyme zu den 
abgekürzten Zeichenketten anzusehen.  
Das Bezeichnerpaar (b1,b2) ist Element der Synonymrelation 
SYN ⊆ ALPHMETA* × ALPHMETA*, 
wenn b1 und b2 Synonyme sind. Es gilt für eine Sprache lan∈{ger,eng,fr,...}: 
∀b1,b2∈ALPHMETA*: SYN(b1,b2) ↔ 
∃x∈(K ∪ OPS ∪ RS) : b1∈bezlan1(x) ∧ b2∈bezlan2(x). 
Auch hierbei werden zwei Fälle unterschieden. Im ersten Fall stimmen die sprachspezi-
fischen Bezeichnungsfunktionen bezlan1 und bezlan2 aufgrund von lan1=lan2=lan überein. 
Dieser Fall beinhaltet die Zuordnung von zwei Zeichenketten b1,b2∈ALPHMETA* als 
sprachspezifische Bezeichner zu einem deskriptiven Symbol x∈(K ∪ OPS ∪ RS) in ei-
ner natürlichen Sprache lan1=lan2=lan. In diesem Fall liegt eine Synonymie i.e.S. vor. 
Sämtliche Zeichenketten, die in der mehrelementigen Menge bezlan(x) enthalten sind, 
stehen somit zueinander in einer Synonymie-Beziehung i.e.S. zueinander. Der zweite 
Fall liegt vor, wenn aufgrund von lan1≠lan2 zwei unterschiedliche sprachspezifische 
                                                 
1) Vgl. HOPPENBROUWERS (1997), S. 42.  
2) Vgl. LÖBNER (2003), S. 117; LUTZEIER (1995), S. 59 ff.; ORTNER (1997), S. 32. 
3) Zu beachten sind dabei sprach- und kulturspezifische Umstände, die erst bei näherer Betrachtung 
auffallen. Hierunter fallen z.B. Zeichenketten, die vermeintlich in zwei unterschiedlichen Sprachen 
eine unterschiedliche Bedeutung haben, jedoch in mindestens einer der Sprachen ein Homonym dar-
stellen; vgl. HOPPENBROUWERS (1997), S. 41 f. Thematisiert wird dies im Kontext der sozialen Be-
deutung sprachlicher Konstrukte; vgl. LÖBNER (2003), S. 36 ff. Diese Problematik stellt sich hier al-
lerdings nicht, da sowohl Konzepten als auch Operations- und Relationssymbolen sprachspezifische 
Bezeichner zugeordnet werden und nicht umgekehrt.  
3 Bausteine des integrativen Modellierungskonzepts 230 
 
Bezeichnungsfunktionen bezlan1 und bezlan2 herangezogen werden. In diesem Fall liegt 
eine Synonymie i.w.S. vor. Dabei werden zwei Zeichenketten b1,b2∈ALPHMETA* als 
Synonyme betrachtet, wenn beide das gleiche deskriptive Symbol x∈(K ∪ OPS ∪ RS) 
in zwei unterschiedlichen natürlichen Sprachen lan1 und lan2 bezeichnen.  
Die Familie deff der sprachspezifischen Definitionsfunktionen 
deflan={defger, defeng, deffr,...} 
hat als Mitglieder Funktionen, mit denen deskriptiven Symbolen und Formeln über der 
ontologischen Signatur SIGOS Definitionen in einer natürlichen Sprache1) zugeordnet 
werden können. Der Index lan∈{ger,eng,fr,...} gibt – wie bei den Mitgliedern der Fami-
lie bezf auch – die jeweilige natürliche Sprache an, in der die Definition gilt. Wenn die 
natürliche Sprache in dem Argumentationskontext nicht von Relevanz ist, wird im Fol-
genden auch vereinfachend von einer sprachspezifischen Definitionsfunktion deflan ge-
sprochen. 
Jede sprachspezifische Definitionsfunktion deflan ist definiert als: 
deflan: (K ∪ OPS ∪ RS ∪ FORMSIGOS) → ALPHMETA*. 
Sprachspezifische Definitionsfunktionen können – im Gegensatz zu sprachspezifischen 
Bezeichnungsfunktionen – in ihren Argumenten auch ontologische Formeln aus der 
Menge FORMSIGOS aller Formeln über der ontologischen Signatur SIGOS aufnehmen. 
Dieses Ausdruckspotenzial sprachspezifischer Definitionsfunktionen erweist sich be-
sonders dann als vorteilhaft, wenn zu Inferenz- und Integritätsregeln natürlich-
sprachliche Erläuterungen angegeben werden sollen. 
Sprachspezifische Definitionsfunktionen sind grundsätzlich partiell. Es muss nämlich 
nicht jedem deskriptiven Symbol x∈(K ∪ OPS ∪ RS) oder jeder ontologischen Formel 
F∈FORMSIGOS eine sprachspezifische Definition deflan(x) bzw. deflan(F) zugewiesen 
werden. Ebenso sind sprachspezifische Definitionsfunktionen nicht notwendigerweise 
                                                 
1) Ein Alternativvorschlag zu sprachspezifischen Definitionsfunktionen findet sich in BERTOLAZZI ET 
AL. (2001), S. 5 f. Dort werden die Definitionen zu objektsprachlichen Konstrukten nicht sprach-, 
sondern quellenspezifisch ausgezeichnet. Je nachdem, welcher Quelle die Definition für das Kon-
strukt entstammt, müsste – bei Übertragung der dortigen Vorgehensweise auf ontologische Signatu-
ren – eine für diese Quelle spezifische Definitionsfunktion defquelle mit quelle∈{Quelle1,..,Quellen} 
herangezogen werden. Dieses Vorgehen hätte den Vorteil, dass die Quellenspezifität einer Definition 
auch immer eine Sprachspezifität implizit beinhalten würde, da jede Quelle eindeutig in einer natür-
lichen Sprache verfasst ist. 
Allerdings wird von dieser Alternative aus mehreren Gründen abgesehen. Erstens kann nicht davon 
ausgegangen werden, dass für objektsprachliche Konstrukte, deren Definitionen notwendig sind, 
auch immer mindestens eine Quelle existiert, in der die Konstruktdefinition dokumentiert ist. Zwei-
tens sollen mit Ontologien mentale Konstruktionsleitungen der Akteure abgebildet werden, die an 
der Ontologiekonstruktion beteiligt sind. Bei einer Einschränkung auf quellenspezifische Definitio-
nen würden die mentalen Konstruktionsleistungen jener Akteure abgebildet werden, von denen die 
Quellen verfasst worden sind. Diese „Quellenverfasser“ brauchen mit den „Ontologiekonstrukteu-
ren“ keineswegs übereinzustimmen. 
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injektiv. Es darf nämlich zwei unterschiedlichen Konstrukten die gleiche Definition 
zugewiesen werden. Beispielsweise können zwei äquivalente Formeln 
F1,F2∈FORMSIGOS mit F1≠F2 und F1≡F2 durch die gleiche metasprachliche 
Zeichenkette deflan(F1)=deflan(F2) definiert werden. Im Fall deskriptiver Symbole ist 
allerdings paarweise Unterschiedlichkeit der sprachspezifischen Definitionen zu 
erwarten, da mit jedem deskriptiven Symbol x∈(K ∪ OPS ∪ RS) eine unterschiedliche 
Intension verbunden ist, die sich auch natürlichsprachlich einzigartig ausdrücken lässt. 
Die Bildmenge einer sprachspezifischen Definitionsfunktion deflan umfasst Zeichen-
ketten über dem Alphabet ALPHMETA. Im Unterschied zu einer Bezeichnungsfunktion 
bezlan bildet eine Definitionsfunktionen deflan deskriptive Symbole aus einer ontolo-
gischen Signatur SIGOS und Formeln über SIGOS nicht auf eine Teilmenge von 
ALPHMETA*, sondern auf ein Element von ALPHMETA* ab. Dadurch wird den Elemen-
ten der Menge (K ∪ OPS ∪ RS ∪ FORMSIGOS) in jeder Sprache lan höchstens eine Defi-
nition zugeordnet.  
Die sprachspezifischen Definitionen von Formeln über ontologischen Signaturen sind 
natürlichsprachliche Erklärungen ihrer intensionalen Semantik. Sie erweisen sich dann 
als hilfreich, wenn eine ontologische Signatur SIGOS um eine solche Menge von For-
meln erweitert wird, die den Charakter von Anforderungen an die SIGOS-Strukturen ha-
ben, mit denen die Ontologie extensional interpretiert werden kann. Jede Zeichenkette, 
die als sprachspezifische Definition einer ontologischen Formel F∈FORMSIGOS zuge-
ordnet ist, dient dazu, Benutzern einer Ontologie die Nachvollziehbarkeit der Anforde-
rungskomponente zu vereinfachen. Beispielsweise kann die ontologische Formel 
F1= ∀x1,x2,x3,x4: (hat_Kompetenzdefizit(x1,x2) ∧ hat_Kernkompetenz(x1,x3) ∧ 
  hat_Kompetenzdefizit(x4,x3) ∧ hat_Kernkompetenz(x4,x2)) → 
  geeignet_fuer_Kooperation(x1,x4) 
durch die natürlichsprachliche Definition  
defger(F1)=   Wenn die Kernkompetenzen zweier Unternehmen als  
     Kompetenzdefizite des jeweils anderen Unternehmen    
     angegeben sind, dann sind die beiden Unternehmen für eine 
     Kooperation geeignet. 
erläutert werden.  
Wenn zwei (syntaktisch) unterschiedliche Formeln F1 und F2 miteinander (semantisch) 
äquivalent sind (F1≡F2), müssen ihre sprachspezifischen Definitionen deflan(F1) bzw. 
deflan(F2) nicht identisch sein, obwohl äquivalente Formeln immer die gleiche Bedeu-
tung in allen SIGOS-Strukturen haben. Beispielsweise kann die ontologische Formel  
F1= ∀x: A(x) → B(x) 
durch  
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defger(F1)=Wenn x ein A ist, dann ist x auch ein B. 
erläutert werden. Die zu F1 äquivalente Formel  
F2=∀x: ¬A(x) ∨ B(x)  
kann hingegen erläutert werden durch  
defger(F2)=Jedes x ist kein A oder ein B. 
Allerdings bietet es sich gerade für Formeln, die in eine äquivalente Subjugatsform 
transformierbar sind, an, die erstgenannte Variante zu definieren. Die „Wenn-Dann“-
Formulierung einer natürlichsprachlichen Definition ist in der Regel einfacher nachzu-
vollziehen als die adjunktiv verknüpfte Variante.  
Bei den Definitionen deskriptiver Symbole und Formeln handelt es sich um natürlich-
sprachliche Erläuterungen der Intension des jeweils definierten Konstruktes. Mit Hilfe 
der sprachspezifischen Definitionsfunktionen kann somit die intensionale Semantik ei-
nes deskriptiven Symbols oder einer Formel natürlichsprachlich angegeben werden. Im 
Gegensatz zu der extensionalen Semantik ist allerdings die intensionale Semantik, die 
durch sprachspezifische Definitionen festgelegt wird, nicht formal bestimmt. Während 
die extensionale Semantik deskriptiver Symbole durch Bestimmung der Mengen aus 
Objekten und Objekttupeln angegeben wird, die Instanzen des deskriptiven Symbols 
sind, wird die intensionale Semantik durch natürlichsprachliche Zeichenketten angege-
ben.1) Somit handelt es sich bei der intensionalen Semantik, die durch sprachspezifische 
Definitionen festgelegt wird, um informale Semantiken. 
Der Zusammenhang zwischen intensionaler und extensionaler Semantik in ontologi-
schen Signaturen wird in der Abbildung 12 verdeutlicht: 
                                                 
1) Grundsätzlich ist auch die formale Analyse der Zeichenketten vorstellbar, mit denen deskriptive 
Symbole definiert werden. Hierfür kommen insbesondere spracherkennende Systeme in Frage; vgl. 
CARSTENSEN ET AL. (2001), S. 469 ff. Die formale Analyse der natürlichsprachlichen Definitionen 
wird sogar dadurch begünstigt, dass sie induktiv über dem Alphabet ALPHMETA konstruiert sind. Die 
formale Analyse der natürlichsprachlichen Zeichenketten über dem Alphabet ALPHMETA liegt aller-
dings außerhalb des Erkenntnisinteresses der vorliegenden Arbeit. 
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Abbildung 12: intensionale und extensionale Semantiken ontologischer Signaturen 
In der Abbildung 12 wird die Separation zwischen formal- und natürlichsprachlichen 
Konstrukten aufgegriffen und illustriert. Zentrales Element der Abbildung ist die mittle-
re Schicht, die sich aus zwei Bereichen zusammensetzt: Der linke Bereich der mittleren 
Schicht umfasst die deskriptiven Symbole aus einer ontologischen Signatur SIGOS. Es 
handelt sich dabei um Konzepte sowie um Operations- und Relationssymbole. Der rech-
te Bereich der mittleren Schicht umfasst Formeln, die mit den Symbolen aus SIGOS 
konstruiert werden können. Die unterste Schicht repräsentiert eine SIGOS-Struktur 
ASIGOS, mit der die ontologische Signatur SIGOS-Struktur extensional interpretiert wer-
den kann. 
Die oberste Schicht der Abbildung 12 umfasst die Mengen ALPHMETA* und 
pot+(ALPHMETA*) aller Zeichenketten bzw. Mengen von Zeichenketten über dem Al-
phabet ALPHMETA. Mit den Pfeilen, die von der mittleren Schicht zu der oberen Schicht 
führen, werden die sprachspezifischen Bezeichnungs- und Definitionsfunktionen ange-
deutet. Einerseits ordnen die Pfeile den deskriptiven Symbolen aus SIGOS natürlich-
sprachliche Zeichenketten als Bezeichner zu. Andererseits werden mit den Pfeilen de-
skriptiven Symbolen aus SIGOS und Formeln über SIGOS natürlichsprachliche Zeichen-
ketten als Definitionen zugeordnet. 
Die Pfeile, die von der mittleren linken Schicht zu der unteren Schicht führen, verdeut-
lichen Interpretationsfunktionen, mit denen den deskriptiven Symbolen aus der ontolo-
gischen Signatur SIGOS jeweils Konstrukte aus einer SIGOS-Struktur ASIGOS zugewiesen 
werden. Bei den zugewiesenen Konstrukten handelt es sich jeweils um die Extension 
desjenigen Symbols aus dem Pfeilursprung. So wird beispielsweise das Konzept kn aus 
der mittleren Schicht durch die konzeptspezifische Objektmenge OBkn aus der unteren 
Schicht extensional interpretiert. Mit dem Pfeil von der rechten mittleren zur unteren 
Schicht wird hingegen die Modellbeziehung zwischen einer ontologischen Formel F 
über SIGOS und der SIGOS-Struktur ASIGOS illustriert. Sie ist genau dann gegeben, wenn 
die SIGOS-Struktur ASIGOS derart aufgebaut ist, dass die Formel F in ASIGOS gültig ist.  
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Die Abbildung 12 weist eine Verwandtschaft mit dem (semiotischen) Bedeutungsdrei-
eck auf, mit dem des Öfteren1) die Zusammenhänge zwischen Konzepten2), Bezeichnern 
und den Extensionen von Konzepten verdeutlicht wird. Es geht in seiner ursprünglichen 
Form auf ARISTOTELES zurück,3) wurde allerdings in der Variante, die für sprachanalyti-
sche Zwecke von Relevanz ist, vornehmlich von OGDEN/RICHARDS verwendet.4) Mit 
dem Bedeutungsdreieck wird in der Regel der Zusammenhang zwischen einem menta-
len Konzept als Intension (1. Ecke), der Extension des mentalen Konzepts (2. Ecke) und 
der Bezeichnung des mentalen Konzepts (3. Ecke) illustriert. Übertragen auf sprachliche 
Konzepte aus ontologischen Signaturen, deren Extensionen und deren Bezeichnungen 
kann das „traditionelle“ Bedeutungsdreieck entsprechend Abbildung 13 zu einem erwei-
terten Bedeutungsdreieck ausgebaut werden. 
bezlan(k) OBk
ExtensionBezeichnung
k∈K
deflan(k)
bezlan
deflan
IK
Intension
sprachliches Konzept
 
Abbildung 13: Erweitertes Bedeutungsdreieck 
Üblicherweise wird der untere Teil der Abbildung 13 ausgelassen, da die informale De-
finition von Konzepten nicht Betrachtungsgegenstand ist. Außerdem werden die Bezie-
hungen zwischen den Ecken des Dreiecks zumeist nur durch natürlichsprachliche Be-
                                                 
1) Vgl. BOMAN ET AL. (1997), S. 27; HANSEN ET AL. (1992), S. 8; HARRAS (2000), S. 13.; 
HOPPENBROUWERS (1997), S. 28; LÖBNER (2003), S. 32; MÄDCHE (2002), S. 14; PFLÜGLMAYER 
(2001), S. 131; SOWA (2000), S. 191 ff.; SURE (2003), S. 27. Vgl. darüber hinaus SCHEFE (1999), S. 
123, zu einer Übertragung des Bedeutungsdreiecks auf softwaretechnische Aspekte. 
2) In der Regel werden exemplarisch aufgeführte Bedeutungsdreiecke nur auf Konzepte angewandt. 
Die Illustration lässt sich allerdings ohne weiteres auch auf Operations- und Relationssymbole aus-
weiten. 
3) Vgl. ECO (1988), S. 192 f.  
4) Vgl. OGDEN/RICHARDS (1972), S. 11 ff.  
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schriftungen illustriert.1) In der erweiterten Form spiegelt das Bedeutungsdreieck die 
Form wider, die für die Semantik ontologischer Signaturen festgelegt ist. Demnach wird 
jedem sprachlichen Konzept k∈K durch eine sprachspezifische Bezeichnungsfunktion 
bezlan eine Menge bezlan(k) von Zeichenketten als Bezeichner zugeordnet. Die Extension 
IK(k) jedes Konzepts k wird durch die konzeptspezifische Objektmenge IK(k)=OBk an-
gegeben, mit der das jeweilige Konzept extensional interpretiert wird.  
3.1.4 Pragmatische Aspekte von Ontologien 
3.1.4.1 Ontologische Spezifikationen 
Analog zum Ausbau konventioneller und sortierter Signaturen zu prädikatenlogischen 
Spezifikationen werden ontologische Signaturen zu ontologischen Spezifikationen aus-
gebaut. Der Ausbau umfasst eine Menge ontologischer Formeln, die den Charakter von 
Anforderungen an SIGOS-Strukturen haben, mit denen die ontologischen Signaturen in-
tensional interpretiert werden können. Die Menge A(SIGOS) aller SIGOS-Strukturen zu 
einer ontologischen Signatur SIGOS umfasst nämlich eine Vielzahl von Strukturen, die 
bei Kenntnis der intensionalen Semantik der objektsprachlichen Konstrukte aus SIGOS 
ausgeschlossen werden können. Durch die Hinzunahme von Formeln über einer ontolo-
gischen Signatur SIGOS, deren Gültigkeit notwendig ist, kommen weniger SIGOS-
Strukturen als Modelle der Formelmenge in Frage. 
Einerseits fallen hierunter solche Strukturen, die ausgeschlossen werden können, weil 
sie die „unzulässige“ extensionale Interpretation von SIGOS ermöglichen würden. Um 
die Unzulässigkeit von SIGOS-Strukturen kenntlich machen zu können, müssen Anfor-
derungen formuliert werden, denen alle zulässigen SIGOS-Strukturen zu genügen haben. 
Anforderungen bezüglich der Zulässigkeit von SIGOS-Strukturen werden in Ontologien 
mit Hilfe von Integritätsregeln formuliert. 
Andererseits gilt es auch solche Strukturen für die extensionale Interpretation auszu-
schließen, in denen konkrete Beziehungen zwischen Individuen fehlen, die bei Kenntnis 
der intensionalen Semantik der objektsprachlichen Konstrukte aus SIGOS gegeben sein 
müssten. Sind in einer SIGOS-Struktur ASIGOS Beziehungen nicht enthalten, die aufgrund 
des „Sinns“ deskriptiver Symbole darin enthalten sein müssten, so ist in ASIGOS implizi-
tes Wissen enthalten, das es zu erschließen gilt. Die Erschließung impliziten Wissens 
erfolgt in ontologischen Spezifikationen mit Hilfe von Inferenzregeln. 
Die Differenzierung zwischen den beiden Regelarten – Integritäts- und Inferenzregeln – 
erfolgt aufgrund der Zweckorientierungen, die mit ihnen verbunden sind. Integritätsre-
geln werden zu Zwecken der Bestimmung der Zulässigkeit wissensrepräsentierender 
Formelsysteme spezifiziert. Inferenzregeln werden hingegen zu Zwecken der Erschlie-
ßung neuer Formeln aus bereits vorhandenen wissensrepräsentierenden Formeln spezi-
                                                 
1) Vgl. hierzu die zuvor aufgeführten Quellen zum Bedeutungsdreieck.  
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fiziert. Daher weisen ontologische Spezifikationen neben syntaktischen und semanti-
schen Aspekten auch pragmatische Aspekte1) auf. 
Ontologische Spezifikationen umfassen – wie prädikatenlogische Spezifikationen auch 
– eine Anzahl von Regeln, die über der zugrunde liegenden Signatur SIGOS konstruiert 
werden. Während allerdings prädikatenlogische Spezifikationen lediglich Anforderun-
gen eines bestimmten Typs zulassen, wird in ontologischen Spezifikationen zwischen 
zwei voneinander unterschiedlichen Anforderungsarten unterschieden. Es handelt sich 
hierbei um die eingangs erwähnten Inferenz- und Integritätsregeln. Entsprechend ist ei-
ne ontologische Spezifikation nicht – wie im Fall prädikatenlogischer Spezifikationen – 
als Zwei-, sondern als Drei-Tupel definiert: 
 SPEZOS=(SIGOS,INFSIGOS,INTSIGOS). 
Die Komponenten einer ontologischen Spezifikation SPEZOS sind: 
(1.) eine ontologische Signatur SIGOS, 
(2.) eine Menge INFSIGOS von objektsprachlichen
2) Inferenzregeln  
mit INFSIGOS ⊂ FORMSIGOS und 
(3.) eine Menge INTSIGOS von objektsprachlichen
3) Integritätsregeln  
mit INTSIGOS ⊂ FORMSIGOS mit 
(4.) (INFSIGOS ∪ INTSIGOS) ∉ KODMSIGOS und 
(5.) INFSIGOS ∩ INTSIGOS = ∅. 
                                                 
1) Im Rahmen der syntaktischen Analyse sprachlicher Konstrukte werden die Beziehungen zwischen 
den Zeichen untereinander untersucht, mit denen die sprachlichen Konstrukte konstruiert sind. Ge-
genstand der semantischen Dimension ist die Beziehung zwischen einerseits dem sprachlichen und 
andererseits dem bezeichneten Konstrukt. Der Benutzer des sprachlichen Konstruktes wird dabei 
weder im Rahmen der syntaktischen noch im Rahmen der semantischen Analyse berücksichtigt. Er 
findet erst im Rahmen der pragmatischen Analyse eine Berücksichtigung. Hierbei werden insbeson-
dere die Zwecksetzungen untersucht, mit denen Benutzer sprachliche Konstrukte verwenden.  
2) Der Zusatz „objektsprachliche“ ist im Normalfall notwendig, um die hier gemeinten Inferenzregeln 
von metasprachlichen Inferenzregeln eines prädikatenlogischen Kalküls unterscheiden zu können. 
Als „Inferenzregeln“ der Prädikatenlogik werden üblicherweise solche metasprachlichen Ausdrücke 
bezeichnet, die die Ableitung gültiger objektsprachlicher Ausdrücke (Konklusions-Formeln) aus ei-
ner Menge gültiger objektsprachlicher Ausdrücke (Antezedenz-Formeln) erlauben. Somit nehmen 
metasprachliche Inferenzregeln in ihren Argumenten objektsprachliche Ausdrücke auf. Zu den „be-
kanntesten“ metasprachlichen Inferenzregeln der Prädikatenlogik gehören der modus ponens und der 
modus tollens. Sie wurde in früheren Anmerkungen bereits vorgestellt. Wenn nicht explizit hervor-
gehoben, sind im Folgenden stets objektsprachliche Inferenzregeln gemeint.  
3) Analog zu Inferenzregeln wird im Folgenden der Zusatz „objektsprachliche“ im Kontext von Integri-
tätsregeln nicht verwendet. Im Fall von Integritätsregeln ist von keiner Verwechslungsgefahr mit 
metasprachlichen Konstrukten auszugehen, da die Bezeichnung „metasprachliche Integritätsregel“ 
im Rahmen der Prädikatenlogik nicht geläufig ist. 
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Eine ontologische Spezifikation SPEZOS ist die Erweiterung einer ontologischen Signa-
tur SIGOS um eine Menge INFSIGOS von Inferenzregeln und eine Menge INTSIGOS von In-
tegritätsregeln. Bei beiden Regelarten handelt es sich jeweils um eine echte Teilmenge 
der Menge FORMSIGOS aller Formeln über der ontologischen Signatur SIGOS. Zudem 
werden an die Spezifikation von Inferenz- und Integritätsregeln durch die Definitions-
komponenten 4.) und 5.) Anforderungen formuliert. Zum einen darf die Menge 
(INFSIGOS ∪ INTSIGOS) aller Inferenz- oder Integritätsregeln nicht widersprüchlich sein. 
Zum zweiten darf keine Formel existieren, die sowohl als Inferenz- als auch als Integri-
tätsregel spezifiziert ist. 
In der Definition von ontologischen Spezifikationen ist keine Forderung enthalten, dass 
die Mengen INFSIGOS oder INTSIGOS nicht-leer sein müssen. Wenn ihre Mengen INFSIGOS 
und INTSIGOS leer sind, degeneriert eine ontologische Spezifikation SPEZOS=(SIGOS, 
∅,∅) zu einer ontologischen Signatur SIGOS. Daher kann jede ontologische Signatur 
SIGOS zu einer ontologischen Spezifikation SPEZOS=(SIGOS,∅,∅) ausgebaut werden.1) 
Um eine begriffliche Differenzierung zwischen ontologischen Spezifikationen mit 
mindestens einer nicht-leeren Menge INFSIGOS oder INTSIGOS und ontologischen 
Spezifikationen, die „verlustfrei“ auf ontologische Signaturen zurückgeführt werden 
können, zu ermöglichen, werden im Folgenden als ontologische Spezifikationen i.w.S. 
solche ontologischen Spezifikationen bezeichnet, die mindestens eine nicht-leere Menge 
INFSIGOS oder INTSIGOS haben. Bei ontologischen Signaturen handelt es sich 
entsprechend um ontologische Spezifikationen i.e.S., da in ontologischen Signaturen 
grundsätzlich weder Inferenz- noch Integritätsregeln vorgesehen sind. 
Die Bezeichnungen „Ontologie“ und „ontologische Spezifikation“ werden im Folgen-
den synonym verwendet. Somit werden als „Ontologie i.w.S.“ alle ontologischen Spezi-
fikationen i.w.S. bezeichnet. In einem enger gefassten Begriffsverständnis umfasst der 
Begriff der Ontologie i.e.S. alle ontologischen Spezifikationen i.e.S. Daher handelt es 
sich bei allen ontologischen Signaturen um Ontologien i.e.S. Falls nicht explizit in der 
Argumentation hervorgehoben, wird im weiteren Verlauf stets von einer Ontologie 
i.w.S. ausgegangen, wenn der Zusatz entfällt. 
Sowohl bei den Elementen der Menge INFSIGOS als auch bei den Elementen der Menge 
INTSIGOS handelt es sich um Klauseln, deren Quantoren explizit aufgeführt werden. 
Klauseln sind solche Formeln, die entweder genau ein Literal lit oder die Adjunktion 
                                                 
1) Ontologien werden teilweise sogar auf eine ontologische Signatur beschränkt; vgl. BENCH-CAPON ET 
AL. (2003), S. 705; BENCH-CAPON/MALCOLM (1999), S. 254. Zu einer analogen Definition prädika-
tenlogischer Signaturen als prädikatenlogische Spezifikationen vgl. EHRIG ET AL. (1999), S. 175 
(„Jede Signatur ist auch eine Signatur-Spezifikation, ...“) und EHRICH ET AL. (1989), S. 181 („ ... jede 
algebraische Signatur auch eine algebraische Spezifikation ist.“). Es wird bei dieser Argumentation 
davon abgesehen, dass eine ontologische Spezifikation SPEZOS=(SIGOS,∅,∅) zumindest die Option 
freihält, Elemente ihrer Mengen INFSIGOS und INTSIGOS zu spezifizieren.  
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(lit1 ∨...∨ litn) von n Literalen mit n≥2 und n∈N+ sind.1) Jedes Literal lit ist wiederum 
entweder eine atomare ontologische Formel Rj(t1,...,tn) oder die Negation ¬Rj(t1,...,tn) 
einer atomaren ontologischen Formel. Im ersten Fall wird das Literal lit=Rj(t1,...,tn) als 
positiv bezeichnet. Im zweiten Fall ist lit=(¬Rj(t1,...,tn)) ein negatives Literal. Somit 
nehmen Inferenz- und Integritätsregeln folgende Form an: 
∀x1,...,xq: (¬R1(t11,...,t1l(1))) ∨...∨ (¬Rn(tn1,...,tnl(n))) ∨ 
(Rn+1(tn+11,...,tn+1l(n+1))) ∨...∨ (Rn+m(tn+m1,...,tn+ml(n+m))). 
In den Argumenten der Literale aus einer Regel können Variablen vorkommen. Für jede 
Variable, die in einer Inferenz- oder Integritätsregel vorkommt, wird üblicherweise ihre 
implizite Allquantifizierung angenommen. In diesen Fällen wird beispielsweise statt der 
ontologischen Formel (∀x:¬R1(x)∨R2(x)) die Formel (¬R1(x)∨R2(x)) verwendet. Der 
Verfasser bevorzugt hingegen die Spezifikation von Inferenz- und Integritätsregeln, in 
der die Allquantifizierung von Variablen stets explizit angegeben ist. Dadurch wird zum 
einen die technische Handhabbarkeit von Inferenz- und Integritätsregeln vereinfacht. 
Zum anderen werden dadurch syntaktische „Brüche“ zwischen Inferenz- und Integri-
tätsregeln einerseits und wissensrepräsentierenden Formeln aus einer ontologiegestütz-
ten Wissensbasis andererseits vermieden. 
In der Regel handelt es sich bei Inferenz- und Integritätsregeln um subjunktive Klauseln. 
Subjunktive Klauseln sind solche Klauseln, in denen mindestens ein negatives Literal 
lit=R1(t11,...,t1l(1)) und mindestens ein positives Literal lit=(¬R2(t21,...,t1l(2)) vorkommt.
2) 
Mit Hilfe der prädikatenlogischen Äquivalenzen lassen sich subjunktive Klauseln zu 
Subjugatsformeln umformen. Zu diesem Zweck werden aus einer Klausel kl mit: 
kl=∀x1,...,xk: lit1 ∨...∨ litn ∨ litn+1 ∨...∨ litn+m 
alle negativen Literale 
lit1=¬R1(t11,...,t1l(1)) ,..., litn=¬Rn(tn1,...,tnl(n)) 
als positive Literale konjunktiv miteinander links vom Subjugatspfeil → verknüpft und 
alle positiven Literale 
litn+1=Rn+1(tn+11,...,t1l(1)) ,..., litn+m=Rn+1+m(tn+m1,...,tn+ml(n+m)) 
adjunktiv miteinander rechts vom Subjugatspfeil → verknüpft. Die o.a. Formel kann 
dann als: 
F1 = ∀x1,...,xq: (R1(t11,...,t1l(1)) ∧...∧ Rn(tn1,...,tnl(n))) → 
(Rn+1(tn+11,...,tn+1l(n+1))) ∨...∨ (Rn+m(tn+m1,...,tn+ml(n+m))) 
                                                 
1) Vgl. BEIERLE/KERN-ISBERNER (2000), S. 59 f.; BIBEL (1992), S. 28; DAHR (1994), S. 8 f.; 
EBBINGHAUS ET AL. (1992), S. 246; EHRIG ET AL. (1999), S. 291 ff.; LAUTENBACH (2003), S. 278; 
SCHÖNING (1992), S. 39. 
2) Vgl. ZELEWSKI (1995), Bd. 5.1, S. 172.  
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angegeben werden.1) In Anlehnung an die Darstellung als Subjugatsformel können die 
Literale, die in der ursprünglich adjunktiven Darstellung negativ waren und in der sub-
junktiven Darstellung links vom Subjugatspfeil „→“ als positive Literale platziert sind, 
als Antezedenzformeln bezeichnet werden. Literale, die in der ursprünglich adjunktiven 
Darstellung positiv waren und in der subjunktiven Darstellung weiterhin positiv rechts 
vom Subjugatspfeil „→“ platziert sind, können als Konklusionsformeln bezeichnet wer-
den.  
Klauseln können hinsichtlich der Anzahl ihrer positiven und negativen Literale unter-
schieden werden.2) Horn-Klauseln sind solche Klauseln, in denen höchstens ein positi-
ves Literal vorkommt.3) In ihrer subjunktiven Darstellung zeichnen sich Horn-Klauseln 
dadurch aus, dass sie höchstens ein positives Literal als Konklusionsformel aufweisen 
und zudem alle vorkommenden Antezedenzformeln positive Literale sind. Die o.a. 
Formel F1 ist bei n≥2 keine Horn-Klausel, da in der adjunktiven Darstellung mindes-
tens zwei positive Literale vorkommen. Die Klausel 
F2 = ∀x1,...,xq: ¬R1(t11,...,t1l(1)) ∨....∨ ¬Rn(tn1,...,tnl(n)) ∨ Rn+1(tn+11,...,tn+1l(n+1)) 
ist hingegen eine Horn-Klausel. Sie kann in ihrer subjunktiven Form als 
F2 ≡ ∀x1,...,xq: (R1(t11,...,t1l(1)) ∧....∧ Rn(tn1,...,tnl(n))) → Rn+1(tn+11,...,tn+1l(n+1)) 
angegeben werden. 
Obwohl die meisten Werkzeuge für Ontologien lediglich zur Verarbeitung von Infe-
renz- und Integritätsregeln in der Lage sind, die als Horn-Klauseln vorliegen, wird diese 
Einschränkung für das integrative Modellierungskonzept nicht vorgenommen. Insofern 
erweist sich das Modellierungskonzept als ausdruckmächtiger als Konzepte, die auf 
Horn-Klauseln beschränkt sind. Für die algorithmische Transformation von Inferenz- 
und Integritätstransitionen werden lediglich einige syntaktische Anforderungen an Infe-
renz- und Integritätsregeln gestellt. Demnach hat für alle Inferenz- und Integritätsregeln 
zu gelten, dass sie 
(1.) in ihrer subjunktiven Form vorliegen, 
                                                 
1) Die Umformung der Formel 
 F1 = ∀x1,...,xq: ¬R1(t11,...,t1l(1)) ∨ ... ∨ ¬Rn(tn1,...,tnl(n)) ∨ Rn+1(tn+11,...,tn+1l(1)) ∨ ... ∨ 
Rn+m(tn+m1,...,tn+ml(n+m)) 
 erfolgt in folgenden Schritten: 
 F1 ≡ ∀x1,...,xq: ¬(R1(t11,...,t1l(1)) ∧ ... ∧ Rn(tn1,...,tnl(n))) ∨ (Rn+1(tn+11,...,tn+1l(1)) ∨ ... ∨ 
Rn+m(tn+m1,...,tn+ml(n+m))) 
  ≡ ∀x1,...,xq: (R1(t11,...,t1l(1)) ∧ ... ∧ Rn(tn1,...,tnl(n))) → (Rn+1(tn+11,...,tn+1l(1)) ∨ ... ∨ 
(Rn+m(tn+m1,...,tn+ml(n+m))) 
2) Vgl. DAHR (1994), S. 9.  
3) Vgl. DAS (1992), S. 105 ff. („definite clauses“); GALLIER (1986), S. 411 f.; KREOWSKI (1991), S. 94; 
SCHMID/ KINDSMÜLLER (1996) S. 96; SCHÖNING (1992), S. 32 f. 
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(2.) alle entweder positiven oder negativen Literale aus dem Antezedenz konjunktiv 
verknüpft sind und 
(3.) sie höchstens ein Literal als Konklusionsformel aufweisen.1) 
Als Inferenz- oder Integritätsregel zugelassen wäre beispielsweise: 
∀x1,...,xq: (lit1 ∧...∧ litn) → litn+1.  
Horn-Klauseln erfüllen in ihrer subjunktiven Darstellung die Anforderung an Inferenz- 
und Integritätsregeln, denn jede Horn-Klausel weist in ihrer subjunktiven Darstellung 
höchstens ein positives Literal in ihrer Konklusionskomponente auf. Darüber hinaus 
sind in Horn-Klauseln auch in ihrer Antezedenz-Komponente nur positive Literale ent-
halten. Dennoch sind die syntaktischen Anforderungen an Inferenz- und Integritätsre-
geln für die Ausdrucksmächtigkeit von Ontologien keineswegs einschränkender Natur, 
da jede Klausel kl sich entsprechend den syntaktischen Anforderungen an Inferenz- und 
Integritätsregeln umformen lässt.  
Die o.a. Formel F1 kann beispielsweise2) zu 
F1 ≡ ∀x1,...,xq: (R1(t11,...,t1l(1)) ∧...∧ Rn(tn1,...,tnl(n)) ∧ 
¬Rn+1(tn+11,...,tn+1l(n+1)) ∧...∧ ¬Rn+m-1(tn+m-11,...,tn+m-1l(n+m))) → Rn+m(tn+m1,...,tn+ml(n+m)) 
äquivalent umgeformt werden.3) In dieser Form, wäre die Formel als Inferenz- oder In-
tegritätsregel zugelassen.  
                                                 
1) Vgl. BEIERLE/KERN-ISBERNER (2000), S. 69.  
2) Um den syntaktischen Anforderungen an Inferenz- und Integritätsregeln gerecht werden zu können, 
bieten sich für die o.a. Formel F1 mehrere Möglichkeiten an. Es kommt beispielsweise jede Formel 
in Frage, bei der eine der Konklusionsformeln aus der Konklusionskomponente entfernt und in ihrer 
negierten Form dem Antezedenzteil der Formel konjunktiv angeschlossen wird. 
3) Die erste Umformung der Formel  
 F1 = ∀x1,...,xq: ¬R1(t11,...,t1l(1)) ∨ ... ∨ ¬Rn(tn1,...,tnl(n)) ∨ Rn+1(tn+11,...,tn+1l(1)) ∨ ... ∨ 
Rn+m(tn+m1,...,tn+ml(n+m)) 
 zu einer Inferenz- oder Integritätsregel erfolgt nach folgendem Schema: 
 F1 ≡  ∀x1,...,xq: ¬(R1(t11,...,t1l(1)) ∧ ... ∧ (Rn(tn1,...,tnl(n))) ∨ 
  (Rn+1(tn+11,...,tn+1l(1)) ∨ ... ∨ Rn+m(tn+m1,...,tn+ml(n+m))) 
 ≡  ∀x1,...,xq: ¬(R1(t11,...,t1l(1)) ∧ ... ∧ Rn(tn1,...,tnl(n)) ∧ ¬Rn+1(tn+11,...,tn+1l(1)) ∧ ... ∧ 
  ¬Rn+m-1(tn+m-11,...,tn+m-1l(n+m-1))) ∨ Rn+m(tn+m1,...,tn+ml(n+m))) 
 ≡  ∀x1,...,xq: (R1(t11,...,t1l(1)) ∧ ... ∧ Rn(tn1,...,tnl(n)) ∧ ¬Rn+1(tn+11,...,tn+1l(1)) ∧ ... ∧ ¬Rn+m-1(tn+m-
11,...,tn+m-1l(n+m)))  → Rn+m(tn+m1,...,tn+ml(n+m)) 
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Äquivalent dazu ist auch die Formel 
F1 ≡ ∀x1,...,xq: (R1(t11,...,t1l(1)) ∧...∧ Rn-1(tn-11,...,tn-1l(n-1)) ∧ 
¬Rn+1(tn+11,...,tn+1l(n+1)) ∧...∧ ¬Rn+m(tn+m1,...,tn+ml(n+m))) → 
¬Rn(tn1,...,tnl(n)) 
als Inferenz- oder Integritätsregel zugelassen.1) 
Zu beachten ist, dass den Elementen der Mengen INFSIGOS und INTSIGOS mit Hilfe der 
sprachspezifischen Definitionsfunktionen deflan natürlichsprachliche Definitionen zu-
gewiesen werden können. Im Argumentbereich jeder sprachspezifischen Definitions-
funktion deflan werden nämlich alle Elemente der FORMSIGOS und somit auch alle Ele-
mente von INFSIGOS und INTSIGOS zugelassen.
2) Mit Hilfe einer sprachspezifischen Defi-
nitionsfunktion deflan können somit alle Formeln, die über einer ontologischen Signatur 
SIGOS konstruiert sind, auf jeweils eine natürlichsprachliche Zeichenkette 
zk∈ALPHMETA* abgebildet werden. Dieses Ausdruckspotenzial von Ontologien erweist 
sich insbesondere dann als vorteilhaft, wenn Regeln einen Komplexitätsgrad haben, 
durch den sie sich einer menschlichen Verarbeitung entziehen. Die induktive Gramma-
tik zur Konstruktion ontologischer Formeln erlaubt nämlich die Konstruktion von For-
meln beliebiger Komplexität. Die sprachspezifischen Definitionsfunktionen wurden 
insbesondere in ontologische Signaturen einbezogen, damit auch menschliche Akteure, 
die u.U. keine prädikatenlogischen Vorkenntnisse aufweisen, die „Bedeutung“ von Infe-
renz- und Integritätsregeln erfassen können. 
Die extensionale Semantik einer Ontologie SPEZOS=(SIGOS,INFSIGOS,INTSIGOS) wird ü-
ber der Menge A(SIGOS) aller SIGOS-Strukturen zu der ontologischen Signatur SIGOS 
bestimmt, die SPEZOS zugrunde liegt. Alle SIGOS-Strukturen aus der Menge A(SIGOS) 
können nämlich für die extensionale Interpretation der ontologischen Signatur SIGOS 
                                                 
1) Die zweite Umformung der Formel  
 F1 =  ∀x1,...,xq: ¬R1(t11,...,t1l(1)) ∨ ... ∨ ¬Rn(tn1,...,tnl(n)) ∨ Rn+1(tn+11,...,tn+1l(1)) ∨ ... ∨ 
Rn+m(tn+m1,...,tn+ml(n+m)) 
 zu einer Inferenz- oder Integritätsregel erfolgt nach folgendem Schema: 
 F1 ≡  ∀x1,...,xq:¬R1(t11,...,t1l(1)) ∨ ... ∨ ¬Rn-1(tn-11,...,tn-1l(n-1))) ∨ ¬Rn(tn1,...,tnl(n)) ∨ 
  Rn+1(tn+11,...,tn+1l(1)) ∨ ... ∨ Rn+m(tn+m1,...,tn+ml(n+m)) 
 ≡  ∀x1,...,xq: ¬(R1(t11,...,t1l(1)) ∧ ... ∧ Rn-1(tn-11,...,tn-1l(n-1)) ∧ ¬Rn+1(tn+11,...,tn+1l(1)) ∧ ... ∧  
  ¬Rn+m(tn+m1,...,tn+ml(n+m))) ∨ ¬Rn(tn1,...,tnl(n))) 
 ≡  ∀x1,...,xq: (R1(t11,...,t1l(1)) ∧ ... ∧ Rn-1(tn-11,...,tn-1l(n-1)) ∧ ¬Rn+1(tn+11,...,tn+1l(1)) ∧ ... ∧ 
  ¬Rn+m-1(tn+m-11,...,tn+m-1l(n+m))) → 
  ¬Rn(tn1,...,tnl(n)) 
2) Der Zielbereich jeder sprachspezifischen Definitionsfunktion deflan enthält hingegen nur Zeichenket-
ten über dem natürlichsprachlichen Alphabet ALPHMETA.  
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herangezogen werden.1) Im Gegensatz zu ontologischen Signaturen erfahren jedoch on-
tologische Spezifikationen eine zweifache Erweiterung. Die erste Erweiterung betrifft 
die Menge INFSIGOS aller Inferenzregeln, die analog zu der Menge REGSIGPL aller Regeln 
in einer prädikatenlogischen Spezifikation SPEZPL definiert sind. Mit Hilfe der Infe-
renzregeln werden aus der Menge A(SIGOS) jene SIGOS-Strukturen „aussortiert“, die 
zwar zu der zugrunde gelegten ontologischen Signatur SIGOS passen, allerdings auf-
grund ihrer zu „knappen“ Beschaffenheit für die extensionale Interpretation der Ontolo-
gie SPEZOS ausgeschlossen werden können. Der Ausschluss von SIGOS-Strukturen ist 
dadurch bedingt, dass sie nicht den Anforderungen genügen, die durch Inferenzregeln 
formuliert sind. Dabei nehmen Inferenzregeln Bezug auf die Gültigkeit von Formeln 
über der ontologischen Signatur SIGOS. Komponenten der zweiten Erweiterung INTSIGOS 
beziehen sich hingegen auf die Zulässigkeit von Formeln. Auf beide Erweiterungen 
wird im Folgenden näher eingegangen.  
Inferenz- und Integritätsregeln sind zwei wesentliche Komponenten von Ontologien, die 
trotz ihrer Bedeutung oftmals in der Literatur vernachlässigt werden. Dies liegt in erster 
Linie daran, dass sowohl Inferenz- als auch Integritätsregeln nur von wenigen Sprachen 
zur Konstruktion von Ontologien unterstützt werden.2) Für den Ansatz der vorliegenden 
Arbeit sind Inferenz- und Integritätsregeln aus drei Gründen von besonderem Interesse. 
Erstens wird mit Inferenz- und Integritätsregeln die wesentliche Ausdrucksökonomie 
von Ontologien erschlossen. Insbesondere Inferenzregeln erlauben nämlich die Er-
schließung gültiger ontologischer Formeln aus einer anderen Menge gültiger ontologi-
scher Formeln. Somit brauchen nicht alle wissensrepräsentierenden Formeln explizit 
spezifiziert zu werden. Es reicht aus, solche Formeln zu spezifizieren, die in Kombina-
tion mit Inferenzregeln die Erschließung von zusätzlichen wissensrepräsentierenden 
Formeln erlauben. Mit Integritätsregeln können dagegen Aussagen im Vorfeld ihrer 
Gültigkeitsprüfung ausgeschlossen werden, wenn sie unzulässig sind. Analog zu dem 
Übergang von der konventionellen zur sortierten Prädikatenlogik, der u.a. dadurch mo-
tiviert war, bereits in ihrer Grammatik solche objektsprachlichen Zeichenketten als Aus-
sagen ausschließen zu können, die keinen „Sinn“ haben, werden durch Integritätsregeln 
Aussagen ausgeschlossen, wenn sie aufgrund realweltlicher Umstände unzulässig sind. 
Zweitens sind sowohl Inferenz- als auch Integritätsregeln Ausdrucksmittel, die im 
Rahmen der Unternehmensmodellierung auf breite Resonanz stoßen.3) Oftmals lassen 
                                                 
1) Diese Annahme gilt nur unter der Prämisse, dass jede SIGOS-Struktur ASIGOS aus der Menge 
A(SIGOS) in dem Sinne „passend“ zu der ontologischen Signatur SIGOS ist, als dass ASIGOS für jedes 
objektsprachliche Konstrukt aus SIGOS mindestens ein Konstrukt umfasst, mit dem SIGOS extensio-
nal interpretiert werden kann. Gewährleistet wird dies durch die bijektiven Interpretationsfunktionen 
aus der Familie IOS. 
2) Vgl. Abschnitt 5.1.1. 
3) Vgl. ERWIN (2002), S. 143 ff.; FRANK/VAN LAAK (2003), S. 83; KNOLMAYER ET AL. (2000), S. 18 ff.; 
RAM/KHATRI (2005), S. 89 ff.; ROSCA ET AL. (2002), S. 363 ff.  
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sich nämlich regelhafte Zusammenhänge in Unternehmen mit Hilfe von Inferenz- oder 
Integritätsregeln auf kompakte Weise ausdrücken. 
Besonders interessant sind hierbei Inferenz- und Integritätsregeln im Kontext der Refe-
renzmodellierung.1) Es handelt sich hierbei um eine bewusst – vordergründig zu Zwe-
cken ihrer Wiederverwendbarkeit – abstrakt gehaltene Modellierung einer Domäne. Re-
ferenzmodelle werden oftmals als Vorlage für die Unternehmensmodellierung verwen-
det. Daher wird Referenzmodellen auch öfters ein normativer Charakter zugesprochen.2) 
Werden Inferenz- und Integritätsregeln in Referenzmodellen berücksichtigt, so haben 
auch die Regeln einen normativen Charakter. Dabei könnte durch die abstrakte Be-
schreibung von regelhaften Zusammenhängen die Wiederverwendbarkeit von Refe-
renzmodellen erhöht werden. Beispielsweise kann ein regelhafter Zusammenhang, der 
für eine Branche typisch ist, in Form einer Inferenzregel in einem ontologiegestützten 
Referenzmodell spezifiziert werden. Die branchenspezifisch gegebene Unzulässigkeit 
von Zuständen kann analog in Integritätsregeln spezifiziert werden. 
Darüber hinaus erweisen sich sowohl Inferenz- als auch Integritätsregeln für das inte-
grative Modellierungskonzept der vorliegenden Arbeit als äußerst fruchtbar. Sie lassen 
sich nämlich mit verschiedenen Transitionsarten, die aus höheren Petri-Netzen bekannt 
sind, in Einklang bringen. Auf diesen letzten Aspekt wird im Kontext der Integration 
von Ontologien und Petri-Netzen ausführlich eingegangen.3) 
Um die Unterschiede zwischen Inferenz- und Integritätsregeln präzise ausmachen zu 
können, wird ein semiotischer Bezugsrahmen entfaltet. Der semiotische Bezugsrahmen 
ist insofern geeignet, die Unterschiede zwischen Inferenz- und Integritätsregeln auszu-
machen, als dass es sich bei beiden um sprachliche Konstrukte handelt. Für die Analyse 
sprachlicher Konstrukte werden im semiotischen Bezugsrahmen die Dimensionen der 
Syntax, der Semantik und der Pragmatik herangezogen.  
Hinsichtlich der syntaktischen Dimension können zwischen Inferenz- und Integritätsre-
geln keine Unterschiede ausgemacht werden. Ausprägungen beider Regelarten werden 
nämlich als Formeln über einer ontologischen Signatur SIGOS konstruiert. Somit liegt 
beiden Regelarten die induktive Grammatik zur Konstruktion ontologischer Formeln 
zugrunde. Zwar existieren hiervon abweichende Auffassungen, nach denen die Notation 
von Integritätsregeln eine andere sein müsse als die von Inferenzregeln,4) allerdings 
                                                 
1) Zu Referenzmodellen vgl. SCHÜTTE (1998), S. 69 ff.; SCHWEGMANN (1999), S. 53 ff., und die Bei-
träge in BECKER ET AL. (1999). 
2) Zum normativen Charakter von Referenzmodellen vgl. FETTKE/LOOS (2004), S. 333.  
3) Vgl. Abschnitt 4.2.2.1.2 
4) Vgl. DAS (1992), S. 275. Dort werden Inferenzregeln in Anlehnung an die Schreibweise in der logi-
schen Programmierung in der Form 
A ← B 
 notiert. Integritätsregeln werden hingegen in der üblichen Form als 
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wird hiervon in der vorliegenden Arbeit abgesehen. Die alternative Notation wird näm-
lich lediglich dadurch motiviert, Integritätsregeln auch als solche kenntlich machen zu 
können. Hierdurch würde allerdings bereits auf die pragmatische Dimension von Infe-
renz- und Integritätsregeln vorgegriffen werden. Dadurch käme es zu einer nicht wün-
schenswerten Vermengung der syntaktischen und pragmatischen Dimension.1) Um In-
tegritätsregeln als solche kenntlich zu machen, wird in ontologischen Spezifikationen 
eine Sektion INTSIGOS aufgeführt, die alle Integritätsregeln einer ontologischen Signatur 
umfasst. 
Ebenso sind in der Semantik von Inferenz- und Integritätsregeln keine Unterschiede 
auszumachen. Ausprägungen beider Regelarten stehen nämlich genau dann in der Mo-
dellbeziehung B zu einer SIGOS-Struktur ASIGOS, wenn sie darin gültig sind. Dies ist der 
wesentliche Baustein der formalen Semantik, die Inferenz- und Integritätsregeln 
zugrunde liegt. Sowohl Inferenz- als auch Integritätsregeln können nämlich lediglich 
hinsichtlich ihrer Form in einer SIGOS-Struktur ASIGOS ausgewertet werden.  
Obwohl für Ausprägungen beider Regelarten das Auswertungsverfahren identisch defi-
niert ist, wird es lediglich für Inferenzregeln in Anspruch genommen. Die formale Se-
mantik einer Ontologie SPEZOS wird nämlich nur über der Menge INFSIGOS aller Infe-
renzregeln definiert. Integritätsregeln werden hierbei nicht berücksichtigt. An diesem 
Punkt wird bereits an die pragmatische Dimension von Inferenz- und Integritätsregeln 
angeknüpft. Inferenzregeln werden nämlich von einem Ontologiekonstrukteur zu dem 
Zweck konstruiert, aus einer Menge gültiger Formeln solche Formeln abzuleiten, die bei 
gleichzeitiger Gültigkeit der Inferenzregel auch gültig sein müssen. In diesem Sinn 
können Inferenzregeln als die konstruktive Regelkomponente einer Ontologie SPEZOS 
charakterisiert werden. Ihre Konstruktivität ist auf ihr Potenzial zur Faktenerzeugung 
zurückzuführen. Integritätsregeln lassen sich hingegen als die destruktive Regelkompo-
nente einer Ontologie SPEZOS charakterisieren. Im Gegensatz zu Inferenzregeln dienen 
Integritätsregeln nicht dazu, Fakten zu erzeugen. Mit ihrer Hilfe werden lediglich Zuläs-
sigkeiten von wissensrepräsentierenden Formeln überprüft. Entsprechend werden For-
meln, die im Widerspruch zu den Anforderungen einer Integritätsregel stehen, als unzu-
lässig bezüglich dieser Regel bezeichnet.  
Der konstruktive Charakter von Inferenzregeln wird anhand eines Beispiels verdeut-
licht. Wenn beispielsweise eine ontologische Formel 
F1 = R1(t1,t2) 
mit ASIGOS B F1 
und eine Inferenzregel 
                                                                                                                                               
A → B 
 notiert. Der inhaltliche Unterschied zwischen Inferenz- und Integritätsregeln wird allerdings auch bei 
DAS nicht ausreichend thematisiert. 
1) Vgl. GODFREY ET AL. (1998), S. 267.  
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F2 = ∀x1,x2: R1(x1,x2) → R2(x2,x1) 
mit ASIGOS B F2 
vorliegen, dann kann darauf geschlossen werden, dass auch für die Formel 
F3=R2(t2,t1) 
gelten muss: 
ASIGOS B F3. 
Die Gültigkeit der Formel F3 in ASIGOS ist nämlich bei Gültigkeit der Inferenzregel F2 in 
ASIGOS in Verbindung mit der Gültigkeit der Formel F1 in ASIGOS notwendig. Entspre-
chend der Inferenzregel F2 muss bei Gültigkeit einer Formel R1(t1,t2) in ASIGOS auch die 
Formel R2(t2,t1) in ASIGOS gültig sein. Bei Substitution der Variablen x1 und x2 in der In-
ferenzregel F2 durch die Terme t1 bzw. t2 hat entsprechend die Formel R2(t2,t1) in ASIGOS 
gültig zu sein. Wäre die Formel F3 in ASIGOS ungültig, so müsste auch (ASIGOS H F1) oder 
(ASIGOS H F2) gelten. Da allerdings sowohl die Gültigkeit von F1 als auch die Gültigkeit 
von F2 vorausgesetzt wurden, hat auch F3 gültig zu sein.1) 
Objektsprachliche Inferenzregeln lassen sich demnach tendenziell dazu nutzen, von der 
Gültigkeit einer Formelmenge FM1 ⊆ FORMSIGOS auf die Gültigkeit einer weiteren 
Formelmenge FM2 ⊆ FORMSIGOS zu schließen. Das Verfahren der Erschließung von 
Wissen bezüglich der Gültigkeit der Formelmenge FM2 aus dem Wissen der Gültigkei-
ten der Menge INFSIGOS und der Formelmenge FM1 wird als Inferenz bezeichnet.
2) 
                                                 
1) Die Ableitbarkeit der ontologischen Formel F3 aus der Formelmenge F1∪F2 ist auf die metasprachli-
che Inferenzregel modus ponens zurückführbar. Entsprechend dem modus ponens kann nämlich auf 
die Gültigkeit einer Formel B geschlossen werden, wenn die Gültigkeit der Formelmenge {A, 
A→B} bekannt ist. Dabei wird der modus ponens unter der Verwendung der Ableitungsrelation A 
wie folgt notiert: 
{A, A→B} A B. 
 Im umgekehrten Fall des modus tollens kann hingegen auf die Gültigkeit einer Formel ¬A geschlos-
sen werden, wenn die Gültigkeit der Formeln ¬B und A → B bekannt sind. Unter Verwendung der 
Ableitungsrelation A kann der modus tollens wie folgt notiert werden: 
{¬B, A→B} A ¬B. 
2) Voraussetzung hierfür ist die Vollständigkeit und Korrektheit des zugrunde gelegten Inferenzkalküls. 
Die Vollständigkeit des Inferenzkalküls ist genau dann gegeben, wenn alle Formeln, die gültig sein 
müssen, weil andere Formeln gültig sind, mittels Inferenzregelanwendungen abgeleitet werden kön-
nen. Die Korrektheit des Inferenzkalküls ist genau dann gegeben, wenn aus gültigen Formeln auch 
nur gültige Formeln abgeleitet werden können. Bei Korrektheit und Vollständigkeit des Inferenzkal-
küls gilt die Folgerungsrelation C zwischen Formelmengen genau dann, wenn die Ableitungsrelation 
A zwischen ihnen erfüllt ist. Auf diesen Aspekt wurde in Abschnitt 3.1.3.1.2.2 hingewiesen. Wegen 
der vorausgesetzten Vollständigkeit und Korrektheit des Inferenzkalküls für die Ableitungsrelation A 
wird im Folgenden weiterhin die bereits eingeführte Folgerungsrelation C verwendet, und zwar auch 
dann, wenn syntaktisch definierte Ableitungen mittels Inferenzregeln betrachtet werden. 
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Alle ontologischen Formeln F1,...,Fn∈FM2, die aus einer Formelmenge FM1 und einer 
Menge INFSIGOS von Inferenzregeln inferenziell erschlossen werden können, werden als 
Theoreme der Formelmenge (FM1 ∪ INFSIGOS) bezeichnet. Im Fall einer Formelmenge 
FM⊆FORMSIGOS umfasst die Menge  
TM(FM)={ F | (FM C F)} 
alle Theoreme von FM. Zu beachten ist dabei, dass in der Menge TM(FM) aller Theo-
reme einer Formelmenge FM sowohl alle Formeln F1,...,Fn∈FM einzeln als auch in mit-
einander konjugierter Form vorkommen. Darüber hinaus umfasst die Theoremmenge 
TM(FM) auch alle Formeln, die zwar nicht in der Formelmenge FM enthalten sind, aber 
von FM abgeleitet werden können, da sie bei Gültigkeit von FM auch gültig sein müs-
sen. 
Die Theoreme einer Formelmenge FM ∪ INFSIGOS sind demnach definiert als: 
TM(FM ∪ INFSIGOS)= {F | (FM ∪ INFSIGOS C F)}. 
Die Menge TM(FM ∪ INFSIGOS) umfasst alle Theoreme, die aus einer Menge FM von 
ontologischen Formeln und einer Menge INFSIGOS von Inferenzregeln inferenziell er-
schlossen werden können. Wenn TM(FM ∪ INFSIGOS) = (FM ∪ INFSIGOS) gilt, ist die 
Formelmenge (FM ∪ INFSIGOS) eine Theorie. In diesem Fall können mit Hilfe der Infe-
renzregeln aus INFSIGOS aus FM keine „neuen“ Formeln erschlossen werden, die nicht in 
INFSIGOS oder FM – zumindest implizit – enthalten sind.  
Mit Inferenzregeln können u.a. Eigenschaften von Operations- und Relationssymbolen 
formuliert werden. Durch die Angabe der Eigenschaften der Symbole kann ihre intensi-
onale Semantik weiter präszisiert werden. Es handelt sich hierbei in erster Linie um Ei-
genschaften, mit denen die Menge OPS aller Operationssymbole und die Menge RS al-
ler Relationssymbole geordnet werden können. Analog zu der partiellen Ordnung, die 
durch die Subkonzeptrelation  auf der Menge K aller Konzepte definiert ist, können 
Unterordnungsbeziehungen zwischen ontologischen Operations- und Relationssymbo-
len mit Hilfe von Inferenzregeln spezifiziert werden. Die Ordnungsbeziehung wird al-
lerdings im Gegensatz zu der partiellen Ordnung auf der Menge K nicht durch eine me-
tasprachliche Relation zum Ausdruck gebracht, sondern durch objektsprachliche Infe-
renz- und Integritätsregeln.1) 
                                                 
1) Grundsätzlich bestünde auch hier die Möglichkeit zur Einführung metasprachlicher Relationen, um 
Unterordnungsbeziehungen zwischen Operations- und Relationssymbolen spezifizieren zu können. 
Allerdings steht die dadurch erzeugte Komplexität in ungünstigem Verhältnis zu dem hinzugewon-
nenen Ausdruckskomfort. Von den vielfachen Problemen, die im Umfeld metasprachlicher Relatio-
nen für Operations- und Relationssymbole zu beachten sind, wird im Folgenden lediglich auf das 
Problem der Stelligkeit eingegangen (für weitere Aspekte vgl. KANEIWA (2004), S. 162 ff.).  
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Wenn z.B. gefordert werden soll, dass die Formel R2(x1,x2) gültig sein muss, wenn die 
Formel R1(x1,x2) gültig ist, dann wird das durch die Inferenzregel 
∀x1,x2: R1(x1,x2) → R2(x1,x2) 
ausgedrückt. Mit der Formel wird eine Unterordnung des Relationssymbols R1 gegen-
über dem Relationssymbol R2 ausgedrückt. Wenn die Formel R1(x1,x2) von einer Fami-
lie belfOS konzeptspezifischer Variablenbelegungen in einer SIGOS-Struktur ASIGOS be-
stätigt wird, dann muss bei der gleichen Variablenbelegung belfOS auch die Formel 
R2(x1,x2) in ASIGOS bestätigt werden, wenn die o.a. Inferenzregel in ASIGOS gültig ist. Der 
umgekehrte Fall muss allerdings nicht gelten. So kann bei Gültigkeit der o.a. Formel die 
Teilformel R2(x1,x2) bestätigt werden, ohne dass R1(x1,x2) bestätigt werden muss. Die 
Bestätigung von R2(x1,x2) ist nämlich für die Bestätigung von R1(x1,x2) zwar 
notwendig, aber nicht hinreichend. Umgekehrt ist die Bestätigung von R1(x1,x2) für die 
Bestätigung von R2(x1,x2) zwar nicht notwendig, aber hinreichend.  
Die hierarchische Anordnung von Relationssymbolen kann in analoger Weise auch für 
Operationssymbole formuliert werden. Um allerdings Unterordnungsbeziehungen zwi-
schen Operationssymbolen formulieren zu können, bedarf es mindestens eines Relati-
onssymbols. Es wird benötigt, um die ontologischen (Teil-) Formeln im Antezedenz 
und in der Konklusion einer ordnenden Inferenzregel ausdrücken zu können. Wenn z.B. 
die Unterordnung eines Operationssymbols O1 gegenüber einem Operationssymbol O2 
ausgedrückt werden soll, kann folgende Regel hierfür verwendet werden: 
                                                                                                                                               
 Für Unterordnungsbeziehungen zwischen Operations- und Relationssymbolen aus einer ontologi-
schen Signatur SIGOS untereinander müssten stets auch deren Stelligkeiten berücksichtigt werden. 
Wenn ein Relationssymbol R1 mit typRSOS(R1)=(k11...k1x) einem Relationssymbol R2 mit 
typRSOS(R2)=(k21...k2y) mit x=y untergeordnet wird, bereitet das weniger Probleme. Durch die Unter-
ordnung würde in diesem Fall ausgedrückt werden, dass bei Gültigkeit einer atomaren Formel 
R1(t1,...,tn) auch die atomare Formel R2(t1,...,tn) gültig zu sein hat. Weitaus schwieriger ist hingegen 
der Fall mit y≠x. Für den Fall, dass z.B. ein Relationssymbol R1 mit typRSOS(R1)=(k1k2) einem onto-
logischen Relationssymbol R2 mit der Typisierung typRSOS(R2)=(k3k4k5) untergeordnet werden soll, 
bereitet es zwar keine Probleme, dass keines der Konzepte k1 und k2 in der Typisierung von R2 vor-
kommt. Die Konzepte k3,k4 und k5 in der Typisierung von R2 könnten nämlich ihrerseits als Super-
konzepte von k1 und k2 spezifiziert werden. Vielmehr ist die Länge der Konzeptkette problematisch, 
mit der R2 typisiert ist. Üblicherweise ist nämlich mit dem Übergang auf ein übergeordnetes Aus-
drucksmittel ein Detailverlust verbunden. Dieser Detailverlust äußert sich z.B. darin, dass, wenn das 
Konzept Mann dem Konzept Mensch mittels  untergeordnet wird, die Intension von Mensch von 
der Intension von Mann umfasst wird. Die Eigenart, ein Mensch zu sein, ist zwar notwendig, aber 
nicht hinreichend für die Eigenart, ein Mann zu sein. Hinreichende Bedingungen für die Eigenart, 
ein Mann zu sein, gehen bei der Beschreibung eines Mannes lediglich durch das Konzept Mensch 
teilweise verloren. Analog würden auch bei dem Übergang von einem untergeordneten Relations-
symbol R1 zu einem übergeordneten Relationssymbol R2 Details verloren gehen; vgl. KANEIWA 
(2004), S. 160. Wenn allerdings das in Bezug auf R1 übergeordnete Relationssymbol R2 mehr Stellen 
aufweist als R1, werden zusätzliche Verfahren benötigt, um zu bestimmen, welche Terme an den zu-
sätzlichen Stellen vorkommen müssen. 
3 Bausteine des integrativen Modellierungskonzepts 248 
 
 ∀x1,x2: Equal(O1(x1),x2) → Equal(O2(x1),x2) 
Mit der Unter- und Überordnung von Operations- und Relationssymbolen wird eine 
Teilmengenbeziehung zwischen den jeweiligen Extensionen ausgedrückt. Wenn z.B. 
das Relationssymbol R1∈RS dem Relationssymbol R2∈RS durch eine Inferenzregel un-
tergeordnet wird, bedeutet dies, dass die Extension IRS(R1)=r1 eine Teilmenge der Ex-
tension IRS(R2)=r2 sein muss. Sämtliche Zwei-Tupel (ob1,ob2), die in der Relation r1∈RF 
enthalten sind, müssen auch in der Relation r2∈RFOS enthalten sein. Somit gilt der Zu-
sammenhang: 
(ASIGOS B (∀x1,x2: R1(x1,x2) → R2(x1,x2))) → (IRS(R1) ⊆ IRS(R2)). 
Die Spezifikation einer Ordnungsrelation auf den Mengen OPS und RS aller Operati-
ons- bzw. Relationssymbole aus einer ontologischen Signatur SIGOS durch Inferenzre-
geln ist ein Instrument zu der vertikalen Anordnung der Symbole. Daneben gibt es wei-
tere Möglichkeiten, mit denen eine horizontale Anordnung durchgeführt werden kann. 
Hierzu gehört z.B. die Spezifikation von symmetrischen, transitiven und inversen Ope-
rations- und Relationssymbolen. Beispielsweise kann mit Hilfe der Inferenzregel 
∀x1,x2: R1(x1,x2) ↔ R1(x2,x1) 
die Symmetrie eines Relationssymbols R1 ausgedrückt werden. Hierfür kommt bei-
spielsweise das Relationssymbol Verheiratet_mit mit intuitiver intensionaler Semantik 
in Frage. Beispielsweise muss genau dann, wenn die Formel R1(t1,t2) und die o.a. Infe-
renzregel in einer SIGOS-Struktur ASIGOS gültig sind, auch die Formel R2(t2,t1) in ASIGOS 
gültig sein. 
Die Transitivität eines Relationssymbols R1 kann hingegen mit Hilfe der Inferenzregel 
∀x1,x2,x3: R1(x1,x2) ∧ R1(x2,x3) → R1(x1,x3) 
ausgedrückt werden. Ein Beispiel hierfür ist das Relationssymbol Vorgesetzter_von. 
Schließlich kann die inverse Beziehung zwischen zwei Relationssymbolen R1 und R2 
wie folgt ausgedrückt werden: 
∀x1,x2: R1(x1,x2) ↔ R2(x2,x1) 
Beispielsweise stehen die Relationssymbole Arbeitet_fuer und Hat_Mitarbeiter in einer 
inversen Beziehung zueinander. 
Im Gegensatz zu Inferenzregeln werden Integritätsregeln nicht dazu verwendet, aus 
einer gültigen Formelmenge wiederum gültige Formeln zu erschließen. Integritätsregeln 
werden vielmehr zu dem Zweck konstruiert, die Zulässigkeit von Formelmengen zu 
überprüfen.1) Die Gültigkeit einer ontologischen Formel F∈FORMSIGOS ist nämlich stets 
in Bezug auf eine SIGOS-Struktur ASIGOS definiert. Eine ontologische Formel F ist dem-
                                                 
1) Vgl. GODFREY ET AL. (1998), S. 269.  
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nach genau dann in einer SIGOS-Struktur ASIGOS gültig, wenn sie von jeder Familie 
belfOS konzeptspezifischer Variablenbelegungen in ASIGOS bestätigt wird. Analog ist eine 
Formelmenge FM⊆FORMSIGOS genau dann in einer SIGOS-Struktur ASIGOS gültig, wenn 
jede Formel Fx∈FM in ASIGOS gültig ist. 
Mit dem Begriff Zulässigkeit wird lediglich mittelbar Bezug auf die Gültigkeit von 
Formelmengen genommen. Der Begriff Zulässigkeit ist nicht – wie der Begriff Gültig-
keit – in Bezug auf eine SIGOS-Struktur ASIGOS bestimmt, sondern in Bezug auf eine In-
tegritätsregel. Die Zulässigkeit einer Formelmenge FM in Bezug auf eine Integritätsre-
gel F∈INTSIGOS ist genau dann gegeben, wenn die Gültigkeit von F in einer SIGOS-
Struktur ASIGOS die Gültigkeit von FM in ASIGOS nicht ausschließt. Somit nehmen Integri-
tätsregeln lediglich unmittelbar Bezug auf die Gültigkeit von Formeln und Formelmen-
gen. Mit ihnen werden bestimmte Extensionen zu objektsprachlichen Konstrukten – die 
grundsätzlich möglich wären – ausgeschlossen.1)  
Der Begriff Zulässigkeit kann mit den Hilfsmitteln, die im Rahmen der formalen Se-
mantik ontologischer Formeln vorgestellt wurden, weiter präzisiert werden. Es handelt 
sich hierbei insbesondere um die Menge KODMSIGOS widersprüchlicher Formelmengen 
über einer ontologischen Signatur SIGOS. Die Menge KODMSIGOS umfasst alle Mengen 
ontologischer Formeln über SIGOS, deren Elemente in keiner SIGOS-Struktur ASIGOS ge-
meinsam gültig sein können. Der Begriff Zulässigkeit wird somit unmittelbar an den 
Begriff Widersprüchlichkeit gekoppelt. Eine ontologische Formel F1∈FORMSIGOS ist 
nämlich genau dann bezüglich einer Integritätsregel F2∈INTSIGOS zulässig, wenn die 
Formelmenge FM=(F1 ∪ F2) nicht widersprüchlich ist. Es muss also mindestens eine 
SIGOS-Struktur ASIGOS geben, in der die Formelmenge FM=(F1 ∪ F2) erfüllbar ist. Wenn 
das der Fall ist, gilt FM ∉ KODMSIGOS. 
Die Definition der Zulässigkeit von Formeln kann auf Formelmengen ausgeweitet wer-
den. Demnach ist eine Formelmenge FM1⊆FORMSIGOS genau dann bezüglich einer In-
tegritätsregel F∈INTSIGOS zulässig, wenn die Formelmenge FM=(FM1 ∪ F) nicht wider-
sprüchlich ist und somit (FM1∪FM2)∉KODMSIGOS gilt. Analog lässt sich Argumentation 
auf Mengen von Integritätsregeln ausweiten. Eine Formelmenge FM1⊆FORMSIGOS ist 
genau dann bezüglich einer Menge FM2⊆INTSIGOS von Integritätsregeln zulässig, wenn 
die Formelmenge FM1 ∪ FM2 nicht widersprüchlich ist. Dabei hat allerdings stets zu 
gelten, dass die Menge INTSIGOS selbst nicht widersprüchlich sein darf, da sonst die Un-
                                                 
1) Solche integritätsbewahrenden Mechanismen sind für Ontologien bereits mit Hilfe anderer Kompo-
nenten vorgestellt worden. Beispielsweise stellen die Typisierungsfunktionen typOPSOS und typRSOS 
Ausdruckmittel dar, mit denen als Extensionen zu Operations- bzw. Relationssymbolen nur solche 
Operationen bzw. Relationen zugelassen werden, die mit der Typisierung des jeweiligen Symbols 
verträglich sind. Im Unterschied zu den bereits bekannten Mitteln zur Bewahrung der Integrität in 
SIGOS-Strukturen sind jedoch Integritätsregeln aus einer ontologischen Spezifikation SPEZOS grund-
sätzlich objektsprachlicher Natur. Es handelt sich nämlich bei ihnen um Elemente der Menge 
FORMSIGOS aller ontologischen Formeln. Die integritätsbewahrenden Ausdrücke, die mit Hilfe der 
Typisierungsfunktionen getätigt werden, sind hingegen stets metasprachlicher Natur. Sie nehmen 
nämlich in ihren Argumenten jeweils objektsprachliche Konstrukte auf.  
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zulässigkeit der Formelmenge FM1 möglicherweise nur mit der Widersprüchlichkeit der 
Menge INTSIGOS zusammenhängen könnte. Würden auch widersprüchliche Mengen von 
Integritätsregeln zugelassen werden, wäre jede Formel F∈FORMSIGOS und jede Formel-
menge FM1⊆FORMSIGOS bezüglich einer Menge FM2⊆INTSIGOS von Integritätsregeln 
unzulässig. 
Die Widerspruchsfreiheit einer Ontologie SPEZOS wurde in der Definition durch die 
Bedingung (INFSIGOS ∪ INTSIGOS)∉KODMSIGOS berücksichtigt. Die Vereinigung der 
Menge INFSIGOS aller Inferenzregeln mit der Menge INTSIGOS aller Integritätsregeln darf 
demnach nicht widersprüchlich sein. Dies impliziert, dass weder die Menge INFSIGOS 
noch die Menge INTSIGOS widersprüchlich sein dürfen. Somit dürfen weder in der Men-
ge INFSIGOS noch in der Menge INTSIGOS widersprüchliche Formeln vorkommen. Dar-
über hinaus dürfen die Inferenz- und Integritätsregeln einer Ontologie SPEZOS auch 
nicht gemeinsam widersprüchlich sein.  
Die Überprüfung der Zulässigkeiten von Formeln bezüglich Integritätsregeln wird im 
Folgenden anhand eines Beispiels verdeutlicht. Gegeben sei dafür die Integritätsregel 
F1 = ∀x1,x2: R1(x1,x2) → ¬R2(x1,x2). 
Überprüft wird zunächst die Zulässigkeit der Formel 
F2 = R1(t1,t2). 
Die Formel F2 ist bezüglich der Integritätsregel F1 zulässig. Die Gültigkeit von F1 in ei-
ner SIGOS-Struktur ASIGOS schließt nämlich die Gültigkeit von F2 in ASIGOS nicht aus. E-
benso ist die Formel 
F3 = R2(t1,t2) 
bezüglich der Integritätsregel F1 zulässig. Auch hierbei gilt, dass die Gültigkeit der In-
tegritätsregel F1 in einer SIGOS-Struktur ASIGOS die Gültigkeit von F2 in ASIGOS nicht aus-
schließt. Wenn hingegen die Formelmenge  
FM = {F2,F3} 
betrachtet wird, liegt eine Unzulässigkeit bezüglich F1 vor, da die Gültigkeit der Integri-
tätsregel F1 in einer SIGOS-Struktur ASIGOS die Gültigkeit der Formelmenge FM in ASIGOS 
ausschließt. Für die Vereinigung der drei Formeln gilt nämlich  
(F1 ∪ F2 ∪ F3) ∈ KODMSIGOS. 
Zu beachten ist, dass nicht nur Grundformeln für eine Integritätsregel-spezifische Über-
prüfung der Zulässigkeit in Frage kommen, wie das von den o.a. Beispielen suggeriert 
werden könnte. Mit Hilfe von Integritätsregeln können durchaus auch die Zulässigkei-
ten von Formeln mit Variablen in ihren Argumenten überprüft werden. Insbesondere 
von Interesse sind solche variablen Formeln, in denen alle Variablen mittels eines 
Quantors gebunden sind. Eine solche Überprüfung der Zulässigkeit von variablen For-
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meln wurde auch schon in Definitionskomponente 4.) für die Widerspruchsfreiheit jeder 
Ontologie SPEZOS verwendet. Denn alle Inferenzregeln, deren Zulässigkeit bezüglich 
aller Integritätsregeln vorausgesetzt wurde, sind variable Formeln. 
Beispielsweise ist die Formel 
F4 = ∀x1,x2: R1(x1,x2) → R3(x2,x1) 
bezüglich der o.a. Integritätsregel F1 zulässig. Bei Gültigkeit der Integritätsregel F1 in 
einer SIGOS-Struktur ASIGOS ist nämlich die Gültigkeit der Formel F4 in ASIGOS nicht aus-
geschlossen. Die Formel 
F5 = ∀x1,x2: R1(x1,x2) → R2(x1,x2) 
ist hingegen bezüglich F1 unzulässig. Bei Gültigkeit von F1 in einer SIGOS-Struktur 
ASIGOS kann nicht zugleich F5 in ASIGOS gültig sein. 
Integritätsregeln werden öfters in Zusammenhang mit Relationssymbolen benötigt, mit 
denen Aussagen über Individuen zu Datenkonzepten konstruiert werden. Beispielsweise 
wird die Antisymmetrie des Relationssymbols Greater_or_Equal, das extensional durch 
die Relation 
greater_or_equal ⊆ OBReal × OBReal  
mit greater_or_equal={(ob1,ob2) | ob1 ≥ ob2} 
interpretiert wird, durch die Integritätsregel 
∀x1,x2: Greater_Or_Equal(x1,x2) ∧ Greater_Or_Equal(x2,x2) → Equal(x1,x2) 
ausgedrückt. Darüber hinaus können Integritätsregeln allerdings auch dazu verwendet 
werden, Unzulässigkeiten aufgrund domänenspezifischer Umstände kenntlich zu ma-
chen. Beispielsweise kann der Umstand, dass Geschäftsführer eines Unternehmens 
mindestens 3000 € verdienen,1) wie folgt ausgedrückt werden: 
∀x1,x2: Geschaeftsfuehrer_von(x1,x2) → Greater_Or_Equal(hat_Gehalt(x1),3000). 
Wie eingangs angedeutet, werden durch Regeln Anforderungen an SIGOS-Strukturen 
gestellt, denen die Strukturen genügen müssen, um eine Ontologie SPEZOS extensional 
interpretieren zu können. Dabei wird die Einschränkung der Menge A(SIGOS) aller in 
Frage kommenden Strukturen in erster Linie durch Inferenzregeln bewirkt. Integritäts-
regeln entfalten im Normalfall ihre Funktionalität erst bei der Überprüfung der Zuläs-
sigkeit von wissensrepräsentierenden Formeln. Solche Formeln sind kein Bestandteil 
einer Ontologie SPEZOS. Die Zulässigkeitsüberprüfung mit Hilfe von Integritätsregeln 
                                                 
1) Das Beispiel ist modifiziert aus RAUH/STICKEL (1997), S. 73, übernommen, um die Vergleichbarkeit 
der Konstruktionsweisen für Integritätsregeln zu erleichtern. In dem Beispiel werden die Zeichenket-
ten Geschaeftsfuehrer_von und Greater_or_equal als Relationssymbole und die Zeichenkette 
hat_Gehalt als Operationssymbol verwendet. 
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wird somit zunächst nur auf Inferenzregeln und auf Integritätsregeln selbst bezogen. 
Das heißt, dass sowohl die Menge INFSIGOS aller Inferenzregeln als auch die Menge 
INTSIGOS aller Integritätsregeln aus einer Ontologie SPEZOS=(SIGOS,INFSIGOS,INTSIGOS) 
gemeinsam mit der Menge INTSIGOS widerspruchsfrei sein sollten. Würden jedoch bei 
der Einschränkung der Menge A(SIGOS) auf SIGOS-Strukturen nur solche Strukturen 
ausgeschlossen werden, in denen die Inferenzregeln ungültig sind, so könnten mögli-
cherweise in der Restmenge auch Strukturen enthalten sein, in denen auch die Integri-
tätsregeln ungültig sind. Daher wird die Menge aller SIGOS-Strukturen, mit denen eine 
Ontologie SPEZOS extensional interpretiert werden kann, unter Berücksichtigung so-
wohl aller Inferenz- als auch aller Integritätsregeln bestimmt. 
Eine SIGOS-Struktur ASIGOS wird genau dann als Modell einer Ontologie SPEZOS be-
zeichnet, wenn sowohl alle Inferenzregeln aus der Menge INFSIGOS als auch alle Integri-
tätsregeln aus der Menge INTSIGOS in ASIGOS gültig sind. Die Menge aller Modelle einer 
Ontologie wird über die Funktion MODOS bestimmt. Mit ihrer Hilfe kann einer Menge 
von1) ontologischen Formeln die Teilmenge von A(SIGOS) zugewiesen werden, in der 
diese Formeln gültig sind: 
MODOS(INFSIGOS ∪ INTSIGOS) = {ASIGOS | (ASIGOS B (INFSIGOS ∪ INTSIGOS)) }. 
Wenn sowohl die Menge INFSIGOS als auch die Menge INTSIGOS aus einer Ontologie 
SPEZOS leer sind, stimmt MODOS(INFSIGOS ∪ INTSIGOS ) mit der Menge A(SIGOS) über-
ein. Entsprechend der früheren Feststellung gilt nämlich für jede SIGOS-Struktur 
ASIGOS∈A(SIGOS): ASIGOS B ∅. 
3.1.4.2 Ontologiegestützte Wissensbasen 
In einer Ontologie SPEZOS werden die sprachlichen Ausdrucksmittel zur Konstruktion 
von Aussagen und regelartige Zusammenhänge spezifiziert, die in allen Modellen der 
Ontologie zu gelten haben. In einer Ontologie ist allerdings keine Komponente vorge-
sehen, um über einen bestimmten Realitätsausschnitt formelartige Aussagen machen zu 
können. Somit klafft eine Lücke zwischen einerseits einer Ontologie und andererseits 
dem Realitätsausschnitt, über den mit Hilfe der Ausdrucksmittel einer Ontologie 
SPEZOS Aussagen gemacht werden sollen. Diese Lücke wird durch eine ontologiege-
stützte Wissensbasis WBS geschlossen. 
                                                 
1) Es wurde bereits früher darauf hingewiesen, dass die Funktion MODOS – zwecks einfacherer Diktion 
– in dem Sinne „überladen“ ist, als dass sie in ihrem Argument sowohl Elemente als auch Teilmen-
gen der Menge FORMSIGOS aller Formeln über einer ontologischen Signatur SIGOS aufnehmen kann. 
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In einer ontologiegestützten Wissensbasis WBS wird eine (widerspruchsfreie)1) Ontolo-
gie SPEZOS um eine Menge FBEXPL von ontologischen Grundformeln (Fakten) erwei-
tert. Es handelt sich hierbei um Formeln, mit denen ein Wissensträger sein Wissen über 
einen Realitätsausschnitt ausdrücken kann. Darüber hinaus ist in einer ontologiegestütz-
ten Wissensbasis WBS genau eine SIGOS-Struktur ASIGOS enthalten, in der alle Formeln, 
mit denen der Wissensträger sein Wissen ausdrückt, gültig sein müssen.  
Eine ontologiegestützte Wissensbasis WBS ist definiert als: 
WBS=(SPEZOS,FBEXPL,ASIGOS). 
Die Komponenten einer ontologiegestützten Wissensbasis WBS sind: 
(1.) eine Ontologie SPEZOS=(SIGOS,INFSIGOS,INTSIGOS) 
(2.) eine explizite2) Faktenbasis FBEXPL  
mit  FBEXPL ⊂ GFSIGOS 
(3.) ASIGOS∈A(SIGOS) 
mit ASIGOS∈MODOS(INFSIGOS ∪ INTSIGOS) 
und  ASIGOS B FBEXPL.  
Die Bezeichnung „ontologiegestützte Wissensbasis“ lässt es sich zunächst offen, welche 
Art von Wissen in einer ontologiegestützte Wissensbasis WBS erfasst wird. In der Tat 
verhält es sich so, dass bei der oben angegebenen Definition von ontologiegestützten 
Wissensbasen zwei unterschiedliche Wissensarten erfasst werden. 
Einerseits wird durch die (widerspruchsfreie) Ontologie SPEZOS in einer ontologiege-
stützten Wissensbasis WBS eine spezielle Wissensart erfasst. Es handelt sich hierbei al-
lerdings nicht um das Wissen, dass der Modellierer bezüglich eines Realitätsausschnit-
tes hat. Bei dem Wissen, das in einer Ontologie SPEZOS enthalten ist, handelt es sich 
vielmehr um eine „höhergelagerte“ Wissensart, die nicht notwendig einen Bezug auf ei-
nen konkreten Realitätsauschnitt aufweisen muss. Das Wissen, das bei der Konstruktion 
von Ontologien benötigt wird, umfasst alle gerechtfertigten Überzeugungen eines Onto-
logiekonstrukteurs darüber, welche sprachlichen Ausdruckmittel für die Spezifikation 
von (Objekt-) Wissen über Realitätsausschnitte in einer vorausgesetzten Domäne benö-
                                                 
1) Auf die Widerspruchsfreiheit einer Ontologie SPEZOS wurde im letzten Abschnitt eingegangen. Sie 
ist genau dann erfüllt, wenn die Vereinigung aus Inferenz- und Integritätsregeln aus SPEZOS gemein-
sam nicht widersprüchlich ist. Die Widerspruchsfreiheit der Ontologie SPEZOS, auf deren Grundlage 
das Wissensbasierte System WBS spezifiziert ist, wird in den folgenden Ausführungen vorausge-
setzt.  
2) Der Zusatz „explizite“ wird im folgenden Abschnitt – im Rahmen der Erörterung von Inferenz- und 
Integritätsregeln – weiter ausgeführt. In diesem Kontext werden nämlich auch implizite Faktenbasen 
als die Menge aller Fakten vorgestellt, die mit Hilfe der Elemente von INFSIGOS aus der expliziten 
Faktenbasis WBEXPL abgeleitet werden können. Explizite und implizite Faktenbasen werden im An-
schluss zu Wissensbasen zusammengeführt, die sich dadurch auszeichnen, dass sie sowohl alle ex-
plizit angegebenen Fakten als auch alle Ableitungen aus den Fakten und den Inferenzregeln umfas-
sen. 
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tigt werden. Insofern handelt es sich bei dem Wissen aus einer Ontologie um Metawis-
sen über die Spezifikationsmöglichkeiten für Objektwissen. 
Andererseits wird durch die Menge FBEXPL jenes Wissen repräsentiert, das ein Akteur 
über einen bestimmten Realitätsausschnitt hat. In der Menge FBEXPL sind Aussagen ent-
halten, die mittels Korrespondenzregeln auf einen Realitätsausschnitt übertragen werden 
können. Sie werden im Folgenden als explizite Fakten1) bezeichnet. Explizite Fakten 
sind ontologische Grundformeln, die in der zugrunde geleten SIGOS-Struktur ASIGOS gül-
tig sind. Insofern handelt es sich bei der expliziten Faktenbasis FBEXPL um eine echte 
Teilmenge der Menge GFSIGOS aller Grundformeln über der ontologischen Signatur 
SIGOS.  
Die Semantik expliziter Fakten erstreckt sich über zwei Aspekte. Hinsichtlich der deno-
tationalen Semantik2) wird mit Hilfe expliziter Fakten Wissen über einen bestimmten 
Realitätsausschnitt repräsentiert. Entsprechend dieser Sichtweise wird z.B. eine atomare 
Formel Rj(t1,...,tn) denotational dadurch interpretiert, dass die realen Objekte, die durch 
Korrespondenzregeln den formalen Objekten zugeordnet sind, die aus der Auswertung 
der Terme t1,...,tn hervorgehen, in dem repräsentierten Realitätsausschnitt in der entspre-
chenden Beziehung zueinander stehen, die durch das Relationssymbol Rj repräsentiert 
wird. Da in Ontologien ein gemeinschaftliches Verständnis über die denotationale Se-
mantik objektsprachlicher Konstrukte vorausgesetzt wird, kann eine eindeutige Korres-
pondenz der expliziten Fakten zu Annahmen über die Beschaffenheit der Realität unter-
stellt werden.  
Der zweite Aspekt der Semantik expliziter Fakten erstreckt sich über die formale Se-
mantik. Hinsichtlich dieses Aspekts gilt für alle expliziten Fakten, dass sie in der SIGOS-
Struktur ASIGOS gültig sein müssen, die Bestandteil der ontologiegestützten Wissensbasis 
WBS ist. Bei der SIGOS-Struktur ASIGOS hat es sich stets um ein Modell aller expliziten 
Formeln, darunter auch die Inferenz- und Integritätsregeln, aus der zugrunde gelegten 
Ontologie SPEZOS zu handeln. Da sowohl die Menge INTSIGOS aller Integritätsregeln als 
auch die Menge INFSIGOS in der SIGOS-Struktur ASIGOS gültig sein müssen, ist gewähr-
leistet, dass die expliziten Fakten aus FBEXPL zulässig bezüglich aller Integritätsregeln 
sind.  
Aus der Menge FBEXPL aller expliziten Fakten können tendenziell mit Hilfe der Infe-
renzregeln aus INFSIGOS Fakten abgeleitet werden, die bei Gültigkeit von FBEXPL und 
INFSIGOS auch gültig sein müssen. Die Faktenbasis 
FB = TM(FBEXPL ∪ INFSIGOS) 
                                                 
1) Fakten werden im Singular als „Faktum“ bezeichnet. Darüber hinaus werden die Bezeichner „Fak-
ten“ und „faktische Formeln“ bzw. „Faktum“ und „faktische Formel“ synonym verwendet. 
2) Die denotationale Semantik eines sprachlichen Konstrukts wurde in Abschnitt 2.1.3.1 als das außer-
sprachliche realweltliche Konstrukt definiert, durch das es interpretiert wird.  
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umfasst alle ontologischen Formeln, die bei Gültigkeit von FBEXPL und INFSIGOS auch 
gültig sein müssen. Entsprechend der Vereinbarung aus dem letzten Abschnitt umfasst 
die Menge TM(FBEXPL∪INFSIGOS) alle Theoreme der Formelmenge (FBEXPL∪INFSIGOS). 
Das heißt, dass in einer Faktenbasis FB einerseits alle Formeln aus der expliziten Fak-
tenbasis FBEXPL und andererseits auch alle Inferenzregeln aus INFSIGOS enthalten sind. 
Darüber hinaus können in der Faktenbasis FB auch solche Formeln enthalten sein, die 
weder in der expliziten Faktenbasis FBEXPL noch in der Menge INFSIGOS aller Inferenz-
regeln enthalten sind. Formeln dieser Art werden von der impliziten Faktenbasis 
FBIMPL = FB \ (FBEXPL ∪ INFSIGOS) 
umfasst. In der Menge FBIMPL aller impliziten Fakten sind alle Formeln enthalten, die 
mit Hilfe der Inferenzregeln aus INFSIGOS aus der expliziten Faktenbasis FBEXPL abgelei-
tet werden können und weder in FBEXPL noch in INFSIGOS enthalten sind. Es handelt sich 
hierbei um die Teilmenge der Faktenbasis FB, deren Elemente weder explizite Fakten 
noch Inferenzregeln sind.  
3.1.4.3 Erweiterungen von Ontologien 
3.1.4.3.1 Substitution ontologischer Ausdrücke 
Für die Entwicklung von Ontologe-Netzen ist eine Erweiterung des bislang vorgestell-
ten formalen Apparats um vier Aspekte notwendig. Hierdurch bleibt der formale Kern 
von Ontologien, der bislang vorgestellt wurde, unberührt. 
Der erste Aspekt erstreckt sich auf die Substitution oder Ersetzung ontologischer Aus-
drücke. Mit Hilfe der Substitution ontologischer Ausdrücke wird die Formulierung von 
Vor- und Nachbedingungen für das Eintreten von Ereignissen vereinfacht, denen eine 
zustandsändernde Grundoperation im Modell entspricht. 
Aufgrund der Vorgabe der vorliegenden Arbeit, die operationale Semantik mit Hilfe 
höherer Petri-Netze umzusetzen, wird zudem bei der zweiten Erweiterung eine Aus-
drucksvariante vorgestellt, wodurch die Stellen der Petri-Netze am komfortabelsten 
markiert werden können. Es handelt sich hierbei um ontologische Termtupel. 
Der dritte und der vierte Aspekt der Erweiterungen lassen sich schließlich als Verfahren 
der Differenzierung von Relationssymbolen charakterisieren. Bei der ersten Differenzie-
rung werden alle Relationssymbole aussortiert, auf deren Extensionen keine Grundope-
rationen einwirken können sollen. Relationssymbole dieser Art werden als statische Re-
lationssymbole vorgestellt. Sie unterscheiden sich von dynamischen Relationssymbolen, 
deren Extensionen durch Grundoperationen grundsätzlich variiert werden können. Die 
zweite Differenzierung betrifft schließlich die Unterscheidung zwischen positiven und 
negativen Relationssymbolen. Sie ist notwendig, um auch solche Grundformeln aus ei-
ner ontologiegestützten Wissensbasis WBS in einem Ontologie-Netz rekonstruieren zu 
können, die aus der Negation einer atomaren Grundformel hervorgehen.  
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Die Substitution ontologischer Ausdrücke ist ein Verfahren zu deren Transformation, 
das einerseits aufgrund seiner Bedeutung für das integrative Modellierungskonzept von 
Interesse ist und andererseits die Anschlussfähigkeit von Ontologien an bewährte Prin-
zipien der logischen Programmierung gewährleistet. Die Substitution wird beispiels-
weise im Rahmen der Resolution dazu verwendet, die Erfüllbarkeit prädikatenlogischer 
Formeln für maschinelle Theorembeweise zu überprüfen.1) Die Substitution ontologi-
scher Ausdrücke wird durchgeführt, indem zunächst eine Zuordnung vorgenommen 
wird, durch welche ontologischen Terme jeweils Variablen ersetzt werden sollen. Die-
ses Verfahren wird im Anschluss so erweitert, dass Variablen aus einem ontologischen 
Ausdruck E∈EXPRSIGOS durch Terme entsprechend der Zuordnung ersetzt werden. Die 
Substitution von Variablen durch ontologische Terme erfolgt hierbei durch eine Familie 
θ=(θk)k∈K 
konzeptspezifischer Variablensubstitutionsfunktionen. Eine Familie θ konzeptspezifi-
scher Variablensubstitutionsfunktionen wird verkürzt auch als Variablensubstitution be-
zeichnet. Die Mitglieder  
θk: VARk → TERMk für alle k∈K 
einer Variablensubstitution θ ordnen allen konzeptspezifischen Variablen x∈VARk ei-
nen ontologischen Term θk(x)=t mit t∈TERMk zu.2) Dabei kann eine konzeptspezifische 
Variable x∈VARk sowohl durch einen einfachen als auch durch einen zusammengesetz-
ten ontologischen Term ersetzt werden. Bei der erstgenannten Alternative kann die kon-
zeptspezifische Variable x1 wiederum durch eine konzeptspezifische Variable x2∈VARk 
ersetzt werden. Die Substitution einer Variablen durch eine Variable umfasst auch den 
Fall, bei dem sich substituierte und substituierende Variable entsprechen.3) 
Die Menge 2θ umfasst alle Variablensubstitutionen.4) Jedes Element θ∈2θ ist somit eine 
Familie von konzeptspezifischen Variablensubstitutionsfunktionen θk, mittels derer je-
der konzeptspezifischen Variablen x∈VARk ein Term t∈TERMk zugeordnet werden 
kann. 
Durch eine Ausdruckssubstitutionsfunktion5) 
                                                 
1) Vgl. BEIERLE/KERN-ISBERNER (2000), S. 61 ff.; EBBINGHAUS ET AL. (1992), S. 264 ff.; GALLIER 
(1986), S. 376 ff.; SCHMID/KINDSMÜLLER (1996), S. 77 ff.; SCHÖNING (1992), S. 88 ff.  
2) Vgl. BIBEL (1992), S. 79 f.; EBBINGHAUS ET AL. (1992), S. 63 ff.; SCHÖNING (1992), S. 63 f.  
3) Die Substitution von Variablen durch Variablen ist für das hier vorgestellte Modellierungskonzept 
nicht weiter von Interesse. 
4) Vgl. TACKEN (2001), S. 36.  
5) Zu beachten ist, dass jede Ausdruckssubstitutionsfunktion [θ] spezifisch zu einer Familie θ von kon-
zeptspezifischen Variablensubstitutionsfunktionen definiert ist. Die Ausdruckssubstitutionsfunktio-
nen werden im Folgenden auch verkürzt als Ausdruckssubstitutionen bezeichnet. Es wird lediglich 
dann eine Differenzierung vorgenommen, wenn eine Verwechslung mit der Anwendung einer Aus-
druckssubstitutionsfunktion auf einen Ausdruck erwartet werden kann. 
3 Bausteine des integrativen Modellierungskonzepts 257 
 
[θ]: ALPHOS* → ALPHOS* 
werden Zeichenfolgen über einem ontologischen Alphabet ALPHOS durch andere Zei-
chenfolgen über ALPHOS ersetzt. Sie ist spezifisch für eine Familie θ von konzeptspezi-
fischen Variablensubstitutionen definiert.  
Als Zeichenfolgen über einem ontologischen Alphabet ALPHOS kommen in erster Linie 
ontologische Terme und Formeln in Betracht. Dabei werden ontologische Terme durch 
wiederum ontologische Terme ersetzt. Der ontologische Term t2=(t1)[θ],1) der aus der 
konzeptspezifischen Substitution aller Variablen, die in einem ontologischen Term t1 
vorkommen, hervorgeht, ist hierbei dem gleichen Konzept k zugeordnet wie t1. Darüber 
hinaus werden ontologische Formeln durch ontologische Formeln ersetzt. Schließlich 
kann eine Ausdruckssubstitution [θ] auch dazu verwendet werden, ontologische Term-
tupel durch andere ontologische Termtupel zu ersetzen.2) Auf diesen Aspekt der Vari-
ablensubstitution wird im Rahmen der Analyse ontologischer Termtupel ausführlicher 
eingegangen.3) 
Die Ausdruckssubstitution (t)[θ] eines ontologischen Terms t∈TERMSIGOS ist wie folgt 
definiert:4) 
(1.) (x)[θ] =θk(x) für alle x∈VARk, 
(2.) (Oi)[θ] =Oi für jedes Konstantensymbol     
  Oi∈KONSIGOS und 
(3.) (Oi(t1,...,tn))[θ] =Oi(t1[θ],...,tn[θ]) für jeden zusammengesetzten    
  ontologischen Term 
  Oi(t1,...,tn)∈TERMSIGOS. 
Die Ausdruckssubstitution [θ] ordnet einem ontologischen Term x∈TERMSIGOS mit 
x∈VARk den ontologischen Term t∈TERMSIGOS mit t=(x)[θ] zu, der ihm durch das ent-
sprechende Mitglied θk der Familie θ von konzeptspezifischen Variablensubstitutions-
funktionen zugeordnet ist. Die Substitution (Oi)[θ] eines Konstantensymbols Oi ist hin-
                                                 
1) Die Bilder der Ausdruckssubstitutionsfunktion werden der gängigen Darstellung folgend in Post-fix-
Notation angegeben. Die Anwendung einer Ausdruckssubstitutionsfunktion [θ] auf eine Zeichenfol-
ge z∈ALPHOS* wird demnach in der Form z[θ] angegeben. 
2) Ontologische Termtupel werden in Abschnitt 3.1.4.3.2 als Ausdrücke über einer ontologischen Sig-
natur SIGOS vorgestellt. Auf die Substitution ontologischer Termtupel wird in diesem Kontext näher 
eingegangen. Da eine Ausdruckssubstitutionsfunktion [θ] auch ontologische Termtupel in ihrem Ar-
gument aufnehmen muss, wurde sie nicht als [θ]: EXPRSIGOS → EXPRSIGOS deklariert. Ontologische 
Termtupel werden nämlich nicht als Elemente der Menge EXPRSIGOS aller ontologischen Ausdrücke 
eingeführt. Dass dennoch bei einer Ausdruckssubstitution [θ] ontologische Terme und Formeln auch 
nur durch ontologische Terme bzw. Formeln substituiert werden, wird bei der Definition der Bilder 
von [θ] weiter unten gewährleistet. 
3) Vgl. Abschnitt 3.1.4.3.2  
4) Vgl. EHRIG ET AL. (1999), S. 356; GALLIER (1986), S. 155; KANEIWA (2001), S. 36 f.; KANEIWA 
(2004), S. 173. 
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gegen stets das Konstantensymbol selbst. Zusammengesetzte ontologische Terme wer-
den entsprechend dem Rekursionsschema der Substitutionsregel (3.) ersetzt. 
Beispielsweise lautet die Substitution Oi(x1,x2,x3)[θ] eines zusammengsetzten ontologi-
schen Terms Oi(x1,x2,x3) mit Oi∈OPS, typOPSOS(Oi)=(k1k2k3,k4) und xi∈VARki für 
1≤i≤3 bei einer Ausdruckssubstitution [θ] mit [θ]=(θk1,θk2,θk3) und θki(xi)=ti mit 
ti∈TERMki: Oi(t1,t2,t3). Jede Variable xi aus dem zusammengesetzten ontologischen 
Term Oi(x1,x2,x3) wird bei der Ausdruckssubstitution [θ] durch den Term ti ersetzt, der 
entsprechend dem jeweiligen Mitglied θi der Familie θ der Variable xi zugeordnet ist. 
Bei der Substitution ontologischer Formeln werden lediglich alle freien Variablen durch 
ontologische Terme ersetzt. Variablen, die in einer ontologischen Formel F∈FORMSIGOS 
gebunden vorkommen, werden hingegen bei der Substitution [θ](F) „übersprungen“. 
Um dies zu gewährleisten, wird eine bedingte Substitutionsfunktion xkθ  verwendet. Für 
die bedingte konzeptspezifische Substitutionsfunktion xkθ  gilt: 
x
k
k
x wenn y = x
θ (y) = 
θ (y) wenn y x.
⎧⎨ ≠⎩
 
Die bedingte konzeptspezifische Substitutionsfunktion xkθ  ordnet allen Variablen 
y∈VARk einen Wert entsprechend der konzeptspezifischen Substitutionsfunktion θk zu, 
wenn sie nicht mit der ausgezeichneten Variable x∈VARk übereinstimmen. Wenn die 
Variable y im Argument der bedingten Substitutionsfunktion xkθ  x ist, wird sie „über-
sprungen“. Gemeinsam mit den restlichen konzeptspezifischen Substitutionsfunktionen 
wird die bedingte Substitutionsfunktion xkθ  von der Familie θx umfasst. Entsprechend 
wird durch die Mitlgieder der Familie θx jeder ontologische Ausdruck durch einen sol-
chen ontologischen Ausdruck substituiert, bei dem frei vorkommende Variablen „über-
sprungen“ wurden. 
Die Ausdruckssubstitution (F)[θ] einer ontologischen Formel F∈FORMSIGOS ist wie 
folgt definiert:1) 
(1.) w[θ] =w, 
(2.) f[θ] =f, 
(3.) (Rj(t1,...,tn))[θ] =Rj(t1[θ],...,tn[θ]), 
(4.) (¬F)[θ] =¬(F[θ]), 
(5.) (F1•F2)[θ] =(F1)[θ] • (F2)[θ] für •∈{∧,∨,∨,→,↔} und 
(6.) •x:(F)[θ] =∀x((F)[θx]) für •∈{∀,∃,∃}. 
Für die tautologische und kontradiktorische Formel w bzw. f sind die Ausdruckssubsti-
tutionen mit sich selbst identisch. Einfache ontologische Formeln werden substituiert, 
                                                 
1) Vgl. EHRIG ET AL. (1999), S. 356; GALLIER (1986), S. 155; KANEIWA (2001), S. 36 f.; KANEIWA 
(2004), S. 173. 
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indem alle ontologischen Terme in ihren Argumenten substituiert werden. Für zusam-
mengesetzte ontologische Formeln gelten die Rekursionsschemata der Regeln (4.) bis 
(6.). Bei quantifizierten Formeln wird dabei, entsprechend dem Rekursionsschema der 
Regel (6.) die quantifizierte Variable bei der Substitution „übersprungen“. 
Beispielsweise lautet die Substitution Rj(x1,x2,x3)[θ] einer ontologischen Formel 
Rj(x1,x2,x3) mit Rj∈RS, typRSOS(Rj)=(k1k2k3) und xi∈VARki für 1≤i≤3 bei einer Aus-
druckssubstitution [θ] mit θ=(θk1,θk2,θk3) und θki(xi)=ti mit ti∈TERMki : Rj(t1,t2,t3). Jede 
Variable xi aus der ontologischen Formel Rj(x1,x2,x3) wird bei der Ausdruckssubstituti-
on [θ] durch den Term ti ersetzt, der entsprechend dem jeweiligen Mitglied θki der Vari-
able xi zugeordnet ist.  
Wenn bei einer Ausdruckssubstitution [θ] eine solche Variablensubstitution θ verwendet 
wird, die allen frei vorkommenden konzeptspezifischen Variablen x∈VARk einen 
Grundterm θk(x)=t mit t∈GTk zuordnet, wird [θ] als Grundsubstitution bezeichnet.1) Bei 
einer Grundsubstitution [θ] gelten für alle ontologischen Terme varTOS((t)[θ])=∅ und 
fvarOS((F)[θ])=∅ für alle ontologischen Formeln. Werden durch eine Ausdruckssubsti-
tution [θ] zwei ontologische Ausdrücke E1,E2∈EXPRSIGOS so substituiert, dass 
(E1)[θ] = (E2)[θ] 
gilt, wird [θ] als „Unifikator“ von E1 und E2 bezeichnet.2) Wenn eine Ausdruckssubstitu-
tion [θ] existiert, die ein Unifikator zweier ontologischer Ausdrücke E1,E2∈EXPRSIGOS 
ist, dann wird das Tupel (E1,E2) als unifizierbar bezeichnet. 
3.1.4.3.2 Ontologische Termtupel 
Ontologie-Netze werden im weiteren Verlauf als eine Erweiterung von Prädikat/Tran-
sition-Netzen (Pr/T-Netze) vorgestellt. Die Klasse der Pr/T-Netze basiert in ihrer ur-
sprünglichen Form auf der konventionellen Prädikatenlogik.3) Komponenten von Pr/T-
Netzen werden in der Regel mit Ausdrücken über einer konventionellen Signatur SIGKS 
beschriftet. Bei den Ausdrücken, die für die Beschriftung von Pr/T-Netzen verwendet 
werden, handelt es sich um Termtupel, die die Form <t1,...,tn> aufweisen.4) Sie werden 
in der Regel über dem n-fachen kartesischen Produkt Πn∈NTERMSIGKS der Menge 
TERMSIGKS aller Terme über einer konventionellen Signatur SIGKS konstruiert. 
Entsprechend dem Vorgehen bei Pr/T-Netzen werden für die Konstruktion von Ontolo-
gie-Netzen ontologische Termtupel5) benötigt. Die Menge TTSIGOS umfasst alle Termtu-
                                                 
1) Vgl. DAHR (1994), S. 8; EHRIG ET AL. (1999), S. 355; VAN HOREBEEK/LEWI (1989), S. 28.  
2) Vgl. BEIERLE/KERN-ISBERNER (2000), S. 61; BIBEL (1992), S. 89. 
3) Vgl. GENRICH (1987), S. 208 ff.  
4) Vgl. DAHR (1994), S. 8; KORCZYNSKI ET AL (1990), S. 37.  
5) Der Zusatz „ontologische“ wird im Folgenden ausgelassen, wenn aus dem Argumentationskontext 
hervorgeht, dass es sich um Termtupel über einer ontologischen Signatur SIGOS handelt.  
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pel, die über einer ontologischen Signatur SIGOS konstruiert werden können, und ist wie 
folgt definiert:1) 
TTSIGOS={ <t1,...,tn> | tx∈TERMSIGOS für alle x=1,...,n mit n∈N+}. 
Die Elemente der Menge TTSIGOS aller ontologischen Termtupel können hinsichtlich der 
Konzeptzuordnung der bei ihrer Konstruktion verwendeten ontologischen Terme diffe-
renziert werden. Jede konzeptfolgenspezifische Menge TTw mit der Konzeptfolge 
w∈K* und w=(k1...kn) umfasst alle ontologischen Termtupel <t1,...,tn>, für die gilt: 
TTw={ <t1,...,tn> | w=(k1...kn) ∧ tx∈TERMkx für alle x=1,...,n mit n∈N+}. 
Die Vereinigung aller konzeptfolgenspezifischen Mengen von Termtupeln entspricht 
stets TTSIGOS: 
TTSIGOS = ∪w∈K*TTw. 
In der Menge TTSIGOS sind alle Termtupel enthalten, die über einer ontologischen Signa-
tur SIGOS konstruiert werden können. Es wird dabei nicht unterschieden, von welcher 
Art die Terme sind, die in den Termtupeln vorkommen. Die Mengenfamilie 
TTFSIGOS = (TTw)w∈K* 
umfasst hingegen alle konzeptfolgenspezifischen Mengen von Termtupeln, die über ei-
ner ontologischen Signatur SIGOS konstruiert werden können. Der x-te ontologische 
Term tx mit x=1,...,n und n∈N+ in einem ontologischen Termtupel <t1,...,tn>∈TTw ist 
auch stets ein Element der entsprechenden konzeptspezifischen Termmenge TERMkx. 
Diese konzeptfolgenspezifische Differenzierung ontologischer Termtupel ist ein Merk-
mal, das ontologische Termtupel von konventionellen Termtupeln abgrenzt. Für Term-
tupel, die über einer konventionellen Signatur SIGKS konstruiert werden, ist eine solche 
typgerechte Konstruktion nur bedingt vorgesehen. Konventionelle Termtupel werden 
lediglich bezüglich der Anzahl der Terme, die in einem Termtupel vorhanden sein müs-
sen, differenziert.2) Da Terme, die über einer konventionellen Signatur SIGKS kon-
struierbar sind, grundsätzlich nicht typspezifisch unterschieden werden können, können 
auch entsprechend über SIGKS keine konzeptfolgenspezifischen Termtupel konstruiert 
werden.  
Der Unterschied zwischen ontologischen und konventionellen Termtupeln kann durch 
einen Übergang zu einer sortierten Signatur SIGSS überbrückt werden. Dies wird in der 
Regel bei der Spezifikation von solchen Pr/T-Netzen durchgeführt, die mit Ausdrücken 
über einer sortierten Signatur SIGSS annotiert werden.3) Sortierte Termtupel werden – 
analog zu ontologischen Termtupeln – über dem kartesischen Produkt sortenspezifi-
scher Termmengen definiert. Entsprechend kann die Menge aller sortierten Termtupel 
auch hinsichtlich der Typisierung der verwendeten Terme differenziert werden. 
                                                 
1) Vgl. TACKEN (2001), S. 32.  
2) Vgl. DAHR (1994), S. 7; JUOPPERI (1995), S. 25 f.; PHILIPPI (1999), S. 163 f. 
3) Vgl. KORCZYNSKI ET AL. (1990), S. 37 f.; TACKEN (2001), S. 32; KLEINJOHANN (1993), S. 54 f. 
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Ein wesentlicher Unterschied von ontologischen gegenüber sortierten Termtupeln liegt 
in den Strukturierungsrelationen , L und p begründet. Bei der Definition konzeptspe-
zifischer Termmengen über einer ontologischen Signatur SIGOS werden – neben den 
Konstruktionsregeln, die auch für sortenspezifische Termmengen Gültigkeit haben – 
auch die metasprachlichen Strukturierungsrelationen , L und p berücksichtigt.1) Mit 
Hilfe der metasprachlichen Strukturierungsrelationen werden Beziehungen zwischen 
Konzepten spezifiziert, aufgrund derer die entsprechenden konzeptspezifischen Term-
mengen in Teilmengen-, Gleichheits- bzw. Disjunktheitsbeziehungen zueinander stehen 
müssen. Dieser Aspekt der Konstruktion ontologischer Terme wirkt sich wesentlich auf 
die Konstruktion ontologischer Termtupel aus. Eine konzeptfolgenspezifische Termtu-
pelmenge TTw mit w=(k1...kn) umfasst nämlich alle ontologischen Termtupel <t1,...,tn>, 
für die tx∈TERMkx für alle x=1,...,n mit n∈N+ gilt. Hierzu gehören neben allen ontologi-
schen Termtupeln, die aufgrund der originären Konzeptzuordnung ihrer Terme zu TTw 
gezählt werden, auch alle Termtupel, deren Terme aufgrund einer metasprachlichen 
Strukturierungsbeziehung  oder L zwischen den entsprechenden Konzepten derivativ 
zu TTw gezählt werden. 
Ein ontologisches Termtupel <t1,...,tn> kann demnach zu einer konzeptfolgenspezifi-
schen Menge TTw gezählt werden, wenn die ontologischen Terme tx∈TERMSIGOS zu den 
konzeptspezifischen Termmengen TERMkx aufgrund ihrer originären Zuordnung oder 
ihrer derivativen Zuordnung wegen der Subkonzeptrelation  oder der Äquivalenzrela-
tion L gezählt werden. Somit kann ein ontologisches Termtupel <t1,...,tn> in zwei kon-
zeptfolgenspezifischen Mengen TTw1 und TTw2 mit w1=(k11...k1n), w2=(k21...k2n) und 
k1x≠k2x für mindestens ein x=1,...,n mit n∈N+ enthalten sein. Dies ist z.B. dann der Fall, 
wenn die Konzeptfolge w1∈K* der Konzeptfolge w2∈K* untergeordnet ist. Dabei wird 
die Ordnungsbeziehung zwischen Konzeptfolgen durch die Relation 
( )
( ) ( )( ) ( ) ( ) ( ){ }1 n 1 n i i i i i ia a b b a b a b a b
  K* × K*
mit  = k ...k , k ...k  | k k   k k   k k
⊆
∨ ∨ =
U
U  L  
ausgedrückt. Das Tupel (U,K*) erfüllt die Eigenschaften der  
(1.) Reflexivität:  ∀w∈K*: w U w und 
(2.) Transitivität  ∀w1,w2,w3: ((w1 U w2) ∧ (w2 U w3)) → (w1 U w3).2) 
                                                 
1) Vgl. Abschnitt 3.1.2.2.1. 
2) Die Eigenschaften der Reflexivität und Transitivität entsprechen dem „kleinsten gemeinsamen Nen-
ner“, die einerseits die Strukturierungsrelationen  und L sowie andererseits die Gleichheitsrelation 
= erfüllen. Sowohl die Reflexivität als auch Transitivität gelten nämlich für alle drei Relationen, de-
ren adjunktive Verknüpfung in der Definition von U vorkommt. Hinsichtlich der Symmetrie von U 
können hingegen keine Aussagen gemacht werden, da die Subkonzeptrelation  im Gegensatz zu L 
antisymmetrisch ist. 
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Die konzeptfolgenspezifische Menge TTw1 von ontologischen Termtupeln ist aufgrund 
der Semantik der metasprachlichen Strukturierungsrelationen eine Teilmenge der zwei-
ten konzeptfolgenspezifischen Menge TTw2 von ontologischen Termtupeln, wenn die 
Konzeptfolge w1 der Konzeptfolge w2 untergeordnet ist: 
∀w1,w2∈K*: (w1 U w2) → TTw1 ⊆ TTw2. 
Dies wird anhand von drei Beispielen diskutiert:1) Gegeben sei eine konzeptfolgenspezi-
fische Menge TTw mit w=(k1,...,kn). Ein ontologisches Termtupel tta=<ta1,...,tan>, bei 
dem für alle verwendeten ontologischen Terme tax∈KONkx gilt, ist ein Element von 
TTw, da 
KONkx ⊆ TERMkx für x=1,...,n mit n∈N+ 
gilt. In diesem Fall gehört das Termtupel <ta1,...,tan> zu TTw, da alle ontologischen Ter-
me tax originär den entsprechenden konzeptspezifischen Termmengen TERMkx zuge-
ordnet sind. Die originäre Zuordnung eines ontologischen Terms tax ist durch typTOS(tax) 
angegeben. Somit gilt <ta1,...,tan>∈TTk1...kn, wenn typTOS(tax)=kx für alle x=1,...,n und 
n∈N+ gilt. 
Ein zweites Termtupel ttb=<tb1,...,tbn> ist ein Element von TTw mit w=(k1...kn), wenn für 
alle verwendeten ontologischen Terme tbx∈KONkb.x  
(kbx ≠ kx) und (kbx  kx) für x=1,...,n mit n∈N+ 
gelten. Dann gilt nämlich KONkb.x⊆TERMkx für x=1,...,n. In diesem Fall wird das Term-
tupel <tb1,...,tbn> zu TTw gezählt, weil alle ontologischen Terme tbx originär zu solchen 
konzeptspezifischen Termmengen TERMkb.x gezählt werden, für die 
TERMkb.x⊆TERMkx für x=1,...,n mit n∈N+ 
gilt. Somit gilt <tb1,...,tbn>∈TTk1...kn, wenn zwar einerseits typTOS(tbx)=kbx mit kbx≠kx gilt, 
allerdings andererseits (kbx  kx) gilt.  
Ähnlich zum letzten Beispiel wird ein drittes Termtupel <tc1,...,tcn>, bei dem für alle 
verwendeten ontologischen Terme tcx∈KONkx 
(kcx ≠ kx) und (kcx L kx) für x=1,...,n mit n∈N+ 
gelten, zu TTw gezählt. In diesem Fall wird <tc1,...,tcn> zu TTk1...kn gezählt, weil die Ter-
me tcx∈TERMkc.x aufgrund der Äquivalenzrelation L auch zu allen konzeptspezifischen 
Termmengen TERMkx gezählt werden.  
                                                 
1) Aus Gründen der Einfachheit werden bei den Beispielen lediglich atomare ontologische Terme ver-
wendet, deren originäre Konzeptzuordnung kenntlich gemacht wird. Die Darstellung lässt sich aller-
dings auch auf zusammengesetzte ontologische Terme verwenden, die aus der typgerechten Anwen-
dung von Operationssymbolen auf andere ontologische Terme hervorgehen.  
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Ontologische Termtupel werden in Ontologie-Netzen zu verschiedenden Zwecken be-
nötigt. Für einen Verwendungszweck1) werden lediglich solche ontologischen Termtu-
pel zugelassen, die nur mit Hilfe von ontologischen Grundtermen konstruiert wurden. 
Das heißt, dass für den Verwendungszweck ontologische Termtupel, in denen auch va-
riable ontologische Terme vorkommen, ausgeschlossen sind. Um solche Termtupel 
kenntlich machen zu können, wird die Menge GTTSIGOS aller ontologischen Grundterm-
tupel über der ontologischen Signatur SIGOS eingeführt. Es handelt sich hierbei um sol-
che ontologischen Termtupel, zu deren Konstruktion nur ontologische Grundterme ver-
wendet werden: 
GTTSIGOS ⊆ TTSIGOS 
GTTSIGOS={ <t1,...,tn> | tx∈GTSIGOS für alle x=1,...,n mit n∈N+}. 
Die Menge GTTSIGOS aller ontologischen Grundtermtupel über einer ontologischen Sig-
natur SIGOS kann hinsichtlich der Typen der verwendeten ontologischen Terme diffe-
renziert werden: 
GTTSIGOS = ∪w∈K*GTTw 
mit GTTw={<t1,...,tn> | w=(k1,...,kn) und tx∈GTkx für alle x=1,...,n und n∈N+}. 
Die Mengenfamilie 
GTTFSIGOS = (GTTw)w∈K* 
umfasst alle konzeptfolgenspezifische Mengen von Grundtermtupeln, die über einer on-
tologischen Signatur SIGOS konstruiert werden können. 
Wie bei jeder Menge, können die Elemente in den Mengen TTSIGOS und GTTSIGOS höchs-
tens einmal vorkommen. Für die Zwecke, bei denen ontologische Termtupel in Ontolo-
gie-Netzen benötigt werden, kann allerdings auch das mehrfache Vorkommen desselben 
ontologischen Termtupels notwendig sein. Für diese Zwecke werden Multimengen über 
den Mengen TTSIGOS bzw. GTSIGOS verwendet. In einer Multimenge 
mult1: TTSIGOS → N 
kommt ein ontologisches Termtupel tt1∈TTSIGOS genau mult1(tt1) mal vor. Entsprechend 
kommt in einer Multimenge 
mult2: GTTSIGOS → N 
ein ontologisches Grundtermtupel gtt2 genau mult2(gtt2) mal vor. Die Mengen 
MULT(TTSIGOS) und MULT(GTTSIGOS) umfassen jeweils alle Multimengen über der 
Menge TTSIGOS aller ontologischen Termtupel bzw. über der Menge GTTSIGOS aller onto-
logischen Grundtermtupel über einer ontologischen Signatur SIGOS. 
                                                 
1) Es handelt sich bei dem angesprochenen Verwendungszweck um die Markierung von Stellen mit 
Grundtermtupeln. Sowohl Stellen aus auch ihre Markierung in Ontologie-Netzen werden in Ab-
schnitt 4.2 vorgestellt. 
3 Bausteine des integrativen Modellierungskonzepts 264 
 
Die Menge der Variablen, die in einer Multimenge mult∈MULT(TTSIGOS) vorkommen, 
wird durch die Funktion 
varTT: MULT(TTSIGOS) → pot(VAR) 
bestimmt. Dabei gelten: 
(1.) varTT(<t1,...,tn>) 
= ∪x=1,...,nvarTOS(tx) und 
(2.) varTT(<t11,...,t1l(1)> +...+ <tX1,...,tXl(X)>) 
= varTT(<t11...t1l(1)>) ∪...∪ varTT(<tX1...tXl(X)>). 
Entsprechend der Substitution ontologischer Terme und Formeln können mit Hilfe einer 
Ausdruckssubstitution [θ] mit zugrunde liegender Variablensubstitution θ auch ontolo-
gische Termtupel substituiert werden. Denn die Ausdruckssubstitution [θ] kann alle 
Zeichenfolgen, die über dem formalsprachlichen Alphabet ALPHOS konstruiert sind, in 
ihrem Argument aufnehmen. Bezogen auf Multimengen von Termtupeln ist ihre Substi-
tution wie folgt definiert:  
(1.) (<t1,...,tn>)[θ] 
= <(t1)[θ],...,(tn)[θ]> und 
(2.) (<t11,...,t1l(1)> +...+ <tI1,...,tIl(I)>)[θ] 
= <(t11)[θ],...,(t1l(1))[θ]> +...+ <(tI1)[θ],...,(tIl(I))[θ]>. 
Eine Multimenge der Form mult1=<t1,...,tn> von ontologischen Termtupeln wird durch 
eine Ausdruckssubstitution [θ] substituiert, indem jeder ontologische Term ti mit 
i=1,...,n und n∈N+ durch ti[θ] ersetzt wird. Beispielsweise lautet die Substitution 
(<x1,...,xn>)[θ] einer Multimenge <x1,...,xn>∈MULT(TTSIGOS) ontologischer Termtupel 
bei einer Familie θ=(θ1,θ2,θ3) von konzeptspezifischen Variablensubstitutionen mit 
θi(xi)=ti, i=1,...,n und n∈N+: <t1,...,tn> 
Eine Multimenge der Form 
mult2=<t11,...,t1l(1)> +...+ <tI1,...,tIl(I)> 
wird durch eine Ausdruckssubstitution [θ] substituiert, indem jeder ontologische Term tij 
mit i=1,...,I, I∈N+, j=1,...,max{l(1),...,l(I)} durch (tij)[θ] ersetzt wird. Beispielsweise lau-
tet die Substitution (<x11,...,x1l(1)>+...+<xI1,...,xIl(I)>)[θ] einer Multimenge 
<x11,...,x1l(1)>+...+<xI1,...,xIl(I)>∈MULT(TTSIGOS) ontologischer Termtupel bei einer Fami-
lie θ=(θ1,θ2,θ3) von konzeptspezifischen Variablensubstitutionen mit θii(xij)=tij, i=1,...,I, 
I∈N+, j=1,...,max{l(1),...,l(I)}: <t11,...,t1l(1)> +...+ <tI1,...,tIl(I)>.  
Analog zu der Auswertung von ontologischen Termen und ontologischen Formeln wird 
schließlich ein Verfahren benötigt, um ontologische Termtupel auswerten zu können. 
Ontologische Termtupel sind bislang lediglich als syntaktische Konstrukte definiert, de-
nen ohne ein Auswertungsverfahren keine formale Bedeutung zugewiesen werden kann. 
Mit Hilfe eines Auswertungsverfahrens wird ontologischen Termtupeln eine formale 
Semantik zugewiesen. 
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Die formale Semantik wird im Folgenden auf Multimengen von ontologischen Termtu-
peln bezogen, da lediglich solche in Ontologie-Netzen Anwendung finden. Da jede 
konventionelle Menge A auch eine Multimenge mult(A) mit der Kardinalität mult(a)=1 
für jedes Element a∈A ihrer Trägermenge A ist, kann das Auswertungsverfahren auch 
für konventionelle Mengen ontologischer Termtupel angewendet werden. 
Für die Auswertung von ontologischen Termtupeln in einer SIGOS-Struktur ASIGOS wird 
eine Familie 
IFTT = (Iw)w∈K* 
von konzeptfolgenspezifischen Termtupelauswertungsfunktionen herangezogen. Jede 
konzeptfolgenspezifische Termtupelauswertungsfunktion Iw mit w∈K*, w=(k1...kn) und 
n∈N+ ordnet einer Multimenge mult1∈MULT(TTk1...kn) über der konzeptfolgenspezifi-
schen Menge TTw eine Multimenge mult2∈MULT(OBk1 ×...× OBkn) zu:1) 
Ik1...kn: MULT(TTk1...kn) → MULT(OBk1×...×OBkn).2) 
Dabei ist die Multimenge mult2, auf die die Multimenge mult1 abgebildet wird, über 
dem kartesischen Produkt OBk1×...OBkn der konzeptspezifischen Objektmengen 
OBk1,...,OBkn aus der zugrunde gelegten SIGOS-Struktur ASIGOS definiert. Die Bilder je-
der konzeptfolgenspezifischen Termtupelauswertungsfunktion Ik1...kn gehen hierbei aus 
den Bildern der konzeptspezifischen Termauswertungsfunktionen ITkx mit x=1,...,n und 
n∈N+ hervor, die wiederum auf den extensionalen Interpretationsfunktionen aus IFOS 
basieren. Sie sind bei einer Familie ITFOS von konzeptspezifischen Termauswertungs-
funktionen wie folgt definiert:3) 
(1.) Für mult1=<t1,...,tn> mit tx∈TERMkx für x=1,...,n und n∈N+:  
Ik1...kn(mult1)∈(OBk1×...×OBkn → N) mit   
  Ik1...kn(<t1,...,tn>)=(ob1,...,obn) 
  mit obx=ITkx(tx) für alle x=1,...,n, 
(2.) für mult1=z<t1,...,tn> mit z∈N+, z≥2 und tx∈TERMkx für x=1,...,n und n∈N+: 
Ik1...kn(mult1)∈(OBk1×...×OBkn → N) mit   
  Ik1...kn(z<t1,...,tn>) = z(Ik1...kn(<t1,...,tn>)) und 
(3.) Für mult1=z1<t11,...t1n> +...+ zA<tA1,...,tAn> mit a=1,...,A, a∈N+ und 
tax∈TERMkx für x=1,...,n:  
Ik1...kn(mult1)∈(OBk1×...×OBkn → N) mit 
  Ik1...kn(mult1) = Ik1...kn(z1<t11,...t1n>) ⊕ ... ⊕ Ik1...kn(zA<tA1,...tAn>) 
        = z1(Ik1...kn(<t11,...t1n>)) ⊕ ... ⊕ zA(Ik1...kn(zA<tA1,...tAn>)). 
                                                 
1) Multimengen von Termtupeln, in denen Termtupel unterschiedlichen Typs – als einer unterschiedli-
chen Konzeptfolge – vorkommen, werden in der vorliegenden Arbeit nicht berücksichtigt. Daher 
wird die Auswertung nur in Bezug auf Multimengen von Termtupeln aufgezeigt, in denen nur Term-
tupel gleichen Typs vorkommen. 
2) Vgl. KORCZYNSKI ET AL. (1990), S. 38.  
3) Vgl. TACKEN (2001), S. 38 f. 
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Eine konzeptfolgenspezifische Termtupelauswertungsfunktion Iw mit w∈K* ordnet ge-
mäß (1.) einer Multimenge mult1, in der nur ein ontologisches Termtupel <t1,...,tn> ent-
halten ist, das Objekttupel (ob1,...,obn) zu, das aus der Auswertung ITkx(tx) jedes x-ten 
ontologischen Terms tx zum formalen Objekt obx hervorgeht. 
Eine Multimenge mult1=z<t1,...,tn>, in der das ontologische Termtupel <t1,...,tn> z mal 
vorkommt, wird gemäß (2.) zu einer Multimenge ausgewertet, in der das Objekttupel 
(ob1,...,obn), das wiederum aus der konzepttreuen Auswertung ITkx(tx) jedes x-ten onto-
logischen Terms tx zum Individuum obx hervorgeht, z mal vorkommt. 
Eine Multimenge mult1=z1<t11,...t1n>+...+zA<tA1,...,tAn>, in der jedes ontologische Term-
tupel <ta1,...,tan> mit a=1,...,A und A∈N+ za mal vorkommt, wird gemäß (3.) zu einer 
Multimenge von Objekttupeln ausgewertet, die aus der komponentenweisen Addition 
jeder Multimenge Iw(za<ta1,...,tan>) hervorgeht. Bei der komponentenweisen Addition 
von Multimengen werden die Summen der multimengenspezifischen Multiplizitäten für 
Elemente angesetzt wird.1)  
                                                 
1) Vgl. Abschnitt 2.2.2. 
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3.1.4.3.3 Differenzierung der Relationssymbole 
3.1.4.3.3.1 Statische und dynamische Relationssymbole 
Das zentrale Anliegen der vorliegenden Arbeit liegt darin, die ansonsten zeitlich invari-
anten Interpretationen von Ontologien um dynamische Aspekte anzureichern. Die zeitli-
che Invarianz der Interpretation von Ontologien äußert sich in erster Linie darin, dass 
für Ontologien keine Auszeichnung des Zustandes vorgesehen ist, in dem die Formeln 
die mit den sprachlichen Ausdrucksmitteln konsturiert werden können, gültig sind. In-
sofern handelt es sich bei den bislang vorgestellten SIGOS-Strukturen üblicherweise um 
statische SIGOS-Strukturen. Die Statik von SIGOS-Strukturen kommt explizit in der Mo-
notonieprämisse zur Geltung, die prädikatenlogischen Ansätzen zugrunde liegt. Ihr zu-
folge bleibt die Gültigkeit einer Formel(-menge) in einer Struktur auch bei Hinzufügen 
weiterer Formeln für immer erhalten. Diese Starrheit der prädikatenlogischen Wissens-
modellierung steht allerdings im Konflikt mit dem Vorhaben, die Gültigkeit ontologi-
scher Formeln im Zeitverlauf variieren zu können. Ein zentraler Aspekt der Erweiterung 
von Ontologien um dynamische Aspekte liegt nämlich darin, die Gültigkeit oder Ungül-
tigkeit von wissensrepräsentierenden Formeln variieren zu können.  
Grundsätzlich sind Versuche zur Überbrückung der zeitlichen Starrheit der Gültigkeit 
prädikatenlogischen Wissensrepräsentation mit erheblichen Schwierigkeiten verbunden. 
Für Wissensrepräsentationen, die auf dem formalen Rahmen der Prädikatenlogik basie-
ren, ist nämlich die Auszeichnung des Zustands, in dem die wissensrepräsentierenden 
Formeln entweder gültig oder ungültig sind, mit einer Verkomplizierung der modellthe-
oretischen Semantik verbunden. In der modelltheoretischen Semantik – die auch Onto-
logien zugrunde liegt – wird nämlich die formale Semantik eines Ausdrucks – im Fall 
von Termen – durch eine Abbildung auf ein Individuum aus einer SIGOS-Struktur und – 
im Fall von Formeln – durch die Bestimmung ihrer Gültigkeit in einer SIGOS-Struktur 
angegeben. Dabei wird weder für die Termauswertungsfunktionen noch für die Modell-
relation ihre Zustandsspezifität angegeben. 
Im Fall zeitlich variabler Strukturen zu Ontologien ist jedoch eine Angabe des Zustands, 
in dem die betrachtete Auswertung gültig ist, notwendig. Beispielsweise kann eine 
Formel Rj(t1,...,tn) in einem ersten Zustand des Systems in einer SIGOS-Struktur ASIGOS.1 
gültig sein, allerdings in einem zweiten Zustand des Systems in einer SIGOS-Struktur 
ASIGOS.2 ungültig sein. Entsprechend ist eine Variation des Gültigkeitswerts von Formeln, 
die mit einem Relationssymbol Rj konstruiert sind, nur dann denkbar, wenn auch die 
Extension von Rj variieren kann. 
Um die zeitliche Varianz von einzelnen Relationssymbolextensionen formal erfassen zu 
können, wird die Menge RS aller Relationssymbole aus dem formalsprachlichen Alpha-
bet ALPHOS in die zueinander disjunkten Mengen RSST und RSDY unterteilt: 
RS = RSST ∪ RSDY  
mit RSST ∩ RSDY = ∅. 
3 Bausteine des integrativen Modellierungskonzepts 268 
 
Die Menge RSST umfasst solche Relationssymbole aus dem formalsprachlichen Alpha-
bet ALPHOS, deren Extensionen zeitlich invariant sind. In der Menge RSDY sind hinge-
gen solche Relationssymbole aus dem formalsprachlichen Alphabet ALPHOS enthalten, 
deren Extensionen zeitabhängig variieren können. 
Mit der Differenzierung der Menge RS aller Relationssymbole geht auch eine Differen-
zierung der ontologischen Signatur SIGOS einher, in der RS enthalten ist. Eine dynami-
sche ontologische Signatur1)  
SIGDY=(K,OPS,RSDY,typOPSOS,typRSDY,....) 
geht aus einer ontologischen Signatur SIGOS=(K,OPS,RS,typOPSOS,typRSOS,...) dadurch 
hervor, dass einerseits die Menge RSDY eine Teilmenge der Menge RS und andererseits 
die Funktion typRSDY eine Teilmenge der Funktion typRSOS ist. Dabei lautet die Funkti-
onsvorschrift für typRSDY: 
typRSDY: RSDY → K+. 
Komplementär zu SIGDY geht die statische ontologische Signatur2) 
SIGST=(K,OPS,RSST,typOPSOS,typRSST,....) 
aus der ontologischen Signatur SIGOS dadurch hervor, dass einerseits nur Relationssym-
bole mit zeitlich invarianten Extensionen berücksichtigt werden und andererseits nur die 
dazu „passenden“ Elemente der Typisierungsfunktion typRSST aufgenommen werden. Ih-
re Vorschrift lautet: 
typRSST: RSST → K+. 
Entsprechend der Differenzierung der ontologischen Signatur SIGOS wird auch die 
Menge EXPRSIGOS aller Ausdrücke über SIGOS unterteilt. Sie betrifft allerdings nur die 
Menge FORMSIGOS aller Formeln über der ontologischen Signatur SIGOS, da Relations-
symbole bei der Konstruktion von ontologischen Termen nicht berücksichtigt werden 
und die Differenzierung nur Relationssymbole betrifft. Die Unterteilung der Menge 
FORMSIGOS aller Formeln über der ontologischen Signatur SIGOS lautet: 
(FORMSIGST ∪ FORMSIGDY) ⊆ FORMSIGOS  
mit FORMSIGDY ∩ FORMSIGST = ∅. 
Die Menge FORMSIGDY umfasst solche ontologischen Formeln, bei deren Konstruktion 
nur dynamische Relationssymbole aus der Menge RSDY aus SIGDY verwendet werden. 
Die dazu komplementäre Menge FORMSIGST umfasst alle Formeln über der ontologi-
schen Signatur SIGOS, in denen nur statische Relationssymbole aus RSST vorkommen. 
                                                 
1) Wenn aus dem Argumentationskontext hervorgeht, dass es sich um eine dynamische ontologische 
Signatur SIGDY handelt, werden auch die Schreibweisen „ontologische Signatur“ oder „dynamische 
Signatur“ zugelassen. 
2) Wenn aus dem Argumentationskontext hervorgeht, dass es sich um eine statische ontologische Sig-
natur SIGST handelt, werden auch die Schreibweisen „ontologische Signatur“ oder „statische Signa-
tur“ zugelassen. 
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Ontologische Formeln, die weder in FORMSIGDY noch in FORMSIGST enthalten sind, ent-
halten sowohl dynamische als auch konventionelle Relationssymbole. Während die 
Gültigkeit von Formeln aus FORMSIGST in einer Struktur zeitlich invariant ist, da für ihre 
Konstruktion nur solche Relationssymbole verwendet werden, die zeitlich invariante 
Extensionen aufweisen, kann die Gültigkeit von Formeln aus FORMSIGDY zustandsspezi-
fisch variieren. 
Sonderfälle bei der Differenzierung der Menge FORMSIGOS aller ontologischen Formeln 
über SIGOS sind die tautologische und die kontradiktorische Formel w bzw. f. Für beide 
Formeln wird angenommen, dass sie zeitlich invariante Gültigkeit haben. Daher werden 
sowohl w als auch f zu der Menge FORMSIGST aller statischen ontologischen Formeln 
gezählt: 
w,f∈FORMSIGST. 
Der Differenzierung der Signatur SIGOS wird eine Differenzierung der SIGOS-
Strukturen gegenübergestellt, mit denen die ontologische Signatur SIGOS extensional in-
terpretiert wird. Jede SIGOS-Struktur ASIGOS kann entsprechend der Differenzierung der 
Relationssymbole aus SIGOS aufgeteilt werden. Der extensionalen Interpretation einer 
statischen ontologischen Signatur SIGST, in der nur solche Relationssymbole berück-
sichtigt werden, die eine zeitlich invariante Extension aufweisen, entspricht nunmehr 
einer statischen SIGOS-Struktur 
ASIGST=(OBFOS,OPF,RFST,IFST) 
mit RFST⊆ RF 
und IFST=(IK,IOPS,IRSST). 
Für die extensionale Interpretation einer statischen ontologischen Signatur SIGST wer-
den die Interpretationsfunktionen IFST=(IK,IOPS,IRSST) verwendet. Dabei bildet die exten-
sionale Interpretationsfunktion 
IRSST: RSST → RFST 
auf bijektive Weise jedes statische Relationssymbol Rj∈RSST auf genau eine statische 
Relation rj∈RFST ab. Die Interpretationsfunktion IRSST ist eine Teilmenge der Interpreta-
tionsfunktion IRS aus der „undifferenzierten“ SIGOS-Struktur ASIGOS. Mit Hilfe von IRSST 
werden alle Relationssymbole aus RSST extensional durch Mitglieder der Relationsfami-
lie RFST interpretiert. 
Da die Extensionen dynamischer Relationssymbole per definitionem zeitlich variabel 
sind, können sie nicht ohne weiteres angegeben werden. Für die extensionale Interpreta-
tion von dynamischen Relationssymbolen ist es stets notwendig, einen „Bezeichner“ für 
den Zustand anzugeben, in dem die Extension gilt. Denn die Extensionen von Relati-
onssymbolen können sich zustandsspezifisch ändern. Daher muss die extensionale In-
terpretation einer dynamischen ontologischen Signatur SIGDY stets bezogen auf einen 
Zustand z formuliert werden. Eine zustandsbezogene SIGDY-Struktur ASIGz ist definiert 
als: 
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ASIGz=(OBFOS,OPF,RFz,Iz) 
und Iz=(IK,IOPS,IRSz). 
In einer zustandsbezogenen SIGDY-Struktur ASIGz ist die gleiche Familie OBFOS aller 
konzeptspezifischen Objektmengen enthalten, die auch in der statischen SIGST-Struktur 
ASIGST enthalten ist. Denn die Extensionen von Konzepten werden als zeitlich invariant 
angenommen. Ebenso ist auch die Familie OPF aller Operationen identisch. Hinsicht-
lich der Extensionen von Relationssymbolen wird allerdings die Zustandsbezogenheit 
von ASIGz deutlich. Denn die Extensionen von Relationssymbolen werden in Bezug auf 
den zugrunde gelegten Zustand z bestimmt. In dem Zustand z entspricht die Extension 
eines dynamischen Relationssymbols Rj∈RSDY derjenigen Relation rj∈RFz, auf die sie 
von der zustandsbezogenen Interpretationsfunktion  
IRSz: RSDY → RFz 
abgebildet wird. 
Mit Hilfe zustandsbezogener Strukturen zur Interpretation von Ontologien ist es nun-
mehr möglich, die zeitliche Varianz von Relationssymbolextensionen zu berücksichti-
gen. Beispielsweise kann es sein, dass ein dynamisches Relationssymbol Rj mit Hilfe 
einer ersten zustandsspezifischen Interpretationsfunktion IRSz.1 auf eine Relation rj1 ab-
gebildet wird, in der ein Objekttupel (ob1,...,obn) nicht enthalten ist. In einem zweiten 
Zustand z2 kann hingegen die extensionale zustandsspezifische Interpretation 
IRSz.2(Rj)=rj2 u.a. auch (ob1,...,obn) umfassen. Mit dem Übergang von z1 zu z2 wird eine 
Vergrößerung der Extension von Relationssymbolen verdeutlicht, wenn ansonsten keine 
Änderung in rj2 gegenüber rj1 vorliegt. Mit dem Übergang von z2 zu z1 wird hingegen ei-
ne Verkleinerung der Relationssymbolextension verdeutlicht. 
Die Angabe zustandsspezifischer Strukturen zur extensionalen Interpretation von Onto-
logien ist bereits ein erster Ansatz zur Erweiterung von Ontologien um dynamische As-
pekte. Es können nämlich nunmehr zustandsspezifische Extensionen von Relationssym-
bolen berücksichtigt werden. Dennoch reicht eine solche „Parametrisierung“ von Struk-
turen mit Zuständen noch bei weitem nicht aus, um das Vorhaben der Erweiterung von 
Ontologien um dynamische Aspekte zu erfüllen. Denn mit der Angabe zustandsspezifi-
scher Strukturen wird noch kein Zusammenhang zwischen den einzelnen Zuständen 
verdeutlicht. Insbesondere können – bei Beschränkung auf die bisherigen Ausdrucks-
mittel – keine kausalen Zusammenhänge zwischen Zuständen ausgedrückt werden. Sol-
che kausalen Zusammenhänge liegen in der Durchführung von Operationen. Die Reprä-
sentierbarkeit von operationsbedingten Übergängen von einer zustandsspezifischen 
Struktur zu einer zweiten zustandsspezifischen Struktur ist allerdings von wesentlichem 
Interesse bei der Modellierung dynamischer Phänomene. 
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3.1.4.3.3.2 Positive und negative Relationssymbole 
Das Wissen eines Akteurs bezüglich einer atomaren ontologischen Formel1) 
Rj(t1,...,tn)∈FORMSIGOS kann auf zweifache Weise charakterisiert werden. Entweder der 
Akteur verfügt über das Wissen bezüglich des Gültigkeitsstatus der atomaren ontologi-
schen Formel Rj(t1,...,tn) in einer SIGOS-Struktur ASIGOS oder der Akteur verfügt nicht 
über das Wissen bezüglich ihren Gültigkeitsstatus. Wenn der Akteur über das Wissen 
bezüglich des Gültigkeitssatus verfügt, kann er bestimmen, ob entweder die Formel 
Rj(t1,...,tn) in ASIGOS gültig ist (ASIGOS B Rj(t1,...,tn)), oder in ASIGOS ungültig ist (ASIGOS H 
Rj(t1,...,tn)). Verfügt der Akteur über Wissen bezüglich des Gültigkeitsstatus der Formel 
Rj(t1,...,tn) in einer SIGOS-Struktur ASIGOS, so verfügt er auch über Wissen bezüglich des 
Gültigkeitsstatus der Formel ¬Rj(t1,...,tn) in ASIGOS. Wenn der Akteur hingegen nicht ü-
ber das Wissen bezüglich des Gültigkeitsstatus von Rj(t1,...,tn) in ASIGOS verfügt, kann er 
weder über ihre Gültigkeit noch über ihre Ungültigkeit Aussagen machen.  
In einem Petri-Netz kann lediglich Wissen über die Gültigkeit von Formeln repräsen-
tiert werden. „Fehlende Aussagen“ können als Unwissen bezüglich der Gültigkeit der 
entsprechenden Formel interpretiert werden. Wenn dieser Interpretation gefolgt wird, so 
werden von den Wissensausprägungen Gültig – Ungültig – Unbekannt lediglich die 
Ausprägungen Gültig und Unbekannt erfasst. Für die Wissensausprägung Ungültig wird 
in diesem Fall kein Ausdrucksmittel vorgesehen. Entsprechend dieser Explizitheitsprä-
misse2) von Petri-Netzen entsprechen die stellenbezogenen Markierungen von höheren 
Petri-Netzen den Extensionen von Relationssymbolen. 
Die Ungültigkeit von Formeln kann mit dem bislang vorgestellten formalen Apparat in 
Petri-Netzen nur durch eine zusammengesetzte Formel repräsentiert werden, die der 
Negation einer atomaren Formel entspricht. Diese Diskrepanz zwischen prädikatenlogi-
scher und Petri-Netz-gestützter Wissensrepräsentation wird oftmals dadurch überbrückt, 
dass die Ungültigkeit aller Formeln angenommen wird, deren Gültigkeit nicht explizit 
aus der Netz-Markierung hervorgeht.3) Mit Ontologie-Netzen ist hingegen – im Ver-
gleich zu konventionellen Petri-Netzen – eine differenziertere Wissensrepräsentation 
möglich.4) Es wird nämlich explizit zwischen den drei genannten Wissensausprägungen 
unterschieden. Zu diesem Zweck wird die Menge RS der Relationssymbole aus einer 
ontologischen Signatur SIGOS derart erweitert, dass auch die Ungültigkeit einer atoma-
ren ontologischen Formel durch eine wiederum atomare ontologische Formel repräsen-
tiert werden kann. 
Um Wissen über die Ungültigkeit einer ontologischen Formel Rj(t1,...,tn) ausdrücken zu 
können, bieten sich zwei Alternativen an. Bei der ersten Alternative wird das Unwissen 
                                                 
1) Die folgenden Ausführungen lassen sich ebenso auf zusammengesetzte Formeln übertragen. Aus 
Gründen der Einfachheit werden jedoch lediglich atomare ontologische Formeln thematisiert.  
2) Vgl. ZELEWSKI (1995), Bd. 4, S. 208.  
3) Vgl. DAHR (1994), S. 17 ff., und die beispielhaften Spezifikationen in MESSER (1999), S. 118. 
4) Vgl. Abschnitt 4.2.2.1.  
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bezüglich der Gültigkeit der Formel Rj(t1,...,tn) als Nachweis von deren Ungültigkeit 
gewertet. Das heißt, dass auf ASIGOS H Rj(t1,...,tn) geschlossen wird, wenn kein Wissen 
darüber vorliegt, ob ASIGOS B Rj(t1,...,tn) gilt. Um die Ungültigkeit einer Formel 
Rj(t1,...,tn) ausdrücken zu können, reicht es hierbei aus, sie nicht in die Faktenbasis auf-
zunehmen. Ein Kalkül, das solche Schlussfolgerungen erlaubt, wird im Rahmen der lo-
gischen Programmierung von dem Negation-by-failure-Prinzip erfasst.1) Das Negation-
by-failure-Prinzip basiert auf der Closed-world-Assumption, der zufolge lediglich expli-
zit angegebene Fakten Gültigkeit haben. Formeln, deren Gültigkeit nicht explizit ange-
geben ist, werden hingegen als ungültig angenommen. 
Bei der zweiten Alternative wird für ein Relationssymbol Rj∈RS ein zweites Relations-
symbol Rj eingeführt, das als negatives Relationssymbol bezeichnet wird.2) Ein solches 
negatives Relationssymbol erlaubt es, atomare ontologische Formeln der Art Rj(t1,...,tn) 
zu konstruieren, mit denen die Ungültigkeit der ontologischen Formel Rj(t1,...,tn) und 
somit die Gültigkeit der zusammengesetzten ontologischen Formel ¬Rj(t1,...,tn) ausge-
drückt werden kann. 
Aus den beiden Alternativen, die für die Repräsentation von ungültigen Formeln in Fra-
ge kommen, entscheidet sich der Verfasser zu Gunsten der zweiten. Lediglich mit der 
zweiten Alternative ist es nämlich möglich, alle drei Ausprägungsformen des Wissens 
eines Akteurs explizit zu berücksichtigen. Bei der ersten Alternative wird hingegen die 
Unwissenheit des Akteurs bezüglich der Gültigkeit von Formeln mit seinem Wissen ü-
ber deren Ungültigkeit vermengt. 
Veränderungen der Faktenbasis, die auf Lern- oder Verlernprozesse des Akteurs zu-
rückzuführen sind, können zudem bei der ersten Alternative nicht repräsentiert werden. 
Ob die Annahme über die Ungültigkeit einer ontologischen Formel auf ihre „faktische“ 
Ungültigkeit oder auf das Unwissen des Akteurs zurückzuführen ist, kann nicht nach-
vollzogen werden. Darüber hinaus sind einerseits mit der Closed-world-Assumption po-
tenziell fehlerhafte Schlussfolgerungen verbunden.3) Andererseits verhält sich die An-
nahme einer „geschlossenen Welt“ konfliktionär mit den intendierten Anwendungen 
von Ontologien. Als intendierte Anwendungen kommen vordergründig Anwendungen 
im Rahmen des Semantic Web in Frage, die sich oftmals durch das Unwissen bezüglich 
des Zustands von Systemen auszeichnen. Mit Hilfe der expliziten Angabe des Unwis-
sens bezüglich der Zustände von Systemen kann die Gefahr der fehlerhaften Verarbei-
tung von Informationen reduziert werden. 
                                                 
1) Vgl. SCHMID/KINDSMÜLLER (1996), S. 318. 
2) Zu negativen Relationssymbolen vgl. DAHR (1994), S. 17; LI (1994), S. 384; ZELEWSKI (1995), Bd. 
5.1, S. 164. Darüber hinaus findet sich in HE ET AL. (2003), S. 666, ein Hinweis auf negative Relati-
onssymbole, demnach allerdings negative Relationssymbole „Synonyme“ zu ihren positiven Pen-
dants wären. Aus den späteren Ausführungen im Rahmen einer beispielhaften Formalisierung (vgl. 
HE ET AL. (2003), S. 667) kann jedoch auf einen Fehler bei der Einführung negativer Relationssym-
bole geschlossen werden.  
3) Vgl. ZELEWSKI (1995), Bd. 4, S. 208 ff.  
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Die Menge RS umfasst alle negativen Relationssymbole aus einer ontologischen Signa-
tur SIGOS. Jedes negative Relationssymbol Rj∈RS geht eineindeutig aus einem positi-
ven Relationssymbol Rj∈RS hervor.1) Aus Gründen der Einfachheit wird für die Typi-
sierung negativer Relationssymbole die Relationssymbol-Typisierungsfunktion typRSOS 
beibehalten. Der Typ typRSOS(Rj) eines negativen Relationssymbols Rj stimmt dabei mit 
dem Typen typRSOS(Rj) des Relationssymbols überein, aus dem Rj abgeleitet wurde: 
∀Rj∈RS, Rj∈RS: 
typRSOS(Rj) = typRSOS(Rj). 
Die Menge FORMSIGOS aller ontologischen Formeln wird zudem derart erweitert, dass 
genau dann, wenn Rj(t1,...,tn)∈FORMSIGOS gilt, auch Rj(t1,...,tn)∈FORMSIGOS gilt: 
∀Rj∈RS,t1,...,tn∈TERMSIGOS: Rj(t1,...,tn)∈FORMSIGOS ↔ Rj(t1,...,tn)∈FORMSIGOS. 
Eine ontologische Formel Rj(t1,...,tn) wird genau dann von einer Variablenbelegung 
belfOS in einer SIGOS-Struktur ASIGOS bestätigt, wenn die ontologische Formeln 
Rj(t1,...,tn) von belfOS in ASIGOS nicht bestätigt wird. Entsprechend ist Rj(t1,...,tn) genau 
dann in ASIGOS gültig, wenn Rj(t1,...,tn) in ASIGOS ungültig ist. Die ontologische Formel 
Rj(t1,...,tn) ist genau dann in ASIGOS ungültig, wenn Rj(t1,...,tn) in ASIGOS gültig ist (vice 
versa). Somit gilt die Äquivalenz: 
∀Rj(t1,...,tn),Rj(t1,...,tn)∈FORMSIGOS: 
¬Rj(t1,...,tn) ≡ Rj(t1,...,tn). 
Entsprechend gilt auch: 
∀Rj(t1,...,tn),Rj(t1,...,tn)∈FORMSIGOS: 
(ASIGOS B Rj(t1,...,tn)) ↔ (ASIGOS H Rj(t1,...,tn)). 
Die „doppelte Negation“ Rj eines Relationssymbols Rj stimmt mit Rj überein. Somit gilt 
die Äquivalenz Rj(t1,...,tn))≡Rj(t1,...,tn). Das Relationssymbol Rj kann sowohl als „dop-
pelte Negation“ des Relationssymbols Rj als auch als „einfache Negation“ des negativen 
Relationssymbols Rj charakterisiert werden. Daher wird darauf verzichtet, die Formel-
menge FORMSIGOS um solche Formeln zu erweitern, die mit doppelt negierten Relati-
onssymbolen konstruiert sind. 
Die extensionale Interpretation rj eines negativen Relationssymbols Rj∈RS mit 
typRSOS(Rj)=(k1,...,kn) lautet: 
rj={ (ob1,...,obn) | (ob1,...,obn)∈ (OBk1×...×OBkn) ∧ (ob1,...,obn)∉rj}. 
Die Extension rj eines negativen Relationssymbols Rj zu einem positiven Relationssym-
bol Rj mit IRS(Rj)=rj umfasst demnach alle Objekttupel der Art (ob1,...,obn), die in dem 
                                                 
1) Somit kann die typographische Unterstreichung der positiven Relationssymbole als die Anwendung 
einer bijektiven Funktion interpretiert werden. Anstelle der Unterstreichung bietet es sich auch an, 
das zu einem positiven Relationssymbol Rj∈RS zugehörige negative Relationssymbol als neg(Rj) 
anzugeben. Durch diese Notation wird allerdings die Lesbarkeit von Formeln mit Hilfe negativer Re-
lationssymbole erheblich erschwert. 
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kartesischen Produkt OBk1×...×OBkn, aber nicht in rj enthalten sind. Die Extension rj 
zum positiven Relationssymbol Rj ist als Teilmenge von OBk1×...×OBkn bestimmt. So-
mit lässt sich die Extension rj zu einem negativen Relationssymbol Rj auch als 
rj= (OBk1×...×OBkn) \ rj 
angeben. Somit darf es kein Objekttupel (ob1,...,obn)∈(OBk1×...×OBkn) geben, das so-
wohl in der Extension rj zum positiven Relationssymbol Rj als auch in der Extension rj 
zum negativen Relationssymbol Rj enthalten ist.1) 
Die Differenzierungen von Relationssymbolen in einerseits statische und dynamische 
Relationssymbole sowie andererseits positive und negative Relationssymbole können 
miteinanander kombiniert werden. Relationssymbole aus einer ontologischen Signatur 
SIGOS lassen sich entsprechend den vier Kombinationsmöglichkeiten für die Kriterien 
Dynamik und Vorzeichen in einer Vier-Felder-Matrix zusammenen. In Tabelle 10 sind 
die Kombinationsmöglichkeiten für die Eigenarten von Relationssymbolen wiedergege-
ben. 
Vorzeichen  
negativ positiv 
st
at
is
ch
 
Rj∈RSST Rj∈RSST 
D
yn
am
ik
 
dy
na
m
is
ch
 
Rj∈RSDY Rj∈RSDY 
Tabelle 10: Kombinationsmöglichkeiten für Eigenarten von Relationssymbolen 
 
                                                 
1) Diese Feststellung ist insofern von Bedeutung, als dass es sie in Ontologie-Netzen mit Integri-
tätstransitionen abzusichern gilt. Integritätstransitionen werden in Abschnitt 4.2.2.1.2.2 thematisiert. 
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3.2 Petri-Netze 
3.2.1 Allgemeine Petri-Netze 
Petri-Netze sind – neben Ontologien – der zweite Baustein im integrativen Modellie-
rungsansatz. Die operationale Semantik von Ontologien wird nämlich im Rahmen des 
integrativen Modellierungskonzepts mit der dynamischen Struktur von Ontologie-
Netzen identifiziert. Letztgenannte werden wiederum als Erweiterung von bereits vor-
liegenden Petri-Netzen-Klassen eingeführt. Daher werden in den folgenden Abschnitten 
Petri-Netze mit steigender Komplexität vorgestellt. Während allerdings Ontologien 
noch ein sehr junges Forschungsgebiet darstellen, kann im Fall von Petri-Netzen auf ein 
reichhaltiges theoretisches Fundament zurückgegriffen werden. Es würde den Rahmen 
dieser Arbeit sprengen, sämtliche Aspekte zu berücksichtigen, die im Umfeld von Petri-
Netzen in den letzten Jahren erarbeitet wurden. Daher wird im Folgenden lediglich auf 
jene Aspekte eingegangen, die eine unmittelbare Relevanz für die Modellierung koope-
rativer Informationssysteme haben. Für weiterführende Aspekte wird auf die entspre-
chende Literatur verwiesen. 
In allgemeinen Petri-Netzen werden die notwendigen Bestandteile jeder weiteren Petri-
Netz-Klasse definiert. Daher werden sie auch als Petri-Netze i.e.S. bezeichnet.1) In ei-
nem weiter gefassten Verständnis umfasst die extensionale Interpretation des Begriffs 
Petri-Netz formale Objekte, auf die alle Eigenschaften allgemeiner Petri-Netze zutref-
fen. Der üblichen Differenzierung folgend können allgemeine Petri-Netze in elementare 
und höhere Petri-Netze unterteilt werden. Sowohl elementare als auch höhere Petri-
Netze weisen alle Bestandteile von allgemeinen Petri-Netzen auf. Die taxonomischen 
Beziehungen zwischen den Petri-Netz-Klassen entsprechen der Darstellung in 
Abbildung 14. 
allgemeine
Petri-Netze
elementare
Petri-Netze
höhere
Petri-Netze
Bedingung/Ereignis-
Netze
Stelle/Transition-
Netze
Prädikat/Transition-
Netze
algebraische
Petri-Netze
farbige
Petri-Netze
Ontologie-Netze
 
Abbildung 14: Petri-Netz-Taxonomie 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 25.  
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Die Abbildung 14 gibt einen groben Überblick über jene Petri-Netz-Klassen, die im 
Rahmen des Petri-Netz-Konzepts die weiteste Verbreitung aufweisen.1) Darüber hinaus 
sind – zumeist aufbauend auf den o.a. „Basisklassen“ – vielfach sich voneinander unter-
scheidende Petri-Netz-Klassen entwickelt worden. Zumeist sind die „Spielarten“ des 
Petri-Netz-Konzepts aus einer spezifischen Zweckorientierung heraus entwickelt wor-
den. 
In dieser Arbeit wird eine Klasse höherer Petri-Netze vorgestellt, die sich primär als Un-
terklasse von Prädikat/Transition-Netzen einordnen lässt. Die Ausprägungen der neu 
vorzustellenden Petri-Netz-Klasse werden als Ontologie-Netze bezeichnet, da einerseits 
für die Annotation der Komponenten des Petri-Netzes Komponenten aus einer Ontolo-
gie SPEZOS herangezogen werden und andererseits für Ontologie-Netze auch ein In-
strumentarium vorhanden ist, das es erlaubt, Inferenz- und Integritätsregeln in Teilnetze 
zu überführen. Darüber hinaus weisen Ontologie-Netze hinsichtlich der artspezifischen 
Differenzierung von Termen auch einen Bezug zu algebraischen Petri-Netzen auf. 
Zwecks einfacherer Diktion werden im Folgenden zunächst konstitutive Merkmale von 
allgemeinen und – darauf aufbauend – von Stelle/Transition-Netzen vorgestellt.  
                                                 
1) Zu Überblicken über Petri-Netz-Klassen vgl. BOBEANU ET AL. (2004), S. 392 f.; WEBER (2002), S. 
14 ff.  
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Ein allgemeines Petri-Netz PN wird definiert durch das Drei-Tupel1): 
PN=(ST,TR,FR) 
mit 
IBPN1:  ST ∩ TR=∅, 
IBPN2:  (ST ∪ TR) ≠∅ und 
IBPN3:  (ST ∪ TR) = (VBFR(FR) ∪ NBFR(FR)). 
Die Komponenten eines allgemeinen Petri-Netzes PN sind: 
(1.) eine Menge ST={stm} von Stellen mit m∈{1,...,M} und M∈N+, 
(2.) eine Menge TR={trn} von Transitionen mit n∈{1,...,N} und N∈N+ und 
(3.) eine Flussrelation FR mit FR⊆((ST×TR) ∪ (TR×ST)). 
Die Mengen ST und TR werden gemeinsam auch als Knotenmengen bezeichnet. Die 
Elemente der Menge KN=(ST∪TR) werden entsprechend als Knoten bezeichnet. Die 
Teilmengen ST und TR der Knotenmenge KN müssen beide jeweils endlich sein. Un-
endlich große Mengen von Stellen und Transitionen werden daher ausgeschlossen.  
Die Elemente (knx1,kny1),...,(knxn,knyn) der Flussrelation FR werden als (gerichtete) 
Flusskanten bezeichnet. Alternativ wird auch die Bezeichnung Kante zugelassen, wenn 
aus dem Kontext hervorgeht, dass es sich um ein Element der Flussrelation FR han-
delt.2) Der Knoten knx∈(ST∪TR), von dem eine Kante (knx,kny)∈FR ausgeht, wird als 
Ursprungsknoten der Kante (knx,kny) bezeichnet. Der Zielknoten der Kante (knx,kny) ist 
der Knoten kny∈(ST∪TR). Die Kante (knx,kny)∈FR wird zudem als Eingangskante des 
Zielknotens kny und als Ausgangskante des Ursprungsknotens knx bezeichnet. 
Petri-Netze lassen sich als bipartite Graphen3) einordnen. Die Bipartitheit von Petri-
Netzen ergibt sich aus den Integritätsbedingungen IBPN1 und der Definition (3.) der 
Flussrelation FR. Es handelt es sich bei IBPN1 um die Disjunktheitsbedingung 
ST∩TR=∅.4) Aufgrund der Disjunktheitsbedingung darf kein formales Objekt 
kn∈(ST∪TR) sowohl als Stelle als auch als Transition ausgezeichnet sein. Die Elemente 
                                                 
1) Vgl. BAUMGARTEN (1996), S. 50; KINDLER (1995), S. 26; REISIG (1991), S. 17; 
ROZENBERG/ENGELFRIET (1998), S. 18; ZELEWSKI (1995), Bd. 3, S. 25. 
2) Die Unterscheidung ist insofern von Bedeutung, als im weiteren Verlauf Informationskanten als wei-
tere Ausprägungsform von Kanten vorgestellt werden.  
3) Bipartite Graphen sind Unterarten r-partiter Graphen. In r-partiten Graphen (KN,KA) kann die Ko-
tenmenge KN so in r zueinander disjunkte Teilmengen KN=KN1∪...∪KNr mit KNx∩KNy=∅ für alle 
x,y∈{1...r} und x≠y unterteilt werden, dass der Zielknoten jeder Kante aus K in einer anderen Men-
ge liegt als der Ursprungsknoten der Kante; vgl. DIESTEL (2000), S. 15 f. In bipartiten Graphen ist 
entsprechend die Menge KN der Knoten so in zwei disjunkte Teilmengen unterteilt, dass jede Kante 
immer von einem Element aus der einen Menge zu einem Element aus der anderen Menge führen 
muss; vgl. BAUMGARTEN (1996), S. 43; BRANDSTÄDT (1994), S. 14; DIESTEL (2000), S. 15 f. 
4) Vgl. ZELEWSKI (1995), Bd. 3, S. 30.  
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der Menge ST aller Stellen oder der Menge TR aller Transitionen weisen nämlich je-
weils unterschiedliche Intensionen auf. Wie später noch aufgezeigt wird, korrespondie-
ren nämlich Stellen mit passiven Elementen, während Transitionen aktiven Elementen 
entsprechen. Die Dichotomisierung aktiv-passiv lässt es nicht zu, dass ein formales Ob-
jekt kn sowohl als aktives als auch als passives Element ausgezeichnet wird. Zweitens 
wird mit der Definition der Flussrelation FR als Teilmenge der Menge ((ST×TR) ∪ 
(TR×ST)) gewährleistet, dass nur gerichtete Kanten zwischen artverschiedenen Knoten 
zugelassen sind. Aus der Dichotomisierung der Knotenmenge und der Definition (3.) 
der Flussrelation ergibt sich die bipartite Struktur allgemeiner Petri-Netze. 
Bei der zweiten Integritätsbedingung (ST∪TR)≠∅ handelt es sich um die Existenzbe-
dingung. Demnach muss mindestens eine Stelle stm∈ST oder mindestens eine Transition 
trn∈TR existieren, damit ein allgemeines Petri-Netz PN vorliegen kann.  
Die dritte Integritätsbedingung (ST ∪ TR)=(VBFR(FR) ∪ NBFR(FR)) wird als Ver-
knüpftheitsbedingung bezeichnet.1) Für die Formulierung der Verknüpftheitsbedingung 
ist die Bestimmung des Vorbereichs VBFR(FR) und des Nachbereichs NBFR(FR) der 
Flussrelation FR notwendig:2) 
VBFR(FR)={knx | knx∈(ST∪TR) ∧ ∃kny∈(ST∪TR): (knx,kny)∈FR). 
Der Vorbereich VBFR(FR) der Flussrelation FR umfasst alle Knoten knx(ST∪TR), die 
Eingangsknoten zu mindestens einem weiteren Knoten kny∈(ST∪TR) sind. Analog da-
zu ist der Nachbereich NBFR(FR) zu der Flussrelation FR definiert als: 
NBFR(FR)={kny | kny∈(ST∪TR) ∧ ∃knx∈(ST∪TR): (knx,kny)∈FR). 
De Nachbereich NBFR(FR) der Flussrelation FR umfasst alle Knoten kny∈(ST∪TR), die 
Ausgangsknoten zu mindestens einem weiteren Knoten kny∈(ST∪TR) sind. 
Die Verknüpftheitsbedingung fordert demnach, dass jeder Knoten kn∈ST∪TR im Petri-
Netz mindestens einmal im Vor- oder Nachbereich der Flussrelation FR vorkommt. 
Würde die Verknüpftheitsbedingung nicht gelten, könnten auch isolierte Knoten im Pet-
ri-Netz existieren, die in keinem Paar (knx,kny)∈FR vorkommen. 
In Verbindung mit der Existenzbedingung hat die Verknüpftheitsbedingung zur Folge, 
dass die kleinstmöglichen Petri-Netze als Grenzfälle wohldefiniert sind.3) Wenn nämlich 
in einem Petri-Netz PN mindestens ein Knoten knx vorkommen muss (Existenzbedin-
gung), der zudem in mindestens einem Knotenpaar vorkommen muss (Verknüpftheits-
bedingung), dann muss es auch mindestens einen zweiten Knoten kny von der jeweils 
anderen Knotenart (Disjunktheitsbedingung) geben, der Eingangs- oder Ausgangskno-
ten von knx ist. Der erste Grenzfall PN1=({st1},{tr1},{(tr1,st1)}) umfasst eine einelemen-
tige Menge ST, eine einelementige Menge TR und eine einelementige Menge FR mit 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 25.  
2) Vgl. ZELEWSKI (1995), Bd. 3, S. 11.  
3) Vgl. ZELEWSKI (1995), Bd. 3, S. 26 f.  
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FR={(tr1,st1)}. In diesem Fall ist die einzige Kante (tr1,st1) im Petri-Netz PN1 von der 
einzigen Transition tr1 zu der einzigen Stelle st1 definiert. Der zweite Grenzfall 
PN2=({st1},{tr1},{(st1,tr1)}) umfasst auch eine einelementige Menge ST und eine eine-
lementige Menge TR. Die einelementige Menge FR ist hingegen als FR={(st1,tr1)} defi-
niert. Die einzige gerichtete Kante (st1,tr1) führt in diesem Fall von der einzigen Stelle 
st1 zu der einzigen Transition tr1.  
Analog zu der Bestimmung des Vor- und Nachbereichs der Flussrelation FR können die 
Vor- und Nachbereiche von Stellen oder Transitionen bestimmt werden. Der Vorbereich 
VBST(stm) bzw. der Nachbereich NBST(stm) zu einer Stelle stm∈ST ist bestimmt als:1) 
VBST(stm)={trn | trn∈TR ∧ (trn,stm)∈FR} 
NBST(stm)={trn | trn∈TR ∧ (stm,trn)∈FR}. 
Die Menge 
NAST(stm)=VBST(stm)∪NBST(stm) 
ist die Nachbarschaft der Stelle stm. Die Nachbarschaft NAST(stm) einer Stelle stm um-
fasst alle Transitionen aus ihrem Vor- und ihrem Nachbereich. 
Analog sind der Vorbereich VBTR(trn), der Nachbereich NBTR(trn) und die Nachbar-
schaft NATR(trn) zu einer Transition trn∈TR definiert als: 
VBTR(trn)={stm | stm∈TR ∧ (stm,trn)∈FR} 
NBTR(trn)={stm | stm∈TR ∧ (trn,stm)∈FR} 
NATR(trn)=VBTR(trn)∪NBTR(trn). 
Der Vorbereich VBKN(knx), der Nachbereich NBKN(knx) und die Nachbarschaft 
NAKN(knx) eines artspezifisch nicht näher bestimmten Knotens knx∈ST∪TR sind defi-
niert als: 
VBKN(knx)={kny | kny∈ST∪TR ∧ (kny,knx)∈FR} 
NBKN(knx)={kny | kny∈ST∪TR ∧ (knx,kny)∈FR} 
NAKN(knx)=VBKN(knx)∪NBKN(kny). 
Die Menge VBKN(kn) zu einem Knoten kn∈(ST∪TR) wird auch als dessen Eingangs-
knotenmenge bezeichnet. Entsprechend wird die Menge NBKN(kn) zu einem Knoten 
knx∈ST∪TR auch als dessen Ausgangsknotenmenge bezeichnet. Wenn in der Eingangs-
knotenmenge VBKN(kn) eines Knotens knx mindestens zwei weitere Knoten 
kny,knz∈(ST∪TR) enthalten sind, so wird knx als rückwärtsverzweigt bezeichnet2). 
Wenn in der Ausgangsknotenmenge NBKN(kn) eines Knotens knx mindestens zwei wei-
tere Knoten kny,knz∈(ST∪TR) enthalten sind, so wird knx als vorwärtsverzweigt be-
zeichnet3). 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 11.  
2) Vgl. BAUMGARTEN (1996), S. 51.  
3) Vgl. BAUMGARTEN (1996), S. 51.  
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Ein Knoten kny∈(ST∪TR) wird als inzident zu einem Knoten knx(ST∪TR) bezeichnet, 
wenn die Kante (knx,kny) oder (kny,knx) in der Flussrelation FR enthalten ist. Jeder zu 
einem Knoten knx inzidente Knoten kny ist im Vorbereich VBKN(knx) oder im Nachbe-
reich NBKN(knx) von knx enthalten. Bei der Inzidenz von zwei Knoten handelt es sich 
um eine symmetrische Beziehung. Wenn ein Knoten knx∈(ST∪TR) zu einem Knoten 
kny∈(ST∪TR) inzident ist, so ist auch kny zu knx inzident. Zueinander inzidente Knoten 
sind wechselseitig in den jeweiligen Vor- und Nachbereichen enthalten.1) Die Kante 
(knx,kny)∈FR, die zwei zueinander inzidente Knoten knx,kny∈(ST∪TR) miteinander 
verbindet, wird als adjazent zu beiden Knoten knx und kny bezeichnet. Die zueinander 
inzidenten Knoten knx und kny werden auch als adjazent zu der Kante (knx,kny)∈FR be-
zeichnet. 
Ein Petri-Netz PN wird als schlicht bezeichnet, wenn es in PN keine zwei Knoten 
knx,kny∈(ST∪TR) gibt, deren Eingangsknotenmengen VBKN(knx) bzw. VBKN(kny) und 
Ausgangsknotenmengen NBKN(knx) bzw. NBKN(kny) gleich sind2). Somit gilt für 
schlichte Petri-Netze: 
∀x,y∈ST∪TR: (VBKN(x)=VBKN(y) ∧ NBKN(x)=NB(y)) → x=y. 
Ein Petri-Netz PN2=(ST2,TR2,FR2) ist ein Teilnetz eines weiteren Petri-Netzes 
PN1=(ST1,TR1,FR1), wenn  
ST2⊆ST1, 
TR2⊆TR1 und 
FR2 = FR1 ∩ ((ST2 × TR2) ∪ (TR2 × ST2)) 
gelten.3) Ein Teilnetz PN1={{stm},{trn},{(stm,trn),(trn,stm)} eines Petri-Netzes 
PN2=(ST,TR,FR) mit stm∈ST, trn∈TR und (stm,trn),(trn,stm)∈FR wird als Schleife be-
zeichnet. Schleifen zeichnen sich dadurch aus, dass der Vor- und Nachbereich 
VBST(stm) bzw. NBST(stm) der einzigen Stelle stm zusammenfallen.4) Die einzige Stelle 
stm in PN1 ist in dem Fall eine Nebenbedingung für die einzige Transition trn. Petri-
Netze, die keine Schleifen enthalten, werden als rein bezeichnet.5) Mit unreinen Petri-
Netzen sind Probleme verbunden, die im nächsten Abschnitt thematisiert werden. 
Die Definition von Petri-Netzen als bipartite Graphen kommt ihrer graphischen Darstel-
lung zu Gute. Die Komponenten eines Petri-Netzes PN=(ST,TR,FR) lassen sich näm-
lich unmittelbar von der formalen Spezifikation in die graphische Darstellung übertra-
gen. Dabei kann das Petri-Netz PN durch einen visuellen Graphen dargestellt werden, 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 11.  
2) Vgl. BAUMGARTEN (1996), S. 51.  
3) Vgl. BAUMGARTEN (1996), S. 51.  
4) Vgl. BAUMGARTEN (1996), S. 53; REISIG (1991), S. 17; STARKE (1990), S. 32. 
5) Vgl. REISIG (1991), S. 17; STARKE (1990), S. 32. 
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der für jede Stelle stm∈ST einen Kreis und für jede Transition trn∈TR ein Rechteck1) 
enthält. Die gerichteten Kanten (knx,kny) aus der Flussrelation FR werden durch Pfeile 
dargestellt, wobei die Pfeilspitze jeweils dem Zielknoten kny der Kante zugeordnet ist. 
Entsprechend hat jeder Pfeil, der im visualisierten Graphen ein Kante (knx,kny)∈FR rep-
räsentiert, seinen Ursprung in dem Symbol, das den Knoten knx repräsentiert.  
Der visuelle Graph in Abbildung 15 ist ein Beispiel für die graphische Darstellung eines 
allgemeinen Petri-Netzes 
PN=({st1,st2},{tr1,tr2},{(st1,tr2),(st2,tr1),(tr1,st1),(tr2,st2)}) 
tr1 tr2
st2
st1
 
Abbildung 15: Allgemeines Petri-Netz PN 
Die Komponenten des Petri-Netzes PN lauten: 
ST={st1,st2}, 
TR={tr1,tr2} und  
FR={(st1,tr2),(st2,tr1),(tr1,st1),(tr2,st2)}. 
                                                 
1) Alternativ werden statt Rechtecken auch Linien verwendet; vgl. z.B. ADAM ET AL. (1998), S. 140 ff.; 
LIN/ CHANSON (1998), S. 827 ff. Von dieser Alternative wird allerdings abgesehen, da die Unter-
scheidung zwischen Kanten und Transitionen in der graphischen Darstellung dadurch erschwert 
wird. Darüber hinaus wurden von GRUHN/KAMPMANN Funsoft-Netze als Unterart allgemeiner Petri-
Netze vorgestellt, für die ikonische Darstellungen mit intuitiver Semantik verwendet werden; vgl. 
GRUHN/KAMPMANN (1996), S. 384 ff. Stellen („Kanäle“) werden dort weiterhin als Kreise illustriert. 
Für Transitionen („Instanzen“) werden Symbole verwendet, die den repräsentierten Aktivitäten oder 
aktivitätsdurchführenden Akteuren oder benutzten Werkzeugen entsprechen. 
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3.2.2 Stelle/Transition-Netze 
3.2.2.1 Definition von Stelle/Transition-Netzen 
Allgemeine Petri-Netze sind die Grundlage für alle weiteren Petri-Netz-Klassen. Die 
Grundlage umfasst in erster Linie die Petri-Netz-Topologie1). Diese topologischen Ei-
genarten finden sich hauptsächlich in der Eigenart der Flussrelation FR wieder, nur zwei 
Knoten unterschiedlicher Knotenarten miteinander zu verknüpfen. Darüber hinaus wird 
die Netztopologie durch die Integritätsbedingungen IBPN1, IBPN2 und IBPN3 fixiert, die 
auch für Stelle-Transition-Netze (S/T-Netze) gültig sind. 
Trotz der Gemeinsamkeiten mit allgemeinen Petri-Netzen weisen S/T-Netze einige be-
merkenswerte Eigenarten auf. Insbesondere wird die Ausdrucksmächtigkeit des Petri-
Netz-Konzepts um das „Markenspiel“ erweitert. Als Baustein hierfür dient ein identi-
tätsloses, unstrukturiertes formales Objekt, das als Basismarke bezeichnet wird.2) Die 
Kopien dieser Basismarke werden vereinfacht als Marken bezeichnet. Bei Marken han-
delt es sich um formale Objekte, die sich von den bislang vorgestellten formalen Objek-
ten, die in allgemeinen Petri-Netzen enthalten sind, in einem Punkt wesentlich unter-
scheiden. Im Gegensatz zu Stellen und Transitionen handelt es sich bei Marken um Ob-
jekte, die zustandsabhängig positioniert werden. Zu diesem Zweck wird das Petri-Netz-
Konzept um eine strukturelle Dynamik angereichert. 
Ein S/T-Netz STN ist definiert als:3) 
STN=(ST,TR,FR,KP,G,M0) 
mit 
IBPN1:  (ST ∩ TR) = ∅, 
IBPN2:  (ST ∪ TR) ≠ ∅, 
IBPN3:  (ST ∪ TR) = (VBFR(FR)∪NBFR(FR)), 
IBSTN1:  ∀stm∈ST, trn∈TR: G(trn,stm) ≤ KP(stm) ≥ G(stm,trn) und 
IBSTN2:  ∀stm∈ST:     0 ≤ M0(stm) ≤ KP(stm). 
Die Komponenten eines S/T-Netzes STN sind: 
                                                 
1) Die Topologie eines Petri-Netzes ist die Gesamtheit bestehend aus der Knotenmenge ST, der Transi-
tionenmenge TR, der Flussrelation FR mit FR⊆((ST×TR)∪(TR×ST)) sowie den Integritätsbedin-
gungen IBPN1, IBPN2 und IBPN3. Mit der Topologie eines Petri-Netzes wird die „systemische“ Struktur 
des Petri-Netzes – d.h. seines Zusammenhangs aus Knoten (Elemente) und Kanten (Beziehungen) – 
angegeben, ohne auf irgendeine Weise auf metrische Eigenschaften von Netzkomponenten Bezug zu 
nehmen. Aufgrund der nicht-metrischen Beschreibung einer Netzstruktur wird die topologische Be-
schreibung einer Netzstruktur auch als „qualitative“ Strukturbeschreibung charakterisiert. 
2) Vgl. ZELEWSKI (1995), Bd. 3, Fn. 2 auf S. 7. 
3) Vgl. BAUMGARTEN (1996), S. 79; DESEL/REISIG (1998), S. 129 ff.; GIRAULT/VALK (2003), S. 41 f.; 
REISIG (1991), S. 71; ZELEWSKI (1995), Bd. 3, S. 30. 
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(1.) eine Menge ST={stm} von Stellen mit m∈{1,...,M} und M∈N+, 
(2.) eine Menge TR={trn}von Transitionen mit n∈{1,...,N} und N∈N+, 
(3.) eine Flussrelation FR mit     FR⊆((ST×TR)∪(TR×ST)), 
(4.) eine Kapazitätsfunktion      KP: ST → N+∪{∞}, 
(5.) eine Gewichtsfunktion       G: ((ST × TR) ∪ (TR × ST)) → N und 
(6.) eine Anfangsmarkierungsfunktion   M0: ST → N. 
Der Unterordnung von S/T-Netzen gegenüber allgemeinen Petri-Netzen folgend, gelten 
auch für alle S/T-Netze die Integritätsbedingungen der Disjunktheit (IBPN1), der Exis-
tenz (IBPN2) und der Verknüpftheit (IBPN3). Darüber hinaus wird für die Zulässigkeit von 
S/T-Netzen ihre Konformität mit den Integritätsbedingungen IBSTN1 und IBSTN2 einge-
fordert. Bezüglich der Integritätsbedingung IBSTN1 gelten solche S/T-Netze als unzuläs-
sig, in denen Stellen vorkommen, deren Kapazität kleiner ist als die Gewichtung einer 
ihrer Ausgangs- oder Eingangskanten. Bezüglich der Integritätsbedingung IBSTN2 sind 
hingegen alle S/T-Netze unzulässig, in denen eine stellenbezogene Markierung existiert, 
die negativ ist oder die Kapazität der entsprechenden Stelle übersteigt.  
Über die Netztopologie hinaus sind in S/T-Netzen drei Komponenten enthalten, die für 
die Struktur von S/T-Netzen von wesentlicher Bedeutung sind. Die Erweiterungen hin-
sichtlich allgemeiner Petri-Netze liegen in der Kapazitätsfunktion KP, der Gewichtungs-
funktion G und der Anfangsmarkierungsfunktion M0.1) Zwecks Vorstellung dieser 
Struktur wird in den folgenden Abschnitten zwischen einerseits der statischen und ande-
rerseits der dynamischen Struktur von S/T-Netzen unterschieden. 
Graphisch lassen sich S/T-Netze unter einer Markierung M0 visualisieren, indem die 
Anzahl M0(stm) der Marken, die durch die Markierungsfunktion M0 für jede Stelle 
stm∈ST definiert ist, als Anzahl von Punkten auf den stellenrepräsentierenden Kreisen 
dargestellt wird. In der Abbildung 16 ist ein beispielhaftes S/T-Netz gegeben. Die Ge-
wichtung G(knx,kny) eines Knotenpaars (knx,kny)∈((ST×TR)∪(TR×ST)), das in der 
Flussrelation FR enthalten ist, wird als Anschrift des entsprechenden Pfeils im visuellen 
Graphen eingezeichnet. Fehlende Pfeilanschriften entsprechen der Gewichtung 
G(knx,kny)=1. Beispielsweise kann das S/T-Netz 
                                                 
1) Die gegenüber allgemeinen Petri-Netzen neu hinzugekommenen Komponenten G und M0 lassen sich 
als Multimengen charakterisieren (Abschnitt 2.2.2). Es werden nämlich jeweils formalen Objekten 
natürliche Zahlen zugewiesen. Dabei werden die Multimengen jeweils unterschiedlich interpretiert.  
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STN=(ST,TR,FR,KP,G,M0) mit 
ST={st1,st2,st3}, 
TR={tr1,tr2}, 
FR={(st1,tr2),(st2,tr1),(st3,tr1),(tr1,st1),(tr2,st2),(tr2,st3)} 
KP(stm)=∞ für alle stm∈ST 
G(st1,tr2)=2, G(st2,tr1)=1, G(st3,tr1)=2, G(tr1,st1)=2, G(tr2,st2)=1, G(tr2,st3)=2, 
M0(st1)=3, M0(st2)=0, M0(st3)=0 
durch den visuellen Graphen der Abbildung 16 dargestellt werden. 
tr1 tr2
st1
st3
2 2
2 2
st2
 
Abbildung 16: Stelle/Transition-Netz STN 
3.2.2.2 Struktur von Stelle/Transition-Netzen 
3.2.2.2.1 Statische Struktur von Stelle-Transition-Netzen 
Die Definition von S/T-Netzen umfasst lediglich statische Aspekte. Es werden nämlich 
nur jene Bestandteile aufgeführt, die für die Analyse von S/T-Netzen in einem Zustand 
benötigt werden. In den folgenden Abschnitten werden S/T-Netze zu markierten S/T-
Netzen mit einer Schaltregel erweitert werden, wodurch auch zustandsübergreifende 
Analysen möglich werden. Hierfür wird zunächst auf die Komponenten eines S/T-
Netzes STN sowie ihre formalen und materialen Eigenarten eingegangen. 
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Durch die Kapazitätsfunktion KP wird festgelegt, wie viele Marken1) sich in einem 
Netzzustand auf jeder Stelle höchstens befinden dürfen.2) Der Argumentbereich der Ka-
pazitätsfunktion ist die Menge ST aller Stellen. Demnach kann jeder Stelle stm eine ei-
gene Kapazität KP(stm) zugeordnet werden. Der Zielbereich der Kapazitätsfunktion ist 
die Vereinigung der Menge N+ mit ∞. Dadurch wird angedeutet, dass auch unendlich 
große Markenkapazitäten zugelassen sein können, so dass sich auf einer Stelle beliebig 
viele Marken befinden dürfen. Die Kapazitätsfunktion KP ist als totale Funktion defi-
niert. Demnach muss jeder Stelle stm∈ST im S/T-Netz STN eine Kapazität KP(stm) zu-
geordnet werden. Wenn für eine Stelle stm∈ST nicht explizit eine Kapazität KP(stm) an-
gegeben ist, wird implizit ihre unendliche Kapazität KP(stm)=∞ angenommen. In die-
sem Fall kann die Stelle beliebig viele Marken aufnehmen. 
Die allgemeine3) Gewichtungsfunktion G, die in für die Definition von S/T-Netzen 
zugrunde gelegt wurde, ordnet jedem Tupel (knx,kny)∈((ST×TR)∪(TR×ST)) bestehend 
aus zwei artverschiedenen Knoten knx,kny∈KN eine natürliche Zahl G(knx,kny)∈N zu. 
Zur Bestimmung der Bilder der Gewichtungsfunktion G wird auf die spezielle Gewich-
tungsfunktion 
G*: FR → N+ 
zurückgegriffen, die in ihrem Argument nur Kanten aus der Flussrelation 
FR⊆((ST×TR)∪(TR×ST)) aufnehmen kann. Die Bilder der allgemeinen Gewichtungs-
funktion G lassen sich mit Hilfe der speziellen Gewichtungsfunktion G* wie folgt 
bestimmen: 
x y x y
x y
G*(kn ,kn ); falls (kn ,kn ) FR
G(kn ,kn )=
0; sonst.
∈⎧⎪⎨⎪⎩
 
Die zugrunde gelegte spezielle Gewichtungsfunktion G* ist eine totale Funktion. Dem-
nach bildet sie jede Kante (knx,kny)∈FR auf eine positive natürliche Zahl ab. Wenn die 
                                                 
1) Die hier verwendete Darstellung orientiert sich an der üblichen Darstellung in der Literatur. Streng 
genommen weist die Markierungsfunktion Mz jeder Stelle eine Zahl zu, die angibt, wie viele mitein-
ander identische Kopien der Basismarke auf einer Stelle stm liegen. Im Allgemeinen wird der Unter-
schied zwischen Marken und ihren Kopien aber nicht durchgehalten; für eine Ausnahme vgl. REISIG 
(1991), S. 152. 
2) Die statische Struktur von S/T-Netzen umfasst auch so genannte Bedingung/Ereignis-Netze (B/E-
Netze). In B/E-Netzen werden lediglich Stellen zugelassen, deren Kapazität maximal 1 sein kann. 
Entsprechend können die Markierungs- und Gewichtungsfunktionen in ihrer Bildmenge nur die 0 
und die 1 aufweisen. Aufgrund dieses bipolaren Charakters der Kapazitätsfunktion werden die Stel-
len als Bedingungen und die Transitionen als Ereignisse typisiert. Die Markierung eines B/E-Netzes 
wird als Fall bezeichnet; vgl. Vgl. REISIG (1991), S. 30.  
3) Die Bezeichnung „allgemeine“ wird im weiteren Verlauf ausgelassen, wenn aus dem Kontext her-
vorgeht, dass es sich um die allgemeine Gewichtungsfunktion G und nicht um die spezielle Gewich-
tungsfunktion G* handelt. 
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spezielle Gewichtung G*(knx,kny) einer Kante (knx,kny)∈FR nicht explizit angegeben 
ist, wird ihre implizite spezielle Gewichtung G*(knx,kny)=1 und somit auch 
G(knx,kny)=1 angenommen.  
Die Unterscheidung zwischen der allgemeinen und der speziellen Gewichtungsfunktion 
G bzw. G* wird nur selten in der Literatur in dieser Form vorgenommen.1) Sie verein-
facht jedoch die Formulierung von Integritätsregeln, hinsichtlich derer jedes S/T-Netz 
STN zulässig sein muss. Insbesondere ist sie für die Formulierung der Integritätsbedin-
gung IBSTN1 von Vorteil. Der Integritätsbedingung IBSTN1 folgend, gelten alle S/T-Netze 
als unzulässig, in denen mindestens eine Stelle stm mit einer Kapazität KP(stm) vor-
kommt, wobei Letztgenannte kleiner ist als die Gewichtung mindestens einer der zur 
Stelle stm adjazenten Kanten. Wenn die Kapazität KP(stm) kleiner als die Gewichtung 
G(stm,trn) einer zur Stelle stm adjazenten Ausgangskante (stm,trn) ist, müssten durch 
Schalten von Transition trn mehr Marken abgezogen werden als die Stelle stm aufzu-
nehmen in der Lage ist. Wenn hingegen die Kapazität KP(stm) kleiner als die Gewich-
tung G(trn,stm) einer zur Stelle stm adjazenten Eingangskante ist, müssten durch das 
Schalten der Transition trn auf der Stelle stm mehr Marken abgelegt werden als die Stelle 
stm aufnehmen kann. Darüber hinaus wird mit der Unterscheidung zwischen der allge-
meinen und der speziellen Gewichtungsfunktion G bzw. G* die nachbarschaftsbezogene 
Definition von Schaltvoraussetzungen für Transitionen vereinfacht.2) 
Wie aus den letzten Erörterungen bereits hervorgeht, ist das Gewicht G(knx,kny) eines 
Knotentupels (knx,kny)∈FR in Abhängigkeit davon zu interpretieren, welcher Knotenart 
knx bzw. kny zugehören. Wenn knx∈ST gilt, gibt G(knx,kny) an, wie viele Marken von 
der Stelle knx durch das Schalten der Transition kny∈NBST(knx) von der Stelle abgezo-
gen werden müssen. Umgekehrt gibt G(knx,kny) an, wie viele Marken auf der Stelle 
kny∈ST abgelegt werden müssen, wenn die Transition knx∈VBST(kny) schaltet. 
3.2.2.2.2 Dynamische Struktur von Stelle/Transition-Netzen 
3.2.2.2.2.1 Schaltregeln in S/T-Netzen 
3.2.2.2.2.1.1 Schaltregel für einzelne Transitionen 
in S/T-Netzen 
Die dynamische Struktur eine S/T-Netzes STN wird durch die Erweiterung der stati-
schen Struktur (ST,TR,FR,G,W) um eine Anfangsmarkierungsfunktion M0 und eine 
Schaltregel angegeben. Durch die dynamische Struktur wird das potenzielle Verhalten 
eine S/T-Netzes STN operationalisiert. Sie gibt vor, welche Zustände das STN ausge-
hend von der Anfangsmarkierungsfunktion M0 durch die Anwendung der Schaltregel 
einnehmen kann. 
                                                 
1) Für eine Ausnahme vgl. ZELEWSKI (1995), Bd. 3, S. 33 f.  
2) Vgl. Abschnitt 3.2.2.2.2.1.1. 
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Die Anfangsmarkierungsfunktion M0 bildet jede Stelle stm auf eine natürliche Zahl 
M0(stm)∈N ab. Dadurch wird festgelegt, wie viele Marken sich im Initialzustand des 
S/T-Netzes STN auf jeder Stelle stm befinden. Dabei gilt für die Ausgangsmarkierung 
M0, dass sie entsprechend der Integritätsbedingung IBSTN2 einerseits jede Stelle stm∈ST 
auf eine nicht-negative natürliche Zahl M0(stm)≥0 abbilden muss und andererseits die 
stellenspezifische Markierung M0(stm) die stellenspezifische Kapazität KP(stm) nicht 
übersteigen darf. Aus der Menge aller möglichen Markierungen werden nur solche als 
zulässig bezeichnet, die nicht widersprüchlich zu IBSTN2 sind. 
Die Familie  
MFSTN=(Mz)z∈ZR, ZR={0,...,Z} mit Z∈N 
umfasst alle möglichen Markierungsfunktionen1) 
Mz: ST → N, 
die für ein S/T-Netz STN denkbar sind. Die Menge ZR aller Zustände wird als Zu-
standsraum bezeichnet, wobei der Index z∈ZR2) einem Zustand entspricht, in dem sich 
das S/T-Netz befindet.3) Die Anfangsmarkierungsfunktion M0 wird entsprechend als 
Anfangs- oder Initialzustand des S/T-Netzes angesprochen. 
Nicht alle möglichen Markierungen aus der Funktionenfamilie MFSTN sind auch zuläs-
sig. Die Funktionenfamilie ZMFSTN umfasst alle Mitglieder der Familie MFSTN aller 
möglichen Markierungsfunktionen, die hinsichtlich der Integritätsbedingung 
n
2STN
IB  = ∀Mz∈MFSTN, stm∈ST: 0 ≤ Mz(stm) ≤ KP(stm). 
zulässig sind. Die Integritätsbedingung n
2STN
IB  ist eine Generalisierung der Integritäts-
bedingung IBSTN2. Während IBSTN2 nur auf den Anfangszustand z=0 bezogen ist, bezieht 
sich die Integritätsbedingung n
2STN
IB  auf alle Zustände z∈ZR mit ZR={0,...,Z} und 
Z∈N. Insofern ist IBSTN2 als Grenzfall in n2STNIB  enthalten. Eine mögliche Markierung 
Mz ist genau dann auch zulässig, wenn Mz die Integriätsbedingung n
2STN
IB  erfüllt. 
Da jede zulässige Markierung auch eine mögliche Markierung ist, muss ZMFSTN eine 
Teilmenge von MFSTN sein. Darüber hinaus umfasst die Mengenfamilie ERSTN(M0) alle 
Markierungen, die durch das Schalten von Transitionen von der Markierung M0 aus er-
reichbar sind. Wie im weiteren Verlauf aufgezeigt wird, sind alle Markierungen, die 
durch das Schalten von Transitionen von einer zulässigen Markierung M0 aus erreichbar 
sind, auch stets zulässig. Somit ist jede erreichbare Markierung sowohl zulässig als 
möglich. 
                                                 
1) Für Markierungsfunktionen wird im Folgenden auch die verkürzte Bezeichnung „Markierung“ zuge-
lassen. 
2) Der Zustandsindex ist für die Kapazitäts- und Gewichtungsfunktion nicht notwendig, da Kapazitäten 
und Gewichtungen zustandsinvariante Größen darstellen.  
3) Vgl. ZELEWSKI (1995), Bd. 3, S. 33.  
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Eine Markierungsfunktion Mz ordnet jeder Stelle stm∈ST im S/T-Netz eine natürliche 
Zahl als stellenbezogene Markierung Mz(stm) zu.1) Für die Definition von S/T-Netzen 
wird zunächst nur die Anfangsmarkierungsfunktion M0 benötigt. Alle Folgemarkierun-
gen, die aus der Anfangsmarkierung M0 durch die Anwendung einer Schaltregel her-
vorgehen können, werden im nächsten Abschnitt behandelt. Die Anfangsmarkierungs-
funktion M0 weist jeder Stelle stm∈ST im S/T-Netz die Anzahl an Marken zu, die im I-
nitialzustand z=0 des S/T-Netzes gültig sind.  
Der Anfangszustand eines Petri-Netzes bildet Wissen eines Akteurs bezüglich eines Re-
alitätsausschnitts ab.2) Die sonstigen Markierungen Mz, die sich aus dem Schalten von 
Transitionen als Folgemarkierungen von M0 ergeben, sind hingegen endogen. Sie wer-
den nämlich – im Gegensatz zu der Anfangsmarkierung M0 – nicht „von außen“ vorge-
geben, sondern ergeben sich aus der Anwendung einer Schaltregel.  
Die Schaltregel setzt sich aus zwei Komponenten zusammen. Die erste Komponente der 
Schaltregel sind die Schaltvoraussetzungen. Durch Schaltvoraussetzungen werden zwei 
Aspekte überprüft, mit denen jeweils sichergestellt wird, dass ein S/T-Netz auch nach 
dem Schalten einer Transition trn bezüglich der Integritätsbedingung n
2STN
IB  zulässig 
ist.3) Eine Unzulässigkeit bezüglich n
2STN
IB  kann nur dann vorliegen, wenn eine Stel-
lenmarkierung Mz(stm) negativ oder größer als die Kapazität KP(stm) der betroffenen 
Stelle stm ist. Entsprechend wird durch Schaltvoraussetzungen einerseits überprüft, ob 
für das Schalten einer Transition trn in den beanspruchten Stellen genügend Marken 
vorhanden sind, um das Entstehen einer negativen Stellenmarkierung zu verhindern. 
Andererseits wird überprüft, ob durch das Schalten einer Transition trn für eine Stelle 
stm eine Markierung Mz(stm) bewirkt würde, die größer als die Kapazität KP(stm) wäre.  
Die Schaltvoraussetzung ist der zweiten Komponente der Schaltregel – der Schaltwir-
kung – vorgelagert. Die Untersuchung der Schaltwirkung macht nämlich nur dann Sinn, 
wenn alle Schaltvoraussetzungen erfüllt sind und somit das Schalten einer Transition trn 
unter einer zulässigen Markierung Mr(stm) nicht zu einer unzulässigen Markierung 
Mf(stm) führen kann. Wenn ihre Schaltvoraussetzungen erfüllt sind und eine Transition 
trn auch unter Mr(stm) schaltet, muss auch die Markierung Mf(stm) zulässig sein. Dies 
wird durch die Schaltfunktion SFSTN gewährleistet, mit der bestimmt wird, zu welcher 
Markierung Mf(stm) das Schalten einer Transition trn unter einer Markierung Mr(stm) 
führt. 
                                                 
1) Die Zusammenhänge zwischen den einzelnen Elementen der Familie MFSTN aller Markierungsfunk-
tionen werden im nächsten Abschnitt weiter vertieft.  
2) Vgl. ROSENSTENGEL/WINAND (1991), S. 21, zur Unterteilung in endogene und exogene Markierun-
gen. 
3) Im Gegensatz zu der Integritätsbedingung IBSTN1 und IBSTN2 ist die Integritätsbedingung n2STNIB  für 
die dynamische Struktur eines S/T-Netzes STN von Bedeutung. In den Integritätsbedingungen 
IBSTN1 und IBSTN2 sind nämlich nur zustandinvariante Größen enthalten. 
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Die Erfülltheit von Schaltvoraussetzungen für eine Transition wird als ihre Aktiviertheit 
bezeichnet. Alternativ wird auch davon gesprochen, die Transition habe Konzession.1) 
Die Aktiviertheit einer Transition trn∈TR in einem S/T-Netz STN ist unter einer Mar-
kierungsfunktion Mz genau dann gegeben, wenn  
(1.) ∀stm∈VBTR(trn):      Mz(stm) ≥ G(stm,trn), 
(2.) ∀stm∈NBTR(trn)\VBTR(trn): Mz(stm) ≤ (KP(stm) - G(trn,stm)) und 
(3.) ∀stm∈NBTR(trn)∩VBTR(trn): Mz(stm) ≤ (KP(stm) + G(stm,trn) - G(trn,stm)) 
gelten. Mit der ersten Schaltvoraussetzung wird vermieden, dass nach dem Schalten ei-
ner Transition trn∈TR eine negative Markierung Mf(stm) von mindestens einer Stelle stm 
im Vorbereich VBTR(trn) der Transition bewirkt werden kann. Wie nämlich bei der spä-
teren Präzisierung der Schaltwirkung zu sehen sein wird, werden durch das Schalten ei-
ner Transition trn von allen Stellen stm im Vorbereich VBTR(trn) der Transition trn Mar-
ken abgezogen. Die Anzahl der Marken, die abgezogen wird, ist abhängig von der Ge-
wichtung G(stm,trn) der adjazenten Kante (stm,trn), die die Stelle stm mit der Transition 
trn verbindet. Wenn die Anzahl G(stm,trn) der Marken, die durch das Schalten der Tran-
sition trn abgezogen werden müssten, größer ist als die Markierung Mz(stm), dann ist die 
Schaltvoraussetzung (1.) für trn unter Mz nicht erfüllt. 
Mit der zweiten Schaltvoraussetzung wird vermieden, dass nach dem Schalten einer 
Transition trn eine Stelle stm im Nachbereich NBTR(trn) von trn mit mehr Marken mar-
kiert würde als ihr – entsprechend der Kapazitätsfunktion KP – erlaubt ist. Die Anzahl 
an Marken, die auf den Stellen im Nachbereich der schaltenden Transition trn abgelegt 
werden müssen, richtet sich nach der Gewichtung G(trn,stm) der Kante (trn,stm), die von 
trn zu stm führt. Wenn die Anzahl G(trn,stm)+M(stm) der Marken, die nach dem Schalten 
der Transition trn auf einer Stelle stm, die zwar im Nachbereich NBTR(trn), aber nicht im 
Vorbereich VBTR(trn) von trn enthalten ist, abgelegt sein müssten, größer ist als die Ka-
pazität KP(stm) von stm, dann ist die Schaltvoraussetzung (2.) für trn unter Mz nicht er-
füllt.  
Die dritte Schaltvoraussetzung sorgt dafür, dass keine Transition trn aktiviert werden 
kann, in deren Vor- und Nachbereich VBTR(trn) bzw. NBTR(trn) eine Stelle stm vor-
kommt, deren Markierung Mz(stm) größer ist als die Kapazität KP(stm) von stm zuzüg-
lich der Differenz aus G(stm,trn) und G(trn,stm). Dadurch wird vermieden, dass einerseits 
von stm G(stm,trn) Marken abgezogen und andererseits auf stm G(trn,stm) Marken abge-
legt werden und der Nettoeffekt G(stm,trn)-G(trn,stm) dazu führt, dass die Kapazität 
KP(stm) überschritten wird. 
Entsprechend der früheren Vereinbarung ordnet die allgemeine Gewichtungsfunktion G 
allen Tupeln (knx,kny)∈((ST×TR)∪(TR×ST)) bestehend aus zwei artverschiedenen 
Knoten knx,kny∈KN eine Gewichtung G(knx,kny) zu. Als Gewicht von Tupeln 
(knx,kny), die nicht in der Flussrelation FR enthalten sind, wurde vereinbart, die Ge-
                                                 
1) Vgl. STARKE (1990), S. 27.  
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wichtung G(knx,kny)=0 zu setzen. Demnach ist die Schaltvoraussetzung (2.) ein Unter-
fall der Schaltvoraussetzung (3.), da in (2.) die Gewichtung G(stm,trn)=0 des Tupels 
(stm,trn)∉FR ausgelassen wurde.  
Mit der ersten Schaltvoraussetzung wird die Priorisierung des Markenkonsums einer 
schaltenden Transition gegenüber ihrer Markenerzeugung ausgedrückt. In der ersten 
Schaltvoraussetzung bleibt nämlich unberücksichtigt, ob der Markenverbrauch einer 
schaltenden Transition trn bezüglich einer Stelle stm∈(VBTR(trn)∩NBTR(trn)) durch die 
Markenerzeugung auf stm so kompensiert werden könnte, dass eine negative Markie-
rung Mf(stm)<0 nicht zustande kommen kann, obwohl G(stm,trn)>Mr(stm) gilt. Wenn 
beispielsweise eine Markierung Mz(stm)=a mit 0≤a≤KP(stm) und die beiden Gewich-
tungen G(stm,trn)=G(trn,stm)=b mit b>a vorliegen, dann ist die Schaltvoraussetzung (1.) 
für trn verletzt, obwohl Markenverbrauch und -erzeugung gleichzeitig stattfinden, so 
dass die Schaltvoraussetzung (3.) weiterhin erfüllt wird und eine potenzielle Folgemar-
kierung Mf nicht negativ sein kann. Einerseits müssten nämlich von der Stelle stm 
G(stm,trn) Marken abgezogen werden. Andererseits würden auf der Stelle stm G(trn,stm) 
Marken abgelegt werden. Beide Effekte würden sich gegenseitig aufheben, so dass die 
Folgemarkierung Mf mit der Referenzmarkierung Mr übereinstimmt. Ein derartiges 
Schalten einer Transition trn ist allerdings unzulässig, da der Markenkonsum, der für das 
Schalten von trn notwendig wäre, gemäß der Schaltvoraussetzung (1.) nicht zulässig ist. 
Die Schaltvoraussetzungen für eine Transition trn sind bislang abhängig davon be-
stimmt, ob die zu trn inzidenten Stellen im Vor- oder Nachbereich VBTR(trn) bzw. 
NBTR(trn) platziert sind. Für die gesamte Nachbarschaft NATR(trn) der Transition trn 
ausgedrückt, können alle Schaltvoraussetzungen für eine Transition trn als 
∀stm∈NA(trn): G(stm,trn) ≤ M(stm) ≤ (KP(stm) + G(stm,trn) – G(trn,stm)) 
formuliert werden.1) In der Formulierung der Schaltvoraussetzungen für die gesamte 
Nachbarschaft NATR(trn) der Transition trn ist die Priorisierung des Markenverbrauchs 
gegenüber der Markenerzeugung offensichtlicher. Die erste Konjunktionskomponente2) 
G(stm,trn) ≤ M(stm) enthält die Voraussetzung, dass eine Transition nicht mehr Marken 
verbrauchen darf als auf der Stelle stm abgelegt sind. Unberücksichtigt bleibt, ob es e-
ventuell eine Kante (trn,stm)∈FR gibt, durch deren Gewichtung G(trn,stm) gleichzeitig 
auch Marken auf stm abgelegt würden. Das gleichzeitige Verbrauchen und Konsumieren 
von Marken wird hingegen bei der zweiten Konjunktionskomponente (M(stm) ≤ 
(KP(stm) + G(stm,trn) – G(trn,stm)) berücksichtigt. Sie ist für alle Stellen stm im Nachbe-
reich NBTR(trn) von trn von Relevanz, umfasst aber auch den Fall, dass stm im Vorbe-
reich enthalten ist.  
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 48.  
2) Die Schaltvoraussetzung kann in ihrer entfalteten Variante als Konjunktion 
∀stm∈NA(trn): (G(stm,trn) ≤ M(stm)) ∧ (M(stm) ≤ (KP(stm) + G(stm,trn) – G(trn,stm))) 
 formuliert werden. 
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Für die Aktiviertheit einer Transition trn∈TR in einem S/T-Netz STN unter einer Mar-
kierung Mz wird die Aktivierungsrelation AKTSTN verwendet.1) Der Ausdruck 
AKTSTN(trn,Mz) gilt genau dann, wenn die o.a. Schaltvoraussetzung erfüllt ist. Somit 
gilt: 
∀trn∈TR, Mz∈MFSTN: AKTSTN(trn,Mz) ↔ 
∀stm∈NA(trn): G(stm,trn) ≤ M(stm) ≤ (KP(stm) + G(stm,trn) – G(trn,stm)). 
Mit der expliziten Berücksichtigung der gleichzeitigen Markenerzeugung einerseits und 
des Markenverbrauchs andererseits werden bei den Schaltvoraussetzungen Grenzfälle 
berücksichtigt, die teilweise in der Literatur unberücksichtigt bleiben. Es handelt sich 
hierbei in erster Linie um konstante Schleifen.2) Konstante Schleifen sind solche Schlei-
fen, in denen die Gewichtungen G(stm,trn), G(trn,stm) und die Kapazität KP(stm) überein-
stimmen. Diese Konstellation ist in der Abbildung 17 dargestellt. 
stm trn
G(stn,trm)=a
G(trn,stm)=a
KP(stm)=a
 
Abbildung 17: Konstante Schleife  
Würden bei den Schaltvoraussetzungen der Markenverbrauch von Stellen im Vorbe-
reich VBTR(trn) und die Markenerzeugung auf den Stellen im Nachbereich NBTR(trn) 
unabhängig voneinander berücksichtigt, wäre die Aktivierung von Transitionen aus 
konstanten Schleifen ausgeschlossen. Damit die Transition trn aktiviert werden kann, 
müsste zunächst die Stelle stm mit Mz(stm)≥a markiert sein. Dadurch ist der Marken-
verbrauch abgesichert. Allerdings würde die alleinige Betrachtung der Markenerzeu-
gung ohne diesen Markenverbrauch dazu führen, dass G(trn,stm)=a Marken auf stm abge-
legt werden müssen, wodurch die Kapazität KP(stm)=a von stm überschritten wäre. Auf-
grund der wesentlichen Bedeutung, die konstante Schleifen für Ontologie-Netze ha-
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 45.  
2) Vgl. ZELEWSKI (1995), Bd. 3, S. 61, mit der  Bezeichnung „1-Schleife“. 
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ben,1) wird daher von der vorherrschenden Definition der Schaltvoraussetzungen für 
Transitionen in S/T-Netzen abgesehen. 
Die Schaltwirkung hat nur Relevanz für alle Stellen in der Nachbarschaft 
NATR(trn)=VBTR(trn)∪NBTR(trn) der schaltenden Transition trn. Die Schaltwirkung um-
fasst nämlich den Übergang von einer Referenzmarkierung Mr zu einer Folgemarkie-
rung Mf mit f,r∈ZR und f=r+1. Von dem Übergang von Mr zu Mf können nur Stellen im 
Vor- oder Nachbereich VBTR(trn) bzw. NBTR(trn) der Transition trn betroffen sein. Diese 
beschränkte Relevanz schaltender Transitionen gilt als grundlegendes Charakteristikum 
von Petri-Netzen und wird als Lokalitätsprinzip bezeichnet.2)  
Die Schaltwirkung wird durch einen Schaltakt ausgelöst. Als Schaltakte werden punkt-
artige Ereignisse bezeichnet, die den Übergang von der einen zu der folgenden Markie-
rung bewirken.3) Als ein solches Ereignis kommt in einem Petri-Netz lediglich das 
Schalten einer Transition in Frage. Außerhalb von Schaltakten sind in Petri-Netzen kei-
ne Ereignisse zulässig. Daher ist für den Übergang von einer Markierung zu einer ande-
ren Markierung stets mindestens eine Transition verantwortlich. Nur wenn mindestens 
eine Transition trn geschaltet hat, kommt es zu einem Übergang von einer Referenzmar-
kierung Mr zu einer Folgemarkierung Mf. 
Schaltakte sind Ereignisse, die in punktartiger Form ohne Zeitanspruch stattfinden. Die-
se Eigenschaft von Schaltakten gilt als ein weiteres grundsätzliches Charakteristikum 
von Petri-Netzen. In Petri-Netzen ist nämlich grundsätzlich keine Berücksichtigung ab-
soluter Zeitskalen vorgesehen. In Zusammenhang mit zeitlichen Strukturen wird bei 
Petri-Netzen lediglich von einer Kausalzeit gesprochen.4) In Petri-Netzen können somit 
nur zeitliche Anordnungen berücksichtigt werden, wenn Ereignisse in einer kausalen 
Relation zueinander stehen.5) Durch eine derartige kausale Relation kann lediglich eine 
relative zeitliche Anordnung von Zuständen ausgedrückt werden. 
Die Schaltregel wird in S/T-Netzen durch die Schaltfunktion 
SRSTN: ZMFSTN × TR → ZMFSTN 
                                                 
1) Konstante Schleifen haben in Ontologie-Netzen insbesondere bei der Transformation von Inferenz-
regeln in Inferenztransitionen eine wesentliche Bedeutung. Es handelt sich bei Inferenztransitionen 
um solche Transitionen trn, die grundsätzlich mit den Stellen stm aus ihrem Vorbereich VBTR(trn) 
durch Informationskanten verbunden sind. Informationskanten sind wiederum solche Kanten, die bei 
einem Schaltakt keine Markenvariation auf ihren adjazenten Stellen bewirken. Auf sämtliche Aspek-
te wird im Kontext der Transformation von Inferenzregeln in Inferenztransitionen ausführlich einge-
gangen. 
2) Vgl. DESEL/JUHÁS (2001), S. 10; GIRAULT/VALK (2003), S. 11 f. 
3) Vgl. ZELEWSKI (1995), Bd. 3, S. 45.  
4) Vgl. OBERWEIS (1990), S. 2.  
5) Auf diesen bedeutenden Aspekt von Petri-Netzen wird im folgenden Abschnitt näher eingegangen. 
3 Bausteine des integrativen Modellierungskonzepts 293 
 
operationalisiert.1) Die Funktion SRSTN bildet jedes Zwei-Tupel (Mr,trn), bestehend aus 
einer zulässigen Referenzmarkierung Mr∈ZMFSTN und einer Transition trn∈TR, auf eine 
ebenso zulässige Folgemarkierung SRSTN(Mr,trn)=Mf ab. Dabei sind die Bilder der 
Schaltfunktion SRSTN wie folgt definiert:2) 
r m m n m TR n TR n
r m n m m TR n TR n
m f m
r m m n n m m TR n TR n
r m
M (st )-G(st ,tr ); falls st VB (tr )\NB (tr )
M (st )+G(tr ,st ); falls st NB (tr )\VB (tr )
st ST:M (st )
M (st )-G(st ,tr )+G(tr ,st ); falls st NB (tr ) VB (tr )
M (st ); sonst.
∈⎧⎪⎪ ∈⎪∀ ∈ = ⎨ ∈ ∩⎪⎪⎪⎩
 
Wenn eine Transition trn∈TR unter einer Referenzmarkierung Mr schaltet, wird der 
Übergang von Mr in die Folgemarkierung SRSTN(Mr,trn)=Mf bewirkt. Die Markierung 
Mf ist hierbei von der Markierung Mr und den Gewichtungen G(knx,kny) der zu trn adja-
zenten Kanten (knx,kny) abhängig. Der Übergang von der Referenzmarkierung Mr zu 
der Folgemarkierung Mf durch das Schalten einer Transition trn wird auch als 
Mr[trn>Mf 
angegeben.  
Wenn eine Stelle stm∈ST zwar in Vorbereich VBTR(trn), aber nicht im Nachbereich 
NBTR(trn) zu einer Transition trn platziert ist, werden von stm so viele Marken entzogen, 
wie die Gewichtung G(stm,trn) der adjazenten Kante (stm,trn) angibt. Wenn die Stelle stm 
zwar im Nachbereich NBTR(trn), aber nicht im Vorbereich VBTR(trn) von trn enthalten 
ist, werden auf stm so viele Marken abgelegt, wie die Gewichtung G(trn,stm) der adjazen-
ten Kante (trn,stm) angibt. 
Wenn die Stelle stm sowohl im Vorbereich VBTR(trn) als auch im Nachbereich NBTR(trn) 
von trn enthalten ist, tritt ein zweifacher Effekt auf. Zum einen werden von stm entspre-
chend der Gewichtung G(stm,trn) der Kante (stm,trn), deren Zielknoten trn ist, Marken 
abgezogen. Zum anderen werden entsprechend der Gewichtung G(trn,stm) der Kante 
(trn,stm), deren Zielknoten stm ist, auf stm Marken abgelegt. Der Gesamteffekt entspricht 
der Differenz G(trn,stm)-G(stm,trn) zwischen der Anzahl G(trn,stm) aller abzulegenden 
und der Anzahl G(stm,trn) aller abzuziehenden Marken. Der Gesamteffekt ist positiv, 
wenn die Gewichtung G(trn,stm) der Kante (trn,stm) größer ist als die Gewichtung 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 44 ff.  
2) Die Schaltregel in der hier angegebenen Form weist eine mehrfache Redundanz auf, die allerdings 
bewusst aus Gründen der natürlichen Schaltregelspezifikation in Kauf genommen wird. Die Schalt-
regel ließe sich nämlich in kompakterer Form als: 
Mf(stm)=Mr(stm)-G(stm,trn)+G(trn,stm) 
 für alle Stellen stm∈ST angeben, da die allgemeine Gewichtungsfunktion allen Tupeln (knx,kny) ein 
Gewicht von G(knx,kny)=0 zuordnet, wenn (knx,kny)∉FR gilt. Die Bilder der beiden Schaltfunktio-
nen sind in jedem Fall gleich.  
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G(stm,trn) der Kante (trn,stm). Er ist im umgekehrten Fall negativ. Die Markierung 
Mr(stm)=Mf(stm) der Stelle stm bleibt unverändert, wenn die Gewichtungen G(trn,stm) 
und G(stm,trn) übereinstimmen. 
Die Anzahl der Marken, die durch das Schalten der Transition trn von einer Stelle 
stm∈VBTR(trn) entzogen werden, kann durch eine transitionsspezifische1) Löschfunktion 
-
ntr : ST  → N  
mit 
m n m TR n-
n m
G(st ,tr ); wenn st VB (tr )
tr (st )=
0; sonst
∈⎧⎪⎨⎪⎩
 
bestimmt werden.2) Beim Schalten von trn werden demnach brutto G(st1,tr1) Marken 
von der Stelle st1 abgezogen.  
Die Anzahl der Marken, die durch das Schalten der Transition trn auf einer Stelle 
stm∈NBTR(trn) abgelegt werden, wird wiederum durch eine transitionsspezifische3) Er-
zeugungsfunktion 
+
ntr : ST  → N  
mit 
n m m TR n+
n m
G(tr ,st ); wenn st NB (tr )
tr (st )=
0; sonst
∈⎧⎪⎨⎪⎩
 
bestimmt.4) Beim Schalten der Transition trn werden demnach brutto G(trn,stm) Marken 
auf der Stelle st1 abgelegt. 
                                                 
1) Die Löschfunktionen sind insofern transitionsspezfisch, als dass zu jeder Transition trn∈TR eine 
transitionsspezifische Löschfunktion -ntr  existiert. Die transitionsspezifischen Löschfunktionen 
( -ntr )tr∈TR können somit zu einer Funktionenfamilie -trf  zusammengefasst werden. Ein solches 
Konstrukt wird allerdings im weiteren Verlauf nicht benötigt.  
2) Vgl. STARKE (1990), S. 26; WEBER (2002), S. 40. 
3) Analog zu den transitionsspezifischen Löschfunktionen -ntr  ist jede Erzeugungsfunktion 
+
ntr  spezi-
fisch für eine Transition tr∈TR definiert. Auch hierbei können alle transitionsspezifischen Erzeu-
gungsfunktionen ( +ntr )tr∈TR zu einer Mengenfunktion zusammengefasst werden. Die Familie 
+trf =( +ntr )tr∈TR hat als Mitglieder alle transitionsspezifischen Erzeugungsfunktionen.  
4) Vgl. STARKE (1990), S. 26; WEBER (2002), S. 40. 
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Die Differenz + -n m n m(tr (st )-tr (st ))  entspricht dem Nettoeffekt des Schaltens der Transiti-
on trn. In diesem Nettoeffekt spiegelt sich der „Rollenkonflikt“ von Transitionen aus 
Schleifen wieder. Er beträgt für konstante Schleifen immer 0, da die Bilder der transiti-
onsspezifischen Erzeugungs- und Löschfunktion +ntr  bzw. 
-
ntr  aufgrund 
G(tr1,st1)=G(st1,tr1) übereinstimmen. 
Das Schalten einer Transition in dem eingangs durch die Abbildung 16 auf S. 284 illust-
rierten S/T-Netz wird im Folgenden exemplarisch aufgezeigt: 
MfMr
tr1 tr2 tr2
st1
st3
tr1 tr2
st1
st2
st3
2
2 2
22 2
2 2
st2
 
Abbildung 18: Schalten von Transitionen in S/T-Netzen 
Der Übergang Mr[tr2>Mf wird in der Abbildung 18 durch den Pfeil zwischen den beiden 
visuellen Graphen angedeutet. Die Transition tr2 ist im linken Zustand Mr aktiviert, da 
die einzige Stelle st1 im Vorbereich VBTR(tr2) von tr2 mit drei Marken markiert ist und 
die Kante (st1,tr2) ein Gewicht G(st1,tr2) von 2 hat. Da für die Stellen st2 und st3 im 
Nachbereich NB(tr2) jeweils unendliche Kapazitäten definiert sind, ist für die Aktivie-
rung von tr2 irrelevant, dass die Stellen st2,st3∈NBTR(tr2) im Nachbereich NBTR(tr2) von 
tr2 nicht markiert sind und die Kante (tr2,st3) das Gewicht G(tr2,st3)=2 hat. Somit kann 
es zum Schaltakt 
(st1,3),(st2,0),(st3,0) [tr2> (st1,1),(st2,1)(st3,2) 
kommen. Die Folgemarkierung Mf ist durch den visuellen Graphen auf der rechten Seite 
der Abbildung 18 angedeutet. 
3.2.2.2.2.1.2 Schaltregel für Transitionsfolgen 
in S/T-Netzen 
Die Schaltwirkung wurde bislang lediglich für den Fall betrachtet, dass eine einzige 
Transition schaltet. Um Fälle erfassen zu können, in denen mehrere Transitionen nach-
einander schalten, werden Schaltfolgen eingeführt. Sie dienen der Beschreibung von 
Übergängen zwischen Markierungen eines Petri-Netzes, die nicht in einem direkten 
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Wirkungszusammenhang stehen müssen. Mit Schaltfolgen können auch indirekte Wir-
kungszusammenhänge zwischen Markierungen beschrieben werden. 
Die Menge TR* umfasst alle Folgen von Transitionen aus der Menge TR. Die Elemente 
der Menge TR* werden als Schaltfolgen bezeichnet und induktiv wie folgt definiert: 
(1.) λ∈TR*, 
(2.) ∀trn∈TR: trn∈TR* und 
(3.) ∀sf∈TR*, trn∈TR: sf trn∈TR*. 
Jedes Element sf∈TR*\{λ} wird in der Form sf=tr1...trlenSTN(sf) mit trx∈TR für 
x=1,...,lenSTN(sf)1) und lenSTN(sf)∈(N∪{∞}) notiert. Die Elemente trx müssen nicht 
paarweise unterschiedlich sein. Eine Transition trn kann demnach in einer Schaltfolge 
sf∈TR* mehrfach vorkommen. Darüber hinaus umfasst die Menge TR* alle denkbaren 
Schaltfolgen, somit u.a. auch die Nullschaltfolge λ. 
Die Menge TR* aller Schaltfolgen kann hinsichtlich der Länge n der Elemente in die 
zueinander disjunkten Teilmengen 
TR* = TR0 ∪ TR1 ∪...∪ TR∞ 
unterteilt werden.2) Jede Menge TRn⊂TR* mit n∈N umfasst Schaltfolgen der Länge n 
und wird wie folgt definiert: 
(1.) TR0={λ} 
(2.) TRn={sf trn | sf∈TRn-1 ∧ trn∈TR }. 
Die Länge n einer Schaltfolge sf∈TRn wird über die Funktion 
lenSTN: TR* → (N∪{∞}) 
bestimmt, wobei 
(1.) lenSTN(λ)=0 und 
(2.) lenSTN(trn)=1 für trn∈TR  
(3.) lenSTN(sf trn)=lenSTN(sf)+1, wenn sf∈TR* und trn∈TR  
gelten. Für jede längenspezifische Schaltfolgenmenge TRn gilt demnach:  
TRn={ sf | sf∈TR* ∧ lenSTN(sf)=n}. 
Der Begriff der Aktivierung von einzelnen Transitionen kann auf Schaltfolgen erweitert 
werden. Eine Schaltfolge sf∈TR* mit sf=(tr1...trlenSTN(sf)) ist demnach genau dann unter 
                                                 
1) Die Funktion lenST wird weiter unten als Ausdrucksmittel zur Angabe der Länge einer Schaltfolge 
vorgestellt.  
2) Die lägenspezifische Menge TR∞ von Schaltfolgen umfasst lediglich solche Schaltfolgen, in denen 
mindestens eine Transition unendlich oft vorkommt, da S/T-Netze mit einer unendlich großen Men-
ge TR von Transitionen ausgeschlossen wurden. Somit kann keine unendlich große Schaltfolge 
sf∈TR∞ existieren, in denen nur paarweise unterschiedliche Transitionen vorkommen. 
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einer Markierung Mr aktiviert, wenn eine Folge Mr...Mf von Markierungen derart exis-
tiert, dass 
( )1 len (sf)-1 STNSTNr 1 z z len (sf) fM [t M ... M [tr M> ∧ ∧ >  
gilt. Um die Aktiviertheit einer Schaltfolge sf∈TR* mit sf=(tr1...trlenST(sf)) unter einer 
Markierung Mr zu repräsentieren, wird der Ausdruck SFSTN rAKT (sf,M )  verwendet. 
Für den Spezialfall der Nullschaltfolge λ∉TR wird angenommen, dass Sie unter jeder 
Markierung aktiviert ist: 
( )SFr STN STN rM MF : AKT λ,M∀ ∈  
Für die Definition der Aktiviertheit einer endlichen Schaltfolge sf∈TR+ mit 
sf=tr1...trlenSTN(sf) wird auf die Aktiviertheit der Transitionen tr1,...,trlenSTN(sf)∈TR unter den 
jeweiligen Zwischenmarkierungen Bezug genommen. Um die Aktiviertheit der Transi-
tionen auszudrücken, wird wiederum die Relation AKTSTN verwendet, die in ihrem Ar-
gument eine Transition trn∈TR und eine Markierung Mz∈MFSTN aufnimmt. Für den Fall 
einer Schaltfolge tr1...trlenSTN(sf)∈TR+ gilt: 
( )
( )( )
( ) ( )( )
( ) ( )( )
STN
STN
1
STN len (sf)-1 len (sf)-1 STNSTN STN
+
1 len (sf ) r STN
SF
STN 1 len (sf ) r
STN 1 r STN r 1 z
STN len (sf) z STN z len (sf) f
tr . ..tr TR , M MF :
AKT tr . ..tr ,M  
AKT tr ,M   SR M ,tr =M ...
AKT tr ,M   SR M , tr =M .
∀ ∈ ∈
↔
∧ ∧ ∧
∧
 
Wenn eine Schaltfolge sf∈TR* mit sf=tr1...trlenSTN(sf) unter einer Markierung Mr aktiviert 
ist, können die Transitionen tr1,...,trlenSTN(sf) nacheinander geschaltet werden. Nach dem 
Schalten der letzten Transition trlenSTN(sf) wird die Markierung Mf erreicht. Die Markie-
rung Mr, die vor dem sequentiellen Schalten aller Transitionen aus der Schaltfolge sf 
vorlag, wird als Startmarkierung der Schaltfolge sf bezeichnet. Die Markierung Mf, die 
nach dem sequentiellen Schalten aller Transitionen tr1...trlenSTN(sf) vorliegt, wird als 
Schlussmarkierung der Schaltfolge sf bezeichnet. Die Markierungen 
1 len (sf)-1STNz z
M ,...,M ,  
die zwischen der Startmarkierung Mr und der Schlussmarkierung Mf liegen, werden als 
Zwischenmarkierungen der Schaltfolge sf bezeichnet.  
Um den Übergang von einer Startmarkierung Mr zu einer Schlussmarkierung Mf durch 
das sequentielle Schalten der Transitionen tr1,...,trlenSTN(sf) aus einer Schaltfolge 
sf=tr1...trlenSTN(sf) formal erfassen zu können, wird die Schaltfunktion SRSTN auf Schalt-
folgen übertragen. Die partielle Schaltfunktion für Schaltfolgen  
3 Bausteine des integrativen Modellierungskonzepts 298 
 
SF
STN STN STNSR :  ZMF TR*  ZMF× →  
bildet ein Tupel (Mr,sf) – bestehend aus einer Startmarkierung Mr∈ZMFSTN und einer 
zulässigen Schaltfolge sf∈TR* – auf eine zulässige Schlussmarkierung Mf∈ZMFSTN ab, 
wenn SFSTN rAKT (sf,M )  gilt.
1) Für den Fall einer Schaltfolge sf mit sf=λ gilt: 
( )SFr STN STN r rM ZMF :SR M ,λ =M∀ ∈  
Für denn Fall einer Schaltfolge sf mit sf∈TR+ gilt: 
( )( )
( )( ) ( )( )
ST 1 len (sf)-1STN
STN
1 len (sf)-1 STNSTN
+
1 len (sf) r z z f STN
SF
STN r 1 len (sf) f
STN r 1 z STN z len (sf) f
(tr ...tr ) TR ; M ,M ,...,M ,M ZMF :
SR M , tr ...tr =M
SR M ,tr M ... SR M , tr M
∀ ∈ ∈
↔
= ∧ ∧ =
 
Somit geht mit dem sequentiellen Schalten aller Transitionen aus einer Schaltfolge 
tr1...trn mit ( )( )STNSFSTN 1 len (sf) r fSR tr ...tr ,M =M  eine Folge MrMz1...MzlenSTN(sf)-1Mf∈ZMFSTN* 
von zulässigen Markierungen einher. 
Eine Folge 
( )( ) ( )( )
( )
{ }
,
*∈
∀ ∈
1 1 2 len (sf)-2 len (sf)-1 len (sf)-1 len (sf)-1 len (sf)STN STN STN STN STN
1
x-1
len (sf)-1STN
r 1 z z 2 z z n z z n f
STN STN
r 1 z
STN z x z
z le
M ,tr ,M M ,tr ,M ... M ,tr ,M M ,tr M
ZMF  × TR × ZMF
mit M  [tr > M
x 2,...,len (sf)-1 : M  [tr > M
und M  [tr
x
STNn (sf) f
> M
 
wird als formaler Prozess bezeichnet.2) Ein formaler Prozess ist demnach – vereinfacht 
formuliert – eine Folge von Referenzmarkierung-Transition-Folgemarkierung- Tupeln. 
Jede Folgemarkierung aus einem Tupel stellt die Referenzmarkierung des unmittelbar 
folgenden Tupels dar. Die erste Referenzmarkierung entspricht der Startmarkierung und 
die letzte Folgemarkierung der Schlussmarkierung. 
Wenn eine Schlussmarkierung Mf aus einer Startmarkierung Mr durch eine endliche 
Schaltfolge sf hervorgeht, wird die Schlussmarkierung als erreichbar aus Mr bezeich-
net. Der Zusammenhang wird durch die schaltfolgenspezifische Erreichbarkeitsrelation 
                                                 
1) Somit handelt es sich bei SF
STN
SR  um eine partielle Funktion, da sie nicht für jedes Tupel (sf,Mr) mit 
sf∈TR* und Mr∈ZMFSTN definiert ist, sondern nur für solche Tupel, für die SFSTN rAKT (sf,M )  gilt. 
2) Vgl. ZELEWSKI (1995), Bd. 3, S. 67 f. 
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[sf> ⊆ (ZMFSTN × ZMFSTN) 
ausgedrückt. Die Elemente aller schaltfolgenspezifischen Erreichbarkeitsrelationen 
werden in Infix-Notation angegeben. Es wird z.B. Mr [sf> Mf für (Mr,Mf)∈sf notiert, 
wenn die Schlussmarkierung Mf durch das sequentielle Schalten der Transitionen 
tr1,...,trlenST(sf) mit sf=tr1,...,trlenST(sf) von der Startmarkierung Mr aus erreichbar ist.
1) 
Eine Schlussmarkierung Mf ist von einer Startmarkierung Mr aus durch eine endliche 
Schaltfolge sf erreichbar (Mr [sf> Mf), wenn 
(1.) sf=λ und somit Mr=Mf, 
(2.) sf=trn, AKTSTN(trn,Mr) und Mr[trn>Mf oder 
(3.) sf=tr1,...,trlenST(sf), 
SF
STN rAKT (sf,M ) und  
∃MzlenSTN(sf)-1∈ZMFSTN: (Mr [tr1...trlenSTN(sf)-1> MzlenSTN(sf)-1) ∧ (MzlenSTN(sf)-1 [trlenSTN(sf)> Mf) 
gelten.  
Im Fall einer Nullschaltfolge λ stimmen Startmarkierung Mr und Schlussmarkierung Mf 
überein. Die Startmarkierung Mr wird nämlich beibehalten, wenn keine Transition 
schaltet. Die Schaltfolge sf=λ hat in diesem Fall die Länge lenSTN(sf)=0. Darüber hinaus 
können bei sf≠λ die Start- und die Schlussmarkierung Mr bzw. Mf unterschiedlich sein, 
müssen es aber nicht.  
3.2.2.2.2.2 Nebenläufigkeit und Konflikte 
Die Unterstellung kausaler Zeitstrukturen wurde im letzten Abschnitt bereits angespro-
chen. Aus dieser Annahme werden in diesem Abschnitt zwei weitere Begriffe abgelei-
tet, die als wesentliche Charakteristika von Petri-Netzen gelten. Es handelt sich dabei 
um die Nebenläufigkeit und Konflikte. Sie hängen unmittelbar mit der kausalen Zeit-
struktur zusammen, die Petri-Netzen zugrunde liegt. Kausale Zeitstrukturen heben sich 
von relativen und absoluten Zeitstrukturen2) dadurch ab, dass keine Uhr vorausgesetzt 
wird, die Signale aussendet, um eine Zeitmessung vornehmen zu können. Es werden le-
diglich Interdependenzen zwischen einerseits Systemzuständen und andererseits Ereig-
nissen in der Form konzeptualisiert, dass das potenzielle Stattfinden einer Menge von 
Ereignissen, das Vorliegen von bestimmten Systemzustände voraussetzt.3)  
                                                 
1) Diese Schreibweise wurde bereits früher verwendet, als der unmittelbare Übergang von einer Refe-
renzmarkierung Mr zu der Folgemarkierung Mf durch das Schalten einer Transition tr als 
Mr [tr> Mf 
 vorgestellt wurde. Die vorherige Schreibweise stellt den Spezialfall einer schaltfolgenspezifischen 
Erreichbarkeitsrelation dar, in dem die Schaltfolge sf nur aus einer Transition tr besteht. 
2) Zu relativen und absoluten Zeitstrukturen vgl. OBERWEIS (1990), S. 35 ff. u. 39 ff.; 
3) Vgl. GENRICH (2002), S. 58; OBERWEIS (1990), S. 25.  
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Die Begriffe Nebenläufigkeit und Konflikt knüpfen unmittelbar an den Begriff Kausali-
tät an. Während in absoluten Zeitstrukturen beispielsweise die „Parallelität“ von Ereig-
nissen erfassbar ist, werden in relativen Zeitstrukturen die gegenseitigen Abhängigkei-
ten von Ereignissen unabhängig von einer Zeitskala betrachtet. Von Interesse ist ledig-
lich die gegenseitige kausale Abhängigkeit der Aktiviertheiten für die betrachteten 
Transitionen von Systemzuständen. Dabei stellen Nebenläufigkeit und Konflikt zwei 
zueinander komplementäre Phänomene dar, die für die Aktivierung von mehreren Tran-
sitionen gelten können. Es handelt sich dabei um eine vollkommene Komplementarität, 
da der Raum aller möglichen Abhängigkeitsbeziehungen zwischen Transitionsaktivie-
rungen durch die nebenläufige und die konfiliktionäre Aktiviertheit vollständig ausge-
schöpft wird.  
Mit Nebenläufigkeit in Petri-Netzen wird der Umstand bezeichnet, bei dem die Schalt-
voraussetzungen für mindestens zwei Transitionen unabhängig voneinander erfüllt 
sind.1) Wenn alle Transitionen aus einer Menge2) von nebenläufig unter einer Referenz-
markierung Mr aktivierten Transitionen gemeinsam schalten, tritt eine Folgemarkierung 
Mf ein, die auch dann eintreten muss, wenn alle Transitionen aus dieser Menge in belie-
biger Reihenfolge nacheinander schalten würden. Die Folgemarkierung  
Mf = ( )( )SFSTN 1 n rSR tr ...tr ,M  
würde somit aus dem Schalten jeder Schaltfolge sf, die einer Permutation aller Transiti-
onen tr1,...,trn aus der o.a. Menge entspricht, hervorgehen. 
Das gemeinsame Schalten nebenläufig aktivierter Transitionen führt immer zu einer zu-
lässigen Folgemarkierung Mf, wobei die Zulässigkeit von Mf genau dann gegeben ist, 
wenn sie nicht im Widerspruch zu der Integritätsbedingung n
2STN
IB  ist. Bemerkenswert 
hierbei ist, dass eine Transition trn auch nebenläufig „zu sich selbst“ aktiviert sein kann. 
Dieser Sonderfall tritt genau dann ein, wenn trn unter einer solchen Referenzmarkierung 
Mr aktiviert ist, der zufolge einerseits alle Stellen stm∈VBTR(trn) jeweils solche stellen-
bezogenen Markierungen aufweisen, dass der mehrfache Markenkonsum durch trn ge-
                                                 
1) Vgl. GIRAULT/VALK (2003), S. 12.  
2) Bei einer formalsprachlichen Präzisierung der nebenläufigen oder konfliktionären Aktivierung von 
Transitionen müsste eine solche Menge von Transitionen als Multimenge aufgefasst werden, da sich 
die nebenläufige bzw. konfliktionäre Aktiviertheit auch auf die „multiple Aktiviertheit“ von einer 
Transition beziehen kann; vgl. BAUMGARTEN (1996), S. 97. Solche multiplen Aktiviertheiten werden 
weiter unten thematisiert. Der Verfasser verzichtet allerdings aus zwei Gründen auf eine formal-
sprachlich aufwendige Präzisierung von Nebenläufigkeit und Konflikt. Ersten liegen bereits Ansätze 
vor, in denen nebenläufige und konfliktionäre Aktiviertheiten formal formuliert werden; vgl. 
ZELEWSKI (1995), Bd. 3, S. 74 ff., allerdings lediglich mit binären Relationen, mittels derer die ent-
weder nebenläufige oder konfliktionäre Aktiviertheit von genau zwei Transitionen ausgedrückt wer-
den kann. Zweitens wird der Aufwand, der mit der formalen Präzisierung unweigerlich verbunden 
ist, im Kontext der Modellierung kooperativer Informationssysteme durch keinen entsprechenden 
Bedarf gerechtfertigt. 
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währleistet ist und andererseits alle Stellen stm∈NBTR(trn) solche stellenbezogenen Mar-
kierungen Mr(stm) und Kapazitäten KP(stm) aufweisen, dass es durch das mehrfache 
Schalten von trn zu keiner Kapazitätsüberschreitung kommt. Für die folgenden Ausfüh-
rungen werden jedoch lediglich die „konventionellen“ Fälle der entweder nebenläufigen 
oder konfliktionären Aktivierung von genau zwei voneinander unterschiedlichen Transi-
tionen untersucht. Die Untersuchung kann allerdings nicht auf die Aktiviertheit von 
mindestens drei Transitionen erweitert werden. Zu beachten ist hierbei, dass drei Transi-
tionen nicht notwendigerweise gemeinsam nebenläufig aktiviert sein müssen, wenn die 
betrachteten Transitionen paarweise nebenläufig aktiviert sind.1) Es kann nämlich 
durchaus sein, dass die betrachteten Transitionen jeweils zu zweit gemeinsam ohne In-
tegritätsverletzung schalten können und somit nebenläufig aktiviert sind, jedoch das 
gemeinsame Schalten aller Transitionen zu einer Integritätsverletzung führen würde. 
Beispielhaft ist die nebenläufige Aktiviertheit von Transitionen in der Abbildung 19 il-
lustriert: 
tr3
tr2
tr4tr1
st1
st2
st4
st3
st5
st6
 
Abbildung 19: Nebenläufigkeit in Petri-Netzen 
Im S/T-Netz der Abbildung 19 sind die beiden Transitionen tr2 und tr3 nebenläufig zu-
einander aktiviert. Durch die Schaltfolgen sf1=tr2tr3 und sf2=tr3tr2 würde – ausgehend 
von der Referenzmarkierung Mr entsprechend Abbildung 19 – stets die gleiche Folge-
markierung Mf mit den stellenbezogenen Markierungen 
Mf(st1)=Mf(st2)=Mf(st4)=Mf(st6)=0 
und Mf(st3)=Mf(st5)=1 
hervorgebracht. 
Nebenläufigkeit tritt im offensichtlichsten Fall dann auf, wenn zwei Transitionen tr1 und 
tr2 unter derselben Markierung aktiviert sind und in ihren jeweiligen Nachbarschaften 
NATR(tr1) bzw. NATR(tr2) keine gemeinsame Stelle stm aufweisen. In diesem Fall kön-
nen die Transitionen tr1 und tr2 in beliebiger Reihenfolge oder „gleichzeitig“ schalten. 
Die Folgemarkierungen sind stets die gleichen. 
                                                 
1) Vgl. BAUMGARTEN (1996), S. 94 f.  
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Der nicht so offensichtliche Fall tritt dann auf, wenn die nebenläufige Aktiviertheit von 
Transitionen gegeben ist, in deren Nachbarschaften NATR(tr1) und NATR(tr2) mindestens 
eine Stelle stm gemeinsam vorkommt. 
Wenn die Stelle stm in den Vorbereichen VBTR(tr1) und VBTR(tr2) vorkommt, sind bei 
nebenläufiger Aktiviertheit auf stm genügend Marken enthalten, um beide Transitionen 
schalten zu lassen. Die Markierung Mr(stm) der Stelle stm∈(VBTR(tr1)∩VBTR(tr2)) ist in 
diesem Fall mindestens so groß wie die Summe G(stm,tr1)+G(stm,tr2) der Gewichte der 
adjazenten Kanten (stm,tr1) und (stm,tr2). 
Wenn die Stelle stm in den Nachbereichen NBTR(tr1) und NBTR(tr2) der beiden Transiti-
onen tr1 und tr2, aber in keiner der beiden Mengen VBTR(tr1) und VBTR(tr2) vorkommt1), 
muss die Kapazität KP(stm) der Stelle stm bei nebenläufiger Aktiviertheit mindestens so 
groß sein wie die Summe aus ihrer aktuellen Markierung Mr(stm), der Gewichtung 
G(tr1,stm) und der Gewichtung G(tr2,stm). Durch das Schalten beider Transitionen tr1 
und tr2 würden auf der Stelle insgesamt so viele Marken abgelegt werden, dass – trotz 
ihrer aktuellen Markierung – ihre Kapazität nicht überschritten wird. 
Wenn eine Stelle im Nachbereich NBTR(tr1) und nicht im Vorbereich VBTR(tr1) der ers-
ten Transition tr1 sowie im Vorbereich VBTR(tr2) und nicht im Nachbereich NBTR(tr2) 
der zweiten Transition tr2 enthalten ist, liegt eine sequentielle Anordnung der Transitio-
nen vor. In diesem Fall muss die Stelle stm, die zwischen tr1 und tr2 liegt, eine Kapazität 
KP(stm) haben, die mindestens so groß ist wie die Summe Mr(stm)+G(tr1,stm) ihrer Mar-
kierung Mr(stm) und der Anzahl G(tr1,stm) an Marken, die durch das Schalten von tr1 auf 
stm abgelegt werden. Gleichzeitig muss die Markierung Mr(stm) mindestens so groß sein 
wie die Anzahl G(stm,tr2) an Marken, die durch das Schalten der Transition tr2 der Stelle 
stm entzogen werden. 
Der zur Nebenläufigkeit komplementäre Fall der Aktiviertheit zweier unterschiedlicher 
Transitionen umfasst die konfliktionäre Aktiviertheit. Der Zustand einer konfliktionären 
Aktiviertheit zweier unterschiedlicher Transitionen wird als Konflikt bezeichnet. Auf-
grund der Exhaustion der Aktivierungsmöglichkeiten für mindestens zwei Transitionen 
liegt ein Konflikt zwischen mindestens zwei aktivierten Transitionen immer dann vor, 
wenn die Transitionen nicht nebenläufig aktiviert sind. Unabhängig von der Nebenläu-
figkeit kann ein Konflikt zwischen zwei aktivierten Transitionen als ein Zustand defi-
niert werden, bei dem das gleichzeitige Schalten von mehreren Transitionen, die jede 
für sich aktiviert sind, zu einer unzulässigen Markierung führen würde. Die Unzulässig-
keit einer Markierung Mz liegt in S/T-Netzen genau dann vor, wenn Mz im Widerspruch 
zu der Integritätsbedingung n
2STN
IB  steht. Ein solcher Konflikt ist in der Abbildung 20 
illustriert. 
                                                 
1) Kommt die Stelle stm sowohl in NBTR(tr1) und NBTR(tr2) als auch in mindestens einer der beiden 
Mengen VBTR(tr1) oder VBTR(tr2) vor, liegt mindestens eine Schleife vor. Dieser Fall wird weiter un-
ten diskutiert. 
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tr2
tr1
tr3st1
st2
st3
st4
 
Abbildung 20: Konflikt im allgemeinen Fall 
In der Abbildung 20 sind die Transitionen tr1 und tr2 konfliktionär aktiviert. Wenn näm-
lich beide Transitionen gemeinsam schalten würden, müssten der Stelle st1 insgesamt 
zwei Marken entzogen werden. Aufgrund ihrer aktuellen Markierung mit nur einer 
Marke würde dies allerdings zu einer negativen und somit unzulässigen Markierung 
führen. 
Im Fall konfliktionär aktivierter Transitionen kann das Schalten der einen Transition die 
Aktiviertheit der anderen Transition aufheben. Wenn das Schalten der einen Transition 
die Aktiviertheit der anderen Transition aufhebt, liegt grundsätzlich ein Konflikt zwi-
schen den beiden Transitionen vor. Das Aufheben der Aktiviertheit der einen Transition 
durch das Schalten der zweiten Transition ist zwar hinreichend, allerdings nicht not-
wendig für das Vorliegen eines Konflikts.1) Wenn nämlich eine Stelle in zwei Schleifen 
enthalten ist, können die an den Schleifen beteiligten Transitionen zueinander in Kon-
flikt stehen, obwohl durch das Schalten der einen Transition die Aktiviertheit der ande-
ren Transition nicht aufgehoben wird. Der Umstand wird in Abbildung 21 verdeutlicht. 
tr1 tr2
st1
 
Abbildung 21: Konflikt bei zwei Schleifen 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 76.  
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Die beiden Transitionen tr1 und tr2 sind konfliktionär aktiviert, da ihr gleichzeitiges 
Schalten eine negative Markierung auf der Stelle st1 bedeuten würde. Durch das Schal-
ten einer Transition wird allerdings nicht die Aktiviertheit der jeweils anderen Transiti-
on beeinflusst. 
Umgekehrt kann allerdings aus dem Umstand, dass beim Schalten einer Transition tr1 
die Aktiviertheit der zweiten Transition nicht aufgehoben wird, nicht auf Nebenläufig-
keit geschlossen werden. Die Nicht-Aufhebung der Aktiviertheit einer zweiten Transiti-
on ist zwar notwendig, aber nicht hinreichend für die nebenläufige Aktiviertheit.1) Für 
die Bestimmung der Nebenläufigkeit muss nämlich das punktartige gemeinsame Schal-
ten zweier Transitionen betrachtet werden. Nur wenn das gemeinsame Schalten von 
zwei Transitionen zu einer zulässigen Markierung führen würde, sind die Transitionen 
nebenläufig aktiviert. Es sind wiederum Schleifen mit einer gemeinsamen Stelle, in de-
nen ein Konflikt – und somit keine Nebenläufigkeit – vorliegen kann. Beispielsweise 
wird durch das Schalten eine Transition in Abbildung 21 die Aktiviertheit der zweiten 
Transition nicht beeinflusst. Dennoch sind die Transitionen nicht nebenläufig aktiviert. 
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 3, S. 77.  
4 Integration von Ontologien und Petri-Netzen 305 
 
4 Integration von Ontologien und Petri-Netzen 
4.1 Überblick über das Integrationsvorhaben 
Durch den Übergang von S/T-Netzen auf höhere Petri-Netze wird die Petri-Netz-
Theorie um die Möglichkeit angereichert, individualisierte Marken zu verwenden. 
Durch diesen Übergang werden die Marken – die bislang in S/T-Netzen lediglich ato-
mare formale Objekte darstellten – mit einer inneren Struktur versehen. Die innere 
Struktur jeder Marke trägt dazu bei, dass alle Marken individuell und somit voneinander 
unterscheidbar sein können. Mit dieser Individualisierung von Marken ist in erster Linie 
der Vorteil verbunden, Petri-Netz-gestützte Modelle kompakter darzustellen.1) Während 
in S/T-Netzen für jedes individuell zu repräsentierende Objekt eine eigene Stelle konzi-
piert werden muss, können in höheren Petri-Netzen unterschiedliche Objekte auf der-
selben Stelle platziert werden. Die Netz-Dynamik wird dann in Abhängigkeit von den 
Objekteigenschaften formuliert.  
In den folgenden Abschnitten werden die beiden Bausteine des integrativen Modellie-
rungsansatzes zusammengeführt. Es handelt sich hierbei einerseits um Ontologien und 
andererseits um höhere Petri-Netze. Durch die Integration von Ontologien und Petri-
Netzen wird zum einen erhofft, die fehlende operationale Komponente von Ontologien 
zu überbrücken. Zum anderen wird eine Petri-Netz-Klasse entwickelt, die eine sprach-
adäquate Modellierung2) durch ihre Ontologie-Komponente erlaubt. Dieser Zusammen-
hang wird durch Tabelle 11 verdeutlicht. 
 
 sprachadäquate  
Modellierung 
algebraisch-
prädikatenlogische 
Basis 
operationale  
Semantik 
ONTOLOGIEN  9 9  
HÖHERE 
PETRI-NETZE  9  9 
Tabelle 11: Integrationspotenzial von Ontologien und höheren Petri-Netzen 
Mit S/T-Netzen wurde im vorherigen Abschnitt eine Grundform elementarer Petri-
Netze vorgestellt. Mit dem Übergang zu höheren Petri-Netzen wird das Petri-Netz-
Konzept um mehrere Facetten angereichert. Dabei ist die Bezeichnung „höhere Petri-
                                                 
1) Vgl. GENRICH (1987), S. 208 ff.; ZELEWSKI (1995), Bd. 5.1, S. 8 ff.  
2) Die Sprachadäquatheit der ontologiegestützten Modellierung wird durch ihre syntaktischen, semanti-
schen und pragmatischen Aspekte gewährleistet. Sie wurde in den Abschnitten 3.1.2, 3.1.3 bzw. 
3.1.4 vorgestellt.  
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Netze“ teilweise mit unterschiedlichen Verständnissen belegt.1) Von den verschiedenen 
Begriffsverständnissen ist dasjenige am weitesten verbreitet, bei dem solche Petri-Netze 
als „höhere“ Petri-Netze bezeichnet werden, deren Marken grundsätzlich voneinander 
unterscheidbar sind. In weiteren Konzeptualisierungen werden höhere Petri-Netze mit 
hierarchisierten Netzstrukturen oder Erweiterungen um temporale Aspekte assoziiert. 
Um alternative Begriffsverständnisse für die vorliegende Arbeit nicht gänzlich auszu-
schließen, werden sie unter dem Begriff der „höheren Petri-Netze i.w.S.“ subsumiert. 
Als „höhere Petri-Netz i.e.S.“ werden hingegen Petri-Netze der erstgenannten Art be-
zeichnet. Für die vorliegende Arbeit wird von diesem letztgenannten Begriffsverständ-
nis ausgegangen. Demnach handelt es sich bei höheren Petri-Netzen i.e.S. um solche 
Petri-Netze, deren Marken individueller Natur sein können. Falls nicht explizit hervor-
gehoben, wird im weiteren Argumentationsverlauf von höheren Petri-Netzen i.e.S. aus-
gegangen, wenn der Zusatz „i.e.S.“ entfällt. 
S/T-Netze erweisen sich als äußerst unpraktisch, wenn komplexe Modelle konstruiert 
werden sollen. Für jedes individuell zu repräsentierende Objekt, das im Modell berück-
sichtigt werden soll, muss in S/T-Netzen eine eigene Stelle vorgesehen werden. Es kön-
nen zwar Objekte derselben Art zusammengefasst und durch Markierung einer Stelle 
repräsentiert werden, allerdings kann auch diese Vorgehensweise zu einer drastischen 
Zunahme der Netzkomplexität führen. 
In höheren Petri-Netzen werden ähnliche Objekte zusammengefasst und durch die Mar-
kierung einer Stelle repräsentiert. Dadurch können kompaktere Modelle konstruiert 
werden, die äquivalent zu Modellen mit einer höheren Komplexität sind, die mit Hilfe 
von elementaren Petri-Netzen gestaltet werden. Ausgehend von dem Vorhaben, durch 
individuelle Marken auch solche Petri-Netz-gestützten Modelle mit einer geringen 
Komplexität der Netztopologie konstruieren zu können, die für praktische Problemfel-
der relevant sein können, wurden verschiedene Klassen höherer Petri-Netze 
entwickelt2). Grundlegend sind dabei algebraische Petri-Netze, farbige Petri-Netze und 
Pr/T-Netze. In algebraischen Petri-Netzen3) werden die Stellen eines Petri-Netzes mit 
Sorten einer algebraischen1) sortierten Spezifikation, die Flussrelationen mit 
                                                 
1) Zu Überblicken über unterschiedliche Auslegungen der Bezeichnung höhere Petri-Netze vgl. 
GEROGIANNIS ET AL. (1998), S. 139 ff.; VAN DER AALST/VAN HEE (2002), S. 41 ff. 
2) Für einen umfassenden Vergleich der verschiedenen Klassen höherer Petri-Netze vgl. GEROGIANNIS 
ET AL. (1998), S. 139 ff. Für eine generische Beschreibung des Prinzips höherer Petri-Netze vgl. 
SMITH (1998), S. 181. 
3) Vgl. REISIG (1991A), S. 1  ff.  
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einer algebraischen1) sortierten Spezifikation, die Flussrelationen mit Multimengen von 
Termen und die Transitionen mit Gleichungen über der Signatur annotiert. In farbigen 
Petri-Netzen2) wird jede Stelle im Petri-Netz mit einer „Farbe“, die in der Regel einem 
Datentyp aus einer zugrunde gelegten höheren Programmiersprache entspricht, annotiert 
und die Transitionen mit Formeln annotiert, die nur für die Datentypen aus den Annota-
tionen der adjazenten Stellen definiert sind. In Pr/T-Netzen3) werden die Netzkompo-
nenten mit Ausdrücken über einer prädikatenlogischen Signatur beschriftet. 
Ontologie-Netze weisen sowohl Aspekte von Pr/T-Netzen als auch von algebraischen 
Netzen auf. Für beide Petri-Netz-Klassen wird die Prädikatenlogik als ein formaler Bau-
stein des Integrationskonzepts herangezogen. Sie wurden als besonders geeignet für das 
Integrationskonzept beurteilt, da für Ontologien bereits ein formaler Rahmen gewählt 
wurde, der zur Spezifikation mit sortierten Signaturen „abwärtskompatibel“ ist. Dieser 
Rahmen kann reibungslos in eine sortierte Prädikatenlogik überführt werden, die als 
Grundlage für Pr/T-Netze verwendet werden kann. Darüber hinaus verhalten sich Pr/T-
Netze sowohl zu algebraischen als auch zu farbigen Petri-Netzen insofern komplemen-
tär, als dass keine Unterschiede in der Ausdruckmächtigkeit ausgemacht werden kön-
nen.  
                                                 
1) Als algebraische sortierte Signaturen werden solche Signaturen bezeichnet, in denen nur Sorten und 
Operationssymbole spezifiziert werden können. Wird zudem ein ausgezeichnetes Relationssymbol 
(z.B. „=“) zugelassen, das in der zugehörigen logischen Struktur als Gleichheitsrelation interpretiert 
wird, wird das Kalkül, das die Signatur und die Formierungsregeln für algebraische Formeln um-
fasst, als algebraische Gleichungslogik bezeichnet. Eine algebraische Signatur in Verbindung mit ei-
ner Menge von Formeln, die alle mit Hilfe des Relationssymbols für die Gleichheit konstruiert wer-
den, wird als algebraische Spezifikation bezeichnet.  
2) Vgl. JENSEN (1996), S. 65 ff. 
3) Vgl. HE ET AL. (2004), S. 11 ff.; KORCZYNSKI ET AL. (1990), S. 40 ff. 
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4.2 Ontologie-Netze 
4.2.1 Definition von Ontologie-Netzen 
Ein Ontologie-Netz ON ist definiert als: 
ON=(ST,TR,FR,IR,SPEZOS,trans,ASIGST,ANON,KP,M0) 
mit 
IBPN1:  (ST ∩ TR) = ∅, 
IBPN2:  (ST ∪ TR) ≠ ∅, 
IBPN3:  (ST ∪ TR) = (VBFR(FR) ∪ NBFR(FR)), 
IBON1.1:  ∀(stm,trn)∈(ST×TR),w∈K+:  typRSOS(ANST(stm)) = w → 
             ANFR(stm,trn)∈MULT(TTw), 
IBON1.2: ∀(trn,stm)∈(TR×ST),w∈K+:  typRSOS(ANST(stm)) = w → 
             ANFR(trn,stm)∈MULT(TTw), 
IBON2:  ∀(stm,trn)∈(ST×TR),w∈K+:  typRSOS(ANST(stm)) = w → 
             ANIR(stm,trn)∈MULT(TTw), 
IBON3:  ∀stm∈ST,w∈K+:      typRSOS(ANST(stm)) = w → 
             M0(stm)∈MULT(GTTw) 
IBON4: ∀stm∈ST:        0 ≤ #(M0(stm)) ≤ KP(stm) und 
IBON5: ∀x∈VAR, trn∈TR:     x∈varOUT(trn) → 
             (x∈varIN(trn) ∨ x∈varFOS(ANTR(trn))). 
Die Komponenten eines Ontologie-Netzes sind: 
(1.) eine Menge ST={st1,...,stM} von Stellen mit m∈{1,...,M} und M∈N+ 
mit ST=STPOS ∪ STNEG, 
(2.) eine Menge TR={tr1,...,trN} von Transitionen mit n∈{1,...,N} und N∈N+ 
mit TR = TRPROZ ∪ TRDEK mit TRPROZ ∩ TRDEK=∅ und 
TRDEK = TRINF ∪ TRINT mit TRINT ∩ TRINF = ∅ mit 
 ∀trn∈TRDEK: ¬∃stm∈ST: (stm,trn)∈FR und 
 ∀trn∈TRINF: |(NB(trn)| = 1, 
 ∀trn∈TRINT: ∃stm∈ST: (stm,trn)∈IR, 
 ∀trn∈TRINT: NBTR(trn)=∅, 
(3.) eine Flussrelation FR mit FR⊆((ST×TR)∪(TR×ST)), 
(4.) eine Informationsrelation IR⊆(ST×TRDEK), 
(5.) eine Ontologie SPEZOS=(SIGOS,INFSIGOS,INTSIGOS) 
mit einer zugrunde liegenden ontologischen Signatur SIGOS mit 
SIGOS=(K,MEN,ALPHMETA,,L,p,OPS,typOPSOS,RS,typRSOS,VARFSIGOS,bezf,deff) mit 
SIGDY=(K,MEN,ALPHMETA,,L,p,OPS,typOPSOS,RSDY,typRSDY,VARFSIGOS,bezf,deff), 
SIGST=(K,MEN,ALPHMETA,,L,p,OPS,typOPSOS,RSST,typRSST,VARFSIGOS,bezf,deff) und 
RS = RSST ∪ RSDY, 
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einer Menge INFSIGOS ⊆ FORMSIGOS von Inferenzregeln über SIGOS und 
einer Menge INTSIGOS ⊆ FORMSIGOS von Integritätsregeln über SIGOS, 
(6.) eine Familie trans=(transINT,transINT) von Zuordnungsfunktionen für deklarative 
Transitionen mit: 
  transINF: INFSIGOS → TRINF und 
   transINT: INTSIGOS → TRINT, 
(7.) einem Support ASIGST 
mit ASIGST=(OBFOS,OPF,RFST,IFST) und 
  ∀F∈(INFSIGOS∪INTSIGOS): F∈FORMSIGST → ASIGST B F, 
(8.) eine Familie ANON=(ANST,ANTR,ANFR,ANIR) von 
Annotationsfunktionen mit 
(8.1.)  der Stellenannotation 
 ANST: ST → RSDY∪RSDY, 
 mit RSDY={Rj | Rj∈RSDY}. 
(8.2.) der Transitionsannotation 
 ANTR: TR → FORMSIGST, 
(8.3.) der operationalen Kantenannotation 
 ANFR: (ST×TR)∪(TR×ST) → MULT(TTSIGOS), 
(8.4.) der deklarativen Kantenannotation 
 ANIR: (ST×TR) → MULT(TTSIGOS), 
(9.) eine Kapazitätsfunktion KP: ST → N+∪{∞} und 
(10.) eine Anfangsmarkierungsfunktion M0: ST → MULT(GTTSIGOS). 
Bezüglich ihrer Netztopologie1) unterscheiden sich Ontologie-Netze von S/T-Netzen in 
einigen Punkten. Erstens umfasst zwar auch jedes Ontologie-Netz ON eine Menge ST 
von Stellen, eine Menge TR von Transitionen und eine Flussrelation 
FR⊆((ST×TR)∪(TR×ST))2), allerdings werden die Stellen und Transitionen nochmals 
                                                 
1) Die Topologie eines Ontologie-Netzes ist die Gesamtheit aus der Knotenmenge ST, der Transitio-
nenmenge TR, der Flussrelation FR mit FR⊆((ST×TR)∪(TR×ST)), der Informationsrelation 
IR⊆(ST×TRDEK) sowie den Integritätsbedingungen IBON1.1, IBON1.2, IBON2, IBON3 und IBON4.  
2) Eigentlich werden in Ontologie-Netzen nur Flusskanten von Stellen zu prozeduralen Transitionen 
und von Transitionen zu Stellen zugelassen. Flusskanten sind nämlich bei einem Schaltakt stets mit 
einer Markenvariation verbunden. Deklarative Transitionen dürfen hingegen keine Markenvariation 
auf ihren Vorbereichsstellen bewirken. Somit werden Flusskanten von Stellen zu deklarativen Tran-
sitionen ausgeschlossen. Entsprechend müsste die Flussrelation FR definiert werden als: 
FR⊆((ST×TRPROZ)∪(TR×ST)). 
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nach ihren Arten unterschieden. So werden einerseits Stellen in positive und negative 
Stellen und andererseits Transitionen in prozedurale und deklarative Transitionen un-
terschieden. Zweitens sind in jedem Ontologie-Netz ON noch weitere topologische 
Komponenten enthalten, die für S/T-Netze nicht vorgesehen sind. Bezüglicher dieser 
topologischen Unterschiede zwischen S/T-Netzen einerseits und Ontologie-Netzen an-
dererseits ist insbesondere die Informationsrelation IR hervorzuheben, auf die in Kürze 
eingegangen wird. 
Für die Netztopologie eines Ontologie-Netzes ON gelten die Integritätsbedingungen, 
IBPN1, IBPN2 und IBPN3, die für alle Petri-Netze Gültigkeit haben.
1) Einerseits gilt für alle 
Ontologie-Netze die Disjunktheitsbedingung ST∩TR=∅ (IBPN1). Das heißt, dass es in 
einem Ontologie-Netz ON kein formales Objekt geben darf, das sowohl eine Stelle als 
auch eine Transition ist. Andererseits gilt für alle Ontologie-Netze die Existenzbedin-
gung ST∪TR≠∅ (IBPN2). Zudem gilt in Ontologie-Netzen die Verknüpftheitsbedingung 
IBPN3, derzufolge kein isolierter Knoten vorkommen darf. Erst durch die Verknüpft-
heitsbedingung IBPN3 wird gewährleistet, dass die variablen Extensionen von dynami-
schen Relationssymbolen netzendogen durch Schaltakte variiert werden können.2) Auf-
grund der Existenzbedingung IBPN2 und der Verknüpftheitsbedingung IBPN3 sind die 
kleinstmöglichen Ontologie-Netzen wohldefiniert. Es handelt sich hierbei um die Onto-
logie-Netze ON1=({stm},{trn},{(stm,trn)}) und ON2=({stm},{trn},{(trn,stm)}).3) 
Stellen aus Ontologie-Netzen können in positive und negative Stellen unterschieden 
werden. Positive Stellen sind solche Stellen, die durch die Stellenannotationsfunktion 
                                                                                                                                               
 Hierdurch würde auch die für Petri-Netze charakteristische Bipartitheit nicht durchbrochen werden, 
da die Menge TRPROZ eine Teilmenge der Menge TR aller Transitionen ist. Allerdings würde hier-
durch die Übertragbarkeit der Erkenntnisse aus S/T-Netzen auf Ontologie-Netze beeinträchtigt wer-
den. Bei Bedarf kann nämlich die Netztopologie eines Ontologie-Netzes auf jene Aspekte reduziert 
werden, die auch für S/T-Netze gültig sind. Zu der Netztopologie eines S/T-Netzes gehören neben 
den Integritätsbedingungen IBPN1.1, IBPN1.2, IBPN2 und IBPN3, die Knotenmenge ST, die Transitionen-
menge TR und die Flussrelation FR mit FR⊆((ST×TR)∪(TR×ST)).  
1) Vgl. Abschnitt 3.2.1.  
2) Da Informationskanten auf den schaltbedingten Markenab- oder -zufluss von bzw. zu einer adjazen-
ten Stelle stm keinen Einfluss haben, brauchen sie in der Verknüpftheitsbedingung IBPN3 nicht be-
rücksichtigt zu werden. Durch die Verknüpftheitsbedingung IBPN3 wird gewährleistet, dass die Ex-
tensionen der dynamischen Relationssymbole, die den Stellen in einem Ontologie-Netz zugeordnet 
sind, durch Schaltakte variiert werden können. Da Informationskanten jedoch weder für den Mar-
kenabfluss noch für den Markenzufluss verwertbar sind, werden sie in der Verknüpftheitsbedingung 
IBPN3 nicht berücksichtigt. Wenn die einzige Verknüpfung einer Stelle stm zu den restlichen Netz-
komponenten durch eine Informationskante (stm,trn)∈IR erlaubt würde, so gäbe es keine Möglich-
keit, durch Schaltakte auf die Extension des Relationssymbols Rj mit ANST(stm)=Rj einzuwirken. Die 
Abfragen der nicht variierbaren Extensionen von Relationssymbolen in der Transitionsannotation 
ANTR(trn) erfolgen über die statische SIGST-Struktur ASIGST. 
3) Vgl. hierzu die Ausführungen zu den kleinstmöglichen allgemeinen Petri-Netzen PN1 und PN2 in 
Abschnitt 3.2.1.  
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ANST einem (positiven) Relationssymbol Rj aus der zugrunde gelegten Ontologie 
SPEZOS zugeordnet sind. Die Menge STPOS umfasst alle positiven Stellen aus einem 
Ontologie-Netz ON. Negative Stellen sind hingegen solche Stellen, die mit einem nega-
tiven Relationssymbol Rj annotiert werden. Jedes negative Relationssymbol Rj ent-
spricht der Negation eines positiven Relationssymbols Rj.1) Die Menge STNEG umfasst 
alle negativen Stellen aus einem Ontologie-Netz ON. Mit den Markierungen von positi-
ven Stellen werden mittelbar2) die zustandsspezifischen Extensionen der positiven Rela-
tionssymbole angegeben, die den positiven Stellen zugeordnet sind. Analog dazu wer-
den mit den Markierungen der negativen Stellen mittelbar die zustandsspezifischen Ex-
tensionen der negativen Relationssymbole angegeben, die den negativen Stellen zuge-
ordnet sind.  
Die Menge TR aller Transitionen aus einem Ontologie-Netz ON wird in die Mengen 
TRPROZ aller prozeduralen Transitionen und die Menge TRDEK aller deklarativen Tran-
sitionen unterteilt.3) Die Menge TRDEK aller deklarativen Transitionen wird zusätzlich in 
die Menge TRINF aller Inferenztransitionen und die Menge TRINT aller Integritäts-
transitionen unterteilt. Sowohl prozedurale als auch deklarative Transitionen bewahren 
die grundsätzliche Eigenschaft von Transitionen aus Petri-Netzen, dynamische Knoten 
zu sein. Ausprägungen beider Transitionsarten werden nämlich dazu genutzt, Übergän-
ge zwischen unterschiedlichen Markierungen einzuleiten.4) Der Unterschied zwischen 
prozeduralen und deklarativen Transitionen liegt hingegen in der Art der Aktivität, die 
durch sie repräsentiert werden. 
                                                 
1) Vgl. Abschnitt 3.1.4.3.3.2. 
2) Die Extension eines dynamischen Relationssymbols Rj∈RSDY geht insofern mittelbar aus der Mar-
kierung der entsprechenden Stelle hervor, als dass es sich bei der Stellenmarkierung stets um ein 
Multimenge über der Menge GTTSIGOS aller ontologischen Grundtermtupel handelt. Im Unterschied 
zu anderen höheren Petri-Netz-Klassen (vgl. z.B. STARKE (1990), S. 240) werden die Stellen aus On-
tologie-Netzen nicht mit formalen Objekten aus einer SIGOS-Struktur ASIGOS markiert, sondern mit 
Termen. Erst aus der – eindeutig festgelegten – extensionalen Interpretation der Marken gehen die 
Extensionen dynamischer Relationssymbole hervor. Die extensionale Interpretation der Marken aus 
Ontologie-Netzen wird weiter unten diskutiert. 
3) Der Unterscheidung zwischen prozeduralen und deklarativen Transitionen entspricht im Umfeld ak-
tiver Datenbanksysteme die Unterscheidung zwischen Event-Condition-Action-Regeln und dedukti-
ven Regeln; vgl. DITTRICH/GATZIU (2000), S. 35 f.  
4) Diese Aussage gilt für Integritätstransitionen lediglich eingeschränkt. Im Unterschied zu prozedura-
len Transitionen und Inferenztransitionen werden nämlich Integritätstransitionen mit der Absicht 
spezifiziert, unzulässige Markierungen kenntlich zu machen. Eine Markierung Mz ist genau dann be-
züglich einer Integritätstransition trn∈TRINT unzulässig, wenn es eine Substitution θ gibt, unter der trn 
in Mz aktiviert ist. Um die Unzulässigkeit der Markierung Mz bezüglich einer Integritätstransition trn 
aufzuheben, bedarf es in der Regel eines integritätsherstellenden Eingriffs in das Ontologie-Netz 
„von außen“. Demnach ist in Bezug auf Integritätstransitionen lediglich ihre Aktiviertheit von Inte-
resse, aber weniger die Folgemarkierung, die durch ihr unzulässiges Schalten hervorgerufen würde.  
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Prozedurale Transitionen haben ihren Ursprung in originär operationalen Eingriffen in 
die Netzmarkierung. Entsprechend wird durch das Schalten einer prozeduralen Transiti-
on trn∈TRPROZ der Übergang von einer Referenzmarkierung Mr zu einer Folgemarkie-
rung1) Mf repräsentiert, der einem Ereignis aus einem faktischen oder gedachten Reali-
tätsausschnitt entspricht. 
Deklarative Transitionen entsprechen hingegen derivativen operationalen Eingriffen in 
die Netzmarkierung. Dabei gehen die derivativ operationalen Eingriffe aus deklarativen 
Inferenz- oder Integritätsregeln hervor.2) Zwar wird auch durch das Schalten von dekla-
rativen Transitionen der Übergang von Referenzmarkierungen zu Folgemarkierungen 
repräsentiert,3) jedoch entspricht das Schalten einer deklarativen Transition – wie noch 
später aufgezeigt wird – stets einem Wissenszuwachs des Akteurs und keinem Ereignis 
aus dem faktischen oder gedachten Realitätsausschnitt. Durch das Schalten einer Infe-
renztransition wird aus dem Wissen des Akteurs bezüglich der Gültigkeit von Formeln 
„neues“ Wissen bezüglich der Gültigkeit anderer Formeln erschlossen. Der Erschlie-
ßung neuen Wissens durch das Schalten von Inferenztransitionen entspricht eine Erwei-
terung der Markierung. Eine Erweiterung der Markierung entspricht der Erzeugung 
neuer Marken bei gleich bleibender sonstiger Markierung. Eine Verkleinerung ent-
spricht hingegen dem Abzug von Marken bei gleich bleibender sonstiger Markierung. 
Eine derartige Verkleinerung der Markierung durch Inferenztransitionen kommt nicht in 
Frage. Eine Verkleinerung der Markierung würde einen Abzug von Marken von Stellen 
voraussetzen, der für deklarative Transitionen grundsätzlich ausgeschlossen ist. Dekla-
rative Transitionen – und somit auch Inferenztransitionen – können mit ihren Vorbe-
reichsstellen lediglich durch Informationskanten verbunden sein, über die keine Marken 
abgezogen werden können. 
Für Integritätstransitionen sind hingegen solche Schaltakte nicht Betrachtungsgegens-
tand. Bereits die Aktiviertheit von Integritätstransitionen ist Indikator für eine unzuläs-
sige Netzmarkierung. 
Durch das Schalten einer prozeduralen Transition muss es nicht notwendig zu einer Er-
weiterung der Markierung kommen. Die Möglichkeit eines Markenabzugs wird durch 
das Schalten von prozeduralen Transitionen genauso zugelassen wie der Fall einer Mar-
kenablage. 
                                                 
1) Die Begriffe Referenz- und Folgemarkierung werden analog zu ihrer Verwendung bei S/T-Netzen 
verwendet. Sie werden im Kontext der dynamischen Struktur von Ontologie-Netzen präzisiert.  
2) Der Koexistenz von deklarativen und prozeduralen Transitionen in Ontologie-Netzen entspricht im 
Datenbankenbereich die Koexistenz von deduktiven und aktiven Regeln; vgl. LAUSEN ET AL. (1998), 
S. 71 ff. Deduktive Regeln stimmen mit den hier thematisierten Inferenzregeln überein. Aktive Re-
geln werden dazu verwendet, zustandsändernde Grundoperationen in Datenbanken durchzuführen. 
3) Für Integritätstransitionen gilt diese Annahme unter dem Vorbehalt, dass ihre Aktiviertheit einen un-
zulässigen Kognitionszustand des Modellierungsträgers repräsentiert. Ausgehend von solchen Zu-
ständen interessieren Schaltakte von Integritätstransitionen nicht weiter. 
4 Integration von Ontologien und Petri-Netzen 313 
 
Die Zuordnung von Inferenz- und Integritätstransitionen zu Inferenz- bzw. Integritätsre-
geln erfolgt durch die beiden Funktionen aus (6.) der Definition von Ontologie-Netzen: 
transINF: INFSIGOS → TRINF 
und transINT: INTSIGOS → TRINT. 
Die linkstotale und bijektive Funktion transINF ordnet jeder Inferenzregel F∈INFSIGOS 
aus der Ontologie SPEZOS genau eine Inferenztransition transINF(F)=trn mit trn∈TRINF 
zu. Sie ist einerseits linkstotal, da jeder Inferenzregel F∈INFSIGOS aus der zugrunde ge-
legten Ontologie SPEZOS eine Inferenztransition transINF(F)=trn im Ontologie-Netz ON 
entsprechen muss. Andererseits ist sie bijektiv, da jede Inferenztransition trn∈TRINF ge-
nau einer Inferenzregel F∈INFSIGOS entsprechen muss (vice versa).  
Die Funktion transINT ordnet jeder Integritätsregel F∈INTSIGOS aus der Ontologie 
SPEZOS genau eine Integritätstransition transINT(F)=trn mit trn∈TRINT zu. Im Gegensatz 
zur Funktion transINF ist die Funktion transINT allerdings nicht rechtstotal. In der Menge 
TRINT können nämlich auch solche Integritätstransitionen enthalten sein, die keinen In-
tegritätsregeln aus der zugrunde gelegten Ontologie SPEZOS zugeordnet sind. Es kann 
sich hierbei beispielsweise um solche Integritätstransitionen handeln, die benötigt wer-
den, um den gegenseitigen Ausschluss von Marken zu positiven und negativen Stellen 
zu bewahren. 
In der Informationsrelation IR sind nur Kanten enthalten, die stets eine Stelle stm als Ur-
sprungs- und eine deklarative1) Transition trn als Zielknoten haben. Sie werden – zwecks 
Unterscheidung von Flusskanten – als Informationskanten bezeichnet.2) Bei Informati-
onskanten handelt sich um Tupel (stm,trn)∈(ST×TRDEK), die nicht für Markenab- oder  
-zuflüsse vorgesehen sind. Solche Markenab- und -zuflüsse können in allen Petri-Netz-
Klassen nur aus Schaltakten der adjazenten Transitionen resultieren. Markenzuflüsse 
über Informationskanten kommen grundsätzlich nicht in Frage, da sie stets als Ein-
gangsknoten eine Stelle stm und als Ausgangsknoten eine deklarative Transition 
trn∈TRDEK aufweisen. Der Zufluss von Marken zu einer Stelle stm kann allerdings nur 
über Eingangstransitionen von stm erfolgen. Darüber hinaus sind Informationskanten 
auch nicht für den Markenabfluss verwertbar. Informationskanten werden ledig-
lich dazu verwendet, die Marken aus ihren adjazenten Stellen zu „lesen“.3) Daher unter-
scheiden sich Informationskanten aus der Informationsrelation IR wesentlich von den 
Flusskanten der Flussrelation FR. Die Annotation von Informationskanten ist zwar für 
                                                 
1) Somit werden Informationskanten mit adjazenten prozeduralen Transitionen für Ontologie-Netze 
ausgeschlossen. Die Verknüpfung mit Stellen durch Informationskanten bleibt dadurch den deklara-
tiven Transitionen vorbehalten.  
2) Alternativ finden sich oftmals auch die Bezeichnungen Lesekante (vgl. CHRISTENSEN/HANSEN 
(1993), S. 186; BALDAN ET AL. (2000), S. 442; JAESCHKE (1996), S. 37; RÖBBECKE (1995), S. 59) 
oder Testkante (vgl. WIENBERG (2001), S. 141).  
3) Vgl. BALDAN ET AL. (2000), S. 443. 
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die Schaltvoraussetzung ihrer adjazenten Transitionen von Bedeutung, aber nicht für de-
ren Schaltwirkung. 
Informationskanten haben für Ontologie-Netze u.a. aufgrund zweier Aspekte eine hohe 
Bedeutung. Der erste Aspekt betrifft die formale Charakterisierung von Informations-
kanten. Wie bereits erwähnt, werden Informationskanten dazu verwendet, die zustands-
spezifischen Markierungen von Stellen zwar zu lesen, aber nicht zu verändern. Diese 
Charakteristik von Informationskanten kommt der Transformation von Inferenz- und 
Integritätsregeln zu Inferenz- bzw. Integritätstransitionen zu Gute. Im Fall von Inferenz-
transitionen wird durch Informationskanten überprüft, ob die Bedingungen erfüllt sind, 
die hinreichend für das Schalten einer Inferenztransition sind. Damit mehrere Inferenz-
transitionen nebenläufig zueinander aktiviert werden können, die mindestens eine 
gemeinsame Stelle in ihren Vorbereichen aufweisen, müssen die entsprechenden Stellen 
über Informationskanten zu den Transitionen verbunden sein. Ansonsten könnten 
Inferenztransitionen u.U.1) nicht nebenläufig schalten.2) 
Der zweite Aspekt von Informationskanten betrifft ihre materiale Charakterisierung. 
Diese materiale Sichtweise knüpft unmittelbar an die nebenläufige Aktivierbarkeit von 
Transitionen an, die adjazent zu Informationskanten sind. Eine solche nebenläufige Ak-
tivierbarkeit von Transitionen hat im Rahmen der Modellierung kooperativer Informati-
onssysteme dann eine hohe Bedeutung, wenn mehreren Akteuren zwar die Einsicht von 
Ressourcen, aber nicht deren Manipulation erlaubt werden soll. Diese materiale Sicht-
weise kommt allerdings nur bedingt zur Geltung, da Informationskanten in Ontologie-
Netzen nur Stellen und deklarative Transitionen miteinander verbinden können. Infor-
mationskanten mit adjazenten prozeduralen Transitionen werden hingegen nicht zuge-
lassen.3) 
                                                 
1) Die weiteren Umstände, die dazu führen können, dass Inferenztransitionen konfliktionär zueinander 
aktiviert sind, werden weiter unten thematisiert.  
2) Eine solche Konzeptualisierung findet sich beispielsweise bei DAHR (1994), S. 19 ff., und RADA ET 
AL. (1990), S. 58, im Rahmen der Transformation von Regeln aus logischen Programmen. Die dort 
vorzufindenden Transitionen können nicht nebenläufig schalten. Sie müssen nacheinander geschaltet 
werden, damit sie als Inferenzen vollzogen werden können. 
3) Die Beschränktheit von Informationskanten auf adjazente deklarative Transitionen kann nicht streng 
begründet werden, sondern entspricht einer konzeptionellen Basisentscheidung des Verfassers. Die 
Entscheidung lässt sich lediglich anhand einiger Plausibilitätsargumente rechtfertigen. Zum einen 
wird mit dem Ausschluss von prozeduralen Transitionen als adjazente Knoten zu Informationskanten 
die Separation zwischen deklarativen und prozeduralen Netzkomponenten teilweise aufrechterhalten. 
Denn Informationskanten lassen sich dadurch gemeinsam mit Inferenz- und Integritätstransitionen 
als deklarative Netzkomponenten klassifizieren. Durchbrochen wird diese Separation allerdings 
durch Flusskanten, die als Eingangsknoten deklarative Transitionen und als Ausgangsknoten Stellen 
aufweisen. Als Eingangsknoten kommen hierbei in erster Linie Inferenztransitionen in Betracht, 
durch deren Schalten Fakten expliziert werden, die zuvor implizit in der Markierung des Netzes ent-
halten waren. Insofern lässt sich die Flussrelation FR in einem Ontologie-Netz ON sowohl als dekla-
rative als auch als prozedurale Netzkomponente charakterisieren. 
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Der Support eines Ontologie-Netzes ON ist eine SIGST-Struktur ASIGST. Mit dem Sup-
port ASIGST wird der statische Teil der Ontologie SPEZOS, die dem Ontologie-Netz 
zugrunde liegt, extensional interpretiert. Das heißt, dass von der ontologischen Signatur 
SIGOS, auf der die Ontologie SPEZOS basiert, zwar alle Konzepte und Operationssym-
bole aus SIGOS, allerdings nur die statischen Relationssymbole aus RSST extensional in-
terpretiert werden. Die Extensionen der dynamischen Relationssymbole aus RSDY gehen 
hingegen mittelbar aus der zustandsbezogenen Markierung von ON hervor. Durch die 
Gesamtheit der extensionalen Interpretationen der statischen Relationssymbole in der 
statischen SIGST-Struktur ASIGST und der extensionalen Interpretation dynamischer Rela-
tionssymbole durch die zustandsbezogenen Markierungen von ON werden alle Relati-
onssymbole aus SIGOS extensional interpretiert. Dabei ist zu beachten, dass der Support 
ASIGST des Ontologie-Netzes ON auch dann aufgeführt werden muss, wenn es sich bei 
allen Relationssymbolen aus SIGOS um dynamische Relationssymbole handelt, deren 
Extensionen aus der zustandsbezogenen Markierung hervorgehen. Denn der Support 
ASIGST umfasst auch die zustandsinvarianten Mengenfamilien OBFOS und OPF. Insbe-
sondere die Familie OBFOS aller konzeptspezifischen Objektmengen wird benötigt, um 
die stellenbezogenen Markierungen zu Extensionen von dynamischen Relationssymbo-
len auswerten zu können. Denn Ontologie-Netze setzen grundsätzlich eine Objektmenge 
OB voraus, die aus der Vereinigung OBk1∪...∪OBkn aller konzeptspezifischen Objekt-
mengen aus OBFOS hervorgeht. Da es sich bei den stellenbezogenen Markierungen stets 
um Multimengen von ontologischen Grundtermtupeln handelt, wird zudem die Men-
genfamilie OPF benötigt, um die Grundterme, die vornehmlich Konstantensymbolen 
entsprechen, zu null-stelligen Operationen – so genannten Konstanten – aus OPF und 
somit zu Individuen aus OB auswerten zu können. 
Der Support ASIGST eines Ontologie-Netzes ON muss eine wesentliche Anforderung er-
füllen. Es müssen alle Inferenz- und Integritätsregeln aus der zugrunde gelegten Onto-
logie SPEZOS, die ausschließlich mit statischen Relationssymbolen konstruiert sind, in 
ASIGST gültig sein. Im Fall von Inferenzregeln wird dadurch verhindert, dass für ein On-
                                                                                                                                               
 Zum anderen werden mit dem Ausschluss von prozeduralen Transitionen als adjazente Knoten zu In-
formationskanten asymmetrische Konflikte vermieden, die dann entstehen können, wenn die gleiche 
Stelle stm mittels einer eingehenden Informationskante (tr1,stm) von einer Transition tr1 und mittels 
einer Flusskante (stm,tr2) zu einer Transition tr2 verbunden ist. Ein asymmetrischer Konflikt zwischen 
tr1 und tr2 liegt genau dann vor, wenn sowohl tr1 als auch tr2 aktiviert sind und das Schalten von tr1 
zwar keinen Einfluss auf die Aktiviertheit von tr2 hätte, allerdings das Schalten von tr2 die Aktiviert-
heit von tr1 aufheben würde (zu asymmetrischen Konflikten vgl. BALDAN ET AL. (2000), S. 443; 
CIARDO/ZIAL (1996), S. 280 f.). Dadurch, dass in Ontologie-Netzen für Informationskanten nur de-
klarative Transitionen als Ausgangsknoten erlaubt werden und deklarativen Transitionen gegenüber 
prozeduralen Transitionen eine höhere Aktivierungspriorität eingeräumt wird, können asymmetri-
sche Konflikte in dieser Form vermieden werden. 
 Um das „Lesen“ von Marken durch prozedurale Transitionen zu erlauben, kann auf die Konstruktion 
von Schleifen zurückgegriffen werden. Durch die beiden Flusskanten (stm,trn),(trn,stm)∈FR mit glei-
cher Flusskantenannotation können durch das Schalten der prozeduralen Transition trn von der Stelle 
stm Marken abgezogen und gleichzeitig wieder auf dieser Stelle stm abgelegt werden. 
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tologie-Netz ON mit zugrunde liegender Ontologie SPEZOS ein Support verwendet 
wird, in dem nicht das gesamte Wissen erschlossen ist, das bezüglich einer „statischen“ 
Inferenzregel in dem Support enthalten sein müsste. Im Fall von „statischen“ Integri-
tätsregeln wird durch ihre Gültigkeit in ASIGST vermieden, dass ein Support verwendet 
wird, in dem auch Formeln, die bezüglich Integritätsregeln unzulässig sind, gültig sind. 
Bei der Darstellung von Ontologie-Netzen durch visuelle Graphen werden weiterhin zur 
Repräsentation von Stellen runde Symbole und für die Repräsentation von Transitionen 
Rechtecke verwendet. Kanten werden zudem weiterhin durch Pfeile dargestellt. Um die 
formale und materiale Unterscheidung zwischen unterschiedlichen Stellen-, Transitio-
nen- und Kantenarten auch in der graphischen Visualisierung berücksichtigen zu kön-
nen, werden die Symbole entsprechend der Abbildung 22 verwendet: 
prozedurale Transition
Inferenztransition
Integritätstransition
positive Stelle
negative Stelle
Flusskante
Informationskante
 
Abbildung 22: Symbole zur graphischen Visualisierung von Ontologie-Netzen 
Prozedurale Transitionen werden durch einfache Rechtecke repräsentiert. Deklarative 
Transitionen werden hingegen durch ihre Linienart kenntlich gemacht. Während für In-
ferenztransitionen doppelt umrandete Rechtecke verwendet werden, werden für Integri-
tätstransitionen dreifach umrandete Rechtecke benutzt. Darüber hinaus werden bei der 
graphischen Repräsentation von Stellen einfache runde Symbole für positive Stellen 
und zweifach umrandete runde Symbole für negative Stellen verwendet. Zudem wird 
eine Flusskante (knx,kny)∈FR als Pfeil mit durchgezogener Linie dargestellt, der von 
dem Symbol, das den Ursprungsknoten knx repräsentiert, zu dem Symbol, das den Ziel-
knoten kny repräsentiert, führt. Elemente der Informationsrelation IR werden analog 
zwar auch als Pfeile – allerdings mit gestrichelter Linie – dargestellt. 
4.2.2 Struktur von Ontologie-Netzen 
4.2.2.1 Statische Struktur von Ontologie-Netzen 
4.2.2.1.1 Einfache statische Struktur 
von Ontologie-Netzen 
Während in S/T-Netzen grundsätzlich lediglich anonyme Marken – streng genommen 
Kopien der einen unstrukturierten Basismarke – zugelassen sind, werden in Ontologie-
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Netzen auch solche Marken zugelassen, die eine innere Struktur aufweisen. Somit sind 
die Marken in Ontologie-Netzen – im Gegensatz zu den Marken in S/T-Netzen – von-
einander unterscheidbar. Dabei ist die Individualität von Marken in Ontologie-Netzen 
auf zwei unterschiedlichen Ebenen angesiedelt. 
Zum einen handelt es sich bei der Individualität von Marken in Ontologie-Netzen um 
die Unterscheidbarkeit von Markenkopien1) bezüglich ihrer Art. Die Art einer Marken-
kopie entspricht der Konzeptfolge w∈K+, der sie zugeordnet ist. Als Anfangs-
markierung einer Stelle stm ist in einem Ontologie-Netz ON nur eine solche Multimenge 
M0(stm)∈GTTw von ontologischen Termtupeln zugelassen, deren Typ w∈K+ mit dem 
Typ typRSOS(ANST(stm)) des Relationssymbols ANST(stm)=Rj übereinstimmt, mit dem die 
Stelle stm annotiert ist. Insofern können unterschiedliche Stellen in Ontologie-Netzen 
auch unterschiedliche Arten von Marken aufweisen.2) 
Zum anderen können in Ontologie-Netzen auch Marken gleicher Art voneinander unter-
schieden werden. Die Unterscheidbarkeit von Marken gleicher Art wird in Ontologie-
Netzen darüber gewährleistet, dass Marken als Ausdrücke über einem ontologischen 
Alphabet ALPHOS konstruiert werden. Ununterscheidbar sind hingegen solche Marken-
kopien, mit denen eine Stelle stm mehrfach markiert ist. Die Möglichkeit der mehrfa-
chen Markierung von Stellen mit den gleichen Markenkopien wird durch die Eigenart 
jeder stellenbezogenen Markierung Mr(stm) eingeräumt, eine Multimenge zu sein.  
Der Support eines Ontologie-Netzes ist die statische SIGST-Struktur ASIGST, in der nur 
zeitlich invariante Extensionen zu Relationssymbolen aus SIGOS berücksichtigt werden. 
Wie bereits zuvor aufgeführt, umfasst der Support ASIGST zu einem Ontologie-Netz ON 
eine Familie OBFOS konzeptspezifischer Objektmengen, eine Familie OPF von Operati-
onen und eine Familie RFST von Relationen. Mit den Mitgliedern {o1,...,oI} der Operati-
onenfamilie OPF werden alle Operationssymbole {O1,...,OI} aus der ontologischen Sig-
natur SIGOS extensional interpretiert. Von den Relationssymbolen {R1,...,RJ}∈RS wer-
den hingegen nur jene Relationssymbole aus SIGOS durch Relationen rj aus ASIGST ex-
tensional interpretiert, die zur Menge RSST aller statischen Relationssymbole gehören. 
Für die Relationssymbole aus der Menge RSDY werden von ASIGST keine extensionalen 
Interpretationen angegeben. 
                                                 
1) Analog zu der Markierung von Stellen aus S/T-Netzen mit Kopien einer Basismarke werden die 
Stellen in Ontologie-Netzen mit Markenkopien markiert. Jede Marke entspricht in Ontologie-Netzen 
einem ontologischen Termtupel. Die Anzahl der Kopien einer Marke, mit denen eine Stelle stm mar-
kiert ist, entspricht der Multiplizität des ontologischen Termtupels entsprechend der Multimenge, mit 
der stm markiert ist. Die Unterscheidung zwischen Marken und ihren Kopien wird im Folgenden le-
diglich dann explizit angesprochen, wenn es für den Argumentationskontext notwendig oder hilf-
reich ist. Ansonsten wird – der üblichen Diktion folgend – von Marken gesprochen, wenn Marken-
kopien gemeint sind. 
2) Allerdings reicht die potenzielle Unterschiedlichkeit der Markenarten nicht als hinreichendes Unter-
scheidungsmerkmal aus, da grundsätzlich auch solche Stellen in Ontologie-Netzen zugelassen sind, 
denen zwei voneinander unterschiedliche Relationssymbole zugewiesen sind, die allerdings die glei-
che Typisierung aufweisen. 
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Die extensionale Interpretation von dynamischen Relationssymbolen geht mittelbar aus 
der Markierung eines Ontologie-Netzes hervor. Hierfür wird die Multimenge Mz(stm) 
ontologischer Grundtermtupel, mit der eine Stelle stm in einem Zustand z markiert ist, 
mit Hilfe der entsprechenden konzeptfolgenspezifischen Termtupelauswertungsfunktion 
Iw zu einer Multimenge von Individuen aus OB ausgewertet. Die Multimenge von Indi-
viduen entspricht der Extension des dynamischen Relationssymbols Rj, das der Stelle 
stm im Zustand z zugeordnet ist. Um die eineindeutige Beziehung zwischen zustandsbe-
zogenen Markierungen und extensionalen Interpretationen von dynamischen Relations-
symbolen zu gewährleisten, müssen den Stellen aus ON dynamische Relationssymbole 
aus SIGOS und deren negative Pendants zugeordnet werden. 
Die bijektive Zuordnung eines Relationssymbols Rj∈(RSDY∪ RSDY) zu einer Stelle stm 
erfolgt mit Hilfe der Stellenannotationsfunktion 
ANST: ST → RSDY∪ RSDY.1) 
Die Stellenannotationsfunktion ANST weist jeder positiven Stelle stm∈STPOS ein positi-
ves Relationssymbol ANST(stm)=Rj und jeder negativen Stelle stm∈STNEG ein negatives 
dynamisches Relationssymbol ANST(stm)=Rj zu. Insofern gelten: 
∀stm∈STPOS: ANST(stm)∈RSDY 
und ∀stm∈STNEG: ANST(stm)∈RSDY. 
Bei ANST handelt es sich erstens um eine linkstotale Funktion. Demnach muss jeder 
Stelle stm∈ST über eine Annotation ANST(stm) ein Relationssymbol ANST(stm)=Rj oder 
ANST(stm)=Rj zugeordnet werden. Zweitens ist die Stellenannotationsfunktion ANST in-
jektiv.2) Es darf nämlich für jedes Relationssymbol Rj∈(RSDY∪RSDY) höchstens eine 
Stelle stm∈ST existieren, für die ANST(stm)=Rj gilt: 
∀st1,st2∈ST, Rj∈(RSDY∪RSDY): (ANST(st1)=Rj ∧ ANST(st2)=Rj) → st1=st2. 
                                                 
1) Um die korrekte Zuordnung von positiven und negativen Relationssymbolen zu positiven bzw. nega-
tiven Stellen zu gewährleisten, könnte eine „Splittung“ der Stellenannotationsfunktion ANST zu den 
zwei Funktionen 
ANSTPOS: STPOS → RSDY und 
ANSTNEG: STNEG → RSDY 
 vorgenommen werden. Das hätte zwar den Vorteil der garantiert korrekten Zuordnung, allerdings 
müssten bei den folgenden Ausführungen stets die beiden Unterfälle positiver und negativer Stellen 
explizit unterschieden werden. Es wurde jedoch bereits früher darauf hingewiesen, dass die Diffe-
renzierung zwischen positiven und negativen Relationssymbolen einerseits und Stellen andererseits 
für Ontologie-Netze nicht notwendig ist. Die Differenzierung entfällt beispielsweise, wenn von einer 
„geschlossenen Weltmodellierung“ und dem damit verbundenen Negation-by-failure-Prinzip ausge-
gangen wird. Die Korrektheit der Stellenannotation wird daher lediglich über zwei Integritätsbedin-
gungen ausgedrückt, die weiter unten vorgestellt werden. 
2) Vgl. JUOPPERI (1995), S. 28; KLEINJOHANN (1993), S. 60; TACKEN (2001), S. 42. 
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Dies ist notwendig, da die extensionale Interpretation von dynamischen Relationssym-
bolen mittelbar von der Markierung der jeweiligen Stelle angegeben wird.1) Würde ein 
dynamisches Relationssymbol Rj∈(RSDY∪RSDY) mehreren Stellen st1,...,stn∈ST als An-
notation zugewiesen werden, könnten die potenziell voneinander abweichenden Markie-
rungen M0(st1),...,M0(stn) der Stellen jeweils auch unterschiedlichen extensionalen In-
terpretationen der Relationssymbole entsprechen.2)  
Darüber hinaus wird für konventionelle Pr/T-Netze in der Regel eingefordert, dass die 
Stellenannotationsfunktion ANST surjektiv und somit – in Kombination mit ihrer Injek-
tivität – bijektiv sein müssen. Demnach würde in einem Ontologie-Netz ON für jedes 
positive oder negative dynamische Relationssymbol Rj∈(RSDY∪RSDY) genau eine Stelle 
stm∈ST existieren, für die ANST(stm)=Rj gilt. In Ontologie-Netzen braucht die Stellen-
annotationsfunktion ANST allerdings nicht surjektiv zu sein. Sie ist lediglich surjektiv 
bezüglich ihrer Teilmenge ST → RSDY. Für jedes positive dynamische Relationssymbol 
Rj∈RSDY wird nämlich im Ontologie-Netz genau eine positive Stelle vorgesehen, aus 
deren Markierung die Extension von Rj hervorgeht. Für negative dynamische Relations-
symbole aus der Menge RSDY muss jedoch nicht notwendig eine entsprechende negative 
Stelle im Ontologie-Netz existieren. Stellen zu negativen dynamischen Relationssymbo-
len werden nur dann in einem Ontologie-Netz ON benötigt, wenn explizit die Spezifika-
tion ungültiger Formeln benötigt wird. Dies kann insbesondere im Vor- oder Nachbe-
reich von deklarativen Transitionen der Fall sein. 
                                                 
1) Mit der Annotation ANST(stm)=Rj einer Stelle stm wird angegeben, welche Markenarten auf der je-
weiligen Stelle abgelegt werden dürfen. Dies ergibt sich im weiteren Verlauf aus dem Typ 
typRSDY(Rj), der für Rj definiert ist. Auf das Zusammenwirken von Stellenannotation einerseits und -
markierung andererseits wird im weiteren Verlauf – in Form einer integritätsbewahrenden Formel – 
näher eingegangen.  
2) Es kann jedoch durchaus sein, dass zwei unterschiedlichen Stellen st1 und st2 mit st1≠st2 die gleiche 
natürlichsprachliche Bezeichnung 
bezlan1(ANST(st1))=bezlan2(ANST(st2)) 
 für ihre Relationssymbole zugeordnet ist. In diesem Fall gilt aufgrund der Homonymie der meta-
sprachlichen Relationssymbolbezeichnungen: HOM(ANST(st1)) und HOM(ANST(st2)). Handelt es 
sich bei den beiden Sprachen lan1 um lan2 um zwei unterschiedliche natürliche Sprachen, liegt eine 
Homonymie i.e.S. vor. Ansonsten liegt eine Homonymie i.w.S. vor. Synonyme Stellenbezeichnungen 
i.e.S. liegen hingegen genau dann vor, wenn einer Stelle stm ein derartiges Relationssymbol 
ANST(stm) zugeordnet ist, dass 
|bezlan(ANST(stm))| ≥ 2 
 gilt. In diesem Fall wird einer Stelle stm eine Menge bezlan(ANST(stm)) mit SYN(bezlan(ANST(stm)) 
von natürlichsprachlichen Bezeichnern zugeordnet, in der mindestens zwei metasprachliche Zei-
chenketten vorkommen. Die synonyme Stellenbezeichnung i.w.S. ist für eine Stelle stm genau dann 
gegeben, wenn 
bezlan1(ANST(stm)) ∩ bezlan2(ANST(stm)) ≠ ∅ 
 mit lan1≠lan2 gilt. 
4 Integration von Ontologien und Petri-Netzen 320 
 
Die Umkehrfunktion ANRS=ANST-1 ordnet jedem dynamischen Relationssymbol 
Rj∈(RSDY∪RSDY) diejenige Stelle stm∈ST zu, für die ANST(stm)=Rj gilt: 
ANRS: RSDY ∪ RSDY → ST 
mit ∀stm∈ST, Rj∈(RSDY∪RSDY): ANST(stm)=Rj ↔ ANRS(Rj)=stm. 
Die Anfangsmarkierungsfunktion 
M0: ST → MULT(GTTSIGOS) 
weist jeder Stelle stm∈ST eine Multimenge mult∈MULT(GTTSIGOS) von ontologischen 
Grundtermtupeln über der ontologischen Signatur SIGOS als stellenbezogene Anfangs-
markierung M0(stm) zu. Die Multimenge M0(stm) gibt für jede Marke <t1,...,tn> die für 
die Stelle stm zulässig ist, die Anzahl der Kopien dieser Marke an, die sich unter der An-
fangsmarkierungsfunktion M0 auf der Stelle stm befinden. Jede Marke entspricht wie-
derum einem ontologischen Grundtermtupel <t1...tn>. Entsprechend wird vorausgesetzt, 
dass es sich bei den Termen t1,...,tn, die in der stellenbezogenen Markierung vorkom-
men, um ontologische Grundterme handelt. Darüber hinaus muss das Grundtermtupel 
<t1,...,tn>, mit dem eine Stelle stm markiert ist – entsprechend IBON3 – den gleichen Typ 
w∈K+ haben, den auch das Relationssymbol ANST(stm)=Rj mit typRSDY(Rj)=w hat. 
Aus dem Blickwinkel ihrer Zusammengesetztheit kann es sich bei den ontologischen 
Termen, aus denen eine stellenbezogene Markierung M0(stm) konstruiert ist, um einfa-
che oder zusammengesetzte Terme handeln. Beispielsweise ist eine stellenbezogene 
Markierung der Art 
M0(stm)=<t1,...,Oi(tx1,...,txy),...,tn> 
zulässig, wenn sie konform mit der Typisierung typRSOS(ANST(stm)) ist.
1) Zudem sind 
aus dem Blickwinkel der Wertigkeit ontologischer Terme sowohl einwertige als auch 
mengenwertige Terme in den stellenbezogenen Markierungen zulässig. 
Die Funktionsfamilie  
MFON=(Mz)z∈ZR, ZR={0,...,Z} mit Z∈N. 
umfasst alle möglichen Markierungsfunktionen2) 
Mz: ST → MULT(GTTSIGOS) 
Der Zustandsraum ZR umfasst alle denkbaren Zustände z. Dabei ist nicht jede zu-
standsbezogene Markierung aus MFON auch zulässig. Für die Zulässigkeit einer zu-
standsbezogenen Markierung ist sind insbesondere die Integritätsbedingungen n
3ON
IB  
und n
4ON
IB  von Bedeutung: 
                                                 
1) Auf die Konformität der stellenbezogenen Markierung M0(stm) mit dem Typ typRSOS(ANST(stm)) wird 
weiter unten eingegangen. 
2) Analog zu der Vorgehensweise bei S/T-Netzen wird auch bei Ontologie-Netzen die vereinfachte 
Formulierung Markierung zugelassen, wenn aus dem Kontext hervorgeht, dass es sich um eine Mar-
kierungsfunktion handelt.  
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n
3ON
IB  = ∀stm∈ST, w∈K+, Mz∈MFON: 
typRSON(ANST(stm)) = w → Mz(stm)∈MULT(GTTw) 
n
4ON
IB  = ∀stm∈ST, Mz∈MFON: 0 ≤ #(Mz(stm)) ≤ KP(stm). 
Mit der Integritätsbedingung n
3ON
IB  wird die Integritätsbedingung IBON3, die nur auf die 
Anfangsmarkierung M0 bezogen war, auf alle möglichen Markierungen erweitert. Eine 
mögliche Markierung Mz∈MFON ist genau dann bezüglich n
3ON
IB  zulässig, wenn sie 
nicht im Widerspruch zu n
3ON
IB  steht. Dies ist genau dann der Fall, wenn unter Mz jede 
Stelle stm mit einer Multimenge Mz(stm) markiert ist, die den gleichen Typ w∈K+ hat 
wie das Relationssymbol ANST(stm)=Rj. Die Integritätsbedingung n
3ON
IB  ist notwendig, 
da die Extensionen von dynamischen Relationssymbolen aus den Markierungen der 
Stellen hervorgehen, denen sie zugewiesen sind. Entsprechend dürfen als Markierungen 
nur solche ontologischen Termtupel zugelassen werden, die konform mit dem Typen 
des Relationssymbols sind.  
Analog stellt die Integritätsbedingung n
4ON
IB  eine Erweiterung der Integritätsbedingung 
IBON4  dar. Eine mögliche Markierung Mz∈MFON ist genau dann bezüglich n4ONIB  zuläs-
sig, wenn die Kardinalität #(Mz(stm)) jeder zustands- und stellenbezogenen Markierung 
Mz(stm) weder negativ noch größer als die entsprechende Kapazität KP(stm) ist. Somit 
wird durch die stellenspezifische Kapazität KP(stm) eine Obergrenze für die Anzahl an 
Markenkopien festgelegt, mit denen stm insgesamt markiert sein darf. Darüber hinaus-
gehende Kapazitätsrestriktionen werden hingegen nicht berücksichtigt.1)  
Die Funktionsfamilie 
ZMFON ⊂ MFON 
umfasst sämtliche zustandsbezogenen Markierungsfunktionen Mz aus MFON, die bezüg-
lich n
3ON
IB  und n
4ON
IB  zulässig sind.  
Mit Hilfe der Zuordnung von dynamischen Relationssymbolen zu Stellen und der stel-
lenbezogenen Markierungen Mz durch Grundtermtupel können die zustandsbezogenen 
Extensionen von dynamischen Relationssymbolen angegeben werden. Aus diesem 
Blickwinkel entspricht jedes Grundtermtupel <t1...tn>, mit dem eine Stelle stm mit 
ANST(stm)=Rj markiert ist, einem Faktum Rj(t1,...,tn). Wir zuvor angesprochen, ent-
spricht die Extension eines dynamischen Relationssymbols Rj in einem Zustand z derje-
nigen Multimenge von Individuen, die aus der Auswertung der stellenbezogenen Mar-
kierung Mz(ANRS(Rj)) in dem Support ASIGST mit Hilfe einer konzeptfolgenspezifischen 
Termtupelauswertungsfunktion Iw hervorgeht. Dabei wird jene Termtupelauswertungs-
                                                 
1) Als solche darüber hinausgehenden Kapazitätsrestriktionen kämen u.a. zwei Möglichkeiten in Frage. 
Bei der ersten Variante könnte eine Mindestanzahl an Marken festegelegt werden, mit denen eine 
Stelle markiert sein muss. Bei der zweiten Alternative könnte eine Maximalanzahl für Kopien der-
selben Marke auf einer Stelle angegeben werden; vgl. ZELEWSKI (1995), Bd. 5.1, S. 104. Für beide 
Erweiterungen der stellenspezifischen Markierungskardinalität gilt allerdings, dass sie für die Mo-
dellierung kooperativer Informationssysteme keine Rolle spielen. Sie werden daher im Folgenden 
nicht berücksichtigt. 
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funktion Iw verwendet, die der Konzeptfolge typRSOS(Rj)∈K+ zugeordnet ist. Somit gilt 
für die zustandsbezogene Extension IRSz(Rj) eines dynamischen Relationssymbols Rj: 
∀Rj∈RSDY, stm∈ST, Mz∈MFON: 
ANST(stm)=Rj → IRSz(Rj) = Iw(Mz(stm)). 
Bei den stellenbezogenen Markierungen aus einem Ontologie-Netz ON handelt es sich 
stets um Multimengen ontologischer Grundtermtupel. Entsprechend bedarf es bei der 
Auswertung von Markierungen keiner Variablenbelegung. Als Rekursionsbasis für die 
Auswertung von stellenbezogenen Markierungen kommt somit lediglich die Auswer-
tung von Konstantensymbolen mit Hilfe einer extensionalen Interpretationsfunktion IOPS 
in Frage. Die Auswertung von Konstantensymbolen kann wiederum in dem Support 
ASIGST erfolgen, da für alle Operationssymbole – und somit auch für Konstantensymbole 
– zustandsinvariante Extensionen vorausgesetzt wurden. Somit können die Terme in 
den stellenbezogenen Markierungen mit Hilfe der extensionalen Interpretationsfunktion 
IOPS aus ASIGST zu Individuen aus dem Objektbereich OB von ASIGST ausgewertet wer-
den. Beispielsweise kann die Markierung 
Mz(stm)=<t11,...,t1Y>+...+<tX1,...,tXY> 
einer Stelle stm wie folgt zu einer Multimenge von Objekttupeln ausgewertet werden, 
wenn sie nur aus Konstantensymbolen zusammengesetzt ist: 
Iw(<t11,...,t1Y>+...+<tX1,...,tXY>)∈(OBk1 ×...× OBkn → N)  
= Iw(<t11,...t1Y>) ⊕ ... ⊕ Iw(<tX1,...tXY>) 
mit Iw(<tx1,...,txY>)=(obx1,...,obxY) 
und obxy=ITkx(txy)=IOPS(txy)=oixy() für alle x=1,...,X und y=1,...,Y. 
Wenn in der Markierung <t11,...,t1Y>+...+<tX1,...,tXY> auch zusammengesetzte ontologi-
sche Terme vorkommen, erfolgt ihre Auswertung entsprechend dem rekursiven Schema 
der konzeptspezifischen Termauswertung. Auch hierbei reicht die extensionale Interpre-
tationsfunktion IOPS aus, da variable Terme nicht vorkommen und somit nicht auf eine 
Variablenbelegung zurückgegriffen werden muss. Im Fall eines zusammengesetzten 
Terms Oi(tx1,...,txn) wird die Operation oi=IOPS(Oi), die aus der Auswertung des Operati-
onssymbols Oi hervorgeht, auf die Auswertungen der Terme tx1,...,txn im Argument des 
zusammengesetzten Terms angewandt. Auch hierbei kann es sich wieder um zusam-
mengesetzte Terme handeln, die jedoch in ihren Basen stets als atomare Terme nur 
Konstantensymbole aufweisen dürfen. Letztgenannte werden wieder durch die Interpre-
tationsfunktion IOPS zu Konstanten ausgewertet. 
Ein bemerkenswerter Fall – durch dessen Zulässigkeit Ontologie-Netze von vielen an-
deren höheren Petri-Netz-Klassen abgegrenzt werden können – tritt dann ein, wenn 
mindestens einer der Terme aus der stellenbezogenen Markierung M0(stm) mengenwer-
tig ist. In diesem Fall muss der entsprechende Term zu einem mengenwertigen Indivi-
duum aus dem Support ASIGST ausgewertet werden. Wenn beispielsweise eine stellenbe-
zogene Markierung der Art  
M0(stm)=<t1,...,tn> 
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vorliegt, bei der nur1) der ontologische Grundterm tn∈MTkn mengenwertig ist, muss die 
konzeptfolgenspezifische Termtupelauswertung lauten: 
Iw(<t1,...,tn>) mit tx∈TERMkx, x=1,...,n und k1,...,kn-1∈KEW und kn∈KMW 
∈ (OBk1 ×...× OBkn → N),  
mit Iw(<t1,...,txY>) = (ob1,...,obn) = (ob1,...,obn-1,{obn1,...,obnm}) 
und obx=ITkx(tx)=obx mit obn={obn1,...,obnm} für x=1,...,n. 
In den betrachteten Beispielen werden aus Gründen der Einfachheit lediglich stellenbe-
zogene Markierungen ausgewertet, in denen eine Höchstmultiplizität von 1 für jedes 
Termtupel bestimmt ist. Genauso lassen sich allerdings auch Markierungen auswerten, 
in denen Termtupel mit Multiplizitäten größer als 1 vorkommen.  
Die Transitionsannotationsfunktion 
ANTR: TR → FORMSIGST 
weist jeder Transition trn∈TR eine Formel F∈FORMSIGST über der statischen ontologi-
schen Signatur SIGST als Annotation ANTR(trn)=F zu. Mit der Annotation ANTR(trn) ei-
ner Transition trn∈TR durch die Formel F∈FORMSIGST wird eine Bedingung formuliert, 
die bei der Überprüfung von Schaltvoraussetzungen für trn eine Rolle spielt. 
Bei der Transitionsannotationsfunktion ANTR handelt es sich um eine totale Funktion. 
Das bedeutet, dass zu jeder Transition trn∈TR aus einem Ontologie-Netz ON genau eine 
statische ontologische Formel F∈FORMSIGST existieren muss, die die Annotation 
ANTR(trn)=F von trn ist. Denn die Schaltvoraussetzungen für Transitionen aus Ontolo-
gie-Netzen hängen zum einen von den Markierungen der Stellen in der Nachbarschaft 
der Transitionen und zum anderen von den Transitionsannotationen ab. Die Markierun-
gen der Nachbarschaftsstellen stm∈NBTR(trn) einer Transition trn sind die dynamischen 
Schaltvoraussetzungen für trn. Die Transitionsannotation ANTR(trn) stellen hingegen die 
statischen Schaltvoraussetzungen dar. In Fällen, in denen das Schalten der Transition trn 
lediglich von den Markierungen der adjazenten Stellen abhängen soll, wird trn mit der 
tautologischen Formel w∈FORMSIGST annotiert. Dadurch, dass die statische Schalt-
voraussetzung hier immer erfüllt ist, werden in diesem Fall für trn nur dynamische 
Schaltvoraussetzungen betrachtet. Transitionen, die hingegen mit der kontradiktorischen 
                                                 
1) Aus Gründen der Einfachheit wird im Beispiel eine stellenbezogenen Markierung aufgezeigt, in der 
(1.) nur ein Termtupel <t1,...,tn> vorkommt und 
(2.) nur der Term tn∈TERMkn mit kn∈KMW mengenwertig ist. 
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Formel f∈FORMSIGOS annotiert werden, können grundsätzlich nicht schalten, da bereits 
die statische Schaltvoraussetzung nicht erfüllt ist.1) 
Als Annotation ANTR(trn) für eine Transition trn∈TR werden nur statische ontologische 
Formeln aus der Menge FORMSIGST zugelassen. Es wurde bereits darauf hingewiesen, 
dass für die Konstruktion von statischen ontologischen Formeln nur statische Relations-
symbole aus der Menge RSST herangezogen werden dürfen. Entsprechend können die 
Annotationen ANTR(tr1),...,ANTR(trN) im Ontologie-Netz ON in dem Support ASIGST 
ausgewertet werden. Dabei wird zunächst offen gelassen, ob die Annotation ANTR(trn) 
zu einer Transition trn∈TR freie Variablen enthält.  
Mit der allgemeinen Flusskantenannotation 
ANFR: ((ST×TR)∪(TR×ST)) → MULT(TTSIGOS) 
wird jedes Element (knx,kny)∈((ST×TR)∪(TR×ST)) auf eine Multimenge 
ANFR(x,y)∈MULT(TTSIGOS) von Termtupeln über der ontologischen Signatur SIGOS ab-
gebildet. Zur Bestimmung der Bilder der allgemeinen Flusskantenannotation ANFR wird 
die spezielle Flusskantenannotation  
OS
*
FR SIGAN :FR MULT(TT )→  
verwendet. Im Gegensatz zu der allgemeinen Flusskantenannotation ANFR nimmt die 
spezielle Flusskantenannotation *FRAN  in ihrem Argument nur solche aus zwei artver-
schiedenen Knoten knx und kny bestehenden Tupel (knx,kny)∈((ST×TR)∪(TR×ST)) 
auf, die auch in der Flussrelation FR enthalten sind. Die Bilder der allgemeinen 
Flusskantenannotation ANFR können mit Hilfe der speziellen Flusskantenannotation 
*
FRAN  definiert werden als:
2) 
                                                 
1) Darüber hinaus muss die Transitionsannotationsfunktion ANTR nicht injektiv sein. Zwei unterschied-
lichen Transitionen tr1,tr2∈TR kann die gleiche statische ontologische Formel F∈FORMSIGOS als An-
notation ANTR(tr1)=ANTR(tr2)=F zugewiesen sein. Dies ist beispielsweise dann der Fall, wenn als 
Schaltbedingung mehrerer Transitionen in einem Ontologie-Netz nur die Markierungen adjazenter 
Stellen berücksichtigt werden sollen und sie daher mit w∈FORMSIGST annotiert werden.  
Auf jeden Fall ist die Transitionsannotationsfunktion ANTR nicht surjektiv. Im Fall der Surjektivität 
würde nämlich für jede statische ontologische Formel F∈FORMSIGST eine Transition tr∈TR mit 
ANTR(tr)=F existieren. Da in der Menge FORMSIGST auch widersprüchliche ontologische Formeln 
enthalten sind, ist ANTR nicht surjektiv. Die Annotation einer Transition tr mit einer widersprüchli-
chen ontologischen Formel F∈FORMSIGST würde nur dann Sinn machen, wenn die Transition nie-
mals schalten können soll. Für solche Fälle wird allerdings die kontradiktorische Formel 
f∈FORMSIGST verwendet, deren formale Semantik mit der formalen Semantik von widersprüchlichen 
ontologischen Formeln übereinstimmt. 
2) Vgl. RÖBBECKE (1995), S. 64.  
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*
FR x y x y
FR x y
M
AN (kn ,kn ); falls (kn ,kn ) FR
AN (kn ,kn )=
; sonst.
⎧ ∈⎪⎨⎪∅⎩
 
Analog zu der allgemeinen und speziellen Gewichtungsfunktion G bzw. G* aus S/T-
Netzen vereinfacht die Unterscheidung zwischen allgemeiner und spezieller Kantenan-
notation ANFR bzw. *FRAN  die Formulierung von Schaltvoraussetzungen für Transitio-
nen aus Ontologie-Netzen. 
Zum gleichen Zweck wird die allgemeine Informationskantenannotation ANIR auf die 
spezielle Informationskantenannotation 
OS
*
IR SIGAN : IR MULT(TT )→  
zurückgeführt: 
*
IR m n m n
IR m n
M
AN (st ,tr ); falls (st ,tr ) IR
AN (st ,tr )=
; sonst.
⎧ ∈⎨∅⎩
 
Für die Kantenannotationen ANFR und ANIR sind die Integritätsbedingungen IBON1.1 und 
IBON1.2 bzw. IBON2 von Relevanz. Den Integritätsbedingungen IBON1.1 und IBON1.2 zufolge 
muss die Konzeptfolge w∈K+, der die Flusskantenannotation ANFR(stm,trn) oder 
ANFR(trn,stm) einer Flusskante (stm,trn)∈FR bzw. (trn,stm)∈FR zugeordnet ist, mit dem 
Typen typRSDY(Rj) desjenigen Relationssymbols Rj=ANST(stm) übereinstimmen, mit dem 
die Stelle stm annotiert ist. Das gleiche gilt – entsprechend IBON2 – für Kanten aus der 
Informationsrelation IR. Für die Kantenannotationen gilt, dass auch die leere Multi-
menge ∅M als Kantenannotation zugewiesen werden kann. Da die leere Multimenge ∅M 
ein Element jeder Menge MULT(TTw) ist, ist ∅M als Fluss- bzw. Informationskante-
nannotation entsprechend IBON1.1 und IBON1.2 bzw. IBON2 für jede Kante zulässig. 
Mit den Integritätsbedingungen IBON1.1 und IBON1.2 wird gewährleistet, dass nur solche 
Flusskantenannotationen spezifiziert werden dürfen, die von der adjazenten Stelle stm 
Marken ab- bzw. zufließen lassen können, weil sich die Flusskantenannotation mit der 
Typisierung von stm deckt. Dabei gilt für Ontologie-Netze – im Vergleich zu konventio-
nellen Pr/T-Netzen – eine Besonderheit. Sie liegt darin, dass auch Flusskanten spezifi-
ziert werden können, die mit solchen Multimengen ontologischer Termtupel annotiert 
sein können, aufgrund derer nicht jede Marke von der adjazenten Stelle abgezogen bzw. 
auf dieser abgelegt werden kann. Die Marken können in Ontologie-Netzen „gefiltert“ 
abgezogen werden.1) Eine Multimenge MULT(TTw1) über einer Menge TTw1 w1-
spezifischer Termtupel umfasst nämlich auch Multimengen solcher ontologischen 
                                                 
1) Es wird deutlich darauf hingewiesen, dass der „Filtermechanismus“ aus Ontologie-Netzen keine 
Gemeinsamkeiten zu den Filterkanten aus NR/T-Netzen aufweist. Filterkanten werden in NR/T-
Netzen dazu verwendet, zustandsändernde Grundoperationen auf „Subterme“ von stellenbezogenen 
Markierungen auszuüben; vgl. OBERWEIS (1996), S. 129 ff.; OBERWEIS/SANDER (1996), S. 305 ff. 
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Termtupel, die zwar originär einer Konzeptfolge w2 zugeordnet sind, allerdings deriva-
tiv auch der Konzeptfolge w1 zugeordnet werden können, weil 
w2 U w1 
gilt. Somit wird in Ontologie-Netzen grundsätzlich die Möglichkeit eingeräumt, solche 
Kantenannotationen zu spezifizieren, deren Typ nicht originär, aber derivativ mit dem 
Typ der adjazenten Stelle übereinstimmt.1) Dies wird im Folgenden anhand eines Bei-
spiels verdeutlicht. 
Die Teilspezifikationen der zugrunde gelegten Ontologie SPEZOS lauten:2) 
                                                 
1) Üblicherweise werden für Pr/T-Netze die Integritätsregeln 
∀(stm,trn)∈(ST×TR): typRSOS(ANST(stm)) =w1 ∧ ANFR(stm,trn)∈MULT(TTw2) → w2 = w1 
 und 
∀(trn,stm)∈(TR×ST): typRSOS(ANST(stm))=w1 ∧ ANFR(st,trn)∈MULT(TTw2) → w2 = w1. 
  aufgestellt; vgl. JUOPPERI (1995), S. 28. Demnach müssen in Pr/T-Netzen die Typen der Kantenan-
notationen mit den Typen der jeweiligen adjazenten Stellenannotation übereinstimmen. 
2) Es werden hier lediglich jene Komponenten aufgeführt, die für die Annotation von Kanten relevant 
sind. Darüber hinausgehende Aspekte werden im Rahmen der späteren Fallstudie ausführlicher be-
handelt. 
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K 
 {Mitarbeiter, Wissenschaftlicher_Mitarbeiter, Administrativer_Mitarbieter, Real}; 
 
 Wissenschaftlicher_Mitarbeiter   Mitarbeiter, 
 Administrativer_Mitarbieter   Mitarbeiter; 
OPS 
 MULTIP        Real Real → Real; 
RS 
 RSST 
  Equal       <F F>;      
 RSDY 
  Mitarbeitergehalt    <Mitarbeiter Real>; 
VARFSIGOS 
 VARMitarbeiter      ={MA}, 
 VARWissenschaftlicher_Mitarbeiter  ={WMA}, 
 VARAdministrativer_Mitarbeiter   ={AMA}, 
 VARReal       ={GAlt,GNeu}; 
ANST(stm)=Mitarbeitergehalt. 
Mit den Ausdrucksmitteln der Ontologie SPEZOS wird ein Ontologie-Netz ON entspre-
chend Abbildung 23 konstruiert. 
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Mitarbeitergehalt
Gehaltserhöhung für
administrative Mitarbeiter
tr1
tr2
Gehaltserhöhung für
wissenschaftliche Mitarbeiter
<MA,GAlt>
<MA,GNeu>
EQUAL(GNEU,(MULTIP(GALT,1.1)))
EQUAL(GNEU,(MULTIP(GALT,1.2)))
<AMA,GAlt> <AMA,GNeu>
<WMA,GNeu>
EQUAL(GNEU,(MULTIP(GALT,1.3)))
stm
<WMA,GAlt>
durchschnittliche Gehaltserhöhung
tr3
 
Abbildung 23: Gefilterte Kantenannotation in Ontologie-Netzen 
Auf der Stelle stm sind Markenkopien enthalten, mit denen die Gehälter von Mitarbei-
tern repräsentiert werden. Darunter befinden sich sowohl administrative als auch wis-
senschaftliche Mitarbeiter. Die beiden Transitionen tr1 und tr2 werden verwendet, um 
Gehaltserhöhungen für administrative bzw. wissenschaftliche durchzuführen. Mit der 
Transition tr3 wird hingegen das Gehalt unabhängig von der Anstellung erhöht. 
Sämtliche Kantenannotationen im betrachteten Ontologie-Netz sind bezüglich der Integ-
ritätsbedingungen IBON1.1 und IBON1.2 zulässig. Durch die unterschiedlichen Kantenanno-
tationen wird gewährleistet, dass die Transitionen von stm nur solche Marken abziehen 
bzw. auf stm ablegen können, die für die jeweilige Transition erlaubt sind. Beispielswei-
se kann1) die Transition tr1 nur solche Marken von der Stelle stm abziehen, deren erster 
Term einem administrativen Mitarbeiter entspricht, da die Variable AMA in der Kante-
nannotation ANFR(stm,tr1) dem Konzept Administrativer_Mitarbeiter zugeordnet ist. 
Entsprechend kann die Transition tr2 nur solche Marken von der Stelle stm abziehen, de-
ren erster Term einem wissenschaftlichen Mitarbeiter entspricht, da die Variable WMA 
in der Kantenannotation ANFR(stm,tr2) dem Konzept Wissenschaftlicher_Mitarbeiter 
zugeordnet ist. Die Kantenannotation ANFR(stm,tr3) weist in ihrer ersten Stelle die Vari-
able MA auf, welche dem Konzept Mitarbeiter zugeordnet ist. Dadurch kann tr3 jede 
beliebige Marke von der Stelle stm abziehen. Denn sowohl das Konzept Adminisrati-
ver_Mitarbeiter als auch das Konzept Wissenschaftlicher_Mitarbeiter sind dem Kon-
                                                 
1) Der Markenabzug ist zunächst nur potenziell bestimmt, da für den faktischen Markenabzug auch die 
Substitution berücksichtigt werden muss, die beim Schaltakt unterstellt wird. Auf diesen Aspekt 
wird später näher eingegangen. 
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zept Mitarbeiter durch die Strukturierungsrelation  taxonomisch untergeordnet. Inso-
fern gelten: 
TERMAdministrativer_Mitarbeiter ⊆ TERMMitarbeiter ⊇ TERMWissenschaftlicher_Mitarbeiter und 
 GTTAdministrativer_MitarbeiterReal⊆ GTTMitarbeiterReal ⊇ TERMWissenschaftlicher_MitarbeiterReal. 
Mit der Möglichkeit, auch solche Kanten spezifizieren zu können, deren originärer Typ 
dem Typ der adjazenten Stelle untergeordnet ist, werden vielfältige Modellierungsmög-
lichkeiten für Ontologie-Netze erschlossen. Der Typ w∈K+ einer Kante 
(stm,trn)∈(ST×TR) mit ANFR(stm,trn)∈MULT(TTw) bestimmt nämlich, welche Art von 
Marken beim Schalten der adjazenten Transition trn von der adjazenten Stelle stm abge-
zogen werden kann. Alternativ gibt der Typ w∈K+ einer Kante (trn,stm)∈(TR×ST) mit 
ANFR(trn,stm)∈MULT(TTSIGw) vor, welche Art von Marken beim Schalten der adjazen-
ten Transition trn auf der adjazenten Stelle stm abgelegt werden kann. Beide Aspekte 
werden deutlicher, wenn in den folgenden Abschnitten die dynamische Struktur von 
Ontologie-Netzen vorgestellt wird. 
Damit die Kantenannotation ANFR in einem Ontologie-Netz ON korrekt ist, darf keine 
Ausgangskante (trn,st1)∈(TR×ST) zu einer Transition trn∈TR mit einer Annotation 
ANFR(trn,st1) existieren, in der auch Variablen vorkommen, die weder in mindestens ei-
ner Annotation ANFR(trn,st2) einer Eingangskante (st2,trn) zu trn noch in der Annotation 
ANTR(trn) vorkommen. Um die Korrektheit der Kantenannotation überprüfen zu kön-
nen, werden die Eingangsvariablenfunktion varIN und die Ausgangsvariablenfunktion 
varOUT eingeführt. 
Mit der Eingangsvariablenfunktion 
varIN: TR → pot(VAR) 
mit varIN(trn)=∪stm∈VBTR(trn)varTT(ANFR(stm,trn)) 
wird die Menge varIN(trn) der Variablen bestimmt, die in mindestens einer der Annotati-
onen ANFR(st1,trn),...,ANFR(stm,trn) der in die Transition trn eingehenden Kanten 
(st1,trn),...,(stm,trn)∈(FR∩(ST×TR)) vorkommen.1) 
Mit der Ausgangsvariablenfunktion 
varOUT: TR → pot(VAR) 
mit varOUT(trn)=∪stm∈NBTR(trn)varTT(ANFR(trn,stm)) 
wird die Menge varOUT(trn) der Variablen erfasst, die in mindestens einer Annotationen 
ANFR(trn,st1),...,ANFR(trn,stn) der von der Transition trn ausgehenden Kanten 
(trn,st1),...,(trn,stn)∈(FR∩(TR×ST)) vorkommen.2) 
Die Annotation ANFR(trn,st1) einer Ausgangskante (trn,st1)∈(TR×ST) zu einer Transiti-
on trn∈TR darf nur solche Variablen umfassen, die in mindestens einer Annotation 
                                                 
1) Vgl. TACKEN (2001), S. 44.  
2) Vgl. TACKEN (2001), S. 44.  
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(ANFR(stm,trn) einer Eingangskante (stm,trn)∈(ST×TR) zu trn oder der Transitionsanno-
tation ANTR(trn) vorkommt:1) 
∀x∈VAR, trn∈TR: x∈varOUT(trn) → (x∈varIN(trn) ∨ x∈varFOS(ANTR(trn))). 
 
4.2.2.1.2 Erweiterte statische Struktur 
von Ontologie-Netzen 
4.2.2.1.2.1 Inferenztransitionen 
In Abschnitt 3.1.4.2 wurde vorgestellt, wie auf der Basis einer Ontologie SPEZOS eine 
ontologiegestützte Wissensbasis WBS konstruiert werden kann. Eine wesentliche Kom-
ponente war hierbei, dass einerseits mit Hilfe der Inferenzregeln aus der expliziten Fak-
tenbasis FBEXPL inferenziell alle Fakten erschlossen werden können, die darin implizit 
enthalten sind. Andererseits wurde aufgezeigt, wie die Zulässigkeit von wissensreprä-
sentierenden Fakten mit Hilfe von Integritätsregeln überprüft werden kann. Beide Ver-
fahren basierten auf den Prinzipien der modelltheoretischen Semantik, anhand derer On-
tologien extensional interpretiert werden können. 
In Ontologie-Netzen kann allerdings nicht immer über diese modelltheoretische Seman-
tik verfügt werden. Denn in einem Ontologie-Netz ON ist lediglich die extensionale 
Semantik für statische Relationssymbole unmittelbar enthalten. Sie wird in Form der 
statischen SIGST-Struktur ASIGST angegeben, die Bestandteil jedes Ontologie-Netzes ON 
ist. An die SIGST-Struktur ASIGST wurde die Anforderung gestellt, dass alle Inferenz- und 
Integritätsregeln, die nur mit statischen Relationssymbolen konstruiert sind, in ASIGST 
gültig sind. Die Extensionen von dynamischen Relationssymbolen gehen lediglich mit-
telbar aus den stellenspezifischen Markierungen hervor. Entsprechend können Inferenz- 
und Integritätsregeln, in denen dynamische Relationssymbole vorkommen, in ASIGST 
nicht ausgewertet werden. 
Je nachdem, welche zustandsspezifische Markierung vorliegt, kann es sein, dass die 
Bedingungen für eine Inferenzregel erfüllt sind. Solange keine Verfahren zur Berück-
sichtigung von Inferenzregeln in Ontologie-Netzen formuliert sind, können keine Fak-
ten abgeleitet werden, die aus der Anwendung von Inferenzregeln auf eine explizite 
Faktenbasis hervorgehen. Entsprechend können keine Inferenzen auf der Basis der mo-
delltheoretischen Semantik durchgeführt werden, wenn die entsprechenden Inferenzre-
geln u.a. mit Hilfe von dynamischen Relationssymbolen konstruiert sind.  
Zudem bleiben in der bisherigen Definition von Ontologie-Netzen Integritätsregeln un-
berücksichtigt, die u.a. mit Hilfe von dynamischen Relationssymbolen konstruiert wer-
den. Um die Zulässigkeit von Markierungen bezüglich Integritätsregeln überprüfen zu 
                                                 
1) Vgl. TACKEN (2001), S. 44, mit der Erweiterung um „Anweisungsketten“, mittels derer die Vari-
ablensubstitution bereits in der Transitionsannotation erfolgt. 
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können, bedarf es eines Verfahrens zur Berücksichtigung von Integritätsregeln in Onto-
logie-Netzen. 
Um Inferenz- und Integritätsregeln in Ontologie-Netzen berücksichtigen zu können, 
werden im Folgenden zwei Verfahren vorgestellt, mit denen die deklarativen Regeln in 
operationale Ontologie-Netz-Komponenten transformiert werden können.1) Das erste 
Verfahren dient dazu, auf Basis der in SPEZOS enthaltenen Inferenzregeln ein solches 
Ontologie-Teilnetz TN zu erzeugen, mit dessen Hilfe „Inferenzen“ durchgeführt werden 
können. Im Gegensatz zu den Inferenzen, die im Rahmen der modelltheoretischen Se-
mantik durchgeführt werden, handelt es sich hierbei allerdings um solche Inferenzen, 
die auf der operationalen Semantik von Petri-Netzen basieren. Die Inferenzen werden 
nämlich durch das Schalten von Inferenztransitionen durchgeführt. So erfolgt eine ex-
plizite Unterscheidung von Zuständen, zwischen denen der Schaltakt einer Inferenztran-
sition liegt, die aus der Transformation einer Inferenzregel hervorgegangen ist. Das 
zweite Verfahren dient dazu, ein solches Ontologie-Teilnetz TN zu erzeugen, mit des-
sen Hilfe die Zulässigkeit einer zustandspezifischen Markierung bezüglich einer Integri-
tätsregel überprüft werden kann. Beide Verfahren werden in Form von Algorithmen o-
perationalisiert, die als Eingangswert eine Inferenz- bzw. Integritätsregel aufnehmen 
und als Ausgangswert ein Ontologie-Teilnetz TN umfassen. Somit ist die Transformati-
on von Inferenz- und Integritätsregeln in Ontologie-Teilnetze durchgehend formal be-
stimmt. Dabei wird vorausgesetzt, dass alle zu transformierenden Inferenz- und Integri-
tätsregeln den syntaktischen Anforderungen an Inferenz- und Integritätsregeln genü-
gen.2) 
Eine Voraussetzung für die algorithmische Transformierbarkeit einer Inferenzregel 
F = ∀x1,...,xk: (lit1 ∧....∧ litn) → litn+1 
in ein Ontologie-Teilnetz TN ist die Existenz einer regelspezifischen Inferenztransition 
transINF(F)=tr mit tr∈TRINF. Vor der Transformation wird die Annotation ANTR(trn) der 
Inferenztransition trn mit der tautologischen Formel w∈FORMSIGST initialisiert. Bei der 
Transformation werden zunächst alle Stellen, die den dynamischen Relationssymbolen 
aus den Antezedenz-Literalen lit1,...,litn von F zugeordnet sind, über Informationskanten 
mit tr verbunden. Handelt es sich hierbei um ein positives Literal der Form Rj(tj1,...,tjl(j)), 
so wird diejenige Stelle stm∈STPOS verwendet, die dem positiven Relationssymbol Rj 
durch ANRS(Rj)=stm zugeordnet ist. Handelt es sich hingegen um ein negatives Literal 
der Form ¬Rj(tj1,...,tjl(j)), so wird diejenige negative Stelle stm∈STNEG verwendet, die 
dem negativen Relationssymbol Rj durch ANRS(Rj)=stm zugeordnet ist. Die Annotatio-
nen der Informationskanten, die von der Stelle stm ausgehen und in die Inferenztransiti-
on trn eingehen, werden jeweils mit dem Termtupel <tj1,...,tjl(j)> erweitert, das mit dem 
                                                 
1) Zur Transformation deklarativer Regeln in Transitionen in Petri-Netzen vgl. DAHR (1994), S. 19 ff.; 
DE/MAINDREVILLE/SIMON (1987), S. 11 ff.; LAUTENBACH (2003), S. 276 ff.; LIN/CHANSON (1998), 
S. 825 ff.; ZELEWSKI (1995), Bd. 5.1, S. 194 ff. 
2) Vgl. Abschnitt 3.1.4.1.  
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Argument (tj1,...,tjl(j)) des Literals j mit j=1,...,n übereinstimmt. Wenn ein Antezedenz-
Literal hingegen mit Hilfe von statischen Relationssymbolen konstruiert ist, dann wird 
die Annotation ANTR(trn) der Inferenztransition trn entweder mit diesem Literal identifi-
ziert oder um dieses Literal konjunktiv erweitert.1) 
Bezüglich des Konklusions-Literals der Inferenzregel wird vorausgesetzt, dass das Lite-
ral mit Hilfe eines dynamischen Relationssymbols konstruiert ist. Denn ansonsten könn-
te die Extension des Relationssymbols nicht netzendogen variiert werden.2) Auch hier-
bei wird zwischen dem positiven und dem negativen Fall unterschieden. Handelt es sich 
bei dem Konklusions-Literal um ein positives Literal der Form Rj(tj1,...,tjl(j)), so wird die 
Flussrelation FR um die Kante (trn,stm) erweitert, wobei stm∈STPOS mit stm=ANRS(Rj) 
der positiven Stelle entspricht, dem das positive Relationssymbol Rj zugeordnet ist. 
Handelt es sich hingegen um ein negatives Literal der Form ¬Rj(tj1,...,tjl(j)), so wird die 
Flussrelation FR um die Kante (trn,stm) erweitert, wobei stm∈STNEG mit stm=ANRS(Rj) 
der negativen Stelle entspricht, dem das negative Relationssymbol Rj zugeordnet ist. 
Die Transformation einer Inferenzregel F∈INFSIGOS in ein Ontologie-Teilnetz TN erfolgt 
nach folgendem Verfahren: 
FORALL F∈INFSIGOS AND F = (∀x1,...,xk: lit1 ∧....∧ litn → litn+1) DO 
1.) Initialisierung 
ANTR(transINF(F)) := w 
                                                 
1) Die konjunktive Erweiterung wird dann verwendet, wenn in diesem Iterationsschritt die Transition-
sannotation ANTR(trn) nicht mehr mit der tautologischen Formel w aus der Initialisierung überein-
stimmt. 
2) Wenn das Konklusionsliteral litn+1 mit litn+1=Rn+1(tn+11,...,tn+1l(n+1)) aufgrund Rn+1∈RSST mit einem sta-
tischen Relationssymbol zusammengesetzt ist, muss die Inferenzregel als Integritätsregel behandelt 
werden und entsprechend in eine Integritätstransition transformiert werden. Zwar wird dadurch die 
dynamische Erschließung von Fakten ausgeschlossen, allerdings können Markierungen aufgedeckt 
werden, die bezüglich der Integritätsregel unzulässig sind. 
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2.) Transformation 
FORALL j=1 TO n DO 
 CASE1 litj=Rj(tj1,...,tjl(j))  
  CASE11 Rj∈RSDY  
   IR := IR ∪ {(ANRS(Rj),transINF(F))} 
   ANIR(ANRS(Rj),transINF(F)) := ANIR(ANRS(Rj),transINF(F)) ⊕ <tj1,...,tjl(j)> 
  END CASE11 
  CASE12 Rj∈RSST 
    IF ANTR(transINF(F)) = w  
     THEN  
      ANTR(transINF(F)) := Rj(tj1,...,tjl(i))  
     ELSE 
      ANTR(transINF(F)) := ANTR(transINF(F)) ∧ Rj(tj1,...,tjl(i)) 
    END IF 
  END CASE12 
 END CASE1 
 CASE2 litj=¬Rj(tj1,...,tjl(j))  
  CASE21 Rj∈RSDY  
   IR:=IR ∪ {(ANRS(Rj),transINF(F))} 
   ANIR(ANRS(Rj),transINF(F)) := ANIR(ANRS(Rj),transINF(F)) ⊕ <tj1,...,tjl(j)> 
  END CASE21 
  CASE22 Rj∈RSST 
   IF ANTR(transINF(F)) = w  
    THEN  
     ANTR(transINF(F) := ¬Rj(tj1,...,tjl(i))  
    ELSE 
     ANTR(transINF(F)) :=  ANTR(transINF(F)) ∧ ¬Rj(tj1,...,tjl(i)) 
   END IF 
  END CASE22 
 END CASE2 
END DO 
IF litn+1=Rn+1(tn+11,...,tn+1l(n+1))  
 THEN 
  FR := FR ∪ {(transINF(F),ANRS(Rn+1))} 
  ANFR(transINF(F),ANRS(Rn+1)) := ANFR(transINF(F),ANRS(Rn+1)) ⊕ <tn+11,...,tn+1l(n+1)> 
END IF 
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IF litn+1=¬Rn+1(tn+11,...,tn+1l(n+1)) 
 THEN  
  FR:= FR ∪ {(transINF(F),ANRS(Rn+1))} 
  ANFR(transINF(F),ANRS(Rn+1)) := ANFR(transINF(F),ANRS(Rn+1)) ⊕ <tn+11,...,tn+1l(n+1)> 
END IF 
Mit Hilfe des algorithmischen Transformationsverfahrens kann beispielsweise die Infe-
renzregel 
∀x1,x2: (R1(x1,x2) ∧ ¬R2(x1,x2) ∧ ¬Equal(x1,x2)) → R3(x1,x2) 
mit den dynamischen Relationssymbolen R1, R2 und R3 und dem statischen Relations-
symbol equal entsprechend Abbildung 24 in ein Ontologie-Teilnetz transformiert wer-
den. 
¬Equal(x1, x2)
st1
st2
st3
<x1,x2>
<x1,x2>
<x1,x2>
ANST(st1)=R1
ANST(st2)=R2
ANST(st3)=R3
tr1
 
Abbildung 24: Transformierte Inferenzregel 
Inferenztransitionen, die aus der algorithmischen Transformation von Inferenzregeln 
hervorgehen, zeichnen sich durch zwei wesentliche Eigenschaften aus. Die erste Eigen-
schaft besteht darin, dass Inferenztransitionen als Eingangskanten nur Informationskan-
ten aufweisen können. Durch das Schalten von Inferenztransitionen gilt es nämlich von 
einer Referenzmarkierung Mr zu einer solchen Folgemarkierung Mf überzugehen, bei 
der keine bestehenden Fakten aufgehoben werden, sondern nur neue Fakten generiert 
werden. Der Ausschluss der Faktenentfernung wird dadurch gewährleistet, dass als Ein-
gangskanten von Inferenztransitionen nur Informationskanten in Frage kommen. Denn 
Informationskanten unterscheiden sich von Flusskanten dadurch, dass Informationskan-
ten bei einem Schaltakt keine Markierungsvariation bewirken. In ihrer zweiten Eigen-
schaft setzen Inferenztransitionen an dem Potenzial zur Faktenvermehrung durch Fluss-
kanten an. Bei jedem Schaltakt einer Inferenztransition wird gemäß der Annotation der 
Ausgangskante mindestens ein ontologisches Termtupel auf der Ausgangsstelle abge-
legt, was dem Hinzufügen eines Faktums zur Faktenbasis entspricht. 
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In ihrer Gesamtheit stellen diese beiden Eigenschaften von Inferenztransitionen eine 
bemerkenswerte Korrespondenz zu der bereits angesprochenen Monotonieprämisse der 
prädikatenlogischen Wissensrepräsentation her. Der prädikatenlogischen Monotonie-
prämisse folgend darf durch das Hinzufügen von einer gültigen Formel F zu einer gülti-
gen Formelmenge FM die Gültigkeit von FM nicht verletzt werden.1) Die Korrespon-
denz von Inferenztransitionen mit der Monotonieprämisse der Prädikatenlogik spiegelt 
sich in den unterschiedlichen Kantenarten wieder, durch die Inferenztransitionen mit ih-
rer Nachbarschaft verbunden sein können. Da die Stelle stm im Nachbereich NBTR(trn) 
einer Inferenztransition trn mittels Flusskanten mit trn verbunden sein müssen, kann es 
durch den Schaltakt von trn dazu kommen, dass die Folgemarkierung Mf der Stelle stm 
eine Multimenge von Marken zuordnet, in der auch Marken enthalten sind, die in der 
Referenzmarkierung Mr nicht enthalten gewesen sind. Dadurch käme es zu einer Ver-
größerung der Faktenmenge. Hingegen kann es durch das Schalten einer Inferenztransi-
tion nicht zu einer Verkleinerung der Faktenmenge kommen, da der Markenentzug 
durch einen Schaltakt nur für Stellen im Vorbereich VBTR(trn) von trn in Frage kommen 
kann. Bei den Eingangskanten von Inferenztransitionen kann es sich jedoch nur um In-
formationskanten handeln, die zwar für die Aktivierungsbedingungen Relevanz haben, 
allerdings nicht für die Schaltwirkung. 
                                                 
1) Zur prädikatenlogische Monotonie vgl. ANTONIOU (1996), S. 166 f.  
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4.2.2.1.2.2 Integritätstransitionen 
Analog zur Transformation von Inferenzregeln können auch Integritätsregeln in ein 
Teilnetz TN des Ontologie-Netzes ON transformiert werden. Teilnetze, die aus der 
Transformation von Integritätstransitionen hervorgehen, weisen jedoch als einzige 
Transition jeweils eine regelspezifische1) Integritätstransition auf. 
Integritätstransitionen haben mit Inferenztransitionen gemeinsam, dass sie als Ein-
gangskanten nur Informationskanten aufweisen. Obwohl Schaltakte von Integritätstran-
sitionen nicht von Relevanz sind, da die Erfülltheit der Schaltvoraussetzungen von In-
tegritätstransitionen auf eine Unzulässigkeit der betrachteten Markierung hinweisen, 
werden Integritätstransitionen mit ihren inzidenten Stellen nur mit Informationskanten 
verbunden, durch die grundsätzlich keine Markierungsvariation bewirkt werden kann.2) 
Darüber hinausgehende Verknüpfungen von Inferenztransitionen mit Stellen sind nicht 
erlaubt. 
Integritätsregeln dienen in einer Ontologie SPEZOS dazu, die Zulässigkeit von Formeln 
zu überprüfen. Dabei ist eine Formelmenge FM∈FORMSIGOS genau dann bezüglich ei-
ner Integritätsregel F∈INTSIGOS zulässig, wenn die Formelmenge FM ∪ F nicht wider-
sprüchlich ist. Die Transformation von Integritätsregeln in ein Ontologie-Teilnetz setzt 
genau an dieser Funktionalität von Integritätsregeln an. Die Transformation verläuft 
nämlich derart, dass die regelspezifische Integritätstransition transINT(F)=trn zu einer In-
tegritätsregel F∈INTSIGOS genau dann unter einer Markierung Mz aktiviert ist, wenn Mz 
                                                 
1) Der Zusatz „regelspezifische“ wird in Zusammenhang mit Integritätsregeln dann verwendet, wenn 
aus dem Argumentationskontext nicht hervorgeht, dass es sich um eine Integritätstransition trn han-
delt, die einer Integritätsregel F∈INTSIGOS mittels transINT(F)=trn zugeordnet ist. Im weiteren Verlauf 
werden auch solche Integritätstransitionen vorgestellt, die keinen Integritätsregeln aus der Ontologie 
SPEZOS zugeordnet sind.  
2) Grundsätzlich bestünde auch für Integritätstransitionen die Möglichkeit, als Eingangskanten Fluss-
kanten zuzulassen. Dies hätte sogar den Vorteil, dass, wenn Schaltakte für Integritätstransitionen zu-
gelassen würden, die integritätsverletzenden Marken von den inzidenten Stellen abgezogen würden. 
Dadurch könnte die Integritätsverletzung aufgehoben werden. Allerdings wird diese Option für On-
tologie-Netze aus zwei Gründen nicht in Betracht gezogen. Erstens wird durch die alleinige Zuläs-
sigkeit adjazenter Informationskanten zu Integritätstransitionen die Ähnlichkeit zu der Vorgehens-
weise bei Inferenztransitionen beibehalten. Denn auch für Inferenztransitionen kommen als Ein-
gangskanten nur Informationskanten in Betracht. Zweitens würden durch den Schaltakt einer Integri-
tätsverletzung alle Marken von den Vorbereichsstellen entfernt werden, obwohl vielleicht nur eine 
klauselbezogene Stellenmarkierung für die Integritätsverletzung verantwortlich ist. Daher werden für 
Ontologie-Netze grundsätzlich Schaltakte von Integritätstransitionen nicht berücksichtigt. 
4 Integration von Ontologien und Petri-Netzen 337 
 
im Widerspruch zu F ist. Somit entspricht die Aktiviertheit einer Integritätstransition trn 
der Unzulässigkeit1) einer Markierung.2) 
Auch für die algorithmische Transformierbarkeit einer Integritätsregel in ein Ontologie-
Teilnetz TN muss – analog zu der Transformation von Inferenzregeln – eine regelspezi-
fische Integritätstransition transINT(F)=trn vorliegen. Bevor die Transformation durchge-
führt werden kann, muss auch hierbei die Annotation ANTR(trn) der Integritätstransition 
trn mit der tautologischen Formel w initialisiert werden. Auch die Transformation der 
Antezedenz-Literale von Integritätsregeln verläuft identisch zu der Transformation der 
Antezedenz-Literale von Inferenzregeln. Es werden nämlich auch hierbei alle Stellen, 
die den dynamischen Relationssymbolen aus den Antezedenz-Literalen von F zugeord-
net sind, über Informationskanten mit trn verbunden und entsprechend die Kanten anno-
tiert. Die Unterscheidung zwischen positiven und negativen Stellen erfolgt analog. 
Hinsichtlich der Behandlung von Konklusions-Literalen unterscheidet sich die Trans-
formation von Integritätsregeln wesentlich von der Transformation von Inferenzregeln. 
Erstens haben Integritätstransitionen keine Nachbereichsstellen, da sie lediglich zur  
Überprüfung der Zulässigkeit von Markierungen verwendet werden. Entsprechend wei-
sen sie auch keine adjazenten Flusskanten auf. Zweitens wird im Fall von Integritätsre-
geln an der Kontradiktion des Konklusions-Literals angesetzt. Denn eine regelspezifi-
sche Integritätstransition transINT(F)=trn hat genau dann aktiviert zu sein, wenn die Mar-
kierung Mz im Widerspruch zu F steht. Entsprechend müssen die Bedingungen für die 
Aktiviertheit der Integritätstransition so formuliert werden, dass sie kontradiktorisch zu 
F sind. Die Kontradiktion zu einer Integritätsregel 
F = ∀x1,...,xk: lit1 ∧....∧ litn → litn+1 
lautet 
F  = ∀x1,...,xk: lit1 ∧....∧ litn ∧ ¬litn+1 
Handelt es sich bei dem Konklusions-Literal litn+1 der Integritätsregel um ein positives 
Literal der Form Rn+1(tn+11,...,tn+1l(n+1)), das mit einem dynamischen Relationssymbol 
Rn+1∈RSDY konstruiert ist, so wird die Integritätstransition trn mittels einer Informati-
onskante (stm,trn)∈IR mit der Stelle stm verbunden, die der Negation Rn+1 des dynami-
                                                 
1) Die Unzulässigkeit einer Markierung Mz bezüglich einer Integritätstransition trn∈TRINT ist von der 
Unzulässigkeit von Mz bezüglich einer der Integritätsbedingungen IBON3 und IBON4 zu unterscheiden. 
Die Integritätsbedingungen IBON3 und IBON4 sind auf alle stellenbezogenen Markierung eines Onto-
logie-Netzes in dem Zustand z bezogen. Dies wird sowohl bei IBON3 als auch bei IBON4 durch die 
Allquantifizierung über der Menge ST aller Stellen deutlich. Die Unzulässigkeit einer Markierung 
bezüglich einer Integritätstransition trn kann hingegen nur lokal bestimmt werden. Mit einer Integri-
tätstransition trn können nämlich nur solche unzulässigen stellenbezogenen Markierungen kenntlich 
gemacht werden, die sich auf Stellen in der Nachbarschaft NATR(trn) von trn beziehen.  
2) Es wird hier vereinfacht von der Unzulässigkeit eine Markierung Mz bezüglich einer Integritätsregel 
gesprochen. Eigentlich ist die Unzulässigkeit jedoch nicht auf die Markierung Mz bezogen, sondern 
auf die Formelmenge FM, deren Gültigkeit durch die Markierung Mz ausgedrückt wird.  
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schen Relationssymbols Rn+1 zugeordnet ist (ANRS(Rn+1)=stm). Handelt es sich hingegen 
bei Rn+1 um ein statisches Relationssymbol, so ist die Transitionsannotation ANTR(trn) 
entweder das negative Literal ¬Rn+1(tn+11,...,tn+1l(n+1)) oder ANTR(trn) wird konjunktiv mit 
dem Literal verknüpft. Analog wird – wenn es sich bei dem Konklusions-Literal litn+1 
um ein negatives Literal der Form ¬Rn+1(tn+11,...,tn+1l(n+1)) handelt – die Stelle stm mit 
ANRS(Rn+1)=stm mittels einer Informationskante (stm,trn) mit der Integritätstransition trn 
verbunden, wenn Rn+1 ein dynamisches Relationssymbol ist. Wenn jedoch Rn+1 ein sta-
tisches Relationssymbol ist, ist die Annotation ANTR(trn) der Integritätstransition trn 
entweder das positive Literal Rn+1(tn+11,...,tn+1l(n+1)) oder ANTR(trn) wird konjunktiv mit 
dem Literal verknüpft. 
 
Die algorithmische Transformation einer Integritätsregel F∈INTSIGOS in ein Ontologie-
Teilnetz TN erfolgt nach folgendem Schema: 
FORALL F∈INTSIGOS AND F = (∀x1,...,xk: (lit1 ∧....∧ litn) → litn+1) DO 
1.) Initialisierung 
ANTR(transINT(F)) = w 
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2.) Transformation 
FORALL j=1 TO n DO 
 CASE1 litj=Rj(tj1,...,tjl(j))  
  CASE11 Rj∈RSDY  
   IR := IR ∪ {(ANRS(Rj),transINT(F))} 
   ANIR(ANRS(Rj),transINT(F)) := ANIR(ANRS(Rj),transINT(F)) ⊕ <tj1,...,tjl(j)> 
  END CASE11 
  CASE12 Rj∈RSST 
   IF ANTR(transINT(F)) = w  
    THEN  
     ANTR(transINT(F))  := Rj(tj1,...,tjl(i))  
    ELSE 
     ANTR(transINT(F))  := ANTR(transINT(F)) ∧ Rj(tj1,...,tjl(j)) 
   END IF 
  END CASE12  
 END CASE1  
 CASE2 litj=¬Rj(tj1,...,tjl(i))  
  CASE21 Rj∈RSDY 
   IR := IR ∪ {(ANRS(Rj),transINT(F))} 
   ANIR(ANRS(Rj),transINT(F)) := ANIR(ANRS(Rj),transINT(F)) ⊕ <tj1,...,tjl(j)> 
  END CASE21  
  CASE22 Rj∈RSST 
   IF ANTR(transINT(F)) = w  
    THEN  
     ANTR(transINT(F)  := ¬Rj(tj1,...,tjl(j))  
    ELSE 
     ANTR(transINT(F)) := ANTR(transINT(F)) ∧ ¬Rj(tj1,...,tjl(i)) 
  END CASE22 
 END CASE2 
END DO 
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CASE3 litn+1=Rn+1(tn+11,...,tn+1l(n+1))  
 CASE31 Rn+1∈RSDY 
  IR := IR ∪ {(ANRS(Rn+1)),transINT(F)} 
  ANIR(ANRS(Rn+1),transINT(F)) := ANIR(ANRS(Rn+1)),transINT(F)) ⊕ <tn+11,...,tn+1l(n+1)>) 
 END CASE31 
 CASE32 Rn+1∈RSDY 
  IF ANTR(transINT(F)) = w  
   THEN  
    ANTR(transINT(F)) := ¬Rn+1(tn+11,...,tn+1l(n+1)) 
   ELSE 
    ANTR(transINT(F)) :=ANTR(transINT(F)) ∧ ¬Rn+1(tn+11,...,tn+1l(n+1)) 
  END IF 
 END CASE32 
CASE4 litn+1=¬Rn+1(tn+11,...,tn+1l(n+1)) 
 CASE41 Rn+1∈RSDY 
  IR := IR ∪ {(ANRS(Rn+1)),transINT(F)} 
  ANIR(ANRS(Rn+1),transINT(F)) := ANIR(ANRS(Rn+1),transINT(F)) ⊕ <tn+11,...,tn+1l(n+1)> 
 END CASE41 
 CASE42 Rn+1∈RSST 
  IF ANTR(transINT(F)) = w  
   THEN  
    ANTR(transINT(F)) := Rn+1(tn+11,...,tn+1l(i)) 
   ELSE  
    ANTR(transINT(F)) := ANTR(transINT(F) ∧ Rn+1(tn+11,...,tn+1l(n+1)) 
  END IF 
 END CASE42 
END CASE4 
Die Formel die in Abschnitt 4.2.2.1.2.1 als Inferenzregel vorgestellt und in eine Infe-
renztransition transformiert wurde, kann nun als Integritätsregel aufgefasst und in eine 
Integritätstransition transformiert werden. Hierdurch wird die Unterscheidung zwischen 
den beiden Regelarten auf pragmatischer Ebene deutlich. 
Die Integritätsregel 
∀x1,x2: (R1(x1,x2) ∧ ¬R2(x1,x2) ∧ ¬Equal(x1,x2)) → R3(x1,x2) 
mit den dynamischen Relationssymbolen R1, R2 und R3 und dem statischen Relations-
symbol Equal kann entsprechend der Abbildung 25 transformiert werden. 
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¬Equal(x1, x2)
st1
st2
<x1,x2>
<x1,x2>
<x1,x2>
ANST(st2)=R2
ANST(st1)=R1
st3
ANST(st3)=R3
tr1
 
Abbildung 25: Transformierte Integritätsregel 
Mit Integritätstransitionen können Business-Rules, die in allen Zuständen eines ontolo-
giegestützten Modells zu gelten haben, auf anschauliche Weise ausgedrückt werden.1) 
Hierbei können auch Business Rules ausgedrückt werden, die sich aus dem Zusam-
menwirken von Inferenz- und Integritätstranstionen ergeben.2) Mit der Inferenzregel 
∀MA1,MA2,MA3:  (Vorgesetzter_von(MA1,MA2) ∧ Vorgesetzter_von(MA2,MA3)) 
      → Vorgesetzter_von (MA1,MA3) 
wird die Transitivität der Vorgesetzten-Relation ausgedrückt. Mit der Integritätsregel 
∀MA1,MA2,AA: Vorgesetzter_von(MA2,MA1) → ¬Arbeitsanweisung_an(MA1,AA,MA2)  
wird der Ausschluss von Arbeitsanweisungen von Mitarbeitern an ihre Vorgesetzten 
ausgedrückt. Wenn ein Mitarbeiter MA2 Vorgesetzter eines Mitarbeiters MA1 ist, darf 
keine Beziehung existieren, der zufolge MA1 an MA2 eine Arbeitsanweisung AA gibt. 
Die beiden Regeln können entsprechend Abbildung 26 zu einem Ontologie-Teilnetz 
transformiert werden. 
                                                 
1) Vgl. OBERWEIS (1996), S. 197 ff.  
2) Bezüglich des Zusammenwirkens von Inferenz- und Integritätstransitionen sind in Ontologie-Netzen 
Aktivierungsprioritäten zu beachten, denen zu Folge keine Inferenztransition aktiviert werden darf, 
so lange mindestens eine Integritätstransition aktiviert ist. Diese Aktivierungsprioritäten werden im 
nächsten Abschnitt thematisiert. 
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Abbildung 26: Zusammenwirken von Inferenz- und Integritätstransitionen 
Mit Hilfe der Inferenztransition tr1 werden sämtliche Fakten bezüglich der Vorgesetz-
ten-Beziehung erschlossen. Mit der Integritätstransition tr2 werden hingegen unzulässi-
ge Markierungen verhindert, die unzulässigen Faktenmengen entsprechen würden. 
Durch die Gesamtheit des Ontologie-Teilnetzes aus Abbildung 26 werden zwei Busi-
ness Rules berücksichtigt. Einerseits gilt in der betrachteten Domäne, dass die Vorge-
setzten-Beziehung transitiv ist. Andererseits dürfen keine Arbeitsanweisungen von Mit-
arbeitern an ihre Vorgesetzten verschickt werden. Die beiden Business-Rules über-
schneiden sich in dem Punkt, in dem beide auf die Vorgesetzten-Relation Bezug neh-
men. In der graphischen Darstellung findet sich das in den beiden Informationskanten 
(st1,tr1) und (st1,tr2) wieder, anhand derer die Transitionen mit der Stelle st1 verbunden 
sind. 
Über die Integritätstransitionen hinaus, die aus der Transformation von Integritätsregeln 
hervorgehen, können in einem Ontologie-Netz ON noch weitere Integritätstransitionen 
vorhanden sein, denen in der zugrunde gelegten Ontologie SPEZOS keine Integritätsre-
gel F∈INTSIGOS entspricht. Hierzu kommen solche Integritätstransitionen in Frage, mit 
denen die Konsistenz der Stellenmarkierung Mz in jedem Zustand z∈N bewahrt wird. 
Die Konsistenz der Stellenmarkierung Mz ist in einem Ontologie-Netz ON immer dann 
verletzt, wenn im Zustand für mindestens ein Relationssymbol Rj∈RSDY  
Mz(ANRS(Rj)) ∩ Mz(ANRS(Rj)) ≠ ∅M. 
gilt. Demnach darf ein Termtupel <t1,...,tn> nicht gleichzeitig in der Markierung von 
zwei Stellen st1∈STPOS und st2∈STNEG mit ANRS(Rj)=st1 bzw. ANRS(Rj)=st2 enthalten 
sein. In diesem Fall würden sich die extensionalen Interpretationen des positiven Rela-
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tionssymbols Rj und des dazu komplementären negativen Relationssymbols Rj „über-
lappen“. Eine solche Markierung würde einer widersprüchlichen Faktenmenge entspre-
chen, weil sie sowohl das Faktum Rj(t1,...,tn) als auch das hierzu kontradiktorische Fak-
tum ¬Rj(t1,...,tn)≡Rj(t1,...,tn) enthielte.  
Um die Konsistenz der zustandsbezogenen Markierungen zu gewährleisten, wird in On-
tologie-Netzen zu jeder negativen Stelle st1∈STNEG mit ANST(st1)=R1 eine Integri-
tätstransition trn∈TRINT spezifiziert, die in ihrem Vorbereich VBTR(trn) genau die zwei 
Stellen st1 und st2∈STPOS mit ANST(st2)=Rj aufweist. Die Kanten (st1,trn),(st2,trn)∈IR 
werden jeweils mit dem gleichen ontologischen Termtupel <x1,...,xn>, das nur mit Hilfe 
von Variablen konstruiert ist, annotiert. Abbildung 27 enthält ein Beispiel für eine In-
tegritätstransition zur Bewahrung der Konsistenz in einem Ontologie-Netz ON. 
<x1,...,xn> <x1,...,xn>
st1 st2
ANST(st1)=R1 ANST(st2)=R1
trn
 
Abbildung 27: Integritätstransition zur Bewahrung der Markierungskonsistenz 
4.2.2.2 Dynamische Struktur von Ontologie-Netzen 
4.2.2.2.1 Schaltregeln in Ontologie-Netzen 
4.2.2.2.1.1 Schaltregel für einzelne Transitionen 
in Ontologie-Netzen 
Die statische Struktur eines Ontologie-Netzes umfasst neben der Netztopologie eine 
Ontologie SPEZOS, die Transitionszuordnungsfunktionen transINF und transINT, die stati-
sche SIGST-Struktur ASIGST, die Annotationsfunktionen (ANST,ANTR,ANFR,ANIR), die 
Kapazitätsfunktion KP und die Anfangsmarkierungsfunktion M0. Insbesondere durch 
die letzte Komponente wird deutlich, dass in der statischen Struktur eines Ontologie-
Netzes ON lediglich ein Zustand – nämlich der Initialzustand – von ON abgebildet 
wird. Die Anfangsmarkierung M0 wird – analog zu der initialen Markierung von S/T-
Netzen – als exogen vorgegeben angenommen. Sämtliche (Folge-)Markierungen Mz mit 
z=1,...,Z und Z∈N ergeben sich endogen aus der dynamischen Struktur des Ontologie-
Netzes. 
Die dynamische Struktur von Ontologie-Netzen wird in Form einer Schaltregel operati-
onalisiert, die sich aus zwei Komponenten zusammensetzt. Die erste Komponente der 
Schaltregel zu einem Ontologie-Netz ON entspricht den Voraussetzungen, die erfüllt 
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sein müssen, damit eine Transition trn∈TR schalten kann. Die Schaltvoraussetzungen 
für Transitionen stimmen mit ihren Aktivierungsbedingungen überein. Die zweite Kom-
ponente der dynamischen Struktur ist die Wirkung, die das Schalten einer Transition 
trn∈TR auf das Ontologie-Netz ON hat. Sie wird in Form einer Schaltfunktion operatio-
nalisiert. 
Um die Aktivierung einer Transition trn unter einer Variablensubstitution θ und einer 
zulässigen Markierung Mr auszudrücken, wird die Relation 
AKTON ⊆ (TR × 2θ × ZMFON) 
verwendet. Mit dem Ausdruck AKTON(trn,θ,Mr) wird angegeben, dass die Transition 
trn∈TR unter der Familie θ∈2θ konzeptspezifischer Variablensubstitutionsfunktionen1) 
und der Markierung Mr∈ZMFON aktiviert ist. Als Variablensubstitution θ kommen für 
die Aktivierung einer Transition trn nur Substitutionen in betracht, denen zufolge alle 
Variablen in einem Ausdruck durch Grundterme ersetzt werden. Diese besonderen Va-
riablensubstitutionen werden im Folgenden auch als Grundsubstitutionen bezeichnet. 
Bei der Untersuchung, ob eine Transition trn unter einer Grundsubstitution θ und einer 
Markierung Mr aktiviert ist, muss zunächst festgestellt werden, ob eine deklarative oder 
prozedurale Transition vorliegt. Liegt eine deklarative Transition vor, so kann es sich 
nur um eine Inferenz- oder Integritätstransition handeln. Die Aktiviertheit von Integri-
tätstransitionen weist grundsätzlich auf die Unzulässigkeit der Markierung Mr hin. In 
diesem Fall werden Eingriffe in die Markierung des Ontologie-Netzes notwendig, um 
die Konsistenz der Markierung wieder herzustellen. Liegt hingegen eine aktivierte Infe-
renztransition vor, so lässt sich aus der Markierung Mr mindestens eine weitere Markie-
rung Mf ableiten, die zusätzlich zu den Formeln, deren Gültigkeit aus Mr hervorgeht, 
weitere gültige Formeln umfasst. 
Um die verschiedenen Transitionsarten bei der Definition ihrer Schaltvoraussetzungen 
berücksichtigen zu können, werden in ihren Aktivierungsbedingungen Aktivierungspri-
oritäten eingeräumt.2) Die Abbildung 28 gibt die Anordnung der verschiedenen Transi-
tionsarten entsprechend ihren Aktivierungsprioritäten wieder. 
                                                 
1) Für die Bezeichnung „Familie konzeptspezifischer Variablensubstitutionsfunktionen“ wurde in Ab-
schnitt 3.1.4.3.1 auch die verkürzte Bezeichnung „Variablensubstitution“ zugelassen. 
2) Die Aktivierungspriorität ist von der Schaltpriorität abzugrenzen (zu Schaltprioritäten vgl. STARKE 
(1990), S. 103 f.). Im Fall von Petri-Netzen mit Schaltprioritäten können die Transitionen nur ent-
sprechend der Reihenfolge schalten, die durch eine partielle Ordnung auf der Menge TR aller Transi-
tionen vorgegeben ist. Demnach kann eine Transition tr1 mit einer geringeren Schaltpriorität als eine 
weitere Transition tr2 gleichzeitig mit dieser aktiviert sein. Sie darf nur nicht vor tr2 schalten. Da-
durch werden für Transitionen neben den Aktivierungsbedingungen weitere Schaltvoraussetzungen 
geltend gemacht. In Ontologie-Netzen wird hingegen durch Aktivierungsprioritäten die Eingrenzung 
der Schaltvoraussetzungen auf die Aktivierungsbedingungen beibehalten.  
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Integritätstransitionen
Inferenztransitionen
prozedurale Transitionen
höhere Aktivierungspriorität als
höhere Aktivierungspriorität als
 
Abbildung 28: Aktivierungsprioritäten in Ontologie-Netzen 
Die höchste Aktivierungspriorität wird Integritätstransitionen eingeräumt. Inferenztran-
sitionen wird im Vergleich zu Integritätstransitionen eine niedrigere Aktivierungspriori-
tät eingeräumt. Die Aktivierungsprioritäten prozeduraler Transitionen sind schließlich 
niedriger als die Aktivierungsprioritäten aller deklarativen Transitionen. 
Für eine Integritätstransition trn∈TRINT gilt unter einer Grundsubstitution θ und einer 
Markierung Mr genau dann AKTON(trn,θ,Mr), wenn  
(1.) ∀stm∈VBTR(trn): (ANIR(stm,trn)[θ]) ⊆ Mr(stm) und 
(2.) ASIGST B (ANTR(trn)[θ]) 
gelten. Der ersten Aktivierungsbedingung für Integritätstransitionen zufolge muss jede 
Stelle stm aus dem Vorbereich VBTR(trn) von trn eine Markierung Mr(stm) aufweisen, die 
mindestens den Ausdruck umfasst, der aus der Ersetzung der Informationskantenanno-
tation ANIR(stm,trn) entsprechend der Grundsubstitution θ hervorgeht. Mit dieser Akti-
vierungsbedingung werden die dynamischen Aspekte der Schaltvoraussetzung über-
prüft. Die statischen Aspekte der Schaltvoraussetzung werden hingegen mit Hilfe der 
zweiten Aktivierungsbedingung überprüft. Sie ist genau dann erfüllt, wenn der Aus-
druck, der aus der Substitution der Transitionsannotation ANTR(trn) mit Hilfe von θ her-
vorgeht, in der statischen Struktur ASIGST gültig ist.  
Die Schaltvoraussetzung für eine Integritätstransition trn unter einer Markierung Mr und 
einer Grundsubstitution θ kann durch konjunktive Verknüpfung der Aktivierungsbedin-
gungen wie folgt formuliert werden: 
4 Integration von Ontologien und Petri-Netzen 346 
 
( )
( )[ ]( )
[ ]( )
ST
θ
n INT r ON
ON n r
m TR n IR m n r m
SIG TR n
tr TR ,  θ 2 , M ZMF :
AKT tr ,θ,M  :
st VB (tr ): AN st ,tr θ  M (st ) 
A  AN (tr ) θ  
∀ ∈ ∈ ∈
⇔
∀ ∈ ∧⊆
 B
 
 
Für eine Inferenztransition trn∈TRINF gilt unter einer Grundsubstitution θ∈2θ und einer 
zulässigen Markierung Mr∈ZMFON genau dann AKTON(trn,θ,Mr), wenn  
(1.) ∀stm∈VBTR(trn): (ANIR(stm,trn)[θ]) ⊆ Mr(stm) , 
(2.) ASIGST B (ANTR(trn)[θ]), 
(3.) ∀stm∈NBTR(trn): (ANFR(trn,stm)[θ]) { Mr(stm), 
(4.) ∀stm∈NBTR(trn): #Mr(stm) ≤ (KP(stm) - #(ANFR(trn,stm))) und 
(5.) ¬∃trx∈TRINT,θy∈2θ: AKTON(trx,θy,Mr) 
gelten. 
Die erste und die zweite Aktivierungsbedingung für Inferenztransitionen stimmen mit 
den beiden Aktivierungsbedingungen für Integritätstransitionen überein. So wird mit 
der ersten Aktivierungsbedingung für Inferenztransitionen gewährleistet, dass die Mar-
ken, die entsprechend der Kantenannotation ANIR(stm,trn) bei einer Grundsubstitution θ 
von der Inferenztransition eingelesen werden müssen, auf der Stelle stm enthalten sind. 
Bezogen auf eine Inferenzregel F∈INFSIGOS mit transINF(INF)=trn bedeutet das, dass die 
Gültigkeit aller Formeln aus der Antezedenz-Komponente von F – repräsentiert durch 
die Markierungen der Stellen aus dem Vorbereich VBTR(trn) von trn – vorliegen muss, 
um auf die Gültigkeit der Subjugats-Komponente von F – repräsentiert durch die Mar-
kierungen der Stellen im Nachbereich NBTR(trn) von trn – schließen zu können.  
Über die beiden Aktivierungsbedingungen, die bereits für Integritätstransitionen Gültig-
keit haben, werden drei weitere Aktivierungsbedingungen für Inferenztransitionen gel-
tend gemacht. 
Mit der dritten Aktivierungsbedingung wird überprüft, ob die Marke, die entsprechend 
der Grundsubstitution θ auf der einzigen1) Nachbereichsstelle stm abgelegt werden müss-
te, bereits auf dieser enthalten ist. Wenn die Marke bereits auf der Nachbereichsstelle 
stm enthalten ist, ist das zu erschließende Wissen bereits in der Markierung des Ontolo-
                                                 
1) Entsprechend den syntaktischen Anforderungen zur Formulierung von Inferenzregeln darf die Sub-
jugatskomponente einer Inferenzregel F nur ein positives oder negatives Literal litn+1 aufweisen; vgl. 
Abschnitt 3.1.4.1. Dieses Literal litn+1 wird bei der Transformation von Inferenzregeln zu Infe-
renztransitionen derart berücksichtigt, dass eine Stelle stm im Nachbereich NBTR(trn) von trn spezifi-
ziert wird. Handelt es sich bei litn+1 um ein positives Literal der Form Rj(t1,...,tn), wird eine positive 
Stelle stm∈STPOS spezifiziert. Handelt es sich hingegen bei litn+1 um ein negatives Literal der Form 
¬Rj(t1,...,tn), wird eine negative Stelle stm∈STNEG spezifiziert. 
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gie-Netzes enthalten. Ansonsten ginge die Gültigkeit der Formel, die durch Infe-
renztransitionen erschließbar wäre, bereits aus der Markierung der Stelle stm hervor. In 
diesem Fall kann eine Inferenztransition nicht aktiviert werden.  
Die dritte Aktivierungsbedingung für Inferenztransitionen ist auf die Inhalte der Marken 
bezogen, die durch das Schalten einer Inferenztransition trn auf ihrer Ausgangsstelle 
stm∈NBTR(trn) abgelegt würden. Komplementär hierzu wird mit der vierten Aktivie-
rungsbedingung für Inferenztransitionen die Anzahl der Marken überprüft, die durch das 
Schalten von trn auf der Stelle1) stm abgelegt würden. Wenn durch das Schalten einer In-
ferenztransition trn in einer Markierung Mr die Kapazität KP(stm) der Stelle 
stm∈NBTR(trn) aufgrund der stellenbezogenen Markierung Mr(stm) und der Menge 
#(ANFR(trn,stm)[θ]) der auf stm abzulegenden Marken überschritten würde, kann trn nicht 
aktiviert werden.  
Mit der letzten Aktivierungsbedingung für Inferenztransitionen wird schließlich deren 
Unterordnung gegenüber der Aktivierung von Integritätstransitionen zum Ausdruck ge-
bracht. In einem Ontologie-Netz ON kann demnach keine Inferenztransition tr1 unter 
einer Markierung Mr aktiviert werden, solange mindestens eine Integritätstransition tr2 
unter einer beliebigen Grundsubstitution θy aktiviert ist.2) Dadurch wird gewährleistet, 
dass unter keinen Umständen aufgrund einer Markierung Mr, die bezüglich mindestens 
einer Integritätstransition trx unzulässig ist, mit Hilfe einer Inferenztransition trn auf wei-
tere Fakten geschlossen werden kann, indem trn schaltet. Hierbei werden ausdrücklich 
nicht nur solche Integritätstransitionen berücksichtigt, deren Nachbarschaft NATR(trx) 
sich mit der Nachbarschaft NATR(trn) der Inferenztransition trn überschneidet.  
Als bijektive Formel lässt sich die Aktivierung einer Inferenztransition trn unter einer 
Markierung Mr unter einer Grundsubstitution θ wie folgt ausdrücken: 
                                                 
1) Da in der vierten Aktivierungsbedingungen auf die allgemeine Flusskantenannotation ANFR Bezug 
genommen wird, könnte sich die Quantifizierung auch über die Menge ST aller Stellen erstrecken. 
Die vierte Aktivierungsbedingung ist jedoch bewusst auf die Stellen in der Nachbarschaft NBTR(trn) 
eingeschränkt, da Stellen, die nicht in der unmittelbaren lokalen Umgebung von trn liegen, für die 
Aktivierung von Transitionen irrelevant sind. 
2) Zu beachten ist, dass die Substitution θy, die für die Aktivierung der Integritätstransition trx voraus-
gesetzt wird, nicht mit der Substitution θ übereinstimmen muss, die für die Aktivierung der Infe-
renztransition trn vorausgesetzt wird. 
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Eine prozedurale Transition trn∈TRPROZ ist in einem Ontologie-Netz ON unter einer 
Grundsubstitution θ und einer Markierung Mr genau dann aktiviert, wenn  
(1.) ∀stm∈VBTR(trn): (ANIR(stm,trn)[θ]) ⊆ Mr(stm), 
(2.) ASIGST B (ANTR(trn)[θ]),  
(3.) ∀stm∈VBTR(trn): (ANFR(stm,trn)[θ]) ⊆ Mr(stm), 
(4.) ∀ stm∈NATR(trn): 
#(ANFR(stm,trn)) ≤ #Mr(stm) ≤ (KP(stm) + #(ANFR(stm,trn)) – #(ANFR(trn,stm))) und 
(5.) ¬∃trx∈TRDEK, θy∈2θ: AKTON(trx,θy,Mr) 
gelten. Die Schaltvoraussetzungen für prozedurale Transitionen umfassen die Aktivie-
rungsbedingungen (1.) und (2.), die auch für deklarative Transitionen gelten. Darüber 
hinaus gelten drei weitere Aktivierungsbedingungen für prozedurale Transitionen. 
Da prozedurale Transitionen – im Gegensatz zu deklarativen Transitionen – auch Mar-
ken von Stellen abziehen können, muss überprüft werden, ob die bei der Grundsubstitu-
tion θ zu entziehenden Marken auch auf den entsprechenden Stellen stm∈VBTR(trn) ent-
halten sind. Hierfür ist die Aktivierungsbedingung (3.) vorgesehen. Sie ist genau dann 
erfüllt, wenn die Marken, die beim Schalten der prozeduralen Transition trn unter der 
Grundsubstitution θ durch eine inzidente Flusskante (stm,trn) von der Stelle stm abfließen 
müssten, auch auf stm enthalten sind.  
Mit der vierten Aktivierungsbedingung wird gewährleistet, dass nach dem Schalten ei-
ner Inferenztransition trn unter einer Referenzmarkierung Mr keine Folgemarkierung Mf 
eintreten kann, die bezüglich der Integritätsregel n
4ON
IB unzulässig ist. Eine Markierung 
Mf ist genau dann bezüglich der Integritätsbedingung n
4ON
IB unzulässig, wenn sie min-
destens eine stellenbezogene Markierung Mf(stm) umfasst, für die Mf < 0 oder Mf > 
K(stm) gilt.  
Die Aktivierungsbedingung (4.) kann in die drei Aktivierungsteilbedingungen 
(4.1.) ∀stm∈VBTR(trn): 
 #Mr(stm) ≥ #(ANFR(stm,trn)), 
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(4.2.) ∀stm∈NBTR(trn)\VBTR(trn): 
 #Mr(stm) ≤ (KP(stm) - #(ANFR(trn,stm))) und 
(4.3.) ∀stm∈NBTR(trn))∩VBTR(trn):  
 #Mr(stm) ≤ (KP(stm) + #(ANFR(stm,trn)) – #(ANFR(trn,stm))) 
unterteilt werden. Mit der ersten Teilbedingung (4.1.) wird gewährleistet, dass keine 
prozedurale Transition trn aktiviert werden kann, die von einer Stelle stm mehr Marken 
abziehen würde als die Kardinalität #(Mr(stm)) der stellenbezogenen Markierung 
Mr(stm). Sie stellt insofern eine partiell redundante Teilaktivierungsbedingung dar, als 
dass die Erfülltheit der Aktivierungsbedingung (3.) auch stets die Erfülltheit der ersten 
Aktivierungsteilbedingung (4.1.) zufolge hat.  
Mit der zweiten Teilbedingung (4.2.) wird gewährleistet, dass keine prozedurale Transi-
tion trn aktiviert werden kann, die auf einer Stelle stm, die zwar im Nachbereich 
NBTR(trn), aber nicht im Vorbereich VBTR(trn) von trn vorkommt, auf stm mehr Marken 
ablegen würde, als die stellenbezogene Kapazität KP(stm) erlaubt. 
Mit der dritten Teilbedingung (4.3.) wird schließlich gewährleistet, dass die Netto-
Markenerzeugung auf einer Stelle stm, die sowohl im Vor- als auch im Nachbereich 
VBTR(trn) bzw. NBTR(trn) von trn vorkommt, nicht zu einer Überschreitung der stellen-
bezogenen Kapazität K(stm) führen würde. 
Die drei Aktivierungsteilbedingungen (4.1.), (4.2.) und (4.3.) können zur Aktivierungs-
bedingung (4.) zusammengefasst werden, da für alle Knotenpaare (knx,kny), die nicht in 
der Flussrelation FR enthalten sind, ANFR(knx,kny)=∅M gilt.1) 
Darüber hinaus unterscheiden sich die Schaltvoraussetzungen für prozedurale Transitio-
nen von den Schaltvoraussetzungen für Inferenztransitionen hinsichtlich zweier Aktivie-
rungsbedingungen. Erstens entfällt die vierte Aktivierungsbedingung für Inferenztransi-
tionen, mit der festgelegt wurde, dass keine der Stellen aus dem Nachbereich NBTR(trn) 
der betrachteten Transition trn bereits die Marke aufweisen darf, die durch das Schalten 
der Transition auf diesen Stellen abgelegt würde. Im Gegensatz zu Inferenztransitionen 
können prozedurale Transitionen auch dann schalten, wenn auf den Stellen im Nachbe-
reich bereits identische Kopien der abzulegenden Marke enthalten sind. 
Zweitens wird mit der fünften Aktivierungsbedingung für prozedurale Transitionen ein-
gefordert, dass im Zustand r keine deklarative Transition trx und keine Substitution θy 
existieren dürfen, so dass trx unter Mr und θy aktiviert ist. Durch diese Anforderung wird 
gewährleistet, dass keine prozedurale Transition trn schalten kann, solange eine deklara-
tive Transition unter einer beliebigen Substitution θy aktiviert ist. Durch diese fünfte 
Schaltvoraussetzung wird die Aktivierbarkeit von prozeduralen Transitionen der Akti-
vierbarkeit aller deklarativen Transitionen untergeordnet.  
                                                 
1) Dies wurde im Rahmen der Definition der allgemeinen Kantenannotationsfunktion ANFR unter 
Rückgriff auf die spezielle Kantenannotationsfunktion *FRAN festgelegt; vgl. Abschnitt 4.2.2.1.1. 
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Die Schaltvoraussetzungen für prozedurale Transitionen können durch die Konjunktion 
der Aktivierungsbedingungen wie folgt als bijektive Formel ausgedrückt werden: 
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Im Gegensatz zur Schaltvoraussetzung ist die Schaltwirkung für deklarative1) und pro-
zedurale Transitionen identisch definiert. Wenn eine Transition trn∈TR unter einer Sub-
stitution θ und einer Markierung Mr schaltet, werden 
(1.) von allen Eingangsstellen stm∈VBTR(trn) von trn entsprechend der Substitution 
(ANFR(stm,trn)[θ]) Marken abgezogen und 
(2.) auf allen Ausgangsstellen stm∈NBTR(trn) von trn entsprechend der Substitution 
(ANFR(trn,stm)[θ]) Marken abgelegt. 
Formal wird die Schaltwirkung durch die Schaltfunktion  
SRON: ZMFON × 2θ × TR → ZMFON 
bestimmt. Die Schaltfunktion SRON ordnet jedem Drei-Tupel (Mr,θ,trn), bestehend aus 
einer zulässigen Referenzmarkierung Mr∈ZMFON, einer Grundsubstitution θ∈2θ und ei-
ner Transition trn∈TR, eine zulässige Folgemarkierung SRON(Mr,θ,trn)=Mf zu. Dabei 
sind die Bilder der stellenbezogenen Folgemarkierung Mf(stm) nach dem Schalten einer 
Transition trn unter einer Substitution θ und einer Referenzmarkierung Mr wie folgt be-
stimmt: 
( ) ( )( )
( ) ( )( )
( ) ( )[ ]( ) ( ) ( )( )
∀ ∈
⊕ ∀ ∈
⊕ ∀ ∈
⎧⎪⎪⎨ ∩⎪⎪⎩
r m FR m n m
r m FR n m m
f m
r m m
r
TR n TR n
TR n TR n
FR m n FR n m TR n TR n
m
M (st )\(AN (st ,tr )[θ])  st
M (st ) (AN (tr ,st )[θ])  st
M (st )=
M (st )\  st
M sonst
VB tr \NB tr
NB tr \VB tr
AN (st ,tr )[θ] AN tr ,st θ NB tr VB tr
(st )
 
Der Schaltakt einer Transition trn∈TR hat lediglich Relevanz für die Markierungen der 
Stellen, die in der Nachbarschaft NATR(trn) von trn liegen. Durch den (substitutionsspe-
zifischen) Schaltakt einer Transition trn wird nämlich der Übergang von einer Refe-
renzmarkierung Mr zu einer Folgemarkierung Mf bewirkt, von dem lediglich die Stellen 
                                                 
1) Wie bereits zuvor erörtert, sind von den deklarativen Transitionen in einem Ontologie-Netz lediglich 
die Schaltwirkungen von Inferenztransitionen von Interesse. Die Schaltwirkung von Integritätstransi-
tionen interessiert nicht, da deren Aktiviertheit jeweils auf eine unzulässige Markierung hinweist.  
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im Vor- und Nachbereich von trn betroffen sind. Dadurch wird das Lokalitätsprinzip, 
das bereits für S/T-Netze angesprochen wurde,1) auch für Ontologie-Netze beibehalten.  
Wenn eine Transition trn unter einer Referenzmarkierung Mr und einer Grundsubstituti-
on θ schaltet, wird zu der Folgemarkierung SRON(Mr)=Mf übergegangen. Der Zusam-
menhang wird auch in der Form 
Mr [(trn,θ)> Mf 
angegeben. 
Die Multimenge ontologischer Termtupel, die durch das Schalten der Transition trn un-
ter einer Grundsubstitution θ von einer Stelle st∈VBTR(trn) abgezogen wird, kann durch 
eine transitionsspezifische Löschfunktion 
)
OS
-
n SIGtr : 2 ST  MULT(GTT
θ × →  
mit 
FR m n m TR n-
n m
M
AN (st ,tr )[θ]; wenn st VB (tr )
tr (θ,st )=
; sonst
∈⎧⎪⎨∅⎪⎩
 
angegeben werden. Wenn eine Transition trn unter einer Grundsubstitution θ und einer 
Markierung Mr schaltet, werden demnach brutto von einer Stelle st∈VBTR(trn) solche 
Kopien von Marken abgezogen, die im substituierten Ausdruck ANFR(stm,trn)[θ] enthal-
ten sind. 
Die Marken, die durch das Schalten einer Transition trn unter einer Grundsubstitution θ 
und einer Markierung Mr auf einer Stelle stm∈NBTR(trn) abgelegt werden, werden mit 
Hilfe der transitionsspezifischen Erzeugungsfunktion 
OS
+ θ
n SIGtr : 2 ST  MULT(GTT )× →  
mit 
FR n m m TR n+
n m
M
AN (tr ,st )[θ]; wenn st NB (tr )
tr (θ,st )=
; sonst
∈⎧⎪⎨∅⎪⎩
 
bestimmt. Die transitionsspezifische Erzeugungsfunktion +ntr  ordnet jedem Tupel (θ,stm) 
– bestehend aus einer Grundsubstitution θ∈2θ und einer Stelle stm∈ST – eine Multimen-
ge mult über der Menge GTTSIGOS aller ontologischen Grundtermtupel zu. Wenn die be-
trachtete Stelle stm im Nachbereich NBTR(trn) von trn liegt, beträgt die Brutto-
Markenerzeugung durch trn auf stm genau die Marken, die der mittels θ substituierten 
Kantenannotation ANFR(trn,stm) zur adjazenten Kante (trn,stm) entsprechen.  
                                                 
1) Vgl. Abschnitt 3.2.2.2.2.1  
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4.2.2.2.1.2 Schaltregel für Transitionsfolgen 
in Ontologie-Netzen 
Die Schaltvoraussetzungen und -wirkungen aus Ontologie-Netzen wurden bislang le-
diglich für einzelne Transitionen untersucht. Analog zu der Vorgehensweise bei S/T-
Netzen werden im Folgenden Schaltvoraussetzungen und -wirkungen von Transitions-
folgen thematisiert. Dadurch können auch solche Übergänge zwischen zustandsbezoge-
nen Markierungen aufgezeigt werden, die nicht in einem unmittelbaren Ursache-Wir-
kungs-Zusammenhang stehen. Im Unterschied zu S/T-Netzen müssen allerdings bei On-
tologie-Netzen auch stets die Grundsubstitutionen berücksichtigt werden, unter denen 
die Transitionen aus der betrachteten Transitionsfolge schalten.1) Somit ergeben sich im 
Vergleich zu Schaltfolgen aus S/T-Netzen anspruchsvollere Konstruktionen. 
Die Menge (TR×2θ)* umfasst alle Folgen von Zwei-Tupeln, die jeweils aus einer Tran-
sition trn∈TR und einer Grundsubstitution θ∈2θ bestehen. Die Elemente der Menge 
(TR×2θ)* sind induktiv wie folgt definiert: 
(1.) λ∈(TR×2θ)*, 
(2.) ∀ trn∈TR, θ∈2θ: (trn,θ)∈(TR×2θ)* und 
(3.) ∀ sf∈(TR×2θ)*, trn∈TR, θ∈2θ : (sf (trn,θ))∈(TR×2θ)*. 
Jedes Element sf∈(TR×2θ)* wird als höhere Schaltfolge bezeichnet und in der Form 
sf=(tr1,θ1)...(trlenON(sf),θlenON(sf)) mit trx∈TR und θx∈2θ für x=1,...,lenON(sf) und 
lenON(sf)∈(N+∪{∞}) angegeben.2) Das Element λ entspricht der Nullschaltfolge, in der 
keine Transition schaltet. Zudem kann in einer höheren Schaltfolge sf∈(TR×2θ)* eine 
Transition trn mehrfach – auch in Kombination mit unterschiedlichen 
Grundsubstitutionen – vorkommen.  
Die Menge (TR×2θ)* aller höheren Schaltfolgen kann hinsichtlich der Länge der Ele-
mente in die zueinander disjunkten Teilmengen 
(TR×2θ)* = (TR×2θ)0 ∪ (TR×2θ)1 ∪...∪ (TR×2θ)∞ 
unterteilt werden. Jede Menge (TR×2θ)n mit n∈N umfasst höhere Schaltfolgen der Län-
ge n und wird wie folgt definiert: 
(1.) (TR×2θ)0 = λ und 
(2.) (TR×2θ)n = {sf (trn,θ) | sf∈TRn-1 ∧ trn∈TR ∧ θ∈2θ für n∈N+}. 
Die Länge n einer höheren Schaltfolge sf∈(TR×2θ)* wird durch die Funktion 
lenON: (TR×2θ)* → (N∪{∞}) 
                                                 
1) Zur Berücksichtigung von Substitutionen in Schaltfolgen höherer Petri-Netze vgl. ERWIN (2002), 
S. 154.  
2) Die Funktion lenON wird – analog zu der Funktion lenST – dazu verwendet, die Länge einer höheren 
Schaltfolge zu bestimmen. Sie wird weiter unten näher bestimmt.  
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bestimmt, wobei 
(1.) lenON(λ)=0, 
(2.) lenON(trn,θ)=1 für trn∈TR und θ∈2θ und 
(3.) lenON(sf (trn,θ))=lenON(sf) + 1, wenn sf∈(TR×2θ)*, trn∈TR und θ∈2θ 
gelten. Für die längenspezifischen Mengen höherer Schaltfolgen gilt somit: 
TRn={sf | sf∈(TR×2θ)* ∧ lenON(sf)=n} für n∈N. 
Eine höhere Schaltfolge sf∈(TR×2θ)* mit sf=(tr1,θ1)...(trlenON(sf),θlenON(sf)) ist genau dann 
unter eine Markierung Mr aktiviert, wenn eine derartige Folge Mr...Mf von Markierun-
gen existiert, so dass 
AKTON(tr1,θ1,Mr) ∧ Mr [(tr1,θ1)> Mz1 ∧...∧ 
AKTON(trlenON(sf),θlenON(sf),MzlenON(sf)-1) ∧ MzlenON(sf)-1 [trlenON(sf),θlenON(sf)> Mf 
gilt. Um die Aktivierung einer höheren Schaltfolge sf∈(TR×2θ)* mit 
sf=(tr1,θ1)...(trlenON(sf),θlenON(sf)) zu repräsentieren, wird der Ausdruck SFONAKT (sf)  mit 
( ) ( )( ) ( )
( ) ( )( )
( )( ) ( )( )( )
( )
ON ON
ON ON
1 len (sf)-1ON
1
ON ON lenO
θ
1 1 len (sf) len (sf) r f ON
SF
ON 1 1 len (sf) len (sf) r
z z ON
ON 1 1 r ON 1 1 r z
ON len (sf) len (sf) z
tr ,θ . .. tr ,θ TR 2 *, M ,M ZMF : 
AKT tr ,θ . .. tr ,θ ,M  :
M ,...,M ZMF
AKT tr ,θ ,M    SR tr ,θ ,M =M ...
AKT tr ,θ ,M
∀ ∈ × ∈
⇔
∃ ∈
∧ ∧ ∧
( ) ( )( )( )(sf)-1 ON ON len (sf)-1N ONON len (sf) len (sf) z f   SR tr ,θ ,M =M∧
 
verwendet. 
Wenn eine höhere Schaltfolge (tr1,θ1)...(trlenON(sf),θlenON(sf)) unter einer Markierung Mr ak-
tiviert ist, können die Transitionen tr1,....,trlenON(sf) nacheinander unter der jeweiligen 
Grundsubstitution θ1,...,θlenON(sf) schalten. So kann die erste Transition tr1 unter der 
Grundsubstitution θ1 schalten. Wenn tr1 in der Startmarkierung Mr unter der Grundsub-
stitution θ1 schaltet, wird zu der Zwischenmarkierung Mz1 übergegangen. In Mz1 kann 
die Transition tr2 unter der Grundsubstitution θ2 schalten.1) In der letzten Zwischenmar-
kierung MzlenON(sf)-1 kann die letzte Transition trlenON(sf) unter der Grundsubstitution θlenON(sf) 
schalten. Wenn trlenON(sf) unter MzlenON(sf)-1 und θlenON(sf) schaltet, wird von MzlenON(sf)-1 zu der 
Schlussmarkierung Mf übergegangen. 
Die Schaltfunktion SFON zur Bestimmung der Folgemarkierung Mf, die durch das 
Schalten einer Transition trn unter einer Grundsubstitution θ aus einer Referenzmarkie-
                                                 
1) Zu beachten ist, dass sich weder die Transition tr2 von der Transition tr1 noch die Substitution θ2 von 
der Substitution θ1 unterscheiden müssen. 
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rung Mr hervorgeht, kann kanonisch auf höhere Schaltfolgen übertragen werden. Die 
partielle Schaltfunktion 
( )SF θON ON ONSR : TR 2 *   ZMF   ZMF× × →  
bildet ein Tupel (sf,Mr) – bestehend aus einer höheren Schaltfolge sf∈(TR×2θ)* mit 
sf=(tr1,θ1)...(trlenON(sf),θlenON(sf)) und einer zulässigen Startmarkierung Mr∈ZMFON – auf 
eine zulässige Schlussmarkierung Mf∈ZMFON ab, wenn ( )SFON rAKT sf,M  gilt. Die 
Schlussmarkierung Mf wird hierbei wie folgt bestimmt: 
( ) ( )( ) ( )
( ) ( )( )
( )( ) ( )( )
ON ON 1 len (sf)-1ON
ON ON
1 ON ON len (sf)-1ON
θ
1 1 len (sf) len (sf) r z z f ON
SF
ON 1 1 len (sf) len (sf) r f
ON 1 1 r z ON len (sf) len (sf) z f
tr ,θ . .. tr ,θ TR 2 *; M ,M ,...,M ,M ZMF :
SR tr ,θ ... tr ,θ ,M =M  :
SR tr ,θ ,M =M  ...  SR tr ,θ ,M =M
∀ ∈ × ∈
⇔
∧ ∧
 
Eine Folge 
( )( ) ( )( )
( )( ) ( )( )
( )
( )
1 1 2
len (sf)-2 ON ON len (sf)-1 len (sf)-1 ON ONON ON ON
1
x-1
r 1 1 z z 2 2 z
z len (sf)-1 len (sf)-1 z z len (sf) len (sf) f
θ
ON ON
r 1 1 z
ON z x
M , tr ,θ ,M M , tr ,θ ,M ...
M , tr ,θ ,M M , tr ,θ ,M
ZMF  × (TR 2 ) × ZMF *
mit M  [ tr ,θ > M
x {2,...,len (sf)}: M  [ tr ,
∈ ×
∀ ∈ ( )
( )
x
len (sf)-1 ON ONON
x z
z len (sf) len (sf) f
θ > M
und M  [ tr ,θ > M
 
wird als höherer formaler Prozess in bezeichnet. Ein höherer formaler Prozess in einem 
Ontologie-Netz ist eine Folge von Tupeln in der Form Start- oder Zwischenmarkierung 
– (Transition, Grundsubstitution) – Zwischen- oder Schlussmarkierung. Dabei ist jede 
Folgemarkierung aus einem Tupel jeweils die Referenzmarkierung für das folgende Tu-
pel. 
Wenn die Schaltfolge sf∈(TR×2θ)* unter der Startmarkierung Mr aktiviert ist und die 
Schlussmarkierung Mf durch das Schalten der Schaltfolge sf∈(TR×2θ)* mit 
sf=(tr1,θ1)...(trlenON(sf),θlenON(sf)) aus der Startmarkierung Mr hervorgeht, wird hierfür die 
schaltfolgenspezifische Erreichbarkeitsrelation 
[sf> ⊆ ZMFON × ZMFON 
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verwendet.1) Eine Schlussmarkierung Mf geht durch das Schalten einer höheren Schalt-
folge sf aus einer Startmarkierung Mr genau dann hervor, wenn 
(1.) sf=λ ∧ Mr=Mf oder 
(2.)  
( ) ( )( )
( ) ( )
( )( )
( )
len (sf)-1 ON ONON
ON ON len (sf)-1ON
ON ON len (sf)-1ON
len (sf)-1 ON ONON
SF
z ON ON 1 1 len (sf)-1 len (sf)-1 r
r 1 1 len (sf)-1 len (sf)-1
ON len (sf) len (sf)
len (sf) len (sf)
M ZMF : AKT tr ,θ ..., tr ,θ M
M [ tr ,θ ..., tr ,θ M
AKT tr ,θ , M
M [ tr ,θ
∃ ∈ ∧
> ∧
∧
z
z
z fM>
  
 
gelten. 
                                                 
1) Zu beachten ist, dass sich die schaltfolgenspezifische Erreichbarkeitsrelation [sf> in Ontologie-
Netzen von der entsprechenden Relation in S/T-Netzen dadurch unterscheidet, dass sich [sf> auf hö-
here Schaltfolgen bezieht. In höheren Schaltfolgen wird wiederum – im Gegensatz zu den Schaltfol-
gen aus S/T-Netzen – zu jeder Transition trn, die darin vorkommt, die entsprechende Substitution θx 
aufgeführt wird, unter der trn schaltet. 
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4.2.2.2.2 Nebenläufigkeit und Konflikte 
Die Bestimmung der entweder1) nebenläufigen oder konfliktionären Aktiviertheit von 
Transitionen aus S/T-Netzen kann analog auf Transitionen in Ontologie-Netzen über-
tragen werden. Da die Aktiviertheit von Transitionen aus Ontologie-Netzen immer in 
Bezug auf eine Grundsubstitution θ definiert ist, müssen allerdings bei der Bestimmung, 
ob eine Nebenläufigkeit oder ein Konflikt vorliegt, auch die Grundsubstitutionen ange-
geben werden, unter denen Transitionen aktiviert sind. Somit kann es in Ontologie-Net-
zen durchaus sein, dass zwei Transitionen tr1 und tr2 bezüglich zweier Grundsubstituti-
on θ11 bzw. θ21 nebenläufig und bezüglich zweier weiterer Grundsubstitutionen θ12 bzw. 
θ22 konfliktionär aktiviert sind. 
Eine konfliktionäre Aktivierung von zwei Transitionen tr1 und tr2 unter den Grundsub-
stitutionen θ1 bzw. θ2 liegt vor, wenn das Schalten einer der beiden Transitionen unter 
der entsprechenden Grundsubstitution die Aktivierung der jeweils anderen Transition 
unter der entsprechenden Grundsubstitution aufheben würde. Die Aktivierung einer 
Transition tr2 kann durch das Schalten einer Transition tr1 nur dann aufgehoben werden, 
wenn NATR(tr1)∩NATR(tr2)≠∅ gilt. Insofern ist es für das Vorliegen eines Konflikts 
zwischen zwei Transitionen notwendig, dass mindestens eine Stelle stm sowohl in der 
Nachbarschaft NATR(tr1) der Transition tr1 als auch in der Nachbarschaft NATR(tr2) der 
Transition tr2 vorkommt. Hinreichend für das Vorliegen eines Konflikts ist die Aufhe-
bung der Aktivierung der jeweils anderen Transition durch das Schalten einer der Tran-
sitionen.2) Gelten hingegen NATR(tr1)∩NATR(tr2)=∅, AKTON(tr1,Mr) und 
AKTON(tr2,Mr), so sind die hinreichenden Bedingungen für die nebenläufige Aktivie-
rung beider Transitionen tr1 und tr2 erfüllt. 
Bei der Untersuchung von Nebenläufigkeit und Konflikt in Ontologie-Netzen werden 
nur solche Integritätsverletzungen untersucht, die bezüglich der metasprachlichen Integ-
ritätsbedingung n
4ON
IB  eintreten würden, wenn die beiden Transitionen tr1 und tr2 ge-
meinsam schalten würden. Objektsprachliche Integritätsverletzungen, die aufgrund der 
Aktivierbarkeit einer Integritätstransition in der Folgemarkierung Mf vorliegen können, 
werden hingegen nicht betrachtet. Ein Beispiel für den objektsprachlichen Konflikt zwi-
schen Transitionen ist in der folgenden Abbildung illustriert. 
                                                 
1) Nebenläufigkeit und Konflikt stellen auch im Fall von Ontologien-Netze gegenseitig ausschließende 
und den Raum aller Aktivierungsmöglichkeiten ausschöpfende Möglichkeiten der Aktivierung von 
Transitionen dar. Daher impliziert die Aktivierung von Transitionen unter der einen Möglichkeit den 
Ausschluss der jeweils anderen Möglichkeit. Je nach Argumentationskontext wird daher im Folgen-
den die für die Argumentation nahe liegende Aktivierungsmöglichkeit thematisiert. 
2) Die Aufhebung der Aktivierung einer Transition tr2 durch das Schalten einer Transition tr1 ist zwar 
hinreichend, jedoch nicht notwendig für das Vorliegen eines Konflikts zwischen tr1 und tr2. Bei-
spielsweise kann es im Fall von Schleifen sein, dass ein Konflikt zwischen zwei Transitionen tr1 und 
tr2 vorliegt, obwohl das Schalten von einer der Transitionen die Aktivierung der jeweils anderen 
nicht aufhebt. Die Besonderheiten, die für Transitionen aus Schleifen gelten, werden weiter unten 
thematisiert. 
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st1
st2
tr1
tr2
<y21,..., y2n>
<y11,..., y1n><x11,... ,x1m>
<x21,..., x2m>
st4
mit ANST(st4)=Rj
st3
mit ANST(st3)=Rj
<z1,..., zn>
<z1,..., zn>
tr3
 
Abbildung 29: Objektsprachlicher Konflikt zwischen Transitionen 
Wenn z.B. durch das Schalten der Transitionen tr1 und tr2 unter den Grundsubstitutio-
nen θ1 bzw. θ2 die gleiche Marke (<y11,...,y1n>[θ1]=<y21,...,y2n>[θ2]) auf den Stellen st3 
und st4 abgelegt würde, dann sind tr1 und tr2 objektsprachlich konfliktionär aktiviert, da 
unter der Folgemarkierung Mf die Integritätstransition tr3 aktiviert wäre. Sie wird akti-
viert, da die Stellen st3 und st4 mit den Relationssymbolen Rj bzw. Rj annotiert sind, 
welche stets überlappungsfreie Extensionen aufweisen müssen. Eine solche Integritäts-
verletzung würde durch die Aktivierung der Integritätstransition tr3 aufgedeckt werden.  
Die nebenläufige oder konfliktionäre Aktivierung von zwei Transitionen in Ontologie-
Netzen setzt stets deren Aktivierung voraus. Aufgrund der zuvor aufgestellten Aktivie-
rungsprioritäten, denen zufolge die Aktivierung prozeduraler Transitionen solange blo-
ckiert wird, wie deklarative Transitionen aktiviert werden können, kann eine nebenläu-
fige oder konfliktionäre Aktivierung nur entweder zwischen deklarativen oder nur zwi-
schen prozeduralen Transitionen bestehen. Die nebenläufige oder konfliktionäre Akti-
vierung von einer deklarativen und einer prozeduralen Transition ist in Ontologie-
Netzen grundsätzlich nicht möglich.  
Ein Konflikt zwischen zwei deklarativen Transitionen kann nur im Fall von Infe-
renztransitionen vorliegen, da nur für solche die Schaltwirkung relevant ist. Für Integri-
tätstransitionen werden Schaltakte nicht thematisiert. Schaltakte sind lediglich für Infe-
renztransitionen erlaubt. In diesem Fall kann ein Konflikt zwischen zwei Inferenztransi-
tionen tr1 und tr2 vorliegen, wenn mindestens eine Stelle stm sowohl in NBTR(tr1) als 
auch in NBTR(tr2) vorkommt. Gemeinsame Stellen in den Vorbereichen von Transitio-
nen haben keinen Einfluss auf die Frage der Nebenläufigkeit, da Inferenztransitionen 
stets markenerzeugender, aber niemals markenverbrauchender Natur sind. Mit den Stel-
len in ihren Vorbereichen sind Inferenztransitionen grundsätzlich mit Informationskan-
ten verbunden.  
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Ein Ontologie-Teilnetz mit potenziellem Konflikt zwischen Inferenztransitionen ist in 
der folgenden Abbildung dargestellt: 
st1
st2
st3
tr1
tr2
<y21,...,y2n>
<y11,...,y1n><x11,...,x1m>
<x21,...,x2m>
 
Abbildung 30: Potenzieller Konflikt zwischen Inferenztransitionen 
Angenommen sei dabei, dass AKTON(tr1,θ1,Mr) und AKTON(tr2,θ2,Mr) gelten. Die bei-
den Aktivierungen sind genau dann konfliktionär, wenn tr1 und tr2 derart aktiviert sind, 
dass  
(1.) entweder voneinander unterschiedliche Marken  
(<y11,...,y1n>[θ1]≠<y21,...,y2n>[θ2])  
auf st3 abgelegt werden müssten, allerdings dadurch die stellenbezogene Fol-
gemarkierung  
Mf(st3)=Mr(st3) ⊕ <y11,...,y1n>[θ1]+<y21,...,y2n>[θ2]  
eine größere Kardinalität #(Mf(st3)) aufweisen würde als durch die stellenbezo-
gene Kapazität KP(st3) erlaubt ist,  
(2.) oder beide Transitionen die gleiche Marke  
(<y11,...,y1n>[θ1]=<y21,...,y2n>[θ2])  
auf st3 ablegen würden. 
Im ersten Fall liegt ein Konflikt vor, da das Schalten einer der beiden Transitionen dazu 
führen würde, dass die Kapazität KP(st3) der Stelle ausgeschöpft wird, so dass die ande-
re Transition nicht aktiviert werden kann. Obwohl durch die nicht aktivierbare Transiti-
on Wissen erschlossen werden könnte, das implizit in der Referenzmarkierung Mr ent-
halten ist, kann sie nicht schalten. Im zweiten Fall kann die andere Transition nicht ak-
tiviert werden, weil das Wissen, das durch sie erschließbar wäre, bereits durch die ge-
schaltete Transition erschlossen wurde. 
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Zwei prozedurale Transitionen tr1 und tr2 sind in einer Referenzmarkierung Mr unter 
den Grundsubstitutionen θ1 bzw. θ2 genau1) dann nebenläufig aktiviert, wenn 
(1.) AKTON(tr1,θ1,Mr) und AKTON(tr2,θ2,Mr) gelten und  
(2.) jede stellenbezogene Markierung Mr(stm) alle Marken umfasst, die durch den 
gemeinsamen Markenkonsum ANFR(stm,tr1)⊕ANFR(stm,tr2) von tr1 und tr2 von 
stm abgezogen werden müssten und 
(3.) die Kapazität KP(stm) keiner Stelle stm durch die Kardinalität der Netto-
Markenerzeugung 
(ANFR(tr1,stm)⊕ANFR(tr2,stm))\(ANFR(stm,tr1)⊕ANFR(stm,tr2)) 
durch tr1 und tr2 überschritten wird. 
Wenn zwar AKTON(tr1,θ1,Mr) und AKTON(tr2,θ2,Mr) gelten, aber mindestens eine der 
beiden weiteren Nebenläufigkeitsbedingungen verletzt ist, liegt eine konfliktionäre Ak-
tivierung vor. 
Zu beachten ist hierbei, dass die gleichen Transitionen bei unterschiedlichen Grundsub-
stitutionen einmal nebenläufig und ein andermal konfliktionär zueinander aktiviert sein 
können. Verdeutlicht wird dies anhand eines Beispiels entsprechend Abbildung 31: 
 
tr1
tr2
<a,b>+
<c,d>
<x1,x2>
<x3,x4>
<x1,x2>
<x3,x4>
st1
st2
st3
 
Abbildung 31: Konflikt in Ontologie-Netzen I 
Unter den Grundsubstitutionen θ11 und θ21 mit  
                                                 
1) Die Bedingungen für die nebenläufige Aktivierung prozeduraler Transitionen können als Bijugat 
formuliert werden, weil die allgemeine Flusskantenannotationsfunktion ANFR sämtliche Tupel 
(knx,kny)∈((ST×TR)∪(TR×ST) in ihrem Argument aufnehmen kann. Hierzu gehören auch solche 
Tupel (knx,kny), die nicht in der Flussrelation FR enthalten sind. Somit kann für jedes Tupel (stm,trn) 
angegeben werden, wie hoch der Markenkonsum von der Stelle stm durch das Schalten der Transiti-
on trn betragen würde, obwohl (stm,trn)∉FR gilt. Die allgemeine Flusskantenannotationsfunktion 
ANFR ordnet in diesem Fall dem Tupel (stm,trn) die Annotation ∅M zu. 
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θ11={(x1,a),(x2,b)} und  
θ21={(x3,a),(x4,b)}  
gelten zwar AKTON(tr1,θ11,Mr) und AKTON(tr2,θ21,Mr), allerdings sind dann tr1 und tr2 
konfliktionär zueinander aktiviert. Beide Transitionen würden nämlich bei den entspre-
chenden Grundsubstitutionen die Marke <a,b> mit 
<a,b> = <x1,x2>[θ11] = <x3,x4>[θ21] 
von der Stelle st1 abziehen. Die Multiplizität der Marke <a,b> beträgt allerdings auf der 
Stelle st1 genau 1. 
Unter den Grundsubstitutionen  
θ12={(x1,a),(x2,b)} und  
θ22={(x3,c),(x4,d)}  
wären die beiden Transitionen hingegen nebenläufig aktiviert, da durch das Schalten 
von tr1 und tr2 unter θ12 bzw. θ22 die Marken <a,b> mit <a,b> = <x1,x2>[θ12] und <c,d> 
mit <c,d> = <x3,x4>[θ22] von st1 abgezogen würden. 
Bezüglich schleifenartiger Ontologie-Netze kann die Bestimmung der Nebenläufigkeit 
aus S/T-Netzen analog übertragen werden. Auch hierbei müssen allerdings die Grund-
substitutionen in Betracht gezogen werden, um bestimmen zu können, ob ein Konflikt 
vorliegt. 
Beispielsweise gelten für die beiden Transitionen tr1 und tr2 aus dem Ontologie-Netz in 
Abbildung 32 AKTON(tr1,θ1,Mr) und AKTON(tr2,θ21,Mr) mit θ1={(x1,a),(x2,b)} und 
θ21={(x3,a),(x4,b)}. 
<a,b>
<c,d>tr1 tr2
st1
<x1,x2>
<x1,x2>
<x3,x4>
<x3,x4>
<x1,x2> <x3,x4>
st2 st3
 
Abbildung 32: Schleife aus Ontologie-Netz 
Durch das Schalten von tr1 oder tr2 unter θ1 bzw. θ21 wird die Aktivierung der jeweils 
anderen Transition nicht aufgehoben. Dennoch sind tr1 und tr2 unter θ1 bzw. θ21 konflik-
tionär aktiviert, weil die Stelle st1 nicht genügend Kopien der Marke <a,b> umfasst, um 
sowohl tr1 als auch tr2 zu versorgen. Wenn hingegen statt θ21 für tr2 die Grundsubstituti-
on θ22 mit θ22={(x3,c),(x4,d)} verwendet wird, dann sind tr1 und tr2 unter θ1 bzw. θ22 ne-
benläufig aktiviert. 
Das zweite Beispiel konfliktionär aktivierter Transitionen tr1 und tr2 unter den Grund-
substitutionen θ1 bzw. θ2 wird anhand des Ontologie-Teilnetzes aus Abbildung 33 disku-
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tiert. Im Gegensatz zum vorherigen Beispiel ist hierbei für den Konflikt nicht aus-
schlaggebend, dass nicht genügend Markenkopien für den Konsum der beiden Transiti-
onen vorliegen. Ausschlaggebend bei diesem zweiten Beispiel ist die Kapazität der ge-
meinsamen Ausgangsstelle beider Transitionen. 
tr1 tr2
<a,b>+
<c,d>
<x1,x2>+<x3,x4>
<x1,x2>
<x5,x6>
st1
 
Abbildung 33: Konflikt in Ontologie-Netz II 
Für die beiden Transitionen tr1 und tr2 gelten AKTON(tr1,θ1,Mr) bzw. AKTON(tr2,θ2,Mr) 
bei 
θ1={(x1,a),(x2,b),(x3,e),(x4,f)}, 
θ2={(x5,e),(x6,f)} und  
KP(st1)=3. 
Durch das alleinige Schalten von tr1 unter θ1 würde einerseits von st1 die Marke <a,b> 
abgezogen, und es würden andererseits auf st1 die Marken <a,b> und <e,f> abgelegt 
werden. Dadurch würde die Kapazität KP(st1) ausgeschöpft werden. Bei alleiniger 
Schaltung von tr2 unter θ2 würde auch die Kapazität KP(st1) ausgeschöpft werden. Je-
doch können tr1 und tr2 nicht gemeinsam unter θ11 bzw. θ2 schalten, da hierdurch KP(st1) 
überschritten würde. Also sind die Transitionen tr1 und tr2 konfliktionär aktiviert. 
Für Transitionen aus Ontologie-Netzen wird auch die Möglichkeit ihrer nebenläufigen 
Aktivierung zu sich selbst eingeräumt. Eine Transition trn ist genau dann nebenläufig zu 
sich selbst unter zwei Grundsubstitutionen θ1 und θ2 aktiviert, wenn sie sowohl unter θ1 
und als auch unter θ2 schalten kann und keiner dieser beiden Schaltakte die Aktivierung 
der Transition trn bezüglich der jeweils anderen Grundsubstitution aufhebt. Beispiels-
weise ist die Transition trn aus der Abbildung 34 bezüglich der Grundsubstitution 
θ1={(x1,a),(x2,b)} und  
θ2={(x1,c),(x2,d)}, 
nebenläufig zu sich selbst aktiviert. 
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trn
<a,b>+
<c,d>
<x1,x2>
<x1,x2>
stm
 
Abbildung 34: Transitionen mit selbstbezogener nebenläufiger Aktivierung 
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5 Evaluation von Ontologie-Netzen 
5.1 Evaluation der statischen Struktur 
5.1.1 Ontologie-Sprachen 
5.1.1.1 Überblick über Ontologie-Sprachen 
Für die Konstruktion von Ontologien wurden in den letzten Jahren mehrere Sprachen1) 
vorgestellt. Teilweise sind die Sprachen als Spielarten „traditioneller“ Sprachen der 
Wissensrepräsentation entstanden. Andere Sprachen wurden wiederum gezielt mit der 
Intention formuliert, Ausdrucksmittel für die Konstruktion von Ontologien zur Verfü-
gung zu stellen. Zu den bekanntesten Ontologie-Sprachen gehören Ontolingua, F-Logic, 
SHOE, RDF(S), DAML+OIL und OWL. Ontolingua und F-Logic haben ihren Hinter-
grund jeweils in der prädikatenlogischen Wissensrepräsentation. Die weiteren Sprachen 
sind hingegen größtenteils unter dem Einfluss von Grammatiken für Auszeichnungs-
sprachen, wie z.B. XML, entstanden.2) Während Ontolingua und F-Logic jeweils ihren 
Hintergrund im Knowledge-Engineering haben, zählen SHOE, RDF(S), DAML+OIL 
und OWL zu den Forschungsarbeiten im Rahmen des Semantic Web. Entsprechend ih-
rer Orientierung am Semantic Web sind die letztgenannten Sprachen vollkommen mit 
der Standard Generalized Markup Language (SGML) vereinbar. Dabei ist SHOE an der 
SGML-Instanz HTML ausgerichtet. Die weiteren Sprachen bedienen sich hingegen der 
XML-Grammatik. 
Weitere Sprachen, wie z.B. CyCL3), OCML4) und XOL5), haben für die aktuelle Diskus-
sion um Sprachen zur Konstruktion von Ontologien geringere Bedeutung, da sie entwe-
der – wie im Fall von CyCL und OCML – von einer spezifischen Software abhängen 
oder – wie im Fall von XOL – keine umfassende Sprachspezifikation vorliegt. Daher 
wird im Folgenden lediglich auf die erstgenannten Sprachen näher eingegangen. 
In den folgenden Abschnitten werden die Sprachen jeweils vorgestellt und hinsichtlich 
der zuvor aufgestellten Kriterien beurteilt. Um einen ganzheitlichen Vergleich zwischen 
                                                 
1) Im Folgenden werden Sprachen zur Konstruktion von Ontologien auch verkürzt als „Ontologie-
Sprachen“ bezeichnet. Zu beachten ist dabei, dass es sich – bei Beibehaltung der bisherigen Diktion 
– um Metasprachen handelt, die für die Spezifikation objektsprachlicher Konstrukte verwendet wer-
den können.  
2) Zudem weisen DAML+OIL und OWL Bezüge zu terminologischen Logiken auf, die wiederum auf 
die Prädikatenlogik zurückgeführt werden können. Auf diese Aspekte von DAML+OIL und OWL 
wird in den entsprechenden Abschnitten 5.1.1.6 bzw. 5.1.1.7 eingegangen. 
3) Vgl. LENAT ET AL. (1990), S. 33 ff.; LENAT (1995), S. 45 ff. 
4) Vgl. DOMINGUE ET AL. (1999), S. 23 ff.  
5) Vgl. KARP ET AL. (1999)  
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Ontologie-Sprachen durchführen zu können, wird der Kriterienkatalog für die statische 
Struktur herangezogen, der in Abschnitt 2.1.3.2.2 vorgestellt wurde. Mit Hilfe des Kri-
terienkataloges ist es möglich, die unterschiedlichen Ontologie-Sprachen miteinander 
systematisch zu vergleichen. Darüber hinaus ist ein solcher Kriterienkatalog eine not-
wendige Voraussetzung, um Ontologien evaluieren zu können. Jede Ontologie wird 
nämlich mittels einer Ontologie-Sprache konstruiert. Um die Güte einer Ontologie beur-
teilen zu können, muss zunächst die Güte der Ontologie-Sprache bestimmt werden.1) 
Schließlich wird eine Referenzontologie in jeder der genannten Sprachen rekonstruiert, 
um einen näheren Eindruck der Sprachen zu vermitteln. 
5.1.1.2 Ontolingua 
Die Ontologie-Sprache Ontolingua2) ist am Knowledge Systems Laboratory3) der Uni-
versität Stanford entwickelt worden. Für die Entwicklung von Ontolingua wurde auf 
den Arbeiten zur Wissensrepräsentationssprache Knowledge Interchange Format 
(KIF)4) aufgesetzt. Während KIF in erster Linie die Funktion einer „Medial-Sprache“ 
zwischen verschiedenen – nicht notwendigerweise ontologiegestützt konstruierten – 
wissensbasierten Systemen übernimmt, ist Ontolingua explizit auf die Konstruktion von 
Ontologien ausgerichtet. Für diesen Zweck wurde KIF um Ausdrucksmittel erweitert, 
die für die Konstruktion von Ontologien nötig sind. Es handelt es sich hierbei um Aus-
zeichnungsmöglichkeiten sowohl für objektsprachliche Konstrukte, wie z.B. Konzepte 
und Relationen, als auch für metasprachliche Konstrukte, wie z.B. Ontologie-
Bezeichnungen, Anzahl der Konzepte usw. Anhand dieser zusätzlichen Konstrukte er-
möglicht Ontolingua beispielsweise die Referenzierung einer Ontologie in einer anderen 
Ontologie.5) Dadurch können in einer zweiten Ontologie sprachliche Konstrukte wie-
derverwendet werden, deren Semantik bereits in einer ersten Ontologie spezifiziert 
wurde. Die Auflösung eventueller Konflikte zwischen den Spezifikationen wird aller-
dings auf die jeweilige Implementierung verlagert. Ontolingua selbst stellt hingegen 
keine Ausdrucksmittel für die Auflösung von Konflikten bereit. 
KIF und Ontolingua basieren beide auf Prinzipien der prädikatenlogischen Wissensre-
präsentation.6) Die Notation von Ausdrücken unterscheidet sich im Wesentlichen von 
der konventionellen Prädikatenlogik dadurch, dass logische Symbole einem maschinen-
verarbeitbaren Zeichensatz entnommen und in Pre-fix-Notation angegeben werden. Da-
bei wird in einer Ontolingua-Ontologie stets Bezug auf die so genannte Frame-
                                                 
1) Vgl. FRANK (2000), S. 346, mit Bezug auf konzeptionelle Modelle: „Die Evaluation von konzeptio-
nellen Modellen setzt also die Beurteilung der verwendeten Modellierungssprache voraus.“.  
2) Vgl. GRUBER (1992), S. 5 ff.; GRUBER (1993), S. 202 ff.; FARQUHAR ET AL. (1997), S. 710 ff.  
3) http://www.ksl.stanford.edu/ . 
4) Vgl. GENESERETH/FIKES (1997); SOWA (2000), S. 25 f.  
5) Vgl. FARQUHAR ET AL. (1997), S. 715. 
6) Vgl. FARQUHAR ET AL. (1997), S. 708; GÓMEZ-PÉREZ ET AL. (2004), S. 205; GRUBER (1992), S. 3. 
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Ontology1) genommen, die selbst in KIF spezifiziert ist. In der Frame-Ontology sind 
Ausdrucksmittel spezifiziert, mit denen Ontologien in Ontolingua konstruiert werden 
können. Somit hat die Frame-Ontology den Charakter einer „Meta-Ontologie“, in der 
Ausdrucksmittel für ontologische Spezifikationen definiert sind. Die spezifizierten Aus-
drucksmittel der eigenen Ontologie werden jeweils als Instanzen der Ausdrucksmittel in 
der Frame-Ontology behandelt. 
Die Spezifikation von Konzepten erfolgt in Ontolingua nach folgendem Schema:2) 
(define-class Name (?Variable) 
“Definitions-String“ 
:def oder :iff-def  KIF-Ausdruck 
:constraints KIF-Ausdruck 
:sufficient KIF-Ausdruck 
:default-constraints KIF-Ausdruck 
:equivalent KIF-Ausdruck 
:axioms KIF-Ausdruck) 
Der Platzhalter ?Variable wird bei einer konkreten Spezifikation durch eine Variable 
ersetzt, deren Allquantifizierung für die folgenden KIF-Ausdrücke unterstellt wird. Ü-
ber diese Variable hinaus können in den folgenden Ausdrücken weitere Variablen ver-
wendet werden. Je nachdem, ob ein Konzept oder eine Relation spezifiziert wird, kann 
die Anzahl der Variablen in der ersten Zeile variieren, wobei für Konzepte lediglich ei-
ne Variable zugelassen ist. Für Relationen wird mit der Anzahl der Variablen ihre Stel-
ligkeit angegeben. 
Mit dem KIF-Ausdruck im Anschluss an :def werden notwendige Bedingungen für In-
stanzen des jeweiligen Konzepts ausgedrückt. Im Anschluss an :iff-def werden sowohl 
notwendige als auch hinreichende Bedingungen ausgedrückt. Somit gelten einerseits die 
Bedingungen für alle Instanzen des Konzepts. Andererseits sind alle formalen Objekte, 
die die entsprechenden Bedingungen erfüllen, Instanzen des Konzepts. Der KIF-
Ausdruck im Anschluss an :sufficient entspricht hinreichenden Bedingungen, die alle 
Instanzen des Konzepts erfüllen müssen. Im Anschluss an :constraints und :defaul-con-
straints werden jeweils Konzept-Attribute bzw. Default-Werte der Konzept-Attribute 
spezifiziert. Mit :equivalent können Äquivalenzen zwischen Konzepten ausgezeichnet 
werden.  
                                                 
1) Vgl. GRUBER (1993), S. 204 u. 211 ff.,Neben der Frame-Ontology spielt in neueren Versionen von 
Ontolingua auch die OKBC-Ontology eine Rolle; vgl. GÓMEZ-PÉREZ ET AL. (2004), S. 48 ff. u. 205 
ff.  
2) In Anlehnung an GRUBER (1992), S. 5. Zu beachten ist, dass Konzepte in Ontolingua als Klassen 
(Classes) bezeichnet werden.  
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Mit KIF-Ausdrücken im Anschluss an :axioms werden weitere Eigenschaften des jewei-
ligen Konzepts ausgegeben. Beispielsweise wird die taxonomische Struktur von Kon-
zepten mittels der beiden metasprachlichen Relationen Superclass-of und Subclass-of 
im Anschluss an den Ausdruck :axioms spezifiziert.1)  
Ontolingua erlaubt die Auszeichnung von Konzepten als Instanzen von anderen Kon-
zepten. Somit ist die Spezifikation von Meta-Konzepten in Ontolingua zugelassen. Dar-
über hinaus ist es in der Implementierung des gleichnamigen, webbasierten Software-
Tools Ontolingua2) notwendig, bei jeder Ontologie-Konstruktion auf die Frame-
Ontology zu verweisen. Die Ausdrucksmittel der eigenen Ontologie werden reifiziert 
und den jeweiligen Extensionen der Frame-Ontology zugewiesen. Durch diese Reifika-
tion von Ausdrucksmitteln können ihnen jeweils auch – entsprechend den Attributen 
aus der Frame-Ontology – Attributswerte zugewiesen werden. Benutzerdefinierte Attri-
bute für Konzepte sind hingegen nicht zugelassen.3) Zudem sind zwar mengenwertige 
Konzepte zugelassen, allerdings nicht in der Frame-Ontology vorgesehen. Dafür stellt 
KIF metasprachliche Ausdrücke, wie z.B. set und individual, zur Verfügung.  
Die Spezifikation von Relationen erfolgt anhand von Schemata, die dem o.a. Schema 
für Konzepte ähnlich sind. Die Unterschiede liegen darin, dass anstelle des Ausdrucks 
:define-class die Ausdrücke :define-function und :define-relation verwendet werden. 
Zudem wird mit der Anzahl der Variablen in der ersten Spezifikationszeile die Stellig-
keit des jeweiligen Symbols angegeben. Dabei können Relationen mit beliebiger Stel-
ligkeit spezifiziert werden. Zudem können Unterordnungsbeziehungen zwischen Relati-
onen definiert werden. Darüber hinaus sind in Ontolingua natürlichsprachliche Definiti-
onen für objektsprachliche Konstrukte formulierbar. 
Für die Spezifikation von Kardinalitäten sind in Ontolingua mehrere – teilweise redun-
dante – Ausdrucksmöglichkeiten reserviert. Einerseits können Relationen als Instanzen 
von kardinalitätsspezifischen Meta-Konzepten definiert werden. Beispielweise lassen 
sich Relationen als Instanzen des Meta-Konzepts Function spezifizieren, wodurch ihre 
Maximumkardinalität auf 1 festgelegt wird. Andererseits können auch Minimumkardi-
nalitäten für Relationen durch alternative Ausdrucksmittel angegeben werden.  
Sowohl Inferenz- als auch Integritätsregeln lassen sich in Ontolingua konstruieren. 
Auch hierbei werden die logischen Symbole jeweils in einer Pre-fix-Notation verwen-
det. Beispielsweise kann die Regel ∀x1,x2: R1(x1,x2) ∧ R2(x1,x2) → R3(x1,x2) in Ontolin-
gua wie folgt ausgedrückt werden: 
                                                 
1) Vgl. GRUBER (1992), S. 13.  
2) http://www.ksl.stanford.edu/software/ontolingua/ 
Falls nicht explizit hervorgehoben, wird im Folgenden auf die Sprache Bezug genommen, wenn die 
Bezeichnung Ontolingua verwendet wird. 
3) Vgl. GRUBER (1993), S. 214.  
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(define-Axiom 
:=  (forall (?x1) 
  (forall (?x2) 
   (=>  (and  (R1 ?x1 ?x2) 
       (R2 ?x1 ?x2)) 
     (R3 ?x1 ?x2))))) 
Darüber hinaus können in Ontolingua weder Bezeichnungen noch Definitionen für Re-
geln angegeben werden. 
5.1.1.3 F-Logic 
Die Sprache Frame-Logic (F-Logic) entstammt ursprünglich der Forschung zu dem 
Themengebiet objektorientierter deduktiver Datenbanken.1) Seit einigen Jahren wird F-
Logic darüber hinaus auch für die Konstruktion von Ontologien diskutiert.2) Durch die 
Kombination von Prinzipen objektorientierter Systemstrukturierung einerseits und de-
duktiver Datenbanken andererseits weist F-Logic eine hohe Ausrucksstärke auf, die sich 
zu Zwecken der Ontologie-Konstruktion verwenden lässt. Im Unterschied zu Ontolin-
gua existiert für F-Logic-Ontologien keine „Meta-Ontologie“, in der Ausdrucksmittel 
für die Spezifikation von Ontologie-Komponenten vorgesehen wären. Die Ausdrucks-
mittel von F-Logic sind jeweils in der F-Logic-Syntax und -Semantik „verdrahtet“.  
In F-Logic können lediglich die taxonomischen Beziehungen zwischen Konzepten un-
mittelbar ausgedrückt werden. Als metasprachliche Ausdrucksmittel sind hierfür zwei 
aufeinander folgende Doppelpunkte „::“ reserviert. Der einfache Doppelpunkt „:“ ist 
hingegen dafür reserviert, die Zugehörigkeit eines formalen Objekts zur Extension eines 
Konzepts auszuzeichnen. Um Inkompatibilität und Äquivalenz von Konzepten ausdrü-
cken zu können, müssen in F-Logic entsprechende Integritäts- oder Inferenzregeln kon-
struiert werden (s.u.).  
Meta-Konzepte können in F-Logic unmittelbar spezifiziert werden, da Konzepte und ih-
re Instanzen jeweils dem gleichen Individuenbereich zugezählt werden.3) Somit können 
Konzepten auch Attributswerte entsprechend den Attributen der jeweiligen Meta-
Konzepte zugewiesen werden. Beispielsweise ist die folgende Spezifikation in F-Logic 
zulässig: 
                                                 
1) Vgl. LAUSEN/VOSSEN (1996), S. 216 ff. 
2) Vgl. ANGELE/LAUSEN (2004), S. 29 ff. 
3) Vgl. KIFER ET AL. (1995), S. 747.  
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Konzept1  :: Konzept2. 
Objekt1  : Konzept1. 
Objekt2  : Konzept3.  
Konzept3  : Konzept1. 
Das Konzept Konzept1 wird in der Beispielspezifikation dem Konzept Konzept2 durch 
„::“ taxonomisch untergeordnet. Die formalen Objekte Objekt1 und Objekt2 werden 
durch „:“ als Instanzen der Konzepte Konzept1 bzw. Konzept3 spezifiziert. Schließlich 
wird das Konzept Konzept3 als Instanz des Konzepts Konzept1 spezifiziert. Entspre-
chend handelt es sich bei Konzept1 sowohl um ein objektsprachliches Konzept als auch 
um ein metasprachliches Meta-Konzept. 
Mengenwertige Konzepte sind in F-Logic nicht zulässig. Als Extension von Konzepten 
können nur einwertige formale Objekte angegeben werden. Darüber hinaus erlaubt F-
Logic die Spezifikation sowohl von rechtsmehrdeutigen als auch von funktionalen Rela-
tionen.1) Die Unterscheidung zwischen den beiden Konstruktarten erfolgt jeweils in ih-
rer Typisierung, wobei die Typisierung nachstehendem Schema folgt: 
Argumentkonzept[ Operation1  =>  Zielkonzept1; 
  Operation2  =>  Zielkonzept2; 
  Relation1  =>> Zielkonzept3; 
  Relation2  =>> Zielkonzept4]. 
Mit dem Ausdrucksmittel „=>“ werden funktionale Relationen – also Operationen spe-
zifiziert. Beispielsweise werden in der oben angegebenen Spezifikation die Operationen 
Operation1 und Operation2 an erster Stelle mit dem Konzept Argumentkonzept und an 
zweiter Stelle mit Zielkonzept1 bzw. Zielkonzept2 typisiert. Mit „=>>“ werden hingegen 
rechtsmehrdeutige Relationen spezifiziert. In der Beispielspezifikation werden die Rela-
tionen Relation1 und Relation2 mit an erster Stelle mit dem Konzept Argumentkonzept 
und an zweiter Stelle mit den Konzepten Zielkonzept3 bzw. Zielkonzept4 typisiert. 
Sowohl „=>“ als auch „=>>“ entsprechen in der formalen F-Logic-Semantik partiellen 
Relationen.2) Insofern entspricht „=>“ die Min-Max-Kardinalität (0;1) und „=>>“ die 
Min-Max-Kardinalität (0;n). 
Um Formeln auf der Instanzenebene in F-Logic konstruieren zu können, werden die 
Zeichen => und =>> durch -> bzw. ->> ersetzt. Anstelle der Konzepte werden hierbei 
die Instanzen der Konzepte aufgeführt. Die oben aufgeführte Beispielspezifikation ver-
deutlicht bereits, dass für Relationen nur die Spezifikation jeweils eines Argument- und 
                                                 
1) Eine Unterscheidung zwischen Operations- und Relationssymbolen findet sich in F-Logic nicht in 
dieser Diktion. Anstelle dessen wird von einwertigen bzw. mengenwertigen Attributen oder Metho-
den gesprochen; vgl. GÓMEZ-PÉREZ ET AL. (2004), S. 233, zur Bezeichnung Attribute und KIFER ET 
AL. (1995), S. 754 f., zur Bezeichnung Methode. 
2) Vgl. KIFER ET AL. (1995), S. 758.  
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eines Zielkonzepts zulässig ist. Mehrere Argument- und Zielkonzepte können in F-
Logic nicht ausgedrückt werden. Somit sind n-stellige Operations- und Relationssymbo-
le mit n>2 in F-Logic nicht zugelassen. 
Für die hierarchische Anordnung von Relationen ist in F-Logic kein eigenes Aus-
drucksmittel vorgesehen, das den beiden Doppelpunkten für Konzepthierarchien ent-
spräche. Dennoch können Ordnungsbeziehungen zwischen Relationen durch entspre-
chende Inferenzregeln ausgedrückt werden. Beispielsweise wird durch folgende Regel 
die Relation R1 der Relation R2 untergeordnet:1) 
FORALL X,Y: 
 X [R1 ->> Y]  
  → X [ R2 ->> Y]. 
Analog zu der o.a. Regel können Regeln zur Ordnung von Operationen spezifiziert wer-
den. Darüber hinaus können durch entsprechende Inferenzregeln Ordnungsrelationen 
definiert werden. Dafür werden die jeweiligen Eigenschaften, wie z.B. Reflexivität, 
Symmetrie und Transitivität, als Inferenzregeln spezifiziert. Neben solchen Inferenzre-
geln können in F-Logic auch Integritätsregeln ausgedrückt werden. Die spezifische 
Verarbeitung von Integritätsregeln wird jedoch der jeweiligen Software überlassen. 
Mit Hilfe von Meta-Konzepten können in F-Logic sowohl natürlichsprachliche Be-
zeichner als auch natürlichsprachliche Definitionen für Konzepte angegeben werden. 
Dies erfolgt durch die Reifikation von Konzepten. Bei einer Reifikation der objekt-
sprachlichen Konzepte geht allerdings die Differenzierung zwischen Konzepten und In-
stanzen, über die Aussagen gemacht werden, verloren. Um der fehlenden formalen Dif-
ferenzierung zwischen den beiden Konstrukttypen entgegenwirken zu können, wird im 
Folgenden eine beispielhafte F-Logic-Ontologie vorgestellt, die es erlaubt, objekt- und 
metasprachliche Konstrukte in einer Ontologie zu spezifizieren und dennoch eine Un-
terscheidung zwischen beiden Konstrukttypen beizubehalten.  
Für die Differenzierung zwischen objekt- und metasprachlichen Konstrukten können in 
einer F-Logic-Ontologie die beiden metasprachlichen Konzepte metasprachli-
che_Entitaet und objektsprachliche_Entitaet als Subkonzepte des metapsrachlichen 
Maximalkonzepts Entitaet eingeführt werden. Dadurch ist es möglich, objektsprachli-
che Ausdrucksmittel in den Argumenten von metasprachlichen Ausdrucksmitteln zu 
verwenden. Als solche metasprachlichen Ausdrucksmittel kämen insbesondere solche 
Meta-Konzepte in Frage, mit denen den objektsprachlichen Konzepten metasprachliche 
Bezeichnungen und Definition zugewiesen werden können. 
                                                 
1) Subjugatsregeln in F-Logic werden in der vorliegenden Arbeit der prädikatenlogischen Notation fol-
gend angegeben. So wird der Antezedenzteil einer Subjugatsformel links vom Subjunktor „→“ und 
der Konklusionsteil rechts vom Subjunktor notiert. Üblicherweise werden jedoch – in Anlehnung an 
die Schreibweise in der logischen Programmierung – Antezedenz und Konklusion in Regeln umge-
kehrt notiert; vgl. KIFER ET AL. (1995), S. 748. 
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Auf der ersten Gliederungsstufe wird das Maximalkonzept Entitaet der Ontologie ent-
sprechend der folgenden Spezifikation unterteilt:  
objektsprachliche_Entitaet ::Entitaet. 
metasprachliche_Entitaet ::Entitaet. 
Das metasprachliche Konzept objektsprachliche_Entitaet umfasst als Subkonzepte1) alle 
objektsprachlichen Konzepte, die für die Repräsentation des Objektwissens über einen 
Realitätsausschnitt benötigt werden. Alle Subkonzepte von objektsprachliche_Entitaet 
werden später als Instanzen des metasprachlichen Konzepts metasprachliche_Entitaet 
spezifiziert. Zu diesem Zweck sind dem Konzept metasprachliche_Entitaet solche me-
tasprachlichen Konzepte taxonomisch untergeordnet, mit denen das Metawissen über 
objektsprachliche Ausdrucksmittel ausgedrückt werden kann. Die Spezifikation erfolgt 
folgendermaßen: 
                                                 
1) Bereits hier wird ein Bruch zwischen Objekt- und Metasprache deutlich. Denn die Subkonzeptrelati-
on „::“ setzt objektsprachliche Konzepte in taxonomische Beziehungen zueinander. Bei der beispiel-
haften Spezifikation wird hingegen das metasprachliche Konzept objektsprachliche_Entitaet als Su-
perkonzept zu objektsprachlichen Konzepten festgelegt. Es wurde allerdings darauf hingewiesen, 
dass in F-Logic eine Vermengung objektsprachlicher Konstrukte mit metasprachlichen Konstrukten 
stattfindet.  
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1.) derivative_metasprachliche_Entitaet  ::metasprachliche_Entitaet. 
 originaere_metasprachliche_Entitaet  ::metasprachliche_Entitaet. 
 
2.) Konzept    ::derivative_metasprachliche_Entitaet. 
 Relation    ::derivative_metasprachliche_Entitaet. 
 Operation    ::Relation. 
 
3.) derivative_metasprachliche_Entitaet[  
       hat_Bezeichnung=>>Bezeichnung; 
       hat_Definition=>Definition]. 
 
4.) Definition   ::originaere_metasprachliche_Entitaet. 
 Bezeichnung  ::originaere_metasprachliche_Entitaet. 
 
5.) Definition[  definiert=>derivative_metasprachliche_Entitaet]. 
 Bezeichnung [ bezeichnet=>>derivative_metasprachliche_Entitaet; 
      synonym_zu=>>Bezeichnung; 
      homonym=>BOOLEAN]. 
 
6.) FORALL X,Y: 
  X:Bezeichnung[bezeichnet->>Y] ↔ 
  Y:derivative_metasprachliche_Entitaet[hat_Bezeichnung->>X]. 
  
7.) FORALL X,Y: 
  X:Definition[definiert->Y] ↔ 
  Y:derivative_metasprachliche_Entitaet[hat_Definition->X]. 
Mit den Spezifikationen 1.) und 2.) werden die Subkonzepte der Konzepte metasprach-
liche_Entitaet und derivative_metasprachliche_Entitaet festgelegt. Als metasprachliche 
Entitäten werden Konzept, Relationen und Operationen als Subkonzepte des Konzepts 
derivative_metasprachliche_Entitaet zugelassen. Das Konzept Operation ist hierbei 
dem Konzept derivative_metasprachliche_Entitaet mittelbar untergeordnet, da es un-
mittelbar dem Konzept Relation untergeordnet ist. Für Konzepte, Relationen und Ope-
rationen können im Anschluss an ihre Reifikation sowohl Bezeichner als auch Definiti-
onen angegeben werden. Bei den Konzepten Bezeichner und Definition handelt es sich 
wiederum um originäre metasprachliche Entitäten. 
Mit den Regeln 6.) und 7.) werden die inversen Beziehungen zwischen den metasprach-
lichen Relationen bezeichnet und definiert mit hat_Bezeichnung bzw. hat_Definition 
festgelegt. Eine Bezeichnung steht demnach genau dann für eine derivative metasprach-
liche Entität, wenn das objektsprachliche Konstrukt durch den metasprachlichen Be-
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zeichner bezeichnet wird. Analog steht eine metasprachliche Definition genau dann für 
eine derivative metasprachliche Entität, wenn das jeweilige objektsprachliche Konstrukt 
durch sie definiert wird. 
Die objektsprachlichen Instanzen der metasprachlichen Konzepte Konzept und Relation 
werden anhand der folgenden Inferenzregeln definiert: 
1.) FORALL X,Y:  
  X::objektsprachliche_Entitaet →  
   X:Konzept. 
 
2.) FORALL X,Y,R:   
  X[R=>>Y]→   
   R:Relation. 
3.) FORALL X,Y,R:   
  X[R=>Y]→   
   R:Operation. 
4.) FORALL X,Y,Z,R:  
 R:transitive_Relation 
 AND  X[R->>Y] 
 AND  Y[R->>Z] →  
    X[R->>Z]. 
Mit den ersten drei Regeln werden objektsprachliche Konzepte, Relationen und Opera-
tionen reifiziert und den Extensionen der metasprachlichen Konzepte Konzept, Relation 
bzw. Operation zugewiesen. Mit der ersten Regel wird das metasprachliche Konzept 
Konzept mit allen Subkonzepten des metasprachlichen Konzepts objektsprachli-
che_Entitaet instanziiert. Für die Reifikation von Relationen ist der Rückgriff auf solche 
Spezifikationen notwendig, in denen die Relation vorkommt. Eine Relation ist dann ei-
ne Instanz des metasprachlichen Konzepts Relation, wenn es eine Spezifikation gibt, in 
der die Relation verwendet wurde. Analog wird eine Operation durch die Regel 3.) dann 
der Extension des metasprachlichen Konzepts Operation zugewiesen, wenn es in der 
Ontologie eine Spezifikation gibt, in der die Operation verwendet wird. Mit der Regel 
4.) wird schließlich exemplarisch aufgezeigt, wie die Eigenarten transitiver Relationen 
für alle Instanzen des metasprachlichen Konzepts transitive_Relation formuliert werden 
können.1) 
Für die metasprachlichen Konzepte Konzept und Relation gelten folgende Spezifikatio-
nen: 
                                                 
1) Das setzt wiederum voraus, dass das metasprachliche Konzept transitive_Relation als Subkonzept 
des metasprachlichen Konzepts Relation spezifiziert wurde.  
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1.) Konzept[  Argumentkonzept_von  =>>Relation;  
     Zielkonzept_von   =>>Relation]. 
 
2.) Relation[  hat_Argumentkonzept =>Konzept; 
     hat_Zielkonzept   =>Konzept]. 
 
4.) Operation[ hat_Argumentkonzept =>Konzept; 
     hat_Zielkonzept   =>Konzept]. 
 
5.) FORALL X,Y,R:   
  X[R=>>Y] OR X[R=>Y] →    
     R[hat_Argumenkonzept->X]  
   AND  R[hat_Zielkonzept->Y] 
   AND  X[ist_Argumentkonzept_von->>R] 
   AND  Y[ist_Zielkonzept_von->>R]. 
Das Konzept orginaeres_metasprachliches_Konzept wird in die beiden Subkonzepte 
Bezeichnung und Definition unterteilt. Sowohl bei den Instanzen von Bezeichnung als 
auch bei den Instanzen von Definition handelt es sich um metasprachliche Zeichenket-
ten. In der Regel sind die Instanzen von Bezeichnung Wörter und die Instanzen von De-
finitionen Sätze, die aus Wörtern zusammengesetzt werden. Bei den Instanzen des Kon-
zepts Bezeichnung handelt es sich um solche Zeichenketten, mit denen objektsprachli-
che Konstrukte metasprachlich bezeichnet werden können. 
Mit Hilfe der Instanzen des Konzepts Bezeichnung können Bezeichnerbeziehungen 
formal erfasst werden. Die beiden Fälle der Synonymie und Homonymie können durch 
die beiden folgenden Regeln erfasst: 
1.) FORALL X,A,B:  
   X[hat_Bezeichnung->>A]  
 AND  X[hat_Bezeichnung->>B]  
 AND  A≠B →  
    A[synonym_zu->>B]. 
 
2.) FORALL X,Y,A:  
   X[hat_Bezeichnung->>A] 
 AND  Y[hat_Bezeichnung->>A] 
 AND  X≠Y →  
    A[homonym->true]. 
Mit der Regel 1.) werden synonyme Bezeichner erfasst. Wenn für ein objektsprachliches 
Konstrukt X zwei unterschiedliche metasprachliche Bezeichner A und B angegeben 
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sind, stehen A und B in einer Synonymie-Beziehung zueinander. Der umgekehrte Fall 
wird durch die Regel 2.) erfasst. Wenn ein metasprachlicher Bezeichner A für zwei un-
terschiedliche objektsprachliche Konstrukte X und Y angegeben ist, handelt es sich bei 
Erstgenanntem um eine homonyme Zeichenkette. 
Bei den Instanzen des Meta-Konzepts Definition handelt es sich um natürlichsprachli-
che Erläuterungen der intensionalen Semantik objektsprachlicher Konstrukte. Zu die-
sem Zweck verbindet das Relationssymbol definiert das Konzept Definition mit dem 
Konzept derivative_metasprachliche_Entitaet. Dabei darf jedem objektsprachlichen 
Konstrukt höchstens eine Definition zugeordnet werden. Umgekehrt darf eine Zeichen-
kette die Definition von höchstens einem objektsprachlichen Konstrukt sein. 
5.1.1.4 SHOE 
Die Ontologie-Sprache Simple HTML Ontology Extensions (SHOE) wurde an der Uni-
versität Maryland vorwiegend durch die Arbeiten von HEFLIN, HENDLER und LUKE ent-
wickelt.1) SHOE ist die Erweiterung der Auszeichnungssprache HTML um Ausdrucks-
mittel, mit denen Web-Dokumente um eine formale Semantik angereichert werden kön-
nen.2) Intendierte Anwendungen von SHOE sind Suchmaschinen, mit denen nicht nur 
eine zeichenorientierte, sondern auch eine inhaltliche Auswertung von Web-
Dokumenten möglich ist. In ihrer „reinen“ Form erlaubt HTML nämlich lediglich die 
Spezifikation des Layouts von Web-Dokumenten. 
Konzepte3) werden in SHOE entsprechend dem folgendem Schema spezifiziert:4) 
<DEF-CATEGORY NAME=„k“ 
  [ISA    =„k2 k3...“] 
  [DESCRIPTION =„text“] 
  [SHORT   =„text“]> 
</DEF-CATEGORY> 
Hinter dem Ausdruckmittel ISA werden alle Konzepte aufgeführt, denen gegenüber das 
Konzept k taxonomisch untergeordnet ist. Mit der Zeichenkette hinter DESCRIPTION 
wird eine natürlichsprachliche Definition für k angegeben. Hinter SHORT wird eine 
Zeichenkette als natürlichsprachlicher Bezeichner für k angegeben. Darüber hinaus ste-
hen keine weiteren Ausdrucksmittel für die Spezifikation von Konzepten zur Verfü-
gung. Entsprechend können weder Meta-Konzepte noch mengenwertige Konzepte aus-
gedrückt werden. Um die Äquivalenz von Konzepten ausdrücken zu können, muss auf 
Inferenzregeln zurückgegriffen werden. Die Inkompatibilität von Konzepten kann aller-
                                                 
1) Vgl. HEFLIN ET AL. (1999), S. 4 ff.; HEFLIN (2001), S. 47 ff.; HEFLIN/HENDLER (2001), S. 54 ff. 
2) Vgl. GÓMEZ-PÉREZ ET AL. (2004), S. 241.  
3) Konzepte werden in SHOE als Kategorie (Category) bezeichnet.  
4) Vgl. HEFLIN (2001), S. 55.  
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dings auch nicht durch Inferenzregeln ausgedrückt werden, da für den wechselseitigen 
Ausschluss von Instanzen in den Extensionen inkompatibler Konzepte die logische Ne-
gation als Ausdrucksmittel notwendig ist, die jedoch in SHOE nicht vorgesehen ist. 
Entsprechend kann die Inkompatibilität von Konzepten in SHOE nicht ausgedrückt 
werden. Zudem können die meisten Integritätsregeln, für deren Spezifikation die Nega-
tion nötig ist, auch nicht spezifiziert werden.  
In SHOE können keine funktionalen Relationen spezifiziert werden. Da auch keine 
Kardinalitäten in SHOE ausgedrückt werden können, können funktionale Relationen 
auch nicht „simuliert“ werden. 
Um Beziehungen zwischen Instanzen ausdrücken zu können, stehen nur möglicherweise 
rechtsmehrdeutige Relationen zu Verfügung. Die Spezifikation von Relationen erfolgt 
nach folgendem Schema:1) 
<DEF-RELATION NAME=„R“ 
  [DESCRIPTION  =„text“] 
  [SHORT    =„text“]> 
 <DEF-ARG POS=(„n“ | „FROM“ | „TO“) 
   [TYPE =„typ“] 
   [SHORT =„text“]> 
</DEF-RELATION> 
Die Ausdrucksmittel DESCRIPTION und SHORT haben jeweils die gleiche Funktiona-
lität wie bei der Spezifikation von Konzepten. Die Typisierung von möglicherweise 
mehrstelligen Relationen erfolgt durch die Ausdrücke im Anschluss an DEF-ARG. 
Hierfür kann entweder ein numerischer Wert anstelle der Variable n verwendet werden, 
mit dem angegeben wird, welche Argumentstelle der Relation typisiert wird. Oder es 
können für binäre Relationen die Ausdrücke „FROM“ und „TO“ verwendet werden. 
Beispielsweise kann die Relation arbeitet_fuer, die das Konzept Person mit dem Kon-
zept Unternehmen verbindet, wie folgt spezifiziert werden: 
<DEF-RELATION NAME=„arbeitet_fuer“ 
  [DESCRIPTION =„Relation, um Arbeitsverhältnisse zwischen Personen und  Unternehmen  
  auszudrücken“] 
  [SHORT   =„arbeitet für“]> 
 <DEF-ARG    POS=„FROM“  TYPE=„Person“ 
 <DEF-ARG    POS=„TO“   TYPE=„Unternehmen“> 
</DEF-RELATION> 
Schließlich können in SHOE Inferenzregeln spezifiziert werden. Ihre Spezifikation er-
folgt nach folgendem Schema: 
                                                 
1) Vgl. HEFLIN (2001), S. 55 f.  
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<DEF-INFERENCE 
  [DESCRIPTION=„text“]> 
 <INF-IF> 
  Antezedenz 
 </INF-IF> 
 <INF-THEN> 
  Konzequenz 
 </INF-THEN> 
</DEF-INFERENCE> 
Bei der Antezedenz und der Konsequenz der Inferenzregel wird in SHOE zwischen 
„Konzept-“, „Relations-“ und „Vergleichsklauseln“ unterschieden.1) Mit einer Konzept-
klausel werden Instanzen von Konzepten abgefragt. Mit einer Relationsklausel werden 
die Instanzen von Relationen abgefragt. Vergleichklauseln sind insofern Relationsklau-
seln untergeordnet, als dass auch bei ihnen die Extensionen von Relationen abgefragt 
werden. Ihre Formulierung ist jedoch in der Art vereinfacht, dass die Vergleichsklauseln 
auf den gängigen – in der Regel numerischen – Vergleichsrelationen („kleiner“, „grö-
ßer“ usw.) basieren. 
5.1.1.5 RDF(S) 
Die Ontologie-Sprachen Resource Description Framework (RDF) und Resource Desc-
ription Framework Schema (RDFS) wurden durch das World Wide Web Consortium 
(W3C)2) entwickelt und standardisiert. RDF und RDFS verhalten sich insofern kom-
plementär zueinander, als dass mit RDF grundsätzliche Möglichkeiten zur Konstruktion 
von Ausdrücken und mit RDFS metasprachliche Ausdrucksmittel für die Spezifikation 
objektsprachlicher Ausdrucksmittel zur Verfügung gestellt werden. Da für die Kon-
struktion von Ontologien beide Sprachen gemeinsam betrachtet werden müssen, wird 
im Folgenden unter der Bezeichnung RDF(S) auf beide Sprachen gemeinsam referen-
ziert. 
Im Zuge der Standardisierungsbemühungen des W3C ist für RDF(S) eine XML-Syntax 
entwickelt worden.3) Unabhängig davon werden auch prädikatenlogische Notationen 
und semantische Netze für RDF(S)-Ontologien intensiv diskutiert.4) Die weiteren Aus-
führungen orientieren sich zwar an der XML-Syntax, jedoch werden mengentheoreti-
                                                 
1) Vgl. HEFLIN (2001), S. 58 ff.  
2) http://www.w3.org/  
3) Vgl. BECKETT/MCBRIDE (2004); HJELM (2001), S. 31 ff.; LASSILA/SWICK (1999). 
4) Vgl. CORBY ET AL. (2000), S. 470 ff.; COENEN/KLAPSING (2001), S. 183 ff.; KLAPSING (2003), S. 63 
ff.; MCDERMOTT/DOU (2002), S. 252 ff. 
5 Evaluation von Ontologie-Netzen 377 
 
sche Aspekte dann in die Untersuchung einfließen, wenn sie für die jeweils vorgetrage-
ne Argumentation angebracht sind. 
Elementar für die Konstruktion von RDF(S)-Aussagen sind die metasprachlichen Aus-
drucksmittel rdfs:Resource, rdf:Property, rdfs:ConstraintProperty, rdfs:Class und 
rdfs:Literal und rdf:Statement. Sie werden in RDF(S) jeweils als Instanzen von 
rdfs:Class konzeptualisiert und entsprechend als RDF(S)-Klassen bezeichnet. Darüber 
hinaus stehen u.a. die metasprachlichen Relationen rdfs:SubClassOf, rdf:type, 
rdfs:subPropertyOf, rdfs:domain und rdfs:range zur Verfügung. Mit der metasprachli-
chen Relation rdfs:SubClassOf wird die Subklassen-Beziehung zwischen zwei RDF(S)-
Klassen ausgedrückt. Mit rdf:type wird hingegen ausgedrückt, dass eine Ressource In-
stanz einer RDF(S)-Klasse ist. rdfs:domain und rdfs:range werden jeweils dazu ver-
wendet, die Argumentstellen metasprachlicher Relationen zu typisieren. Da rdfs:domain 
und rdfs:range selbst auch metasprachliche Relationen sind, erfolgt ihre Typisierung 
durch sie selbst. Darüber hinaus sind alle metasprachlichen Relationen jeweils Instanzen 
der RDF(S)-Klasse rdf:Property und werden entsprechend als RDF(S)-Properties be-
zeichnet.  
Der Zusammenhang zwischen den metasprachlichen Ausdrucksmitteln in RDF(S) ist in 
der folgenden Abbildung 35 dargestellt. 
rdfs:Class
rdfs:Resource
rdfs:Literal
rdf:Property
rdfs:subClassOf
rdf:type
rdfs:SubClassOf
rdfs:domain rdfs:Class
rdfs:range rdfs:Class
rdfs:SubPropertyOf
rdfs:domain rdf:Property
rdfs:range rdf:Property
rdf:type
rdfs:domain rdfs:Resource
rdfs:range rdfs:Class
rdfs:ConstraintProperty
rdfs:domain
rdfs:domain rdf:Property
rdfs:range rdfs:Resource
rdfs:range
rdfs:domain rdf:Property
rdfs:range rdfs:Resource
rdfs:Statement
 
Abbildung 35: Metasprachliche Ausdrucksmittel in RDF(S) 
Die Knoten in der Abbildung entsprechen RDF(S)-Klassen. Die metasprachlichen Rela-
tionen zwischen den RDF(S)-Klassen werden jeweils durch gerichtete Kanten darge-
stellt, wobei zwei Kantenarten unterschieden werden. Die erste Kantenart entspricht der 
Property rdfs:SubClassOf. Der Knoten am Kantenursprung wird hierdurch als Subklas-
se des Knotens am Kantenziel ausgezeichnet. Beispielsweise ist  
rdfs:ConstraintProperty eine Subklasse von rdf:Property. Die zweite Kantenart ent-
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spricht der Property rdf:type. Der Knoten am Kantenursprung entspricht hierbei einer 
Instanz des Knotens am Kantenziel. Die RDF(S)-Klasse rdfs:SubClassOf ist beispiels-
weise eine Instanz der RDF(S)-Klasse rdf:Property. 
Schließlich ist für Properties zusätzlich noch ihre Typisierung durch rdfs:domain und 
rdfs:range angegeben. Beispielsweise ist die Relation rdf:type in ihrer ersten Argument-
stelle (rdf:domain) mit der RDF(S)-Klasse rdfs:Resource und in ihrer zweiten Argu-
mentstelle (rdf:range) mit der RDF(S)-Klasse rdfs:Class typisiert. Somit können In-
stanzen der RDF(S)-Klasse rdfs:Resource durch die Relation rdf:type mit Instanzen der 
RDF(S)-Klasse rdfs:Class verbunden werden.1) 
In der RDF-Spezifikation sind Ressourcen definiert als: „All things being described by 
RDF expressions“2). Somit werden alle Konstrukte, über die mittels RDF(S)-Statements 
Aussagen gemacht werden können, als Ressource bezeichnet. Der Zugriff auf Ressour-
cen erfolgt durch Uniform Resource Identifiers (URI), deren syntaktischer Aufbau 
durch den Standard RFC2396 der Internet Engineering Task Force geregelt ist.3) Als 
URI kommt dabei entweder ein Uniform Resource Locator (URL) oder ein Uniform Re-
source Name (URN) in Frage. Mit URLs werden Ressourcen über ihre Lokation im In-
ternet identifiziert. Die URL einer Ressource kann demnach beispielsweise von der Ad-
resse des Servers abhängen, auf der sie gelagert ist. URNs sind hingegen eindeutige 
Namen für Ressourcen, die unabhängig von der Lokation der Ressource angegeben 
werden können. Entsprechend der mengentheoretischen Charakterisierung von 
KLAPSING lässt sich die RDF(S) Klasse rdfs:Resource wie folgt intensional charakteri-
sieren:4) 
rdfs:Resources = {x | x ist eine URI gemäß RFC2396}. 
Eine Subklasse von rdfs:Resources ist die Resource rdf:Property:5)  
                                                 
1) Zu beachten ist hierbei, dass keine zeitliche Präzedenzordnung festgelegt ist, der zufolge ein forma-
les Objekt zunächst als Instanz der RDF(S)-Klasse rdf:Resource spezifiziert werden müsste, um im 
Anschluss in der zweiten Argumentstelle der Property rdf:type eingesetzt werden zu können. Wenn 
ein formales Objekt nämlich als Instanz der RDF(S)-Klasse rdfs:class spezifiziert ist, ist es auch 
stets eine Instanz der RDF(S)-Klasse rdf:Resource, da zweitgenannte eine Subklasse der erstgenann-
ten RDF(S)-Klasse ist. 
2) LASSILA/SWICK (1999). 
3) Vgl. BERNERS-LEE ET AL. (1998). 
4) Vgl. KLAPSING (2003), S. 40. Die mengentheoretische Charakterisierung von RDF(S)-
Ausdrucksmitteln wird hier herangezogen, um den Vergleich mit den prädikatenlogischen Aus-
drucksmitteln ontologischer Signaturen zu erleichtern. Um eine solche Charakterisierung einhalten 
zu können, ist es notwendig, RDF(S)-Klassen als Mengen und die metasprachlichen Relationen 
rdfs:subClassOf und rdf:type als „Teilmenge von“- (⊆) bzw. „Element von“-Beziehung (∈) aufzu-
fassen.  
5) Vgl. KLAPSING (2003), S. 41. Da außerhalb der Instanzen der RDF(S)-Klasse rdf:Property weitere 
Instanzen der RDF(S)-Klasse rdf:Resource existieren, ist in der o.a. Formel die „echte Teilmenge 
von“-Beziehung (⊂) angegeben. 
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rdf:Property ⊂ rdfs:Resources. 
Die Instanzen von rdf:Property werden einerseits dazu verwendet, Aussagen zu kon-
struieren. Zu diesem Zweck werden jeweils zwei Instanzen der von rdfs:Resources 
durch eine Instanz von rdf:Property miteinander verbunden. Andererseits können die 
Instanzen selbst mittels einer Aussage beschrieben werden. Dafür werden in RDF(S) 
vordefinierte Instanzen von rdf:Property herangezogen. Beispielsweise gehören hierzu 
Aussagen, die mit Hilfe der Relationen rdfs:domain oder rdfs:range konstruiert sind. 
Beide Relationen verknüpfen jeweils eine Instanz von rdf:Property mit einer Instanz 
von rdfs:Resource.  
Beachtenswert bei Instanzen von rdf:Property ist, dass weder für ontologiespezifische 
noch für vordefinierte Instanzen von rdf:Property Kardinalitäten definiert werden kön-
nen. Es können somit keine Unter- und Obergrenzen für das Vorkommen von Instanzen 
in Verknüpfungen durch Instanzen von rdf:Property definiert werden. Entsprechend 
sind auch für die vordefinierten metasprachlichen Ausdrucksmittel von RDF(S) keine 
Kardinalitäten spezifiziert.  
Für jede Instanz von rdf:Property muss eine Domain und eine Range definiert werden. 
Die Domain entspricht der ersten Argumentstelle der Property. Sie wird anhand der In-
stanz rdfs:domain von rdf:Property spezifiziert. Die Range entspricht der zweiten Ar-
gumentstelle der Property. Sie wird mit der Instanz rdfs:range von rdf:Property spezifi-
ziert. Darüber hinaus können keine Argumentstellen für Instanzen von rdf:Property 
spezifiziert werden. Somit sind in RDF(S) lediglich zwei-stellige Relationen zugelassen. 
Eine weitere Subklasse von rdfs:Resource ist rdfs:Class:  
rdfs:Class ⊂ rdfs:Resources. 
RDF(S)-Klassen sind stets Instanzen der RDF(S)-Klasse rdfs:Class. Sie wird daher in 
der RDF(S)-Spezifikation als „class of all classes“ definiert. Somit ist rdfs:Class auch 
eine Instanz ihrer selbst. Dadurch ist mit der Spezifikation von rdfs:Class ein Problem 
verbunden, das in Ausarbeitungen zu RDF(S) selten thematisiert wird. Einerseits ist die 
RDF(S)-Klasse rdfs:Class der RDF(S)-Klasse rdfs:Resource durch rdfs:SubClassOf un-
tergeordnet. Andererseits ist allerdings rdfs:Resource eine Instanz der RDF(S)-Klasse 
rdfs:Class. Durch die Verkettung von rdf:SubClassOf und rdf:tye wird rdfs:Resource 
auch zu einer Instanz sowohl ihrer selbst als auch ihrer Subklasse rdfs:Class. In der 
mengentheoretischen Charakterisierung ähnelt diese Situation dem Russell-
Paradoxon.1) Dadurch, dass „Mengen von Mengen“ zugelassen werden, wird auch eine 
Menge X aller solcher Mengen Y1,...,Yn zugelassen, die sich selbst nicht zum Element 
                                                 
1) Vgl. QUINE (1969), S. 316 ff. Vgl. darüber hinaus STEIMANN (2000), S. 26 zur Russell-Paradoxie in 
der Programmiersprache Smalltalk durch die Instanziierung der Klasse Metaclass mit sich selbst. 
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haben. Eine solche Menge X müsste einerseits sich selbst zum Element haben. Anderer-
seits würde durch ihre Zugehörigkeit wiederum ihr Ausschluss gerechtfertigt werden.1)  
Aussagen werden in RDF(S) als Statements konzeptualisiert, die Ressourcen unterein-
ander mittels einer Property verknüpfen. Somit sind Statements geordnete Drei-Tupel 
bestehend aus einer Ressource, einer Property und einer Ressource. Die Komponenten 
eines Statements können in Anlehnung an den natürlichsprachlichen Gebrauch auch als 
auch als Subjekt-Prädikat-Objekt-Folge charakterisiert werden, wobei es sich bei dem 
Subjekt und dem Objekt nicht notwendigerweise um zwei unterschiedliche Ressourcen 
handeln muss. In der mengentheoretischen Charakterisierung lässt sich der Zusammen-
hang als 
rdf:Statement ⊆ rdfs:Resource × rdf:Property × rdfs:Resource 
darstellen. Bemerkenswert an Statements ist, dass sie in ihrer reifizierten Form als In-
stanzen der RDF(S)-Klasse rdf:Statement spezifiziert werden können. Somit können 
Statements selbst als Subjekt oder Objekt eines „höherwertigen“ Statements fungieren.2) 
Hinsichtlich der Spezifikation von Aussagen widersprechen sich Ausarbeitungen zu 
RDF(S) oftmals. Teilweise wird die Sichtweise vertreten, Aussagen seien Drei-Tupel 
bestehend aus einer Resource, einer Property und einer Resource oder einem Literal.3) 
Dabei wird allerdings davon ausgegangen, die RDF(S)-Klasse rdfs:Literal sei nicht – 
wie beispielsweise in Abbildung 35 dargestellt – eine Subklasse der RDF(S)-Klasse 
rdfs:Resource. Vielmehr werden alle Zeichenketten als Instanzen der RDF(S)-Klasse 
rdfs:Literal bezeichnet, die mit der XML-Spezifikation4) konform sind. Demnach wür-
den die RDF(S)-Klasse rdfs:Literal wie folgt intensional charakterisiert werden:5)  
rdfs:Literal = {x | x ist ein String gemäß der XML-Spezifikation}. 
Bei dieser Sichtweise können mit Hilfe der Instanzen von rdfs:Literal Aussagen über 
Instanzen der RDF(S)-Klasse rdfs:Resources getätigt werden. Die Instanzen der 
RDF(S)-Klasse rdfs:Literal wären jedoch keine Instanzen der RDF(S)-Klasse 
rdfs:Resource. Demnach könnten keine Aussagen über Instanzen von rdfs:Literal kon-
                                                 
1) U.a. aus diesem Grund wurde es in der vorliegenden Arbeit bevorzugt, von Mengenfamilien zu spre-
chen, wenn Mengen von Mengen gemeint waren.  
2) Vgl. MANOLA/MILLER (2004), Abschnitt 4.3; BRICKLEY/GUHA (2004), Abschnitt 5.3.1. 
3) Vgl. KLAPSING (2002), S. 41.  
4) Vgl. BRAY ET AL. (2004).  
5) Vgl. KLAPSING (2003), S. 41.  
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struiert werden.1) Dadurch kann die o.a. mengentheoretische Charakterisierung in modi-
fizierter Form angegeben werden als:2) 
rdf:Statement ⊆ rdfs:Resource × rdf:Property × (rdfs:Resource ∪ rdfs:Literal). 
Diese Sichtweise steht allerdings im Widerspruch zu der formalen RDF(S)-
Spezifikation. Dort wird die RDF(S)-Klasse rdfs:Literal explizit als Subklasse der 
RDF(S)-Klasse rdfs:Resource spezifiziert.3) Dieser formalen RDF(S)-Spezifikation wird 
im Folgenden der Vorrang gegenüber den natürlichsprachlichen RDF(S)-
Ausarbeitungen eingeräumt.  
Die Spezifikation eines Konzepts k1 kann in RDF(S) nach folgendem Schema erfolgen: 
<rdf:Description rdf:ID='k1'> 
 <rdf:type rdfs:Resource='http://www.w3.org/2000/01/rdf-schema#Class'/> 
 <rdfs:SubClassOf rdfs:Resource='k2'/> 
 <rdfs:Label xml:lang='lan'>text</rdfs:Label> 
 <rdfs:Comment xml:lang='lan'>text</rdfs:Comment> 
</rdf:Description> 
Die Spezifikation umfasst vier Drei-Tupel im o.a. Sinn. Mit dem ersten Drei-Tupel wird 
das Subjekt k1 mit Hilfe des Prädikats rdf:type auf das Objekt rdfs:Class verwiesen. Das 
Konzept k1 wird durch diese Aussage als Instanz der RDF(S)-Klasse rdfs:Class spezifi-
ziert. Demnach werden Konzepte als RDF(S)-Klassen konzeptualisiert. Dadurch werden 
objekt- und metasprachliche Ausdrucksmittel zu einem Individuenbereich gezählt. Die 
Instanzen der RDF(S)-Klasse rdfs:Class können entweder objektsprachliche Aus-
drucksmittel – nämlich Konzepte – oder metasprachliche Ausdrucksmittel sein. Als me-
tasprachliche Ausdrucksmittel kommen beispielsweise die bereits oben vorgestellten 
RDF(S)-Klassen rdf:Property und rdfs:Literal in Frage. 
Mit Hilfe der Property rdfs:SubClassOf wird angegeben, welchem Konzept k2 gegen-
über das Konzept k1 untergeordnet ist. Für ein Konzept können beliebig viele Konzepte 
als Superkonzepte angegeben werden. Somit erlaubt es RDF(S), mehrere Superkonzepte 
zu einem Konzept anzugeben. Für jedes Unterordnungsverhältnis muss hierfür jeweils 
ein neues Statement mit rdfs:SubClassOf als Prädikat eingeführt werden. Andererseits 
müssen Konzepte nicht in eine Taxonomie eingebettet sein, da für rdfs:SubClassOf kei-
                                                 
1) Auf diesen Aspekt wurde bereits früher – im Kontext der Typisierung von Operations- und Relati-
onssymbolen aus ontologischen Signaturen – hingewiesen. 
2) Vgl. KLASPSING (2003), S. 41, mit der Abweichung, dass Aussagen als  
 rdf:Statement ⊆ rdfs:Property × rdfs:Resource × (rdfs:Resource ∪ rdfs:Literal)  
konzeptualisiert werden. Allerdings müsste bei einer solchen Konzeptualisierung von einem Prädi-
kat-Subjekt-Objekt-Tripel gesprochen werden, was der intuitiven Aussagenbeschreibung zuwider 
läuft. 
3) Vgl. BRICKLEY/GUHA (2004), Abschnitt 2.3.  
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ne Minimum-Kadinalität spezifiziert ist. Somit können in einer RDF(S)-Ontologie Kon-
zepte spezifiziert werden, die zu keinem anderen Konzept in einem Unterordnungsver-
hältnis stehen. Darüber hinaus stellt RDF(S) allerdings keine Ausdrucksmittel zur Ver-
fügung, mit denen die Äquivalenz oder die Inkompatibilität von Konzepten ausgedrückt 
werden könnte. 
Dadurch, dass in RDF(S) keine Differenzierung zwischen objekt- und metasprachlichen 
Ausdrucksmitteln erfolgt, können Konzept-Attribute und Meta-Konzepte ohne weiteres 
spezifiziert werden. Für die Spezifikation von Konzept-Attributen werden metasprachli-
che Relationen benötigt, die auch als Instanzen der RDF(S)-Klasse rdfs:Poperty spezifi-
ziert werden müssen. Dadurch können Konzepte in metasprachliche Relation zu ande-
ren Instanzen der RDF(S)-Klasse rdfs:Resource stehen. Analog hierzu werden Meta-
Konzepte spezifiziert. Ein Konzept wird in RDF(S) genau dann zu einem Meta-
Konzept, wenn mindestens ein Konzept – also eine Instanz der RDF(S)-Klasse 
rdfs:Class – existiert, das in einer rdf:type-Beziehung zu dem Konzept steht.  
Mit den beiden Properties rdfs:Label und rdfs:Comment werden natürlichsprachliche 
Bezeichnungen bzw. Definitionen zu dem Konzept angegeben. Mit Hilfe des XML-
Attributs xml:lang kann bestimmt werden, in welcher natürlichen Sprache die Bezeich-
nung bzw. Definition angegeben wird. Auch hierbei gilt, dass weder eine Minimum- 
noch eine Maximum-Kardinalität spezifiziert sind. Somit müssen nicht für alle objekt-
sprachlichen Konstrukte1) sprachspezifische Bezeichnungen oder Definitionen spezifi-
ziert werden. Zudem können beliebig viele Zeichenketten als sprachspezifische Be-
zeichner oder Definitionen für ein objektsprachliches Konstrukt angegeben werden.  
Für die Spezifikation mengenwertiger Konzepte sind in RDF(S) die RDF(S)-Klassen 
rdfs:Container, rdf:Bag, rdf:Seq und rdf:Alt vorgesehen.2) Der Zugriff auf die einzelnen 
Elemente der Instanzen mengenwertiger Konzepte erfolgt durch die Properties 
rdfs:Member, rdf:_1, rdf:_2 usw. Mit rdfs:Member wird eine ungeordnete Zugehörig-
keit zu einer Menge ausgedrückt. Mit rdf:_1, rdf:_2 usw. wird die geordnete Zugehö-
rigkeit zu einer Menge ausgedrückt. Der Zusammenhang zwischen diesen metasprachli-
chen Konstrukten ist in der folgenden Abbildung illustriert. 
                                                 
1) Wie weiter unten zu sehen sein wird, können in RDF(S) nicht nur für Konzepte, sondern auch für 
Relationen Bezeichnungen und Definitionen spezifiziert werden.  
2) Vgl. MANOLA/MILLER (2004), Abschnitt 4.  
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Abbildung 36: Mengenwertige Konzepte in RDF(S) 
Mit Instanzen der RDF(S)-Klasse rdfs:Container können Sammlungen (Collections) 
von Ressourcen ausgedrückt werden. Sammlungen können als Mengen aufgefasst wer-
den, in denen ein Element auch mehrfach vorkommen darf. Entsprechend stimmen 
Sammlungen mit Multimengen1) überein. Dabei werden drei unterschiedliche Samm-
lungsarten unterschieden. Die erste Sammlungsart wird durch die RDF(S)-Klasse 
rdf:Bag repräsentiert. Instanzen von rdf:Bag sind Sammlungen, in denen die einzelnen 
Elemente nicht in einem Ordnungsverhältnis zueinander stehen. Ein Ordnungsverhältnis 
muss hingegen für Instanzen der RDF(S)-Klasse rdf:Seq definiert werden. Bei der 
RDF(S)-Klasse rdf:Alt handelt es sich um eine einelementige Menge. Es werden jedoch 
mehrere Alternativen zur Verfügung gestellt, bei denen der Benutzer jeweils zu ent-
scheiden hat, welche der Alternativen das einzige Element sein soll. 
Die Spezifikation von Relationen erfolgt in RDF(S) nach folgendem Schema: 
                                                 
1) Vgl. Abschnitt 2.2.2.  
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<rdf:Description rdf:ID='R1'> 
 <rdf:type  
 rdfs:Resource='http://www.w3.org/1999/02/22-rdf-syntax-ns#Property'/> 
 <rdfs:domain rdfs:Resource=k1/> 
 <rdfs:range rdfs:Resource=k2/> 
 <rdfs:SubPropertyOf rdfs:Resource='R2'/> 
 <rdfs:Label xml:lang='ger'>text</rdfs:Label> 
 <rdfs:Comment xml:lang='lan'>text</rdfs:Comment> 
</rdf:Description> 
Relationen werden in RDF(S) als Instanzen der RDF(S)-Klasse rdf:Property eingeführt. 
Somit werden Relationen in RDF(S) als Properties konzeptualisiert. Ihre Typisierung 
erfolgt u.a. mit Hilfe der Properties rdfs:domain und rdfs:range. Bei der Typisierung 
werden mit rdfs:domain und rdfs:range das Argument- bzw. das Zielkonzept der jewei-
ligen Relation angegeben. Darüber hinaus können zwischen Properties mit Hilfe der In-
stanz rdfs:SubClassOf der RDF(S)-Klasse rdfs:SubPropertyOf Unterordnungsbeziehun-
gen ausgedrückt werden. Dabei ist die Property rdfs:SubPropertyOf sowohl in ihrer ers-
ten als auch in ihrer zweiten Argumentstelle mit der RDF(S)-Klasse rdf:Property typi-
siert.  
Properties können – wie bereits oben angesprochen – lediglich in ihrer ersten und zwei-
ten Argumentstelle mit Hilfe der Properties rdfs:domain und rdfs:range typisiert wer-
den. Entsprechend können nur zweistellige Relationen zwischen Konzepten ausgedrückt 
werden. Darüber hinaus ist es nicht möglich, die Rechtseindeutigkeit von Relationen 
einzufordern. Entsprechend können in RDF(S) keine funktionalen Relationen ausge-
drückt werden. 
Sämtliche Relationen sind Instanzen der RDF(S)-Klasse rdfs:Resource. Demnach kön-
nen sie in den ersten Argumentstellen der Properties rdfs:Label und rdfs:Comment ver-
wendet werden, mit denen natürlichsprachliche Bezeichner bzw. Definition für Resour-
cen angegeben werden können. Jedoch sind in RDF(S) keine Ausdrucksmittel für die 
Konstruktion von Inferenz- oder Integritätsregeln vorgesehen. Entsprechend sind weder 
Ausdrucksmittel für die Bezeichnung noch Ausdrucksmittel für die Definition von Re-
geln vorhanden. 
5.1.1.6 DAML+OIL 
Die Ontologie-Sprache DAML+OIL ist im Kontext des Projektes DARPA Agent Mar-
kup Language (DAML) des US-amerikanischen Verteidigungsministeriums entwickelt 
worden. DAML+OIL ist als Erweiterung der Ontologie-Sprachen RDF(S) und Ontology 
Interchange Language (OIL)1) konzipiert. Sämtliche Ausdrucksmittel aus RDF(S) sind 
                                                 
1) Das Akronym OIL wird alternativ auch als Ontology Inference Layer interpretiert.  
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auch in DAML+OIL verfügbar. Demnach kann die Menge der Ausdrucksmittel von 
DAML+OIL als Obermenge der Ausdrucksmittel von RDF(S) aufgefasst werden. Inso-
fern ist die Ausdrucksmächtigkeit von DAML+OIL mindestens so groß wie die von 
RDF(S). Zusätzlich zu den Ausdrucksmitteln kommen Ausdrucksmittel, die ihren Ur-
sprung in der Ontologie-Sprache OIL haben. 
In DAML+OIL werden metasprachliche Ausdrucksmittel zur Spezifikation objekt-
sprachlicher Ausdrucksmittel zur Verfügung gestellt. Daneben werden durch 
DAML+OIL zwei objektsprachliche Ausdrucksmittel als vordefinierte Konzepte vor-
ausgesetzt. Es handelt sich hierbei um die Konzepte daml:Thing und daml:Nothing. 
Während daml:thing dem Maximalkonzept F in jeder DAML+OIL-Ontologie ent-
spricht, dessen Extension alle weiteren konzeptspezifischen Extensionen umfasst, kann 
daml:Nothing, das dem Minimalkonzept ⊥ entspricht, nicht instanziiert werden. Alle 
Konzepte in einer DAML+OIL-Ontologie sind Subkonzepte von daml:Thing und Su-
perkonzepte von daml:Nothing.  
Die Spezifikation eines Konzepts k erfolgt in DAML+OIL nach folgendem Schema: 
<daml:Class rdf:ID="k"> 
 <daml:equivalentTo> Konzept </daml:equivalentTo> 
 <daml:sameClassAs> Konzept </daml:sameClassAs> 
 <daml:disjointWith> Konzept </daml:disjointWith> 
 <daml:disjointUnionOf> Konzeptliste </daml:disjointUnionOf> 
 <daml:unionOf> Konzeptliste </daml:unionOf> 
 <daml:intersectionOf> Konzeptliste </daml:intersectionOf> 
 <daml:complementOf> Konzept </daml:complementOf> 
 <daml:Restriction> 
  <daml:onProperty> Property </daml:onProperty> 
  Restriktionen 
 <daml:/Restriction> 
</daml:Class> 
Konzepte werden in DAML+OIL als Instanzen entweder von daml:Class oder von 
daml:Datatype spezifiziert, wobei beide eine Subklasse der RDF(S)-Klasse rdfs:Class 
sind. Somit ist jede Instanz von daml:Class oder daml:Datatype auch eine Instanz von 
rdfs:Class.1) Instanzen von daml:Class werden im Folgenden als DAML+OIL-Klasse 
bezeichnet. Instanzen von daml:Datatype werden hingegen als DAML+OIL-Datentyp 
bezeichnet. Gleichzeitig sind daml:Class und daml:Datatype selbst auch Instanz von 
rdfs:Class.  
                                                 
1) Dadurch, dass sowohl daml:Class als auch daml:Datatype der RDF(S)-Klasse rdfs:Class unterge-
ordnet sind, muss es sich nicht notwendigerweise bei jeder RDF(S)-Klasse auch um eine Instanz von 
daml:Class oder daml:Datatype handeln.  
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Taxonomische Beziehungen zwischen DAML+OIL-Klassen können weiterhin durch 
rdfs:SubclassOf spezifiziert werden. Mit den neu hinzugekommenen Ausdrucksmitteln 
daml:equivalentTo und daml:sameClassAs werden Äquivalenzen von Konzepten aus-
gedrückt. Die DAML+OIL-Spezifikation macht in ihrer Anwendung keine Unterschie-
de zwischen den beiden Ausdrucksmitteln.1) Im Gegensatz zu daml:equivalentTo ist 
daml:sameClassAs eine Subrelation von rdfs:SubclassOf. Das bedeutet, dass, wenn 
zwei Konzepte in Relation daml:sameClassAs zueinander stehen, das erste Konzept 
auch immer ein Subkonzept des zweiten Konzepts sein muss. Über mögliche Symmet-
rieeigenschaften der beiden Properties werden darüber hinaus in der DAML+OIL-
Spezifikation keine Aussagen gemacht. Daher bietet es sich an, daml:equivalentTo zu 
verwenden, wenn Auswirkungen auf die taxonomische Ordnung der Konzepte uner-
wünscht sind. 
Mit daml:disjointWith kann die Inkompatibilität zweier Konzepte ausgedrückt werden. 
Dabei verknüpft daml:disjointWith jeweils ein Konzept mit einem weiteren Konzept. Im 
Gegensatz dazu verknüpft daml:disjointUnionOf ein Konzept mit einer Liste von Kon-
zepten, wobei Letztgenannte als Instanz der DAML+OIL-Klasse daml:List spezifiziert 
werden muss. Wenn ein Konzept k in daml:disjointUnionOf-Beziehung zu einer Liste 
von Konzepten steht, bedeutet das zum einen, dass die Extensionen der Listenmitglieder 
paarweise disjunkt sein müssen. Zum anderen ist die Extension von k die Vereinigung 
der Extensionen der Listenmitglieder. Die explizite Spezifikation der paarweisen Dis-
junktheit von Extensionen der Listenmitglieder ist somit nicht notwendig, wenn ein 
Konzept in daml:disjointUnionOf-Beziehung zu der jeweiligen Liste steht. Wenn bei-
spielsweise ein Konzept k in daml:disjointUnionOf-Beziehung zu einer Konzeptliste kl 
mit den Listenmitgliedern k1,...,kn steht, bedeutet das zum einen, dass alle Instanzen je-
des Konzepts ki mit i=1,...,n auch Instanzen von k sind (OBk=∪i=1,...,nOBki) und zun an-
deren, dass die konzeptspezifischen Extensionen der Konzepte k1,...,kn sich nicht über-
schneiden (OBkx ∩ OBky = ∅ für alle x,y=1,...,n mit x≠y). 
Wenn ein Konzept k in daml:intersectionOf-Beziehung zu einer Liste von Konzepten 
steht, umfasst die Extension von k alle Instanzen, die auch in den Extensionen aller Lis-
tenmitglieder enthalten sind. Die Extension von k entspricht somit der Schnittmenge der 
Extensionen der Listenmitglieder. Dem entgegengesetzt ist daml:complementOf. Wenn 
zwei Konzepte zueinander in daml:complementOf-Beziehung stehen, kann aus der 
Nichtzugehörigkeit eines formalen Objektes zu der Extension des einen Konzepts auf 
seine Zugehörigkeit zu der Extension des zweiten Konzepts geschlossen werden.  
Eine wesentliche Anreicherung der Ausdrucksmächtigkeit von DAML+OIL erfolgt 
durch Spezifikationen im Anschluss an daml:Restriction. Dort werden Konzept- und 
Property-spezifische Restriktionen definiert. Es handelt sich dabei um Aussagen, die in 
allen Modellen zu der jeweiligen DAML+OIL-Ontologie gültig sein müssen. Restrik-
tionen entsprechen somit metasprachlichen Integritätsregeln. Sie sind jeweils für das 
Konzept gültig, bei dessen Spezifikation sie angegeben werden. Auf welche Property 
                                                 
1) Vgl. CONNOLLY ET AL. (2001), Abschnitt 2.  
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die folgenden Restriktionen bezogen sind, wird im Anschluss an daml:onProperty defi-
niert.  
Zur Spezifikation der Restriktionen können metasprachliche Properties verwendet wer-
den, die beispielsweise für die Spezifikation von Kardinalitäten nötig sind:1) Als solche 
stehen die Properties daml:mincardinality, daml:maxcardinality und daml:cardinality 
zur Verfügung, mit denen Konzept- und Property-spezifische Restriktionen mit nicht-
negativen natürlichen Zahlen verknüpft werden. Mit daml:mincardinality kann ausge-
drückt werden, mit wie vielen voneinander unterschiedlichen formalen Objekten jede 
Instanz des jeweiligen Konzepts mindestens verbunden sein muss. Analog kann mit 
daml:maxcardinality angegeben werden, mit wie vielen voneinander unterschiedlichen 
formalen Objekten jede Instanz des jeweiligen Konzepts höchstens verbunden sein 
kann. Die metasprachliche Property daml:cardinality ist insofern redundant, als dass ih-
re Funktionalität durch die gemeinsame Verwendung von daml:mincardinality und 
daml:maxcardinality erfüllt wird, falls Minimum- und Maximumkardinalität für dassel-
be Konzept übereinstimmen. Mit daml:cardinality wird nämlich angegeben, mit wie 
vielen voneinander unterschiedlichen Instanzen jede Instanz aus der Extension des je-
weiligen Konzepts genau verbunden sein muss. Wenn keine Minimum- oder Maxi-
mumkardinalitäten spezifiziert sind, wird für die jeweilige Property eine Minimumkar-
dinalität von 0 und eine Maximumkardinalität von ∞ angenommen.2) 
Kardinalitäten, die mit Hilfe von daml:mincardinality, daml:maxcardinality oder 
daml:cardinality ausgedrückt sind, werden als unqualifizierte Kardinalitäten bezeich-
net. Bei ihrer Spezifikation wird nämlich die Typisierung derjenigen Property, für die 
die Kardinalität Gültigkeit besitzt, nicht berücksichtigt. Qualifizierte Kardinalitäten 
können mit Hilfe der metasprachlichen Properties daml:mincardinalityQ, 
daml:maxcardinalityQ und daml:cardinalityQ ausgedrückt werden. Sie sind analog zu 
den Ausdrucksmitteln für die Spezifikation unqualifizierter Kardinalitäten definiert. Im 
Gegensatz zu diesen nehmen allerdings die Ausdrucksmittel für die Spezifikation quali-
fizierter Kardinalitäten stets Bezug auf die zweite Argumentstelle der Property, für die 
die Kardinalität definiert wird. Beispielsweise kann mit daml:mincardinalityQ angege-
ben werden, mit wie vielen voneinander unterschiedlichen Instanzen des Konzepts, mit 
dem die Property in der zweiten Argumentstelle typisiert ist, jede Instanz des ersten 
Konzepts mindestens verbunden sein muss.3)  
Über die Angabe von Kardinalitäten hinaus können weitere Konzept- und Property-
spezifische Restriktionen in der Sektion unter daml:Restriction angegeben werden. 
                                                 
1) Vgl. GÓMEZ-PÉREZ ET AL. (2004), S. 267.  
2)  Vgl. CONNOLLY ET AL. (2001), Abschnitt 6. 
3) Die Unterscheidung zwischen qualifizierten und unqualifizierten Kardinalitäten wird allerdings vom 
Verfasser als kritisch angesehen. Eine solche Unterscheidung macht nämlich nur dann Sinn, wenn 
zugelassen wird, dass Properties Instanzen auch dann miteinander verbinden können, wenn dies 
nicht mit der Typisierung der Property vereinbart werden kann. Dadurch wird allerdings die Sinnhaf-
tigkeit der Typisierung von Properties grundsätzlich in Frage gestellt.  
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Hierunter kann z.B. kann für ein Konzept, das eine Property von einem Superkonzept 
„erbt“, eine konzeptspezifische Restriktion formuliert werden. Beispielsweise kann bei 
der Spezifikation eines Konzepts Mensch, das die Property hat_Mutter vom Superkon-
zept Säugetier erbt, bestimmt werden, dass hat_Mutter an ihrer zweiten Argumentstelle 
nur Instanzen des Konzepts weiblicher_Mensch aufnehmen darf, wenn in der ersten Ar-
gumentstelle eine Instanz von Mensch vorkommt: 
<daml:Restriction> 
 <daml:onProperty rdfs:Resource="hat_Mutter"/> 
 <daml:toClass rdfs:Resource="weiblicher_Mensch"/> 
</daml:Restriction> 
Die Eingrenzung der zweiten Argumentstelle von hat_Mutter auf Instanzen von weibli-
cher_Mensch erfolgt mittels der Property daml:toClass. Dadurch wird die Integrität der 
Konzeptinstanziierung bewahrt. Wenn zwischen zwei Instanzen eine Beziehung besteht, 
die mit einer Property definiert wurde, auf die die jeweilige Restriktion mittels 
daml:onProperty bezogen ist, dann muss das zweite formale Objekt zu der Extension 
des Konzepts gehören, mit dem die Property an der zweiten Argumentstelle typisiert ist. 
Dies hat für alle Instanzen zu gelten, zwischen denen eine entsprechende Beziehung 
spezifiziert ist. Wenn statt daml:toClass daml:hasClass verwendet wird, bedeutet dies, 
dass mindestens eine Instanz aus der Extension desjenigen Konzepts existiert, mit dem 
die Property in ihrer zweiten Argumentstelle typisiert ist und das durch diese Property 
mit einer Instanz aus der aus Extension des Konzepts, mit dem die Property in ihrer ers-
ten Argumentstelle typisiert ist, verbunden wird. 
Die Spezifikation von Properties erfolgt in DAML+OIL nach folgendem Schema:1) 
< daml:ObjectProperty  |  daml: DatatypeProperty    | daml:TransitiveProperty | 
 daml: UniqueProperty  | daml: UnambiguousProperty> 
  <rdfs:domain  rdfs:resource="k1"/> 
  <rdfs:range  rdfs:resource="k2"/> 
</ daml:ObjectProperty  |  daml: DatatypeProperty    | daml:TransitiveProperty | 
 daml: UniqueProperty  | daml: UnambiguousProperty> 
In DAML+OIL wird zwischen Objekt-Properties und Datentype-Properties unterschie-
den.2) Beide Property-Arten sind als Subklassen von rdf:Property definiert. Objekt-
Properties sind solche Properties, die in ihrer zweiten Argumentstelle mit einer 
DAML+OIL-Klasse typisiert sind. Datentyp-Properties sind hingegen solche Properties, 
die in ihrer zweiten Argumentstelle mit einem DAML+OIL-Datentyp typisiert sind. 
                                                 
1) Das Symbol | in der Spezifikation ist eine Trennlinie zwischen zueinander alternativen Ausdrücken .  
2) Vgl. CONNOLLY ET AL. (2001), Abschnitt 2.  
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Die DAML+OIL-Klasse daml:ObjectProperty der Objekt-Properties wird in die Klas-
sen daml:TransitiveProperty, daml:UniqueProperty und daml:UnambiguousProperty 
unterteilt. Bei Properties, die als Instanzen der DAML+OIL-Klasse daml: Transiti-
veProperty spezifiziert werden, handelt es sich um transitive Relationen.1) Mit Instanzen 
von daml:UniqueProperty werden rechtseindeutige Relationen spezifiziert. Somit sind 
funktionale Relationen in DAML+OIL ausdrückbar. Linkseindeutige Relationen wer-
den hingegen als Instanzen von daml:UnambiguousProperty spezifiziert. Darüber hin-
aus kann die Inversebeziehung zwischen zwei Properties mit Hilfe der Property 
daml:inverseOf spezifiziert werden. Sie ist sowohl in ihrer ersten als auch in ihrer zwei-
ten Argumentstelle mit der DAML+OIL-Klasse daml:ObjectProperty spezifiziert. 
Schließlich können mit DAML+OIL zwar Integritäts-, aber keine Inferenzregeln kon-
struiert werden. Für die Konstruktion von Integritätsregeln kann auf die Ausdrucksmit-
tel zurückgegriffen werden, die in der Restriktions-Sektion für Konzeptspezifikationen 
vorgesehen ist. Darüber hinaus ist es jedoch nicht möglich, Regelbezeichnungen oder -
definitionen zu spezifizieren. 
5.1.1.7 OWL 
Die Web Ontology Language (OWL) ist die jüngste unter den vorgestellten Ontologie-
Sprachen. Im Januar 2004 ist OWL als W3C-Recommendation verabschiedet worden 
und wird vermutlich in Zukunft vom W3C zunehmend als Standard für Web-
Ontologien propagiert werden.2) Dabei wird OWL in den drei „aufwärtskompatiblen“ 
Ontologie-Sprachen OWL Lite, OWL DL und OWL Full diskutiert. Die Unterscheidung 
zwischen den drei OWL-Spracharten lässt es offen, die für den jeweiligen Modellie-
rungskontext benötigte Ausdrucksmächtigkeit in Anspruch zu nehmen. Dabei ist OWL 
Lite gegenüber OWL DL und OWL DL wiederum gegenüber OWL Full in der Aus-
drucksmächtigkeit unterlegen. Die gesamte Ausdrucksmächtigkeit von OWL wird erst 
durch OWL Full erschlossen. Daher wird im Folgenden auch lediglich auf OWL Full 
eingegangen. Dabei wird weiterhin in einer verkürzten Form lediglich von „OWL“ ge-
sprochen.  
Wie bei DAML+OIL auch, werden durch OWL den metasprachlichen Ausdrucksmög-
lichkeiten von RDF(S) weitere metasprachliche Ausdrucksmöglichkeiten angeschlos-
sen. Somit ist jede RDF(S)-Ontologie auch eine OWL-Ontologie.3) Als einzige objekt-
sprachliche Ausdrucksmittel werden hingegen die OWL-Klassen owl:Thing und 
owl:Nothing zur Verfügung gestellt, wobei owl:Thing und owl:Nothing Super- bzw. 
Subklasse zu allen anderen OWL-Klassen sind.  
                                                 
1) Auf Transitivität wurde bereits mehrfach im Vorfeld eingegangen. Wenn eine Relation R transitiv 
ist, hat zu gelten: 
∀x,y,z: (R(x,y) ∧ R(y,z)) → R(x,z). 
2) Vgl. MCGUINESS/VAN HARMELEN (2004).  
3) Vgl. MCGUINESS/VAN HARMELEN (2004), Abschnitt 1.3.  
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Die Spezifikation eines Konzepts k1 erfolgt in OWL nach folgendem Schema: 
<owl:Class rdf:ID="k1"> 
 <owl:equivalentClass> Konzept </daml:equivalentClass> 
 <owl:disjointWith> Konzept </owl:disjointWith> 
 <owl:intersectionOf> Konzeptliste </owl:intersectionOf> 
 <owl:complementOf> Konzept</owl:unionOf> 
 <owl:Restriction> 
  <owl:onProperty> Property </owl:onProperty> 
  Restriktionen 
 <owl:/Restriction> 
</owl:Class> 
Konzepte werden als Instanzen der OWL-Klasse owl:Class spezifiziert. Sie werden im 
Folgenden als OWL-Klassen bezeichnet. Dabei ist owl:Class eine Subklasse von 
rdfs:Class. Daher handelt es sich bei jeder OWL-Klasse auch um eine RDF(S)-Klasse. 
Taxonomische Beziehungen zwischen OWL-Klassen können durch rdfs:SubclassOf 
spezifiziert werden. Um die Äquivalenz von OWL-Klassen auszudrücken, wird hinge-
gen die metasprachliche Relation owl:equivalentClass verwendet. Um die Inkompatibi-
lität zweier OWL-Klassen auszudrücken, kann owl:disjointWith verwendet werden. 
Mit owl:intersectionOf wird ausgedrückt, dass die Extension eines Konzepts der 
Schnittmenge der Extensionen von Konzepten aus einer Konzeptliste entspricht. 
owl:complementOf verbindet jeweils ein Konzept mit einem weiteren Konzept. Dabei 
hat zu gelten, dass aus der Nichtzugehörigkeit eines formalen Objektes zu der Extension 
des einen Konzepts auf seine Zugehörigkeit zu der Extension des zweiten Konzepts ge-
schlossen werden kann. 
In der Sektion im Anschluss an den Ausdruck owl:Restriction werden Restriktionen 
ausgedrückt. Hinsichtlich der Spezifikation konzeptspezifischer Restriktionen stimmt 
die Vorgehensweise mit der in DAML+OIL überein. Auch in OWL werden Restriktio-
nen jeweils in Bezug auf eine Property spezifiziert, deren Angabe nunmehr mit 
owl:onProperty erfolgt. Um propertyspezifische Restriktionen ausdrücken zu können, 
stehen mehrere metasprachliche Relationen zur Verfügung. Beispielweise kann mit Hil-
fe von owl:allValuesFrom ausgedrückt werden, dass alle Instanzen eines Konzepts nur 
mit Instanzen aus der Extension des näher bestimmten zweiten Konzepts in der Relation 
stehen können, auf die die Restriktion bezogen ist. Mit owl:someValuesFrom wird hin-
gegen ausgedrückt, dass alle Instanzen des entsprechenden Konzepts mit mindestens ei-
ner Instanz aus der Extension des näher bestimmten zweiten Konzepts in der Relation 
stehen können, auf die die Restriktion bezogen ist. 
In der Restriktions-Sektion können darüber hinaus propertyspezifische Kardinalitäten 
spezifiziert werden. Hierfür stehen die metasprachlichen Relationen owl:mincardinality, 
owl:maxcardinality und owl:cardinality zur Verfügung. Mit owl:mincardinality wird 
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angegeben, mit wie vielen voneinander unterschiedlichen formalen Objekten jede In-
stanz des Konzepts, für das die Restriktion gültig ist, in der entsprechenden Relation 
mindestens stehen muss. Mit owl:maxcardinality wird hingegen angegeben, mit wie 
vielen voneinander unterschiedlichen formalen Objekten jede Instanz des Konzepts, für 
das die Restriktion gültig ist, in der entsprechenden Relation höchstens stehen kann. Die 
Angabe zu owl:cardinality ist eine Kombination aus übereinstimmender Minimum- und 
Maximumkardinalität. 
Da – wie bei DAML+OIL und RDF(S) auch – OWL-Klassen dem gleichen Individuen-
bereich wie ihre Instanzen angehören, können in OWL Meta-Konzepte spezifiziert wer-
den. Hierzu wird eine OWL-Klasse in eine rdf:type-Beziehung zu einer anderen OWL-
Klasse gesetzt. Bei der zweiten OWL-Klasse handelt es sich in diesem Fall um ein Me-
ta-Konzept. 
Um mengenwertige Konzepte in OWL ausdrücken zu können, müssen die entsprechen-
den Ausdrucksmittel aus RDF(S) herangezogen werden. Es handelt sich hierbei um die 
RDF(S)-Klasse rdfs:Container und ihre Subklassen. 
Relationen aus einer Ontologie werden in der OWL-Terminologie als Properties be-
zeichnet. Die Spezifikation von Properties erfolgt in OWL nach folgendem Schema: 
< owl: DatatypeProperty    |  owl:ObjectProperty   |  owl:AnnotationProperty  |  
 owl:InverseFunctionalProperty  | owl:FunctionalProperty  | owl:DeprecatedProperty  |  
 owl:TransitiveProperty    | owl:SymmetricProperty> 
  <rdfs:domain  rdfs:resource="k1"/> 
  <rdfs:range rdfs:Resource="k2"/> 
</ owl: DatatypeProperty    |  owl:ObjectProperty   |  owl:AnnotationProperty  |  
 owl:InverseFunctionalProperty  | owl:FunctionalProperty  | owl:DeprecatedProperty  |  
 owl:TransitiveProperty    | owl:SymmetricProperty> 
Eine wesentliche Unterscheidung zwischen Relationen wird in OWL durch die beiden 
OWL-Klassen owl:DatatypeProperty und owl:ObjectProperty getroffen. Relationen, 
die in ihrer zweiten Argumentstelle mit einem Datenkonzept typisiert sind, gehören zur 
Extension von owl:DatatypeProperty. Instanzen von owl:ObjectProperty sind hingegen 
solche Relationen, die in ihrer zweiten Argumentstelle mit einem Domänenkonzept ty-
pisiert sind. 
owl:AnnotationProperty ist als Klasse aller metasprachlichen Relationen definiert. So-
mit handelt es sich bei owl:AnnotationProperty bei genauerer Diktion um ein metame-
tasprachliches Konstrukt. Beispielweise sind die beiden metasprachlichen Relationen 
rdfs:Label und rdfs:Comment, die für die metasprachliche Bezeichnung bzw. Definition 
von Konzepten verwendet werden können, Instanzen von owl:AnnotationProperty.1) 
                                                 
1) Vgl. BECHHOFER ET AL. (2004), Abschnitt 7.  
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Bei den Instanzen von owl:DeprecatedProperty handelt es sich um Relationen, die in 
aktuellen Versionen der Ontologie nicht berüksichtigt werden brauchen. 
Mit owl:inverseFunctionalProperty und owl:functionalProperty werden links- bzw. 
rechtseindeutige Relationen spezifiziert. Wenn eine Relation als Instanz von 
owl:inverseFunctionalProperty angegeben ist, dann dürfen zwei unterschiedliche In-
stanzen aus der Extension des Argumentkonzepts nicht mit der gleichen Instanz aus der 
Extension des Zielkonzeptes in entsprechender Relation stehen. Es handelt sich somit 
bei Instanzen von owl:inverseFunctionalProperty um injektive Operationen. Umgekehrt 
darf eine Instanz aus der Extension des Argumentkonzeptes nicht mit zwei unterschied-
lichen Instanzen aus der Extension des Zielkonzeptes in der entsprechenden Relation 
stehen, wenn die Relation eine Instanz von owl:functionalProperty ist. Somit handelt es 
sich bei Instanzen von owl:functionalProperty um (rechtseindeutige) Operationen. 
Die wichtigsten Ordnungsrelationen können als Instanzen von owl:TransitiveProperty 
oder owl:SymmetricProperty spezifiziert werden. Dabei gilt, dass beide OWL-Klassen 
Subklassen von owl:ObjectProperty sind. Somit dürfen nur solche Relationen als In-
stanzen von owl:TransitiveProperty oder owl:SymmetricProperty spezifiziert werden, 
die sowohl in ihrem Argument als auch in ihrem Ziel mit einem Domänenkonzept typi-
siert sind. Dabei umfasst die Extension von owl:TransitiveProperty Relationen, die 
transitiv sind. Alle Instanzen von owl:SymmetricProperty sind symmetrische Relation. 
Um eine Ordnung auf der Menge der Relationen ausdrücken zu können, kann in OWL 
die metasprachliche Relation rdfs:SubPropertyOf verwendet werden. Darüber hinaus 
können Relationen in OWL anhand der beiden metasprachlichen Relationen 
owl:equivalentProperty und owl:inverseOf zueinander in Beziehung gesetzt werden. 
Wenn zwei Relationen in owl:equivalentProperty-Beziehung zueinander stehen, müssen 
die gleichen Paare von Instanzen durch sie verbunden werden. Durch owl:inverseOf 
kann hingegen die Inverse-Beziehung zwischen Relationen ausgedrückt werden. 
Für die Bezeichnung und Definition von Relationen können in OWL die metasprachli-
chen RDF(S)-Relationen rdfs:Label und rdfs:Comment verwendet werden. Alle OWL-
Klassen zur Spezifikation von Relationen sind nämlich Subklassen der RDF(S)-Klasse 
rdf:Property und können somit im Argument der beiden Relationen vorkommen. Je-
doch stellt OWL stellt keine Ausdrucksmittel für die Spezifikation regelartiger Zusam-
menhänge zur Verfügung. Daher können in OWL keine Inferenz- und Integritätsregeln 
und somit auch keine Regel-Bezeichner und-Definitionen ausgedrückt werden. 
5.1.2 Synopsis zu Ontologie-Sprachen 
Die Bewertung der Ontologie-Sprachen aus den vorherigen Abschnitten wird in der 
Tabelle 12 zu einem synoptischen Überblick zusammengeführt. Dabei werden die Aus-
führungen aus den vorherigen Abschnitten den nominal skalierten Anforderungen aus 
den drei Teilkatalogen zur Beurteilung der statischen Struktur von Ontologie-Sprachen 
gegenübergestellt. 
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Mit dem Symbol „3“ wird angegeben, dass die Ontologie-Sprache über die Aus-
drucksmöglichkeit verfügt, die der jeweiligen Anforderung entspricht. Mit dem Symbol 
„-“wird hingegen angegeben, dass die Ontologie-Sprache über keine Ausdrucksmög-
lichkeiten verfügt, die der jeweiligen Anforderung entsprechen. Mit 5 wird schließlich 
angegeben, dass die Sprache zwar über kein Ausdrucksmittel verfügt, um die entspre-
chende Anforderung unmittelbar zu erfüllen, jedoch die Anforderung durch entspre-
chende Regeln erfüllt werden kann. Entsprechend setzt die Beurteilung einer Ontologie-
Sprache bezüglich einer Anforderung mit 5 voraus, dass die betroffene Sprache über 
Ausdrucksmittel zur Konstruktion von Inferenz- oder Integritätsregeln verfügt. 
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Taxonomie 3 3 3 3 3 3 3 
Inkompatibilität 5 5 5 - 3 3 3 
Äquivalenz 5 5 5 - 3 3 3 
Meta-Konzepte 3 3 - 3 3 3 - 
Konzept-Attribute 3 3 - 3 3 3 - 
mengenwertige Konzepte 3 - - 3 3 3 3 
Konzept-Bezeichner 3 3 3 3 3 3 3 
K
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Konzept-Definition 3 3 3 3 3 3 3 
Typisierung von Relationen 3 3 3 3 3 3 3 
Relationen-Ordnung 3 5 - 3 3 3 5 
n-stellige Relationen 3 - - - - - 3 
Relations-Attribute 3 3 - 3 3 3 - 
funktionale Relationen 3 3 - - 3 3 3 
Kardinalitäten 3 - - - 3 3 - 
Relationen-Bezeichner 3 3 3 3 3 3 3 
R
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at
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Relationen-Definition 3 3 3 3 3 3 3 
Integritätsregeln 3 3 - - 3 3 3 
Inferenzregeln 3 3 3 - - - 3 
Regel-Bezeichner - - 3 - - - - Re
ge
ln
 
Regel-Definition - - - - - - 3 
Legende 
3  
Anforderung erfüllt 
-  
Anforderung nicht erfüllt 
5 
Anforderung durch 
Inferenzregeln erfüllt 
Tabelle 12: Vergleich von Sprachen zur Konstruktion von Ontologien 
In der letzten Spalte der Tabelle 12 ist die Beurteilung der Ontologie-Sprache enthalten, 
die in der vorliegenden Arbeit auf der Basis von ontologischen Spezifikationen entwi-
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ckelt wurde. Sie wird verkürzt als SPEZOS angegeben. Wie in der Tabelle zu sehen ist, 
werden von SPEZOS alle Anforderungen – außer der Spezifiktion von Meta-Konzepten, 
von Konzept-Attributen, von Relations-Attributen, von Kardinalitäten und von Regel-
Bezeichnern – erfüllt. Im Gegensatz zu den Sprachen, die bezüglich der ersten beiden 
genannten Anforderungen positiv beurteilt wurden, wird in SPEZOS eine strikte Separa-
tion objekt- und metasprachlicher Ausdrucksmittel beibehalten. Als Instanzen objekt-
sprachlicher Konstrukte kommen hierbei nur formale Konstrukte aus Strukturen in Be-
tracht. Die Instanziierung von objektsprachlichen Konstrukten mit objektsprachlichen 
Konstrukten ist in SPEZOS grundsätzlich nicht möglich. Es kommt lediglich die Instan-
ziierung von metasprachlichen Konstrukten mit objektsprachlichen Konstrukten in Be-
tracht. Bezüglich dieses Punktes ist SPEZOS in dem Sinne erweiterbar, dass ontologi-
sche Signaturen um Klassen metasprachlicher Konstrukte erweitert werden könnten. 
Diese metasprachlichen Konstrukte könnten beispielsweise mit deskriptiven Symbolen 
instanziiert werden. Eine solche Erweiterung wurde in der vorliegenden Arbeit aller-
dings nicht berücksichtigt. Denn Ausdrucksmöglichkeiten für Meta-Konzepte und Kon-
zept-Attribute sind mit Klassen metasprachlicher Konstrukte verbunden. Die hiermit 
verbunden Verkomplizierungen können für die intendierten Anwendungen von SPEZOS 
nicht gerechtfertigt werden. 
5.2 Evaluation der dynamischen Struktur 
Für die Evaluation der dynamischen Struktur des integrativen Modellierungskonzepts 
wird der Anforderungskatalog aus Abschnitt 2.1.3.2.3 herangezogen. Ontologie-Netze 
werden im Folgenden anhand der Anforderungen aus dem Anforderungskatalog für die 
dynamische Struktur evaluiert. Dabei werden für ordinal skalierte Anforderungen die 
Ausprägungen sehr niedrig, niedrig, mittelmäßig, hoch und sehr hoch verwendet. Für 
Anforderungen, bezüglich derer nur eine Beurteilung getroffen werden kann, ob sie von 
Ontologie-Netzen erfüllt werden oder nicht, wird hingegen eine nominale Skala mit den 
Ausprägungen erfüllt und nicht erfüllt verwendet.1) 
Wie zuvor angekündigt, verläuft die Evaluation der dynamischen Struktur konzeptendo-
gen. Denn in die Evaluation werden nur Alternativen einbezogen, die zu dem Zweck 
entwickelt wurden, Ontologien so in ein Modellierungskonzept einzubinden, dass ko-
operative Informationssysteme sowohl hinsichtlich ihrer statischen als auch ihrer dyna-
mischen Aspekte repräsentiert werden können. Allerdings sind bislang keine Konzepte 
vorgestellt worden, die für eine solche Integration von Ontologien in Frage kämen. Ein 
konzeptexogener Vergleich von Ontologie-Netzen mit alternativen Modellierungsspra-
chen kommt zudem auch nicht in Frage, da hiermit unweigerlich eine „Verzerrung“ der 
Evaluation verbunden wäre. Keine der Modellierungssprachen, die dem Verfasser bis-
                                                 
1) Für eine derartige Evaluation von verschiedenen Petri-Netz-Klasen vgl. ZELEWSKI (1996), S. 372 ff., 
und die ausführlicheren Erörterungen zu den Kriterienausprägungen in ZELEWSKI (1995), Bd. 9, S. 
16 ff.  
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lang bekannt sind, wurde nämlich zu dem Zweck entwickelt, Ontologien um dynami-
sche Aspekte zu erweitern. 
Auch wenn von einer solchen Verzerrung abstrahiert würde,1) könnte keine konzept-
exogene Evaluation durchgeführt werden, weil sie voraussetzen würde, dass die alterna-
tiven Modellierungssprachen mit der gleichen Intensität untersucht worden wären, wie 
es für Ontologien der Fall ist. Selbst wenn man sich auf die wesentlichen Aspekte der 
alternativen Modellierungssprachen beschränkt, so würde hierdurch der Rahmen der 
Arbeit gesprengt werden. Daher werden im Folgenden lediglich Ontologie-Netze evalu-
iert. 
Die Anforderung der Spezifizierbarkeit einfacher Prozesse wird von Ontologie-Netzen 
in sehr hohem Maße erfüllt. Die sequentielle Anordnung von Ereignissen, aufgrund de-
rer eine operationale Variation ontologiegestützter Modelle erfolgt, ist durch Ontologie-
Netze ohne Probleme rekonstruierbar. Sie werden durch solche Ontologie-Teilnetze re-
konstruiert, die sich bezüglich ihrer Netztopologie auch als allgemeine Synchronisati-
onsgraphen2) charakterisieren lassen. Bei allgemeinen Synchronisationsgraphen handelt 
es sich um solche (Teil-)Netze, in denen alle Stellen stm sowohl in ihren Vorbereichen 
VBST(stm) als auch in ihren Nachbereichen NBST(stm) jeweils höchstens3) eine Transiti-
on aufweisen dürfen. Entsprechend können in Synchronisationsgraphen keine zwei 
voneinander unterschiedliche Transitionen vorkommen, die bei einem gemeinsamen 
Schalten von der gleichen Stelle stm Marken abziehen müssten. Genauso wenig kann es 
vorkommen, dass sie bei einem gleichzeitigen Schalten auf der gleichen Stelle stm Mar-
ken ablegen müssten. Ontologie-Netze können in ihrer Gesamtheit oder in Teilen als 
allgemeine Synchronisationsgraphen konstruiert werden. Genauso können sequentielle 
Prozesse allerdings auch in Ontologie-Netzen stattfinden, in denen Stellen mehrere 
Vorbereichs- oder Nachbereichstransitionen aufweisen. Entsprechend können einfache 
Prozesse mit Hilfe von Ontologie-Netzen auf einfache Weise modelliert werden. 
Die Spezifizierbarkeit nebenläufiger Prozesse gilt als Eigenart von Petri-Netzen, durch 
die sie von vielen anderen Modellierungskonzepten abgegrenzt werden. Auch für Onto-
logie-Netze ist die Spezifizierbarkeit von nebenläufigen Prozessen nicht problematisch. 
Die Nebenläufigkeit wird sogar nicht nur bezüglich der gegenseitigen Abhängigkeit der 
Aktivierungen von unterschiedlichen Transitionen zugelassen, sondern auch hinsicht-
lich der unterschiedlichen Grundsubstitutionen, bezüglich derer eine Transition trn in ei-
nem Ontologie-Netz schalten kann. Somit wird in Ontologie-Netzen nicht nur die in-
                                                 
1) Eine konzeptexogene Evaluation findet sich beispielsweise in AOUMEUR (2001), S. 195 ff. Die dort 
entwickelten CO-NETS werden im Rahmen der Evaluation mit alternativen Modellierungskonzepten 
verglichen, die allerdings zumeist auf den gleichen Prinzipien wie CO-NETS – nämlich der Termer-
setzungs-Logik – basieren. 
2) Vgl. BAUMGARTEN (1996), S. 72.  
3) Wird sowohl in dem Vorbereich VBST(stm) als auch in dem Nachbereich NBST(stm) jeweils nur ge-
nau eine Transition zugelassen, handelt es sich um einen speziellen Synchronisationsgraphen; vgl. 
BAUMGARTEN (1996), S. 72.  
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tertransitionale, sondern auch die intratransitionale Nebenläufigkeit unterstützt. Ledig-
lich bezüglich des nebenläufigen Zugriffs auf mengenwertige Terme weisen Ontologie-
Netze Schwächen auf. Denn Ontologie-Netze erlauben nicht den nebenläufigen Zugriff 
von Transitionen auf Terme, aus denen sich die mengenwertigen Terme in Marken zu-
sammensetzen können. Es können stets nur die Marken in ihrer Gesamtheit abgezogen 
und abgelegt werden. Jedoch können Bedingungen formuliert werden, denen einwertige 
Individuen genügen müssen, die durch Terme aus einem mengenwertigen Term aus ei-
ner Marke repräsentiert werden. Der Zugriff auf die einwertigen Terme erfolgt bei-
spielsweise durch das Relationssymbol Element_of, anhand dessen überprüft werden 
kann, ob das entsprechende einwertige Individuum Element des mengenwertigen Indi-
viduums ist. Ebenso können Operationssymbole angewandt werden, die durch Operati-
onen extensional interpretiert werden, die für den Zugriff auf Mengen geeignet sind. In 
Abbildung 37 ist beispielsweise ein Ontologie-Netz graphisch dargestellt, in dem das 
Operationssymbol Intersection verwendet wird, um die Schnittmenge SET3 von zwei 
Mengen SET1 und SET2 zu bestimmen.  
<A1>+...+<Am> Equal(SET3,Intersection(SET1,SET2)
<SET1>+<SET2>
<SET1>+<SET2>
<B1>+...+<Bn><SET3>
 
Abbildung 37: Zugriff auf mengenwertige Terme in Ontologie-Netzen 
Genau so, wie Ontologie-Netze die Modellierung komplexer Prozesse erlauben, erlau-
ben sie auch die Modellierung von Entscheidungsalternativen, um in bestimmten Zu-
ständen die Durchführbarkeit verschiedener Ereignisse abzubilden. Entscheidungsalter-
nativen spiegeln sich in Ontologie-Netzen zumeist in konfliktionär zueinander aktivier-
ten Transitionen wider. In Ontologie-Netzen können die Stellen durchaus so markiert 
sein, dass verschiedene Transitionen alternativ zueinander schalten können. Die Konse-
quenzen, die sich aus der Entscheidung zu Gunsten einer beliebigen Alternative erge-
ben, entsprechen den Folgemarkierungen und den darin aktivierten Transitionen.  
Die Möglichkeit, voneinander getrennte Teilprozesse zu synchronisieren, ist eine aus-
gewiesene Stärke aller Petri-Netz-Klassen. Zur Handhabung solcher komplexer Prozes-
se erlauben auch Ontologie-Netze die Synchronisation von Teilprozessen in sehr hohem 
Maße. Beispielsweise lassen sich Teilprozesse synchronisieren, indem zwei Teilprozes-
se durch eine Transition trn berandet werden. Die Vorbereichsstellen der Transition trn 
erstrecken sich in diesem Fall u.a. auf die beiden zu synchronisierenden Teilprozesse. 
Erst wenn beide Teilprozesse zu einer derartigen Markierung der entsprechenden Stel-
len führen, kann trn schalten, da alle Vorbereichsstellen von trn den Markenkonsum 
durch trn sicherstellen müssen. Darüber hinaus erstreckt sich das Synchronisationspo-
tenzial von Ontologie-Netzen auch auf den Austausch von Marken zwischen Teilpro-
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zessen. Transitionen aus unterschiedlichen Teilprozessen können in Ontologie-Netzen – 
wie in anderen Petri-Netzen auch – gegenseitig auf die Stelle zugreifen. 
Kontrollvariablen, von denen die Durchführung von Prozessen abhängig gemacht wer-
den soll und die je nach Prozessablauf variiert werden, können in Ontologie-Netzen 
mühelos berücksichtigt werden. Dabei können die zu berücksichtigenden Variablen in 
Ontologie-Netzen sowohl qualitativer als auch quantitativer Ausprägungen sein. Sowohl 
im Fall der qualitativen als auch im Fall der quantitativen Kontrollvariablen wird die 
Gültigkeit derjenigen Formel, die aus der Grundsubstitution der Kontrollvariablen in der 
Transitionsannotation hervorgeht, in dem Support ASIGST überprüft. Beispielsweise kann 
im Fall eines iterativen Prozesses entsprechend Abbildung 38 der Inhalt einer Marke 
<X> auf der Stelle st1 ausgewertet werden. Aufgrund der gemeinsam kontradiktorischen 
Transitionsannotationen ANTR(tr1) bzw. ANTR(tr2) können die Transitionen tr1 und tr2 
niemals gleichzeitig aktiviert werden. 
st1
st2
X>A ∧ Y=X-1X≤A
tr1 tr2
<X> <X> <Y>
 
Abbildung 38: Ontologie-Netz für iterative Prozesse 
Wenn die Bedingung für tr1 erfüllt ist, terminiert der Prozess durch eine Markierung der 
Stelle st2. Wenn hingegen die Bedingung für tr2 erfüllt ist, wird die Stelle st1 erneut mit 
einer neuen Markenkopie markiert und entweder tr1 oder tr2 erneut aktiviert.  
Sowohl die Schaltvoraussetzungen als auch die Schaltwirkungen von Transitionen sind 
in Ontologie-Netzen präzise festgelegt. Bezüglich der Schaltvoraussetzungen ist in On-
tologie-Netzen im Vergleich zu sonstigen Petri-Netz-Klassen sogar eine wesentliche 
Besonderheit auszumachen. Sie betrifft die explizite Unterscheidung der verschiedenen 
Transitionsarten bei der Überprüfung von Aktivierungsbedingungen. Zu diesem Zweck 
werden in Ontologie-Netzen unterschiedlichen Transitionsarten auch unterschiedliche 
Aktivierungsprioritäten eingeräumt. Durch die Aktivierungsprioritäten für Transition-
sarten werden die Preconditions – also die Bedingungen, die vor dem Eintreten von Er-
eignissen erfüllt sein müssen – auf differenzierte Art berücksichtigt. Zudem ist das das 
potenzielle Eintreten von Ereignissen durch die Trennung der statischen Schaltvoraus-
setzungen von den dynamischen Schaltvoraussetzungen kontrollierbar.  
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Über Preconditions hinaus werden auch Postconditions – also die Bedingungen, die 
nach dem Eintreten von Ereignissen gültig zu sein haben – in Ontologie-Netzen durch 
die Ex-ante-Bestimmbarkeit der Schaltwirkungen von Transitionen definiert. Durch die 
Schaltfunktion SFON ist eindeutig bestimmt, welche Folgemarkierung Mf einzutreten 
hat, wenn eine Transition trn unter einer Grundsubstitution θ und einer Referenzmarkie-
rung Mr schaltet. 
Durch die Aktivierungsprioritäten wird das Kriterium der Priorisierung deklarativer 
Regeln durch Ontologie-Netze erfüllt. Zur Berücksichtigung von deklarativen Regeln 
wurden für Ontologie-Netze zwei algorithmische Verfahren vorgestellt,1) anhand derer 
Inferenz- und Integritätsregeln, in denen dynamische Relationssymbole vorkommen, in 
Inferenz- bzw. Integritätstransitionen transformiert werden können.2) Dadurch geht zwar 
der deklarative Charakter der Regelverarbeitung verloren, diesem Umstand wird jedoch 
durch eine differenzierte Behandlung von deklarativen und prozeduralen Transition in 
Form von Aktivierungsprioritäten begegnet. Demnach können keine prozeduralen Tran-
sitionen aktiviert werden und entsprechend auch nicht schalten, wenn unter der betrach-
teten Markierung mindestens eine deklarative Transition aktiviert ist. 
Bezüglich der konzeptendogenen Objektgenerierung weisen Ontologie-Netze eine kon-
zeptionelle Schwäche auf. Ontologie-Netze setzen nämlich einen Support ASIGST voraus, 
in dem die Objektmenge OB im Vorfeld bestimmt ist. Außerhalb dieser Objektmenge 
OB können konzeptendogen keine Individuen erzeugt werden. Somit sind auch Ontolo-
gie-Netze nicht in der Lage, Ereignisse zu berücksichtigen, anhand derer formale Ob-
jekte erzeugt würden. Diese konzeptionelle Schwäche betrifft allerdings nur die seman-
tischen Aspekte von Ontologie-Netzen. Ontologie-Netze sind jedoch durchgehend mit 
syntaktischen Konstrukten annotiert. Oftmals wird eine syntaktische Objektgenerierung 
bereits als ausreichend empfunden, um höheren Petri-Netzen die Fähigkeit der konzept-
endogenen Objektgenerierung zu attestieren.3) In solchen Fällen reicht es in Ontologie-
Netzen aus, Stellen zu spezifizieren, die mit Konstantensymbolen markiert sind, die als 
Namen der bereits vorhandenen Individuen dienen. Bei Bedarf für eine neue Markenko-
pie wird durch eine Transition dieser Stelle eine Markenkopie entzogen. In diesem Zu-
sammenhang erweist sich die Möglichkeit der Filterung von Markenkopien durch ent-
sprechende Kantenannotationen als äußerst vorteilhaft. Der Stelle, in der die Terme 
vorgehalten werden, können nämlich durch gefilterte Kantenannotationen Markenko-
pien nach Bedarf entzogen werden. Wenn beispielsweise eine Stelle stm mit Markenko-
pien des Typs w1∈K+ markiert ist, kann eine Transition trn über eine Kante (stm,trn) mit 
einer solchen Kantenannotation, die einen Typ w2∈K+ mit w2 U w1 hat, gefiltert Mar-
kenkopien von stm abziehen.  
                                                 
1) Vgl. Abschnitt 4.2.2.1.2.  
2) Inferenz- und Integritätsregeln, in denen nur statische Relationssymbole vorkommen, werden bereits 
dadurch priorisiert, dass in einem Ontologie-Netz ON nur ein Support ASIGOS verwendet werden 
kann, in dem alle „statischen“ Inferenz- und Integritätsregeln gültig sind. 
3) Vgl. AOUMEUR (2001), S. 52 f.; AOUMEUR/SAAKE (2002), S. 153 ff. 
5 Evaluation von Ontologie-Netzen 400 
 
Wie in S/T-Netzen auch, können in Ontologie-Netzen Kapazitäten für Stellen angege-
ben werden, die durch stellenbezogene Markierungen nicht überschritten werden dür-
fen. Insofern bieten Ontologie-Netze grundsätzlich die Möglichkeit, Kapazitäten zu 
spezifizieren. Jedoch ist diese Kapazitätsrestriktion nur bedingt zufrieden stellend. Sie 
unterscheidet sich nämlich nicht von der Kapazitätsrestriktion, die für anonyme Marken 
in S/T-Netzen gültig ist. Im Fall individueller Marken, wie sie von Ontologie-Netzen 
verwendet werden, kann es auch wünschenswert sein, Kapazitäten für Markenarten zu 
formulieren, so dass beispielsweise nur eine bestimmte Anzahl von Dokumenten einer 
bestimmten Art auf der Stelle abgelegt werden kann, auf der grundsätzlich Dokumente 
jeder Art abgelegt werden können. Solche Restriktionen können zwar durch sehr um-
ständliche Transitionsannotationen „simuliert“ werden, allerdings bleibt die Gesamtlö-
sung hierdurch nicht zufrieden stellend.  
Eine weitere Schwäche von Ontologie-Netzen offenbart sich bei der Berücksichtigung 
zeitbezogener Determinanten. Ontologie-Netze sind grundsätzlich nicht in der Lage, 
zeitbezogene Determinanten zu berücksichtigen. Diese Schwäche resultiert aus dem 
konzeptionellen Defizit der Petri-Netz-gestützten Modellierung. Das Petri-Netz-Kon-
zept basiert nämlich auf dem Prinzip der kausalen Abhängigkeit von Ereignissen. Tem-
porale Abhängigkeiten werden in der Grundausrichtung nicht berücksichtigt.1) 
Grundsätzlich ist die Implementierbarkeit von Ontologie-Netzen als hoch einzustufen. 
Denn Ontologie-Netze sind durchgehend in formaler Weise ausgedrückt. Der formale 
Rahmen erstreckt sich hierbei auf die konventionelle und sortierte Prädikatenlogik so-
wie auf Multimengen. Jedoch werden in Ontologie-Netzen Konstrukte verwendet, die 
weder in der konventionellen noch in der sortierten Prädikatenlogik berücksichtigt wer-
den. Insofern kann auf bereits vorhandene informationstechnische Umsetzungen höhe-
rer Petri-Netze nur so weit zurückgegriffen werden, wie es der jeweils verwendete prä-
dikatenlogische Dialekt erlaubt, metasprachliche Ausdrucksmittel zu spezifizieren. Dem 
Verfasser sind allerdings bislang keine Software-Pakete bekannt, in denen neben den 
metasprachlichen Ausdrucksmitteln, die bereits „verdrahtet“ in der Software verwendet 
werden, zusätzliche Ausdrucksmittel spezifiziert werden können. Beispielsweise kom-
                                                 
1) Vgl. ZELEWSKI (1995), Bd. 6, S. 120. Ausnahmen hierzu stellen Timed Petri-Nets dar; vgl. ADAM ET 
AL. (1998), S. 143 ff.; BOWDEN (2000), S. 55 ff.; GIRAULT/VALK (2003), S. 115 f.; TACKEN (2001), 
S. 54 ff.; ZELEWSKI (1995), Bd. 6, S. 119 ff. Dabei kann die Berücksichtigung temporaler Aspekte 
sich nahezu auf alle Netz-Komponenten erstrecken. In der Regel werden Marken mit einem Zeit-
stempel versehen, von denen die Schaltprioritäten für Transitionen abhängig gemacht werden. Zu-
dem wird in Timed Petri-Nets oftmals das Prinzip der atomaren Durchführung von Ereignissen 
durchbrochen, indem Transitionen eine Schaltdauer eingeräumt wird. Ebenso können oftmals für 
Stellen „Verweildauern“ und für Kanten „Flussdauern“ spezifiziert werden. Im Fall von Verweil-
dauern sind die Marken auf einer Stelle so lange „unsichtbar“, bis eine stellenspezifische Dauer ab-
gelaufen ist. Im Fall von Flussdauern wird der Fluss einer Marke über eine Flusskante verzögert. Im 
Rahmen von Timed Petri Nets existieren unter der Bezeichnung „Hybrid Petri Nets“ auch Petri-
Netz-Klassen, in denen sowohl diskrete als auch stetige Zeitstrukturen berücksichtigt werden kön-
nen; vgl. BALDUZZI ET AL. (2001), S. 258 ff.; DAVID/ALLA (2001), S. 11 ff.  
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men zwar Software-Pakete aus dem Umfeld der Order Sorted Logic in Betracht, um ta-
xonomische Beziehungen zwischen Konzepten zu spezifizieren.1) Arbeiten aus diesem 
Umfeld sind bisweilen mehrmals als Grundlage für die Implementierung höherer Petri-
Netze vorgestellt worden.2) Allerdings erlaubt es keines der hierauf aufbauenden In-
strumente, die weiteren metasprachlichen Strukturierungsrelationen auszudrücken, mit 
denen die Ausdrucksvielfalt von Ontologien erschlossen wird. 
Eine wesentliche Stärke von Ontologie-Netzen liegt darin, eine graphische Visualisier-
barkeit der erstellten Informationsmodelle zu gewährleisten. Ontologie-Netze können 
mittels visueller Graphen auf äußerst benutzerfreundliche Weise repräsentiert werden. 
Dabei werden trotz der graphischen Repräsentation die Vorzüge aus der formalen Präzi-
sion von Ontologie-Netzen bewahrt. Denn die graphischen Symbole stehen in isomor-
phem Verhältnis zu den Netzkomponenten, die sie repräsentieren. Dabei wird die Be-
nutzerfreundlichkeit der graphischen Repräsentation durch Ontologie-Netze in der Hin-
sicht ausgeschöpft, als dass sie für die unterschiedlichen Stellen- und Transitionsarten 
auch unterschiedliche Arten von graphischen Symbolen zur Verfügung stellen. 
Darüber hinaus wird mit der graphischen Repräsentierbarkeit von Ontologie-Netzen ei-
ne Kompatibilität mit der statischen Struktur bewahrt. Denn auch für Ontologien kann 
die graphische Repräsentation durch semantische Netze oder durch hyperbolische Gra-
phen im Fall der computergestützten Illustration in Anspruch genommen werden. Die 
Kompatibilität wird dadurch gewahrt, dass beide Repräsentationsarten auf visuelle Gra-
phen zurückgreifen, wodurch potenzielle Benutzer von Ontologie-Netzen keinem „Pa-
radigmenwechsel“ ausgesetzt werden müssen.  
                                                 
1) Vgl. HAMEL/GOGUEN (1994), S. 132 ff.  
2) Vgl. BIBERSTEIN ET AL. (2001), S. 74 ff.; STEHR ET AL. (2001), S. 271 ff. Vgl. darüber hinaus WEBER 
(2002), S. 27 ff., für einen Überblick über computergestützte Instrumente zu verschiedenen Petri-
Netzen-Klassen. 
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nominale Skala 
 ordinale Skala  Kriterien 
nicht 
erfüllt 
sehr 
niedrig niedrig 
mittel-
mäßig hoch 
sehr 
hoch erfüllt 
einfache 
Prozesse        
komplexe 
Prozesse        
Entscheidungs-
alternativen        
Synchronisation 
        
iterative 
Prozesse        
Pre- und 
Postconditions        
Priorisierung 
deklarativer Regeln        
konzeptendogene 
Objektgenerierung        
Kapazitäten 
        
zeitbezogene 
Determinanten        
graphische 
Visualisierbarkeit        
Implementierbarkeit 
        
Tabelle 13: Evaluation der dynamischen Struktur 
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6 Fazit 
Als erstes intendiertes Ergebnis der vorliegenden Arbeit wurde in Abschnitt 1.1 die 
Spezifikation einer Ontologie-Sprache definiert. Zu diesem Zweck wurden in Abschnitt 
3.1 sowohl ein formales als auch ein informales Verständnis von Ontologien vorgestellt.  
Bezüglich des informalen Verständnisses von Ontologien wurde hervorgehoben, dass 
Ontologien formalsprachliche Spezifikationen sprachlicher Ausdrucksmittel sind. Na-
türlichsprachliche Konstrukte wurden somit als Ontologien ausgeschlossen. Entspre-
chend wurde hervorgehoben, dass es für die Konstruktion von Ontologien einer forma-
len Ontologie-Sprache bedarf. Eine derartige formale Ontologie-Sprache wurde inner-
halb der Darlegung des formalen Verständnisses von Ontologien in den Abschnitten 
3.1.2, 3.1.3 und 3.1.4 vorgestellt. 
Bezüglich des formalen Verständnisses wurde – basierend auf den Prinzipien der kon-
ventionellen und der sortierten Prädikatenlogik – das Konzept ontologischer Signaturen 
vorgestellt. In ontologischen Signaturen werden die sprachlichen Ausdrucksmittel zur 
Verfügung gestellt, mit denen ontologische Ausdrücke konstruiert werden können. Bei 
ontologischen Ausdrücken handelt es sich um Zeichenketten, die mit den Zeichen aus 
dem ontologischen Alphabet ALPHOS konstruiert werden. Damit eine Zeichenkette über 
ALPHOS als ontologischer Ausdruck zulässig ist, müssen die Operations- und Relations-
symbole entsprechend ihrer Typisierung auf ontologische Terme angewendet werden. 
Als wesentliche Erweiterung von Ontologien gegenüber der konventionellen und der 
sortierten Prädikatenlogik wurden die metasprachlichen Ausdrucksmittel zur Berück-
sichtigung der intensionalen Semantik von objektsprachlichen Ausdrucksmitteln her-
ausgearbeitet. Bei den metasprachlichen Ausdrucksmitteln handelt sich in erster Linie 
um die Strukturierungsrelationen , L und p. Mit Hilfe der Subkonzeptrelation  kön-
nen Konzepte aus Ontologien in taxonomische Beziehungen zueinander gesetzt werden. 
Entsprechend der taxonomischen Struktur auf der Menge K aller Konzepte, können die 
konzeptspezifischen Termmengen in Inklusionsbeziehungen zueinander stehen. Die 
Gleichheit oder Disjunktheit von konzeptspezifischen Termmengen wird hingegen mit 
Hilfe der Äquivalenzrelation L bzw. der Inkompatibilitätsrelation p ausgedrückt. 
Über die Strukturierungsrelation hinaus sind in ontologischen Signaturen weitere meta-
sprachliche Ausdrucksmittel enthalten, um die intensionale Semantik objektsprachlicher 
Ausdrucksmittel zu bestimmen. Es handelt sich hierbei um die sprachspezifischen Be-
zeichnungs- und Definitionsfunktionen. Im Gegensatz zu den Strukturierungsrelationen 
wird mit Hilfe der sprachspezifischen Bezeichnungs- und Definitionsfunktionen die in-
tensionale Semantik von sprachlichen Ausdrucksmitteln informal bestimmt. 
Zusätzlich zu den syntaktischen und semantischen Aspekten von Ontologien wurden in 
Abschnitt 3.1.4 ihre pragmatischen Aspekte herausgearbeitet. Bezüglich dieser verwen-
dungsorientierten Sichtweise wurde insbesondere auf Inferenz- und Integritätsregeln 
eingegangen. Es wurde in diesem Kontext herausgearbeitet, dass die Unterscheidung 
zwischen Inferenz- und Integritätsregeln weder auf der syntaktischen noch auf der se-
mantischen Ebene möglich ist. Inferenz- und Integritätsregeln unterscheiden sich von-
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einander durch die unterschiedlichen Zwecksetzungen, die mit ihrer Spezifikation ver-
knüpft ist. Während Inferenzregeln dazu verwendet werden, in einer Faktenbasis enthal-
tene implizite Fakten zu explizieren, werden Integritätsregeln für die Zulässigkeitsprü-
fung von Fakten verwendet.  
Im Rahmen der pragmatischen Aspekte von Ontologien wurde zudem auf Erweite-
rungsmöglichkeiten für Ontologien eingegangen. Es handelt sich hierbei um solche Er-
weiterungen, die auch innerhalb des integrativen Modellierungskonzepts in Anspruch 
genommen werden. Zum einen wurde auf die Substitution ontologischer Ausdrücke ein-
gegangen. Sie wird durchgeführt, indem Variablen, die in einem ontologischen Term 
vorkommen, durch ontologische Terme erstetzt werden. Zum anderen wurden ontologi-
sche Termtupel als weitere Ausdrucksvariante neben ontologischen Termen und ontolo-
gischen Formeln vorgestellt. Über die Substitution und ontologische Termtupel hinaus 
wurden in Abschnitt 3.1.4.3.3 Möglichkeiten der Differenzierung von Relationssymbo-
len vorgestellt. Einerseits wurde hierbei aufgezeigt, wie Relationssymbole eingeführt 
werden können, die aus der Negation von Relationssymbolen hervorgehen. Andererseits 
wurde aufgezeigt, wie Relationssymbole danach unterschieden werden können, ob sie 
eine zustandsvariante oder -invariante Extension haben. 
Als zweites intendiertes Ergebnis wurde in Abschnitt 1.1 die Entwicklung eines integra-
tiven Modellierungskonzepts formuliert. Zu diesem Zweck wurde in Abschnitt 4 das 
formale Gerüst für Ontologie-Netze entwickelt. Bei Ontologie-Netzen handelt es sich 
um eine Klasse höherer Petri-Netze, deren Komponenten mit Ausdrücken über einer 
Ontologie annotiert werden. Dadurch leisten Ontologie-Netze die Integration vo einer-
seits Ontologien, die sich zur Spezifikation der sprachlichen Ausdrucksmittel für die 
Modellierung kooperativer Informationssysteme eignen, und andererseits von Petri-
Netzen, die auf die Modellierung insbesondere der dynamischen Aspekte von Ge-
schäftsprozessen zugeschnitten sind. 
Aufgrund der Verwandtschaft von Ontologien mit prädikatenlogischen und algebrai-
schen Spezifikationen weisen Ontologie-Netze eine Nähe zu Pr/T-Netzen und algebrai-
schen Netzen auf. Mit Pr/T-Netzen haben Ontologie-Netze gemeinsam, dass sie über 
das gesamte Ausdrucksvermögen der Prädikatenlogik erster Ordnung verfügen. Bezüg-
lich ihrer integritätsbewahrenden Sorten- bzw. Konzeptstruktur ähneln Ontologie-Netze 
zudem algebraischen Netzen. 
Im Rahmen der Entwicklung von Ontologie-Netzen war es notwendig, Verfahren zur 
Berücksichtigung der Regelkomponente aus einer Ontologie zu entwickeln. Zu diesem 
Zweck wurden Verfahren vorgestellt, die die Transformation von Inferenz- und Integri-
tätsregeln aus einer Ontologie in Ontologie-Teilnetze erlauben, mit denen Regeln opera-
tional angewendet werden können. Hierdurch wird die Funktionalität von deklarativen 
Regelen in allen Zuständen des ontologiegestützten Modells bewahrt.  
Das dritte intendierte Ergebnis bestand in einer Evaluation des integrativen Modellie-
rungskonzepts. Zu diesem Zweck wurde das entwickelte Modellierungskonzept sowohl 
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hinsichtlich seiner statischen als auch hinsichtlich seiner dynamischen Struktur evalu-
iert. 
Bezüglich der Evaluation der statischen Struktur wurde die Ontologie-Sprache, die für 
die Spezifikation von Ontologien vorausgesetzt wurde, mit den Ausdrucksmitteln von 
aktuell diskutierten Ontologie-Sprachen verglichen. Im Rahmen dieses Vergleichs 
konnte nachgewiesen werden, dass keine der Sprachen eine Dominanz gegenüber dem 
hier verwendeten Ansatz ausübt. 
Im zweiten Schritt wurde das Modellierungskonzept bezüglich seiner dynamischen 
Struktur beurteilt. Hierbei haben sich Schwächen des Modellierungskonzepts bezüglich 
dreier Anforderungen ergeben. Aus den Schwächen von Ontologien ergeben sich wei-
terhin offene Forschungsfragen, die im Rahmen der vorliegenden Arbeit nicht weiter 
thematisiert werden konnten. Erstens wurde aufgezeigt, dass die Forderung nach kon-
zeptendogener Objektgenerierung von Ontologie-Netzen nicht hinreichend unterstützt 
wird. Um „neue“ Objekte im Modell berücksichtigen zu können, müssen in Ontologie-
Netzen Stellen vorgesehen werden, in denen entsprechende Marken vorgehalten wer-
den. Als zweites Defizit von Ontologie-Netzen wurde die fehlende Berücksichtigung 
zeitbezogener Determinanten ausgemacht. Schließlich wurde aufgezeigt, dass sich On-
tologie-Netze zwar grundsätzlich implementieren lassen, jedoch aktuell keine Instru-
mente vorliegen, mit deren Hilfe Ontologie-Netze konstruiert werden könnten. 
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Anhang 
Anhang A: Referenzontologie und deren Rekonstruktion 
Referenzontologie 
K:    Person,Unternehmen,Entitaet; 
OPS:   Arbeitet_fuer:     Person → Unternehmen; 
RS:   Tochterunternehmen_von: Unternehmen Unternehmen 
    Mutterunternehmen_von: Unternehmen Unternehmen 
    Verbunden_mit:    Unternehmen Unternehmen; 
VARUnternehmen : {x,y}; 
bezger:   Person       → {Person} 
    Unternehmen     → {Unternehmen} 
    Entitaet       → {Entität} 
    Arbeitet_fuer     → {Arbeitet für} 
    Tochterunternehmen_von  → {Tochterunternehmen von} 
    Mutterunternehmen_von  → {mutterunternehmen von} 
    Verbunden_mit     → {verbunden mit}; 
INFSIGOS:  F1 :⇔ ∀x,y: mutterunternehmen_von(x,y) ↔ tochterunternehmen_von(y,x), 
    F2 :⇔ ∀x,y,z: tochterunternehmen_von(x,z)  ∧ tochterunternehmen_von(y,z) 
      → verbunden_mit (x,y). 
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defger:   Person       → Menschlicher Akteur,  
    Unternehmen     → Ökonomische Institution mit dem Ziel der 
             Fremdbedarfsdeckung 
    Arbeitet_fuer     → Arbeitsverhältnis zwischen einer Person 
             und höchstens einem Unternehmen 
    Tochterunternehmen_von → konzernrechtliche Unterordnung eines 
             Unternehmens gegenüber einem anderen 
             Unternehmen 
    Mutterunternehmen_von  → konzernrechtliche Überordnung eines 
             Unternehmens gegenüber einem anderen 
             Unternehmen 
    Verbunden_mit     → konzernrechtliche Verbundenheit 
             von Unternehmen 
    F1        → Ein Unternehmen ist genau dann ein   
             Mutterunternehmen eines zweiten 
             Unternehmens, wenn das zweite 
             Unternehmen ein Tochterunternehmen des 
             ersten Unternehmens ist 
    F2        → Wenn zwei Unternehmen Tochterunternehmen 
             eines dritten Unternehmens sind, dann 
             sind die beiden Unternehmen 
             miteinander verbunden. 
In der Referenz-Ontologie werden objektsprachliche Ausdrucksmittel formalsprachlich 
erfasst, die für die Beschreibung von Beziehungen zwischen einerseits Personen und 
Unternehmen und andererseits zwischen Unternehmen untereinander von Bedeutung 
sind. Zum einen kann mit der Ontologie die Arbeits-Beziehung zwischen einer Person 
und einem Unternehmen ausgedrückt werden.1) Zum anderen können konzernrechtliche 
Beziehungen zwischen Unternehmen ausgedrückt werden. Es handelt sich hierbei zu-
nächst um die Mutter- oder. Tochterunternehmen-Beziehung, die zwischen Unterneh-
men eines Konzerns vorliegen kann. Darüber hinaus können formale Objekte aus der 
Extension des Konzepts Unternehmen zueinander in einer verbunden_mit-Beziehung 
stehen.  
In der Referenz-Ontologie sind neben deskriptiven Symbolen noch zwei Inferenzregeln 
als objektsprachliche Konstrukte aufgeführt. Mit der ersten Inferenzregel wird der in-
verse Zusammenhang zwischen den Relationssymbolen mutterunternehmen_von und 
                                                 
1) Zwecks Einfachheit wurde hierbei unterstellt, dass jede Person nur für ein Unternehmen arbeiten 
kann. Daher wurde die arbeitet_fuer-Beziehung als Operationssymbol mit einem einwertigen Ziel-
konzept spezifiziert. 
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tochterunternehmen_von ausgedrückt. Mit der zweiten Regel wird schließlich ausge-
drückt, dass zwei Unternehmen dann miteinander verbunden sind, wenn sie beide Toch-
terunternehmen desselben Unternehmens sind. 
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Ontolingua 
(define-ontology company) 
(define-class  entitaet (?X)) 
(define-class  person (?X) 
 „Konzept menschlicher Akteur“ 
 :axioms  (Subclass-of  person entitaet)) 
(define-class  unternehmen (?X) 
“Konzept ökonomische Institution mit dem Ziel der Fremdbedarfsdeckung“ 
 :axioms  (Subclass-of  person entitaet)) 
(define-function arbeitet_fuer (?X) 
“Funktionale Relation, um Arbeitsverhältnisse zwischen Personen und Unternehmen auszudrücken“ 
 :axioms  (domain  arbeitet_fuer person) 
     (range  arbeitet_fuer unternehmen)) 
(define_relation tochterunternehmen_von (?X ?Y) 
“Relation, um die konzernrechtliche Unterordnung eines Unternehmens gegenüber 
einem anderen Unternehmen auszudrücken“ 
 :axioms  (domain tochterunternehmen_von unternehmen) 
     (range  tochterunternehmen_von unternehmen)) 
(define_relation mutterunternehmen_von (?X ?Y) 
“Relation, um die konzernrechtliche Überordnung eines Unternehmens gegenüber 
einem anderen Unternehmen auszudrücken“ 
 :axioms  (domain mutterunternehmen_von unternehmen) 
     (range  mutterunternehmen_von unternehmen)) 
     (forall ?X ?Y  
     (<=>  (mutterunternehmen_von ?X ?Y) 
       (tochterunternehmen_von ?Y ?X))) 
(define_relation verbunden_mit (?X ?Y) 
“Relation, um die konzernrechtliche Verbundenheit von Unternehmen auszudrücken“ 
 :axioms  (domain verbunden_mit unternehmen) 
     (range  verbunden_mit unternehmen) 
     (forall ?X ?Y ?Z 
     (=> (verbunden_mit ?X ?Y) 
       (tochterunternehmen_von ?X ?Z) AND 
       (tochterunternehmen_von ?Y ?Z))). 
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F-Logic 
Person    ::Entitaet. 
Unternehmen  ::Entitaet. 
Person   [ arbeitet_fuer=>Unternehmen]. 
Unternehmen [ tochterunternehmen_von=>>Unternehmen; 
     verbunden_mit=>>Unternehmen; 
     mutterunternehmen_von=>>Unternehmen]. 
 
FORALL X,Y:  X[mutterunternehmen_von->>Y] 
     ↔ Y[tochterunternehmen_von->>X]. 
FORALL X,Y,Z: X[tochterunternehmen_von->>Z] AND Y[tochterunternehmen_von->>Z] 
     → X[verbunden_mit->>Y]. 
 
Person   [ hat_Bezeichnung->>{„Person“}; 
     hat_Definition->„menschlicher Akteur“]. 
 
Unternehmen [ hat_Bezeichnung->>{„Unternehmen“}; 
     hat_Definition->>„ökonomische Institution mit dem Ziel der Fremdbedarfsdeckung“]. 
arbeitet_fuer [ hat_Bezeichnung->>{„arbeitet_für“}; 
     hat_Definition->„ Relation, um Arbeitsverhältnisse zwischen Personen und    
     Unternehmen auszudrücken“]. 
 
tochterunternehmen_von[ 
     hat_Bezeichnung->>{„Tochterunternehmen von“}; 
     hat_Definition->„Relation, um die konzernrechtliche Unterordnung eines     
     Unternehmens gegenüber einem anderen Unternehmen auszudrücken“]. 
 
mutterunternehmen_von[  
     hat_Bezeichnung->>{„Mutterunternehmen von“}; 
     hat_Definition->„Relation, um die konzernrechtliche Überordnung eines     
     Unternehmens gegenüber einem anderen Unternehmen auszudrücken“]. 
 
verbunden_mit[ hat_Bezeichnung->>{„verbunden mit“}; 
     hat_Definition->„Relation, um die konzernrechtliche Verbundenheit von  
     Unternehmen auszudrücken“].   
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SHOE 
<ONTOLOGY ID=„Unternehmen“> 
<DEF-CATEGORY  NAME =„Entitaet“ 
  [SHORT     =„Entitaet“> 
</DEF-CATEGORY> 
<DEF-CATEGORY  NAME=„Person“ 
  [ISA     =„Entitaet“] 
  [DESCRIPTION  =„Menschliche Akteure“] 
  [SHORT    =„Person“]> 
</DEF-CATEGORY> 
<DEF-CATEGORY  NAME=„Unternehmen“ 
  [ISA     =„Entitaet“] 
  [DESCRIPTION  =„ökonomische Institution mit dem Ziel der Fremdbedarfsdeckung“] 
  [SHORT    =„Unternehmen“]> 
</DEF-CATEGORY> 
<DEF-RELATION NAME =„arbeitet_fuer“ 
  [DESCRIPTION  = „Relation, um Arbeitsverhältnisse zwischen Personen und Unternehmen 
         auszudrücken“] 
  [SHORT    =„arbeitet für“]> 
 <DEF-ARG    POS=„FROM“  TYPE=„Person“> 
 <DEF-ARG    POS=„TO“   TYPE=„Unternehmen“> 
</DEF-RELATION> 
<DEF-RELATION NAME=„tochterunternehmen_von“ 
  [DESCRIPTION = „Relation, um die konzernrechtliche Unterordnung eines Unternehmens  
        gegenüber einem anderen Unternehmen auszudrücken“] 
  [SHORT   =„tochterunternehmen von“]> 
 <DEF-ARG    POS=„FROM“  TYPE=„Unternehmen“> 
 <DEF-ARG    POS=„TO“   TYPE=„Unternehmen“> 
</DEF-RELATION> 
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<DEF-RELATION NAME=„mutterunternehmen_von“ 
  [DESCRIPTION = „Relation, um die konzernrechtliche Überordnung eines Unternehmens  
        gegenüber einem anderen Unternehmen auszudrücken“] 
  [SHORT   =„mutterunternehmen von“]> 
 <DEF-ARG    POS=„FROM“  TYPE=„Unternehmen“> 
 <DEF-ARG    POS=„TO“   TYPE=„Unternehmen“> 
</DEF-RELATION> 
<DEF-RELATION NAME=„verbunden_mit“ 
  [DESCRIPTION = „Relation, um die konzernrechtliche Verbundenheit von Unternehmen  
        auszudrücken] 
  [SHORT   =„verbunden mit“]> 
 <DEF-ARG    POS=„FROM“  TYPE=„Unternehmen“> 
 <DEF-ARG    POS=„TO“   TYPE=„Unternehmen“> 
</DEF-RELATION> 
<DEF-INFERENCE 
  [DESCRIPTION= „inverse Beziehung zwischen „mutterunternehmen_von“ 
        und „tochterunternehmen von“ 1. “]> 
 <INF-IF> 
  <RELATION NAME=„tochterunternehmen_von“> 
   <ARG POS=„1“ VALUE=„x“> 
   <ARG POS=„2“ VALUE=„y“> 
  </RELATION> 
 </INF-IF> 
 <INF-THEN> 
  <RELATION NAME=„mutterunternehmen_von“> 
   <ARG POS=„1“ VALUE=„y“> 
   <ARG POS=„2“ VALUE=„x“> 
  </RELATION> 
 </INF-THEN> 
</DEF-INFERENCE> 
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<DEF-INFERENCE 
  [DESCRIPTION= „inverse Beziehung zwischen „mutterunternehmen_von“ 
        und „tochterunternehmen_von“ 2. “]> 
 <INF-IF> 
  <RELATION NAME=„mutterunternehmen_von“> 
   <ARG POS=„1“ VALUE=„x“> 
   <ARG POS=„2“ VALUE=„y“> 
  </RELATION> 
 </INF-IF> 
 <INF-THEN> 
  <RELATION NAME=„tochterunternehmen_von“> 
   <ARG POS=„1“ VALUE=„y“> 
   <ARG POS=„2“ VALUE=„x“> 
  </RELATION> 
 </INF-THEN> 
</DEF-INFERENCE> 
<DEF-INFERENCE 
  [DESCRIPTION= „Wenn zwei Unternehmen Tochterunternehmen eines dritten Unternehmens 
        sind, dann sind die beiden Unternehmen miteinander verbunden“]> 
 <INF-IF> 
  <RELATION NAME=„tochterunternehmen_von“> 
   <ARG POS=„1“ VALUE=„x“> 
   <ARG POS=„2“ VALUE=„z“> 
  </RELATION> 
  <RELATION NAME=„tochterunternehmen_von“> 
   <ARG POS=„1“ VALUE=„y“> 
   <ARG POS=„2“ VALUE=„z“> 
  </RELATION> 
 </INF-IF> 
 <INF-THEN> 
  <RELATION NAME=„verbunden_mit“> 
   <ARG POS=„1“ VALUE=„x“> 
   <ARG POS=„2“ VALUE=„y“> 
  </RELATION> 
 </INF-THEN> 
</DEF-INFERENCE> 
</ONTOLOGY> 
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RDF(S) 
<rdf:RDF 
 xmlns:rdf='http://www.w3.org/1999/02/22-rdf-syntax-ns#' 
 xmlns:rdfs='http://www.w3.org/2000/01/rdf-schema#'> 
<rdf:Description rdf:ID='Entitaet'> 
 <rdf:type rdfs:Resource='http://www.w3.org/2000/01/rdf-schema#Class'/> 
 <rdfs:Label xml:lang='ger'>Entitaet</rdfs:Label> 
</rdf:Description> 
<rdf:Description rdf:ID='verbunden_mit'> 
<rdfs:Comment> 
Relation, um die konzernrechtliche Verbundenheit von Unternehmen auszudrücken 
</rdfs:Comment> 
<rdf:type rdfs:Resource='http://www.w3.org/1999/02/22-rdf-syntax-ns#Property'/> 
 <rdfs:Label xml:lang='ger'>verbunden mit</rdfs:Label> 
 <rdfs:domain rdfs:Resource='Unternehmen'/> 
 <rdfs:range rdfs:Resource='Unternehmen'/> 
</rdf:Description> 
<rdf:Description rdf:ID='mutterunternehmen_von'> 
<rdfs:Comment> 
Relation, um die konzernrechtliche Überordnung eines Unternehmens gegenüber einem anderen 
Unternehmen auszudrücken 
</rdfs:Comment> 
<rdf:type rdfs:Resource='http://www.w3.org/1999/02/22-rdf-syntax-ns#Property'/> 
 <rdfs:Label xml:lang='ger'>mutterunternehmen von</rdfs:Label> 
 <rdfs:domain rdfs:Resource='Unternehmen'/> 
 <rdfs:range rdfs:Resource='Unternehmen'/> 
</rdf:Description> 
<rdf:Description rdf:ID='Unternehmen'> 
<rdfs:Comment> 
ökonomische Institution mit dem Ziel der Fremdbedarfsdeckung 
</rdfs:Comment> 
<rdf:type rdfs:Resource='http://www.w3.org/2000/01/rdf-schema#Class'/> 
 <rdfs:Label xml:lang='ger'>Unternehmen</rdfs:Label> 
 <rdfs:SubClassOf rdfs:Resource='Entitaet'/> 
</rdf:Description> 
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<rdf:Description rdf:ID='Person'> 
<rdfs:Comment> 
menschlicher Akteur 
</rdfs:Comment> 
<rdf:type rdfs:Resource='http://www.w3.org/2000/01/rdf-schema#Class'/> 
 <rdfs:Label xml:lang='ger'>Person</rdfs:Label> 
 <rdfs:SubClassOf rdfs:Resource='Entitaet'/> 
</rdf:Description> 
<rdf:Description rdf:ID='arbeitet_fuer'> 
<rdfs:Comment> 
Relation, um Arbeitsverhältnisse zwischen Personen und Unternehmen auszudrücken 
</rdfs:Comment> 
<rdf:type rdfs:Resource='http://www.w3.org/1999/02/22-rdf-syntax-ns#Property'/> 
 <rdfs:Label xml:lang='ger'>arbeitet_fuer</rdfs:Label> 
 <rdfs:domain rdfs:Resource='Person'/> 
 <rdfs:range rdfs:Resource='Unternehmen'/> 
</rdf:Description> 
<rdf:Description rdf:ID='tochterunternehmen_von'> 
<rdfs:Comment> 
Relation, um die konzernrechtliche Unterordnung eines Unternehmens gegenüber einem anderen 
Unternehmen auszudrücken 
</rdfs:Comment> 
<rdf:type rdfs:Resource='http://www.w3.org/1999/02/22-rdf-syntax-ns#Property'/> 
 <rdfs:Label xml:lang='ger'>tochterunternehmen_von</rdfs:Label> 
 <rdfs:domain rdfs:Resource='Unternehmen'/> 
 <rdfs:range rdfs:Resource='Unternehmen'/> 
</rdf:Description> 
</rdf:RDF> 
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DAML+OIL 
<daml:Class rdf:ID="#Entitaet"/> 
<daml:Class rdf:ID="#Person"> 
 <rdfs:Label xml:lang="ger">#Person</rdfs:Label> 
 <rdfs:SubClassOf rdfs:Resource="#Entitaet"/> 
 <daml:SubClassOf> 
  <daml:Restriction daml:minCardinality="0" daml:maxCardinality="1"> 
   <daml:onProperty rdfs:Resource="#arbeitet_fuer"/> 
   <daml:toClass rdfs:Resource="#Unternehmen"/> 
  </daml:Restriction> 
 </daml:SubClassOf> 
</daml:Class> 
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<daml:Class rdf:ID="#Unternehmen"> 
 <rdfs:Comment> 
 ökonomische Institution mit dem Ziel der Fremdbedarfsdeckung 
 </rdfs:Comment> 
 <rdfs:Label xml:lang="ger">#Unternehmen</rdfs:Label> 
 <rdfs:SubClassOf rdfs:Resource="#Entitaet"/> 
 <daml:SubClassOf> 
  <daml:Restriction daml:minCardinality="0"> 
   <daml:onProperty rdfs:Resource="#tochterunternehmen_von"/> 
   <daml:toClass rdfs:Resource="#Unternehmen"/> 
  </daml:Restriction> 
 </daml:SubClassOf> 
 <daml:SubClassOf> 
  <daml:Restriction daml:minCardinality="0"> 
   <daml:onProperty rdfs:Resource="#verbunden_mit"/> 
   <daml:toClass rdfs:Resource="#Unternehmen"/> 
  </daml:Restriction> 
 </daml:SubClassOf> 
 <daml:SubClassOf> 
  <daml:Restriction daml:minCardinality="0"> 
   <daml:onProperty rdfs:Resource="#mutterunternehmen_von"/> 
   <daml:toClass rdfs:Resource="#Unternehmen"/> 
  </daml:Restriction> 
 </daml:SubClassOf> 
</daml:Class> 
<daml:ObjectProperty rdf:ID="#arbeitet_fuer"> 
 <rdfs:Comment> 
 Relation, um Arbeitsverhältnisse zwischen Personen und Unternehmen auszudrücken 
 </rdfs:Comment> 
 <rdfs:Label xml:lang="ger">#arbeitet_fuer</rdfs:Label> 
 <daml:inverseOf daml:ObjectProperty="#hat_Mitarbeiter"> 
</daml:ObjectProperty> 
 
Anhang 418 
 
<daml:TransitiveProperty rdf:ID="#mutterunternehmen_von"> 
 <rdfs:Comment> 
  Relation, um die konzernrechtliche Überordnung eines Unternehmen gegenüber einem anderen 
  Unternehmen auszudrücken 
 </rdfs:Comment> 
 <rdfs:Label xml:lang="ger">#mutterunternehmen_von</rdfs:Label> 
 <daml:inverseOf daml:ObjectProperty="#tochterunternehmen_von"> 
</daml:TransitiveProperty> 
<daml:TransitiveProperty rdf:ID=tochterunternehmen_von> 
 <rdfs:Label xml:lang="ger">"tochterunternehmen von"</rdfs:Label> 
 <rdfs:Comment> 
  Relation, um die konzernrechtliche Unterordnung eines Unternehmens gegenüber einem anderen 
  Unternehmen auszudrücken 
 </rdfs:Comment> 
 <daml:inverseOf daml:ObjectProperty="#mutterunternehmen_von"> 
</daml:ObjectProperty> 
<daml:ObjectProperty rdf:ID=verbunden_mit> 
 <rdfs:Comment> 
  Relation, um die konzernrechtliche Verbundenheit von Unternehmen auszudrücken 
 </rdfs:Comment> 
 <rdfs:Label xml:lang="ger">"verbunden mit"</rdfs:Label> 
</daml:ObjectProperty> 
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OWL 
<owl:Class rdf:ID="Entitaet"/> 
<owl:Class rdf:ID="#Person"> 
 <rdfs:Label xml:lang="ger">#Person</rdfs:Label> 
 <rdfs:SubClassOf rdfs:Resource="#Entitaet"/> 
 <owl:SubClassOf> 
  <owl:Restriction owl:minCardinality="0" owl:maxCardinality="1"> 
   <owl:onProperty rdfs:Resource="#arbeitet_fuer"/> 
   <owl:toClass rdfs:Resource="#Unternehmen"/> 
  </owl:Restriction> 
 </owl:SubClassOf> 
</owl:Class> 
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<owl:Class rdf:ID="#Unternehmen"> 
 <rdfs:Comment> 
 ökonomische Institution mit dem Ziel der Fremdbedarfsdeckung 
 </rdfs:Comment> 
 <rdfs:Label xml:lang="ger">#Unternehmen</rdfs:Label> 
 <rdfs:SubClassOf rdfs:Resource="#Entitaet"/> 
 <owl:SubClassOf> 
  <owl:Restriction daml:minCardinality="0"> 
   <owl:onProperty rdfs:Resource="#tochterunternehmen_von"/> 
   <owl:toClass rdfs:Resource="#Unternehmen"/> 
  </owl:Restriction> 
 </owl:SubClassOf> 
 <owl:SubClassOf> 
  <owl:Restriction owl:minCardinality="0"> 
   <owl:onProperty rdfs:Resource="#verbunden_mit"/> 
   <owl:toClass rdfs:Resource="#Unternehmen"/> 
  </owl:Restriction> 
 </owl:SubClassOf> 
 <owl:SubClassOf> 
  <owl:Restriction owl:minCardinality="0"> 
   <owl:onProperty rdfs:Resource="#mutterunternehmen_von"/> 
   <owl:toClass rdfs:Resource="#Unternehmen"/> 
  </owl:Restriction> 
 </owl:SubClassOf> 
</owl:Class> 
<owl:ObjectProperty rdf:ID="#hat_Mitarbeiter"> 
 <rdfs:Label xml:lang="ger">#arbeitet_fuer</rdfs:Label> 
 <owl:inverseOf owl:ObjectProperty="#arbeitet_fuer"> 
</owl:ObjectProperty> 
<owl:TransitiveProperty rdf:ID=mutterunternehmen_von> 
 <rdfs:Comment> 
  Relation, um die konzernrechtliche Überordnung eines Unternehmen gegenüber einem anderen 
  Unternehmen auszudrücken 
 </rdfs:Comment> 
 <rdfs:Label xml:lang="ger">"mutterunternehmen von"</rdfs:Label> 
</owl:TransitiveProperty> 
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<owl:TransitiveProperty rdf:ID=tochterunternehmen_von> 
 <rdfs:Label xml:lang="ger">"tochterunternehmen von"</rdfs:Label> 
 <rdfs:Comment> 
  Relation, um die konzernrechtliche Unterordnung eines Unternehmens gegenüber einem anderen 
  Unternehmen auszudrücken 
 </rdfs:Comment> 
</owl:ObjectProperty> 
<owl:ObjectProperty rdf:ID=verbunden_mit> 
 <rdfs:Comment> 
  Relation, um die konzernrechtliche Verbundenheit von Unternehmen auszudrücken 
 </rdfs:Comment> 
 <rdfs:Label xml:lang="ger">"verbunden mit"</rdfs:Label> 
</owl:ObjectProperty> 
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Anhang B: Fallstudie 
In der Fallstudie werden Anwendungsfälle (Use Cases) repräsentiert, die typisch für In-
formationssysteme in Banken sind. Hierzu gehören: Anlegen von Kunden, Eröffnen von 
Konten, Vornehmen von Überweisungen und Erhöhung von Zinssätzen. Sämtliche der 
Anwendungsfälle werden durch prozedurale Transitionen modelliert. Darüber hinaus 
existieren in dem Ontologie-Netz (vgl. Abbildung 39) zwei deklarative Transitionen. 
Mit einer Integritätstransition, die durch Transformation aus einer Inferenzregel aus der 
zugrunde gelegten Ontologie konstruiert wurde, wird überprüft, ob die Angaben zu ei-
nerseits Konten und andererseits zu Kunden zulässig sind. Sie sind dann unzulässig, 
wenn mindestens in der Stelle, durch die Wissen über Konten repräsentiert wird, ein 
Konto einem Kunden zugeordnet ist, in dessen Kontenmenge das entsprechende Konto 
nicht vorkommt. Darüber hinaus wird durch eine Inferenztransition eine solche Ge-
schäftsregel umgesetzt, derzufolge allen Kunden ein Kreditangebot unterbreitet wird, 
wenn sie 80% ihres Dispositionskredits ausgeschöpft haben. 
In der zu Grunde gelegten Ontologie wird zwischen Giro- und Kreditkonten als Sub-
konzepten des Konzepts Konto unterschieden. Sämtliches Wissen über Konten wird 
gemeinsam auf einer Stelle (Konten) vorgehalten. Durch filternde Kantenannotation 
wird gewährleistet, dass für Anwendungsfälle keine Konten verwendet werden dürfen, 
für deren Art der Anwenungsfall unzulässig ist. Beispielsweise wird durch die Fluss-
kante, die die Stelle Konten mit der Transition Überweisung verbindet, gewährleistet, 
dass keine Überweisungen von Girokonten zu Kreditkonten oder zu Konten im Allge-
meinen erfolgen. Dies liegt daran, dass die Variabe GTO aus der Kantenannotation nur 
mit Termen zum Konzept Girokonto substituiert werden kann. Die Variable KTO kann 
hingegen mit Termen zum Konzept Konto und somit auch mit allen Termen zu den 
Konzepten Girokonto und Kreditkonto substituiert werden. Darüber hinaus ist es Kun-
den aus dem Fallbeispiel erlaubt, mehrere Konten beliebiger Art gleichzeitig oder auch 
keines zu führen. Dies wird dadurch umgesetzt, dass die letzte Argumentstelle des Rela-
tionssysmbols Kundendaten mit dem mengenwertigen Term MEN(Konto) typisiert ist. 
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Abbildung 39: Visueller Graph zum Ontologie-Netz aus der Fallstudie 
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SPEZOS 
 SIGOS 
// Einwertigen Konzepte // 
  KEW:   F,⊥, 
      Konto, Girokonto, Kreditkonto, 
      Kunde, Alter, 
      Saldo, Betrag, Dispo, Zinssatz, 
      Schranke_EW, 
      Schranke_MW, 
      Schranke_EW_Domaenenkonzept, 
      Schranke_MW_Domaenenkonzept, 
      Schranke_EW_Datenkonzept, 
      Schranke_MW_Datenkonzept, 
      Real, Realpos, Realneg, 
      Integer, IntegerPOS; 
// Mengenwertiger Konzepte // 
  KMW:   MEN(Konto); 
// Subkonzeptrelation // 
  :    Girokonto   Konto, 
      Kreditkonto   Konto, 
      Saldo    Real 
      Betrag    Real 
      Dispo    Realneg, 
      Zinssatz   Realpos 
      Adresse   String 
      IntegerPOS   Integer 
      Alter    IntegerPOS 
      Realneg   Real 
      (Realpos    Real 
      Integerpos   Realpos 
      Schranke_EW_Domaenenkonzept   Schranke_EW 
      Schranke_EW_Datenkonzepte   Schranke_EW 
      Schranke_MW_Domaenenkonzept  Schranke_MW 
      Schranke_MW_Datenkonzept   Schranke_MW 
// Inkompatibilitätsrelation // 
  p:    Girokonto p Kreditkonto; 
Anhang 425 
 
// Operationssymbole // 
  OPS:   Multip : Real Real   → Real 
      Div:  Real RealPOS  → Real 
      Subt:  Real Real   → Real 
      Union: Schranke_MW Schranke_MW → Schranke_MW  
      Card:  Schranke_MW      → Integer; 
// Kostantensymbole – Werden benötigt, um die Grundttermtupel zur Annotation von Stellen im 
Ontologie-Netz zu konstruieren // 
   KONFSIGOS 
    KONKreditkonto  ={ Gkto1,Gkto2,....,Gkto|KONGirokonto|} 
    KONKreditkonto  ={ Kkto1,Kkto2,....,Kkto|KONKreditkonto|} 
    KONKunde   ={ Knd1,Knd2,.....,Knd|KONKunde|} 
    KONAdresse  ={ Adr1,Adr2,....,Adr|KONAdresse|} 
    KONMEN(Konto) ={ Kto_Men1,Kto_Men2,...,Kto_Men|KONMEN(Konto)|,NIL} 
    KONSaldo   ={ Sld1,Sld2,....,Sld[KONSaldo|} 
    KONDispo   ={ Dsp1,Dsp2,...,Dsp|KONDispo|} 
    KONZinssatz  ={ Zns1,Zns2,....,Zns|KONZinssatz|} 
    KONAlter   ={ Altr1,Altr2,....,Altr|KONAlter|} 
    KONReal   ={ 0.00,.....,1000000.00}; 
// Reelle Zahlen werden in der Signatur SIGOS und in der statischen SIGOS-Struktur ASIGST gleich 
bezeichnet// 
  RS 
   RSST:  Equal:      F F → F 
      Element_of:    Schranke_EW Schranke_MW; 
   RSDY:  Kundendaten:   Kunde Alter Adresse MEN(Konto) 
      Kontendaten:    Konto Kunde Saldo Dispo Zinssatz   
      Kreditangebotsdaten: Kunde Betrag; 
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// Variablen – Werden benötigt, um die Informations- und Flusskanten aus dem Ontologie-Netz zu 
annotieren // 
 VARFSIGOS 
   VARKonto   ={ KTO}, 
   VARGirokonto  ={ GKTO}, 
   VARSaldo    ={ SLD,SLD1NEU,SLD1ALT,SLD2NEU,SLD2ALT,SLDNEU,SLDALT}, 
   VARKunde   ={ KND,KND1,KND2}, 
   VARDispo   ={ DSP,DSP1,DSP2}, 
   VARZinssatz  ={ ZNS,ZNSALT,ZNSNEU,ZNS1,ZNS2}, 
   VARBetrag   ={ BTR}, 
   VARMEN(Konto) ={ KTO_MEN,KTO_MENALT, KTO_MENNEU}; 
   VARAlter   ={ ALTR}; 
// Inferenzregeln // 
 INFSIGOS 
  INF:   ∀ KND, ALT, ADR, KTO_MEN, KTO, SLD, DSP, ZNS: 
      Kundendaten(KND,ALT,ADR,KTO_MEN) ∧  
      Element_Of(GKTO,KTO_MEN) 
      Kontendaten(GKTO,KND,SLD,DSP,ZNS) ∧ 
      Greater_Or_Equal(ALT,18) ∧ 
      Greater_Or_Equal(Div(SLD,DSP),0.8) 
      → Kreditangebotsdaten(KND,Multip(DSP,2)); 
// Integritätsregeln // 
 INTSIGOS 
  INT:   ∀ KND, ALT, ADR, KTO_MEN, KTO, SLD, DSP, ZNS: 
      Kundendaten(KND,ALT,ADR,KTO_MEN) ∧ 
      Kontendaten(KTO,KND,SLD,DSP,ZNS) 
      → Element_of(KTO,KTO_MEN); 
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//  deutsche Bezeichnungen // 
bezf 
  bezger:   Konto    → {Konto, Bankkonto, Kontobuch} 
      Girokonto  →{Girokonto} 
      Kreditkonto →{Kreditkonto} 
      Kunde   →{Kunde, Klient, Mandant} 
      Alter   →{Alter} 
      Saldo   →{Saldo} 
      Dispo   →{Dispo} 
      Kundendaten →{Kundendaten} 
      Kontendaten →{Kontendaten} 
      Kreditangebot→{Kreditangebot}; 
//  englische Bezeichnungen // 
  bezeng  ={ Konto    → {account} 
      Girokonto  →{current-account} 
      Kreditkonto →{charge-account} 
      Kunde   →{customer,client} 
      Alter   →{age} 
      Saldo   →{balance} 
      Dispo   →{overdraft-facility} 
      Kundendaten →{customer data} 
      Kontendaten →{account data} 
      Kreditangebot→{charge data}; 
// deutsche Definitionen // 
 defger:    Konto    →  kundenbezogener Datensatz zu Guthaben und 
           kurz- oder langfristigen Verbindlichkeiten 
      Girokonto  → kundenbezogener Datensatz zu Guthaben oder 
           kurzfristigen Verbindlichkeiten 
      Kreditkonto → kundenbezogener Datensatz zu langfristigen 
           Verbindlichkeiten 
      INF   → Kunden, die mindestens 80% ihres Dispos 
           ausgeschöpft haben, muss ein Kreditangebot 
           vorgelegt werden 
      INT   → Konten die zwar einem Kunden zugeordnet 
           sind, aber nicht in deren Kontenmenge 
           vorkommen, sind unzulässig); 
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// englische Definitionen // 
 defeng:    Konto    →  customer-specific data record on assets and 
           short- or long-term courtesies 
      Girokonto  → customer-specific data record on assets and 
           short-term courtesies 
      Kreditkonto → customer-specific data record on assets and 
           long-term courtesies 
      INF   → customers, who exhaust at least 80% of their 
           overdraft-facilty,have to be offered a 
           credit 
      INT   → account assigned to customers without 
           incidencing in the account-set of the 
           customer are inadmissible; 
// Ontologie-Netz // 
ON 
// Stellen // 
ST :    Konten, Kunden, Kreditangebote; 
// Stellenannotation  // 
ANST:    Konten    → Kontendaten 
     Kunden   → Kundendaten 
     Kreditangebote  → Kreditangebotsdaten; 
// Transitionen // 
TR 
// deklarative Transitionen  // 
 TRDEKL 
  TRINT  Konten-Kunden-Integrität 
  TRINF  Kredit_anbieten; 
// prozedurale Transitionen // 
 TRPROZ  Überweisung, Zinssatzerhöhung, Kunde_anlegen, Konto_eröffnen, Auszahlung; 
// Transitionszuordnungsfunktionen // 
 transINF  INF → Kredit_anbieten; 
 transINT  INT → Konten-Kunden-Integrität; 
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// Transitionsannotation // 
ANTR:    Konten-Kunden-Integrität  → ¬Element_Of(KTO,KTO_MEN) 
     Kredit_anbieten    → Element_Of(KTO,KTO_MEN) ∧ 
              ¬Greater_or_Equal(ALT,18) ∧ 
              Equal(Div(SLD,DSP),0.8)) 
     Überweisung     → Equal(SLD1NEU,(Subt(SLD1ALT,SUM))) ∧ 
              Equal(SLD2NEU,(ADD(SLD2ALT,SUM)))) 
     Zinssatzerhöhung   → Greater_Or_Equal(SLD,10.000) ∧ 
              Equal(ZNSALT,0.2) ∧ EQUAL(ZNSNEU,0.3)) 
     Kunde_anlegen    → w 
     Konto_eröffnen    → Equal (KTO_MENNEU,          
                Union(KTO_MENALT,KTO_MEN)) ∧ 
              Element_Of(KTO,KTO_MEN) ∧ 
              ¬Element_Of(KTO,KTO_MENALT) ∧ 
              Equal(Card(KTO_MEN),1) 
     Auszahlung     → Greater_or_Equal(Subt(SLDALT,BTR),DSP) ∧ 
              Equal(SLDNEU,(SUBT(SLDALT,BTR))) 
// Flussrelation // 
FR:    (Kredit_anbieten,Kreditangebote) 
     (Konten,Überweisung) 
     (Überweisung,Konten) 
     (Konten,Zinssatzerhöhung) 
     (Zinssatzerhöhung,Konten) 
     (Konto_eröffnen,Konten) 
     (Kunden,Konto_eröffnen) 
     (Konto_eröffnen,Kunden) 
     (Kunde_anlegen,Kunden); 
// allgemeine Flusskantenannotation // 
ANFR:     ((Kredit_anbieten,Kreditangebote), 
     <KND,Multip(DSP,2)>), 
     ((Konten,Überweisung), 
     <GKTO,KND1,SLD1ALT,DSP1,ZNS1> +<KTO,KND2,SLD2ALT,DSP2,ZNS2>), 
     ((Überweisung,Konten), 
     <GKTO,KND1,SLD1NEU,DSP1,ZNS1> +<KTO,KND2,SLD2NEU,DSP2,ZNS2>), 
     ((Konten,Zinssatzerhöhung), 
     <GKTO,KND,SLD,DSP,ZNSALT>), 
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     ((Zinssatzerhöhung,Konten), 
     <GKTO,KND,SLD,DSP,ZNSNEU>), 
     ((Konto_eröffnen,Konten), 
     <KTO,KND,SLD,DSP,ZNS>), 
     ((Kunden,Konto_eröffnen), 
     <KND,ALT,ADR,KTO_MENALT>), 
     ((Konto_eröffnen,Kunden), 
     <KND,ALT,ADR,KTO_MENNEU>), 
     ((Kunde_anlegen,Kunden)} 
     <KND,ALT,ADR,NIL>)}; 
// Informationsrelation // 
IR:     (Konten,Konten-Kunden_Integrität), 
     (Kunden,Konten-Kunden_Integrität), 
     (Konten,Kredit_anbieten), 
     (Kunden,Kredit_anbieten)}; 
// Informationskantenannotation // 
ANIR   ={ (Kunden, Konten-Kunden_Integrität), 
     <KND,ALT,ADR,KTO_MEN>), 
     (Konten, Konten-Kunden_Integrität), 
     <KTO,KND,SLD,DSP,ZNS>), 
     (Konten, Kredit_anbieten), 
     <GKTO,KND,SLD,DSP,ZNS>), 
     (Kunden, Kredit_anbieten) 
     <KND,ALT,ADR,KTO_MEN>)}; 
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// Support  // 
ASIGST 
 OBFOS 
  OBKunde  ={ a_mueller, w_meier, s_schulze,.....} 
  OBGiroKonto ={ 0075417328, 0037458136, 0023321246,.....} 
  OBKreditkonto ={ 0083645173,....} 
  OBKonto  = OBGirokonto ∪ OBKreditkonto 
  OBInteger  = Z 
  OBIntegerpos  = Z+ 
  OBReal   = R 
  OBRealneg  = R- 
  OBRealpos  = R+ 
  OBDispo  = [-10000,....,0] 
  OBZinssatz  = [0.0,.....,0.5] 
  OBAlter   = [0,....,120] 
  OBSaldo  = [-200.000,.....,10000000] 
  OBAdresse  = OBString 
  OBMEN(Konto) = pot(OBKonto) 
 OPF 
  multip   :  OBREAL × OBREAL → OBREAL, 
       multip(ob1,ob2)=ob1*ob2; 
  div    : OBREAL × OBREALPOS → OBREAL, 
       div(ob1,ob2)=ob1/ob2; 
  add   : OBREAL × OBREAL → OBREAL, 
       multip(ob1,ob2)=ob1+ob2; 
  subs   : OBREAL × OBREAL → OBREAL, 
       multip(ob1,ob2)=ob1-ob2; 
  union   : OB Schranke_MW × OBSchranke_MW → OBSchranke_MW, 
       union(ob1,ob2)=ob1 ∪ ob2; 
  card   : OBSchranke_MW → OBIntegerpos 
       card(ob) = |ob|. 
   
 RFST 
  equal:   = OBT × OBT → OBT, 
       equal={(ob1,ob2) | (ob1=ob2); 
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  element_of: = OBSchranke_EW × OBSchranke_MW, 
       element_of{(ob1,ob2) | ob1∈ob2}. 
// Extensionale Interpretation der Konstantensymbole aus SIGOS // 
IOPS 
  Eins  →1 
  Knd1   → a_mueller 
  Knd2   → w_meier 
  Knd3   → s_schulze 
  .... 
  Gkto1  → 0075417328 
  Gkto2  → 0037458136 
  Gkto3  → 0023321246 
  Kkto1  → 0083645173 
  .... 
  Adr1   → „Schadowstr. 41, 45141 Essen“ 
  Adr2  → „Obergath 5, 45147 Essen“ 
  Adr3  → „Langenbeckstr. 73, 45141 Essen“ 
  .... 
Anhang 433 
 
  Kto_Men1 → {0075417328} 
  Kto_Men2 → {0023321246,0083645173} 
  Kto_Men3 → {0037458136} 
  .... 
  Sld1  → -900 
  Sld2  → 0 
  Sld3  → 12000 
  Sld3  → 200 
  .... 
  Dsp1  → -1000 
  Dsp2  → -22000 
  Dsp3  → -2000  
  Dsp3  → -1000  
  .... 
  Zns1  → 0.2 
  Zns2  → 0.4 
  .... 
  Altr1  → 21 
  Altr2  → 32 
  Altr3  → 45; 
// Stellenbezogene Anfangsmarkierungen – Werden mit Grundtermtupeln konstruiert. Für die 
Konstruktion der Grundtermtupel werden die Konstantentsymbole aus SIGOS verwendet // 
M0 
  Konten   →  <Gkto1,Knd1,Sld1,Dsp1,Zns1> 
        +<Kkto1,Knd2,Sld2,Dsp2,Zns2> 
        +<Gkto2,Knd3,Sld3,Dsp3,Zns1> 
        +<Gkto3,Knd2,Sld4,Dsp4,Zns1>; 
  Kunden   → <Knd1,Altr1,Adr1,Kto_Men1> 
        +<Knd2,Altr2,Adr2,Kto_Men2> 
        +<Knd3,Altr3,Adr3,Kto_Men3>; 
  Kreditangebote → λ. 
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// Auswertungen der ontologischen Grundtermtupel, mit denen die Stellen in M0 markiert sind. „“ 
Iw(M0(Konten)) = (0075417328,a_mueller,-900,-1000,0.2) 
      +(0083645173,w_meier,0,-22000,0.4) 
      +(0023321246,s_schulze,120000,-2000,0.2) 
      +(0023321246,w_meier,200,-1000,0.2); 
für w = Konto Kunde Saldo Dispo Zinssatz 
Iv(M0(Kunde)  = (a_mueller,21,„Schadowstr. 41, 45141 Essen“,{0075417328}) 
      +(w_meier,32,„Obergath 5, 45147 Essen“,{0023321246,0083645173}) 
      +(s_schulze,45,„Langenbeckstr. 73, 45141 Essen“,{0037458136}); 
für v = Kunde Alter Adresse MEN(Konto) 
Ih(M0(Kreditangebote) = ∅M, 
für h = Kunde Betrag. 
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