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Abstract. We use the method of mutual interlacing to prove two conjectures on the real-
rootedness of Eulerian-like polynomials: Brenti’s conjecture on q-Eulerian polynomials
for Weyl groups of type D, and Dilks, Petersen, and Stembridge’s conjecture on affine
Eulerian polynomials for irreducible finite Weyl groups.
For the former, we obtain a refinement of Brenti’s q-Eulerian polynomials of type D,
and then show that these refined Eulerian polynomials satisfy certain recurrence relation.
By using the Routh–Hurwitz theory and the recurrence relation, we prove that these
polynomials form a mutually interlacing sequence for any positive q, and hence prove
Brenti’s conjecture. For q = 1, our result reduces to the real-rootedness of the Eulerian
polynomials of type D, which were originally conjectured by Brenti and recently proved
by Savage and Visontai.
For the latter, we introduce a family of polynomials based on Savage and Visontai’s
refinement of Eulerian polynomials of typeD. We show that these new polynomials satisfy
the same recurrence relation as Savage and Visontai’s refined Eulerian polynomials. As a
result, we get the real-rootedness of the affine Eulerian polynomials of type D. Combining
the previous results for other types, we completely prove Dilks, Petersen, and Stembridge’s
conjecture, which states that, for every irreducible finite Weyl group, the affine descent
polynomial has only real zeros.
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1 Introduction
Let Sn denote the set of permutations of [n] = {1, 2, . . . , n}. For σ = (σ1, σ2, . . . , σn) ∈
Sn, let
Desσ = {i ∈ [n− 1] : σi > σi+1}
denote the set of descents of σ, and let des σ = |Desσ|. The Eulerian polynomials Sn(x)
are usually defined as the descent generating function over Sn, namely,
Sn(x) =
∑
σ∈Sn
xdes(σ). (1)
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These polynomials are not only of interest in combinatorics, but also of significance in
geometry. For example, the coefficients of Eulerian polynomials can be interpreted as the
h-vector of the Coxeter complex of type A, or as the even Betti numbers of certain toric
varieties, see [12, 22, 24].
There are many interesting generalizations of Eulerian polynomials, see [6, 11, 21, 27]
and references therein. In this paper, we focus on two families of Eulerian-like polynomials,
which are Brenti’s q-analogue of Eulerian polynomials for finite Coxeter groups [6] and
Dilks, Petersen, and Stembridge’s affine Eulerian polynomials for irreducible finite Weyl
groups [11]. It is well known that the classical Eulerian polynomials have only real zeros.
By the Newton inequality, if a polynomial
f(x) = a0 + a1x+ · · ·+ anx
n
has only nonpositive zeros, then its coefficients must be log-concave, namely,
a2i ≥ ai+1ai−1, for 1 ≤ i ≤ n− 1.
Therefore, the polynomial f(x) is also unimodal, namely, there exists some k such that
a0 ≤ · · · ≤ ak−1 ≤ ak ≥ ak+1 ≥ · · · ≥ an.
Thus, the Eulerian polynomials Sn(x) are log-concave and unimodal. Many sequences
and polynomials appearing in combinatorics, algebra and geometry turn out to be log-
concave or unimodal, see [4, 5, 23]. A natural problem is to study whether the Eulerian-like
polynomials are unimodal, log-concave, or even real-rooted. Brenti [6] obtained the real-
rootedness of the q-Eulerian polynomials of type B for any positive q, and conjectured that
it is also true for type D. Dilks, Petersen, and Stembridge [11] showed that the affine
Eulerian polynomials for irreducible finite Weyl groups have symmetric and unimodal
coefficients, and conjectured these polynomials are real-rooted. The main objective of
this paper is to prove Brenti’s conjecture on the real-rootedness of q-Eulerian polynomials
and Dilks, Petersen, and Stembridge’s conjecture on the real-rootedness of affine Eulerian
polynomials.
Let us first give an overview of Brenti’s conjecture and Dilks, Petersen, and Stem-
bridge’s conjecture. We assume that the reader is familiar with Coxeter groups and root
systems, see [1, 16]. Let W be a finite Coxeter group generated by s1, s2, . . . , sn. The
length of each σ ∈ W is defined as the number of generators in one of its reduced expres-
sions, denoted ℓ(σ). We say that i is a descent of σ if ℓ(σsi) < ℓ(σ). Let Desσ denote
the descent set of σ, and let desσ = |Desσ| denote the descent number. The descent
polynomial for a finite Coxeter group W is defined by
W (x) =
∑
σ∈W
xdes σ .
In a geometric context, this polynomial is also the h-polynomial of the Coxeter complex
of W , for more information see [25, 26].
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Brenti [6] first studied the problem of whetherW (x) has only real zeros for any general
finite Coxeter group. By a simple argument, he showed that it is enough to check the
real-rootedness of W (x) for irreducible finite Coxeter groups. If W is a Coxeter group of
type An (or Bn, Dn, . . .), by abuse of notation, we shall write the corresponding descent
polynomials as An(x) (resp. Bn(x), Dn(x), . . .) instead of W (x). For the exceptional
groups, one can directly verify the truth by using a computer. The real-rootedness of
An(x) is also obvious, since it is the Eulerian polynomial Sn+1(x) as defined in (1).
To prove the real-rootedness of Bn(x), Brenti [6] gave a combinatorial interpretation
of descents in the following manner. First, regard the Coxeter group Bn as the set
of signed permutations of the set [n], i.e., each element σ ∈ Bn is a permutation of
{−n, . . . ,−1, 1, . . . , n} satisfying σ(−i) = −σ(i) for 1 ≤ i ≤ n. Then write σ in one-
line notation (σ1, σ2, . . . , σn), where σi = σ(i). Let neg σ be the negative numbers in
(σ1, σ2, . . . , σn), and let desB σ = |DesB σ|, where
DesB σ = {0 : if σ1 < 0} ∪ {i ∈ [n− 1] : σi > σi+1}.
Brenti introduced the following q-analogue of Bn(x):
Bn(x; q) =
∑
σ∈Bn
qneg σxdesBσ, (2)
which reduces to Bn(x) when q = 1. Brenti proved that, for any q ≥ 0, the polynomial
Bn(x; q) has only real zeros, and thus established the real-rootedness of Bn(x).
The real-rootedness conjecture of Dn(x) has resisted all efforts until recently. Analo-
gous to the case of type Bn, Brenti gave a combinatorial interpretation of Dn(x) as certain
generating function over the set of even signed permutations of [n]. Given an even signed
permutation σ with one-line notation (σ1, σ2, . . . , σn), let negD σ be the negative numbers
in (σ2, . . . , σn), and let desD σ = |DesD σ|, where
DesD σ = {0 : if σ1 + σ2 < 0} ∪ {i ∈ [n− 1] : σi > σi+1}.
Brenti introduced the following q-analogue of Dn(x),
Dn(x; q) =
∑
σ∈Dn
qnegD σxdesDσ, (3)
which reduces to An−1(x) when q = 0. Brenti made the following conjecture.
Conjecture 1.1 ([6]). For any positive q, the polynomial Dn(x; q) has only real zeros.
Note that, when q = 1, the polynomial Dn(x; q) reduces to Dn(x). For this case,
Savage and Visontai [21] gave a novel proof of the above conjecture by using the theory of
s-inversion sequences. Recall that, given a sequence s = (s1, s2, . . .) of positive integers, an
n-dimensional s-inversion sequence is a sequence e = (e1, . . . , en) ∈ N
n such that ei < si
for each 1 ≤ i ≤ n. Denote the set of n-dimensional s-inversion sequences by I
(s)
n . For
3
s = (2, 4, 6, . . . ), Savage and Visontai introduced a statistic ascD on inversion sequences
e = (e1, . . . , en) ∈ I
(s)
n , which counts the number of type D ascents given by
AscD e = {i ∈ [n− 1] :
ei
i
<
ei+1
i+ 1
} ∪ {0 : if e1 + e2/2 ≥ 3/2}. (4)
In this way, the polynomial Dn(x) can be interpreted as the generating function of the
statistic ascD over I
(2,4,6,... )
n , precisely,
2Dn(x) =
∑
e∈I
(2,4,6,... )
n
xascD e.
Let Tn(x) = 2Dn(x). Clearly, Tn(x) is real-rooted if and only if Dn(x) is real-rooted. To
prove the real-rootedness of Tn(x), Savage and Visontai introduced the following refine-
ment of Tn(x):
Tn,i(x) =
∑
e∈I
(2,4,6,... )
n
χ(en = i) x
ascD e , (5)
where χ(ϕ) is 1 if the statement ϕ is true and 0 otherwise. Note that
Tn(x) =
2n−1∑
i=0
Tn,i(x).
They showed that, for any n ≥ 3 and 0 ≤ i ≤ 2n − 1, these refined polynomials satisfy
the following simple recurrence relation:
Tn,i(x) = x
⌈
n−1
n
i
⌉
−1∑
j=0
Tn−1,j(x) +
2n−3∑
j=
⌈
n−1
n
i
⌉Tn−1,j(x), (6)
where ⌈t⌉ represents the smallest integer larger than or equal to t. By using the the-
ory of compatible polynomials developed by Chudnovsky and Seymour [10], Savage and
Visontai inductively proved that the polynomials satisfying such recurrence relations are
compatible, and hereby obtained the real-rootedness of Tn(x). The basis of their induc-
tion is n = 4, which can be verified by numerical analysis with the aid of a computer. As
a result, Savage and Visontai proved the following result, a long-standing conjecture of
Brenti.
Theorem 1.2 ([21, Theorem 3.15]). For any finite Coxeter group W , the descent poly-
nomial W (x) has only real zeros.
Dilks, Petersen, and Stembridge [11] proposed a companion conjecture to Brenti’s con-
jecture, which is concerned with the real-rootedness of certain affine descent polynomials
for irreducible finite Weyl groups. Suppose that W is an irreducible finite Weyl group
4
generated by {s1, s2, . . . , sn}. Let s0 be the reflection corresponding to the highest root.
For each σ ∈ W , we say that i is an affine descent of σ if either i ∈ Des σ for 1 ≤ i ≤ n,
or i = 0 and ℓ(σs0) > ℓ(σ). Let D˜esσ denote the set of affine descents of σ, and let
d˜es σ = |D˜esσ|. It is worth mentioning that the affine descents were first introduced by
Cellini [7] for finite Weyl groups, for further developments see [8, 9, 14, 18, 19]. Analogous
to the definition of W (x), the affine descent polynomial of W is defined as
W˜ (x) =
∑
σ∈W
xd˜es σ,
which is called the affine Eulerian polynomial by Dilks, Petersen, and Stembridge. They
obtained many interesting properties of W˜ (x), such as a connection with the h-polynomial
of the reduced Steinberg torus. They also showed that the affine Eulerian polynomials
have unimodal coefficients. Furthermore, Dilks, Petersen, and Stembridge proposed the
following conjecture.
Conjecture 1.3 ([11, Conjecture 4.1]). For any irreducible finite Weyl group W , the
affine Eulerian polynomial W˜ (x) has only real zeros.
Dilks, Petersen, and Stembridge [11] remarked that the affine Eulerian polynomials
A˜n(x) and C˜n(x) are both multiples of the classical Eulerian polynomial Sn(x) and hence
the above conjecture is true for the groups of type A and C, see also [14, 19]. For the ex-
ceptional groups, the conjecture can be directly verified. Dilks, Petersen, and Stembridge
[11] left the type B and type D cases open. Savage and Visontai’s novel approach to
Brenti’s conjecture also enables them to settle the above conjecture for the groups of type
B. To be precise, Savage and Visontai [21] showed that the affine Eulerian polynomials
B˜n(x) is equal to Tn+1,n+1(x) as defined by (5), and derived the real-rootedness of B˜n(x)
from that of Tn+1,i(x). This relation is obtained based on the following combinatorial
interpretation of type B affine descents:
D˜esB σ = DesB σ ∪ {n : if σn−1 + σn > 0}.
There exists a similar combinatorial interpretation of type D affine descents as follows:
D˜esD σ = DesD σ ∪ {n : if σn−1 + σn > 0}.
However, the real-rootedness conjecture of D˜n(x) still remains open.
In this paper, we completely solve Conjectures 1.1 and 1.3. Motivated by Savage and
Visontai’s proof of the real-rootedness of Dn(x), we are aimed at finding two families of
polynomials, which not only constitute Dn(x; q) and D˜n(x) respectively, but also satisfy
similar recurrence relations to those of Tn,i(x). Based on these recurrences, we shall show
that the interlacing property holds for these polynomials, from which we can derive the
real-rootedness of Dn(x; q) and D˜n(x).
For the q-Eulerian polynomial Dn(x; q), we find a refinement Tn,i(x; q) as given in
Section 3. But, due to the additional parameter q, we can not check the compatibility
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of Tn,i(x; q) for small n via a direct numerical analysis as done by Savage and Visontai
for proving the compatibility of Tn,i(x). To overcome this difficulty, we turn to check
the interlacing property of Tn,i(x; q) since all these polynomials have nonnegative coeffi-
cients. By the Hermite–Biehler theorem, the problem is further transformed to testing
the stability of some polynomials associated with Tn,i(x; q), which can be done by using
the Routh–Hurwitz stability criterion.
For the affine Eulerian polynomial D˜n(x), it is also hoped that there exists a refinement
satisfying a recurrence relation like (6). Based on the combinatorial interpretation of
type D affine descents, Savage and Visontai [21] gave an expression of the affine Eulerian
polynomial D˜n(x) in terms of the ascent statistic over inversion sequences. With this
expression, it is natural to define a refinement of D˜n(x) as done for Dn(x). Unfortunately,
for such refined polynomials there does not exist a recurrence relation as that of Tn,i(x).
We construct a family of polynomials based on these refined polynomials, and show that
these polynomials satisfy the same recurrence relation as Tn,i(x). Then we prove the
interlacing property of these polynomials, from which we derive the real-rootedness of
D˜n(x).
This paper is organized as follow. In Section 2, we give an overview of Savage and
Visontai’s general theorem on transformations preserving real-rootedness, which is the key
tool for our proofs of Brenti’s conjecture and Dilks, Petersen, and Stembridge’s conjecture.
In Section 3, we give a refinement of D˜n(x; q) and present a proof of Conjecture 1.1. In
Section 4, we define a new family of polynomials concerning D˜n(x) and prove the real-
rootedness of D˜n(x), and hence confirm Conjecture 1.3. At the end of this paper, we
give a new proof of an equality on B˜n(x), D˜n(x) and Dn−1(x) due to Dilks, Petersen, and
Stembridge [11].
2 Transformations preserving real-rootedness
The aim of this section is to give an overview of Savage and Visontai’s theorem on trans-
formations preserving real-rootedness. This theorem not only plays an important role in
their study of the real-rootedness of various Eulerian polynomials, but also is critical for
our proofs of Conjectures 1.1 and 1.3. Due to its significance, we also present another
proof of this result when all the polynomials involved have only nonnegative coefficients.
Finally, we note a unified theorem of Fisk, of which the above two theorems can be treated
as corollaries.
Savage and Visontai’s theorem was originally stated in languages of compatible poly-
nomials. Let us first introduce some related concepts. Suppose that f1(x), . . . , fm(x) are
polynomials with real coefficients. These polynomials are said to be compatible if, for any
nonnegative numbers c1, . . . , cm, the polynomial
c1f1(x) + c2f2(x) + · · ·+ cmfm(x)
has only real zeros, and they are said to be pairwise compatible if, for all 1 ≤ i <
6
j ≤ m, the polynomials fi(x) and fj(x) are compatible. These concepts are defined
by Chudnovsky and Seymour [10] in their study of the real-rootedness of independence
polynomials of claw-free graphs. The following remarkable lemma shows that how the
two concepts are related.
Lemma 2.1 ([10, 2.2]). The polynomials f1(x), . . . , fm(x) with positive leading coefficients
are pairwise compatible if and only if they are compatible.
Savage and Visontai’s theorem is concerned with the following transformation: Given a
sequence of polynomials (f1(x), . . . , fm(x)) with real coefficients, define another sequence
of polynomials (g1(x), . . . , gm′(x)) by the equations
gk(x) =
tk−1∑
ℓ=1
xfℓ(x) +
m∑
ℓ=tk
fℓ(x), for 1 ≤ k ≤ m
′, (7)
where 1 ≤ t1 ≤ . . . ≤ tm′ ≤ m + 1. Savage and Visontai obtained the following useful
result.
Theorem 2.2 ([21, Theorem 2.3]). Given a sequence of real polynomials f1(x), . . . , fm(x)
with positive leading coefficients, let g1(x), . . . , gm′(x) be defined as in (7). If, for all
1 ≤ i < j ≤ m,
(1) fi(x) and fj(x) are compatible, and
(2) xfi(x) and fj(x) are compatible,
then, for all 1 ≤ i < j ≤ m′,
(1’) gi(x) and gj(x) are compatible, and
(2’) xgi(x) and gj(x) are compatible.
As pointed out by Savage and Visontai, the description of the above theorem can be
simplified by using the notion of interlacing if the polynomials f1(x), . . . , fm(x) have only
nonnegative coefficients. Given two real-rooted polynomials f(x) and g(x) with positive
leading coefficients, let {ui} be the set of zeros of f(x) and {vj} the set of zeros of g(x).
We say that g(x) interlaces f(x), denoted g(x)  f(x), if either deg f(x) = deg g(x) = n
and
vn ≤ un ≤ vn−1 ≤ · · · ≤ v2 ≤ u2 ≤ v1 ≤ u1, (8)
or deg f(x) = deg g(x) + 1 = n and
un ≤ vn−1 ≤ · · · ≤ v2 ≤ u2 ≤ v1 ≤ u1. (9)
7
If all inequalities in (8) or (9) are strict, then we say that g(x) strictly interlaces f(x),
denoted g(x) ≺ f(x). Parallel to the concept of pairwise compatibility, we say that a
sequence of real polynomials (f1(x), . . . , fm(x)) with positive leading coefficients is mutu-
ally interlacing if fi(x)  fj(x) for all 1 ≤ i < j ≤ m. As far as we know, this definition
was first introduced by Fisk [13]. It should be mentioned that the notations of interlacing
and mutual interlacing adopted in this paper are a little different from Fisk’s. Interlacing
of two polynomials is closely related to compatibility in the sense of the following, due to
Wagner [29].
Theorem 2.3 ([29, Lemma 3.4]). Suppose that f(x) and g(x) are two polynomials with
nonnegative coefficients. Then the following statements are equivalent:
(1) f(x) interlaces g(x);
(2) f(x) and g(x) are compatible, and xf(x) and g(x) are compatible.
With the above theorem, we now give an alternative description of Theorem 2.2 when
all the polynomials involved have only nonnegative coefficients.
Theorem 2.4 ([21, Theorem 2.4]). Given a sequence of polynomials (f1(x), . . . , fm(x))
with nonnegative coefficients, let g1(x), . . . , gm′(x) be polynomials defined as in (7). If
(f1(x), . . . , fm(x)) is mutually interlacing, then so is (g1(x), . . . , gm′(x)).
In the following we shall give a new proof of Theorem 2.4 with the notion of interlacing.
It is our feeling that, for polynomials with nonnegative coefficients, it is more convenient
to work with interlacing than with compatibility. Before giving our proof, let us first note
the following useful lemma, and the proof is omitted here.
Lemma 2.5 ([2, Lemma 2.3], [28, Proposition 3.5]). Let g(x) and {fi(x)}
n
i=1 be real-rooted
polynomials with positive leading coefficients, and let F (x) = f1(x) + f2(x) + · · ·+ fn(x).
Then
(1) if fi(x)  g(x) for each 1 ≤ i ≤ n, then F (x) is real-rooted with F (x)  g(x);
(2) if g(x)  fi(x) for each 1 ≤ i ≤ n, then F (x) is real-rooted with g(x)  F (x).
Using the above lemma, we immediately have the following result and the proof is also
omitted here. We would like to point out that it can also be proved by using compatibility.
Lemma 2.6 ([13, Corollary 3.6]). Let (f1(x), f2(x), . . . , fm(x)) be a sequence of poly-
nomials with positive leading coefficients. If it is mutually interlacing, then, for any
1 ≤ i < j ≤ m, the polynomial fi(x) + · · ·+ fj(x) has only real zeros, and moreover,
fi(x)  fi(x) + · · ·+ fj(x)  fj(x).
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We proceed to prove Theorem 2.4.
Proof of Theorem 2.4. We first show that for any 1 ≤ i ≤ m the polynomial gi(x) has
only real zeros. Note that
gi(x) =x
ti−1∑
α=1
fα(x) +
m∑
β=ti
fβ(x).
By the mutual interlacing of (f1(x), . . . , fm(x)), we get
fα(x)  fβ(x)
for any 1 ≤ α ≤ ti − 1 and ti ≤ β ≤ m. Since both fα(x) and fβ(x) are real-rooted
polynomials with nonnegative coefficients, we then have
fβ(x)  xfα(x)
for any 1 ≤ α ≤ ti − 1 and ti ≤ β ≤ m. From (1) of Lemma 2.5 we deduce that
m∑
β=ti
fβ(x)  xfα(x)
for any 1 ≤ α ≤ ti − 1. Further, by (2) of Lemma 2.5, we obtain
m∑
β=ti
fβ(x)  x
ti−1∑
α=1
fα(x).
Again, by (2) of Lemma 2.5, it follows that
m∑
β=ti
fβ(x)  x
ti−1∑
α=1
fα(x) +
m∑
β=ti
fβ(x) = gi(x),
which implies the real-rootedness of gi(x).
Now we can prove the mutual interlacing of (g1(x), g2(x), . . . , gm′(x)). By definition,
it suffices to show that gi(x) interlaces gj(x) for all 1 ≤ i < j ≤ m
′. Without loss of
generality, we may assume that gi(x) 6= gj(x), namely, ti < tj . It is obvious that
gj(x) = x
tj−1∑
α=1
fα(x) +
m∑
β=tj
fβ(x)
= x
ti−1∑
α=1
fα(x) +
m∑
β=ti
fβ(x) + (x− 1)
tj−1∑
γ=ti
fγ(x)
= gi(x) + (x− 1)
tj−1∑
γ=ti
fγ(x).
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By Lemma 2.6, the polynomial
∑tj−1
γ=ti
fγ(x) has only real zeros. To prove gi(x)  gj(x),
by (2) of Lemma 2.5, it suffices to show that
gi(x)  (x− 1)
tj−1∑
γ=ti
fγ(x),
which is equivalent to
tj−1∑
γ=ti
fγ(x)  gi(x) = x
ti−1∑
α=1
fα(x) +
m∑
β=ti
fβ(x).
Again, by (2) of Lemma 2.5, we only need to show that
tj−1∑
γ=ti
fγ(x)  x
ti−1∑
α=1
fα(x) and
tj−1∑
γ=ti
fγ(x) 
m∑
β=ti
fβ(x). (10)
By Lemma 2.6, for any ti ≤ γ < tj , we have
ti−1∑
α=1
fα(x)  fγ(x).
Then, by (2) of Lemma 2.5, it follows that
ti−1∑
α=1
fα(x) 
tj−1∑
γ=ti
fγ(x),
which is equivalent to the first part of (10).
The second part of (10) can be proved along the same line. By Lemma 2.6, for any
tj ≤ β ≤ m, we have
tj−1∑
γ=ti
fγ(x)  fβ(x).
Then, by (2) of Lemma 2.5,
tj−1∑
γ=ti
fγ(x) 
m∑
β=tj
fβ(x),
and hence
tj−1∑
γ=ti
fγ(x) 
tj−1∑
γ=ti
fγ(x) +
m∑
β=tj
fβ(x) =
m∑
γ=ti
fγ(x),
as desired. This completes the proof.
Theorem 2.4 is efficient for proving the mutual interlacing of the refined Eulerian
polynomials satisfying recurrence relations as in (6). However, it is not enough for our
proof of the real-rootedness of the affine Eulerian polynomials of type D. We also need
the following result due to Haglund, Ono, and Wagner.
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Theorem 2.7 ([15, Lemma 8]). Let f1(x), . . . , fm(x) be real-rooted polynomials with non-
negative coefficients, and let a1, . . . , am ≥ 0 and b1, . . . , bm ≥ 0 be such that aibi+1 ≥ biai+1
for all 1 ≤ i ≤ m − 1. If the sequence (f1(x), . . . , fm(x)) is mutually interlacing, then∑m
i=1 aifi(x) interlaces
∑m
i=1 bifi(x).
Savage and Visontai [21] mentioned that Theorem 2.2 together with Theorem 2.3
implies Theorem 2.7. Note that Theorem 2.4 is also implied by Theorems 2.2 and 2.3.
In the following we shall give a unified interpretation of Theorems 2.4 and Theorem 2.7
via Fisk’s theory on matrices preserving mutual interlacing [13]. Following Fisk, we say
that a matrix M = (mi,j) is an NX matrix if its entries are either nonnegative constants
or positive multiples of x. Fisk gave the following criterion to determine whether an NX
matrix preserves the mutually interlacing property.
Theorem 2.8 ([13, Propostion 3.72]). An NX matrix M = (mi,j) preserves mutually in-
terlacing sequences of polynomials with nonnegative coefficients if the following conditions
are satisfied:
(1) All entries that lie in the southwest of a multiple of x are multiples of x.
(2) For any two by two submatrix of M having the form
(
a b
c d
)
or
(
ax bx
cx dx
)
, we have
ad− bc ≥ 0.
(3) For any two by two submatrix of M having the form
(
a b
cx dx
)
or
(
ax b
cx d
)
, we have
ad− bc ≤ 0.
Based on the above theorem, we could have a new look at Theorems 2.4 and 2.7. The
latter could be considered as a special case of Theorem 2.8 with the corresponding NX
matrix given by (
a1 a2 . . . an
b1 b2 . . . bn
)
.
For the former, the corresponding NX matrix is a {1, x}-matrix with its i-th row given
by
(x, x, . . . , x︸ ︷︷ ︸
(ti−1)′s
, 1, 1, . . . , 1︸ ︷︷ ︸
(m−ti+1)′s
).
It is easy to verify that both matrices satisfy the conditions in Theorem 2.8.
3 The q-Eulerian polynomials of type D
In this section we aim to prove the real-rootedness of the q-Eulerian polynomials Dn(x; q)
for any positive q. Brenti [6] noted that the type D statistics negD and desD can be
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extended to all signed permutations, and proved that
(1 + q)Dn(x; q) =
∑
σ∈Bn
qneg σxdesDσ.
Let
Tn(x; q) =
∑
σ∈Bn
qneg σxdesDσ.
It is obvious that Tn(x; q) has only real zeros if and only if Dn(x; q) has only real zeros.
In the following we shall focus on the real-rootedness of Tn(x; q).
To prove that Tn(x; q) has only real zeros for positive q, let us first give a proper re-
finement of Tn(x; q). To this end, we need to interpret Tn(x; q) as the generating functions
of certain statistics over inversion sequences. This could be easily done by using a map
ψ : Bn → I
(2,4,... )
n established by Savage and Visontai [21]. Precisely, a signed permutation
σ = (σ1, . . . , σn) ∈ Bn under ψ is mapped to an inversion sequence (e1, . . . , en) ∈ I
(2,4,... )
n
given by, for 1 ≤ i ≤ n,
ei =
{
ti if σi > 0 ,
2i− ti − 1 if σi < 0,
where ti = |{j ∈ [i− 1] : |σj | > |σi|}| . The map ψ satisfies the following properties.
Lemma 3.1 ([21, Theorem 3.12]). The map ψ : Bn → I
(2,4,... )
n is a bijection satisfying
the following properties:
(1) σi < 0 if and only if ei ≥ i, for any 1 ≤ i ≤ n;
(2) σ1 + σ2 < 0 if and only if e1 +
e2
2
≥ 3
2
;
(3) σi > σi+1 if and only if
ei
i
< ei+1
i+1
for 1 ≤ i ≤ n− 1;
(4) σn−1 + σn > 0 if and only if
en−1
n−1
+ en
n
< n−1
n
.
For an inversion sequence e = (e1, . . . , en) ∈ I
(2,4,... )
n , let
exc e =
n∑
i=1
χ (ei ≥ i) .
By (1) of Lemma 3.1, we see that exc e = negψ−1(e). By (2) and (3) of Lemma 3.1, we
have ascD e = desD ψ
−1(e). The following result is immediate.
Lemma 3.2. For any n ≥ 2, we have
Tn(x; q) =
∑
e∈I
(2,4,... )
n
qexc exascD e.
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Now we can give a refinement of Tn(x; q). Let
Tn,i(x; q) =
∑
e∈I
(2,4,6,... )
n
χ(en = i) q
exc exascD e.
It is clear that
Tn(x; q) =
2n−1∑
i=0
Tn,i(x; q), Tn,i(x; 1) = Tn,i(x).
These polynomials Tn,i(x; q) satisfy the following recurrence relation.
Lemma 3.3. For n ≥ 3 and 0 ≤ i ≤ 2n− 1, we have
Tn,i(x; q) = q
χ(i≥n)
(
x
⌈
n−1
n
i
⌉
−1∑
j=0
Tn−1,j(x; q) +
2n−3∑
j=
⌈
n−1
n
i
⌉Tn−1,j(x; q)
)
, (11)
with the initial conditions that T2,0(x; q) = 1+q, T2,1(x; q) = (1+q)x, T2,2(x; q) = (q+q
2)x,
and T2,3(x; q) = (q + q
2)x2. In particular, Tn,0(x; q) = Tn−1(x; q).
Proof. For the initial values, it is easy to verify. For e = (e1, . . . , en−1, i) ∈ I
(2,4,6,... )
n , it is
clear that
exc e = exc(e1, . . . , en−1) + χ(i ≥ n) .
Moreover, we have that n− 1 ∈ AscD e if and only if
en−1
n− 1
<
i
n
,
that is, en−1 <
n−1
n
i. Taking i = 0 in (11), it is readily to see that
Tn,0(x; q) =
2n−3∑
j=0
Tn−1,j(x; q) = Tn−1(x; q).
This completes the proof.
To show the real-rootedness of Tn(x; q), we further need to prove that the sequence
(Tn,i(x; q))
2n−1
i=0 is mutually interlacing. With the above recurrence relation, it is desirable
to give an induction proof as done by Savage and Vistonai for the polynomials Tn,i(x). For
the basis step of the induction, Savage and Vistonai showed that the sequence (T4,i(x))
7
i=0
is mutually interlacing by numerical calculations. It is hoped that for any positive q
the sequence (T4,i(x; q))
7
i=0 is also mutually interlacing. In fact, this is true, as shown in
Lemma 3.6. However, due to the additional parameter q, we can not directly follow the
way of Savage and Vistonai to verify the interlacing. To fix this, we shall use the Hermite–
Biehler theorem and the Routh–Hurwitz criterion for stability of complex polynomials,
as illustrated below.
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The Hermite–Biehler theorem presents necessary and sufficient conditions for the sta-
bility of a polynomial in terms of certain interlacing conditions. Recall that a complex
polynomial p(z) is said to be Hurwitz stable (respectively, weakly Hurwitz stable) if
p(z) 6= 0 whenever ℜ(z) ≥ 0 (respectively, ℜ(z) > 0), where ℜ(z) denotes the real part of
z. Suppose that p(z) =
∑n
k=0 an−kz
k. Let
pE(z) =
⌊n/2⌋∑
k=0
an−2kz
k and pO(z) =
⌊(n−1)/2⌋∑
k=0
an−1−2kz
k. (12)
The Hermite–Biehler theorem could be stated as follows, which establishes a connection
between the interlacing property between pE(z) and pO(z) and the stability of p(z).
Theorem 3.4 ([3, Theorem 4.1]). Let p(z) be a polynomial with real coefficients, and
let pE(z) and pO(z) be defined as in (12). Suppose that pE(z)pO(z) 6≡ 0. Then p(z) is
Hurwitz stable (resp. weakly Hurwitz stable) if and only if pE(z) and pO(z) have only
negative (resp. nonpositive) zeros, and moreover pO(z) ≺ pE(z) (resp. pO(z)  pE(z)).
Therefore, to prove the mutual interlacing of the sequence (T4,i(x; q))
7
i=0 for positive
q, it suffices to show that the polynomial
zT4,i(z
2; q) + T4,j(z
2; q)
is weakly Hurwitz stable for any 0 ≤ i < j ≤ 7. A useful criterion for determining
stability was given by Hurwitz [17], which we shall explain below. Given a polynomial
p(z) =
∑n
k=0 an−kz
k, for any 1 ≤ k ≤ n let
∆k(p) = det

a1 a3 a5 . . . a2k−1
a0 a2 a4 . . . a2k−2
0 a1 a3 . . . a2k−3
0 a0 a2 . . . a2k−r
. . . . . . . . . . . . . . .
0 0 0 . . . ak

k×k
.
These determinants are known as the Hurwitz determinants of p(z). Hurwitz showed that
the stability of p(z) is uniquely determined by the signs of ∆k(p).
Theorem 3.5 ([17]). Suppose that p(z) =
∑n
k=0 an−kz
k is a real polynomial with a0 >
0. Then p(z) is Hurwitz stable if and only if the corresponding Hurwitz determinants
∆k(p) > 0 for any 1 ≤ k ≤ n.
The above result is usually called the Routh-Hurwitz stability criterion since it is
equivalent to the Routh test, for more historical background see [20, pp. 393]. With this
criterion, we are able to prove the mutually interlacing properpty of (T4,i(x; q))
7
i=0.
Lemma 3.6. For any positive q, the sequence (T4,i(x; q))
7
i=0 is mutually interlacing.
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Proof. By Lemma 3.3, it is easy to compute that
T4,0(x; q) = (q + 1) (q
2x3 + (4q2 + 6q + 1)x2 + (q2 + 6q + 4)x+ 1),
T4,1(x; q) = (q + 1) ((q
2 + q)x3 + (4q2 + 6q + 2)x2 + (q2 + 5q + 4)x),
T4,2(x; q) = (q + 1) ((q
2 + 2q)x3 + (4q2 + 6q + 4)x2 + (q2 + 4q + 2)x),
T4,3(x; q) = (q + 1) ((q
2 + 3q + 1)x3 + (4q2 + 6q + 4)x2 + (q2 + 3q + 1)x),
T4,4(x; q) = (q + 1) (q(q
2 + 3q + 1)x3 + q(4q2 + 6q + 4)x2 + q(q2 + 3q + 1)x),
T4,5(x; q) = (q + 1) (q(2q
2 + 4q + 1)x3 + q(4q2 + 6q + 4)x2 + q(2q + 1)x),
T4,6(x; q) = (q + 1) (q(4q
2 + 5q + 1)x3 + q(2q2 + 6q + 4)x2 + q(q + 1)x),
T4,7(x; q) = (q + 1) (q
3x4 + q(4q2 + 6q + 1)x3 + q(q2 + 6q + 4)x2 + qx).
Note that
T4,4(x; q) = qT4,3(x; q) and T4,7(x; q) = qxT4,0(x; q).
Thus, it suffices to show that T4,i(x; q)  T4,j(x; q) for any q > 0 and i < j with i, j ∈
{0, 1, 2, 3, 5, 6}. For the case of q = 1, the interlacing property has already been obtained
by Savage and Visontai [21]. In the following we shall assume that q 6= 1.
By Theorem 3.4, we only need to prove that
T4,j(z
2; q) + z T4,i(z
2; q)
is weakly Hurwitz stable for any positive q 6= 1 and i < j with i, j ∈ {0, 1, 2, 3, 5, 6}. In
fact, all these polynomials are Hurwitz stable up to a power of z. Let
Ci,j(z) =
T4,j(z
2; q) + z T4,i(z
2; q)
zmi,j (q + 1)
,
where mi,j is the largest nonnegative integer k such that
zk | (T4,j(z
2; q) + zT4,i(z
2; q)).
We proceed to show that Ci,j(z) is Hurwitz stable for any i < j with i, j ∈ {0, 1, 2, 3, 5, 6}.
By Theorem 3.5, we only need to show that all the Hurwitz determinants of Ci,j(z) are
positive. It is easy to compute these Hurwitz determinants with the aid of a computer.
We would like to mention that most of these determinants are nonzero polynomials of q
with only nonnegative coefficients except for (i, j) ∈ {(0, 1), (0, 6), (1, 6)}. Therefore, if
i < j and (i, j) 6∈ {(0, 1), (0, 6), (1, 6)}, then the corresponding Hurwitz determinants of
Ci,j(z) must be positive for any positive q, hence establishing its Hurwitz stability. In the
following, we shall separately check the sign of the Hurwitz determinants of Ci,j(z) for
(i, j) ∈ {(0, 1), (0, 6), (1, 6)}.
For (i, j) = (0, 1), the testing polynomial is
C0,1(z) = q
2z6 + (q2 + q)z5 + (4q2 + 6q + 1)z4 + (4q2 + 6q + 2)z3
+ (q2 + 6q + 4)z2 + (q2 + 5q + 4)z + 1,
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and the corresponding Hurwitz determinants are
∆1 = q(q + 1), ∆2 = q(4q
2 + 5q + 1),
∆3 = 2q(q + 1)
2(7q2 + 4q + 1), ∆4 = 4q(q + 1)
2(3q3 + q2 + q + 1),
∆5 = 12q(q + 1)
3(q2 − 1)2, ∆6 = 12q(q + 1)
3(q2 − 1)2.
It is obvious that they are all positive for any positive q 6= 1 . This means that C0,1(z) is
Hurwitz stable for any positive q 6= 1.
For (i, j) = (0, 6), the testing polynomial is
C0,6(z) = q
2z6 + (4q3 + 5q2 + q)z5 + (4q2 + 6q + 1)z4 + (2q3 + 6q2 + 4q)z3
+ (q2 + 6q + 4)z2 + (q2 + q)z + 1,
and the corresponding Hurwitz determinants are
∆1 = q(4q
2 + 5q + 1), ∆2 = q(14q
4 + 38q3 + 34q2 + 11q + 1),
∆3 = 4q
3(q + 1)2(3q3 + q2 + q + 1),
∆4 = 2q
3(q + 1)2(6q5 + 12q4 − 12q3 − 11q2 + 10q + 7),
∆5 = 12q
5(q + 1)3(q2 − 1)2, ∆6 = 12q
5(q + 1)3(q2 − 1)2.
For any positive q 6= 1, it is clear that all Hurwitz determinants is positive except for
∆4. For any q > 0, we can verify that ∆4 > 0 by numerical analysis with the aid of a
computer. Thus, C0,6(z) is Hurwitz stable for any positive q 6= 1.
For (i, j) = (1, 6), the testing polynomial is
C1,6(z) = (q + 1)qz
5 + (q + 1)(4q2 + q)z4 + (q + 1)(4q + 2)z3
+ (q + 1)(2q2 + 4q)z2 + (q + 1)(q + 4)z + (q + 1)q,
and the corresponding Hurwitz determinants
∆1 = q(4q
2 + 5q + 1), ∆2 = 2q(q + 1)
2(7q2 + 4q + 1),
∆3 = 4q
2(q + 1)3(3q3 + q2 + q + 1), ∆4 = 12q
2(q + 1)4(q2 − 1)2,
∆5 = 12q
3(q + 1)5(q2 − 1)2
are positive for any positive q 6= 1. Thus, C1,6(z) is Hurwitz stable for any positive q 6= 1.
Combining the above cases, we get the stability of Ci,j(z) for any i < j and i, j ∈
{0, 1, 2, 3, 5, 6}, which implies the mutual interlacing of the sequence (T4,i(x; q))
7
i=0. This
completes the proof.
Now we can prove the mutual interlacing of (Tn,i(x; q))
2n−1
i=0 for general n.
Proposition 3.7. For n ≥ 4 and any positive q, the sequence of polynomials (Tn,i(x; q))
2n−1
i=0
is mutually interlacing.
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Proof. We use induction on n. When n = 4, the statement is true by Lemma 3.6. Note
that (Tn,i(x; q))
2n−1
i=0 is mutually interlacing if and only if (q
−χ(i≥n)Tn,i(x; q))
2n−1
i=0 is mutually
interlacing. So, it suffices to prove that the sequence of polynomials(
q−χ(i≥n)Tn,i(x; q)
)2n−1
i=0
is mutually interlacing. By the recurrence (11), it is easy to see that the polynomials
q−χ(i≥n)Tn,i(x; q) satisfy the conditions required in Theorem 2.4. By induction, the desired
result immediately follows. This completes the proof.
The main result of this section is as follows, which gives a positive answer to Conjecture
1.1.
Theorem 3.8. For n ≥ 2 and any positive q, the polynomial Dn(x; q) has only real zeros.
Proof. As mentioned at the beginning of this section, the real-rootedness of Dn(x; q) is
equivalent to that of Tn(x; q). We shall prove that for n ≥ 2 and q > 0 the polynomial
Tn(x; q) has only real zeros. This is true for n = 2, since T2(x; q) = (1+ q)(1+x)(1+ qx).
By Proposition 3.7, we know that (Tn,i(x; q))
2n−1
i=0 is mutually interlacing for n ≥ 4 and
q > 0. This also implies that Tn,0(x; q) is real-rooted for any n ≥ 4 and positive q. Then
by the equality Tn,0(x; q) = Tn−1(x; q) in Lemma 3.3, we obtain the desired result for
n ≥ 3. This completes the proof.
4 The affine Eulerian polynomials of type D
The aim of this section is to prove the real-rootedness of the affine Eulerian polynomials
D˜n(x), which was conjectured by Dilks, Petersen, and Stembridge. The key ingredient
of this section is to give a family of polynomial associated with D˜n(x), with which we
can give a proof of Dilks, Petersen, and Stembridge’ conjecture as we have done for the
q-Eulerian polynomials.
Our proof is based on an expression of D˜n(x) in terms of the ascent statistic over
inversion sequences, which was given by Savage and Visontai [21]. By using (2), (3) and
(4) of Lemma 3.1, they showed that
2D˜n(x) =
∑
e∈I
(2,4,... )
n
xa˜scDe,
where the type D affine ascent statistic for e ∈ I
(2,4,6,... )
n is defined as
a˜scDe = ascDe+ χ
( en−1
n− 1
+
en
n
<
2n− 1
n
)
. (13)
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Let T˜n(x) = 2D˜n(x). It is natural to consider a refinement of the polynomial T˜n(x), which
is similar to Tn,i(x):
T˜n,i(x) =
∑
e∈I
(2,4,... )
n
χ(en = i) x
a˜scDe .
It is clear that
T˜n(x) =
2n−1∑
i=0
T˜n,i(x).
Unfortunately, this refinement is not an ideal one, because the polynomials T˜n,i(x) do not
have a recurrence relation as that satisfied by Tn,i(x). However, T˜n,i(x) still play a role in
our proof, since they can be expressed in terms of Tn−1,i(x) as follows.
Lemma 4.1. For n ≥ 3 and 0 ≤ i ≤ n− 1, we have
T˜n,i(x) = x
2
i−1∑
j=0
Tn−1,j(x) + x
2n−i−3∑
j=i
Tn−1,j(x) +
2n−3∑
j=2n−i−2
Tn−1,j(x) , (14)
and
T˜n,2n−i−1(x) = T˜n,i(x) . (15)
Proof. By (4) and (13), for e = (e1, . . . , en) ∈ I
(2,4,... )
n we have
a˜scD(e) = ascD (e1, . . . , en−1) + χ
( en−1
n− 1
<
en
n
)
+ χ
( en−1
n− 1
+
en
n
<
2n− 1
n
)
.
Note that, for any integer 0 ≤ t ≤ 2n− 1, we have
⌈
n−1
n
t
⌉
= t−χ(t ≥ n). In view of that
0 ≤ en ≤ 2n− 1, it is easy to observe that
(1) en−1
n−1
< en
n
if and only if en−1 < en − χ (en ≥ n);
(2) en−1
n−1
+ en
n
< 2n−1
n
if and only if en−1 + en < 2n− 2 + χ (en ≥ n).
Therefore, for n ≥ 3 and e = (e1, . . . , en) ∈ I
(2,4,... )
n with en < n, we have
a˜scD e = ascD (e1, . . . , en−1) + χ (en−1 < en) + χ (en−1 < 2n− en − 2) .
Hence, for n ≥ 3 and 0 ≤ i ≤ n− 1, we get
T˜n,i(x) =
2n−3∑
j=0
xχ(j<i)+χ(j<2n−i−2)Tn−1,j(x),
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which is just the first equality.
We proceed to prove the seconde equality. Note that for n ≥ 3 and e = (e1, . . . , en) ∈
I
(2,4,... )
n with en ≥ n, we have
a˜scD e = ascD (e1, . . . , en−1) + χ(en−1 < en − 1) + χ(en−1 < 2n− en − 1).
Thus, for any 0 ≤ i ≤ n− 1, we have
T˜n,2n−i−1(x) =
2n−3∑
j=0
xχ(j<(2n−i−1)−1)+χ(j<2n−1−(2n−i−1))Tn−1,j(x)
=
2n−3∑
j=0
xχ(j<2n−i−2)+χ(j<i)Tn−1,j(x)
= T˜n,i(x),
as desired. This completes the proof.
By the above lemma, we obtain an expression of D˜n(x) in terms of the polynomials
Tn−1,i, which is essential for our proof of the real-rootedness of D˜n(x).
Proposition 4.2. For n ≥ 4,
D˜n(x) =
n−2∑
i=0
(
(n− i− 1)x+ i+ 1
)(
xTn−1,i(x) + Tn−1,n+i−1(x)
)
. (16)
Proof. By (15), we have
T˜n(x) =
2n−1∑
i=0
Tn,i(x; q) = 2
n−1∑
i=0
Tn,i(x; q).
Noting that T˜n(x) = 2D˜n(x), it follows that
D˜n(x) =
n−1∑
i=0
T˜n,i(x).
Furthermore, by (14), we get
D˜n(x) =
n−1∑
i=0
(
x2
i−1∑
j=0
Tn−1,j(x) + x
2n−i−3∑
j=i
Tn−1,j(x) +
2n−3∑
j=2n−i−2
Tn−1,j(x)
)
= x2
n−1∑
i=0
i−1∑
j=0
Tn−1,j(x) + x
n−1∑
i=0
2n−i−3∑
j=i
Tn−1,j(x) +
n−1∑
i=0
2n−3∑
j=2n−i−2
Tn−1,j(x)
19
= x2
n−1∑
i=0
i−1∑
j=0
Tn−1,j(x) + x
n−1∑
i=0
( n−2∑
j=i
+
2n−i−3∑
j=n−1
)
Tn−1,j(x) +
n−1∑
i=0
2n−3∑
j=2n−i−2
Tn−1,j(x)
= x2
n−1∑
i=0
i−1∑
j=0
Tn−1,j(x) + x
n−1∑
i=0
n−2∑
j=i
Tn−1,j(x)
+ x
n−1∑
i=0
2n−i−3∑
j=n−1
Tn−1,j(x) +
n−1∑
i=0
2n−3∑
j=2n−i−2
Tn−1,j(x)
= x2
n−1∑
i=0
i−1∑
j=0
Tn−1,j(x) + x
n−1∑
i=0
n−2∑
j=i
Tn−1,j(x)
+ x
n−1∑
i=0
n−i−2∑
j=0
Tn−1,n+j−1(x) +
n−1∑
i=0
n−2∑
j=n−i−1
Tn−1,n+j−1(x).
Then, for each double summation, we interchange the order of summation,
D˜n(x) = x
2
n−2∑
j=0
n−1∑
i=j+1
Tn−1,j(x) + x
n−2∑
j=0
j∑
i=0
Tn−1,j(x)
+ x
n−2∑
j=0
n−j−2∑
i=0
Tn−1,n+j−1(x) +
n−2∑
j=0
n−1∑
i=n−j−1
Tn−1,n+j−1(x)
= x2
n−2∑
j=0
(n− j − 1)Tn−1,j(x) + x
n−2∑
j=0
(j + 1)Tn−1,j(x)
+ x
n−2∑
j=0
(n− j − 1)Tn−1,n+j−1(x) +
n−2∑
j=0
(j + 1)Tn−1,n+j−1(x),
as desired. This completes the proof.
In the following we shall prove that the sequence (xTn−1,i(x) + Tn−1,n+i−1(x))
n−2
i=0 is
mutually interlacing. To this end, define a sequence of polynomials (Kn,i(x))
2n−1
i=0 in the
following way:
Kn,i(x) =
{
Tn,i(x) + Tn,n+i(x), if 0 ≤ i ≤ n− 1,
xTn,i−n(x) + Tn,i(x), if n ≤ i ≤ 2n− 1.
(17)
Note that (Kn,i(x))
2n−1
i=n is just the sequence (xTn,i(x) + Tn,n+i(x))
n−1
i=0 . Instead of proving
the mutual interlacing of (Kn,i(x))
2n−1
i=n , we directly prove the mutual interlacing of the
entire sequence (Kn,i(x))
2n−1
i=0 . A remarkable property of this sequence is that it satisfies
the same recurrence relation as (Tn,i(x))
2n−1
i=0 .
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Proposition 4.3. For n ≥ 3 and 0 ≤ i ≤ 2n− 1, we have
Kn,i(x) = x
⌈n−1n i⌉−1∑
j=0
Kn−1,j(x) +
2n−3∑
j=⌈n−1n i⌉
Kn−1,j(x) . (18)
Proof. We use some matrix techniques to give a proof. For notational convenience, we
shall consider (Kn,i(x))
2n−1
i=0 and (Tn,i(x))
2n−1
i=0 as column vectors. From (17) it follows that(
Kn,i(x)
)2n−1
i=0
=
(
In In
xIn In
)(
Tn,i(x)
)2n−1
i=0
, (19)
where In is the identity matrix of order n. Note that the recurrence relation (6) can be
rewritten as
Tn,i(x) = x
i−1∑
j=0
Tn−1,j(x) +
2n−3∑
j=i
Tn−1,j(x),
Tn,n+i(x) = x
n+i−2∑
j=0
Tn−1,j(x) +
2n−3∑
j=n+i−1
Tn−1,j(x),
where 0 ≤ i ≤ n− 1. Therefore, we get(
Tn,i(x)
)2n−1
i=0
=
(
A B
xB A
)(
Tn−1,i(x)
)2n−3
i=0
, (20)
where
A =

1 1 · · · 1
x 1 · · · 1
x x · · · 1
· · · · · · · · · · · ·
x x · · · x

(n−1)×(n−2)
and
B =

1 1 · · · 1
1 1 · · · 1
1 1 · · · 1
· · · · · · · · · · · ·
1 1 · · · 1

(n−1)×(n−2)
.
One can compute that(
In In
xIn In
)(
A B
xB A
)
=
(
A+ xB A +B
xA + xB A+ xB
)
=
(
A B
xB A
)(
In−1 In−1
xIn−1 In−1
)
. (21)
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Combing (19), (20) and (21), we obtain
(
Kn,i(x)
)2n−1
i=0
=
(
In In
xIn In
)(
Tn,i(x)
)2n−1
i=0
=
(
In In
xIn In
)(
A B
xB A
)(
Tn−1,i(x)
)2n−3
i=0
,
=
(
A B
xB A
)(
In−1 In−1
xIn−1 In−1
)(
Tn−1,i(x)
)2n−3
i=0
=
(
A B
xB A
)(
Kn−1,i(x)
)2n−3
i=0
,
which is equivalent to (18). This completes the proof.
Now we can prove the mutually interlacing properpty of (Kn,i(x))
2n−1
i=0 .
Proposition 4.4. For n ≥ 4, the sequence of polynomials (Kn,i(x))
2n−1
i=0 is mutually in-
terlacing.
Proof. We use induction on n. For n = 4, by using (17), we can directly compute the
polynomials K4,i(x) for 0 ≤ i ≤ 7. The eight polynomials are listed below together with
the values of their zeros rounded to 4 significant figures :
K4,0(x) = 12x
3 + 50x2 + 32x+ 2, {−3.396,−0.7008,−0.07004},
K4,1(x) = 18x
3 + 52x2 + 26x, {−2.246,−0.6432, 0},
K4,2(x) = 26x
3 + 52x2 + 18x, {−1.555,−0.4453, 0},
K4,3(x) = 2x
4 + 32x3 + 50x2 + 12x, {−14.28,−1.427,−0.2945, 0},
K4,4(x) = 2x
4 + 32x3 + 50x2 + 12x, {−14.28,−1.427,−0.2945, 0},
K4,5(x) = 4x
4 + 38x3 + 48x2 + 6x, {−8.029,−1.331,−0.1404, 0},
K4,6(x) = 6x
4 + 48x3 + 38x2 + 4x, {−7.124,−0.7513,−0.1246, 0},
K4,7(x) = 12x
4 + 50x3 + 32x2 + 2x, {−3.396,−0.7008,−0.07004, 0}.
One can easily verify that the polynomial K4,i interlaces K4,j for any 0 ≤ i < j ≤ 7.
Then, by Theorem 2.4, we obtain the mutually interlacing property of (Kn,i(x))
2n−1
i=0 for
any n ≥ 4. This completes the proof.
Now we are in position to prove the real-rootedness of D˜n(x).
Theorem 4.5. For n ≥ 3, the polynomial D˜n(x) has only real zeros.
Proof. Clearly, D˜3(x) = 4x+ 16x
2 + 4x3 has only real zeros.
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By (16), it suffices to prove the real-rootedness of the following polynomial
n−1∑
i=1
(
(n− i)x+ i
)
Kn−1,n+i−2(x)
for any n ≥ 4.
By Proposition 4.4, we know that, for any n ≥ 4, the sequence (Kn−1,i(x))
2n−3
i=n−1, as
a subsequence of (Kn−1,i(x))
2n−3
i=0 , is mutually interlacing. Let m = n − 1 and define
ai = n − i, bi = i and fi(x) = Kn−1,n+i−2(x) for 1 ≤ i ≤ n − 1 in Theorem 2.7. Since
aibi+1 − biai+1 = n > 0, it is immediate that
n−1∑
i=1
(n− i)Kn−1,n+i−2(x) 
n−1∑
i=1
iKn−1,n+i−2(x).
Since all the zeros of these two polynomials are real and nonpositive, we get
n−1∑
i=1
iKn−1,n+i−2(x)  x
n−1∑
i=1
(n− i)Kn−1,n+i−2(x).
Further, by Lemma 2.5, we obtain the desired result. This completes the proof.
Finally, we can prove Conjecture 1.3. Combining Theorem 4.5 and the known results
on the real-rootedness of affine Eulerian polynomials of other types, we obtain the follow-
ing result, which gives a complete answer to Dilks, Petersen, and Stembridge’s conjecture.
Theorem 4.6. For any irreducible finite Weyl group W , the affine Eulerian polynomial
W˜ (x) has only real zeros.
As we have seen that, the decomposition of D˜n(x) given in (16) plays an important
role in our proof of Dilks, Petersen, and Stembridge’s conjecture. In the following, we
shall use this decomposition to prove a relation concerning B˜n(x), D˜n(x) and Dn−1(x),
which was established by Dilks, Petersen, and Stembridge.
Proposition 4.7 ([11, Proposition 6.2]). For n ≥ 3, we have
D˜n(x) = B˜n(x)− 2nxDn−1(x). (22)
Moreover, B˜n(x)  B˜n+1(x), Dn(x)  Dn+1(x) and Dn(x)  B˜n(x).
Proof. Let us first prove (22). By (16), we know that D˜n(x) can be expressed in terms of
Tn−1,i. We attempt to expand the other two polynomials B˜n(x) and Dn−1(x) as well and
then prove these expansions satisfy the desired equality.
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As noted by Savage and Visontai [21], B˜n(x) = Tn+1,n+1(x). By the recurrence relation
(6), we obtain that
B˜n(x) =
n−1∑
i=0
(
xTn,i(x) + Tn,n+i(x)
)
.
Further, by (6), we have
B˜n(x) =
n−1∑
i=0
(
x
(
x
i−1∑
j=0
Tn−1,j(x) +
2n−3∑
j=i
Tn−1,j(x)
)
+
(
x
n+i−2∑
j=0
Tn−1,j(x) +
2n−3∑
j=n+i−1
Tn−1,j(x)
))
=
n−1∑
i=0
(
x
(
x
i−1∑
j=0
Tn−1,j(x) + (
n−2∑
j=i
+
2n−3∑
j=n−1
)Tn−1,j(x)
)
+
(
x(
n−2∑
j=0
+
n+i−2∑
j=n−1
)Tn−1,j(x) +
2n−3∑
j=n+i−1
Tn−1,j(x)
))
= x2
n−1∑
i=0
i−1∑
j=0
Tn−1,j(x) + x
n−1∑
i=0
n−2∑
j=i
Tn−1,j(x) + x
n−1∑
i=0
2n−3∑
j=n−1
Tn−1,j(x)
+ x
n−1∑
i=0
n−2∑
j=0
Tn−1,j(x) + x
n−1∑
i=0
n+i−2∑
j=n−1
Tn−1,j(x) +
n−1∑
i=0
2n−3∑
j=n+i−1
Tn−1,j(x)
= x2
n−1∑
i=0
i−1∑
j=0
Tn−1,j(x) + x
n−1∑
i=0
n−2∑
j=i
Tn−1,j(x) + x
n−1∑
i=0
n−2∑
j=0
Tn−1,n+j−1(x)
+ x
n−1∑
i=0
n−2∑
j=0
Tn−1,j(x) + x
n−1∑
i=0
i−1∑
j=0
Tn−1,n+j−1(x) +
n−1∑
i=0
n−2∑
j=i
Tn−1,n+j−1(x).
Then, for each double summation, we interchange the order of summation and get
n−1∑
i=0
i−1∑
j=0
Tn−1,j(x) =
n−2∑
j=0
n−1∑
i=j+1
Tn−1,j(x) =
n−2∑
j=0
(n− j − 1)Tn−1,j(x),
n−1∑
i=0
n−2∑
j=i
Tn−1,j(x) =
n−2∑
j=0
j∑
i=0
Tn−1,j(x) =
n−2∑
j=0
(j + 1)Tn−1,j(x),
n−1∑
i=0
n−2∑
j=0
Tn−1,n+j−1(x) =
n−2∑
j=0
n−1∑
i=0
Tn−1,n+j−1(x) =
n−2∑
j=0
nTn−1,n+j−1(x),
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n−1∑
i=0
n−2∑
j=0
Tn−1,j(x) =
n−2∑
j=0
n−1∑
i=0
Tn−1,j(x) =
n−2∑
j=0
nTn−1,j(x),
n−1∑
i=0
i−1∑
j=0
Tn−1,n+j−1(x) =
n−2∑
j=0
n−1∑
i=j+1
Tn−1,n+j−1(x) =
n−2∑
j=0
(n− j − 1)Tn−1,n+j−1(x),
n−1∑
i=0
n−2∑
j=i
Tn−1,n+j−1(x) =
n−2∑
j=0
j∑
i=0
Tn−1,n+j−1(x) =
n−2∑
j=0
(j + 1)Tn−1,n+j−1(x).
Therefore, it follows that
B˜n(x) =
n−2∑
j=0
(
(n+ j − 1)x+ n+ j + 1
)
xTn−1,j(x)
+
n−2∑
j=0
(
(2n− j − 1)x+ j + 1
)
Tn−1,n+j−1.
(23)
On the other hand, by (6), we have
Dn−1(x) =
1
2
Tn,0(x) =
1
2
n−2∑
i=0
(
Tn−1,i(x) + Tn−1,n+i−1(x)
)
. (24)
Combining (23) and (24), we get
B˜n(x)− 2nxDn−1(x) =
n−2∑
i=0
(
(n + i− 1)x+ n+ i+ 1
)
xTn−1,i(x)
+
n−2∑
i=0
(
(2n− i− 1)x+ i+ 1
)
Tn−1,n+i−1
−
n−2∑
i=0
nx
(
Tn−1,i(x) + Tn−1,n+i−1(x)
)
=
n−2∑
i=0
(
(n− i− 1)x+ i+ 1
)(
xTn−1,i(x) + Tn−1,n+i−1(x)
)
,
which is equal to D˜n(x) by (16).
We proceed to prove the rest of the assertions. By the mutually interlacing property
of
(
Tn,i(x)
)2n−1
i=0
and the fact that these polynomials have only nonnegative coefficients for
0 ≤ i ≤ n− 1, we get that
Tn,n(x)  xTn,i(x) and Tn,n(x)  Tn,n+i(x).
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Then, by Lemma 2.5, we obtain that
B˜n−1(x) = Tn,n(x) 
n−1∑
i=0
(
xTn,i(x) + Tn,n+i(x)
)
= B˜n(x).
Similarly, since for any 0 ≤ i ≤ n− 1 it holds
Tn,0(x)  Tn,i(x) and Tn,0(x)  Tn,n+i(x),
we obtain that
Dn−1(x) =
1
2
Tn,0(x) 
1
2
n−1∑
i=0
(
Tn,i(x) + Tn,n−1+i(x)
)
= Dn(x).
Finally, for the interlacing relation between Dn(x) and B˜n(x), we have
Dn(x) =
1
2
Tn+1,0(x)  Tn+1,n+1(x) = B˜n(x).
This completes the proof.
Remark 4.8. The descent polynomials for Coxeter groups have a similar property, which
states that
Dn(x) = Bn(x)− n2
n−1xAn−2(x).
This was found by Stembridge [25, Lemma 9.1]. For more information, see [6, Theorem
4.7] and [11, Proposition 6.3].
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