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Abstract
We consider the power series expansion of Lame equation in Weierstrass’s form and its in-
tegral forms applying three term recurrence formula [4]. We investigate asymptotic expansions
of Lame equation for the cases of infinite series and polynomials. And we show why Poincare´-
Perron theorem is not always applicable to the Lame equation.
We show how the power series expansion of Lame functions in Weierstrass’s form can be
converted to closed-form integrals for all cases of infinite series and polynomial. One interesting
observation resulting from the calculations is the fact that a 2F1 function recurs in each of sub-
integral forms: the first sub-integral form contains zero term of A′ns, the second one contains one
term of An’s, the third one contains two terms of An’s, etc.
This paper is 7th out of 10 in series “Special functions and three term recurrence formula
(3TRF)”. See section 7 for all the papers in the series. Previous paper in series deals with the
power series expansion and the integral formalism of Lame equation in the algebraic form and
its asymptotic behavior [8]. The next paper in the series describes the generating functions of
Lame equation in Weierstrass’s form[10].
Nine examples of 192 local solutions of the Heun equation (Maier, 2007) are provided in
the appendix. For each example, we show how to convert local solutions of Heun equation by
applying 3TRF to analytic solutions of Lame equation in Weierstrass’s form.
Keywords: Lame equation, Integral form, Three term recurrence formula, Lame polynomials,
Ellipsoidal harmonic function
2000 MSC: 33E05, 33E10, 34A25, 34A30
1. Introduction
In 1837, Gabriel Lame introduced second ordinary differential equation which has four reg-
ular singular points in the method of separation of variables applied to the Laplace equation in
elliptic coordinates[19]. Various authors has called this equation as ‘Lame equation’ or ‘ellip-
soidal harmonic equation’[1].
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Lame ordinary differential equation in Weierstrass’s form and Heun equation are of Fuchsian
types with the four regular singularities. Lame equation in Weierstrass’s form is derived from
Heun equation by changing all coefficients γ = δ =  = 12 , a = ρ
−2, α = 12 (α + 1), β = − 12α,
q = − h4ρ−2 and an independent variable x = sn2(z, ρ) [15, 26].
Due to its mathematical complexity there are no analytic solutions in closed forms of Lame
equation [1, 16, 27]. Because its solution, in the algebraic form or Weierstrass’s form, was a
form of a power series that is expressed as a 3-term recurrence relation [16, 27]. In contrast,
most of well-known special functions consist of 2-term recursion relations (Hypergeometric,
Bessel, Legendre, Kummer functions, etc).
In the previous paper[8], applying three term recurrence formula.[4], we show the power
series expansion in closed forms of Lame equation in the algebraic form (infinite series and
polynomial) including all higher terms of An’s by applying three term recurrence formula [4].1
We obtain representations in form of contour integrals of Lame equation in the algebraic form
and its asymptotic behavior of it and the boundary condition for x.
In this paper we show the analytic solution of Lame equation in Weierstrass’s form. Its
functions in Weierstrass’s form appear as we apply the method of separation of variables to
Laplaces equation in an ellipsoidal coordinate system (Gabriel Lame 1837[19]).
The Lame equation in Weierstrass’s form is defined by
d2y
dz2
= {α(α + 1)ρ2 sn2(z, ρ) − h}y(z) (1.1)
where ρ and α are real parameters such that 0 < ρ < 1 and α ≥ − 12 in general. The Jacobian
elliptic function sn(z, ρ) is defined to be the in the inversion of Legendre’s elliptic integral of the
first kind:
z =
∫ am(z,ρ)
0
dϕ√
1 − ρ2 sin2 ϕ
which gives sn(z, ρ) = sin (am(z, ρ)). am(z, ρ) is the Jacobi amplitude and ρ is the modulus of
the elliptic function sn(z, ρ). If we take sn2(z, ρ) = ξ as an independent variable, Lame equation
becomes
d2y
dξ2
+
1
2
(
1
ξ
+
1
ξ − 1 +
1
ξ − ρ−2
)
dy
dξ
+
−α(α + 1)ξ + hρ−2
4ξ(ξ − 1)(ξ − ρ−2) y(ξ) = 0 (1.2)
This is an equation of Fuchsian type with the four regular singularities: ξ = 0, 1, ρ−2,∞. The
first three, namely 0, 1, ρ−2, have the property that the corresponding exponents are 0, 12 which is
the same as the case of Lame equation in the algebraic form. In Ref.[8], Lame equation of the
algebraic form is
d2y
dx2
+
1
2
(
1
x − a +
1
x − b +
1
x − c
)
dy
dx
+
−α(α + 1)x + q
4(x − a)(x − b)(x − c)y = 0 (1.3)
If we compare (1.2) with (1.3), all coefficients on the above are correspondent to the following
1“ higher terms of An’s” means at least two terms of An’s.
2
way.
a −→ 0
b −→ 1
c −→ ρ−2
q −→ hρ−2
x −→ ξ = sn2(z, ρ)
(1.4)
We obtain another expression of Lame function in Weierstrass’s form by using (1.4) in Ref.[8].
2. Power series
2.1. Polynomial in which makes Bn term terminated
There are three types of polynomials in three-term recurrence relation of a linear ordinary
differential equation: (1) polynomial which makes Bn term terminated: An term is not terminated,
(2) polynomial which makes An term terminated: Bn term is not terminated, (3) polynomial
which makes An and Bn terms terminated at the same time.2 In general Lame polynomial (or
Lame spectral polynomial) is defined as type 3 polynomial where An and Bn terms terminated.
Lame polynomial comes from a Lame equation that has a fixed integer value of α, just as it
has a fixed value of h. In three-term recurrence formula, polynomial of type 3 we categorize as
complete polynomial. In future papers we will derive type 3 Lame polynomial. In this paper we
construct the power series expansion and integral form for Lame polynomial of type 1: we treat
h as a free variable and α as a fixed value. In the next papers we will work on the power series
expansion and integral form for Lame polynomial of type 2.
The general expression of the power series expansion of Lame equation in algebraic form for
the polynomial in which makes Bn term terminated in Ref.[8] is given by3
y(z) =
∞∑
n=0
yn(z) = y0(z) + y1(z) + y2(z) + y3(z) + · · ·
= c0zλ
 α0∑
i0=0
(−α0)i0 (α0 + 14 + λ)i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
ηi0
+
 α0∑
i0=0
(i0 + λ2 )
2 − Γ(P)0
(i0 + 12 +
λ
2 )(i0 +
1
4 +
λ
2 )
(−α0)i0 (α0 + 14 + λ)i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
α1∑
i1=i0
(−α1)i1 (α1 + 54 + λ)i1 ( 32 + λ2 )i0 ( 54 + λ2 )i0
(−α1)i0 (α1 + 54 + λ)i0 ( 32 + λ2 )i1 ( 54 + λ2 )i1
ηi1
 µ
+
∞∑
n=2
 α0∑
i0=0
(i0 + λ2 )
2 − Γ(P)0
(i0 + 12 +
λ
2 )(i0 +
1
4 +
λ
2 )
(−α0)i0 (α0 + 14 + λ)i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
×
n−1∏
k=1
 αk∑
ik=ik−1
(ik + k2 +
λ
2 )
2 − Γ(P)k
(ik + k2 +
1
2 +
λ
2 )(ik +
k
2 +
1
4 +
λ
2 )
(−αk)ik (αk + k + 14 + λ)ik (1 + k2 + λ2 )ik−1 ( 34 + k2 + λ2 )ik−1
(−αk)ik−1 (αk + k + 14 + λ)ik−1 (1 + k2 + λ2 )ik ( 34 + k2 + λ2 )ik

×
αn∑
in=in−1
(−αn)in (αn + n + 14 + λ)in (1 + n2 + λ2 )in−1 ( 34 + n2 + λ2 )in−1
(−αn)in−1 (αn + n + 14 + λ)in−1 (1 + n2 + λ2 )in ( 34 + n2 + λ2 )in
ηin
 µn
 (2.1)
2If An and Bn terms are not terminated, it turns to be infinite series.
3In this paper Pochhammer symbol (x)n is used to represent the rising factorial: (x)n =
Γ(x+n)
Γ(x) .
3
where 
z = x − a
η = −z
2
(a−b)(a−c)
µ = −(2a−b−c)z(a−b)(a−c)
α = 2(2αi + i + λ) or − 2(2αi + i + λ) − 1 where i, αi = 0, 1, 2, · · ·
αi ≤ α j only if i ≤ j where i, j = 0, 1, 2, · · ·
(2.2)
and Γ(P)0 = a(2a−b−c)
(
(α0 + λ2 )(α0 +
1
4 +
λ
2 ) − q24a
)
Γ
(P)
k =
a
(2a−b−c)
(
(αk + k2 +
λ
2 )(αk +
k
2 +
1
4 +
λ
2 ) − q24a
) (2.3)
Put (1.4) in (2.1)-(2.3).4 And take c0= 1 as λ = 0 for the first independent solution of Lame
equation and λ = 12 for the second one into the new (2.1)-(2.3).
5
Remark 1. The representation in the form of power series expansion of the first kind of inde-
pendent solution of Lame equation in Weierstrass’s form for the polynomial which makes Bn
term terminated about ξ = 0 as α = 2(2α j + j) or −2(2α j + j) − 1 where j, α j = 0, 1, 2, · · · is
y(ξ) = LFα j
(
ρ, h, α = 2(2α j + j) or − 2(2α j + j) − 1; ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
=
α0∑
i0=0
(−α0)i0 (α0 + 14 )i0
( 34 )i0 (1)i0
ηi0
+
{ α0∑
i0=0
i20 − h24(1+ρ2)
(i0 + 12 )(i0 +
1
4 )
(−α0)i0 (α0 + 14 )i0
( 34 )i0 (1)i0
α1∑
i1=i0
(−α1)i1 (α1 + 54 )i1 ( 32 )i0 ( 54 )i0
(−α1)i0 (α1 + 54 )i0 ( 32 )i1 ( 54 )i1
ηi1
}
µ
+
∞∑
n=2
{ α0∑
i0=0
i20 − h24(1+ρ2)
(i0 + 12 )(i0 +
1
4 )
(−α0)i0 (α0 + 14 )i0
( 34 )i0 (1)i0
×
n−1∏
k=1
( αk∑
ik=ik−1
(ik + k2 )
2 − h24(1+ρ2)
(ik + k2 +
1
2 )(ik +
k
2 +
1
4 )
(−αk)ik (αk + k + 14 )ik (1 + k2 )ik−1 ( 34 + k2 )ik−1
(−αk)ik−1 (αk + k + 14 )ik−1 (1 + k2 )ik ( 34 + k2 )ik
)
×
αn∑
in=in−1
(−αn)in (αn + n + 14 )in (1 + n2 )in−1 ( 34 + n2 )in−1
(−αn)in−1 (αn + n + 14 )in−1 (1 + n2 )in ( 34 + n2 )in
ηin
}
µn
For the minimum value of Lame equation of the first kind for a polynomial which makes Bn term
terminated about ξ = 0, put α0 = α1 = α2 = · · · = 0 in Remark 1.
y(ξ) = LF0
(
ρ, h, α = 2 j or − 2 j − 1; ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
= 2F1

√
h
4(1 + ρ2)
,−
√
h
4(1 + ρ2)
,
1
2
, (1 + ρ2)ξ
 where |(1 + ρ2)ξ| < 1(2.4)
4If we take α ≥ − 12 , α = −2(2αi + i + λ) − 1 is not available any more in (2.3). In this paper I consider α as arbitrary.
5By definition, ‘Lame polynomial or Lame spectral polynomial’ means polynomial which makes An and Bn terms
terminated: for any non-negative integer value of α there will be 2α+ 1 values of h for which the solution y(ξ) reduces to
a polynomial. In this paper we construct the power series expansion and integral formalism of Lame polynomial which
makes Bn term terminated: we treat the spectral parameter h as a free variable. In the next papers we will work on the
power series expansion and integral formalism of Lame polynomial which makes An term terminated and Lame spectral
polynomial.
4
For the special case, if ξ = 11+ρ2 in (2.4),
y(ξ) = LF0
(
ρ, h, α = 2 j or − 2 j − 1; ξ = sn2(z, ρ) = 1
1 + ρ2
, µ = 1, η = − ρ
2
(1 + ρ2)2
)
= cos
pi2
√
h
1 + ρ2

Remark 2. The representation in the form of power series expansion of the second kind of
independent solution of Lame equation in Weierstrass’s form for the polynomial which makes
Bn term terminated about ξ = 0 as α = 2(2α j + j) + 1 or −2(2α j + j + 1) where j, α j = 0, 1, 2, · · ·
is
y(ξ) = LS α j
(
ρ, h, α = 2(2α j + j) + 1 or − 2(2α j + j + 1); ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
= ξ
1
2
{ α0∑
i0=0
(−α0)i0 (α0 + 34 )i0
( 54 )i0 (1)i0
ηi0
+
{ α0∑
i0=0
(i0 + 14 )
2 − h24(1+ρ2)
(i0 + 34 )(i0 +
1
2 )
(−α0)i0 (α0 + 34 )i0
( 54 )i0 (1)i0
α1∑
i1=i0
(−α1)i1 (α1 + 74 )i1 ( 74 )i0 ( 32 )i0
(−α1)i0 (α1 + 74 )i0 ( 74 )i1 ( 32 )i1
ηi1
}
µ
+
∞∑
n=2
{ α0∑
i0=0
(i0 + 14 )
2 − h24(1+ρ2)
(i0 + 34 )(i0 +
1
2 )
(−α0)i0 (α0 + 34 )i0
( 54 )i0 (1)i0
×
n−1∏
k=1
( αk∑
ik=ik−1
(ik + k2 +
1
4 )
2 − h24(1+ρ2)
(ik + k2 +
3
4 )(ik +
k
2 +
1
2 )
(−αk)ik (αk + k + 34 )ik ( 54 + k2 )ik−1 (1 + k2 )ik−1
(−αk)ik−1 (αk + k + 34 )ik−1 ( 54 + k2 )ik (1 + k2 )ik
)
×
αn∑
in=in−1
(−αn)in (αn + n + 34 )in ( 54 + n2 )in−1 (1 + n2 )in−1
(−αn)in−1 (αn + n + 34 )in−1 ( 54 + n2 )in (1 + n2 )in
ηin
}
µn
}
For the minimum value of Lame equation of the second kind for a polynomial which makes Bn
term terminated about ξ = 0, put α0 = α1 = α2 = · · · = 0 in Remark 2.
y(ξ) = LS 0
(
ρ, h, α = 2 j + 1 or − 2( j + 1); ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
= ξ
1
2 2F1

√
h
4(1 + ρ2)
+
1
2
,−
√
h
4(1 + ρ2)
+
1
2
,
3
2
, (1 + ρ2)ξ
 where |(1 + ρ2)ξ| < 1 (2.5)
For the special case, if ξ = 11+ρ2 in (2.5),
y(ξ) = LS 0
(
ρ, h, α = 2 j + 1 or − 2( j + 1); ξ = sn2(z, ρ) = 1
1 + ρ2
, µ = 1, η = − ρ
2
(1 + ρ2)2
)
=
1√
h
sin
pi2
√
h
1 + ρ2

(2.4) and (2.5) tell us that Lame polynomials in which makes Bn term terminated, for fixed values
of α, require |(1 + ρ2)ξ| < 1 for the convergence of the radius.
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2.2. Infinite series
The general expression of the power series expansion of Lame equation in algebraic form for
an infinite series in Ref.[8] is given by
y(z) =
∞∑
n=0
yn(z) = y0(z) + y1(z) + y2(z) + y3(z) + · · ·
= c0zλ
 ∞∑
i0=0
(−α4 + λ2 )i0 (α4 + 14 + λ2 )i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
ηi0
+
 ∞∑
i0=0
(i0 + λ2 )
2 − Γ(I)
(i0 + 12 +
λ
2 )(i0 +
1
4 +
λ
2 )
(−α4 + λ2 )i0 (α4 + 14 + λ2 )i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
∞∑
i1=i0
(−α4 + 12 + λ2 )i1 (α4 + 34 + λ2 )i1 ( 32 + λ2 )i0 ( 54 + λ2 )i0
(−α4 + 12 + λ2 )i0 (α4 + 34 + λ2 )i0 ( 32 + λ2 )i1 ( 54 + λ2 )i1
ηi1
 µ
+
∞∑
n=2
 ∞∑
i0=0
(i0 + λ2 )
2 − Γ(I)
(i0 + 12 +
λ
2 )(i0 +
1
4 +
λ
2 )
(−α4 + λ2 )i0 (α4 + 14 + λ2 )i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
×
n−1∏
k=1
 ∞∑
ik=ik−1
(ik + k2 +
λ
2 )
2 − Γ(I)
(ik + k2 +
1
2 +
λ
2 )(ik +
k
2 +
1
4 +
λ
2 )
(−α4 + k2 + λ2 )ik (α4 + k2 + 14 + λ2 )ik (1 + k2 + λ2 )ik−1 ( k2 + 34 + λ2 )ik−1
(−α4 + k2 + λ2 )ik−1 (α4 + k2 + 14 + λ2 )ik−1 (1 + k2 + λ2 )ik ( k2 + 34 + λ2 )ik

×
∞∑
in=in−1
(−α4 + n2 + λ2 )in (α4 + n2 + 14 + λ2 )in (1 + n2 + λ2 )in−1 ( n2 + 34 + λ2 )in−1
(−α4 + n2 + λ2 )in−1 (α4 + n2 + 14 + λ2 )in−1 (1 + n2 + λ2 )in ( n2 + 34 + λ2 )in
ηin
 µn
 (2.6)
where 
z = x − a
η = −z
2
(a−b)(a−c)
µ = −(2a−b−c)z(a−b)(a−c)
Γ(I) = a24(2a−b−c)
(
α(α + 1) − qa
) (2.7)
Put (1.4) in (2.6) and (2.7). And take c0= 1 as λ = 0 for the first independent solution of Lame
equation and λ = 12 for the second one into the new (2.6).
Remark 3. The representation in the form of power series expansion of the first kind of inde-
6
pendent solution of Lame equation in Weierstrass’s form for the infinite series about ξ = 0 is
y(ξ) = LF
(
ρ, h, α; ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
=
∞∑
i0=0
(−α4 )i0 (α4 + 14 )i0
( 34 )i0 (1)i0
ηi0
+
{ ∞∑
i0=0
i20 − h24(1+ρ2)
(i0 + 12 )(i0 +
1
4 )
(−α4 )i0 (α4 + 14 )i0
( 34 )i0 (1)i0
∞∑
i1=i0
(−α4 + 12 )i1 (α4 + 34 )i1 ( 32 )i0 ( 54 )i0
(−α4 + 12 )i0 (α4 + 34 )i0 ( 32 )i1 ( 54 )i1
ηi1
}
µ
+
∞∑
n=2
{ ∞∑
i0=0
i20 − h24(1+ρ2)
(i0 + 12 )(i0 +
1
4 )
(−α4 )i0 (α4 + 14 )i0
( 34 )i0 (1)i0
×
n−1∏
k=1
( ∞∑
ik=ik−1
(ik + k2 )
2 − h24(1+ρ2)
(ik + k2 +
1
2 )(ik +
k
2 +
1
4 )
(−α4 + k2 )ik (α4 + 14 + k2 )ik (1 + k2 )ik−1 ( 34 + k2 )ik−1
(−α4 + k2 )ik−1 (α4 + 14 + k2 )ik−1 (1 + k2 )ik ( 34 + k2 )ik
)
×
∞∑
in=in−1
(−α4 + n2 )in (α4 + 14 + n2 )in (1 + n2 )in−1 ( 34 + n2 )in−1
(−α4 + n2 )in−1 (α4 + 14 + n2 )in−1 (1 + n2 )in ( 34 + n2 )in
ηin
}
µn
Remark 4. The representation in the form of power series expansion of the second kind of
independent solution of Lame equation in Weierstrass’s form for the infinite series about ξ = 0 is
y(ξ) = LS
(
ρ, h, α; ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
= ξ
1
2
{ ∞∑
i0=0
(−α4 + 14 )i0 (α4 + 12 )i0
( 54 )i0 (1)i0
ηi0
+
{ ∞∑
i0=0
(i0 + 14 )
2 − h24(1+ρ2)
(i0 + 34 )(i0 +
1
2 )
(−α4 + 14 )i0 (α4 + 12 )i0
( 54 )i0 (1)i0
∞∑
i1=i0
(−α4 + 34 )i1 (α4 + 1)i1 ( 74 )i0 ( 32 )i0
(−α4 + 34 )i0 (α4 + 1)i0 ( 74 )i1 ( 32 )i1
ηi1
}
µ
+
∞∑
n=2
{ ∞∑
i0=0
(i0 + 14 )
2 − h24(1+ρ2)
(i0 + 34 )(i0 +
1
2 )
(−α4 + 14 )i0 (α4 + 12 )i0
( 54 )i0 (1)i0
×
n−1∏
k=1
( ∞∑
ik=ik−1
(ik + k2 +
1
4 )
2 − h24(1+ρ2)
(ik + k2 +
3
4 )(ik +
k
2 +
1
2 )
(−α4 + k2 + 14 )ik (α4 + k2 + 12 )ik ( 54 + k2 )ik−1 (1 + k2 )ik−1
(−α4 + k2 + 14 )ik−1 (α4 + k2 + 12 )ik−1 ( 54 + k2 )ik (1 + k2 )ik
)
×
∞∑
in=in−1
(−α4 + n2 + 14 )in (α4 + n2 + 12 )in ( 54 + n2 )in−1 (1 + n2 )in−1
(−α4 + n2 + 14 )in−1 (α4 + n2 + 12 )in−1 ( 54 + n2 )in (1 + n2 )in
ηin
}
µn
}
7
3. Integral Formalism
3.1. Polynomial in which makes Bn term terminated
The general expression of the representation in the form of integral of Lame equation in
algebraic form for the polynomial in which makes Bn term terminated in Ref.[8] is given by
y(z) =
∞∑
n=0
yn(z) = y0(z) + y1(z) + y2(z) + y3(z) + · · ·
= c0zλ
 α0∑
i0=0
(−α0)i0 (α0 + 14 + λ)i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
ηi0
+
∞∑
n=1
n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k− 52 +λ)
n−k
∫ 1
0
dun−k u
1
2 (n−k−2+λ)
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)−(n−k+ 14 +λ)
×
 (vn−k − 1)vn−k 11 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
αn−k
×
(←→w − 12 (n−k−1+λ)n−k,n (←→w n−k,n∂←→w n−k,n)2←→w 12 (n−k−1+λ)n−k,n −Ω(P)n−k−1)}
×
α0∑
i0=0
(−α0)i0 (α0 + 14 + λ)i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
←→w i01,n
 µn
 (3.1)
where
←→w i, j =

1
(vi − 1)
←→w i+1, jvitiui
1 −←→w i+1, jvi(1 − ti)(1 − ui)
where i ≤ j
η only if i > j
(3.2)
and
Ω
(P)
n−k−1 =
a
(2a − b − c)
(αn−k−1 + n − k − 1 + λ2
) αn−k−1 + n − k − 12 + λ2
 − q24a
 (3.3)
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Put (1.4) in (3.1)–(3.3).
y(ξ) =
∞∑
n=0
yn(ξ) = y0(ξ) + y1(ξ) + y2(ξ) + y3(ξ) + · · ·
= c0ξλ
{ α0∑
i0=0
(−α0)i0 (α0 + 14 + λ)i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
ηi0
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k− 52 +λ)
n−k
∫ 1
0
dun−k u
1
2 (n−k−2+λ)
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)−(n−k+ 14 +λ)
×
 (vn−k − 1)vn−k 11 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
αn−k
×
(
←→w − 12 (n−k−1+λ)n−k,n
(←→w n−k,n∂←→w n−k,n)2←→w 12 (n−k−1+λ)n−k,n − h24(1 + ρ2)
)}
×
α0∑
i0=0
(−α0)i0 (α0 + 14 + λ)i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
←→w i01,n
}
µn
}
(3.4)
Put c0= 1 as λ = 0 for the first independent solution of Lame equation and λ = 12 for the second
one into (3.4).
Remark 5. The representation in the form of integral of the first kind of independent solution of
Lame equation in Weierstrass’s form for the polynomial which makes Bn term terminated about
ξ = 0 as α = 2(2α j + j) or −2(2α j + j) − 1 where j, α j = 0, 1, 2, · · · is
y(ξ) = LFα j
(
ρ, h, α = 2(2α j + j) or − 2(2α j + j) − 1; ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
= 2F1
(
−α0, α0 + 14 ;
3
4
; η
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k− 52 )
n−k
∫ 1
0
dun−k u
1
2 (n−k−2)
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)−(n−k+ 14 )
×
 (vn−k − 1)vn−k 11 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
αn−k
×
(
←→w − 12 (n−k−1)n−k,n
(←→w n−k,n∂←→w n−k,n)2←→w 12 (n−k−1)n−k,n − h24(1 + ρ2)
)}
×2F1
(
−α0, α0 + 14 ;
3
4
;←→w 1,n
) }
µn
Remark 6. The representation in the form of integral of the second kind of independent solution
of Lame equation in Weierstrass’s form for the polynomial which makes Bn term terminated
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about ξ = 0 as α = 2(2α j + j) + 1 or −2(2α j + j + 1) where j, α j = 0, 1, 2, · · · is
y(ξ) = LS α j
(
ρ, h, α = 2(2α j + j) + 1 or − 2(2α j + j + 1); ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
= ξ
1
2
{
2F1
(
−α0, α0 + 34 ;
5
4
; η
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 32 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)−(n−k+ 34 )
×
 (vn−k − 1)vn−k 11 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
αn−k
×
(
←→w − 12 (n−k− 12 )n−k,n
(←→w n−k,n∂←→w n−k,n)2←→w 12 (n−k− 12 )n−k,n − h24(1 + ρ2)
)}
×2F1
(
−α0, α0 + 34 ;
5
4
;←→w 1,n
) }
µn
}
3.2. Infinite series
The general expression of the representation in the form of integral of Lame equation in
algebraic form for the infinite series in Ref.[8] is given by
y(z) =
∞∑
n=0
yn(z) = y0(z) + y1(z) + y2(z) + y3(z) + · · ·
= c0zλ
 ∞∑
i0=0
(−α4 + λ2 )i0 (α4 + 14 + λ2 )i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
ηi0
+
∞∑
n=1
n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k− 52 +λ)
n−k
∫ 1
0
dun−k u
1
2 (n−k−2+λ)
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
vn−k − 1
vn−k
) 1
2 (
α
2 −n+k−λ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 ( α2 + 12 +n−k+λ)
×
(
←→w − 12 (n−k−1+λ)n−k,n
(←→w n−k,n∂←→w n−k,n)2←→w 12 (n−k−1+λ)n−k,n − Γ(I))}
×
∞∑
i0=0
(−α4 + λ2 )i0 (α4 + 14 + λ2 )i0
(1 + λ2 )i0 (
3
4 +
λ
2 )i0
←→w i01,n
 µn
 (3.5)
where
Γ(I) =
a
24(2a − b − c)
(
α(α + 1) − q
a
)
(3.6)
Put (1.4) in (3.5) and (3.6). And put c0= 1 as λ = 0 for the first independent solution of Lame
equation and λ = 12 for the second one into the new (3.5).
Remark 7. The representation in the form of integral of the first kind of independent solution of
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Lame equation in Weierstrass’s form for the infinite series about ξ = 0 is
y(ξ) = LF
(
ρ, h, α; ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
= 2F1
(
−α
4
,
α
4
+
1
4
;
3
4
; η
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k− 52 )
n−k
∫ 1
0
dun−k u
1
2 (n−k−2)
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
vn−k − 1
vn−k
) 1
2 (
α
2 −n+k) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 ( α2 + 12 +n−k)
×
(
←→w − 12 (n−k−1)n−k,n
(←→w n−k,n∂←→w n−k,n)2←→w 12 (n−k−1)n−k,n − h24(1 + ρ2)
)}
×2F1
(
−α
4
,
α
4
+
1
4
;
3
4
;←→w 1,n
) }
µn
Remark 8. The representation in the form of integral of the second kind of independent solution
of Lame equation in Weierstrass’s form for the infinite series about ξ = 0 is
y(ξ) = LS
(
ρ, h, α; ξ = sn2(z, ρ), µ = (1 + ρ2)ξ, η = −ρ2ξ2
)
= ξ
1
2
{
2F1
(
−α
4
+
1
4
,
α
4
+
1
2
;
5
4
; η
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 32 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
vn−k − 1
vn−k
) 1
2 (
α
2 − 12−n+k) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 ( α2 +1+n−k)
×
(
←→w − 12 (n−k− 12 )n−k,n
(←→w n−k,n∂←→w n−k,n)2←→w 12 (n−k− 12 )n−k,n − h24(1 + ρ2)
)}
× 2F1
(
−α
4
+
1
4
,
α
4
+
1
2
;
5
4
;←→w 1,n
) }
µn
}
4. Asymptotic behavior of the function y(ξ) and the boundary condition for ξ = sn2(z, ρ)
The recurrence system of a Lame equation in the algebraic form for the infinite series in
Ref.[8] is given by
cn+1 = A cn + B cn−1 ; n ≥ 1 (4.1a)
where
lim
n1
An = A =
−(2a − b − c)
(a − b)(a − c) limn1 Bn = B =
−1
(a − b)(a − c) (4.1b)
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with c1 = A and c0 = 1 for simplicity. Its condition of convergence and the asymptotic function
in Ref.[8] are6
lim
n1
y(z) =
∞∑
n=0
∞∑
m=0
(n + m)!
n! m!
(
(x − a)2
(a − b)(a − c)
)n ( (2a − b − c)(x − a)
(a − b)(a − c)
)m
=
1
1 +
(
(x−a)2
(a−b)(a−c) +
(2a−b−c)(x−a)
(a−b)(a−c)
) (4.2)
where ∣∣∣∣∣∣ (x − a)2(a − b)(a − c)
∣∣∣∣∣∣ +
∣∣∣∣∣ (2a − b − c)(x − a)(a − b)(a − c)
∣∣∣∣∣ < 1 (4.3)
Put (1.4) in (4.2) and (4.3). And its asymptotic function and the boundary condition of ξ =
sn2(z, ρ) for the infinite series of Lame function is
lim
n1
y(ξ) =
∞∑
n=0
∞∑
m=0
(n + m)!
n! m!
(
−ρ2sn4(z, ρ)
)n (
(1 + ρ2)sn2(z, ρ)
)m
=
1
1 + ρ2sn4(z, ρ) − (1 + ρ2)sn2(z, ρ) (4.4)
where
∣∣∣ρ2sn4(z, ρ)∣∣∣ + ∣∣∣(1 + ρ2)sn2(z, ρ)∣∣∣ < 1 (4.5)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (4.4) is
given by
0 ≤ sn2(z, ρ) < −(1 + ρ
2) +
√
ρ4 + 6ρ2 + 1
2ρ2
(4.6)
Figure 1: Domain of convergence of the series (4.4)
6for sufficiently large, like an index n is close to infinity, or treat as n→ ∞
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Fig. 1 represents a graph of (4.6) in the ρ-sn2(z, ρ) plane; the shaded area represents the
domain of convergence of the series for a Lame equation around sn2(z, ρ) = 0; it does not include
solid lines.
In the case of ρ ≈ 0 assuming ρ is approximately close to 0, (4.4) turns to be
lim
n1
y(ξ) ≈ 1
1 − sin2 z
where
∣∣∣sin2 z∣∣∣ < 1. If z ∈ R, its radius of convergence is 0 ≤ sin2 z < 1.
In this paper we derive asymptotic expansions in closed forms of Lame equation for an infi-
nite series and their radii of convergence are constructed analytically. As long as the independent
variable is existed in the domain of convergence of the series, a solution in series is absolute
convergent. From these boundary conditions, we are able to obtain numerical approximations of
Lame equation by computer simulations without any serious errors even if we rearrange of its
terms for the series solution.
5. Poincare´-Perron theorem and its applications to Frobenius solutions
Theorem 1. Poincare´-Perron theorem [23]: If the coefficients αi,n where i = 1, 2, · · · , k of a
linear homogeneous difference equation
u(n + 1) + α1,nu(n) + α2,nu(n − 1) + α3,nu(n − 2) + · · · + αk,nu(n − k + 1) = 0
have limits limn→∞ αi,n = αi with αk,n , 0 and if the roots λ1, ..., λk of the characteristic equation
tk + α1tk−1 + α2tk−2 + · · · + αk = 0 have distinct absolute values.
H. Poincare´’s suggested that
lim
n→∞
u(n + 1)
u(n)
is equal to one of the roots of the characteristic equation in 1885 [25]. And a more general
theorem has been extended by O. Perron in 1921 [24] such that
lim
n→∞
ui(n + 1)
ui(n)
= λi
where i = 1, 2, · · · , k and λi is a root of the characteristic equation, and n → ∞ by positive
integral increments.
The asymptotic recurrence relation for an infinite series of Lame equation in Weierstrass’s form
is obtained by putting (1.4) in (4.1a) and (4.1b).
cn+1 = α1 cn + α2 cn−1 ; n ≥ 1 (5.1a)
where
lim
n1
α1,n = α1 = 1 + ρ2 lim
n1
α2,n = α2 = −ρ2 (5.1b)
with seed values c1 = α1c0 and c0 = 0 for simplicity.
The characteristic equation of (5.1a) is given by
r2 − α1r − α2 = 0 (5.2)
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The roots of a polynomial (5.2) have two different moduli such as
r1 =
α1 −
√
α21 + 4α2
2
r2 =
α1 +
√
α21 + 4α2
2
(5.3)
If |r1| < |r2|, then lim |cn+1/cn| → |r2| as n → ∞ in general, so that the radius of convergence for
a 3-term recursion relation (5.1a) is |r2|−1: as if |r2| < |r1|, then lim |cn+1/cn| → |r1| as n → ∞,
and its radius of convergence is increased to |r1|−1; and if |r1| = |r2| and r1 , r2, limn→∞ |cn+1/cn|
does not exist; if r1 = r2, limn→∞ |cn+1/cn| is convergent. More explicit details are explained in
Appendix B of part A [26], Wimp (1984) [28], Kristensson (2010) [18] or Erde´lyi (1955) [1].
We obtain two different moduli by putting (5.1b) in (5.3) such as
r1 =
1 + ρ2 − |1 − ρ2|
2
r2 =
1 + ρ2 + |1 − ρ2|
2
(5.4)
ρ is mostly between 0 and 1, then we have |r1 = ρ2| < |r2 = 1| in (5.4). And Poincare´-Perron
theorem tells us that the radius of convergence for a independent variable sn2(z, ρ) is |sn2(z, ρ)| <
1. If z, sn(z, ρ) ∈ R, then the boundary condition of sn2(z, ρ) is
0 ≤ sn2(z, ρ) < 1 (5.5)
Figure 2: Domain of convergence of the series by applying Poincare´-Perron theorem
The corresponding domain of convergence in the real axis, given by (5.5), is shown shaded
in Fig. 2; it does not include solid lines, and maximum modulus of sn2(z, ρ) is the unity.
As we compare (4.6) with (5.5), both boundary conditions for radius of convergence are
not equivalent to each other: the boundary condition of sn2(z, ρ) in (5.5) is derived by the ratio
of sequence cn+1 to cn at the limit n → ∞. And radius of convergence of sn2(z, ρ) in (4.6) is
constructed by rearranging coefficients α1 and α2 in each sequence cn in (5.1a).
Let assume that Poincare´-Perron theorem provides us the radius of convergence for a solution
in series. Then we know that a solution of its power series is absolutely convergent and we can
rearrange of its terms for the series solution. Consider the following summation series such as
y(ξ) =
N∑
n=0
N∑
m=0
(n + m)!
n! m!
x˜ny˜m where x˜ = −ρ2sn4(z, ρ) and y˜ = (1 + ρ2)sn2(z, ρ) (5.6)
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This equation is equivalent to (4.4) as N → ∞. For instance, put ρ = 0.8 in (4.6)
0 ≤ sn2(z, 0.8) < −(1 + 0.8
2) +
√
0.84 + 6 × 0.82 + 1
2 × 0.82 ≈ 0.50875 (5.7)
And if Perron’s rule verifies that an infinite series of Lame equation is absolute convergent and
gives the corrected radius of convergence, (5.5) must to be satisfied. Then, we also have a
solution in series at 0.50875 ≤ sn2(z, 0.8) < 1.
Let consider sn2(z, 0.8) = 0.7 in (5.6) with various positive integer values N such as N =
10, 50, 100, 200, 300, · · · , 1000 where ρ = 0.8 in Mathematica program.
N y(ξ)
10 8.97174
50 4.44473 × 106
100 2.62952 × 1014
200 1.28525 × 1030
300 7.23351 × 1045
400 4.31499 × 1061
500 2.65768 × 1077
600 1.67043 × 1093
700 1.06472 × 10109
800 6.85643 × 10124
900 4.45007 × 10140
1000 2.90618 × 10156
Table 1: y(ξ) with ρ = 0.8 and ξ = sn2(z, 0.8) = 0.7
Table 1 informs that y(ξ) is divergent as N → ∞. And we notice that the radius of con-
vergence obtained by Poincare´-Perron theorem is not available for a solution in series of Lame
equation.
Theorem 2. We can not use Poincare´-Perron theorem to obtain the radius of convergence for a
power series solution. And a series solution for an infinite series, obtained by applying Poincare´-
Perron theorem, is not absolute convergent but only conditionally convergent.
Thm.2 is proved by rearranging the order of the terms in series in Sec.2 [6]. In order to answer a
reason why we take errors of the radius of convergence obtained by Perron’s rule, first of all, let
us think about a series expansion of (5.1a) such as
∞∑
n=0
cnξn = 1 + α1ξ +
(
α21 + α2
)
ξ2 +
(
α31 + 2α1α2
)
ξ3 +
(
α41 + 3α
2
1α2 + α
2
1
)
ξ4
+
(
α51 + 4α
3
1α2 + 3α1α
2
2
)
ξ5 + · · · (5.8)
where c0 = 1 for simplicity. In general, a series
∑∞
n=0 cnξ
n is called absolutely convergent if∑∞
n=0 |cn||ξ|n is convergent. Take moduli of each sequence cn and ξ in (5.8)
∞∑
n=0
|cn||ξ|n = 1 + |α1||ξ| +
∣∣∣α21 + α2∣∣∣ |ξ|2 + ∣∣∣α31 + 2α1α2∣∣∣ |ξ|3 + ∣∣∣α41 + 3α21α2 + α22∣∣∣ |ξ|4
+
∣∣∣α51 + 4α31α2 + 3α1α22∣∣∣ |ξ|5 + · · · (5.9)
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The Cauchy ratio test tells us that a series is absolute convergent if lim
∣∣∣∣ cn+1cn ∣∣∣∣ |ξ| as n → ∞ is less
than the unit. And Poincare´-Perron theorem give us the value of
∣∣∣∣limn→∞ cn+1cn ∣∣∣∣ in (5.9). However,
we can not obtain the radius of convergence using this basic principle. We must take all absolute
values inside parentheses of (5.8) such as
∞∑
n=0
|cn||ξ|n = 1 +
∣∣∣α1∣∣∣|ξ| + (∣∣∣α21∣∣∣ + ∣∣∣α2∣∣∣) |ξ|2 + (∣∣∣α31∣∣∣ + ∣∣∣2α1α2∣∣∣) |ξ|3 + (∣∣∣α41∣∣∣ + ∣∣∣3α21α2∣∣∣ + ∣∣∣α22∣∣∣) |ξ|4
+
(∣∣∣α51∣∣∣ + ∣∣∣4α31α2∣∣∣ + ∣∣∣3α1α22∣∣∣) |ξ|5 + · · · (5.10)
The more explicit explanation about this mathematical phenomenon is available in Sec.2 of
Ref.[6].
Take all absolute values of constant coefficients αi of the characteristic equation in Thm.1
tk + |α1|tk−1 + |α2|tk−2 + · · · + |αk | = 0 (5.11)
suggesting the roots of its characteristic equation as λ?1 , ..., λ
?
k . And lim
∣∣∣∣ ui(n+1)ui(n) ∣∣∣∣ as n → ∞ in
Thm.1 is equivalent to
∣∣∣λ?i ∣∣∣. With this reconsideration, the corrected radius of convergence for a
Lame function is equivalent to (4.6) since 0 < ρ < 1 where z, sn(z, ρ) ∈ R.
Fig.3 represents two different shaded areas of convergence in Figs.1 and 2: In the bright
shaded area, the domain of absolute convergence of the series for the Lame equation around
sn2(z, ρ) = 0 is not available; it only provides the domain of conditional convergence for it, and
the dark shaded region shows the one of its absolute convergence.
Figure 3: Two different domains of absolute and conditional convergence of the Lame equation
6. Application
Lame equation appears elsewhere in mathematical physics. For example, Recently, in “Droplet
nucleation and domain wall motion in a bounded interval”[21], the authors investigate an ex-
tended model (a classical GinzburgLandau model) of noise-induced magnetization reversal. Lame
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equation arises in some specific boundary conditions.(see (8), (9) in Ref.[21]. In (9) its solution
consists of the Jacobi eta, theta, and zeta functions according to Hermites solution of the Lame
equation.) In “Group Theoretical Properties and Band Structure of the Lame Hamiltonian”[20],
the authors represent a group theoretical analysis of the Lame equation, which is an example
of a SGA band structure problem for su(2) and su(1, 1). (see (1), (10), (13), (14), (28), (29),
(33), (38) in Ref.[20]) Applying three term recurrence formula[4], we can obtain the power se-
ries expansion in closed forms and asymptotic behaviors of Lame function analytically. And it
might be possible to obtain specific eigenvalues for the Lame Hamiltonian.7 Again Lame equa-
tion is applicable to diverse areas such as theory of the stability analysis of static configurations
in Josephson junctions [2], the computation of the distanceredshift relation in inhomogeneous
cosmologies[17], magnetostatic problems in triaxial ellipsoids[13] and etc.
7. Conclusion
From the above all, applying three term recurrence formula [4], we show the power series
expansion in closed forms of Lame equation in Weierstrass’s form (for an infinite series and a
polynomial which makes Bn term terminated) and its integral forms. We show that a 2F1 function
recurs in each of sub-integral forms of Lame function in Weierstrass’s form: the first sub-integral
form contains zero term of A′ns, the second one contains one term of An’s, the third one contains
two terms of An’s, etc. And we show asymptotic expansions of Lame equation for an infinite
series and the special case as ρ ≈ 0. Since we obtain the closed integral forms of Lame equation
in Weierstrass’s form, Lame function is able to be transformed to other well-known special func-
tions analytically; hypergeometric function, Mathieu function, Lame function, confluent forms
of Heun function and etc.
For type 3 Lame polynomial, various authors argue that the value of hρ−2 can be chosen
properly such that the Lame function is not an infinite series but a polynomial as α parameters
of Lame functions is a positive integer. For type 1 Lame polynomial, since α is 2(2αi + i + λ) or
−2(2αi + i + λ) − 1 as i, αi ∈ N0 in the analysis of the three term recurrence formula [4], Lame
functions will be polynomial which makes Bn term terminated; λ is an indicial root which is 0 or
1
2 , then all possible α is · · · ,−3,−2,−1, 0, 1, 2, 3, · · · .
According to Erdelyi (1940[14]), “there is no corresponding representation of simple integral
formalisms of the solutions in ordinary linear differential equations with four regular singulari-
ties; Heun equation, Lame equation and Mathieu equation. It appears that the theory of integral
equations connected with periodic solutions of Lame equation is not as complete as the corre-
sponding theory of integral representations of, say, Legendre functions.” The reason, why the
analytic integral forms of Lame functions can not be obtained, is that the coefficients in a power
series expansions do not have two term recursion relations. We have a recursive relation between
a 3-term. By using the three term recurrence formula[4], we are able to obtain analytic integral
solution of any linear ordinary differential equation in which has three term recursion relations.
7The authors treat the analytic solution of Lame equation as Lame polynomial of type 3: for any non-negative integer
value of α there will be 2α + 1 values of h (Energy) for which the solution y(ξ) reduces to a polynomial. In this paper
we construct the power series expansion and integral formalism of Lame polynomial of type 1: we treat the spectral
parameter h as a free variable. Mathematically, it can be one of possible analytic solutions of Lame equation. In future
papers we will derive types 2 and 3 Lame polynomial.
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8. Series “Special functions and three term recurrence formula (3TRF)”
This paper is 7th out of 10.
1. “Approximative solution of the spin free Hamiltonian involving only scalar potential for
the q − q¯ system” [3] - In order to solve the spin-free Hamiltonian with light quark masses we
are led to develop a totally new kind of special function theory in mathematics that generalize all
existing theories of confluent hypergeometric types. We call it the Grand Confluent Hypergeo-
metric Function. Our new solution produces previously unknown extra hidden quantum numbers
relevant for description of supersymmetry and for generating new mass formulas.
2. “Generalization of the three-term recurrence formula and its applications” [4] - Generalize
three term recurrence formula in linear differential equation. Obtain the exact solution of the
three term recurrence for polynomials and infinite series.
3. “The analytic solution for the power series expansion of Heun function” [5] - Apply three
term recurrence formula to the power series expansion in closed forms of Heun function (infinite
series and polynomials) including all higher terms of Ans.
4. “Asymptotic behavior of Heun function and its integral formalism”, [6] - Apply three term
recurrence formula, derive the integral formalism, and analyze the asymptotic behavior of Heun
function (including all higher terms of Ans).
5. “The power series expansion of Mathieu function and its integral formalism”, [7] - Apply
three term recurrence formula, analyze the power series expansion of Mathieu function and its
integral forms.
6. “Lame equation in the algebraic form” [8] - Applying three term recurrence formula,
analyze the power series expansion of Lame function in the algebraic form and its integral forms.
7. “Power series and integral forms of Lame equation in Weierstrass’s form and its asymptotic
behaviors” [9] - Applying three term recurrence formula, derive the power series expansion of
Lame function in Weierstrass’s form and its integral forms.
8. “The generating functions of Lame equation in Weierstrass’s form” [10] - Derive the
generating functions of Lame function in Weierstrass’s form (including all higher terms of An’s).
Apply integral forms of Lame functions in Weierstrass’s form.
9. “Analytic solution for grand confluent hypergeometric function” [11] - Apply three term
recurrence formula, and formulate the exact analytic solution of grand confluent hypergeometric
function (including all higher terms of An’s). Replacing µ and εω by 1 and −q, transforms the
grand confluent hypergeometric function into Biconfluent Heun function.
10. “The integral formalism and the generating function of grand confluent hypergeometric
function” [12] - Apply three term recurrence formula, and construct an integral formalism and
a generating function of grand confluent hypergeometric function (including all higher terms of
An’s).
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Appendix. Conversion from 9 out of 192 local solutions of Heun equation to 9 local solutions
of Lame´ equation in Weierstrass’s form for an infinite series and a polynomial of type 1
A machine-generated list of 192 (isomorphic to the Coxeter group of the Coxeter diagram D4)
local solutions of the Heun equation was obtained by Robert S. Maier(2007) [22]. In appendix
of Ref.[6], by applying 3TRF, we obtain power series expansions and integrals of Heun equation
(for an infinite series and a polynomial of type 1) of nine out of the 192 local solution of Heun
equation in Table 2 [22].
In this appendix, by changing all coefficients and independent variables of the previous nine
examples of 192 local solutions of Heun equation into the first kind of independent solutions
of Heun equation by applying 3TRF [5, 6], we construct 9 local solutions of Lame equation in
Weierstrass’s form for Frobenius solutions in closed form (for infinite series and polynomial of
type 1) and its integral representations.8
Lame equation in Weierstrass’s form is a special case of Heuns equation. Heun equation is a
second-order linear ordinary differential equation of the form [15, 26].
d2y
dx2
+
(
γ
x
+
δ
x − 1 +

x − a
) dy
dx
+
αβx − q
x(x − 1)(x − a)y = 0 (.1)
With the condition  = α + β − γ − δ + 1. The parameters play different roles: a , 0 is the
singularity parameter, α, β, γ, δ,  are exponent parameters, q is the accessory parameter which
in many physical applications appears as a spectral parameter. Also, α and β are identical to each
other. The total number of free parameters is six. It has four regular singular points which are 0,
1, a and∞ with exponents {0, 1 − γ}, {0, 1 − δ}, {0, 1 − } and {α, β}.
As we compare (1.2) with (.1), all coefficients on the above are correspondent to the following
way.
γ, δ,  ←→ 1
2
a←→ ρ−2
α←→ 1
2
(α + 1)
β←→ −1
2
α
q←→ −1
4
hρ−2
x←→ ξ = sn2(z, ρ)
(.2)
A. Power series
In Ref.[5], the representation in the form of power series expansion of the first kind of inde-
pendent solution of Heun equation for polynomial of type 1 about x = 0 as α = −2α j − j where
8In this appendix, we treat h as a free variable and a fixed value of α to construct polynomials of type 1 for all 9 local
solutions of Lame equation. An independent variable sn2(z, ρ) is denoted by ξ. And we consider α as arbitrary. The
condition α ≥ − 12 is not necessary any more.
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j, α j ∈ N0 is given by
y(x) = HFα j,β
(
α j = −12(α + j)
∣∣∣
j∈N0 ; η =
(1 + a)
a
x; z = −1
a
x2
)
=
α0∑
i0=0
(−α0)i0
(
β
2
)
i0
(1)i0
(
1
2 +
γ
2
)
i0
zi0 +

α0∑
i0=0
i0
(
i0 + Γ
(S )
0
)
+ Q(
i0 + 12
) (
i0 +
γ
2
) (−α0)i0
(
β
2
)
i0
(1)i0
(
1
2 +
γ
2
)
i0
α1∑
i1=i0
(−α1)i1
(
1
2 +
β
2
)
i1
(
3
2
)
i0
(
1 + γ2
)
i0
(−α1)i0
(
1
2 +
β
2
)
i0
(
3
2
)
i1
(
1 + γ2
)
i1
zi1
 η
+
∞∑
n=2

α0∑
i0=0
i0
(
i0 + Γ
(S )
0
)
+ Q(
i0 + 12
) (
i0 +
γ
2
) (−α0)i0
(
β
2
)
i0
(1)i0
(
1
2 +
γ
2
)
i0
×
n−1∏
k=1

αk∑
ik=ik−1
(
ik + k2
) (
ik + Γ
(S )
k
)
+ Q(
ik + k2 +
1
2
) (
ik + k2 +
γ
2
) (−αk)ik
(
k
2 +
β
2
)
ik
(
1 + k2
)
ik−1
(
1
2 +
k
2 +
γ
2
)
ik−1
(−αk)ik−1
(
k
2 +
β
2
)
ik−1
(
1 + k2
)
ik
(
1
2 +
k
2 +
γ
2
)
ik

×
αn∑
in=in−1
(−αn)in
(
n
2 +
β
2
)
in
(
1 + n2
)
in−1
(
1
2 +
n
2 +
γ
2
)
in−1
(−αn)in−1
(
n
2 +
β
2
)
in−1
(
1 + n2
)
in
(
1
2 +
n
2 +
γ
2
)
in
zin
 ηn (A.1)
where 
z = − 1a x2
η = (1+a)a x
αi ≤ α j only if i ≤ j where i, j = 0, 1, 2, · · ·
and 
Γ
(S )
0 =
1
2(1+a) (−2α0 + β − δ + a(δ + γ − 1))
Γ
(S )
k =
1
2(1+a) (−2αk + β − δ + a(δ + γ + k − 1))
Q = q4(1+a)
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In Ref.[5], the representation in the form of power series expansion of the first kind of indepen-
dent solution of Heun equation for infinite series about x = 0 is given by
y(x) = HFα,β
(
η =
(1 + a)
a
x; z = −1
a
x2
)
=
∞∑
i0=0
(
α
2
)
i0
(
β
2
)
i0
(1)i0
(
1
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γ
2
)
i0
zi0
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2
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2
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∞∑
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γ
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ik
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×
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2 +
α
2
)
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(
n
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β
2
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(
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)
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(
1
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n
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2
)
in−1(
n
2 +
α
2
)
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(
n
2 +
β
2
)
in−1
(
1 + n2
)
in
(
1
2 +
n
2 +
γ
2
)
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 ηn (A.2)
where 
Γ
(I)
0 =
1
2(1+a) (α + β − δ + a(δ + γ − 1))
Γ
(I)
k =
1
2(1+a) (α + β − δ + k + a(δ + γ − 1 + k))
Q = q4(1+a)
A.1. (1 − x)1−δHl(a, q − (δ − 1)γa;α − δ + 1, β − δ + 1, γ, 2 − δ; x)
A.1.1. Polynomial of type 1
Replace coefficients q, α, β and δ by q − (δ − 1)γa, α − δ + 1, β − δ + 1 and 2 − δ into
(A.1). Multiply (1 − x)1−δ and (A.1) together. Put (.2) into the new (A.1) with replacing α by
−2(2α j + j + 1) where j, α j ∈ N0; apply α = −2(2α0 + 1) into sub-power series y0(ξ), apply
α = −2(2α0 + 1) into the first summation and α = −2(2α1 + 2) into second summation of sub-
power series y1(ξ), apply α = −2(2α0 + 1) into the first summation, α = −2(2α1 + 2) into the
second summation and α = −2(2α2 + 3) into the third summation of sub-power series y2(ξ), etc
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in the new (A.1).9
(1 − ξ) 12 y(ξ)
= (1 − ξ) 12 Hl
(
ρ−2,−1
4
(h − 1)ρ−2;−2α j − j,−2α j − j, 12 ,
3
2
; ξ
)
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(
1 + k2
)
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2
)
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(−αk)ik−1
(
αk + k + 34
)
ik−1
(
1 + k2
)
ik
(
3
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2
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 ηn
 (A.3)
where
α = 2
(
2α j + j +
1
2
)
or − 2
(
2α j + j + 1
)
For the minimum value of Lame equation for a polynomial which makes Bn term terminated
about ξ = 0, put α0 = α1 = α2 = · · · = 0 in (A.3).
y(ξ) = Hl
(
ρ−2,−1
4
(h − 1)ρ−2;− j,− j, 1
2
,
3
2
; ξ
)
= 2F1
1 − √(1 + ρ2)h − ρ22(1 + ρ2) , 1 +
√
(1 + ρ2)h − ρ2
2(1 + ρ2)
,
1
2
; η

It tells us that Lame polynomials in which makes Bn term terminated, for fixed values of α,
require |η| = |(1 + ρ2)sn2(z, ρ)| < 1 for the convergence of the radius.
9For all 9 local solutions of Lame equation for polynomial of type 1 in this appendix, αi ≤ α j only if i ≤ j where
i, j, αi, α j ∈ N0.
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A.1.2. Infinite series
Replace coefficients q, α, β and δ by q − (δ − 1)γa, α − δ + 1, β − δ + 1 and 2 − δ into (A.2).
Multiply (1 − x)1−δ and (A.2) together. Put (.2) into the new (A.2).
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 (A.4)
On (A.3) and (A.4), 
η = (1 + ρ2)ξ
z = −ρ2ξ2
ξ = sn2(z, ρ)
Γ0 =
1
2(1+ρ2)
Γk =
k
2 +
1
2(1+ρ2)
Q = 1−h16(1+ρ2)
A.2. x1−γ(1 − x)1−δHl(a, q − (γ + δ − 2)a − (γ − 1)(α + β − γ − δ + 1);α − γ − δ + 2
, β − γ − δ + 2, 2 − γ, 2 − δ; x)
A.2.1. Polynomial of type 1
Replace coefficients q, α, β, γ and δ by q − (γ + δ − 2)a − (γ − 1)(α + β − γ − δ + 1),
α− γ− δ+ 2, β− γ− δ+ 2, 2− γ and 2− δ into (A.1). Multiply x1−γ(1− x)1−δ and (A.1) together.
Put (2.2) into the new (A.1) with replacing α by −2(2α j + j + 3/2) where j, α j ∈ N0; apply
α = −2(2α0 + 3/2) into sub-power series y0(ξ), apply −2(2α0 + 3/2) into the first summation
and −2(2α1 + 5/2) into second summation of sub-power series y1(ξ), apply −2(2α0 + 3/2) into
the first summation, −2(2α1 + 5/2) into the second summation and −2(2α2 + 7/2) into the third
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summation of sub-power series y2(ξ), etc in the new (A.1).
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2 (1 − ξ) 12 y(ξ)
= ξ
1
2 (1 − ξ) 12 Hl
(
ρ−2,−1
4
(
(h − 4)ρ−2 − 1
)
;−2α j − j,−2α j − j, 32 ,
3
2
; ξ
)
= ξ
1
2 (1 − ξ) 12

α0∑
i0=0
(−α0)i0
(
α0 +
5
4
)
i0
(1)i0
(
5
4
)
i0
zi0
+

α0∑
i0=0
i0 (i0 + Γ0) + Q(
i0 + 12
) (
i0 + 34
) (−α0)i0
(
α0 +
5
4
)
i0
(1)i0
(
5
4
)
i0
α1∑
i1=i0
(−α1)i1
(
α1 +
9
4
)
i1
(
3
2
)
i0
(
7
4
)
i0
(−α1)i0
(
α1 +
9
4
)
i0
(
3
2
)
i1
(
7
4
)
i1
zi1
 η
+
∞∑
n=2

α0∑
i0=0
i0 (i0 + Γ0) + Q(
i0 + 12
) (
i0 + 34
) (−α0)i0
(
α0 +
5
4
)
i0
(1)i0
(
5
4
)
i0
×
n−1∏
k=1

αk∑
ik=ik−1
(
ik + k2
)
(ik + Γk) + Q(
ik + k2 +
1
2
) (
ik + k2 +
3
4
) (−αk)ik
(
αk + k + 54
)
ik
(
1 + k2
)
ik−1
(
5
4 +
k
2
)
ik−1
(−αk)ik−1
(
αk + k + 54
)
ik−1
(
1 + k2
)
ik
(
5
4 +
k
2
)
ik

×
αn∑
in=in−1
(−αn)in
(
αn + n + 54
)
in
(
1 + n2
)
in−1
(
5
4 +
n
2
)
in−1
(−αn)in−1
(
αn + n + 54
)
in−1
(
1 + n2
)
in
(
5
4 +
n
2
)
in
zin
 ηn
 (A.5)
where
α = 2
(
2α j + j + 1
)
or − 2
(
2α j + j +
3
2
)
For the minimum value of Lame equation for a polynomial which makes Bn term terminated
about ξ = 0, put α0 = α1 = α2 = · · · = 0 in (A.5).
y(ξ) = Hl
(
ρ−2,−1
4
(
(h − 4)ρ−2 − 1
)
;− j,− j, 3
2
,
3
2
; ξ
)
= 2F1
2 + ρ2 − √(1 + ρ2)h − ρ22(1 + ρ2) , 2 + ρ2 +
√
(1 + ρ2)h − ρ2
2(1 + ρ2)
,
3
2
; η

It tells us that Lame polynomials in which makes Bn term terminated, for fixed values of α,
require |η| = |(1 + ρ2)sn2(z, ρ)| < 1 for the convergence of the radius.
A.2.2. Infinite series
Replace coefficients q, α, β, γ and δ by q− (γ+δ−2)a− (γ−1)(α+β−γ−δ+1), α−γ−δ+2,
β − γ − δ + 2, 2 − γ and 2 − δ into (A.2). Multiply x1−γ(1 − x)1−δ and (A.2) together. Put (.2) into
24
the new (A.2).
ξ
1
2 (1 − ξ) 12 y(ξ)
= ξ
1
2 (1 − ξ) 12 Hl
(
ρ−2,−1
4
(
(h − 4)ρ−2 − 1
)
;
α
2
+
3
2
,−α
2
+ 1,
3
2
,
3
2
; ξ
)
= ξ
1
2 (1 − ξ) 12

∞∑
i0=0
(
α
4 +
3
4
)
i0
(
−α4 + 12
)
i0
(1)i0
(
5
4
)
i0
zi0
+

∞∑
i0=0
i0 (i0 + Γ0) + Q(
i0 + 12
) (
i0 + 34
)
(
α
4 +
3
4
)
i0
(
−α4 + 12
)
i0
(1)i0
(
5
4
)
i0
∞∑
i1=i0
(
α
4 +
5
4
)
i1
(
−α4 + 1
)
i1
(
3
2
)
i0
(
7
4
)
i0(
α
4 +
5
4
)
i0
(
−α4 + 1
)
i0
(
3
2
)
i1
(
7
4
)
i1
zi1
 η
+
∞∑
n=2

∞∑
i0=0
i0 (i0 + Γ0) + Q(
i0 + 12
) (
i0 + 34
)
(
α
4 +
3
4
)
i0
(
−α4 + 12
)
i0
(1)i0
(
5
4
)
i0
×
n−1∏
k=1

∞∑
ik=ik−1
(
ik + k2
)
(ik + Γk) + Q(
ik + k2 +
1
2
) (
ik + k2 +
3
4
)
(
k
2 +
α
4 +
3
4
)
ik
(
k
2 − α4 + 12
)
ik
(
1 + k2
)
ik−1
(
5
4 +
k
2
)
ik−1(
k
2 +
α
4 +
3
4
)
ik−1
(
k
2 − α4 + 12
)
ik−1
(
1 + k2
)
ik
(
5
4 +
k
2
)
ik

×
∞∑
in=in−1
(
n
2 +
α
4 +
3
4
)
in
(
n
2 − α4 + 12
)
in
(
1 + n2
)
in−1
(
5
4 +
n
2
)
in−1(
n
2 +
α
4 +
3
4
)
in−1
(
n
2 − α4 + 12
)
in−1
(
1 + n2
)
in
(
5
4 +
n
2
)
in
zin
 ηn
 (A.6)
On (A.5) and (A.6), 
η = (1 + ρ2)ξ
z = −ρ2ξ2
ξ = sn2(z, ρ)
Γ0 =
2+ρ2
2(1+ρ2)
Γk =
k
2 +
2+ρ2
2(1+ρ2)
Q = 4+ρ
2−h
16(1+ρ2)
A.3. Hl(1 − a,−q + αβ;α, β, δ, γ; 1 − x)
A.3.1. Polynomial of type 1
Replace coefficients a, q, γ, δ and x by 1 − a, −q + αβ, δ, γ and 1 − x into (A.1). Put (.2) into
the new (A.1) with replacing α by −2(2α j + j + 1/2) where j, α j ∈ N0; apply α = −2(2α0 + 1/2)
into sub-power series y0(ς), apply −2(2α0 + 1/2) into the first summation and −2(2α1 + 3/2)
into second summation of sub-power series y1(ς), apply −2(2α0 + 1/2) into the first summation,
−2(2α1 + 3/2) into the second summation and −2(2α2 + 5/2) into the third summation of sub-
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power series y2(ς), etc in the new (A.1).
y(ς) = Hl
(
1 − ρ−2, 1
4
hρ−2 − 4
(
α j +
j
2
) (
α j +
j
2
+
1
4
)
;−2α j − j,−2α j − j, 12 ,
1
2
; ς
)
=
α0∑
i0=0
(−α0)i0
(
α0 +
1
4
)
i0
(1)i0
(
3
4
)
i0
zi0
+

α0∑
i0=0
i20 + Q0(
i0 + 12
) (
i0 + 14
) (−α0)i0
(
α0 +
1
4
)
i0
(1)i0
(
3
4
)
i0
α1∑
i1=i0
(−α1)i1
(
α1 +
5
4
)
i1
(
3
2
)
i0
(
3
4
)
i0
(−α1)i0
(
α1 +
5
4
)
i0
(
3
2
)
i1
(
3
4
)
i1
zi1
 η
+
∞∑
n=2

α0∑
i0=0
i20 + Q0(
i0 + 12
) (
i0 + 14
) (−α0)i0
(
α0 +
1
4
)
i0
(1)i0
(
3
4
)
i0
×
n−1∏
k=1

αk∑
ik=ik−1
(
ik + k2
)2
+ Qk(
ik + k2 +
1
2
) (
ik + k2 +
1
4
) (−αk)ik
(
αk + k + 14
)
ik
(
1 + k2
)
ik−1
(
3
4 +
k
2
)
ik−1
(−αk)ik−1
(
αk + k + 14
)
ik−1
(
1 + k2
)
ik
(
3
4 +
k
2
)
ik

×
αn∑
in=in−1
(−αn)in
(
αn + n + 14
)
in
(
1 + n2
)
in−1
(
3
4 +
n
2
)
in−1
(−αn)in−1
(
αn + n + 14
)
in−1
(
1 + n2
)
in
(
3
4 +
n
2
)
in
zin
 ηn (A.7)
where 
α = 2
(
2α j + j
)
or − 2
(
2α j + j + 12
)
Q0 = 14(2−ρ−2)
(
1
4 hρ
−2 + 4α20
)
Qk = 14(2−ρ−2)
(
1
4 hρ
−2 + 4
(
αk +
k
2
)2)
For the minimum value of Lame equation for a polynomial which makes Bn term terminated
about ς = 0, put α0 = α1 = α2 = · · · = 0 in (A.7).
y(ς) = Hl
(
1 − ρ−2, 1
4
hρ−2 − j
(
j +
1
2
)
;− j,− j, 1
2
,
1
2
; ς
)
=
∞∑
n=0
∏n−1
k=0
(
1
4 hρ
−2 + (3 − ρ−2)k2
)
n!
(
1
2
)
n
(
η
2 − ρ−2
)n
= cosh

√
h
1 − 3ρ2 sinh
−1

√
(1 − 3ρ2)η
2ρ2 − 1


= cosh

√
h
1 − 3ρ2 ln

√
(1 − 3ρ2)η
2ρ2 − 1 +
√
(1 − 3ρ2)η
2ρ2 − 1 + 1


It tells us that Lame polynomials in which makes Bn term terminated, for fixed values of α,
require
∣∣∣∣ η2−ρ−2 ∣∣∣∣ = ∣∣∣∣ 1−sn2(z,ρ)1−ρ−2 ∣∣∣∣ < 1 for the convergence of the radius.
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A.3.2. Infinite series
Replace coefficients a, q, γ, δ and x by 1 − a, −q + αβ, δ, γ and 1 − x into (A.2). Put (.2) into
the new (A.2).
y(ς) = Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α(α + 1)
)
;
1
2
(α + 1),−α
2
,
1
2
,
1
2
; ς
)
=
∞∑
i0=0
(
α
4 +
1
4
)
i0
(
−α4
)
i0
(1)i0
(
3
4
)
i0
zi0 +

∞∑
i0=0
i20 + Q(
i0 + 12
) (
i0 + 14
)
(
α
4 +
1
4
)
i0
(
−α4
)
i0
(1)i0
(
3
4
)
i0
∞∑
i1=i0
(
α
4 +
3
4
)
i1
(
−α4 + 12
)
i1
(
3
2
)
i0
(
5
4
)
i0(
α
4 +
3
4
)
i0
(
−α4 + 12
)
i0
(
3
2
)
i1
(
5
4
)
i1
zi1
 η
+
∞∑
n=2

∞∑
i0=0
i20 + Q(
i0 + 12
) (
i0 + 14
)
(
α
4 +
1
4
)
i0
(
−α4
)
i0
(1)i0
(
3
4
)
i0
×
n−1∏
k=1

∞∑
ik=ik−1
(
ik + k2
)2
+ Q(
ik + k2 +
1
2
) (
ik + k2 +
1
4
)
(
k
2 +
α
4 +
1
4
)
ik
(
k
2 − α4
)
ik
(
1 + k2
)
ik−1
(
3
4 +
k
2
)
ik−1(
k
2 +
α
4 +
1
4
)
ik−1
(
k
2 − α4
)
ik−1
(
1 + k2
)
ik
(
3
4 +
k
2
)
ik

×
∞∑
in=in−1
(
n
2 +
α
4 +
1
4
)
in
(
n
2 − α4
)
in
(
1 + n2
)
in−1
(
3
4 +
n
2
)
in−1(
n
2 +
α
4 +
1
4
)
in−1
(
n
2 − α4
)
in−1
(
1 + n2
)
in
(
3
4 +
n
2
)
in
zin
 ηn (A.8)
where
Q =
hρ−2 − α(α + 1)
16(2 − ρ−2)
On (A.7) and (A.8), 
ς = 1 − ξ
ξ = sn2(z, ρ)
η = 2−ρ
−2
1−ρ−2 ς
z = −11−ρ−2 ς
2
A.4. (1 − x)1−δHl(1 − a,−q + (δ − 1)γa + (α − δ + 1)(β − δ + 1);α − δ + 1, β − δ + 1
, 2 − δ, γ; 1 − x)
A.4.1. Polynomial of type 1
Replace coefficients a, q, α, β, γ, δ and x by 1 − a, −q + (δ − 1)γa + (α − δ + 1)(β − δ + 1),
α−δ+1, β−δ+1, 2−δ, γ and 1− x into (A.1). Multiply (1− x)1−δ and (A.1) together. Put (.2) into
the new (A.1) with replacing α by −2(2α j + j + 1) where j, α j ∈ N0; apply α = −2(2α0 + 1) into
sub-power series y0(ς), apply −2(2α0 + 1) into the first summation and −2(2α1 + 2) into second
summation of sub-power series y1(ς), apply −2(2α0 + 1) into the first summation, −2(2α1 + 2)
into the second summation and −2(2α2 + 3) into the third summation of sub-power series y2(ς),
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etc in the new (A.1).
ς
1
2 y(ς)
= ς
1
2 Hl
(
1 − ρ−2,−1
4
(1 − h)ρ−2 − 4
(
α j +
j
2
) (
α j +
j
2
+
3
4
)
;−2α j − j,−2α j − j, 32 ,
1
2
; ς
)
= ς
1
2

α0∑
i0=0
(−α0)i0
(
α0 +
3
4
)
i0
(1)i0
(
5
4
)
i0
zi0
+

α0∑
i0=0
i0
(
i0 + 12
)
+ Q0(
i0 + 12
) (
i0 + 34
) (−α0)i0
(
α0 +
3
4
)
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(1)i0
(
5
4
)
i0
α1∑
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(
α1 +
7
4
)
i1
(
3
2
)
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(
7
4
)
i0
(−α1)i0
(
α1 +
7
4
)
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(
3
2
)
i1
(
7
4
)
i1
zi1
 η
+
∞∑
n=2

α0∑
i0=0
i0
(
i0 + 12
)
+ Q0(
i0 + 12
) (
i0 + 34
) (−α0)i0
(
α0 +
3
4
)
i0
(1)i0
(
5
4
)
i0
×
n−1∏
k=1

αk∑
ik=ik−1
(
ik + k2
) (
ik + k2 +
1
2
)
+ Qk(
ik + k2 +
1
2
) (
ik + k2 +
3
4
) (−αk)ik
(
αk + k + 34
)
ik
(
1 + k2
)
ik−1
(
5
4 +
k
2
)
ik−1
(−αk)ik−1
(
αk + k + 34
)
ik−1
(
1 + k2
)
ik
(
5
4 +
k
2
)
ik

×
αn∑
in=in−1
(−αn)in
(
αn + n + 34
)
in
(
1 + n2
)
in−1
(
5
4 +
n
2
)
in−1
(−αn)in−1
(
αn + n + 34
)
in−1
(
1 + n2
)
in
(
5
4 +
n
2
)
in
zin
 ηn
 (A.9)
where 
α = 2
(
2α j + j + 12
)
or − 2
(
2α j + j + 1
)
Q0 =
− 14 (1−h)ρ−2+4α20
4(2−ρ−2)
Qk =
− 14 (1−h)ρ−2+4(αk+ k2 )
2
4(2−ρ−2)
For the minimum value of Lame equation for a polynomial which makes Bn term terminated
about ς = 0, put α0 = α1 = α2 = · · · = 0 in (A.9).
y(ς) = Hl
(
1 − ρ−2,−1
4
(1 − h)ρ−2 − j
(
j +
3
2
)
;− j,− j, 3
2
,
1
2
; ς
)
=
∞∑
n=0
∏n−1
k=0
(
k(k + 1) +
1
4 (h−1)ρ−2+k2
2−ρ−2
)
n!
(
3
2
)
n
ηn
= 2F1
 ρ2 − 123ρ2 − 1 − A(ρ, h), ρ
2 − 12
3ρ2 − 1 + A(ρ, h),
3
2
;
(3ρ2 − 1)η
2ρ2 − 1
 (A.10)
where
A(ρ, h) =
(ρ2 − 12 )
√
4ρ4 − (1 + 3h)ρ2 + h
|2ρ2 − 1|(3ρ2 − 1)
(A.10) tells us that Lame polynomials in which makes Bn term terminated, for fixed values of α,
require
∣∣∣∣ (3ρ2−1)η2ρ2−1 ∣∣∣∣ = ∣∣∣∣ 3ρ2−1ρ2−1 (1 − sn2(z, ρ))∣∣∣∣ < 1 for the convergence of the radius.
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For the special case, if (3ρ
2−1)η
2ρ2−1 =
3ρ2−1
ρ2−1 (1 − sn2(z, ρ)) = 1 in (A.10),
y(ς) = Hl
(
1 − ρ−2,−1
4
(1 − h)ρ−2 − j
(
j +
3
2
)
;− j,− j, 3
2
,
1
2
; ς =
ρ2 − 1
3ρ2 − 1
)
= 2F1
 ρ2 − 123ρ2 − 1 − A(ρ, h), ρ
2 − 12
3ρ2 − 1 + A(ρ, h),
3
2
; 1

=
Γ
(
3
2
)
Γ
(
3
2 − 2ρ
2−1
3ρ2−1
)
Γ
(
3
2 −
ρ2− 12
3ρ2−1 −
√
4ρ4−(1+3h)ρ2+h
2(3ρ2−1)
)
Γ
(
3
2 −
ρ2− 12
3ρ2−1 +
√
4ρ4−(1+3h)ρ2+h
2(3ρ2−1)
) (A.11)
If 0 < ρ < 1 and z, sn(z, ρ) ∈ R are satisfied for the solution in series of Lame equation,
R
(
3
2 − 2ρ
2−1
3ρ2−1
)
> 0 should be required for the analytic solution of (A.11). According to these
boundary conditions, we obtain the range of a parameter ρ in (A.11) such as 1√
3
< ρ < 1.
A.4.2. Infinite series
Replace coefficients a, q, α, β, γ, δ and x by 1 − a, −q + (δ − 1)γa + (α − δ + 1)(β − δ + 1),
α− δ+ 1, β− δ+ 1, 2− δ, γ and 1− x into (A.2). Multiply (1− x)1−δ and (A.2) together. Put (.2)
into the new (A.2).
ς
1
2 y(ς)
= ς
1
2 Hl
(
1 − ρ−2,−1
4
(
(1 − h)ρ−2 + (α − 1)(α + 2)
)
;
α
2
+ 1,−α
2
+
1
2
,
3
2
,
1
2
; ς
)
= ς
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2

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+
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) (
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)
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(
5
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∞∑
i1=i0
(
α
4 + 1
)
i1
(
−α4 + 34
)
i1
(
3
2
)
i0
(
7
4
)
i0(
α
4 + 1
)
i0
(
−α4 + 34
)
i0
(
3
2
)
i1
(
7
4
)
i1
zi1
 η
+
∞∑
n=2

∞∑
i0=0
i0
(
i0 + 12
)
+ Q(
i0 + 12
) (
i0 + 34
)
(
α
4 +
1
2
)
i0
(
−α4 + 14
)
i0
(1)i0
(
5
4
)
i0
×
n−1∏
k=1

∞∑
ik=ik−1
(
ik + k2
) (
ik + k2 +
1
2
)
+ Q(
ik + k2 +
1
2
) (
ik + k2 +
3
4
)
(
k
2 +
α
4 +
1
2
)
ik
(
k
2 − α4 + 14
)
ik
(
1 + k2
)
ik−1
(
5
4 +
k
2
)
ik−1(
k
2 +
α
4 +
1
2
)
ik−1
(
k
2 − α4 + 14
)
ik−1
(
1 + k2
)
ik
(
5
4 +
k
2
)
ik

×
∞∑
in=in−1
(
n
2 +
α
4 +
1
2
)
in
(
n
2 − α4 + 14
)
in
(
1 + n2
)
in−1
(
5
4 +
n
2
)
in−1(
n
2 +
α
4 +
1
2
)
in−1
(
n
2 − α4 + 14
)
in−1
(
1 + n2
)
in
(
5
4 +
n
2
)
in
zin
 ηn
 (A.12)
where
Q = − (1 − h)ρ
−2 + (α − 1)(α + 2)
16(2 − ρ−2)
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On (A.9) and (A.12), 
ς = 1 − ξ
ξ = sn2(z, ρ)
η = 2−ρ
−2
1−ρ−2 ς
z = −11−ρ−2 ς
2
A.5. x−αHl
(
1
a
,
q + α[(α − γ − δ + 1)a − β + δ]
a
;α, α − γ + 1, α − β + 1, δ; 1
x
)
A.5.1. Infinite series
Replace coefficients a, q, β, γ and x by 1a ,
q+α[(α−γ−δ+1)a−β+δ]
a , α − γ + 1, α − β + 1 and 1x into
(A.2). Multiply x−α and (A.2) together. Put (.2) into the new (A.2).
ς
1
2 (α+1)y(ς)
= ς
1
2 (α+1)Hl
(
ρ2,−1
4
(
h − (1 + ρ2)(α + 1)2
)
;
1
2
(α + 1),
1
2
(α + 2), α +
3
2
,
1
2
; ς
)
= ς
1
2 (α+1)

∞∑
i0=0
(
α
4 +
1
4
)
i0
(
−α4 + 12
)
i0
(1)i0
(
α
2 +
5
4
)
i0
zi0
+

∞∑
i0=0
i0
(
i0 + α2 +
1
2
)
+ Q(
i0 + 12
) (
i0 + α2 +
3
4
)
(
α
4 +
1
4
)
i0
(
α
4 +
1
2
)
i0
(1)i0
(
α
2 +
5
4
)
i0
∞∑
i1=i0
(
α
4 +
3
4
)
i1
(
α
4 + 1
)
i1
(
3
2
)
i0
(
α
2 +
7
4
)
i0(
α
4 +
3
4
)
i0
(
α
4 + 1
)
i0
(
3
2
)
i1
(
α
2 +
7
4
)
i1
zi1
 η
+
∞∑
n=2

∞∑
i0=0
i0
(
i0 + α2 +
1
2
)
+ Q(
i0 + 12
) (
i0 + α2 +
3
4
)
(
α
4 +
1
4
)
i0
(
α
4 +
1
2
)
i0
(1)i0
(
α
2 +
5
4
)
i0
×
n−1∏
k=1

∞∑
ik=ik−1
(
ik + k2
) (
ik + k2 +
α
2 +
1
2
)
+ Q(
ik + k2 +
1
2
) (
ik + k2 +
α
2 +
3
4
)
(
k
2 +
α
4 +
1
4
)
ik
(
k
2 +
α
4 +
1
2
)
ik
(
1 + k2
)
ik−1
(
k
2 +
α
2 +
5
4
)
ik−1(
k
2 +
α
4 +
1
4
)
ik−1
(
k
2 +
α
4 +
1
2
)
ik−1
(
1 + k2
)
ik
(
k
2 +
α
2 +
5
4
)
ik

×
∞∑
in=in−1
(
n
2 +
α
4 +
1
4
)
in
(
n
2 +
α
4 +
1
2
)
in
(
1 + n2
)
in−1
(
n
2 +
α
2 +
5
4
)
in−1(
n
2 +
α
4 +
1
4
)
in−1
(
n
2 +
α
4 +
1
2
)
in−1
(
1 + n2
)
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(
n
2 +
α
2 +
5
4
)
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zin
 ηn
 (A.13)
where 
ς = ξ−1
ξ = sn2(z, ρ)
η = (1 + ρ−2)ς
z = −ρ−2ς2
Q = − 116
(
h(1 + ρ2)−1 − (α + 1)2
)
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A.6.
(
1 − x
a
)−β
Hl
(
1 − a,−q + γβ;−α + γ + δ, β, γ, δ; (1 − a)x
x − a
)
A.6.1. Infinite series
Replace coefficients a, q, α and x by 1−a, −q +γβ, −α+γ+δ and (1−a)xx−a into (A.2). Multiply(
1 − xa
)−β
and (A.2) together. Put (.2) into the new (A.2).
(1 − ρ2ξ) α2 y(ς)
= (1 − ρ2ξ) α2 Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α
)
;−α
2
+
1
2
,−α
2
,
1
2
,
1
2
; ς
)
= (1 − ρ2ξ) α2

∞∑
i0=0
(
−α4 + 14
)
i0
(
−α4
)
i0
(1)i0
(
3
4
)
i0
zi0
+

∞∑
i0=0
i0 (i0 + Γ0) + Q(
i0 + 12
) (
i0 + 14
)
(
−α4 + 14
)
i0
(
−α4
)
i0
(1)i0
(
3
4
)
i0
∞∑
i1=i0
(
−α4 + 34
)
i1
(
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)
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(
3
2
)
i0
(
5
4
)
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)
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)
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(
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)
i1
(
5
4
)
i1
zi1
 η
+
∞∑
n=2

∞∑
i0=0
i0 (i0 + Γ0) + Q(
i0 + 12
) (
i0 + 14
)
(
−α4 + 14
)
i0
(
−α4
)
i0
(1)i0
(
3
4
)
i0
×
n−1∏
k=1

∞∑
ik=ik−1
(
ik + k2
)
(ik + Γk) + Q(
ik + k2 +
1
2
) (
ik + k2 +
1
4
)
(
k
2 − α4 + 14
)
ik
(
k
2 − α4
)
ik
(
1 + k2
)
ik−1
(
3
4 +
k
2
)
ik−1(
k
2 − α4 + 14
)
ik−1
(
k
2 − α4
)
ik−1
(
1 + k2
)
ik
(
3
4 +
k
2
)
ik

×
∞∑
in=in−1
(
n
2 − α4 + 14
)
in
(
n
2 − α4
)
in
(
1 + n2
)
in−1
(
3
4 +
n
2
)
in−1(
n
2 − α4 + 14
)
in−1
(
n
2 − α4
)
in−1
(
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)
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(
3
4 +
n
2
)
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 ηn
 (A.14)
where 
ς = (1−ρ
−2)ξ
ξ−ρ−2
ξ = sn2(z, ρ)
η = 2−ρ
−2
1−ρ−2 ς
z = −11−ρ−2 ς
2
Γ0 = − α2(2−ρ−2)
Γk =
k
2 − α2(2−ρ−2)
Q = hρ
−2−α
16(2−ρ−2)
A.7. (1 − x)1−δ
(
1 − x
a
)−β+δ−1
Hl
(
1 − a,−q + γ[(δ − 1)a + β − δ + 1];−α + γ + 1
, β − δ + 1, γ, 2 − δ; (1 − a)x
x − a
)
A.7.1. Infinite series
Replace coefficients a, q, α, β, δ and x by 1 − a, −q + γ[(δ − 1)a + β − δ + 1], −α + γ + 1,
β − δ + 1, 2 − δ and (1−a)xx−a into (A.2). Multiply (1 − x)1−δ
(
1 − xa
)−β+δ−1
and (A.2) together. Put
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(.2) into the new (A.2).
(1 − ξ) 12 (1 − ρ2ξ) 12 (α−1)y(ς)
= (1 − ξ) 12 (1 − ρ2ξ) 12 (α−1)Hl
(
1 − ρ−2, 1
4
(
(h − 1)ρ−2 + 1 − α
)
;−α
2
+ 1,−α
2
+
1
2
,
1
2
,
3
2
; ς
)
= (1 − ξ) 12 (1 − ρ2ξ) 12 (α−1)

∞∑
i0=0
(
−α4 + 12
)
i0
(
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)
i0
(1)i0
(
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)
i0
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+

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∞∑
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+
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) (
i0 + 14
)
(
−α4 + 12
)
i0
(
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)
i0
(1)i0
(
3
4
)
i0
×
n−1∏
k=1

∞∑
ik=ik−1
(
ik + k2
)
(ik + Γk) + Q(
ik + k2 +
1
2
) (
ik + k2 +
1
4
)
(
k
2 − α4 + 12
)
ik
(
k
2 − α4 + 14
)
ik
(
1 + k2
)
ik−1
(
3
4 +
k
2
)
ik−1(
k
2 − α4 + 12
)
ik−1
(
k
2 − α4 + 14
)
ik−1
(
1 + k2
)
ik
(
3
4 +
k
2
)
ik

×
∞∑
in=in−1
(
n
2 − α4 + 12
)
in
(
n
2 − α4 + 14
)
in
(
1 + n2
)
in−1
(
3
4 +
n
2
)
in−1(
n
2 − α4 + 12
)
in−1
(
n
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)
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(
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)
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(
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n
2
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 ηn
 (A.15)
where 
ς = (1−ρ
−2)ξ
ξ−ρ−2
ξ = sn2(z, ρ)
η = 2−ρ
−2
1−ρ−2 ς
z = −11−ρ−2 ς
2
Γ0 = −α−1+ρ−22(2−ρ−2)
Γk =
k
2 − α−1+ρ
−2
2(2−ρ−2)
Q = (h−1)ρ
−2+1−α
16(2−ρ−2)
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A.8. x−αHl
(
a − 1
a
,
−q + α(δa + β − δ)
a
;α, α − γ + 1, δ, α − β + 1; x − 1
x
)
A.8.1. Infinite series
Replace coefficients a, q, β, γ, δ and x by a−1a ,
−q+α(δa+β−δ)
a , α − γ + 1, δ, α − β + 1 and x−1x
into (A.2). Multiply x−α and (A.2) together. Put (.2) into the new (A.2).
ξ−
1
2 (α+1)y(ς)
= ξ−
1
2 (α+1)Hl
(
1 − ρ2, 1
4
[
h + (α + 1)
(
1 − (α + 1)ρ2
)]
;
1
2
(α + 1),
1
2
(α + 2),
1
2
, α +
3
2
; ς
)
= ξ−
1
2 (α+1)

∞∑
i0=0
(
α
4 +
1
4
)
i0
(
α
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1
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)
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(1)i0
(
3
4
)
i0
zi0
+

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)
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α
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∞∑
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i0 (i0 + Γ0) + Q(
i0 + 12
) (
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)
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)
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4 +
1
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)
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(1)i0
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)
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k=1

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1
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(
3
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k
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α
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1
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)
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(
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α
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1
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)
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(
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(
3
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k
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(
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1
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1
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 (A.16)
where 
ς = ξ−1
ξ
ξ = sn2(z, ρ)
η = 2−ρ
2
1−ρ2 ς
z = −11−ρ2 ς
2
Γ0 =
(1−ρ2)(α+1)
2(2−ρ2)
Γk =
k
2 +
(1−ρ2)(α+1)
2(2−ρ2)
Q = h+(α+1)(1−(α+1)ρ
2)
16(2−ρ2)
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A.9.
( x − a
1 − a
)−α
Hl
(
a, q − (β − δ)α;α,−β + γ + δ, δ, γ; a(x − 1)
x − a
)
A.9.1. Infinite series
Replace coefficients q, β, γ, δ and x by q − (β − δ)α, −β + γ + δ, δ, γ and a(x−1)x−a into (A.2).
Multiply
(
x−a
1−a
)−α
and (A.2) together. Put (.2) into the new (A.2).
(
ξ − ρ−2
1 − ρ−2
)− 12 (α+1)
y(ς)
=
(
ξ − ρ−2
1 − ρ−2
)− 12 (α+1)
Hl
(
ρ−2,−1
4
(
hρ−2 − (α + 1)2
)
;
1
2
(α + 1),−1
2
(α − 2), 1
2
,
1
2
; ς
)
=
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ξ − ρ−2
1 − ρ−2
)− 12 (α+1) 
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∞∑
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4 +
n
2
)
in
zin
 ηn
 (A.17)
where 
ς = ξ−1
ρ2(ξ−ρ−2)
ξ = sn2(z, ρ)
η = (1 + ρ2)ς
z = −ρ2ς2
Γ0 =
α+1
2(1+ρ−2)
Γk =
k
2 +
α+1
2(1+ρ−2)
Q = −hρ
−2+(α+1)2
16(1+ρ−2)
B. Asymptotic behavior
In Ref.[6], an asymptotic representation of Heun function about x = 0 for an infinite series is
given by
lim
n1
Hl (a, q;α, β, γ, δ; x) =
1
1 −
(
− 1a x2 + 1+aa x
) (B.1)
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(B.1) is geometric series. The condition of convergence of (B.1) is∣∣∣∣∣−1a x2
∣∣∣∣∣ + ∣∣∣∣∣1 + aa x
∣∣∣∣∣ < 1 (B.2)
B.1. (1 − x)1−δHl(a, q − (δ − 1)γa;α − δ + 1, β − δ + 1, γ, 2 − δ; x)
Replace coefficients q, α, β and δ by q − (δ − 1)γa, α − δ + 1, β − δ + 1 and 2 − δ into (B.1)
and (B.2). Put (.2) into the new (B.1) and (B.2).
For an infinite series,
lim
n1
Hl
(
ρ−2,−1
4
(h − 1)ρ−2; α
2
+ 1,−α
2
+
1
2
,
1
2
,
3
2
; sn2(z, ρ)
)
=
1
1 + ρ2sn4(z, ρ) − (1 + ρ2)sn2(z, ρ) (B.3)
The condition of convergence of (B.3) is∣∣∣ρ2sn4(z, ρ)∣∣∣ + ∣∣∣(1 + ρ2)sn2(z, ρ)∣∣∣ < 1 (B.4)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.4) is
given by
0 ≤ sn2(z, ρ) < −(1 + ρ
2) +
√
ρ4 + 6ρ2 + 1
2ρ2
In the case of ρ ≈ 0 assuming ρ is approximately close to 0, (B.3) turns to be
lim
n1
ρ≈0
Hl
(
ρ−2,−1
4
(h − 1)ρ−2; α
2
+ 1,−α
2
+
1
2
,
1
2
,
3
2
; ξ
)
≈ 1
1 − sin2 z
where ξ ≈ sin2 z and ∣∣∣sin2 z∣∣∣ < 1. If z ∈ R, its radius of convergence is 0 ≤ sin2 z < 1.
B.2. x1−γ(1 − x)1−δHl(a, q − (γ + δ − 2)a − (γ − 1)(α + β − γ − δ + 1);α − γ − δ + 2
, β − γ − δ + 2, 2 − γ, 2 − δ; x)
Replace coefficients q, α, β, γ and δ by q− (γ+δ−2)a− (γ−1)(α+β−γ−δ+1), α−γ−δ+2,
β − γ − δ + 2, 2 − γ and 2 − δ into (B.1) and (B.2). Put (.2) into the new (B.1) and (B.2).
For an infinite series,
lim
n1
Hl
(
ρ−2,−1
4
(
(h − 4)ρ−2 − 1
)
;
α
2
+
3
2
,−α
2
+ 1,
3
2
,
3
2
; sn2(z, ρ)
)
=
1
1 + ρ2sn4(z, ρ) − (1 + ρ2)sn2(z, ρ) (B.5)
The condition of convergence of (B.5) is∣∣∣ρ2sn4(z, ρ)∣∣∣ + ∣∣∣(1 + ρ2)sn2(z, ρ)∣∣∣ < 1 (B.6)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.6) is
given by
0 ≤ sn2(z, ρ) < −(1 + ρ
2) +
√
ρ4 + 6ρ2 + 1
2ρ2
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For ρ ≈ 0, (B.5) turns to be
lim
n1
ρ≈0
Hl
(
ρ−2,−1
4
(
(h − 4)ρ−2 − 1
)
;
α
2
+
3
2
,−α
2
+ 1,
3
2
,
3
2
; ξ
)
≈ 1
1 − sin2 z
where ξ ≈ sin2 z and ∣∣∣sin2 z∣∣∣ < 1. If z ∈ R, its radius of convergence is 0 ≤ sin2 z < 1.
B.3. Hl(1 − a,−q + αβ;α, β, δ, γ; 1 − x)
Replace coefficients a, q, γ, δ and x by 1 − a, −q + αβ, δ, γ and 1 − x into (B.1) and (B.2).
Put (.2) into the new (B.1) and (B.2).
For an infinite series,
lim
n1
Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α(α + 1)
)
;
1
2
(α + 1),−α
2
,
1
2
,
1
2
; 1 − sn2(z, ρ)
)
=
1
1 + (1−sn
2(z,ρ))2
1−ρ−2 − 2−ρ
−2
1−ρ−2 (1 − sn2(z, ρ))
(B.7)
The condition of convergence of (B.7) is∣∣∣∣∣∣ (1 − sn2(z, ρ))21 − ρ−2
∣∣∣∣∣∣ +
∣∣∣∣∣∣2 − ρ−21 − ρ−2 (1 − sn2(z, ρ))
∣∣∣∣∣∣ < 1 (B.8)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.8) is
given by
Range of the coefficient ρ Range of the independent variable sn2(z, ρ)
As 1√
2
< ρ < 1 2 − ρ−2 < sn2(z, ρ) ≤ 1
As 0 < ρ < 1√
2
0 < sn2(z, ρ) ≤ 1
Table B.2: The radius of convergence for sn2(z, ρ)
For ρ = 1/
√
2, (B.7) turns to be
lim
n1
Hl
(
1 − ρ−2 = −1, 1
4
(
hρ−2 − α(α + 1)
)
;
1
2
(α + 1),−α
2
,
1
2
,
1
2
; 1 − sn2(z, 1/√2)
)
=
1
1 −
(
1 − sn2(z, 1/√2)
)2
where
∣∣∣1 − sn2(z, 1/√2)∣∣∣ < 1. If z, sn2(z, 1/√2) ∈ R, its radius of convergence is 0 < sn2(z, 1/√2) ≤
1.
For ρ ≈ 0, (B.7) turns to be
lim
n1
ρ≈0
Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α(α + 1)
)
;
1
2
(α + 1),−α
2
,
1
2
,
1
2
; 1 − ξ
)
≈ 1
sin2 z
where ξ ≈ sin2 z and ∣∣∣1 − sin2 z∣∣∣ < 1. If z ∈ R, its radius of convergence is 0 < sin2 z ≤ 1.
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B.4. (1 − x)1−δHl(1 − a,−q + (δ − 1)γa + (α − δ + 1)(β − δ + 1);α − δ + 1, β − δ + 1
, 2 − δ, γ; 1 − x)
Replace coefficients a, q, α, β, γ, δ and x by 1 − a, −q + (δ − 1)γa + (α − δ + 1)(β − δ + 1),
α− δ+ 1, β− δ+ 1, 2− δ, γ and 1− x into (B.1) and (B.2). Put (.2) into the new (B.1) and (B.2).
For an infinite series,
lim
n1
Hl
(
1 − ρ−2,−1
4
(
(1 − h)ρ−2 + (α − 1)(α + 2)
)
;
α
2
+ 1,−α
2
+
1
2
,
3
2
,
1
2
; 1 − sn2(z, ρ)
)
=
1
1 + (1−sn
2(z,ρ))2
1−ρ−2 − 2−ρ
−2
1−ρ−2 (1 − sn2(z, ρ))
(B.9)
The condition of convergence of (B.9) is∣∣∣∣∣∣ (1 − sn2(z, ρ))21 − ρ−2
∣∣∣∣∣∣ +
∣∣∣∣∣∣2 − ρ−21 − ρ−2 (1 − sn2(z, ρ))
∣∣∣∣∣∣ < 1 (B.10)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.10) is
given by
Range of the coefficient ρ Range of the independent variable sn2(z, ρ)
As 1√
2
< ρ < 1 2 − ρ−2 < sn2(z, ρ) ≤ 1
As 0 < ρ < 1√
2
0 < sn2(z, ρ) ≤ 1
Table B.3: The radius of convergence for sn2(z, ρ)
For ρ = 1/
√
2, (B.9) turns to be
lim
n1
Hl
(
1 − ρ−2 = −1, 1
4
(
hρ−2 − α(α + 1)
)
;
1
2
(α + 1),−α
2
,
1
2
,
1
2
; 1 − sn2(z, 1/√2)
)
=
1
1 −
(
1 − sn2(z, 1/√2)
)2
where
∣∣∣1 − sn2(z, 1/√2)∣∣∣ < 1. If z, sn2(z, 1/√2) ∈ R, its radius of convergence is 0 < sn2(z, 1/√2) ≤
1.
For ρ ≈ 0, (B.9) turns to be
lim
n1
ρ≈0
Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α(α + 1)
)
;
1
2
(α + 1),−α
2
,
1
2
,
1
2
; 1 − ξ
)
≈ 1
sin2 z
where ξ ≈ sin2 z and ∣∣∣1 − sin2 z∣∣∣ < 1. If z ∈ R, its radius of convergence is 0 < sin2 z ≤ 1.
B.5. x−αHl
(
1
a
,
q + α[(α − γ − δ + 1)a − β + δ]
a
;α, α − γ + 1, α − β + 1, δ; 1
x
)
Replace coefficients a, q, β, γ and x by 1a ,
q+α[(α−γ−δ+1)a−β+δ]
a , α − γ + 1, α − β + 1 and 1x into
(B.1) and (B.2). Put (.2) into the new (B.1) and (B.2).
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For an infinite series,
lim
n1
Hl
(
ρ2,−1
4
(
h − (1 + ρ2)(α + 1)2
)
;
1
2
(α + 1),
1
2
(α + 2), α +
3
2
,
1
2
; sn−2(z, ρ)
)
=
1
1 + ρ−2sn−4(z, ρ) − (1 + ρ−2)sn−2(z, ρ) (B.11)
The condition of convergence of (B.11) is∣∣∣ρ−2sn−4(z, ρ)∣∣∣ + ∣∣∣(1 + ρ−2)sn−2(z, ρ)∣∣∣ < 1 (B.12)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.12) is
given by
0 ≤ sn2(z, ρ) ≤ 1
B.6.
(
1 − x
a
)−β
Hl
(
1 − a,−q + γβ;−α + γ + δ, β, γ, δ; (1 − a)x
x − a
)
Replace coefficients a, q, α and x by 1−a, −q+γβ, −α+γ+δ and (1−a)xx−a into (B.1) and (B.2).
Put (.2) into the new (B.1) and (B.2).
For an infinite series,
lim
n1
Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α
)
;−α
2
+
1
2
,−α
2
,
1
2
,
1
2
;
(1 − ρ−2)sn2(z, ρ)
sn2(z, ρ) − ρ−2
)
=
1
1 + (1−ρ
−2)sn4(z,ρ)
(sn2(z,ρ)−ρ−2)2 − (2−ρ
−2)sn2(z,ρ)
(sn2(z,ρ)−ρ−2)
(B.13)
The condition of convergence of (B.13) is∣∣∣∣∣∣ (1 − ρ−2)sn4(z, ρ)(sn2(z, ρ) − ρ−2)2
∣∣∣∣∣∣ +
∣∣∣∣∣∣ (2 − ρ−2)sn2(z, ρ)(sn2(z, ρ) − ρ−2)
∣∣∣∣∣∣ < 1 (B.14)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.14) is
given by
Range of the coefficient ρ Range of the independent variable sn2(z, ρ)
As 1√
2
< ρ < 1 0 ≤ sn2(z, ρ) < 12ρ2
As 0 < ρ < 1√
2
0 ≤ sn2(z, ρ) < 1
Table B.4: The radius of convergence for sn2(z, ρ)
For ρ = 1/
√
2, (B.13) turns to be
lim
n1
Hl
1 − ρ−2 = −1, 14 (hρ−2 − α) ;−α2 + 12 ,−α2 , 12 , 12 ; (1 − ρ−2)sn2(z, 1/
√
2)
sn2(z, 1/
√
2) − ρ−2
 = 1
1 − sn4(z,1/
√
2)
(sn2(z,1/
√
2)−2)2
where
∣∣∣∣ sn4(z,1/√2)(sn2(z,1/√2)−2)2 ∣∣∣∣ < 1. If z, sn(z, 1/√2) ∈ R, its radius of convergence is 0 ≤ sn2(z, 1/√2) <
1.
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For ρ ≈ 0, (B.13) turns to be
lim
n1
ρ≈0
Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α
)
;−α
2
+
1
2
,−α
2
,
1
2
,
1
2
;
(1 − ρ−2)ξ
ξ − ρ−2
)
≈ 1
1 − sin2 z
where ξ ≈ sin2 z and ∣∣∣sin2 z∣∣∣ < 1. If z ∈ R, its radius of convergence is 0 ≤ sin2 z < 1.
For ρ ≈ 1, (B.13) turns to be
lim
n1
ρ≈1
Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α
)
;−α
2
+
1
2
,−α
2
,
1
2
,
1
2
;
(1 − ρ−2)ξ
ξ − ρ−2
)
≈ 1
1 − tanh2 z
tanh2 z−1
where ξ ≈ tanh2 z and
∣∣∣∣ tanh2 ztanh2 z−1 ∣∣∣∣ < 1. More precisely, for z ∈ R, the range of an independent z is
derived by z < tanh−1(1/
√
2).
B.7. (1 − x)1−δ
(
1 − x
a
)−β+δ−1
Hl
(
1 − a,−q + γ[(δ − 1)a + β − δ + 1];−α + γ + 1
, β − δ + 1, γ, 2 − δ; (1 − a)x
x − a
)
Replace coefficients a, q, α, β, δ and x by 1 − a, −q + γ[(δ − 1)a + β − δ + 1], −α + γ + 1,
β − δ + 1, 2 − δ and (1−a)xx−a into (B.1) and (B.2). Put (.2) into the new (B.1) and (B.2).
For an infinite series,
lim
n1
Hl
(
1 − ρ−2, 1
4
(
(h − 1)ρ−2 + 1 − α
)
;−α
2
+ 1,−α
2
+
1
2
,
1
2
,
3
2
;
(1 − ρ−2)sn2(z, ρ)
sn2(z, ρ) − ρ−2
)
=
1
1 + (1−ρ
−2)sn4(z,ρ)
(sn2(z,ρ)−ρ−2)2 − (2−ρ
−2)sn2(z,ρ)
(sn2(z,ρ)−ρ−2)
(B.15)
The condition of convergence of (B.15) is∣∣∣∣∣∣ (1 − ρ−2)sn4(z, ρ)(sn2(z, ρ) − ρ−2)2
∣∣∣∣∣∣ +
∣∣∣∣∣∣ (2 − ρ−2)sn2(z, ρ)sn2(z, ρ) − ρ−2
∣∣∣∣∣∣ < 1 (B.16)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.16) is
given by
Range of the coefficient ρ Range of the independent variable sn2(z, ρ)
As 1√
2
< ρ < 1 0 ≤ sn2(z, ρ) < 12ρ2
As 0 < ρ < 1√
2
0 ≤ sn2(z, ρ) < 1
Table B.5: The radius of convergence for sn2(z, ρ)
For ρ = 1/
√
2, (B.15) turns to be
lim
n1
Hl
1 − ρ−2 = −1, 14 ((h − 1)ρ−2 + 1 − α) ;−α2 + 1,−α2 + 12 , 12 , 32 ; (1 − ρ−2)sn2(z, 1/
√
2)
sn2(z, 1/
√
2) − ρ−2

=
1
1 − sn4(z,1/
√
2)
(sn2(z,1/
√
2)−2)2
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where
∣∣∣∣ sn4(z,1/√2)(sn2(z,1/√2)−2)2 ∣∣∣∣ < 1. If z, sn(z, 1/√2) ∈ R, its radius of convergence is 0 ≤ sn2(z, 1/√2) <
1.
For ρ ≈ 0, (B.15) turns to be
lim
n1
ρ≈0
Hl
(
1 − ρ−2, 1
4
(
(h − 1)ρ−2 + 1 − α
)
;−α
2
+ 1,−α
2
+
1
2
,
1
2
,
3
2
;
(1 − ρ−2)ξ
ξ − ρ−2
)
≈ 1
1 − sin2 z
where ξ ≈ sin2 z and ∣∣∣sin2 z∣∣∣ < 1. If z ∈ R, its radius of convergence is 0 ≤ sin2 z < 1.
For ρ ≈ 1, (B.15) turns to be
lim
n1
ρ≈1
Hl
(
1 − ρ−2, 1
4
(
(h − 1)ρ−2 + 1 − α
)
;−α
2
+ 1,−α
2
+
1
2
,
1
2
,
3
2
;
(1 − ρ−2)ξ
ξ − ρ−2
)
≈ 1
1 − tanh2 z
tanh2 z−1
where ξ ≈ tanh2 z and
∣∣∣∣ tanh2 ztanh2 z−1 ∣∣∣∣ < 1. More precisely, for z ∈ R, the range of an independent z is
derived by z < tanh−1(1/
√
2).
B.8. x−αHl
(
a − 1
a
,
−q + α(δa + β − δ)
a
;α, α − γ + 1, δ, α − β + 1; x − 1
x
)
Replace coefficients a, q, β, γ, δ and x by a−1a ,
−q+α(δa+β−δ)
a , α − γ + 1, δ, α − β + 1 and x−1x
into (B.1) and (B.2). Put (.2) into the new (B.1) and (B.2).
For an infinite series,
lim
n1
Hl
(
1 − ρ2, 1
4
[
h + (α + 1)
(
1 − (α + 1)ρ2
)]
;
1
2
(α + 1),
1
2
(α + 2),
1
2
, α +
3
2
;
sn2(z, ρ) − 1
sn2(z, ρ)
)
=
1
1 + 11−ρ2
(
sn2(z,ρ)−1
sn2(z,ρ)
)2 − 2−ρ21−ρ2 ( sn2(z,ρ)−1sn2(z,ρ) ) (B.17)
The condition of convergence of (B.17) is∣∣∣∣∣∣∣ 11 − ρ2
(
sn2(z, ρ) − 1
sn2(z, ρ)
)2∣∣∣∣∣∣∣ +
∣∣∣∣∣∣2 − ρ21 − ρ2
(
sn2(z, ρ) − 1
sn2(z, ρ)
)∣∣∣∣∣∣ < 1 (B.18)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.18) is
given by
ρ2 − √ρ4 − 8ρ2 + 8
4(ρ2 − 1) < sn(z, ρ) ≤ 1
B.9.
( x − a
1 − a
)−α
Hl
(
a, q − (β − δ)α;α,−β + γ + δ, δ, γ; a(x − 1)
x − a
)
Replace coefficients q, β, γ, δ and x by q− (β− δ)α, −β+ γ + δ, δ, γ and a(x−1)x−a into (B.1) and
(B.2). Put (.2) into the new (B.1) and (B.2).
For an infinite series,
lim
n1
Hl
(
ρ−2,−1
4
(
hρ−2 − (α + 1)2
)
;
1
2
(α + 1),−1
2
(α − 2), 1
2
,
1
2
;
sn2(z, ρ) − 1
ρ2(sn2(z, ρ) − ρ−2)
)
=
1
1 + (sn
2(z,ρ)−1)2
ρ2(sn2(z,ρ)−ρ−2)2 − (1+ρ
2)(sn2(z,ρ)−1)
ρ2(sn2(z,ρ)−ρ−2)
(B.19)
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The condition of convergence of (B.19) is∣∣∣∣∣∣ (sn2(z, ρ) − 1)2ρ2(sn2(z, ρ) − ρ−2)2
∣∣∣∣∣∣ +
∣∣∣∣∣∣ (1 + ρ2)(sn2(z, ρ) − 1)ρ2(sn2(z, ρ) − ρ−2)
∣∣∣∣∣∣ < 1 (B.20)
For the case of z, sn(z, ρ) ∈ R where 0 < ρ < 1, the boundary condition of sn2(z, ρ) in (B.20) is
given by
(1 + ρ2)2 − (1 − ρ2) √ρ4 + 6ρ2 + 1
4ρ2
< sn(z, ρ) ≤ 1
For ρ ≈ 0, (B.19) is approximately equal to
lim
n1
ρ≈0
Hl
(
ρ−2,−1
4
(
hρ−2 − (α + 1)2
)
;
1
2
(α + 1),−1
2
(α − 2), 1
2
,
1
2
;
ξ − 1
ρ2(ξ − ρ−2)
)
≈ 1
sin2 z
where ξ ≈ sin2 z and ∣∣∣1 − sin2 z∣∣∣ < 1. If z ∈ R, its radius of convergence is 0 < sin2 z ≤ 1.
C. Integral representation
In Ref.[6], the integral representation of Heun equation about x = 0 of the first kind for
polynomial of type 1 as α = −2α j − j where j, α j = 0, 1, 2, · · · is given by
y(x) = HFα j,β
(
α j = −12(α + j)
∣∣∣
j∈N0 ; η =
(1 + a)
a
x; z = −1
a
x2
)
= 2F1
(
−α0, β2 ;
1
2
+
γ
2
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k−3+γ)
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)αn−k (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+β)
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ω(S )n−k−1) + Q) }
×2F1
(
−α0, β2 ;
1
2
+
γ
2
;←→w 1,n
) }
ηn (C.1)
where 
z = − 1a x2
η = (1+a)a x
αi ≤ α j only if i ≤ j where i, j = 0, 1, 2, · · ·
and Ω(S )n−k−1 = 12(1+a) (−2αn−k−1 + β − δ + a(δ + γ + n − k − 2))Q = q4(1+a)
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In Ref.[6], the integral representation of Heun equation about x = 0 of the first kind for infinite
series is given by
y(x) = HFα,β
(
η =
(1 + a)
a
x; z = −1
a
x2
)
= 2F1
(
α
2
,
β
2
;
1
2
+
γ
2
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k−3+γ)
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+α) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+β)
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ω(I)n−k−1) + Q) }
×2F1
(
α
2
,
β
2
;
1
2
+
γ
2
;←→w 1,n
) }
ηn (C.2)
where Ω(I)n−k−1 = 12(1+a) (α + β − δ + n − k − 1 + a(δ + γ + n − k − 2))Q = q4(1+a)
On (C.1) and (C.2),
←→w i, j =

vi
(vi − 1)
←→w i+1, jtiui
1 −←→w i+1, jvi(1 − ti)(1 − ui)
where i ≤ j
z only if i > j
C.1. (1 − x)1−δHl(a, q − (δ − 1)γa;α − δ + 1, β − δ + 1, γ, 2 − δ; x)
C.1.1. Polynomial of type 1
Replace coefficients q, α, β and δ by q−(δ−1)γa, α−δ+1, β−δ+1 and 2−δ into (C.1). Multiply
(1 − x)1−δ and (C.1) together. Put (.2) into the new (C.1) with replacing α by −2(2α j + j + 1)
where j, α j ∈ N0; apply α = −2(2α0 + 1) into sub-integral y0(ξ), apply α = −2(2α0 + 1) into
the first summation and α = −2(2α1 + 2) into second summation of sub-integral y1(ξ), apply
α = −2(2α0 + 1) into the first summation, α = −2(2α1 + 2) into the second summation and
α = −2(2α2 + 3) into the third summation of sub-integral y2(ξ), etc in the new (C.1).
(1 − ξ) 12 y(ξ)
= (1 − ξ) 12 Hl
(
ρ−2,−1
4
(h − 1)ρ−2;−2α j − j,−2α j − j, 12 ,
3
2
; ξ
)
= (1 − ξ) 12
{
2F1
(
−α0, α0 + 34 ;
3
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 52 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)αn−k (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)αn−k
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ωn−k−1) + Q) }
× 2F1
(
−α0, α0 + 34 ;
3
4
;←→w 1,n
) }
ηn
}
(C.3)
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where
α = 2
(
2α j + j +
1
2
)
or − 2
(
2α j + j + 1
)
C.1.2. Infinite series
Replace coefficients q, α, β and δ by q − (δ − 1)γa, α − δ + 1, β − δ + 1 and 2 − δ into (C.2).
Multiply (1 − x)1−δ and (C.2) together. Put (.2) into the new (C.2).
(1 − ξ) 12 y(ξ)
= (1 − ξ) 12 Hl
(
ρ−2,−1
4
(h − 1)ρ−2; α
2
+ 1,−α
2
+
1
2
,
1
2
,
3
2
; ξ
)
= (1 − ξ) 12
{
2F1
(
α
4
+
1
2
,−α
4
+
1
4
;
3
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 52 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+1+ α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+ 12− α2 )
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ωn−k−1) + Q) }
× 2F1
(
α
4
+
1
2
,−α
4
+
1
4
;
3
4
;←→w 1,n
) }
ηn
}
(C.4)
On (C.3) and (C.4), 
η = (1 + ρ2)ξ
ξ = sn2(z, ρ)
z = −ρ2ξ2
Ωn−k−1 = 12
(
n − k − 11+ρ−2
)
Q = 1−h16(1+ρ2)
C.2. x1−γ(1 − x)1−δHl(a, q − (γ + δ − 2)a − (γ − 1)(α + β − γ − δ + 1);α − γ − δ + 2
, β − γ − δ + 2, 2 − γ, 2 − δ; x)
C.2.1. Polynomial of type 1
Replace coefficients q, α, β, γ and δ by q− (γ+δ−2)a− (γ−1)(α+β−γ−δ+1), α−γ−δ+2,
β−γ−δ+2, 2−γ and 2−δ into (C.1). Multiply x1−γ(1− x)1−δ and (C.1) together. Put (.2) into the
new (C.1) with replacing α by −2(2α j + j + 3/2) where j, α j ∈ N0; apply α = −2(2α0 + 3/2) into
sub-integral y0(ξ), apply −2(2α0 + 3/2) into the first summation and −2(2α1 + 5/2) into second
summation of sub-integral y1(ξ), apply −2(2α0 + 3/2) into the first summation, −2(2α1 + 5/2)
into the second summation and −2(2α2 + 7/2) into the third summation of sub-integral y2(ξ), etc
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in the new (C.1).
ξ
1
2 (1 − ξ) 12 y(ξ)
= ξ
1
2 (1 − ξ) 12 Hl
(
ρ−2,−1
4
(
(h − 4)ρ−2 − 1
)
;−2α j − j,−2α j − j, 32 ,
3
2
; ξ
)
= ξ
1
2 (1 − ξ) 12
{
2F1
(
−α0, α0 + 54 ;
5
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 32 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)αn−k (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)αn−k
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ωn−k−1) + Q) }
× 2F1
(
−α0, α0 + 54 ;
5
4
;←→w 1,n
) }
ηn
}
(C.5)
where
α = 2
(
2α j + j + 1
)
or − 2
(
2α j + j +
3
2
)
C.2.2. Infinite series
Replace coefficients q, α, β, γ and δ by q− (γ+δ−2)a− (γ−1)(α+β−γ−δ+1), α−γ−δ+2,
β − γ − δ + 2, 2 − γ and 2 − δ into (C.2). Multiply x1−γ(1 − x)1−δ and (C.2) together. Put (.2) into
the new (C.2).
ξ
1
2 (1 − ξ) 12 y(ξ)
= ξ
1
2 (1 − ξ) 12 Hl
(
ρ−2,−1
4
(
(h − 4)ρ−2 − 1
)
;
α
2
+
3
2
,−α
2
+ 1,
3
2
,
3
2
; ξ
)
= ξ
1
2 (1 − ξ) 12
{
2F1
(
α
4
+
3
4
,−α
4
+
1
2
;
5
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 32 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+ 32 + α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+1− α2 )
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ωn−k−1) + Q) }
× 2F1
(
α
4
+
3
4
,−α
4
+
1
2
;
5
4
;←→w 1,n
) }
ηn
}
(C.6)
On (C.5) and (C.6), 
η = (1 + ρ2)ξ
ξ = sn2(z, ρ)
z = −ρ2ξ2
Ωn−k−1 = 12
(
n − k + 11+ρ2
)
Q = 4−h+ρ
2
16(1+ρ2)
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C.3. Hl(1 − a,−q + αβ;α, β, δ, γ; 1 − x)
C.3.1. Polynomial of type 1
Replace coefficients a, q, γ, δ and x by 1−a, −q+αβ, δ, γ and 1−x into (C.1). Put (.2) into the
new (C.1) with replacing α by −2(2α j + j + 1/2) where j, α j ∈ N0; apply α = −2(2α0 + 1/2) into
sub-integral y0(ς), apply −2(2α0 + 1/2) into the first summation and −2(2α1 + 3/2) into second
summation of sub-integral y1(ς), apply −2(2α0 + 1/2) into the first summation, −2(2α1 + 3/2)
into the second summation and −2(2α2 + 5/2) into the third summation of sub-integral y2(ς), etc
in the new (C.1).
y(ς) = Hl
(
1 − ρ−2, 1
4
hρ−2 − 4
(
α j +
j
2
) (
α j +
j
2
+
1
4
)
;−2α j − j,−2α j − j, 12 ,
1
2
; ς
)
= 2F1
(
−α0, α0 + 14 ;
3
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 52 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)αn−k (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)αn−k
×
(
←→w − 12 (n−k−1)n−k,n
(←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + 12(n − k − 1)
)
+ Qn−k−1
) }
×2F1
(
−α0, α0 + 14 ;
3
4
;←→w 1,n
) }
ηn (C.7)
where α = 2
(
2α j + j
)
or − 2
(
2α j + j + 12
)
Qn−k−1 = 116(2−ρ−2)
(
hρ−2 + 4(2αn−k−1 + n − k − 1)2
)
C.3.2. Infinite series
Replace coefficients a, q, γ, δ and x by 1 − a, −q + αβ, δ, γ and 1 − x into (C.2). Put (.2) into
the new (C.2).
y(ς) = Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α(α + 1)
)
;
1
2
(α + 1),−α
2
,
1
2
,
1
2
; ς
)
= 2F1
(
α
4
+
1
4
,−α
4
;
3
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 52 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+ 12 + α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k− α2 )
×
(
←→w − 12 (n−k−1)n−k,n
(←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + 12(n − k − 1)
)
+ Q
) }
×2F1
(
α
4
+
1
4
,−α
4
;
3
4
;←→w 1,n
) }
ηn (C.8)
where
Q =
1
16(2 − ρ−2)
(
hρ−2 − α(α + 1)
)
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On (C.7) and (C.8), 
ς = 1 − ξ
ξ = sn2(z, ρ)
η = 2−ρ
−2
1−ρ−2 ς
z = −11−ρ−2 ς
2
C.4. (1 − x)1−δHl(1 − a,−q + (δ − 1)γa + (α − δ + 1)(β − δ + 1);α − δ + 1, β − δ + 1
, 2 − δ, γ; 1 − x)
C.4.1. Polynomial of type 1
Replace coefficients a, q, α, β, γ, δ and x by 1 − a, −q + (δ − 1)γa + (α − δ + 1)(β − δ + 1),
α − δ + 1, β − δ + 1, 2 − δ, γ and 1 − x into (C.1). Multiply (1 − x)1−δ and (C.1) together. Put (.2)
into the new (C.1) with replacing α by −2(2α j + j + 1) where j, α j ∈ N0; apply α = −2(2α0 + 1)
into sub-integral y0(ς), apply −2(2α0 + 1) into the first summation and −2(2α1 + 2) into second
summation of sub-integral y1(ς), apply −2(2α0 + 1) into the first summation, −2(2α1 + 2) into
the second summation and −2(2α2 + 3) into the third summation of sub-integral y2(ς), etc in the
new (C.1).
ς
1
2 y(ς)
= ς
1
2 Hl
(
1 − ρ−2,−1
4
(1 − h)ρ−2 − 4
(
α j +
j
2
) (
α j +
j
2
+
3
4
)
;−2α j − j,−2α j − j, 32 ,
1
2
; ς
)
= ς
1
2
{
2F1
(
−α0, α0 + 34 ;
5
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 32 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)αn−k (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)αn−k
×
(
←→w − 12 (n−k−1)n−k,n
(←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + 12(n − k)
)
+ Qn−k−1
) }
× 2F1
(
−α0, α0 + 34 ;
5
4
;←→w 1,n
) }
ηn
}
(C.9)
where α = 2
(
2α j + j + 12
)
or − 2
(
2α j + j + 1
)
Qn−k−1 = −14(2−ρ−2)
(
1
4 (1 − h)ρ−2 − 4
(
αn−k−1 + 12 (n − k − 1)
)2)
C.4.2. Infinite series
Replace coefficients a, q, α, β, γ, δ and x by 1 − a, −q + (δ − 1)γa + (α − δ + 1)(β − δ + 1),
α − δ + 1, β − δ + 1, 2 − δ, γ and 1 − x into (C.2). Multiply (1 − x)1−δ and (C.2) together. Put (.2)
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into the new (C.2).
ς
1
2 y(ς)
= ς
1
2 Hl
(
1 − ρ−2,−1
4
(
(1 − h)ρ−2 + (α − 1)(α + 2)
)
;
α
2
+ 1,−α
2
+
1
2
,
3
2
,
1
2
; ς
)
= ς
1
2
{
2F1
(
α
4
+
1
2
,−α
4
+
1
4
;
5
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 32 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+1+ α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+ 12− α2 )
×
(
←→w − 12 (n−k−1)n−k,n
(←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + 12(n − k)
)
+ Q
) }
× 2F1
(
α
4
+
1
2
,−α
4
+
1
4
;
5
4
;←→w 1,n
) }
ηn
}
(C.10)
where
Q = − 1
16(2 − ρ−2)
(
(1 − h)ρ−2 + (α − 1)(α + 2)
)
On (C.9) and (C.10), 
ς = 1 − ξ
ξ = sn2(z, ρ)
η = 2−ρ
−2
1−ρ−2 ς
z = −11−ρ−2 ς
2
C.5. x−αHl
(
1
a
,
q + α[(α − γ − δ + 1)a − β + δ]
a
;α, α − γ + 1, α − β + 1, δ; 1
x
)
C.5.1. Infinite series
Replace coefficients a, q, β, γ and x by 1a ,
q+α[(α−γ−δ+1)a−β+δ]
a , α − γ + 1, α − β + 1 and 1x into
(C.2). Multiply x−α and (C.2) together. Put (.2) into the new (C.2).
ς
1
2 (α+1)y(ς)
= ς
1
2 (α+1)Hl
(
ρ2,−1
4
(
h − (1 + ρ2)(α + 1)2
)
;
1
2
(α + 1),
1
2
(α + 2), α +
3
2
,
1
2
; ς
)
= ς
1
2 (α+1)
{
2F1
(
α
4
+
1
4
,
α
4
+
1
2
;
α
2
+
5
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 32 +α)
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+ 12 + α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+1+ α2 )
×
(
←→w − 12 (n−k−1)n−k,n
(←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + 12(n − k + α)
)
+ Q
) }
× 2F1
(
α
4
+
1
4
,
α
4
+
1
2
;
α
2
+
5
4
;←→w 1,n
) }
ηn
}
(C.11)
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where 
ς = ξ−1
ξ = sn2(z, ρ)
η = (1 + ρ−2)ς
z = −ρ−2ς2
Q = − 116
(
h(1 + ρ2)−1 − (α + 1)2
)
C.6.
(
1 − x
a
)−β
Hl
(
1 − a,−q + γβ;−α + γ + δ, β, γ, δ; (1 − a)x
x − a
)
C.6.1. Infinite series
Replace coefficients a, q, α and x by 1−a, −q +γβ, −α+γ+δ and (1−a)xx−a into (C.2). Multiply(
1 − xa
)−β
and (C.2) together. Put (.2) into the new (C.2).
(1 − ρ2ξ) α2 y(ς)
= (1 − ρ2ξ) α2 Hl
(
1 − ρ−2, 1
4
(
hρ−2 − α
)
;−α
2
+
1
2
,−α
2
,
1
2
,
1
2
; ς
)
= (1 − ρ2ξ) α2
{
2F1
(
−α
4
+
1
4
,−α
4
;
3
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 52 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+ 12− α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k− α2 )
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ωn−k−1) + Q) }
× 2F1
(
−α
4
+
1
4
,−α
4
;
3
4
;←→w 1,n
) }
ηn
}
(C.12)
where 
ς = (1−ρ
−2)ξ
ξ−ρ−2
ξ = sn2(z, ρ)
η = 2−ρ
−2
1−ρ−2 ς
z = −11−ρ−2 ς
2
Ωn−k−1 = −α2(2−ρ−2) +
1
2 (n − k − 1)
Q = hρ
−2−α
16(2−ρ−2)
C.7. (1 − x)1−δ
(
1 − x
a
)−β+δ−1
Hl
(
1 − a,−q + γ[(δ − 1)a + β − δ + 1];−α + γ + 1
, β − δ + 1, γ, 2 − δ; (1 − a)x
x − a
)
C.7.1. Infinite series
Replace coefficients a, q, α, β, δ and x by 1 − a, −q + γ[(δ − 1)a + β − δ + 1], −α + γ + 1,
β − δ + 1, 2 − δ and (1−a)xx−a into (C.2). Multiply (1 − x)1−δ
(
1 − xa
)−β+δ−1
and (C.2) together. Put
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(.2) into the new (C.2).
(1 − ξ) 12 (1 − ρ2ξ) 12 (α−1)y(ς)
= (1 − ξ) 12 (1 − ρ2ξ) 12 (α−1)Hl
(
1 − ρ−2, 1
4
(
(h − 1)ρ−2 + 1 − α
)
;−α
2
+ 1,−α
2
+
1
2
,
1
2
,
3
2
; ς
)
= (1 − ξ) 12 (1 − ρ2ξ) 12 (α−1)
{
2F1
(
−α
4
+
1
2
,−α
4
+
1
4
;
3
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 52 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+1− α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+ 12− α2 )
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ωn−k−1) + Q) }
× 2F1
(
−α
4
+
1
2
,−α
4
+
1
4
;
3
4
;←→w 1,n
) }
ηn
}
(C.13)
where 
ς = (1−ρ
−2)ξ
ξ−ρ−2
ξ = sn2(z, ρ)
η = 2−ρ
−2
1−ρ−2 ς
z = −11−ρ−2 ς
2
Ωn−k−1 = 12
(
n − k − α+12−ρ−2
)
Q = (h−1)ρ
−2+1−α
16(2−ρ−2)
C.8. x−αHl
(
a − 1
a
,
−q + α(δa + β − δ)
a
;α, α − γ + 1, δ, α − β + 1; x − 1
x
)
C.8.1. Infinite series
Replace coefficients a, q, β, γ, δ and x by a−1a ,
−q+α(δa+β−δ)
a , α − γ + 1, δ, α − β + 1 and x−1x
into (C.2). Multiply x−α and (C.2) together. Put (.2) into the new (C.2).
ξ−
1
2 (α+1)y(ς)
= ξ−
1
2 (α+1)Hl
(
1 − ρ2, 1
4
[
h + (α + 1)
(
1 − (α + 1)ρ2
)]
;
1
2
(α + 1),
1
2
(α + 2),
1
2
, α +
3
2
; ς
)
= ξ−
1
2 (α+1)
{
2F1
(
α
4
+
1
4
,
α
4
+
1
2
;
3
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k− 52 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+ 12 + α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+1+ α2 )
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ωn−k−1) + Q) }
× 2F1
(
α
4
+
1
4
,
α
4
+
1
2
;
3
4
;←→w 1,n
) }
ηn
}
(C.14)
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where 
ς = ξ−1
ξ
ξ = sn2(z, ρ)
η = 2−ρ
2
1−ρ2 ς
z = −11−ρ2 ς
2
Ωn−k−1 = 12
(
n − k + α(1−ρ2)−12−ρ2
)
Q = h+(α+1)(1−(α+1)ρ
2)
16(2−ρ2)
C.9.
( x − a
1 − a
)−α
Hl
(
a, q − (β − δ)α;α,−β + γ + δ, δ, γ; a(x − 1)
x − a
)
C.9.1. Infinite series
Replace coefficients q, β, γ, δ and x by q − (β − δ)α, −β + γ + δ, δ, γ and a(x−1)x−a into (C.2).
Multiply
(
x−a
1−a
)−α
and (C.2) together. Put (.2) into the new (C.2).
(
ξ − ρ−2
1 − ρ−2
)− 12 (α+1)
y(ς)
=
(
ξ − ρ−2
1 − ρ−2
)− 12 (α+1)
Hl
(
ρ−2,−1
4
(
hρ−2 − (α + 1)2
)
;
1
2
(α + 1),−1
2
(α − 2), 1
2
,
1
2
; ς
)
=
(
ξ − ρ−2
1 − ρ−2
)− 12 (α+1) {
2F1
(
α
4
+
1
4
,
α
4
+
1
2
;
3
4
; z
)
+
∞∑
n=1
{ n−1∏
k=0
{∫ 1
0
dtn−k t
1
2 (n−k−2)
n−k
∫ 1
0
dun−k u
1
2 (n−k−3− 52 )
n−k
× 1
2pii
∮
dvn−k
1
vn−k
(
1 − 1
vn−k
)− 12 (n−k+ 12 + α2 ) (
1 −←→w n−k+1,nvn−k(1 − tn−k)(1 − un−k)
)− 12 (n−k+1+ α2 )
×
(←→w − 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n)←→w 12 (n−k−1)n−k,n (←→w n−k,n∂←→w n−k,n + Ωn−k−1) + Q) }
× 2F1
(
α
4
+
1
4
,
α
4
+
1
2
;
3
4
;←→w 1,n
) }
ηn
}
(C.15)
where 
ς = ξ−1
ρ2(ξ−ρ−2)
ξ = sn2(z, ρ)
η = (1 + ρ2)ς
z = −ρ2ς2
Ωn−k−1 = 12
(
n − k − 1 + α+11+ρ−2
)
Q = −hρ
−2+(α+1)2
16(1+ρ−2)
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