The new closed form solutions of the (2+1)-dimensional Zabolotskaya-Khokhlov equation are constructed by using the similarity transformations method via Lie group theory. The Zabolotskaya-Khokhlov equation has been reduced into a new partial differential equation with smaller number of independent variables. Further using the similarity transformations method the new partial differential equation is reduced into an ordinary differential equation. The ordinary differential equation provides semi analytical solutions. Elastic behaviour of multisolitons and dromion annihilation of solutions are analyzed physically through their evolutional profiles.
Introduction
The nonlinear evolution equations (NLEEs) have various physical applications in a variety of scientific fields, especially in fluid dynamics, plasma physics, biology and nonlinear optics etc. . Therefore, it is still burning bright to seek the exact solutions of NLEEs. These solutions turn out to be extremely useful in the areas of Applied Mathematics, Theoretical Physics and Engineering Sciences. Consequently, it is imperative to dig this area even deeper in order to find something exciting. This work is going to shed some light on one such NLEE that is the (2 + 1)-dimensional Zabolotskaya-Khokhlov (ZK) equation with dissipative and dispersion terms.
There are several aspects of NLEEs which are being addressed by a diverse group of researchers across the globe . This work focuses primarily on the work of Zabolotskaya and Khokhlov [4] in which ZK equation is an approximation for describing the propagation of a confined three-dimensional beam in a slightly nonlinear medium without dispersion or absorption [4] .
Several scientists worked on the Khokhlov-Zabolotskaya-Kuznetsov (KZK) equation due to its various physical applications like diffraction and absorption in the focused sound beams [5] . The nonlinear effects in the sound beams had been investigated by using the numerical solutions [4] of the equation. Some of the applications of the solutions [4, 6] of the equation eventually lead to get the acoustic pressure and time averaged intensity field under the minimally-invasive technique. This technique is used for tumour ablation through a typical high intensity focused ultrasound (HIFU) procedure [7] . The HIFU involves focusing of acoustic energy in a small region with the absorbed acoustic energy causing localized rise in the tissue temperature of order 40-60°C which is achieved within few seconds, causing immediate cell necrosis in the targeted region. The ZK equation plays an important role to simulate [8] the estimation of fish stock abundance, discrimination between fish species and the effect of excess attenuation which occur due to the nonlinear sound propagation in water.
In this work, authors have generated the Lie symmetries of the following (2+1)-dimensional ZK equation with dissipative and dispersion terms and then found its new exact solutions.
where λ and µ are non zero real constants and u = u(x, y, t) is used for brevity. Throughout the article, terms equipped with subscript denote the partial derivative of the indicated function with respect to the subscript variable. In Eq. (1.1) u xt describes the time evolution of the wave while the nonlinear terms u 2 x and u u xx account for steepening of the wave, and λ u xxx is responsible for dissipation and µ u yy describes the dispersion of the wave. Eq. (1.1) can be derived from the following form of the (2 + 1)-dimensional Burgers' equation (see e.g. [4, 6, 8] ) under the parametric restrictions ν = −λ and µ = constant.
In order to understand the propagation of sound wave in a nonlinear medium [14] , the infinitesimal symmetries and exact solutions of the following form of the equation have been investigated in the literature [9, 10] .
The general derivation of Eq. (1.1) was established by Taniuti [15] . Its N-traveling wave solutions interacting obliquely were obtained by Murakami [16] . Eq. (1.1) is solved for µ = −1 and λ = 0 by using CK (Clarkson and Kruskal) direct method in the work of Zhang et al. [11] while some similarity reductions and the exact solutions of (1.1) are pointed out by M. Tajiri [12] . Later on Moussa and El Shikh [13] used the Fréchet derivatives to generate Lie symmetries of the equation. Eventually they got some exact solutions of the equation. Peng et al. [17] This work addresses to extract the new exact solutions of the equation by using the STM. It is quite successful technique to get the closed form solutions of nonlinear partial differential equations (PDE's) or ordinary differential equations (ODE's). The method is based on the study of Lie transformation groups that leaves differential equations invariant. Indeed, the invariance property enables us to reduce the number of independent variables by one. Consequently the equation reduces into a nonlinear PDE with one less independent variable. One can immediately reduce this PDE into a nonlinear ODE which is solved analytically. The required theory for the description of the method and its applications can be found in the available literature [3, [9] [10] [11] [12] [13] 24, 28, [30] [31] [32] [33] [34] [35] [36] [37] . The exact solutions of the equation are analyzed physically showing their dromion annihilation profiles and elastic multisolitons.
Similarity solutions
In this section, authors explained briefly all the steps of the STM method to keep this work self-confined. The Lie symmetries for the Eq. (1.1) have generated and then its similarity solutions are found. Therefore, one can consider the following one-parameter (ϵ) Lie group of infinitesimal transformations.
where ξ (1) , ξ (2) , τ and η are the infinitesimals for the variables x, y, t and u respectively, and θ (x, y, t) is the solution of [30, 31] . Substitution of extensions from [30, 31] in (2.2) provides an equation in terms of the partial derivatives of ξ (1) , ξ (2) , τ and η. So one can obtain a large overdetermined system of coupled PDE's and then we equate to zero the coefficients of various monomials. The following infinitesimals can be found after performing rather tedious calculations which can be done by hand or using any symbolic program such as Mathematica or Maple.
where a 1 and a 2 are the arbitrary constants, F 1 (t) and F 2 (t) are the arbitrary functions. The similar infinitesimals (2.3) have also generated in [12, 13] . The prime denotes the differentiation with respect to its indicated variable throughout the article. 
Further the choices of F 1 (t) and F 2 (t) provide new physically meaningful solutions of Eq. (1.1). Therefore authors considered F 1 (t) = a 4 and F 2 (t) = a 2 t + a 3 with arbitrary constants a 2 , a 3 and a 4 . Eventually Eq. (2.3) recasts the following form.
Therefore Lie algebra of infinitesimal symmetries of Eq. (1.1) is spanned by the following vector fields.
Galilean boost,
space translation,
The vector fields provide commutation relations through the Table 1 . The (i, j)th entry of the Table 1 is the Lie bracket
One can observe the table is skew-symmetric with zero diagonal elements. Table 1 shows that the generators V 1 , V 2 , V 3 , V 4 and V 5 are linearly independent. Thus, to get the similarity solutions of Eq. (1.1), the corresponding Lagrange system is dx ξ (1) 
The different forms of the solutions of the equation are obtained by assigning the particular values to a
Therefore the method predicts the following cases to generate the different forms of the exact solutions.
Case (I): a 1 ̸ = 0, then comprising (2.4) and (2.6) yields
where
. The similarity form of the solution of Eq. (1.1) can be written as
with similarity variables
where T = 2t + D and
Inserting the value of u from Eq. (2.8) into (1.1), we get the following equation.
One can find a new set of the following infinitesimals by applying the STM on (2.10).
Consequently case (I) can be categorised into the following cases:
Case (IA): a ̸ = 0 then the following form of F can be written as 
which on integration provides
where c 1 is an arbitrary constant of integration. This equation can be solved numerically.
Case (IB): a = 0, then we can have 16) with similarity variable Y and similarity function G 1 (Y ).
Substituting F from (2.16) into (2.10) provides
The solution of (2.17) can be furnished as 
This solution is different from the earlier established results in Tajiri [12] as well as Moussa and El Shikh [13] .
Case (II): a 1 = 0 and a 2 ̸ = 0 then from (2.4) and (2.6), we have . To get the invariant solutions of (1.1), one can get the new similarity form
and Y 2 = C 2 y − B 2 t are the similarity variables.
Further comprising Eqs. (2.21) and (1.1) results
Again applying the STM on (2.22) yields a new set of infinitesimalsξ (1) ,ξ (2) andη aŝ (2.28) where similarity function H 2 can be obtained by solving the following equation
where β 1 is constant and
), k 2 = 2C 2 C 4 λ are used for brevity.
Integration of (2.29) leads the following form of Riccati equation. 
where k is an arbitrary constant of integration and
Hence making use of (2.28) and (2.31), the solution of Eq. (1.1) can be furnished as
Tajiri [12] have also obtained the implicit solutions of ZK equation (1.1) reducing the equation into Burgers' equation while the solution (2.32) is explicit and new since it is different from the results established earlier in Tajiri [12] .
Case (IIB(ii)): β 1 = 0, the solution of (2.30) reads
where γ 1 is an arbitrary constant of integration.
By using (2.28) and (2.33), the solution of Eq. (1.1) can be written as
This solution is different from the results of Moussa and El Shikh [13] .
Case (IIB(iii)): β 1 = β 2 = 0, following function H 2 satisfies the Riccati equation (2.30).
where γ 2 is an arbitrary constant of integration.
Thus using (2.35) into (2.28) provides the following solution of Eq. (1.1)
This result differs from the earlier established results of M. Tajiri [12] as well as Moussa and El Shikh [13] . Particular solution of (2.22).
One can obtain a particular solution of Eq. (2.22) through variable separable approach. Let
and V ′′ (X 2 ) = 0. Hence we get 37) and Therefore, 
This result is also different from the earlier established results of Tajiri [12] , Moussa and El Shikh [13] .
Analysis and discussions
In this section, we have mentioned the algorithm steps to generate the infinitesimals of Eqs. (1.1), (2.10) and (2.22) by using the Maple13 thereafter physical interpretations of derived solutions have been discussed on the basis of their graphs.
Steps of the algorithm for the infinitesimals of (1.1) have been described by using the Maple built in function Infinitesimals >with(PDEtools):
Finally, we use the function SymmetryTest in the package to verify the generated symmetries.
>SymmetryTest(%, PDE)
{0} Further authors find out the following Maple coding for infinitesimals of Eq. (2.10).
>with(PDEtools):
{0}
In the similar fashion one can generate the infinitesimals for Eq. Fig. 2 . The nonlinearity in the profile of (2.36) begins to vanish after t = 29 which supports to the role of dissipation factor to neutralize the impact of external forces. Therefore, the profile can be used in the ultrasound transducer to compel a nonlinear movement of sound beam linearly. 
Conclusions
Authors derived the expressions (2.19), (2.32), (2.34), (2.36) and (2.40) which are new exact solutions of (2 + 1)-dimensional Zabolotskaya-Khokhlov equation. These results are different from the earlier established results which have been obtained in the work of Tajiri [12] , Moussa and El Shikh [13] by applying the similar technique while Zhang [11] applied the CK direct method to solve it. The STM method extracts the new forms of analytic solutions which are of physical importance like in ultrasound transducer and tumour ablation techniques. Besides it, the elastic multisolitons (shocks) had been attained. The exact solutions can serve as benchmark in the accuracy testing, comparison and analysis of numerical results.
