We describe and characterize a method for estimating the pressure field corresponding to 23 velocity field measurements, such as those obtained by using particle image velocimetry. The 24 pressure gradient is estimated from a time series of velocity fields for unsteady calculations or 25 from a single velocity field for quasi-steady calculations. The corresponding pressure field is 26 determined based on median polling of several integration paths through the pressure gradient 27 field in order to reduce the effect of measurement errors that accumulate along individual 28 integration paths. Integration paths are restricted to the nodes of the measured velocity field, 29 thereby eliminating the need for measurement interpolation during this step and significantly 30 reducing the computational cost of the algorithm relative to previous approaches. The method is 31 validated by using numerically-simulated flow past a stationary, two-dimensional bluff body and 32 a computational model of a three-dimensional, self-propelled anguilliform swimmer to study the 33 effects of spatial and temporal resolution, domain size, signal-to-noise ratio, and out of plane 34 effects. Particle image velocimetry measurements of a freely-swimming jellyfish medusa and a 35 freely-swimming lamprey are analyzed using the method to demonstrate the efficacy of the 36 approach when applied to empirical data. 37 38 39 Introduction 40
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Existing methods for empirical pressure estimation often require relatively complex 53 measurement techniques such as multi-camera or time-staggered, multi-exposure particle image 54 velocimetry (Jensen and Pedersen, 2004; Liu and Katz, 2006) . In addition, significant 55 computational costs can be associated with the post-processing required to derive the pressure 56 field from measurements of the velocity or acceleration fields. These post-processing approaches 57 generally fall into one of two categories. In the first case, the pressure field is computed as a 58 solution to a Poisson equation, e.g. in an inviscid flow: 59 of the method to accurately estimate the pressure on unsteady, deformable bodies such as those 112 of relevance in animal locomotion. Both flows are used to characterize the method, including its 113 numerical convergence properties and sensitivity to domain size, signal-to-noise ratio, and out of 114 plane effects. Furthermore, we apply the method to PIV measurements of a freely-swimming 115 jellyfish medusa and a freely-swimming lamprey, showing that this tool can be applied to the 116 type of measurement data commonly acquired in research. 117
118

Materials and Methods 119
Material acceleration estimation 120
The instantaneous fluid particle acceleration Du/Dt required for calculation of the 121 pressure gradient in equation (2) In order for equations (4) and (5) to remain valid, t is limited to values much smaller 134 than the characteristic time scale of the flow, yet sufficiently large that there is a measurable 135 change in the fluid particle velocity. 136
For many flows, especially those involving accelerating or deforming bodies, the 137 aforementioned constraint on t cannot be satisfied. For these inherently unsteady fluid-structure 138 interactions, we derive the material acceleration from two sequential velocity fields as 139 
143 Equation (7) is akin to a Crank-Nicolson (i.e. trapezoidal) scheme for the particle positions, in 144 contrast to the forward Euler scheme in equation (5). Hence, the convergence of the method with 145 time step is second order (Crank and Nicolson, 1947) . 146
The primary source of measurement error in this type of unsteady estimate of the material 147 acceleration Du/Dt arises from temporal noise in the measured velocity components at each node 148 in the velocity field. We address this by applying a temporal filter to the time series of velocity 149 fields, which results in a smoothing spline approximation u* to the velocity u at each node in the 150 velocity field. The spline approximations are defined such that they minimize, for each 151 where  = 1...N is the temporal sequence of velocity fields to be analyzed, τ u is a velocity vector 156 corresponding to velocity field  in the sequence, * τ u is the spline-approximated value of the 157 same velocity vector for the same velocity field in the sequence, t min and t max are the temporal 158 bounds on the sequence of velocity fields, and  is a weight between the first and second terms 159 and has a value between 0 and 1. In effect, the parameter S u quantifies both the deviation of the 160 spline approximation from the original data (i.e. the first term) and the total curvature magnitude 161 of the spline approximation (i.e. the second term). For  = 0, only the second term is minimized, 162 resulting in a least-squares fit with zero curvature, i.e. a linear fit to the data. For  = 1, only the 163 first term is minimized, giving a cubic spline fit that passes through each original data point. In 164 all that follows, we set  = 0.05, a value we have identified as enabling effective temporal noise 165 filtering without discarding true temporal trends in the measurement data.
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Further characterization of the temporal filter is provided in Appendix 2. In particular, it 167 is shown that the use of the temporal filter increases the order of temporal convergence above 168 second order, as anticipated by theory (Atkinson, 1968) . 169
It is worth noting that the distinction between the quasi-steady and unsteady approaches 170 can be made explicit by decomposing the material acceleration into its Eulerian components: 171
The quasi-steady approximation in equations (4) and (5) implicitly neglects the first term on the 175 right-hand side of equation (9), whereas the unsteady calculation retains it. 176
The viscous term on the right-hand side of equation (2) is computed using centered finite 177 differences between adjacent nodes in the velocity field. The effect of the viscous term is 178 evaluated in the context of a numerical simulation described in the validation section. 179
180
Pressure gradient integration 181
Whereas previous methods that integrate the pressure gradient via many integration paths 182 assign to each grid point the arithmetic mean of the many integrations, in the present approach 183 the paths are polled by taking the median. The median is less sensitive to grossly erroneous 184 values that may arise on a few of the integration paths due to localized measurement errors or 185 due to localized errors created by the aforementioned material acceleration approximations in 186 equations (4) through (7). Hence, this approach enables a significant reduction in the total 187 number of integration paths per frame that are required to achieve accurate pressure estimates. 188 domain boundary is non-zero, then the final pressure estimate at that point will also be non-zero. 210
Note that for all points in the domain, the final pressure estimate is relative to a zero reference 211 pressure, as that is the pressure at the origin of each integration path. The impact of these 212 assumptions on the robustness of the technique is quantified below, and it is shown to be modest 213 for the external flows tested. At the same time, the net result of this tradeoff in the algorithm 214 design is a more than order-of-magnitude reduction in computational time compared to previous 215 methods (see Appendix 2). 216
A common source of localized error that can affect pressure estimates is the presence of 217 solid objects in the flow. Typical PIV measurements are often unreliable in the region close to 218 solid objects, which compromises pressure integration paths that cross the fluid-solid interface, 219 especially in previous methods that average the erroneous data instead of discarding it via 220 median polling (or in Poisson solvers that rely on the pressure gradient at the fluid-solid interface 221
as a boundary condition). In the present algorithm, integration paths that cross a fluid-solid 222 interface in the flow can be nullified by assigning the nodes nearest to the interface an undefined 223 pressure gradient. Hence, when that value is integrated along any integration path, the pressure 224 value for that path also becomes undefined and therefore does not contribute to the median 225 calculation. 226
Validation data sets 228
To validate the accuracy of the quasi-steady pressure estimates achieved using this 229 algorithm, a numerical simulation of flow past a two-dimensional square cross-section cylinder 230 at a Reynolds number of 100 was used. This numerical data set enabled quantification of the 231 effects of spatial resolution, domain size, and signal-to-noise ratio, while providing a known 232 pressure field standard for comparison (see Appendix 1). The numerical simulation was 233 executed using a solver that computes on arbitrary polyhedra ( is the swimming stroke duration) were studied to quantify the temporal convergence of the 248 method. The validation results described below are based on calculations of equations (6) and (7) 249 using velocity fields separated by 0.02T. 250
251
Empirical data sets 252
The present method was also applied to particle image velocimetry measurements of a 253 freely-swimming Aurelia aurita (Linnaeus, 1758) jellyfish medusa and a freely-swimming 254
Anguilla rostrata (LeSueur, 1817) lamprey to demonstrate the performance of the algorithm with 255 empirical data inputs and, in the case of the jellyfish, without treatment of fluid-solid interfaces. 256
The swimming Reynolds numbers of the jellyfish and lamprey were approximately 1000 and No smoothing is applied to this data set in order to contrast the results with those in the previous 292 section. The algorithm is effective in capturing the high-low pressure couples formed on the 293 sides of the swimmer head and tail as they accelerate in the positive-y direction; the low-high 294 pressure couple formed at the mid-body as it accelerates in the negative-y direction; and the 295 pressure in the wake vortices. 296
The importance of the unsteady term in equation (9) is illustrated by comparison with the 297 pressure field estimated using the quasi-steady approximation, shown in Fig. 3C . Low pressure 298 in the wake vortices is captured, but the high-low pressure couples on the body surface due to the 299 body added mass are missing entirely, as is the high pressure in the wake due to vortex added 300 mass (Dabiri, 2006) . The comparison is further quantified in Fig. 4 , which plots the pressure on a 301 contour surrounding the swimmer and immediately adjacent to the region of undefined pressure. 302
At each of the four phases of the swimming cycle shown, good agreement is achieved between 303 the pressure computed in the numerical simulation and the pressure estimated from the velocity 304 field using the unsteady algorithm. By contrast, the pressure estimated by the quasi-steady 305 algorithm is erroneous everywhere except near the forming wake vortex at the tail. The lamprey data set shares similarities with the three-dimensional numerical model 324
shown previously. The vorticity and pressure fields are less smooth and show finer structure in 325 the empirical measurements, which is attributable in part to the Reynolds number being 326 approximately four times higher than that of the numerical simulation. 327
The ease of implementation of this algorithm, both in terms of data acquisition and 328 velocity field post-processing, and its relatively low computation cost (see Appendix 2) gives it 329 the potential to find use in a broad range of problems of interest in biological fluid mechanics. 330
Because the temporal filter implemented in the unsteady algorithm does add considerable time to 331 the pressure calculation (cf. Fig. A10 ), in practice one should first evaluate the results of both the 332 quasi-steady and the fully unsteady implementations of the algorithm on a sample of the data of 333 interest to determine whether unsteady effects are important. If they are not, then the quasi-334 steady calculation provides the most efficient tool for determination of the pressure field. 335
Although the present evaluation focused on two-dimensional velocity fields, it is 336 straightforward to extend the algorithm to three dimensions by the addition of a limited number 337 of new integration paths consistent with the geometry in Fig. 1 . In that case, even greater 338 reductions in computation expense can be achieved relative to existing methods due to the 339 relatively small total number of required integration paths and the elimination of associated 340 velocity field interpolation during integration of the pressure gradients. estimates for the R family of integration paths are noticeably less accurate than the other families 365 (e.g. Fig. A1A ) and yet, as illustrated in Fig. A1D , these paths determine the pressure estimate in 366 the far wake. This leads to the observed poorer pressure estimate in that region of the flow (e.g. 367 Fig. 2B ). The underlying source of this effect is discussed below in the section examining the 368 effect of boundary conditions. 369
370
Effect of global measurement error 371
Perhaps the most important test of the algorithm is its robustness to global measurement 372 errors, such as those associated with empirical measurements. Fig. A2 illustrates the streamwise 373 velocity contours for data sets with increasing levels of Gaussian white noise superimposed on 374 the u and v velocity components. The highest levels of noise, corresponding to the lowest signal-375 to-noise ratios, are higher than typical PIV data but possibly representative of instantaneous two-376 dimensional data collected in a highly-turbulent flow field, where out-of-plane motion can 377 reduce data quality. Comparison of the pressure profiles on a square contour centered on the 378 bluff body and with side length 3D so that it passes through the salient flow features (i.e. Fig.  379 A2A) indicates that, with the exception of the highest noise level tested, the quantitative pressure 380 estimates remain consistent with the noise-free result despite relatively high noise (Fig. A3A) .errors do not accumulate uniformly on the 8 paths that arrive at each point in the domain. Hence, 383 median polling remains an effective filter irrespective of the noise magnitude, up to the second-384 highest noise level tested. At higher noise levels, contour plots of the pressure estimate begin to 385 exhibit spatial discontinuities reminiscent of the median contributions in Fig. A1D . Because the 386 pressure estimates from each integration path family begin to diverge in the presence of high 387 noise levels, median polling in this case leads to spatially discontinuous changes in pressure. 388
Result of this sort are an indication that measurement noise in the input velocity data has become 389 unacceptably large. 390 391
Effect of boundary conditions 392
As mentioned previously, a major assumption implicit in the present algorithm is that the 393 pressure on each integration path is zero at its originating point on the boundary, to avoid the 394 need for a computationally expensive iteration scheme to solve for the boundary pressure as part 395 of the field solution (Liu and Katz, 2006). Although this assumption can be reasonable for large 396 domains, it is prudent to investigate the dependence of the pressure estimate on the domain size. 397 and create a non-zero pressure on that boundary. Hence this family of pressure estimates is 409 significantly less accurate than the others, as seen in Fig. A1A for example. The benefit of the 410 median polling approach is that this estimate is usually discarded in determining the final 411 pressure estimate. In contrast, previous methods would include pressure estimates affected by the 412 downstream boundary in the final averaged pressure estimate, and therefore require additional 413 computational effort to resolve the correct pressure on that boundary via iterative processes. 414
However, the present method does suffer in that the pressure in regions close to the 415 downstream boundary is based either on integration paths that originate at the downstream 416 boundary where the pressure is nonzero (i.e. R, UR, and LR families) or on long integration 417 paths from the other boundaries. The relatively large error accumulated on the long integration 418 paths can make them an even poorer estimate of the local pressure near the R boundary (cf. Fig.  419   A1D) ; hence the median pressure in this region is less accurate than in the rest of the domain. 420
This limitation is inherent in the present method and should be kept in mind when using the 421 technique for flows with large velocity gradients at any of the boundaries. 422
423
Effect of fluid viscosity 424
It is useful to examine the role of the viscous term in equation (2) viscous term is minimal due to the median polling approach implemented presently, i.e., the T 440 and B paths do not represent the median pressure estimate on the upstream face of the bluff body 441 and are therefore not a factor in the final pressure estimate in that region of the flow. 442
Effect of fluid-solid interfaces 444
An aspect of the present algorithm that can be cumbersome is the treatment of the fluid-445 solid interface to eliminate the effect of integration paths that pass through solid objects in the 446 flow. For example, for moving objects, this approach requires the identification of the fluid-solid 447 interface in each data frame. To illustrate the effect of the interface treatment in the algorithm, 448 
Spatial convergence 459
The spatial convergence of the quasi-steady algorithm was evaluated by computing the 460 pressure on a square contour immediately adjacent to the region of undefined pressure on the 461 bluff blody, and by integrating the pressure to compute the net force in the streamwise and lateral 462 directions. Fig. A5 plots the fractional error in these calculations (using the pressure from the 463 numerical simulation (CFD) as the true value, i.e. PIV data set. Despite the relatively smooth spatial distribution of velocity, as illustrated in Fig.  477 5A and Fig. A7A , there is non-trivial scatter in the temporal data at both spatial locations. Flow 478 accelerations computed by using finite differences of adjacent velocity fields would be subject to 479 large errors because the local slope varies considerably between adjacent pairs of velocity fields. 480
A temporal filter of the data is therefore essential in this case. The results in Fig. A8 indicate that the three-dimensional numerical simulation exhibits 506 greater out-of-plane flow than the PIV measurements. Given the demonstrated accuracy of the 507 algorithm in the case of the three-dimensional numerical data, we can conclude that the 508 algorithm is robust to out-of-plane effects at the magnitudes found in typical PIV measurements. 509
To be sure, the divergence metric does not capture out-of-plane flow where there is no flow 510 gradient in the perpendicular direction. However, in such cases, the PIV would itself be difficult 511 to acquire, as the seed particles would not remain in the plane of the laser sheet sufficiently long 512 to enable temporal cross-correlation of their positions. 513
514
Temporal convergence 515
The temporal convergence of the unsteady algorithm was evaluated by plotting the 516 fractional error in the pressure at the head of the self-propelled swimmer at an instant of high 517 acceleration (using the pressure from the numerical simulation (CFD) as the true value, i.e. 518 Fig. 5A ), (C) PIV measurement of freely-swimming lamprey (cf. Fig. 5C ). 701
Dimensional divergence is normalized by multiplying by the time step between sequential 702 velocity fields in each case. 703
