Acoustic cues to the distinction between sibilant fricatives are claimed to be invariant across languages. In [1], Evers et al. present a method for distinguishing automatically between [s] and [S], using the slope of regression lines over separate frequency ranges within a DFT spectrum. They report accuracy rates in excess of 90% for fricatives extracted from recordings of minimal pairs in English, Dutch and Bengali. These findings are broadly replicated by [2], using VCV tokens recorded in the lab.
Introduction
It has been claimed that the phonetic realisation of sibilant fricatives is invariant across languages regardless of their status within the language's phonology. The goal of this paper is to test the robustness of the acoustic measure described in [1] and evaluated in [2] for distinguishing between the fricatives [s] and [S] . Both sounds are characterised by relatively aperiodic noise, but, as is well known, spectra for [S] typically show a peak of energy at approximately 2.5 kHz, while the majority of the energy for [s] is less concentrated and appears at higher frequencies, typically at and above 5 kHz ( [3] , p. 258). The measure described in [1] , which we shall refer to as the (a − b) measure, detects this difference in spectral peaks by comparing the slopes of two regression lines: regression line a is computed over the values of the DFT spectrum from 0 to 2500 Hz, and line b is computed over the spectrum from 2500 to 8000 Hz. For the prototypical token of [s], we expect the slopes of a and b to be positive and roughly the same, whereas for [S] , the slope of a should rise sharply, and the slope of b level off or fall slightly (see Figures 1 and 2 for illustration, and compare Figure 2 on page 354 of [1] ).
The authors of [1] [1] and [2] were all intervocalic). We began with a pilot study that tested the measure against a corpus of American English read speech; that is, a language against which the measure has already been tested in the lab, recorded under relatively uniform conditions. We proceeded to test against the Kiel corpora of German, with tokens taken from read, spontaneous and conversational speech. Our goals were to test whether the measure remained accurate at discriminating between [s] and [S] even for tokens taken from fluent, conversational speech, and also to test how much variance there was in the steepness values computed by the measure across different types of recording and forms of equipment used. We also chose to test against Kiel because the (a − b) measure has so far not been tested against German sibilants, and the phonological status of [s] and [S] is different in German to that of English, Dutch or Bengali.
Study I: American English

The corpus
The DARPA-TIMIT Acoustic-Phonetic Continuous Speech Corpus (TIMIT: [4] ) is a corpus of read speech produced by 630 speakers from 8 major dialect regions of the United States. It is subdivided into a training set of approximately 80% of the material, with the remainder comprising a test set with minimal overlap in terms of text material, and no speakers in common between the two groups. All dialect regions are represented in both subsets. Within the training set, there are 7464 tokens of 
Method
TIMIT is hand-annotated down to the level of the segment, producing a canonical transcription as described in [5] . Using software written by the first-named author, tokens of [s] and [S] were extracted according to this phonetic transcription. Using the software libraries numpy and scipy [6, 7] , the software computes a DFT over a 40 ms span centered within the duration of the fricative, and computes regression lines a and b as described above, and as specified on page 352 of [1] .
We analysed the and to select a threshold value for the measure. We then applied this threshold value against the test subset, and measured the accuracy with which it discriminated between the two fricatives.
Results
The distribution of (a − b) values for the two fricatives is illustrated by the histograms in Figure 3 . 3. Study II: German
The corpus
To depart as fully as possible from the conditions under which the (a − b) measure has been tested in the lab, while still being able to work with high-quality recordings annotated down to the level of the individual segment, we chose to use the Kiel corpora of German for Study II. We drew our stimuli from three datasets: the Kiel corpus of read speech 1 , which contains recordings of 53 different speakers reading different subsets of 624 isolated sentences [8, 9] ; the Kiel corpora of spontaneous speech Vols. I-III 2 contain recordings of 42 speakers organised into dialogue-pairs role-playing an appointment-making scenario [8] ; and Vol. IV of the spontaneous speech corpus 3 (which we will refer to separately as the Lindenstrasse corpus) contains recordings of 6 pairs of speakers discussing excerpts from the German soap opera Lindenstrasse [10] . In order to elicit fluent and highly colloquial speech, pairs of speakers who were well known to one another were chosen.
Method
As noted above, the Kiel corpora have been transcribed and aligned by hand. The transcription used is intended to be narrower than that of TIMIT, but nevertheless we were able to use the same method as for Study I with a minimum of modification to the software. We used the read-speech corpus as a training set to derive a threshold value for the (a − b) measure, which we then tested against the datasets of spontaneous speech.
Results
The distribution of (a − b) values for the read-speech corpus is illustrated in Figure 4 . The overlap between the two histograms suggests a threshold value of approximately 2.5 dB/kHz. This value was indeed found to be the optimal cut-off when testing the discriminator against all three corpora, with results as summarised in Table 2 . 
Discussion
The most notable difference between the findings of these studies and those in [1] is in the threshold for (a − b) which it was necessary to use to attain them. Evers et al. report that for their recordings of English, Dutch and Bengali, the optimal threshold value was somewhere in the range of 8-15 dB/kHz, whereas we found an optimal threshold value of 2 dB/kHz for TIMIT and 2.5 dB/kHz for the Kiel corpora. This is unsurprising in acoustic terms: since amplitude is the y-axis component of the slope, the threshold value will vary with the dynamic range, and more generally the overall loudness of the input signal.
In all other respects our findings are consistent with those of [1] and [2] . The (a − b) measure remains comparatively robust even for tokens of [s] and [S] extracted from running, conversational speech. The present studies also support the conclusion from [1] Table 3 . Table 3 : Standard deviations of (a − b) values across training sets.
The fact that the variance is greater for [S] may also perhaps be considered unsurprising, given that the discriminator works by comparing regression line slopes above and below the approximate area where we expect to find a peak in tokens of [S] . In other words, the test is less a matter of "is this fricative [s] or [S]?" than one of "is this fricative [S] or not?" One might perhaps generalise the approach into a means of detecting peak frequencies in aperiodic speech sounds, for example by measuring slopes of regression lines above and below every frequency bin in the DFT, and reporting the frequency with the largest positive value for (a − b) as that of the peak frequency within the sound. This extension of the principle would of course be orders of magnitude more computationally expensive than the basic measure evaluated here. If it were to be implemented as part of an ASR system, for example, the increased computational cost would have to be weighed against the ability of lexical search, contextual and other acoustic cues to compensate for the comparatively higher false negative rate of the (a − b) measure when detecting tokens of [S].
Conclusion
Our findings strongly suggest that the (a−b) measure for distinguishing between [s] and [S] is viable for applications involving speech outside the lab, given the following caveats:
• The measure relies on being able to compute a spectrum up to 8 kHz. This may make it unsuitable for applications involving telephony, or any speech signal compressed heavily enough to begin to alter the higher end of frequencies within that range. These conditions are, of course, similar to those under which the human ability to distinguish between [s] and [S] also starts to degrade.
• The threshold values for the measure are sensitive to the dynamic range, and more generally the amplitude of the input signal. For any application where an absolute threshold value is desired, input amplitudes will need to be normalized.
• As reported in [1] , there is a certain amount of variation in threshold values from speaker to speaker. This may need to be compensated for by training (which, it must be said, the measure otherwise does not require).
With these warnings taken into account, the present studies nevertheless confirm the claim asserted in [1] 
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