As institutes get larger in size and complexity, administrators face the problem of timetabling for their respective staff. The growing number of constraints involved due to expansion of the activities, make it difficult to produce a simple hand written timetable for the smooth running of a given institute. While a perfect solution is often not tractable, there are many techniques available to find optimal solutions to such problems. Among them, genetic algorithms (GA) seem to play a key role in many instances. A considerable amount of GA work has been carried out involving two parent populations. The present work which takes a multi-parent approach to the problem, seems to address the timetabling problem effectively.
Introduction
The real-world NP-hard problems have no promising algorithms which could explore and exploit all possible solutions to find their global maxima. To develop effective optimization algorithms for such problems, it is necessary to maintain an appropriate balance between exploring new and unknown areas in the search space and exploiting a narrow area which could hopefully lead to a global optimum. Scientists have been developing heuristic and meta-heuristic algorithms to find quality solutions within a reasonable time frame to problems in science, engineering economics and business [1] . Genetic algorithms is one such method which can provide a reasonably good answer during an acceptable time frame, with limited information, by sacrificing completeness for speed. However, being population dependent, this technique is often handicapped with relatively long computational time. Genetic algorithms is a category of evolutionary algorithms which adopt a meta heuristic approach. It is a nature inspired searching and optimization technique involving crossover, mutation and selection which finds applications in providing high quality solutions to problems associated with optimization, scheduling, economics, bioinformatics etc. [2, 3] . This technique has been commonly used to solve timetabling problems.
In a previous study we applied genetic algorithm using a two-parent system to solve timetabling problems in education institutes [4] . Subsequently, studies were extended to improve the outcome using three-parents. As a preliminary step only hard constraints using a limited number of class rooms, staff members and students were considered to determine whether such an exercise could produce positive results. The results obtained were satisfactory enough for further investigation using more constraints to solve timetabling problems in higher educational institutes in the future.
Background
A timetable could be described as a tabulated document which contains all the information about the allocation of appropriate rooms to staff and students of a given Institute for well-defined time periods. For a small institute having a few staff members and students it is often a manual operation which is usually handled by a single person within a reasonable time frame. Composing a perfect timetable for a highly complex Institute such as a university is indeed a difficult task. A high level of optimization (global convergence) may be reached by way of mathematical programing. However, the high computational time makes such an approach infeasible [5] . The other option is to use approximation algorithms [6] . They are known to give satisfactory solutions at an acceptably low computational cost. One such method is metaheuristics, which includes genetic algorithm (GA) [7] , discrete artificial bee colony (DABC) [8] , tabu search (TS) [9] , and simulated annealing (SA) [10] . GA with uniform three-parent crossover technique is used in the present work.
GA is an efficient optimization search technique which uses exploitation and exploration methods to find a global maximum [11] . The operators that provide exploration are the mutations and those that help the population to converge to better solutions (exploitation) are the cross-overs. Classical GA usually uses randomly selected chromosome pairs 127-2 (parents) to produce two offspring which become part of the population. However, gathering more information using more than two parents could aid the process of evolution to bring forth much favourable changes to the next generation [12] . Thus, the multi-parent approach to problems has yielded favourable results. The experiments conducted by Eiben and van Kemenade [13] have shown significant gain with more than two parents especially with computationally less expensive diagonal crossover technique. Further, unimodal distribution crossover (UNDX) method which involves multiparents has also shown impressive results [14] .
The uniform three-parent crossover technique [15] involves the random selection of three parents followed by the comparison of each bit of the first parent with the corresponding one of the second parent. If they are the same it is being taken for the offspring. If it is different, the bit from the third parent is taken. Fig. 1 below shows an example of the logic involved. 
Method

Encoding
The total number of classes that needs to be scheduled can be obtained by summing the number of student groups multiplied by the number of modules each student group is enrolled in.
For each class scheduled by this application the following hard constraints will be considered.  Classes can only be scheduled in free classrooms.  A professor can only teach one class at any given time.  Classrooms must be able to accommodate the respective student groups. When encoding the class schedule for a given course class properties should be defined. They include the timeslot the class is scheduled, the ID of the professor and the classroom information.
In this investigation a numerical code is allocated to each timeslot, professor, and classroom. A chromosome can then be used to encode an array of integers to represent each class ( Fig. 2 ). Timeslot ID Room ID Professor ID Fig. 2 : Array is split into three to retrieve information for each class.
Initialization
A timetable needs to be built around the following criteria [16] : the rooms, professors, timeslots, courses/modules, and student groups.
The room class will contain information about the classroom, such as the room ID, room number and the capacity of students that can be accommodated. This class will accept a room Id, a room number and the capacity as well as provide methods to get the room's properties.
The timeslot class represents the day of the week and time that a class takes place. It holds the timeslot Id and the timeslot details.
The professor class accepts a professor ID and professor name properties. It also makes an allowance to retrieve this information as well.
A module class will store the information on the course modules. Each module can have several sections and groups of students taking the course at different times of the week with different professors. The module class accepts a module 127-3 ID, module code ("CSCI111" or "ENGL 101"), module name, an array of professor ID's (professors who teach the module).
A group class will hold the information about the student groups. This class accepts group ID, a group size, module IDs the group is taking.
The Class class combines all of the above information. It will take a student group that takes a section of a module at a given timeslot, in a specific room with a specific professor.
A timetable class will capture all these objects and will co-ordinate how different constraints interact with each other. This class will also parse a chromosome and produce a candidate timetable to be evaluated and recorded. The timetable class serves two purposes. First, it is aware of all the available rooms, timeslots, professors, modules and groups. Second, it can read a chromosome, create a subset of classes from that chromosome, and help assess the fitness of the chromosome. This class consists of two important methods. The create class method and the calculation of clashes method. When creating a class for the timetable, an individual (chromosome) must be accepted, read and allocated information (timeslot, room, professor) to each class. As a result, the create class method uses a genetic algorithm and the subsequent chromosome to try different combinations of timeslots, rooms, and professors. The timetable class stores this information for future use. The clashes method then checks each one of the classes that has been built and counts the number of clashes. A clash is a hard constraint violation. Examples of clashes: room is too small, conflict with professor and timeslot, conflict with room and timeslot.
Clashes are used later in the genetic algorithm to calculate the fitness value. As each class is compared to all other classes, a "clash" is added, if any of the hard constraints are violated. The total number of clashes are calculated. This is then used to calculate the fitness value. The fitness value is the inverse of the number of clashes (1/clashes+1). If there are no clashes then the fitness value will be 1.
The main method in the timetable class creates the timetable and initializes it with all of the available courses, timeslots, rooms, modules, groups and professors. As a result, tournament selection and uniform crossover is used for the genetic algorithm.
A termination check is set up such that the decisive factors are the number of generations and the fitness factor. Combining both of these factors will terminate the genetic algorithm either after a certain number of generations or if it finds a valid solution. As such the fitness value depends on the number of broken constraints. As a result, the perfect solution will have a fitness value of 1. The number of generations is set to 1000.
Three Parent Crossover
A uniform three-parent crossover technique is used in the present work [11] . It involves the random selection of threeparents followed by the comparison of each bit of the first parent with the corresponding one of the second parent. If they are the same it is being taken for the offspring. Otherwise, the bit from the third parent is taken.
Mutation
Mutation is executed in such a way that a new random valid individual is created. The random individual created is used to select genes to copy into the individual to be mutated. This is called uniform mutation [17] . This technique ensures that all the mutated individuals are valid.
Results and Discussion
The hard constraints were tested using 20 trials to ensure that all the solutions obtained were valid. Four tests were carried out for the two-parent and the three-parent scheduler. The optimized solution for the timetable consisted of the following factors and their values. In Test 1, the population size was 100 with a mutation rate of 0.01, the number of elite individuals was 2 and the tournament size was 5. With these values the resulting timetable for the two parent scheduler had zero number of clashes with the fitness value of 1. The three-parent course scheduler results show that a total of ten clashes took place. The fitness value ranged from 1 to 0.25. However, the number of generations to reach an optimum timetable was achieved during the 14 th (Table1) run, whereas in the two parent it took place at the 15 th run ( Table 2 ). In Test 2, the population size was increased from 100 to 2000. The mutation rate was kept constant at 0.01, the number of elite individuals was 2 and the tournament size was 5. The three-parent scheduler resulted in a decrease in the number of generations (Table 3 ) it takes to reach a solution when compared to the two parent scheduler (Table 4 ). In Test 3, the number of clashes were tested when the mutation rate was changed from 0.01 to 0.20. The three-parent scheduler resulted 127-4 in only three clashes (Table 5) , whereas the two-parent scheduler ( Table 6 ) showed total of 74 clashes. Finally, in Test4, mutation rate was tested with the fitness value. The results showed that the three-parent scheduler (Table 7 ) kept a constant fitness during the initial 10 runs, and then rapidly decreased after the 21 st run. However, Table 8 shows that the fitness value decreases rapidly. All four tests shows that the three-parent scheduler performed better than the two-parent.
Architectural Specifications
JAVA version 8 was used on a 6 th Generation Intel(R) Core (TM) i7 Quad Core (6M Cache, up to 3.5 GHz) 16GB Dual Channel DDR4 256GB PCle Solid State Drive with NVIDIA GTX960M 2GB DDR5 for the design of the 3-Parent Course Scheduler. Table 1 : (Test 1): The number of generations the three-parent course scheduler takes to reach an optimal solution was tested. Fitness value Table 1 shows that clashes occurred nine times during the 20 runs of the system. The optimized solution for the three-parent course scheduler/timetable was obtained with a population size of 100, a mutation rate of 0.01, the number of elite individuals was 2 and the tournament size was 5. With these values the resulting timetable showed clashes occurring ten times. The fitness value ranged between 1 (where no clashes occurred) and 0.25 (where three clashes occurred). The minimum number of generations was taken during the 14 th run of the program. The number of generations taken to obtain a timetable with a fitness value of 1 was 34. Fig. 3 is the bar diagram based on Table  1 . Fig. 3 : The number of generations the three-Parent Course Scheduler takes to reach an optimal solution. The minimum number of generations was taken during the 14 th run of the program. The results show 0 clashes occurred during the 20 runs of the system and the fitness value was 1.
Performance Analysis
Number of runs
The optimized solution for the three-parent course scheduler/timetable was obtained with a population size of 100, a mutation rate of 0.01, the number of elite individuals was 2 and the tournament size was 5. With these values the resulting timetable showed no clashes. The fitness value was 1. The minimum number of generations was taken during the 15 th run 
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of the program. The number of generations taken to obtain a timetable with a fitness value of 1 was 37. Fig. 4 is the bar diagram based on Table 2 . The two-parent scheduler took longer and three extra generations in order to give a final class schedule. So in this instance, the 3 parent scheduler performed better when compared to the two parent scheduler. Table 3 shows the increase in population size with the number of generations it takes to reach a solution. The mutation rate remains constant at 0.01, number of elite individuals was 2 and the tournament size remains 5. The resulting data shows a steady decrease in the number of generations that takes to reach a valid solution. Fig. 5 is the bar chart for Table  3 . Table 4 shows the increase in population size from 100 to a 2000, with the number of generations. The resulting data shows that the number of generations that takes to reach a valid solution remains high when compared to the three-parent results. Fig. 6 displays the bar chart for the data in Table 4 . The minimum number of generations taken to reach a solution occurs when the population size is increased to 1300. The number of generations taken to reach this is 40. This is 4 times larger than using the 3 parent scheduler.
The three-parent course scheduler has a larger search area. Therefore, with the increase in population size, the threeparent scheduler shows that a lesser number of generations are needed to obtain a solution. The average number of generations for the three-parent scheduler to reach a solution after 20 runs is 34.55. The two-parent scheduler takes an average of 81.35 generations to reach a solution after the 20 runs. The three-parent course scheduler shows better results for this test. 01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.12 0.13 0.14 0.15 0.16 0.17 0.18 0.19 0. Increase in mutation rate shows a steady decrease in the occurrence of the number of clashes. The mutation rate was increased from 0.01 to 0.20, population size was kept at 100. The number of elite individuals was 2 and the tournament size was 5. With these values the resulting timetable showed 3 clashes. The first clash occurred at the very beginning when the mutation rate was 0.01, the second occurred at 0.08 and the third at 0.16. Fig. 7 displays the bar chart for the data in Table 5 . The clashes takes place when the mutation rate was 0.01, 0.08 and 0.16. Increase in the mutation rate shows an increase in the occurrence of the number of clashes. The mutation rate was increased from 0.01 to 0.21 and population size was kept at100, the number of elite individuals was 2 and the tournament size was 5. With these values the resulting timetable showed 16 clashes occurring at regular intervals. Clashes fluctuated between a minimum of 0 at a mutation rate of 0.01, 0.02, 0.03 and 0.05. The maximum of 8 clashes occurred when the mutation rate was at 0.19. Fig. 8 displays the bar chart for the data in Table 6 . Test 3 shows that the number of clashes in three-parent scheduler was far less (3 clashes) when compared to the twoparent scheduler (17 clashes). The wider search area when the three-parent technique is applied to the scheduler, guarantees that few clashes occur, even when more diversity is introduced to the population. Further tests show that when the mutation rate was increased to 0.30 the fitness value decreases from 1 to 0.33 ( Table  7) .
Sudden decrease in fitness occurred at the mutation rate of 0.19. Further decrease in the mutation rate causes fitness to decrease at a regular interval. The two-parent scheduler was tested with a mutation rate range between 0.01and 0.21. Even though, mutation rates 0.01, 0.02, 0.03 and 0.05 showed a fitness value of 1, the decrease in fitness value started at a lower mutation rate when compared to that of the 3-parent scheduler. Fig.10 shows the bar chart for Table 8 . Test 4 results showed that the three-parent scheduler change in fitness was far better when compared to the two-parent scheduler. The higher search area when the three-parent technique is applied to the scheduler, guarantees that the fitness value is better as more diversity is introduced into the population by way of increasing the mutation rate. .
Conclusion
When compared to the two-parent course scheduler [4] , the three-parent shows the following advantages. An increase in the population size shows a steady decrease in the number of generations that it takes to reach a valid solution. There were no clashes during this run. In addition, when the mutation rate is increased, the three-parent scheduler shows only a little change in the fitness value, for a considerable number of runs of the system. In comparison, the two-parent scheduler shows a significant effect on the fitness factor right from the beginning, with increase in mutation rate. The promising results of this preliminary investigation involving three-parents could be used in the future to extend this application to find solutions to various constrains in timetabling problems. 
