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ABSTRACT 
Reinforcement learning is an important branch of machine learning and artificial intelligence. Compared with traditional 
reinforcement learning, model-based reinforcement learning obtains the action of the next state by the model that has been 
learned, and then optimizes the policy, which greatly improves data efficiency. Based on the present status of research on 
model-based reinforcement learning at home and abroad, this paper comprehensively reviews the key techniques of 
model-based reinforcement learning, summarizes the characteristics, advantages and defects of each technology, and analyzes 
the application of model-based reinforcement learning in games, robotics and brain science. 
 





Model-based reinforcement learning refers to the establishment of a model according to the environment, so that the agent 
knows how the environment shifts the state and the feedback rewards, and then finds the optimal policy based on the model to 
get the maximum cumulative reward. With the development of deep learning (LeCun et al., 2015) in recent years, model-based 
reinforcement learning has greatly improved in terms of data efficiency and generalization ability of models. With 
model-based reinforcement learning in the classic Atari games (Stadie et al., 2015), Alpha Go (Silver & Huang et al., 2016), 
face recognition (Rao et al., 2017), robotics (Mordatch et al., 2012), medicine (Hamaya et al., 2016; Sharp et al., 2015), brain 
science (Daw et al., 2005; Niv et al., 2007), automatic driving (Deisenroth et al., 2013), natural language processing (Scheffler 
et al., 2002) etc., gradually playing an increasingly important role, so it is necessary to a comprehensive review of the new 
developments in model-based reinforcement learning. 
 
Kaelbling et al. (1996) reviewed the work of early reinforcement learning and the core issues from the perspective of computer 
science, including the compromise of exploration and exploitation, the construction of models to accelerate learning, and so on; 
Quan et al. (Quan et al., 2018) reviewed three main methods of deep reinforcement learning and some frontier directions of 
deep reinforcement learning; Yuxi Li (2018) summarizes the algorithm and development of reinforcement learning from the 
basic elements of reinforcement learning; Dongbin et al. (2016) reviewed the algorithm of reinforcement learning and the 
future development from the perspective of computer Go; Wenji & Yang (2017) reviewed the problem of hierarchical 
reinforcement learning in dimensional disasters. It is worth noting that with the development of deep learning in recent years, 
model-based reinforcement learning has made great progress in the generalization of the model and data efficiency. Different 
from the existing review (Kaelbling et al., 1996; Quan et al., 2018; Yuxi Li, 2018; Dongbin et al., 2016; Wenji & Yang, 2017), 
this paper focuses on the recent progress, advantages and disadvantages of the model-based reinforcement learning field. 
 
PROBLEM DEFINITION 
Reinforcement Learning (RL) (Sutton & Barto; 1998) refers to learning to behave optimally in a stochastic environment by 
taking actions and receiving rewards. Markov Decision Process (MDP) are meant to be a straightforward framing of the 
problem of learning from interaction to achieve a goal, the interaction between the agent and the environment is modeled as the 
MDP, it is, . Where S is the set of possible states of the agent; A is a set of actions; P is the 
probability that the agent transfers from the current state s to the next state s′ in the current action a; R is the immediate return 
that the action a transfers from state s to next state s′, γ is the discount factor, γ∈[0,1], indicating the difference between the 
future reward and the current reward, that is, the proportion of each reward is different. According to the environmental models, 
reinforcement learning can be divided into model-based reinforcement learning and model-free reinforcement learning. 
 
Model-based reinforcement learning (Ray & Tadepalli, 2010) refers to learning optimal behavior indirectly by learning a 
model of dynamics by taking actions and observing the outcomes that include the next state and the immediate reward. The 
specific process is shown in Figure 1: 
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Policy execution










Source: Polydoros & Nalpantidis, 2017 
Figure 1: Flow chart of model-based reinforcement learning  
 
The difference between model-based reinforcement learning and model-free reinforcement learning is that model-based 
reinforcement learning does not require large number of trial and error experiments to generate optimal actions as model-free 
reinforcement learning. While model-based reinforcement learning is that the agent gets the optimal action by the transition 
model, the data efficiency of model-free reinforcement learning is lower because of the large amount of the trial and error 
experiments. However, model-based reinforcement learning can improve the data efficiency, it can quickly arrive at the 
near-optimal control with learned models under fairly restricted dynamics. When generalizing to the new environment, agents 
can rely on the learned models for reasoning. Therefore, the structure of this review is as follows: section 2 introduces the 
method of approximating value function in model-based reinforcement learning; section 3 discusses the method of dynamics; 
in section 4, the policy search methods are covered; section 5 presents the application in model-based reinforcement learning; 
section 6 summarizes this review. 
 
VALUE FUNCTION METHODS 
A method that the true value of value function is fitted by a certain function (linear function or nonlinear function, etc.) on a 
small part of the training sample called function approximation (Xian & Yongchun, 2018). In reinforcement learning, value 
function approximation is reflected in many algorithms: deep Q learning (Gu et al., 2016) (DQN), double DQN (Van et al., 
2016), dueling DQN (Wang et al., 2015), and so on. In model-based reinforcement learning, if the value function is 
approximated from the perspective of mathematics, it can be divided into two categories, namely the parameterized value 
function approximation method and the nonparametric value function approximation method. 
 
A. Function approximation method based on parameters 
The parameterized value function approximation method means that the value function can be approximated by a set of 
parameters θ. In general, the value function approximation can be written as . Therefore, when the structure of the 
approximating value function is determined, then the approximation of the value function is equal to the approximation of the 
parameter, and the update of the value function is equal to the update of the parameters. For example, approximating the 
dataset  with N training samples, firstly the method selects a set of the basis functions, and 
then sets the form of the function  to obtain the parameters  using the training data set and 
the optimized method. This parameter-based approach does not depend on the amount of data in the training set, the form of 
the basis function, the number of parameters, because they are given beforehand. 
 
Initially, researchers used the Cerebellar Model Articulation Controller (CMAC) neural network (Albus, 1975) as a value 
function approximator. The biggest advantage of such a neural network is local approximation, and it has certain generalization 
ability. Since the neural network has the function of the cerebellum, it was originally used to solve the joint motion of the robot 
(Miller, Hewes et al., 1990), and was later applied to the fields of robot control (Kim & Lewis, 2000), pattern recognition 
(Glanz & Miller., 1988; Herold et al., 1989), and adaptive control (Chen & Chang., 1996; Kraft & Campagna., 1989). 
Although it converges faster than the BP network, as an online learning, it is still difficult to meet its rapidity requirements 
(Miller, Glanz & Kraft, 1990). Sutton et al. (Kuvayev & Sutton., 1996) used CMACs neural network as a value function 
approximator compared with the model-free method, and the model-based method has higher stability. With the rapid 
development of machine learning, Mnih, Veness et al (Mnih, Veness et al., 2015) proposed a general value function 
approximation method using supervised learning. Not only can it be generalized to state s but also generalized to target g; 
Kamalapurkar et al. (Kamalapurkar et al., 2016) used a neural network-like representation to approximate the optimal value 
function V* and the optimal policy u*. Such methods rely heavily on the initial model settings, so it is easy to fall into the local 
optimum. 
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B.  Function approximation based on nonparametric method 
The nonparametric value function approximation method does not refer to the function approximation without any parameters, 
but refers to the function approximation method determined by the samples which the number of parameters and the form of 
the base are not fixed. Common methods for nonparametric function approximation include nonparametric approximation 
methods based on kernel functions (Hang Li, 2012) and gaussian process-based methods (Rasmussen & Williams, 2005). In 
the nonparametric function approximation method, the data set  with the training sample 
N is approximated, and each sample will become a part of the function approximation, so it is called the approximation method 
determined by the samples. For example, in a kernel-based function approximation method, the final form of the 
approximation function is . Where N is the number of samples and K(x,xi) is a basis function. 
 
In model-based reinforcement learning, Jong & Stone (Jong & Stone, 2002) defined an approximation model from the samples, 
the goal is to approximate each transition probability distribution function P and the expected reward function R using the 
sample of empirical data D applying the value iteration to model-based reinforcement learning; Duan & Xu (Duan & Xu, 2007) 
used a network integrated with Fuzzy Inference Systems (Jouffe, 1998) (FIS) and neural network as a value function 
approximator on the soccer robot, the approximator can progress the mapping from state space to action space, which can 
effectively guarantee the stability and convergence of learning. Since the non-parametric value function approximation method 
is determined by the samples, the calculation speed is difficult to guarantee when the number of samples is very large. 
 
TRANSITION MODELS 
Model-based reinforcement learning is that agents learn a model from the dynamics and has strong demands on the dynamic 
model, that is, they can effectively and accurately predict future dynamic conditions. Depending on the model, model-based 
reinforcement learning can be divided into two types to fit the dynamic environment. They are reinforcement learning based on 
deterministic models and stochastic models. 
 
A． Deterministic case 
The deterministic model means that the agent has already known the transition model structure, and then makes action 
decisions, such as optimal control and trajectory optimization. Since the environment is known and the goal is to maximize the 
cumulative reward, then this type of problem becomes the environment giving the agent an initial state s1, and then the agent 




In deterministic case, Erez et al. (Erez et al., 2012) proposed a method combining off-line trajectory optimization and online 
model predictive control (Garcia et al., 1989) (MPC), which can generate robust controllers for complex periods with 
unilaterally constrained domains; Mordatch Et al. ( Mordatch et al., 2012) proposed a physical feature-based model that allows 
for efficient consideration of dynamic environment aspects in the internal loop of the optimization process; Liu et al. (Liu et al., 
2014) proposed a motion model, SteadyFlow, to represent adjacent video frames movements to achieve stability. The 
advantage of using a deterministic dynamic model in model-based reinforcement learning is that the deterministic dynamics 
can greatly improve the data efficiency and the disadvantage is that this model does not consider the potential changes of the 
dynamics. 
 
B. Stochastic case 
In a stochastic case, in general, we can fit the dynamics with models with Gaussian processes (Engel et al.,2005) (GP), neural 
network models (Fragkiadaki et al., 2015; Nagabandi et al., 2017), or other models such as mixed Gaussian models (Cai et al., 
2016). 
 
When a model with a GP(Rasmussen & Williams, 2005) is used to fit an unknown dynamics, based on the known input (xt,ut), 
the agent establishes a Gaussian distribution p(x't|xt, ut) based on the learning data, and obtains the output as xt+1. McAllister 
et al.( McAllister, van& Rasmussen, 2016) used the GP as the environment learning model p(x'|x, u) to maximize 
; Xuesong et al. (Xuesong et al., 2009) transformed the reinforcement learning into a binary classification 
problem in the continuous state space. Then, based on the classification ability of GP model, the reinforcement learning policy 
is obtained. Engel et al. (Engel et al., 2005) has proposed a GP time difference learning framework, and further considers the 
randomness and action selection of state transition; Ko et al. (Ko et al., 2007) proposed an example application of GP model in 
reinforcement learning. The advantage of this model is that it can be used effectively and efficiently, and the disadvantage is 
that such a model is slow to calculate for a system with many data. 
 
When using neural network model to fit the unknown dynamics, the input of the neural network is the matrix of states and 
actions (xt, ut), the output is x't, and its loss function is Euclidean distance of the actual state xt and the output x't, Fragkiadaki et 
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al. (Fragkiadaki et al., 2015) proposed a model of a neural network similar to the recurrent neural network's (Graves, 2013) 
encoder-recurrent-decoder to predict human walking; Nagabandi et al.( Nagabandi et al., 2017) parameterized the learned 
dynamics into a medium-sized deep neural network. The input is the action-state pair, and the output is the difference of the 
joint states, and the model is combined with the model predictive control (MPC) to achieve a high degree of sample 
complexity, so that the stable and effective gait can be obtained in various complex motion tasks. The advantage of this type of 
model is that the model is very expressive and good at using lots of data; but the disadvantage is that the performance is bad 
when the amount of data is not large enough. 
 
Mixed Gaussian models are very common models in other models to fit unknown dynamics, and such models are used more in 
robots. The input to train the model is the combination of the current state-action pair and the next combination (x, u, x'), and 
then obtains the gaussian distribution p(xt, ut, x't) and takes the conditional distribution to obtain p(x't|xt, ut). Ha & Schmidhuber 
(Ha & Schmidhuber, 2018) proposed a model inspired by cognitive systems, which is divided into three parts: the variational 
self-encoding (Kingma & Welling., 2013) part, the mixed-density (Bishop, 1994) recurrent network (Graves, 2013) part, and 
the control part. The mixed density recurrent network partially outputs gaussian mixture, which is used to predict the 
distribution density of the next observation. 
 
C. Model bias 
The key challenge for model-based reinforcement learning is model bias, especially when the training is just starting and the 
data set is small, the learned model is inaccurate and the data efficiency is not high. In response to this problem, Deisenroth & 
Rasmussen (Deisenroth & Rasmussen, 2011) proposed an algorithm called probabilistic inference for learning control (PILCO), 
which has a big improvement in learning speed and has performed well in many tasks such as the swinging of the car (Hesse et 
al., 2018) and the training of the robot arm (Deisenroth, Rasmussen&Fox, 2011). Nevertheless, the algorithm does not have the 
guarantee of global optimality, and the computational complexity increases exponentially with the dimension of data, which is 
difficult to apply to high-dimensional systems. Therefore, the researchers proposed some improved algorithms for the PILCO 
algorithm, using the bayesian depth dynamic model instead of the previous Gaussian model to solve the problem of time 
correlation without previously considering the model uncertainty between continuous state transitions (Gal et al., 2016); 
Rowan McAllister et al. have used guided exploration (Thrun, 1992) to solve the problem that the PILCO algorithm did not 
use any possible exploration before (McAllister, van& Rasmussen, 2016) and also modified and extended partial observed 
MDP (POMDP) combined with PILCO algorithm, and has solved the problem of the influence of noise in the actual state 
(McAllister & Rasmussen, 2016); Higuera et al. (Higuera et al., 2018) have proved that using neural network controller can 
improve the data efficiency of (Gal et al., 2016). 
 
POLICY METHODS 
Trust region policy optimization (Schulman et al., 2015) methods and depth deterministic policy gradient methods (Lillicrap et 
al., 2015) are typical model-free RL methods to optimize policies. Model-free reinforcement learning methods have many 
advantages, such as they do not need to model the external dynamics, when the external dynamics is complex, it is the only 
random method available in the policy search algorithms. The solution to the stochastic policy search problem in reinforcement 
learning is to use the model to search policies. With the model, using model and model-based optimization can result in higher 
reward data and take advantages of demonstration to learn. 
 
A. Dynamic programing 
Dynamic programing (Sutton & Barto., 1998) (DP) is mainly to solve the problem of how to calculate the optimal policies 
after having a model that can perfectly simulate the MDP. The core idea of DP is to use the value function as a basis to guide 
the process of policy search. 
 
In order to get the following policy vk, the same operation is performed for each state s: the value of the current state s is 
updated to a new value, and the new value is followed by an old value and an instantaneous expectation reward, summed along 
all possible state transition probabilities. In this algorithm, each iteration of the operation updates the value of all states in 
reverse, resulting in a new value. The process is called policy estimation. 
 
The reason why we want to calculate the value function under a policy is because we want to evaluate the policy. Assuming 
that the value function vπ of a certain policy is known, the method of choosing a better policy to proceed is called policy 
promotion. 
 
When a policy becomes a better one by policy promotion, then a new policy is generated after policy iteration. Further 
optimized into a better policy after policy promotion, so that the update sequence shown in Figure 2 can be obtained. 
 
Figure 2: Using policy estimation and policy improvement to get a better policy 
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One disadvantage of policy iteration is that it includes a policy estimation every time during the iteration process, and the 
policy estimation itself is the iteration after iteration. By the end of the policy estimation, vk can be guaranteed to converge to 
vπ accurately, but the calculation speed is very slow. The value iterative algorithm is to improve the policy after evaluating the 
policy of all the policies in an epoch, and obtain a greater convergence speed. 
 
Song et al. (Song et al., 2015) used DP in optimized hybrid energy storage systems to obtain optimal configurations for hybrid 
energy storage systems for electric city buses including batteries and supercapacitors; Askew (Askew, 1974) applied DP to 
limit water resource systems, achieving good performance with the possibility of failure; Wall & Fenech (Wall & Fenech, 
1965) used DP algorithms to optimize minimum unit power costs in fuel management optimization for nuclear power plants. 
Although the DP algorithm is a classic algorithm in the optimization algorithm, in practical applications, as the data increasing, 
it will encounter dimensional disasters and there is no unified standard model for use. 
 
B. Guided policy search 
Since direct policy search can be effectively extended to high-dimensional systems, the effectiveness of this approach is 
greatly reduced for complex policies with hundreds of parameters. Because these methods require a large number of samples 
and often fall into poor local optimum. So, Sergey Levine proposed the Guided Policy Search (Levine & Koltun, 2013) (GPS) 
algorithm for this problem. The algorithm performs well for deterministic and linear dynamics, but it is very challenging for 
nonlinear dynamic systems and complex tasks. Nevertheless, the algorithm has a good starting for the following work. 
 
Subsequently, some improved algorithms of GPS algorithm are proposed, including the cGPS (Levine & Abbeel, 2014) of 
gaussian controller under unknown dynamic conditions. The algorithm solves the learning problem of gaussian controller 
under effective unknown dynamic conditions by introducing iterative fitting local dynamic model and learning time-varying 
linear gaussian controller. A time-varying linear model with iterative modification is proposed to learn a group of trajectories, 
and then these trajectories are unified into a single control policy to increase the generalization of the dual GPS (Levine, 
Wagener & Abbeel, 2015). This algorithm can make the robot learn abundant interactive operation skills. The improved GPS 
algorithm (Levine, Finn, Darrell & Abbeel, 2015) is transformed into supervised learning, and then formalizes as an example 
of Bregman ADMM (Wang & Banerjee, 2013), the algorithm achieves local optimum and can be used to train the joint system 
of perceptual system and control system end-to-end. It is proposed to train a complex, high-dimensional policy with 
approximate mirror descent GPS (Montgomery & Levine, 2016) by alternating between reinforcement learning and supervised 
learning in the trajectory center, and guiding the connection between the policy search method and the mirror descent method. 
Sergey Levine proposes a new GPS algorithm which combines the random policy optimization based on path integral with 
GPS to train the high-dimensional nonlinear neural network policy for vision-based robots and improve their operation skills 
(Chebotar et al., 2016) and so on. 
 
APPLICATION  
An important reason why model-based reinforcement learning is becoming more and more popular is that it is a theoretical tool 
for studying the behavior of agents. Undoubtedly, it is used by many researchers to build many applications, including robotics, 
games, and brain science. Model-based reinforcement learning is playing an increasingly important role. 
 
A. Games  
The DeepMind team applied model-based reinforcement learning to the Go robot, AlphaGo, the first artificial intelligence 
defeating the human professional Go players. Subsequently, a new version of AlphaGo Zero (Silver, Schrittwieser et al., 2017) 
has been introduced, which alternates the optimization policy of policy iteration and Monte Carlo tree search (Chaslot, 2010) 
in reinforcement learning. This version is different from the old one: AlphaGo Zero completely abandons human knowledge 
and has defeated the old version of AlphaGo after three days of training from scratch. 
 
The DeepMind team also achieved remarkable achievements in the deep reinforcement learning algorithm based on Atari 
video games. In 2013, using the improved TD-gammon's, the model-free reinforcement learning algorithm (Mnih, Antonoglou 
et al., 2013) similar to Q-learning, it relied on continuous trial and error learning to finally become the game master AI system 
that defeated human professional players. The AI system playing the Atari game, Breakout, is beyond the human level. Later 
publishing a paper (Mnih, Veness et al., 2015) using the reinforcement learning system to learn how to play 49 Atari games, 




Model-based reinforcement learning has a wide range of applications in the field of robot, such as the application of robotic 
arms, unmanned aerial vehicle (UAV), and automatic driving. Researchers use a model-based reinforcement learning 
algorithm and apply it to the robotic arm to accurately grasp the object and place it in a specific location (Deisenroth, 
Rasmussen & Fox, 2011; Levine, Wagener & Abbeel, 2015), and can also push objects and deal with objects that can't be seen 
during training (Finn & Levine, 2016). In the field of UAVs, researchers have used the idea that birds can locate objects that 
heat around them, and developed a glider that can constantly locate and update the location of objects that heat around them 
(Reddy et al., 2018). The simulation helicopter also trains the task of avoiding obstacles in (Guo, X 2017; Khan & Hebert, 
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2018). In the field of automatic driving, researchers successfully transfer the data from virtual environment to real environment 
(Pan et al., 2017; Tan et al., 2018), and can adapt to the sudden change of transfer probability in 3D navigation tasks (Corneil 
et al., 2018). 
 
C.  Brain science  
Brain science and cognitive neuroscience have always been the source of inspiration of reinforcement learning, and the source 
often brings revolutionary success to the reinforcement learning algorithms. Representatives of this direction, such as the 
DeepMind team's series of papers on memory (Wang et al., 2018; Kirkpatrick et al., 2016; Stachenfeld, Botvinick & 
Gershman, 2017). Dopamine is a well-known reward signal and is often considered an analogy of the reward used in 
reinforcement learning algorithms. Patients with Parkinson's disease leading to loss of dopamine are impaired in learning 
rewards, and many studies have indicated the important role of dopamine in model-free learning (Starkweather & Babayan et 
al., 2017; Sadacca et al., 2016). However, recent studies have shown that model-based reinforcement learning may also 
involve dopamine regulation (Smittenaar et al., 2013; Deserno et al., 2015), which increases the likelihood that model-based 
reinforcement learning may lead to learning disabilities in Parkinson's disease. Sharp et al. (Sharp et al., 2015) evaluated that 
patients with Parkinson's were tested for dopamine replacement therapy and learning in a healthy control group. Surprisingly, 
disease or medication has no effect on model-free reinforcement learning. In contrast, patients who underwent drug testing 
showed significant obstacles in model-based reinforcement learning that were corrected by dopaminergic drug therapy. In 
addition, model-based reinforcement learning is positively correlated with individual measures of working memory 
performance, and the results suggest that certain learning disabilities in Parkinson's disease may be related to the inability to 
pursue rewards based on a full representation of the environment. 
 
SUMMARY  
Model-based reinforcement learning performs better in data efficiency than model-free reinforcement learning; but suffers 
from significant bias, since complex unknown dynamics cannot always be modeled accurately enough to produce effective 
policies. Model-free methods have the advantage of handling arbitrary dynamical systems with minimal bias, but tend to be 
substantially less sample-efficient (Chebotar et al., 2017). It can be seen that although the research and application of 
model-based reinforcement learning has entered a new height compared to model-free reinforcement learning, it is extremely 
important for robotics, games and brain science, but relatively, these areas are not mature enough, there are still many 
problems to be solved, and the active participation and collaboration of researchers is needed. 
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