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a b s t r a c t
In this paper, we consider an incompressible quasi-Newtonian flow with a temperature
dependent viscosity obeying a power law, and the thermal balance includes viscous
heating. Some mathematical results such as the existence and uniqueness are established,
finite element approximation based on an iterative solution scheme is proposed, and
convergence analysis is presented.
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1. Introduction
In modeling quasi-Newtonian flows with thermal effects, see for instance [1–7], we encounter a coupled system
involving a quasi-Newtonian flow with a temperature dependent viscosity and a thermal balance with viscous heating.
The mathematical model can be written as
−∇·(µ(θ)|D(u)|r−2D(u))+∇p = f inΩ
∇·u = 0 inΩ
−1θ = µ(θ)|D(u)|r inΩ
u = 0 on Γ
θ = 0 on Γ
(1.1)
where u : Ω → Rd is the velocity, p : Ω → R is the pressure, θ : Ω → R is the temperature,Ω is a bounded open subset
of Rd, d = 2 or 3, and Γ is its boundary. The viscosity k is a function of θ , k = µ(θ). D(u) = 12 (∇u+∇uT ) is the strain rate
tensor, and 1 < r <∞.
These kinds of problemshave received special attention in the last decade. The existence study for the systemof equations
can be found in, e.g. [6,7,3,5,2,8] for non-Newtonian flows with viscous heating. To the best of our knowledge, there has
been no study on uniqueness and numerical analysis for problem (1.1) up to now. In the simplest scalar case with r = 2
(thermistor problem for example), there are many studies; cf. [9–17]. In [16,17], we gave complete mathematical and
numerical studies such as existence, uniqueness, regularity, finite element approximations based on an iterative algorithm
and convergence analysis.We extended our study to the Stokes flowswith viscous heating in [18] and the thermally coupled
nonlinear Darcy flows in [19]. In this paper, we give mathematical and numerical analyses for problem (1.1).
∗ Corresponding author.
E-mail addresses: jiang@lncc.br (J. Zhu), yuxj@iapcm.ac.cn (X. Yu).
0377-0427/$ – see front matter© 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2011.01.036
J. Zhu, X. Yu / Journal of Computational and Applied Mathematics 235 (2011) 3898–3909 3899
As before,we admit for simplicity the homogeneous boundary condition and assume that the coupling functionµ ∈ C(R)
is bounded, i.e., there exist constants K2 ≥ K1 > 0 such that, for all t ∈ R,
K1 ≤ µ(t) ≤ K2. (1.2)
Similarly to our former studies [16–19], we first establish existence, uniqueness and regularity of the weak solution of
problem (1.1). We apply a fixed point algorithm to the nonlinear coupled problem and then propose a finite element
approximation to the iterative solution. Finally we give convergence analysis and derive error estimates.
2. Variational formulation
LetWm,s(Ω) denote the Sobolev space with its norm ‖ · ‖Wm,s , form ≥ 0 and 1 ≤ s ≤ ∞. We write Hm(Ω) = Wm,2(Ω)
when s = 2, with the norm ‖ · ‖Hm , and Ls(Ω) = W 0,s(Ω) when m = 0, with the norm ‖ · ‖Ls . Wm,s0 (Ω) is the closure
of the space C∞0 (Ω) for the norm ‖ · ‖Wm,s . Vector variables are, in general, denoted with bold face. We denote also
Wm,s(Ω) = [Wm,s(Ω)]d,Wm,s0 (Ω) = [Wm,s0 (Ω)]d, Hm(Ω) = [Hm(Ω)]d, Hm0 (Ω) = [Hm0 (Ω)]d, and Ls(Ω) = [Ls(Ω)]d.
Throughout this work, we assume that f ∈ Ld(Ω), which implies that f ∈ W−1,r ′(Ω), where r ′ = rr−1 is the dual number
of r , then the variational formulation of problem (1.1) can be defined as:
Find (u, p, θ) ∈ W 1,r0 (Ω)× Lr
′
0 (Ω)× H10 (Ω) such that
(i) (µ(θ)|D(u)|r−2D(u),D(v))− (p,∇ · v) = (f , v), ∀v ∈ W 1,r0 (Ω)
(ii) (q,∇ · u) = 0, ∀q ∈ Lr ′0 (Ω)
(iii) (∇θ,∇η) = (µ(θ)|D(u)|r , η), ∀η ∈ H10 (Ω) ∩ L∞(Ω).
(2.1)
(·, ·) denotes the duality between Ls(Ω)d and Ls′(Ω)d, d = 1, 2, 3. Lr ′0 (Ω) = {q ∈ Lr ′(Ω) |

Ω
q = 0}. Introducing the space:
Vr = {v ∈ W 1,r0 (Ω) | ∇ · v = 0}, (2.2)
we associate with (2.1) the following problem:Find (u, θ) ∈ Vr × H
1
0 (Ω) such that
(i) (µ(θ)|D(u)|r−2D(u),D(v)) = (f , v), ∀v ∈ Vr
(ii) (∇θ,∇η) = (µ(θ)|D(u)|r , η), ∀η ∈ H10 (Ω) ∩ L∞(Ω).
(2.3)
Korn’s inequality (see [20]) implies that the norm ‖D(·)‖Lr is equivalent to the norm ‖ · ‖W1,r in spaceW 1,r0 (Ω). Condition
(1.2) implies that, for any θ ,
(µ(θ)|D(v)|r−2D(v),D(v)) ≥ K1‖D(v)‖rLr , ∀v ∈ W 1,r(Ω) (2.4)
and
(µ(θ)|D(v)|r−2D(v),D(w)) ≤ K2‖D(v)‖r−1Lr ‖D(w)‖Lr , ∀v,w ∈ W 1,r(Ω). (2.5)
(q,∇ · v) satisfies the inf-sup condition, i.e. there exists a constant β > 0 such that
inf
0≠q∈Lr′0 (Ω)
sup
0≠v∈W1,r0 (Ω)
(q,∇ · v)
‖D(v)‖Lr ‖q‖Lr′
≥ β. (2.6)
3. Existence, uniqueness and regularity
Lemma 1 (Cf. [8]). For any given θ , if u ∈ Vr satisfies (2.3.i), then there exist δ > 0 and a constant C > 0 depending only on
Ω , K1 and K2 such that u ∈ W 1,r(1+δ)0 (Ω) and the following estimate holds
‖D(u)‖Lr(1+δ) ≤ C‖f ‖
1
r−1
W−1,r′(1+δ) ≤ C‖f ‖
1
r−1
Ld . (3.1)
By Lemma 1, for any η ∈ H10 (Ω), and such δ defined in Lemma 1 and satisfying that
δ ≥ 1/5, if d = 3, (3.2)
we have
|(µ(θ)|D(u3)|r , η)| ≤ K2‖D(u)‖rLr(1+δ)‖η‖L r(1+δ)δ ≤ C‖f ‖
r ′
Ld‖∇η‖L2 . (3.3)
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Therefore, by the density of H10 (Ω) ∩ L∞(Ω) in H10 (Ω), problem (2.1) can be written equivalently as:
Find (u, p, θ) ∈ W 1,r0 (Ω)× Lr
′
0 (Ω)× H10 (Ω) such that
(i) (µ(θ)|D(u)|r−2D(u),D(v))− (p,∇ · v) = (f , v), ∀v ∈ W 1,r0 (Ω)
(ii) (q,∇ · u) = 0, ∀q ∈ Lr ′0 (Ω)
(iii) (∇θ,∇η) = (µ(θ)|D(u)|r , η), ∀η ∈ H10 (Ω).
(3.4)
And problem (2.3) can be also written equivalently byFind (u, θ) ∈ Vr × H
1
0 (Ω) such that
(i) (µ(θ)|D(u)|r−2D(u),D(v)) = (f , v), ∀v ∈ Vr
(ii) (∇θ,∇η) = (µ(θ)|D(u)|r , η), ∀η ∈ H10 (Ω).
(3.5)
We are now going to show existence of solution to problem (3.5). For any given ξ ∈ L2(Ω), we denote by uξ ∈ W 1,r0 (Ω)
the solution of
(µ(ξ)|D(uξ )|r−2D(uξ ),D(v)) = (f , v), ∀v ∈ Vr . (3.6)
Next, we define by θξ ∈ H10 (Ω) the solution of
(∇θξ ,∇η) = (µ(ξ)|D(uξ )|r , η), ∀η ∈ H10 (Ω). (3.7)
By (1.2), (3.3) and (3.7), we have
‖∇θξ‖L2 ≤ C0‖f ‖r ′Ld (3.8)
where constant C0 > 0 depends only onΩ , K1, K2 and δ.
Let BR be the ball in L2(Ω) defined by
BR = {η ∈ L2(Ω) | ‖∇η‖L2 ≤ C0‖f ‖r ′Ld}. (3.9)
Then, the map T defined by
ξ → T (ξ) = θξ ∈ H10 (Ω), ∀ξ ∈ L2(Ω) (3.10)
is compact since H10 (Ω) is compactly embedded in L
2(Ω), and satisfies that T (L2(Ω)) ⊂ BR. We need only show that the
map T is continuous, then the solvability of problem (3.5) comes from the Schauder Fixed Point Theorem.
To show the continuity of the map T , let ξj → ξ in L2(Ω), by Lemma 1, the corresponding solutions {uξj} of
(µ(ξj)|D(uξj)|r−2D(uξj),D(v)) = (f , v), ∀v ∈ Vr (3.11)
satisfy that
‖D(uξj)‖Lr(1+δ) ≤ C‖f ‖
1
r−1
Ld . (3.12)
So, there is a subsequence denoted by {uξjm } such that
uξjm → uξ weakly inW 1,r(1+δ)0 (Ω). (3.13)
The uniqueness of the solution of (3.6) implies that (the whole sequence)
uξj → uξ weakly inW 1,r(1+δ)0 (Ω). (3.14)
Noticing (3.2), we can see that
µ(ξj)|D(uξj)|r → µ(ξ)|D(uξ )|r weakly in L1+δ ⊂ H−1(Ω). (3.15)
Since (3.7) is a standard elliptic problem, the continuity of the map T is well known.
Theorem 1 (Existence). If δ, defined in Lemma 1, satisfies (3.2), then problems (3.4) and (3.5) are equivalent to problems (2.1)
and (2.3), respectively. Problem (3.4) has a solution (u, p, θ) whereas (u, θ) solves problem (3.5). Furthermore, there exists a
constant C > 0 only dependent onΩ , K1, K2 and δ such that
‖D(u)‖Lr(1+δ) ≤ C‖f ‖
1
r−1
Ld (3.16)
and
‖∇θ‖Lr¯ ≤ C‖f ‖r ′Ld (3.17)
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where
r¯ =

d(1+ δ)
d− (1+ δ) if δ < d− 1
any number in (2,∞), if δ = d− 1
∞, if δ > d− 1.
(3.18)
Proof. It is only needed to prove (3.17). In fact, by the Sobolev inequality, we have
‖∇θ‖Lr¯ ≤ C‖1θ‖L1+δ = C‖µ(θ)|D(u)|r‖L1+δ
≤ C‖D(u)‖rLr(1+δ) ≤ C‖f ‖r
′
Ld (3.19)
where C > 0 is a constant only dependent onΩ , K1, K2, r and δ. 
To study the uniqueness of the problem, we need to assume that the function µ is Lipschitz continuous, i.e., there is a
Lipschitz constant L, for any s, t ∈ R, such that
|µ(s)− µ(t)| ≤ L|s− t|. (3.20)
The following technical lemma is useful (see, for example [21,22]):
Lemma 2. For all r > 1 and λ ≥ 0, there exist two positive constants C1 and C2 such that for all X , Y ∈ Rd×d, X ≠ Y ,
(|X |r−2X − |Y |r−2Y , X − Y ) ≥ C1|X − Y |2+λ(|X | + |Y |)r−2−λ, (3.21)
| |X |r−2 X − |Y |r−2 Y | ≤ C2|X − Y |1−λ(|X | + |Y |)r−2+λ. (3.22)
To study the uniqueness of problem (3.5), we need to restrict ourselves (fromnowon) in the case of 1 < r ≤ 2. If problem
(3.5) has two solutions (u1, θ1) and (u2, θ2), and let u¯ = u1 − u2 and θ¯ = θ1 − θ2. Then, by (3.5), we have
(µ(θ1)|D(u1)|r−2D(u1),D(v)) = (µ(θ2)|D(u2)|r−2D(u2),D(v)), ∀v ∈ Vr . (3.23)
Thus,
(µ(θ1)[|D(u1)|r−2D(u1)− |D(u2)|r−2D(u2)],D(u¯)) = −([µ(θ1)− µ(θ2)]|D(u2)|r−2D(u2),D(u¯)). (3.24)
By (3.21),
(µ(θ1)[|D(u1)|r−2D(u1)− |D(u2)|r−2D(u2)],D(u¯)) ≥ K1C1 ‖D(u¯)‖
2
Lr
(‖D(u1)‖Lr + ‖D(u2)‖Lr )2−r . (3.25)
By (3.20), (3.16), the Sobolev inequality, and an assumption of
r > 6/5, δ ≥ r/(5r − 6), if d = 3 (3.26)
(which implies (3.2)), we have
|([µ(θ1)− µ(θ2)]|D(u2) |r−2 D(u2),D(u¯))| ≤ L‖θ¯‖
L
r(1+δ)
δ(r−1)
‖D(u2)‖r−1Lr(1+δ)‖D(u¯)‖Lr
≤ C‖f ‖Ld‖∇ θ¯‖L2‖D(u¯)‖Lr . (3.27)
Combining (3.24), (3.25) and (3.27), we obtain
‖D(u¯)‖Lr ≤ C‖f ‖
1
r−1
Ld ‖∇ θ¯‖L2 (3.28)
where C is a constant dependent onΩ , K1, K2, L, r and δ.
On the other hand, by (3.5),
‖∇ θ¯‖2L2 = (µ(θ1)|D(u1)|r − µ(θ2)|D(u2)|r , θ¯ )
= ([µ(θ1)− µ(θ2)]|D(u1)|r , θ¯ )+ (µ(θ2)[|D(u1)|r − |D(u2)|r ], θ¯ )
= D1 + D2. (3.29)
By (3.20), (3.16) and (3.26) (which implies that δ ≥ 1/2),
D1 ≤ L‖D(u1)‖rLr(1+δ)‖θ¯‖2
L
2(1+δ)
δ
≤ C‖f ‖r ′Ld‖∇ θ¯‖2L2 . (3.30)
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Since
|D(u1)|r − |D(u2)|r = 12 [D(u1)+ D(u2)] · (|D(u1)|
r−2D(u1)− |D(u2)|r−2D(u2))
+ 1
2
(|D(u1)|r−2D(u1)+ |D(u2)|r−2D(u2)) · D(u¯), (3.31)
then, by (3.22), (3.26) and (3.28), we have
D2 = 12 (µ(θ2)[D(u1)+ D(u2)] · (|D(u1)|
r−2D(u1)− |D(u2)|r−2D(u2)), θ¯ )
+ 1
2
(µ(θ2)(|D(u1)|r−2D(u1)+ |D(u2)|r−2D(u2)) · D(u¯), θ¯ )
≤ C(‖D(u1)‖r−1Lr(1+δ) + ‖D(u2)‖r−1Lr(1+δ))‖D(u¯)‖Lr ‖θ¯‖L r(1+δ)δ(r−1)
≤ C‖f ‖Ld‖D(u¯)‖Lr ‖∇ θ¯‖L2
≤ C‖f ‖r ′Ld‖∇ θ¯‖2L2 . (3.32)
By (3.29), (3.30) and (3.32), we obtain
‖∇ θ¯‖2L2 ≤ C¯‖f ‖r
′
Ld‖∇ θ¯‖2L2 (3.33)
where C¯ is a constant dependent onΩ , K1, K2, L, r and δ.
Therefore, if
C¯‖f ‖r ′Ld < 1, (3.34)
then it should hold that θ¯ = 0, and which implies that u¯ = 0 by (3.28).
Theorem 2 (Uniqueness).Under the assumption (3.20), if r and δ (defined in Lemma 1) satisfy (3.26) and condition (3.34) holds.
Then, problem (3.5) has a unique solution.
We assume that, for given θ , the solution to problem (3.5.i) u satisfies that
|u|2(2,r) ≡
∫
Ω
|D(u)|r−2|D2u|2 < +∞. (3.35)
Remark 1. Assumption (3.35) is true for the solution to the r-Laplace problem with 1 < r <∞ (see [23]).
Theorem 3 (Regularity). If u satisfies that (3.35), then u ∈ W 2,r(Ω), p ∈ W 1,r ′(Ω) for 1 < r < 2, θ ∈ H2(Ω) for
d/2 ≤ r < 2, and the following estimates hold:
‖u‖W2,r + ‖p‖W1,r′ ≤ |u|(2,r) + C‖f ‖
1
r−1
Ld ; (3.36)
‖θ‖H2 ≤ C{|u|r(2,r) + ‖f ‖r
′
Ld} (3.37)
where constant C > 0 is independent on u, θ and f .
Proof. Similarly to the proof of Lemma 5.1 in [23], if 1 < r < 2, we have
‖u‖W2,r ≤ |u|(2,r) + ‖D(u)‖Lr ≤ |u|(2,r) + C‖f ‖
1
r−1
Ld . (3.38)
Now, if d/2 ≤ r < 2, thenW 2,r(Ω) is embedded into W 1,2r(Ω). Thus, u ∈ W 1,2r(Ω), and θ ∈ H2(Ω) by the classical
theory for the Laplace equation. Moreover, there exists a constant C > 0 such that
‖θ‖H2 ≤ C‖1θ‖L2 = C‖µ(θ)|D(u)|r‖L2 ≤ C‖D(u)‖rL2r
≤ C‖u‖rW2,r ≤ C{|u|r(2,r) + ‖f ‖r
′
Ld}.  (3.39)
4. A fixed point algorithm
From the numerical point of view, it is interesting to decouple problems (3.4) and (3.5). To do that, we propose a fixed
point algorithm.
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For an arbitrary θ0, and n = 1, 2, . . . ,we can get an iterative solution of problem (3.4) {(un, pn, θn)} by
Find (un, pn, θn) ∈ W 1,r0 (Ω)× Lr
′
0 (Ω)× H10 (Ω) such that
(i) (µ(θn−1)|D(un)|r−2D(un),D(v))− (pn,∇ · v) = (f , v), ∀v ∈ W 1,r0 (Ω)
(ii) (q,∇ · un) = 0, ∀q ∈ Lr ′0 (Ω)
(iii) (∇θn,∇η) = (µ(θn−1)|D(un)|r , η), ∀η ∈ H10 (Ω).
(4.1)
And an iterative solution of problem (3.5) {(un, θn)} can be obtained byFind (u
n, θn) ∈ Vr × H10 (Ω) such that
(i) (µ(θn−1)|D(un)|r−2D(un),D(v)) = (f , v), ∀v ∈ Vr
(ii) (∇θn,∇η) = (µ(θn−1)|D(un)|r , η), ∀η ∈ H10 (Ω).
(4.2)
Similarly to Theorem 1, we can prove the following theorem.
Theorem 4. The solutions {(un, pn, θn)} of (4.1) and {(un, θn)} of (4.2) satisfy that, for all n ≥ 1,
‖D(un)‖Lr(1+δ) ≤ C‖f ‖
1
r−1
Ld , (4.3)
‖∇θn‖Lr¯ ≤ C‖f ‖r ′Ld (4.4)
where δ and r¯ are same as in Theorem 1.
Theorem 5. If problem (3.4) has a unique solution (u, p, θ), then the sequence {(un, pn, θn)} defined by (4.1) converges in
W 1,r0 (Ω)× Lr ′0 (Ω)× H10 (Ω) to (u, p, θ); and the sequence {(un, θn)} defined by (4.2) converges in Vr × H10 (Ω) to (u, θ).
Proof. The proof is similar to that in [16,17,19]. 
Similarly to (3.28) and (3.33), we can deduce that
‖D(u− un)‖Lr ≤ C‖f ‖
1
r−1
Ld ‖∇(θ − θn−1)‖L2 , (4.5)
‖∇(θ − θn)‖L2 ≤ C¯‖f ‖r ′Ld‖∇(θ − θn−1)‖L2 (4.6)
where C¯ is same as in (3.33). To estimate p − pn, noticing that (3.4), (4.1), the inf-sup condition (2.6), similarly to deduce
(3.27), apply (3.22) with λ = 2− r , and (4.5), we have
β‖p− pn‖Lr′ ≤ sup
0≠v∈W1,r0 (Ω)
(µ(θ)|D(u)|r−2D(u)− µ(θn−1)|D(un)|r−2D(un),D(v))
‖D(v)‖Lr
≤ {‖[µ(θ)− µ(θn−1)]|D(u)|r−2D(u)‖Lr′ + ‖µ(θn−1)[|D(u)|r−2D(u)− |D(un)|r−2D(un)]‖Lr′ }
≤ {L‖θ − θn−1‖
L
r(1+δ)
δ(r−1)
‖D(u)‖r−1
Lr(1+δ) + K2C2‖D(u− un)‖r−1Lr }
≤ C‖f ‖Ld{‖∇(θ − θn−1)‖L2 + ‖∇(θ − θn−1)‖r−1L2 }
≤ C‖f ‖Ld‖∇(θ − θn−1)‖r−1L2 . (4.7)
Thus, we have the following theorem.
Theorem 6. Under the assumptions of Theorem 2, the fixed point algorithms (4.1) and (4.2) work with the linear convergence
rate, and the following estimates hold:
‖D(u− un)‖Lr ≤ C‖f ‖
1
r−1
Ld M¯(f )
n−1‖∇(θ − θ0)‖L2 , (4.8)
‖p− pn‖Lr′ ≤ C‖f ‖LdM¯(f )(n−1)(r−1)‖∇(θ − θ0)‖r−1L2 , (4.9)
‖∇(θ − θn)‖L2 ≤ M¯(f )n‖∇(θ − θ0)‖L2 (4.10)
where M¯(f ) = C¯‖f ‖r ′Ld < 1.
Theorem 7. If un is such that
|un|(2,r) < +∞, (4.11)
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then un ∈ W 2,r(Ω), pn ∈ W 1,r ′(Ω) for 1 < r < 2, θn ∈ H2(Ω) for d/2 ≤ r < 2, and the following estimates hold, for all
n ≥ 1,
‖un‖W2,r + ‖pn‖W1,r′ ≤ |un|(2,r) + C‖f ‖
1
r−1
Ld (4.12)
‖θn‖H2 ≤ C{|un|r(2,r) + ‖f ‖r
′
Ld} (4.13)
where constant C > 0 is independent on u, θ , f and n.
5. Finite element approximation
For simplicitywe assume thatΩ is a polygonal (or polyhedral) domain discretized by a quasi uniformmesh ofNe triangles
(or tetrahedrons) or convex quadrilaterals (or hexahedrons), withmesh parameter h. Let Sh be the Lagrangian finite element
space of C0(Ω) piecewise linear polynomials, and Sh0 = Sh ∩ H10 (Ω). Let also Xh ⊂ W 1,r(Ω) and Q h ⊂ Lr ′(Ω) be two finite
element spaces, and Xh0 = Xh ∩W 1,r0 (Ω) and Q h0 = Q h ∩ Lr ′0 (Ω) such that the following hypotheses hold:
Hypothesis H 1 (Approximation Property of Xh0 ). There exists an operator ΠX ∈ L(W 2,r(Ω);Xh) ∩ L(W 2,r(Ω) ∩
W 1,r0 (Ω);Xh0 ) such that:
‖v −ΠXv‖W1,r ≤ Chm−1‖v‖Wm,r , ∀v ∈ Wm,r(Ω), m = 1, 2. (5.1)
Hypothesis H 2 (Approximation Property of Q h). There exists an operatorΠQ ∈ L(Lr ′(Ω);Q h) such that:
‖q−ΠQ q‖Lr′ ≤ Chm‖q‖Wm,r′ , ∀q ∈ Wm,r
′
(Ω), m = 0, 1. (5.2)
Hypothesis H 3 (Uniform Inf–Sup Condition). There exists a constant β∗ > 0 such that
inf
0≠qh∈Q h0
sup
0≠vh∈Xh0
(qh,∇ · vh)
‖qh‖Lr′ ‖D(vh)‖Lr
≥ β∗. (5.3)
The Galerkin approximation to problem (4.1) reads: Given θ0h as an approximation of θ
0, for n = 1, 2, . . ., {(unh, pnh, θnh )}
can be calculated by
Find (unh, p
n
h, θ
n
h ) ∈ Xh0 × Q h0 × Sh0 such that
(i) (µ(θn−1h )|D(unh)|r−2D(unh),D(vh))− (pnh,∇ · vh) = (f , vh), ∀vh ∈ Xh0
(ii) (qh,∇ · unh) = 0, ∀qh ∈ Q h0
(iii) (∇θnh ,∇ηh) = (µ(θn−1h )|D(unh)|r , ηh), ∀ηh ∈ Sh0 .
(5.4)
Since ∇ · unh ∈ Lr0(Ω), then (5.4.ii) is equivalent to
(qh,∇ · unh) = 0, ∀qh ∈ Q h. (5.5)
Thus, we can define the space:
V h = {vh ∈ Xh0 | (qh,∇ · vh) = 0 ∀qh ∈ Q h} (5.6)
and the problem associated with (5.4) is:Find (u
n
h, θ
n
h ) ∈ V h × Sh0 such that
(i) (µ(θn−1h )|D(unh)|r−2D(unh),D(vh)) = (f , vh), ∀vh ∈ V h
(ii) (∇θnh ,∇ηh) = (µ(θn−1h )|D(unh)|r , ηh), ∀ηh ∈ Sh0 .
(5.7)
To analyze problem (5.4), we introduce the r-Stokes and elliptic projections:
(a) (u˜nh, p˜
n
h) ∈ Xh0 × Q h0 defined by
(µ(θn−1h )[|D(u˜nh)|r−2D(u˜nh)− |D(un)|r−2D(un)],D(vh))− (p˜nh − pn,∇·vh) = 0, ∀vh ∈ Xh0
(qh,∇·u˜nh) = 0, ∀qh ∈ Q h0 ; (5.8)
(b) θ˜nh ∈ Sh0 defined by
(∇(θ˜nh − θn),∇ηh) = 0, ∀ηh ∈ Sh0 . (5.9)
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Lemma 3. If un satisfies (4.11) and d/2 < r < 2, then there exists a constant C > 0 independent on h and n such that the
following estimates hold:
‖D(un − u˜nh)‖Lr ≤ Ch{|un|(2,r) + ‖f ‖
1
r−1
Ld } (5.10)
‖pn − p˜nh‖Lr′ ≤ Chr−1{|un|r−1(2,r) + ‖f ‖Ld} (5.11)
‖θn − θ˜nh ‖L2 + h‖∇(θn − θ˜nh )‖L2 ≤ Ch2‖θn‖H2 . (5.12)
Proof. Since (5.12) is well known, we only need to prove (5.10) and (5.11).
From some results in [24], similarly to the proof of Theorem 5.1 in [23], we have
‖D(un − u˜nh)‖Lr ≤ C |un − u˜nh|(1,r,un)
≤ C{|un −ΠXun|(1,r,un) + ‖pn −ΠQ pn‖Lr′ }
≤ Ch{|un|(2,r) + ‖pn‖W1,r′ }
≤ Ch{|un|(2,r) + ‖f ‖
1
r−1
Ld } (5.13)
where the constant C is bounded by ‖f ‖
1
r−1
Ld , and | · |(1,r,un) is defined by
|v|2(1,r,un) ≡
∫
Ω
(|D(un)| + |D(v)|)r−2|D(v)|2. (5.14)
By (5.3), we have
β∗‖ΠQ pn − p˜nh‖Lr′ ≤ sup
0≠vh∈Xh0
(ΠQ pn − p˜nh,∇·vh)
‖D(vh)‖Lr
≤ sup
0≠vh∈Xh0
(pn − p˜nh,∇·vh)
‖D(vh)‖Lr + C‖p
n −ΠQ pn‖Lr′ . (5.15)
By (5.8), applying (3.22) with λ = 2− r , we have
sup
0≠vh∈Xh0
(pn − p˜nh,∇·vh)
‖D(vh)‖Lr ≤ sup0≠vh∈Xh0
(µ(θn−1h )[|D(un)|r−2D(un)− |D(u˜nh)|r−2D(u˜nh)],D(vh))
‖D(vh)‖Lr
≤ K2C2‖D(un − u˜nh)‖r−1Lr
≤ Chr−1{|un|r−1(2,r) + ‖f ‖Ld}. (5.16)
Then,
‖pn − p˜nh‖Lr′ ≤ ‖pn −ΠQ pn‖Lr′ + ‖ΠQ pn − p˜nh‖Lr′
≤ Ch‖pn‖W1,r′ + Chr−1{|un|r−1(2,r) + ‖f ‖Ld}
≤ Chr−1{|un|r−1(2,r) + ‖f ‖Ld} (5.17)
for sufficiently small h, then we get (5.11). 
For the errors of unh − u˜nh, pnh − p˜nh and θnh − θ˜nh , we have the following lemma.
Lemma 4. Under the assumption (3.20), if δ, defined in Lemma 1, satisfies (3.26), there exists a constant C > 0 independent on
h and n such that
‖D(unh − u˜nh)‖Lr ≤ C{‖f ‖
1
r−1
Ld ‖∇(θn−1 − θn−1h )‖L2 + h(|un|(2,r) + ‖f ‖
1
r−1
Ld )} (5.18)
‖pnh − p˜nh‖Lr′ ≤ C{‖f ‖Ld‖∇(θn−1 − θn−1h )‖r−1L2 + hr−1(|un|(2,r) + ‖f ‖
1
r−1
Ld )}. (5.19)
3906 J. Zhu, X. Yu / Journal of Computational and Applied Mathematics 235 (2011) 3898–3909
Proof. By (5.4.i), (3.21), (3.22), (4.1) and (5.8), we have, ∀vh ∈ Xh0
K1C1
‖D(unh − u˜nh)‖2Lr
(‖D(unh)‖Lr + ‖D(u˜nh)‖Lr )2−r
≤ (µ(θn−1h )[|D(unh)|r−2D(unh)− |D(u˜nh)|r−2D(u˜nh)],D(unh − u˜nh))
= (µ(θn−1)|D(un)|r−2D(un)− µ(θn−1h )|D(un)|r−2D(un),D(unh − u˜nh))
+ (pnh − pn,∇·(unh − u˜nh))
= ([µ(θn−1)− µ(θn−1h )]|D(un)|r−2D(un),D(unh − u˜nh))
+ (pnh − pn,∇·(unh − u˜nh))
= ([µ(θn−1)− µ(θn−1h )]|D(un)|r−2D(un),D(unh − u˜nh))
+ (ΠQ pn − pn,∇·(unh − u˜nh))
≤ {L‖θn−1 − θn−1h ‖
L
r(1+δ)
δ(r−1)
‖D(un)‖r−1
Lr(1+δ) + ‖pn −ΠQ pn‖Lr′ }‖D(unh − u˜nh)‖Lr
≤ C{‖θn−1 − θn−1h ‖
L
r(1+δ)
δ(r−1)
‖D(un)‖r−1
Lr(1+δ) + ‖pn −ΠQ pn‖Lr′ }‖D(unh − u˜nh)‖Lr .
It follows from (5.7.i) that
‖D(unh)‖Lr ≤ C‖f ‖
1
r−1
W−1,r′ ≤ C‖f ‖
1
r−1
Ld .
And noticing that
‖D(u˜nh)‖Lr ≤ ‖D(un)‖Lr ≤ C‖f ‖
1
r−1
Ld ,
the Sobolev inequality, (4.3) and (5.2), we have
‖D(unh − u˜nh)‖Lr ≤ C{‖f ‖
1
r−1
Ld ‖∇(θn−1 − θn−1h )‖L2 + h‖pn‖W1,r′ }
≤ C{‖f ‖
1
r−1
Ld ‖∇(θn−1 − θn−1h )‖L2 + h(|un|(2,r) + ‖f ‖
1
r−1
Ld )}.
On the other hand, by (4.1), (5.4) and (5.8)
(pnh − p˜nh,∇·vh) = (µ(θn−1h )|D(unh)|r−2D(unh),D(vh))− (f , vh)− (µ(θn−1h )[|D(u˜nh)|r−2D(u˜nh)
− |D(un)|r−2D(un)],D(vh))− (pn,∇·vh)
= (µ(θn−1h )[|D(unh)|r−2D(unh)− |D(u˜nh)|r−2D(u˜nh),D(vh))
+ ([µ(θn−1h )− µ(θn−1)]|D(un)|r−2D(un)],D(vh))
≤ {K2C2‖D(unh − u˜nh)‖r−1Lr + L‖θn−1 − θn−1h ‖
L
r(1+δ)
δ(r−1)
‖D(un)‖r−1
Lr(1+δ)}‖D(vh)‖Lr
≤ C{‖f ‖Ld‖∇(θn−1 − θn−1h )‖r−1L2 + hr−1(|un|(2,r) + ‖f ‖
1
r−1
Ld )}
where it is supposed that
‖∇(θn−1 − θn−1h )‖L2 ≤ 1. (5.20)
Thus we complete the proof. 
Lemma 5. Under the assumptions of Lemma 4 and (4.11), the following estimate
‖∇(θnh − θ˜nh )‖L2 ≤ C{‖f ‖r
′
Ld‖∇(θn−1 − θn−1h )‖L2 + h‖f ‖Ld |un|(2,r) + h‖f ‖r
′
Ld} (5.21)
holds with C > 0 independent on h and n.
Proof. By (5.4.ii), (4.1) and (5.9), we have
‖∇(θnh − θ˜nh )‖2L2 = (∇(θnh − θn),∇(θnh − θ˜nh ))
= (µ(θn−1h )|D(unh)|r − µ(θn−1)|D(un)|r , θnh − θ˜nh )
= ([µ(θn−1h )− µ(θn−1)]|D(un)|r , θnh − θ˜nh )+ (µ(θn−1h )[|D(unh)|r − |D(un)|r ], θnh − θ˜nh )
= R1 + R2. (5.22)
J. Zhu, X. Yu / Journal of Computational and Applied Mathematics 235 (2011) 3898–3909 3907
By the Hölder inequality and the Sobolev inequality with δ ≥ 1/2,
R1 ≤ L‖θn−1 − θn−1h ‖
L
2(1+δ)
δ
‖D(un)‖rLr(1+δ)‖θnh − θ˜nh ‖L2r(1+δ)/δ
≤ C‖f ‖r ′Ld‖∇(θn−1 − θn−1h )‖L2‖∇(θnh − θ˜nh )‖L2 . (5.23)
Since
|D(unh)|r − |D(un)|r =
1
2
D(unh + un) · (|D(unh)|r−2D(unh)− |D(un)|r−2D(un))
+ 1
2
(|D(unh)|r−2D(unh)+ |D(un)|r−2D(un)) · D(unh − un), (5.24)
then
R2 = 12 (µ(θ
n−1
h )D(u
n
h + un) · (|D(unh)|r−2D(unh)− |D(un)|r−2D(un)), θnh − θ˜nh )
+ 1
2
(µ(θn−1h )(|D(unh)|r−2D(unh)+ |D(un)|r−2D(un)) · D(unh − un), θnh − θ˜nh )
= R21 + R22. (5.25)
By (3.22), the Hölder inequality, (3.26) and the Sobolev inequality,
R21 ≤ 12K2C2‖D(u
n − unh)‖Lr (‖D(un)‖r−1Lr(1+δ) + ‖D(unh)‖r−1Lr(1+δ))‖θnh − θ˜nh ‖L r(1+δ)δ(r−1)
≤ C‖f ‖Ld‖D(un − unh)‖Lr ‖∇(θnh − θ˜nh )‖L2 . (5.26)
To estimate R22, we have
R22 ≤ 12K2(‖D(u
n)‖r−1
Lr(1+δ) + ‖D(unh)‖r−1Lr(1+δ))‖D(un − unh)‖Lr ‖θnh − θ˜nh ‖L r(1+δ)δ(r−1)
≤ C‖f ‖Ld‖D(un − unh)‖Lr ‖∇(θnh − θ˜nh )‖L2 . (5.27)
Combine (5.22)–(5.27), and notice that
‖D(un − unh)‖Lr ≤ ‖D(un − u˜nh)‖Lr + ‖D(unh − u˜nh)‖Lr
≤ C{‖f ‖
1
r−1
Ld ‖∇(θn−1 − θn−1h )‖L2 + h|un|(2,r) + h‖f ‖
1
r−1
Ld }, (5.28)
we obtain (5.21). 
By (5.12), Lemma 5 and Theorem 7, we have
‖∇(θn − θnh )‖Lr ≤ ‖∇(θn − θ˜nh )‖Lr + ‖∇(θnh − θ˜nh )‖Lr
≤ Cˆ‖f ‖r ′Ld‖∇(θn−1 − θn−1h )‖L2 + Ch{‖f ‖Ld |un|(2,r) + ‖f ‖r
′
Ld + ‖θn‖H2}
≤ Cˆ‖f ‖r ′Ld‖∇(θn−1 − θn−1h )‖L2 + Ch{‖f ‖Ld |un|(2,r) + |un|r(2,r) + ‖f ‖r
′
Ld} (5.29)
where Cˆ is a constant independent on h and n. If
Cˆ‖f ‖r ′Ld = Mˆ(f ) < 1, (5.30)
then
‖∇(θn − θnh )‖L2 ≤ Mˆ(f )n‖∇(θ0 − θ0h )‖L2 + Ch
n−1
i=0
Mˆ(f )i{1+ |un−i|r(2,r)}
≤ Mˆ(f )n‖∇(θ0 − θ0h )‖L2 +
Ch
1− Mˆ(f ) {1+maxn |u
n|r(2,r)}. (5.31)
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Theorem 8. Under the assumptions of Theorem 2 and (3.35), let (un, pn, θn) and (un, pn, θn) be the solutions of problems (4.1)
and (5.4) respectively, then the following error estimates hold:
‖D(un − unh)‖Lr ≤ CMˆ(f )n−1‖∇(θ − θ0)‖L2 +
Ch
1− Mˆ(f ) {1+maxn |u
n|r(2,r)} (5.32)
‖pn − pnh‖Lr′ ≤ CMˆ(f )(n−1)(r−1)‖∇(θ − θ0)‖r−1L2 +
Chr−1
1− Mˆ(f ) {1+maxn |u
n|r(2,r)} (5.33)
‖∇(θn − θnh )‖L2 ≤ Mˆ(f )n‖∇(θ − θ0)‖L2 +
Ch
1− Mˆ(f ) {1+maxn |u
n|r(2,r)} (5.34)
where C is a constant independent on n, h and f , and Mˆ(f ) < 1 is defined by (5.30).
Now, let C∗ = max{C¯, Cˆ}where C¯ and Cˆ are defined by (3.33) and (5.29) respectively. Thus,
C∗‖f ‖2L2 = M∗(f ) < 1 (5.35)
implies (3.34) and (5.30). Hence, we get the main result.
Theorem 9. If condition (5.35) holds, then problem (3.4) has a unique solution (u, p, θ) and (u, θ) is also the solution of
problem (3.5), the finite element solution sequence {(unh, pnh, θnh )} of (5.4) (where {(unh, θnh )} solves problem (5.7)) converges to
(u, p, θ) and the following estimates hold
‖D(u− unh)‖Lr ≤ CM∗(f )n−1{‖∇(θ − θ0)‖L2 + ‖∇(θ0 − θ0h )‖L2} +
Ch
1−M∗(f ) {1+maxn |u
n|r(2,r)} (5.36)
‖p− pnh‖Lr′ ≤ CM∗(f )(n−1)(r−1){‖∇(θ − θ0)‖L2 + ‖∇(θ0 − θ0h )‖L2} +
Chr−1
1−M∗(f ) {1+maxn |u
n|r(2,r)} (5.37)
‖∇(θ − θnh )‖L2 ≤ (M∗(f ))n{‖∇(θ − θ0)‖L2 + ‖∇(θ0 − θ0h )‖L2} +
Ch
1−M∗(f ) {1+maxn |u
n|r(2,r)} (5.38)
where C is a constant independent on n, h and f , and M∗(f ) < 1 is defined by (5.35).
Remark 2. We have to mention here that, (5.4.i) is still a nonlinear problem which can be computed in practice by an
iterative method such as, for example, augmented Lagrangian method [21] or conjugate gradient method [22].
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