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Abstract
Let f be a nonconstant entire function, k and q be positive integers satisfying k > q, and let Q be
a polynomial of degree q. This paper studies the uniqueness problem on entire functions that share
a polynomial with their derivatives and proves that if the polynomial Q is shared by f and f ′ CM,
and if f (k)(z) − Q(z) = 0 whenever f (z) − Q(z) = 0, then f ≡ f ′. We give two examples to show
that the hypothesis k > q is necessary.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction and results
Let f and g be two nonconstant entire functions in the complex plane, and let Q be a
polynomial (respectively constant). By
Ef (Q) =
{
z ∈ C: f (z) − Q(z) = 0, ignoring multiplicities}
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and g share the polynomial (respectively constant) Q IM (ignoring multiplicities) provided
that f −Q and g−Q have the same zeros. If f −Q and g−Q have the same zeros with the
same multiplicities, then we say that f and g share the polynomial (respectively constant)
Q CM (counting multiplicities).
Rubel and Yang appears to be the first to study the entire functions that share values with
their derivatives. They proved that if a nonconstant entire function f share two distinct,
finite values CM with f ′, then f ≡ f ′ (see [13]).
Since then, shared value problems, especially, the case of f and f ′ sharing values, have
been studied by many authors and a number of profound results have been obtained (see,
e.g., [2,5,8,10,12,16], etc).
In 1986, Jank, Mues and Volkmann proved the following theorem.
Theorem A. (See [8]) Let f be a nonconstant entire function. If f and f ′ share a finite,
nonzero value a IM, and if f ′′(z) = a whenever f (z) = a, then f ≡ f ′.
Remark 1. Clearly, from the hypothesis of Theorem A, it can be easily seen that the value a
is, in fact, shared by f and f ′ CM.
A natural question is: What can be said if the f ′′ in Theorem A is replaced by f (k)
(k  3)? Very recently, the present author and H.-X. Yi answered this question by proving
the following result.
Theorem B. (See [14]) Let f be a nonconstant entire function, let a be a nonzero finite
constant, and let k  2 be a positive integer. If f and f ′ share the value a CM, and if
f (k)(z) = a whenever f (z) = a, then f (z) = becz + a − a
c
, where b and c are nonzero
constants satisfying ck−1 = 1.
Remark 2. In Theorem B, if k = 2, then we have c = 1 which leads to f ≡ f ′. So Theo-
rem B contains Theorem A.
The main purpose of this paper is to replace the value a in Theorem B by a polynomial
Q (≡ 0), and prove the following results that are generalizations of Theorem B as well as
some previous results.
Theorem 1. Let f be a nonconstant entire function, let Q be a polynomial of degree q  1,
and let k > q be an integer. If f and f ′ share Q CM, and if f (k)(z) − Q(z) = 0 whenever
f (z) − Q(z) = 0, then f ≡ f ′.
Remark 3. We give two examples below to show that the condition k > q in Theorem 1 is
necessary.
Example 1. Let f (z) = 2z3 − 6z2 + 12z − 4, Q(z) = z3 + 4, and k = 2 < q , then f (z) −
Q(z) = (z − 2)3, f ′(z) − Q(z) = −(z − 2)3 and f (k)(z) − Q(z) = −(z − 2)2(z + 4). It is
easy to see that f and f ′ share Q CM, and Ef (Q) ⊆ Ef (k) (Q), but f ≡ f ′.
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Q(z) = (z − 2)2, f ′(z) − Q(z) = −(z − 2)2 and f (k)(z) − Q(z) = (2 − z)(2 + z), which
implies that f and f ′ share Q CM, and Ef (Q) ⊆ Ef (k) (Q), but f ≡ f ′.
We say that a finite value z0 is a fixed point of an entire function f if f (z0)− z0 = 0. In
Theorem 1, if Q(z) ≡ z, then we can immediately draw a connection between uniqueness
and fixed point for entire functions.
Theorem 2. Let f be a nonconstant entire function, and let k  2 be a positive integer. If
f , f ′ and f (k) have the same fixed points with the same multiplicities, then f ≡ f ′.
It is assumed that the reader is familiar with the standard symbols and fundamental
results of R. Nevanlinna’s theory, as found in [7] or [15].
We need the following lemmas.
2. Lemmas
Lemma 1. (See [1, Lemma 1]) Let f be a transcendental meromorphic solution of the
equation
f nP (f ) = Q(f ),
where P(f ) and Q(f ) are polynomials in f and its derivatives with meromorphic coeffi-
cients, say, aj . If the total degree of Q is at most n, then
m
(
r,P (f )
)

∑
j
m(r, aj ) + S(r, f ).
Lemma 2. (See [9, Remark 1 to Theorem 4.1, p. 58]) Let f be a solution of the equation
an(z)f
(n) + an−1(z)f (n−1) + · · · + a1(z)f ′ + a0(z)f = 0
with polynomial coefficients a0(z), . . . , an(z) such that a0(z) ≡ 0 and an(z) ≡ 0, then f is
an entire function of finite order.
Lemma 3. (See [6]) Let F be a nonconstant meromorphic function of finite order ρ, ε > 0
be a given constant, and let k be a positive integer. Then there exists a set E ⊂ [0,2π)
that has linear measure zero, such that if ψ0 ∈ [0,2π) − E, then there is a constant R0 =
R0(ψ0) > 0 such that for all z satisfying arg z = ψ0 and |z|  R0, we have |F (k)(z)F (z) | 
|z|k(ρ−1+ε).
Lemma 4. (See [4]) Let F be an entire function, and suppose that |F ′(z)| is unbounded
on some ray arg z = φ. Then there exists an infinite sequence of points zn = rneiφ where
rn → +∞, such that F ′(zn) → ∞ and | F(zn)F ′(zn) | (1 + o(1))|zn| as zn → ∞.
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zn
is bounded
for |z|R, where R is a positive number. Then f is a polynomial of degree at most n.
To prove our theorems, we need the following three main lemmas which have indepen-
dent interest, and Lemma 6 below is an improvement of Lemma 1 given by Gundersen and
Yang in [5].
Lemma 6. Let P , Q be two nonconstant polynomials, and let q  1 be the degree of Q.
Then every entire solution F of the differential equation
F ′(z) − eP (z)F (z) = Q(z) − Q′(z) (2.1)
has infinite order.
Proof. By contradiction. Suppose F is an entire solution of Eq. (2.1) that has finite order ρ,
let ε > 0 be any given constant. Then from Lemma 3 (with k = 1), there exists a set E ⊂
[0,2π) that has linear measure zero, such that if ψ0 ∈ [0,2π)−E, then there is a constant
R0 = R0(ψ0) > 0 such that for all z satisfying arg z = ψ0 and |z|R0, we have∣∣∣∣F
′(z)
F (z)
∣∣∣∣ |z|ρ−1+ε. (2.2)
Now suppose for every real number θ ∈ [0,2π) − E, and for every α > 0, we have
|eP (reiθ )|
rα+q
→ +∞, as r → +∞. (2.3)
Rewriting (2.1) as
F ′
(Q − Q′)F −
eP
Q − Q′ =
1
F
. (2.4)
Since (2.2) holds, for all z = reiθ with sufficiently large real number r , and for any positive
number α > ρ, we have∣∣∣∣F
′(z)
F (z)
∣∣∣∣ 1|z|α+q  |z|ρ−α−1−q+ε. (2.5)
As Q is a polynomial of degree q  1, so Q(q)(0) = 0, we can write
Q(z) = Q
(q)(0)
q! z
q + Q
(q−1)(0)
(q − 1)! z
q−1 + · · · + Q′(0)z + Q(0). (2.6)
By (2.3)–(2.6), we obtain
1
rα
∣∣∣∣ 1F(reiθ )
∣∣∣∣= 1rα
1
|Q(reiθ ) − Q′(reiθ )|
∣∣∣∣F
′(reiθ )
F (reiθ )
− eP (reiθ )
∣∣∣∣
 q!
(q)
1
α+q
(∣∣eP (reiθ )∣∣−
∣∣∣∣F
′(reiθ )
iθ
∣∣∣∣
)
→ +∞, as r → +∞.
2Q (0) r F (re )
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number φ ∈ [0,2π), and for every β > 0, we have
rβ+q+1eP (reiφ) → 0, as r → +∞. (2.7)
Set G(z) = F(z) − ∫ Q(z)dz + Q(z), we now assert that |G′(z)| = |F ′(z) − Q(z) +
Q′(z)| is bounded on the ray arg z = φ. Assume the contrary, suppose |G′(z)| is unbounded
on the ray arg z = φ. Then from Lemma 4, there exists an infinite sequence of points
zn = rneiφ where rn → +∞, such that G′(zn) = F ′(zn) − Q(zn) + Q′(zn) → ∞ and∣∣∣∣ G(zn)G′(zn)
∣∣∣∣ (1 + o(1))|zn|, as rn → +∞. (2.8)
From (2.1) we have
F ′(z) − Q(z) + Q′(z) = F(z)eP (z). (2.9)
Since F ′(zn)−Q(zn)+Q′(zn) → ∞, from (2.7) and (2.9), we have F(zn) → ∞. For the
proof of the above assertion, we shall consider the following two cases.
Case I. There exist a positive number α0 > 2|Q
(q)(0)|
(q+1)! and an infinite subsequence, say znj ,
of zn, such that |F(znj )| α0|znj |q+1 for j = 1,2, . . . .
For any positive number β and sufficiently large integer j , we have
∣∣F(znj )∣∣ α0|znj |q+1  {2|Q
(q)(0)|/(q + 1)!}|znj |q+1
1 − (1/|znj |β)
= 2|Q
(q)(0)|
(q + 1)!
|znj |q+β+1
|znj |β − 1
,
i.e.,
1
|F(znj )| − {2|Q(q)(0)|/(q + 1)!}|znj |q+1

|znj |β
|F(znj )|
. (2.10)
From (2.10), (2.8), (2.6), the fact |F(znj )| α0|znj |q+1 and the definition of the function
G we have
(
1 + o(1))|znj |−1 
∣∣∣∣G
′(znj )
G(znj )
∣∣∣∣

|G′(znj )|
|F(znj )| −
∣∣Q(q)(0)
(q+1)! z
q+1
nj + · · · + Q
′(0)
2! z2nj + Q(0)znj − Q(znj )
∣∣

|G′(znj )|
|F(znj )| − 2{|Q(q)(0)|/(q + 1)!}|znj |q+1

|G′(znj )|
|F(znj )|
|znj |β,
thus
(
1 + o(1))|znj |
∣∣∣∣G
′(znj )
F (znj )
∣∣∣∣|znj |β+2. (2.11)
Now we rewrite (2.9) as
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F (z)
≡ eP (z). (2.12)
By considering (2.11) and (2.12), we can deduce rβ+2nj eP (rnj e
iφ) → ∞, as rnj → +∞,
which contradicts the assumption (2.7).
Case II. For every given positive number α > 2|Q
(q)(0)|
(q+1)! , the inequality |F(zn)| < α|zn|q+1
holds except for at most finitely many positive integers n.
Choose α = 2|Q(q)(0)|, then for sufficiently large n, we have |F(zn)| < 2|Q(q)(0)| ×
|zn|q+1. Thus, for any positive number β > q + 1 and sufficiently large positive integer n,
we obtain
|zn|β
∣∣∣∣G
′(zn)
F (zn)
∣∣∣∣ 12|Q(q)(0)| |zn|β−q−1
∣∣G′(zn)∣∣→ +∞, as rn → +∞. (2.13)
It follows from (2.12) and (2.13) that |zn|β |eP (zn)| → +∞, contradicting the assumption
(2.7) again.
Now the assertion |G′(z)| is bounded on the ray arg z = φ is valid. From this assertion
and the formula G(z) = G(0) + ∫ z0 G′(ω)dω, we obtain that |G(z)|  |G(0)| + M|z| for
all z satisfying arg z = φ, where M = M(φ) > 0 is some constant. This implies that for all
z satisfying arg z = φ, as |z| → +∞ we have
∣∣F(z)∣∣ ∣∣G(z)∣∣+
∣∣∣∣
∫
Q(z)dz
∣∣∣∣+ ∣∣Q(z)∣∣

∣∣G(0)∣∣+ M|z| + 2 |Q(q)(0)|
(q + 1)! |z|
q+1 =
(
2
|Q(q)(0)|
(q + 1)! + o(1)
)
|z|q+1. (2.14)
We have now shown that (2.14) holds for any φ ∈ [0,2π) with property (2.7), and that
F(reiθ ) → 0 as r → +∞ for any θ ∈ [0,2π) − E with property (2.3). Suppose that ρ1
is a real number with ρ1 > ρ, the order of the function F , then we can find a positive
number α1 such that α1 < 1/ρ1. Noting that F(z)zq+1 is a holomorphic function of finite order
ρ in |z| 1, we can deduce that for every given constant ε > 0, there exists a real number
r1 > 1 such that |F(z)zq+1 | < exp(εr
1
α1 ) as |z| = r  r1.
Since P is a nonconstant polynomial, so there exist only finitely many real numbers in
[0,2π) that do not satisfy either (2.7) or (2.3). We also note that the set E has linear mea-
sure zero, thus there exist a finite collection of real numbers θj ∈ [0,2π) − E that satisfy
either (2.3) or (2.7), where θ1 < θ2 < · · · < θn = θ1 + 2π , and α1π2 < θj+1 − θj  α1π for
j = 1, . . . , n− 1. By the rays arg z = θj (j = 1, . . . , n), we divide the set {z ∈ C: |z| r1}
into sector domains Sj = {z ∈ C: θj  arg z  θj+1, |z|  r1} (j = 1, . . . , n − 1). From
(2.14), the fact F(reiθ ) → 0 as r → +∞ and |F(z)
zq+1 | < exp(εr
1
α1 )  exp(εr
π
θj+1−θj ) for
j = 1, . . . , n − 1 and |z| = r  r1, we can apply Phragmén–Lindelöf theorem [11, Theo-
rem 9.12] to the function F(z)
zq+1 in every sector domain Sj (j = 1, . . . , n−1), and deduce that
there exist two positive constants M0 and r0 such that |F(z)|M0|z|q+1 as |z| = r  r0.
From this and Lemma 5, we can conclude that F must be a polynomial of order at most
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contradiction proves Lemma 6. 
Lemma 7. Let f be a nonconstant entire function, Q be a polynomial of degree q  1,
and let k > q be a positive integer. If f and f ′ share Q CM, and if f (k)(z) − Q(z) = 0
whenever f (z) − Q(z) = 0, then f must be transcendental.
Proof. By contradiction. Suppose that f is a polynomial of degree p  1, then from the
hypothesis that f and f ′ share Q CM, we can easily deduce that f ≡ Q. If not, i.e.,
f ≡ Q, then we see that Ef (k) (Q) = Ef (k) (f ) is a finite set, but Ef (Q) = Ef (f ) = C,
which contradicts the hypothesis Ef (Q) ⊆ Ef (k) (Q). So we can suppose there exists a
constant c = 0 such that
f ′(z) − Q(z)
f (z) − Q(z) = c. (2.15)
Now we assert that p = q and f (p)(0) = Q(q)(0). From (2.15) it is easily seen that p  q .
Since f and Q are polynomials with degree p and q , respectively, we can write
f (z) = f
(p)(0)
p! z
p + · · · + f ′(0)z + f (0), (2.16)
Q(z) = Q
(q)(0)
q! z
q + · · · + Q′(0)z + Q(0), (2.17)
where f (p)(0) · Q(q)(0) = 0.
If p < q , then f −Q and f ′ −Q are polynomials with the same degree q and the same
coefficients −Q(q)(0)
q! for the term z
q
. With (2.15) we can derive that c = 1, and thus f ≡ f ′.
But this is impossible since f is a polynomial, so we have p = q . With (2.15)–(2.17), we
can deduce f (q)(0) = Q(q)(0). Our assertion follows.
From (2.16) and (2.17) and taking p = q , we have
f (z) − Q(z) = f
(q)(0) − Q(q)(0)
q! z
q + · · · + [f ′(0) − Q′(0)]z + f (0) − Q(0)
:= f
(q)(0) − Q(q)(0)
q! (z − z1)
n1 · · · (z − zs)ns , (2.18)
where s ∈ [1, q] and nj (1 j  s) are positive integers satisfying ∑sj=1 nj = q .
Since f and f ′ share Q CM, again by (2.16) and (2.17) we get
f ′(z) − Q(z) = −Q
(q)(0)
q! z
q + · · · + [f ′′(0) − Q′(0)]z + f ′(0) − Q(0)
:= −Q
(q)(0)
q! (z − z1)
n1 · · · (z − zs)ns . (2.19)
The fact f (q)(0) = Q(q)(0) means that f − Q is a polynomial of degree q . Suppose now
that z0 is a point such that f (z0) − Q(z0) = 0. Noting that k > q , so we have f (k)(z) ≡ 0,
this and the hypothesis Ef (Q) ⊆ Ef (k) (Q) leads to Q(z0) = 0. Since f and f ′ share Q
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deg(f − Q) = q and degf ′ = q − 1, we know that f − Q has at least a multiple zero.
Otherwise, we deduce that f ′ ≡ 0, which is impossible.
Suppose now that z1 is a multiple zero of f − Q, we can write
f (z) − Q(z) = (z − z1)nϕ(z), (2.20)
where n 2 is a positive integer, and ϕ is a polynomial satisfying ϕ(z1) = 0.
Since f and f ′ share Q CM, it follows that
f ′(z) − Q(z) = (z − z1)nψ(z), (2.21)
where ψ is a polynomial satisfying ψ(z1) = 0.
Again using the hypothesis Ef (Q) ⊆ Ef (k) (Q) and k > q , we have Q(z1) = 0. So we
can suppose that
Q(z) = (z − z1)mδ(z), (2.22)
where m is a positive integer, and δ is a polynomial satisfying δ(z1) = 0.
If m < n, it can be seen from (2.20) and (2.22) that z1 is a zero of f with multiplic-
ity m. On the other hand, from (2.21) and (2.22), we find that z1 is also a zero of f ′ with
multiplicity m, a contradiction.
If m > n, we can also deduce a similar contradiction from (2.20)–(2.22). Therefore, we
have m = n, which implies that any multiple zero of f − Q must be a multiple zero of Q
with the same multiplicity. We next prove that any simple zero of f −Q must be a simple
zero of Q. If the contrary, i.e., there exists a point z2 such that
f (z) − Q(z) = (z − z2)ϕ1(z), (2.23)
f ′(z) − Q(z) = (z − z2)ψ1(z), (2.24)
f (k)(z) − Q(z) ≡ −Q(z) = (z − z2)t δ1(z), (2.25)
where t  2 is a positive integer, ϕ1, ψ1 and δ1 are all polynomials satisfying ϕ1(z2) ·
ψ1(z2) · δ1(z2) = 0.
Then from (2.23) and (2.25), we see that z2 is a simple zero of f . But from (2.24) and
(2.25), z2 is also a simple zero of f ′, which is impossible.
From the above arguments, we can deduce that under the hypothesis of Lemma 7, the
polynomials f − Q and Q have the same degree q , and the same zeros with the same
multiplicities. By (2.16), (2.17) and f (q)(0) = Q(q)(0) we may write
f (z) − Q(z) ≡ f
(q)(0) − Q(q)(0)
q! (z − z1)
t1 · · · (z − zj )tj , (2.26)
Q(z) ≡ Q
(q)(0)
q! (z − z1)
t1 · · · (z − zj )tj , (2.27)
where j ∈ [1, q] and ti (1 i  j) are all positive integers satisfying ∑ji=1 ti = q .
Since f and f ′ share Q CM and p = q , it follows from (2.26) and (2.17) that
f ′(z) − Q(z) ≡ −Q
(q)(0)
(z − z1)t1 · · · (z − zj )tj . (2.28)
q!
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not a constant. This completes the proof of Lemma 7. 
Lemma 8. Let f be a nonconstant entire function, Q be a polynomial of degree q  1
satisfying m(r,1/(f − Q)) = S(r, f ), and let k > q be a positive integer. If f and f ′
share Q CM, and if f (k)(z) − Q(z) = 0 whenever f (z) − Q(z) = 0, then f ≡ f ′.
Proof. From Lemma 7, we know that f is transcendental, and thus f − Q ≡ 0. By the
hypothesis of Lemma 8, there exists an entire function γ = 0 such that
f ′(z) − Q(z)
f (z) − Q(z) = γ (z), (2.29)
and that
T (r, γ ) = m(r, γ ) = S(r, f ). (2.30)
Rewriting (2.29) as
f ′ = γf + (1 − γ )Q := γ1f + μ1, (2.31)
where γ1 and μ1 are defined by
γ1 := γ, μ1 := (1 − γ )Q, (2.32)
and using differentiation of (2.32), we obtain
f (j) = γjf + μj for j = 1,2, . . . , (2.33)
where γj and μj are entire functions satisfying the following recurrence formulas:
γj+1 = γ ′j + γ1γj for j = 1,2, . . . , (2.34)
μj+1 = μ′j + μ1γj for j = 1,2, . . . . (2.35)
From (2.30), (2.32), (2.34) and (2.35), we have
T (r, γj ) = S(r, f ), T (r,μj ) = S(r, f ) for j = 1,2, . . . . (2.36)
Since m(r,1/(f − Q)) = S(r, f ) and f is transcendental, so N(r,1/(f − Q)) = S(r, f ).
We may suppose that z0 ∈ C is a point such that f (z0) − Q(z0) = 0. By noting the hy-
pothesis that Ef (Q) ⊆ Ef (k) (Q), we obtain f (k)(z0) − Q(z0) = 0. With (2.33) we have
Q(z0) = γk(z0) · Q(z0) + μk(z0). Since f and f ′ share Q CM, it can be easily seen
that any multiple zero of f − Q must be a zero of Q − Q′, which and the fact that f
is transcendental shows that all except possibly finitely many zeros of f − Q are sim-
ple, and thus we have N(r,1/(f − Q)) = N(r,1/(f − Q)) + S(r, f ). So from (2.36) and
N(r,1/(f − Q)) = S(r, f ), we can deduce that
Q(z) ≡ γk(z) · Q(z) + μk(z). (2.37)
For simplicity, we denote by Tj [γ ] or T ∗j [γ ] or Rj [γ ] a polynomial in γ and its derivatives
with polynomial coefficients and degree at most j , but not necessarily the same at each
occurrence.
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γj = γ j + Tj−1[γ ] for j = 1,2, . . . , (2.38)
μj = −Qγ j + T ∗j−1[γ ] for j = 1,2, . . . . (2.39)
Again applying induction in the number j , we will prove that
μj+1 + Qγj+1 = (Q − Q′)γ j + Rj−1[γ ] for j = 1,2, . . . . (2.40)
Noting that differentiation never increases the degree of a differential polynomial, (2.40)
can be proved by induction as follows. We obtain from (2.32), (2.34), (2.35) and a simple
calculation, μ2 + Qγ2 = (Q − Q′)γ + Q′. Suppose now that
μj + Qγj = (Q − Q′)γ j−1 + Rj−2[γ ] (2.41)
is true. From (2.32), (2.34), (2.35), (2.38) and (2.39), we have
μj+1 + Qγj+1
= {−Qγ j + T ∗j−1[γ ]}′ + (1 − γ )Qγj + Q{(γ j + Tj−1[γ ])′ + γ γj}
= −Q′γ j − jQγ j−1γ ′ + {T ∗j−1[γ ]}′ + Qγj − Qγγj
+ jQγ j−1γ ′ + Q{Tj−1[γ ]}′ + Qγγj
= (Q − Q′)γ j + Rj−1[γ ],
which proves (2.40).
From (2.40) and (2.37), we obtain
Q ≡ (Q − Q′)γ k−1 + Rk−2[γ ]. (2.42)
Obviously, Rk−2[γ ] ≡ Q. Otherwise, we obtain from (2.42) that γ ≡ 0, a contradiction. If
γ is a transcendental entire function, then from (2.42) and Lemma 1, we have
T (r, γ ) = m(r, γ ) S(r, γ ) + O(log r),
which contradicts the hypothesis that γ is transcendental. Therefore, γ must be a polyno-
mial. Noting that γ = 0, so γ is a nonzero constant. If γ = 1, then from (2.29) we have
f ≡ f ′, which shows that the conclusion of Lemma 8 holds. We now suppose that γ = 1,
then we can derive a contradiction. In fact, by solving equation (2.29), we have
f (z) = ceγ z +
(
1 − 1
γ
){
Q(z) + 1
γ
Q′(z) + 1
γ 2
Q′′(z) + · · · + 1
γ q
Q(q)(z)
}
,
(2.43)
where c is a nonzero constant.
Assuming that z0 is a zero of f − Q, then (2.43) gives that
ceγ z0 = 1
γ
Q(z0) +
(
1
γ
− 1
){
Q′(z0)
γ
+ Q
′′(z0)
γ 2
+ · · · + Q
(q)(z0)
γ q
}
. (2.44)
Since Ef (Q) ⊆ Ef (k) (Q) and the fact k > q , it follows from (2.43) that 0 = f (k)(z0) −
Q(z0) = cγ keγ z0 − Q(z0), that is, ceγ z0 = Q(z0)/γ k . Now with (2.44), we have
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γ k
− 1
γ
)
Q(z0) =
(
1
γ
− 1
){
Q′(z0)
γ
+ Q
′′(z0)
γ 2
+ · · · + Q
(q)(z0)
γ q
}
. (2.45)
If γ k = γ , then from (2.45), z0 satisfies the following algebraic equation of degree q:(
1
γ k
− 1
γ
)
Q(z) +
(
1 − 1
γ
){
Q′(z)
γ
+ Q
′′(z)
γ 2
+ · · · + Q
(q)(z)
γ q
}
= 0,
which implies that f − Q has only finitely many zeros. This contradicts (2.43).
If γ k = γ , then by (2.45) we have
Q′(z0)
γ
+ Q
′′(z0)
γ 2
+ · · · + Q
(q)(z0)
γ q
= 0. (2.46)
If q  2, then (2.46) shows that z0 satisfies the following algebraic equation of degree
q − 1:
Q′(z)
γ
+ Q
′′(z)
γ 2
+ · · · + Q
(q)(z)
γ q
= 0,
and thus f − Q has only finitely many zeros, a contradiction.
If q = 1, then Q′ is a constant. From (2.46) we know that Q′(z) ≡ 0, i.e., Q is a constant.
This also contradicts the hypothesis of Lemma 8. The proof of Lemma 8 is complete. 
3. Proof of Theorem 1
By Lemma 7, we first note that under the hypothesis of Theorem 1, f must be transcen-
dental and Q(k) ≡ 0. Set
ψ = (Q − Q
′)f (k) − Q(f ′ − Q′)
f − Q , (3.1)
then we can see that m(r,ψ) = S(r, f ), and any pole of ψ can only arise from a multiple
zero of the function f −Q. On the other hand, since f and f ′ share Q CM, it follows that
any multiple zero of f − Q must be a zero of Q − Q′, namely, f − Q has only finitely
many multiple zeros. This implies that
N(r,ψ)N(2
(
r,
1
f − Q
)
= O(log r), (3.2)
where N(2(r,1/(f − Q)) denotes the counting function of multiple zeros of f − Q.
As f is transcendental, from (3.1) and (3.2),
T (r,ψ) = m(r,ψ) + N(r,ψ) = S(r, f ). (3.3)
To prove Theorem 1, we shall divide our argument into two cases, ψ ≡ 0 and ψ ≡ 0.
Case 1. ψ ≡ 0.
From (3.1) we have
(Q − Q′)f (k) − Qf ′ + QQ′ ≡ 0.
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Q(z) − Q′(z))f (k+2q)(z) + Ak+2q−1(z)f (k+2q−1)(z)
+ · · · + Aq+1(z)f (q+1)(z) ≡ 0,
where Aj (q + 1 j  k + 2q − 1) are polynomials.
By the above identity and Lemma 2, we deduce that f is an entire function of finite
order. From this and the hypothesis that f and f ′ share Q CM, we deduce that there exists
a polynomial G such that
f ′(z) − Q(z)
f (z) − Q(z) = e
G(z).
We can now write f − Q := F , from the above equation we get F ′ − FeG = Q − Q′.
From this and Lemma 6 we derive that G must be a constant. Thus, there exists a nonzero
constant c1 such that
f ′(z) − Q(z)
f (z) − Q(z) = c1. (3.4)
If c1 = 1, then we deduce from (3.4) that f ≡ f ′, which and (3.1) leads to
ψ ≡ (Q − Q
′)f − Q(f − Q′)
f − Q ≡ −Q
′.
In view of ψ ≡ 0, the above identity means that Q is a constant. This contradicts the
hypothesis that degQ = q > 1.
We suppose now that c1 = 1. By solving (3.4) we obtain
f (z) = bec1z +
(
1 − 1
c1
){
Q(z) + Q
′(z)
c1
+ Q
′′(z)
c21
+ · · · + Q
(q)(z)
c
q
1
}
, (3.5)
where b = 0 is some constant.
From (3.5) we see that f − Q has infinitely many zeros. On the other hand, by an
analogous argument, used in the proof of Lemma 8, we can deduce from (3.5) and the
hypothesis Ef (Q) ⊆ Ef (k) (Q) that either f − Q has only finitely many zeros or Q is a
constant, which are all impossible.
Case 2. ψ ≡ 0.
By (3.1), we obtain
f − Q ≡ 1
ψ
{
(Q − Q′)f (k) − Q(f ′ − Q′)}.
Differentiating the above identity gives
f ′ − Q′ ≡
(
1
ψ
)′{
(Q − Q′)f (k) − Q(f ′ − Q′)}
+ 1
ψ
{
(Q′ − Q′′)f (k) + (Q − Q′)f (k+1) − Q′(f ′ − Q′)
− Q(f ′′ − Q′′)}. (3.6)
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m
(
r,
1
f ′ − Q
)
= S(r, f ). (3.7)
By rewriting (3.1) as
f − Q = 1
ψ
{
(Q − Q′)f (k) − Q(f ′ − Q′)},
and differentiating the above identity,
f ′ − Q′ = 1
ψ
{
(Q′ − Q′′)f (k) + (Q − Q′)f (k+1) − Q′(f ′ − Q′) − Q(f ′′ − Q′′)}
+
(
1
ψ
)′{
(Q − Q′)f (k) − Q(f ′ − Q′)},
which can be written as
A(f ′ − Q) = B − Q
ψ
(f ′′ − Q′) +
{
Q′ − Q′′
ψ
+ (Q − Q′)
(
1
ψ
)′}(
f (k) − Q(k−1))
+ Q − Q
′
ψ
f (k+1), (3.8)
where B := (Q′ − Q){1 + Q′ 1
ψ
+ (Q − Q(k−1))( 1
ψ
)′} + 1
ψ
(Q′ − Q′′)(Q(k−1) − Q), and
A := 1 + Q′
ψ
+ Q( 1
ψ
)′.
If B ≡ 0, then we obtain
(Q′ − Q′′)(Q(k−1) − Q)+ (Q′ − Q)
{
ψ + Q′ − (Q − Q(k−1))ψ ′
ψ
}
≡ 0. (3.9)
From which, (3.2) and the fact that Q′ − Q ≡ 0, we get
T (r,ψ) = m(r,ψ) + O(log r)m
(
r,
ψ ′
ψ
)
+ O(log r) = S(r,ψ) + O(log r),
which means that ψ is a rational function. We write ψ := P1/P2, where P1(≡ 0) and
P2(≡ 0) are coprime polynomials with degree p1 and p2, respectively. Substituting the
above ψ into (3.1) gives
P2(Q − Q′)f (k) − P2Qf ′ − P1f + P2QQ′ + P1Q ≡ 0. (3.10)
By differentiating (3.10) s := max{p2 + 2q,p1 + q + 1} times, and noting (3.10) and
Lemma 2, we deduce that f is an entire function of finite order. By similar argument used
in Case 1, again we derive either ψ ≡ −Q′ or a contradiction. If ψ ≡ −Q′, then from this
and (3.9), we obtain Q′ ≡ cQ, where c is a nonzero constant, a contradiction.
If B ≡ 0, but A ≡ 0. Noting that Q(k) ≡ 0, so we deduce from (3.8) that
B
f ′ − Q ≡
Q
ψ
f ′′ − Q′
f ′ − Q −
{
Q′ − Q′′
ψ
+ (Q − Q′)
(
1
ψ
)′}
f (k) − Q(k−1)
f ′ − Q
− Q − Q
′ f (k+1)
′ .ψ f − Q
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If A · B ≡ 0, then from (3.8) we can also derive the desired (3.7). Since ψ ≡ 0 and
Q(k) ≡ 0, so by (3.1) and (3.3) we have
T (r, f ) = T (r, f − Q) + S(r, f ) = m(r,f − Q) + S(r, f )
= m
(
r,
(Q − Q′)f (k) − Q(f ′ − Q′)
ψ
)
+ S(r, f )
= m
(
r,
(Q − Q′)f (k) − Q(f ′ − Q′)
f ′ − Q′
f ′ − Q′
ψ
)
+ S(r, f )
m(r,f ′) + S(r, f ) = T (r, f ′) + S(r, f ) T (r, f ) + S(r, f ),
which implies that T (r, f ′) = T (r, f ) + S(r, f ). From this, (3.7) and the hypothesis that
f and f ′ share Q CM, we obtain that
m
(
r,
1
f − Q
)
= T (r, f ) − N
(
r,
1
f − Q
)
+ S(r, f )
= T (r, f ′) − N
(
r,
1
f − Q
)
+ S(r, f )
= m
(
r,
1
f ′ − Q
)
+ N
(
r,
1
f ′ − Q
)
− N
(
r,
1
f − Q
)
+ S(r, f )
= S(r, f ).
Theorem 1 follows from the above equality and Lemma 8. The proof is complete.
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