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Résumé
Les zones blanches étendues sont de vaste espaces géographiques (forêts, dé-
serts), sans ou ayant très peu d’infrastructures telles que les routes, les réseaux
électrique ou de télécommunication. Cependant, très souvent, dans ces zones se dé-
veloppent de nombreuses activités économiques ou environnementales telles que
le monitoring de l’environnement, la surveillance d’une frontière ou d’une instal-
lation de pipeline, ou encore la prévention des feux de forêt. Grâce aux techniques
de télédétection et de communication, une fonction clé de ces activités repose sur
la collecte d’informations issues de capteurs qui sont transmises à un centre d’ana-
lyse distant. Nous proposons des solutions réseau afin d’effectuer la collecte de ces
données dans les zones blanches étendues grâce à des technologies de communi-
cation longue distance et faible énergie, de type LoRaWAN. Pour le problème du
déploiement du réseau de capteurs sans fil dans ces zones difficiles, nous avons pro-
posé une heuristique inspirée de la croissance biologique d’un champignon, le phy-
sarum. Le physarum est capable de créer un corps complexe de liens pour trouver
de la nourriture nécessaire à sa survie tout en optimisant ses propres ressources
corporelles lors des périodes de disette. Ce principe d’optimisation a été adapté au
domaine des réseaux pour déployer un réseau tolérant aux fautes, tout en mini-
misant le nombre de ressources ou relais à placer sur la zone d’intérêt. Nous nous
sommes ensuite intéressés à la collecte opportuniste de données dans les zones
blanches afin de pouvoir collecter l’information des nœuds trop éloignés d’une sta-
tion relais. Nous avons développé une méthode de collecte basée sur les avions de
ligne qui survole le territoire. Durant une fenêtre de communication, l’avion est à
portée d’un capteur et peut ainsi collecter les données stockées qui seront livrées
au serveur à l’atterrissage de l’avion. Notre dernière contribution utilise conjoin-
tement les deux méthodes précédentes, pour permettre à la fois le déploiement du
réseau et la collecte des capteurs isolés.
i
Abstract
Although wide white areas are not equipped or sparsely equipped with any in-
frastructure (energy, roads ...), strategic human activities are being carried out
such as mines, forest, pipeline... To tackle the problem of deploying sensor net-
works in a very large area where few infrastructures are available, we propose
a network deployment algorithm which aims at efficiently linking sparse points
of interest in a very wide white area. The originality of the proposed method is
that it mimics the evolution of a type of mold called physarum. Secondly, we aim
at overcoming the deployment problem in wide white areas by using long range
communication between an aircraft and earth. The new data collection scheme we
propose is based on the use of commercial flights to collect data while they cross
over an area of interest. It investigates the feasibility of such a scheme by deter-
mining the collection capacity of commercial aircraft in different locations of the
desert. Finally, wemixed both solutions to repatriate data from sensors not covered
by any flight to a covered data sink that relays data to the aircraft.
ii
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CHAPITRE 1.
1.1 Réseau de nouvelle génération
Depuis que son concept a été introduit par Kevin Ashton en 1999, l’Internet des
Objets (Internet of Things, IoT) [Ash09] n’a cessé de connaître une forte croissance.
D’après une étude effectuée par une équipe de recherche de l’école polytechnique
fédérale de Zurich (ETH Zurich), en dix ans, soit de 2015 à 2025, 150 milliards
d’objets devraient se connecter entre eux, avec l’Internet et avec plusieursmilliards
de personnes [HP19] ; ce qui engendre une énorme quantité de données à gérer et
à stocker. Cette évolution est telle qu’en 2015, le volume de données doublait tous
les 12 mois, et désormais il double toutes les 12 heures.
L’Internet des Objets repose sur l’interconnexion des objets dotés d’une intelli-
gence propre et d’une identité unique (adressage) et on parle d’objets intelligents
ou d’objets connectés tels que les smartphones. Les objets connectés sont capables
de mesurer des phénomènes naturels du monde qui nous entoure, de les convertir
en numérique et d’estimer leur valeur. Ainsi, ils nous aident à prendre les décisions
adéquates face aux situations qui peuvent dégrader notre confort.
Les éléments centraux de l’IoT sont les capteurs qui sont des composés électro-
niques, de plus en plusminiaturisés. Malgré leurs ressources limitées enmémoire,
puissance de calcul et énergie, ils peuvent former un réseau et coopérer entre eux
ou avec Internet sous différentes topologies et architectures [Fah16]. Lorsqu’ils
communiquent en sans fil, on parle de réseaux de capteurs sans fil (RCsF) ou en
anglais WSN (Wireless Sensor Networks) [ALM05].
La communication sans fil est essentielle pour les réseaux de capteurs car ils
peuvent être facilement déployés dans presque tous les types d’environnement.
A ce titre, plusieurs réseaux et technologies de communication existent. Ceux-ci
peuvent être classés selon leur portée de communication en différents groupes :
— Le réseau corporel (Body Area Network-BAN) couvre les régions autour ou
dans le corps humain.
— Le réseau personel (Personal Area Networks-PAN) a une portée d’une di-
zaine de mètres et utilise des technologies telles que Bluetooth et Zigbee.
— Le réseau local (Local Area Network-LAN) comprend les réseaux domo-
tiques et couvre une centaine de mètres pour être déployé dans les bâti-
ments et les habitations. Le WiFi est la technologie de réseau local sans fil
la plus répandue.
— Le réseau métropolitain (Metropolitain Area Network- MAN) couvre un es-
pace à l’échelle d’une ville entière. WiMAX en était un exemple.
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— Le réseau étendu (Wide Area Network- WAN) est un réseau qui couvre tout
un pays et peut s’étendre à l’échelle planétaire. Des exemples de réseau
WAN sont les réseaux cellulaires, LoRaWAN ou Sigfox.
Le réseau de capteurs sans fil fait partie intégrante de l’Internet des Objets.
Les avancées et la convergence des domaines tels que la micro-électro-mécanique
et la transmission radio ont permis de concevoir des capteurs capables d’intégrer
les différents réseaux et protocoles de communication.
Aujourd’hui, les RCsF sont utilisés dans tous les secteurs d’activité humaine
tels que l’environnement, l’industrie, l’agro-pastoral, la médecine, l’armée, etc. Un
RCsF est composé de plusieurs capteurs, le plus souvent ayant des fonctions dif-
férentes. Les capteurs sont placés dans une zone d’intérêt pour couvrir un phéno-
mène et y détecter des changements. Ils communiquent avec des stations de base
ou puits par des liaisons directes ou multi-sauts. La station de base peut stocker
localement les données pour afficher les mesures effectuées ou les mettre à la dis-
position d’autres utilisateurs à travers l’Internet par exemple.
1.2 Projet de recherche
Notre projet de recherche a pour objectifs d’étudier les problèmes liés au dé-
ploiement de réseaux de communication dans les zones blanches étendues et de
proposer des solutions basées sur les RCsF, notamment les technologies à longue
portée et faible consommation d’énergie (LowPowerWide AreaNetworks-LPWAN).
Nous proposons ainsi des méthodes de déploiement efficaces qui permettent
d’interconnecter des sources de données au puits afin de collecter toutes les infor-
mations générées par les capteurs. En général, dans les zones blanches étendues,
les sources sont séparées par de grandes distances les uns des autres.
Ces distances sont si grandes qu’il n’existe pas de technologie de transmis-
sion permettant à une source de communiquer directement avec le puits de don-
nées [MRX08]. Ainsi, la communication entre les zones d’intérêt sera réalisée à
l’aide de stations relais dont les positions sont déterminées selon un pavage uni-
forme [Yun+10].
Néanmoins, le motif optimal de pavage est très difficile à trouver et notre projet
de recherche ne s’efforce pas de couvrir la totalité de la zone blanche étendue. Notre
objectif est d’interconnecter au puits des sources de données éparpillées sur la
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zone d’intérêt, au moyen de relais, en multi-sauts. Ce problème de déploiement est
connu sous le nom du problème de l’arbre minimal de Steiner [Mis+08 ; MMH11 ;
LX99]. Pour le résoudre, nous avons proposé une heuristique qui est inspirée de
l’évolution d’un organisme biologique appelé Physarum.
Le Physarum est un champignon qui est capable d’optimiser les ressources de
son corps en une structure minimale afin de prolonger sa durée de vie. Notre mé-
thode imite son processus d’optimisation pour minimiser le nombre de relais qui
permettent d’interconnecter toutes les sources aux puits de données. Cette heuris-
tique peut également offrir des chemins redondants entre les sources et le puits.
La redondance des chemins se traduit par un réseau tolérant aux fautes qui per-
met de traiter les pannes de relais et les coupures de lien. En effet, les LPWAN et
les RCsF sont réputés pour la fragilité de leurs liens de communication sans fil,
conséquence de fréquents changements dans leur topologie [Aky+02].
Par ailleurs, la vaste étendue des ZBE ainsi que leur relief varié ou leur climat
rude rendent toute maintenance quasi-impossible. Et, dès lors que le réseau est
partitionné, il n’est plus possible de continuer à collecter les données des sources.
De plus, pour des raisons de sécurité, de disponibilité de source d’énergie ou de
proximité des personnes compétentes, les puits de données et les centres d’analyses
sont le plus souvent localisés dans les centres urbains loin des sources de données.
La recherche des méthodes alternatives de collecte de données dans ce contexte
s’impose.
Pour parcourir de grandes zones géographiques, la collecte des données va être
réalisée grâce à des puits mobiles [YSM16 ; CRA06 ; KGH13]. Ces puits mobiles
terrestres ou aériens permettent de collecter de grands volumes de données même
si le réseau n’est pas connecté et surtout de prolonger sa durée de vie [KGH13],
car ils n’utilisent pas de relais.
Les puits mobiles peuvent être des robots [YSM16], des véhicules [Moz+17], des
satellites [PVP13], des ballons stratosphériques [Loo19] ou des drones [Moz+19].
Cependant, les puits mobiles terrestres ne peuvent être utilisés dans les ZBE à
cause des longues distances à parcourir et du manque de routes qui rendent la
collecte très longue [NP04]. Le problème d’accessibilité peut être résolu par l’utili-
sation des liaisons satellites [PSTA01] car un satellite couvre une grande surface
de la terre. Mais même avec des satellites en orbite basse, il faut doter les capteurs
de grandes puissances de transmission ce qui n’est possible dans un contexte où la
consommation d’énergie est un enjeu. De plus, le coût d’exploitation des satellites
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est très élevé pour des applications de RCsF qui ne génèrent le plus souvent que
peu de trafic.
Face au problème des coûts élevés de l’exploitation des satellites, une solution
consiste à utiliser des ballons dans la stratosphère, équipés de modules de com-
munication [Kat14]. Cette technologie est encore en phase de test et de nombreux
accidents enregistrés dans le monde ont montré des insuffisances dans la gouver-
nabilité dans l’atmosphère et la gestion de la trajectoire de ces ballons [Loo19].
Enfin, les puits mobiles les plus utilisés sont les drones. En effet, ils permettent
de pallier le manque de maturité des ballons stratosphériques [Sun+08], au coût
élevé des satellites et à l’impossibilité des véhicules terrestres à atteindre les
zones difficiles. Cependant, les drones sont aussi limités en énergie. Ils ne peuvent
pas embarquer suffisamment d’énergie pour parcourir toute l’étendue d’une ZBE
qui peut atteindre plusieurs milliers de kilomètres carrés. Ils sont également des
cibles faciles pour le sabotage dans un milieu d’insécurité et ne sauraient être uti-
lisés non plus, dans certaines conditions météorologiques telles que les tempêtes
de sable dans les déserts.
Pour contourner les problèmes et limitations des puits mobiles habituels, notre
solution porte sur une nouvelle méthode opportuniste qui garantit la continuité
des missions de collecte. Nous proposons d’utiliser les vols commerciaux pour col-
lecter les données des capteurs lorsqu’ils survolent les zones d’intérêt. Pour réa-
liser cette méthode opportuniste de collecte où les altitudes des avions peuvent
atteindre 10 km, nous proposons l’utilisation des technologies LPWAN telle que
LoRaWAN pour faire communiquer les sources de données et les avions de ligne.
Finalement, puisque les routes des avions ne survolent pas toutes les sources de
données, aussi nous avons proposé d’acheminer le trafic des sources non couvertes
vers des stations relais qui communiquent avec les avions.
1.3 Structure du mémoire
Ce document est organisé en cinq chapitres. D’abord, le chapitre 1 introduit le
projet de recherche, particulièrement le contexte et les motivations qui ont conduit
à l’élaboration de la thèse.
Dans le chapitre 2, nous présentons l’état de l’art des infrastructures de col-
lecte de données avec les réseaux de communication sans fil. Nous commençons
par une description des zones blanches étendues et des applications qui y sont
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le plus souvent développées. Ensuite, nous étudions et comparons les différents
standards et technologies des réseaux de capteurs sans fil notamment les techno-
logies longue portée à faible consommation d’énergie. Enfin, nous introduisons les
réseaux tolérants aux délais ou DTN (Delay Tolerant Networks) notamment en ce
qui concerne les aspects à prendre en compte lors de la conception des protocoles
de communication pour ce type de réseau.
Le chapitre 3 est consacré à la résolution du problème de déploiement de ré-
seaux dans les zones blanches étendues. Une étude théorique du problème est faite
pour le modéliser et proposer une solution. Le problème de déploiement et de cou-
verture est modélisé par le problème de recherche de l’arbre minimal de Steiner
(AMS). Dans ce chapitre, nous présentons le modèle mathématique qui modélise
le processus d’optimisation des ressources du Physarum. Ensuite, nous adaptons
un algorithme dérivé du modèle pour résoudre le problème de déploiement de ré-
seaux de capteurs. Enfin, nous étudions des combinaisons des paramètres de l’al-
gorithme et leurs conséqueces sur les topologies de réseaux résultantes avec des
liens redondants. Ainsi, nous obtenons des réseaux capables d’être tolérants aux
fautes et de survivre aux pannes des liens.
Le chapitre 4 est notre méthode opportuniste de collecte de données avec les
vols commerciaux qui survolent les zones d’intérêt. Après avoir évalué le temps de
contact avion/capteur, nous dressons une cartographie du débit de collecte en tous
lieux de la zone et nous en déduisons le volume de données qui peut être collecté
par les avions.
Enfin, dans le chapitre 5, nous avons utilisé conjointement les solutions déve-
loppées dans les chapitres 3 et 4 pour permettre à la fois le déploiement du réseau
et la collecte des données des capteurs isolés. Nous étudions dans ce chapitre, le dé-
lai de collecte engendré par l’utilisation des puits mobiles et des relais. Les sources
qui ne sont pas sous la trajectoire des avions envoient leur données à des stations
relais qui communiquent avec les avions. Pour calculer le plus court chemin vers
ces stations relais, nous avons proposé un autre algorithme dérivé du modèle de
Physarum.
Enfin, nous terminons le mémoire par une conclusion générale.
1.4 Publications
Les travaux effectués au cours de notre thèse ont donné lieu à diverses formes
de communications scientifiques. On y distingue des conférences nationales et in-
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ternationales.
1.4.1 Conférences internationales avec comité de lecture
Djibrilla Incha Adamou, Alexandre Mouradian and Véronique Vèque, A Bio-
Inspired Deployment Method for Data Collection Networks in Wide White Areas,
IEEE International Symposium on Personal, Indoor and Mobile Radio Communi-
cations (PIMRC), Bologna 2018.
Djibrilla Incha Adamou and Alexandre Mouradian and Véronique Vèque, Dé-
ploiement de réseau de collecte de données dans les zones blanches étendues,
CoRes/Algotel, Narbonne 2019.
Djibrilla Incha Adamou and Alexandre Mouradian and Véronique Vèque, To-
wards the Use of Commercial Flights for Data Collection in Wide White Area Net-
works, IEEE International Conference on Wireless and Mobile Computing, Net-
working and Communications (WiMob), Barcelona 2019.
1.4.2 Communications nationales
Djibrilla Incha Adamou and AlexandreMouradian and Véronique Vèque, Com-
mercial Flights as Opportunistic Mobile Sinks for Data Collection in Wide White
Area Networks, Journées thématiques GDR RSD ResCom Low-Power Wide Area
Networks (LPWAN), Lyon 2019
Djibrilla Incha Adamou and Alexandre Mouradian and Véronique Vèque, Mé-
thodes de déploiement de réseau de Collecte de données dans les zones blanches
étendues, Journées non-thématiques RESCOM, Toulouse 2018.
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2.1 Introduction
Dans ce chapitre, nous définissons le contexte technique dans lequel se posi-
tionne ce travail de thèse. D’abord, il présente les zones blanches étendues, puis
il donne un aperçu des applications couramment rencontrées ou développées dans
ce type de zone. Ensuite, nous élaborons une classification des réseaux sans fil qui
peuvent être déployés dans les zones blanches étendues. Enfin, nous dressons un
état de l’art sur les enjeux de déploiement de réseaux et de collecte de données
dans les zones blanches étendues.
2.2 Les applications dans les zones blanches étendues
2.2.1 Les zones blanches étendues
Le concept des zones blanches est apparu dans les années 90 avec l’avènement
de la téléphonie mobile. L’Autorité de Régulation des Communications Électro-
niques et des Postes (ARCEP) [Arc19], en France, définit une zone blanche comme
étant une zone du territoire qui n’est pas desservie par un réseau donné, particu-
lièrement un réseau de téléphonie mobile ou un accès Internet.
Il s’agit des zones rurales les moins peuplées [Zon19]. Les zones blanches ont
une géographie qui rend difficile la couverture pour les opérateurs, par exemple,
en France, en 2015 sur les 2624 communes en zones blanches, 848 se trouvent en
montagne. Cependant, ces dernières années, le concept de zones blanches a évolué
avec d’autres définitions. Ce sont les zones grises et les zones d’ombre. Pour les
premières, elles désignent des zones desservies par un ou deux opérateurs et les
secondes désignent, quant à elles, les zones où le réseau est accessible mais dont
la qualité de service est insuffisante [Bg19].
De nos jours, le concept de zones blanches va au delà de l’absence seulement
du réseau de téléphonie mobile. Le besoin d’applications autres que la voix ou le
SMS (Small Message Service) d’une part, et d’autre part, l’avènement de l’Internet
des objets ont permis d’élargir le concept des zones blanches. Les Zones Blanches
Étendues (ZBE) sont des vastes étendues de plusieurs milliers de kilomètres car-
rés dépourvues, quasi-totalement, de toute infrastructure telles que des routes,
des réseaux de distribution d’énergie, des réseaux de télécommunications, etc. Des
exemples de ZBE sont les déserts, les forêts ou les mers.
Même si la population dans les zones blanches étendues est très peu dense, on y
trouve diverses activités économiques et stratégiques telles que les mines d’exploi-
tation des ressources naturelles, les réseaux de transport (autoroutes, pipelines,
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énergies), les installations de protection de l’environnement, la surveillance du ter-
ritoire, etc. Toutes ces activités ont en commun un besoin de collecte et d’analyse
des données. Il faut donc déployer une infrastructure réseau dans ces zones pour
collecter les données générées par ces différentes activités.
Les recherches dans différents domaines scientifiques tels que la physique,
la micro-électronique, l’automatique, la science des matériaux, qui ont conduit à
la création des micro-systèmes électromécaniques appelés MEMS (Micro-electro-
Mechanical Systems) d’une part, et d’autre part, les avancées dans la technolo-
gie radio fréquence et le traitement des signaux ont rendu possible l’élaboration
de capteurs. Ces capteurs sont capables de mesurer, de traiter et de communi-
quer sans fil [ALM05]. Malgré leurs ressources limitées en énergie, en mémoire,
en calcul, ils peuvent former un réseau et coopérer dans divers modèles et archi-
tectures [Fah16]. Ces réseaux connus sous le nom de Réseaux de Capteurs sans
Fil (RCsF) peuvent être homogènes, hétérogènes [ML02], multi-applicatifs et dé-
ployés dans la quasi-totalité des types d’environnement. Ils sont le meilleur can-
didat pour apporter une solution d’infrastructure réseau pour les zones blanches
étendues [Pan+12 ; Kuo+18 ; TT06].
Ces dernières années, Les chercheurs en réseaux se sont focalisés sur les ré-
seaux de capteurs sans fil (RCsF) en vue d’améliorer les fonctions de communi-
cation telles que le routage [CHC07], le codage [MP09 ; Hou+08], la correction
d’erreur [VA09] ou encore le déploiement qui assure une bonne connectivité et
couverture [Mis+08 ; MM10 ; GZD11 ; AMV18]. Depuis lors, de nombreuses appli-
cations, dont beaucoup sont exploitées dans les zones blanches étendues, ont été
développées.
Dans le paragraphe suivant, nous verrons les différentes applications couram-
ment développées et exploitées dans les zones blanches étendues.
2.2.2 Les applications
Les applications dans les ZBE sont diverses. Elles se distinguent par les pro-
blèmes auxquels elles apportent des solutions. Elles peuvent être classés en fonc-
tion des domaines d’activité et du type de trafic qu’elles génèrent.
2.2.2.1 Classification par domaine d’activités
Les applications des réseaux de capteurs sans fil sont utilisées dans presque
tous les domaines d’activités, mais on les utilise surtout dans des domaines aussi
stratégiques que :
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Militaire
Dans les opérations militaires telles que le renseignement, la surveillance et la
reconnaissance constituent les principales sources d’informations pour les armées
modernes. Les manoeuvres des soldats dans des régions isolées et hostiles aussi
vastes que les ZBE sont difficiles et périlleuses. Lorsque des supports de logistiques
tels que les avions ou les satellites ne peuvent être utilisés, les réseaux de capteurs
sans fil sont une solution possible [AFS17]. Ils sont utilisés pour collecter des sons,
des images, détecter des mouvements, des agents contagieux, etc. Par exemple,
des algorithmes de fusion de données dans les RCsF ont été utilisés [Led+05] pour
détecter et localiser avec précision des tireurs d’élite qui sont camouflés dans des
environnements complexes. Dans ce type d’application, les capteurs détectent et
étudient le profil acoustique des détonations des armes. Ce profil, comme sur la
figure 2.1, est une onde de choc supersonique dont les caractéristiques physiques
changent dans le temps et que les capteurs sont capables de mesurer afin de faire
une estimation de l’origine du tir.
Figure 2.1 – RCsF pour localiser des tireurs en étudiant l’onde de choc [Led+05].
Les applications de RCsF dans le domaine militaire requièrent des protocoles
de communication qui permettent aux capteurs d’économiser leur énergie, de sau-
vegarder l’intégrité des données [Lee+09] et des moyens de déploiement et de col-
lecte efficaces sont nécessaires dans des zones hostiles où il est impossible de placer
des stations de base [Jon+08] dans certains endroits, ou de remplacer des capteurs
en fin de vie. Même si de nombreuses applications militaires basées sur les RCsF
ont été proposées [Akm+18 ; AFS17 ; Paw16], de nombreux problèmes restent à
résoudre. En effet, dans les zones de combats, déployer et sécuriser les capteurs et
les stations de base reste un problème réel.
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Industrie
De nombreuses organisations telles que ISA (International Society of Automation),
HART (Highway Addressable Remote Transducer Protocol Communication Fun-
dation) et Zigbee, ont activement promu l’utilisation des RCsF dans l’industrie,
en proposant des standards qui sont adaptés au domaine. La plupart des RCsF se
basent sur les standards IEEE 802.15 [Bal14]. Dans le milieu industriel, l’ingénie-
rie des applications basées sur les RCsF est confrontée à des problèmes tels que
les interférences électromagnétiques aléatoires, l’affaiblissement des signaux, les
multi-chemins ou à l’existence d’autres équipements radio-électriques.
De nos jours, il existe de nombreux aspects de l’industrie qui nécessitent une ap-
plication d’automatisation ou de collecte de données à des fins d’analyse et de
maintenance préventive. Par exemple, le contrôle de l’usure des pompes indus-
trielle doit être suivi de façon instantanée [AMT05], le niveau de vibration et de
bruit doit être contrôlé pour la protection des équipements de production et des
machinistes [DCL06]. Ce type de données doit être acheminé vers le centre de
décision dans des brefs délais. Cependant, le développement de ces applications
industrielles requiert des infrastructures réseaux qui consomment moins d’éner-
gie et qui sont tolérantes aux fautes, car les sites industriels tels que les usines de
production et les réseaux de transport de gaz, de pétrole, etc, sont situés dans des
régions de type ZBE.
Environnement
L’environnement est l’ensemble des éléments qui entourent un individu ou une
espèce et dont certains contribuent directement à subvenir à ses besoins. C’est
aussi l’atmosphère, le climat dans lequel se trouve un individu [Lar]. D’après
cette définition, les applications liées à l’environnement comprennent l’agricul-
ture, l’élevage, la climatologie, la sismologie, la surveillance de la faune [Fah16].
Les défis de la crise climatique d’une part et de l’action de l’homme sur l’environ-
nement d’autre part ont conduit à développer diverses applications pour la sauve-
garde de notre environnement. Ce sont par exemples la reconstruction de l’habi-
tat de certaines espèces [Sze+04 ; Hak+10], l’analyse de l’impact de l’homme sur
son écosystème [ML04], la mesure du micro-climat pour une agriculture de préci-
sion [Lof ; Sun+08], le contrôle des volcans actifs [WA+06], etc. Les figures 2.2 et 2.3
montrent, respectivement, un exemple de surveillance d’un parc animalier et une
installation de mesure du climat de l’écosystème d’une forêt. Les enjeux des ap-
plications pour l’environnement résident d’abord dans la consommation d’énergie
de l’infrastructure réseaux, l’efficacité dans la collecte des données et le déploie-
ment des capteurs aux meilleurs endroits. En effet, dans les milieux couverts de
végétation, le signal est beaucoup affaibli par le feuillage. Un nombre élevé de cap-
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teurs est nécessaire pour couvrir de grande superficie de culture, d’élevage ou de
surveillance de la faune.
Figure 2.2 – Application de surveillance d’un troupeau de bovins [Cor+10].
Figure 2.3 – Mesure du microclimat en milieu forestier [Cor+10].
Multimédia
La technologie CMOS (Complementary Metal-Oxide Semiconductor) a permis de
concevoir des caméras peu onéreuses capables d’être intégrées dans les RCsF. Le
14
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réseau permet de récupérer, de traiter et de stocker du flux multimédia (audio,
vidéo, image) produit par des capteurs spéciaux, en temps réel. Les RCsF qui em-
barquent des caméras sont déployés pour accroître la capacité d’opération des or-
ganismes chargés de l’application de la loi, de surveiller des zones, des événements
publics, des propriétés privées ou des frontières [AMC08]. Les capteurs multimé-
dias peuvent également surveiller le flux des véhicules sur les autoroutes et y ex-
traire des informations globales telles que la vitesse moyenne et le nombre de voi-
tures. Ces informations sont ensuite utilisées pour bien organiser le trafic urbain
par exemple. Les réseaux de capteurs de télé-médecine [HK03] peuvent être inté-
grés aux réseaux multimédias de troisième génération pour fournir des services
de soins de santé universels à distance [AMC08].
2.2.2.2 Classification par type de trafic
Trafic périodique
Dans ce type d’applications, les capteurs génèrent du trafic durant des intervalles
réguliers de temps. Les applications qui se caractérisent par ce type de trafic se
repartissent en deux groupes : celles qui sont sensibles au délai et celles qui sont
tolérantes au délai.
Pour les applications sensibles au délai, les données doivent être reçues dans
un délai de bout-en-bout limité [SC19 ; Dou+12 ; Des18]. C’est l’exemple des appli-
cation de contrôle d’industriel. Les protocoles pour ce type de communication sont
plus gourmands en énergie [Kim+10].
Dans le type de trafic périodique où les applications sont tolérantes au délai, les
capteurs n’ont pas de contrainte temporelle, ils n’utilisent qu’un pourcentage de
leur temps d’activité (duty cycle) pour communiquer [Aln+15], ce qui leur permet
d’économiser de l’énergie.
Trafic aléatoire
Dans ce type de RCsF, les capteurs ne génèrent de l’information qu’à l’avènement
d’un phénomène détecté, comme par exemple une application d’alerte incendie en
milieu forestier. Le trafic aléatoire peut être reparti en deux classes : trafic avec
priorité et trafic sans priorité.
Le trafic aléatoire avec priorité est le type de trafic où les données doivent être
reçues dans toute leur intégralité sans perte de paquet. La fiabilité est l’élément
fondamental dans la conception de protocole pour ce type d’application [Kim+10].
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Classification Contrainte Applications
Périodique
Sensible au délai Contrôle industriel, surveillance
Tolérant au délai Monitoring
Aléatoire
Avec priorité Alerte
Sans priorité donnée de mesure
Multimédia Temps-réel Images et vidéo
Tableau 2.1 – Classification par type de trafic.
Dans les applications qui génèrent du trafic aléatoire de type sans priorité, les
capteurs n’ont pas de contrainte spécifique sur l’intégrité des données. On parle
alors de trafic intermittent non critique.
Trafic multimédia
Le multimédia est un type de trafic qui est de plus en plus demandé dans
les RCsF pour des applications telles que la vidéo surveillance [ZG05], la télé-
médecine [HK03], le monitoring du trafic urbain [Cam+05] ou les activités de l’ar-
mée [AMC07a]. Ce type de service, appelé souvent service temps-réel, requiert une
importante qualité de service QoS (Quality of Service), un moindre délai bout-en-
bout et une demande croissante en bande passante, ce qui augmente la complexité
dans la conception de nouveaux protocoles de communications [Kim+10] et d’éco-
nomie d’énergie.
Ces protocoles doivent surtout permettre d’éviter la congestion dans un réseau
où le débit des capteurs atteint 500 kbits/s pour la vidéo et 64 kbits/s pour la voix,
ce qui est largement supérieur au débit des applications non multimédia qui est
environ de 40 kbits/s. Le taux de couverture des capteurs dans les applications
multimédia doit être élevé pour que tous les évènements dans la zone d’intérêt
soient détectés par les caméras par exemple [AMC07b].
2.2.2.3 Projets réalisés dans les zones blanches étendues
Nous présentons quelques applications et projets des réseaux de capteurs sans
fil qui ont déjà été réalisés dans les zones blanches étendues.
Observation des oiseaux O2
Il s’agit d’une application de RCsF pour étudier l’habitat naturel d’une espace d’oi-
seau rare sur l’île Great Duck [MM02] aux Etats Unis. C’est une espèce menacée
par les humains et donc le RCsF est le meilleur moyen de comprendre leur compor-
tement notamment, la phase de leur reproduction. Les capteurs sont déployés dans
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leur nid et l’espace autour. Ils mesurent des grandeurs physiques telles que l’hu-
midité, la température, la pression et la visibilité. Dans les nids, les capteurs sont
équipés de système infrarouge qui détecte la présence des oiseaux. Grâce à une ar-
chitecture multi-sauts, les capteurs transmettent leurs informations, chaque mi-
nute, à des stations de bases qui sont reliées au serveur d’analyse par des liaisons
satellite.
Zebranet
Le projet Zebranet consiste à utiliser les RCsF dans des zones de plusieurs cen-
taines de kilomètres carrés pour étudier le comportement de certaines animaux en
voie de disparition (lions, zèbres, etc.) [Jua+02]. Les comportements étudiés sont
les migrations, le pâturage et l’interaction avec d’autres espèces. Ce projet est réa-
lisé au Kenya et concerne environ 4000 kilomètres carrés sur une période d’obser-
vation de plus d’un an. Les animaux sont équipés de modules qui comprennent des
capteurs GPS, détecteurs d’intensité de lumière qui donnent de l’indication sur le
moment de la journée, des capteurs de température de leur corps et de la tempéra-
ture ambiante. Toutes les 3 minutes, les capteurs font des mesures et s’échangent
leur information dans une architecture ad-hoc. Un pick-up et un avion embarquent
les stations de base pour collecter les données des capteurs.
Monitoring des glaciers
Dans l’objectif de comprendre le changement climatique, un réseau de capteurs
sans fil a été mis en service, en Norvège, pour étudier les glaciers qui sont mena-
cés de fonte [Mar04]. Les capteurs ont été placés dans des forages effectués dans le
glacier pour mesurer la pression, la température et la dynamique du glacier. Les
capteurs communiquent avec des station de base placées à la surface du glacier.
Les conditions climatiques difficiles font que la maintenance des capteurs est im-
possible, ils alors déployés une fois et ne sont jamais récupérés pour changer leur
batterie par exemple.
Élevage intensif
Dans [But04], un RCsF a été déployé pour le contrôle de bétail dans un parc d’éle-
vage. Dans ce projet, il s’agit de créer une clôture virtuelle que le bétail ne doit
pas dépasser. Des modules de communication sont attachés aux cous des animaux
et ils comprennent des capteurs de mouvement, de position, des haut-parleurs.
Chaque fois que le bétail approche la limite virtuelle de l’enclos, une alarme so-
nore est déclenchée pour dissuader l’animal. Lesmodules communiquent dans une
architecture ad-hoc pour router leurs données jusqu’aux stations de base.
Bathymétrie
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Le projet de Bathymétrie a pour objectif d’étudier l’impact d’un parc éolien sur
l’environnement qui l’entoure [Mar03]. Le parc éolien est situé dans la mer, sur les
côtes anglaises et les capteurs sont déployés à même l’océan. Ils sont mis à l’eau
depuis un bateau dans des endroits sélectionnées et sont attachés à des bouées
qui flottent à la surface de l’océan. Les données mesurées dans ce projet sont la
température, la pression, la conductivité et l’intensité du courant électrique.
Projet Argo
Le projet Argo [Arg19] est l’application d’un réseau de capteurs sans fil pour étu-
dier les espaces marins. Les capteurs observent la température, la salinité et le
profil des vagues à la surface des océans. Les capteurs sont déployés à la surface
des océans depuis des bateaux ou des avions et ils transmettent leurs données au
centre d’analyse à travers des liaisons par satellite. La durée de vie des capteurs
est de 4 à 5 années.
Télé-culture du raisin
Dans ce projet de télé-agriculture, un réseau de capteurs sans fil est utilisé pour le
monitoring d’un champ de raisins [BTB04]. Dans cette application, des capteurs
d’humidité, de température et de lumière sont déployés selon une grille de cellules
espacées de 20 mètres sur toute l’étendue du champs. C’est une architecture de
communication à 2 plans où les capteurs transmettent leurs données à des relais
qui jouent le rôle de routeurs, ces derniers communiquant à leur tour avec le ser-
veur final connecté à Internet par exemple.
Logistique froid
Dans le souci de surveiller les conditions de stockage des marchandises (produits
congelés), une application des réseaux de capteurs sans fil a été mise en ser-
vice pour superviser la logistique utilisée, de la production à la livraison chez le
client [Vis04]. L’application consiste à mesurer la température à l’intérieur des
boîtes que les capteurs transmettent à des points d’accès qui servent de relais.
Secours
Secours est un projet qui vise à apporter un secours aux personnes ensevelies sous
une avalanche de glace. Dans ce projet, des capteurs sans fil sont posés sur les équi-
pements portés par les personnes qui entrent dans les zones à risque telle qu’une
avalanche [Mic03]. Le système comprend des capteurs d’activité cardiaque, res-
piratoire des victimes potentiellement enfouies sous les avalanches. Les données
sont transmises aux secours qui décident de l’ordre d’intervention en fonction de
la gravité de l’état des victimes.
Le module de communication des capteurs utilise la fréquence de 457 kHz dans la
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bande ISM, cette gamme de fréquence a l’avantage de subir moins d’atténuation
due à des obstacles tels que la neige, les arbres, les roches et les métaux [Mic03].
La figure 2.4 montre un test où la présence d’un volontaire, dans une cave sous la
neige, est détectée avec l’aide des capteurs.
Figure 2.4 – Un volontaire venant d’être secouru sous la neige [Cor+10].
Télé-médecine
Le projet développé dans [BKM04] est l’application des RCsF pour la télé-
médecine. Les données vitales des patients sont enregistrées par des capteurs et
transmises à un serveur accessible par les médecins et les agents de santé, qui se
trouvent dans les grands centres hospitaliers urbains, loin des patients. C’est un
système qui permet aux médecins de suivre leurs patients qui se font soigner dans
les dispensaires de l’arrière pays.
Monitoring du réseau électrique
Le projet de monitoring d’infrastructure électrique [KR04] vise à surveiller la
consommation d’énergie électrique de tous les bureaux d’un bâtiment. L’applica-
tion comprend des capteurs, des transmetteurs et une unité de contrôle [KR04].
Les données sont collectées dans une architecture multi-sauts et envoyées à l’unité
de contrôle et de gestion du réseau. L’unité de contrôle joue également le rôle de
passerelle sur Internet pour permettre aux techniciens des réseaux électriques de
suivre l’état des différentes installations et consommations du bâtiment.
Déplacement militaire
Dans ce projet de logistique militaire, des capteurs de positions sont jetés au sol
depuis un avion pour détecter le chemin suivi par un convoi militaire ennemi. Avec
l’aide de puissants algorithmes d’estimation, la direction, la trajectoire des tanks
sont calculées et transmises à un drone qui fait des rondes pour la collecte.
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Champ de mines
Dans ce projet, les mines anti-chars sont équipées de capteurs et de module de
communication [Mer03]. Ainsi, l’intégrité du champ de mines est garanti tant
que toutes les mines communiquent leur état aux contrôleurs. Une mine qui ex-
plose par exemple ou qui subit un sabotage ennemi est détectée lorsqu’elle cesse
d’émettre par exemple, elle est aussitôt remplacée par une autre. Les modules de
communication forment un réseau ad-hoc pour relayer les données.
Les caractéristiques de tous ces projets réalisés sont comparées dans les ta-
bleaux 2.2 et 2.3. Le tableau 2.2 dresse une comparaison de ces projets par rapport
à l’architecture utilisée, la topologie, la couverture et la taille en nombre de nœuds
utilisés par le projet et quant au tableau 2.3, pour les mêmes projets, nous com-
parons la durée de vie des capteurs, le type de déploiement, la mobilité, la source
d’énergie et le type de nœuds compris dans les projets.
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2.3 Classification des réseaux de capteurs sans fil
Un réseau de capteurs sans fil peut être composé de milliers de capteurs pla-
cés, dans une zone d’intérêt, pour détecter et mesurer un phénomène [Aky+02].
Le puits de données peut être dans la zone d’intérêt ou à l’extérieur de celle-ci.
Les données générées par les capteurs sont traitées localement ou envoyées à un
centre distant à l’aide d’Internet comme illustré par la figure 2.5. Dans les zones
blanches étendues, les enjeux majeurs, lors de la conception de ces réseaux, sont
spécialement la topologie, l’auto-configuration, la connectivité, la maintenance ou
la consommation d’énergie. Cependant, l’importance de ces enjeux diffère selon
l’objectif d’efficacité visé, le type fonctionnel du réseau ou même la technologie et
le standard utilisé.
Figure 2.5 – Exemple d’une architecture de RCsF [Crn11].
2.3.1 Objectifs dans la conception des réseaux de capteurs sans fil
La viabilité d’un RCsF est estimée en fonction des critères qui définissent les
performances et les critères communs à tous les groupes fonctionnels [Fah16] sont
la durée de vie du réseau, la latence, la tolérance aux pannes des nœuds ou des
liens, l’évolutivité et le débit.
— Durée de vie du réseau
La durée de vie du réseau est une mesure de l’efficacité énergétique. compte
tenu que les capteurs fonctionnent avec des batteries le plus souvent, les
protocoles de communication doivent permettre une faible consommation en
énergie, afin de maximiser la durée de vie du réseau. Pour certaines appli-
cations, on peut la définir comme étant la durée pendant laquelle la moitié
des capteurs du réseau consomment intégralement leur énergie [Aky+02].
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— La latence
La latence est le temps moyen entre la transmission d’un paquet par une
source et sa réception par la destination. Ce temps inclus le délai dans les
files d’attente des capteurs ou des points de collecte (en cas utilisation des
puits mobiles) et le temps de propagation.
— Intégrité des données
L’intégrité est l’absence d’erreur ou l’exactitude entre la donnée émise et
celle reçue. Dans les RCsF, il y a un compromis à trouver entre la précision,
la latence et l’efficacité énergétique.
— Tolérance aux fautes
Les capteurs peuvent cesser de fonctionner à cause des conditions environ-
nementales difficiles, ou l’insuffisance d’énergie pour transmettre. Le RCsF
doit pouvoir continuer de fonctionner lorsque ce genre d’évènement sur-
vient. Des protocoles de communications proposent de répliquer les liens
de communications.
— Evolutivité
Un RCsF doit être évolutif, c’est-à-dire s’adapter à un ajout de nouveaux
capteurs, à la complexité de la topologie du réseau.
— Le débit
Le débit est unemétrique de performance commune à tous les réseaux. C’est
le nombre de bits d’information par seconde dans une communication. Cer-
taines applications ont besoin de plus de débit que d’autres, par exemple, les
capteurs conçus spécialement pour les applications vidéo peuvent générer
du trafic avec un débit supérieur à 500 kbits/s.
2.3.2 Types fonctionnels des réseaux de capteurs sans fils
On distingue quatre types fonctionnels de RCsF répartis en fonction des ap-
plications pour lesquelles ils ont été conçus [Raw+14]. Ces groupes fonctionnels
sont :
— RCsF terrestres
Des milliers de capteurs sont déployés (à partir d’un avion par exemple)
dans une zone d’intérêt et forment une architecture ad-hoc [Aky+02]. Les
capteurs peuvent embarquer une source d’énergie comme des panneaux so-
laires pour pallier à la difficulté de maintenir ou de changer des batteries
en fin de vie, dans certains environnements. Pour économiser de l’énergie et
accroître la durée de vie du réseau, les techniques de routage multi-sauts,
de l’agrégation et du duty-cycle sont utilisées. Ce type de réseau est utilisé
dans l’étude de l’environnement, l’exploration ou le suivi industriel.
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— RCsF souterrains
Dans ce type de réseau, les capteurs sont placés dans des caves, des
conduits, des égouts ou sous la terre pour effectuer des études géophysiques
par exemple [AS06]. Pour relayer les données aux stations de base, des relais
terrestres sont utilisés [LL07]. Nécessitant des équipements particuliers,
les RCsF souterrains sont plus chers à déployer et souffrent plus de l’affai-
blissement des signaux [Raw+14]. Ces réseaux sont exploités dans l’agri-
culture, les mines souterraines, la sismologie, le suivi des réseaux d’eau
potable.
— RCsF sous-marins
Les RCsF sous-marins consistent à placer les capteurs sous lesmasses d’eau
comme les mers et océans [AS06]. Pour communiquer, les capteurs utilisent
des ondes acoustiques dont l’utilisation introduit certaines contraintes
telles qu’une bande passante très réduite, un long délai de propagation et
des affaiblissements du signal [Hei+06 ; KM15]. Les réseaux sous-marins
sont utilisés dans l’exploration des fonds marins, la détection de pollu-
tion, la prévention des maladies et des agents chimiques, la robotique sous-
marine [Raw+14].
— RCsF mobiles
Les réseaux de capteurs sans fil peuvent être distingués selon la mobilité
des nœuds qui les composent [Raw+14]. Les RCsF comprennent des nœuds
mobiles qui se déplacent pour interagir avec leur environnement [YMG08].
La conception des RCsF mobiles inclut le modèle de déploiement initial, le
modèle de mobilité, les techniques de localisation et de contrôle. Elle a aussi
pour objet de minimiser la consommation d’énergie tout en garantissant le
maintien de la connectivité et une bonne collecte de données.
2.3.3 Les technologies utilisés dans les réseaux de capteurs sans
fil
Les standards de RCsF tentent tous de satisfaire les exigences des différentes
applications telles que le débit, la portée, la sécurité et le niveau de consommation
d’énergie. Un standard de RCsF est un ensemble de réalisation qui définit des
propriétés de communication (fonctions et protocoles) requises. Il existe différents
standards et technologies de RCsF chacun avec ses caractéristiques.
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2.3.3.1 Les technologies à courte portée
IEEE 802.15
La famille IEEE 802.15 est un ensemble de standards qui se focalise sur le type
de réseaux dits personnels WPAN (Wireless Personal Area Networks), et possède
différentes standards qui proposent, souvent seulement les couches physique et
liaison de données.
— WISA
Pour Wireless Interface for Sensor and Actuators, WISA est une technolo-
gie basée sur le IEEE 802.15.1 (connu aussi sous le nom de Bluetooth).
Son faible taux d’erreur de l’ordre de 10−9 en fait un potentiel candidat
pour les applications industrielles qui nécessitent une grande qualité de
service [CMH10].
— WirelessHart
WirelessHart est une technologie open source dont la couche physique est
basée sur le standard 802.15.4, qui travaille à développer le protocole HART
(Highway Addressable Remote Transducer Protocol) [CMH10]. Celui-ci en-
globe, au-delà des couches physique et MAC (Media Access Control), les
couches réseau, transport et application. Il ambitionne de garantir une ro-
bustesse face aux interférences et un délai de bout-en-bout meilleur que
Zigbee et Bluetooth [Son+08]. Ce qui fait de cette technologie une meilleure
candidate pour les applications de mesure et de contrôle industriel.
— ISA 100.11a
Développé en 2009 et basé, tout comme le WISA, sur IEEE 802.15.4, ce
standard est conçu pour les applications qui tolèrent des délais de plus de
400 ms [Isa19 ; Wil08].
— ZigBee et ZigBee PRO
Développés par ZigBee Alliance, ZigBee est destiné aux applications de do-
motique et ZigBee PRO pour les réseaux industriels de contrôle et de télé-
mesure [P.+07]. Leur couche physique, basée aussi sur le standard IEEE
802.15.4, scanne et sélectionne la fréquence qui a le moins d’interférence.
Les couches supérieures (réseau et application) sont spécifiées et de la sé-
curité est introduite dans ce protocole [CMH10].
— 802.15.4e Factory Automation
Ce standard est une amélioration de la couche MAC du standard 802.15.4
pour supporter des applications de réseaux locaux et métropolitains notam-
ment celles qui requièrent de faibles débits [All07]. Il s’inspire des techno-
logies comme WirelessHart et ISA 100.11a et intègre certaines fonctionna-
lités tels que les technique d’accès (slotted access), dédiés ou non, les com-
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munications multi-porteuses et le saut de fréquence [GBA16].
— 6LoWPAN
Le standard 6LoWPAN défini dans la RFC-4944 [Mon19] adapte les com-
munications IPv6 dans les réseaux de type 802.14.4, d’où son acronyme IPv6
over Low power Wireless Personal Area Networks [Raw+14]. Il assure l’inter-
opérabilité entre les nœuds de différents types d’adressage. C’est aussi le
standard choisi par IPSO Alliance (IP for Smart Objects) pour le système
de communication des objets intelligents [DV14].
Les caractéristiques de ces technologies sont comparées dans le tableau 2.4.
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Autres technologies
De nombreuses autres technologies ont fait leur apparition pour concurrencer
celles basées sur 802.15.4 ou pour répondre au besoin croissant de mise à l’échelle,
du débit, de faible consommation d’énergie, de portée, etc. Quelques unes de ces
technologies sont :
— Z-wave
Avec une faible consommation d’énergie, Z-wave est dédiée aux applications
de contrôle d’habitat en milieu urbain. Elle utilise la bande ISM, autour
des 900 MHz et n’est donc pas affectée par les interférences venant d’autres
technologies comme le Wi-Fi et les 802.15.4 [Wav19]. Les débits offerts sont
environ de 40 kbit/s sur des portées de quelques dizaines de mètres [GP10].
— ANT
Conçu pour fonctionner dans la bande ISM de 2,4 GHz, ANT a une efficacité
énergétique supérieure aux technologies 802.15.4 [Raw+14]. Elle supporte
les topologies point-à-point, mesh, étoile et arbre. Elle est utilisée pour les
applications de santé et le débit peut atteindre 1 Mbit/s [Ant19].
— Wavenis
Technologie candidate pour les transmissions longues distance, Wavenis
est développée pour les applications de télémétrie environnementale et de
contrôle industriel. Dans la bande ISM inférieure à 1 GHz, elle offre des
débits qui peuvent atteindre 100 kbit/s [Wav].
— EnOcean
EnOcean est une technologie qui émerge. Elle n’utilise pas de batte-
rie comme les autres technologie et les capteurs utilisent l’énergie de
leur environnement immédiat (en utilisant des panneaux solaires par
exemple) [Oce19]. EnOcean utilise les fréquences autour de 868 MHz et 315
MHz et a une portée de 300 mètres en communication libre [Mat+13].
Nous comparons ces technologies dans le tableau 2.5.
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2.3.3.2 Les technologies à longue distance
Communément appelées LPWAN pour Low Power Wide Area Networks, ces
technologies sont développées pour faciliter l’Internet des Objets (IoT) en offrant
des possibilités de communication à très basse consommation d’énergie et très
longue distance. Parmi ces technologies IoT on distingue celles qui sont basées
sur les réseaux mobiles cellulaires et celles qui ne le sont pas. Les technologies ba-
sées sur les réseaux mobiles telle que la 5G [Akp+17] par exemple, offrent de large
couverture mais ont une consommation excessive d’énergie [Mek+19]. Par contre
les technologies telles que Sigfox, LoRa et NB-IoT sont les leaders de la longue
distance avec une faible consommation d’énergie.
Dans ce paragraphe, nous allons faire une étude comparative des technologies LP-
WAN.
Sigfox
Développée en 2010 à Toulouse, Sigfox [Sig19] développe ses propres solutions IoT
à travers 31 pays. C’est un réseau propriétaire, les stations de base sont équipées
de la technologie SDR (Software-Defined Radio) qui les connecte au réseau par de
connexion de type IP [Lau+17]. Les débits offerts atteignent quelques centaines
de bits/s pour des distances allant jusqu’à 40 km [UPS17].
NB-IoT
NB-IoT (Narrow Band-Internet of Things) est une technologie LPWAN basée sur
la radio bande étroite (narrow band) Un canal radio est dit bande étroite lorsque le
message transmis dans la bande passante ne dépasse pas excessivement la bande
de cohérence du canal. Elle a été développée par le groupe de travail 3GPP (3rd
Generation Partnership Project) en 2016. Le protocole de communication de NB-
IoT est basé sur LTE (Long Term Evolution). Les débit offerts sont de l’ordre de
200 kbits/s dans le sens descendant tandis qu’ils sont de seulement 20 kbits/s dans
le sens ascendant [ALW16].
LoRaWAN
LoRaWAN est le protocole MAC de la technologie LoRa. Elle opère dans la bande
ISM et est réputée être un standard ouvert, pourtant, la couche physique utilise
une modulation à étalement de spectre qui est propriétaire au consortium LoRa
Alliance [Sor+15]. Les débits théoriques sont compris de 300 bits/s à 50 kbits/s et
les distances en visibilité directe atteignent les 30 km [Sor+15 ; Bor+16].
Dash7
Cette technologie open source, à très faible consommation d’énergie et longue dis-
tance est basée sur le standard ISO 18000-7, dans la bande des 433 MHzs [Das19].
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Les caractéristiques essentielles de Dash7 sont la durée de vie de sa batterie (des
années), des portées sur 10 km environ, une faible latence, l’intégration de la mo-
bilité et un débit allant jusqu’à 200 kbit/s [Wey+13].
Les détails techniques de ces technologies sont présentés dans le tableau 2.6.
Sigfox LoRaWAN NB-IoT
Modulation BPSK CSS QPSK
Fréquences 868 MHz Europe 868 MHz Eu Bande de
915 MHz MHz USA 915 MHz USA fréquence
433 MHz Asie 433 MHz Asie pour LTE
Bande Passante 100 Hz 125 et 250 kHz 200 kHz
Débit Max 100 bits/s 50 kbits/s 200 kbits/s
Bi-directionelle Limité Oui Oui
Half-duplex Half-duplex Half-duplex
Max message/jour 140 (UL), 4 (DL) Non limité Non limité
Charge utile 12/8 (UL/DL) octets 243 octets 1600 octets
Distance 10 km (urbain) 5 km (urbain) 1 km (urbain)
40 km (rural) 30 km (rural) 10 km (rural)
Immunité aux Très élevée Très élevée faible
interférences
Authentification × AES 128b codage LTE
Débit adaptatif 12/8 (UL/DL) octets 243 octets 1600 octets
Débit adaptatif × ×
Localisation (RSSI) (TDOA) ×
Compatible × ×
réseau tiers
Standard Sigfox & ETSI LoRa Alliance 3GPP
Tableau 2.6 – Comparaison des différentes technologies LPWAN
2.4 Déploiement efficace des réseaux
Les réseaux de capteurs sans fil dans les zones blanches étendues sont consti-
tués par un grand nombre de capteurs placés dans la zone d’intérêt. La manière
dont les capteurs sont positionnés est très déterminante pour assurer une bonne
couverture [WY06 ; Sak+15], une connectivité [Yun+10] du réseau et une longue
durée de vie des batteries [WXA08]. Nous classons les techniques de déploiement
des réseaux de capteurs sans fil selon trois caractéristiques que sont la méthodo-
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logie de déploiement, les objectifs à atteindre et le rôle du nœud dans le réseau
telles que présentées par la figure 2.6. Le rôle d’un nœud peut être un capteur, un
relais, une station de base, un puits ou une combinaison de rôles.
Figure 2.6 – Classification des méthodes de déploiement.
2.4.1 Méthodologie de déploiement
Les méthodes de déploiement aléatoires sont les plus utilisées dans les zones
blanches étendues car elles sont très vastes et surtout pour les applications qui
ne nécessitent pas une couverture totale de la zone d’intérêt [SMA14]. Il n’est
pratiquement pas possible de placer les capteurs manuellement pour couvrir des
milliers de kilomètres carrés, les capteurs sont alors jetés depuis des avions par
exemple [Kho+14]. Par contre les méthodes déterministes permettent d’avoir une
bonne couverture et une connectivité de tous les capteurs dans le réseau [Reb+15],
pour des zones moins vastes [Bai+06].
2.4.1.1 Méthodes déterministes
Ce type de déploiement est le plus souvent utilisé dans les applications à l’in-
térieur des bâtiments [Che+06 ; Liu+07]. Il est aussi utilisé à l’extérieur où les
zones d’intérêt ne sont pas très vastes et où un grand taux de couverture est néces-
saire [Yun+10]. Pour les déploiements déterministes à l’extérieur, la zone d’intérêt
est découpée suivant unmotif régulier (grille, triangulation, hexagonal) [Wan+15].
La figure 2.7 illustre un exemple de pavage régulier d’une zone où un capteur
est placé au centre de chaque cellule. Le pavage peut aussi se faire suivant des
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motifs irréguliers de polygone, comme avec un diagramme de Voronoï [Wan+15]
illustré à la figure 2.8. Ces méthodes sont simples et faciles mais elles nécessitent
un grand nombre de capteurs pour couvrir entièrement des zones blanches, ce
qui n’est pas économiquement rentable. La forme optimale de pavage en 2-D a
une solution, par contre en 3-D la recherche de la solution optimale devient NP-
difficile [DG12].
Figure 2.7 – Pavage sous forme de grille d’une zone.
Figure 2.8 – Pavage sous forme du diagramme de Voronoï
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2.4.1.2 Méthodes aléatoires
Souvent, c’est la seule possibilité de déploiement, lorsqu’il s’agit de zones
blanches étendues par exemple, ou lorsqu’un RCsF doit être déployé dans une zone
des catastrophes [SMA14]. La figure 2.9 montre un exemple de déploiement aléa-
toire où les capteurs (représentés par des cercles) sont uniformément placés dans
une zone d’intérêt. Dans [IA04a], plusieurs fonctions de distribution ont été étu-
diées. Ces distributions sont ensuite classées selon le besoin des applications :
grande couverture ou tolérance aux fautes et il est démontré qu’il y a une forme
de distribution pour chaque type d’application [SMA14]. Une analyse des perfor-
mances de diverses fonctions de densité de probabilité est faite dans [SMA12].
Par ailleurs, il existe aussi des méthodes de déploiement aléatoire qui ne
suivent aucune distribution particulière, ce type de déploiement est fait à l’aide
des méthodes heuristiques [PVM10 ; Mis+08]. Ces méthodes de déploiement
prennent en compte des contraintes telles que l’efficacité énergétique. Par exemple,
dans [PVM10], les capteurs sont placés dans des positions où non seulement la
connectivité du réseau est assurée mais aussi les capteurs dépensent très peu
d’énergie pour communiquer car les distances entre les voisins sont réduites.
Figure 2.9 – Exemple de déploiement aléatoire
2.4.2 Objectif d’optimisation
L’idéal dans le déploiement des RCsF est que le réseau déployé puisse répondre
à toutes les contraintes de conception qui assurent une longue vie au réseau. Ce-
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pendant, dans la littérature, le plus souvent les méthodes de déploiement se foca-
lisent plus sur des critères particuliers tels que la connectivité, la basse consomma-
tion ou la couverture [SMA14 ; IA04b ; Ali+16]. Dans ce paragraphe, nous étudions
les méthodes de déploiement selon le critère sur lequel elles se focalisent le plus.
2.4.2.1 Couverture de la zone d’intérêt
Assurer une bonne couverture de la zone est un critère de performance dans
le déploiement, dans de nombreuses méthodes [HT03 ; Yun+10 ; WY06 ; WXA08 ;
KLB04]. Dans [HT03], l’auteur propose de répartir la zone d’intérêt en disques
dont le rayon correspond à la portée des capteurs. D’autres travaux ont aussi pro-
posé des formes plus régulières telles que la grille de motif rectangulaire [Cha+02 ;
AT+10] ou triangulaire [PMA06]. Dans le travail présenté dans [Yun+10], un élé-
ment de polygone universel qui assure que chaque région de la zone peut être
couverte par 6 capteurs, est étudié.
2.4.2.2 La connectivité dans le réseau
La connectivité est un élément sensible dans les RCsF, une déconnexion
peut survenir en isolant certains nœuds du réseau : ce qui met fin la mission
pour laquelle la réseau est déployé [SMA14]. Le k-connectivité est aussi étudié
dans [Yun+10] et [Bre+05]. Il indique qu’il y a k chemins distincts entre chaque
paire de nœuds.
2.4.2.3 La durée de vie du réseau
Il est démontré dans [WXA08] que la durée de vie du réseau dépend de la mé-
thode de déploiement utilisée. Avec un réseau comprenant une grande densité de
nœuds [CCZ05], la durée de vie peut être étendue en mettant une partie des cap-
teurs en mode sommeil lorsqu’ils n’ont pas de données à transmettre.
2.4.2.4 L’intégrité des données
Assurer l’intégrité des données collectées dans les RCsF est un important ob-
jectif des méthode de déploiement. La fusion des données peut garantir cette in-
tégrité. Dans [ZW04], l’auteur résout le problème de placement des capteurs de
point de vu fusion de données. Il a démontré que la distorsion d’estimation des
données est liée à l’endroit où le capteur est situé lors de la mesure [GCBL04], par
exemple les valeurs de l’échantillonnage de la courbe de température dépendent
de la position du capteur [BBR17].
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2.4.3 Méthodes basées sur le rôle du nœud dans le réseau
Les positions des nœuds n’affectent pas seulement la couverture mais elles ont
aussi une influence sur la topologie du réseau. En effet, le réseau est déployé en
respectant des architectures qui permettent d’améliorer certaines performances
tel que le délai de livraison [MRX08 ; MM10].
2.4.3.1 Déploiement de nœuds relais
Le déploiement des nœuds relais dans les RCsF est un élément important pour
atteindre une efficacité de couverture et connectivité dans la topologie d’un ré-
seau [MRX08]. Les relais permettent d’avoir des communications multi-chemins,
ce qui diminue le risque de congestion, réduit les délais dans les files d’attente et
augmente l’efficacité énergétique [DB17]. Les relais sont placés pour rétablir une
connexion [RDV15]. Dans certaines topologies, tous les nœuds peuvent à la fois
jouer le rôle de capteurs et de relais, par contre dans d’autres architectures les re-
lais ne font que retransmettre les données reçues d’autres capteurs. On parle d’ar-
chitecture Two-Tiered. Les relais agrègent les données des capteurs et les trans-
mettent à la station de base ou au puits. c’est le principe de AFN (Aggregation-and-
Forwarding) comme l’illustre la figure 2.10 [HSS05]. Le problème de minimisation
du nombre de relais ainsi que leur positionnement est un problème complexe et
NP-difficile [Suo06]. Cependant, il existe des algorithmes d’approximation qui cal-
culent des solutions proches de l’optimale [MMH11 ; Bag+08 ; Zhu+13].
Figure 2.10 – Architecture hiérarchique d’un RCsF avec relais [HSS05].
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2.4.3.2 Déploiement en cluster
Un cluster est un groupe de capteurs formé sans le but d’organiser la communi-
cation dans le réseau. Pour communiquer avec un nœud qui se trouve à l’extérieur
du cluster, les capteurs passent par un nœud du cluster comme passerelle, il est
désigner par cluster-head. Ce type d’organisation permet d’économiser l’énergie
des capteurs ou d’éviter la congestion des liens [MK16].
La méthode du clustering est très utilisée car elle facilite les mécanismes de rou-
tage et l’évolutivité du réseau [YHE02]. Pour chaque cluster, un cluster-head est
sélectionné [AY07] pour faire de l’agrégation de données avant de les transmettre
au puits. Le plus souvent, les stations de base ont le rôle de cluster-head si l’ar-
chitecture du réseau le permet [BMR04]. Il existe de nombreuses méthodes pour
la formation des cluster [CW09] par exemple si un puits mobile est utilisé pour
la collecte, les cluster-heads sont les nœuds qui se trouvent sur la trajectoire du
puits [GZD11].
Figure 2.11 – Scénario d’utilisation d’un puits mobile.
2.5 Méthodes de collecte de données avec des puitsmo-
biles
Lorsque l’accessibilité à la zone d’intérêt à cause d’un puit contagieux qui em-
pêche de déployer des stations de base, des puits mobiles sont utilisés pour la col-
lecte des données. En effet, lors de la conception des réseaux de collecte de données
avec des puitsmobiles, différentes phases sont sont prises en compte. La figure 2.11
illustre un scénario d’utilisation d’un puits mobile pour la collecte de données. Le
puits mobile entre en communication avec un capteur lorsqu’il est dans sa portée.
La collecte de données se fait uniquement durant le temps de contact qui est
l’intervalle de temps entre le début et la fin de contact entre le puits et le capteur.
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Nous définissons la découverte comme la méthode qui permet au capteur de dé-
tecter la présence du puits dans sa portée. Les capteurs hors de portée du puits
peuvent à travers unmécanisme de routage transmettre leur données à des relais
qui sont sur la trajectoire du puits mobile.
Nous classons les méthodes de collecte de données avec des puits mobiles selon la
taxonomie illustrée par la figure 2.12.
Figure 2.12 – Taxonomie des méthodes de collecte de données avec puits mobiles.
2.5.1 Découverte des nœuds
La découverte des nœuds est la phase au cours de laquelle les capteurs dé-
tectent la présence d’un puits mobile dans leur portée. Cette phase est très im-
portante pour la collecte de données dans les zones où le collecteur passe de façon
irrégulière. Il existe différentes approches basées sur la mobilité du puits.
2.5.1.1 Méthodes indépendantes de la forme de mobilité
Les méthodes de déploiement qui ne dépendent pas de la forme de mobilité du
puits sont réparties en trois groupes qui sont les techniques basées sur le rendez-
vous, sur la demande et les techniques asynchrones.
Sur rendez-vous
Les capteurs et le puits mobile sont synchronisés à des intervalles réguliers où
la collecte doit être faite. Cette technique est utilisée par exemple dans [CSA03]
où le puits est placé dans un transport public. Dans [ZW04], la synchronisation
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est basée sur les positions GPS des capteurs et le protocole utilisé dans ce travail
utilise le réveil radio pourmettre en activité les capteurs lorsque le puits est proche
du lieu de rendez-vous.
Sur demande
Dans ces méthodes, le puits indique sa présence aux capteurs [C.+02] qui sont
continuellement en mode veille pour économiser leur énergie [J.+08]. Après la
notification de sa présence, le puits demande aux capteurs de lui envoyer leurs
données.
Asynchrone
Avec cette technique, les puits sont continuellement à l’écoute et les capteurs
transmettent leur données lorsqu’ils sont en mode réveil. Le restant du temps ils
dorment [GMM08 ; GMM09]. Cette technique permet de prolonger certes la du-
rée de vie des capteurs mais elle présente aussi le risque de ne pas collecter les
données lorsque les capteurs ne sont pas actif [S.+03b] lors du passage du puits.
2.5.1.2 Méthodes basées sur la prédiction
Dans cette approche, les capteurs apprennent l’arrivée des puits mobiles en se
basant sur la forme de leur mobilité. Dans [HME05], trois phases sont définies
pour faciliter l’apprentissage aux capteurs : une phase où les capteurs dorment,
aucune activité n’est enregistrée. Une phase de recherche au cours de laquelle les
capteurs cherchent la présence d’un puits et enfin une phase de collecte lorsque la
présence du puits est détectée. La phase de recherche correspond à un processus
de prédiction et d’estimation de l’arrivée du puits [GZD11 ; SS07].
2.5.2 La Collecte des données
Après la détection d’un puits mobile dans sa portée, la phase de collecte peut
commencer. Un capteur transmet alors entièrement ou en partie ses données au
puits. La forme de mobilité et le débit de transmission ont un impact sur le volume
de données collectées [A.+04 ; G.+07]. Il est démontré que le taux de perte décroît
à mesure que le puits approche la position du capteur [G.+07].
2.5.3 Méthodes de routage dans les réseaux de collecte
Dans les réseaux de capteurs sans fil, les capteurs sont déployés en nombre
élevé pour couvrir entièrement le phénomène à étudier. Compte tenu de l’éten-
due de la zone d’intérêt et de la limite de la portée des capteurs, des protocoles
de routage basés sur le multi-sauts sont nécessaires pour acheminer le trafic des
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capteurs à la destination finale. Dans le réseau, le routage est une opération qui
consiste à trouver une route (souvent la meilleure possible) entre une source et
une destination [Aky+02].
Pour la conception des protocoles de routage pour les RCsF, des principes tels que
l’efficacité énergétique et l’intégrité des données doivent être considérer pour la
collecte de données dans les ZBE. Les techniques de routage, le plus souvent ren-
contrées dans les réseaux de collecte de données peuvent être regroupés en deux
catégories qui sont le routage plat et le routage hiérarchique [AY07].
2.5.3.1 Les principes du routage
Efficacité énergétique
Le routage basé sur l’efficacité énergétique consiste à prendre en compte l’état
de l’énergie disponible dans les batteries des capteurs ou l’énergie nécessaire qui
serait dépensée suivant les différentes routes [Aky+02]. Il existe différentes ap-
proches basées sur le principe de l’efficacité énergétique comme par exemple la
recherche de la route qui a l’énergie maximale [Sal+01]. Pour chaque route on
calcule la somme des énergies de tous les nœuds qui la composent et on choisit la
route qui a la plus grande énergie.
Par contre, pour le principe d’énergie minimale [SWR98], la route qui est
choisie est celle suivant la quelle on dépense le moins d’énergie pour transmettre
un paquet entre la source et la destination. Enfin, une autre technique consiste
à déterminer la route qui a le minimum de sauts entre la source et la destina-
tion [CHC07].
Agrégation de données
Dans ce principe de routage, le RCsF est vu comme un arbre inversé [Aky+02],
c’est-à-dire les données des capteurs sont agrégées dans plusieurs nœuds inter-
médiaires avant d’atteindre le puits final [HKB99]. La technique d’agrégation de
données permet de résoudre le problème d’implosion et de congestion dans le ré-
seau [Aky+02].
2.5.3.2 Routage plat
Le routage plat est une technique de routage dans laquelle tous les nœuds ont
le même degré d’importance. Le réseau n’est pas hiérarchisé et une route est défi-
nie uniquement par les sauts intermédiaires [Kan+09] qui la composent.
De nombreux protocoles de routage basés sur OLSR (Optimized Link State Rou-
ting Protocole) sont proposés dans la littérature [C.+03]. OLSR est un protocole de
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routage basé sur l’état des liens. Dans ce protocole, des nœuds sont choisis pour
relayer des messages d’information et de contrôle [Cla+04].
Un exemple de ces protocoles est celui proposé dans [KG09]. IL est basé sur la
qualité des liaisons afin de trouver le meilleur chemin qui conduit au puits. L’état
des liens est diffusé dans le réseau suivant trois étapes [C.+03]. Dans la phase 1, le
puits notifie sa présence et demande aux capteurs d’envoyer leurs données. Dans
la phase 2, chaque capteur établit la liste de son voisinage qui permet de calculer
tous les chemins possibles entre les capteurs et le puits. Enfin, dans la phase 3,
les capteurs choisissent le meilleur chemin [A.+04 ; ATD03].
Dans [KM04], le protocole de routage proposé est basé sur l’efficacité énergétique
c’est-à-dire la dépense minimale d’énergie.
2.5.3.3 Routage hiérarchique
Avec le routage hiérarchique, les nœuds sont regroupés en clusters au sein des-
quels les cluster-heads jouent le rôle de sous-puits. Chaque cluster-head collecte
les données du groupe de capteurs membres du cluster [H.+05]. Par exemple dans
[GZD11], tous les cluster-heads sont situés sur la trajectoire du puits mobile. Les
autres nœuds qui sont juste des membres de cluster calculent le plus court che-
mins (en terme de d’énergie dépensée) pour atteindre leur cluster-head. Ce type
de routage fait face à plusieurs contraintes telle que la recherche du plus court
chemin vers les cluster-head.
2.5.4 Le contrôle de la mobilité
La mobilité du puits pose un problème pour la collecte de données. En effet, la
mobilité peut limiter le volume de données collectées et ainsi réduire l’efficacité de
la méthode de collecte. Par exemple, dans [IAS06], l’auteur évalue l’influence du
modèle de mobilité (aléatoire ou déterministe). Les éléments à prendre en compte
dans la conception du modèle de mobilité sont essentiellement le type de la trajec-
toire et la vitesse du puits qui permet de définir un compromis entre le temps de
contact et le délai de collecte.
La trajectoire du puits mobile est le chemin que celui-ci suit dans la zone d’in-
térêt pour collecter les données de tous les capteurs. Au cours d’une mission de
collecte, la trajectoire d’un puits peut être statique (connue d’avance et ne change
pas) ou dynamique (adaptable en fonction des contraintes d’énergie par exemple).
Le contrôle de trajectoire peut être utilisé aussi bien dans les réseaux à sources
éparses que dans les réseaux denses.
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2.5.4.1 Contrôle des trajectoires fixes
Une trajectoire est fixe lorsqu’elle ne change pas au cours de la mission de
collecte. Elle peut être de différentes formes. Par exemple, dans certains tra-
vaux [JJ05], la trajectoire que suit le puits mobile, dans un réseau très dense, est
circulaire et est la même durant toute la collecte. Les différents capteurs, à travers
un protocole de routage, cherchent le plus court chemin pour communiquer avec le
puits mobile. Dans [S.+03a], ce sont des points de rendez-vous qui sont déterminés
durant les missions de collecte. La trajectoire du puits n’a pas de forme particu-
lière. Il peut s’agir d’un véhicule qui doit se déplacer d’un point de rendez-vous à
un autre en se frayant un chemin à travers un champs de culture par exemple.
Les méthodes de calcule de ces trajectoires dépendent de plusieurs paramètres
tels que l’étendue de la zone d’intérêt, les obstacles physiques, le type d’applica-
tion [MY06]. Des algorithmes de calcul de trajectoires sont étudiés dans [Y.+05 ;
SRS04 ; GZD11].
Le travail dans [JS08] propose une méthode de calcule de trajectoire, suivant
laquelle les capteurs communiquent avec le puits mobile en un saut, c’est-à-dire,
des points de collecte sont choisis dans la zone d’intérêt de telle sorte que les cap-
teurs ont au moins un point de collecte dans leur voisinage direct. Cette méthode
augmente le délai de collecte par exemple lorsqu’il s’agit d’un grand réseau et
le puits mobile doit embarquer beaucoup d’énergie pour pouvoir visiter tous les
points. Pour résoudre ce problème, la même idée est reprise dans [JS10] en limi-
tant le nombre de points de collecte et en augmentant le nombre de sauts entre les
capteurs et les points de collecte.
2.5.4.2 Trajectoires dynamiques
La trajectoire d’un puits mobile peut être dynamique. Par exemple, dans l’ap-
proche de découverte à la demande [WME04], dans ce travail, il s’agit de la concep-
tion d’un réseau tolérant au délai dans lequel le puits mobile commence à suivre
une trajectoire par défaut. Périodiquement, il informe l’ensemble des capteurs de
sa position et lorsqu’un capteur a des données à transmettre, il envoie un avis de
visite au puits mobile. Celui-ci vient le visiter pour collecter ses données et une
fois qu’il finit de collecter les données, il retourne sur sa trajectoire par défaut.
Une approche similaire est reprise dans [CYCY07]. Dans ce travail, il n’y a pas
de trajectoire par défaut, le puits est dans un état initial stationnaire et demeure
à l’écoute de la station de base. Lorsqu’un capteur a des données à transmettre, il
émet un avis à la station de base. La station de base informe à son tour le puits
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mobile. Enfin, il cherche une route pour visiter le capteur et collecter ses données,
puis il retourne à la base.
2.5.4.3 Impact de la vitesse du puits mobile sur la méthode de collecte
Dans les techniques de collecte de données avec des puits mobiles, un tour
est effectué lorsque le puits visite les points de collecte désignés dans le réseau.
La vitesse du mobile est un élément important dans l’évaluation de la latence
engendrée dans la collecte. Un compromis doit être trouvé car une grande vitesse
entraîne certes une courte latence mais une partie des données risque de ne pas
être collectée [KGH13].
Inversement, de petites valeurs de vitesse, notamment lorsqu’il s’agit de puits
mobiles terrestre [MY07], est la cause principale de longs délais de collecte. Pour
des applications qui sont sensibles aux délais, des algorithmes sont étudiés pour
adapter la vitesse du puits mobile [A.+04]. Ces méthodes visent à limiter le délai
en dessous d’une valeur seuil. Une approche similaire, de limitation de délai, est
étudiée dans [Som+06], pour des réseaux de collecte multi-sauts. Les capteurs sont
organisés en clusters, et le puits mobile adapte sa vitesse en fonction de l’état de
congestion des liens. Les zones qui ont des risques de congestion sont celles où se
trouve une forte densité de capteurs avec une grande probabilité de transmettre
des données et la qualité des liens physiques peut donc facilement se dégrader.
Dans ces zones, le puits adopte une faible vitesse pour maximiser le volume de
données collectées.
L’efficacité de la collecte en se basant sur le contrôle de la vitesse du puits est
également étudiée dans [RK10]. Le calcul de la trajectoire du puits se fait selon des
prédictions [RK08] : la vitesse que le mobile adopte est élevée lorsqu’il parcourt la
distance qui sépare deux points de collecte et elle est la plus faible possible lors de
la collecte.
2.5.4.4 Méthodes hybrides
Au lieu de définir de méthodes qui calculent séparément la trajectoire et la vi-
tesse du puits mobile, des techniques proposent de faire les deux à la fois. Il existe
des travaux qui ont adapté cette méthode hybride [SB18 ; KMA16 ; NF16 ; GZD09].
Elle a pour objectif de limiter le délai de collecte et de trouver un chemin optimal
pour le puits mobile. Elle s’applique dans les cas des puits mobiles terrestres et aé-
riens. Par exemple, dans lemodèle proposé dans [M.+05] et [S.+08], le puits mobile
rend visite aux différents points de rendez-vous suivant une trajectoire calculée et
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qui ne change pas durant la mission de collecte. Ce modèle prend en compte la
dépense d’énergie, le nombre de sauts et la latence de collecte.
Le type de puits mobile a une importance dans la conception d’un réseau de
collecte de données dans les zones blanches étendues. Même s’ils présentent des
avantages en offrant plus de flexibilité que les puits statiques, ils peuvent consti-
tuer un facteur limitant l’efficacité de la collecte. Dans le paragraphe suivant, nous
étudions les différents types de collecteurs et leur impacts sur les méthodes de col-
lecte.
2.5.5 Type de puits mobiles
2.5.5.1 Les puits terrestres de collecte
Dans l’objectif de mieux couvrir les zones d’intérêt et d’assurer une bonne cou-
verture des sources de données, des solutions consistaient à installer de nom-
breuses stations de base et de déployer un grand nombre les capteurs [DTH02].
Mais ces solutions ne sont faisables que dans les zones d’intérêt de petite su-
perficie. Pour les zones vastes comme les déserts, les forêts ou les mers, de nou-
velles approches consistent à utiliser des MULEs (Mobile Ubiquitous LAN Exten-
sions) [Sha+03].
Les MULEs sont en fait des puits mobiles qui embarquent des stations de base
ou des puits de données. Ils peuvent être des animaux [Jua+02], des personnes ou
le plus souvent des véhicules [MY07 ; PFH04]. Ainsi, une architecture à trois plans
est proposée [Sha+03 ; JSS05]. Le premier plan contient les capteurs connectés en
ad-hoc, le second contient les MULEs qui peuvent être des puits mobiles intermé-
diaires et le dernier plan contient les serveurs d’application et les points d’accès à
Internet [Sha+03].
Cependant, les puits mobiles terrestres ont vite montré leur limite dans le do-
maine très évolutif des réseaux de capteurs sans fil. Ces limites sont, par exemple,
de longues latences causées par la faible vitesse des puits mobiles et leur inacces-
sibilité dans certaines zones [NP04].
2.5.5.2 Les satellites
Le problème d’accessibilité peut être résolu par l’utilisation des liaisons sa-
tellites [PVP13 ; PSTA01]. Un satellite couvre une grande surface de la terre,
par exemple trois satellites en orbite géo-stationnaires suffisent à couvrir toute
la terre, même si cette orbite ne peut être utilisée pour les capteurs sans fil. En
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plus d’offrir une couverture universelle, les satellites répondent parfaitement aux
besoins en débit de plusieurs types d’application des RCsF [Cel+13]. De plus c’est
le support idéal pour les applications qui sont critiques ou temps-réel.
Dès lors, dans divers projets (surveillance d’infrastructure dans les zones
blanches) des liaisons satellites sont utilisées. Par exemple, dans [SHK06], une
application de surveillance des forêts en Corée du Sud est proposée. Les capteurs
de température et de vitesse de vent sont déployés dans de vastes étendues de forêt.
Les données sont envoyées à des serveurs Web localisés dans les grands centres
urbains à travers des liaisons satellites.
Des problèmes techniques restent encore à être résolus, comme la synchronisa-
tion [PVP13]. D’autre part, le grand plus désavantage de l’utilisation des satellites
pour les pour la collecte de données est le coût d’exploitation qui reste exorbitant.
2.5.5.3 Les ballons stratosphériques
Face au problème des coûts d’exploitation des satellites, une solution qui offre
aussi une large couverture à moindre coût serait d’utiliser les ballons gonflés à
l’hélium. Dans le domaine des réseaux de capteurs sans fil, c’est Google qui est le
précurseur de cette solution avec son projet LOON [Kat14]. Ce projet vise à offrir
un accès haut débit de type 3/4G à des zones très reculées des centres urbains. Une
couverture de 40 kilomètres à la ronde est assurée par un seul ballon positionné
dans la stratosphère avec une autonomie de plus 180 jours.
Des tests de ce projet ont été effectuées dans de nombreux pays où la connecti-
vité à été mis à l’épreuve. Des résultats satisfaisants ont été obtenus, ce qui promet
un avenir certain à ce support de communication dans les RCsF. Cependant, des
problèmes liés à la gouvernabilité et à la gestion de la trajectoire du ballon dans
l’atmosphère a été la cause de plusieurs chutes prématurées de ces ballons [Loo19].
2.5.5.4 Les drones
Le puits mobile de collecte de données le plus couramment rencontré dans la
littérature ces dernières années est le drone. En effet, les drones offrent plus de
flexibilité par rapport aux autres puits mobiles : leur système de navigation est
mieux maîtrisé que celui des ballons atmosphériques, ils ont un coût d’acquisi-
tion insignifiant par rapport aux satellites, et n’ont pas de problème d’accessibilité
comme les véhicules terrestres [Sun+08].
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Figure 2.13 – Scénario d’utilisation de drone.
Les drones sont utilisés pour servir de point d’accès [Gom15] en cas de catas-
trophe qui détruit les infrastructures existantes. La figure 2.13 donne une illus-
tration, le drone est utilisé comme station de base pour remplacer celle qui est
endommagée par un incendie.
Cependant l’utilisation des drones n’est pas illimitée non plus [Moz+19]. Ils
offrent certes de possibilités de communication en visibilité directe, les recherches
continuent dans la modélisation des communications air-sol et l’amélioration leur
efficacité énergétique dans la collecte de données. De plus, dans les applications
pour les zones blanches étendues, les drones sont limités par la quantité d’énergie
embarquée qui ne leur donne pas une grande autonomie pour couvrir de vastes
territoires. Les conditions climatiques de certaines zones rendent pratiquement
impossible l’utilisation des drones, c’est par exemple, dans les déserts des régions
arides où sévissent de fréquentes tempêtes de sable.
Les puits et stations de base mobiles permettent d’étendre l’utilisation des ré-
seaux de capteurs sans fil à des zones très vastes (montagneuses, désertiques,
forestières, maritimes). Des problèmes tels que la recherche de meilleures tra-
jectoires, de nouveaux protocoles de routage et de collecte peuvent, cependant,
réduire leur fiabilité. Par exemple, l’utilisation des puits de collecte mobiles in-
duisent des délais dans la méthode de collecte. Souvent ces délais sont tellement
grands que leur utilisation s’avère impossible pour certaines applications. Dans la
suite de ce chapitre, nous étudions les réseaux de capteurs sans fils tolérants aux
délais.
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2.6 Les réseaux de capteurs sans fil tolérants au délai
2.6.1 Développement des réseaux tolérants au délai DTN
Les réseaux tolérants au délai, DTN (Delay Tolerant Networks), désignent les
réseaux conçus pour des transmissions sur des distances extrêmement longues
telles que les communications spatiales ou inter-planétaires [VZS12]. Dans les
environnement de type DTN, de longs délais qui peuvent se mesurer en heures,
jours, voir même en années, sont fréquents [VZS12]. Pour ce type d’environne-
ment, le modèle classique du protocole Internet ne peut pas être appliquer pour
l’interconnexion des réseaux [Jon+08]. Ainsi, les recherches débutèrent sur les
moyens de concevoir de nouveaux protocoles pour des communications interpla-
nétaires [DFS99 ; Fal03]. A l’issue de ces premiers travaux, le protocole TCP a pu
être adapter pour des communication entre Mars et la Terre, qui a permit d’at-
teindre des débits de 1600 bits/s à 250 kbits/s [KAF11] même si le taux d’erreur
binaire TEB se situait entre 10−9 à 10−7, les conditions atmosphériques sont res-
ponsables de 5% des pertes de paquets [VZS12].
2.6.1.1 Architecture des réseaux DTN
Les réseaux DTN constituent des réseaux hétérogènes régionaux [Bur+03] et
chaque région représente un type de communication homogène dans laquelle la
technologie utilisée est différente de celle d’une autre région [Fal03]. Les don-
nées sont transmises de région en région jusqu’à atteindre la destination finale, à
travers des passerelles (gateways). Les passerelles stockent les données collectées
dans chaque région et les transmettent à une autre passerelle lorsque la connecti-
vité est rétablie : c’est le principe de stock-and-forward. Dans les DTN, l’unité d’in-
formation échangée est appelée Bundle et une couche spéciale du même nom est
ajoutée en dessus du protocole TCP (le plus souvent) pour la gestion de cette unité
d’information. La figure 2.14 donne une illustration de l’architecture en couche des
réseaux tolérants au délai par rapport à une architecture TCP/IP classique.
La caractéristique essentielle de la couche Bundle est de stocker les données
en attendant l’établissement de la connexion. Les bundles reçus peuvent ainsi être
stockés durant de longs temps allant de quelques minutes, des jours ou des an-
nées [Fal03]. Deux documents servent de base pour la conception des protocoles et
le déploiement de l’architecture des réseaux DTN : Ce sont les RFC 5050 et 4838.
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(a) Variation de flux dans les liens qui dégénèrent
Figure 2.14 – Architecture des réseaux DTN.
2.6.1.2 Mise en oeuvre de protocole des réseaux DTN
Les applications et les protocoles de communications dans les DTN doivent
prendre en compte certaines caractéristiques qui conditionnent la communication
entre deux régions différentes et différencient les DTN des autres réseaux.
— Une connectivité intermittente. S’il n’y a pas de chemin entre la desti-
nation et la source de données ou même entre deux passerelles, le réseau
devient ainsi déconnecté.
— délai long et variable. En plus de l’intermittence de la connectivité, des
délais de propagation pour les sources très éloignées sont introduits. Par
exemple, il y a le délai d’attente des données stockées dans les différentes
files d’attente des points de collecte. Ce dernier est plus important que le
délai de propagation (entre source et point de collecte) puisqu’il dépend for-
tement de la fréquence d’établissement de la connexion.
— Des débits variables. Les données générées par les sources sont envoyées
aux points de collecte (passerelles). Ces points de collecte communiquent
avec les collecteurs mobiles avec des débits différents.
— La synchronisation : Dans les DTN, les passerelles entre différentes ré-
gions doivent être synchronisées à la même horloge [Llo+09] car c’est la
condition qu’elles puissent communiquer lorsqu’elles sont dans la portée,
les unes des autres.
— La fragmentation : Les passerelles sont aussi comme des points de col-
lecte pour une région DTN. Les données stockées sont alors fragmentées
en unités d’information avant d’être retransmises à la prochaine passe-
relle [WEH09].
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2.6.2 Implémentation des DTN dans les zones blanches étendues
2.6.2.1 Cas général des réseaux de capteurs sans fil
Le concept des DTN a évolué depuis ces dernières décennies. Par exemple,
depuis le projet IPN (InterPlanetary Network [DFS99]), les protocoles pour les
DTN peuvent aussi servir, sur Terre, dans les réseaux à forte intermittence des
liens [VZS12]. Avec l’avènement des réseaux de capteurs sans fil, le besoin de dé-
ployer des infrastructures de réseaux de collecte de données dans des environ-
nements complexe, a poussé à l’utilisation de différents moyens opportunistes de
collecte tels que les drones, les ballons, les véhicules terrestres. Ces derniers intro-
duisent immanquablement des latences ; même si elles sont largement inférieures
à celles observées dans les DTN de communications spatiales, les réseaux de cap-
teurs sans fil à puits mobiles fonctionnent selon le même principe.
Certains nœuds du réseau qui sont visités par le puits mobile reçoivent les don-
nées de ceux qui ne le sont pas, stockent ces données et les retransmettent au
puits quand celui-ci rentre dans leur portée. Alors, ces types de réseaux doivent
être tolérants au délai dû à l’intermittence de la connectivité [Tov+10 ; HYY13 ;
DKN11].
Des exemples de mise en oeuvre sont : le DTNLite [NP04], qui est une archi-
tecture DTN pour les réseaux de capteurs sans fil sur TinyOS réalisée sur des
nœuds Mica. DTNLite a pour objectif de réduire le taux de perte des données dans
des environnements où les nœuds peuvent être mobiles avec des fréquentes pertes
de connectivité. ContikiDTN [Lou06] est une autre implémentation de protocole
DTN pour les capteurs sans fil. Elle vise à rendre efficace l’échange des messages
de gestion et de synchronisation lors de l’établissement de la connectivité entre les
capteurs d’un même réseau ou entre un réseau de capteurs sans fil et Internet.
2.6.2.2 Cas particulier des zones blanches étendues
Dans les réseaux pour zones blanches étendues, certaines entités du réseau
peuvent être mobiles, c’est le cas de la collecte opportuniste avec des puits mo-
biles. Le principe "stock-and-forward" classique hérité des DTN devient alors
"stock-carry-and-forward" [Kui08], car les puits mobiles (ballons stratosphériques,
drones) ne sont pas la destination finale des données collectées. Ils établissent une
connexion avec d’autres nœuds afin de collecter leur données [SBO19].
Dans l’architecture des réseaux DTN de capteurs sans fil avec des puits mo-
biles, des nœuds sont désignés dans le réseaux pour jouer le rôle de points de col-
lecte ou points de rendez-vous avec les puits mobiles [ZTW17 ; Xin+08 ; Jon+08].
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Les points de collecte correspondent aux passerelles dans les DTN classiques car
ce sont eux qui collectent, stockent et retransmettent lorsqu’ils sont connectés aux
puits mobiles. Ils sont placés sur la trajectoire du puits mobile [GZD11]. Pour amé-
liorer la durée de vie des points de collecte, des protocoles proposent de les syn-
chroniser au temps d’arrivée des puits mobiles [Gu+13 ; Yun+13].
Ainsi, les DTN ont aidé à déployer des infrastructures réseau dans les
zones blanches étendues. On peut citer les exemples d’applications tels que Dak-
Net [PFH04], KioskNet [Guo+11], des délais allant de quelques heures à quelques
jours sont tolérés dans des réseaux qui fournissent des services Internet à des
zones très reculées des centres urbains. ZebraNet [Jua+02] est un projet qui col-
lecte des informations sur l’habitat naturel des espèces menacées d’extinction sur
une zone plus 100 km2.
SUAAVE [WTJ09] et RESCUECELL [Res13] sont deux projets d’alerte et de se-
cours dans des environnements où surviennent des catastrophes. Dans ces appli-
cations, des drones sont utilisés pour collecter des données des capteurs déployés
au sol. Pour réduire le délai de collecte, des algorithmes de routage qui limitent le
nombre de sauts, dans un environnement ad-hoc [Jon+08], sont utilisés [HYM16].
D’autres applications, présentées dans le paragraphe 2.2.2 sont conçues sur le
principe des DTN.
Dans toutes ces applications, le problème qu’elles ont en commun est : Com-
ment les données sont transmises aux points de collecte avec le minimum possible
de relais ? et comment répartir la charge des données entre les différents points de
collecte afin de ne pas surcharger certains plus que d’autres.
2.7 Conclusion
Dans ce chapitre, nous avons étudié le contexte technique dans lequel s’ins-
crit l’ensemble de nos contributions. Nous avons classé les différents domaines et
les différentes activités que l’on rencontre le plus souvent dans les zones blanches
étendues. Ces applications sont de plusieurs types et ont des caractéristiques sou-
vent différentes les unes des autres. La meilleure infrastructure de collecte des
données est sans doute les réseaux de capteurs sans fil en général et en particulier
les technologies de communication longue distance à faible consommation d’éner-
gie. Nous avons étudié et classé ces différentes technologies qui peuvent être uti-
lisées dans les applications des réseaux pour zones blanches étendues. Puis, nous
avons étudié les problèmes de conception des réseaux dans les zones blanches, des
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problèmes tels que la déploiement des capteurs, des relais ou des puits. Les nom-
breuses solutions qui existent dans la littérature proposent des méthodes pour des
déploiements dans de zones qui ne sont pas très vastes, et le souvent, les solutions
qui assurent une bonne couverture et un connectivité permanente, sont les tech-
niques de déploiement déterministes. Dans ce type de déploiement, les différents
nœuds du réseau sont placés manuellement dans des positions définies au préa-
lable. Cependant, le déploiement déterministe n’est pas possibles dans les zones
blanches étendues qui couvrent des superficies de 40000 kilomètres carrés par
exemple.
Nous avons aussi étudié le problème de collecte de données dans les zones
blanches où nous avons déterminé les différentes méthodes de collecte qui incluent
des puits statiques (placés dans la zones d’intérêt ou à l’extérieur), des puits mo-
biles qui présentent plus de flexibilité que les puits statiques. Les puits mobiles
ont l’avantage de la mobilité et de l’accès aux endroits très éloignés. Des protocoles
sont proposés pour résoudre les problèmes induits par l’utilisation des puits mo-
biles tels que la dissipation d’énergie des certains nœuds, la synchronisation des
capteurs avec les puits mobiles et surtout les délais de collecte.
Nous nous inspirons de toutes ces avancées pour proposer des solutions de collecte
de données dans les zones blanches étendue.
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3.1 Introduction
Les zones blanches étendues (ZBE) sont décrites comme de grandes étendues
inhabitées ou quasi-désertiques. Sous-développées, elles souffrent d’un manque
d’infrastructures de tout type : réseau routier maillé, villes, fourniture d’électri-
cité et de moyens de communication. Cependant, quelques îlots d’activités sont
éparpillés dans ces grandes étendues, distants les uns des autres de dizaines voire
de centaines de km. Ces centres d’activités peuvent être par exemple, des mines,
des postes frontières ou des exploitations forestières. Ces activités peuvent être
concernées par l’utilisation de réseaux de capteurs, pour surveiller l’environne-
ment (secousse sismique, feux de forêt), les déplacements humains à une frontière,
ou un équipement comme un pipeline oléoduc ou gazoduc. Couvrir ces immenses
zones avec des réseaux de capteurs sans fil (WSN, Wireless Sensor Networks, en
anglais) [Aky+02] représente alors un défi, en termes de couverture, de portée des
liens radio et de connectivité du réseau. Les satellites sont un bon moyen pour
assurer la couverture des ZBE mais leur coût d’exploitation est très élevé pour
des applications qui génèrent du trafic intermittent avec un faible débit. Dans le
chapitre 2 , nous avons présenté plusieurs technologies réseau longue distance à
faible consommation d’énergie (LPWAN, Low Power Wireless Area Network en an-
glais) [Aug+16] qui nous paraissent appropriées aux ZBEmais cependant limitées
à une dizaine de km. Il est donc nécessaire de déployer un réseau multi-sauts qui
permet à une donnée collectée par une source d’être relayée de nœud en nœud jus-
qu’au point de collecte, ces nœuds relais étant à portée radio les uns des autres.
Le problème à résoudre est celui du déploiement de ces nœuds relais de manière à
interconnecter toutes les sources de données, puis à créer un graphe qui relie les
nœuds et les sources jusqu’au point de collecte. En plus des contraintes d’accessi-
bilité, nous tiendrons compte du coût de nos solutions qui est exprimé en termes
de ressources à déployer pour avoir un réseau d’interconnexion.
Le problème du déploiement d’un réseau de capteurs sans fil pour interconnec-
ter des sources à un centre de collecte a été traité dans de nombreuses méthodes,
telles que les méthodes de déploiement aléatoires [YA08 ; HHW15] ou détermi-
nistes [DG12 ; Yun+10 ; Bai+06]. Toutes ces méthodes de déploiement apportent
une solution certes pour bien couvrir et interconnecter les sources dans la zone
d’intérêt mais ne prennent pas en compte les caractéristiques des zones blanches
étendues à savoir leur grande étendue, leurs conditions d’accès difficiles ainsi que
le besoin d’une infrastructure peu coûteuse. C’est dans ce contexte que nous pro-
posons une nouvelle méthode de déploiement qui assure une connectivité totale
de toutes les sources à moindre coût. Elle consiste à placer un nombre minimal
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de relais judicieusement placés afin de connecter toutes les sources entre elles
et avec le centre de collecte. Notre méthode appelée Méthode de déploiement
bio-inspirée de réseau est basée sur la croissance du Physarum, un organisme
biologique qui est capable d’optimiser les ressources de son corps en une structure
minimale afin de prolonger sa durée de vie.
3.2 Heuristique bio-inspirée basée sur le Physarum
Pour rappel, notre méthode de déploiement vise à interconnecter un certain
nombre de sources de données à un point de collecte unique grâce à des nœuds
relais placés dans des endroits appropriés (accessibles ou alimentés en énergie)
au moyen d’un LPWAN. Nous cherchons à minimiser le nombre de ces relais, sans
garantir l’optimalité car l’existence de plusieurs chemins entre des sources et le
puits permet de traiter les pannes de relais ou les coupures de liens. En effet, les
LPWAN et lesWSN sont réputés pour la fragilité de leurs liens de communications
sans fil, conséquence de fréquents changements dans leur topologie [Aky+02].
Ce problème d’interconnexion avec un nombre minimal de relais ressemble au
problème de construction d’un arbre minimal de Steiner, en anglais MST, Mini-
mum Steiner Tree, sur l’ensemble des sources. Le problème de l’arbre minimal de
Steiner est un problème de type NP-difficile [Suo06 ; VoB92] pour lequel il existe
des heuristiques efficaces [MRX08 ; MM10 ; MM14 ; SMA12 ; Das+11]. Cependant,
l’arbre ainsi construit étant minimal, il n’est pas du tout tolérant à la défaillance
d’un lien. En effet, dès qu’un lien ou une branche de l’arbre casse, au moins une
source, et le plus souvent plusieurs, est déconnectée du réseau.
Pour satisfaire aux contraintes de notre problème et aux propriétés que nous
venons d’évoquer, nous avons proposé une nouvelle méthode de déploiement basée
sur une heuristique qui mime la croissance d’un organisme biologique appelé phy-
sarum [TKN07 ; NYH04]. Notre heuristique permet de choisir de façon optimale
des positions parmi un ensemble de candidates et y placer des nœuds relais afin
d’effectuer l’interconnexion de toutes les sources de données.
Dans un premier temps, nous présentons le modèle d’optimisation du Physa-
rum.
3.3 Hypothèses et considérations
Dans la zone d’intérêt se trouve un ensemble de sources de données. Ces
sources de données sont suffisamment éloignées les unes des autres de telle sorte
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qu’elles ne peuvent ni communiquer directement avec le centre de collecte, ni di-
rectement entre elles. Pour faciliter notre étude, nous supposons que le centre de
collecte est placé au centre de la zone d’intérêt. Un ensemble de positions sont pré-
définies pour y placer des relais, du fait de leur accessibilité ou de leur capacité
en énergie. Les sources communiquent avec les relais qui sont leur portée radio.
Notre algorithme va déterminer les meilleurs positions à utiliser pour que toutes
les sources en présence communiquent en réseau.
Dans ce problème de déploiement, la topologie du réseau peut être : plate ou hié-
rarchique [MMH11]. Dans la topologie plate, les sources et les relais peuvent re-
cevoir et retransmettre les données reçues d’autres nœuds [LX07] tandis que dans
la topologie hiérarchique, seuls les relais ont la possibilité de relayer des données
vers d’autres nœuds [Yan+10 ; WZM07]. Dans cette étude, nous considérons une
topologie plate.
3.4 Méthode bio-inspirée de déploiement de réseau
Dans ce paragraphe, nous détaillons la méthode de déploiement de réseaux
dans les zones blanches étendues. Cetteméthode assure la connectivité et la survie
du réseau face à la défaillance d’un lien de communication. Elle est inspirée de la
croissance du physarum, un organisme capable d’optimiser ses ressources, afin
d’améliorer sa durée de vie.
3.4.1 Physiologie et principe de croissance du physarum
Le physarum polycephalum [NT00] ou blob est un organisme unicellulaire dont
le plasmodium forme un réseau denditrique qui se présentent sous la forme de
structures en tube, de texture jaunâtre. Il utilise ses pseudopodes [NT00], en ram-
pant, pour explorer l’espace autour de lui, à la découverte de sources de nourri-
ture. A travers ces structures transitent les nutriments et les signaux chimiques
nécessaires à sa croissance [TKN07]. Les sources de nourriture qu’il découvre sont
reliées entre elles par des connexions directes, toutefois des liens additionnels sont
ajoutés à des endroits bien choisis pour réduire la distance parcourue par les nu-
triments ainsi obtenus.
Bien qu’unicellulaire, le physarum est doté d’une intelligence qui a inspiré la re-
cherche dans les problèmes d’optimisation. Des cultures biologiques en laboratoire
ont montré que cet organisme est capable de trouver un chemin de longueur mini-
male pour relier deux points dans un labyrinthe complexe. Ce qui n’est pas toujours
une tâche aisée même pour les humains [NYT01], pourtant multicellulaires. Une
autre expérimentation a été faite dans [Ter+10b] pour simuler biologiquement le
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réseau de transport ferroviaire du Japon. De la matière organique est placée dans
des endroits qui représentent les différentes villes du pays, et le corps initial du
physarum représente Tokyo. A la fin du processus de croissance, l’organisme a
pu générer une structure très proche du réseau ferroviaire réel du Japon. La fi-
gure 3.1 illustre les différentes étapes de cette création. Lorsque toutes les sources
sont connectées les unes aux autres, le physarum a supprimé tous les liens qui
n’aboutissent pas à une source de nourriture, et ne garde ainsi que les liens utiles
par lesquels il nourrit l’ensemble de son corps.
(a) A t=0. (b) A t=5 heures. (c) A t=11 heures. (d) A t=26 heures.
Figure 3.1 – Formation de réseau de transport avec le physarum [Ter+10b]
(a) Etat initial (b) Etat connecté (c) Etat optimisé
Figure 3.2 – Phase de la création de structure en réseau optimisé.
Pour expliquer ce processus naturel de création et d’optimisation de ressources,
considérons la figure 3.2 où un corps initial du physarum est en présence de deux
sources de nourriture (figure 3.2a). Il crée un réseau de liens pour explorer et ex-
ploiter la nourriture qu’il trouve en la transformant en substance nutritive. Cette
phase de création aboutit à un réseau dont la complexité dépend du temps mis
pour atteindre les nourritures [Nak+07]. De plus, ce réseau comprend des liens
redondants et de nombreux lieux de croisements (figure 3.2b). Enfin, comme le
montre la figure 3.1d, lorsque toutes les sources sont liées à son corps, il entame
une phase d’optimisation en supprimant des liens superflus. Les liens conservés
sont les plus courts et les plus gros [TKN07] (figure 3.2c). Ainsi, le physarum peut
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relier deux sources de nourriture par le chemin le plus court possible. Par ailleurs,
on remarque qu’il conserve certains points de croisement et aussi certains liens re-
dondants moins importants.
Cette dernière phase d’optimisation est particulièrement intéressante dans
notre cas, car c’est au cours de cette phase que toutes les sources de nourriture
sont interconnectées avec le minimum possible de liens et de points d’intersec-
tion. Nous allons étudier le modèle mathématique de cette phase et l’adapter au
déploiement de réseau pour les zones blanches étendues. Les liens qui survivent
représentent des liens de communication tandis que les points de croisement sont
des relais.
3.4.2 Modèle mathématique d’optimisation de ressources
Dans ce paragraphe, nous allons étudier le modèle mathématique qui régit la
phase d’optimisation du réseau du physarum. Pour cela, nous considérons un ré-
seau connecté initial, représenté par un graphe comme dans [TKN07 ; Ter+10b].
Les nœuds du graphe sont les sources ou les points de croisement qui intercon-
nectent les liens tandis que les arêtes sont les liens par lesquels transiteront les
nutriments.
L’objectif de ce modèle est de reproduire la capacité du physarum à élaguer cer-
tains liens pour ne garder que les plus efficaces afin d’assurer une interconnexion à
moindre coût et une redondance de chemins dans le réseau final. Durant ce proces-
sus, de nombreux nœuds autres que les sources seront supprimés du graphe. Dans
[Bru+10 ; Ken+11], l’analyse des propriétés de l’algorithme dérivé de cette modéli-
sation montre qu’il est robuste et stable. Dans [XZZ16], les auteurs montrent qu’il
converge avec une complexité polynomiale.
Figure 3.3 – Circulation de flux dans le corps du physarum.
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Considérons le réseau de physarum dont le graphe est illustré par la figure 3.3.
Il comprend un nœud qui représente le corps du physarum N1, un nœud pour
source de nourriture N2 et un nœud pour le point de connexion ou relais N3. La
nourriture est transformée en flux de nutriment I0 qui entre dans le réseau et
circule d’un nœud à un autre à travers les liens. Pour que cette dynamique ait
lieu, à chaque nœud Ni on associe un flux Ii, une pression Pi avec i l’indice du
nœud.
Le flux initial est un paramètre fixe du système et la différence de pression entre
deux nœuds indique le sens de circulation du flux [Bru+10]. Enfin, deux nœuds i
et j avec i 6= j sont connectés par un lien qui est représenté par un tube circulaire
de longueur Lij et de section aij .
Le flux est caractérisé par un faible nombre de Reynolds. Le nombre de Rey-
nolds est un paramètre sans dimension de la dynamique des fluides qui caractérise
les types d’écoulement [Ste78]. Plus ce nombre est grand plus le fluide a un écou-
lement turbulent et quand il est petit on parle d’écoulement laminaire : c’est le
cas du flux dans le corps du physarum. Ainsi, pour ce type d’écoulement, le flux, à
travers les arêtes est défini par la loi de Poiseuille [TKN07] tel que :
Qij =
pia4ij
8Lijk
(Pi − Pj); (3.1)
où k est la viscosité du fluide de nutriment, si on simplifie Dij =
pia4ij
8pik [TKN07]. Ce
paramètre désigne l’épaisseur du lien de communication. Nous l’utiliserons pour
modéliser la qualité du lien de communication. Alors le flux devient :
Qij =
Dij
Lij
(Pi − Pj); (3.2)
L’équation 3.2 représente la conservation de flux telle que :
∑
j∈Ni
Qij = Ii (3.3)∑
Ni
Ii = I0 (3.4)
Les équations 3.2 et 3.4 peuvent être écrites sous forme de système d’équations
linéaires [TKN07] :
∑
i
D(ij)
L(ij)
(Pi − Pj) =

−I0 si j est l′indice de la source
+I0 si j est l
′indice du puits
0 sinon
(3.5)
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Ce système est caractérisé par une matrice éparse et symétrique que l’on résout
avec la méthode numérique de décomposition ICCG [Ker78] (Incomplete Cholesky-
Conjugate Gradient).
Tero, dans [TKN07], estime que les liens suivent un phénomène de crois-
sance/décroissance exponentielle qui est liée à la valeur du flux qui les traverse.
L’épaisseur des liens et leur flux sont liés par la relation différentielle définie par :
dDij
dt
= rDmaxf(|Qij |)− rDij ; (3.6)
où r est le taux de régression des liens. L’équation 3.9 implique que les liens
dont les flux décroissent tendent à disparaître alors que ceux aux flux croissants
sont renforcés. f est une fonction de la forme :
f(x) = axµ; (3.7)
ou bien
f(x) =
axµ
1 + axµ
; (3.8)
L’équation 3.7 est une simple croissante fonction qui satisfait la condition f(0) = 0
(les liens à flux nul n’évoluent pas), elle a une croissance exponentielle lorsque µ >
1. l’équation 3.8 satisfait les mêmes conditions et en plus a un niveau de saturation
qui équivaut au double de a. Par ailleurs, l’équation 3.6 peut être résolue sous
forme linéaire avec une méthode semi-implicite [TKN07] ; elle devient :
Dn+1ij −Dnij
δt
= f(|Qnij |)−Dn+1ij , (3.9)
où δt est le paramètre du temps et n le pas d’itération.
Le résultat de cette modélisation est un graphe qui connecte les différents
nœuds entre eux ainsi que le flux contenu par chaque lien, à tout instant.
La stabilité de ce modèle a été étudiée et prouvée [Bru+10]. Des travaux an-
térieurs [Ter+10b ; TKN06 ; Zha+13] ont considéré le modèle mathématique de la
croissance du physarum pour concevoir des algorithmes d’optimisation pour des
structures de transports routiers et ferroviaires.
Notre travail constitue la première étude pour le déploiement de réseaux dans les
zones blanches étendues. Nous allons montrer comment adapter la terminologie
et les paramètres du modèle de physarum au domaine du déploiement de réseaux.
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3.5 Algorithmes de déploiement de réseaux
Nous avons adapté cemodèlemathématique à notre problème de réseau et nous
avons proposé un algorithme de déploiement [Ter+10b]. L’algorithme prend en en-
trée un graphe initial de tous les nœuds (sommets) et liens (arêtes) d’un réseau de
capteurs sans fil et il calcule une structure minimale qui interconnecte les sources
(certains sommets) au puits de données. Ce qui revient au même problème que la
recherche de l’arbre minimal de Steiner sur un ensemble de cibles.
3.5.1 Algorithme basé sur le modèle du physarum
Nous supposons que les arêtes et les sommets du graphe du physarum sont
respectivement les canaux de communication et les nœuds (capteurs et relais) du
réseau de capteurs sans fil. Le graphe initial en entrée de l’algorithme comprend
un ensemble de sommets composés des capteurs ou sources de données, du puits de
données et des positions potentielles pour les relais. Ces positions ainsi que celles
des capteurs et du puits de données sont disposées sur une carte géographique de
la zone d’intérêt.
Les relais sont placés à des endroits où ils sont facilement alimentés en énergie,
et maintenus sans difficulté. Un lien de communication entre deux nœuds existe
si et seulement si les deux nœuds sont à portée radio l’un de l’autre, c’est-à-dire
que le rapport signal sur bruit permet aux deux nœuds de recevoir et décoder sans
erreur les données échangées. Pour notre étude, nous considérons des portées de
type LoRa qui sont capables d’atteindre théoriquement 30 kilomètres en visibilité
directe entre l’émetteur et le récepteur [Pet+15 ; GG15].
Ensuite, nous paramétrons les données du modèle pour les faire correspondre
aux besoins du déploiement. Nous considérons que Dij est proportionnel à la ca-
pacité des liens comme c’est le cas avec le physarum, ensuite le flux Qij est à son
tour proportionnel à Dij . Par ailleurs les valeurs d’initialisation des Dij sont choi-
sies dans l’intervalle ]0, 1] [TKN07]. Nous considérons que Lij est simplement la
distance géographique qui sépare deux nœuds Ni et Nj , si la communication est
possible entre eux.
Les sources de données sont les points d’intérêt que nous cherchons à inter-
connecter en utilisant des relais choisis parmi des positions potentielles. Ces posi-
tions sont modélisées comme des sources de nourriture pour le physarum. Chaque
nœud i est associé à un flux Ii : il vaut I0 si c’est une source et −I0 si c’est le puits
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de données. La pression Pi est une variable calculée dans chaque itération de l’al-
gorithme.
L’algorithme est itératif et à chaque itération, 2 étapes sont exécutées.
Étape 1
Dans la première étape, on calcule toutes les pressions des nœuds. La différence de
pression entre deux nœuds qui communiquent est considérée comme un potentiel
et le flux se déplace dans le sens des potentiels positifs.
Les pressions sont obtenues en résolvant le système d’équations (3.5). On désigne
un puits local (qui est en fait une destination de transit pour le flux) et une source
parmi l’ensemble des sources et du centre de collecte. Le puits local est choisi avec
une probabilité uniforme de fonction de masse définie par :
p(S = k) =
{
1
K+W si k est une source,
W
K+W si k est une destination,
(3.10)
La variable aléatoire S représente le puits de données et W le poids du puits. Le
choix de la source suit aussi une probabilité spécifique dont la fonction de masse
est définie par :
p(S = j) =
dγij∑
k 6=j d
γ
kj
, (3.11)
où dij est la mesure de la distance entre le nœud Ni (désigné comme puits) et
un autre nœud Nj , γ est un paramètre positif et k un indice sur l’ensemble des
sources. Cette probabilité permet de choisir la source la plus éloignée possible du
puits lorsque γ est choisi grand. Dans nos simulations, nous la paramétrons égale
à 20 comme dans [Ter+10a]. Ensuite, on calcule les flux Qij (équation 3.2) avec les
Pi ainsi obtenus et l’étape (1) prend alors fin.
Étape 2
Dans la deuxième étape, on adapte les paramètres des liens (les capacités) en uti-
lisant l’équation 3.9 et la fonction d’adaptation 3.8.
Ces deux étapes sont répétées jusqu’à la convergence du processus. L’algo-
rithme s’arrête lorsque la différence Dn+1ij − Dnij est inférieure à un seuil (valeur
positive) ; ce seuil étant pris égal à 0 dans ce chapitre. Le résultat de l’algorithme
est donc l’ensemble desDij de tous les liens. Pour obtenir la topologie finale il suffit
de supprimer les Dij qui ont une valeur nulle ou proche de zéro.
Les notations des paramètres de l’algorithme sont résumées dans le tableau 3.1
et le pseudo-code de notre heuristique, appelé PhyNetA, est représenté dans l’al-
gorithme 1.
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Noms Définitions
i indice du nœud
N Nombre de positions potentielles de relais
Pi Pression dans le nœud i
Ii Flux initial dans le nœud i
Dij Largeur du lien entre le nœud i et j
Qij Flux dans le lien entre i et j
Lij Distance du lien qui relie les nœuds i et j
δt Pas du temps
W Poids du puits
Tableau 3.1 – Paramètres du modèle
Algorithme 1 : PhyNetA
Données : Graphe initial G(V, E, L)
Résultat : Topologie de réseau
Initialisation;
Dij ← (0, 1] ∀i, j = 1, 2, ..., N ∧ i 6= j;
Qij ← 0 ∀i, j = 1, 2, ..., N ;
pi ← 0 ∀i = 1, 2, ..., N ;
n← 1;
converge← 0;
tant que converge=0 faire
Choisir une source i;
Choisir un puits j;
pj ← 0 ;
Calculer la pression pour chaque nœud ;
Calculer les nouveaux flux ;
Qij ← Dij(pi − pj)/Lij ;
Adapter la capacité des liens ;
Dij ← f(Qij) +Dij ;
Comparer les flux actuels et précédents ;
si flux identiques alors
converge← 1;
sinon
n← n+ 1;
fin
fin
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3.5.2 Méthode de référence
Comme nous l’avons défini dans le paragraphe 3.2, le problème de déploiement
de capteurs peut être vu comme le problème de recherche de l’arbre minimal de
Steiner (AMS). La recherche de l’AMS est un problème NP-dificile [Ter+10a] et on
trouve, dans la littérature, des heuristiques qui calculent des solutions approchées
à l’optimale [VoB92 ; MM10].
Pour comparer nos résultats, nous avons choisi une de ces heuristiques appelée
CHINS qui servira de méthode de référence afin de la comparer à l’algorithme
PhyNetA.
3.5.2.1 Hypothèses
Soit un graphe G = (V, E) associé à un réseau de communication où V =
Π∪ S où Π est l’ensemble des sources de données et du puits, S est l’ensemble des
sommets candidats, positions potentielles, où les relais peuvent être placés et E
l’ensemble des arêtes. S est tel que S ∩Π = ∅.
Soit le sous-graphe T = (VT , ET ) deG, T est un sous-graphe connecté s’il existe
un chemin entre deux quelques sommets dans VT , T est alors une solution possible
d’arbre qui interconnecte les sommets de VT [VoB92]. Notons que VT comprend tous
les éléments de Π et quelques uns de S.
Considérons que dij est le poids de l’arête qui relie les nœuds i et j, il est pris
comme la valeur de la distance qui sépare les deux nœuds. cij est le poids du plus
court chemin Ψij entre i et j, c’est donc la somme des mesures des segments qui
constituent le chemin Ψij dans le graphe G. Enfin, c(i, T ) = min{cij | j ∈ VT } le
poids du plus court chemin entre le sommet i et le sous-graphe T . Si ZT est le poids
de T , alors la solution optimale est l’arbre de poids minimal Zopt.
Cet arbre de poids minimal est appelé l’Arbre Minimal de Steiner (AMS). Nous
présentons, dans le paragraphe suivant, l’heuristique CHINS qui a pour objectif
la recherche d’un arbre AMS dont le poids ZAMS est très proche de Zopt.
3.5.2.2 Algorithme de calcul de l’arbre minimal de Steiner
La méthode heuristique de CHINS, dérivée de l’anglais CHeapest INSertion,
construit un arbre minimal de Steiner dans un graphe en procédant par le calcul
des plus courts chemin entre les sommets. En se basant sur le même principe
de calcul que l’algorithme de Prim [Pri57], l’heuristique débute avec une solution
partielle T = ({w}, ∅) où w ∈ Π.
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Le sous-graphe T évolue vers une solution possible en insérant les sommets de
proche en proche jusqu’à inclure tous les éléments de Π.
Algorithme 2 : CHINS
Données : Graphe initial G(V = Π ∪ S, E, L)
Résultat : Arbre minimal de Steiner
Initialisation ;
Choisir une cible w ∈ Π ;
Commence une solution partielle T = ({w}, ∅) ;
tant que Π 6⊂ VT faire
Trouver les plus proches sommets v∗ et p∗ ;
tels que v∗ ∈ VT et p∗ /∈ VT ;
et cv∗p∗ = min{cvp | v ∈ VT , p ∈ V − VT } ;
Ajouter les sommets et arêtes de Ψ(v∗, p∗) à T ;
fin
L’un des aspects intéressants de CHINS est le choix de la première solution
partielle {w} [VoB92]. Le poids de l’arbre solution varie selon qu’on commence avec
un sommet plutôt qu’avec un autre. Une version améliorée de cette heuristique
consiste à calculer tous les arbres possibles en changeant de solution partielle et
à la fin de retenir celle qui aboutit à l’arbre de poids minimal. C’est cette dernière
version que nous implémentons à des fins de comparaison [RSC86 ; VoB92].
Dans [VoB92], les rapports de poids ZT /Zopt, qui définit le rapport de propor-
tionnalité entre la solution obtenue et la solution optimale, permet d’évaluer la
performance de CHINS par rapport à d’autres heuristiques. CHINS calcule un
arbre minimal de Steiner plus proche de l’optimal avec un rapport de 2(1− 1/|Ψ|)
et une complexité de O(|Ψ|.|V |2) ou O(|Ψ|2.|V |2) selon la version de CHINS qui est
utilisée [VoB92].
3.6 Évaluation des méthodes de déploiement
Avant de présenter les résultats qui comparent notre méthode avec CHINS,
nous définissons d’abord nos scénarios de simulation ainsi que les métriques de
performance.
3.6.1 Les scénarios
Pour implémenter les différentes solutions de déploiement en zones blanches
étendues, nous considérons une zone d’intérêt de 180x180 km2 dans laquelle nous
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faisons varier le nombre de sources de données qui sont placées uniformément
dans la zone. Le puits de données est placé au centre de la zone d’intérêt dans une
position fixe.
Ensuite, nous choisissons aléatoirement les positions potentielles des relais.
Nous faisons varier le nombre de positions potentielles de 500 à 5000. Nous fai-
sons varier la portée radio Rc entre deux nœuds de 5 à 30 km. Ces portées peuvent
être calculées avec les paramètres LoRa [GG15].
Plus Rc est grand, plus le graphe initial est connecté. La figure 3.4 illustre un
exemple d’un graphe de communication initial qui comprend 1500 positions po-
tentielles sur lesquelles on a placé des relais avec une portée Rc = 15 km.
Ces relais prédéfinis sont représentés par les disques noirs tandis que les car-
rés et le triangle schématisent respectivement les source de données et le puits.
Enfin les lignes qui relient les disques représentent les liens de communication.
Les deux heuristiques définies par les algorithmes PhyNetA et CHINS seront
exécutés pour déterminer le nombre minimal de relais qu’il faut utiliser pour que
toutes les sources et le puits communiquent entre eux.
Figure 3.4 – Exemple de graphe initial.
L’algorithme CHINS prend en entrée le graphe avec des poids sur les arêtes.
Le critère d’arrêt de CHINS est l’inclusion totale de toutes les sources de données
dans l’arbre solution. Par ailleurs, pour l’algorithme PhyNetA, les paramètres
initiaux (I0 et µ) ont une forte influence sur le type de topologie de sortie [TKN07].
Nous faisons varier ces paramètres afin d’observer leur influence sur la topologie
de sortie.
Les valeurs testées sont notées dans le tableau 3.2. PhyNetA converge lorsque
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Paramètre Dénomination Valeur
ZoI Zone d’intérêt 180x180 km2
N Nombre de noeuds 500.i with i ∈ 1, .., 10
NSrc Nombre de sources {10, 12, 16, 32 }
Rc Portée des capteurs {5, 10, 15, 20, 25, 30}
D0 Capacité initiale ]0,1]
δt Paramètre de temps {0.001, 0.05, 0.5}
I0 Flux initial [1,7]
µ Constante [1,9]
γ Constante {1,3,5,20}
W Poids du puits 7
Tableau 3.2 – Paramètres d’évaluation
les valeurs des Dij , flux dans les liens, ne sont plus modifiées, donc lorsque la
différence Dn+1ij −Dnij = 0. Les deux algorithmes sont exécutés avec Matlab 2016b.
Dans le paragraphe suivant, nous allons définir les métriques de performance
sur la base desquelles nous analyserons les résultats obtenus.
3.6.2 Métriques de performance
Les métriques de performances sur lesquelles portent nos analyses des scéna-
rios de déploiement sont la connectivité, la longueur totale des liens de l’arbre (qui
représente le réseau à déployer), le nombre de relais à utiliser, et la tolérance aux
fautes.
3.6.2.1 Longueur totale de l’arbre et nombre de relais
La longueur totale du réseau LT , mesurée en kilomètres, est la somme totale
des mesures de tous les liens qui constituent l’arbre solution. Le nombre total de
relais NR est l’ensemble des relais sélectionnés parmi les relais potentiels pour
établir l’interconnexion de toutes les sources avec le puits de collecte.
CHINS coûte forcement moins cher puis qu’il n’est pas tolérant aux fautes.
Nous regardons de combien les résultats de PhyNetA s’écartent en prix pour ga-
gner en résilience. Pour effectuer ces comparaisons, nous déduisons des fonctions
de coût définies par les rapports LT/LTAMS et NR/NRAMS où LTAMS et NRAMS
sont respectivement la longueur totale et le nombre de relais dans l’arbre minimal
de Steiner (AMS) obtenu avec la méthode CHINS.
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Ces rapports de proportionnalité nous permettent de mesurer l’écart de coût
entre notre solution et CHINS. La solution idéale est que ces rapports tendent au
plus vers 1.
3.6.2.2 Connectivité et tolérance aux fautes
La connectivité est une variable booléenne C qui prend la valeur 1 lorsqu’il
existe au moins un chemin entre une source et le centre de collecte (puits), sinon
elle vaut 0.
La tolérance aux fautes TFm du réseau est définie comme la probabilité que le
réseau reste connecté lorsque m coupures accidentelles de lien surviennent dans
le réseau. Elles est calculée par la relation suivante :
TFm =
ξ − ξ∗
ξ
, (3.12)
Où ξ =
(|E|
m
)
est le nombre de possibilité de choix dem liens dans l’ensemble |E| des
arêtes du graphe de solution, et ξ∗ le nombre de configurations où si l’on supprime
m liens le réseau devient déconnecté.
Dans le paragraphe suivant, nous analysons et commentons les différents ré-
sultats.
3.7 Résultats et discussion
Notre objectif est de calculer une structure d’interconnexion des sources de don-
nées au puits avec le minimum possible de relais. Nous analysons et comparons
les résultats obtenus avec les algorithmes PhyNetA et CHINS.
3.7.1 Analyse des topologies
La figure 3.5a illustre un exemple de topologie à déployer pour connecter toutes
les sources au puits avec leminimumpossible de ressources (relais). Ce résultat est
obtenu pour un graphe initial comprenant 3000 relais potentiels avec une portée
maximale de 15 km chacun.
Les paramètres physarum utilisés sont I0 = 1, δt = 0.5, µ = 2. Les lignes
bleues d’épaisseurs différentes représentent les arêtes ou liens de communication
Dij entre les relais choisis. Les relais sélectionnés sont représentés par les étoiles.
Ce sous-graphe solution est composé de 62 sommets (représentant les relais) et sa
longueur totale est de LT=611,26 km.
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La figure 3.5b, quant à elle, montre le résultat pour le même scénario, obtenu
avec la méthode du CHINS. Cet arbre comporte 60 relais. La méthode de physa-
rum PhyNetA, avec ses paramètres, approche la solution de CHINS, elle a, par
exemple, seulement 2 relais de plus.
Cependant PhyNetA a un temps de convergence plus court ainsi pour cet
exemple, la solution est obtenu en moins de 4 minutes sur un ordinateur de pro-
cesseur Core i7 à 2.60 GHz.
Par ailleurs, étant basée sur l’écoulement des différents flux dans le réseau, la
méthode du physarum nous donne une indication sur la taille des liens par les-
quels transitent le flux d’information. Certains liens, qui reçoivent plus de flux,
ont les plus gros diamètres et donc dans une réalisation pratique, ce sont les liens
de meilleure qualité ou de plus haut débit qui assurent une bonne qualité de pro-
pagation.
Cette propriété est mise en exergue sur la figure 3.7. Sur ces figures, on
observe bien que les liens les plus épais sont ceux qui reçoivent les données de
plusieurs sources et qui collectent le plus de flux vers la destination. Les liens
qui connectent une seule source sont les plus étroits. Ce résultat est obtenu
pour deux scénarios différents. La figure 3.7a concerne un scénario de 4000
relais et la figure 3.7b un scénario de 2000 relais. Le puits est déplacé à l’ex-
trémité gauche de la zone d’intérêt pour observer le comportement de l’algorithme.
Cependant, nous avons remarqué dans certains résultats, que le nombre de
relais sélectionnés n’est pas optimisé d’où la différence observée avec la solution
de référence CHINS. Ceci est illustré, par exemple sur la figure 3.7b par les el-
lipses. Très proche de certaines sources, on observe une agglomération de relais
qui pourraient pourtant être supprimés.
Nous avons, de plus, observé ce phénomène en répétant la même simulation
tout en gardant les mêmes paramètres. Les résultats peuvent être différents de
quelques relais comme par exemple sur les figures 3.5a et 3.5c, le premier réseau
comporte 62 relais et le second 65 pour I0 = 1, µ = 2 et γ = 1. Si ce facteur
est pris en compte, le modèle de physarum pourra encore mieux minimiser les
ressources [NYT01].
3.7.2 Analyse de l’influence des paramètres du modèle
Les paramètres I0 et µ du modèle mathématique du physarum ont une in-
fluence importante sur le graphe de sortie. Certains couples de valeurs comme par
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(a) Arbre minimal de Steiner (méthode du physarum)
(b) Arbre minimal de Steiner (méthode CHINS)
(c) Réseau avec peu résilience (Méthode PhyNetA)
Figure 3.5 – Comparaison des graphes des 2 méthodes.
exemple (I0, µ) = {(1.9, 0.7), (1.8, 0.6)} peuvent aboutir à des graphes non connectés.
Pour tous les scénarios considérés, nous avons simulé 100 fois pour chaque couple
de valeurs afin de classer les couples en fonction de leur influence (connecté ou dé-
connecté) sur le graphe de sortie. Nous avons remarqué que pour µ supérieur à 2
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et I0 supérieur ou égale à 1, l’algorithme PhyNetA converge toujours et le graphe
de sortie est toujours connecté (très proche obtenu avec CHINS), c’est-à-dire que
toutes les sources de données sont connectées au puits.
Nous concluons que, si l’objectif est de dimensionner une topologie optimisée
de réseau (avec le moins possible de nœuds relais) comme sur la figure 3.5a, il faut
paramétrer I0 = 1 et µ = {2, 3, 4, 5}.
Le tableau 3.3 fait correspondre à chaque couple de valeurs l’indice de connecti-
vité du graphe de solution. L’aspect du graphe solution observé est la connectivité
qui est définie par l’indice de connectivité (
∑M
i Ci)/M où M est le nombre de fois
que nous simulons pour les mêmes paramètres I0 et µ, Ci est la connectivité du
graphe solution à l’exécution i. Ce résultat est obtenu pour un graphe initial de
500 relais potentiels, δt = 0.1 et γ = 20.
Le paramètre I0 a une influence capitale dans la conception d’une topologie
redondante où plusieurs chemins permettent de connecter une même source au
puits et donc capable de supporter des ruptures de liens. Nous illustrons ce cas
avec la figure 3.6. Le scénario du graphe initial est le même que les deux figures
précédentes 3.5a et 3.5b. En modifiant juste les paramètres I0 = 3 et µ = 1.8, on
obtient un graphe complètement différent. Le résultat n’est plus de la forme d’un
arbre minimal de Steiner car il comprend 96 relais.
Cependant, même si ce graphe dépasse l’arbre minimal de Steiner de 36 relais,
il a l’avantage d’offrir des liens supplémentaires. En effet, dans le graphe de la
figure 3.6, quel que soit le lien qui rompt, la connectivité de toutes les sources
avec le puits est garantie. La combinaison des différents paramètres permet ainsi
de calculer des topologies complexes en fonction du besoin des applications. On
peut obtenir des structures denses comme la figure 3.6 ou moins denses avec de la
redondance autour de seulement certains nœuds comme sur la figure 3.5c.
3.7.3 Analyse de la tolérance aux fautes
Nous nous intéressons surtout au compromis entre le nombre de liens supplé-
mentaires et le coût de l’infrastructure comme définie dans le paragraphe 3.6.2,
puis nous comparons les coûts entre la méthode du physarum et celle de CHINS.
Si nous considérons les fonctions des coûts NR/NRAMS et LT/LTAMS respective-
ment illustrées par les figures 3.8a et 3.8b. Ces coûts sont représentés en fonction
du flux initial I0 pour les valeurs de µ = {1.2, 1.9. Les différents écarts-types sont
également représentés par les segments verticaux. Les écarts-types sont calculés
pour une série de 100 simulations pour chaque couple (I0, µ).
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Figure 3.6 – Réseau avec résilience (Méthode du physarum).
(a) Arbre minimal de Steiner (méthode du physarum) sur 4000 nœuds
(b) Arbre minimal de Steiner (méthode du physarum) sur 2000 nœuds
Figure 3.7 – Topologies avec la méthode du physarum.
On observe que le coût croît avec I0. En fait, on observe sur les graphes de
sortie, comme celui de la figure 3.6, que le modèle du physarum crée davantage de
chemins alternatifs lorsque la valeur du flux initial croît, d’où l’augmentation du
coût. Il y a une relation évidente entre les coûts et la connectivité. Plus on investit
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I0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 3
µ
0.1 0.84 0.09 0 0 0 0 0 0 0 1 1
0.2 1 0.12 0 0 0 0 0 0 0 1 1
0.3 1 0.24 0.07 0 0 0 0 0 0 1 1
0.4 1 0.80 0.20 0.07 0 0 0 0 0 1 1
0.5 1 0.88 0.81 0.60 0.06 0 0 0 0 1 1
0.6 1 0.91 0.83 0.72 0.10 0.11 0 0 0 1 1
0.7 1 0.93 0.84 0.82 0.19 0.43 0.20 0 0 1 1
0.8 1 0.97 0.89 0.88 0.73 0.56 0.50 0.29 0.10 1 1
0.9 1 0.99 0.93 0.95 0.86 0.59 0.54 0.67 0.62 1 1
1 1 1 0.97 0.95 0.90 0.72 0.74 0.76 0.74 1 1
1.5 1 1 1 0.98 0.97 0.94 0.87 0.89 0.80 1 1
2 1 1 1 1 1 1 1 1 1 1 1
Tableau 3.3 – Indice de connectivité en fonction des différents paramètres.
dans l’infrastructure, plus on a de chemins alternatifs qui permettent d’améliorer
la connectivité. Cela crée de la résilience dans le réseau.
Nous avons traduit cette résilience en tolérance aux fautes. Cette dernière est
la caractéristique qui permet de définir la viabilité du réseau en cas de coupure de
liens ou de la perte d’un nœud sans énergie.
Les figures 3.9a et 3.9b illustrent le compromis entre les ressources et la tolé-
rance aux fautes TF1 pour différentes valeurs de I0 et µ. Chaque point des courbes
représentent la valeur moyenne de 100 exécutions de notre algorithme pour les
valeurs de I0 inscrites le long des courbes. Ce résultat est basé sur un scénario de
3000 relais potentiel avec Rc = 15 km. Des résultats similaires sont obtenus en
faisant varier N et Rc.
Cependant, nous n’avons retenu que les graphes de sortie qui sont connectés,
c’est-à-dire avec C toujours égale à 1. De ces résultats, nous analysons tous les
paramètres de notre modèle, les graphes qui possèdent une grande tolérance aux
fautes sont plus coûteux à déployer. Ainsi, lors de la conception de la topologie
du réseau, le concepteur pourra estimer l’efficacité et la tolérance aux pannes du
réseau en fonction du budget disponible.
Le modèle de déploiement de réseau basé sur l’heuristique qui mime la crois-
sance du physarum donne une méthode de déploiement rapide et simple par rap-
port aux méthodes complexes de détermination de l’arbre minimal de Steiner.
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(a) Fonction du coût (analyse du nombre des relais)
(b) Fonction du coût (analyse de la taille du réseau)
Figure 3.8 – Analyse des fonctions des coûts
3.8 Conclusion
Dans ce chapitre, nous avons considéré le problème de déploiement de réseau
dans les zones blanches étendues. L’objectif est de connecter toutes les sources de
données à un même puits avec un certain niveau de tolérance aux fautes tout en
limitant le coût de l’infrastructure. Nous avons montré que ce défi ressemble au
problème de recherche de l’arbre minimal de Steiner dans un graphe, or ce pro-
blème est de type NP-difficile. Les méthodes de résolution de ce type de problème
sont d’une complexité exponentielle.
Par ailleurs, les réseaux de capteurs sans fil qui sont déployés dans les zones
blanches sont confrontés à divers problèmes dus à la nature difficile de la zone d’in-
térêt et de la dissipation des batteries des capteurs. Aussi, on observe de nombreux
changement de topologie dans ces types de réseaux. Pour que le réseau continue de
faire le travail pour lequel il est déployé, tous les nœuds doivent rester connectés
au centre de collecte malgré les pannes de certains liens. Pour satisfaire ces deux
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(a) Tolérance aux fautes pour µ = 1.2.
(b) Tolérance aux fautes pour µ = 1.4.
Figure 3.9 – Analyse de la tolérance aux fautes
exigences, on doit déployer le réseau avec le minimum possible de ressources tout
en offrant une tolérance aux fautes.
Pour apporter une solution à ce problème de déploiement, nous avons proposé
une heuristique de déploiement bio-inspirée. Cette méthode est basée sur l’obser-
vation du phénomène de croissance du physarum. Nous avons détaillé le modèle
mathématique qui régit le processus d’optimisation du réseau du corps du physa-
rum, nous l’avons ensuite adapté au déploiement de réseau pour les zones blanches
étendues. De nombreux scénarios ont été étudiés pour analyser les différents pa-
ramètres de l’algorithme afin de les classifier en fonction de leur importance et de
leur influence sur le résultat.
Ensuite, nous avons implémenté une autre heuristique qui calcule l’arbre mi-
nimal de Steiner dans un graphe, pour des besoins de comparaison avec notre
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(a) Tolérance aux fautes pour µ = 1.6.
(b) Tolérance aux fautes pour µ = 1.9.
Figure 3.10 – Analyse de la tolérance aux fautes (suite)
algorithme. Nous avons trouvé que la méthode du physarum est capable, de ma-
nière très efficace, de donner une solution approchée au problème de recherche de
l’arbre minimal de Steiner dans un graphe, proche de la méthode de référence. De
plus, elle permet également de contrôler la tolérance aux fautes en choisissant les
bons paramètres. Cela se fait prix d’une augmentation du coût de l’infrastructure.
Nous avons analysé le compromis entre le coût de l’infrastructure du réseau et
la tolérance aux fautes qu’on peut avoir. Un troisième avantage de la méthode du
physarum est qu’elle donne une indication sur la qualité des liens. Ce faisant, lors
d’un déploiement réel, nous connaissons, par exemple, les endroits du réseau où il
faut placer plus de ressources. Enfin, la méthode du physarum a l’avantage d’avoir
une complexité algorithmique polynomiale. Cela est montré dans la rapidité de
convergence de nos simulations qui ne nécessitent que quelques secondes.
Cependant, même si cet algorithme est déjà très efficace pour les problèmes
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de déploiement, quelques améliorations sont nécessaires pour améliorer encore
plus le résultat final. En effet, la méthode du physarum permet certes d’obtenir
des réseaux tolérants aux pannes, mais dans le modèle, il n’y a pas de maîtrise
absolue sur la manière de distribuer la tolérance au niveau de certains nœuds
plutôt que d’autres.
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Chapitre 4
Collecte opportuniste de
données utilisant les vols
commerciaux
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CHAPITRE 4.
4.1 Introduction
Dans le chapitre 3, nous avons développé uneméthode originale de déploiement
basée sur le modèle de croissance du Physarum. Néanmoins, cette méthode sup-
pose qu’on est capable de placer des relais à une distance raisonnable les uns des
autres et qui communiquent grâce à la technologie LoRa. Malheureusement, les
zones blanches étendues sont immenses et ne permettent pas toujours de satisfaire
cette condition. Dans certains endroits, il est impossible de placer des stations de
base oumême des relais à cause de condition d’accès difficiles, d’absence de sources
d’énergie ou de l’insécurité. Ainsi, un seul réseau connexe qui couvre toute la zone
ne pourra être déployé.
Et quand bien même le réseau est déployé, les activités de maintenance y sont
pratiquement impossibles. A cela s’ajoute le fait que les réseaux de capteurs sans
fil sont sujets à des ruptures de liens de communication qui impliquent des chan-
gements dans la topologie du réseau, par exemple, si un capteur est endommagé
ou a épuisé sa batterie. Le réseau n’est alors plus connexe et ne permet plus la
collecte des données.
Pour faire face à ce problème, nous proposons une nouvelle méthode opportu-
niste de collecte de données adaptée aux zones blanches étendues et qui a pour
objectif une efficacité de collecte (volume de données collectées) même lorsqu’une
partie du réseau est déconnectée du reste du réseau. Nous étudions la faisabilité
de collecte des données en positionnant le puits sur des avions de ligne.
4.1.1 Utilisation des puits mobiles pour la collecte des données
Des travaux antérieurs ont déjà considéré ce problème et ont proposé d’utiliser
des puits de données mobiles [KGH13 ; NF16]. Ces puits mobiles sont capables de
collecter de l’information même si le réseau n’est pas connexe. En effet, les puits
mobiles ont été introduits dans la conception des réseaux de capteurs sans fil pour
augmenter la durée de vie du réseau [CRA06] ou pour améliorer la collecte en
maximisant le volume des données collectées [YSM16 ; GZD11]. Les puits mobiles
peuvent être attachés à des robots, des ballons stratosphériques gonflés à l’hélium,
des véhicules terrestres ou aériens. Ainsi, dans le projet ZebraNet [Jua+02], pour
étudier l’habitat naturel des zèbres, un réseau de capteurs sans fil est déployé,
dans ce réseau les capteurs sont attachés, sous forme de colliers, aux cous des
animaux. Dans une architecture ad-hoc, les capteurs communiquent leurs infor-
mations au puits mobile qui est placé dans le véhicule des chercheurs. Ce n’est
pas la seule application où le puits est placé dans de véhicule. On peut citer par
exemple KioskNet [Guo+11 ; MY07]. Cependant, dans le cas où le puits est attaché
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à des animaux, il est difficile de prédire la forme de mobilité, par conséquent il n’y
a pas de contrôle sur la latence engendrée. Ce qui n’est pas le cas avec le puits
placé dans le transport urbain (bus ou les trains) [CSA03 ; PFH04] où les routes
sont connues d’avance. Avec les véhicules, on a l’avantage de connaître à priori la
trajectoire du puits mobile.
Figure 4.1 – Réseau de capteurs sans fil pour l’étude de l’habitat du zèbre. [Jua+02].
Par ailleurs, dans le projet CubeSat [PSTA01 ; Lap+11], un système de pico-
satellites à très basse altitude est utilisé pour embarquer un puits de données. Les
recherches dans le projet CubeSat visent à réduire le coût énorme d’exploitation
des satellites de télécommunication. La figure 4.2a montre un exemple d’un pica-
satellite de seulement 10 cm3 et un exemple de réseaux ad-hoc de pico-satellites
(figure 4.2b).
(a) CubeSat Norvegien de
10 cm3 [Sat19]
(b) Constellation de Cube-
Sats [Int19]
Figure 4.2 – Projet CubeSat.
Aussi, en basse altitude, un projet propose d’utiliser des ballons gonflés à l’hé-
lium pour donner un accès haut débit (3/4G) à des zones éloignées des grandes
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villes (figure 4.3). Ils peuvent également servir de puits de données tel que dans
le projet LOON [NS17], où il s’agit de lancer des ballons dans la stratosphère
(figure 4.3b), équipés de systèmes de communication et de capteurs, ces bal-
lons constituent une nouvelle plate-forme de collecte de données dans les zones
blanches étendues. C’est un projet qui est encore en phase d’étude et de test,malgré
quelques accidents liées aux fonctions de contrôle et de gouvenarbilité dans l’at-
mosphère [Loo19], des applications dans différents pays (Kenya, Australie, Etats
Unis) ont montré que ce moyen de communication peut permettre d’étendre la
couverture réseau à des zones très vastes.
(a) Lancement d’un ballon par Google
(b) Architecture de base
Figure 4.3 – Projet LOON.
Enfin, les applications de puits mobiles, récemment les plus développées
sont celles qui utilisent les drones [MKD16 ; DWW10 ; Wan+15 ; SB18 ; Moz+19 ;
EKN17] comme puitsmobile. On peut citer, par exemple, le projet AWARE [Oll+07]
qui vise à utiliser plusieurs drones pour collecter des données des capteurs au sol
à des fins de surveillance et des opérations de track. Les drones peuvent être utili-
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sés dans les centres urbains comme dans les zones rurales [Moz+17]. La figure 4.4
illustre un exemple d’utilisation de drones pour collecter les données des capteurs
déployés au sol. Les drones survolent les capteurs suivant une trajectoire définie
avant le début de la mission, ils sont synchronisés aux capteurs actifs afin de mi-
nimiser la consommation de leur énergie [Moz+17].
Figure 4.4 – Scénario d’utilisation de drone pour la collecte de données. [Moz+17].
Les puits mobiles sont un moyen de collecte des données dans les réseaux dé-
ployés dans les zones où l’accessibilité est un problème, c’est aussi un moyen d’éco-
nomiser l’énergie de certains nœuds, qui servent de relais par exemple. Cepen-
dant, l’utilisation des puits mobiles est confrontée à de problèmes qui sont le plus
souvent liés au type du puits mobile et la forme de sa mobilité.
4.1.1.1 Problématique liée aux puits mobiles terrestres
Les puits mobiles terrestres ont l’avantage de pouvoir collecter les informa-
tions dans les larges réseaux de capteurs sans fil par rapport aux puits statiques.
Cependant, leur utilisation dans les zones blanches étendues est confrontée à des
difficultés [KGH13] parmi lesquelles on peut citer la mobilité réduite. Ces diffi-
cultés impactent fortement les performances de la collecte telles que la latence de
collecte qui augmente avec la faible mobilité du puits. La latence est plus grande
dans les applications où il est nécessaire que le puits visite tous les capteurs comme
l’illustre la figure 4.5 [MY07] où le puits mobile a pour mission de collecter les in-
formations liées à l’état des batteries des capteurs de procéder à leur chargement
si nécessaire. Dans [Jua+02] la latence se mesure en jours à cause de la double mo-
bilité des capteurs et du puits mobile, même si les capteurs communiquent dans
une architecture ad-hoc pour faciliter la collecte.
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Figure 4.5 – Exemple d’utilisation d’un véhicule pour détecter l’état des capteurs et charger leur
batterie. [YWL15].
Puisque, la couverture de la zone et le volume de données collectées dépendent
fortement de la forme de la trajectoire du puits [Moz+19], une solution consiste à
concevoir des trajectoires ou des chemins optimisés en minimisant les points de
collecte que les puits mobiles visitent [KMA16]. Un chemin optimisé peut être dé-
fini comme étant la trajectoire suivant laquelle l’énergie dépensée par le puits est
minimisée [GZD09]. Par exemple, dans [KNJ17] une méthode de calcul de trajec-
toire de les puits consiste à déterminer des points de rendez-vous pour la collecte
(figure 4.6). Les points de collecte sont désignés en fonction de leur priorité. La
priorité est définie comme le volume de données à collecter. Dans cette méthode,
les trajectoires calculées pour deux missions de collecte peuvent être différentes
et une trajectoire plus longue que prévu peut conduire à une consommation sup-
plémentaire de l’énergie du puits mobile. Une solution est apportée à ce problème
dans [wLYf13], où les points de collecte sont connus et fixes durant toute les phases
de collecte de données. Les données des autres nœuds du réseau qui ne sont pas
des points de collecte sont transmis à travers des relais aux points de collecte. Pour
cela, on utilise des méthodes de recherche de nombre de sauts minimal entre une
source de données et les points de rendez-vous [GZD11].
Cependant, la conception de trajectoire optimale que le puits mobile suit
pour visiter tous les points de collecte dans le réseau équivaut au problème NP-
difficile du voyageur du commerce [KMA16 ; GZD09]. De plus, il est pratique-
ment impossible pour un puits mobile terrestre de parcourir toute l’étendue d’une
zone blanche étendue ou même d’accéder à certains endroits qui ont des relief
abruptes [YSM16], de désert de sable ou des zones des changements de topologie
surviennent fréquemment. Comme dans le cas du projet ZebraNet [Jua+02], les
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Figure 4.6 – Trajectoire définie par un ensemble de points de rendez-vous. [KNJ17].
capteurs étant embarqués dans les colliers aux cous des zèbres, la horde peut être
séparée par une rivière qui est un obstacle au véhicule de collecte. Pour résoudre
ce problème, les chercheurs ont proposé l’utilisation des puits mobiles aériens tels
que les drones ou les satellites.
4.1.1.2 Problématique liée aux puits mobiles aériens
Les puits mobiles tels que les drones (quadricoptères ou planeurs) ou les
satellites à basse altitude offrent plus de flexibilité que les puits mobiles ter-
restres [PVP13 ; SB18 ;Wan+15]. Cependant, ils sont également inappropriés pour
les zones blanches étendues. En effet, même s’ils ne rencontrent pas de problème
d’accessibilité dans des zones blanches désertiques par exemple, les drones sont
limités en énergie [Moz+19]. Leur rayon d’action est limité par l’énergie embar-
quée, insuffisante pour parcourir de vastes territoires comme les ZBE qui peuvent
s’étendre sur plusieurs milliers de kilomètres carrés. D’ailleurs, la conception de
tels drones capables de parcourir de si grande zones est tout aussi coûteuse. De
même, pour les réseaux de capteurs sans fil, les satellites [Cel+13 ; PVP13] sont
très coûteux pour des applications qui le plus souvent ne nécessitent pas de com-
munication temps réel [Cel+13].
Enfin, la technologie des ballons stratosphériques semble avoir un rayon de
couverture plus grand que les drones et un coût de conception et d’utilisation plus
faible que les satellites à basse altitude [Kat14]. Ces technologies conviendraient
pour la collecte de données dans les ZBE mais elles rencontrent de nombreux pro-
blèmes à résoudre tels que leur gouvernabilité [NS17] dans l’atmosphère. De nom-
breux tests des ballons stratosphériques ont été réalisés mais cette technologie
n’est pas encore assez mature, au vu du nombre élevé d’ accidents enregistrés de
par le monde [Loo19].
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Pour tous ces inconvénients, les puits mobiles tels que les drones, les satellites
ou les ballons stratosphériques ne peuvent garantir une collecte des données ef-
ficace et à moindre coût pour les zones blanches étendues. Nous proposons alors
une approche qui ne soit pas limitée par les mêmes obstacles. Elle consiste à uti-
liser, pour la collecte des données, les avions des vols commerciaux qui survolent
régulièrement les zones d’intérêt.
Le paragraphe suivant résume les contributions que notre méthode apporte dans
la résolution du problème de collecte dans les zones blanches étendues.
4.1.2 Les vols commerciaux comme puits mobiles
Nous envisageons d’utiliser les vols commerciaux afin que les avions servent
de collecteurs mobiles lorsqu’ils survolent les zones d’intérêt. Ils sont considérés
comme des stations de base volantes qui collectent les données des capteurs fixes
au sol, chaque fois qu’elles sont dans leur portée de communication. La figure 4.7
illustre le principe de collecte avec les avions.
Cette méthode de collecte de données n’est pas limitée par le problème d’accès
à la zone, la consommation d’énergie du collecteur encore moins par le problème
de recherche de chemins optimaux. En effet les avions volent au dessus des zones
d’intérêt à des altitudes de 9 km environ où la géographie de ces zones n’a pas
d’impact sur la mobilité du collecteur. Par ailleurs, les avions des vols commer-
ciaux embarquent assez de kérosène pour rallier l’aéroport de départ à celui d’ar-
rivée, ce qui ne pose pas de problème d’alimentation en énergie des systèmes de
communication.
Enfin, les routes suivies par ces avions sont connues, établies en avance et
changent très peu avec le temps. Cependant, ces routes ne passent pas forcement
partout au-dessus des zones blanches, aussi devons-nous faire une étude de faisa-
bilité de cette méthode ainsi que de ses performances.
Pour réaliser la collecte de données avec des distances de communication d’en-
viron 10 km avec une faible consommation d’énergie, nous proposons d’utiliser les
technologies LPWAN telles que LoRaWAN pour faire communiquer les sources de
données et les avions. L’efficacité d’une telle méthode dépend de la fréquence à
laquelle la zone d’intérêt est survolée par les avions. A notre connaissance, cette
technique opportuniste de collecte de données pour les zones blanches étendues
n’a jamais été considérée, c’est la première fois qu’une telle étude de faisabilité est
envisagée.
Cette étude de faisabilité répond aux questions suivantes :
— Est-il possible de collecter les données avec les avions de ligne, dans les
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Figure 4.7 – Scénarion de collecte de données avec les avions de ligne.
zones blanches étendues?
— Quelle est la capacité de collecte que les vols offrent en tout lieu de la zone
d’intérêt ? Il s’agit d’établir une cartographie de la capacité des zones sur-
volées et de distinguer les zones couvertes de celles qui ne le sont pas ;
— Est-ce que cette capacité est suffisante pour des applications de collecte ha-
bituelles pour ZBE?
— Enfin, quels sont les meilleurs paramètres LoRa pour établir une bonne
communication capteur/avion? Il s’agit de déterminer les effets de propaga-
tion sol-air sur le débit des communications de type LoRa.
Dans la suite de ce chapitre, nous détaillons notre méthode de collecte. Le cha-
pitre est organisé comme suit : Le paragraphe 4.2.1 décrit le modèle de communi-
cation ; dans le paragraphe 4.2.2, nous étudions la trajectoire des avions. La fenêtre
de communication ou le temps de contact entre les capteurs et les avions est cal-
culée dans le paragraphe 4.2.3, puis dans le paragraphe 4.2.4 nous déduisons les
capacités de collecte. Nous évaluons la méthode dans le paragraphe 4.3 où des scé-
narios de simulation et des métriques de performance sont définis. Les résultats
de l’évaluation sont analysés et commentés au paragraphe 4.3.3 avant de conclure
au paragraphe 4.4.
4.2 Méthode opportuniste de collecte de données
4.2.1 Modèle de communication
Dans notre travail, nous considérons la technologie LoRaWAN pour tirer avan-
tage des ses débits adaptables et de ses communications longue distance [GR17].
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Les débits variables ainsi que les longues portées de communication sont un avan-
tage pour les applications hétérogènes rencontrées dans les zones blanches éten-
dues (paragraphe 2.2.2). Les réseaux de type LoRaWAN (paragraphe 2.2.2 forment
une topologie en étoile où les stations de base relaient les données des capteurs vers
un serveur central [Sor+15].
Durant les communications, les capteurs exécutent une modulation à étale-
ment de spectre appelée LoRa Modulation où différents facteurs d’étalement noté
SF (Spreading Factor), peuvent être utilisés sur un même canal [Ade+17]. En
conséquence, sur unmême canal de bande passante BW, on peut obtenir différents
débits notés DR (Data Rate) en fonction des SF tels que [Sem15] :
DR = SF.CR
2SF
BW
, (4.1)
où CR est le taux de codage défini par 4/(4+n) pour n ∈ {1, 2, 3, 4}. Il y a au total 6
SF numérotés de 7 à 12. D’après l’équation (4.1), les facteurs d’étalement les plus
faibles permettent d’atteindre les débits les plus grands [GR17].
Une transmission LoRa atteint un récepteur si et seulement si la puissance
reçue Pr est supérieure ou égale à une valeur seuil ψr, appelée sensibilité du ré-
cepteur, que nous calculons comme dans [Sem13]. Elle est exprimée par :
ψr = −174 + 10log10(BW ) + NF + SNR. (4.2)
où ψr est en dBm, -174 est le niveau du bruit thermique dans la bande passante
de 1 Hz, NF en dBm est le facteur du bruit du récepteur. Ce facteur quantifie la
dégradation relative du ratio signal sur bruit SNR (en dB).
Pr dépend de la puissance d’émission Pe, de tous les gains et pertes le long du
lien de communication. Le bilan de liaison peut alors être exprimé en dB tel que
[Bor+16] :
Pr = Pe + G− Lc − Fm − Lp (4.3)
où G est le gain des antennes en émission et en réception, Lc représente les pertes
dans les circuits, Fm est la marge de fading [Lib19] et Lp l’affaiblissement de pro-
pagation ou le path-loss. Pour le calcul du path-loss, nous considérons le modèle
de propagation en espace libre [Bor+16], le path-loss est donc lié à la distance par :
Lp = L¯p + 10γlog(
d
d0
) (4.4)
où L¯p = 20log10(λ/4pid0) est le path-loss moyen à la distance de référence d0 =
[10, 100] pour les communications en espace libre (outdoor) [Gol05], γ est l’exposant
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d’affaiblissement en environnement suburbains [Erc+99 ; Gol05].
La distance d est alors déduite de l’équation (4.4), et elle est maximale pour Pr=ψr.
Le tableau 4.1 montre la correspondance entre la portée d des capteurs, le facteur
d’étalement SF, le path-loss, la bande passante et la sensibilité du récepteur, dans
le cas d’une transmission en espace libre.
Comme définies dans le paragraphe 2.2.1, les zones blanches peuvent être si-
tuées aussi bien dans les régions désertiques que dans les régions forestières. Dans
le cas des forêts, la propagation du signal subit d’autres atténuations qui sont cau-
sées par les arbres et leur feuillage [Ndz+12 ; AO18 ; ML10]. Il existe de nombreux
modèles empiriques pour estimer ce type d’affaiblissement [Ndz+12]. Dans cette
étude, nous considérons le modèle qui est recommandé par l’Union International
des Télécommunications (UIT) [IR16]. Ce modèle s’applique à une gamme de fré-
quences allant de 30 MHz à 30 GHz [Ndz+12] et l’affaiblissement maximal est
donné par la relation :
Amax = Am(1− e
Rada
Am ) (4.5)
oùAm est le facteur d’affaiblissementmaximalmesuré et il est lié à la fréquence
par la relation Am = ALfα avec (AL, α)=(0.18 dB, 0.752) [IR16]. Ra le gradient ini-
tial de l’affaiblissement et da est un paramètre positif.
L’affaiblissement causé par la végétation (équation 4.5) à un impact sur la concep-
tion des systèmes de communication sans fil. La puissance reçue Pr sur une dis-
tance donnée d suit une distribution log-normale avec une probabilité pout que
Pr < ψ.
pout(ψ, d) est appelée probabilité de panne, c’est la probabilité que la puissance
reçue soit inférieure au seuil de sensibilité ψr : pout(ψr, d)= p(Pr(d) < ψr). Cette
probabilité est définie telle que [Gol05] :
p(Pr(d) ≤ ψr) = 1−Q(ψr − (Pt + 10log10K − 10γlog10(d/d0))
σψdB
) (4.6)
La fonctionQ est définie comme la probabilité qu’une variable aléatoire gaussienne
x de moyenne 0 et de variance 1 soit supérieure à z [Gol05]. ψdB est une variable
aléatoire gaussienne de moyenne 0 et de variance σ2ψdB .
Dans le paragraphe suivant, nous décrivons le modèle de mobilité des avions.
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4.2.2 Modélisation de la trajectoire des avions de ligne
La collecte des données avec les vols commerciaux nécessite la connaissance
non seulement du délai de survol des avions au dessus de la zone d’intérêt mais
aussi du moment où ils entrent en communication avec les capteurs. Pour cela, il
faut modéliser la mobilité des avions lorsqu’ils survolent la zone d’intérêt. A cette
fin, nous utilisons des informations de vol réelles collectées à partir de différents
outils dédiés à la navigation aérienne.
Nous avons utilisé des bases de données sur des sites web tels que Open
Flights [Fli19] etWego [Go19] pour collecter les informations des vols.Open Flights
est une base de données qui répertorie les informations concernant plus de 10 000
aéroports, 6 000 compagnies aériennes et 68 000 routes qui relient certains aéro-
ports. Même si cet outil ne met pas à jours toutes les données telles que les fré-
quences des vols pour certaines routes, il comporte suffisamment d’informations
pour en déduire les routes et estimer la capacité de collecte qu’offrent les avions
qui les suivent. Les routes qui nous intéressent, dans ce travail, sont celles qui tra-
versent nos zones d’intérêt, des zones blanches étendues localisées dans le désert
du Sahara.
Les routes aériennes sont des successions de segments dans le plan reliés entre
elles par des balises appelées waypoint [GIR14]. Quelques exemples de balises de
navigations aériennes sont le Very High Frequency Omnidirectional Range (VOR)
et le Distance Measuring Equipement (DME). Le VOR permet de déterminer le
radial magnétique sur lequel l’avion est situé par rapport à une station au sol.
Par déduction, il permet de suivre n’importe quelle route qui passe par la sta-
tion (en rapprochement ou en éloignement de celle-ci) [Vor19]. Le DME est un
radio-transpondeur qui permet de connaître la distance qui sépare un avion d’une
station au sol en mesurant le temps que met une impulsion radioélectrique UHF
(Ultra High Frequency) pour faire un aller-retour [Nav19]. La figure 4.8 montre
un exemple de balise VOR-DME.
La figure 4.9 montre un exemple de route aux alentours de Toulouse. Les ba-
lises sont représentées par des petits triangles et elles sont reliées entre elles
par des routes aériennes matérialisées par des lignes droites. Les points repré-
sentent les balises au-dessus des villes [GIR14]. C’est à l’intersection des segments
de routes, au niveau des balises, que peuvent apparaître des conflits ou de pro-
blèmes [GIR14], comme par exemple l’attribution de l’ordre de passage des avions
à ces intersections. Ce qui conduit à l’élaboration d’un plan de vol pour chaque tra-
jet selon des règles établies par l’Organisation de l’Aviation Civile Internationale
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(OACI).
Figure 4.8 – Une balise VOR co-localisée avec le DME [Dme19].
Figure 4.9 – Extrait d’une carte répertoriant les routes aériennes près de Toulouse. [GIR14].
Dans la suite de ce chapitre, pour modéliser la mobilité des avions commer-
ciaux, nous considérons que la trajectoire d’un avion suit plusieurs segments de
route définis par les balises VOR et DME. Elle est considérée rectiligne au des-
sus de la zone d’intérêt. Si sur cette trajectoire, un avion est caractérisé par son
vecteur vitesse −→V constant, sa position instantanée M(t) est donnée par :
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M(t) = V (t− t0) +M0, (4.7)
où M0 est la position initiale ou de référence de l’avion au temps t0, t exprime le
temps courant.
Après avoir défini les routes par lesquelles passent les avions au dessus de
la zone d’intérêt, il reste à déterminer la fréquence avec laquelle ces routes sont
empruntées par les avions. Pour cela, nous utilisons un autre outil ouvert, en ligne,
Wego [Go19] qui récapitule les vols programmés par les différentes compagnies
aériennes à travers le monde. Le Tableau 4.2 relève le planning hebdomadaire des
vols sur 8 routes différentes qui traversent une portion du Sahara qui est prise
comme zone d’intérêt.
Comme ce modèle de mobilité est simple, nous ne considérons pas les effets
des phénomènes météorologiques sur les trajectoires des avions et leur vitesse
moyenne est prise égale à 0,84 Mach soit environ 285,852 m/s. C’est la vitesse
de croisière pour la plupart des avions commerciaux [VMB13].
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Dans le paragraphe suivant, nous calculons la durée maximale de communi-
cation entre un capteur et un avion qui le survole. Nous convenons d’appeler cette
durée fenêtre de communication.
4.2.3 Fenêtre de communication Avion-Capteur
La fenêtre de communication CW (Communication Window) caractérise le
temps de contact entre un capteur et un avion lorsque celui-ci survole la zone d’in-
térêt où se trouve le capteur.
Selon le modèle de communication décrit par les équations 4.2, 4.3 et 4.4, la
portée d’un capteur est une sphère au centre de laquelle est placé le capteur et le
rayon de la sphère correspond à la portée maximale du capteur. Nous n’aurions
considéré que par la partie de la sphère au dessus du plan du sol qui contient le
capteur comme décrit sur la figure 4.10. D’après le modèle de mobilité choisi (pa-
ragraphe 4.2.2), la trajectoire d’un avion est une droite. Ainsi une communication
entre le capteur et un avion est possible si et seulement si la trajectoire de l’avion
est sécante à la sphère de portée du capteur. La figure 4.10 montre un exemple
d’intersection aux points P1 et P2 entre la trajectoire d’un avion et la portée d’un
capteur. La fenêtre de communication CW est le temps durant lequel l’avion sé-
journe dans la sphère du capteur. Dans l’exemple de la figure 4.10, c’est le temps
mis par l’avion pour parcourir la distance qui sépare P1 et P2.
Figure 4.10 – Intersection entre la portée d’un capteur et la trajectoire d’un avion.
Comme défini précédemment, considérons que (X0, Y0, Z0) et (X(t), Y(t), Z(t))
soient les coordonnées 3D respectivement de la position initiale de l’avion et de
sa position à l’instant t, le long de la trajectoire. Alors nous pouvons écrire l’équa-
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tion (4.7) de la trajectoire sous la forme d’un système d’équations paramétriques
tel que :

X(t) = Vx(t− t0) +X0
Y (t) = Vy(t− t0) + Y0 t > 0.
Z(t) = Vz(t− t0) + Z0
(4.8)
De plus, si nous considérons que le capteur est situé à un point de coordonnées
(Cx, Cy, Cz), la trajectoire de l’avion traverse la sphère du capteur si et seulement
s’il existe au moins un point situé sur la sphère qui vérifie l’équation suivante :
(X(t)− Cx)2 + (Y (t)− Cy)2 + (Z(t)− Cz)2 = d2, (4.9)
où d est le rayon de la sphère qui correspond à la portée du capteur. Nous substi-
tuons l’équation (4.8) dans (4.9) et résolvons pour obtenir les points d’intersection
et en déduire la fenêtre de communication.
S’il n’y a pas de solution pour le système 4.8, cela implique que l’avion ne rentre
jamais dans la sphère du capteur. S’il existe un seul point d’intersection comme
solution, alors la trajectoire de l’avion est tangente à la portée du capteur et au-
cune communication n’est possible, CW est alors nulle. Lorsque il y a deux points
d’intersection aux instants t1 et t2, alors le capteur peut avoir un temps de com-
munication valide avec l’avion et CW se déduit par :
CW = t2 − t1 (4.10)
Pour que les données d’un capteur soient entièrement collectées par un avion
qui le survole, le capteur doit impérativement communiquer durant l’intervalle de
temps CW. Ainsi, le débit de collecte doit être adapté de telle sorte que le capteur
puisse communiquer un grand volume de données à l’avion.
Dans le paragraphe suivant, nous calculons le volume de données qu’un cap-
teur peut transmettre à l’avion pendant le temps CW.
4.2.4 Volume et capacité de collecte de données
Dans ce paragraphe, nous calculons le volume de données collectées, appelé Vc,
durant la fenêtre de communication, puis nous déduisons la capacité de collecte. La
capacité de collecte est le débit moyen Dm avec lequel les capteurs communiquent
avec les avions.
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Le débit instantané d’un lien LoRa peut être calculé en utilisant l’équa-
tion (4.1). Il dépend de la largeur de bande passante utilisée et du facteur d’éta-
lement choisi. La largeur de bande est fixée par le standard. Comme il est mon-
tré dans le tableau 4.1, pour atteindre de longues distances de communication, il
faut choisir un grand facteur d’étalement SF aux détriments du débit de base qui
décroît. Et, inversement pour de grands débits, un petit SF doit être choisi. Par
exemple, dans la bande des 125 KHz, le débit de base varie entre 0,3 à 27 kbits/s.
Si un capteur Ni transmet avec les paramètres SFi, CRi, DRi et possède CWi
comme fenêtre de communication avec un avion, alors le volume de données qu’il
peut transmettre à l’avion est donnée par Vci = DRi.CWi. Par addition, de tous les
capteurs qui auront transmis leurs données à un avion, le volume total collecté Vc
est :
Vc =
N∑
i=1
DRi.CWi (4.11)
où N est le nombre de capteurs couverts par un avion. Par ailleurs, si FA = NA/Od
est la fréquence des avions sur une route donnée où NA est le nombre d’avions qui
suivent la route et Od est la période d’observation, alors nous pouvons estimer le
débit moyen Dm de collecte pour le capteur Ni par :
Dmi = Vci .FA (4.12)
Le calcul du débit moyen nous permettra de savoir à quel type d’applications
notre méthode opportuniste de collecte est la mieux adaptée.
Dans la suite de ce chapitre, nous décrivons les scénarios pour évaluer et ana-
lyser notre méthode de collecte.
4.3 Évaluation
4.3.1 Scénarios
Nous étudions la faisabilité de notre méthode de collecte de données pour les
zones blanches étendues en considérant le désert du Sahara comme zone d’intérêt.
En nous basant sur les informations réelles des vols commerciaux, nous montrons
qu’il est possible de collecter des données de diverses applications. En effet, le Sa-
hara est un vaste désert chaud situé dans la partie nord du continent africain. Il
s’étend sur 5000 km d’ouest en est, de l’océan Atlantique à la mer rouge, et couvre
plus de 8,5 millions de km2 (figure 4.11). Ce qui en fait la plus grande étendue
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de terre aride d’un seul tenant au monde [Sah19], donc le Sahara est une zone
blanche étendue par définition.
Il constitue une manne économique pour les pays qui le partagent. Il renferme
de nombreux sites de prospection ou d’exploitation de ressources naturelles telles
que le pétrole, le manganèse, le cuivre, le fer, le phosphate, l’uranium ou l’or. Il s’y
trouve également l’une des plus grandes réserves d’eau douce au monde qu’il faut
étudier et protéger [Gon+13]. Par exemple, la nappe phréatique sous le Sahara du
Niger regorge plus de 2000 milliards de mètres cubes d’eau douce dont une grande
partie est menacée par le risque de pollution radioactive [Nap19].
De plus, les recherches scientifiques qui se multiplient ces dernières an-
nées [Cli19], ont pour objet l’étude du Sahara, les conséquences du réchauffement
climatique sur le climat. Cependant, toutes ces activités sont confrontées à un
manque crucial d’infrastructure réseau pour la collecte et l’analyse des données,
entre collaborateurs. Pour toutes ces raisons, nous nous sommes intéressés au Sa-
hara pour évaluer notre méthode opportuniste de collecte des données.
Figure 4.11 – L’étendue géographique du Sahara [Sah19].
Les informations sur les routes sont produites par l’outil Openfligth [Fli19].
La figure 4.12 montre un ensemble de routes aériennes qui enjambent le Sahara.
Les points représentent les aéroports de départ et d’arrivée tandis que les lignes
droites schématisent les trajectoires qui relient ces aéroports. Dans notre premier
scénario, nous avons considéré comme zone d’intérêt une portion du Sahara qui
s’étend sur 40000 km2 et qui est représentée par le carré sur la figure 4.12.
Pour nos simulations, nous avons considéré un sous-ensemble des routes qui
survolent la zone d’intérêt qui sont les routes Paris-Douala, Paris-Yaounde, Paris-
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Lagos, Paris-Kano Casablanca-N’Djamena, Istanbul-Niamey, Istanbul-Accra et
Istanbul-Lagos. La fréquence des vols sur ces routes est indiquée dans le ta-
bleau 4.2.
Nous utilisons le système de coordonnées WGS 84 (World Geodesic System
1984) pour définir les positions des avions, des aéroports de départ et d’arrivée.
Puisque ce système donne une localisation en 2D, nous utilisons, en plus, les al-
titudes (des avions, des positions de départ et d’arrivée) pour obtenir un position-
nement en 3D. Ces coordonnées sont ensuite converties dans le système ECEF
(en anglais Earth-Centered, Earth-Fixed) pour faciliter les simulations et les cal-
culs. ECEF est un système de coordonnées cartésien qui prend pour point origine
(0,0,0), le centre massique de la terre.
Pour constituer une cartographie de la capacité de collecte en tout point de la
zone d’intérêt, nous avons procédé à une répartition de celle-ci en pixels. Chaque
pixel est un carré de 5 km de côté, son centre est une position virtuelle de capteur.
La figure 4.13 montre un exemple de zone d’intérêt pixellisée où les lignes droites
représentent les trajectoires des avions et les carrés les pixels.
4.3.2 Les métriques de performance
Pour le calcul des débits de base LoRa, nous retenons l’ensemble des facteur
d’étalement SF = {7, 8, 9, 10, 11, 12} afin d’analyser leur influence sur la capacité
de collecte.
Figure 4.12 – Les routes aériennes au dessus du Sahara [Map19].
98
CHAPITRE 4.
Figure 4.13 – Scénario avec la zone d’intérêt pixellisée.
L’évaluation de notre méthode se fait à travers l’analyse de plusieurs métriques
qui sont le taux de couverture des pixels, la durée de communication CW et le débit
moyen de collecte. Les résultats sont présentés et commentés dans le paragraphe
suivant.
4.3.3 Résultats et discussion
4.3.3.1 Influence du facteur d’étalement sur la couverture de la zone
d’intérêt
Le tableau 4.1 récapitule le compromis entre les facteurs d’étalement, la portée
des capteurs et le débit. Cela fournit une indication sur les caractéristiques de
communication à choisir pour satisfaire les besoins des applications.
Dans notre scénario, pour un avion qui se trouve à une altitude donnée, le
nombre de pixels couverts est étroitement lié au facteur d’étalement choisi. Ceci
est bien indiqué sur la figure 4.14 qui montre l’impact du facteur d’étalement
sur la couverture d’une route. Dans cet exemple, nous avons considéré la route
Casablanca-N’djamena et une altitude de vol de 9 km, pour un SF de 12, le nombre
de pixels couverts par un avion est de 298 (figure4.14a). Ce nombre décroît avec
un SF plus petit. Par exemple, pour SF=7, il n’y a que 197 pixels qui sont cou-
verts(figure 4.14b). En conséquence, le facteur d’étalement impacte également la
quantité des données qui peuvent être collectées. Pour le même exemple, comme
le montre la figure 4.14, la couverture de la zone ainsi que le volume de données
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collectées sont meilleures pour les SF de valeur élevée. Sur ces figures, les parties
claires correspondent aux meilleures performances.
(a) 298 pixels couverts, SF=12, BW=125 kHz.
(b) 197 pixels couverts, SF=7, BW=125 kHz.
Figure 4.14 – Influence de SF sur la couverture des pixels.
4.3.3.2 Influence de la planification des vols sur la couverture de la zone
Nous avons ensuite analysé le taux de couverture de la zone d’intérêt par jour
et durant une semaine d’observation. Nous remarquons que les meilleurs jours de
collecte sont les jeudis et dimanches (nombre élevé d’avions), comme il est montré
sur la figure 4.15. Par exemple, les dimanches, pour des facteurs d’étalement de 12,
10 et 7 respectivement 950, 850 et 724 pixels sont couverts pour un total de 1600
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que compte la zone d’intérêt. Ce qui correspond à des taux de couverture respectifs
de 0.6, 0.53 et 0.45.
Cependant, même si tous les pixels de la zone ne sont pas couverts, en fonction
de la fréquence des avions sur une route considérée, certains pixels peuvent être
survolés par plusieurs avions, dans un intervalle de temps de quelques heures par
exemple. Cela améliore la taux de couverture localement et le volume de données
collectées est augmenté.
Il peut être intéressant d’exploiter cette caractéristique du trafic aérien. Par
exemple, les données des capteurs qui ne sont pas couverts ou qui le sont très peu,
peuvent être relayées vers des points de collecte qui se trouve dans des endroits
fréquemment survolés par les avions.
Figure 4.15 – Nombre de pixels couverts parmi 1600.
4.3.3.3 Analyse de la fenêtre de communication
Comme définie dans le Paragraphe 4.2.3, la fenêtre de communication CW est
l’intervalle de temps en secondes qui limite la phase de collecte des données. Nous
l’avons calculée pour chaque pixel de la zone d’intérêt. Puisque dans notre scénario,
nous avons considéré plusieurs routes et avions, pour un pixel donné, CW est la
somme de tous les temps de contact qu’un capteur (placé dans un pixel) a avec
l’ensemble des avions qui croisent sa portée. La figure 4.16 donne une illustration
des fenêtres de communication pour l’ensemble des pixels de la zone. Ainsi, elle
nous permet de situer et de distinguer les lieux bien couverts de ceux qui ne le sont
pas du tout ou qui le sont très peu. Sur la figure 4.16, les pixels de couleur plus vive
correspondent aux positions qui offrent les plus longs temps de communication
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(plus CW supérieure à 500 secondes dans ce scénario). Ces positions sont celles qui
se trouvent à l’intersection de plusieurs routes par exemple, alors que les couleurs
sombres indiquent les lieux peu ou pas couverts (CW tend vers zéro). Ce résultat
est obtenu pour une altitude des avions fixée à 9 km, SF=12, BW=125 kHz, ψ=-
128.5 dBm et Lp=154 dB.
Figure 4.16 – Distribution des fenêtres de communication par pixel.
4.3.3.4 Analyse du débit moyen
En outre, pour évaluer le débit moyen horaire de collecteDm pour chaque pixel,
nous avons considéré plusieurs facteurs d’étalement SF={12, 10, 7} pour des fins de
comparaisons. Ces SF correspondent à des débits de base LoRa respectivement de
292,97, 976 et 5469 bits/s dans un canal de 125 kHz ou 1172, 3906 et 21875 bits/s
dans un canal de 500 kHz. Ces débits sont calculés en utilisant la relation 4.1.
Dans notre scénario, si nous prenons le dimanche, par exemple où il y a un vol sur
chacune des routes considérées, certains pixels qui sont couverts par 2 ou 3 avions
peuvent transmettre jusqu’à 160 ou 600 kbits s’ils opéraient respectivement dans
des canaux de 125 et 500 kHz avec SF=12, car ce facteur d’étalement permet un
large intervalle de temps de communication avec les avions (figure 4.16). Cette
capacité de collecte augmente si nous choisissons un facteur d’étalement plus petit
ou en augmentant la bande passante du canal. Par exemple, si nous considérons un
facteur d’étalement SF=7, bien entendu le nombre de pixels couverts diminuemais
on collecte plus de données puisque le débit LoRa augmente lorsque SF décroît
(Paragraphe. 4.2.1).
Dans le cas où SF=7, BW=500 kHz, on peut collecter 8790 kbits sur les pixels
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(a) BW=125 kHz, ψr=-132dBm, DR=976 bps.
(b) BW=500 kHz, ψr=-126dBm, DR=3906 bps.
Figure 4.17 – Débit de collecte des données Dm (bps), case SF=7.
qui se trouvent à l’intersection de plusieurs routes, représentés par une couleur
vive sur la figure 4.16. Nous pouvons alors déduire le débit moyen, par heure, de
collecte de données (équation 4.12), en observant l’ensemble des vols sur toutes les
routes en une semaine. La figure 4.17 montre une cartographie du débit moyen en
tout lieu de la zone d’intérêt pour SF=7 pour les canaux de bandes passante 125
kHZ (4.17a) et 500kHz (4.17b). Les débits atteignent 50 et 250 bits/s respective-
ment pour les bandes 125 et 500 kHz.
La différence de débits entre ces figures est due non seulement à la différence
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(a) BW=125 kHz, ψr=-134.5dBm, DR=538 bps.
(b) BW=500 kHz, ψr=-128.5dBm, DR=2148 bps.
Figure 4.18 – Débit de collecte des données CT (bps), case SF=10.
des bandes passantes, des débits de base LoRamais aussi à la sensibilité des récep-
teurs. Une grande sensibilité améliore la portée des capteurs et le taux de couver-
ture. En effet, avec un débit moyen de 250 bits/s, les pixels qui sont bien couverts
peuvent transmettre aux avions jusqu’à 144 Mbits de données la semaine.
4.3.3.5 Analyse des paramètres LoRa et du volume de données collectées
Les résultats de la figure 4.17 sont comparés avec ceux obtenus pour un SF=10
(figure 4.18). Le débit ainsi obtenu est plus faible avec 125 bits/s pour BW=500 kHz
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et 25 bits/s pour BW=125 kHz, même si la largeur des zones couvertes est plus
grande pour SF=10 que pour SF=7. Ces débits moyens sont relativement faibles
dans les deux cas (SF=7 et SF=10) car la fréquence des avions est plus faibles. Par
exemple si, sur certaines routes, cette fréquence peut atteindre une dizaine de vols
par semaine, sur d’autres routes elle n’est que d’un ou deux vols par semaine.
Si nous considérons le pixel vif encerclé sur la figure 4.17, il totalise un temps
de communication de 1517 secondes dans la semaine. Avec les mêmes paramètres
LoRa qui sont BW=500 kHz, ψ=-126 dBm, DR=2148 bits/s, 3.1076 Mbits de don-
nées peuvent être collectées sur ce pixel. Par ailleurs, si nous considérons le plan-
ning hebdomadaire fourni par le tableau 4.2, le débit moyen est donné par la fi-
gure 4.19 et il est analysé pour les 125 et 500 kHz et SF={7, 10, 12}.
Contrairement au résultat précédent, le débit moyen observé certains jours
peut atteindre 12 kbits/s (figure 4.19b) et 2 kbits/s (figure 4.19a). Ces résultats
obtenus conviennent à beaucoup d’applications qui sont couramment rencontrées
dans les zones blanches étendues, qui ont besoin d’un débit de moins de 10 kbits/s
(chapitre 2).
Par exemple, une application de monitoring de pipelines, par exemple, qui sur-
veille l’état du réseau de pipeline et détecte d’éventuels points de fuite, génère 1000
octets par jour. Elle aurait besoin d’un débit de seulement 0.1 bits/s en continu
pour acheminer son trafic. Ce besoin est largement couvert par notre méthode de
collecte.
La figure 4.20 caractérise le débit dans l’heure où le contact entre capteur et
avion a lieu pour deux pixels, un qui est couvert par 5 routes (4.20a) et un autre
couvert par 2 routes (4.20b). Ces deux pixels sont identifiés par les cercles sur la
figure 4.17. La figure 4.19 résume la règle selon laquelle les meilleurs débits sont
obtenus pour un facteur d’étalement plus petit et une bande passante plus large.
Et, même si les débits moyens peuvent être petits, de grands volumes de données
sont collectés pendant les intervalles de communication entre les capteurs et les
avions.
Enfin, le Tableau 4.3 donne l’estimation des données collectées par vol et par
route et est associé au planning hebdomadaire qui est donné par le Tableau 4.2.
Ces données sont collectées pendant la phase aller uniquement et pour une alti-
tude de vol de 9 km où les paramètres LoRa pris en compte sont BW=125 kHz et
SF=7.
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(a) BW=125 kHz.
(b) BW=500 kHz.
Figure 4.19 – Débit par jours.
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(a) Pixels couverts par 5 avions).
(b) Pixels couverts par 2 avions.
Figure 4.20 – Analyse des débits, SF=7, BW=500kHz. Pixels encerclés sur la figure 4.17b
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4.4 Discussion et Conclusion
Dans ce chapitre, nous avons considéré le problème de collecte des données des
réseaux déployés dans les zones blanches étendues. L’objectif est de parvenir à col-
lecter l’information générée par les capteurs même lorsque l’accès à la zone d’inté-
rêt est difficile ou impossible. Nous avons montré que l’utilisation des méthodes de
collecte telles que les véhicules, les drones, les ballons stratosphériques ou même
les satellites à basse altitude est limitée dans les zones blanches étendues.
Nous avons alors proposé une nouvelle approche de collecte qui surmonte ces
obstacles. C’est une méthode de collecte opportuniste qui propose d’utiliser les vols
commerciaux pour collecter les données des capteurs lorsque les avions survolent
les zones d’intérêt. Nous avons analysé la couverture de la zone, le débit de collecte
offert et le volume de données qui peut être collecté au dessus de la zone. Nous
avons montré que cette méthode convient à beaucoup d’applications (qui génèrent
peu de trafic) communément développées pour les zones blanches étendues et qui
peuvent tolérer des délai de transmission.
Enfin, pour améliorer les résultats obtenus par le scénario présenté dans ce
chapitre, nous envisageons de placer des relais pour que les éventuelles sources
de données, qui ne se trouvent pas sur les routes des avions, puissent communi-
quer avec les capteurs couverts. Les pixels couverts qui offrent de grands temps
de communication avec les avions pourrons servir de position pour des sous-puits
de données. Les sous-puits de données recevrons les données des sources trop éloi-
gnées, par l’intermédiaire des relais, et les transmettrons aux avions. Enfin les
avions les transmettront aux puits de données terminaux.
En outre, nous allons également considérer, dans le prochain chapitre, la tech-
nique de restitution des données par les avions au puits de données.
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Chapitre 5
Méthode multi-sauts de
couverture et de collecte
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5.1 Introduction
Dans le chapitre 4, nous avons étudié la faisabilité d’utiliser les vols commer-
ciaux pour collecter les données générées par les réseaux de capteurs sans fil, dé-
ployés dans les zones blanches étendues. Les avions se comportent alors comme
des puits mobiles. Cette méthode opportuniste a montré son intérêt notamment
dans les régions survolées par les avions. En effet, nous avons estimé des débits
moyens qui peuvent atteindre plus de 20 kbit/s ce qui permet de collecter de grands
volumes de données. Cependant, avec cette méthode, deux problèmes restent à ré-
soudre : le délai de collecte qui peut s’avérer long si la fréquence des avions est
faible ainsi que l’existence de régions non couvertes par les vols commerciaux.
Dans ce chapitre, nous proposons d’améliorer notreméthode de collecte de données
pour les zones blanches étendues. Notre principal objectif est d’étendre la couver-
ture de la zone d’intérêt aux régions non couvertes, en utilisant, comme dans la
méthode du Physarum (chapitre 3), des noeuds relais pour atteindre les noeuds
couverts par des avions de ligne. Les noeuds couverts sont appelés sous-puits.
Par ailleurs, nous proposons d’attribuer suffisamment de volume de stockage aux
sous-puits afin de stocker, temporairement, les données générées par les sources
non couvertes. Enfin, puisque les sources de données non couvertes et les sous-
puits sont interconnectés à travers une topologie multi-chemins, nous proposons
également un mécanisme de routage basé sur le principe du plus court chemin. Ce
protocole est utilisé par les sources pour transmettre leurs données aux sous-puits
qu’elles ont choisis.
5.1.1 Collecte de données dans les zones non survolées
5.1.1.1 Problématique liée au délai de collecte
Dans le chapitre 4, on définit le délai de collecte comme le délai entre la pro-
duction de la donnée et sa collecte effective par le puits mobile. Il dépend de deux
facteurs : la vitesse des avions et la fréquence à laquelle ils survolent la zone d’inté-
rêt [Jon+08]. Ainsi, plus une ligne commerciale comporte de vols, plus une source
de données aura de fenêtres de communication et plus vite les données seront col-
lectées et transmises au centre de collecte.
Cependant, la collecte de données avec des puitsmobiles procure par nature des
liens de communication intermittents qui augmentent considérablement le délai
de collecte, ce qui limite l’efficacité des protocoles de communications standards
basés sur le protocole Internet [Jon+08]. Ainsi, lorsque des drones, par exemple,
sont utilisés pour la collecte de données [Sah14 ; EKN17], le délai de collecte qu’ils
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engendrent est calculé afin de concevoir de nouveaux protocoles de communica-
tions. On parle alors de protocoles de communication pour les réseaux tolérants
au délai [DWW10 ; Voy12].
Dans ces protocoles, par exemple, des points de rendez-vous sont placés tout au
long de la trajectoire du puitsmobile [GZD11]. Ainsi, les sources qui ne sont pas sur
cette route ont la possibilité de transmettre leurs données aux points de rendez-
vous [DWW10]. Mais pour que cette méthode soit efficace et qu’elle n’engendre pas
de la latence supplémentaire, le volume de données générées par les sources doit
être réparti en fonction de l’état de la file d’attente dans les points de rendez-vous
et surtout du temps nécessaire pour vider celle-ci [HC08].
5.1.1.2 Problématique liée aux relais et à la couverture
Du fait de la vaste superficie des zones blanches de type désert ou forêt, les
vols commerciaux ne peuvent couvrir la totalité de ces zones d’intérêt. Par consé-
quent, lorsqu’une source de données se trouve dans une zone non couverte, il est
impossible de collecter l’information générée. Un problème similaire a déjà été
considéré dans des travaux antérieurs [GZD11 ; GZD09 ; Som+06 ; MY07], où des
puits mobiles sont utilisés pour collecter les données dans de grands réseaux de
capteurs sans fil. Les puits mobiles étant limités en énergie qu’ils embarquent, ils
ne peuvent pas couvrir tous les nœuds déployés dans toute la zone.
Une solution est d’utiliser des relais pour acheminer en plusieurs sauts, les
données des nœuds non couverts jusqu’aux puits mobiles [MY07]. Par exemple,
les auteurs [MM10 ; YA08] ont proposé des méthodes de placement de relais
afin que toutes les sources éparpillées puissent être tout le temps connectées
au réseau. Mais toutes ces méthodes sont complexes à mettre en oeuvre et les
solutions qu’elles proposent ne sont pas tolérantes aux pannes d’un lien, par
exemple [Reb+15].
Par ailleurs, certains relais sont utilisés plus souvent parce qu’ils sont plus
proches du chemin du puits mobile et ils consomment leur énergie plus vite que
d’autres relais ; la durée de vie du réseau s’en trouve alors réduite. Pour remédier
à ce problème de dissipation précoce d’énergie des relais, des protocoles de com-
munication ont également été étudiés [SRS04 ; JSS05] afin de répartir de façon
efficace la charge de données entre plusieurs relais.
Cependant, tous ces travaux ont été effectués pour des puits mobiles de
type drones, dans des environnements où les chemins suivis par les puits sont
contrôlables et peuvent être calculés lors de chaque mission de collecte [Som+06 ;
KMA16]. Ils ne peuvent donc être appliqués pour des scénarios de collecte de
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données avec les vols commerciaux pour lesquels la planification des routes est
fixe et ne change pas pendant de longues années (on parle de routes radio-
électriques) [GIR14]. Lorsque les puits mobiles ne peuvent être contrôlés, il faut
développer des solutions alternatives pour résoudre les problèmes de couverture,
de connectivité des sources de données et de longs délais de collecte.
Pour améliorer l’efficacité de la méthode opportuniste de collecte de données
en utilisant les vols commerciaux, nous proposons dans ce chapitre d’utiliser des
relais, afin qu’ils connectent les sources de données non couvertes à des relais ou
des sources qui se trouvent sur les routes de passage des avions. Non seulement
cette méthode permettra aux sources de données de transmettre leur information
à des points de collecte situés dans les régions couvertes par les avions mais aussi
de les faire communiquer entre elles. Les relais sont choisis de telle sorte que
toute source de donnée utilise un nombre minimum de sauts afin d’atteindre une
destination choisie. Ceci permettra d’avoir une bonne connectivité dans le réseau
tout en minimisant le nombre de relais à utiliser et leur énergie. Les relais sont
placés selon la méthode du physarum développée au chapitre 3 car elle est assez
simple et de complexité polynomiale. Notre solution propose de plus une méthode
de recherche de chemins vers les points de collecte qui minimise le nombre de sauts
et qui réduit le délai d’attente des données dans les files d’attente.
5.1.1.3 Défis à relever
Certaines applications des réseaux de capteurs sans fil sont tolérantes au délai
dans une certaine mesure mais ont tout de même des contraintes de délai (voir
paragraphe 2.2.2).
Pour atteindre nos objectifs, nous allons adresser ces différentes questions :
1. Quel est le délai induit par la fréquence des avions?
2. Les sources de données sont-elles toutes connectées au réseau?
3. Comment choisir le bon sous-puits de collecte pour une source?
La suite de ce chapitre porte d’abord sur les réseaux tolérants aux délais DTN
(Delay Tolerant Networks) et leurs caractéristiques. Puis, nous détaillons le méca-
nisme amélioré de la collecte de données dans les réseaux DTN, de collecte avec
les avions de lignes dans les zones blanches étendues. Enfin, nous évaluons et ana-
lysons cette technique à travers divers scénarios. Les résultats sont comparés aux
méthodes de collecte de données.
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5.2 Les enjeux dans les réseaux de capteurs sans fil to-
lérants aux délais
L’introduction des puits mobiles (puits, stations de base et relais) dans les ré-
seaux de capteurs sans fil induit de la latence dans la collecte des données à la
destination finale [Voy12] puisqu’il faut attendre son passage puis son retour au
centre de collecte avant qu’il puisse disposer des données. La latence est fortement
liée à la mobilité du puits de collecte et peut se mesurer en minutes, en heures ou
en jours [DWW10]. Les techniques de collecte de données avec les puits mobiles ne
conviennent pas à certaines applications qui exigent de la communication temps-
réel ou avec des garanties temporelles [JS10].
Les délais induits doivent être pris en compte dans la conception des réseaux de
collecte de données avec des collecteurs mobiles. Les auteurs de [Fal03 ; VMB13 ;
Bur+03 ; Llo+09 ; SBO19 ; Kui08] ont développé un nouveau concept dans les
RCsF : il s’agit des réseaux de capteurs sans fil tolérants aux délais. C’est un
concept hérité des communications inter-planétaires [Fal03], dans lesquelles les
perturbations et le manque d’opportunité de connexion peuvent engendrer des dé-
lais qui atteignent souvent plusieurs mois [Kui08]. Le principe de fonctionnement
reste le même : les données sont stockées dans certains nœuds du réseau en at-
tendant que la connexion soit rétablie.
Il est important de concevoir de nouveaux protocoles qui intègrent la prise en
charge des effets des délais induits [DWW10]. Les capteurs doivent être réveillés
lorsque le puits mobile passe dans leur portée, alors que leur radio était en veille
pour économiser leur énergie et étendre la durée de vie du réseau [Yun+13]. Pour
cela, des méthodes de réveil radio ont été proposées pour les réseaux de capteurs
sans fil avec puits mobile [MB14 ; CDC19]
5.2.1 Maximisation de la durée de vie des réseaux de capteurs
sans fil DTN
Pour garantir une collecte de données efficace dans les réseaux DTN, il est im-
portant que les différents nœuds du réseau conservent leur énergie surtout dans
les zones d’intérêt où il est impossible de recharger les batteries des capteurs. Cet
aspect est longuement considéré dans la littérature [Sha+03]. Par exemple, le tra-
vail dans [YX10] propose un protocole pour optimiser la durée de vie du réseau.
Le protocole prend en compte l’état des batteries des nœuds pour déterminer le
volume de données à transférer au puits ainsi que la durée de la communication
du capteur. L’auteur montre ainsi que le délai de collecte n’affecte pas la vie du
réseau. Cependant, l’inconvénient de ce protocole est que le volume de données
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collectées est très limité.
Le volume de données collectées et le délai de collecte peuvent être améliorés
si on définit une trajectoire optimale au puits de données lors des missions de
collecte [Hu+14], pour les puits mobiles de type drones.
5.2.2 Conception de la trajectoire des puits mobiles dans les DTN
Les communications dans les réseaux DTN sont intermittentes. Si le puits
pouvait visiter tous les capteurs, il pourrait collecter toutes les données dispo-
nibles mais ce n’est pas possible au vu des ressources (énergie, volume de sto-
ckage) à dépenser. Les trajectoires des puits mobiles vont chercher à minimiser le
nombre de positions à visiter ; ces positions jouent le rôle de sous-puits ou de clus-
terhead [Hu+14]. Dans chaque endroit visité, le puits a un temps de collecte qui
est défini de telle sorte que le délai global de sa mission soit minimal [XLW11]. La
recherche de trajectoire optimale permet de répondre aux deux problèmes demaxi-
misation de la vie du réseau et du volume de données collectées [M.+05] mais c’est
un problème d’optimisation complexe et NP-difficile [Hu+14]. Par ailleurs, celui-ci
introduit un problème de routage dans cette architecture où le déplacement du
puits mobile est limité qu’à un petit nombre de nœuds [ACA09].
Une méthode efficace de collecte pour les zones blanches étendues doit tenir
compte de tous ces enjeux afin de maximiser le volume de données que l’on peut
collecter. Dans la suite de ce chapitre, nous proposons une approche qui permet
d’étendre couverture du réseau aux zones non couvertes par les puits mobiles
(avions) et de réduire le délai en diminuant le temps d’attente des données dans
les différentes files des sous-puits.
5.3 Amélioration de la couverture et la connectivité
dans les zones blanches étendues
Notre méthode prend en compte les enjeux des réseaux DTN et elle consiste
à utiliser des relais pour étendre la couverture aux zones non couvertes par les
avions et en même de temps, d’acheminer le trafic vers des points de collecte sur-
volés par les avions.
5.3.1 Définition
Les points de collecte ou sous-puits de données sont des stations relais cou-
vertes par les routes des avions. Ils ont pour rôle de recevoir les données générées
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par les sources éloignées, de les stocker et enfin de les retransmettre aux avions
lorsque ceux-ci arrivent dans leur portée. Placés en grand nombre, les points de col-
lecte augmentent le volume de données que les avions vont collecter et de réduire
la latence de transmission. Comme dans les DTN classiques [Fal03], les points
de collecte jouent le rôle de passerelles entre les sources de données et les puits
mobiles.
Dans la suite de ce chapitre, pour répondre aux questions posées, nous allons
détailler notre méthode qui permet à toutes les sources de se connecter aux diffé-
rents points de collecte en utilisant un nombre réduit de relais.
5.3.2 Système et hypothèses
Nous considérons une zone d’intérêt comme le montre la figure 5.1, dans la-
quelle un ensemble de sources de données sont uniformément placées. Nous sup-
posons que certaines sources de données ne se trouvent pas dans des positions
couvertes par les avions (rectangles rouges).
Figure 5.1 – Zone d’intérêt et scénario.
Nous considérons également un ensemble de points de collecte répartis sur
les différentes routes des vols commerciaux (rectangles bleus). La position de ces
points de collecte détermine leur fenêtre de communication et leur débit de commu-
nication (respectivement définis dans les chapitres 4.2.3 et 4.2.4). Chaque point de
collecte dispose d’un espace de stockage de données pour stocker les données re-
çues des sources. Dans chaque point de collecte, les données sont stockées dans
une file d’attente. Entre les sources de données éloignées et les sous-puits, il peut
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exister des liens de communication multi-sauts assurés par des relais. Les don-
nées sont entièrement ou en partie transmises aux avions lorsqu’ils survolent les
points de collecte. Enfin, nous considérons que les points de collecte peuvent se
synchroniser sur les temps d’arrivée des avions afin de transmettre ses données
durant sa fenêtre de communication avec l’avion.
Notre méthode consiste d’une part, à placer les relais pour connecter toutes
les sources au réseau et d’autre part, à efficacement répartir les données entre les
différentes file d’attente.
5.3.3 Construction d’une infrastructure connectant les sources
aux points de collecte
Dans ce paragraphe, nous proposons de construire un réseau d’interconnexion
de toutes les sources de données avec les points de collecte avec un nombre de relais
limité. Ainsi, toutes les données générées dans le réseau pourront être stockées
dans les noeuds traversés par les avions.
Pour calculer cette topologie d’interconnexion, nous utilisons lamême approche
que dans le chapitre 3. Notre solution de déploiement de réseau de capteurs est
une heuristique inspirée de la croissance du physarum, décrite dans le para-
graphe 3.5.1. Cette solution calcule un compromis entre la robustesse du réseau
(redondance des liens) et le nombre de relais à utiliser. Cependant, la solution
présentée dans le chapitre 3 est proposée pour un seul puits de données. Dans ce
chapitre, nous adaptons cette heuristique de déploiement afin de supporter plu-
sieurs sous-puits. Nous rappelons que les sous-puits sont l’ensemble des points de
collecte situés sur les trajectoires des avions. La modification que nous apportons
dans cette heuristique consiste à ajouter des poids à l’ensemble des destinations
des sous-puits. Ces poids sont attribués en fonction des capacités de communi-
cation des sous-puits. Ainsi, les sous-puits qui ont de plus grands débits se voient
attribuer de grands volumes de données à transmettre. Le puits diffère des sources
de données car un poids plus fort lui est attribué qui lui donne une plus grande
probabilité d’être choisi comme destination.
Tout comme les résultats décrits dans le paragraphe 3.7, cet algorithme, à la
fin de son exécution, calcule une topologie du réseau qui connecte l’ensemble des
sources de données et les points de collecte entre eux, en utilisant un nombre limité
de relais choisis de façon à avoir des liens redondants. Cet algorithme modifié,
appelé PhyNetB diffère de PhyNetA par l’insertion d’une étape dans laquelle on
définit les points de collecte auxquels on associe un poids. A la fin de son exécution,
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il donne une infrastructure qui connecte toutes les sources de données aux sous-
puits. La redondance est assurée car on obtient une k-connectivité entre chaque
couple (source, sous-puits), avec k ≤ 2 (comme discutée dans le paragraphe 3.7.
Dans le paragraphe suivant, nous décrivons notre méthode de routage qui dé-
termine le meilleur chemin d’une source à un sous-puits, en minimisant le nombre
de sauts en utilisant le réseau d’interconnexion calculé avec l’algorithme Phy-
NetB.
Algorithme 3 : PhyNetB
Données : Graphe initial G(V, E, L)
Résultat : Topologie de réseau
Etape 1;
Définir les points de collecte;
Attribuer des poids aux points de collecte;
Etape 2;
Exécuter l’algorithme PhyNetA;
5.3.4 Routage des sources vers les sous-puits
5.3.4.1 Heuristique dérivée du modèle du Physarum
Le réseau que nous obtenons de l’algorithme PhyNetB présente une topologie
complexe de liens de communication sans fil dont de nombreux liens redondants.
L’objectif, dans une telle structure, est de permettre aux différentes sources de
données d’atteindre les points de collecte à travers des chemins constitués par le
minimum possible de sauts. Nous proposons un algorithme de recherche de che-
min optimal depuis chaque source vers les points de collecte avec un nombre limité
de sauts. Une telle approche est en effet utilisée dans la littérature pour calculer
un chemin à travers un labyrinthe [NYT01], ou pour calculer le plus court che-
min dans un graphe connecté et des structures complexes de transport [MO07 ;
Zha+13 ; TKN06]. La faible complexité de cet algorithme a guidé notre choix
pour l’adapter facilement au domaine des réseaux et télécommunication comme
dans [ZXG14 ; ZG13 ; Zha+14a] où il a inspiré des protocoles de routage.
Soit le grapheG = (V,E) associé à un réseau de données où chaque nœud v ∈ V
représente un relais ou un capteur ou un point de collecte et chaque arête e ∈ E
représente l’existence d’un lien sans fil entre deux nœuds, compte tenu de la portée
de communication calculée selon le modèle défini dans le paragraphe 4.2.1. Nous
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(a) Labyrinthe rempli du corps de physarum (b) Physarum trouve un chemin qui relie l’en-
trée à la sortie.
Figure 5.2 – Physarum peut calculer un chemin optimal dans une structure complexe [TKN07].
supposons que src est une source de données qui cherche à atteindre le point de col-
lecte dst. L’algorithme, appelé PhyRoute, que nous utilisons pour trouver le plus
court chemin entre une source et un point de collecte est dérivé de l’heuristique du
physarum du chapitre 3, où on a une seule source et une seule destination.
L’algorithme PhyRoute s’arrête lorsque |Dnij −Dn−1ij | < δ où δ est une valeur
seuil. Cet algorithme de complexité O(N3) [XZZ16] converge à un état d’équilibre
dans lequel les flux ne varient plus. L’ensemble des liens qui contiennent un flux
non nul constitue le chemin qui a survécu, donc le seul chemin qui relie la source
à la destination choisie.
5.3.4.2 Simulation de l’algorithme PhyRoute
Pour évaluer les capacités de PhyRoute à calculer le plus court chemin dans
un graphe de communication, nous avons considéré un scénario comme décrit sur
la figure 5.3. Dans ce scénario, il s’agit d’un graphe de communication où les som-
mets numérotés de 1 à 7 sont des noeuds du réseau, les arêtes représentent des
liens de communications bi-directionnels. Les valeurs marquées sur les arêtes re-
présentent les coûts de communication. Nous modélisons le nombre de sauts qui
constituent le chemin ou le lien reliant deux sommets par le coût de communica-
tion.
Dans ce graphe, nous utilisons l’algorithmePhyRoute pour déterminer le che-
min le moins coûteux entre les noeuds 1 et 7. Le résultat est montré par la fi-
119
CHAPITRE 5.
Algorithme 4 : PhyRoute
Données : Graphe initial G(V, E, L)
Résultat : Chemin entre deux nœuds
/*Initialisation*/;
Dij ←]0, 1] (∀i, j = 1, 2, ..., N ∧ Lij 6= 0) ; /*matrice D des capacités*/ ;
Qij ← 0 (∀i, j = 1, 2, ..., N) ; /*matrice Q des flux*/ ;
Qpij ← 0 (∀i, j = 1, 2, ..., N) ; /*matrice Qp des flux à l’itération n-1*/ ;
pi ← 0 (∀i = 1, 2, ..., N);
n← 1;
converge← 0;
tant que converge=0 faire
Choisir la source ;
Choisir la destination ;
pk ← 0 ; /*k est l’indice de la destination*/ ;
Calculer et associer à chaque sommet un potentiel ; /*Équation 3.5*/ ;
pour i = 0; i < N ; i = i+ 1 faire
pour j = 0; j < N ; j = j + 1 faire
/*Calculer les nouveaux flux*/ ;
Qij ← Dij(pi − pj)/Lij ;
fin
fin
/*Adapter la capacité des liens*/ ;
pour i = 0; i < N ; i = i+ 1 faire
pour j = 0; j < N ; j = j + 1 faire
Dij ← f(Qij) +Dij ;
fin
fin
/*Comparer les flux actuels et précédents*/ ;
si Qp == Q alors
converge← 1;
sinon
Qp ← Q;
n← n+ 1;
fin
fin
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gure 5.4. Ainsi, c’est le chemin 1→ 3→ 4→ 6→ 7 qui est choisi. Si nous compa-
rons le coût de chemin par rapport aux autres, nous trouvons qu’il a le plus petit
coût égal à la somme des coûts des différentes arêtes, soit 17. Le même résultat
est obtenu avec l’algorithme de Dijkstra.
Figure 5.3 – Scénario de graphe de communication de 7 noeuds.
Figure 5.4 – Chemin entre les noeuds 1 et 7 par PhyRoute.
Par ailleurs, nous avons regardé un cas particulier où une portion du chemin
choisi vient de rompre. Dans la pratique, cette situation survient lorsque, par
exemple, un capteur consomme intégralement son énergie [Aky+02] ou lorsque
le rapport signal sur bruit (plus interférence) est si élevé que l’information reçue
ne peut être décodée sans erreur. Dans ces conditions, l’algorithme PhyRoute
calcule un nouveau chemin vers la destination désigne.
Dans notre scénario, nous avons intentionnellement coupé le lien 4 → 6 qui a
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Figure 5.5 – Détection de panne.
un petit coût de 1. De nouveau, PhyRoute est capable de détecter la panne et de
proposer un chemin alternatif par la sélection d’une autre arête. C’est une pro-
priété du Physarum qui est également utilisée dans la navigation [TKN06]. Le
résultat est montré par la figure 5.5. Le nouveau chemin alternatif est 1 → 3 →
4 → 7. Sur la figure 5.6, l’ensemble des flux de tous les liens du graphe 5.5 est
représenté en fonction du nombre d’itérations. Les liens qui ont survécu sont ceux
dont les flux ont convergé vers 1, ce qui est cohérent avec le modèle mathématique
de la dynamique des nutriments dans le corps du Physarum [TKN07]. Cependant,
nous remarquons que dès le premier tiers des itérations nécessaires à l’arrêt de
l’algorithme, les différents flux ont des variations strictement monotones.
Dans le paragraphe suivant, nous proposons une amélioration de PhyRoute qui
vise à réduire le nombre d’itérations, ce qui permettrait de réduire le temps de
calcul de l’algorithme surtout dans les scénarios de grands réseaux. Ensuite, nous
utiliserons la version améliorée pour calculer lesmeilleurs chemins possibles entre
nos sources de données et les points de collecte (sous-puits de collecte) qui se
trouvent sur les routes des avions.
5.3.4.3 Limites et amélioration de PhyRoute
Le processus de suppression complète d’un lien dont le flux décroît prend beau-
coup d’itérations et donc beaucoup de temps, comme il est montré sur la figure 5.6.
Par ailleurs, nous observons des variations brusques des flux lors des 10 premières
itérations. Cette variation est plus remarquée si nous représentons les flux sépa-
rément comme sur la figure 5.7. Les liens qui dégénèrent sont représentés sur la
figure 5.7a) et ceux qui survivent sur la figure 5.7b. Le changement brusque (fi-
gure 5.7b), mis en relief par un cercle, est causé par la valeur initiale de la capacité
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Figure 5.6 – Variation de flux dans les liens du graphe représenté par la figure 5.5.
du lien. En effet, les capacités initiales Dij sont choisies aléatoirement dans l’in-
tervalle ]0, 1]. Durant les premières itérations, un lien qui a une faible capacité
initiale et donc de faible flux peut régresser avant d’être renforcé au fur et àmesure
que le nombre d’itérations augmente.
Sur la figure 5.7a, les flèches indiquent le moment où le flux commence à dé-
croître. Nous constatons que les deux tiers des itérations sont utilisées pour com-
plètement supprimer les liens dont le flux décroît [Zha+14b]. Alors, si nous dé-
terminons le moment où un flux décroît ou croît et dévient strictement monotone,
nous accéléreronq la convergence de l’algorithme enmettant à zéro les flux décrois-
sants et en augmentant les flux croissants. Pour cela nous adaptons un critère de
décision. Nous intégrerons dans l’algorithme PhyRoute une fonction de test qui
détermine le moment où un flux Qij croît/décroît irrévocablement dans un lien de
communication. La nouvelle fonction de test S est définie telle que [ZXG14] :
S(Qvij , Qij) = Q
v
ij + C1 +R1(Qij) +R2(n) (5.1)
où Qvij est le nombre de fois où la variation du flux Qij devient monotone.
C1 = 2, R1 = 10. R1(Qij) représente l’influence du flux courant sur S et R2 =
log10(N) est un paramètre de la fonction S qui tient compte de la taille du graphe
initial [Zha+14b].
Si S(Qvij , Qij) ≤ 0 alors la fonction de flux du lien commence une décroissance
monotone et donc la valeur zéro est attribuée au flux Qij correspondant. L’équa-
tion 5.2 montre la manière dontQvij est incrémenté en fonction de la différence des
valeurs des flux Qij et Qpij , respectivement obtenus lors des itérations n et n− 1.
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(a) Variation de flux dans les liens qui dégénèrent
(b) Variation de flux dans les liens qui survivent.
Figure 5.7 – Variation de flux dans un graphe connecté de 5 nœuds.
Qvij =

Qvij + 1, |Qij | − |Qpij | ≥ 0 et Qij ≥ 0
+1, |Qij | − |Qpij | ≥ 0 et Qij < 0
Qvij − 1, |Qij | − |Qpij | < 0 et Qij ≤ 0
−1, |Qij | − |Qpij | < 0 et Qij > 0
(5.2)
Lorsque la différence |Qij | − |Qpij | est supérieure ou égale à 0 et Qij ≥ 0, Qvij est
incrémenté de 1. Cela veut dire que le flux dans ce lien a augmenté par rapport à
son état précédent et sa chance d’être sélectionné augmente. Lorsque le flux aug-
mente dans plusieurs liens, il faut beaucoup d’itérations pour déterminer le début
de la monotonie [Zha+14b].
Lorsque |Qij | − |Qpij | est supérieur ou égale à 0 et Qij < 0, la variable Qvij est mise
à 1. Le flux dans le lien correspondant a augmenté et peut désormais survivre.
Alors, les valeurs négatives de Qvij précédemment enregistrées sont remises à 0.
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Par contre, un début de régression d’un lien est mis en exergue par |Qij |−|Qpij | < 0.
Dans cette condition, Qvij prend la valeur 1. Enfin, si |Qij | − |Qpij | < 0 et Qij ≤ 0
alors la fonction du flux suit une décroissance monotone qui conduit à l’élimination
totale du lien.
Avec cette fonction de test, nous adaptons ainsi une heuristique plus rapide que
le modèle mathématique de recherche du plus court chemin (algorithme Phy-
Route). Le nombre d’itérations est ainsi réduit de deux tiers par rapport à l’al-
gorithme PhyRoute. Cette heuristique est détaillée par l’algorithme PhyRou-
teX. La condition d’arrêt de l’algorithme PhyRouteX est le non changement
des flux dans tous les liens. Les deux algorithmes sont comparés par rapport au
temps de convergence et le nombre d’itérations nécessaires. Les figures 5.8a et 5.8b
montrent l’efficacité de l’algorithme PhyRouteX par rapport à l’algorithme Phy-
Route, il nécessite moins de temps pour converger [Zha+14b]. Ces résultats sont
obtenus pour un scénario où le nombre de noeuds varie de 100 à 1000. Sur les
figures 5.8, chaque point représente la moyenne des valeurs obtenues pour 40 si-
mulations. La source et la destination sont fixes pour toutes les simulations et les
longueurs des arêtes sont aléatoirement attribuées au début de chaque série de
tests [Zha+14b].
Nous utilisons l’algorithme PhyRouteX pour déterminer le plus court chemin
entre une source et un point de collecte. Puisque le chemin est composé d’un en-
semble de sommets du graphe et un sommet est un saut, nous obtenons le nombre
de sauts qu’une source de données doit utiliser pour atteindre un point de collecte
spécifique. Chaque saut représente un nœud qui relaie une information.
Les points de collecte sont des sous-puits qui reçoivent les informations de
toutes les sources, les stockent et les retransmettent aux avions lorsqu’ils sont
dans leur portée. Dans le paragraphe suivant, nous déterminons le temps néces-
saire à tous les points de collecte pour transmettre leurs données à la destination
finale par l’intermédiaire des avions.
5.4 Calcul du délai de collecte
Nous considérons qu’un sous-puits est caractérisé par son temps de communi-
cation avec les avions que nous avons défini par la fenêtre de communication avion-
capteur (paragraphe 4.2.3). Il permet de calculer le débit moyen de collecte comme
dans le paragraphe 4.2.3. De plus, à chaque sous-puits est associé un volume de
stockage qui est en fait une file d’attente pour stocker les données à transmettre
aux avions. Le délai de communication pour un point de collecte définit le temps
que met celui-ci pour vider complètement sa file d’attente, et retransmettre l’inté-
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Algorithme 5 : PhyRouteX
Données : Graphe initial G(V, E, L)
Résultat : Chemin entre deux nœuds
Initialisation;
Dij ← (0, 1](∀i, j = 1, 2, ..., N ∧ i 6= j) ; /*matrice D des capacités*/ ;
Qij ← 0(∀i, j = 1, 2, ..., N) ; /*matrice Q des flux*/ ;
Qpij ← 0(∀i, j = 1, 2, ..., N) ; /*matrice Qp des flux dans l’itération n-1*/ ;
Qvij ← 0(∀i, j = 1, 2, ..., N) ; /*variations des flux*/ ;
pi ← 0(∀i = 1, 2, ..., N);
n← 1;
converge← 0;
tant que converge=0 faire
pj ← 0 ; /*Pression au point de collecte*/ ;
Calculer les pressions des noeuds ; /*Équation 3.5*/ ;
pour i = 0; i < N ; i = i+ 1 faire
pour j = 0; j < N ; j = j + 1 faire
Qij ← Dij(pi − pj)/Lij ;
Mettre à jour Qvij en fonction de Qij et Q
p
ij ; /*Équation 5.2*/ ;
si Qvij <= f(Qvij) alors
Qij = 0;
Qvij = 0;
fin
fin
fin
pour i = 0; i < N ; i = i+ 1 faire
pour j = 0; j < N ; j = j + 1 faire
Dij ← f(Qij) +Dij ;
fin
fin
si Qp == Q alors
converge← 1;
sinon
Qp ← Q;
n← n+ 1;
fin
fin
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(a) Nombre d’itérations avant convergence
(b) Délai de convergence
Figure 5.8 – Comparaison entre les algorithmes PhyRoute et PhyRouteX [Zha+14b].
gralité des données aux avions qui sont dans sa portée. Nous convenons d’appeler
ce délai de transmission forwarding delay.
Si un point de collecte i possède un débit de CTi et un volume de données sto-
ckées de Xi alors le temps total pour retransmettre toutes ses données est donné
par la relation suivante :
∆i =
Xi
CTi
, (5.3)
De la même manière, pour l’ensemble des points de collecte, la latence dans le
réseau est la somme de tous les forwarding delay des différents sous-puits. Nous
considérons que le temps de propagation entre une source et son point de collecte
est très inférieur au temps de propagation vers les avions. Dans le paragraphe
suivant, nous montrons comment est choisi un point de collecte spécifique par une
source, afin de lui transmettre ses données.
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5.5 Choix du sous-puits par les sources de données
5.5.1 Méthode basée sur la distance
Dans un réseau de collecte de données avec un puits mobile, le puits ne peut
pas visiter toutes les sources de données lorsque celles-ci sont placées très loin les
unes des autres [GZD09 ; Som+06], dans une zone blanche étendue. Le collecteur
mobile (terrestre ou aérien) n’a pas suffisamment d’énergie pour parcourir de très
longues distances (milliers de kilomètres) et il se déplace suivant une trajectoire
définie qui ne passe que par un nombre limité de sources.
Cependant, pour acheminer le trafic des sources non visitées par le collec-
teur mobile, des relais sont utilisés pour leur permettre d’envoyer leurs données
à noeuds qui sont dans la trajectoire du collecteur. Ces noeuds jouent le rôle de
points de collecte dans le réseau et il existe différentes méthodes qui sont utilisées
dans le choix de point de collecte par une source. Dans [Som+06], chaque source
de données calcule le point de collecte le plus proche d’elle en utilisant le moins
possible de sauts en relais en comparant l’énergie dépensée pour atteindre les dif-
férents sous-puits [WJW10].
Le principe de cetteméthode est illustré à la figure 5.9. Lemobile qui se déplace,
le long de sa trajectoire, transmet, à des intervalles de temps réguliers, un beacon.
Le beacon permet une organisation hiérarchisée de la topologie du réseau. Toutes
les sources qui reçoivent le beacon directement du puits mobile constituent plus
tard des clusterheads tandis qu’ils retransmettent le beacon aux autres sources
éloignées afin qu’elles deviennent les membres des différents clusters. Le beacon
contient l’identité du noeud re-transmetteur, le nombre de fois qu’il a été relayé
et l’identité du clusterhead. Sur la base de ces informations, les sources de don-
nées choisissent le clusterhead le plus proche d’elles et lui envoient leurs données.
La communication au sein d’un cluster se fait par multi-sauts si nécessaire, entre
les sources et le clusterhead. Donc un chemin comprend l’ensemble des sauts né-
cessaires pour une source pour atteindre le clusterhead et le plus court chemin
est celui qui compte moins de sauts. La recherche du plus court chemin revient
à exécuter l’algorithme de Djikstra entre la source et le point de collecte ainsi
choisi [GZD11]. Nous convenons d’appeler cette méthode, la méthode MBSD (Mé-
thode Basée Sur la Distance).
Si les noeuds A, B, C reçoivent le beacon du puits mobile, ils sont systémati-
quement désignés comme clusterheads et les noeuds 1, 2, 3, 4, 5 sont repartis entre
les clusters. Le cluster A et C comprennent deux noeuds chacun alors que le cluster
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B comprend 4 noeuds. Le noeud 4 est d’abord membre de B puis il change pour
devenir membre de C lorsque le noeud C devient clusterhead. Ensuite, si le puits
mobile arrive dans la portée du noeud 5 et que celui-ci reçoit directement de lui le
beacon, alors il cesse d’être membre du cluster C et il se voit lui-même attribué le
rôle de clusterhead.
Figure 5.9 – Principe de formation des clusters.
Même si cette méthode est simple d’utilisation, elle a l’inconvénient de ne pas
répartir efficacement le trafic entre les points de collecte [GZD09]. Elle est aussi
sensible au moindre changement dans la trajectoire du collecteur mobile ou dans
la topologie (ajout de noeuds, panne d’un noeud) du réseau.
Enfin, un autre inconvénient de cette méthode est, par exemple, le fait qu’un
point de collecte ayant plus de débit peut être sous-exploité si sa position est très
éloignée des sources de données et, inversement, un point de collecte avec un petit
débit mais proche des sources va être saturé.
Pour remédier à ce problème et améliorer cette méthode, il faut adopter un
mécanisme qui permet, par exemple, de limiter le nombre des membres dans un
cluster en fonction de la capacité du cluster-head.
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5.5.2 Méthode basée sur la fenêtre de communication
Le problème de répartition de trafic est considéré dans [GZD11]. Dans ce tra-
vail, l’auteur propose de limiter le nombre de sources qui se connectent à un même
point de collecte. Pour cela, comme il est illustré sur la figure 5.10, la zone d’inté-
rêt est partitionnée en deux zones de communication. La première est la zone de
communication directe (ZCD) où tous les noeuds qui s’y trouvent peuvent commu-
niquer directement avec le puits mobile. La deuxième partie est la zone de com-
munication multi-sauts (ZCM) où les noeuds sont situés à plusieurs sauts du puits
mobile et les données sont relayées de noeud en noeud avant d’arriver au puits mo-
bile. Les noeuds dans la ZCD sont désignés comme les points de collecte ou sous-
puits dans lesquels les données des capteurs situés dans la ZCM sont déposées,
puis retransmises au puits mobile.
Contrairement à la méthode MBSD, les sources dans la ZCM ne se contentent
pas seulement de calculer le plus proche point de collecte, leurs données sont plutôt
reparties entre tous les points de collecte en fonction de leur fenêtre de communi-
cation et de leur capacité. La capacité d’un point de collecte désigne le débit avec
lequel celui-ci communique avec le puits mobile. Le nombre de sources qui peuvent
choisir un même point de collecte est donné par la relation suivante [GZD09] :
rmi =
dtti
dst
− 1 (5.4)
où ds est le débit avec lequel les sources communiquent avec le point de collecte i.
t est le temps mis par le puits mobile pour traverser toute la zone d’intérêt et ti est
la fenêtre de communication du point de collecte i avec le puits mobile.
Néanmoins, dans ce travail [GZD11], le sous-puits est toujours limité par le
volume de données qu’il peut transmettre au puits mobile. ce qui n’est pas effi-
cace pour la collecte de données avec des avions de ligne, dans les zones blanches
étendues où un très grand nombre de sources est déployé et le volume de données
généré est énorme.
Pour améliorer cette solution, nous proposons de mettre suffisamment de ca-
pacité de stockage sur les points de collecte de telle sorte qu’ils puissent empiler
les données collectées tant qu’ils sont choisis comme destination et que les sources
ont des données à envoyer.
Nous combinons et améliorons ces deux méthodes pour que les points de collecte
soient efficacement sélectionner comme sous-puits. Notre approche est expliquée
dans le paragraphe suivant.
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Figure 5.10 – Répartition des capteurs en zone de communication.
5.5.3 Méthode efficace de choix de sous-puits
Nous proposons une nouvelle solution pour le choix de sous-puits appelée mé-
thodeMECP (Méthode Efficace de Choix de sous-Puits). Une source doit connaître
l’état de tous les sous-puits notamment leur débit de transmission, la taille cou-
rante de leur file d’attente (pour calculer le délai de transmission), leur position
et le nombre de sauts pour les atteindre. Deux règles définissent la décision pour
une source de choisir un sous-puits de collecte plutôt qu’un autre. Ce sont :
1. Détermine le point de collecte qui possède lemoins de latence. La latence est
calculée en prenant en compte de débit et le volume de données présentes
dans la file d’attente, comme au paragraphe 5.4.
Ni, {∆i = min(∆j), j = {1; 2, ...,M}} (5.5)
M est le nombre de points de collecte.
2. Détermine le chemin est constitué par le plus petit nombre de sauts h pour
atteindre Ni, parmi l’ensemble des chemins possibles ?
min
n∑
i=1
hi (5.6)
Lorsque deux points de collecte ont la même latence, le plus proche en terme de
nombre de sauts est choisi.
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5.6 Evaluation
5.6.1 Scénarios
Pour valider notre méthode multi-sauts de collecte de données dans les zones
blanches étendues, nous considérons la même zone d’intérêt qui est définie dans le
paragraphe 4.3.1. Dans cette zone, on dispose d’un ensemble de points de collecte
et d’un ensemble de sources de données.
La figure 5.11 donne une illustration de la zone d’intérêt. Les lignes repré-
sentent les liens de communication sans fil entre deux nœuds voisins placés aux
centres des pixels. La portée des capteurs est limitée à 15 km. En effet, nous avons
considéré que la portée LoRa permettre d’atteindre cette valeur [GG15] (voir pa-
ragraphe 4.2.1).
Les triangles montrent les positions des points de collecte tandis que les carrés
sont les sources de données placées hors des routes des avions. Le pas des pixels
est fixé à 5 km. Le nombre des points de collecte et des sources de données peut
varier d’un scénario à un autre comme l’illustre la figure 5.14.
Ce scénario comprend 8 points de collecte (triangles) et 14 sources de données
uniformément disposées dans la zone d’intérêt. Chaque source de données est as-
sociée à un débit de transmission vers les points de collecte (équation 4.1), demême
que les points de collecte ont leur propre débit calculé en fonction de leur position
par rapport aux trajectoires des avions (équation 4.12).
Par ailleurs, lorsque toutes les sources transmettent leurs informations aux
points de collecte, une période ou un tour de collecte est ainsi exécuté.
Chaque source exécute l’algorithme PhyRouteX pour déterminer les chemins
vers les points de collecte. La condition d’arrêt de cet algorithme est lorsque le flux
dans les liens ne change plus de valeur. Le meilleur point de collecte choisi par
une source est celui qui possède le moins de latence pour vider sa file d’attente
en transmettant toutes les données vers les avions. Les scénarios ainsi que tous
les algorithmes sont exécutés avec Matlab 2018b sur un ordinateur de processeur
Core I7 à 2.60 GHz.
5.6.2 Les métriques de performance
5.6.2.1 Définitions
Les métriques de performance que nous analysons pour l’évaluation de notre
méthode de collecte de données sont le nombre de sauts NS qui constituent les
chemins entre les sources et les points de collecte, la taille des files d’attente TF qui
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Figure 5.11 – Exemple de scénario.
définit le volume de stockage au niveau des sous-puits, le délai de collecte appelé
forwarding delay FD ou le temps nécessaire pour chaque point de collecte pour
transmettre aux avions toute les données qui sont stockées dans sa file d’attente.
5.6.2.2 Objectif de performance
Les réseaux de capteurs sans fil sont connus pour être sujets à des dé-
faillances [Aky+02]. Ces défaillances , en grande partie liées aux fluctuations de la
qualité (ratio signal sur bruit) des liens sans fil [SL14], sont encore plus fréquentes
dans les réseaux qui sont déployés dans les zones blanches étendues.
Pour apporter des solutions à ce problème de défaillance, des solutions ont
consisté, par exemple, à améliorer la couverture de la zone d’intérêt [SL14] ou
la connectivité des nœuds du réseau [Yun+10]. En effet, dans le chapitre 3, nous
avons proposé une méthode de déploiement de réseau de collecte de données dans
les zones blanches étendues.
Cette méthode permet, d’une part de déployer un réseau connecté en plaçant
des nœuds relais si nécessaire et d’autre part de trouver un compromis entre le
nombre de relais placés et la tolérance au faute dans le réseau [AMV18]. Dans
notre méthode opportuniste de collecte de données, nous avons utilisé cette mé-
thode de déploiement pour connecter toutes les sources de données, non seulement
entre elles mais aussi entre elles et les points de collecte.
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La première approche que nous avons analysée est la création d’une topologie
minimale qui interconnecte tous les nœuds de réseau (sources et points de collecte)
en sélectionnant des positions où nous pouvons placer des relais.
5.6.3 Méthodes de référence
5.6.3.1 Référence pour le nombre de sauts
La méthode qui consiste à déterminer le meilleur point de collecte inclut la
recherche du chemin optimal pour atteindre un puits choisi en fonction de la la-
tence de collecte qu’il offre. Dans beaucoup de travaux [Som+06 ; GZD11 ; Li+17],
la recherche du chemin optimal consiste à déterminer le plus court chemin entre
une source et une destination. Ainsi, nous comparons notreméthode, basée sur une
heuristique qui mime la croissance du physarum, à l’algorithmeDjikstra [Cor+01].
En théorie des graphes, cet algorithme consiste à résoudre le problème du plus
court chemin à travers les arêtes pondérées du graphe et il a une complexité poly-
nomiale. Nous comparons le nombre de nœuds (sommets du graphe) qui composent
les chemins déterminés par les deux méthodes.
5.6.3.2 Référence pour la file d’attente
Par ailleurs, nous comparons notre méthode de collecte à la méthode présen-
tée dans le travail effectué dans [Som+06]. Cette méthode consiste à collecter les
données dans de larges réseaux de capteurs sans fil, en utilisant un puits mobile.
Elle consiste aussi à organiser les nœuds du réseau en clusters. Les cluster
heads sont les nœuds qui se trouvent dans des positions couvertes par la trajectoire
du puits mobile.
Les nœuds qui ne sont pas couverts déterminent les clusters heads les plus
proches de leur position et leur transmettent leurs données. Nous comparons la
taille des files d’attente des points de collecte et le délai nécessaire, à ces derniers,
pour intégralement transmettre les données stockées aux avions.
Dans le paragraphe suivant, nous présentons les résultats et les analyses.
5.6.4 Résultats et analyses
5.6.4.1 Infrastructure d’interconnexion des sources aux sous-puits
Réseau minimal d’interconnexion
La figure 5.12 illustre une topologie d’interconnexion entre 14 sources de
données et 5 points de collecte situés le long d’un couloir aérien. Comme il a été
démontré dans [AMV18], diverses structures, de taille différentes, peuvent être
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obtenues non seulement en variant les paramètres de l’algorithme mais aussi en
attribuant des débits aux sous-puits.
Par exemple, dans les figures 5.12a et 5.12b, les mêmes paramètres I0=1 et µ=3
ont été sélectionnés, mais la différence est que dans la figure 5.12a, les sous-puits
ont le même débit de transmission aux avions. Alors que, pour la figure 5.12b,
les valeurs des débits sont attribuées de façon aléatoire entre 21, 18, 16, 10 kbits/s.
L’épaisseur des liens représente la capacité de communication des
liens [AMV18] et les liens qui ont de grandes capacités vont vers les points
de collecte qui ont les grands débits.
Par ailleurs, il est aussi montré que cette méthode de déploiement calcule des
topologies très proches de l’arbre minimal de Steiner avec une complexité polyno-
miale [AMV18 ; Ter+10a]. Enfin, les figures 5.12c et 5.12d montre une structure
minimale de réseau d’interconnexion pour différents paramètres I0=1, µ=5 et I0=3,
µ=4 respectivement pour les scénarios des figures 5.12c et 5.12d, les points de col-
lecte ont le même débit de 21 kbits/s.
Le réseau de la figure 5.12c comprend 104 relais contre 122 relais dans la fi-
gure 5.12d. Cette différence est due au choix des paramètres. En effet, avec I0=1,
on optimise plus avec le moins possible de relais utilisé.
Réseau avec des liens redondants
Une topologie minimale n’offre pas de tolérance aux fautes, il suffit qu’un lien
du réseau de la figure 5.12a tombe pour qu’au moins une source se déconnecte
du reste du réseau. A ce problème de manque de tolérance aux fautes, il suffit
de créer des liens redondants dans le réseau [Mis+08]. Pour avoir des liens redon-
dants, dans notreméthode opportuniste de collecte de données, nous avons proposé
d’utiliser la même méthode de déploiement que précédemment.
Il est démontré dans le chapitre 3, que cette heuristique crée une structure de
réseau avec des liens redondants. Pour cela, il faut choisir convenablement les pa-
ramètres de l’algorithme. Pour le scénario utilisé dans ce paragraphe, les résultats
sont illustrés sur la figure 5.13. Cette figure présente des structures de réseau qui
sont tolérants aux fautes.
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(a) I0=2, µ=1.5, γ=20, 150 NR, 1835 ITER, 60.51s.
(b) I0=4, µ=2, γ=20, 167 NR, 490 ITER, 9.32s.
Figure 5.13 – Calcul de réseau (structure à liens redondants) d’interconnexion avec l’algorithme
PhyNetB
5.6.4.2 Comparaison du nombre de sauts sur les différents chemins
Dans le scénario présenté par la figure 5.14, nous avons testé l’algorithmePhy-
RouteX. Chaque source de données calcule des chemins pour atteindre tous les
points de collecte. Ces chemins ainsi obtenus doivent être les plus courts possible.
Les sources de données sont des carrés numérotés de 1 à 14 tandis que les points
de collecte sont les triangles, aussi numérotés de 1 à 8.
Un chemin est constitué par un ensemble de sauts qui représente l’ensemble
des relais traversés par une information transmise par une source à un point de
collecte. La figure 5.15 donne une correspondance entre les sources, les points de
collecte et le nombre de sauts qui les relient. Sur l’axe des abscisses se trouvent
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les numéros des points de collecte, les indices des sources sont sur l’axe des ordon-
nées et l’axe des altitudes représente la longueur des chemins en nombre de sauts.
Ainsi, les figure 5.15a et 5.15b montrent les chemins entre les points de collecte et
les sources respectivement de 1 à 7 et de 8 à 14.
En conclusion, ces deux figures montrent que notre heuristique (algorithme
PhyRouteX) trouve un chemin pour toutes les sources, et vers n’importe quel
point de collecte. Le temps de calcul de l’algorithme est illustré par les figures 5.16a
et 5.16b qui correspondent respectivement aux figure 5.15a et 5.15b.
Figure 5.14 – Scénario n°2, les carrés représentent les sources de données et les triangles les
points de collecte.
5.6.4.3 Comparaison avec l’algorithme de Djikstra
Les figures 5.17 et 5.18 illustrent la comparaison entre notre méthode et l’algo-
rithme du Djikstra. En abscisse on trouve les numéros des points de collecte et en
ordonnées, les nombres de sauts des différents chemins. Nous avons comparé les
chemins pour l’ensemble des sources. Nous observons que dans la plus part des
cas notre méthode est meilleure que l’algorithme du Djikstra.
Par exemple, sur la figure 5.17, notre méthode calcule des chemins plus courts
que l’algorithme de Djikstra vers tous les points de collecte à une exception près,
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le chemin vers le huitième point de collecte. C’est seulement vers cet unique point
de collecte que notre heuristique trouve au mieux un chemin de longueur égale
à celui de Djikstra (source n°7, 11 et 8 et le point de collecte n°8). Pour tous les
autres points de collecte, nous obtenons les meilleurs résultats.
Notre heuristique est en effet capable de calculer le plus court chemin entre une
source et destination. Une approche similaire, basée sur l’algorithme PhyRoute,
moins rapide que le notre en plus, a été utilisée dans d’autres travaux [TKN06]
pour la recherche de chemins optimaux. Ils ont prouvé que cette heuristique est
plus efficace que des algorithmes génétiques et ceux basés sur les fourmis.
Le résultat obtenu est plus court que celui obtenu avec d’autres méthodes,
même si le scénario étudié est un réseau routier. Nous venons de prouver que
ce constat est aussi vrai pour les scénarios de réseaux de capteurs sans fil pour
les zones blanches étendues, où d’après les résultats illustrés par les figures 5.17
et 5.18, dans 70% des cas nous obtenons des chemins plus courts que Djikstra,
dans 21% de cas Djikstra est meilleur et dans 9% des cas, les deux algorithmes
trouvent des chemins de même longueur.
5.6.4.4 Tailles des files d’attente
Pour collecter les données avec des puits mobiles, les sources de données qui ne
sont pas couvertes par la trajectoire des avions peuvent transmettre leur données
à des relais couverts par les puits mobiles. Une technique similaire est utilisée
dans [Som+06], cette approche étant facile à mettre en oeuvre car les sources n’ont
besoin de connaître que la position des relais.
Cependant, cette méthode n’est pas efficace vis-à-vis de la distribution de la
charge de données. Nous avons alors proposé une méthode qui tient compte de
la capacité des points de collecte qui relaient les données vers les avions. Les ré-
sultats comparés de ces méthodes sont illustrés dans les figures ci-dessous. Les
figures 5.19a et 5.19b montrent les résultats, pour une période de transmission,
respectivement pour la taille de la file d’attente en kbits et le délai nécessaire pour
transmettre les données stockées aux avions. En abscisse, on trouve les numéros
des points de collecte et en ordonnées, le volume de données stockées dans les files
d’attente (figure 5.19a) et le délai de collecte en seconde (figure 5.19b).
Dans ce scénario, nous avons considéré que les sources communiquent avec
leur point de collecte avec un même débit de 21 kbits/s qui correspond au débit de
base LoRa pour une bande passante de 500 kHz, un facteur d’étalement de 7. Les
points de collecte ont des capacités de transmission avec les avions respectivement
de 10, 12, 18, 21, 6, 14, 16, 8 kbits/s. Nous considérons aussi qu’une période de
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(a) Sources 1 à 7.
(b) Sources 8 à 14.
Figure 5.15 – Plus courts chemins en nombre de sauts
communication dure de 15 secondes et que les sources transmettent intégralement
leurs données sans interférence avec les autres sources.
Comme l’illustre la figure 5.19, la méthode MBSD qui consiste à seulement
déterminer le plus proche point de collecte n’est pas efficace car il n’y a pas une
répartition optimale des données. Par exemple, Le point de collecte n°1 reçoit 0
kbit tandis que le n°7 et 8 reçoivent le plus grand volume de données, cela indé-
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(a) Sources 1 à 7.
(b) Sources 8 à 14.
Figure 5.16 – Temps de calcul
pendamment de leur capacité de transmission.
Par contre, avec la méthode MECP, tous les points de collecte reçoivent des
données à relayer au puits mobile. Cette efficacité est plus remarquée dans l’ana-
lyse de la latence (figure 5.19b). Le point de collecte n°1 a 0 seconde de latence
malgré sa capacité de 10 kbits/s par ce qu’il n’a pas reçu de données avec la mé-
thode basée sur la recherche du plus proche point de collecte (MBSD).
Au même moment, le point de collecte n°8 aura besoin d’environ 120 secondes
pour vider sa file d’attente. Quand à notre méthode, qui tient compte du délai de
transmission, les données sont reparties en fonction de la capacité des points de
collecte (barres rouges) ce qui résulte en une réduction de la latence.Moins de 1mi-
nute aurait été nécessaire pour que l’ensemble des points de collecte transmettent
intégralement le volume de données de leurs files.
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(a) Sources n°1 à 4
(b) Sources n°5 à 8
Figure 5.17 – Comparaison des chemins déterminés par l’algorithme PhyRouteX
vs Djikstra
De plus, nous avons analysé et comparé les performances des deux méthodes
pour un nombre variable de période de transmission (figure 5.20) et avec des
sources de débits différents (figure 5.21). Nous avons observé le volume moyen
de données stockées dans chaque file d’attente et le délai de transmission néces-
saire pour transmettre chaque volume stocké. Ensuite nous avons analysé l’écart
type de ces observations. Il est, une fois de plus, montré que notre méthode est
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(a) Sources n°9 à 12
(b) Sources n°13 et 14
Figure 5.18 – Comparaison des chemins déterminés par l’algorithme PhyRouteX vs Djikstra.
meilleure et plus efficace (figures 5.20b et 5.21b).
5.7 Discussion et conclusion
Dans ce chapitre, nous avons proposé une approche pour améliorer la méthode
opportuniste de collecte de données dans les zones blanches étendues. Cette mé-
thode consiste à placer des relais entre les sources de données éloignées et non
couvertes par les avions d’une part, et des points de collecte couverts, d’autre part.
D’abord, nous avons montré qu’il est possible d’interconnecter toutes les
sources de données entre elles et avec les différents points de collecte, ceci en for-
mant une structure minimale de type arbre minimal de Steiner ou en formant une
structure de réseau tolérant aux fautes. Ensuite, chaque source transmet ses don-
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(a) Etat de la file d’attente.
(b) délai de transmission des données collectées
Figure 5.19 – Comparaison des deux méthodes de collecte.
nées au point de collecte caractérisé par la moindre latence. Alors, elle détermine
le plus court chemin afin d’atteindre le point de collecte choisi.
Pour évaluer notre méthode, à travers différents scénarios, nous avons observé
et analysé des métriques que sont le nombre de relais utilisés pour interconnecter
toutes les sources de données, le nombre de relais qui constituent les différents
chemins qui relient les sources aux points de collecte, le volume de données sto-
ckées dans les files d’attente des points de collecte et enfin le délai nécessaire aux
points de collecte pour transmettre les données qu’ils ont stockées dans leur file
d’attente, aux avions.
Nous avons ainsi comparé nos résultats avec plusieurs méthodes de collecte de
données dans les réseaux de capteurs sans fil à puits mobiles. Notre méthode est
plus efficace car elle repartit le volume de données en tenant compte de la capacité
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(a) Etat de la file d’attente.
(b) délai de transmission des données collectées
Figure 5.20 – Comparaison avec des sources de même débit.
des points de collecte. Ce faisant, il n’y a pas de sous-utilisation ou de saturation
des points de collecte. Le délai de collecte dans le réseau est alors réduit, ce qui
correspond aux pré-requis de plusieurs types d’application supportés par les DTN.
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(a) Etat de la file d’attente après 10 périodes de trans-
mission
(b) délai de transmission des données collectées
Figure 5.21 – Comparaison avec des sources de débit variable.
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6.1 Synthèse
Les zones blanches étendues sont principalement caractérisées par des condi-
tions climatiques extrêmes rendant la vie difficile pour les populations peu nom-
breuses qui y vivent. Par ailleurs, ces zones souffrent d’un manque d’infrastruc-
ture routières, distribution d’énergie et moyens de télécommunication. Pourtant,
de nombreuses activités économiques s’y développent comme des extractions mi-
nières, des pipelines ou des exploitations forestières, qui nécessitent une infra-
structure de réseaux de capteurs sans fil. La surveillance de ces zones étendues,
comme les frontières ou les feux de forêt, est une autre activité utilisant massive-
ment des réseaux de capteurs. Cependant, quelques îlots d’activités sont éparpillés
dans ces grandes étendues, distants les uns des autres de dizaines voire de cen-
taines de km. Couvrir ces immenses zones avec des réseaux de capteurs sans fil
représente alors un défi, en termes de couverture, de portée des liens radio et de
connectivité du réseau. Les satellites sont un bon moyen pour assurer la couver-
ture des ZBE mais leur coût d’exploitation est très élevé pour des applications qui
génèrent du trafic intermittent avec un faible débit. Le développement des nou-
velles générations de réseaux de capteurs sans fil telles que les technologies de
communication longue distance à faible consommation d’énergie offre une alter-
native prometteuse et bon marché au problème de couverture des zones blanches
étendues. Ainsi, la technologie LoRa a une portée théorique de 30 kilomètres. En
plus de leur grande portée et de leur consommation d’énergie limitée, les technolo-
gies LPWAN sont multi-applicatifs et permettent d’ adapter le débit de transmis-
sion à l’application, la portée souhaitée ou à l’énergie disponible dans le capteur.
Contrairement aux réseaux d’accès des opérateurs des réseaux cellulaires, le coût
de l’infrastructure est très limité.
Cependant, l’ingénierie des réseaux de collecte de données dans les zones
blanches étendues fait face à de nombreux problèmes de déploiement et de col-
lecte efficace.
Pour résoudre le problème du déploiement, nous avons proposé une heuristique
qui permet d’interconnecter avec un puits collecteur, des sources de données épar-
pillées sur un grand territoire. Le réseau à déployer consiste en un réseau multi-
sauts qui permet à une donnée collectée par une source d’être relayée de nœud en
nœud jusqu’au point de collecte, ces nœuds relais étant à portée radio les uns des
autres. Le problème à résoudre est celui du déploiement de ces nœuds relais de
manière à interconnecter toutes les sources de données, puis à créer un graphe qui
relient les nœuds et les sources jusqu’au point de collecte. Ce problème d’intercon-
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nexion avec un nombre minimal de relais ressemble au problème de construction
d’un arbre minimal de Steiner sur l’ensemble des sources. Le problème de l’arbre
minimal de Steiner est un problème de type NP-difficile pour lequel il existe des
heuristiques efficaces.
Notre heuristique, qui a une complexité polynomiale, est inspirée de la crois-
sance du physarum qui est un organisme biologique qui sait optimiser les res-
sources de son corps lors des disettes. La structure de sortie est une topologie d’in-
terconnexion de toutes les sources de données à un même puits avec un nombre
minimum de relais. Plusieurs combinaisons des paramètres de l’algorithme ont
permis d’obtenir diverses topologies que nous avons comparées avec une autre
heuristique qui calcule des solutions approchées au problème de l’arbre minimal
de Steiner.
Nous avons montré que, selon la configuration des paramètres du physarum,
notre heuristique était capable de créer plusieurs chemins redondants pour aller
d’une source au puits, mais au prix de quelques relais supplémentaires. La redon-
dance des liens permet au réseau d’être tolérant à la panne des liens. A partir de
cette propriété, nous avons défini un compromis entre le nombre de relais déployés
et la tolérance aux fautes. De plus, la méthode du Physarum donne une indication
sur la quantité de données qui transite sur les liens de communication entre les
noeuds. Cela permet de déterminer les liens du réseau qui doivent offrir le plus
grand débit car c’est par ceux-ci que transite le plus de flux d’information.
Malgré tout, dans les zones blanches étendues, il n’est pas toujours possible
de connecter tous les capteurs tout le temps au réseau. Une solution est d’utiliser
des puits mobiles qui se déplacent régulièrement à proximité des capteurs non-
connectées pour collecter leurs données. Cette approche est couramment utilisée
dans les réseaux tolérants au délai ou DTN (Delay Tolerant Network). Cependant,
nous avons montré que les puits mobiles terrestres (véhicules) et aériens tels que
les drones, les satellites ou les ballons stratosphériques ne sont pas efficaces pour
la collecte dans les ZBE. Nous avons alors proposé une nouvelle approche oppor-
tuniste qui consiste à utiliser les avions des vols commerciaux pour collecter les
données lorsqu’ils survolent des zones d’intérêt. En effet, des avions de ligne équi-
pés d’un module LoRa peuvent communiquer avec les capteurs pendant une fe-
nêtre de transmission lors de leur survol de la zone. Le grand nombre d’avions
de ligne, leur périodicité, leur indépendance énergétique, leur vitesse, l’immensité
des zones survolées nous ont incités à explorer cette approche. Nous avons fait
une étude de faisabilité de notre méthode opportuniste de collecte. Pour évaluer
ses performances, nous avons considéré une zone d’intérêt située dans le désert du
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Sahara. Nous avons analysé la fenêtre de communication entre un avion et un cap-
teur, le taux de couverture de la zone, le débit de collecte et le volume de données
qui peut être collecté en tout endroit de la zone d’intérêt. Nous avons aussi montré
que cette méthode conviendrait à des applications couramment rencontrées dans
les zones blanches étendues.
Cependant, la méthode de collecte opportuniste laisse encore des zones non
couvertes, c’est pourquoi nous l’avons couplé avec le déploiement Physarum afin
de couvrir tous points de la zone d’intérêt. Il s’agit de placer des relais entre les
sources de données non couvertes et les points de collecte couverts par des vols
commerciaux, au moyen de l’heuristique du Physarum. Comparé à d’autres mé-
thodes de collecte utilisant des puits mobiles, notre méthode est plus efficace car
elle répartit le volume de données en tenant compte de la capacité des points de
collecte. Le délai de collecte dans le réseau est alors réduit, ce qui correspond aux
pré-requis de plusieurs types d’application supportés par les DTN.
6.2 Perspectives
Les travaux de thèse présentés dans ce mémoire ont apporté des solutions au
manque d’infrastructure de collecte de données dans les zones blanches étendues.
En plus des études de faisabilité techniques des méthodes de déploiement et de
collecte que nous avons proposées, il y a d’autres aspects, tout aussi importants, sur
lesquels il faut continuer les recherches. Dans la suite de ce paragraphe, comme
perspectives, nous discutons de ces aspects.
L’heuristique basée sur la croissance du Physarum a permis de trouver des
solutions au problème de déploiement des réseaux de capteurs sans fil et de cal-
culer un compromis entre le nombre de relais et la tolérance aux fautes. Un bon
compromis dépend des paramètres de l’algorithme. Notre première perspective est
d’approfondir la recherche des meilleures combinaisons des paramètres qui per-
mettent de prédire et de maîtriser la tolérance aux fautes du réseau. Cela a pour
but de proposer des chemins redondants autour des endroits critiques du réseaux
car la tolérance aux fautes peut être nécessaire dans certains endroits du réseau
plutôt que dans d’autres.
Puisque la méthode du Physarum crée un réseau avec plusieurs chemins dis-
tincts entre paires de sources. Un nœud du réseau peut avoir le choix entre plu-
sieurs chemins pour transmettre ses données. Ce choix peut, par exemple, être
basé sur l’état des liens de communication tel que le rapport signal sur bruit ou
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encore la probabilité de transmettre les données sans en perdre. Pour faciliter le
routage dans cette topologie de réseau, il peut être envisagé d’étudier un proto-
cole de routage, basé sur le multi-chemin, qui permet aux capteurs de choisir la
meilleure route pour envoyer leur données. Dès lors que l’heuristique basée sur
le physarum donne la capacité des liens, celle-ci peut être utilisée pour servir à
estimer la qualité des routes.
Par ailleurs, la capacité indicative des liens qui sont sélectionnés donne une
connaissance sur la quantité de données qui transitent entre les nœuds. Cela per-
met lors du déploiement pratique de mettre plus de débit sur les liens qui ont
les plus grandes capacités indicatives d’après le modèle du physarum. Afin d’ob-
tenir ces débits, d’autres facteurs doivent être pris en compte. Ces facteurs sont
par exemple, les facteurs d’étalement et les bandes bandes passantes LoRa. Ainsi,
on pourra déduire une estimation de la consommation d’énergie de l’ensemble des
nœuds du réseau.
Faire communiquer un avion et un capteur nécessite unmécanisme de synchro-
nisation pour que le capteur se réveille au moment où l’avion entre dans sa portée.
Puisque l’avion a suffisamment d’énergie, il peut par exemple émettre des beacons
qui ont pour but de réveiller et de synchroniser les capteurs. La procédure ré-
veil/sommeil permet non seulement d’économiser l’énergie des capteurs, car ceux-
ci ne communiquent que lorsqu’un avion est présent dans leur portée mais aussi
de réduire le taux de perte des données et la latence de collecte. La technologie de
réveil radio (Wake-up radio) est beaucoup étudiée dans la conception des réseaux
de capteurs sans fil [Jel+12 ; MB14 ; Oll+13]. Cependant, elle est surtout orientée
pour des capteurs qui ont de courte portée et des récepteurs de faible sensibilité
(-55 dBm par exemple) [Spe+15]. L’application de ce concept est à étudier pour les
réseaux à longue portée et surtout pour des récepteurs de type LoRa dont la très
haute sensibilité peut atteindre -137 dBm [Sem15]. De plus, le beacon transmis
par un avion pourrait aussi contenir sa position instantanées (GPS par exemple)
qui permettra au capteur d’adapter sa puissance d’émission et son débit afin de
communiquer le plus possible de données une fois que la synchronisation est faite.
L’étude de l’effet de la mobilité des avions dans des communications de type
LoRa n’est pas encore faite, à notre connaissance. Il est nécessaire d’étudier l’ef-
ficacité (portée, débits, sensibilité) de LoRa dans les scénarios de grande vitesse
comme celle des avions de ligne. Parmi le peu de travaux [AFM19 ; ART17] qui se
sont penchés sur l’effet de la mobilité dans les réseaux de type loRa/LoRaWAN,
aucun d’eux n’a considéré des vitesses aussi élevées que celle des avions de lignes
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et encore moins la mobilité vue du côté de la station de base. Est-ce qu’une forte
mobilité réduit la portée des capteurs et de la station de base? Le protocole LoRa-
WAN est-il robuste face à l’effet doppler ? Toutes ces questions doivent avoir des
réponses. Cette investigation serait une importante contribution pour estimer l’ef-
ficacité de l’utilisation des avions de lignes pour la collecte de données dans les
zones blanches étendues.
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works
AFN . . . . . . . . . . . . . Aggregation-and-Forwarding
ARCEP . . . . . . . . . . . Arbre Minimal de Steiner
ARCEP . . . . . . . . . . . Autorité de Régulation des Communications Élec-
troniques et des Postes
BAN . . . . . . . . . . . . . Body Area Network
CHINS . . . . . . . . . . . CHeapest INSertion
CMOS . . . . . . . . . . . . Complementary Metal-Oxide Semiconductor
DME . . . . . . . . . . . . . Distance Measuring Equipement
DTN . . . . . . . . . . . . . Delay Tolerant Networks
ECEF . . . . . . . . . . . . Earth-Centered Earth-Fixed
GPS . . . . . . . . . . . . . Global Positioning System
HART . . . . . . . . . . . . Highway Addressable Remote Transduce
ICCG . . . . . . . . . . . . Incomplete Cholesky-Conjugate Gradient
IEEE . . . . . . . . . . . . Institute of Electrical and Electronics Engineers
IoT . . . . . . . . . . . . . . Inernet of Things
IP . . . . . . . . . . . . . . Internet Protocol
IPN . . . . . . . . . . . . . InterPlanetary Network
IPSO . . . . . . . . . . . . IP for Smart Objects
ISA . . . . . . . . . . . . . International Society of Automation
ISM . . . . . . . . . . . . . Bande Industrielle, Scientifique et Médical
LAN . . . . . . . . . . . . . Local Area Network
LoRaWAN . . . . . . . . . Long Range Wide Area Network
LPWAN . . . . . . . . . . . Low Power Wide Area Networks
LTE . . . . . . . . . . . . . Long Term Evolution
MAC . . . . . . . . . . . . . Media Access Control
MAN . . . . . . . . . . . . . Metropolitain Area Network
MEMS . . . . . . . . . . . Micro-Electro-Mechanical Systems
MST . . . . . . . . . . . . . Minimum Steiner Tree
MULEs . . . . . . . . . . . Mobile Ubiquitous LAN Extensions
NB-IoT . . . . . . . . . . . Narrow Band-Internet of Things
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Titre : Re´seaux de collecte de donne´es pour les zones blanches e´tendues
Mots cle´s : Re´seaux de capteurs sans fil, zones blanches e´tendues, LPWAN, LoRaWAN, avions de ligne,
bio-inspire´
Re´sume´ : Les zones blanches e´tendues sont
de vaste espaces ge´ographiques (foreˆts, de´serts),
sans ou ayant tre`s peu d’infrastructures telles
que les routes, les re´seaux e´lectrique ou de
te´le´communication. Cependant, tre`s souvent, dans
ces zones se de´veloppent de nombreuses activite´s
e´conomiques ou environnementales telles que le
monitoring de l’environnement, la surveillance d’une
frontie`re ou d’une installation de pipeline, ou encore
la pre´vention des feux de foreˆt. Graˆce aux tech-
niques de te´le´de´tection et de communication, une
fonction cle´ de ces activite´s repose sur la collecte
d’informations issues de capteurs qui sont transmises
a` un centre d’analyse distant. Nous proposons des
solutions re´seau afin d’effectuer la collecte de ces
donne´es dans les zones blanches e´tendues graˆce a`
des technologies de communication longue distance
et faible e´nergie, de type LoRaWAN. Pour le proble`me
du de´ploiement du re´seau de capteurs sans fil dans
ces zones difficiles, nous avons propose´ une heuris-
tique inspire´e de la croissance biologique d’un cham-
pignon, le physarum. Le physarum est capable de
cre´er un corps complexe de liens pour trouver de la
nourriture ne´cessaire a` sa survie tout en optimisant
ses propres ressources corporelles lors des pe´riodes
de disette. Ce principe d’optimisation a e´te´ adapte´
au domaine des re´seaux pour de´ployer un re´seau
tole´rant aux fautes, tout en minimisant le nombre de
ressources ou relais a` placer sur la zone d’inte´reˆt.
Nous nous sommes ensuite inte´resse´s a` la collecte
opportuniste de donne´es dans les zones blanches
afin de pouvoir collecter l’information des nœuds trop
e´loigne´s d’une station relais. Nous avons de´veloppe´
une me´thode de collecte base´e sur les avions de ligne
qui survole le territoire. Durant une feneˆtre de com-
munication, l’avion est a` porte´e d’un capteur et peut
ainsi collecter les donne´es stocke´es qui seront livre´es
au serveur a` l’atterrissage de l’avion. Notre dernie`re
contribution utilise conjointement les deux me´thodes
pre´ce´dentes, pour permettre a` la fois le de´ploiement
du re´seau et la collecte des capteurs isole´s.
Title : Data Collection Networks for Wide White Areas
Keywords : Wireless Sensor Networks, Wide White Areas, LPWAN/LoRaWAN, Commercial Aircraft, Bio-
Inspired Methods
Abstract : Although wide white areas are not equip-
ped or sparsely equipped with any infrastructure
(energy, roads ...), strategic human activities are being
carried out such as mines, forest, pipeline... To tackle
the problem of deploying sensor networks in a very
large area where few infrastructures are available, we
propose a network deployment algorithm which aims
at efficiently linking sparse points of interest in a very
wide white area. The originality of the proposed me-
thod is that it mimics the evolution of a type of mold
called physarum. Secondly, we aim at overcoming the
deployment problem in wide white areas by using long
range communication between an aircraft and earth.
The new data collection scheme we propose is based
on the use of commercial flights to collect data while
they cross over an area of interest. It investigates the
feasibility of such a scheme by determining the collec-
tion capacity of commercial aircraft in different loca-
tions of the desert. Finally, we mixed both solutions to
repatriate data from sensors not covered by any flight
to a covered data sink that relays data to the aircraft.
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