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ABSTRACT
The sheer volume and size of histopathological images (e.g.,
106 MPixel) underscores the need for faster and more accu-
rate Regions-of-interest (ROI) detection algorithms. In this
paper, we propose such an algorithm, which has four main
components that help achieve greater accuracy and faster
speed: First, while using coarse-to-fine topology preserving
segmentation as the baseline, the proposed algorithm uses a
superpixel regularity optimization scheme for avoiding irreg-
ular and extremely small superpixels. Second, the proposed
technique employs a prediction strategy to focus only on im-
portant superpixels at finer image levels. Third, the algorithm
reuses the information gained from the coarsest image level at
other finer image levels. Both the second and the third compo-
nents drastically lower the complexity. Fourth, the algorithm
employs a highly effective parallelization scheme using adap-
tive data partitioning, which gains high speedup. Experimen-
tal results, conducted on the BSD500 [1] and 500 whole-slide
histological images from the National Lung Screening Trial
(NLST)1 dataset, confirm that the proposed algorithm gained
13 times speedup compared with the baseline, and around 160
times compared with SLIC [11], without losing accuracy.
Index Terms— Superpixels, regions-of-interest detec-
tion, big histopathological image, parallel segmentation.
1. INTRODUCTION
Due to the explosive growth in the histopathological image
data in both volume and size ( e.g., 106 MPixel), the ROI de-
tection problem has become a crucial ancillary pre-processing
step for a wide range of computer-aided automated diagnosis
applications. The impact of ROI detection is enormous be-
cause it saves pathologists from the job of verifying massive
volumes of big images. ROI detection can be embedded into
many medical applications, which include prostate cancer de-
tection in digitized H&E whole-slide images [2, 3], nuclear
and glandular structures automated detection and segmenta-
tion for grading of prostate and so on. However, the enormous
timing complexity of ROI detection has baffled researchers
for a long time. To overcome the computational complexity of
ROI detection in big images, numerous attempts [3–9] have
been made to design more efficient algorithm. Among them,
some techniques [3, 8, 9] combined multi-resolution scheme
1https://biometry.nci.nih.gov/cdas/nlst/
(a) Proposed (b) CTFTPS Case 1 (c) CTFTPS Case 2
Fig. 1: The comparison of segmentation results.
and superpixel-driven segmentation reduced the computa-
tional burden and gained better detection accuracy compared
with the techniques that employed either the single specific
image resolution methods [6] or pixel-wise segmentations [7].
The technique described in paper [9] integrated the multi-
scale framework into a new real-time coarse-to-fine topology
preserving segmentation (CTFTPS) [10] demonstrated its ef-
fectiveness when applied in ROI detection. CTFTPS has been
demonstrated to be faster and capable of achieving better ac-
curacy than other state-of-the-art superpixel methods [11–14].
This method [9] is named multi-scale CTFTPS.
However, for multi-scale CTFTPS, the addition of the
multi-scale framework does not lower the computational
complexity due to the following reasons: a) Neither the base
CTFTPS nor the multi-scale CTFTPS distinguishes the im-
portance of each superpixel. Instead, it keeps refining each su-
perpixel at every stage and thus exacerbating the complexity
unnecessarily; b) The multi-scale framework requires more
calculations to obtain the information from each level. More-
over, CTFTPS alone does not sustain a good balance between
size regularization and boundary precision for its clustered su-
perpixels, which may degrade the accuracy of the final clas-
sification. Without a superpixel size limit (see Fig. 1b,),
CTFTPS captures quite well the boundary, but with extremely
small superpixels. However, if we limit this size to a cer-
tain range, see Fig. 1c, CTFTPS greatly degrades the accu-
racy while preventing the superpixel size from reducing to be
smaller than the bound. However, with irregular shapes and
extremely small superpixels, the extracted local features are
less informative and distinctive, which lowers the classifica-
tion accuracy.
In this paper, we propose a new segmentation method
named RAPID (Regular and Adaptive Prediction-Induced
Detection) for ROI detection, while using the multi-scale
CTFTPS as a baseline. RAPID has three main features in
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tackling the challenges of ROI detection in big images. First,
RAPID is optimized to avoid irregular and extremely small
superpixels generated by CTFTPS. Simultaneously, it obtains
high segmentation precision. Second, RAPID includes adap-
tive prediction-induced detection which relies on two con-
cepts. The first is “boundary superpixel” which allows the
algorithm to focus on important superpixels located at the
boundary of ROI and non-ROI at finer image level. The sec-
ond is “adaptive multi-level framework” in which the infor-
mation gained from the first image level, which is a com-
pressed version of the original image, is reused at later finer
levels. The advantage is that the complexity is drastically re-
duced. As demonstrated in experiments, RAPID is 4 times
faster compared with multi-scale CTFTPS, and 46 times
compared with other state-of-the-art real-time segmentations.
Third, the effective parallelization scheme using adaptive data
partitioning, which leads to 4 times additional speedup over
the sequential version.
The rest of the paper is organized as follows: Section 2
reviews the related work. Section 3 describes the details of
the proposed algorithm. Section 4 presents and discusses the
experimental results. The concluding remarks in Section 5
provide final observations and future directions.
2. RELATEDWORK
This section gives an overview of the baseline superpixel al-
gorithms, CTFTPS [10] and multi-scale CTFTPS [9].
2.1. Basic CTFTPS [10]
E(s,µ, c) =
∑
p
Ecol(sp, csp) + λpos
∑
p
Epos(sp, µsp)
(1)
+Etopo(s) + λb
∑
p
∑
q∈N4
Eb(sp, sq) + λsEsize(s)
CTFTPS defines an energy function as above, where sp de-
notes superpixel label assigned to “pixel” p. Let µi be the
mean position and ci be the mean color brightness of the ith
superpixel, c= (c1, ..., cM ), µ = (µ1, ..., µM ),M is the total
number of superpixels. N4 denotes the 4 neighbors surround-
ing p in a 3 × 3 block. Etopo(s) forces superpixels to form a
connected component by penalizing+∞ to the function when
the connectivity is not guaranteed. Ecol(sp, csp) = ‖I(p˜) −
csp‖22, here p is the position and I(p˜) is the color intensity. It
is called Appearance Coherence and it encourages color ho-
mogeneity in each superpixel. Epos(sp, µsp) = ‖p − µsp‖22,
it is called Shape Regularity and it imposes shape regularity
to superpixels. Esize(s) force superpixels to be at least 1/4 of
the initial size by punishing Eq. 1 with value +∞. Eb(sp, sq)
defines boundary pixel which has at least one neighbor pixel
as defined in Eq. 2, this term is called Boundary Length.
Eb(sp, sq) =
{
1, sp 6= sq,
0, otherwise.
(2)
sˆpi = arg min
slpi
∈N4
E(s,µ, c) (3)
l means the block stage. CTFTPS starts by initializing su-
perpixels with grids of different labels. At each stage, it iter-
atively optimizes Eq. 3 by reassigning the label of boundary
blocks. It keeps investigating those boundary blocks pushed
into a queue until the queue is empty. Finer stage begins on
the result from previous stage by manipulating smaller blocks.
2.2. Multi-scale CTFTPS [9]
Multi-scale CTFTPS first resizes the original image into dif-
ferent resolutions for different levels. At each level, it per-
forms the same refinement as CTFTPS does. The only differ-
ence is it maps the superpixel labels from the last image level
to the finer one.
3. DETAILS OF THE PROPOSED ALGORITHM
3.1. Superpixel Regularity Optimization
For CTFTPS, there are two extreme ways to control the size
of superpixels in Eq. 1: 1) Set λs = 0, there will be no
restriction. 2) Set λs =∞, the minimum size is limited to be
0.25 of the original. The result is shown in Fig. 1b and 1c.
Clearly, case 1 has better ability to capture boundaries, but
with extremely small superpixles, which in our ROI detec-
tion task can reduce the accuracy of the classifier with frag-
mentary information extracted from these superpixels. Case 2
avoids these small superpixels while sacrifices segmentation
precision. To overcome these drawbacks, we propose a novel
superpixel regularity optimization which preserves both seg-
mentation precision and size regularity.
Size Regularity: The proposed works by redefining the
term, Esize(s) in Eq. 1 into a merging operation. Suppose
Size(spi) − Size(pi) ≤ l InitSize(spi) superpixel spm , l
is the lower bound of the size threshold, e.g., we can set
l = 0.25. We search another superpixel spn which satisfies
three conditions, 1) spn is a neighbor of spm to make sure
the connectivity; 2) It has the least gross energy after merg-
ing (Eq. 4) to ensure the merged two superpixels are similar;
3) and after merging, the size of spn will not exceed the up-
per bound to avoid the potential problem of getting very big
superpixels (Eq. 5).
sˆpi = arg min
spi∈Ns
E(s, c,µ) (4)
s.t. Size(sˆpi) + Size(pi) ≤ u InitSize(sˆpi) (5)
Here, Ns denotes the set of contiguous superpixels of spi ,
and u is the upper bound parameter. After merging, the algo-
rithm can keep refinement on all the superpixels till conver-
gence. Thus, this merging optimization will not degrade the
algorithm’s capability to snap the boundaries.
Instead of computing the absolute energy of before and
after the merging, in practical, we compute the difference of
energy between after merging and before merging since it is
only related with the two superpixels that are merged, which
could significantly degrade the computational complexity.
3.2. Adaptive Prediction-Induced Detection
RAPID
1: Initialize superpixels to be regular grids and assign labels;
2: for l = 1 to levelMax do
3: if l == 2 then
4: Extract features and get predict vector P ;
5: for s = 1 to stageMax do
6: Initialize each block with smaller regular grid;
7: Map superpixels’ labels and store in L matrix;
8: if s == 1 && l == 1 then
9: Compute initial µˆil and cˆil for each superpixel and store
in S vector;
10: else
11: Recompute µˆil according to Eq. 8;
12: Use rule from Eq. 7 to generate boundary queue Q;
13: while Q is not empty do
14: Pop out boundary block pi(l,s) from the queue;
15: if connectivity of pi(l,s) is valid then
16: Compute mean brightness ci(l,s) and mean position
µi
(l,s) for block pi(l,s) and its neighbors;
17: if The size of s(l,s)pi after removing pi
(l,s) is smaller
than the lower bound then
18: Use optimization from Eq. 4 and Eq. 5;
19: else
20: Use original operation from Eq. 3;
21: if pi(l,s) is updated then
22: Update µˆ(l,s) and cˆ(l,s);
When CTFTPS is applied in ROI detection task, there
exists a giant computational redundancy because only those
superpixels located at the boundaries between ROI and non-
ROI matter. However, CTFTPS cannot recognize them and
keeps refining to find the precise boundaries between all the
superpixels. For multi-scale CTFTPS, it does use multi-
scale framework but adds more computational complexity by
calculating the information of each superpixel at each im-
age level. RAPID relies on two concepts to overcome these
drawbacks, “boundary superpixel” and “adaptive multi-level
framework”.
RAPID alleviates the first drawback by localizing those
“boundary superpixels” at a coarse image level. The algo-
rithm does so by utilizing the segmentation result from an
earlier coarse stage with a pre-trained classification model to
generate a prediction map indicating the type of superpixel.
The details of this first method are given as follows:
For ROI detection, the hypothesis representative hθ(x) is
defined in Eq. 6, where the input x is a vector composed
of features extracted from superpixels, y is the output of the
classifier (denoted as hθ(x)). The value of y equals to 1 indi-
cates that it is classified as ROI, and−1 as non-ROI. Here, we
introduce a new concept, “boundary superpixel”. As shown
in Eq. 7, when ysp 6= ysq , we can call such a superpixel a
(a) Ground Truth (b) Prediction Map
Fig. 2: Prediction map is the prediction result of the classifier
in an intermediate stage. 0 denotes non-ROI, 1 denotes ROI.
And we used purple-colored 0 and blue-colored 1 to represent
those “boundary superpixels”.
“boundary superpixel”.
y =
{
1, hθ(x) ≥ 0,
−1, otherwise. (6)
Eb(sp, sq) =
{
1, sp 6= sq, ysp 6= ysq ,
0, otherwise.
(7)
The speed up method utilizes Eq. 7 to strengthen the orig-
inal restriction defined in Eq. 2. Only by putting those blocks
located in “boundary superpixel” in the queue at the later
stages, RAPID decreases the length of the boundary queue
while at the same time preserves the detection accuracy. The
effect is shown in Fig. 2. The ground truth of the ROI is
shown in Fig. 2a. Fig. 2b shows the prediction map in an
intermediate stage of RAPID. RAPID only needs to refine the
“boundary superpixels” marked by purple-colored 0 and blue-
colored 1 instead of refining all of them as the CTFTPS did.
Moreover, RAPID eliminates the second drawback by
only finding the information at the first image level. At the
left over image levels, it reuses the information of the upper
level with simple deduction. The details are explained below:
Adaptive Multi-level Framework: RAPID eliminates
the cost of gaining the information of each image at different
level by finding only the average information of each super-
pixel at the first image level. At the next image level, RAPID
directly uses the average brightness information of the upper
level. For the position information, it only needs to perform
the following operation:
µi+1 = C × µi − C − 1
2
(8)
Here, C is the parameter of the compression ratio, i refers
to the image level. This makes the cost of obtaining average
information for superpixels from original image only 1/CL
of the original cost. L is the total levels.
The pseudocode for RAPID is shown above.
3.3. Parallel RAPID
Recall that the four main tasks in RAPID are: 1) Mean color
and position computation for each superpixel on vector S;
2) Label mapping from an upper stage on matrix L; 3) Go-
ing through matrix L to find the boundary queue Q and 4)
Relabeling in Q. For efficient parallelization, we aim to
execute all four tasks in parallel by exploiting data paral-
lelism through partitioning the image into tiles. Task 2 can
be trivially parallelized while task 1 involves updating a vec-
tor which requires locking mechanism on a shared memory
multi-core machine. Luckily, benefit from the adaptive multi-
level framework, only the first image level includes this task.
Relabeling involves tackling the contention on shared vari-
ables of superpixels when data is partitioned across multiple
parallel threads. We utilized the OpenMP [15] to implement
the Parallel RAPID on a shared-memory machine.
Parallel Split: is used to decrease the conflict in task 4.
It works by evenly split the number of rows in whole image
as shown in Eq. 9. i is the current thread number. Every data
tile is processed by a single thread, and finds its own bound-
ary queue, Qi and performs relabeling. The pseudocode of
parallelized RAPID is given as follows.
startRow = totalRow ∗ i/totalThreads (9)
endRow = totalRow ∗ (i+ 1)/totalThreads
Parallel RAPID
1: for l = 1 to levelMax do
2: if l == 2 then
3: Extract features and get predict vector P ;
4: for s = 1 to stageMax do
5: Trivially parallelize label mapping and store in L;
6: if s == 1 then
7: Parallelize computing initial µˆil and cˆil for each super-
pixel i and store in S vector (write & read lock protec-
tion on S);
8: Start N threads;
9: for i = 0 to N − 1 do
10: Do parallel split as Eq. 9 and Finding the queue Qi;
11: Dealing Qi independently in each thread or tile with
Locking mechanism for S vector;
3.4. Computational Complexity Analysis
For CTFTPS and multi-scale CTFTPS, the computational
complexity can be summarized with O(
∑
l(
∑
iQl
i +∑
i Ll
i + Sl)). i, l denotes different block stage and image
level, Q is the number of blocks in the queue, L is the label
mapping from the upper stage and S means the initialization
cost of computing each superpixel’s mean color and position.
For CTFTPS, l equals to one. For RAPID,the computational
complexity of RAPID is O(
∑
l(
∑
i
√
Ql
i +
∑
i Ll
i) + S1).
4. EXPERIMENTS
4.1. Experimental Setup
We used two datasets: 1) The Berkeley segmentation data set
(BSD500) [1], a standard dataset to evaluate segmentation al-
gorithms, given that it provides multiple well-labeled ground
truth contours and segmentations. 2) The NLST dataset of
500 whole slide histopathological images with ROI ground
truth. It is divided into two sets, training dataset with 400 im-
ages, and testing dataset which includes the left 100 images.
To perform ROI detection, after segmentation, we used
LIBSVM package2 to classify the superpixles into two cat-
egories, ROI and non-ROI. The feature vector is denoted as
F ∈ <4, which includes absolute and comparative RGB
brightness, as well as extra-region and intra-region dissimilar-
ity [16]. 1/2 positive and 1/2 negative randomized samples
are used in case of overfitting in the classification.
The hardware platform is the Intel(R) Xeon(R) CPU E5-
2620 v2 @ 2.10GHz with 12 cores, each core with 2 threads.
4.2. Evaluation of Superpixel Regularity Optimization
On BSD500: We applied superpixel regularity optimization
on CTFTPS to segment 200 images from BSD500 into varied
number of superpixels and used standard metrics [17], under-
segmenation error (UE) and boundary recall (BR), to evaluate
the performance of superpixel regularity optimization. UE
measures the percentage of pixels that leak from ground truth
boundaries. BR measures the ratio of ground truth boundaries
correctly covered by the superpixels. Higher score of BR and
lower score of UE is expected here.
The result from Fig. 3 shows that CTFTPS with our pro-
posed method gained lower UE score and higher BR score
compared with the baseline. This result demonstrated that as
a segmentation method, the proposed improves the accuracy
upon the original CTFTPS to snap boundaries.
On NLST: We got a resized NLST dataset (compressed
into size around 1000 × 1000) and used CTFTPS combined
with superpixel regularity optimization to segment the 400
images from the training set. Further, we extracted fea-
tures from these superpixels and trained a SVM classifier.
The proposed generated superpixels with size in the range of
(0.24, 1.50). We compared the detection accuracy from the
test set between the unoptimized and optimized CTFTPS in
terms of the ROC curve. As shown in Fig. 3, the ptimization
method gains more desirable ROC curve. The visual result
shown in Fig. 1a indicates that the proposed method effec-
tively improve the classification accuracy with more and reg-
ular superpixels.
4.3. Evaluation of RAPID
We prepared two different sized NLST datasets, one dataset
wherein each image is resized to the one-fifth of the origi-
nal image size, the other is with the original size. We totally
performed three sets of experiments. We conducted the first
set of experiments on the resized dataset, and the second and
third set of experiments on original dataset. In the first two
experiments, the final block size was 1×1. The third set of ex-
periment was also on the original dataset but with final block
size as 4×4. We ran optimized multi-scale CTFTPS to obtain
a pre-trained classifier which is used for testing RAPID.
2https://www.csie.ntu.edu.tw/˜cjlin/libsvm/
Fig. 3: Comparison between CTFTPS with and without superpixel regularity optimization.
(a) Coarse segment in non-ROI (b) Fine segment at the boundary (c) Coarse segment in ROI
Fig. 4: Segmentation boundaries in different area of RAPID.
Speed: We compared RAPID with SLIC, CTFTPS, and
multi-scale CTFTPS. The average time cost is shown in Ta-
ble 1, indicating that our method gained 46 times acceleration
compared with SLIC, and 4 times compared with multi-scale
CTFTPS. The adaptive prediction-induced detection method
attained a processing rate of 40 MPixels/s, if minor loss is
allowed ( 4 × 4 block size ), the processing speed could go
up to 100 MPixel/s. On the resized dataset, the speed is 18
MPixel/s, which implies that RAPID is more advantageous
for big images.
Accuracy: We ran CTFTPS, multi-scale CTFTPS, opti-
mized multi-scale CTFTPS, on the training set of the original
dataset, and then trained them through the same SVM clas-
sifier. RAPID as well as the other algorithms were tested on
the same testing set. RAPID used the pre-trained hypothesis
model gained from the optimized multi-scale CTFTPS both in
segmentation and testing stage. The other algorithms used the
classifier model trained by their own segmentation result. The
classification accuracy on the testing set is shown in Table 2,
indicating that RAPID delivers better accuracy than CTFTPS
and about the same accuracy as the multi-scale CTFTPS. The
results also indicate that CTFTPS has the lowest precision.
CTFTPS does gain a higher precision for smaller images, but
for big images it needs more stages to ensure the refinement
process which makes it difficult to set up the parameters in the
function. The results also shows that RAPID detects the ROI
quickly with only minor precision loss. Fig. 4 demonstrates
the superpixel boundary in different areas, ROI, non-ROI, and
the boundary. Coarse segmentation is observed in both non-
ROI and ROI, which is reasonable because the segmentation
in the non-boundary area ceases earlier than at a boundary
area. Fig. 4b shows that a very fine segmentation is obtained
for “boundary superpixles”, which positively impacts the final
segmentation precision.
Table 1: Comparison of the average time cost.
Average Size Grain SLIC CTFTPS Multi-
CTFTPS
RAPID
4712× 5867 1× 1 12.90s 3.29s 3.54s 1.56s
23561× 29335 4× 4 N/A 27.26s 28.98s 6.96s
1× 1 809s 79.46s 66.46s 17.54s
Table 2: Comparison of the detection accuracy.
CTFTPS Multi-
CTFTPS
Optimized Multi-
CTFTPS
RAPID
Precision 0.794 0.818 0.838 0.816
F1 Score 0.877 0.901 0.912 0.898
4.4. Evaluation of Parallel RAPID
We used the same datasets and experiments from Section 4.3.
Table 3 shows the average running time with different num-
ber of threads. Note that the maximum processing speed is up
to 449 MPixel/s with grain 4, and 133 MPixel/s with grain 1,
which is nearly 160 times faster than the serial SLIC, whose
processing ability is 0.85 MPixel/s, nearly 13 times faster
compared with multi-scale CTFTPS. The final visual result
is shown in Fig. 5. In conclusion, Parallel RAPID improved
the speed without sacrificing the accuracy of ROI detection.
(a) Ground Truth (b) Detected ROI
Fig. 5: ROI detection result of RAPID.
Table 3: Average time cost of Parallel RAPID with different
number of threads.
Average Size Grain 2T 4T 8T 14T 24T
4712× 5867 1× 1 1.09s 0.63s 0.49s 0.42s 0.34s
23561× 29335 4× 4 4.39s 3.79s 1.95s 1.69s 1.54s
1× 1 12.13s 7.83s 6.29s 5.83s 5.20s
5. CONCLUSIONS
As shown by the experiments, the proposed algorithm is
“rapid” and accurate. It preserves both the segmentation pre-
cision and size regularity with superpixel regularity optimiza-
tion. Moreover, RAPID has significantly lower computational
complexity with only a negligible loss of the ROI detection
accuracy, compared to the refered algorithms. Furthermore,
Parallel RAPID obtained consistent speedup. Except that the
Prediction-Induced method which needs users to train task
related classifier, the other three main methods can be di-
rectly used on any type of images, which make the parallel
RAPID a universal and applicable segmentation algorithm for
big images. Our future work is exploring superpixel grouping,
which could further speedup the whole segmentation process
by using smaller number of superpixels. We are also examin-
ing how to enhance the scalability of the Parallel RAPID.
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