The problems of mapping and load balancing applications on arbitrary networks are considered. A novel di usion algorithm is presented to solve the mapping problem. It complements the well known di usion algorithms for load balancing which have enjoyed success on massively parallel computers (MPPs). Mapping is more di cult on interconnection networks than on MPPs because of the variations which occur in network topology. Popular mapping algorithms for MPPs which depend on recursive topologies are not applicable to irregular networks. The most celebrated of these MPP algorithms use information from the Laplacian matrix of a graph of communicating processes. The di usion algorithm presented in this paper is also derived from this Laplacian matrix. The di usion algorithm works on arbitrary network topologies and is dramatically faster than the celebrated MPP algorithms. It is delay and fault tolerant. Time to convergence depends on initial conditions and is insensitive to problem scale. This excellent scalability, among other features, makes the di usion algorithm a viable candidate for dynamically mapping and load balancing not only existing MPP systems but also large distributed systems like the Internet, small cluster computers, and networks of workstations.
Introduction
Commodity interconnection networks have made qualitative breakthroughs in performance and price in recent years. These breakthroughs have reduced e ective latency and increased e ective bandwidth to the point where the performance of commodity components equals or surpasses that of MPP components. 1;2 At the same time costs have declined to the point where they are e ectively rede ning the term \parallel computer". Considerable discussion has been generated about building inexpensive and scalable parallel systems from commodity components and of constructing distributed systems from existing workstations. 3;4;5 Several MPP vendors and at least one major PC manufacturer o er or are developing inexpensive clustered systems based on these technologies. These systems will have performance attributes equal to or better than the best current MPP systems at costs that are at least an order of magnitude below current levels.
The hardware components of these computer systems are developing rapidly. The same statement could not be made about software. One might conjecture that a software infrastructure can be adapted from the existing infrastructure for MPPs. This conjecture would be at least partially wrong. There are fundamental di erences between networks and MPPs which have impacts on algorithm design and software implementation. Networks have highly variable topologies while most MPPs are based on a few well studied topologies. Networks have faults and failures while MPPs are designed to provide high levels of error free operation.
In order to execute any application on one of these systems it is necessary to solve the mapping problem. 6 In the mapping problem an application, consisting of a (rather large) set of communicating processes, is embedded in a (smaller) set of communicating computers. In practice the processes are often replaced by a data structure, such as a PDE grid, which must be distributed among the computers. An algorithm which solves the mapping problem seeks an embedding which lets the application run in the shortest possible time. In practice this means it seeks an embedding in which the workload is balanced and the time spent in communication is minimal. Experience with applications on existing MPPs has shown that, with an appropriate software model, maximizing locality and overlapping communication with computation can often prevent any time from being lost in communication. 7;8;9 The problems of mapping and load balancing have been discussed since the earliest days of parallel computing. 6;10;11 For problems on MPPs the scienti c community has converged on a consensus that favors recursive bisection methods. These methods exploit the regular structure of the MPP in order to simultaneously map and load balance an application. For the most di cult problems the most powerful of these methods nd high quality solutions at correspondingly high cost. 12 For easy problems like PDE grids the fastest of these methods achieve the optimal parallel execution time of O(log p). 13 Recursive bisection methods depend on the recursive nature of the interconnection topology. When the networks have irregular structure both load balancing and mapping are more di cult and recursive bisection methods fail.
E cient di usion algorithms to solve the load balancing problem have been considered for many years. 14;15;16;17;18;19;20;21;22;23;24;25;26;27;28;29;30 All of these algorithms work by di using quantities of work between pairs of computers until achieving an equilibrium. This paper presents an e cient di usion algorithm to solve the mapping problem. The algorithm imposes no regularity assumption on the interconnection network and therefor it can succeed where recursive bisection methods fail. The algorithm is derived from the Laplacian matrix of a graph of communicating processes. Vertices of this graph are di used in a Euclidian space which represents the computer system. The result of this di usion is an embedding of the components into the computers. Under this embedding locality is maximal and workload is balanced.
The rest of this paper is organized as follows. It rst presents the combined problems of mapping and load balancing in the form of a minimization problem. It discusses the relationship between the topology of the interconnection network and the Euclidian space in which the di usion occurs. The paper next presents a model problem instance which will be used in the subsequent analysis of the algorithm. It presents the algorithm and proves its correctness. Through analysis the paper demonstrates that the algorithm has excellent scaling properties. The desirable properties of delay and fault tolerance follow directly. The paper demonstrates a two phase mapping and load balancing procedure which reduces the time to convergence, presents simulations, and concludes with a summary and discussion.
A Minimization Problem
The object of load balancing and mapping is to place an application (represented by a set of processes) onto a set of computers (connected by a network) so that the application can run in the shortest possible time. This description implies the existence of an objective function, F is a mapping function from tasks to computers. F(i);p is a truth predicate with the value one if F(i) = p and zero otherwise.
The rst term describes the time due to load imbalance and is minimal when the workloads on all computers are the same. The second term describes the time spent in communication in the form of bandwidth c i;j multiplied by routing distance d p;p 0 among pairs of communicating processes. For a given C the second term is small if d p;p 0 is small for nonzero . In informal terms the minimization problem can be stated as follows: given sets of processes and computers,w, and matrices C and D, nd a mapping F which balances workload and minimizes the routing distance between pairs of communicating processes.
Formulated in this way the problem possesses an exponential number of possible solutions and thus it should not be surprising to nd that it is NP-complete. One proof of this fact is by reduction from the number partition problem: 31 given an arbitrarily large set of integers drawn from an unknown distribution, does there exist a partition of the integers into two subsets whose components have the same sum? An algorithm which nds a minimal solution of the rst term of (1) could solve the number partition problem. Since number partition is known to be NPcomplete, so too is problem (1) . With respect to the second term of (1) it has long been known to be equivalent to a number of related NP-complete problems including graph isomorphism and matrix bandwidth reduction. 10 This formulation of the problem is consistent with other discussions which avoid explicit consideration of network contention. 32 Although contention is not explicitly treated it enters indirectly by observing that in most interconnection technologies the likelihood of contention is reduced when routing distances are decreased. Thus minimizing the second term of (1) results in minimal network contention.
The Setting of the Problem
An instance of the problem is de ned by two graphs which describe the interconnection network and the application. The network is described by a \host" graph H in which edges in E(H) represent network links and vertices in V (H) represent computers. The application is described by a \guest" graph G in which edges in E(G) represent software communication channels and vertices in V (G) represent processes. Given instances of G and H the problem is to construct a map F which places processes onto computers. The quality of any candidate solution F is evaluated by predicting the time required to execute the application under F according to (1) .
In order to make this problem tractable the routing distance D in (1) will be approximated by a metric D on a Euclidian space in R m derived from H. The space is partitioned into regions which represent vertices of H. If two regions are adjacent in they correspond to two vertices which share an edge in H. As a result D, which is a metric on , is also a metric on G under F. This paper will take m to be 2 and to be the unit square. This space is su cient to represent any planar interconnection network. It should be emphasized that these assumptions do not restrict the generality of the algorithm. Both m and D can be generalized according to the requirements of a particular problem instance. Thus while might be two dimensional when H is planar (for example in the case of a mesh or irregular network) it could have three or more dimensions for a more complex topology (for example, a three dimensional torus). The only requirement is that if two vertices are connected by an edge in H then the corresponding subregions of must share an interface.
Toroidal topologies of H present no problems for this algorithm, as it is trivial to modify the di usion process to allow vertices of G to di use as though were a torus. While it might at rst appear that recursive topologies such as hypercubes and star networks require large m this is not the case. A network of this sort can be mapped into a torus by selecting an initial node and then traversing the network in a radially expanding pattern until all nodes have been visited. This is similar to standard algorithms to perform broadcast operations in these topologies.
A Model Problem Instance
This paper will consider a simple model problem instance that can be generalized to any problem instance. The guest graph G will be a regular lattice. An example of such a lattice would be a uniform grid for a PDE problem in two dimensions. This simple structure lends itself to the analysis of parallel complexity in later sections of this paper. The conclusions of the analysis will generalize to arbitrary problems.
The host graph H for the model problem can represent any planar network. For the sake of simplicity H will be also be assumed to be a regular lattice, although much smaller than G. This assumption is convenient but does not restrict the generality of the subsequent analysis.
A virtue of the model problem is that its correct solution is known. Figure 1 shows the partitioning of according to H and two candidate embeddings of G.
From this gure it is apparent that a perfect solution of this model problem is one in which the edges of G under F have equal lengths. When the extremal vertices of G are properly constrained this solution is unique. This observation suggests an algorithm to nd an optimal F for any planar G. This algorithm constrains the extremal vertices of G, then searches for a placement of the vertices of G in the plane under which the edges have equal length. A solution of this sort exists for every planar G but not for general G.
An E cient Dynamic Mapping Algorithm
A general algorithm to solve the mapping problem would converge to the perfect solution whenever G is planar and to nearby solutions for nonplanar graphs which are similar to G. One way to construct such a general algorithm is to de ne an algorithm with a discrete postcondition which is correct for planar G and then implement the algorithm using a continuous postcondition which can be satis ed to within a tolerance for general G. show the spectral radius of M is strictly less than one and therefore (5) converges to a xed point. Since M has full rank this xed point is unique. The analysis in the following section will demonstrate that this convergence is rapid in most instances. Convergence persists when the order in which the vertices are updated is allowed to vary randomly. 37 It follows trivially from this fact that the randomized iteration of gure 4 converges in the presence of delays and nondeterministic execution order.
This convergence implies that kũk 2 decreases monotonically along trajectories of the dynamical system (5). In order to show termination of the implementation it is necessary to show a corresponding decrease in k~ k 2 . The dynamical system converges to a xed pointũ = (M )ũ (0) after su cient iterates < 1. The xed pointũ satis es the discrete postcondition of the informal algorithm when G is planar. In order to show that the implementation converges toũ for any G it is necessary to show that k~ k 2 is a bound function which decreases along any trajectory of the dynamical system. This is easily accomplished. The di erence between successive iterates of (5) is kũ ( +1) ?ũ ( ) k 2 which converges to zero as ! 1. This implies that kdxk 2 ! 0 and kdyk 2 ! 0 individually, and thus kdx 2 + dy 2 k 2 k~ k 2 ! 0. This proves that the xed pointũ is attracting from any initial state and thus the implementation terminates for any G. Given that the continuous postcondition with appropriate meets the requirement of locality maximization for any G we can conclude that the implementation is a correct general solution to the mapping problem.
Analysis of Parallel Complexity
The rate of convergence of the implementation is determined by the structure of G and the initial F. The relationship between G and F can be quanti ed by studying the eigenstructure of M. Since M has full rank it is equipped with a full set of orthonormal eigenvectorsX i;j and eigenvalues i;j . In the case of the model problem the andX are well known. 
(X i;j ) x;y = k i;j cos ix n cos jy n
The convergence of the implementation for any G can be analyzed by considering the action of each i;j onX i;j . From the eigenvalue identity MX i;j = i;jXi;j it follows that the best and worst cases of convergence occur for the smallest and largest , min and max . After iterates of (5) the magnitude of eachX i;j is diminished by ( i;j ) . In order to reduce the magnitude of a particularX i;j by a factor it is necessary that ( i;j ) < , or = ln ln i;j (8) Applying this formula to i;j = 1=n (12) From (11) and the preceding one can write a precise expression for the magnitude of k~ k 2 for the atomic problem instance after iterates. (5) for the atomic case. The time to converge (13) to within a prescribed can be bounded by a constant regardless of the size of V(G). Indeed this is a generic feature of di usion algorithms. The rate of convergence to an equilibrium is primarily determined by the distance of the initial state from the xed point. This observation suggests that di usion is an attractive paradigm for concurrent algorithms since it scales e ciently to problems of any size.
This analysis was derived for a speci c problem instance. The excellent scaling is a result of the scale invariance of the Laplacian spectrum (6,13). The magnitudes of the i;j will vary when G varies from the model problem instance. This variation is smooth and will never allow the iteration to diverge (by Gersgorins theorem). Therefore the conclusions of the analysis of the model problem instance will be qualitatively similar to the conclusions for any instance. The smooth variation in the eigenvalues of M follows from the observation that M is a linear transformation of the Laplacian matrix of G and the eigenvalues of this Laplacian matrix vary smoothly as G varies from the model problem. 
Delay and Fault Tolerance
Commodity interconnection networks di er from the interconnection fabrics used in existing MPPs in terms of performance and reliability. The issue of reliability imposes qualitatively new requirements upon software designers since it forces software to be fault tolerant. This requirement of fault tolerance in turn makes it highly desirable to construct delay tolerant algorithms so that if an individual process fails the remaining processes are not forced to wait for it to recover. Delay tolerance in software design is desirable for other reasons as well since it minimizes the need for synchronization and facilitates latency hiding.
In a distributed implementation of this algorithm the coordinates of a vertex v i must be transferred between computers if any edge which is incident on v i is incident on another vertex v j which is located on a di erent computer from v i . This leads to message tra c on the interconnection network in a quantity proportional to the number of edges of F(G) which cross the boundaries of processor regions in . If the implementation migrates vertices of G simultaneously with the evolution of the vertex coordinates then the amount of this tra c will reduce as locality increases among the vertices. Message tra c will be minimal in dynamic problem instances in which the algorithm is modifying an existing mapping in response to changes in G or H.
This message tra c among computers provides a natural mechanism for fault tolerance since data will be replicated on computers which need it. If a computer or network component fails the only consequence will be that replicated data on functioning computers will not be updated as quickly as usual. Computers which have not failed can continue to execute the algorithm using stale replicated information. When the failed computer or network component returns to operation the stale information will be refreshed and the computation will proceed as before. The convergence of the algorithm will degrade gracefully under these conditions and will never fail catastrophically. Figure 7 shows a malicious example in which the initial vertex locations are randomized. Although this example takes longer to converge it eventually approaches the same locality maximizing xed point as the ab initio example does. Figure 8 shows that the linear iteration (5) rapidly annihilates componentsX i;j until only a small number of low frequency components remain.
Simulations

E cient Mapping and Load Balancing
The continuous postcondition of the implementation guarantees that locality among vertices of G is maximal under F. When G is planar and k~ k 2 = 0 vertices of G are evenly distributed in . If is partitioned into regions of equal area an equal number of vertices will be assigned to each region and the workload will be balanced among the computers. If G is nonplanar this is not generally possible. Even when G is planar the algorithm is not the most e cient way to solve the combined problems of mapping and load balancing since the nal convergence to the xed point involves successively ner vertex movements (see gures 6 and 7).
The most e cient way to solve the combined problems of mapping and load balancing is to rst solve the mapping problem to maximize locality and then separately solve the load balancing problem to equalize workload. If the mapping problem is solved rst then it is trivial to adjust the workload by algorithms which only exchange vertices among neighboring regions of . Since these algorithms use only neighbor exchanges they can transfer work without disrupting the locality maximizing ordering which represents the solution to the mapping problem. Workload di usion algorithms 14;15;16;17;18;19;20;21;22;23;24;25;26;27;28;29;30 are suitable for this purpose as is the even simpler algorithm of gure 9. This simple algorithm was applied to the solution shown in the last frame of gure 6. After 5jE(G)j iterates the number of vertices was balanced to within one unit. 
Summary and Discussion
This paper has presented a di usion algorithm to solve the dynamic mapping and load balancing problems. Di usion has previously produced e cient and innitely scalable solutions to the load balancing problem. It has now done so for the mapping problem. In the authors experience this is the rst time the dynamic mapping problem has been addressed and the rst time a di usive solution has been proposed to the mapping problem. The properties of the algorithm have been argued by analysis and demonstrated in simulation. The method has been shown to be correct in the presence of delays and nondeterministic execution order and to degrade gracefully in the presence of faults and failures. A simple load balancing algorithm has been presented which makes the combined algorithm for mapping and load balancing e cient. An application of these concepts is currently in progress. 30 Simple extensions of this di usion algorithm allow it to solve problems in which both the computers and the processes are weighted nonuniformly. Nonuniform weights can be assigned to computers simply by partitioning into regions of nonuniform area. Weights can be assigned to processes by representing vertices as circles with radius proportional to the process weight. If edge lengths are measured from the perimeter of these circles then the algorithm will take these nonuniformly distributed weights into consideration in a natural way. A closely related alternative algorithm can be constructed by averaging the angles of incident edges at each vertex rather than coordinates in . This has an advantage in that it does not require constraints on the extremal vertices.
The di usion algorithm adapts naturally to an environment in which computers appear and disappear during the course of a computation. To introduce a new computer into the system it is only necessary to allocate a new region within the existing and assign to the new computer the vertices in this region. To remove an existing computer it is only necessary to merge an existing region with its neighbors.
It is worth noting that this di usion algorithm bears a fundamental relationship to the celebrated spectral bisection algorithms which are currently popular on MPPs. Spectral bisection algorithms have gained respect because they are rooted in the spectral characteristics of the Laplacian matrix Q(G). They work by recursively bisecting G according to the components of the eigenvector of Q(G) which corresponds to the second smallest eigenvalue. Although these bisections produce high quality solutions the cost of obtaining this eigenvector can be very high.
The di usion algorithm presented in this paper is based on spectral characteristics of Q(G) but involves a considerably less expensive computation. The algorithm seeks a placement of vertices of G which yields a uniform distribution of edge lengths. This uniform distribution is the eigenvector of Q(G) which corresponds to the smallest eigenvalue. It is obtained by solving a simple Laplace system r 2 u = 0.
In this respect the insight behind this di usion algorithm has been anticipated in a classical algorithm of Tutte. 39 The topic of di usion in concurrent computation was rst addressed in the paradigm of di using computations. 11;40;41;42 While this paradigm is not precisely the same as the notion of di usion algorithm described in this paper there are striking similarities. Some of the same problems addressed by di using computations are addressed by di usion algorithms, such as mapping and load balancing. 11 Di usion algorithms can address a number of problems of a quadratic nature including the shortest paths problem, which has also been addressed by di using computations. 42 In a prescient statement Cybenko 16 describes his own work as \the rst rigorous treatment of dynamic load balancing strategies which can] serve as a basis for future development and research into the subject". It is the authors hope that this paper, inspired by work 26;27 which was anticipated by Cybenko, may serve as the next step in exploring the space of di usion algorithms. All such algorithms inherit the properties of robustness, dynamic responsiveness, scalability, delay and fault tolerance which have been described in this paper. As a result it is worth exploring the myriad ways in which this algorithmic paradigm can be exploited.
