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We consider symmetry-projected Hartree–Fock trial wave functions in constrained-path Monte
Carlo (CPMC) calculations. Previous CPMC calculations have mostly employed Hartree–Fock
(HF) trial wave functions, restricted or unrestricted. The symmetry-projected HF approach results
in a hierarchy of wave functions with increasing quality: the more symmetries that are broken
and restored in a self-consistent manner, the higher the quality of the trial wave function. This
hierarchy is approximately maintained in CPMC calculations: the accuracy in the energy increases
and the statistical variance decreases when further symmetries are broken and restored. Significant
improvement is achieved in CPMC with the best symmetry-projected trial wave functions over
those from simple HF. We analyze and quantify the behavior using the two-dimensional repulsive
Hubbard model as an example. In the sign-problem-free region, where CPMC can be made exact but
a constraint is deliberately imposed here, spin-projected wave functions remove the constraint bias.
Away from half-filling, spatial symmetry restoration in addition to that of the spin lead to highly
accurate results from CPMC. Since the computational cost of symmetry-projected HF trial wave
functions in CPMC can be made to scale algebraically with system size, this provides a potentially
general approach for accurate calculations in many-fermion systems.
PACS numbers: 71.10.Fd, 02.70.Ss, 05.30.Fk, 71.27.+a
I. INTRODUCTION
Approximations able to account for the most relevant
correlations in low-dimensional many-fermion systems
represent a cornerstone in condensed matter physics. In
particular, very challenging phenomena such as the high-
Tc superconductivity,1 the colossal magnetic resistance2
as well as the superconductivity in the iron-based com-
pounds,3,4 just to mention three of the most notable ex-
amples, require us to better understand the nature of the
electron-electron correlations and their impact on the re-
sulting properties of the considered quantum systems.
Within this context, the Hubbard model is regarded as a
paradigm since, in spite of its essential simplicity, it dis-
plays several challenging properties associated with the
relevant physics in strongly correlated many-electron sys-
tems. From the theoretical point of view, Hubbard-like
models also represent valuable benchmark systems for
testing different state-of-the-art approximations that can
subsequently be extended to more realistic situations.
Nowadays there are several such approximations al-
ready used to study both the one (1D) and two-
dimensional (2D) Hubbard models with variable degrees
of success. For sufficiently small lattices, exact diago-
nalization is possible. However, due to its exponential
cost, such an exact diagonalization becomes impossible
beyond a given system size. One can then resort to other
approximations such as the variational Monte Carlo5–7
(VMC), the Coupled Cluster8 (CC) and the Density Ma-
trix Renormalization Group9–11 (DMRG) methods.
Auxiliary-field quantum Monte Carlo12–14 (AFQMC)
is one of the most popular methods to extract collective
properties of quantum many-body systems. However,
it is limited by a sign problem in Hubbard-like models,
where the local interactions lead to auxiliary-fields that
are real, and by a phase problem in realistic electronic
systems, where the Coloumb interaction leads to com-
plex fields.14 In order to remove the exponential increase
of the statistical noise with system size (or inverse tem-
perature), we control the sign/phase problem approxi-
mately. The quantum Monte Carlo (QMC) process is
formulated as open-ended random walks in the space of
Slater determinants. A constraint, formally exact, is im-
posed on the paths of the random walk according to a
sign or phase condition of the walker. This approach has
been referred to as the constrained path Monte Carlo15,16
(CPMC) method in the case of “only” a sign problem and
the phaseless AFQMC17 for the general case with a phase
problem. In practice, the constraint is implemented by
the overlap of the sampled Slater determinants with a
trial wave function. Despite its approximate nature, this
approach is very accurate even with a simple mean-field
trial wave function as it has been shown before in a wide
range of applications.14,18–20
In quantum mechanical systems, the symmetries of the
Hamiltonian are crucial in characterizing properties such
as the excitation spectrum, the basic fingerprint of the
system.21–27 We have studied28 how the use of symmetry
influences the CPMC method and AFQMC calculations
in general, both in the form of the Hubbard-Stratonovich
(HS) transformation and in the trial wave function. It
was shown that imposition of symmetry properties re-
sulted in a significant increase in the accuracy and effi-
ciency in the QMC. Choosing a symmetry-adapted HS
transformation often does not change the cost of the
calculation significantly. On the other hand, symmetry-
adapting a trial wave function may result in expansions
whose length depend on system size. In our prior work,
2we obtained symmetry-adapted wave functions by using
a complete active space (CAS) expansion in the subspace
of the open shell. The problem with CAS expansions is
that the size of the wave function scales exponentially
with the dimension of the active space.
An alternative to obtain highly correlated wave func-
tions which, at the same time, respect the original sym-
metries of the considered many-fermion problem is pro-
vided by symmetry restoration via projection techniques.
Very recently, a hierarchy of variational symmetry-
projected approximations, inherited from nuclear struc-
ture physics,21 has been considered to describe the
ground and excited states of the 1D (Ref. 29) and 2D
(Ref. 27) Hubbard models. They have also been success-
fully incorporated into the description of molecular sys-
tems within the Projected Quasiparticle Theory (PQT)
framework.30,31 A symmetry-projected HF wave func-
tion considers a Slater determinant |φ¯〉 which deliber-
ately breaks several symmetries of the original Hamilto-
nian. By the superposition of the (degenerate) Gold-
stone manifold Rˆ|φ¯〉, where Rˆ represents a symmetry
operation, one can recover the desired symmetry in a
fully self-consistent variation-after-projection (VAP) pro-
cedure. In addition, the intrinsic Slater determinant |φ¯〉
resulting from the symmetry-projected VAP procedure
contains defects that provide an intuitive physical picture
regarding the basic units of quantum fluctuations in the
considered systems.29 Recently symmetry-restored trial
wave functions have been used in CPMC in the study of
nuclear shell models.32
It is known that symmetry-projection out of a Slater
determinant results in a wave function that is not size ex-
tensive,31 i.e., the correlation energy recovered by such
an ansatz does not scale linearly with system size. This is
also true for the CAS expansions we have considered be-
fore. Symmetry-projected wave functions can, neverthe-
less, account for some of the strong correlations (due to
the degeneracies in the single-particle spectrum). In this
paper, we examine the use of symmetry-projected wave
functions as trial states within the CPMC framework.
We stress that, even though a single symmetry-broken
Slater determinant is used in the trial wave function, the
symmetry-projected wave functions are, via the projec-
tion operators, multi-determinant in nature. In addition,
the symmetry-projected state can access highly-excited
configurations. In this way, they bring a very sophisti-
cated trial ansatz which can be expected to improve the
quality of the sign/phase constraint in CPMC. Indeed,
our results show that the use of such trial wave functions
greatly improves the CPMC results. The combined ap-
proach demonstrates dramatically better behavior that
successfully removes the size-extensivity problem of pro-
jected HF. Often the full symmetry-projected trial wave
function eliminates the systematic error from the con-
straint, and the CPMC calculations approach the exact
answer, with a reduced variance.
II. METHOD
In this work, we use as benchmark system the two-
dimensional repulsive Hubbard model, which is written
in second-quantized form as33
Hˆ = Kˆ + Vˆ = −t
L∑
〈i,j〉σ
c†iσcjσ + U
L∑
i
ni↑ni↓ , (1)
where the first term represents kinetic energy from elec-
tron hopping (t > 0) and the second is the repulsive
on-site interaction (U > 0). The operators c†iσ and ciσ
create and annihilate an electron with spin direction σ
on the i-th lattice site. Note that we have introduced a
vector notation for the site index, i.e., i = (ix, iy). The
operators nˆiσ = cˆ
†
iσ cˆiσ are the local number operators.
The notation 〈i, j〉 is used to denote that only hopping
between nearest-neighbor sites is allowed. We assume
periodic boundary conditions (PBC) in both the x and
y directions. Throughout this paper, energies will be re-
ported in units of t and we set t = 1.
A. Symmetry-Projected Wave function
In this section, we briefly discuss the form of the
symmetry-projected HF states used as trial wave func-
tions. For more details of the symmetry-projected ap-
proach, we refer the reader to our previous works (Refs.
29 and 27).
We work with HF-type Slater determinants which pre-
serve the number of electrons in the system. An arbitrary
HF-type Slater determinant can in general break several
symmetries of the original Hamiltonian. Typical exam-
ples are the rotational (in spin space) and spatial (space
group for periodic systems) symmetries. In the present
study, we have considered two different kinds of sym-
metry broken states: (unrestricted) UHF configurations
which are eigenstates of Sz and therefore have a definite
N↑ and N↓, as well as (generalized) GHF configurations
that break Sz and therefore can only be characterized by
an overall N number of electrons.
To restore the spin quantum numbers, we use the spin
projection operator
PˆS
ΣΣ′
=
2S + 1
8pi2
∫
dΩDS∗
ΣΣ′
(Ω)Rˆ(Ω), (2)
where Rˆ(Ω) = e−iαSˆze−iβSˆye−iγSˆz is the rotation opera-
tor in spin space, the label Ω = (α, β, γ) stands for the set
of Euler angles, and DS
ΣΣ′
(Ω) are Wigner functions. We
note that, if UHF wave functions are used, the numerical
effort can be alleviated significantly in the evaluation of
matrix elements, as both the integrals over α and γ can
be carried out analytically.
To recover the spatial symmetries we use the generic
3projection operator
Pˆ k
mm′
=
l
h
∑
g
Γk∗
mm′
(g)Rˆ(g), (3)
where Γk is an irreducible representation (irrep), which
can be found by standard methods, and Rˆ(g) represents
the corresponding symmetry operations in the considered
lattices parametrized in terms of the label g. In addition,
l is the dimension of the irrep and h is the order of the
group in Eq.(3). We note that, for the periodic Hub-
bard 2D system, the irreducible representations associ-
ated with the spatial symmetry can be characterized by
the linear momentum (k) inside the Brillouin zone and,
for certain high-symmetry momenta, by additional pari-
ties under x, y, and x-y reflections. In what follows, we
will explicitly provide the linear momentum of the recov-
ered irrep and, where appropriate, we will further provide
the parities of the recovered state (if the full space group
projection is carried out).
We then superpose the Goldstone manifolds due to
spin and/or spatial symmetries via the following ansatz
|ΨΘK〉 =
∑
K′
fΘ
K′
PˆΘ
KK′
|φ¯〉, (4)
where fΘ
K′
are variational parameters, and |φ¯〉 is the refer-
ence HF-type single Slater determinant. Here, the indices
Θ and K denote quantum numbers associated with spin
and/or spatial symmetries. Let us stress that, through
the action of the projection operator PˆΘ
KK′
, the multide-
terminantal character of the state characterized by the
quantum numbers Θ and K
′
is recovered and written in
terms of the quantum numbers Θ and K. The linear
combination introduced in Eq.(4) guarantees the inde-
pendence of |ΨΘK〉 with respect to rotations of the Slater
determinant |φ¯〉.
The wave functions |ΨΘK〉 of Eq.(4) are precisely the
ones used in the present study as trial states within the
CPMC scheme. The wave functions, Eq.(4), are deter-
mined by resorting to the Ritz-variation of the projected
energy with respect to both the mixing coefficients (fΘ
K′
)
and the HF-type determinant |φ¯〉. We stress that the
wave functions are fully optimized in the presence of the
projection operations, i.e., a VAP approach. In our pre-
vious work,29 we have discussed how the optimized de-
terminant |φ¯〉 develops defects that can be interpreted as
the basic units of quantum fluctuations in the system.
We refer the reader to Ref. 27 for a discussion of how
the optimization procedure is carried out in practice.
Before concluding this section, let us introduce the
notation used in this paper for the symmetry-projected
wave functions of Eq.(4):
• LM (linear momentum) is used to denote wave
functions in which the linear momentum has been
broken and restored.
• SG (space group) is used for wave functions in
which the full space group of the 2D square lattice
has been broken and restored.
• Sz is used to indicate that Sz projection has been
done (out of a GHF-type determinant).
• S (spin) is used to indicate that full spin projec-
tion has been carried out. If the determinant is of
GHF-type (noncollinear), it will involve the triaxial
integration of Eq.(2).
For example, SG,S-UHF means that the trial wave
function was prepared by breaking and restoring spin and
space group from a UHF-type determinant, while LM,Sz-
GHF indicates that linear momentum and Sz have been
broken and restored out of a GHF-type determinant. In
both cases, the determinant is variationally optimized to
minimize the energy in the presence of the symmetry
projection operators, and before introducing the Monte
Carlo procedure described in the next section.
B. CPMC
We briefly summarize the ground-state CPMC
method15,16 below to facilitate the ensuing discussions.
The reader is referred to Ref. 14 and references therein for
further details. Aside from the symmetry-projected trial
wave function, there is a new algorithmic element in the
present study, namely we have generalized the AFQMC
approach to have GHF-type of random walkers, as dis-
cussed in Sec. III B. This will allow the application of
CPMC and AFQMC in general to Hamiltonians that do
not conserve Sˆz, for example one that includes spin-orbit
coupling.
All ground-state AFQMC methods are based on the
projection
|Ψ0〉 ∝ lim
β→∞
e−β(Hˆ−ET )|ΨT 〉 , (5)
where ET is a trial ground-state energy (an initial guess
which is then improved in the calculation) and |ΨT 〉 is
a guess of the ground state wave function, a trial wave
function, which is typically taken to be a single Slater de-
terminant or a linear combination of Slater determinants.
〈Ψ0|ΨT 〉 6= 0 needs to be satisfied in order to project to
the ground state. In a numerical method, the limit can
be obtained iteratively by
|Ψ(n+1)〉 = e−∆τHˆ|Ψ(n)〉, (6)
where |Ψ(0)〉 = |ΨT 〉 and ∆τ is a small positive number.
The Trotter-Suzuki breakup34,35 and a so-called
Hubbard-Stratonovich (HS) transformation are used to
break the propagator into many one-body propagators14
e−∆τHˆ =
∫
dx p(x)Bˆ(x), (7)
4where p(x) is a probability density function, for example,
a uniform distribution of one Ising field per site (xi = ±1
with i = 1, 2, · · · , L.). The one-body propagator Bˆ(x)
in Eq. (7) has a special form, namely, a product of the
exponential of one-body operators
Bˆ(x) = e−∆τKˆ/2 evˆ(x)e−∆τKˆ/2 (8)
where vˆ(x) is a one-body operator whose matrix elements
are simple functions of the HS fields and of magnitude
O(√∆τ ).
By applying each one-body propagator to a Slater de-
terminant wave function, we will generate another Slater
determinant.36 The many-dimensional integral/sum over
the auxiliary Ising-fields (for each component of x and at
each imaginary-time iteration n) is performed by Monte
Carlo sampling the fields. The resulting linear combi-
nation of Slater determinants at each iteration n gives
a stochastic representation of the wave function |Ψ(n)〉.
After convergence, all the sampled determinants from
n ≥ neq can be used collectively to represent the ground
state wave function. The determinants have to be sta-
bilized periodically with, for example, a modified Gram-
Schmidt orthogonalization procedure.37
CPMC uses importance sampling to steer the sampling
toward more “likely” auxiliary-field configurations. This
is achieved by a similarity transformation with a trial
wave function 〈ψT |φ〉 to modify the probability density
function p(x) in Eq. (7). The importance sampling does
not affect the average values of the computed observables,
only the variance. The better the trial wave function
|ψT 〉, the smaller the statistical error for a fixed amount
of Monte Carlo samples. Since the CPMC process is a
branching random walk, population control has to be ap-
plied periodically.15,38 As a manifestation of the variance
reduction, the extent of weight fluctuation (branching)
will be reduced with a better |ψT 〉. The use of symmetry-
projected trial wave functions leads to a reduction of the
statistical variance, as will be illustrated below.
The sign problem14 is the leading difficulty in QMC
simulations of many-fermion systems. The problem oc-
curs because the projection is in general symmetric about
|φ〉 and −|φ〉. In the random walks, there is no mecha-
nism to distinguish random walkers of opposite overall
signs. In the course of the projection, if we switched the
sign of each random walker (e.g.,by exchanging two or-
bitals in |φ↑〉, or |φ↓〉, in an UHF type simulation, or two
spin-orbitals in a GHF-type simulation), there would be
no noticeable change and the sampled population would
give an overlap of opposite sign with any trial wave func-
tion. In the half-filling case of the Hamiltonian in Eq. (1),
it turns out that symmetry in the propagator and in |ΨT 〉
can make the sign of the overlap remain non-negative,
which eliminates the sign problem. In general, however,
the overlap with any trial wave function (or with |Ψ0〉)
will be zero when averaged over imaginary time (or over
the entire population at any large n), leading to infinite
Monte Carlo variance. The sign problem can be con-
trolled, exactly, by eliminating the walkers whose overlap
with the ground state becomes zero14
〈Ψ0|φ〉 = 0, (9)
since they will contribute zero at any future projections.
In practice, in place of the exact ground state wave func-
tion, a trial wave function |ψT 〉 is used instead to imple-
ment the constraint above,
〈ΨT |φ〉 = 0, (10)
which will introduce a systematic bias in the results. The
importance sampling transformation imposes this condi-
tion naturally, terminating random walk paths that lead
to a zero-overlap with |ΨT 〉. As mentioned, the system-
atic error of the constraint tends to be very small even
with simple mean-field trial wave functions. We will show
below that, with the symmetry-projected wave function,
the constrained-path bias is further reduced and becomes
negligible in most of the systems studied.
III. RESULTS
A. Half-filling
We first discuss the use of symmetry-projected trial
wave functions for the half-filled Hubbard model. Since
there is no sign problem in this case, CPMC calculations
can be made exact by redefining the important sampling
to have a nonzero minimum.15,16 If we ignore this and
apply the usual importance sampling with |ΨT 〉 literally,
the random walks can be constrained to a part of Slater
determinant space because the paths are terminated by
the condition in Eq. (10). The CPMC results will display
a constraint bias. In this section, we will use the half-
filled case in the artificial way with the constraint as a
benchmark system to study the effect of the symmetry
projected trial wave function. Because the exact result is
accessible, this study allows us to systematically examine
the effect of the different symmetries in |ΨT 〉.
Figure 1 is an illustration in the 4×4 Hubbard model at
half-filling (N↑ = N↓ = 8) with U = 4. Here, the ground
state corresponds to a spin singlet with momentum (0, 0)
and even parity under all reflections. As we see from the
bottom panel, CPMC with a UHF trial wave function has
a bias in the ground-state energy, with the calculated en-
ergy higher than the exact result (−13.62185) by about
∼ 1%. As more symmetries are included in the projected
UHF based wave function, the bias is seen to decrease, as
well as the corresponding Monte Carlo variance, shown
in the top panel. The only exception is in the variance
from the UHF trial wave function, which falls slightly
smaller than those from LMUHF and SGUHF trial wave
functions. The reduction of energy bias and energy vari-
ance indicates that the quality of the trial wave func-
tion is improving. This is born out by their variational
energies, which decrease monotonically following the se-
quence from left to right (not shown).
5We also see from Fig. 1 that the CPMC energy becomes
indistinguishable with the exact one as long as the spin
symmetry is imposed. This is consistent with the find-
ings from our previous studies of symmetry-preserving
trial wave functions which were obtained from a CAS
approach by diagonalizing a truncated active space.28
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FIG. 1: (Color online) Performance of different symmetry-
projected trial wave functions in CPMC. Panel (a) plots the
statistical uncertainty of the computed ground-state energy
in a semi-log plot (arbitrary scale). Panel (b) plots the per-
centage error, (ECP − E0)/|E0|, between the CPMC energy
and the exact energy. The system is the 4×4 Hubbard model,
with N↑ = N↓ = 8 and U = 4. The number of walkers was
1000, an equilibrium phase of βeq = 4 was discarded, and
∆τ = 0.01 was used in the runs.
We next study the behavior of the simulation as a
function of system size. The results are summarized in
Fig. 2, which shows the calculated energy per site from
various approaches versus the inverse linear dimension
of the square lattice. Two types of trial wave functions
are compared, the standard UHF and the spin-symmetry
(onto a singlet) projected S-UHF. As mentioned ear-
lier, symmetry-projected HF wave functions are not size-
extensive. The variational energy (per site) of S-UHF
is considerably lower than that of UHF for smaller lat-
tice sizes, but gradually approaches the UHF value as
the system size is increased. As the fits indicate, the
two give the same result in the thermodynamic limit,
EUHF/L ∼ −0.797.
The CPMC results with an artificial constraint using
UHF are shown as CPMC/UHF. Exact results from free-
projection (i.e., by “lifting” the constraint)28 shown as
FPMC/UHF are given for systems up to 16 × 16. The
CPMC/UHF bias is visible at all lattice sizes. The largest
discrepancy is seen between the two at the smallest lat-
tice size (rightmost point), corresponding to a 1% error in
Fig. 1. Convergence of the ground-state energy with sys-
tem size is not monotonic under periodic boundary con-
ditions, as seen in the bottom set of curves and the inset.
To accurately determine the exact ground-state energy in
the thermodynamic limit, we have done calculations on
FIG. 2: (Color online) Size-dependence of the computed ener-
gies in the half-filled Hubbard model at U = 4. The behaviors
of two different forms of trial wave functions are compared.
The variational energies of the trial wave functions are shown
in the upper curves. The dashed lines are polynomial fits to
the data. CPMC results using the two trial wave functions as
(artificial) constraints are shown in the lower curves, together
with exact free-projection results. (Note the different vertical
scales between the upper and lower curves.) Our best esti-
mate of the ground-state energy in the thermodynamic limit
is given by the horizontal lines. Its statistical uncertainty is
indicated by the width of the line in the inset.
up to 14 × 14 lattices with twist-average boundary con-
ditions, which gives much smaller finite-size effects than
PBC. A polynomial fit39 with a leading term of 1/L3/2
was performed on the data (not shown), and our best
estimate of the energy per site for the half-filled Hub-
bard model at U = 4 as L → ∞ is E0/L = −0.8600(1).
The CPMC/UHF results are seen to converge to a value
slightly higher than the exact energy in the thermody-
namic limit.
CPMC using the symmetry-projected S-UHF trial
wave function is seen to agree with exact free projec-
tion at all finite lattice sizes studied. This extends the
conclusion from Fig. 1 that trial wave functions with
spin symmetry have negligible bias to much larger su-
percells. These data indicate that, despite the lack of
size-extensivity in the S-UHF trial wave function, CPMC
seems to restore a consistent behavior as a function of
system size.
B. Away from half-filling
We next move away from half-filling to examine the
effect of the symmetry-projected HF trial wave function
on the sign problem. We study the system close to half-
filling, the region which has the most severe sign problem.
Intermediate values of the interaction strength U are cho-
sen, comparable to the band width, where the model is
potentially most relevant to strongly correlated materials
6such as high-Tc superconductors.
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FIG. 3: (Color online) Variational energies (upper panel)
of the UHF and three UHF-based symmetry-projected wave
functions, and the corresponding CPMC energies (lower
panel) using these as trial wave functions. The energies are
shown in terms of relative errors in the correlation energy
(see text). Note the different scales between the two pan-
els. Four systems are studied, each represented by a different
color/pattern of vertical bar. The CPMC results were ob-
tained with a population size of 1, 000 and 10 independent
blocks of size β ∼ 1 each. The statistical error bars are indi-
cated. Trotter error is negligible.
Figure 3 shows the results in 4 × 4 lattices where ex-
act diagonalizations are available for comparison. Two
filling values, N↑ = N↓ = 6 and 7 are each studied at
U = 4 and 8. The ground state in all cases is a spin
singlet with momentum (0, 0) transforming as the B1 ir-
rep of the C4v group, save for the 12-electron system at
U = 8, where the ground state switches to the A1 irrep.
The variational energies for the UHF wave functions and
three symmetry-projected HF wave functions are shown
in the top panel, while the corresponding CPMC ener-
gies are shown in the bottom panel. Here the energies
are shown in terms of relative errors in the correlation
energy, defined as (E−E0)/(ERHF−E0), where E is the
calculated energy (either variational or CPMC), E0 is the
exact result, and ERHF is the restricted HF (equivalent
to the Fermi gas wave function) energy. The variational
energy improves as more symmetries are broken and re-
stored in the trial wave function, as expected. The cor-
responding CPMC using UHF trial wave functions yields
relative errors in the computed correlation energy of a
few percent, while CPMC with symmetry-projected trial
wave functions in general has significantly smaller errors.
CPMC/SG,S-UHF is the most accurate for the four sys-
tems studied here, with relative errors of about 0.1% in
the correlation energy. In terms of percentage errors of
the total energy (as plotted in Fig. 1), the U = 4 sys-
tems have errors of ∼ −0.02% and the maximum error is
0.07% at U = 8. Note, that the ground-state energy in
CPMC is calculated with the so-called mixed estimate,
which is not variational.40
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FIG. 4: (Color online) Illustration of GHF-based symmetry-
projected trial wave functions in CPMC. The relative errors
in the computed correlation energy from CPMC using GHF-
type wave functions (SG,S-GHF) are compared with the cor-
responding UHF-type (SG,S-UHF). The latter are taken from
the rightmost group in Fig. 3. The same computational pa-
rameters are used for the two types of calculations.
We have also investigated the effect of GHF-based
symmetry-projected wave functions. In the usual CPMC
calculations discussed thus far, the random walkers have
a form |φ↑〉 ⊗ |φ↓〉, where the ↑- and ↓-spin determinants
have N↑ and N↓ orbitals, each specified by L amplitudes,
as in UHF. The one-body propagators in Eq. (8) decou-
ple into ↑- and ↓-spin components which operate on |φ↑〉
and |φ↓〉, respectively. In the GHF-type, a walker |φ〉
contains (N↑ + N↓) spin-orbitals, each of which is spec-
ified by 2L amplitudes that evolve stochastically. The
one-body propagators are given by 2N × 2N matrices.
In the present study, the form of the initial/trial wave
function dictates which of the two approaches is used.
Since there is more freedom in wave functions of
symmetry-projected GHF form,29 lower variational en-
ergy can be obtained. Note that lower energies may only
be obtained when the symmetry-projected states are op-
timized in the presence of the projection operators (a
VAP approach). This is seen from Fig. 4, which com-
pares CPMC results from GHF-based and UHF-based
trial wave functions with the same symmetry-projections.
A significant further reduction is seen in the CPMC re-
sults with GHF-based trial wave functions, leading to
essentially exact energies. In Table I, we summarize all
the CPMC ground-state energies with both types of trial
wave functions.
The improvements in the energy from CPMC us-
ing symmetry-projected HF wave functions as the con-
straint show that these wave functions give better de-
7TABLE I: CPMC ground-state energies with UHF and various symmetry-projected trial wave functions. Two fillings (first
column) and U values are studied on a 4 × 4 lattice Hubbard model. The exact results in the last column are from exact
diagonalization. The statistical error bars in the CPMC results are on the last digit and shown in parentheses.
System U UHF S-UHF LM,S-UHF SG,S-UHF SG,Sz-GHF SG,S-GHF exact
6↑ 6↓ 4 -17.703(6) -17.727(3) -17.7428(9) -17.7327(8) -17.7316(4) -17.7301(1) -17.7296
6↑ 6↓ 8 -14.73(4) -14.63(1) -14.784(3) -14.914(3) -14.907(2) -14.920(1) -14.925
7↑ 7↓ 4 -15.688(4) -15.758(3) -15.753(2) -15.7482(5) -15.7500(8) -15.7455(2) -15.7446
7↑ 7↓ 8 -11.77(1) -11.628(9) -11.844(7) -11.872(3) -11.847(3) -11.8689(9) -11.8688
scriptions of the ground-state properties than standard
mean-field. One can then expect that such wave func-
tions will also improve the calculations of other ob-
servables. We study this in Fig. 5 with the exam-
ple of momentum distribution. In CPMC calculations
of the expectation of observables which do not com-
mute with the Hamiltonian, the back-propagation tech-
nique15,41 is almost always used to obtain a “pure” es-
timator 〈ΨT |e−βBPHOˆ|Ψ0〉/〈ΨT |e−βBPH |Ψ0〉, as opposed
to the mixed estimate (corresponding to βBP = 0) which
is exact for the energy but biased for a general operator
Oˆ. For reasonable choices of the back-propagation time
βBP, the technique gives exact estimators of any 〈Oˆ〉 ex-
cept for constrained-path errors. Here, for illustrative
purposes, we use the mixed-estimate to calculate n(k),
which helps to magnify the effect of 〈ΨT |.
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FIG. 5: (Color online) Momentum distribution n(k) versus
|k|. Results from CPMC using different trial wave functions
are compared with each other and with exact diagonalization
(ED). The inset shows the error from ED results. The mixed
estimator is used instead of back-propagation, to magnify the
effect of the trial wave function. The system is 4 × 4 with
7 ↑, 7 ↓ and U = 8. The same run parameters are used as in
Fig. 3.
As seen from Fig. 5, the calculated momentum distri-
bution is incorrect around the Fermi energy when the
UHF trial wave function is used. This is consistent with
the fact that the UHF is a very poor wave function, and
back-propagationmust be employed for observables when
such trial wave functions are used. We see that the SUHF
trial wave function leads to little improvement, despite
having improved the CPMC energy. As more symmetries
are included in the projected HF wave functions, the re-
sults improve. The largest step occurs when space-group
is added. This seems reasonable given the open-shell na-
ture of this system. The result with the full SG,S-GHF
trial wave function is essentially indistinguishable from
exact diagonalization.
In Table II several CPMC results are shown using
symmetry-projected HF trial wave functions for larger
systems away from half-filling. Accurate energies from
constraint release calculations28 with CASSCF wave
function are available in these systems, which we use for
benchmark and are shown in the last column. The UHF
trial wave functions are very good at these fillings and
all often difficult to surpass,28 so it is significant that the
symmetry-projected trial wave functions except the min-
imal set (spin symmetry only) perform better. In fact
the best results are consistent with the constraint-release
results, with much smaller statistical error bars.
Computational scaling with system size is an impor-
tant consideration for any many-fermion method. In
a CPMC calculation, the primary objects involving the
trial wave function that need to be calculated repeatedly
are the overlap 〈ΨT |φ〉 and the one-body Green func-
tion 〈ΨT |c†kcl|φ〉/〈ΨT |φ〉. For a single-determinant |ΨT 〉
such as UHF, the computations14 scale like regular mean-
field calculations. For a |ΨT 〉 in the form of Eq. (4), a
straightforward way is to expand it as a linear combina-
tion of Slater determinants after the reference determi-
nant and variational parameters have been determined.
This is the approach we have taken in the present paper
as a proof-of-concept study of the effectiveness of such
wave functions. However, the number of Slater deter-
minants in such an expansion grows rapidly with system
size. For example, in the 8×8 calculation in Table II, the
SG,S-UHF trial wave function involved 14, 336 determi-
nants. An alternative is to use Eq. (4), and incorporate
the symmetry projection in the QMC, computing the ob-
jects with numerical integrations over the projection op-
erators.27 The computational cost is then proportional
to that for a simple HF trial wave function, with a pro-
portionality constant which depends on the symmetries
involved but only grows modestly with system size (e.g.,
linearly for translation). This is a very appealing feature
8TABLE II: CPMC ground-state energy of the Hubbard model in square lattices. Symmetry-projected HF trial wave functions
are used; the ground-state in all cases corresponds to a singlet transforming as the B1 irrep of the C4v group with momentum
(0, 0). Results using the UHF trial wave function are listed for comparison. The last column is release constraint28 results
(using the CASSCF trial wave functions), which are the best estimate of the exact ground-state energy. The statistical error
bars in the QMC results are on the last digit and shown in parentheses.
SYSTEM U UHF S-UHF LM,S-UHF SG,S-UHF SG,Sz-GHF exact
6× 6, 12↑ 12↓ 4 -42.621(6) -42.605(3) -42.633(3) -42.670(2) -42.679(1) -42.669(8)
6× 6, 12↑ 12↓ 8 -36.68(7) -36.20(2) -36.94(1) -37.188(8) -37.383(4) -37.41(6)
8× 8, 22↑ 22↓ 4 -75.886(8) -75.875(7) -75.900(6) -75.904(3) -75.893(9)
of the symmetry-projected HF wave functions as |ΨT 〉,
in contrast with, for instance, the CASSCF-type of wave
functions, and offers the promise of scalable calculations
with our approach to reach large system sizes.
IV. CONCLUSION
We have studied symmetry-projected HF wave func-
tions as trial wave functions for CPMC. The symme-
tries are restored by projecting from an UHF or GHF
type wave function, minimizing the variational energy
after the projection. This gives a hierarchy of wave func-
tions with increasing quality. The CPMC results using
these as trial wave functions generally become increas-
ingly more accurate, and the Monte Carlo variance in-
creasingly smaller for the same amount of samples. It
is shown that CPMC largely restores size-extensivity in
symmetry-projected HF wave functions. At half-filling in
the Hubbard model, projected wave functions with spin
symmetry provide an excellent description of the systems.
Away from half-filling, the projected wave functions with
space group symmetry and spin symmetry lead to highly
accurate results, often with the constrained-path system-
atic error less than 0.1% in the correlation energy. Wave-
functions projected from a GHF-type reference tend to
perform even better compared with the ones projected
from UHF-types.
As discussed above, the symmetry-projected wave
function can be implemented in CPMC as trial wave
functions with a computational cost which scales mod-
estly with system size. The development in this paper
is thus potentially a scalable and systematically improv-
able quantum Monte Carlo approach for extended sys-
tems. Moreover, one can further increase the quality
of the symmetry-projected trial wave function by doing
particle number symmetry breaking or by incorporating
multi-component expansions such as those considered in
our previous work.29 We finally note that the current de-
velopments in CPMC have paved the way for accurate
many-body calculations of Hamiltonians with spin-orbit
coupling.
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