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ON INFINITE MULTIPLICATIVE SIDON SETS
Pe´ter Pa´l Pach 1, Csaba Sa´ndor 2
Abstract
We prove that ifA is an infinite multiplicative Sidon set, then lim inf
n→∞
|A(n)|−pi(n)
n3/4
(log n)3
<
∞ and construct an infinite multiplicative Sidon set satisfying lim inf
n→∞
|A(n)|−pi(n)
n3/4
(log n)3
>
0.
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1. Introduction
Throughout the paper we are going to use the notions [n] = {1, 2, . . . , n} and
A(n) = A ∩ [n] for n ∈ Z+, A ⊆ Z+.
A set A of positive integers is called a multiplicative Sidon set, if for every s
the equation xy = s has at most one solution (up to ordering) with x, y ∈ A. Let
G(n) denote the maximal possible size of a multiplicative Sidon set contained in [n].
In [3] Erdo˝s showed that pi(n) + c1n
3/4/(logn)3/2 ≤ G(n) ≤ pi(n) + c2n3/4 (with
some c1, c2 > 0). 31 years later Erdo˝s [4] himself improved this upper bound to
pi(n) + c2n
3/4/(logn)3/2. Hence, in the lower and upper bounds of G(n) not only
the main terms are the same, but the error terms only differ in a constant factor.
A generalization of multiplicative Sidon sets is multiplicative k-Sidon sets where
we require that the equation a1a2 . . . ak = b1b2 . . . bk does not have a solution with
distinct elements taken from the given set. In [7] the maximal possible size of
a (multiplicative) k-Sidon subset of [n] was determined asymptotically precisely,
furthermore, lower- and upper bounds were given on the error term.
A closely related problem of Erdo˝s-Sa´rko¨zy-T. So´s and Gyo˝ri is the following:
They examined how many elements of the set [n] can be chosen in such a way that
none of the 2k-element products is a perfect square. Note that if a set satisfies this
property, then it is a multiplicative k-Sidon set, since if the equation a1a2 . . . ak =
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2b1b2 . . . bk has a solution of distinct elements, then the product of these 2k numbers
is a perfect square. For more details, see [5], [6], [7].
Another related question of Erdo˝s asks for the maximal size of a set of integers
not containing k + 1 different numbers such that a0 | a1a2 . . . ak. This question is
connected to the minimal possible size of a multiplicative basis of order k. For more
details, see [1], [2], [8].
In this paper the maximal possible asymptotic density of a multiplicative Sidon
set is investigated. According to the result of Erdo˝s, if A ⊆ Z+ is a multiplicative
Sidon set, then for every n we have A(n) ≤ pi(n) + c2n3/4/(logn)3/2 and the set of
primes is, of course, a multiplicative Sidon set for which |A(n)| = pi(n) for every n.
It is not difficult to construct a multiplicative Sidon set for which
lim sup
n→∞
|A(n)| − pi(n)
n3/4/(logn)3/2
> 0,
that is, for infinitely many values of n the set A(n) can be “large”. In this paper
our aim is to study how large |A(n)| − pi(n) can be for all (sufficiently large) values
of n. That is, how “large” a function f(n) can be, if lim inf
n→∞
|A(n)|−pi(n)
f(n) > 0. We are
going to show in the following theorems that the “largest” (up to a constant factor)
f(n) for which this holds is f(n) = n
3/4
(logn)3 .
More precisely, the following theorems are going to be proven:
Theorem 1. Let A be an infinite multiplicative Sidon set. If
lim sup
n→∞
|A(n)| − pi(n)
n3/4
(logn)3
≥ 73643,
then we have
lim inf
n→∞
|A(n)| − pi(n)
n
(logn)48
< 0.
Theorem 1 immediately implies the following corollary:
Corollary 2. Let A be an infinite multiplicative Sidon set. Then we have
lim inf
n→∞
|A(n)| − pi(n)
n3/4
(logn)3
< 73643.
Theorem 3. There exists a multiplicative Sidon set A ⊆ N such that
lim inf
n→∞
|A(n)| − pi(n)
n3/4
(logn)3
>
1
196608
.
32. Proofs
Proof of Theorem 1. Let A ⊆ Z+ be an infinite multiplicative Sidon set.
Throughout this proof p and pi denote prime numbers. The characteristic func-
tion χA,n is defined as
χA,n(p) =
{
1, if there exists an a ∈ A(n) such that p|a
0, if p ∤ a for every a ∈ A(n)
Erdo˝s [3] proved that every m ≤ n may be written in the form a = uv, where v ≤ u
and u ≤ n2/3 or u is a prime number.
The following subsets of A(n) play a crucial role in the proof. For every l ≥ 0 let
A∗l (n) =
{
a : a ∈ A(n) and there exist u, v such that a = uv, v ≤ u, n1/3 ≤ v ≤ n
1/2
(log n)l
}
and
A∗∗(n) = {a : a ∈ A(n) and there exist u, v such that a = uv, v ≤ u, v ≤ n1/3,
u ≤ n2/3 or u is a prime number}
First we give upper bounds for |A∗l (n)| and |A∗∗(n)|, respectively.
Namely, we are going to prove that
|A∗l (n)| ≤
10n3/4
(logn)l/2
, (1)
if n is large enough (depending on l). Note that we are going to use this estimation
in two cases: l = 0 and l = 6.
In order to prove (1) we are going to use Lemma 2. of [4]:
Lemma 4. Let G = (V,E) be a graph having t1 vertices x1, . . . , xt1 . Assume that
each edge of G is incident to one of the vertices xi, 1 ≤ i ≤ t2 < t1, and that G
contains no rectangle (i.e. no circuit of four edges, the rectangle will be denoted by
C4). Then
|E| ≤ t1 + t1
[
t2
t
1/2
1
]
+ t22
(
1 +
[
t2
t
1/2
1
])−1
≤ t1 + 2t1/21 t2.
Let L = l log2 logn. According to the definition of A
∗
l (n), every a ∈ A∗l (n) can be
expressed as a = uv where v ≤ u and n1/3 ≤ v ≤ n1/2(log n)l . This representation might
not be uniquely determined, let us choose for every a ∈ A∗l (n) the decomposition
where v is minimal. As n1/3 ≤ v ≤ n1/2
(logn)l
, there is a unique integer r ∈ [0, 16 log2 n]
such that
n1/2
2r+L+1
< v ≤ n
1/2
2r+L
. (2)
4Let us take an r ∈ [0, 16 log2 n] and pick those elements a ∈ A(n) for which the
chosen decomposition a = uv satisfies (2) with this choice for r.
In this case we have u ≤ n1/22r+L+1 ≤ 2n2/3. Define the graph Gr = (Vr, Er)
as follows: The vertices are 1, 2, . . . , ⌊n1/22r+L+1⌋. There is an edge between u and
v, if a = uv is the chosen representation for some a ∈ A∗l (n) satisfying (2).
The graph Gr is C4-free, otherwise for some v1, v2, u1, u2 ∈ V we would have
(v1, u1), (v1, u2), (v2, u1), (v2, u2) ∈ E. This would imply that v1u1, v1u2, v2u1, v2u2 ∈
A, but (u1v1)(u2v2) = (u1v2)(u2v1) contradicts the multiplicative Sidon property.
Clearly, Gr satisfies the conditions of Lemma 4 with t2 =
n1/2
2r+L
and t1 =
n1/22r+L+1. This yields that the number of the edges in graph Gr is at most
|Er | ≤ t1 + 2t1/21 t2 ≤ 2n2/3 + 2 · n1/42
r
2+
L
2 +
1
2 · n
1/2
2r+L
= 2n2/3 +
√
8 · n
3/4
2
r
2+
L
2
.
The number of those a ∈ A(n) for which a = uv with v = u is at most n1/2,
therefore
|A∗l (n)| ≤ n1/2 +
∑
0≤r≤ 16 log2 n
|Er | ≤
≤ n1/2 + 2
(
1
6
log2 n+ 1
)
n2/3 +
n3/4
(logn)l/2
∞∑
r=0
√
8
2r/2
≤ 10 n
3/4
(logn)l/2
,
if n is large enough.
As a next step, we are going to prove that for every positive integer n we have
|A∗∗(n)| ≤
∑
n2/3<p≤n
χA,n(p) + 4n
2/3. (3)
For every a ∈ A∗∗(n) let us choose the representation a = uv, where
• v ≤ u,
• v ≤ n1/3,
• u ≤ n2/3 or u is a prime number
• and v is minimal.
The previous Lemma 4 is applied again. Define the graph G = (V,E) where the
vertices are
• the integers up to n2/3,
• those primes p from the interval ]n2/3, n] for which there exists an a ∈ A(n)
such that p|a
5• and an extra vertex.
There is an edge between u and v, if 1 ≤ v < n1/3; u ≤ n2/3 or u is a prime number;
v < u and a = uv is a chosen representation for some a ∈ A∗∗(n). The graph G is
C4-free, otherwise for some u1, u2, v1, v2 ∈ V ,
(u1, v1), (u2, v1), (u1, v2), (u2, v2) ∈ E
we have
u1v1, u2v1, u1v2, u2v2 ∈ A(n),
but
(u1v1)(u2v2) = (u1v2)(u2v1)
contradicts the multiplicative Sidon property. Thus Lemma 4 can be applied for G
with
t1 = ⌊n2/3⌋+

 ∑
n2/3<p≤n
χA,n(p)

 + 1, t2 = ⌊n1/3⌋.
In this case we have
⌊
t2
t
1/2
1
⌋
= 0. (Note that the extra vertex was added in order to
guarantee this.) The number of those a ∈ A(n) for which a = uv with v = u is at
most n1/2, therefore
|A∗∗(n)| ≤ √n+ |E| ≤ √n+

 ∑
n2/3<p≤n
χA,n(p)

+ ⌊n2/3⌋+ 1 + ⌊n1/3⌋2 ≤
≤

 ∑
n2/3<p≤n
χA,n(p)

 + 4n2/3.
Every a ∈ A(n) can be written in the form a = uv, where v ≤ u and u ≤ n2/3 or
u is a prime number, thus A(n) ⊆ A∗0(n) ∪ A∗∗(n). Therefore, by using (1) and (3)
we obtain that
|A(n)| ≤ |A∗0(n)|+ |A∗∗(n)| ≤
∑
n2/3<p≤n
χA,n(p) + 11n
3/4, (4)
if n is large enough.
According to (1) and (3) we obtain that
|A∗6(n) ∪ A∗∗(n)| ≤ pi(n) + 11 ·
n3/4
(logn)3
.
Therefore, to prove the theorem it is enough to show that
lim inf
n→∞
|A(n) \ (A∗6(n) ∪ A∗∗(n))|
n3/4
(logn)3
< 73632.
6To prove this bound it suffices to prove the following three statements:
• Firstly, we are going to show that if n is large enough, then
A(n) \ (A∗6(n) ∪ A∗∗(n)) ⊆ A1(n) ∪ A2(n), (5)
where
A1(n) := {a : a ∈ A(n), a = dpipi+1 . . . ps, d ≤ (logn)12,
n1/6
(logn)6
≤ pi ≤ pi+1 ≤ · · · ≤ ps ≤ n1/2(log n)6}
and
A2(n) := {a : a ∈ A(n), a ≥ n/(logn)12, a = dps−3ps−2ps−1ps, d ≤ (logn)12,
n1/4
(logn)9
≤ ps−3 ≤ ps−2 ≤ ps−1 ≤ ps ≤ n1/4(log n)9}.
• Secondly, we are going to show that the inequality
lim sup
n→∞
|A1(n)|
n3/4
(logn)3
> 0
implies
lim inf
n→∞
|A(n)| − pi(n)
n3/4
(logn)48
< 0. (6)
• Finally, we are going to prove the inequality
lim sup
n→∞
|A2(n)|
n3/4
(log n)3
< 73632. (7)
Note that we will refer to these statements by (5), (6) and (7). Now, we continue
with proving these statements which finishes the proof of Theorem 1.
To prove statement (5), first let us note that if a ≤ n(logn)12 , then a ∈ A∗6(n) ∪
A∗∗(n). To see this, let us take the decomposition a = uv, where v ≤ u and u ≤ n2/3
or u is a prime number. The condition v ≤ u implies v ≤ n1/2(logn)6 . Hence,
• for n1/3 ≤ v ≤ n1/2(logn)6 we have a ∈ A∗6(n)
• for v < n1/3 we have either u ≤ n2/3 or u is a prime number, therefore
a ∈ A∗∗(n).
7From now on, we are going to assume that a > n(logn)12 .
Let a = p1p2. . . . ps, where 2 ≤ p1 ≤ p2 ≤ · · · ≤ ps are prime numbers. Five cases
are going to be distinguished depending on the size of ps−1 and ps.
Case 1 ps ≥ n1/2(log n)6.
The choice v = aps , u = ps shows that a ∈ A∗6(n) ∪ A∗∗(n).
Case 2 There exists a pi such that n
1/3 ≤ pi ≤ n1/2(logn)6 .
The choice v = pi and u =
a
pi
shows that a ∈ A∗6(n).
Case 3 n
1/2
(logn)6 < ps−1 ≤ ps < n1/2(log n)6.
In this case a = dps−1ps, where d < (logn)
12. Hence we have a ∈ A1(n).
Case 4 n
1/2
(logn)6 < ps < n
1/2(logn)6 and ps−1 < n
1/3.
• If
∏
pl<
n1/6
(log n)6
pl > (logn)
12, then for some j we have p1p2 . . . pj−1ps < n
1/2(logn)6
and p1p2 . . . pjps ≥ n1/2(logn)6, but in this case p1p2 . . . pjps ≤ n2/3, which
implies that for u = p1p2 . . . pjps and v =
a
u we have a ∈ A∗6(n) ∪ A∗∗(n).
• Otherwise a = dpi . . . ps, where d =
∏
pl<
n1/6
(log n)6
pl ≤ (logn)12 and n1/6(logn)6 ≤
pi ≤ · · · ≤ ps. Hence we have a ∈ A1(n).
Case 5 ps < n
1/3.
There exists a k such that pk+1pk+2 . . . ps < n
1/3 but pkpk+1 . . . ps ≥ n1/3. Note
that pkpk+1 . . . ps ≤ n2/3, since pk ≤ ps < n1/3.
• If n1/3 ≤ pkpk+1 . . . ps ≤ n1/2(logn)6 , then v = pkpk+1 . . . ps and u = av shows that
a ∈ A∗6(n).
• If n1/2(logn)6 ≤ pkpk+1 . . . ps ≤ n2/3, then u = pkpk+1 . . . ps and v = ap shows
that a ∈ A∗6(n) ∪A∗∗(n).
• Finally, let us assume that n1/2(logn)6 < pkpk+1 . . . ps < n1/2(logn)6. If
∏
pl<
n1/6
(log n)6
pl >
(log n)12, then for some j we have p1p2 . . . pj−1pk . . . ps < n
1/2(logn)6 and
p1p2 . . . pjpk . . . ps ≥ n1/2(logn)6, but in this case p1p2 . . . pjpk . . . ps ≤ n2/3,
thus u = p1p2 . . . pjpk . . . ps and v =
a
u shows that a ∈ A∗6(n) ∪A∗∗(n).
Therefore, it suffices to prove the statement in the case when a = dpi . . . ps,
where d =
∏
pl<
n1/6
(log n)6
pl = p1p2 . . . pi−1 ≤ (logn)12 and n1/6(logn)6 ≤ pi ≤ · · · ≤
ps < n
1/3. In this case the value of s − i + 1, that is, the number of the
8“large” prime factors of a can be 3, 4, 5 or 6, so a = dps−2ps−1ps or a =
dps−3ps−2ps−1ps or a = dps−4ps−3ps−2ps−1ps or a = dps−5ps−4ps−3ps−2ps−1ps.
Now, we are going to check these subcases separately.
Subcase 1. a = dps−2ps−1ps.
Let u = ps−2ps−1 and v = dps. As
v = dps < n
1/3(logn)12 <
n1/2
(log n)6
and
n2/3 > ps−2ps−1 =
a
dps
>
n/(logn)12
n1/3(logn)12
=
n2/3
(log n)24
> n1/2(logn)6,
the decomposition a = uv shows that a ∈ A∗6(n) ∪A∗∗(n).
Subcase 2. a = dps−3ps−2ps−1ps.
• If ps−1ps ≥ n1/2(logn)6, then for u = ps−1ps and v = au we have
ps−1ps < n
2/3
and
v =
a
u
≤ n
n1/2(logn)6
=
n1/2
(log n)6
,
so a ∈ A∗6(n) ∪ A∗∗(n).
• If n1/4(logn)9 < ps < n1/3 and ps−1ps < n1/2(logn)6, then ps−1 < n1/4(logn)3 ,
thus v = ps−3ps−2 <
n1/2
(log n)6 and u = dps−1ps < (log n)
12n1/2(log n)6 ≤ n2/3
shows that a ∈ A∗6(n) ∪ A∗∗(n).
• We may assume that ps ≤ n1/4(logn)9.
– If ps−3ps−2 ≤ n1/2(log n)6 , then u = dps−1ps ≤ (log n)12(n1/4(logn)9)2 ≤
n2/3 and v = ps−3ps−2 shows that a ∈ A∗6(n) ∪ A∗∗(n).
– If ps−3 <
n1/4
(log n)9 and ps−3ps−2 >
n1/2
(logn)6 , then ps−2 ≥ n1/4(logn)3,
therefore n1/2(logn)6 ≤ ps−1ps ≤ n2/3, thus u = ps−1ps and v =
dps−3ps−2 shows that a ∈ A∗6(n) ∪ A∗∗(n).
– Therefore, we may assume that a = dps−3ps−2ps−1ps where
d =
∏
pl<
n1/6
(log n)6
pl = p1p2 . . . ps−4 ≤ (logn)12
and
n1/4
(logn)9
≤ ps−3 ≤ ps−2 ≤ ps−1 ≤ ps ≤ n1/4(logn)9,
that is, a ∈ A2(n).
9Subcase 3. a = dps−4ps−3ps−2ps−1ps.
The inequality
n ≥ ps−4ps−3ps−2ps−1ps = (ps−4ps−3ps)(ps−2ps−1ps)
ps
>
(ps−4ps−3ps)
2
n1/3
,
yields ps−4ps−3ps ≤ n2/3. We claim that dps−2ps−1 ≤ n1/2(logn)6 .
For the sake of contradiction, let us assume that dps−2ps−1 >
n1/2
(logn)6 . This would
imply
n1/2
(log n)6
< dps−2ps−1 ≤ (logn)12p2s−1,
whence n
1/4
(logn)9 ≤ ps−1 ≤ ps. Now,
n1/2
(logn)6
< dps−2ps−1 =
a
ps−4ps−3ps
≤ n(
n1/6
(logn)6
)2
n1/4
(logn)9
= n5/12(log n)21
is a contradiction. Hence, dps−2ps−1 ≤ n1/2(logn)6 .
The choice u = ps−4ps−3ps and v = dps−2ps−1 shows that a ∈ A∗6(n) ∪ A∗∗(n).
Subcase 4. a = dps−5ps−4ps−3ps−2ps−1ps.
First of all,
n1/2(logn)6 ≤ n
2/3
(log n)24
≤ ps−5ps−4ps−3ps−2,
thus
dps−1ps ≤ n
ps−5ps−4ps−3ps−2
≤ n
n1/2(logn)6
=
n1/2
(logn)6
.
Also,
n ≥ ps−5ps−4ps−3ps−2ps−1ps ≥ (ps−5ps−4ps−3ps−2)3/2,
which yields the bound ps−5ps−4ps−3ps−2 ≤ n2/3.
Hence u = ps−5ps−4ps−3ps−2 and v = dps−1ps shows that a ∈ A∗6(n)∪A∗∗(n). This
completes the proof of statement (5).
Now, we continue with proving statement (6). We claim that it is enough to
prove that for every c > 0 there exists an N0 = N0(c) such that for every n ≥ N0
and
|A1(n)| = |{a : a ∈ A(n), a = dpi . . . ps, d ≤ (logn)12,
n1/6
(logn)6
≤ pi ≤ · · · ≤ ps < n1/2(logn)6}| > c · n
3/4
(logn)3
(8)
10
there exists an m ∈
[
n1/2
(logn)6 , n
1/2(logn)6
]
such that
|A(m)| − pi(m)
m
(logm)48
≤ − c
2
10 · 251 + 1 . (9)
First we are going to check that this statement implies statement (6), then we are
going to prove it.
If the condition of (6) holds, then there is a c > 0 and infinite sequence n1 <
n2 < . . . such that
|A1(nj)| > c
n
3/4
j
(lognj)3
.
According to our claim for every large enough j there is anmj ∈
[
n
1/2
j
(lognj)8
, n
1/2
j (log nj)
8
]
such that
|A(mj)|−pi(mj)
mj
(log mj)
48
≤ − c210·251+1 . Therefore, lim infn→∞
|A(n)| − pi(n)
n3/4
(logn)48
≤ − c
2
10 · 251 + 1.
Hence, it suffices to prove our claim.
If (8) holds, then there exists an integer d ∈ [1, (logn)12] such that
|{a : a ∈ A(n), a = dpi . . . ps, n
1/6
(logn)6
≤ pi ≤ · · · ≤ ps < n1/2(log n)6}| >
> c
n3/4
(log n)15
(10)
Let us fix such an integer d. Let us define a bipartite graph G = (V,E) as follows.
Let V = V1 ∪ V2, where V1 contains the prime number p if there exists an a ∈ A(n)
such that a = dpi . . . ps and
n1/6
(logn)6 ≤ pi ≤ · · · ≤ ps = p < n1/2(log n)6 and V2
contains the integers pi . . . ps−1. There is an edge between v1 ∈ V1 and v2 ∈ V2 if
and only if dv1v2 ∈ A(n).
Let V2 = {v(2)1 , v(2)2 , . . . }. Let us denote the degree of v(2)j by deg(v(2)j ). We may
assume that deg(v
(2)
1 ) ≥ deg(v(2)2 ) ≥ . . . . Let P be the set of prime numbers. Let
Pj ⊂ P such that p ∈ Pj if and only if the vertex v(2)j is connected to p in the graph
G. Clearly, we have |Pj | = deg(v(2)j ).
We claim that G is C4-free. If there is a C4, then there are ps, p
′
s′ ∈ V1 and
pi . . . ps−1, p
′
i . . . p
′
s′−1 ∈ V2 such that
dpi . . . ps−1ps, dpi . . . ps−1p
′
s′ , dp
′
i . . . p
′
s′−1ps, dp
′
i . . . p
′
s′−1p
′
s′ ∈ A,
but
((dpi . . . ps−1)ps)((dp
′
i . . . p
′
s′−1)p
′
s′) = ((dpi . . . ps−1)p
′
s′)((dp
′
i . . . p
′
s′−1)ps)
11
would contradict the multiplicative Sidon property. Therefore, G is C4-free, so
|Pj ∩ Pk| ≤ 1, for j 6= k. (11)
If ps, p
′
s ∈ Pj , then ps 6∈ A(n) or p′s 6∈ A(n) because otherwise
(d(pi . . . ps−1)ps)p
′
s = (d(pi . . . ps−1)p
′
s)ps
would contradict the multiplicative Sidon property. Hence,
|Pj \A(n1/2(log n)6)| ≥ |Pj | − 1. (12)
Using inequalities (11) and (12) we get that
|(P1 ∪ P2 ∪ · · · ∪ Pt) \A(n1/2(logn)8)| =
= |(P1∪(P2\P1)∪(P3\(P1∪P2))∪· · ·∪(Pk\(∪k−1j=1Pj))∪· · ·∪(Pt\(∪t−1j=1Pj)))\A| =
=
t∑
k=1
|(Pk \ (∪k−1j=1Pj)) \A| ≥
≥
t∑
k=1
(|(Pk \ (∪k−1j=1Pj))| − 1) ≥
t∑
k=1
(|Pk| − (k − 1)− 1) =
t∑
k=1
(|Pk| − k) (13)
According to (10) and the definition of the graph G we
c · n
3/4
(logn)15
≤ |E| =
∑
j
| deg(v(2)j )| =
∑
j
|Pj |. (14)
We are going to prove that
deg
(
v
(2)[
c
2 ·
n1/4
(log n)21
]
)
≥
[
c
2
· n
1/4
(log n)21
]
.
For the sake of contradiction let us suppose that deg
(
v
(2)[
c
2 ·
n1/4
(log n)21
]
)
<
[
c
2 · n
1/4
(logn)21
]
.
Let us split the sum on the right-hand side of (14) into two parts:
c· n
3/4
(logn)15
≤
∑
j
deg(v
(2)
j ) =
∑
j≤
[
c
2 ·
n1/4
(log n)21
]
deg(v
(2)
j )+
∑
j>
[
c
2 ·
n1/4
(log n)21
]
deg(v
(2)
j ). (15)
It is well known that pi(n1/2(logn)6) < n
1/2(logn)6
2 , if n is large enough, therefore
deg(v
(2)
j ) ≤ |V1| < n
1/2(logn)6
2 . Hence
∑
j≤
[
c
2 ·
n1/4
(log n)21
]
deg(v
(2)
j ) ≤
c
2
· n
1/4
(logn)21
· n
1/2(logn)6
2
=
c
4
· n
3/4
(logn)15
. (16)
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Also, |V2| ≤ n1/2(logn)6, since ps ≥ n1/2(logn)6 implies that pi . . . ps−1 ≤ n1/2(logn)6.
Therefore,
∑
j>
[
c
2 ·
n1/4
(log n)21
]
deg(v
(2)
j ) ≤
c
2
· n
1/4
(logn)21
· n1/2(logn)6 = c
2
· n
3/4
(logn)15
. (17)
Hence, (15), (16) and (17) would imply
c · n
3/4
(log n)15
<
3c
4
· n
3/4
(logn)15
,
which is a contradiction.
Thus,∣∣∣∣(P1 ∪ · · · ∪ P[ c
2 ·
n1/4
(log n)21
] \A(n1/2(logn)8))
∣∣∣∣ ≥ ∑
i≤
[
c
2 ·
n1/4
(log n)21
]
(deg(v
(2)
i )− i) ≥
[
c
2
· n
1/4
(logn)21
]2
−
([ c
2 · n
1/4
(logn)21
]
+ 1
2
)
>
c2n1/2
10(logn)42
,
if n is large enough.
As ∑
−6 log2 logn−1≤k≤6 log2 logn
n1/2
2k
(log n
1/2
2k
)48
< 251 · n
1/2
(log n)42
,
there exists an integer k ∈ [−6 log2 logn− 1, 6 log2 logn] such that∣∣∣∣
(
P
(
n1/2
2k
)
\ P
(
n1/2
2k+1
))
\A
(
n1/2
2k
)∣∣∣∣ ≥ c2 n
1/2
2k
10 · 251 · (log n1/2
2k
)48
,
if n is large enough. Let us fix such a k. If p ∈
(
P
(
n1/2
2k
)
\ P
(
n1/2
2k+1
))
\A
(
n1/2
2k
)
,
then χ
A,n
1/2
2k
(p) = 0, since p /∈ A and 2p > n1/2
2k
. Using (4) we get
∣∣∣∣A
(
n1/2
2k
)∣∣∣∣ ≤ pi
(
n1/2
2k
)
− c
2 n1/2
2k
10 · 251 · (log n1/2
2k
)48
+ 11
(
n1/2
2k
)3/4
≤
≤ pi
(
n1/2
2k
)
− c
2 n1/2
2k
(10 · 251 + 1) · (log n1/2
2k
)48
,
if n is large enough. The choice m = n
1/2
2k satisfies (9), thus statement (6) holds.
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Finally, we prove (7). We split into parts the set A2(n) as follows. Let a =
dps−3ps−2ps−1ps ∈ A2(n) be arbitrary. There exist uniquely determined integers r
and w such that
n
2r+1
< dps−3ps−2ps−1ps ≤ n
2r
,
2w ≤ d < 2w+1.
Since d ≤ (log n)12 and a ≥ n/(logn)12 we have
0 ≤ r ≤ 12 log2 logn,
0 ≤ w ≤ 12 log2 logn.
Furthermore,
n
2r+w+2
< ps−3ps−2ps−1ps ≤ n
2r+w
, (18)
which implies that ps−3ps−2 ≤ n1/2
2
r
2
+w
2
. There exists a uniquely determined integer
q for which
n1/2
2
r
2+
w
2 +q+1
< ps−3ps−2 ≤ n
1/2
2
r
2+
w
2 +q
. (19)
The lower bound n
1/2
(logn)18 ≤ ps−3ps−2 implies
0 ≤ q ≤ 18 log2 logn.
Let
A
(r,w,q)
2 (n) := {a : a ∈ A(n), a ≥ n/(logn)12a = dps−3ps−2ps−1ps,
n
2r+1
< dps−3ps−2ps−1ps ≤ n
2r
, 2w ≤ d < 2w+1, n
1/2
2
r
2+
w
2 +q+1
< ps−3ps−2 ≤ n
1/2
2
r
2+
w
2 +q
},
(20)
then A2(n) can be partitioned to the union of the A
(r,w,q)
2 (n) sets:
A2(n) =
⌊12 log2 logn⌋⋃
r=0
⌊12 log2 logn⌋⋃
w=0
⌊18 log2 log n⌋⋃
q=0
A
(r,w,q)
2 (n).
We are going to give an upper bound for |A(r,w,q)2 (n)|. Let us define the edge-
coloured bipartite graph Gr,w,q = (Vr,w,q, Er,w,q) as follows. Let Vr,w,q = V1 ∪ V2,
where
• V1 contains the integers ps−1ps if and only if there is an a = dps−3ps−2ps−1ps ∈
A
(r,w,q)
2 ,
• V2 contains the integers ps−3ps−2 if and only if there is an a = dps−3ps−2ps−1ps ∈
A
(r,w,q)
2 .
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The vertices ps−1ps ∈ V1 and ps−3ps−2 ∈ V2 are connected to each other if and only
if there is a d ∈ [2w, 2w+1) such that dps−3ps−2ps−1ps ∈ A(r,w,q)2 (n). In this case
let the color of this edge be d. (Note that there can be more edges between two
vertices.) For v1 ∈ V1 and 2w ≤ d < 2w+1 let us denote by degd(v1) the number of
edges of color d starting from v1.
Let us suppose that psps−1, p
′
s′p
′
s′−1 ∈ V1 and ps−3ps−2, p′s′−3p′s′−2 ∈ V2. Then
there is no C4 on these points such that
• edges (ps−1ps, ps−3ps−2) and (ps−1ps, p′s′−3p′s′−2) are of color d,
• edges (p′s′−1p′s′ , ps−3ps−2) and (p′s′−1p′s′ , p′s′−3p′s′−2) are of color d′,
since otherwise
(dps−3ps−2ps−1ps)(d
′p′s′−3p
′
s′−2p
′
s′−1p
′
s′) = (dp
′
s′−3p
′
s′−2ps−1ps)(d
′ps−3ps−2p
′
s′−1p
′
s′)
would contradict the multiplicative Sidon property. Hence,
∑
v1∈V1,2w≤d<2w+1
(
degd(v1)
2
)
≤
(|V2|
2
)
. (21)
The set of pairs (v1, d) satisfying v1 ∈ V1 and 2w ≤ d < 2w+1 is split into two
classes:
• the first class contains pairs (v1, d) if degd(v1) ≤
⌊
|V2|
|V1|1/22w/2
⌋
+ 1,
• the second class contains pairs (v1, d) if degd(v1) ≥
⌊
|V2|
|V1|1/22w/2
⌋
+ 2.
Clearly,
|A(r,w,q)2 (n)| =
∑
v1∈V1
2w+1−1∑
d=2w
degd(v1) =
∑
(v1,d)∈class1
degd(v1) +
∑
(v1,d)∈class2
degd(v1).
The number of pairs (v1, d) in class1 is at most |V1|2w, therefore
∑
(v1,d)∈class1
degd(v1) ≤
(⌊ |V2|
|V1|1/22w/2
⌋
+ 1
)
|V1|2w ≤ 2w|V1|+ 2w/2|V1|1/2|V2|.
By inequality (21) we have
∑
(v1,d)∈class2
degd(v1) ≤
2⌊
|V2|
|V1|1/22w/2
⌋
+ 1
∑
(v1,d)∈class2
(
degd(v1)
2
)
≤
≤ 2
|V2|
2w/2|V1|1/2
(|V2|
2
)
< 2w/2|V1|1/2|V2|. (22)
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Hence we obtain that
|A(r,w,q)2 (n)| < 2w|V1|+ 2 · 2w/2|V1|1/2|V2|. (23)
Our aim is to give upper bounds for |V1| and |V2|, respectively.
Let us start with the upper bound for |V2|: If ps−3ps−2 ∈ V2, then there is a
uniquely determined nonnegative integer t such that
n1/4
2
r
4+
w
4 +
q
2+t+1
< ps−3 ≤ n
1/4
2
r
4+
w
4 +
q
2+t
. (24)
According to the definition of V2 we have
n1/4
2
r
4+
w
4 +
q
2−t+1
< ps−2 ≤ n
1/4
2
r
4+
w
4 +
q
2−t−1
.
We are going to give an upper bound for t. As
ps−1ps =
ps−3ps−2ps−1ps
ps−3ps−2
≤
n
2r+w
n1/2
2
r
2
+w
2
+q+1
=
n1/2
2
r
2+
w
2 −q−1
,
we get that
n1/4
2
r
4+
w
4 +
q
2−t+1
< ps−2 ≤ ps−1 ≤ n
1/4
2
r
4+
w
4 −
q
2−
1
2
,
thus t ≤ q + 1.5, that is,
t ≤ q + 1 ≤ 18 log2 logn+ 1. (25)
Now, with the help of the prime number theorem with error term pi(x) = (1 +
O( 1log x))
x
log x we obtain the following upper bound for those ps−3ps−2 ∈ V2 that
satisfy (24):(
1
2
+O
(
1
logn
))
n1/4
2
r
4+
w
4 +
q
2+t log n
1/4
2
r
4
+w
4
+
q
2
+t
(
3
4
+O
(
1
logn
))
n1/4
2
r
4+
w
4 +
q
2−t−1 log n
1/4
2
r
4
+w
4
+
q
2
−t−1
.
Here
log
n1/4
2
r
4+
w
4 +
q
2+t
=
1
4
logn+O(log log n)
and
log
n1/4
2
r
4+
w
4 +
q
2−t−1
=
1
4
logn+O(log logn).
Therefore, the gained upper bound is(
12 +O
(
log logn
logn
))
n1/2
2
r
2+
w
2 +q(logn)2
.
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All in all, by using (25) we get the upper bound
|V2| ≤
(
12 +O
(
log logn
log n
))
n1/2(q + 2)
2
r
2+
w
2 +q(log n)2
.
As a next step, we give an upper bound for |V1|. According to (18) and (19) we
have
n1/2
2
r
2+
w
2 −q+2
≤ ps−1ps ≤ n
1/2
2
r
2+
w
2 −q−1
, (26)
therefore ps−1 ≤ n1/4
2
r
4
+w
4
−
q
2
−
1
2
. There is a uniquely determined integer t for which
n1/4
2
r
4+
w
4 −
q
2−
1
2+t+1
< ps−1 ≤ n
1/4
2
r
4+
w
4 −
q
2−
1
2+t
. (27)
Now, (26) and (27) implies that
n1/4
2
r
4+
w
4 −
q
2+
5
2−t
< ps <
n1/4
2
r
4+
w
4 −
q
2−
3
2−t
We are going to give an upper bound for t. By (19) and (27) we get that
n1/4
2
r
4+
w
4 +
q
2+
1
2
≤ ps−2 ≤ ps−1 ≤ n
1/4
2
r
4+
w
4 −
q
2−
1
2+t
,
which implies
t ≤ q + 1 ≤ 18 log2 logn+ 2. (28)
Now, with the help of the prime number theorem with error term pi(x) = (1 +
O( 1log x))
x
log x we obtain the following upper bound for those ps−1ps ∈ V1 that
satisfy (27):
(
1
2
+O
(
1
logn
))
n1/4
2
r
4+
w
4 −
q
2−
1
2+t log n
1/4
2
r
4
+w
4
−
q
2
−
1
2
+t
(
15
16
+O
(
1
logn
))
n1/4
2
r
4+
w
4 −
q
2−
3
2−t log n
1/4
2
r
4
+w
4
−
q
2
−
3
2
−t
.
Since
log
n1/4
2
r
4+
w
4 −
q
2−
1
2+t
=
1
4
logn+O(log logn)
and
log
n1/4
2
r
4+
w
4 −
q
2−
3
2−t
=
1
4
logn+O(log logn),
we obtain the upper bound(
30 +O
(
log logn
logn
))
n1/2
2
r
2+
w
2 −q(log n)2
.
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By (28) we get
|V1| ≤
(
30 +O
(
log logn
logn
))
n1/2(q + 2)
2
r
2+
w
2 −q(logn)2
.
Plugging in these bounds for |V1| and |V2| in (23) yields the following upper bound
for |A(r,w,q)2 (n)|:
|A(r,w,q)2 (n)| ≤ 2w|V1|+2·2w/2|V1|1/2|V2| ≤
(
30 +O
(
log logn
logn
))
n1/2(q + 2)
2
r
2+
w
2 −q(log n)2
+
2
(
301/2 +O
(
log logn
logn
))
n1/4(q + 2)1/2
2
r
4+
w
4 −
q
2 logn
(
12 +O
(
log logn
logn
))
n1/2(q + 2)
2
r
2+
w
2 +q(logn)2
2w/2 =
=
(
24 · 301/2 +O
(
log logn
logn
))
n3/4(q + 2)3/2
2
3r
4 2
w
4 2
q
2 (logn)3
.
Therefore,
|A2(n)| ≤
12 log2 logn+1∑
r=0
12 log2 logn+1∑
w=0
18 log2 logn+1∑
q=0
|A(r,w,q)2 (n)| ≤
≤
∞∑
r=0
∞∑
w=0
∞∑
q=0
(
24 · 301/2 +O
(
log logn
logn
))
n3/4(q + 2)3/2
2
3r
4 2
w
4 2
q
2 2(logn)3
=
=
(
24 · 301/2 +O
(
log logn
logn
))( ∞∑
r=0
1
2
3r
4
)(
∞∑
w=0
1
2
w
4
)(
∞∑
q=0
(q + 2)3/2
2
q
2
)
n3/4
(logn)3
=
=
(
73631.3 · · ·+O
(
log logn
logn
))
n3/4
(logn)3
,
which completes the proof. 
Now, we continue with the proof of Theorem 3. The following lemma will play
an important role in the proof:
Lemma 5. Let S be a set of size s ≥ 56. Then there exists a family H of 4-element
subsets of S satisfying the following conditions:
(i) If H1, H2 ∈ H and H1 6= H2, then |H1 ∩H2| ≤ 2.
(ii) If K,L,M,N are pairwise disjoint 2-element subsets of S, then at least one
of the sets K ∪ L,L ∪M,M ∪N,N ∪K does not lie in H.
(iii) |H| ≥ s3/24576.
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Proof. Let p be a prime in the interval (s/8, s/4]. Note that p ≥ 11, since s ≥ 56.
It can be supposed that S ⊇ Fp × [4]. That is, it can be assumed that S contains
4 disjoint copies of Fp, namely, A,B,C,D. We are going to define a family H of
4-element subsets such that each element of H consists of one element from A, one
from B, one from C and one from D. For a, b, c, d ∈ Fp let (a, b, c, d) denote the
4-element set {(a, 1), (b, 2), (c, 3), (d, 4)} ∈ S. We claim that for some α ∈ Fp, the
size of the set
Hα = {(a, b, c, d) ∈ F4p : a+ b+ c 6= 0, a+ b+ d 6= 0, a+ c+ d 6= 0, b+ c+ d 6= 0,
ab+ ac+ ad+ bc+ bd+ cd = α}
is at least p3 − 4p2 ≥ p3/2. The size of the set {(a, b, c, d) ∈ F4p : a+ b + c = 0} is
p3, and the same holds when another triple from {a, b, c, d} adds up to 0, therefore,
|{(a, b, c, d) ∈ F4p : a+b+c 6= 0, a+b+d 6= 0, a+b+d 6= 0, b+c+d 6= 0}| ≥ p4−4p3.
There are p possibilities for α = ab+ ac+ ad+ bc+ bd+ cd, which proves that for a
well-chosen α we have |Hα| ≥ p3/2. Let us fix such an α and delete some elements
of Hα, obtaining H, in such a way that the multiset {a, b, c, d} is different for each
element (a, b, c, d) of H. It can be done in such a way that |H| ≥ |Hα|/4! holds.
We claim that H satisfies the required properties.
Firstly, for checking (i) it is enough to show that the intersection of two elements
ofH can not contain exactly 3 elements. Let us assume that (a, b, c, d1), (a, b, c, d2) ∈
H. Then d1 = α−(ab+bc+ca)a+b+c = d2, so two elements ofH can’t differ just in the fourth
“coordinate”. By symmetry, this holds for the first three “coordinates”, too.
Secondly, for checking (ii) let us assume that
(k1, k2, l1, l2), (m1,m2, l1, l2), (m1,m2, n1, n2), (k1, k2, n1, n2) ∈ H.
According to the definition of H the following equations hold:
k1k2 + l1l2 + (k1 + k2)(l1 + l2) = α (29)
l1l2 +m1m2 + (l1 + l2)(m1 +m2) = α (30)
m1m2 + n1n2 + (m1 +m2)(n1 + n2) = α (31)
n1n2 + k1k2 + (n1 + n2)(k1 + k2) = α (32)
Now (29) − (30) + (31) − (32) gives (k1 + k2 −m1 − m2)(l1 + l2 − n1 − n2) = 0.
Without the loss of generality it can be assumed that k1 + k2 = m1 +m2. Then
(29) − (30) implies that k1k2 = m1m2. Thus {k1, k2} = {m1,m2}. Therefore,
{k1, k2, l1, l2} = {m1,m2, l1, l2}, so (k1, k2, l1, l2) = (m1,m2, l1, l2), hence K =M .
Finally, |H| ≥ |Hα|/24 ≥ p3/48 ≥ s3/24576.
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The following well-known estimations of [9] are going to be used in the proof of
Theorem 3 to estimate the number of primes up to x:
Lemma 6. For every x ≥ 17 we have xlog x < pi(x). For every x > 1 we have
pi(x) ≤ 1.26 xlog x .
Proof of Theorem 3.
Let Pk consist of the primes from the interval (2
k−1, 2k). If k ≥ 11, then by
Lemma 6
|Pk| = pi(2k)− pi(2k−1) ≥ 2
k
log 2k
− 1.26 · 2
k−1
log 2k−1
≥ 2
k
4 log 2k
.
Let us apply Lemma 5 for S = Pk and let Hk be the obtained collection of 4-subsets
of Pk. Let Ak = {
∏
p∈H
p : H ∈ Hk}. Finally, let A = {primes} ∪
⋃
k≥11
Ak.
Now we show that A is a multiplicative Sidon set. Assume that ab = cd for
a, b, c, d ∈ A. As each element of A is either a prime or the product of 4 primes, the
number of prime factors of ab (counted by multiplicity) is Ω(ab) = Ω(cd) ∈ {2, 5, 8}.
If Ω(ab) = Ω(cd) = 2, then {a, b} = {c, d}, and we are done. Now let us assume
that Ω(ab) = Ω(cd) = 5. Without the loss of generality it can be assumed that
Ω(a) = Ω(c) = 4. Then Ω(gcd(a, c)) ≥ 3, therefore a, c ∈ Ak for some k, moreover
according to property (i) (of Lemma 5) we get a = c. Then b = d also holds, and we
are done. Finally, let us assume that Ω(ab) = Ω(cd) = 8. If ab is not squarefree, that
is, divisible by p2 for some prime p, then p has to divide a, b, c, d, since all elements
of A are squarefree. However, it would imply that ap | cp · dp , therefore Ω(gcd(a, c))
or Ω(gcd(a, d)) would be at least 3. Then, again by property (i) we obtain that
a = c (or a = d), thus {a, b} = {c, d}. So we can suppose that ab = cd is squarefree.
Property (i) and a|cd imply that Ω(gcd(a, c)) = Ω(gcd(a, d)) = 2, so for some primes
a = p1p2p3p4, b = p5p6p7p8, c = p1p2p5p6, d = p3p4p7p8,
however this contradicts property (ii) of Lemma 5. Hence, A is a multiplicative
Sidon set.
Now we show that for n ≥ 244, we have |A(n)| ≥ pi(n) + n3/4196608(logn)3 .
If n ≥ 244, then k =
⌊
log2 n
4
⌋
≥ 11. Therefore, |Pk| ≥ 2k4 log 2k > 56, so Lemma 5
can be applied for the set Pk. Moreover, |Pk| ≥ 2k4 log 2k ≥ 2
log2 n
4
−1
4 log 2
log2 n
4
−1
≥ n1/42 log n .
Therefore, |A(n)| ≥ pi(n) + |Ak| ≥ |Ak|+ |Pk|
3
24576 ≥ pi(n) + n
3/4
196608(logn)3 . 
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