e consider an extension of the 0-1 multidimensional knapsack problem in which there are greater-thanor-equal-to inequalities, called demand constraints, in addition to the standard less-than-or-equal-to constraints. Moreover, the objective function coefficients are not constrained in sign. This problem is worth considering because it is embedded in models of practical application, it has an intriguing combinatorial structure, and it appears to be a challenging problem for commercial ILP solvers. Our approach is based on a nested tabusearch algorithm in which neighborhoods with different structures are exploited. First, a tabu-search procedure is carried out in which mainly the infeasible region is explored. Once feasibility has been established, a second tabu-search procedure, which analyzes only feasible solutions, is applied. The algorithm has been tested on a wide set of instances. Computational results are discussed.
Introduction
We consider an extension of the multidimensional knapsack problem in which there are greater-thanor-equal-to inequalities, in addition to the standard less-than-or-equal-to constraints. Moreover, the objective function coefficients are not constrained in sign. We call this the multidemand multidimensional knapsack problem (MDMKP). It can be formulated as follows: ∀ i ∈ m + 1 m + q (2)
where b i > 0 ∀i ∈ 1 m + q and a ij ≥ 0 ∀i ∈ 1 m + q , ∀j ∈ 1 n . A well-stated MDMKP assumes that n j=1 a ij > b i ∀i ∈ 1 m + q , max j a ij ≤ b i ∀i ∈ 1 m , and min j a ij < b i ∀i ∈ m + 1 m + q , since any violation of these conditions would result in some x j 's being fixed to zero or some constraints not being satisfied or being redundant. Each of the m constraints of family (1) is called a knapsack constraint, while we refer to each of the q constraints of family (2) as a demand constraint.
While the multidimensional knapsack problem (MKP), in which only the knapsack constraints (1) are present, has received wide attention in the literature, to our knowledge no literature exists specifically devoted to the MDMKP. A rich survey on the MKP can be found in the papers of Chu and Beasley (1998) and Freville (2002) . Hereafter, we briefly recall some of the main contributions to the solution of the MKP since its structure is embedded in that of the proposed problem.
The decision version of the well-known knapsack problem (m = 1) is weakly NP-complete. Various effective approximation algorithms for the optimization version have been proposed; see, for example, Martello and Toth (1990) , Pisinger (1999) , and Martello et al. (2000) for an extended review. The decision version of the MKP is also weakly NP-complete. While Korte and Schrader (1981) have shown that no fully polynomial approximation scheme exists for the MKP unless P = NP, polynomial approximation schemes are known for m fixed (see Magazine and Chern 1984) .
Exact algorithms for the MKP have been introduced as far back as the papers of Dantzig (1957) and Balas (1965) .
Almost every exact technique has been applied to the MKP including a dynamic-programming-based method (Gilmore and Gomory 1966) , an enumerative algorithm based on Fourier-Motzkin elimination (Cabot 1970) , and branch-and-bound frameworks in Shih (1979) and Gavish and Pirkul (1985) .
Works that study the theoretical relationships among the bounds generated by different relaxations (Lagrangean, surrogate, and their composition) have also been proposed; see Gavish and Pirkul (1985) and Crama and Mazzola (1994) .
Recently, Osorio et al. (2000) generated cuts from surrogate constraint analysis and constraint pairing ideas. They used the cut generator in combination with a commercial ILP solver to analyze the quality of performance improvements.
A number of heuristic algorithms has been developed for the MKP. Bound-based heuristics make use of the information given by linear, Lagrangean, or surrogate relaxations (see, e.g., Balas and Martin 1980 , Magazine and Oguz 1984 , and Pirkul 1987 . Within this context, Freville and Plateau (1994) introduced efficient preprocessing procedures for fixing variables at their optimal values in large instances. Also, tabu-search heuristics (see Voss 1993 , Glover and Kochenberger 1996 , Løkketangen and Glover 1998 , Hanafi and Freville 1998 and genetic algorithms (Chu and Beasley 1998, Haul and Voss 1998) have been applied to the MKP. To test their genetic algorithm, Chu and Beasley (1998) generated 270 test problems with larger sizes and more difficult structures than the standard problems used by other authors to validate their approaches. Such a set of large MKP problems, which was generated using the procedure suggested by Freville and Plateau (1994) , is publicly available at the OR-library (Beasley 1995) .
As with the MKP, the structure of the MDMKP is embedded in the models of many practical applications, e.g., obnoxious and semiobnoxious facilitylocation problems (see Romero-Morales et al. 1997 , Cappanera 1999 , Plastria 2001 , capital-budgeting problems, and portfolio-selection problems (Beaujon et al. 2001) . This suggests that the MDMKP is worth considering in as much as the MKP. Moreover, the MDMKP can be seen as a general model for any kind of binary problems with positive coefficients in the constraint matrix and in the right-hand side vector.
Since the MDMKP has both knapsack constraints, which force a large number of variables to be set to zero, and demand constraints, which require that at least a minimum of variables be set to one, even identifying feasible solutions can become a difficult task. Finding feasible solutions to the MDMKP is an NPcomplete problem since the subsetsum problem immediately reduces to the satisfiability of two conflicting binary constraints. Indeed, as we will show from computational results in the final section, state-of-the-art commercial integer linear programming solvers may be unable to find a feasible solution within a reasonable amount of computational time for instances where a feasible solution does exist. This can happen with only a few hundred variables and only tens of constraints. As a consequence, the search for feasibility becomes a main concern when trying to solve the MDMKP. On this basis, we designed a procedure in which the search for feasibility and the optimization of feasible solutions are completed in separate phases using a nested tabu-search algorithm in which neighborhoods with different structures are exploited. First, a tabu-search procedure is carried out that mainly explores the infeasible region. In this phase an oscillation method proceeds, alternating between constructive and destructive steps. The main objective of this local search is to gain feasibility as soon as possible. The criterion for choosing variables to add during the constructive phase and to drop during the destructive phase is based only on the coefficients a ij and b i . The cost coefficients c j are entirely disregarded. Thus, information concerning only the feasible region of the MDMKP is taken into account to guide this search. Once feasibility has been gained, a second tabu-search procedure, which implements an intensification strategy, is applied. This second phase attempts to improve the current solution by making moves based exclusively on costs while always ensuring feasibility.
Our computational experiments are performed on general benchmarks derived from unstructured MKP instances since our approach has been developed without exploiting the particular structure that instances derived from particular applications may exhibit. To generate the 810 test instances used, we modified the Chu and Beasley (1998) data set, by adding the demand constraints.
In the next section we describe the proposed localsearch-based algorithm and point out some relationships among existing tabu-search approaches used in general 0-1 integer programming problems. In the third section we describe some dominance criteria used to fix variables that are derived from a surrogate analysis of conflicting constraints. In the fourth section we give an account of how test instances have been generated, present some computational experiments, and analyze the results. Finally, some conclusions are drawn. The nested-tabu-search (NT) heuristic presented in this paper is composed of two parts, which we call the inner and outer searches, respectively. In the outer search, an oscillation method proceeds, alternating between constructive and destructive phases. Its aim is to generate feasible solutions. The proposed approach is similar to that used by Glover and Kochenberger (1996) . During the inner search, a standard tabu-search approach attempts to improve iteratively some of the starting feasible solutions supplied by the outer search. Here, only feasible solutions are analyzed.
The Main Framework
The outer routine proceeds by alternating between constructive and destructive phases whereby variables are progressively set to one and then zero, respectively. The goal of this procedure is to achieve feasibility. Since a feasible solution satisfies both knapsack and demand constraints, each phase basically tries to achieve feasibility of an unsatisfied set of constraints while still trying to preserve the other set of constraints. We base our approach on splitting the feasibility test into two separate conditions that we denote as ≤-feasibility and ≥-feasibility. A solution is ≤-feasible when all the knapsack constraints are satisfied and is ≥-feasible when all the demand constraints are fulfilled. Clearly, a feasible solution is both ≤-feasible and ≥-feasible. Figure 1 depicts the main framework of the NT heuristic. In the first three steps, the tabu memory and counters are initialized and an all-zero solution is chosen as the starting solution, though other solutions could be used as well. Steps 4 and 6 implement, procedure Nested_Tabu_Search( ) begin
Step 1. x = 0; z = 0; z * = − ; Step 2. Initialize_Tabu_Memory( );
Step 3. LScnt = TPcnt = ILScnt = 0;
Step 4. repeat
Step 4.1. Constructive_Phase1(LScnt x z x * z * ); Step 4.2. Constructive_Phase2(span x z);
Step 4.3. Update_span(span);
Step 4.4. Destructive_Phase1(LScnt x z x * z * ); Step 4.5. Destructive Phase2(span x z);
Step 4.6. TPcnt = TPcnt + 1; until TPcnt ≥ MaxNumTP or LScnt ≥ MaxNumLS Step 5. sort_feasible_solutions( );
Step 6. repeat
Step 6.1. select_next_stored_feasible_solution(x);
Step 6.2. apply_the_inner_local_search(x z x * z * ); Step 6.3. ILScnt = ILScnt + 1; until(ILScnt ≥ MaxNumILS) Step 7. return(z * x * ); end Figure 1 The Main Framework respectively, the outer and the inner local searches. By LScnt we denote the feasible solution counter and by MaxNumLS the maximum number of feasible solutions that we want to generate. By TPcnt we denote the iteration counter for the outer local search, and by MaxNumTP the maximum number of iterations allowed. By ILScnt we denote the counter for the number of inner local searches performed, and by MaxNumILS the maximum number of inner local searches we wish to perform. By x * we denote the best solution found so far and with z * its corresponding objective value, i.e., x * is the feasible solution that gives a maximum value for cx. Finally, x denotes the incumbent solution and z its value.
Searching Within the Infeasible Region.
Step 4 of the heuristic described in Figure 1 , which implements the outer local search, is a loop consisting of five procedures that are iteratively called until a stopping criterion is met. Within this loop all the feasible solutions generated are stored in memory. In the first procedure, Constructive_Phase1( ), nontabu variables are iteratively set to one until a solution is found that is not ≤-feasible but is ≥-feasible (critical event). In the second procedure, Constructive_Phase2( ), span additional nontabu variables are set to one. These procedures implement the constructive phase. The third procedure, Update_span( ), manages the critical parameter span. This parameter determines the depth of the search within the infeasible region (see below). The destructive phase, likewise, is organized into two parts. In the fourth procedure, Destructive_Phase1( ), nontabu variables are iteratively set to zero until a solution is found that is not ≥-feasible but is ≤-feasible (critical event). In the fifth procedure, Destructive_Phase22( ), span more nontabu variables are set to zero. In all of the above procedures, if all candidate variables are tabu, those that have been tabu the longest are selected.
In both phases, a feasible solution can be generated only within the first subroutines, i.e., within procedure Constructive_Phase1( ) or procedure Destructive_Phase1( ). With every call to these subroutines, as soon as a feasible solution is obtained, it is then stored.
Step 4 terminates when the total iteration limit has been reached, i.e., when the maximum number of outer phases, MaxNumTP, or the maximum number of feasible solutions, MaxNumLS, has been reached. It is important to note that the counter TPcnt is reset to zero after the first feasible solution has been found. A more detailed description of the constructive and destructive phases is given in Appendix A.
Preparing the Inner Local Search. After the outer local search stops, the feasible solutions stored in memory are analyzed. In Step 5, all the feasible solutions collected thus far are replaced by their local minima, which are then sorted in nonincreasing order of objective function value. For each feasible solution, its local minimum is computed using an N 1 neighborhood that is further described in §2.3.
Searching Among Feasible Solutions. In Step 6, a loop begins in which the inner local search procedure is iteratively applied to all of the MaxNumILS feasible solutions. In Step 6.1, the next solution, based on the order given by Step 5, is compared with the previous ones. If it is different from all of them, it is given as input to the inner local search procedure. The inner local search is applied to all different feasible solutions generated by the outer local search if their number is less than MaxNumILS. The inner local search explores only the feasible region and eventually updates x * . Finally, the best feasible solution, x * , generated either within the first or, more likely, within the second loop, becomes the final output of the procedure in Step 7.
The Outer Local Search
In this section, further detail is given concerning the way in which the infeasible region is explored to obtain feasibility.
Ranking the Variables. When starting from a ≥-infeasible solution, either ≤-feasible or not, adding variables allows us eventually to gain ≥-feasibility to the detriment of ≤-feasibility. Consequently, during the constructive phase, in all cases, except where a feasible solution has been identified, there is a tradeoff between gaining ≥-feasibility and destroying ≤-feasibility. The ranking criterion used to add and drop variables in the constructive and destructive phases respectively, is based on such a tradeoff.
Only the a ij coefficients and b i are used to guide variable selection in the outer phase. Within the constructive phase, variables are ordered according to nondecreasing pseudoutility values s j = j / j , where j measures the decrease in ≤-feasibility if x j is set to one and j measures the increase in ≥-feasibility. The variable x j that is added is the one for which s j is minimum. Similar considerations hold for the destructive phase since it is perfectly symmetric to the constructive phase. During the destructive phase, variables are again ordered according to nondecreasing pseudoutility values, but this time j measures the deterioration in ≥-feasibility and j the improvement in ≤-feasibility if variable x j is set to zero. Variables that minimize the loss of ≥-feasibility and maximize the gain of ≤-feasibility are chosen first. Two ranking criteria have been proposed. In the first, referred to as the bottleneck criterion, the most critical constraints are identified in order to select variables; in the second, referred to as the surrogate criterion, surrogate information is used. For more details on surrogate constraints see Glover (1975) . A detailed description of how the pseudoutility values are computed is reported in Appendix B.
Parameter span. Once a critical event has been identified, variables are still added in the constructive phase, further decreasing ≤-feasibility, and dropped in the destructive one, further decreasing ≥-feasibility. The number of variables added and dropped, respectively, i.e., how deep we go into the infeasible solution space, is controlled by the parameter span, as in Glover and Kochenberger (1996) . At the beginning span is equal to 1 and gradually increases to a limiting value. Once the limiting value has been reached, span is gradually decreased. For each value of span, a series of alternating constructive and destructive phases is executed.
Intensification vs. Diversification. We interpret the outer local search as a diversification phase. The higher the value of the parameter span, the wider is the set of feasible solutions that can be eventually generated and then used as starting points for the inner local search. This approach is not only a strategic choice, but is imposed by the fact that the solution space of feasible solutions is not connected with respect to the neighborhoods used in the inner local search as described in §2.3. In other words, there is no guarantee that, starting from a feasible solution, we can reach an optimal one adopting only moves used to define the neighborhoods. As a consequence, for a suitable choice of the cost coefficients, the set of all feasible solutions that can be reached from a given starting solution, by means of the moves used to define the neighborhoods, may contain only solutions of arbitrarily bad quality. For this reason, a multistart approach should perform better on average than any single-run approach when the same neighborhood is used and the same number of iterations is allowed. The oscillation method that we adopt tries to generate as many different starting solutions as possible with the goal of counterbalancing the nonconnectivity property of the proposed neighborhoods.
The Tabu Memory. One of the main points on which we focused our research is to attempt to isolate the key elements in the solution of this new class of problems. This is the reason why we selected the simplest mechanism among different memory structures when solving the MDMKP. A short-term memory structure, managed by a first-in-first-out policy, imposes tabu restrictions on moves based on established attributes.
In the outer search, the attributes associated with moves are both the names and values of the variables that are being modified. Setting a variable to one (zero) is considered tabu if the variable has been set to one (zero) fewer than tabu_tenure outer iterations before the current one. The tabu status of a move, however, is evaluated only for the first k < n moves of each phase, either constructive or destructive. Computational results suggest that such a strategy is sufficient. A more conservative approach, in which the tabu status is evaluated at each step of the algorithm, would excessively limit the search. Since the influence of a variable decreases as the number of variables n increases, k is defined as a percentage of n that is further described in the computational-experiments section.
The Inner Local Search
The inner local search is a tabu-search-based procedure in which only feasible solutions are examined, and that terminates either after a maximum number of iterations has been performed, or when no more moves exist.
The Neighborhood Structure. We associate with each solution x two neighborhoods, N 1 and N 2. The neighborhood N 1 is made up of all feasible solutions that can be generated by applying the following three moves:
• 0 → 1 move: a zero variable is set to one.
• 1 → 0 move: a one variable is set to zero.
• swap move: a zero variable and a one variable interchange their values. This neighborhood is O n 2 . The neighborhood N 2 is made up of all feasible solutions that can be generated by applying the following move:
• double swap move: two zero variables and two one variables interchange their values. This neighborhood is O n 4 . At each iteration we first evaluate the neighborhood N 1. Whenever the neighborhood N 1 is empty or cycling behavior is detected, we explore the neighborhood N 2. In both neighborhoods, each solution is evaluated only with respect to the objective function value. When the neighborhood N 1 is evaluated, the algorithm looks for the best nontabu move. If such a move does not exist, it looks for the oldest tabu move, i.e., the move that has been tabu for the longest time. When the neighborhood N 2 is evaluated, the algorithm does not look for the best nontabu move since this would be computationally too expensive. Instead, we explore N 2 with the aim of obtaining both diversification of the search and quality of solutions. First, we sort the variables into nondecreasing order on c j and initialize the two indices, l and r, to 0 and n + 1, respectively. These indices determine the range over which the search is performed. We then search for the two variables that give the maximum increase in objective function value when interchanged, i.e., starting from the left we look for the first variable set to one; let j 1 > l be its position. In a symmetric way, variables are screened from right to left seeking the first variable set to 0; let j 2 < r be its position. Adopting the same methodology, we look for the next two variables in the range between positions j 1 and j 2 , set to one and zero, respectively, such that if we interchange the values of the four variables the resulting solution is feasible. If a feasible solution is generated we set l = j 1 + 1 and r = j 2 − 1. In this way, the next time the neighborhood N 2 is evaluated, the first feasible move found by the search procedure will interchange the values of a different set of variables. Doing so, we impose a diversification of the search. Moreover, all the indices are managed in a circular way, i.e., index l, which runs from 0 to n + 1, takes the value 0 after the value n + 1, while index r, which runs from n + 1 down to 0, takes the value n + 1 after the value 0. No matter which neighborhood has been adopted, the selected solution becomes the new current inner solution x. Every time the search generates a solution x whose value z is greater than z * , the best solution x * is updated. As indicated before, the neighborhoods N 2 and N 1 are not connected. To see this, we propose the following example. Let us consider an equality constraint, instead of two identical, but opposite, inequality constraints. Let n = 2 + 2 and b = 4M + + 1, where M ≥ 4 (say M = 2 ) and is an even integer. Let
, a n−1 = 4M, and a n = 2M. Let us consider the set
, whose components j, − j + 1, and n − 1 assume the value one while all other components are set to zero. From any solution in S 1 , the only possible moves are those that define N 2; such moves can only lead to solutions in S 1 . On the other hand, there exists another set of feasible solutions,
/2 , which is disjoint from S 1 . It is given by all feasible solution vectors x 2 j , for j = 1 /2, whose components + j, 2 − j + 1, and n assume the value one, with all other components set to zero. Even here, given any solution in S 2 , the only possible moves are those that define N 2; such moves can only lead to solutions in S 2 .
The Stopping Criteria. The inner search stops whenever (a) a maximum number of iterations, MaxNumLSSteps, has been performed, or (b) no feasible solution in both the neighborhoods of x exists other that the last visited one. If a solution is found that is better than the current best solution and less than MinNumLSSteps are left before the termination of the inner search, the maximum number of iterations is increased by the value MinNumLSSteps.
The Tabu Memory. The attributes associated with the moves are only the names of the variables whose values are modified. The tabu tenure is the same for all kinds of moves with values stored in the parameter tabu_tenure. A 0 → 1 move (1 → 0 move) is considered tabu if the variable that should be set to one (zero) has been modified fewer than tabu_tenure iterations before the current one. A swap move is considered tabu if the variables whose values are to be interchanged have both been modified fewer than tabu_tenure iterations before the current one. A double swap move is considered tabu if all four variables whose values are to be interchanged are the same as those that were modified last time the neighborhood N 2 was evaluated. The tabu tenure parameter is handled dynamically. If the attempted move leads to a solution whose value is better (worse) than that of the current one, the tabu_tenure parameter is decreased (increased) by one unit. Throughout, the parameter tabu_tenure is always bounded by two limiting values.
The Aspiration Criterion. We adopt one simple aspiration criterion: a tabu move is performed if the generated solution is better than the best current solution x * .
Relationship to Existing
Tabu-Search Approaches To our knowledge, there are few studies dealing with tabu-search approaches for solving general 0-1 integer programming problems. Two recent methods have been proposed in Løkketangen and Glover (1998) and Walser (1999) . The former approach belongs to those heuristics that are mainly based on relaxing the integrality constraints and operate on the corresponding linear program by combining pivot moves with tabu-search strategies (see Balas and Martin 1980 , Aboudi and Jörnsten 1994 , Glover and Laguna 1997 . Conversely, in the latter, integrality constraints are maintained in order to explore only the space of integer solutions.
In Walser (1999) a general local search framework is developed that generalizes the Walksat approach of Selman et al. (1994) designed for the propositional satisfiability problem. Starting from a randomly generated, not-necessarily-feasible, solution, the local search of Walser (1999) iteratively selects a violated constraint randomly. Next, the variable to complement is chosen as the one that improves overall constraint satisfaction the most. This "steepest-descent" phase is enhanced with tabu-search and noise strategies. Occasionally, a restart with a new initial solution takes place to escape from local optima. The main differences between NT and the approach by Walser (1999) are the following: (i) in Walser feasibility and optimality criteria are combined together to choose the variable to complement and (ii) in Walser randomization is introduced both in the choice of the initial solution and in selection of the violated constraint.
A tabu-search heuristic is also proposed in Løkketangen and Glover (1998) to approach general 0-1 mixed integer programming problems. It uses the bounded-variable simplex method to solve the corresponding linear programming relaxation. Starting from the current basic feasible solution, at each iteration, the approach selects a candidate set of feasible pivot moves and executes the nontabu move with the highest evaluation. In Løkketangen and Glover (1998) , several evaluation functions are defined that combine feasibility and optimality criteria. Standard tabu-search mechanisms are then extended by introducing probabilistic measures for the move selection (probabilistic tabu search) and a learning tool (target analysis) designed to identify good parameter setting. The learning tool attempts to identify criteria that will guide the search for solutions that are close to a set of known good solutions, which it then uses to define the parameter values.
It is quite difficult to ascertain whether the strategies proposed in Walser (1999) and Løkketangen and Glover (1998) would be helpful in solving the MDMKP; computational results in Walser (1999) are for problems that do not have the same structure as the MDMKP, and in Løkketangen and Glover (1998) , are for a set of 57 MKP instances. What is evident is that in both approaches, feasibility and optimality are mixed together to guide the search, while computational results on the MDMKP seem to show that keeping feasibility and optimality separated is crucial when gaining feasibility might be critically important. However, the use of randomization and linear programming information could help to improve the performance of NT. This a future line of research we are pursuing.
Fixing Rules
When searching within the infeasible region, a dominance test is invoked that aims to identify variables that should be fixed to 0 or to 1 in a feasible solution. This procedure exploits a set of information coming from the surrogate constraints.
Given the current solution x and a constraint i, we make use of the following information, to which we refer as the residual of i:
We now state two properties that allow us to fix a variable to 0 or 1, respectively. 
The ≥-constraint is turned into a ≤-constraint by multiplying it by −1. A multiplier is then sought such that the j coefficients of the surrogate constraint are nonnegative. More formally, j is defined as
where a multiplier is computed such that ≥ a hj /a ij ∀j a ij = 0. Given this requirement, we define as follows:
The right-hand side of the surrogate constraint is defined as = b i − b h , and trivially, if an index k exists such that k > , then variable x k is to be fixed to 0. It is easy to see that k > if and only if
Property 3.2. Let i and h be indices of a ≤ and a ≥-constraint respectively, and let j j x j ≥ be the surrogate constraint obtained as a linear combination of constraints i and h by using −1 and respectively as multipliers, where = max j a hj =0 a ij /a hj ; then x k = 1 for all indices k such that j =k j < .
Here the ≤-constraint is first turned into a ≥-constraint and then a multiplier is sought such that the surrogate constraint coefficients j 's are nonnegative. The coefficient j is defined as j = a hj − a ij ∀ j ∈ 1 n and the nonnegativeness of the coefficients is ensured if and only if ≥ a ij /a hj ∀j. So, let us define as follows:
The right-hand side of the surrogate constraint is defined as = b h − b i , and trivially, if an index k exists such that j =k j < , then variable x k is to be fixed to 1. In fact, this relation states that even if all the variables apart from variable x k were set to one, the surrogate ≥-constraint would not be satisfied.
Two examples of fixing rules are given in Appendix C.
Computational Results

Choice of the Test-Cases Set
The MDMKP came to our attention while studying Lagrangean decomposition techniques to address the problem of simultaneously locating obnoxious facilities and routing obnoxious materials between a set of built-up areas and the facilities (see Cappanera et al. 2002) . One of the two subproblems resulting from the decomposition of the combined location-routing model is a 0-1 MKP in which, for each affected site, the total exposure caused by the obnoxious facilities must not exceed a given threshold. This subproblem can be strengthened by using information coming from the routing part so as to ensure that the open facilities globally guarantee the satisfaction of the demand constraints at the affected sites. A MDMKP problem thus arises with as many ≤-constraints as the number m of affected sites, a ≥-constraint (q = 1), and as many columns as the number n of potential locations. Computational results performed in order to validate the Lagrangean decomposition method showed that the MDMKP is much more difficult to solve than is the MKP, thus motivating the need for an efficient approach that was able to solve this challenging problem.
In this setting, the coefficient a ij of ≤-constraint i represents the exposure to affected site i caused by facility j. The maximum exposure that affected site i can suffer is then computed as a fraction of the total exposure at i caused by all the facilities, i.e., a fraction of the sum of the a ij 's over j. On the other side, the coefficients of the ≥-constraint represent the capacity of the facilities, and the right-hand side the total demand to be disposed of. Given the number of facilities to be open in the optimal solution, it is again reasonable to assume that the righthand side of the ≥-constraint be a fraction of the sum of the facilities' capacity. The costs capture the opening cost of the facilities but modified by taking into account Lagrangean information coming from the relaxed constraints so that they are correlated with the a ij coefficients even if indirectly. For more detail concerning the random generator of obnoxious facility location and routing instances, the reader may refer to Cappanera (1999) .
Since the structure of the MKP is embedded in the MDMKP, and since difficult MKP instances are publicly available from Beasley (1995) , we decided to enlarge our test set by properly modifying the instances from Chu and Beasley (1998) in order to account for ≥-constraints and mixed cost coefficients. This choice was motivated also by the fact that, as with obnoxious facility instances referred to in Cappanera et al. (2002) and the MKP instances by Chu and Beasley (1998) , the right-hand sides are computed as a fraction of the sum of all the coefficients in a constraint. Those instances, which we subsequently modified, seemed really to address the obnoxiousfacility-location applications in Cappanera et al. (2002) . With this wider test set in hand, it has therefore been possible to validate the proposed approach in a more systematic way. Moreover, since computational experience has revealed that the greater difficulty in solving the MDMKP, as opposed to the MKP, comes from the competing ≥-constraint, we decided to investigate this further by generating instances with more than one ≥-constraint. This represents the case, for instance, in semi-obnoxious-facility-location problems where facilities have to be located as far as possible from the affected sites but within reach (≤-constraints) and while ensuring some minimum level of coverage (≥-constraints).
We now briefly describe how these instances were generated. The number of ≤-constraints m was set to 5, 10, or 30 as in Chu and Beasley (1998) , while the number of ≥-constraints q was dependent on m. For a fixed value of m, possible values for q were 1, m/2, and m, respectively. The number of variables n was set to 100, 250, or 500 as in Chu and Beasley (1998) .
The coefficients a ij and b i were precisely those (in terms of n, m, and ) of the corresponding instances in Chu and Beasley (1998) for all the ≤-constraints, while the ≥-constraints were randomly generated, following the rule in Chu and Beasley (1998) . More specifically, the coefficients a ij were integers drawn uniformly from the range 0 1 000 ; the right-hand-side coefficients b i were computed as b i = n j=1 a ij , where is a tightness ratio such that ∈ 0 25 0 5 0 75 .
The objective function coefficients c j are correlated with a ij . Two kinds of instances were generated according to the sign of the cost coefficients: either cost coefficients were all assumed to be positive, or cost coefficients were unconstrained in sign.
• Positive Cost Coefficients. The cost c j of variable j is defined as
which is the difference between the average coefficient of the jth column of A computed over the first m ≤-constraints and the average value over the last q ≥-constraints. Cost coefficients are then suitably scaled by the quantity so as to become all positive and then perturbed as follows:
where r j is a real number drawn uniformly from 0 1 and the quantity is defined as
In Chu and Beasley (1998) the same formula is used to generate positive cost coefficients, though clearly the scaling phase is not necessary since there are no ≥-constraints (q = 0).
• Mixed Cost Coefficients. The cost c j of variable j is defined as
where r j is a real number drawn uniformly from 0 1 . A set of coefficients is then properly scaled so as to have exactly nq/ m + q negative coefficients. Thus, the number of negative coefficients is proportional to the number q of ≥-constraints.
If the ≥-constraints were not present and the cost coefficients were strictly positive, our instances would be exactly the same as the ones given by Chu and Beasley (1998) except for the random numbers used to define costs. We selected half of the instances in Chu and Beasley's test set, i.e., the first five out of ten instances from each n-m-class. Then from each of such instances six problems were generated, one for each combination of q (three values) and the kind of cost coefficients (all positive or free). The total number of instances is 810.
These data files are publicly available at the ORlibrary (Beasley 1995) .
Parameter Settings and the Computational Environment
Three versions of NT have been tested. In the first one, the dominance rules, which allow us to fix some variables, are disabled. In the other two, the fixing rules are enabled but different criteria are used: In one, surrogate information is used, and in the other, a complete screen of the constraints is performed. The reader may recall that in order to apply the fixing rules, two candidate conflicting constraints have to be identified. When surrogate information is used, the ≤-constraint is obtained as a linear combination of the m ≤-constraints, while the ≥-constraint is the surrogate of the q ≥-constraints. In the third version, each pair of ≤ and ≥-constraints is repeatedly chosen as a candidate for the fixing rules shown in §3. We refer to these versions as surrogate setting and complete setting, respectively.
In all versions of NT, variables to add and drop are chosen via the surrogate criterion since computational results showed that, on average, this criterion outperforms the bottleneck one, both in terms of computational time and robustness. It is, however, less accurate in general.
The parameters involved in both the outer and the inner phases of NT have been set as shown in Tables 1  and 2 , where span is the number of values parameter span assumes ( span = Max span − Min span + 1), and similarly, tt is the number of values parameter tabu_tenure takes ( tt = Max tt − Min tt + 1). For each phase, either constructive or destructive, each combination of span and tabu_tenure values in the ranges considered, is taken into account, resulting in a maximum number MaxNumTP of iterations, which is equal to 2 span tt . The value of parameter k, which handles the tabu memory management, is a percentage of the number of variables n (k = 0 08n). The value of the parameters that manage the stopping criteria have been selected with the aim of limiting computational effort for all runs. In the inner phase, the value of tabu tenure changes dynamically within an interval since this strategy has proven to be effective in a number of different applications. The minimum value the parameter tabu tenure assumes has been chosen as low as possible to try to avoid cycling behavior. The size of the interval is kept small to pursue an intensification effect. In the outer phase we have found experimentally that the ability of the algorithm to find feasible solutions for the hardest instances can depend on both the tabu-tenure and span parameters. However, we did not identify any empirical law for this behavior. Hence, Max tt and max Span are the maximum values for which the algorithm found at least one feasible solution for most instances. For each instance, the values of both parameters were simply assigned systematically within the given intervals.
All the versions of NT have been compared with CPLEX 7.0 on a Pentium III at 600 MHz with 384 MB of main memory. All times are expressed in CPU seconds. One of the metrics used to validate the efficiency of different versions of NT is the relative error (referred to as the gap) of the best solution objective function value with respect to the upper bound given by CPLEX. This upper bound corresponds to the optimal objective function value if the problem is solved to optimality; otherwise, it is the best upper bound given by the linear programming relaxation during the branching process. In all of the following tables, the gap is computed with respect to the upper bound given by CPLEX. The problems we generated seem to be very difficult for CPLEX to solve in that CPLEX very often runs out of memory without yielding a feasible solution. We thus fixed an upper bound of 250 MB on the size of the branch-and-bound tree and set a time limit of 3,600 CPU seconds. The best solution obtained is duly reported. Supported by preliminary computational tests discussed below, we decided to run CPLEX with standard parameters, which involves automatic control of several integer programming features like the frequency of the heuristic, branching, node selection, cut generation, and so forth.
Results from Obnoxious Applications
Here we report on computational results obtained from a set of 26 instances of the obnoxious-facilitylocation problem. We have fixed the number m of affected sites to 100, the number n of potential locations to 50 or 100, and set = 0 25. For each combination n − m, we generated three groups of instances according to the percentage of negative costs in the objective function. For the three instances belonging to first group, the cost coefficients are computed according to the mixed-cost-coefficients formula given above where the number of negative coefficients is proportional to the number q of ≥-constraints. For the other ten instances belonging to the second and third groups, the number of negative costs is respectively, 10% and 25% of n. In Tables 3 and 4 , disaggregated and aggregated results for these instances are given, respectively. Under the Instance column, the four fields stand respectively for n, m, the percentage of negative costs, and the number of the instance. In the adjoining columns, a comparison between CPLEX and NT is reported in terms of the gap, with the upper bound given by CPLEX, the time required to get the best solution (columns BestTime) and the total time of the algorithm. For NT, we also report the gap obtained by the outer phase (OPGap), which is also calculated with respect to the upper bound given by CPLEX.
In Table 4 also the number of instances solved to optimality is given in columns Opt both for CPLEX and NT.
Looking at the computational results shown in Table  3 , we see that inside each group of instances the time required by CPLEX to provide a (near) optimal solution may vary from less than one second to more than one hour. In contrast, the time required by NT to find such a solution is usually the same for any given n − m combination. More importantly, quite good solutions are provided in only about two minutes at most, showing that NT seems to be much more robust than CPLEX. Additionally, a remarkable improvement in the quality of the best solution found can be obtained with NT as opposed to CPLEX (see, for example, instances 100-100-q-1 and 100-100-25-2 both in terms of Gap and BestTime). Furthermore, when NT gives a solution with a gap greater than the one given by CPLEX, the deterioration is very limited (not more than 0.38%) and the best time is almost always remarkably shorter for NT than it is for CPLEX. Given the tradeoff between the quality of a solution and the time required to get it, NT seems to have a clear advantage. This conclusion is yet more evidence when looking at aggregated results in Table 4 . Shown is a class of instances, 50-100-25, which both CPLEX and NT solve to optimality, but for which the best time of NT is one sixth that of CPLEX. For only two classes of problems, 50-100-10 and 100-100-10, is there a very limited deterioration of the gap (0.04%). In spite of this, Table 4 clearly shows that NT always outperforms CPLEX, both in terms of best time and total time, on these instances.
Results on Modified Chu and Beasley Instances
In this section, computational results for MDMKP instances obtained by modifying those of Chu and Beasley (1998) are presented. In Table 5 , a comparison between CPLEX and NT without fixing rules is reported in terms of the percentage gap with respect to the upper bound given by CPLEX (column Gap), the time required to compute the best solution (column BestTime), the overall CPU time (column Time), and the number of failures in which the solver did not provide a feasible solution. It is important to note that the average values shown are computed over all of the successful trials. Thus, one must be cautious about directly comparing the results obtained with CPLEX and NT in terms of Gap and BestTime when the number of unsuccessful trials is different. Table 5 gives a row for each combination of n − m and for each different choice of cost coefficients, either positive (case 0), or mixed (case 1). Each row shows the average values computed over 45 instances. The table clearly shows that NT is well suited to provide feasible solutions of good quality within reasonable computational time. First observe that NT fails only 28 times in 810 trials, compared to 173 failures for CPLEX. We suspect that some of the 100-30 instances are infeasible since neither CPLEX nor NT was able to provide a feasible solution; however, we were unable to show this within a reasonable amount of computational time. Observe that higher gaps are obtained by NT for instances with 30 ≤-constraints, which are precisely the same ones where the number of failures reported by CPLEX is at a maximum. This is probably due to the fact that such instances are inherently difficult to solve so that the gap between the optimal solution and the upper bound given by the linear relaxation may be quite high. All in all, NT is much more effective than CPLEX both in terms of best time and total time: NT is on average four times faster than CPLEX with the amount of time required to find the best solution smaller by a factor of almost 2.6 as compared to CPLEX.
The standard CPLEX parameter settings are usually nontrivial to improve upon. However, we attempted at enhancing CPLEX performance in two ways. First, we tried to improve the quality of the solution obtained while simultaneously reducing the time required to find it for those instances where CPLEX was able to find a solution. Second, we analyzed feasibility in more depth for those instances where the default parameter settings failed to provide a feasible solution. In order to do this, we adjusted several parameters individually, repeatedly changing one while leaving the default values for the others. In particular, we have focused on the following strategies: (i) node selection, comparing the best estimate strategy against the default best bound one; (ii) variable selection, comparing, respectively, the minimum infeasibility rule, which chooses the variable with the smallest fractional value, the branching rule, which uses pseudo-shadow prices, and the strong branching rule, which attempts to identify the most promising branch by partially solving several subproblems, with an automatic variable selection rule; (iii) choice of the subproblem solver, using the primal simplex instead of the default dual algorithm; (iv) high cut generation as opposed to the standard, automatic cut generator; (v) a feasibility versus an optimality criterion. By default CPLEX emphasizes optimality over feasibility as it solves the problem. However, setting the emphasis to feasibility can be useful in situations where obtaining quite good solutions in reasonable computational time is more important than proving the optimality of a solution. As as side note, the parameter controlling the emphasis between feasibility and optimality is available only in CPLEX 7.0 and later versions.
In order to improve the quality of the solution obtained with the standard settings, we performed preliminary tests on a restricted set of 100-30 instances with positive costs and only one ≥-constraint. These were the smallest instances in which CPLEX expended a lot of effort to find a good solution. By changing the parameters as explained above, no improvement in the quality of the solution, as compared to the standard settings, was observed. Occasionally, a nonstandard setting for a parameter reduces the time required to get the best solution. However, a dominant strategy did not emerge as the improvements were only occasional.
Preliminary results on the 100-30 instances with positive costs and 30 ≥-constraints, however, did indicate that the number of problems in which CPLEX found a feasible solution might increase by emphasizing feasibility over optimality. With the standard setting (optimality emphasis), CPLEX failed to find a feasible solution within an hour for all 15 instances in the class, while with a feasibility emphasis, the number of failures decreased to just six. Of the remaining nine instances, the gap between the best solution found and the upper bound given by the linear programming relaxation was on average 13.27%, with the average time required to compute this solution around 33 minutes. Unfortunately, these results were achieved at the expense of lowering the quality of the best solution found in almost all situations where CPLEX was able to find a good solution using the standard setting. Furthermore, with emphasis placed on feasibility, the number of failures for the 250 and 500 instances was the same as that obtained with an optimality emphasis, but with a deterioration in the quality of the best solution and the time required to find it. Given these inconclusive results, we decided to maintain the default parameter settings.
We now analyze the disaggregated results for the 100-30 problems with positive costs for the three different versions of NT. We chose these instances for our analysis since they were the smallest problems among the ones that were difficult for CPLEX to solve and for which the computational burden required by including the fixing rules was still acceptable. In Table 6 , computational results given by the outer phase of the three versions of NT described above are reported. Each row of Table 6 reports average values obtained over the 5 instances with the same value of ∈ 0 25 0 5 0 75 , and the same number of ≥-constraints, q ∈ 1 15 30 . Observe that the number of unsuccessful runs is different according to the dominance criterion selected. For cases when q = 30 and = 0 25 or = 0 75, all three versions of NT give five failures, thus strengthening our opinion that such instances are perhaps infeasible. However, we observe that the complete setting version attains the minimum number of failures for the case = 0 5 and q = 30. On these problems, the quality of the solution obtained by the complete-settings version is significantly better (10%) than those obtained with the other versions but with a slight deterioration in computation time. As a matter of fact, there is a tradeoff between the quality of the solution obtained and the computational burden required by this version of NT. On bigger instances, the cost of using dominance rules soon becomes prohibitive, and much more efficient dominance criteria should be used. On the other hand, the surrogate setting is much less time consuming than is the complete-setting version yet has a noticably poorer performance since it exploits weaker relationships. We further stress here that CPLEX fails to provide a feasible solution 11 times out of 15 trials when q = 15 even though an optimal solution exists since NT versions one and three give 0 failures. It is also important to observe that on some instances ( = 0 5 and q = 15), even the outer phase of NT outperforms CPLEX in terms of total time and gap, while quickly providing solutions of very high quality. Table 7 reports some additional aggregated results. With this table we highlight the behavior of both the outer and the inner phases of NT in terms of overall time and gap. In all cases, remarkable reductions in gap are obtained with the inner local search. The gap for these versions is quite low apart from the cases when m = 30, which corresponds to the special situation described earlier. Here the gap between integer and linear solution could be quite high on such problems. In Table 8 a comparison between CPLEX and the outer phase of NT without fixing rules is given for problems with positive costs. Here for a given Table 8 CPLEX It is clear that the problems in the test bed become much harder to solve as the number of ≥-constraints grows. For example, for the problems with n = 100, the maximum number of failures reported by CPLEX occurs when m = 30. We observe that CPLEX requires less than 200 seconds on average to solve problems with 5 ≤-constraints, but the computation time exponentially increases, up to an hour and even more, when only a few additional ≤-constraints are added. Further, the number of problems solved to optimality soon falls. On the other hand, the increase in computational time required by NT when the dimension of the problems grows is much more limited. The outer phase of NT is able to provide good solutions (not more than 6% gap) for the bigger problems in the test bed (500-30) within a few minutes. It is striking that the behavior of NT in terms of gap is almost identical for problems with the same number of constraints. Observe, for example, the three rows corresponding to the 250-5 instances and the other three ones corresponding to the 500-5 instances, as well as the 250-10 and 500-10 instances, which show a similar behavior in terms of gap. These results lead us to believe that NT is quite robust and effective. Moreover, it is worth noting that NT does not fail for problems in the 250 and 500 classes with 30 ≤-constraints, while on the contrary, for the same instances the number of unsuccessful trails for CPLEX is equal to 2/3 of all the tests. We also observe that when both the number of ≤-constraints and the number of ≥-constraints are kept fixed at 30, the performance of NT improves as the number of variables grows. Such behavior can be interpreted as follows. First observe that the product of the number of variables times the tightness ratio, i.e., n , represents the average number of variables set to one in a feasible solution. So, for a given , the number of different subsets of variables with nearly the same cardinality as n increases with n, since
The larger the number of variables, the larger is the number of subsets of variables that can form a feasible solution when set to one. NT seems to be especially able to exploit this relationship by finding more feasible solutions for bigger problems than for smaller ones. Second, the coefficients a ij are drawn uniformly from the same interval for each value of n. Hence, as n increases, it is more likely that several variables will have similar weights and, therefore, can be used interchangeably in a feasible solution. Table 9 reports aggregated results obtained for instances with mixed cost coefficients. One thing it highlights is the performance of the two criteria used to rank the variables to add and drop. Observe under the column labeled Gap that, generally, the bottleneck ranking criterion gives better accuracy than does the surrogate criterion. However, the bottleneckranking scheme has a greater computational burden (column Time) as the dimension of the problem increases. Furthermore, the number of unsuccessful trials reported by the bottleneck criterion is 18, compared to 14 failures for the surrogate criterion. The surrogate criterion seems, in conclusion, to be more robust, which is why we preferred it to the bottleneck one. In spite of this, the bottleneck criterion was used should the surrogate one fail to provide a meaningful number of feasible solutions. Table 9 also shows that the mixed-cost instances are consistently more difficult to solve than are the positive-cost instances, both for CPLEX and for our approach. This behavior is especially evident for the 250-30 instances. Also, use of the heuristic approach for solving the mixed-cost instances leads to a gap that is almost always twice that of the one found when solving positive-cost instances.
In conclusion, these computational results seem to be particularly encouraging since they show that NT attains its best performance on the most difficult problems in the test bed, when the number of ≥-constraints is high. The nested tabu search was Table 9 Surrogate vs. Bottleneck Ranking for Mixed Costs Problems designed for just this purpose: to solve especially difficult problems having many conflicting constraints. When there are ≤-constraints that drive many variables to be set to zero and ≥-constraints that drive variables to be set to one, obtaining feasibility is a very critical task. NT, which operates at two different levels by taking into account feasibility and optimality separately, seems to be a good choice.
Conclusions
In this paper we presented a tabu-search-based heuristic for the solution of a new class of problems, the MDMKP, which is an extension of the 0-1 MKP having greater-than-or-equal-to inequalities in addition to the standard less-than-or-equal-to constraints. It is worth noticing that the MDMKP is quite a general model for 0-1 integer linear problems since no assumption on its structure is made apart from the nonnegativity of the constraints coefficients. In developing a heuristic approach to solving the MDMKP, we focused our attention on its core structure, attempting to take advantage of the two families of competing constraints. Computational results obtained with state-of-the-art integer programming solvers seem to confirm our hypothesis that the MDMKP is much more difficult to solve than are problems where only one family of constraints is present. Moreover, in addition to the obvious difficulty of solving the MDMKP to optimality, finding even feasible solution within reasonable time can be a considerable challenge for instances with just a few hundred variables and only 60 constraints. This fact motivated us to split the search for feasibility and the optimization of feasible solutions into two separate phases. First, an outer local search, which proceeds by alternating between constructive and destructive phases, is used to generate feasible solutions. Subsequently, an inner local search takes place, which explores only the feasible region in order to improve the quality of the solutions obtained within the first phase. In both phases the search is carried on within a tabu-search framework in which only a short-term memory structure is considered. The key innovative elements that characterize our approach seem to be the following: (i) keeping feasibility and optimality targets separated; (ii) defining an effective ranking rule in order to select the variables to add and drop, which essentially exploits the competition among the ≤ and the ≥-constraints; and (iii) defining two neighborhoods of different sizes when searching within the feasible region in the inner local search. In fact, preliminary computational results have shown that a neighborhood structure based on simple moves such as add, drop, and swap moves is too small even when relatively soft tabu restrictions are enforced.
We stress the fact that our approach is fully deterministic and that only very simple tabu-memory mechanisms have been used. In fact, one of the main aims of our work has been to identify the crucial aspects that define an effective solution approach to the MDMKP. Within this pursuit, we have preferred to focus attention on the structure of the MDMKP rather than defining more sophisticated tabu memory mechanisms or introducing other tools, such as randomization. In fact, randomization and memory structures are in some sense competing mechanisms and, in our opinion, their combined use should be adopted mainly when it is clear, based on experimental data, what their individual contribution is. Extensive computational results have shown that our solution strategies, combined with the short-term memory structure of a tabu-search approach, are more than capable of finding good quality solutions to instances with 250 variables or more. Moreover, such instances are out of the range of the sophisticated ILP commercial solver CPLEX using a fixed solution time limit even when its parameters are tuned to look primarily for feasibility. However, this simple heuristic mechanism is not quite as effective for instances with a hundred variables or less. For such instances, more sophisticated memory techniques should be investigated.
Finally, we would point out that our approach makes no use of linear programming information, which might be able, in fact, to be successfully incorporated to guide the search on at least some classes of hard instances. A comparison between our approach and a linear programming based method has shown that, in the feasibility-search phase, for instances with one hundred or fewer variables and thirty inequalities of each type, the adoption of linear programming information seems to be almost necessary, yet procedure Constructive_Phase1(LScnt x z x * z * ) begin
Step 1. Enable_Dominance_Criterion( );
Step 2. while(not ≥-feasible(x) or ≤-feasible(x)) do
Step 2.1. Dominance_Test(F 0 S 1 );
Step 2.2. Compute_s_Constructive_Phase(s);
Step 2.3. Sort variables in nondecreasing s order;
Step 2.4. repeat
Step 2.4.1. Choose the next j ∈ F 0 in the given order with x j = 0;
Step 2.4.2. if(x or (x x j = 1 is the first feasible solution in this phase) then
Step 2.4.3. Store_feasible_solution(x);
Step 2.4.4. Disable_Dominance_Criterion(F 0 );
Step 2.4.5. LScnt = LScnt + 1; endif until x j is not tabu;
Step 2.5. if(all variables are tabu) then Look_for_Oldest_Tabu_Var( ); endif Step 2.6. x j = 1; z = z + c j ; S 1 = S 1 ∪ j Step 2.7. Update_Tabu_Memory( ); endwhile end Figure A. 1
The First Part of the Constructive Phase seems less warranted for instances with 500 variables and the same number of constraints. We believe this will be the most challenging aspect in future developments of the proposed approach.
procedure Constructive_Phase2(span x z) begin
Step 1. span_cnt = 0;
Step 2. while((span_cnt < span) and (S 1 = N )) do
Step 2.1. Compute_s_Constructive_Phase(s);
Step 2.2. Sort variables in nondecreasing s order;
Step 2.3. Choose the first nontabu j in the given order with x j = 0; Step 2.4. if(all variables are tabu) then Look_for_Oldest_Tabu_Var( ); endif
Step 2.5. x j = 1; z = z + c j ; S 1 = S 1 ∪ j ;
Step 2.6. Update_Tabu_Memory( );
Step 2.7. span cnt = span cnt + 1; endwhile end The loop stops only when a nontabu variable is examined or when all candidate variables have been examined. After that, a nontabu variable or the oldest tabu variable is chosen and set to one and the tabu memory is updated. Procedure Constructive_Phase2( ) begins after a critical event has been generated. After initializing in step 1 the counter span_cnt, in step 2 a loop begins in which at most span variables are set to one. This creates a deterioration in ≤-feasibility. Steps 2.1 and 2.2 determine the order in which the candidate variables are selected in step 2.3. If all candidate variables are tabu, those that have been tabu for the longest time are selected in step 2.4. The chosen variable is then set to one in step 2.5, while the tabu memory and the counter span_cnt are updated in steps 2.6 and 2.7.
Destructive Phase. The destructive phase is perfectly symmetric to the constructive phase. As a consequence we do not report the details of procedures Destructive_Phase1( ) and Destructive_Phase2( ). We simply point out that here variables are chosen that minimize the loss of ≥-feasibility and maximize the gain in ≤-feasibility when set to zero. In this phase, while proceeding toward ≤-feasibility by dropping variables, a chosen variable is finally identified such that if dropped, the resulting solution would be ≥-infeasible. Likewise, when ≤-feasibility is finally achieved and ≥-feasibility is lost, a critical event is identified. At this point the second part begins and a loop in which at most span variables are set to zero is executed. This procedure results in further deterioration of ≥-feasibility.
constraints. Analogously, j is the jth coefficient of the surrogate constraint computed as a linear combination of the violated ≥-constraints using the relative weights a ij /b i .
Appendix C: Fixing Rules
Fixing to 0 Rule: An Example. Consider the following constraints 2x 1 + 4x 2 + 10x 3 ≤ 12 (C.1) 6x 1 + 4x 2 + 3x 3 ≥ 10 (C.2) and define the multiplier according to the rule stated in §3, i.e., = max 6/2 4/4 3/10 = 3. The surrogate constraint obtained from the linear combination of constraints (C.1) and (C.2) by using respectively and −1 as multipliers is 8x 2 + 27x 3 ≤ 26 and trivially we get that x 3 must be equal to 0.
Fixing to 1 Rule: An Example. Consider the following constraints x 1 + 2x 2 + x 3 ≤ 2 (C.3) 3x 1 + 3x 2 + 2x 3 ≥ 5 (C.4) and define the multiplier according to the rule stated in §3, i.e., = max 1/3 2/3 1/2 = 2/3. The surrogate constraint obtained as the linear combination of constraints (C.3) and (C.4) by using respectively −1 and as multipliers is x 1 + 1/3x 3 ≥ 4/3 and trivially we get that x 1 and x 3 must be equal to 1.
