A theoretically optimal multichannel receiver for intersymbol interference communication channels is derived, and its suboptimal versions with linear and decision feedback equalizer are presented. A practical receiver based on any of these structures encounters difficulties in the underwater acoustic channels in which the extended time-varying multipath is accompanied by phase instabilities. A receiver that overcomes these problems by jointly performing adaptive mean-squared error diversity combining, multichannel carrier-phase synchronization and decision feedback equalization is proposed. Its performance is demonstrated on the experimental telemetry data from deep and shallow water long-range acoustic channels. Presented results indicate superior quality of coherent phase-shift keying (PSK) and quadrature amplitude modulation (QAM) reception obtained through joint equalization of very few channels.
Further improvement in performance with respect to noise, as well as robustness to fading can be achieved through the use of spatial diversity. Since the concept of joint equalization and synchronization has proved to be an efficient way of dealing with various UWA channels, it is extended here to a multichannel case. The principles of diversity combining and those of equalization are well understood in communication theory, 7 but often used separately due to the fact that in many of the application areas it is usually one or the other that is needed. On the other hand, both the structure of the UWA channel, and the relative simplicity of building a receiver array, call for both multichannel combining and equalization in this channel. This paper deals with the theoretical and practical aspects of jointly optimal multichannel combining and equalization in the UWA channels.
We begin in Sec. I by reviewing the background theory of optimal multichannel combining for ISI channels, based on maximum likelihood sequence estimation (MLSE) principles. Using the analogy with single-channel receivers, suboptimal structures with linear and decision feedback equalizers (DFE) are deduced from the optimal receiver, and their parameters are optimized under the minimum mean-squared error (MMSE) criterion. Practical difficulties in operating the multichannel equalizer which arise in the presence of large time-varying Doppler shifts are discussed in Sec. II, and a receiver which jointly performs MMSE multichannel combining, carrier phase recovery and fractionally spaced decision feedback equalization is presented. The receiver uses an adaptive algorithm which is a combination of recursive least squares (RLS) method and a second-order multichannel digital phase locked loop (DPLL), and can be implemented in a fast, numerically stable version. In this section we address the problem of extracting the transmitted data sequence from the signal received over a number of propagation paths and observed across an array of sensors. Due to the widespread use of linear beamforming in the UWA signal processing, it may seem natural to first use the array to beamform to each of the multiple signal reflections, and subsequently coherently combine the ISI free signals. However, the ML detector yields a different solution. The optimal ML combiner is shown to contain elements of a classical beamformer.
However, it makes use of multiple arrivals, rather than treating them as an unwanted interference. In such a way, it benefits from the implicit time diversity present in the multipath propagation, as well as from the explicit, spatial diversity.
Let us assume the most general channel model in which each of the array sensors observes the transmitted signal passed through a different channel with some noise added. The transmitted signal is a data sequence linearly modulated onto a carrier, and it is represented in its equivalent complex baseband form as
where {d(n)) is the sequence of M-ary data symbols, g(t) is the basic transmitter pulse, and T the signaling interval. The channel, as seen by one of the K sensors, is described by its impulse response fk(t), which includes any transmit filtering. Both the effects of time delay and phase deviations are included in this response, and for the moment we treat fk ( 
The term v•(t) represents zero mean additive noise which is independent of the data. In other words, no multipath effects are treated as noise.
In a special case of plane wave propagation, each of the received signals contains a number of reflections shifted in time across the array as given by 
v(t) = •] d(n)f(t--nT) q-v(t) =g(t) q-v(t). (6)
Assuming that the noise is temporally white Gaussian with closed form MMSE solution for the first, but there is no closed form solution in the second case, due to the constrained structure of matrix •. We chose to concentrate on a K-channel combiner, since it requires no a priori knowledge of the channel structure, such as the number of multiple arrivals, which may be a difficult information to acquire for large range to depth ratios. It neither requires any particular array geometry, and can be used with as few as two sensors, which still provide diversity gain.
A. Optimal multichannel equalization
In many cases of practical interest, the computational complexity of the optimal structure becomes prohibitively high. For example, at a transmission range of three convergence zones in deep water, using a rate of 300 symbols per second, the ISI will span about 20 symbols, which makes even the Viterbi algorithm impractical to use. On the other hand, for shorter channel responses which result either at shorter ranges or at lower symbol rates, the use of the Viterbi algorithm aided by an adaptive channel estimator is a viable way of achieving high quality coherent communications. In order to reduce the computational com-plexity, and make the multichannel receiver applicable to the long range UWA channels, we next consider suboptimal versions in which the MLSE block of the optimal receiver is replaced by a different detection algorithm. Essentially this is the problem of optimal multichannel combining and equalization. This problem was analyzed in Reft 9 for linear and decision feedback equalizers, while we use here a simpler approach of merely deducing those structures from the optimal one, using sufficient statistics. Besides computational simplicity, the advantage of using an equalizer in place of the MLSE, is that it makes no assumptions about the underlying noise distribution. m
The expression (12) shows that the sequence {y(n)) of combiner outputs represents the set of sufficient statistics for detecting the data sequence (d(n)} since it is the only variable of the likelihood function that depends on the input signals. In other words, any multichannel equalizer structure, optimized under the MMSE criterion, will consist of exactly the same combiner part, while all the subsequent processing can be performed in a single channel, i.e., on the sequence {y (n)) of combiner outputs. The problem of optimizing the multichannel equalizer parameters therefore reduces to the single-channel discrete time optimization problem. Using this fact, the classical principles of single-channel equalization techniques 7 can be directly applied to obtain the corresponding multichannel equalizers.
The combiner output, as a function of the desired data symbols, is given as 
where we have assumed that E{Id(n)12}--1, and with more channels it becomes less likely that spectral nulls in different channels will coincide. In other words, the equalizer does not really see the individual channels, but only their coherent combination. Nevertheless, better performance is achievable if a decision feedback type of the equalizer is used.
The optimal multichannel DFE is obtained similarly using its single-channel counterpart. It consists of an optimal receiver's combiner part followed by a discrete time single-channel DFE, as shown in Fig. 3 . The only function relevant for determining the DFE parameters is again the composite channel spectrum R (z). The ideal DFE consists of an infinitely long anticausal feedforward filter A (z) and the causal feedback filter B(z). Using the spectral
where L(z) denotes the causal and stable factor, the MMSE solution for the DFE filters is
In the stationary environment, both linear and decision feedback equalizers result in the steady state MSE equal to a 0, the zeroth tap of the corresponding feedforward filter. The DFE's MSE however is always smaller than that of the linear equalizer. Our experimental results have indeed shown superior performance with a DFE, and the next section deals in detail with an adaptive implementation of a multichannel DFE. However, no matter which structure is used, similar problems concerning the adaptive implementation will arise, and the principles discussed in the next section are applicable to both the optimal and the structures with equalizers. Following the feedforward filters is the multichannel carrier phase synchronizer. Depending on the particular channel characteristics, it may not be necessary to have a separate phase-locked loop (PLL) for each of the diversity branches if there is sufficient coherency between the carrier phases in different channels. In the application of interest, however, we found that due to the possibly large differences in time varying Doppler frequency offsets caused by unpredictable motion of the receiver array, it was necessary to have as many phase estimators as diversity channels. This is also one of the reasons that preclude the use of a passband DFE structure TM in the multichannel form. In this structure, the carrier phase correction is moved further into the decision feedback loop, resulting in minor improvements.
After coherent combining, the signals from different channels are fed into the common decision feedback part of the equalizer. Since all the receiver parameters are updated jointly based on the single symbol estimation error, the performed spatial processing can be said to be of a maximal ratio combining type. In a pure maximal ratio (maximal $NR) combiner, which operates in conditions of no ISI, each diversity signal is weighted proportionally to its strength, and coherently combined with the others prior to decision making. ? Indeed, if there were no ISI, the two structures would be equivalent. When there is ISI present, the multichannel receiver retains similar properties in the sense that if there is a channel with no signal in it, it will automatically be rejected in the process of adaptation, while the remaining channels will be favored according to their energy.
A. Receiver algorithm
Having established the receiver structure, we can proceed to determine the optimal values of its parameters. The optimization criterion we use is the minimum mean-squared error between the estimated data symbol •(n) and the transmitted symbol d(n). The receiver parameters to be determined are the tap weights of the multichannel feedforward equalizer, feedback equalizer coefficients, and the carrier phase estimates. In general, there are two ways of computing the equalizer parameters. One is the direct adaptation of the equalizer coefficients driven by the output error, and the other is their computation from the estimated channel impulse response. Although the latter is potentially more robust to the time variations of the channel, •6 we chose the usual, direct method, as computationally less involved.
Assuming the constant channel impulse response and carrier phase in some short interval of time, one arrives at the optimal values of equalization and synchronization parameters. Let the kth channel feedforward equalizer tap weight vector be 
•(n) = [•(n--1)" .t•(n--M)] r. (28)
This defines the output of the feedback filter as q(n) =b'•(n).
The estimate of the data symbol at time n is t•(n) =p(n) -q(n), As it was pointed out earlier, the carrier recovery process can theoretically be absorbed in the process of equalization. It can be verified that the optimal solution in such case would be the same as the one represented by Eqs. (34) and (37). The point of having separate expressions for the equalizer coefficients and the carrier phases, is to be able to derive different tracking strategies for the two, which ultimately eliminates the problem of equalizer tap rotation.
The simplest form of an adaptive algorithm is the combination of a least-mean-squares (LMS) algorithm for the equalizer coefficients update, and the first-order DPLL. 12 Such an algorithm, however, failed on the UWA channel, primarily due to the poor phase tracking capabilities. In order to obtain improved phase-tracking capabilities, we introduce a second-order multichannel DPLL into the pro- The long channel responses which require long equalizers, in conjunction with diversity reception, result in high computational complexity if the standard RLS algorithm is used. Instead, a fast transversal filter (FTF) realization can be used for implementation. We have found a numerically stable FTF algorithm presented in Ref. 19 readily applicable for the problem at hand, with minor modifications concerning the incorporation of the eartier phases update equations. The computational complexity of the original algorithm is of the order of 10N, and it can further be reduced by performing periodic instead of continuous update. With currently available processing speeds, and relatively low candidate symbol rates for the long-range UWA telemetry, the computational complexity is not a limiting factor. With 50 Mfiops, and both feedforward and feedback equalizers of length 100, which is representative of the worst observed case for 1000 symbols per second transmission, up to 50 channels can theoretically be accommodated.
The exact performance analysis of the proposed receiver performance in a nonstationary environment is difficult to evaluate. The theoretical analysis of a similar receiver was carried out in Ref. 20 for the case of perfectly known and Rayleigh fading channel responses. The performance bounds for the optimal, infinite length multichannel DFE can be found in Ref. 9, again for perfectly known channels. It is the subject of current study to evaluate analytically the impact of estimation errors on the overall receiver performance, and the results obtained so far indicate possibly large losses at high fading rates. However, by increasing the signaling rate, the channel will stay relatively constant over a larger number of symbol intervals, at the expense of introducing the ISI. Since the proposed receiver is capable of compensating both for the ISI and phase fluctuations, it is suitable for use at high symbol rates, at which the long-range UWA channel stays relatively constant over a period of several hundreds of symbol intervals. This corresponds to moderate fading rates at which we expect no significant losses due to the channel mismatch.
III. EXPERIMENTAL RESULTS
The proposed algorithm was demonstrated on experimental telemetry data, and some of the results are presented here. The experiments were performed in two different long-range UWA channels, namely deep and for convergence in the decision-directed mode. However, by using only two channels in a multichannel algorithm, a relatively satisfactory performance was obtained as shown by the output scatter plot. The shallow water performance results are shown in Fig. 9 for transmission over 48 nautical miles using a rate of 500 symbols per second. An 8-PSK modulation is used here which results in 1500 bits per second equivalent bit rate. Three channels are combined in this example, and the snapshots of their responses are shown in a single plot.
There is much more coherence between the channels in this case due to the lower separation between the array elements. The input scatter plot in this case is again completely smeared., and rather than that one, we show the output scatter plot resulting from the application of the single-channel algorithm. Although the single-channel algorithm converges, the related probability of symbol error is estimated to be on the order of 10 -2. Combining the three channels eliminates all the errors and results in about 3-dB better output SNR. It should be noted here that one cannot expect the gain of a pure, no ISI diversity combiner. The deviation from ideal is caused both by the presence of ISI and the noise enhancement in the feedforward equalizers. The amount of degradation depends on the channel structure and the length of the equalizers used. For example, in the case of 333 symbols per second QPSK transmission in deep water we obtained a 5-dB improvement by combining the same number of channels. Taking a closer look at the responses of these channels reveals the presence of a strong second arrival in one of the deep water channels. As it was discussed earlier, since the receiver is capable of synchronously processing multiple arrivals, such a channel structure brings an equivalent of time diversity gain. This fact, together with the fact that shorter equalizers were used in the deep water channel, explains the higher gain obtained in that case.
Finally, we examine the case of QPSK transmission at 1000 symbols per second over 48 nautical miles in shallow water, shown in Fig. 10 . The channel in this case spans several tens of symbol intervals, requiring about 100 taps in the feedforward, and at least 80 taps in the feedback equalizer. The single channel performance in this case is limited by poor input SNR and extremely long multipath. Not to be forgotten is the fact that the carrier frequency is the same as the symbol rate used, and that the transducer bandwidth (700-1400 Hz) is actually smaller than that occupied by the signal. Nevertheless, the multichannel algorithm was able to achieve the error free performance in a block of 10000 data symbols, resulting in noticeably clearer output eye pattern.
The results shown here correspond to the maximal rate/range combinations for which we were able to achieve good performance. Excellent results were obtained at all lower rates and ranges, while performance limitations were met at higher symbol rates and longer distances at which the available SNR was insufficiently high. 
IV. CONCLUSIONS
In order to improve the performance of a previously designed single-channel receiver for coherent demodulation of acoustically transmitted underwater communication signals, we considered its extension to the multichannel, spatial diversity case. The receiver structure that we used is based on the optimal multichannel DFE, but it incorporates a second-order multichannel DPLL which makes it possible to operate in the conditions of severe Doppler fluctuations met in the UWA channels. An RLSbased algorithm provides fast tracking capabilities needed for the highly dynamic ocean channel.
The receiver performs near-optimal spatial and temporal processing of the received signals by jointly performing MMSE multichannel combining and equalization. This results in both implicit diversity improvement obtained by coherent processing of multiple signal arrivals in each of the diversity channels, and the explicit diversity improvement obtained by coherent combining of signals from different channels.
Experimental results justify the earlier speculation that the approach of joint diversity combining and equalization is especially suited for achieving reliable high-speed digital communications over UWA channels. Long-range channels are representative of highly dispersive transmission medium and in addition they exhibit rapid Doppler fluctuations. With QPSK, 8-QAM, and 8-PSK signaling, satisfactory results were obtained with rates up to 300 symbols per second over three convergence zones in the deep water, and up to 1000 symbols per second over 50 nautical miles in shallow water. The receiver algorithm is fully exploited on these channels, and is therefore certainly suitable for use in other, more benign UWA channels.
