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Abstract
We take the continuum limit of the Schwinger-Dyson equations of the one and
two matrix model without expanding them in the length of the loop. The resulting
equations agree with those proposed for string field theory in the temporal gauge.
We find that the loop operators are required to mix in the two matrix model case
and determine the non-constant tadpole terms.
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1
The Virasoro and the W3[1] constraints were obtained by taking the continuum limit
of the one and the two[2] matrix model, respectively. Motivated by the transfer matrix
formalism[3] string field theory in the temporal gauge was proposed for c = 0[4] and
c = 1−6/m(m+1)[5][6]. In [4] the corresponding Virasoro constraints were derived from
the Schwinger-Dyson equation reproducing the results of the matrix model. In [6] the
Schwinger-Dyson equations for c = 1−6/m(m+1) were proposed in the continuum theory,
allowing for the derivation of the Wm constraints. It was checked that the continuum
limit of the dynamical triangulation becomes c = 0 string field theory[7]. In this paper
we take the continuum limit of the one and two matrix model step by step. We directly
derive the Schwinger-Dyson equations in [4] and [6]. In this approach we do not expand
correlation functions in terms of the length of the loop.
We begin with the one matrix φ3 model. The expectation value of some quantity in
this model is:
〈· · ·〉 =
∫
dφ · · · exp
(
−Ntr
(
1
2
φ2 − λ
3
φ3
))
∫
dφ exp
(
−Ntr
(
1
2
φ2 − λ
3
φ3
)) , (1)
where φ is N × N hermitian matrix. The dual graph of this model consists of triangles
whose sides are attached to another side of some triangle. We assume that these are
equilateral triangles. We define the partition function of the loop amplitudes in the
matrix model as
Zm(J) =
〈
exp
(∑
n
J(n)W (n)
)〉
, (2)
where W (n) is the loop operator in the matrix model defined as
W (n) =
{
1
N
trφn (n ≥ 0)
0 (n ≤ −1). (3)
The Schwinger-Dyson equation of the matrix model is obtained by taking the total
derivative with respect to φ inside the integration.
〈
1
N2
tr
(
∂
∂φ
φn−1
)
exp
(∑
m
J(m)W (m)
)〉
= 0. (4)
Here n ≥ 1 and the differentiation with respect to φ operates not only to the inside of
the parenthesis but also to the outside, including the action in eq.(1). In terms of Zm(J),
this can be written as[∑
m
∂2
∂J(m)∂J(n − 2−m) +
θ(n)
N2
∞∑
m=1
mJ(m)
∂
∂J(n +m− 2)
− ∂
∂J(n)
+ λ
∂
∂J(n + 1)
+ δn,0
(
1− λ ∂
∂J(1)
)
− λδn+1,0
]
Zm(J) = 0, (5)
where
θ(n) =
{
1 (n ≥ 1)
0 (n ≤ 0). (6)
We added θ(n) and the Kronecker δ’s in order that eq.(5) will hold for all integer n.
We also replaced ∂/∂J(0) by 1, which is evident in eq.(3). Since the term δn,0∂/∂J(1)
2
complicates the following argument, we choose to drop this term by multiplying eq.(5)
by n.
In the continuum limit, the δ-function and its derivatives in terms of the loop length
will appear in W (n). To obtain the continuum loop operator we have to subtract these
terms from W (n). We therefore employ the following partition function Zc(J):
Zm(J) = exp
(∑
n
J(n)c(n)
)
Zc(J),
Zc(J) =
〈
exp
(∑
n
J(n)(W (n)− c(n))
)〉
, (7)
where c(n) consists of Kronecker δ’s which become in the continuum limit the δ-functions
of the loop length. Using Zc, eq.(5) mutiplied by n can be rewritten as[
n
∑
m
∂2
∂J(m)∂J(n − 2−m) +
nθ(n)
N2
∞∑
m=1
mJ(m)
∂
∂J(n +m− 2)
− n ∂
∂J(n)
+ nλ
∂
∂J(n + 1)
+ 2n
∑
m
c(m)
∂
∂J(n− 2−m)
+
nθ(n)
N2
∞∑
m=1
mJ(m)c(n +m− 2) + n∑
m
c(m)c(n− 2−m)
− nc(n) + nλc(n + 1) + λδn+1,0]Zc(J) = 0. (8)
We want to take the continuum limit of this Schwinger-Dyson equation. We first
define the loop length represented by the loop operator W (n) as n times a, the length of
the sides of the equilateral triangles.
l = na. (9)
In the continuum limit, a → 0 with l kept finite, we can replace the sum over n by the
integral over the loop length, and Kronecker δ’s by δ-functions:
∑
n
→ 1
a
∫
dl, (10)
δn+k,0 → aδ(l + ka). (11)
Next we consider what happens to the loop operator W (n) in the continuum limit. The
dimension of the continuum disk amplitude is L−5/2[8] where L is the dimension of the
loop length. We therefore assume that the loop operator W (n)− c(n) scales as a5/2.
ync (W (n)− c(n)) ∼ a
5
2w(l). (12)
Here, w(l) is the continuum loop operator whose dimension is L−5/2. The symbol ∼
means that the right hand side is the leading term in the limit a → 0. The factor ync is
introduced so that the Laplace transformation of the loop operator becomes:
∑
n
yn(W (n)− c(n)) ∼ a 32
∫ ∞
0
dlw(l)e−ζl, (13)
3
y = yce
−aζ , (14)
where yc is the critical value of y where we can take the double scaling limit. We introduce
the string coupling constant g as follows[9].
1
N2
= a5g. (15)
This g counts the genus of the surface in the genus expansion. The cosmological constant
t in the continuum limit is defined as
λ = λce
−a2t, (16)
where λc is the critical value of λ. In order to obtain the continuum partition function,
we define
y−nc J(n) = a
− 3
2 j(l). (17)
We then find that
ync
∂
∂J(n)
∼ a 52 δ
δj(l)
. (18)
Using j(l) and w(l), the partition function Zc in eq.(7) becomes:
Zc(J) ∼
〈
exp
(∫ ∞
0
dlj(l)w(l)
)〉
≡ Z[j], (19)
where 〈· · ·〉 now represents the continuum expectation value.
Now we go back to eq.(8). We multiply this equation by yn−2c and express all the
quantities by the continuum ones. Let us examine the order of each term. The first and
the second terms are of order a3. The linear terms of ∂/∂J and J are of order a3/2. The
terms involving only c(n) and Kronecker δ turn to δ-functions which can be expanded
in the positive integer powers of a. We choose the critical values, yc and λc, so that the
terms having lower orders of a than the resulting equation vanish.
Suppose that we choose a certain c(n) and that the linear terms of ∂/∂J remain.
These terms and the linear term of J , then, are the leading order terms. The resulting
equation, however, implies that the disk amplitude vanishes. These terms therefore
should vanish. We can thus obtain c(n) from the requirement that the linear terms of
∂/∂J in eq.(8) vanish. That is,
c(n) = −λ
2
δn+3,0 +
1
2
δn+2,0. (20)
The linear term of J in eq.(8) also vanishes when c(n) is in this form.
Thus the remaining terms are the first two terms and δ-functions in eq.(8). The first
two terms have to be the leading order in the continuum limit, so the terms of order a
and a2 from the δ-function should vanish. We solve the equations given by setting these
terms zero. We find
yc =
√
2
√
3− 3
6
, (21)
λc =
1
2 · 3 34 , (22)
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which agree with the previous result[10]. We thus obtain the continuum limit of the
Schwinger-Dyson equation from the a3 term in eq.(8). This can be expressed in a simple
form by using the symbols ∗ and ⊳ defined as
(f ∗ h)(l) =
∫ l
0
dl′f(l′)h(l − l′), (23)
(f ⊳ h)(l) =
∫ ∞
0
dl′f(l′)h(l + l′). (24)
We further rescale the loop operator, the string coupling and the cosmological constant
for convenience.
w(l)→ (1 +
√
3)
5
2
2
w(l), (25)
j(l)→ 2
(1 +
√
3)
5
2
j(l), (26)
g →

(1 +
√
3)
5
2
2


2
g, (27)
t→
(
3 +
√
3
4
)2
t. (28)
Using these notations the continuum limit of the Schwinger-Dyson equation is[
l
(
δ
δj
∗+g(lj)⊳
)
δ
δj
(l) + ρ(l)
]
Z[j] = 0, (29)
where ρ is the tadpole,
ρ(l) = 3δ(2)(l)− 3
4
tδ(l). (30)
This Schwinger-Dyson equation agrees with that of the string field theory for c = 0[4].
Actually the Heaviside function appears in eq.(29) from the continuum limit of θ(n). We
dropped it from eq.(29) by demanding that l ≥ 0.
Following the procedure in [4] we can transform eq.(29) into the Virasoro constraints.
We here rewrite eq.(29) into a form in which the first term does not depend on the factor
of l, that is, [(
δ
δj
∗+(lj)⊳
)
δ
δj
(l)− δ(3)(l) + 3
4
tδ(1)(l)
]
Z[j] + δ(l)R[j] = 0. (31)
Here we have put g = 1 for simplicity. This kind of form will be necessary in the c = 1/2
case. In order to get the Virasoro constraints we subtract from logZ[j] the singular terms
which cannot be expanded in positive power of the loop length.
Z[j] = Zsin[j]Zreg[j], (32)
Zsin[j] = exp
(∫ ∞
0
dlj(l)ws(l) +
1
2
∫ ∞
0
dl
∫ ∞
0
dl′j(l)j(l′)cs(l, l
′)
)
, (33)
ws(l) =
1
Γ(−3
2
)
l−
5
2 − 3t
8Γ(1
2
)
l−
1
2 , (34)
5
cs(l, l
′) =
1
2π
√
ll′
l + l′
. (35)
The regular loop amplitudes contained in Zreg[j] can be expanded with respect to the
loop lengths in powers of a positive odd integer divided by 2. We therefore can use the
following variables instead of j(l).
jr =
∫ ∞
0
dlj(l)
lr
Γ(1 + r)
, (36)
δ
δj(l)
Zreg[j] = D(l)Zreg[j], (37)
D(l) =
∑
r
lr
Γ(1 + r)
∂
∂jr
, (38)
where
r ≡ 1
2
(mod 1), (39)
r > 0. (40)
In this notation eq.(31) becomes



:
(
D(l) +
K(l)
2
+ ws(l)
)2
:+
1
16
l


≥0
+ δ(l)

2 ∂
∂j 1
2
+
1
2
j− 1
2



Zreg[j]+δ(l) R[j]Zsin[j] = 0,
(41)
where
K(l) =
∑
r
l−r
Γ(1− r)rjr, (42)
:: means the normal ordering of the differentiation, [· · ·]≥0 means the terms of · · · with
the non-negative integer power of l, and j−1/2 is defined as in eq.(36). In eq.(41) the
coefficients of the l expansion lead to the Virasoro constraints. Here ws(l) can be viewed
as the background of jr contained in K(l). The background of j 1
2
and j 5
2
is seen to be
−3t/2 and 4/5, respectively[1]. The coefficient of the δ-function in eq.(41) leads to
R[j] = −Zsin[j]

2 ∂
∂j 1
2
+
1
2
j− 1
2

Zreg[j]. (43)
Namely R[j] cannot be Z[j] multiplied by a constant. We can understand this by noticing
the fact that R[j] corresponds to 1− λ∂/∂J(1) in eq.(5). Indeed we can verify that the
disk amplitude obtained from eq.(29) satisfies eq.(31) with R[j] given above.
We now go on to the two matrix model. In order to obtain the continuum Schwinger-
Dyson equations proposed in [6] to derive the W3 constraints, we employ the loops with
(i) only the same matrix, (ii) a different matrix inserted and (iii) two different matrices
inserted next to each other. We therefore define the partition function as
Zm(J0, J1, J2) =
〈
exp
[
2∑
k=0
∑
n
Jk(n)Wk(n)
]〉
, (44)
6
where
〈· · ·〉 =
∫
dφ1dφ2 · · · exp
[
−Ntr
{∑2
i=1
(
1
2
φ2i − λ3φ3i
)
− µφ1φ2
}]
∫
dφ1dφ2 exp
[
−Ntr
{∑2
i=1
(
1
2
φ2i − λ3φ3i
)
− µφ1φ2
}] , (45)
W0(n) =
1
N
trφn1 , (46)
W1(n) =
1
N
trφn−11 φ2, (47)
W2(n) =
1
N
trφn−21 φ
2
2 , (48)
W0(n) =W1(n+ 1) =W2(n+ 2) = 0 for n ≤ −1. (49)
We consider the following three Schwinger-Dyson equations[6].
〈
1
N2
tr
(
∂
∂φ1
φn−11
)
exp
(∑
k
∑
m
Jk(m)Wk(m)
)〉
= 0 (n ≥ 1), (50)
〈
1
N2
tr
(
∂
∂φ1
φn−21 φ2
)
exp
(∑
k
∑
m
Jk(m)Wk(m)
)〉
= 0 (n ≥ 2), (51)
〈
1
N2
tr
(
∂
∂φ2
φn−11
)
exp
(∑
k
∑
m
Jk(m)Wk(m)
)〉
= 0 (n ≥ 1). (52)
We can write these equations in terms of the partition function as
[∑
m
∂2
∂J0(m)∂J0(n− 2−m) +
θ(n)
N2
∞∑
m=1
mJ0(m)
∂
∂J0(n+m− 2)
− ∂
∂J0(n)
+ λ
∂
∂J0(n+ 1)
+ µ
∂
∂J1(n)
+ δn,0
(
1− λ ∂
∂J0(1)
)
−λδn+1,0]Zm(J0, J1, J2)|J1=J2=0 = 0, (53)
[∑
m
∂2
∂J0(m)∂J1(n− 2−m) +
θ(n− 1)
N2
∞∑
m=1
mJ0(m)
∂
∂J1(n +m− 2)
− ∂
∂J1(n)
+ λ
∂
∂J1(n + 1)
+ µ
∂
∂J2(n)
− δn,0λ ∂
∂J1(1)
+δn−1,0
(
∂
∂J1(1)
− λ ∂
∂J1(2)
)]
Zm(J0, J1, J2)|J1=J2=0 = 0, (54)
[
− ∂
∂J1(n)
+ λ
∂
∂J2(n+ 1)
+ µ
∂
∂J0(n)
− µδn,0
]
Zm(J0, J1, J2)|J1=J2=0 = 0. (55)
These equations now hold for all integer n. We can solve eq.(55) for ∂/∂J2 and substitute
it into eq.(54):
[∑
m
∂2
∂J0(m)∂J1(n− 2−m) +
θ(n− 1)
N2
∞∑
m=1
mJ(m)
∂
∂J1(n +m− 2)
7
− ∂
∂J1(n)
+ λ
∂
∂J1(n+ 1)
+
µ
λ
∂
∂J1(n− 1) −
µ2
λ
∂
∂J0(n− 1) − δn,0λ
∂
∂J1(1)
+δn−1,0
(
∂
∂J1(1)
− λ ∂
∂J1(2)
+
µ2
λ
)]
Zm(J0, J1, J2)|J1=J2=0 = 0. (56)
This equation and eq.(53) now contain no J2. We thus omit J2 in the following.
Unlike the case of the one matrix model, the problem of operator mixing appears here.
In order to see what happens, we investigate the scaling dimensions of loop operators.
The loop operator W0(n) minus c0(n) scales as[11]
ync (W0(n)− c0(n)) ∼ a
7
3w(l, |+〉). (57)
Here w(l, |+〉) is the continuum loop operator for the loop whose length is l and whose
spin state is |+〉, that is, all up. At first sight W1(n) seems to become, in the continuum
limit, the operator for the loop whose spin is up on almost all the points except for an
infinitesimal down region. In [6] the dimension of such a loop was found to be L−11/3.
We first expect that
ync (W1(n)− c1(n)) ?∼ a
11
3 w(l,H(0)|+〉), (58)
where H(0)|+〉 is the state whose spin is flipped at the origin. Similar to the case of
the one matrix model, the linear terms of ∂/∂J0 in eqs.(53) and (56) should vanish after
the subtraction of c’s. We can solve c0 and c1 from these conditions. However we find
that the linear terms of ∂/∂J1 in eq.(56) does not vanish for this c0. We would therefore
arrive at the conclusion that w(l,H(0)|+〉) = 0 if we adopted eq.(58).
In order to obtain the correct result we first subtract c0(n) from W0(n) only, eq.(53)
then becomes[∑
m
∂2
∂J0(m)∂J0(n− 2−m) +
θ(n)
N2
∞∑
m=1
mJ0(m)
∂
∂J0(n+m− 2)
− ∂
∂J0(n)
+ λ
∂
∂J0(n + 1)
+ µ
∂
∂J1(n)
+ 2
∑
m
c0(m)
∂
∂J0(n− 2−m)
+
θ(n)
N2
∞∑
m=1
mJ(m)c0(n +m− 2) + δn,0
(
1− λ ∂
∂J0(1)
)
− λδn+1,0
−c0(n) + λc0(n + 1) +
∑
m
c0(m)c0(n− 2−m)
]
Z ′c(J0, J1)|J1=0 = 0. (59)
We introduce the string coupling constant g as[9]
1
N2
= a
14
3 g. (60)
The first two terms in eq.(59) are of order a11/3. They are the same order as a11/3w(l,H(0)|+〉).
We therefore demand that the linear terms of ∂/∂J0 and ∂/∂J1 in eq.(59) together create
w(l,H(0)|+〉). We define the corresponding loop operator as
V1(n) =
1
µ
[
µW1(n)−W0(n) + λW0(n+ 1) + 2
∑
m
c0(m)W0(n− 2−m)
]
, (61)
8
ync (V1(n)− c1(n)) ∼ a
11
3 w(l,H(0)|+〉). (62)
This means that we have to mix W1 with W0 to obtain w(l,H(0)|+〉) in the continuum
limit. Changing variables for Z and subtracting c’s we get the new partition function.
Zc(J0, J1) =
〈
exp
∑
n
{J0(n)(W0(n)− c0(n)) + J1(n)(V1(n)− c1(n))}
〉
. (63)
We now can express the linear terms of ∂/∂J0 and ∂/∂J1 in eq.(59) as ∂/∂J1 in terms of
this Zc(J0, J1).
Rewriting eq.(56) using Zc, eliminating the quadratic terms of ∂/∂J0 by eq.(53) rewrit-
ten by Zc and demanding that the linear terms of ∂/∂J0 and ∂/∂J1 vanish, we find
c0(n) = −2λ
3
δn+3,0 +
2
3
δn+2,0 − µ
3λ
δn+1,0, (64)
c1(n) =
λ2
9µ
δn+4,0 − 2λ
9µ
δn+3,0 +
µ+ 1
9µ
δn+2,0 − 1− 9µ
2
9λ
δn+1,0 − 2µ
9λ2
δn,0. (65)
The linear terms of J0 in eqs.(53) and (56) rewritten by using Zc vanish with these c’s.
The Schwinger-Dyson equations therefore become
[∑
m
∂2
∂J0(m)∂J0(n− 2−m) +
θ(n)
N2
∞∑
m=1
mJ0(m)
∂
∂J0(n +m− 2) + µ
∂
∂J1(n)
− λ
2
3
δn+4,0 +
2λ
3
δn+3,0 − µ+ 1
3
δn+2,0 +
µ(1 + 3µ2)− 3λ2
3λ
δn+1,0
+δn,0
(
1− λ ∂
∂J0(1)
− µ
2
3λ2
)]
Zc(J0, J1)|J1=0 = 0, (66)
[∑
m
∂2
∂J0(m)∂J1(n− 2−m) +
θ(n− 1)
N2
∞∑
m=1
mJ0(m)
∂
∂J1(n+m− 2)
+
1
N2
∞∑
m=1
mJ0(m)
(
δn−1,0 − λδn,0
3µ
∂
∂J0(m− 1) −
λδn−1,0
3µ
∂
∂J0(m)
)
+
2λ3
27µ
δn+5,0 − 2λ
2
9µ
δn+4,0 +
λ(µ+ 2)
9µ
δn+3,0 +
1
3µ
(
2µ3 − 2µ
3
+ λ2 − 2
9
)
δn+2,0
+ δn+1,0
(
1− µ− 6µ2
9λ
− λ
3µ
(
2− λ ∂
∂J0(1)
))
+ δn,0
(
2
3
+
1
3µ
+
µ(1 + 3µ2)
9λ2
− λ ∂
∂J1(1)
− λ
3µ
∂
∂J0(1)
)
+δn−1,0
(
µ2
λ
(
1− 2
27λ2
)
− 2
3λ
(
1− λ ∂
∂J0(1)
)
+
∂
∂J1(1)
− λ ∂
∂J1(2)
)]
Zc(J0, J1)|J1=0 = 0. (67)
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The terms involving ∂/∂J0(1), ∂/∂J1(1) and ∂/∂J1(2) in eqs.(66) and (67) complicate
the following argument. In order to drop these terms we multiply eqs.(66) and (67) by
nyn−2c and n(n
2 − 1)yn−2c , respectively. The terms like
− λδn−1,0
3µN2
∑
m
mJ0(m)
∂
∂J0(m)
(68)
in eq.(67) also vanish by this multiplication.
In order to take the continuum limit we substitute eqs.(16) and (60) into eqs.(66) and
(67). We define
y−nc J0(n) = a
− 4
3 j0(l), (69)
y−nc J1(n) = a
− 8
3 j1(l). (70)
It follows that
ync
∂
∂J0(n)
∼ a 73 δ
δj0(l)
, (71)
ync
∂
∂J1(n)
∼ a 113 δ
δj1(l)
. (72)
We use the continuum quantities and find that the first three terms in eq.(66) turn to the
order of a8/3 by the multiplication of n. The first two terms of eq.(67) turn to the order
of a2 by the multiplication of n(n2− 1). These terms have to be the leading order in the
continuum limit. We thus obtain three conditions: the terms of a and a2 in eq.(66) and
the term of a in eq.(67) must vanish. We find the critical values from these conditions.
µ =
2
√
7− 1
27
, (73)
λc =
1
243
√
30(62
√
7− 85), (74)
yc =
1
27
√
30(26
√
7− 67). (75)
The above values agree with the previous result[12]. We rescale w(l, |+〉), w(l,H(0)|+〉),
j0(l), j1(l), g and t for convenience. We find from the a
8/3 and a2 terms of eqs.(66) and
(67), respectively, that the continuum Schwinger-Dyson equations are
l
[(
δ
δj0
∗+g(lj0)⊳
)
δ
δj0
(l) +
δ
δj1(l)
]
Z[j0, j1]|j1=0 = 0, (76)
[
l3
(
δ
δj0
∗+g(lj0)⊳
)
δ
δj1
(l)− 384δ(1)(l)
]
Z[j0, j1]|j1=0 = 0. (77)
These equations agree with those which were proposed for c = 1/2 string field theory in
the temporal gauge[6]. Note that the linear terms of δ/δj0 and δ/δj1 do not appear in
eqs.(76) and (77) which would in the temporal gauge correspond to the change of the
loop length in the infinitesimal development of time.
In [6] the amplitude involving the loop with the spin state of (H(0))2|+〉 was found
to vanish when there is no other w(l,H(0)|+〉) or w(l, (H(0))2|+〉). Eq.(55) shows that
this loop operator corresponds to
V2(n) = W2(n)− 1
λ
W1(n− 1) + µ
λ
W0(n− 1). (78)
10
We see another operator mixing here. In the continuum limit we have
ync (V2(n)− c2(n)) ∼ a5w(l, (H(0))2|+〉), (79)
since the dimension of w(l, (H(0))2|+〉) is L5. We find from eqs.(55) and (78) that
c2(n) =
µ
λ
δn−1,0. (80)
After the subtraction of c2 eq.(55) leads to
δ
δj2(l)
Z[j0, j1, j2]|j1=j2=0 = 0, (81)
where we included j2(l) in Z again. We see that we in fact have the term l
3δ/δj2(l) in
eq.(77) since we substituted eq.(55) into (54).
In order to obtain the W3 constraints from eqs.(76) and (77) we have to solve eq.(76)
for δ/δj1 and substitute it into eq.(77). Dropping l from eq.(76) and l
3 from eq.(77), we
have [(
δ
δj0
∗+g(lj0)⊳
)
δ
δj0
(l) +
δ
δj1(l)
]
Z[j0, j1]|j1=0 + δ(l)R0[j0] = 0, (82)
[(
δ
δj0
∗+g(lj0)⊳
)
δ
δj1
(l) + 16δ(4)(l)
]
Z[j0, j1]|j1=0 +
2∑
i=0
δ(i)(l)Si[j0] = 0. (83)
We can now solve eq.(82) for δZ/δj1 and substitute it into eq.(83). Following [6] we factor
out the singular part Zsin, use variables of eq.(36) with j replaced by j0 where r ≡ 1/3, 2/3
(mod 1) and r > 0, use notations (38) and (42) and put g = 1 for simplicity. We find



:
(
D(l) +
K(l)
3
+ ws(l)
)3
:


≥0
− 16tδ(2)(l) + 3 · 2 83 δ(1)(l)

 ∂
∂j 2
3
+
2
9
j− 2
3


+ δ(l)

3 · 2 83

 ∂
∂j 5
3
+
5
9
j− 5
3

+ 16
3
t2

+ 3
2
(
D(l)− Kq(l)
3
+ ws(l) +
2
3
Kˆ
)



:
(
D(l) +
K(l)
3
+ ws(l)
)2
:+
2
27
l


≥0
+ δ(l)

2 73 ∂
∂j 1
3
+
2
7
3
9
j− 1
3





Zreg[j0]
−
∑2
i=0 δ
(i)(l)Si[j0]
Zsin[j0]
+
(
D(l)− Kq(l)
3
+ ws(l) +
2
3
Kˆ
)
δ(l)
R0[j0]
Zsin[j0]
= 0, (84)
where
ws(l) = 2
4
3

 l− 73
Γ(−4
3
)
− tl
− 1
3
3Γ(2
3
)

 , (85)
Kˆf(l) =
∫ ∞
−l
dl′l′j0(l
′)f(l + l′), (86)
Kq(l) =

 l− 23
Γ(1
3
)
∗ Kˆ l
− 4
3
Γ(−1
3
)

 (l) +

 l− 13
Γ(2
3
)
∗ Kˆ l
− 5
3
Γ(−2
3
)

 (l). (87)
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In eq.(84) the W3 constraints appear in the coefficient of the l expansion. The back-
grounds of jr corresponding to ws are −3 · 24/3t for j1/3 and 9 · 24/3/7 for j7/3. The terms
of the δ-function in eq.(84) lead to
R0[j0] = −2 43Zsin[j0]

3 ∂
∂j 1
3
+
j− 1
3
3

Zreg[j0], (88)
S0[j0] = Zsin[j0]

3 · 2 83

 ∂
∂j 5
3
+
5
9
j− 5
3

+ 16
3
t2

Zreg[j0], (89)
S1[j0] = 3 · 2 83Zsin[j0]

 ∂
∂j 2
3
+
2
9
j− 2
3

Zreg[j0], (90)
S2[j0] = −16tZ[j0], (91)
which were not clear in [6]. Here R0[j0] and Si[j0] correspond to ∂/∂J0(1), ∂/∂J1(1) and
∂/∂J1(2) in eqs.(66) and (67). We can verify that the disk amplitudes obtained from
eqs.(76) and (77) indeed satisfy eqs.(82) and (83) with R0[j0] and Si[j0] given above.
In this paper we have taken the continuum limit of the one and two matrix model and
obtained the continuum Schwinger-Dyson equations. The resulting equation for the one
matrix model reproduces that of [4]. The resulting equations for the two matrix model
coincide with those proposed in [6]. We therefore have verified the assumption on which
c = 1/2 string field theory in the temporal gauge was constructed. The same technique
may be applied to the general configuration of the spin state on the loop and to the m−1
matrix model to obtain the continuum Schwinger-Dyson equations for c = 1−6/m(m+1).
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