English. We address the problem of automatically detecting the scope of negations and speculations in clinical notes, by proposing a machine-learning algorithm that analyzes the dependency tree of a sentence. Given a negative/speculative cue, the algorithm tries to extend the boundary of the scope towards the left and the right, by navigating through the parse tree. We report on experiments with the algorithm using the Bioscope corpus. 
Introduction
Clinical notes are a vast potential source of information for healthcare systems, from whose analysis valuable data can be extracted for clinical data mining tasks, for example confirming or rejecting a diagnosis, predicting drug risks or estimating the effectiveness of treatments. Clinical notes are written in informal natural language, where, besides annotating evidence collected during a patient visit, physician report historical facts about the patient and suggested or discarded hypothesis. Annotations about dismissed hypotheses or evidence about the absence of a phenomenon are particularly abundant in these notes and should be recognized as such in order to avoid misleading conclusions. A standard keyword based search engine might for example return many irrelevant documents where a certain symptom is mentioned but it does not affect the patient.
Medical records are currently analysed by clinical experts, who read and annotate them manually. In some countries like Spain, it has become mandatory by law for all medical records to be annotated with the mentions of any relevant reported fact, associated with their official ICD9 code. To assign the right ICD9 code, it is of critical importance to recognize the kind of context of each mention: assertive, negative or speculative. In the BioScope corpus, a collection of bio-medical text, one out of eight sentences indeed contains negations ).
In order to automate the process of annotation of clinical notes, the following steps can be envisaged:
1. recognition of medical entities, by exploiting techniques of named entity (NE); 2. normalization and association to a unique official concept identifier to their key terminology from UMLS metathesaurus (O. Bodenreider, 2004) ; 3. detection of negative or speculative scope. NE recognition and normalization steps can be performed by relying on shallow analysis of texts (for an exhaustive and updated overview of the state of the art, see Pradhan et al. (2014) ). The identification of negative or speculative scope, instead, cannot just rely on such simple text analysis techniques, and would require identifying relations between parts, by means of a deeper syntactic-semantic analysis of sentences.
This work presents a novel algorithm that learns to determine the boundaries of negative and speculative scopes, by navigating the parse tree of a sentence and by exploiting machine learning techniques that rely on features extracted from the analysis of the parse tree.
creasing attention in recent years. For the detection of negative and speculative scope, both rulebased approaches and machine learning approaches have been proposed. Harkema et al. (2010) propose a rule-based algorithm for identifying trigger terms indicating whether a clinical condition is negated or deemed possible, and for determining which text falls within the scope of those terms. They use an extended cue lexicon of medical conditions (Chapman et al., 2013) . They perform their analysis for English as well as for low resources languages, i.e., Swedish. Their experiments show that lexical cues and contextual features are quite relevant for relation extraction i.e., negation and temporal status from clinical reports. Morante et al. (2008) explored machinelearning techniques for scope detection. Their system consists of two classifiers, one that decides which tokens in a sentence are negation signals, and another that finds the full scope of these negation signals. On the Bioscope corpus, the first classifier achieves an F1 score of 94.40% and the second 80.99%.
Also Díaz et al. (2012) propose a two-stage approach: first, a binary classifier decides whether each token in a sentence is a negation/speculation signal or not. A second classifier is trained to determine, at the sentence level, which tokens are affected by the signals previously identified. The system was trained and evaluated on the clinical texts of the BioScope corpus. In the signal detection task, the classifier achieved an F1 score of 97.3% in negation recognition and 94.9% in speculation recognition. In the scope detection task, a token was correctly classified if it had been properly identified as being inside or outside the scope of all the negation signals present in the sentence. They achieved an F1 score of 93.2% in negation and 80.9% in speculation scope detection. Sohn et al. (2012) developed hand crafted rules representing subtrees of dependency parsers of negated sentences and showed that they were effective on a dataset from their institution. Zou et al. (2015) developed a system for detecting negation in clinical narratives, based on dependency parse trees. The process involves a first step of negative cue identification that exploits a binary classifier. The second step instead analyses the parse tree of each sentence and tries to identify possible candidates for a negative scope extracted with a heuristics: starting from a cue, all ancestors of the cue are considered, from which both the full subtree rooted in the ancestor and the list of its children are considered as candidates. A classifier is then trained to recognize whether any of these candidates falls within the scope of the cue. The system was trained on a Chinese corpus manually annotated including scientific literature and financial articles. At prediction time, besides the classifier, also a set of rules based on a suitable lexicon is used to filter the candidates and to assign them to the scope of a cue. Since the classifier operates independently on each candidate, it may happen that a set of discontiguous candidates is selected. A final clean up step is hence applied to combine them. This system achieved an F1 score below 60%.
Negation and speculation detection
For the cue negation/speculation detection, we apply a sequence tagger classifier that recognizes phrases annotated with negation and speculation tags. The cui exploits morphological features, attribute and dictionary features.
For scope detection, we implemented a novel algorithm that explores the parse tree of the sentence, as detailed in the following.
Scope Detection
For identifying negative/speculative contexts in clinical reports, we exploit information from the parse tree of sentences. Our approach is however different from the one by Zou et al. (2015) , which has the drawback, as mentioned earlier, of operating independently on subtrees and hence it requires an extra filtering step to recombine the candidates and to exclude poor ones according to lexical knowledge.
Our approach assumes that scopes are contiguous and they contain the cue. Hence, instead of assembling candidates independently of each other, our process starts from a cue and tries to expand it as far as possible with contiguous subtrees either towards the left or towards the right.
In the description of the algorithm, we will use the following definitions. 
Definition. Left adjacency list. Symmetrical of Left adjacency list.
The algorithm for computing the scope S of a cue token at position c in the sentence, exploits the definitions of RAL and LAL and is described below.
Algorithm.
1. S = {w c } 2. for w i in LAL(w c ) sorted by reverse index if w i belongs to the scope, S = S ∪ {w k | i ≤ k < c } otherwise proceed to next step. 3. for w i in RAL(w c ) sorted by index if w i belongs to the scope,
In essence, the algorithm moves first towards the left as far as possible, and whenever it adds a node in step 2, it also adds all its right children, in order to ensure that the scope remains contiguous. It then repeats the same process towards the right.
Lemma. Assuming that the parse tree of the sentence is non-projective, the algorithm produces a scope S consisting of consecutive tokens of the sentence.
The proof descends from the properties of nonprojective trees. The decision on whether a candidate belongs to a scope is entrusted to a binary classifier which is trained on the corpus, using features from the nodes in the context of the candidate.
These are nodes selected from the parse tree. In particular, there will be two cases to consider, depending on the current step of the algorithm. For example, in step 2 the nodes considered are illustrated in Figure 1 .
Below we show which nodes are considered for feature extraction in step 3:
The features extracted from these tokens are: form, lemma, POS, dependency relation type of the candidate node c, the cue node, rpcd and psrd; the distance between node c and the cue node; the number of nodes in the current scope; if there are other cues in the subtree of node c; the dependency relation types of the children of node c; whether the nodes psrd and rpcd are within the scope; the part of speech, form, lemma and dependency relation types of lsc and rpc.
We illustrate which nodes the algorithm would visit, on the parse tree of Figure 0 . The negative cue is given by the token "no", marked in grey in the figure. Initially S = {no}, and LAL(no) = {Consistent, ,}, while RAL(no) = {change, in, level, was, observed, .}. The word with largest index in LAL is "," it is not within the scope, hence S stays the same and we proceed to step 3. The token with smallest index in RAL is "change", which is part of the scope, hence S = {no, change}. The next token is "in", which also gets added to S, becoming S = {no, change, in}. The next token is "level", which is part of the scope: it is added to the scope as well as all . c is the leftmost child of p, rpc is its rightmost child of p, rpcd is the rightmost descendant of rpc tokens preceding it ("protein"), obtaining {no, change, in, protein, level}. The next two tokens are also added and the algorithm terminates when reaching the final dot, which is not part of the scope, producing S = {no, change, in, protein, level, was, observed}.
Lemma. The algorithm always terminates with a contiguous sequence of tokens in S that include the cue.
Notice that differently from (Zou et al. (2015) ), our algorithm may produce a scope that is not made of complete subtrees of nodes.
Experiments
We report an experimental evaluation of our approach on the BioScope corpus, where, according to , the speculative or negative cue is always part of the scope. We pre-processed a subset of the corpus for a total of 17.766 sentences, with the Tanl pipeline (Attardi et al., 2009a ), then we splitted it into train, development and test sets of respectively 11.370, 2.842 and 3.554 sentences.
In order to prepare the training corpus, the BioScope corpus was pre-processed as follows. We applied the Tanl linguistic pipeline in order to split the documents into sentences and to perform tokenization according to the Penn Treebank (Taylor et al., 2003) conventions. Then POS tagging was performed and finally dependency parsing with the Desr parser (Attardi, 2006) trained on the GENIA Corpus (Kim et al. 2003) .
The annotations from BioScope were integrated back into the pre-processed format using an IOB notation (Speranza, 2009) . In particular, two extra columns were added to the CoNLL-X file format. One column for representing negative or speculative cues, using tags NEG and SPEC along with a cue id. One other column for the scope, containing the id of the cue it refers to, or '_' if the token is not within a scope. If a token is part of more then one scope, the id of the cue of each scope is listed, separated by comma.
Here is an example of annotated sentence: where "could contribute to nuclear signaling mechanisms" is a nested scope within "indicate that expression of these genes could contribute to nuclear signaling mechanisms", whose cues are respectively "could" and "indicate that".
For the cue detection task, we experimented with three classifiers: 1. a linear SVM classifier implemented using the libLinear library (Fan et al. 2008 ) 2. Tanl NER (Attardi et al., 2009b) , a statistical sequence labeller that implements a Conditional Markov Model. 3. deepNL (Attardi, 2015 ) is a Python library for Natural Language Processing tasks based on a Deep Learning neural network architecture. DeepNL also provides code for creating word embeddings from text using either the Language Model approach by Collobert et al. (2011) or Hellinger PCA, as in (Lebret et al., 2014) . The features provided to classifiers 1) and 2) included morphological features, lexical features (i.e. part of speech, form, lemma of the token and its neighbours), and a gazetteer consisting of all the cue words present in the training set.
The solution based on DeepNL reduces the burden of feature selection since it uses word embeddings as features, which can be learned through unsupervised techniques from plain text; in the experiments, we exploited the word embedding from Collobert et al. (2011) . Besides word embeddings, also discrete features are used: suffixes, capitalization, Part of speech and presence in a gazetteer extracted from the training set.
The best results achieved on the test set, with the above mentioned classifier, are reported in The classifier, used in the algorithm of scope detection for deciding whether a candidate be-longs to a scope or not, is a binary classifier, implemented using libLinear.
The performance of the scope detection algorithm is measured also in terms of Percentage of Correct Scopes (PCS), a measure that considers a predicted scope correct if it matches exactly the correct scope. Precision/Recall are more tolerant measures since they count each correct token individually.
The results achieved on our test set from the BioScope corpus are reported in Table 2 We evaluated the performance of our algorithm also on the dataset from the CoNLL 2010 task 2 and we report the results in Table 3 , compared with the best results achieved at the challenge (Morante et al. 2010 
Conclusions
We have described a two-step approach to speculation and negation detection. The scope detection step exploits the structure of sentences as represented by its dependency parse tree. The novelty with respect to previous approaches also exploiting dependency parses is that the tree is used as a guide in the choice of how to extend the current scope. This avoids producing spurious scopes, for example discontiguous ones. The algorithm also may gather partial subtrees of the parse. This provides more resilience and flexibility. The accuracy of the algorithm of course depends on the accuracy of the dependency parser, both in the production of the training corpus and in the analysis. We used a fast transitionbased dependency parser trained on the Genia corpus, which turned out to be adequate for the task. Indeed in experiments on the BioScope corpus the algorithm achieved accuracy scores above the state of the art.
