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Federated learning is an emerging machine learning paradigm where multiple clients (e.g., mobile devices)
train models locally to formulate a global model under the coordination of a central server. The concept
of federated learning was introduced by Google in 2016 and has attracted significant interest from both
academia and industry. The objective of this work is to identify the state-of-the-art in federated learning
from a software engineering perspective. We performed a systematic literature review in which we extracted
231 primary studies selected from 1074 papers that resulted from an automatic search. The results of our
investigation show that most of the known motivations of federated learning appear to be the most studied
federated learning challenges, including data privacy, communication efficiency, and statistical heterogeneity.
To tackle the challenges of federated learning, the top five proposed approaches are model aggregation,
training management, incentive mechanism, privacy preservation, and resource management. Also, there are
only a few real-world applications of federated learning. There is a lack of systematic guidelines for the design
and development of federated learning systems. More studies are needed before production-level adoption of
federated learning can take place in practice.
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1 INTRODUCTION
Machine learning has been adopted in almost every area, from scientific research to business
decision-making and shown great success in image classification, natural language processing, and
gaming. Data plays a critical role in machine learning-driven systems due to its impact on model
performance. Although widely deployed small devices (e.g., mobile devices, IoT devices) generate
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massive amounts of data every day, data hungriness is still a critical challenge for real-world
machine learning-driven systems. The challenge is greater when the technology is faced with
growing attention in protecting data privacy and stronger privacy regulations (e.g., General Data
Protection Regulation - GDPR [3]).
To effectively address the above issue, the concept of federated learning was introduced by
Google in 2016 [114]. Federated learning is an emerging machine learning paradigm where multiple
clients (e.g., mobile devices) collaboratively perform model training locally under the coordination
of a central server. The data of each client is stored locally and not transferred to the central server
or other clients [39, 74]. Instead, only model parameter updates are sent from clients to the central
server for global model formulation.
As a promising approach to deal with privacy-sensitive data and to utilise the data and compu-
tation resources of distributed devices, federated learning has attracted significant interest from
academia and industry in recent years. The increased interest in federated learning has resulted in
a growing number of research publications in this area over the last five years. Many efforts have
been made to federated learning from both theoretical and empirical points of view under different
profiles.
Although there are some federated learning surveys [74, 94, 96], to the best of our knowledge,
there is still no systematic literature review on federated learning. Also, federated learning often
involves a large number of participating clients to form a large-scale distributed system, which
calls for system design thinking and software engineering knowledge apart from the core machine
learning concept. Thus, the goal of this paper is to conduct a systematic literature review to provide
an up-to-date holistic and comprehensive view of the state-of-the-art of federated learning research,
especially from the software engineering perspective.
We performed a systematic literature review following Kitchenham’s standard guideline [82].
The outcomes of this systematic literature review are expected to (1) help practitioners understand
the current practices and identify which approaches can be adopted to address which federated
learning challenges; (2) provide researchers an objective overview of activities in this area and
guide them to a variety of topics in this research landscape.
The contributions of this paper are as follow:
• We identify a set of 231 primary studies related to federated learning published from 2016
to 2020 following the systematic literature review guideline. The community can use these
studies as a starting point to conduct further investigation into federated learning.
• We present a comprehensive qualitative and quantitative synthesis reflecting the state-of-
the-art in federated learning with data extracted from the 231 studies. Our data synthesis
covers the software engineering aspects of federated learning system development.
• We provide findings from the results and identify future trends to support further research
in federated learning.
The remainder of the paper is organised as follows. Section 2 introduces the methodology adopted
in this study. Section 3 presents the results and findings of this study. Section 4 discusses the open
issues and future research trends, followed by threats to validity in Section 5. Section 6 compares
our systematic literature review with the existing surveys and reviews on federated learning. Finally,
Section 7 concludes the paper.
2 METHODOLOGY
According to Kitchenham’s systematic literature review guideline [82], we develop a protocol that
covers research questions, source selection, search strategy, search string definition, inclusion and
exclusion criteria, snowballing process, selection of results, quality assessment, data extraction,
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and analysis. Ultimately, we follow the procedures in the protocol to precisely extract data from
the literature. In this section, we will explain each step in the protocol in detail.
Fig. 1. Research questions mapping with Software Development Life Cycle (SDLC)
2.1 ResearchQuestions
As discussed in Section 1, this systematic literature review aims to provide an up-to-date holistic
and comprehensive view of the state-of-the-art of federated learning from the software engineering
viewpoint. Based on this aim, as shown in Fig 1, we derived a set of research questions (RQ) for
the review, aligned with the stages in the software development lifecycle (SDLC). The research
questions are designed to extract essential data regarding federated learning researches from the
software engineering viewpoint.
RQ 1 (What is federated learning?), RQ 1.1 (Why is federated learning adopted?), RQ 2.1 (How
many research activities have been conducted on federated learning?), and RQ 2.2 (Who is leading
the research in federated learning?) are essential for the technique understanding stage of the
federated learning system development process. For the requirement analysis of a federated learning
system, RQ 2 (What are the challenges of federated learning being addressed?), RQ 1.2 (What are the
applications of federated learning?), RQ 1.3 (What data is the federated learning applications dealing
with?), and RQ 1.4 (What is the client data distribution of the federated learning application?)
effectively discussed the potential non-functional requirements needed to be considered when
building a federated learning system. After that, we intend to understand the architecture design of
a federated learning systemwith RQ 3 (How are the federated learning challenges being addressed?),
and RQ 3.1 (What are the possible components of federated learning systems?). Then, we intend
to study the implementation and evaluation of a federated learning system through RQ 4 (How
are the approaches evaluated?), and RQ 4.1 (What are the evaluation metrics used to evaluate
the approaches?). Finally, for the deployment and maintenance phase, we try to investigate the
DevOps challenges in the development of federated learning systems by identifying which phases
are covered by the studies through RQ 3.2 (What phases of the machine learning pipeline are
covered by the research activities?).
J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2020.
111:4 Lo, et al.
2.2 Sources Selection
We source the literature from the following primary sources: (1) ACM Digital Library, (2) IEEE
Xplorer, (3) ScienceDirect (4) Springer Link, (5) ArXiv, and (6) Google scholar. The sources selected
are renowned databases and sites for scientific publications with high-quality works. ACM Digital
Library is a publication database managed by the Association for Computing Machinery (ACM)
that focuses on computing field researches. IEEE Xplorer is a database of scientific journals and
conferences publications, managed by the Institute of Electrical and Electronics Engineers (IEEE).
ScienceDirect is a website operated by English-Dutch publisher Elsevier that focuses on high-impact
scientific journals related to computer vision and pattern recognition. Springer Link is a scientific
database operated by Springer International Publishing that hosts multiple journals and conferences.
ArXiv is an open-access repository of electronic preprints approved for posting after moderation,
but not peer-reviewed. Google scholar is the search engine we used to find any publication that is
published in the journals, conferences, or databases that are not the aforementioned sources.
2.3 Search Strategy
We formulated a search strategy to source the relevant papers. The search time frame was set
between 2016.01.01 and 2020.01.31. We initiated the search on the 6 primary sources mentioned in
Section 2.2. Then, we screened the papers from the initial search according to the inclusion and
exclusion criteria preset to select the relevant literature for our review. We screened the papers’
title, abstract, and keywords to identify the suitability of the paper to be included in this work. The
inclusion and exclusion criteria are elaborated in Section 2.3.2.
From the initially searched papers, we conducted a forward and backward snowballing process to
search for any related papers that were left out from the initial search. The found papers were then
screened using the inclusion and exclusion criteria. The snowballing process and screening process
are iterated continuously until we could not locate any new papers. The study selection process
consists of 2 phases: (1) The selection of papers was conducted by two independent researchers by
screening the title and abstract of the papers, based on the inclusion and exclusion criteria. After
that, the two researchers cross-checked the selection results and resolved any disagreement on the
selection decisions. (2) The papers selected in the first phase are then assessed by full-text screening,
based on the inclusion and exclusion criteria, and identically, the two researchers cross-checked
the selection results and resolved any disagreement on the selection decisions. If any disagreement
occurred in either the first or second phase, the third researcher (meta-reviewer) was consulted to
finalise the decision.
We then conducted quality assessments and finalised the included papers from the initial search.
After that, we reviewed all the papers and conducted data extractions. Finally, we analysed and
synthesized the data collected. Fig. 2 shows the paper search and selection process.
The initial search resulted in 1074 papers, with 76 from ACM Digital Library, 320 from IEEE
Xplorer, 5 from ScienceDirect, 85 from Springer Link, 256 from ArXiv, and 332 from Google scholar.
After the paper screening, exclusion, and duplicate removal, we ended up with 225 papers in total.
From there, we conducted the snowballing process and found 6 more papers. Finally, the number
of papers for review and data extractions is 231. The number of papers per source is presented in
Table 1.
2.3.1 Search String Definition. First, we listed the search terms that are essential to identify the
relevant literature. We used synonyms, abbreviations, supplementary terms of the key terms to
increase the search results after consulting an expert in the area. Then, we designed the search
strings for each primary source to check the title, abstract, and keywords, except for Google scholar
which only allows titles search, and ArXiv which only allows titles and abstracts searches. After
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Table 1. Number of selected publications per source
Sources Number of papers
ACM 22
ArXiv 106
Google Scholar 8
IEEE 74
ScienceDirect 4
Springer 17
Total 231
Fig. 2. Paper search and selection process map
completing the first draft of search strings, we examined the results of each search string against
each database to check the appropriateness and effectiveness of the search strings. After that, we
conducted the official search on the selected databases and sites. The finalised search terms are as
follows:
• Key terms:
– Federated Learning
• Supplementary terms:
– Federated Machine Learning
– Federated ML
– Federated Artificial Intelligence
– Federated AI
– Federated Intelligence
– Federated Training
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The search strings and the respective paper quantities of the initial search for each primary
source are shown in Table 2, 3, 4, 5, 6, and 7.
Table 2. Search strings and quantity of ACM Digital Library
Search string
All: "federated learning"] OR [All: ,] OR [All: "federated machine learning"] OR [All: "federated ml
"] OR [All: ,] OR [All: "federated intelligence"] OR [All: ,] OR [All: "federated training"] OR [All: ,]
OR [All: "federated artificial intelligence"] OR [All: ,] OR [All: "federated ai"]
AND [Publication Date: (01/01/2016 TO 01/31/2020)]
Result quantity 76
Selected papers 22
Table 3. Search strings and quantity of IEEE Xplorer
Search string
("Document Title":"federated learning" OR "federated training" OR "federated intelligence" OR
"federated machine learning" OR "federated ML" OR "federated artificial intelligence" OR
"federated AI") OR ("Author Keywords":"federated learning" OR "federated training" OR
"federated intelligence" OR "federated machine learning" "federated ML" OR "federated
artificial intelligence" OR "federated AI")
Result quantity 320
Selected papers 71
Table 4. Search strings and quantity of ScienceDirect
Search string "federated learning" OR "federated intelligence" OR "federated training" OR "federated machinelearning" OR "federated ML" OR "federated artificial intelligence" OR "federated AI"
Result quantity 5
Selected papers 4
Table 5. Search strings and quantity of Springer Link
Search string "federated learning" OR "federated intelligence" OR "federated training" OR "federated machinelearning" OR "federated ML" OR "federated artificial intelligence" OR "federated AI"
Result quantity 85
Selected papers 17
2.3.2 Inclusion and Exclusion Criteria. The focus of this literature review is on the software
engineering perspective of federated learning systems. Hence, the inclusion and exclusion criteria
are formulated to effectively select relevant papers. After completing the first draft of the criteria,
we conducted a pilot study using the first 20 papers selected. After that, the two independent
researchers cross-validated the papers selected by the other researchers and refined the criteria.
When there is any disagreement between the two researchers, the third researcher was consulted.
The finalised inclusion criteria are as follow:
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Table 6. Search strings and quantity of Google scholar
Search string "federated learning" OR "federated intelligence" OR "federated training" OR "federated machinelearning" OR "federated ML" OR "federated artificial intelligence" OR "federated AI"
Result quantity 332
Remark Search title only (Google scholar does not provide abstract & keyword search option)
Selected papers 8
Table 7. Search strings and quantity of ArXiv
Search string
order: -announced_date_first; size: 200; date_range: from 2016-01-01 to 2020-01-31 include_cross
_list:True; terms: AND title=“federated learning” OR “federated intelligence” OR “federated
training” OR “federated machine learning” OR “federated ML” OR “federated artificial
intelligence” OR “federated AI”; OR abstract=“federated learning” OR
“federated intelligence” OR “federated training” OR “federated machine learning” OR “federated
ML” OR “federated artificial intelligence” OR “federated AI”
Result quantity 256
Remark Search title and abstract only (ArXiv does not provide keyword search option)
Selected papers 103
• Both long and short papers that elaborate on the component interactions of the federated
learning system: We specifically focus on research works that provide comprehensive elabo-
ration and explanation on the federated learning components functionalities and their mutual
interactions. We intend to identify the challenges faced by federated learning systems and
how are the challenges being addressed by looking into their system component interactions.
• Federated learning survey, review, and SLR papers: We include all the surveys and review
papers to understand the current research directions, open problems and future insights
proposed by other researchers. To provide an objective analysis, we summarise the open
problems and future trends in Section 4 from these surveys and review papers. Also, we
compare our work with these surveys and review papers in Section 6. However, we do not
conduct data extraction and data synthesis from these papers.
• ArXiv and Google scholar’s papers cited by papers published in the peer-reviewed venues
in the selected primary sources (ACM, IEEE, Springer, and Science Direct): We specifically
searched for papers on ArXiv that are not peer-reviewed, and papers on Google scholar which
are not included in the 4 databases to avoid any possible federated learning-related papers
being left out from the initial search. We then checked if these papers have already appeared
in the search results of the 4 databases to avoid duplication. After that, we further checked if
the papers found are cited by papers that are peer-reviewed to ensure that the papers selected
are quality work.
The finalised exclusion criteria are as follow:
• Papers that elaborate only low-level communication algorithms: The low-level communica-
tion algorithms or protocols between hardware devices are not the focus of this work.
• Papers that focus only on pure gradient optimisation. We excluded the papers that purely
focus on the gradient and algorithm optimisation research as our work focuses on the
multi-tier processes and interactions of the federated learning software components.
• Papers that are not in English.
• Conference version of a study that has an extended journal version.
• PhD dissertations, tutorials, editorials, magazines.
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2.3.3 Quality Assessment. After finalising the papers for data extraction, a quality assessment
scheme was developed to evaluate the quality of the papers. There are 4 quality criteria (QC)
specifically to evaluate the completeness of the literature and the suitability of the paper to be
selected for this review. We used numerical scores ranging from 1.00 to 5.00 to rate each paper,
where 1.00 is the lowest, and 5.00 is the highest score. We labelled a paper as a poor quality paper
if its average value for all QCs is 1.00<. The QCs as follow:
• QC1: The citation rate. We identified this by checking the number of citations collected by
each paper on Google scholar.
• QC2: The methodology contribution. We identified the methodology contribution of the
paper by asking 2 questions: (1) Is this paper highly relevant to the research? (2) Can we find
a clear methodology that addresses its main research questions and goals?
• QC3: The sufficient presentation of the findings: Are there any solid findings/results and
have a clear cut outcome?
• QC4: The discussion on future works
2.3.4 Data Extraction and Synthesis. For the data extraction, we downloaded all the papers selected
from the primary sources. We then created a Google sheet record all the essential information,
including the title, source, year, paper type, venue, authors, affiliation, and the number of citations
of the paper, the score for all QCs, the answers for each RQ, and the research classification. The
following steps are followed to prevent data extraction bias:
• The two independent researchers conduct the data extraction of all the papers and cross
check the classification and discussed any dispute or inconsistencies in the extracted data.
• For any unsolved dispute on the extracted data, the first two authors will try to reach an
agreement. If an agreement cannot be met, the meta reviewer will be required to review the
paper and finalise the decision together with the two independent researchers.
• All the data is stored in the Google sheet for analysis and synthesis by the independent
searchers.
After completing the data extraction for all the papers, we analysed and synthesised the findings.
The results of the data analysis and synthesis are presented in the next section.
3 RESULTS
In this section, the data extraction results for each research question are summarised and analysed
to provide a comprehensive view of the state-of-the-art of federated learning from the software
engineering perspective.
3.1 RQ 1: What is federated learning?
The first research question (RQ 1) is "What is federated learning?". To answer this research question,
the definition of federated learning reported by each study is recorded. The motivation of this
question is to help the audience understand 1) what federated learning is, and 2) the perceptions of
researchers on federated learning.
Fig. 3 is a word cloud that shows the frequency of the words that appear in the original definition
of federated learning given by the authors in each study, which can roughly reflect the perception
of researchers on federated learning. The most frequently appeared words include: distribute, local,
device, share, client, update, privacy, aggregate, edge, etc. To answer RQ1 more accurately, as shown
in Table 8, the keywords from the recorded definitions are categorised into 5 groups: training
settings (82%), orchestration (3%), data distribution (3%), client types (11%), and data partitioning
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Fig. 3. RQ 1: What is federated learning?
Table 8. Characteristics of federated learning
Category Characteristic No. of Papers
Training settings (82%)
Training a model on multiple clients
Only sending model updates to the central server
Producing a global model on the central server
200
133
63
Data distribution (11%) Data stored decentralisedData generated locally
40
17
Orchestration (3%) Training organised by a central server 13
Client types (3%)
Cross-device
Cross-silo
Both
11
1
3
Data partitioning (<1%) Horizontal federated learningVertical federated learning
1
1
(<1%). We use these five categories to find definitions of federation learning as understood by the
researchers.
First, in the training settings, building a decentralised or distributed learning process over multi-
ple clients is what most researchers conceived as federated learning. This can be seen in the most
frequently mentioned keyword for RQ1, which is “training a model on multiple clients”. Some
of the most frequently mentioned keywords that describe the training settings are “distributed”,
“collaborative”, and “multiple parties/clients”. The other two characteristics that can be explained
as training settings are “only sending the model updates to the central server” and “producing
a global model on the central server”. This describes how a federated learning system performs
model training in a decentralised or distributed manner. This also shows how researchers differen-
tiate federated learning from conventional centralised machine learning and distributed machine
learning.
Second, federated learning can be explained in terms of the data distributions. The keywords
mentioned in the studies are “data generated locally” and “data stored decentralised”. Data used
in federated learning are collected and stored by the local client devices in different geographical
locations, with different usage patterns. Data in federated learning systems tend to exhibit non-IID
(non-Identically Independently Distributed) and unbalanced properties [74, 114]. Furthermore, to
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preserve data privacy, the data is stored in a decentralised manner and is not shared with other
clients. We will discuss more on the client data distribution in Section 3.4.
Third, some researchers look at federated learning from the orchestration of training process
viewpoint. In conventional federated learning systems, a central server is responsible for orchestrat-
ing and organising training processes. The orchestration tasks include the initialisation of global
model parameters or gradients, distribution of parameters and gradients to the participating client
devices, collection of trained local results, and finally the aggregation of the collected results to
produce new global model updates. However, many researchers have concerns about the usage of
a single central server for orchestration as it could introduce a single-point-of-failure [111, 144].
To counter this, decentralised approaches for the exchange of model updates are studied and the
adoption of blockchains for decentralised data governance is also introduced [111, 144].
Fourth, we observed two types of federated learning in terms of client types and we characterised
them as cross-device and cross-silo. Cross-device federated learning deals with a massive number
of smart devices, creating a large-scale distributed network to collaboratively train a model for
the same applications [74]. Some examples of the applications are mobile device keyboard word
suggestions and human activity recognition.
Although federated learning initially had an emphasis on cross-device scenarios, the interests
are being increasingly extended to organisation-level cross-silo where data sharing between or-
ganisations is prohibited. As most organisations and data centers store data centrally in a private
manner, the realisation of machine learning models is also obligated to a centralised manner, which
restricts the free usage of data from other organisations. For instance, data of a hospital is prohibited
from exposure even to other hospitals due to data security regulations. However, the increase in
training data will be beneficial to model performance. To enable machine learning while tackling
the data sharing limitation of different organisations, cross-silo federated learning was proposed.
Cross-silo federated learning is able to conduct local model training using the data in each silo,
without sharing the data with other silos [74, 161].
Lastly, for data partitioning, we found two viewpoints from the literature: horizontal and vertical
federated learning. Horizontal federated learning, or sample-based federated learning, is used in
scenarios where the datasets share the same feature space but different sample ID space [74, 104, 184].
Inversely, vertical federated learning, also known as feature-based federated learning, is applied to
the cases where two or more datasets share the same sample ID space but different feature space.
Apart from the two variants of data partitioning strategy, federated transfer learning is also a kind
of data partitioning strategy for federated learning, which is applied to scenarios where the two
datasets differ in both sample or feature space [74]. Federated transfer learning considers another
type of data partitioning where two datasets only overlap partially in the sample space or the
feature space. It relies on transfer learning techniques to develop models applicable to both datasets.
With relatively small overlap in both feature and sample spaces, federated transfer learning is used
as a solution for learning a common representation between features of both datasets [184].
3.2 RQ 1.1: Why is federated learning adopted?
Themotivation of RQ 1.1 is to understand the advantages that federated learning has. We classify the
answers extracted based on the non-functional requirements that the adoption of federated learning
can meet. As illustrated in Fig. 4, the answers extracted can be grouped into: data privacy (62%),
communication efficiency (23%), scalability (4%), statistical heterogeneity (4%), system heterogeneity
(2%), model performance (2%), computational efficiency (2%) and data storage efficiency (1%).
Data privacy and communication efficiency are the two main motivations to adopt federated
learning in machine learning systems. Data privacy is preserved in federated learning as no raw
data moves out of the device that collects the data [20, 136]. Also, due to no data movement between
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Finding from RQ 1: What is federated learning (FL)?
Decentralised learning: There is a concern about the usage of a single central server for federated
learning orchestration which could cause a single point of failure. Decentralised approaches (i.e., adoption
of blockchain) for the exchange of model updates are studied.
Cross-silo: Although federated learning was initially raised with an emphasis on cross-device scenarios,
interests have been extended to cross-silo federated learning, where data sharing between organisations
is restricted due to data privacy legislation and rules.
Federated transfer learning: Apart from sample-based (horizontal) federated learning and feature-based
(vertical) federated learning, federated transfer learning is also considered as a type of federated learning,
which leverages transfer learning to provide solutions for the scenarios where there is a relatively small
overlap in both sample and feature space.
Fig. 4. RQ 1.1: Why federated learning is adopted?
client devices and the central server, the training process in federated learning achieves higher
communication efficiency by exchanging only model parameters or gradient updates [74, 114, 184].
In addition, high data privacy and communication efficiency have contributed to the high scalability
of federated learning. Hence, more clients are motivated to join the training process since their
private data are well preserved and lower communication costs are required to exchange model
updates [74, 114, 184].
Statistical heterogeneity and system heterogeneity are the two common performance challenges
for machine learning tasks on mobile and IoT devices. Statistical heterogeneity is defined as the
property of data distribution that has data volume and class distribution variance among devices
(i.e. Non-IID). Essentially, the data are massively distributed across a large number of client devices,
each containing a small amount of data [120, 139, 198], with imbalance data classes [120] that are
unique and not representative of the overall distribution [65]. For instance, mobile devices collect
different amounts of data (e.g., typed words, app usage) depending on the user’s frequency of
usage, and the data pattern might be different between IoT devices depending on the geographical
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location. When local models are trained independently on these devices, these models tend to be
overfitted to their local data [98, 139, 198]. Hence, federated learning is adopted to handle this
limitation by collaboratively trains and averages the local models to form a global model that is
not overfitted to any local data pattern. System heterogeneity is defined as the property of devices
having a different amount of resources (e.g, computation, communication, storage, and energy
resources). To effectively train models on resource heterogeneous and limited mobile or IoT devices
is a challenging, and federated learning can tackle this issue by enabling local model training
and only communicates the model updates, which reduce the bandwidth footprint and energy
consumption [7, 36, 98, 120, 137, 155, 166].
Another motivation for federated learning is its high computation efficiency. With large numbers
of participating clients and the increasing computation capability of clients, federated learning can
have high model performance [12, 38, 114, 151, 205] and computation efficiency [11, 63, 198]. Data
storage efficiency is ensured by independent on-client training using locally generated data [22,
114, 147, 194, 208].
Finding from RQ 1.1: Why is federated learning adopted?
Motivation for adoption: Data privacy and communication efficiency are the two main motivations.
Only a small number of studies adopt federated learning because of model performance. With large
amounts of participating clients, federated learning is expected to achieve high model performance.
However, the approach is still immature when dealing with non-IID and unbalanced data distribution.
3.3 RQ 1.2 What are the applications of federated learning? & RQ 1.3: What data is the
federated learning applications dealing with?
In RQ 1.2 and RQ 1.3, we intend to study the applications that are developed using federated learning
and the types of data used in those applications. We group the types of applications according
to the data types. The data types and applications are listed in Table 9. The data types can be
classified into the following: image data (49%), structured data (21%), text data (14%), time-series
data (7%), graph data (5%), and sequential data (4%). The most widely used data types are image
data, structured data, and text data. The most popular applications are image classification tasks. In
fact, the MNIST database1 was by far the most frequently used dataset for evaluation. More studies
are needed to deal with IoT time-series data. Both graph data and sequential data are not popularly
used in federated learning due to their data characteristics (e.g., data structure). We observed that
the federated learning is widely adopted in the applications that deal with data that contains private
information and are privacy-sensitive, such as images, personal medical or financial data, and text
or speech recorded by personal mobile devices.
Table 9. Data Types and Applications Distribution
Data Types (RQ 1.3) Applications (RQ 1.2) Count
Graph data
(5%)
Generalized Pareto Distribution parameter estimation
Incumbent signal detection model
Linear model fitting
Network pattern recognition
Computation resource management
Waveform classification
1
1
1
8
1
1
1The MNIST database of handwritten digits, http://yann.lecun.com/exdb/mnist/
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Image data
(49%)
Autonomous driving
Healthcare (Bladder contouring, whole-brain segmentation)
Clothes type recognition
Facial recognition
Handwritten character/digit recognition
Human action prediction
Image processing (classification/defect detection)
Location prediction
Phenotyping system
Content recommendation
5
2
14
2
109
2
4
1
1
2
Sequential
data
(4%)
Game AI model
Network pattern recognition
Content recommendation
Robot system navigation
Search rank system
Stackelberg competition model
2
1
1
1
6
2
Structured
data
(21%)
Air quality prediction
Healthcare
Credit card fraud detection
Bankruptcy prediction
Content recommendation (e-commerce)
Energy consumption prediction
Economic prediction (financial/house price/income/loan/market)
Human action prediction
Multi-site semiconductor data fusion
Particle collision detection
Industrial production recommendation
Publication dataset binary classification
Quality of Experience (QoE) prediction
Search rank system
Sentiment analysis
System anomaly detection
Song publishment year prediction
2
25
3
5
1
1
11
4
1
1
1
1
1
1
1
1
1
Text data
(14%)
Customer satisfaction prediction
Keyboard suggestion (search/word/emoji)
Movie rating prediction
Out-of-Vocabulary word learning
Suicidal ideation detection
Product review prediction
Resource management model
Sentiment analysis
Spam detection
Speech recognition
Text-to-Action decision model
Content recommendation
Wine quality prediction
1
21
4
1
1
1
1
5
2
1
1
1
1
J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2020.
111:14 Lo, et al.
Time-series
data
(7%)
Air quality prediction
Automobile MPG prediction
Healthcare (gestational weight gain / heart rate prediction)
Energy prediction (consumption/demand/generation)
Human action prediction
Location prediction
Network anomaly detection
Resource management model
Superconductors critical temperature prediction
Vehicle type prediction
1
1
2
3
8
1
1
2
1
1
Finding from RQ 1.2: What are the applications of federated learning? &
RQ 1.3: What data is the federated learning applications dealing with?
Applications and data: Federated learning is widely adopted in applications that deal with image data,
structured data, and text data. More studies are needed for IoT time-series data. Both graph data and
sequential data are not popularly used due to their data characteristics (e.g., non-linear data structure).
Also, there is only a few production-level application. Most of the applications are still proof-of-concept
prototypes or simulated examples.
3.4 RQ 1.4: What is the client data distribution of the federated learning applications?
In this research question, we extract the client data distribution of each study. Table 10 shows the
client data types distribution of the studies. The client data distributions are classified into IID
(Identically Independently Distributed) and non-IID. Non-IID data is one main data distribution
characteristic for federated learning systems. We discovered that 25% of the studies have adopted
non-IID data for their applications or have addressed the non-IID issue in their work. 23% of the
studies have adopted IID data for their applications. 13% of the studies have compared the two types
of client data distributions, whereas 39% of the studies have not specified which data distributed
data they adopted.
In the non-IID data distribution settings in simulations, researchers mainly process the data
by splitting them by class and let each client device store the data for a single class (e.g., [31, 67,
68, 154, 202]). Another way is by sorting the data according to classes before distributing them
to each client device [115]. Furthermore, the data are distributed unevenly for each client device
for non-IID settings [68, 81]. For use case evaluations, the non-IID data are generated or collected
by local devices, such as [42, 45, 58, 85, 135]. As for IID data distribution settings, the data are
randomised and distributed evenly to each client device (e.g., [13, 73, 115, 154, 202]).
Finding from RQ 1.4:
What is the client data distribution of the federated learning applications?
Client data distribution: Client data distribution is important to the model performance of federated
learning. Model aggregation should consider the case when the distribution of the dataset on each client
is different. Many studies work on Non-IID issues in federated learning, particularly on extensions of the
FedAvg algorithm for model aggregation.
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Table 10. Client data distribution types of federated learning applications
Data distribution types Percentage
Non-IID 24%
IID 23%
Both 13%
NA 40%
Finding from RQ 2: What are the challenges of federated learning being addressed?
Motivation vs. challenges: Most of the known motivations of federated learning also appear to be the
most studied federated learning limitations, including data privacy, communication efficiency, system and
statistical heterogeneity, model performance, and scalability. This reflects that federated learning is still
an under-explored approach.
Fig. 5. Challenges of federated learning being addressed
3.5 RQ 2: What are the challenges of federated learning being addressed? &
RQ 2.1: How many research activities have been conducted on federated learning?
The motivation of RQ 2 is to identify the challenges of federated learning that are addressed by
studies. As shown in Fig. 5, we have grouped the answers into categories based on ISO/IEC 25010
System and Software Quality model [2] and ISO/IEC 25012 Data Quality model [1]. The cate-
gories include communication efficiency (50), statistical heterogeneity (33), system heterogeneity
(31), data security (30), client device security (27), client motivatability (12), system reliability (6),
system performance (5), system auditability (5), scalability (4), and model performance (3). We
can observe that the communication efficiency of federated learning received the most attention
from researchers, followed by statistical heterogeneity and system heterogeneity. Despite being
considered as the beneficial traits of using federated learning, communication efficiency, statistical
and system heterogeneity appear to be the most studied federated learning limitations.
J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2020.
111:16 Lo, et al.
To further understand the popular research areas of federated learning systems and how the
research interests evolved over time from 2016 to 2019, we cross-examined the results for RQ 2 and
RQ 2.1 as illustrated in Fig. 6. We can see that the number of studies that covered communication
efficiency, statistical heterogeneity, system heterogeneity, data security, and client device security
have all surged drastically in 2019 versus the years before.
Although only communicating model updates instead of raw data can increase communication
efficiency, federated learning systems require multiple rounds of communications during the
training process to reach convergence. Therefore, ways to reduce communication rounds in the
federated learning training processes are studied (e.g., [41, 115, 149]). Furthermore, as cross-device
federated learning needs to accommodate a massive amount of client devices during the training
process, the dropout of clients due to bandwidth limitation may occur [40, 175]. These dropouts
could negatively impact the outcome of federated learning systems in two ways: (i) reduces the
amount of data available for training [40], (ii) increases the overall training time [112, 148]. In
fact, most of the existing federated learning schemes cannot resolve the dropout problem other
than abandoning any training round with an insufficient number of clients [105]. Moreover, the
scheduling of model updates and client selection for model aggregation also needs to be considered
for a cross-device scenario.
As for statistical and system heterogeneity limitations, federated learning is effective in dealing
with these 2 issues since model training can be conducted locally on client devices, accommodating
different data patterns, and devices with diverse computation resource, energy consumption and
data storage capacity [7, 36, 98, 120, 137, 155, 166]. However, the approach is still immature as open
questions still exist in handling the non-IID and unbalanced data distribution while maintaining
the model performance [36, 67, 159, 162, 190]. Hence, approaches to enhance model performance
while being able to cope with statistical and system heterogeneity are widely studied.
The interests in data security (e.g., [19, 49]) and client device security (e.g., [35, 48, 171]) are also
significantly high despite federated learning is promoted as a solution to address the data privacy
issue. The data security in federated learning can be understood as the degree to which a system
ensures data are accessible only by an authorised party [1]. While federated learning systems
restrict raw data from leaving local devices, it is still possible to extract private information through
the back-tracing of the gradients or parameters of local models. The studies under this category
mostly express their concerns about the possibility of information leakage from the local model
gradient updates. Client device security is related to the behavior of client devices in the federated
learning training process, which can be expressed as the degree of security against dishonest and
malicious client devices [74]. The existence of malicious devices in the training process could
poison the overall model performance by disrupting the training process or not contributing the
correct results to the central server. Furthermore, the misbehavior or failure of client devices, either
intentionally or unintentionally, could reduce the system reliability, which is also mentioned as a
limitation of federated learning.
Client motivatability is discussed as an aspect to be explored (e.g., [14, 80, 81, 196]). Model
performance in federated learning relies greatly on the number of participating clients. The higher
number of participating client devices and the more contributed client data and computation
resources for model training.
System reliability issues refer to the single-point-of-failure on the central server (e.g., [64, 88, 111]).
In this aspect, concerns are mostly on the adversarial or byzantine attacks that target the central
server, where an “adversarial attack” refers to any alteration of the training and inference pipelines
of an FL system designed to degrade the model performance, and a “byzantine attack” is viewed as
worst-case untargeted attacks on a given set of nodes [74].
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Fig. 6. Research Area Trend (2016-2019)
The system performance of federated learning systems is covered in some studies (e.g. [29, 34,
73, 107, 174]), which includes the considerations on computation efficiency, energy usage efficiency,
and storage efficiency. Compared to distributed or centralised learning, model training in federated
learning is mostly conducted on mobile devices. Hence, the efficient resource management of
federated learning systems is more crucial to system performance due to the limited computation,
energy, and storage resource.
To improve system auditability, auditing mechanisms (e.g., [8, 73, 170]) are required to track
client devices’ behavior, local model performance, system runtime performance, etc. In addition, the
scalability issue in federated learning arises as the number of participating devices increases. Hence,
scalability is also mentioned as one of the system limitations in federated learning (e.g., [136, 143,
144, 174]). Lastly, the model performance limitation is also covered (e.g., [65, 70, 124]). The model
performance of federated learning systems is highly dependent on the number of participants
and the data volume of each participating device in the training process. Moreover, there are also
performance trade-offs to be considered due to non-IID and unbalanced data distributions, which
makes it even more challenging to address the model performance limitation.
To answer RQ 2.1, We further classify the papers according to a research classification criteria
proposed by Wieringa [172]. We adopted this classification criterion, which includes: (1) Evaluation
research, (2) philosophy paper, (3) proposal of solution, and (4) validation research, to distinguish
the focus of each research activity. Evaluation research is the investigation of a problem in software
engineering practice. In general, research results in new knowledge of causal relationships among
phenomena, such as by case study, field study, field experiment, survey, or in new knowledge
of logical relationships among propositions (e.g., mathematics or logic). Philosophy papers are
papers that proposed a new way of looking at things, for instance, a new conceptual framework,
which is evaluated by the originality of the conceptual framework, soundness of the proposal, and
whether the framework is insightful. Proposal of solution is the type of papers that propose solution
techniques and argue for its relevance, but without a full-blown validation. The technique must be
novel and provide significant improvement to an existing technique. A proof-of-concept may be
offered through examples. Lastly, validation researches investigate the properties of a proposed
solution that has not yet been implemented in the practice. The investigation uses a thorough,
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methodologically sound research setup (e.g., experiments, simulation, prototyping, mathematical
analysis, and proof of properties).
The research classification result is presented in Table 11. We notice that the most conducted
state-of-the-art researches on federated learning are validation research that propose solutions to
one or more technical problems, and are investigated through experiments or simulations. The
proposal of solution is the second most conducted type of research activity, followed by evaluation
research activities that have case studies. The least conducted research activities are philosophy
papers that propose a new conceptual framework for federated learning.
Table 11. The research classification of the selected paper
Research Classification Number of papers
Evaluation research 13
Philosophical paper 12
Proposal of solution 25
Validation research 183
Finding from RQ 2.1:
How many research activities have been conducted on federated learning?
Research activities: The number of studies that cover communication efficiency, statistical and system
heterogeneity, data security, and client device security surged drastically in 2019 versus the years before.
The most conducted research activities are validation researches, followed by the proposal of solution,
evaluation researches, and philosophy papers.
3.6 RQ 2.2: Who is leading the research in federated learning?
The motivation of RQ 2.2 is to understand the research impact in the community of federated
learning. As shown in table 12, we list the top 10 affiliations by the number of articles published
and the number of citations. We can observe that Google, IBM, CMU, and WeBank appear in both
the top-10 lists: Google as the affiliation that first proposed the idea of federated learning has the
most number of papers and citations. IBM comes in 2nd place in the number of papers and 4th
place in the number of citations. CMU is 5th in the number of papers and 6th in the number of
citations, and WeBank comes in 3rd in the number of articles and 10th in the number of citations.
From here, we can identify the affiliations that made the most effort on federated learning and
those that made the most impact on the research domain.
Finding from RQ 2.2: Who is leading the research in federated learning?
Affiliations: Google, IBM, CMU, and WeBank appear in the top 10 affiliations list both by the number of
papers and by the number of citations, which reflect that they made the most efforts on federated learning
and also the most impact on the research domain.
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Table 12. Research Impact Analysis
Top 10 affiliations by number of papers Top 10 affiliations by number of citations
Rank Affiliations No. of papers Rank Affiliations No. of citations
1 Google 21 1 Google 2269
2 IBM 11 2 Stanford University 217
3 WeBank 8 3 ETH Zurich 130
3 Nanyang Technological University 8 4 IBM 122
5 Tsinghua University 6 5 Cornell University 101
5 Carnegie Mellon University (CMU) 6 6 Carnegie Mellon University (CMU) 98
7 Beijing University of Postsand Telecommunications 5 7 ARM 82
7 Kyung Hee University 5 8 Tianjin University 76
9 Chinese Academy of Sciences 4 9 University of Oulu 73
9 Imperial College London 4 10 WeBank 66
3.7 RQ 3: How are the federated learning challenges being addressed?
After looking at the challenges of federated learning, we studied the approaches proposed by
researchers to address the challenges. We list the existing approaches in Fig. 7: model aggregation
(63), training management (24), incentive mechanisms (18), privacy-preserving mechanisms (16),
decentralised aggregation (15), security management (12), resource management (13), communica-
tion coordination (8), data augmentation (7), data provenance (7), model compression (8), feature
fusion/selection (4), auditing mechanisms (4), evaluation (4), and anomaly detection (3). We also
map the approaches to the challenges of federated learning in Table 13. Notice that we do not cover
every challenge mentioned in the collected studies but only those that have proposed a solution.
As shown in Fig. 7, model aggregation mechanisms are the most proposed solution by the studies.
Refer to Table 13, we can see that model aggregation mechanisms are applied to address issues
including communication efficiency, statistical heterogeneity, system heterogeneity, client device
security, data security, system performance, scalability, model performance, system auditability,
and system reliability. The top three issues that researchers work with model aggregation are
communication efficiency, statistical heterogeneity, and system heterogeneity.
Many researchers work on selective aggregation [77, 190], aggregation scheduling [154, 180, 181],
asynchronous aggregation [29, 174], temporally weighted aggregation [122], controlled averaging
algorithms [78], iterative round reduction [115, 149], and shuffled model aggregation [50]. These
approaches aim: (1) to reduce communication cost and latency to improve communication efficiency
and scalability; (2) to effectively manage the device computation and energy resources to solve
system heterogeneity and system performance issues and (3) to select models for aggregation based
on the model performance. Apart from that, some researchers propose secure aggregation to solve
data security and client device security issues [17, 18, 20].
Decentralised aggregation is a special type of model aggregations which removes the central
server from the federated learning systems and is adopted to tackle system reliability, client
device security, scalability, communication efficiency, system heterogeneity, data security, and
system performance issues. The decentralised aggregation can be realised through a peer-to-
peer system [139, 145], one-hop neighbours collective learning [86], and Online Push-Sum (OPS)
methods [60].
Training management is the second most proposed approach in the studies, which is used to
address the issues of statistical heterogeneity, system heterogeneity, communication efficiency,
client motivatability, and client device security. To deal with statistical heterogeneity issue, many
researchers work on the methods include kernalisation and clustering of training data [23, 142],
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multi-stage training and fine-tuning of models [72], brokered learning that decouples the role of
coordination from the role of defining the learning process [47], distributed multitask learning [36,
150], and edge computing [102]. The aim is to reduce data skewness and degree of unbalanceness
by combining data from nearby nodes while maintaining a distributed manner. Furthermore, to
address system heterogeneity issues, some studies calculate and balance the tasks and resources of
the client nodes for the training process [39, 54, 90].
Another highly proposed approach is the incentive mechanism, which is proposed as a solution
to increase client motivatability. As mentioned in Section 3.5, the more the participants in the
training process, the better the global model performance. However, the is no obligation for
data or device owners to join the training process if there are no benefits for them to contribute
their data and resources. Hence, incentive mechanisms are introduced by some researchers to
attract data and device owners to join the model training. Incentives can be given based on the
amount of computation, communication, and energy resources provided [81, 165], the local model
performance [108], the quality of data provided [194], the honest behavior of client devices [131],
and the dropout rate of a client node [126]. The proposed incentive mechanisms can be hosted by
either a central server [76, 79, 126, 127, 141, 165, 196] or a blockchain [11, 14, 44, 75, 76, 80, 106,
108, 113, 131, 171, 191, 203, 208].
Resource management mechanisms are introduced to control and optimize computation re-
sources, bandwidth, and energy consumption of participating devices in a training process of
federated learning to address the issues of system heterogeneity [7, 9, 93, 98, 122, 138, 168, 179,
187, 193, 195] and communication efficiency [4, 142]. The proposed approaches use control algo-
rithms [168], reinforcement learning [119, 193], and edge computing methods [122] to optimise the
resource usage and improve the overall system efficiency for system heterogeneous and bandwidth
limited scenarios. To address communication efficiency, model compression methods are utilised to
further reduce the communication cost that occurs during the model parameters and gradients
exchange between client devices and the central server [22, 38, 83, 91, 143, 167]. In addition, model
compression that shrinks the data size is also beneficial to bandwidth limited and latency-sensitive
scenarios, which promotes scalability [143].
Privacy preservation methods are introduced, aiming to (1) maintain data security: prevent
information (model parameters or gradients) leakage to unauthorized parties, and (2) maintain
client devices security: Prevent system from being compromised due to dishonest nodes. Methods
used for data security maintenance are differential privacy method [16, 35, 49, 92, 107, 110, 140, 157,
159, 169, 178, 197] and Gaussian noise addition to the features before model updates [110], whereas
for client device security maintenance, secure multiparty computations are adopted [140, 159, 178]
to reduce the chances of adversarial attacks from dishonest nodes.
Security protection method is also proposed to solve the issues for both client device security [101,
103, 175] and data security [24, 33, 56, 57, 59, 105, 112, 175, 198], which covers model parameters
or gradients encryption prior information exchange between server and client nodes.
Communication coordination methods are introduced to improve communication efficiency[5,
6, 27, 66, 148, 163, 183], and system performance [34]. Specifically, communication techniques
such as multi-channel random access communication [34] or over-the-air computation method [6,
183] enable wireless federated training process to achieve a faster convergence rate and reduce
communication rounds for model updates.
To address the model performance issues [65], statistical heterogeneity problems [162], system
auditability limitations [164], and communication efficiency limitations [189], feature fusion or
selection is used. Feature selection methods are used to improve the convergence rate [65] by not
only aggregating models but also the selected features, whereas feature fusion is used to reduce
the impact of non-IID data on the model performance [162]. Moreover, the feature fusion method
J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2020.
A Systematic Literature Review on Federated Machine Learning: From A Software Engineering Perspective 111:21
reduces the dimension of data to be transferred which in turn speed up the training process and
increases the communication efficiency of the system [189]. In addition, [164] proposed a feature
separation method that measures the importance level of the feature in the training process. It is
used for system interpretation and auditing purposes.
Data provenance mechanisms that utilise blockchain technology to govern the data and infor-
mation interactions between nodes is effective in solving single-point-of-failure and adversarial
attack that intends to tamper the data, especially in decentralised FL systems. Blockchain records
all the sharing events instead of the raw data for audit and data tracing purposes, and only allow
parties with permission to access the information [106, 191]. Furthermore, blockchain is also used
for incentive provision [14, 80, 81, 171], and store global model updates in a Merkle tree [111].
Data augmentation is introduced as a method to address data security [129, 156] and client
device security issues [125]. The approaches use privacy-preserving generative adversarial network
(GAN) models to locally reproduce the data samples of all devices [69] for data release [156] and
debugging processes [10]. This allows model training without data exchanges which shields the
actual data from exposure. Furthermore, data augmentation methods are also effective to solve
statistical heterogeneity issues through the reproduction of all local data to create an IID dataset
for better training performance [69].
Auditing mechanisms are proposed as a solution for the lack of system auditability and client
device security limitations. It is responsible to assess the honest or semi-honest behavior of a client
node in a training process and detect any anomaly if occurs [10, 81, 201]. In conjunction with that,
some researchers have also introduced anomaly detection mechanisms [48, 95, 131], specifically to
penalise adversarial nodes that misbehave in an FL system.
To properly assess the behavior of the federated learning system, some researchers have im-
plemented the evaluation mechanisms. The mechanisms are introduced as a method to solve
the system auditability and statistical heterogeneity issues. For instance, in [170], a visualisation
platform to illustrate the federated learning system is presented. In [21], a benchmarking platform
is presented to realistically capture the characteristics of a federated scenario. Furthermore, [62]
introduces a method to measure the performance of the federated averaging algorithm.
3.8 RQ 3.1: What are the possible components of federated learning systems?
The motivation of RQ 3.1 is to identify the components in a federated learning system and their
responsibilities. We classify the components of federated learning systems into 2 main categories:
(1) central server, (2) client devices. The two components are the basic and fundamentals of a
conventional federated learning system [83, 114], whereby a central server initiates and orchestrate
the training process, whereas the client devices perform the actual model training.
3.8.1 Central server: Physically, the central servers can be in different forms, some might be hosted
on a local machine [89, 192], the cloud [57, 155, 177], mobile edge computing (MEC) platforms [122],
edge gateways [147, 205] or base stations [9, 66, 107, 183]. Most studies propose the central server
as a component that creates the first global model by randomly initialises the model parameters or
gradient, before distributing the model to the participating clients[27, 56, 89, 114, 115, 199]. Besides
randomising the initial model parameters or gradient, central servers can sometimes pre-train
the global model, either using a self-generated sample dataset or a small amount of data collected
from each client device [132, 133]. We can define this as the server-initialised model training
setting. Note that not all federated learning systems initialise their global model on the central
server. In some cases, client devices will initialise the global model, especially in decentralised FL
systems [14, 111, 144].
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Fig. 7. RQ 3: How are the federated learning challenges being addressed?
Finding from RQ 3: How are the federated learning challenges being addressed?
Top 5 proposed approaches: The top 5 proposed approaches include model aggregation, training manage-
ment, incentive mechanisms, privacy-preserving methods, and resource management. Those approaches
mainly target the issues of communication efficiency, statistical and system heterogeneity, client moti-
vatability, and data privacy.
Remaining proposed approaches: Only a few papers worked on anomaly detection, auditing mecha-
nisms, feature fusion/selection, evaluation, data provenance.
After the global model initialisation step, the central servers broadcast the global model that
includes the model parameters and gradient to the participating client devices. The global model
can be broadcast to all the participating client devices every round [5, 66, 143, 206], or only
to certain client devices, either randomly [32, 89, 115, 160, 183] or based on the model training
performance [132, 179] and communication and computation resources available [38, 168]. Similarly,
the trained local models are also collected from either all the participating client devices [167, 168,
198] or only from selected client devices [19, 112]. The collection of models can either be in an
asynchronous manner [29, 65, 100, 174] or synchronous manner [42, 48]. Finally, the central server
performs model aggregations when it receives all or a certain amount of updates, followed by the
redistribution of the updated global model to the client devices.
Apart from orchestrating the model parameters and gradients exchange, the server also hosts
other essential functionalities, such as encryption/decryption mechanisms [11, 19, 112], resource
management mechanism [4, 7, 9, 93, 98, 122, 138, 142, 187, 193, 195], evaluation framework [21,
21, 62, 170], client and model selector [38, 132, 168, 179], feature fusion mechanism [65, 162,
164, 189], incentive mechanisms [46, 79, 126, 127, 141, 165, 196], anomaly detector [48], model
compressor [22, 38, 83, 143, 167], communication coordinator [5, 6, 27, 66, 148, 163, 183], and
auditing mechanisms [10, 14, 14, 201].
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3.8.2 Client devices: The client devices are the component that is responsible for conducting the
model training using the locally available datasets. Firstly, the client devices receive the initial
global model from the central server for the server-initialised model training setting. Once received,
the client devices conduct the model training locally.
The local model training aims to minimize the loss function and to optimise the local model
performance. Typically, the training process is conducted for multiple rounds and epochs [114],
before uploaded back to the central server for model aggregations. To reduce the number of
communication rounds, [52] proposes to perform local training on multiple local minibatch of
data and only communicate with the central server once after the model achieves some baseline
performance.
After training the model, the client devices send the training results (model parameters or
gradients) back to the central server. Before the uploading, client devices might evaluate the local
model performance first and only upload the gradient when an agreed level of performance is
achieved [62]. To preserve the data security and prevent information leakage, the results are
encrypted before uploading [11, 19, 112]. Furthermore, to reduce the communication cost, the
model or result is compressed before uploaded to the central server [22, 38, 83, 143, 167]. In
certain scenarios, not all devices are required to upload their trained result, only the selected
client devices are required to upload the results, depending on the selection criteria set by the
central server. The criteria include the available resource of the client devices and the model
performance [4, 7, 9, 38, 93, 98, 122, 132, 138, 142, 168, 179, 187, 193, 195]. Other than that, client
devices also host encryption/decryption mechanisms, data augmentation mechanism [69, 156], and
feature fusion mechanisms that correlate to the central server in the same FL systems. After the
completion of one model training round, the training result is uploaded to the central server for
global aggregation.
For decentralised federated learning systems, the client devices communicate among themselves
without the orchestration of the central server. The removed central server is mostly replaced by a
blockchain as a component for model and information provenance [11, 14, 75, 80, 81, 106, 111, 171].
The blockchain is also responsible for incentive provision and differentially private multiparty
data model sharing. Without the central server, the initial model can be created locally by each
client device using local datasets, and update the model using a consensus-based approach that
enables devices to send model updates and receive gradients from neighbour nodes [86, 88, 144].
The communication between client devices is realised through a peer-to-peer network [64, 139, 145].
Each device has the model updates copy of all the client devices. After reaching consensus, all the
client devices conduct model training using the new gradient.
There are some differences in terms of clients’ nature between a cross-device setting and a cross-
silo setting. In a cross-device setting, the system is formed with a high client device population that
each device is the data owner. In contrast, in the cross-silo setting, the client network is formed by
several companies or organisation, regardless of the number of individual devices they own. Each
company or organisation represents a silo of data in the cross-silo federated learning setting, where
the number of silos is significantly smaller compared to cross-device setting [74]. Therefore, the
cross-device federated learning system is required to create models for large-scale distributed data
that would usually be generated by the same applications [161]. For the cross-silo federated learning
system, the created models are required to accommodate data that is heterogeneous in content and
semantic in both features and sample space [161]. The data partitioning is also different. For the
cross-device setting, the data is partitioned automatically by example, also known as horizontal
data partitioning. The data partitioning of cross-silo setting is fixed either by feature (vertical) or
by example (horizontal) [74]. Hence, different aspects need to be considered during the design of
the federated learning pipeline for horizontal federated learning and vertical federated learning.
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Table 14. Summary of component designs
Component Client-based Server-based Both
Anomaly detector - 3 -
Auditing mechanism - 2 -
Data provenance 7 14 -
Client selector - 1 -
Communication coordinator - 6 -
Data augmentation 4 3 -
Encryption mechanism 3 - 12
Feature fusion mechanism 6 - -
Incentive mechanism 2 9 -
Model aggregator - 188 -
Model compressor - - 6
Model trainer 211 - -
Privacy preservation mechanism 1 - 14
Resource manager 2 9 -
Training manager 1 9 -
Apart from the central server and client devices, some studies also add edge devices to the
systems as an intermediate layer between the central server and client devices. The edge devices
are introduced to increase the communication efficiency by reducing the training data sample
size [73, 132] and increase the update speed [37, 102].
Finding from RQ 3.1: What are the possible components of federated learning?
Basic components on clients: data collection, data preprocessing, feature engineering, model training,
and inference.
Basic components on central server: model aggregation, evaluation.
Advanced components on clients: anomaly detection, model compression, auditing mechanisms, data
augmentation, feature fusion/selection, security protection, privacy preservation, data provernance.
Advanced components on central server: advanced model aggregation, training management, incentive
mechanism, resource management, communication coordination.
Finding from RQ 3.2:
What phases of the machine learning pipeline are covered by the research activities?
Phases: The most discussed phase is model training. Only a few studies cover data preprocessing, feature
engineering, andmodel evaluation. Model deployment (e.g., deployment strategies), model monitoring (e.g.,
dealing with performance degradation), and project management (e.g., model versioning) are not discussed
in the existing studies. More studies are needed for the development of production-level federated learning
systems.
3.8.3 RQ 3.2: What phases of the machine learning pipeline are covered by the research activities?
Table 15 presents a summary of machine learning pipeline phases covered by the studies. Notice
that only machine learning phases that are specifically elaborated in the papers are included.
From the summary we identified that the top 3 most mentioned machine learning phases are
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"model training" (161 mentions), followed by "data collection" (22 mentions) and "data cleaning" (18
mentions). Model deployment (e.g., deployment strategies), model monitoring (e.g., dealing with
performance degradation), and project management (e.g., model versioning) are not discussed in
the existing studies.
Table 15. Summary of machine learning pipeline phases
Machine learning pipeline phase Paper count
Data collection 22
Data cleaning 18
Data labeling 13
Data augmentation 9
Feature engineering 8
Model training 161
Model evaluation 10
3.9 RQ 4: How are the approaches evaluated?
RQ 4 focuses on the evaluation approaches in the studies. From the result extracted, we can
classify the evaluation approaches into two main groups: (1) simulation, and (2) case study. The
distribution of the evaluation approaches is 85% for simulation (197 cases), 7% for case study
approaches (17 cases), 1% for both simulation and case study (2 cases), and 7% with no evaluation
(15 cases). For simulation approaches, image processing is the most simulated task, with 99 out
of 197 cases, whereas, the most applied use cases are applications on mobile devices (11 out of
17 cases), such as keyword word suggestion and human activity recognition. Once again, we can
infer that researchers mostly evaluate their federated learning approaches using privacy-sensitive
scenarios for simulations, and use cases that have non-IID data on mobile devices.
Table 16. Evaluation approaches for federated learning
Evaluation methods Application types Paper count
Simulation (85%) Image processingOthers
99
98
Case study (7%)
Mobile device applications
Healthcare
Others
11
3
3
Both (1%) Image processingMobile device applications
1
1
No evaluation (7%) - 15
Finding from RQ 4: How are the approaches evaluated?
Evaluation: Researchers mostly evaluate their federated learning approaches by simulation using privacy-
sensitive scenarios. There are only a few real-world case studies, e.g., Google’s mobile keyboard prediction.
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3.9.1 RQ 4.1: What are the evaluation metrics used to evaluate the approaches?
Through RQ 4.1, we intend to identify the evaluation metrics for both the qualitative and quantita-
tive evaluation methods that are mentioned and adopted. We also elaborate on how each evaluation
metric is measured and quantified. Finally, we map the metrics to the federated learning challenges
(RQ 2). The results are summarised in Table 17.
For the attack rate, it is measured as the proportion of attack targets that are incorrectly classified
as the target label [48]. Essentially, researchers use this metric to evaluate how effective are
the privacy mechanisms in defending against the attacks [47, 118, 145, 201]. The types of attack
mentioned include model poisoning attack, sybil attack, byzantine attack, and data reconstruction
attack.
Communication cost is quantified by the communication rounds against the learning accuracy [32,
34, 104, 108, 115, 152, 167, 181], the satisfying rate of communications [199], the communication
overhead versus the number of clients [57, 104, 123, 144, 175, 182], the theoretical analysis of
communication cost of data interchange between the server and clients [19, 151, 158], the data
transmission rate [175, 178], bandwidth [134, 193], and latency of communication [80].
Computation cost is the assessment of computation, storage, and energy resource of a system.
The computation resource is quantified by the computation overhead against the number of client
devices [56, 116, 123, 193], the average computation time [73, 93, 187], the computation utility and
the overhead of components [25, 196], whereas the storage resources are evaluated by the memory
and storage overhead [42, 112, 123], storage capacity [134], computation throughput [9, 171] and
computation latency [80]. The energy resources are calculated by the energy consumption for
communication [46, 102], the energy consumption against computation time [93, 102, 147, 179, 187],
and energy consumption against training dataset size [209].
The convergence rate and dropout ratios are used to evaluate system performance. The con-
vergence rate is quantified by the accuracy versus the communication rounds, system running
time, or training data epochs [15, 141, 189]. The dropout ratios measured by the computation
overhead against dropout ratios [123, 175]. The results are showcased as the comparison between
communication overhead for different dropout rates [175], and the performance comparison against
dropout rate [29, 97, 105]
The incentive rate is assessed by calculating the profit of the task publisher under different num-
bers of client devices or accuracy levels [75], the average reward based on model performance [204],
and the relationship between the offered reward rate and the local accuracy over the communication
cost [79, 126, 127].
For model performance, the evaluation metrics consist of the training loss [25, 56, 97, 104, 144,
152, 193], model accuracy [25, 42, 56, 73, 80, 93, 102, 152, 196, 209], the area under curve (AUC)
value [104, 106, 185], the F1-score [13, 29, 43], the root mean-squared error (RMSE) [26, 34, 43, 66,
141, 149], the cross-entropy [45, 174], the precision [43, 186, 200], recall [43, 186, 200], prediction
error [84, 150], mean absolute error [65], dice coefficient [146], and perplexity value [142]. Privacy
loss is used to evaluate the privacy-preserving level of the proposed method [204], which are
derived from the differential average-case privacy [156].
For the system running time evaluation, the result is presented as the total execution time of the
training protocol (computation time + communication time) [105, 106, 118, 175, 198], the running
time of different operation phases [198], the running time each round against number of client
devices [19, 122, 131], and the model training time [48, 106, 112, 136, 138, 159, 171, 178, 187].
Apart from quantitative metrics, formal method are also used to evaluate data security [16, 50, 57],
statistical [78, 117, 174] and system heterogeneity [117] in a qualitative way. The analysis is
conducted to verify if the proposed components, mechanisms, or functionalities have satisfied
their purpose to address the limitations mentioned. Essentially, the security analysis functionalities
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Table 17. Performance attributes addressed vs Evaluation metrics
Performance
attributes
VS
Evaluation
metrics
Client
motivatability
Communication
efficiency
Model
performance Scalability
System
performance
Data
security
Statistical
hetrogeneity
System
heterogeneity
Client
device
security
Attack rate - - - - 1 1 - - 4
Communication cost - 58 - 3 2 - - - -
Computation
cost - - - - 42 - - - -
Convergence rate - - - - 15 - - - -
Dropout ratio - 1 - - 2 1 - 2 -
Incentive rate 6 - - - - - - - -
Model performance
metrics 2 1 253 - 1 - - - -
Privacy loss - - - - - 2 - - -
System running
time - 2 - 2 20 - - - -
for data security that are mentioned include differential privacy achievement [106, 107], removal
of centralised trust [106], and the guarantee of shared data quality [106], whereas the security
analysis for client device security that is mentioned include the performance of encryption and
verification process [103, 175, 185], the confidentiality guarantee for gradients, the auditability of
gradient collection and update, and the fairness guarantee for model training [171].
Fig. 8. Open problems and future research trends highlighted by existing reviews/surveys
4 OPEN PROBLEMS AND FUTURE TRENDS
In this section, we will identify and discuss the open problems and future research trends based
on all the survey and review papers we collected (refer Table 18). Note that there is no discussion
on open problems or future trends in [184]. The findings are shown in Fig. 8 and the detailed
explanations on each open problem are elaborated below:
J. ACM, Vol. 37, No. 4, Article 111. Publication date: August 2020.
A Systematic Literature Review on Federated Machine Learning: From A Software Engineering Perspective 111:29
• Production-level adoption. Although federated learning has gained great interest from
academia and industry, more studies are still needed for the development of production-level
federated learning systems [74, 94, 96, 99, 176].
– Machine learning pipeline: Most of the existing studies in federated learning focus on
the federated model training phase, without taking much consideration on other machine
learning pipeline stages (e.g., model deployment and monitoring), under the context of
federated learning (e.g., new data lifecycles) [94, 96, 99, 176].
– Benchmark: As federated learning is still a new field, research communities need to build
benchmarking schemes to ensure the systems are developed and evaluated in real-world
settings, with rich datasets and representative workload [74, 94, 96].
– Dealing with unlabeled client data: Most of the existing studies assume the federated
learning tasks as supervised learning tasks, where data are well-labeled. However, in
practice, the data generated on clients may be mislabeled or unlabeled [74, 94, 96, 99]. One
possible solution is semi-supervised learning-based techniques. Another possible way is to
label the client data by learning labeled data from other clients. However, those solutions
may require to deal with the challenge of data privacy, heterogeneity, and scalability.
– Software architecture: There is a lack of systematic architecture design for federated
learning systems to guide the methodical development of federated learning systems and
provide design or algorithm alternatives for different system settings[94].
– Regulatory compliance: The regulatory compliance for federated learning systems is
still under-explored [94] (e.g., whether data transfer limitations in GDPR is applied to
model update transfer, ways to execute right-to-explainability to the global model, and
whether the global model should be retrained if a client wants to quit). Machine learning
communities and law enforcement communities are expected to cooperate to fill the gap
between federated learning technology and the regulations in reality.
– Human-in-the-loop: The end-users tend to trust the expertâĂŹs judgement more than
the inference by machine learning. Hence, domain experts are expected to be involved in
the federated learning process to provide professional guidance [176].
• Advanced privacy preservation methods. Federated learning preserves the client data
privacy by only exchanging the model updates with the central server. However, the existing
solutions can still reveal sensitive information and need to balance the tradeoffs between
privacy and accuracy [74, 94, 96, 99, 109, 121].
– Tradeoffs between data privacy and model system performance: The current ap-
proaches, such as differential privacy and collaborative training, sacrifice the model per-
formance, and require significant computation on clients [99, 109, 121]. Hence, the design
of federated learning systems needs to balance the tradeoffs between data privacy and
model/system performance.
– Granular privacy protection: In reality, it is necessary to protect privacy in a more
granular manner, as privacy requirements may differ across clients or sample data on
a single client. Privacy heterogeneity should be considered in the design of federated
learning systems, which treat clients differently according to their privacy requirements
(e.g., client device-specific or sample data specific). One interesting direction of future
work is extending differential privacy with granular privacy restriction (e.g., heterogeneous
differential privacy) [94, 96, 109].
– Sharing of less sensitive data: Instead of sharing the model parameters, devices can only
share less sensitive data (e.g., inference results or signSGD), and this type of approach may
be considered in future work [74, 109].
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• Improving system and model performance. There are still some performance issues
regarding federated learning systems, mainly on resource allocation (e.g., communication,
computation, and energy efficiency). Moreover, model performance improvement through
the non-algorithm or non-gradient optimisation approach (e.g., promoting more participants,
the extension of the federated model training method) is also another future research trend.
– Handling of client dropouts: In practice, participating clients may drop out during learn-
ing due to energy constraints or network connectivity issues [74, 94, 99]. Large amounts of
dropped participating clients can significantly degrade the model performance, and many
of the existing studies do not consider the situation when the number of participating
clients are changing (i.e., departures or entries of clients). Hence, the design of a federated
learning system should support the dynamic scheduling of model updates that can tolerate
client dropouts. Further, new federated learning algorithms are needed to deal with the
scenarios where only a small number of clients are left participating in a training round. In
addition, the learning coordinator can also provide special network connections to clients
to avoid dropouts.
– Advanced incentive mechanisms: Without well-designed incentive mechanisms, po-
tential clients are reluctant to join federated training, which will discourage the adoption
of federated learning [74, 94, 176]. In most of the current design, the model owner pays
for the participating clients simply based on some metrics (e.g., number of participating
rounds or data size), which might not be effective in evaluating the incentive provision.
Therefore, how to design an efficient and effective incentive mechanism to attract devices
with high-quality data to participate in federated training tasks is still an open problem.
Therefore, incentive mechanisms and evaluation mechanisms are important in such loose
federated learning.
– Model market: A possible solution proposed to promote federated learning applications is
the model market [94]. For instance, one can perform model aggregation using the models
purchased from the model market. In addition, the developed model can be market on
the model market with additional information (e.g., task, application domain) to enable
federated transfer learning.
– Combined algorithms for communication reduction: The method to combine differ-
ent communication reduction techniques (combining model compression technique with
local updating) is an interesting direction to further improve the system’s communication
efficiency (e.g., optimise the size of model updates and communication instances) [74, 96, 99].
However, the feasibility of such methods combination is still under-explored. In addition,
the tradeoff between model performance and communication efficiency needs to be further
examined (e.g., how to manage the tradeoffs under the change of training settings?).
– Asynchronous federated learning: Synchronous federated learning may have the effi-
ciency issue caused by the stragglers since each training round will only complete when
the slowest client sends its model update. Asynchronous federated learning has been con-
sidered as a more practical solution, even allowing clients to participate in the training
halfway [74, 96, 99]. However, new asynchronous algorithms are still under-explored to
provide convergence guarantee.
– Quantifying statistical heterogeneity: Since clients usually generate non-IID data, quan-
tifying the statistical heterogeneity into metrics (e.g., local dissimilarity) is needed to im-
prove the model performance [96, 99]. However, the metrics can hardly be calculated before
training. One important future direction is the design of efficient algorithms to quickly
calculate the degree of statistical heterogeneity that is useful for model optimisations.
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– Multi-task learning: Most of the existing studies focus on training the same model on
multiple clients. One interesting direction is to explore how to apply federated learning to
train different models in the federated networks [74, 109].
– Decentralised learning: As mentioned above, decentralised learning does not require a
central server in the system [74, 109], which shields the system from possible single-point-
of-failure. Hence, it would be interesting to explore if there are any new attack surfaces or
whether federated learning security issues still exist in this setting.
– One/few shot learning: Federated learning that executes less training iterations, such as
one/few-shot learning, has been recently discussed for federated learning [74, 96]. However,
more theoretical and empirical studies are needed in this direction.
– Federated transfer learning: For federated transfer learning, only 2 domains or data
parties are assumed in most of the current literature. Therefore, Expanding federated
transfer learning to multiple domains, or data parties is an open problem [74].
5 THREATS TO VALIDITY
We identified threats to validity that might influence the outcomes of our research. Firstly, publica-
tion bias exists as most published papers have positive results over negative results. However, the
studies with positive results are not necessarily better than research with negative outcomes. While
studies with significant results are much appealing to be published in comparison with studies
with no or negative results, a tendency towards certain outcomes might leads to bias conclusions.
The second threat is the exclusion of studies that focus on pure algorithm and gradient opti-
misation. As mentioned in Section 2.3.2, the research on algorithm and gradient optimisations
is not within our research scope. However, the exclusion of respective studies may result in the
completeness of this research as some discussions on the model performance and heterogeneity
issues might be excluded. Therefore, We screen through the abstract section of those papers and
only exclude the papers with research contribution no other than pure algorithms and gradients
optimisations. This is to avoid the bias in exclusion as much as possible.
The final threat is the study selection bias. As mentioned in Section 2.3, the study selection
process is conducted in two phases. In the first phase, papers are selected based on the title, abstract,
and keywords by the two independent researchers. After that, the pilot study is conducted on
the selected papers to refine the search terms and inclusion and exclusion criteria. To avoid the
study selection bias between the 2 researchers, the cross-validation of the results from the pilot
study is performed by the two independent researchers prior to the update of search terms and
inclusion/exclusion criteria. The mutual agreement between the two independent researchers on
the selections of paper is required and when a dispute on the decision occurs and cannot be solved,
the third researcher is consulted. In the second phase, the papers are selected based on the full-text
screening result with the same selection process. With this study selection process, we can avoid
the study selection bias.
6 RELATEDWORKS
Prior to the conduction of this systematic literature review, we have collected all the surveys and
review papers of federated learning. There are 7 surveys and 1 review that cover the federated
learning topic. After reviewing all the publications, we found out that only [94] definedmethodology
for their research. While the time frames of most existing works began in 2016, only 3 surveys have
covered the research works until 2020. To our knowledge, there is also still no systematic literature
review conducted on federated learning.
A survey on federated learning systems is performed by [94]. The survey conducted provides
analyses on general federated learning researches from a system point of view, including system
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components, taxonomy, summary, design, and future vision. The paper proposed a federated learn-
ing building blocks taxonomy that classifies the federated learning system into 6 aspects: data
partitioning, machine learning model, privacy mechanism, communication architecture, the scale
of the federation, and motivation of federation. The survey also provides a categorisation of the
federated learning studies collected according to the taxonomy proposed, and some case stud-
ies. [74] presented a general survey on the advancement in research trends and the open problems
suggested by researchers. Moreover, the paper covers detailed definitions of federated learning
system components and different types of federated learning systems variations. Identically, [96]
presents a review on federated learning that covers some core challenges of federated learning in
communication efficiency, privacy, and some future research directions.
Surveys on federated learning systems for specific research domains are also conducted. For
instance, [121] reviewed federated learning in the context of wireless communications. The survey
mainly covers the data security and privacy challenges, algorithm challenges, and wireless setting
challenges of federated learning systems. The survey also provides comparisons on the features,
design goals, and applications between federated learning, distributed learning, parallel learning
and ensemble learning systems. Similarly, [99] performed a survey on federated learning in the
mobile edge network that covers the studies and researches on federated learning and mobile edge
computing. The challenges of federated learning implementations on mobile edge networks are
presented and the solutions by each study are also elaborated in the survey. [109] surveyed on the
security threats and vulnerability challenges dealing with adversaries in federated learning systems
whereas [176] surveyed the healthcare and medical informatics domain. A review of federated
learning that focuses on data privacy and security aspects was conducted by [184]. The paper also
explained the data partitioning types of federated learning systems and compared the federated
learning system with distributed machine learning, edge computing, and the federated database
system. Different from other surveys, there were no discussions on the open issues and future
research trends in [184].
Ultimately, the survey and review papers have reported different studies and research works
conducted on federated learning. These review and survey work stated above have motivated
a more comprehensive and thorough systematic literature review on federated learning. The
comparisons of each survey and review papers with our systematic literature review are summarised
in Table 18. We compare our work with the existing works in 4 aspects, mentioned by Hall et
al. [53], that our work aims to fulfill. (1) Time frames: Our review is the most contemporary because
it includes studies published from 2016-2020. (2) Systematic approach: We followed Kitchenham’s
standard guideline [82] for the conduct of this systematic literature review. Most of the existing
works have no clear methodology approach, where information is collected and interpreted with
subjective summaries of findings that may subject to bias. (3) Comprehensiveness: The number of
papers analysed in our work is higher than the existing reviews or surveys as we screen through
relevant journals and conferences paper-by-paper. (4) Analysis: We provide a more detailed and
comprehensive meta-analysis on the federated learning approaches, including both the context of
studies (e.g. publication venues, year, type of evaluation metrics, method, and dataset used) and the
data synthesis of the findings of the studies.
7 CONCLUSION
Federated learning being an emerging decentralised machine learning paradigm has attracted a
high amount of attention from academia and industry. This paper presents a systematic literature
review on federated learning from the software engineering perspective. We collected 1074 studies
through automatic searches on the selected primary sources and identified 231 studies for in-depth
review. The review was conducted based on our predefined protocol. We identified interesting
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Table 18. Comparison with existing reviews/surveys on federated learning
Paper Type Time frames Methodology Scoping
Our study SLR 2016-2020 Following SLRguideline [82]
A software
engineering view
Yang et al. (2019) [184] Survey 2016-2018 Undefined In general
Kairouz et al. (2019) [74] Survey 2016-2019 Undefined In general
Li et al. (2020) [94] Survey 2016-2019 Customised A system view
Li et al. (2019) [96] Survey 2016-2020 Undefined In general
Niknam et al. (2020) [121] Review 2016-2019 Undefined Wireless communications
Lim et al. (2020) [99] Survey 2016-2020 Undefined Mobile edge networks
Lyu et al. (2020) [109] Survey 2016-2020 Undefined Vulnerabilities
Xu and Wang (2019) [176] Survey 2016-2019 Undefined Healthcare informatics
findings, open problems, and future prospects for federated learning research. The comprehen-
sive systematic literature review provided in this paper are expected to guide researchers and
practitioners understand the state-of-the-art and conduct future studies in federated learning.
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