Tliis paper deals wilh ihe dislribution of word length in short native mylliological and hisuirieal Eskimo narrative texls. To my knowledge. no Eskimo-Aletil data have been ihe object of quantitative linguistie Investigation so t'ar. Dtte Io tlie strong linguistie and slylixlic honiogcncily of Ihe examined texts u was assumed tlial tltese texts tun be subsumed under a single law o f Word lengih dislribution. il word lenglh distribulion ol a tcxi is eonsidered as a funclimi of eerlain of its properties. such as aulhor. language. and genre. So far. word lengih dislribution in texts of a wide variely of languages and genres has hecn demonstraled lo follow distribulions of ihe eompound Poisson lamily of diserele probabilily dislribulions. In view ol ihe morphological idiosynerasies of ihe Eskimo language in general, wliieli are responsihle for an unusually high mean word lenglli of aboul 4.5 lo 5.2 syllubles per word in Ihe texts, it is inleresting io sec whether Eskimo texts show a signifieantly different behaviour with respeel lo word length. The resuhs demonstrate ihm ihe Eskimo data cmployed in this study ean be filtcd well by die llyperpoisson dislribution, Two lurlher discrete probabilily distribulions will be dedueed from eerlain morphohifiy-bused assumptions about Eskimo. Il lurns otil Ihat rnost of die Eskimo data ean be filled by these two distribulions. The quesdon lo whal extern diese resulls point lo a more grammar-oriented iheory of word length is also diseussed.
THE DATA
All texts have beeil laken Crom a collection of Eskimo Stories from Povimgniluk. Quebec (Nungak. & Arima. 1969 ; ihe original Eskimo spell in» of the loponym is 'Povirngnituq' i A number of very short narratives in the book have not been taken inlo consideralion. The selection of these texts for a quantitative analysis can be justified on several grounds.
First, all texts were produced by native Speak ers front the town of Povirngnituq. whicli secures a eerlain linguistie homogencity of the texts in question. More speeitleally. the language of the texts can be delermined as belonging lo the Ntmavik group of the East Canadian Inuklitut braneh olThe Inuit (Inuktitut) brauch of the Eskimo (and. hence. Eskimo-Aleul) language lamily (cf., the dialectal grouptngs introdueecl in Forlescue. Jacobson. & Kaplan. 1994) . Apart from geographical consideralions, a purely lin guistie ci ilcrion can be adduced to ascertain Ihe dialeelologieal pertinence lo the Nunavik group. viz. the prohihition of two or more subsequent closed syllubles (in olher words. o f sequences CCV( V )CC) w ithin the boundaries of a word. a constraint oflen referred to as 'Schneider's law '. For exumple, compare the behaviour of the unpossessed lerminalis case ending. the dual number of which is -inuit. redueing to -nui when fullowing a closed syllable: arngniuiluunnut maqruunut I "by two big women', to be found in lext 13 in Nutigak. & Arima. 1969) .
Second, all texls are trudilional and usually well-known oral narratives of the area. myihs. logends and historical accounts. The texts are ehher transcriplions of lape recordings or alphabclic Iranscriplions of lext wriuen by ihe slorylellers in Standard Eskimo syllabic scripl. As edilorial amendments in the texts were kept to u minimum. the language of the narratives may. with certain restrictions, be said to relleci which are. tu Inuit alphabetic il rendering. not «cna raled front the wortl they follow. whereus tliey are sei ■II by hyphcns in slttndard 1 np'ik orlhography. These eitel11ics form a ver> small closed group nt all Eskimo ianguages and are sttbjecl to word internal sundhi any explanation of ('rhylhm ic') lengtheniiig and accentualion phenomena hinges crucially on a concept of syllable. Nevertheless. different descriplive approaches are possible even in this case. Thus. Jacobson (1995) öfters two differ ent ways ofdescribing suprasegmental phenom ena in his grammar of Central Alaskan Yup'ik. which. in a way. may be understood as two dif ferent views on the notion of syllable. As the decision should refer to phonological reasoning only. I shall assume here thal, in the Nunavik dialect. any orlhographical sequence (C)V( V)(C) represenls one and only one syllable: thal is. 'long vowels' and 'diphlhongs' are always laulosyllabic (neverhave an internal syllable bound ary). This lakes accounl of 'Schneider's law' menlioned above, which is thus interpreted as a constraini on possible sequences of syllables, This happens to coincide with the notion of syl lable adopted in the above-menlioned Yup'ik grammar by Jacobson (199?) and is accepled, as ii seems. by the majorily of Eskimo linguisis. No satisfactory syllabic interprelation has beeil found. however. for the exceedingly rare comhination of ihrer vowel graphemes, iua. uii and tuui 2 1 have treated them as bisyllabic. Statistically. tliese trigraphs occur less th;m once per text. however.
In all cascs, only the running text without headline has beeil considered.
Findings
Willi the exceplion of only one text. all 33 nar ratives could be litled by the l-displaced and 2 -displaced Hyperpoisson distribin ion. one of the discrete probability distributions used meist ollen for modelling word length. Its formula is as follows: Non-,i = 2 .5 2 1 :6 -1 .0 7 4 7 : X2 = 3.444: DF= 5; HAT-) = 0.6319. Nute, ii = 6.0762: h = 3.9297: X2 = 5.694: D l = 3 : / J(X2) = 0.1275.
Text lo r com putK on: Y u p 'ik m irrutive (Jacobson, 1995, p. 45 I ) . In whal follows. some perspectives on more grammar-oriented tnodcls of word lenglh distribution will be oullined. In particular. I shall draw attention to the morphentic Organisation of words. Iiuleed. it is just the sirongly agglutinalive structure of Eskimo words that suggests such a line of reasoning. In general, any Eski mo word can eaxily be interpreted as a chain of clear-cul morphemes.
Some brief remarks on the principles of word lörmation in Eskimo may be in order here. Words either belong to a closed d ass of uninflecied 'adverbial' particles or lliey arc inflected. in which case they arc eilher nouns or verbs. An inflected word consists of a (nominal or verbal) stein and a (nominal or verhall etuling (E). In the most elementary case. a stein just consists ofone morphemecalled (nominal or verbal) root or base (B). symholically: 11B |<|(.n) -E). e.g. itigai HUSHAND-MYiABS 'my husband" (absolulivecasc). Usually, however. bases are suffixed hy one or more out of several hundred availahle po.uba.se morphemes, here symbolized as P. lo form successively more complex siems. Word structure mighi then be characterized as follows:
Thus, siems may be expanded through recursive right-branching. such that euch postbase may be characterized as being the (morpholog ical. semantic) 'regens of the whole preceding stetn and lience the 'head' of the stein that cotisists of the postbase itself and all preceding morphemes. Postbases are either nominal or verbal in that they determine whether the stent they are head of is nominal or verbal They are usually also üetermined as io whether the stem or naked hase they are suffixed lo must be ver bal or nominal. There is no theoretical limil as lo ihe num berof admissible postbases in a word. Endings may be followed by an 'enclitic' sulTix, such as -tu 'and': u i g a b t 'and my husband'.
For an example, we may take the base ui-HUSBAND front above as a stariing point and add a Tiominal-lo-verbal' postbase -q u q -HAVE to get the stellt tti-q a q -HUSBAND-HAVE 'to have a husband'; cf. u i-q a q -tu n g a HUSBAND-HAVE-I SG:PRES:ITR T have a luisband' willi ihe ending -ju n g a . A 'verbal-to-verbal' poslbase such as -ju n u t-WANT mighl Ilten be added to lins stem to yield an even ntore complex stem u iq a -r u in u -To wani to have a husband', as in u iq ctru im iju n g a lu T warn to have a husband, loo' (note the word sandln found in diese examples).
Tltis may be continued to form u i-q a -r u in ala ttn lg l-n g ii-iu n g a
h u s b a n d -h a v e -w a n t - Th ns. eacli word bas an average of h morpliemes (b+ I in the one-displaced case), witli a mean sy Mahle num berof hi (hh-I in die one-displaced case) per inorphenie. I assume mutual independenec of all random variables here (the lengtli of a morpheme is influenced neilher by the lengtli of other sylluhles nor by the number of syllables in the word).
The advanlages of this approach are obvious. First, die two parameters involved receive a di rect linguistic inlerpretation and can. at least in principle (but see conclusion) be verified on the data. Second. the assumptions made liere may be viewed as governed by a single principle staiing (hat the lengtli of a cerlain type of linguistic unil as expressed in terms of die number of ils subunits is Poisson-distributed.
1 shall now give explieit forms for Ihe word lengtli distribiition that is determined by the above postulales, stariing witli the more involved case of a one-displaced syllabic distributioii, wliere zero-syllable morpliemes (whicli are rare in Standard analyses of Eskimo morphology) are disallowed. such [hat a word of n syllables may consistofany number of morpliemes belween I and n.
Lei us denote die probability of word lengtli / (i = 1.2. 3,...) with given parameters b and in as explained above by P (b. in, i) . Lei n (a.x) = e " . *' ! r denote the one-displaced simple Poisson distribiition witli expeclancy value « + I, where v = 1 .2 .......According lo die two general principles proposed above. we Ihen have 
V x«, = '
) This is to be underslood as follows. To find, e.g., the probability P(b, in. 5 )o f a word lengtli of live syllables for given values of in and />. one sums up the prohabilities of all 'morpheme configuralions' possible for words witli live syllables, multiplied by the probability iff.li. i) of die respec live number i of morphemes per word as deter mined by the configuration. Here a 'morpheme configuratioiT is simply a sequence of morpheme leiiglhs. such as 2-1-2. meaning 'first a two-syllable morpheme, dien a monosyllabic one. linally again a bisyllabic one', wliich must be distinguished from. e.g., 1-2-2. The probability of such configurations is calculated by multiplying the respective morpheme lengtli prohabilities, e.g.. for 1-2-2 or 2 -1 -2: n (/«, I ) x min. 2) x 2).
In (2), the culculation is split into two pnrts. We summarize over thc numher of possible morphemes (viz.. I to I) in a word of / syllables (ouier suin). Wilhin cacli possible numbcr ol morphemes / in ihe word. the morphemic probahiliiy for wliich is idb. i), ihe inner sum runs over all possible orderet! i-foldpartitions (n ...... ir) of /. tlial is, over all ordered r-luples of pos itive, non-zero inlegers nt whosc sum is I. (Thus, I -2-2 is an ordered 3-l'old partition ot' 5.) These partitions represent the available arrangements ol / morphemes wilhin a word of / syllables. The probability of euch arrangement is. ol course, the product of the probahilities for Ihe composing morphemes, wliich. in turn, only depend on the length of the respective morphemes themselves as determined by the partition in questio n .
Though (2) gives a straighlforward accotinl of otir distribution, it is neither easy to handle mathematically nur trivial tocalculate. As there are 2' possible partitions of an integer /. Com puting limes explode exponenlially for growing / in (2). As a consequence. we had rather look for some more stringent formula. To begin with. the inner sum in (2). henceforth abbreviated as (p(»i, /, /), can be interpreted as a probability distribution with Parameters w and /. evaiualed for value /. This distribution obviously is the sum of / mutually independent onc-displaced Poisson distributed random variables with pu ramelerin. Sincc the probability generaling functions (pgf) of mutually independent distribulions multiply wlien their random variables are summed up. we have (with ,v <■"" 11 as pgf ol r t tt f ..»)):
Replacing the inner sum tpl in. /. il in (I) with our last formula in (4), we finally have
After some tidying up ourresult is asurprisingly simple formula with calculation limes grow ing in a linear fashion with growing /. viz
The case of a word length distribution with nondisplaced syllabic distribution. here denoted as P (h. in. I) . is much easier to cope with. I.ingiiistieally speaking. P may be interpreted as allowing for zcro-length morphemes. Thus. ifa word has two syllables. there is, according tu P'. a certain. albeit small probability that the word is composed of, say. I 37 morphemes. I 36 of wliich do not contain a syllabic core. In gen eral, any word is allowed to consisi of an arbitrarily high number of morphemes. Instead ol (2). we stau from the following: -iß f t.v). and not a dcsccnding facloriul.
Here, n Ui. r) denotes the Poisson distribution. R ta. x) = e" ßp, . For the sake of simpJiciiy, I also assume non-displaced morphemic distribiition here. The inner sum in (7). henceforth abbreviated as tp (in. I. i ), may. accordingly, be expressed as
Inserlcd into (7). ihis immedialely yields
. (2) and (7) defines. if loosely. a faniily of probabiliiy distributions thal seems to he a good siarting puint for word length modelling in non-isolaling languages. This family is not the Neyman family of distributions, since P(/j. in. I) as given in (6) 
