This is a review of recent advances in our understanding of the sensory modalities of touch, temperature sensitivity, and pain. Most of the research described is psychophysical or perceptual in nature, but physiological and imaging studies are included when they sharpen issues or reveal underlying mechanisms. Coverage of touch research comprises the subjects of acuity, vibrotaction and texture perception, perception of location and movement, tactile attention, and cross-modal phenomena. For pain, the covered topics are central sensitization, pain-touch and pain-pain interactions, placebo effects, the role of attention and emotion in pain, and the genetics of pain. For touch, the topics are arranged roughly in order of increasing cognitive involvement, but such an ordering is not feasible for pain, where attitudes and expectations can substantially affect even the most "sensory" of judgments.
INTRODUCTION
In many ways, somesthesis (touch and other forms of bodily sensibility) is unique among sensory systems. It is the most diverse, comprising a family of submodalities that respond in a variety of ways to mechanical, thermal, and chemical energy; it has the largest sensory surface, even if we ignore internal structures and consider only the skin; it reflects the most balanced emphasis on spatial information (in which vision is pre-eminent) and temporal information (the specialty of the auditory system); it is the one most closely interwoven with affect, both positive and negative; and of the senses, it is the most essential to life.
The sense of touch, broadly defined, has also played a crucial role in sensory science, yielding paradigm-shifting discoveries on topics ranging from sensory discrimination and the specificity of sensory nerve endings to (more recently) the brain's capacity for plasticity. Current work offers many new insights, as described in this review. Some newly discovered principles underline the distinctive role and nature of somesthesis; others-especially at the cognitive levelemphasize similarities and interactions across modalities.
This review covers research on the somesthetic senses of touch, thermoreception, and pain, during the period [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] . The last such review in these pages was by Craig & Rollman (1999) , and an attempt has been made to provide continuity with their survey while minimizing overlap.
In surveying this broad subject within the space available, it has been necessary to be selective in the choice of citations. For example, when a series of articles report closely related experiments, only key references are given; and studies prior to the reviewed period are generally omitted, even if they helped lay the groundwork for research that is discussed. The citations given are sufficient, however, to give readers access to the extended literature. Finally, it has only been possible to give incidental coverage to some topics, most notably haptics, the study of active exploration (especially) by the hand; Jones & Lederman (2006) provide an authoritative review of this expanding field. Research on the sense of touch in persons who are visually impaired is also omitted; work in this area has recently been brought together by Heller & Ballesteros (2006) .
Psychophysical research is emphasized throughout, with physiological and neuroimaging work cited only sparingly. For erudite coverage of the anatomy and physiology of the hand, see Mountcastle's 2005 monograph. We begin with touch; later sections are devoted to thermal sensation and to pain. skin, and the subject reports whether one or two were felt; the smallest separation that supports a "two" report is the threshold. Although many discoveries (most notably the systematic variations in acuity across the body surface) were made with this method, it gradually became clear that experimental subjects could base their responses on a variety of criteria. In recent years a consensus has emerged (Craig & Johnson 2000 ) that more precise and analytical measures should generally be used in place of the twopoint threshold.
The fact that subjects can use different criteria is interesting, however, for it suggests that tactile acuity is a complex phenomenon, to which multiple processes contribute. To dissect these, Craig (1999) asked subjects to discriminate among three distinct stimuli, pressed against the index fingerpad. One was a tactile grating, with ridges parallel to the long axis of the finger; a second was an identical grating but oriented at 90
• to the first; the third stimulus was a smooth surface. Craig found that subjects were better at identifying the smooth surface than they were at distinguishing the two orientations of grating from one another. Gibson & Craig (2002) proposed that the relatively easy smooth-grooved discrimination is largely mediated by intensity cues, with ridge edges contributing to overall stimulus effectiveness, whereas the grating orientation task is accomplished by the use of spatial information. In support of this view, they demonstrated that orientation task performance varies substantially with the locus of stimulation, as does receptor spacing, whereas performance on the smooth-grooved task does not. Recent work has shown, however, that the distinction between types of information used in the two tasks is more nuanced than was originally thought: In the smooth-grooved task, subjects detect the grating's inhomogeneities although they do not perceive their spatial layout (Craig et al. 2008) .
A shortcoming of the grating orientation task is that it is difficult to use except on the hand and face: Acuity elsewhere is so poor as to require a grating too large to be practicable.
Slowly adapting type 1 (SA1) channel: a semi-independent anatomical and functional system consisting of Merkel disks (pressuresensitive cutaneous mechanoreceptors) and their neural connections RA: rapidly adapting mechanoreceptor A gap-detection task, however, addresses this concern: It can be used on the arm as well as the hand, and performance varies steeply with innervation density, implying spatial processing (Gibson & Craig 2005) .
The physiological basis of spatial processing has been explored by Bensmaïa et al. (2006b) , building on earlier work by Johnson and colleagues (for an overview, see Johnson 2002) . Bensmaïa et al. (2006b) recorded from mechanoreceptive afferents serving the fingerpad of the macaque monkey, while tactile gratings were pressed against it. Activity of a neuron was modulated as the grating was stepped across its receptive field. The depth of this modulation increased with groove and ridge width (these were always equal to each other), no doubt accounting for the fact that coarse gratings are easier to resolve. These physiological results demonstrate that responses from a population of afferents with offset receptive fields are capable of providing the spatial information on which grating orientation judgments depend.
As expected, Bensmaïa and colleagues (2006b) found that modulation was greater in slowly adapting type 1 (SA1) afferents than in rapidly adapting (RA) afferents; this result is consistent with the widely accepted view that SA1 afferents (which terminate as Merkel disks in the skin) are the premier conveyors of spatial information. Interestingly, vibrating the gratings (e.g., at 80 Hz) while they were being held against the skin had virtually no influence on the amount of spatial information carried by the afferents, but reduced the grating-orientation acuity of human observers presented with the same stimuli (Bensmaïa et al. 2006a) . Since this interference does not occur in the afferents, it must reflect events in the central nervous system. Bensmaïa and colleagues hypothesized that relatively blurred signals from RAs, which are vibration-sensitive, might be combining with and thus degrading the precise spatial signals carried by SA1s. They confirmed this idea by showing that adapting out the RA channel with strong vibration improved subjects' performance on the spatial task. 
Vibrotaction
Understanding of the way in which the somatosensory system responds to dynamic stimulation has also advanced in the past decade, with some earlier ideas supported by new evidence, while others have been overturned.
Continuing to refine the multichannel model of vibrotaction that has gradually evolved from the pioneering work of Verrillo (1962 ), Gescheider et al. (2001 used an adaptingeffectiveness measure to define the tuning curves of the RA, Pacinian (PC), and slowly adapting type 2 (SA2) channels. The results are consistent with tuning curves obtained earlier using masking procedures (Bolanowski et al. 1988) but extend them over a wider frequency range. An elegant synthesis of work on the multichannel model has recently appeared (Gescheider et al. 2009 ).
Vibrotactile stimuli are perceived as having both intensity and pitch, and these subjective properties vary as a complex function of stimulus amplitude and frequency (Hollins & Roy 1996 , Roy & Hollins 1998 . To explore intensity coding, Muniak et al. (2007) compared magnitude estimates from human participants with physiological responses recorded from primary afferents in anesthetized monkeys. They used a mathematical model to demonstrate that subjective intensity can be accounted for by an additive combination of signals from the SA1, RA, and PC channels. (The SA2 channel is not present in monkeys, and even in humans it appears to play little role in vibrotaction.)
With regard to vibrotactile frequency judgments, the view that they are based on temporal coding (Mountcastle et al. 1969 ) has been widely accepted. However, it has since been found that trial-to-trial changes in the accuracy of monkey frequency discrimination closely reflect concurrent variations in the rate of firing of its S1 neurons (Salinas et al. 2000) . The implication is that a neural rate code may contribute to vibratory pitch. The frequencies employed by Salinas et al. were in the range to which the RA system is primarily responsive; when a wider range of frequencies is involved, pitch coding may include a comparison of activity levels in different mechanoreceptive channels (Roy & Hollins 1998 ).
Texture Perception
Texture, in a broad sense, means any mechanical properties that influence the feel of a surface. A multidimensional scaling (MDS) study in which subjects were asked to rate the differentness of everyday surfaces from one another showed that roughness and hardness are the two main dimensions of texture space, with a slipperiness/stickiness dimension playing a secondary role for some individuals (Hollins et al. 2000a) . Additional dimensions may come into play when specialized sets of surfaces are used.
Research during the past decade has demonstrated that at least two sensory coding mechanisms contribute to the roughness/smoothness of a surface. It had previously been shown, in a series of studies summarized by Johnson (2002) , that the roughness of a surface could be predicted on the basis of spatial variations in activity within the population of SA1 afferents in the stimulated skin. They found the roughest surfaces to be those with texture elements that activated some of these afferents while being far enough apart (about 3 mm on the fingerpad) to leave a roughly equal number of intervening SA1s unstimulated; the relationship between roughness and element spacing is, however, modulated by a variety of other geometrical parameters (Meftah et al. 2000 ). Johnson's work has provided physiological confirmation of a spatial code for roughness, psychophysically demonstrated much earlier by Lederman (1974) .
A number of subsequent findings showed, however, that a spatial code cannot account for the roughness/smoothness of very fine surfaces (those with spatial periods below about 200 μm). For example, coarse surfaces are equally discriminable whether they move across the fingerpad or remain stationary, a result consistent with a spatial code; fine textures, on the other hand, become indiscriminable when they are held motionless against the skin (Hollins & Risner 2000) . The authors proposed that lateral stimulus movement creates vibrations that are detected by mechanoreceptors and form the basis for the perceived roughness of fine surfaces. Hollins et al. (2000b) demonstrated that vibrotactile signals can manifest themselves perceptually as roughness. They found that surreptitiously vibrating a surface as the finger moved across it made it feel rougher, even for subjects who later reported no awareness of the vibration.
To determine whether vibration per se, rather than some other concomitant of stimulus movement, is essential for fine-texture perception, Hollins et al. (2001) measured the discriminability of surfaces before and after they desensitized vibrotactile channels with strong 100-Hz vibration. This adaptation did not affect the discriminability of the coarse surfaces, but it virtually abolished discriminability for the fine surfaces. In a second experiment using selective adaptation with low-and high-frequency vibrations, Hollins et al. (2001) showed that activity in the Pacinian channel was necessary for perception of the fine textures.
Taken together, these studies provide considerable support for the duplex theory of roughness, i.e., the view that roughness is mediated by two neural codes-a spatial code for coarse textures and a vibrotactile code for fine textures. A substantive understanding of the vibrotactile code required, however, that cutaneous vibrations be recorded and analyzed. Bensmaïa & Hollins (2003 , 2005 made such recordings by tracking the movements of a small magnet riding on the skin as a variety of fine surfaces were drawn across the fingerpad. Fourier analysis revealed that when periodic surfaces (etched arrays of microscopic truncated pyramids) were used, the fundamental frequency of the recorded vibrations corresponded to the frequency at which texture elements swept across a given location on the skin; this confirmed the validity of the method. A rich assortment of higher frequencies (including harmonics) was also present, so that each surface, including papers, cloths, and other everyday surfaces, had a distinctive Pacinian channel: a semi-independent anatomical and functional system consisting of Pacinian corpuscles (large, vibration-sensitive mechanoreceptors) and their neural connections; also called the PC channel vibratory signature that could conceivably mediate its distinctive "feel," given the independently demonstrated ability of subjects to discriminate complex vibrations based on their harmonic structure . Roughness, however, was found to be a fairly straightforward function of the calculated overall effectiveness of vibration in activating Pacinian corpuscles (Bensmaïa and Hollins 2003) . Research with surfaces moving across an artificial fingertip (Scheibert et al. 2009 ) has shown that fingerprint ridges promote this stimulation of Pacinians by amplifying vibration frequencies to which they are sensitive.
Some surfaces have a microtexture superimposed on a macrotexture, like corduroy. Gescheider et al. (2005) have shown that judgments of the roughness of texturally complex surfaces are normally based primarily on macrotexture. However, when subjects are asked to rate the roughness of individual texture elements, they give responses that can be reduced by 250-Hz adaptation and are thus mediated by vibrotaction. The subjects were also able to combine both types of signals into estimates of "overall" roughness, a result that strongly supports the duplex theory.
Despite this degree of synthesis, roughness perception remains an active, and sometimes controversial, research area. Among the views for which evidence has been put forward are that a spatial code can account for roughness of fine as well as coarse textures (Yoshioka et al. 2001) and that texture element height (Miyaoka et al. 1999) , tangential force variations , and temporal coding (Cascio & Sathian 2001) contribute to perceived roughness.
All of the studies described in this section were concerned with direct touch; it is also possible to perceive textures (real or virtual) through a probe, such as a stylus. This indirect touch differs in instructive ways from direct touch. For example, roughness is determined not by the properties of the texture alone, but also by the relative dimensions of probe and surface features; this indicates that the interaction between probe and surface is determinative (Klatzky & Lederman 1999 , Klatzky et al. 2003 and implies that the same is true (although the interactions are more subtle) in direct touch. Some differences between direct and indirect touch, such as the partial blurring of perceptual dimensions in the latter (Hollins et al. 2004 , presumably reflect the fact that indirect touch is relatively impoverished with respect to spatial information. Other comparisons of direct and indirect touch have been made by Hollins et al. (2006) , LaMotte (2000) , and Yoshioka et al. (2007) .
Perception of Location and Movement
One of the most important components of the sense of touch is the ability to localize a cutaneous stimulus. Measured with isolated taps, localization is quite accurate; vibratory stimuli, however, appear to be less precisely localized, perhaps because they produce traveling waves and (at high frequencies) vigorously stimulate Pacinian corpuscles, which have large, diffuse receptive fields. Cholewiak & Collins (2003) measured localization on the forearm, using an array of vibrators extending nearly from the elbow to the wrist. Randomly selected vibrators were individually activated, and the participant was asked to identify them. Performance was good when tactors near the elbow or wrist were activated, but surprisingly poor when vibration was delivered to positions near the middle of the forearm: Apparently there is something perceptually distinctive about stimulation at a joint. The results were only partly accounted for by the fact that the elbow and wrist stimuli formed the ends of an array. Analogous findings were obtained with a belt of tactors worn around the waist (Cholewiak et al. 2004) , where the navel and spine apparently serve as landmarks. van Erp (2008) found, using a triangulation method, that such stimuli are mislocalized primarily in terms of their distance along radii from the center of the torso, perhaps reflecting the fact that our girth changes frequently! Work on this topic is motivated partly by a desire to facilitate the development of cutaneous devices that can convey spatial information not visually available.
Localization becomes more problematic when two or more stimuli, at neighboring positions, are presented in close temporal proximity (interstimulus interval <0.3 s). A variety of experimental paradigms have been used to study the resulting interactions, but it may be that a common set of mechanisms accounts for all of them. The basic finding is that the distance between two stimuli is increasingly underestimated as the interstimulus interval between them grows shorter. Cholewiak (1999) explored the limits of this spatiotemporal interaction by presenting pairs of taps under a variety of conditions and asking subjects to give magnitude estimates of the overall spatial extent of the resulting sensory experience. The same basic pattern of results was obtained on thigh, palm, and fingertip. At small separations (less than the traditional twopoint threshold for that body site), perceived extent depended on temporal separation only, suggesting that the local sign associated with a spot on the skin meanders somewhat; above the two-point threshold, perceived extent was a positive function of both spatial and temporal stimulus separation; finally, at very large separations (e.g., 30 cm on the thigh), time ceased to influence perceived distance.
Despite their similarities, the different examples of spatiotemporal interaction have some distinctive features. Consider, for example, cutaneous saltation (Geldard 1982), a phenomenon usually demonstrated with three taps, the first two (T1 and T2) at one location, and the third (T3) at a different location. In this situation, stimulation appears to "hop" from the initially stimulated locus to an intermediate spot and then to the location of the final tap; the attraction of the second tap toward the third one is a manifestation of spatiotemporal interaction. Saltation is so compelling that subjects cannot distinguish between it and a control condition in which T2 is actually delivered to the intermediate locus (Eimer et al. 2005) . A unique feature of saltation is that taps cannot be induced to cross the midline; however, Eimer et al. (2005) showed (by delivering taps to juxtaposed forearms) that the perceptual attraction responsible for it does cross the midline. With T1 and T2 delivered to one arm and T3 to the other, T2 hopped along the first arm in the direction (in external coordinates) of T3, but not between arms.
Few recent studies have examined the perception of continuous movement, but a set of experiments by Pei et al. (2008) , using a dense array of independently controllable probes to present tangible patterns to the index fingerpad, sheds light on this issue. They used several paradigms that are familiar from research on the visual perception of movement, including the field-of-bars paradigm in which a twodimensional array (i.e., rows and columns) of short, vertical bars drifts past a stationary circular aperture. The bars actually move along a diagonal, but the perception is that they move in a more nearly horizontal direction, and the illusion grows stronger as trial duration is shortened to 200 ms. Pei et al. (2008) propose that, as in vision, a developing percept is initially dominated by local cues (in this case movement of the mostly vertical edges of the bars perpendicular to their orientation), but that these elements are gradually combined into a more realistic overall impression.
The existence of a tactile movement aftereffect (MAE) offers another parallel with visual movement perception. In the visual MAE, adaptation to a moving pattern, such as a grating, causes a subsequently viewed test stimulus to appear to drift in the opposite direction; the effect is believed to result from desensitization of direction-specific motion detectors. Hollins & Favorov (1994) reported such an effect for touch following vigorous stimulation of the hand with moving bars; during the test phase, the subject's hand rested on stationary bars. In a larger study, however, Lerner & Craig (2002) found that only a minority of subjects reported a unidirectional MAE under these conditions. Watanabe et al. (2007) have now shown that more reliable MAEs can be obtained when care is taken to activate the RA channel during both adaptation and test: Their motion stimulus was a set of three pins, vibrating at 30 Hz, that were activated sequentially.
Affective Touch
Research described in the preceding sections supports the view that precise, discriminative judgments about tactile stimuli depend on signals in myelinated mechanoreceptive afferents. However, we also have a system of unmyelinated mechanoreceptors, the C-tactile (CT) afferents, which respond to sustained gentle pressure and slow movement (Vallbo et al. 1999) . In neurological patients who lack myelinated mechanoreceptors, and whose ability to detect light touch therefore presumably depends on the CT system, Olausson et al. (2002 Olausson et al. ( , 2008 found that tactile stimuli elicit only vague, pleasant sensations that are difficult to localize. They proposed that these afferents, stimulation of which activates limbic structures rather than somatosensory cortex, may contribute to emotional responses to caress-like interpersonal touch (the "affective touch hypothesis"). Consistent with this idea, McGlone et al. (2007) found that a soft brush sweeping along the skin feels most pleasant at those velocities (1-3 cm/s) that are most effective in activating CT afferents. More research is needed to definitively evaluate this intriguing hypothesis.
Tactile Attention
We can attend to a tactile stimulus as well as we can to a visual or auditory one, and there is now a considerable literature on the nature of this process-or rather, family of processes. The present review covers only psychophysical work, but rapid progress is also being made in understanding the physiology of tactile attention: Key papers by Chapman & Meftah (2005) and Roy et al. (2007) provide access to the literature on this topic.
The rules of attention for touch are quite similar to those for other modalities. For example, tactile attention can be drawn to a particular location by a sudden stimulus, as demonstrated by Spence & McGlone (2001) . Subjects
Cross-modal:
involving an interaction between sensory modalities, as when an auditory stimulus modifies tactile perception in their study held a sponge cube in each hand, using thumb and forefinger. Two small vibrators were embedded in each cube, and the subject's task was to indicate, by operating foot pedals, whether the target vibrator activated on a trial was an upper or a lower one. A fraction of a second before the target, both vibrators on one side were briefly activated. The subject knew that this cue was nonpredictive in that it was delivered to the same hand as the target only half the time. Nevertheless, performance was faster and more accurate on these ipsilateral trials, showing that attention was exogenously (i.e., reflexively) drawn to the cued hand. The effect of cuing was most marked when the target followed the cue at a stimulus-onset asynchrony (SOA) of 300 ms.
Tactile attention, having been exogenously attracted to a given location, is at longer SOAs withdrawn from it, so that detection of a target there is slower than under baseline conditions (Spence et al. 2000) . This phenomenon, called inhibition of return, has been extensively investigated in other modalities; it is believed to make scanning of a receptor surface more efficient by preventing attention from lingering in any one place. In touch it can last for several seconds (Cohen et al. 2005) .
Another constraint on target processing, familiar to vision researchers, is the attentional blink. In this paradigm, a rapid stream of perhaps two dozen stimuli, such as alphanumeric characters, is presented. A few of the stimuli are distinctive (say, numbers among letters) and serve as targets; the subject's task is to identify them. When two such target characters are presented in close temporal proximity, subjects are often unable to identify the second one correctly, suggesting that attention, after being focused on the first target, is passing through a brief refractory state. Hillstrom et al. (2002) have now shown, in a series of experiments using vibrations differing in frequency and other properties as both targets and distractors, that the processing of tactile information is also subject to this transient impairment. The generality of the attentional blink is consistent with the view (Luck & Vecera 2002 ) that it reflects the limited capacity of a cognitive processworking memory.
The nature of the spatial framework within which attention is deployed has been studied by Lakatos & Shepard (1997) . They instructed subjects to voluntarily shift attention from one body site to another and to indicate as quickly as possible whether a tactile stimulus (a jet of air) was being directed at the second location. Assuming that this judgment could only be made once attention reached the target location, the authors used response time as a measure of the time needed for attention to shift. This RT was an increasing function of the distance between the two sites. Importantly, it was the straightline Euclidean distance between the two sites, not the path length along the body surface, that gave the best prediction of RT. Results obtained when the arms or legs were moved to alter Euclidean, but not cutaneous, distance confirmed this interpretation. Other data supporting the conclusion that attention operates within a representation of external space have been reported by Kennett et al. (2002) and Soto-Faraco et al. (2004) .
Attention space appears to be multimodal because decisions about a tactile stimulus, such as whether it is pulsed or steady, are speeded when a visual or auditory cue has drawn attention to the target site (Spence et al. 1998 ). Yet when stimuli in different modalities are simultaneously presented in different locations, it is possible, within limits (Martino & Marks 2000) , to attend to one modality while ignoring the other. When this occurs, the attended stimulus may seem to occur slightly before the neglected one, a perceptual phenomenon called prior entry. have documented prior entry (pairing a visual stimulus with a tactile one) in the absence of response bias, a possible confound in some early studies.
Finally, attentional mechanisms may also be at work in a cross-modal version of prepulse inhibition, a well-studied auditory phenomenon in which a soft warning sound reduces the startle response to a loud sound presented a fraction of a second later. In the intermodal paradigm, the startle stimulus is still a sound, but the warning stimulus is a vibratory burst delivered to the ball of the thumb 120 ms earlier (Hill & Blumenthal 2005) . Interestingly, prepulse inhibition occurs only if the vibration is high enough in frequency to activate the Pacinian channel.
Cross-Modal Effects
Considered as specific illusions or phenomena, cross-modal effects are extremely diverse. Some, like those considered above, are attentional in nature. Others serve to make our perceptual experience as coherent and unitary as possible. For example, when inputs from different modalities are fully compatible, as when we view an object while touching it, these inputs will combine into a unified, multimodal perceptual experience; on the other hand, when the inputs are totally incompatible, one of them is likely to be perceptually suppressed or neglected.
The most interesting situations, however, are those in which the signals from two modalities are only moderately incompatible, such as the sight and feel (simultaneously and in spatial register) of two textured surfaces, one of which is coarser than the other. Here, both sensory inputs may influence the subject's responses, even when he/she is instructed to rely exclusively on one modality. For example, Guest & Spence (2003) found that speeded sorting of visually presented textile samples was rendered less accurate by the simultaneous tactile presentation of other samples of a different roughness. However, when subjects were instead asked to judge only the touched samples, simultaneously presented visual textures did not intrude. Touch was the more difficult sense to ignore, even for pairs of surfaces that were more visually than tactually discriminable.
This example of intermodal interference may reflect distraction or alternation rather than genuine perceptual modification, but other studies offer clear evidence of perceptual effects. For example, Jousmäki & Hari (1998) presented to subjects, through headphones, the sound they were currently making by rubbing their hands together. By amplifying or otherwise modifying the sound, the experimenters were able to systematically influence subjects' perception of the texture of their own skin, reported on a rating scale. Guest et al. (2002) extended this work, showing that increasing the sound level made the skin feel both rougher and drier. Yau et al. (2009b) elucidated the sensory processing underlying this type of interaction using simpler stimuli. They found that vibrotactile frequency discrimination was impaired by the presentation of an auditory tone (or noise band) simultaneous with one of the vibrations in a trial, but only if the auditory and tactile stimuli were similar in frequency content. Furthermore, the perceived "pitch" of the vibration appeared to be altered-pulled toward the frequency of the accompanying sound. The results suggest the presence of temporal frequency channels to which both tactile and auditory signals have access. When we move a finger across a surface, both sounds and cutaneous vibrations are usually produced; by combining inputs from these two modalities, the brain may be creating a supramodal representation of texture that makes efficient use of all available information (Yau et al. 2009a) .
A similar approach has been used by Bensmaïa et al. (2006c) to document effects of visual movement on the perception of tactile movement. Subjects indicated on each trial which of two tactile gratings, one of which was accompanied by a drifting visual grating, was moving faster. When the visual and tactile stimuli moved in the same direction, the former (if its temporal frequency was high enough) increased the apparent speed of the latter; opposing movement had more complex effects. Disrupting the synchrony of visual and tactile stimuli eliminated the effect, suggesting that it depends on the perceptual system attributing them both to a single event.
Even closer cooperation between visual and tactile signals has been reported in recent work on apparent movement. When a flash from a light-emitting diode attached to one index finger is followed a fraction of a second later by www.annualreviews.org • Somesthetic Sensesa tap on the other index finger, subjects may experience movement from one finger to the other (Harrar et al. 2008) ; however, the effect is not as compelling as when both stimuli are in the same modality, and it does not show the same relationship (Korte's third law) between SOA and spatial separation. These two studies of perceived movement document robust, but not always smooth, interaction of visual and tactile signals.
Sometimes the exact nature of the perceptual blend or compromise that occurs depends on task demands. Heller et al. (1999) asked subjects to touch an object while viewing it through a reducing lens and then to indicate the object's size using either a visual or haptic matching array. Regardless of the modality used for matching, subjects reported the object to be of intermediate size. When pressed for more precise judgments, however, subjects tended to rely more on a single modality-the one in which matches were being made.
In conflicts dealing with whether or where stimulation occurred, however, vision generally dominates. For example, seeing a laser beam shined onto a rubber hand can make subjects feel that their own hand is being stimulated (Durgin et al. 2007) . And "mirror therapy," in which a normal, moving limb is seen by reflection to occupy the place of a diseased or missing one, appears to reduce clinical pain in some cases (Ramachandran & RogersRamachandran 1996) , although much of the evidence for its effectiveness is anecdotal, as noted by Moseley et al. (2008) . It is sometimes suggested that interactions between cortical areas (perhaps combined with cortical reorganization in clinical cases) contribute to such phenomena.
Another sort of interaction between the senses is one in which information obtained through one modality is compared with information acquired later through another modality. For example, Norman et al. (2004) asked subjects to examine two objects (plastic replicas of bell peppers) sequentially and to say whether they were the same or different. Performance was not significantly worse in cross-modal conditions than when both stimuli were presented haptically and was only moderately worse than when both were presented visually. The data suggest a close relationship between haptic and visual representations of shape. A similar pattern of results was obtained by Pensky et al. (2008) , who studied memory for common objects using an old/new paradigm; the new objects presented at test were same-name foils for studied objects, ensuring that perceptual, rather than verbal, memory was being measured.
Also consistent with the existence of a representation shared by the visual and somatosensory systems is the fact that presentation of an object primes the subsequent naming of the same object, whether in the same or the other modality (Reales & Ballesteros 1999). Priming was equally strong whether subjects were instructed, in the study phase, to encode the objects physically (by rating their volume) or semantically. The authors conclude that the stored representations are probably presemantic, structural, and amodal.
However, representations of an object created when it is examined visually or haptically are unlikely to be identical, as shown by Newell et al. (2001) . They measured the ability of subjects to recognize, in one modality, objects (nonsense shapes made with LEGO R blocks) that had previously been presented either to the same or to the other modality. The novel feature of this experiment is that objects were sometimes turned front-to-back between study and test. This maneuver interfered with the recognition of objects presented twice in the same modality, but it enhanced cross-modal recognition-presumably because grasping an object yields considerable information about its "back."
An important feature of the visual system is that shape information is processed somewhat separately from information about the location of an object. Recent research indicates that this distinction between a ventral "what" stream and a dorsal "where" stream applies to the somatosensory system as well (Reed et al. 2005) . The question of how much functional integration across modalities there is within each stream was examined by Chan & Newell (2008) .
They asked subjects to compare two stimuli and say whether they were the same or different either in shape or in the location of a small component. Between presentation of the two stimuli, a second task was administered. This interfering task produced more disruption of the primary task when the two were of the same kind (i.e., what or where) than when they were not. This difference was robust when both tasks were within the same modality, but was still present to some degree when one task was visual and the other tactile.
THERMORECEPTION
One of the classic discoveries in somesthesis was that warmth and cold are separate submodalities, activated by stimulation of different spots on the skin. Recent research has shown that these two systems differ in a number of ways. Detection thresholds (expressed as change from baseline temperature) for both vary widely, and generally in parallel, over the body surface (Essick et al. 2004 , Stevens & Choo 1998 , but warm threshold is consistently larger than cold threshold.
In fact, Green & Cruz (1998) have provided evidence that there are regions of skin several square cm in area that are completely devoid of warm spots; here, temperature increases are detected only at the threshold of nociception. Equivalent cold-insensitive regions have not been found.
Other differences were found by Greenspan et al. (2003) , who had subjects immerse a hand or foot in water of various temperatures and rate the thermal intensity, affect, and pain (if any) that was experienced. It was found that if two temperatures, one warm and one cold, produced equally intense thermal ratings, the cold stimulus consistently evoked a more negative affect than the warm one-even at temperatures so mild that both stimuli were judged pleasant.
As stimulus temperatures increasingly deviate from resting skin temperature, they gradually become unpleasant, then are tinged with a stinging or burning quality, and eventually produce frank pain. It has traditionally been Nociception: the detection and perception (typically as pain) of stimulation that is damaging or potentially damaging assumed that this subjective continuum reflects a gradual transition from stimulation of warm and cold fibers to stimulation of nociceptors, but it has recently been discovered (Green & Pope 2003 ) that sensations of stinging and burning can be evoked even by very mild cooling (e.g., to 27
• C), probably because some nociceptors are sensitive to this slight drop in temperature. Green et al. (2008) suggest that some nociceptors may express more than one temperature-sensitive receptor protein (see section on Genetics of Pain), so that they respond both to mild and to extreme temperatures.
This "innocuous-cold nociception" is rarely noted because it is normally blocked by the tactile signals evoked when a cool object comes into contact with the skin; by resting a thermode on the skin before lowering its temperature, Green & Pope (2003) were able to minimize tactile stimulation and thereby release the pain signals from inhibition. Even nociceptive spots can be found with a variant of this approach (Green et al. 2008 ).
An enduring challenge for researchers is the thermal grill illusion, in which an array of interspersed warm and cool bars causes a strong sensation of heat, sometimes described as burning pain. A widely accepted explanation for the illusion is that activity in warm fibers interferes centrally with the ability of cold fibers to suppress signals from cold-sensitive nociceptors (Craig & Bushnell 1994) . This "unmasking" mechanism accounts well for the frank pain experienced when stimulation by the cool bars is intense enough to activate polymodal nociceptors. With milder temperatures, however, the dominant algorithm appears to be addition of warm and cold signals to produce synthetic heat (Bouhassira et al. 2005 , Green 2002 , an idea first proposed more than a century ago.
In summary, recent research indicates that the "temperature sense" is more complicated than it was thought to be just a few years ago, given new evidence of the sensitivity of some nociceptors to mild temperatures and of previously unrecognized submodality interactions. 
PAIN
In previous sections of this review, we discussed components of somesthesis that allow us to learn about objects and events in the world around us. The information we receive in this way is often accompanied by affect, which may be either positive (the pleasure of a kiss) or negative (the discomfort of feeling sweaty on a hot day). The affect often has both sensory and cognitive aspects, as in these examples. The contribution that activity in CT afferents may make to positive affect has already been described.
The remainder of this review focuses on the pain system, a component of the somatosensory system that is intrinsically associated with negative affect and that is dedicated to detecting injury or potential injury. Acute pain, as from a sprained ankle, plays a useful role by warning of harm and by enforcing inactivity, but chronic pain is largely negative in its impact. The suffering and disability that it causes, with resulting costs associated with treatment and lost productivity, make it a major public health problem. In many cases, persistent pain cannot be adequately controlled by analgesic drugs.
A remarkable characteristic of pain is its susceptibility to modulation. Intense pain signals modify the pathways over which they travel, making them more supportive of later pain. At the same time, dedicated systems counteract these changes and dramatically reduce pain under some conditions. The first three sections deal with sensory processes that modulate pain; the fourth discusses the converse phenomenon in which pain triggers an impairment of light touch; and the next three sections concern mutual influences between pain and cognitive processes. The review concludes with a discussion of the role of genetics in pain. The primary emphasis throughout is on behavioral research; for coverage of the underlying physiology, see reviews by Mannion & Woolf (2000) on plasticity and by Apkarian et al. (2005) on brain mechanisms. Work on specific chronic pain conditions is described only when this helps to make a general point about pain processing.
Review of the extensive literature on the topic of sex differences in pain is beyond the scope of the present article; an edited volume by Fillingim (2000) provides an accessible introduction to many avenues of research in this expanding field. In some but not all situations, females have higher pain sensitivity and responsiveness than do males, and physiological mechanisms and sociocultural factors both contribute to these differences (Berkley 1997) . Greenspan et al. (2007) provide a consensus report on optimal research strategies and promising directions for future work in the area.
Central Sensitization
Sensitization is a long-lasting increase in pain sensitivity that occurs following an intense noxious event. Shutting a file drawer on a finger, for example, produces not only ongoing pain, but also an extreme sensitivity to further stimulation. This sensitivity includes both hyperalgesia (increased responsiveness to noxious stimulation) and allodynia (pain in response to normally innocuous stimulation). It is now appreciated that both peripheral and central changes can contribute to sensitization. For example, an injection of capsaicin (the molecule that makes chili peppers "hot") into the skin produces a small region of increased heat sensitivity that is due mainly to sensitization of nociceptors (primary hyperalgesia), as well as a much larger region of enhanced mechanical sensitivity (secondary hyperalgesia and allodynia) reflecting an increased ability of signals from myelinated tactile afferents to stimulate central neurons (Torebjörk et al. 1992) . Here, even gentle touch is painful.
Experimental studies of hyperalgesia and allodynia most often involve stimulation of the skin, but sensitization can be demonstrated in deeper tissues as well. For example, allodynia localized to a muscle occurs when it is subjected to prolonged eccentric exercise, i.e., gradual relaxation under tension, as when a weight is lowered. This mild, diffuse injury to the muscle produces a tenderness to palpation called delayed-onset muscle soreness (DOMS). Barlas et al. (2000) showed that pressurepain threshold on the biceps was abnormally low two days after exercise, but that this allodynia was abolished if afferent signals from A (that is, myelinated) fibers were blocked by a tourniquet around the upper arm. The implication is that DOMS, like allodynia in skin, involves a distortion by the central nervous system of signals carried by non-nociceptors (in this case probably stretch receptors). That DOMS produces a qualitative change in the sensory effects of large-fiber activity was confirmed by Weerakkody et al. (2003) , who applied steady, painful pressure to a muscle and then superimposed vibration, which is an effective stimulus for large afferents. In muscles without DOMS, the vibration reduced the ongoing pressurepain (an example of mechanoreceptor-induced analgesia, discussed below), but in muscles with DOMS, vibration increased the pain.
An important pathophysiological aspect of allodynia is that, in addition to being painful in itself, it can promote further pain. For example, showed that secondary hyperalgesia, induced in the rat paw by capsaicin injection, could be maintained for weeks by gentle vibratory stimulation, confined to a 30-minute daily period, of the affected region. The implication is that once allodynia is established, the mechanoreceptive afferents that trigger it also acquire the ability to maintain and enhance the sensitized state, a role normally reserved for signals in C fibers.
These examples of prolonged central sensitization can be distinguished from a more transient phenomenon called temporal summation, in which a brief, noxious stimulus, such as a pulse of heat repeatedly applied to the same spot or adjacent spots on normal skin, becomes increasingly painful. The increase in responsiveness happens in the spinal cord, through an augmentation process called "windup" (Mendell & Wall 1965) ; it occurs only for signals reaching the dorsal horn in unmyelinated (C) nociceptors, not the small myelinated (Aδ) ones.
Given that both temporal summation and central sensitization involve central changes, is TMD: temporomandibular disorder VAS: visual analog scale the former simply a mild, transient engagement of the same mechanisms that cause the latter? To address this question, Magerl et al. (1998) injected capsaicin into the skin of the forearm, producing a region of secondary hyperalgesia. Temporal summation was then assessed here and in a faraway control site. Testing was more painful in the hyperalgesic zone, but temporal summation was no more pronounced, suggesting that the two processes are independent. Electrophysiological work in the rat, however, indicates that they have some features in common (Li et al. 1999) .
Some persistent pain conditions, such as temporomandibular disorder (TMD; Maixner et al. 1998 ) and fibromyalgia (Price et al. 2002) , involve abnormal temporal summation as well as central sensitization. For example, windup, once established, can be maintained in a healthy subject only if noxious pulses continue at short intervals; but in someone with fibromyalgia, the intervals can be as long as 12 s (Staud et al. 2004 ). Moreover, some pain patients show a gradual buildup of allodynia, which can be viewed as a slow form of temporal summation . For an extended discussion of temporal summation's relevance to pathological pain, see Price (1999) .
In most of these studies, and in others described in the following sections, subjects were asked to indicate the intensity of their pain either by responding verbally with a number on a predefined scale or by adjusting or marking on a visual analog scale (VAS). Both types of scales are typically bounded at both ends, extending, for example, from 0 (no pain) to 100 (most intense pain imaginable), and may have some internal structure as well. The two methods have complementary advantages: Numerical scales are well suited to situations in which a series of discrete responses are needed in rapid succession, whereas visual analog scales with electronic readout allow continuous records of pain intensity to be obtained . A detailed comparison of the two types of scales has been made by Price et al. (1994) . 
Mechanoreceptor-Induced Analgesia
The fact that pain can be reduced by light mechanical stimulation, as when we gently rub a bruise, was first documented experimentally by Wall & Cronly-Dillon (1960) . This phenomenon and its apparent physiological basis (indirect inhibition, by low-threshold mechanoreceptors, of secondary neurons in the dorsal horn) played an important role in the development of the Gate Control Theory of Pain (Melzack & Wall 1965 ). Yet the effect is a modest one when vibratory stimulation is localized or of only moderate intensity. Watanabe et al. (1999) in fact found that pain from electric shocks was not at all ameliorated by 120 Hz vibration at 40-50 dB above threshold, applied either locally or to a remote region of the body. Roy et al. (2003) reported that although vibration significantly reduced spontaneous pain in a clinical (TMD) population, some subjects experienced an increase in pain, apparently a mild version of the allodynia described by Fillingim et al. (1998) .
A definitive account of vibratory analgesia is made difficult by the inherent subjectivity of pain report and by the possibility that distraction contributes to the effect. To address these issues, Hollins et al. (2003) made use of a forced-choice procedure to measure (healthy) subjects' ability to detect the "pinprick" of faint laser stimulation of the forearm. Detectability declined gradually as the amplitude of a nearby vibration increased, and the range of effective vibration frequencies indicated that at least two mechanoreceptor populations contributed to the effect.
Some research on mechanoreceptorinduced analgesia has used transcutaneous electrical nerve stimulation (TENS) rather than vibration to activate large afferents. TENS is typically administered with devices that allow the intensity of stimulation to be adjusted over a considerable range: At low current the device produces a tingling sensation that presumably reflects the activation primarily of low-threshold mechanoreceptors, while higher current recruits nociceptive afferents as well. Using low intensities, Chesterton et al. (2002) found that the pressure-pain threshold on the hand was raised by TENS applied to the forearm but not to the shin. This squares with the prediction that mechanoreceptorinduced analgesia should be segmental or, at most, confined to neighboring dermatomes (see Yarnitsky et al. 1997 ) because of the local interactions in the dorsal horn that it is thought to reflect. Chesterton et al. (2002) used a sham-control and a double-blind design to minimize placebo effects, but not all studies have been so rigorous. A review of the literature by Sluka & Walsh (2003) indicates that procedures and stimulus parameters are so variable in TENS research as to leave the question of its clinical utility in need of further evaluation.
Diffuse Noxious Inhibitory Controls
In contrast to the generally modest decrease in pain that can be produced by vibration, a stronger analgesia often occurs when the suppressing stimulus is itself painful. Moreover, the effectiveness of this noxious "conditioning" stimulus is typically independent of its distance on the body from the test stimulus. An early study by LeBars et al. (1979) showed, in lightly anesthetized rats, that responses of cells in the dorsal horn to noxious stimulation of a test site (the hindpaw) were reduced by a second noxious stimulus delivered to any of a variety of other locations, such as the tail or muzzle. The effect did not occur in rats whose spinal cord had been severed from the brainstem, proving the involvement of supraspinal structures, now known to include the periaqueductal gray (PAG) and the rostral ventral medulla. LeBars et al. called the phenomenon "diffuse noxious inhibitory controls" (DNIC), a term which is now rather widely applied to reduction of one pain by another in a different location. Price & McHaffie (1988) demonstrated a psychophysical correlate of the LeBars et al. physiological effect and discovered that second pain (i.e., dull pain mediated by C fibers) is more affected than first pain (sharp pain mediated by Aδ fibers). This difference has since been confirmed physiologically by McMullan & Lumb (2006) .
A direct comparison of the analgesic effects of vibratory and noxious stimuli is provided by the Watanabe et al. (1999) study described above. They used a painful intramuscular injection of hypertonic saline as a noxious conditioning stimulus; when delivered to a remote site, this was quite effective in reducing the painfulness of the electrical test stimulus, demonstrating the occurrence of DNIC. Analgesia did not occur when the injection was delivered within the same dermatome as the test stimulus, perhaps indicating a spread of pain between these two forearm sites. In any case, the results contrast with the ineffectiveness of vibration at either conditioning site.
An analogous comparison can be made between the effects of low-and high-intensity TENS in the Chesterton et al. (2002) study: Low-intensity TENS was effective in raising pressure-pain threshold, but only during stimulation and only when applied locally; high-intensity TENS was effective only when presented to the remote site, but this effect outlasted stimulation by at least a half-hour. Despite the many differences between the studies, they both support the widespread view that DNIC is more robust than mechanoreceptorinduced analgesia and that it follows different rules.
A focus of much current research on DNIC is the fact that it appears to differ considerably in magnitude from one individual to another. For example, its strength has been reported to vary as a function of gender (Granot et al. 2008 , Staud et al. 2003 and ethnicity (Campbell et al. 2008 , Mechlin et al. 2005 ). In addition, it is weak in people with some chronic pain conditions (Lautenbacher & Rollman 1997 , Pielsticker et al. 2005 , and there is a negative statistical association between DNIC and the presence of pain that affects everyday functioning (Edwards et al. 2003b ); remarkably, a lack of DNIC during presurgical testing predicts the development of chronic postsurgical pain (Yarnitsky et al. 2008) . A consistent finding in these studies is that the relationship between DNIC and clinical pain is a negative one, suggesting that robust DNIC may help to prevent or reduce the chronification of pain.
Some individuals appear not just to lack DNIC but to show the opposite effect. For example, in a study of the way in which temporal summation of heat pulses was affected by a contralateral conditioning stimulus, college-age subjects showed clear DNIC, but an older group (mean age = 63) showed instead an enhancement of temporal summation (Edwards et al. 2003a ). This and other findings (Ren & Dubner 2002) suggest that descending pain modulation is complex, with both excitatory and inhibitory components. Even innocuous events, such as gum chewing (Mohri et al. 2005) , may trigger descending DNIC-like signals.
Touch Gating
For decades, there have been scattered reports in the clinical literature that chronic pain conditions are sometimes accompanied by impairments of light touch. Recent research supports these case reports, as illustrated by several studies comparing individuals with chronic facial pain (TMD) and healthy controls. When vibratory test stimuli were applied to the face in or near the painful region, detection threshold was slightly elevated in those with TMD , and frequency discrimination threshold dramatically so, whereas amplitude discrimination was virtually unaffected . These results suggest that cortical processing of somesthetic information, shown in earlier research to be essential for frequency discrimination (LaMotte & Mountcastle 1979) , is disturbed in this chronic pain population. Consistent with this view is the fact that a more integrative perceptual ability, discerning the objective orientation of a tangible contour despite changes in the orientation of the hand, also tends to be reduced in people with TMD (Higashiyama et al. 2006 accompanied by disturbances of somesthesis, but they cannot establish a cause-and-effect relationship. Apkarian et al. (1994) showed, however, that touch is also impaired by experimental (contact heat) pain, a phenomenon they called touch gating. Vibrotactile detection threshold was higher, and perceived magnitude of suprathreshold vibrations lower, when the contactor and its surround were painfully hot than when they were at an innocuous temperature. Later work showed that the effect declines with increasing distance between the test site and the locus of pain; that cold pain also closes the touch gate (Bolanowski et al. 2000) ; and that vibrotactile amplitude discrimination is not affected (Bolanowski et al. 2001 ), a finding that parallels the TMD results of . Touch gating has also been obtained when the experimental pain is caused by electric shock, by intradermal capsaicin injection (Geber et al. 2008) , or by injection of hypertonic saline into a muscle (Stohler et al. 2001) .
Although mechanoreceptor-induced analgesia and touch gating may psychophysically appear to be opposite but otherwise equivalent processes, the anatomy of the nervous system dictates that these two "gates" be in very different locations. Mechanoreceptor-induced pain gating is largely a segmental process, albeit one influenced by descending signals. Touch gating, however, cannot be effected in the spinal cord because tactile primary afferents ascend all the way to the brainstem; interactions within the cortex (Apkarian 1995 , Tommerdahl et al. 1996 or other parts of the brain provide a more likely explanation.
Since intense pain activates a widespread network of cortical areas, some of which adjoin or overlap (and therefore potentially interact with) regions that are involved in cognition and emotion, it is perhaps not surprising that pain has been reported to affect, and to be affected by, these higher-level processes as well. The following sections briefly examine pain's interactions with psychological processes beyond perception.
Placebo Effects
An example of the influence of higher-level factors on pain is the effect of a placebo, that is, a treatment that has no intrinsic physiological (in the case of a drug, pharmacological) ability to reduce pain, but that may be expected by the subject to do so. Recent studies have shown that the placebo effect is not simply a reduction in anxiety or a generalized feeling of wellbeing, but rather is a specific, often localized, reduction in pain. Expectation on the part of the subject is key, as shown by Price et al. (1999) . These authors applied painful heat to three locations on the forearm after "treating" two of the sites with inert skin cream described as two different analgesic creams. Different temperatures were then applied to the sites, creating the impression that one cream was more effective than the other. After this learning phase, a final set of trials was carried out with the creams in place and the same temperature applied to all three sites. A graded placebo effect occurred, with subjects' pain assessments conforming to their expectations, measured between the two sets of trials. Benedetti et al. (1999) showed that such expectation-based placebo effects are mediated by endogenous opioids, even when they are localized.
Placebo effects may sometimes result from classical conditioning, brought about by earlier positive experiences with doctors and medicines. Does such conditioning work simply because it sets up expectations of benefit? The data of Price et al. (1999) are consistent with this interpretation, but work by suggests that the effects of expectation and conditioning are at least partially separate. In their study, tolerance for ischemic pain was measured under a variety of conditions extending over several days. For two days, subjects received (i.e., were conditioned with) either morphine or a nonopioid analgesic; on the following day, placebo effects were measured, with instructions varied to either encourage or discourage expectations of analgesia. The authors found that the opioid antagonist naloxone consistently reversed expectancy effects but blocked only those conditioning effects that were created by opioid administration.
The placebo response, like DNIC, appears to depend on descending modulation of pain signals. In an fMRI study, Bingel et al. (2006) recorded both psychophysical and brain responses to painful laser pulses delivered to the back of the hand; a placebo response was produced by telling subjects that skin cream applied to a hand was a powerful analgesic. The rostral anterior cingulate cortex (rACC) was more activated when a placebo response occurred than when it did not; at those times, the PAG also gave an increased BOLD response. The authors interpret their findings to mean that the rACC plays a key role in initiating the placebo response, activating the PAG and other structures that produce descending signals.
Pain and Attention
Pain has been shown to compromise performance on a variety of cognitive tasks, and distraction appears to contribute importantly to these effects (see review by Eccleston & Crombez 1999) . That is, pain is such a salient event that it captures attention, appropriating processing resources that would otherwise contribute to performance on competing tasks.
Effects of pain on memory may serve as an example. Kuhajda et al. (1998) asked subjects to read a list of words, classifying each one as affectively positive or negative. Later, subjects were presented with the same ("old") words, interspersed with new ones, and were asked to say whether each word was old or new. Different groups of subjects were subjected to pain during either the study (initial presentation) phase, the test phase, or both, by immersion of a hand in cold water. Recognition memory was impaired by pain at either study or test. A follow-up study (Kuhajda et al. 2002) used clinical (headache) rather than experimental pain. Study and test sessions were on different days; subjects notified the experimenters when they were in the appropriate pain/no pain state (based on random assignment) so that a session could be promptly arranged. Only headache at test significantly affected performance in this experiment, perhaps because subjects with headaches took longer at the initial task, compensating for their distracted state.
Is attention really the key mediator of pain's effect on memory? To address this question, Grisart & Van Der Linden (2001) used a procedure introduced by Jacoby et al. (1993) to disentangle the contributions of controlled (i.e., conscious and therefore by definition attentionusing) processing and automatic processing to memory performance. Chronic pain patients and healthy controls studied a list of words and then were tested by being asked to complete word stems either with words from the initial list or (in separate blocks) with words not on the original list. Comparison of scores on these two tests enabled the authors to conclude that controlled memory processes were disrupted in the patients while automatic processes were not. This result supports the view that pain affects memory by monopolizing attentional resources.
Some research has addressed the converse question of whether pain can be influenced, i.e., reduced, by distracting subjects from it. A review of early literature by McCaul & Malott (1984) concluded that the answer is yes, within limits. Complex, attention-demanding tasks are moderately effective in distracting subjects from mild pain but are not helpful against strong pain. In agreement with earlier findings, Tracey et al. (2002) found that asking subjects to distract themselves from a painful stimulus by thinking of something else produced lower retrospective pain ratings; it also led to increased activity in the PAG, a brainstem structure involved in descending pain modulation. This result suggests that distraction causes pain to be actively suppressed.
If distraction from pain reduces its intensity, a state of heightened attentiveness to noxious stimuli should increase their perceived intensity. Some individuals, including a large proportion of those with chronic pain conditions such as fibromyalgia, appear to be especially alert for sensations that are aversive or threatening,
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Hypervigilance: a tendency of some individuals to be especially alert for sensations that are aversive or threatening an attentional habit called hypervigilance (Chapman 1978) . Does hypervigilance contribute to the enhanced pain sensitivity of fibromyalgia patients? That it may do so is suggested by findings of McDermid et al. (1996) , who capitalized on the fact that hypervigilance generalizes beyond somesthesis, at least to the auditory modality. They showed that the amplitude at which auditory stimuli become intolerably loud is reduced in hypervigilant patients, an increase in sensitivity that is presumably attentional in origin. In further support of a role for attentional factors, Hollins et al. (2009) showed by direct scaling that even gentle pressure, too weak to be judged unpleasant, is perceptually amplified in hypervigilant pain patients. The authors interpreted this result to mean that the clinical history of these individuals has produced a heightened attentional focus on all pressure stimuli, regardless of intensity. Rollman (2009) provides a thoughtful perspective on still-unresolved issues in hypervigilance research.
Pain and Emotion
Attention and emotion both influence pain, but Villemure et al. (2003) showed that they do so in somewhat different ways. Subjects were presented simultaneously with noxious heat stimuli on the forearm and with odorants. Two stimuli of each type were successively presented within a trial, and the subject's task was to say whether the second stimulus of a particular type was stronger than or equal to the first. In some blocks of trials, the subject made judgments about the noxious stimuli, and in other blocks, about the odorants; in this way attention was manipulated. Pain intensity, reported afterward, was lower when subjects attended to the odorant than when they attended to the painful heat. Ratings of pain unpleasantness, however, showed a different pattern: They were less affected by attention than by whether the odorant was pleasant or unpleasant. Bad smells made pain more unpleasant, regardless of which modality was attended. The results suggest that distraction is of limited value when clinical pain is strong enough to provoke an emotional reaction.
The distinction between pain intensity and unpleasantness has become one of the central themes of pain research in recent years, and neuroimaging has revealed that to some degree, different brain regions mediate these dimensions, the anterior cingulate cortex (ACC) being one of the areas consistently implicated in pain affect. Rainville et al. (1999) , for example, experimentally dissociated pain unpleasantness and intensity by telling hypnotized subjects that a noxious stimulus was either very unpleasant or only mildly so; the ACC was more strongly activated in the former subjects than in the latter. Some limbic areas are also activated by emotional distress not arising from nociception (e.g., social exclusion: Eisenberger et al. 2003 ; empathy for another person's pain: Singer et al. 2004) , an overlap that probably accounts for the metaphorical description of these states as painful and for the mutual interaction between pain and negative emotional states.
An example of this interaction was provided by Rainville et al. (2005) , who instructed hypnotized subjects to immerse a hand in hot water and to experience either negative (e.g., anger) or positive (anticipation of relief) feelings about the pain. Ratings of both pain intensity and unpleasantness were increased by the negative emotions and reduced by the positive ones. Negative emotions do not always increase pain, however. Rhudy & Meagher (2003) found that VAS ratings of the pain caused by radiant heat to a finger were reduced by the threat of sudden, painful electric shocks to the same or a different finger. This fear-induced hypoalgesia is consistent with animal research, but it contrasts with the usual effect (i.e., hyperalgesia) of negative emotions in humans. The authors suggest that the high level of arousal accompanying their subjects' fear may have tipped the balance in favor of hypoalgesic processes.
Emotions do not have to be explicitly about pain in order for them to influence pain. For example, subjects experience noxious heat stimuli as more painful after they have been induced (by a sad story) into feeling empathy for another person (Loggia et al. 2008) . In a similar vein, Meagher et al. (2001) used slide shows to induce either negative (e.g., attack scenes) or positive (couples in erotic poses) emotional states just before subjects immersed a hand in painfully cold water. Compared to a neutral condition, pain threshold (defined as the time at which ratings rose above zero) was generally lower when subjects were experiencing negative emotions and higher during positive ones. Rhudy et al. (2005) used comparable slides to induce emotions, but more briefly. Positive, negative, and neutral slides, presented for 6 s each, were interspersed in an extended series, during which electric shocks to the ankle were delivered at unpredictable intervals. VAS ratings of pain intensity were lower for shocks delivered during the viewing of positive as opposed to negative scenes, supporting the findings of Meagher et al. (2001) . Moreover, the withdrawal reflex triggered by the shock was more vigorous during negative than positive slides. Emotions thus can activate descending pathways that influence even spinal processing of nociceptive information.
The studies described show that emotions (or more precisely, neural responses to emotion-inducing stimuli) cause changes in experimental pain. With persistent pain, unfortunately, causal relationships are much less clear. Emotional states are often statistically associated with persistent pain conditions, but how the linkage develops in a given individual is not known. However, some insight into the mechanism has been provided regarding the positive association that has been reported between anger scores and the severity of some types of chronic pain (Bruehl et al. 2002 , Materazzo et al. 2000 . Experiments with naloxone have revealed an impairment of endogenous opioid systems in some individuals, which appears to partially mediate the relationship between level of anger-out (the tendency to express anger) and pain intensity (Bruehl et al. 2003) . A review by Bruehl et al. (2006) puts this and related findings into a theoretical context.
Emotions trigger autonomic activity that is the cause of many physiological changes, which may in turn influence pain. For example, anxiety can raise blood pressure, and there is substantial evidence for a negative relationship between blood pressure and pain sensitivity (e.g., Campbell et al. 2004 , Dworkin et al. 1994 . Conversely, painful stimulation can cause autonomic reactions that influence emotional state. This is a large field of research that is beyond the scope of the present review.
Emotion and cognition (including attention) have so far been described as distinct, but in everyday life they often blend together: Our attention is drawn to emotional stimuli; emotional events are retained in memory; and judgment sometimes involves weighing emotional consequences. Chronic pain is often found in association with subtle behavioral "styles" that have both cognitive and emotional aspects. For example, Apkarian et al. (2004) found that chronic pain patients are impaired on a gambling task that involves a mixture of emotional and cognitive processes. Participants were asked to choose repeatedly from several piles of cards that specified financial gains and losses. Some piles specified small gains and losses, while others specified larger contingencies and a less-favorable net outcome. After sampling all the piles, control participants settled for the small-stakes piles, while patients tended to gravitate to the riskier, less favorable ones. The authors believe (based on comparison with other tasks) that chronic pain selectively disrupts the ability to use emotional information in a measured way in decision-making.
One of the most studied psychological aspects of persistent pain is catastrophizing, a tendency in some individuals to regard their pain as something they are unable to cope with. Catastrophizing has both emotional aspects (feeling overwhelmed) and cognitive aspects (judging that certain activities are impossible). Indeed, catastrophizing can be seen as a coping mechanism the patient uses to elicit social support (Sullivan et al. 2001) , albeit a counterproductive one that increases distress and fosters disability. Some interventions aim to reduce catastrophizing and other negative thoughts as a way to ameliorate the patient's overall situation www.annualreviews.org • Somesthetic Senses (Gil et al. 1996 , Thorn et al. 2007 . Catastrophizing is just one psychological aspect of persistent pain; Keefe et al. (2004) provide a review of research in this area.
Genetics of Pain
There is currently an exponential growth of research on the genetics of pain, with a wide range of approaches being employed. Only a few examples are given here.
The most closely interrelated series of discoveries concerns a family of membrane proteins that, by admitting calcium to neurons when appropriately stimulated, produce transient receptor potentials. It has long been appreciated that these "TRP" proteins play a role in transduction in several modalities, but their involvement in pain was only recently discovered, by Caterina et al. (1997 Caterina et al. ( , 2000 . They showed that one member of this family, TRPV1, is responsive both to noxious heating and to capsaicin. Presumably capsaicin is adaptive because of its ability to produce painful sensations of heat and thus to discourage foraging mammals. Knockout mice lacking the gene that codes for TRPV1 have a reduced sensitivity to heat and do not develop heat hyperalgesia. Other members of the TRP family respond to different temperatures and to a variety of chemicals that provoke thermally tinged sensations, such as camphor and menthol. An introduction to this topic and a comprehensive review of existing research are provided by Story & Cruz-Orengo (2007) and Dhaka et al. (2006) , respectively.
An intriguing study by Mogil et al. (2003) illustrates the complexity of pain genetics. The melanocortin-1 receptor gene, which controls the metabolic pathway by which melanin is synthesized, also influences pain sensitivity, but only in females. The authors found that in men, ratings of thermal and ischemic pain were reduced by pentazocine, an opioid, whether or not they had an active form of the gene; but in females, pentazocine was effective only in individuals lacking the gene (most of whom had red hair). In females, the gene apparently compromises the NMDA-dependent mechanism by which pentazocine has its effect. Diatchenko and colleagues (2005) reported that another gene, which codes for the enzyme catecholamine-O-methyltransferase (COMT), is responsible for substantial and clinically significant variations in pain sensitivity within the general population. Three common haplotypes (variants) of this gene were found to be associated with scores reflecting the overall sensitivity of human research participants to experimental pain. The more active the COMT produced by a given haplotype, the lower (on average) was the individual's pain sensitivity. Zubieta et al. (2003) found that even a single-nucleotide polymorphism causing the substitution of one amino acid for another at a specific site in the COMT molecule can produce changes in pain processing that are observable not only psychophysically, but also by means of neuroimaging (positron emission tomography). COMT is widely distributed in the nervous system and is involved in the regulation of catecholamine and enkephalin levels, so there may be several routes by which it modulates pain processing; Nackley et al. (2007) showed, in rats, that inhibiting COMT causes hyperalgesia by allowing β 2 -and β 3 -adrenergic receptors to become overly active. It should be noted, however, that COMT genotype is not always found to be an important predictor of pain sensitivity (Kim et al. 2004) , and the topic remains controversial , Kim & Dionne 2007 .
Despite these solid advances, or perhaps because of them, it is worth emphasizing that pain experiences are always the result of a complex interplay of genetic and experiential factors. A twin study, recently conducted in Norway, showed that both types of factors make substantial contributions to variations in pain sensitivity across individuals (Nielsen et al. 2008) . Moreover, the factors responsible for sensitivity to heat pain overlapped only moderately with those responsible for sensitivity to cold-pressor pain.
CONCLUDING REMARKS
The conceptual and methodological diversity of the work reviewed here is a striking manifestation of the continuing expansion of the field of somatosensory research. This growth reflects both psychophysical discoveries (the main focus of this review) and advances made using other methods, notably electrophysiology and neuroimaging.
Part of this growth involves the continuing development of broad themes or principles that apply throughout somesthesis (and, indeed, in other sensory systems). One of these is the body's use of multiple mechanisms to achieve a certain result, as in the use of two codes for tactile roughness and two broad classes of nociceptors. Another broad theme is the ubiquitous occurrence of interactions between signals of different types, which can reinforce but more often interfere with one another. Examples are the compromising of tactile acuity by signals from RA afferents and the (more beneficial) reduction in pain resulting from stimulation of mechanoreceptors. A third theme is the important role that cognition (especially attention) plays in somesthesis. This has been examined with remarkable precision in the past decade, as refined methods of cognitive psychology have increasingly been brought to bear on touch and pain.
In addition to this increased knowledge of principles of operation that apply broadly, the research has given us a more nuanced understanding of the relationships among somesthetic submodalities. Revisions are occurring in the traditional associations between receptor classes and sensory qualities: For example, the fact that nociceptive sensations can sometimes be evoked (in normal skin) by mild cooling complicates the distinction between thermoreception and nociception.
Despite this blurring of some submodality borders, however, there has been an increased appreciation of differences between touch and pain, particularly regarding their susceptibility to modulation. Tactile percepts can be modified by contextual or cognitive factors, but these changes are modest compared to pathophysiological alterations that occur in pain, such as the allodynia that renders the stroke of a cotton wisp excruciating. The susceptibility of pain to modulation over a range of time scales is now recognized as one of its hallmarks and is one of the central organizing themes of current pain research.
Finally, it is worth noting that research on touch and research on pain, like touch and pain themselves, differ in some ways. Both fields are progressing rapidly, but in touch, the increase in knowledge is roughly linear, whereas pain research continues along an exponential trajectory that began several decades ago. Another difference between the fields, at least as regards psychophysical work, is that pain research relies primarily on subjective scaling, whereas touch researchers are able, in addition, to use criterion-free forced-choice methods to measure threshold. This precision in measurement, combined with a growing emphasis on computational modeling, is giving the field of touch substantial predictive power in certain areas. Pain research, with its robust phenomena and elegant experimental designs, will benefit from continued refinement of its methods of psychophysical measurement.
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