In this paper, we develop a novel variant of sparse code multiple access (SCMA) system, which is termed as codeword position index based SCMA (CPI-SCMA). In contrast to conventional SCMA that directly maps the information bits of each user to a predefined M -point codebook, the information in CPI-SCMA is not only conveyed by the M -point codebook as in SCMA, but also by the indices of the codeword positions. Since both the index and data information are transmitted by the superimposed signals with allocated physical resources, we propose a detector termed as modified message passing algorithm aided joint symbol reliability (MPA-JSR) detector to reduce the computational complexity of maximum likelihood detector (MLD). Moreover, the defined transmission efficiency (TE) in CPI-SCMA is investigated, and two important features identified to facilitate the design of the system. To study the error rate performance of CPI-SCMA, a tight approximation of the average block error probability (ABLEP) under MLD is also derived. Finally, to further improve the TE of CPI-SCMA, a modified version of CPI-SCMA that uses different bits-to-indices mapper (BIM) and codebooks in a CPI-SCMA codewords is proposed, and is termed as hybrid CPI-SCMA (HCPI-SCMA). It is shown via both simulations and analytical results that the proposed scheme achieves not only better error rate performance in the high signal-to-noise ratio (SNR) region but also improves the TE compared to conventional SCMA.
I. INTRODUCTION
S Ince the commercialization of 4th Generation (4G) mobile networks, new air-interface technologies which are more efficient and reliable are proposed to meet the demands of the 5th generation (5G) mobile networks [1] . To further increase the spectral efficiency, non-orthogonal multiple access (NOMA) is proposed as a supplement to conventional orthogonal multiple access (OMA). SCMA is a code domain NOMA (CD-NOMA) scheme that is considered to be a promising 5G candidate due to its strong ability to support massive number of users/devices under heavily loaded conditions, such as internet of things (IoT) in massive machine type of communication (mMTC) . In SCMA, the information bits are mapped to multidimensional complex codewords that are not orthogonal to each other using a predefined codebook. The received superimposed signals can be detected via the message passing algorithm (MPA) [2] .
As a parallel development in multiple-input multiple-output (MIMO) systems, spatial modulation (SM) [3] - [5] , which conveys information not only by the activated transmit antennas (TAs), but also the indices of them, has drawn significant attentions. The application to SM principle on the subcarriers in orthogonal frequency division multiplexing (OFDM) system results in several subcarrier index modulation (IM) based OFDM (OFDM-IM) schemes [6] - [10] , and has attracted increasing attentions recently. In [11] , OFDM-IM is applied to a MIMO systems to take advantage of the benefits of these two techniques. An effective diversity scheme for OFDM-IM to obtain diversity gain, which can also be easily combined with the forward error coding (FEC) scheme [12] . Based on the framework of OFDM-IM, some enhanced schemes that aim to improve the spectrum efficiency or asymptotic BER performance of OFDM-IM have been investigated [13] - [17] . Furthermore, a generalized IM scheme in space and frequency domain is proposed in [18] .
In the possible application scenario of SCMA such as the Internet of Things (IoT) in massive machine type of communication (mMTC), the design of a robust system that can effectively work under different situations is a challenging issue [19] . In the practical implementation of SCMA, the data rate and reliability are both important. For conventional SCMA, the higher data rate is achieved by using larger size codebook X j of jth user, however, it can lead to dramatical degradation of error rate performance [2] . Moreover, the data rate of SCMA is fixed once the codebook is determined, which may result in difficulties for the design of the practical SCMA systems. On the other hand, the error rate performance of SCMA deteriorates rapidly over multi-path fading channel. This motivates is to investigate a variation of the SCMA system, which can be more adaptable according to different data rates with improved error rate performance.
Inspired by the idea of IM in SM and OFDM systems, we propose a new SCMA with IM scheme, which is termed as codeword position index based SCMA (CPI-SCMA). In the proposed scheme, the information bits of each user not only mapped to the M point SCMA codebook X j , but also mapped to a BIM which selects the activated positions in a CPI-SCMA codeword. As such, the indices of codeword positions can also convey the information.
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The main contributions and novelties of this paper are: (1) We develop a novel CPI-SCMA system that conveys information with both the indices of activated codeword positions and their corresponding data. In contrast to SCMA, CPI-SCMA is more flexible to be designed due to the selection of codeword position, and the rate adaptation of CPI-SCMA is simple to implement. By incorporating index selection strategy into original SCMA, the proposed system can achieve both higher TE and better error rate performance especially at high SNRs in some cases. Furthermore, CPI-SCMA is more robust than SCMA under imperfect channel estimation, which is of significant importance for its practical implementation.
(2) In contrast to other systems that use the IM technique, the received of CPI-SCMA signal is superimposed signals of each user. In this paper, a novel detection algorithm, which is termed as message passing aided joint symbol reliability (MPA-JSR) detection is presented. By using MPA-JSR, the information of CPI-SCMA can be reliably detected while the computational complexity is comparable to the original MPA, which is meaningful to the practical implementation of CPI-SCMA. Furthermore, a reasonable upper bound of the average block error probability (ABLEP) is also derived for CPI-SCMA with maximum likelihood detector (MLD).
(3) In the existing literature, the efficiency of NOMA systems has been rarely studied. In this paper, we first introduce an important performance metric, i.e., TE, to measure the efficiency of the proposed system. Through analyzing the TE of CPI-SCMA, some important conclusions are drawn to demonstrate the relationship between TE and other system parameters, including an tight upper bound of TE, which provides a valuable benchmark for the practical design of CPI-SCMA. Moreover, a number of parameter selection guidelines that can achieve high TE and strike a good balance between TE and power consumption in CPI-SCMA are also illustrated based on our mathematical analysis.
(4) It has been revealed that employing IM can improve TE compare with SCMA. Therefore, to further improve the achievable TE, a HCPI-SCMA scheme is proposed. Such a method fully utilizes vacant codeword positions in CPI-SCMA, i.e., the inactivated positions are also used to convey information by introducing different codebooks and BIMs. As for the receiver, a detection algorithm using the idea of MPA-JSR is proposed, along with its simplified version. In addition, we also conduct theoretical analyses on the the error rate performance and TE for HCPI-SCMA system in this paper.
The remainder of this paper is organized as follows. In Section II, we describe the system model of CPI-SCMA. The proposed novel detection algorithms for CPI-SCMA are discussed in Section III. In Section IV, we analyze the CPI-SCMA system. The HCPI-SCMA is discussed in Section V. The analysis and simulation results are provided in Section VI. Finally, conclusions are drawn in Section VII.
II. SYSTEM MODEL
We consider the uplink transmissions where J single antenna users transmit to the same base station (BS) with K allocated resources [20] . For a SCMA system with 4 chips and 6 users 1 , the indicator matrix can be written as:
The non-zero elements in F 4×6 represent the connection between variable nodes (VNs) and function nodes (FNs), and indicates that the jth user is spread by the kth chip. As for CPI-SCMA. the transmitted m bits of user j are divided into two parts, the first m 1 bits, which can be written as:
where C(n, t) represents the binomial coefficient and · denote the floor function, n and t denotes the number of available and activated positions, respectively. The rest m 2 bits, which equals to
directly map to t K-dimensional SCMA codewords to the activated positions according to bits m 1 , where M is the size of mother constellation in codebook design. Therefore, each m = m 1 + m 2 bits correspond to a codeword in CPI-SCMA. From the discussions above, in CPI-SCMA, the codewords are constructed according to the index space:
where i β ∈ [1, · · · , n], β = 1, · · · , t, and the signal space for a CPI-SCMA codeword of user j is:
In CPI-SCMA, each selected codeword x j,β ∈ X j occupies a position indexed by i β . As zeros are padded in the vacant positions of a CPI-SCMA codeword, the total number of received chips are L = n × K. Therefore, the CPI-SCMA codewords of each user can be represented as c j , where c j = {c j,l } L l=1 , c j,l ∈ C. Note that each c j contains codewords selected from X j and 1 × K all-zero vector 0 K 2 . In this work, a CPI-SCMA codeword is the basic unit to transmit, which is termed as transmission unit (TU) in the paper. In order to ease understanding, an example of the BIM for the CPI-SCMA system with n = 4 and t = 3 is shown in Table I .
After several codewords c j are generated, the codewords of each user serve as the input to the OFDM modulator. Note that the total power of c j should be normalized to N , and the normalized factor is N/ √ ntM under the condition that X j has been normalized to unity per chip.
Similar to the conventional SCMA, the received signals for one CPI-SCMA codeword at the BS can be expressed as:
where z is the noise vector that consists of complex Gaussian random variables with distribution CN (0, σ 2 ), and y = [y 1,1 , · · · , y η,k , · · · , y n,K ], y η,k , (η = 1, · · · , n) is the k-th chip at the η-th codeword position. Moreover, C and h can be defined as:
respectively, where C and h are block diagonal matrix and re-ordered channel vector that contains the transmitted signals and CSI of each user, respectively. h f j,l is the l-th component of h f j , which is the discrete Fourier transform of h t j = [h t j (1), · · · , h t j (ν), 0, · · · , 0] T , and ν is the number of taps. In conventional SCMA, the transmitted data can be simply detected by using the original MPA. However, the straightforward application of MPA is insufficient to recover both the indices of codeword positions and their corresponding data because the vacant positions are padded with zeros in a CPI-SCMA TU.
After the signals of J users y are transmitted to the BS, the tasks of the receiver is to recover the information bits that are carried by codeword position indices and their corresponding K-dimensional SCMA codewords. It is evident that the maximum likelihood detector (MLD) is an optimal receiver that considers all possible CPI-SCMA codewords realizations by searching for the BIM and X j to make a joint decision on the active codeword positions and corresponding data. We assume that the BS employs the knowledge of both the SCMA codebook X j for all users and the BIM. Moreover, CSI can be also perfectly estimated. Then, the MLD finds the estimate of C j by solving the optimization problem of:
whereĈ is the estimated codeword matrix, c j,l is the l-th component of c j . AfterĈ is obtained, the information bits in a TU can be recovered via BIM and X j for each user.
As can be seen from (9), since the candidate set of CPI-SCMA codeword is known to the receiver, both the indices of codeword positions and their corresponding data can be detected simultaneously by using MLD. However, the complexity order of MLD reaches O(M t × 2 m1 ) J , which is impractical even though n and t take small values. For instance, the searching space of MLD is 4 30 for a CPI-SCMA system with indicator matrix and index selector depicted in (1) and Table I , respectively. Consequently, the MLD is of very limited practical value for CPI-SCMA. Furthermore, as both the indices of codeword and their corresponding data should be detected, the original MPA no longer works for CPI-SCMA system. Therefore, the need for a suitable CPI-SCMA detection algorithm arises.
III. DESIGN OF DETECTION ALGORITHM
In this section, the MPA-JSR detector for CPI-SCMA is presented.
A. Modified message passing algorithm
As can be observed from Table I , a CPI-SCMA codeword consists of all-zero vectors and codewords selected from X j . It can be inferred that 0 K can be added as a new element into the codebook X j . Note that each TU contains n codeword positions and L chips, however, only K out of L received chips can process MPA in one time according to (1) . Therefore, the FN update in CPI-SCMA for ηth (η = 1, · · · , n) detection unit (DU) can be represented as:
where x j s = x j s,k K k=1 ∈ X j , N 0 is the variance of noise, ξ k is a node set contains all the UNs that are connected to the kth FN, s ∈ {0, 1, · · · , M }, and χ is a combination set which is defined by:
where i 1 , · · · , i d f ∈ ξ k , × represents the Cartesian product, and r k can be expressed as
where κ = (η − 1)K + k, and (11) can be further extended to a set formation as:
In contrast to modified MPA in CPI-SCMA, there are only M elements involved in the construction of combination set for SCMA.
The UN update in CPI-SCMA is computed by:
where ζ j is a node set including all the FNs that are connected to the jth UN. After this point, the output soft information of each user is:
As each TU corresponds to n DU at receiver, and thus n times modified MPA should be processed to detect the data of a TU in MPA-JSR. On the other hand, since both the active indices and corresponding data should be determined and the existence of erroneous index detection, the symbol detection solely by using modified MPA is insufficient to recover the information bits with high reliability. This follows from the the fact that it is possible for modified MPA to decide on a catastrophic set of active codeword position indices that is not included in index space I. As such, the information cannot be recovered the by using BIM. Therefore, further operations should be carried out to the soft messages in modified MPA.
B. Joint symbol reliability detection
As n DU are detected in sequence for CPI-SCMA, the soft information of a CPI-SCMA codeword constructs a 3dimension tensor. For simplicity, we define:
where I η vj (x j s ) denotes the output message of jth user at ηth DU for codeword x j s . After using the modified MPA to obtain Ψ, we first utilize ψ 0 to decide the activate indices in a TU. By calculating the joint symbol reliability 3 (JSR) of all possible index combinations, the active codeword positions for user j can be represented as:
where I j a is the index of active positions of user j with the largest JSR, which can be denoted as:
From (18), the indices are determined by searching for all index combinations in BIM with the output soft information from modified MPA. After the index vector I j a is obtained according to the steps presented above, I j a is passed to the BIM to recover the bits that are used to select the active indices.
Subsequently, I j a and ψ s are used to decide its corresponding data, i.e.,
where ψ s are the components of Ψ except ψ 0 , and ψ s (j, i β a,j ) represents the sth codeword reliability of activated positions for the jth user, which is an elements in matrix ψ 0 . Note that the decoded symbols that are included in D j can be transformed to the information bits via a mapping between bits and symbols as SCMA. Therefore, the decided information of user j in a CPI-SCMA codeword is [I j a , D j ] by using MPA-JSR. 4 However, the detection of MPA-JSR is conducted by position-by-position basis, which indicates that the L length received signal vector is separated into n DUs to process modified MPA. From this perspective, MPA-JSR cannot make a joint decision as MLD does. From this perspective, the output reliability of both indices and data are not the real soft information.
IV. TRANSMISSION EFFICIENCY AND PERFORMANCE
ANALYSIS OF CPI-SCMA In this section, both the transmission efficiency (TE) and error rate performance analysis of CPI-SCMA are presented.
A. Transmission efficiency analysis
Intuitively, more bits can be conveyed in CPI-SCMA due to the indices of codeword positions are utilized in the transmission of information bits. However, the transmission of extra bits in CPI-SCMA also means the occupation of more physical resources, which may decrease the efficiency. This follows from the fact that each codeword position occupies K resource block in SCMA. Therefore, the TE of CPI-SCMA should be carefully examined.
For fair comparison, the ability to carry information should be measured for CPI-SCMA. In this paper, we define TE (E Ξ t , Ξ ∈ {c, cpi, hcpi}), which denotes the ability to carry bits at each chip, as the measurement. Therefore, the TE of SCMA can be written as:
For a SCMA system with J = 6, K = 4, E c t equals to 3 bits/chip and 6 bits/chip when M = 4 and 16, respectively. As for CPI-SCMA, the TE is given by:
According to (21) and (22), we can draw the following two important conclusions: Lemma 1: CPI-SCMA cannot achieve a higher TE than conventional SCMA if n ≥ 2t.
For proof see Appendix A. Lemma 1 reveals the basic condition that CPI-SCMA can achieve a higher TE than SCMA. It indicates that even though extra bits are conveyed through indices, n and t should be carefully selected to achieve high TE. This can be explained by the fact that more resources are utilized in a multiple access system.
In order to study the variation of TE in CPI-SCMA with n and t, Lemma 2 is provided as follows..
Lemma 2: The limitation of TE for an arbitrary CPI-SCMA system under the condition that n → ∞ is given by: where the overloading factor λ = J/K, t = s n and s can be further written as:
The proof is presented in Appendix B. The upper bound of TE for a CPI-SCMA system is deduced in this lemma, along with a method that can approach to the highest TE. It can be inferred from Lemma 2 that a SCMA system with fixed systematic parameters can generate CPI-SCMA systems with various TE, and thus the design of CPI-SCMA is very flexible. As shown in (23) and (24), the upper bound of E cpi t is merely decided by the overloading factor λ and size of mother constellation M in the codebook design of SCMA. Therefore, once the parameters of SCMA are fixed, the limitation of TE for its corresponding CPI-SCMA system is also determined. Therefore, the selection of n and t will not influence the upper bound of TE. Table. II lists the limitation of TE for CPI-SCMA system under different overloading factors. As for these two lemmas, we have following remarks:
Remark 1 (Trade-off between Energy Efficiency and TE): By introducing an energy related parameter, which is termed as energy efficiency (EE), Lemma 1 also provides a relationship between TE and EE of CPI-SCMA system. To measure EE, we define τ Ξ , , Ξ ∈ {c, cpi} that represents the transmitted power consumption per bit by using the same number of physical resources. Thus, in conventional SCMA, we have:
while in CPI-SCMA, we have:
As can be observed from (25) and (26), τ cpi ≤ τ c at any n and t. Therefore, CPI-SCMA may achieve approximately the same error rate performance as SCMA with lower power consumption, which makes CPI-SCMA a viable solution for practical implementation. Additionally, we consider such a situation that lower EE is expected when TE is fixed, then
Since E cpi t is fixed, it can be inferred that a CPI-SCMA system with lower t/n is more energy efficient, however, Lemma 1 points out that n cannot exceed 2t, otherwise the TE will be lower than SCMA. To sum up, CPI-SCMA cannot achieve high EE and TE simultaneously.
Remark 2 (Effects of Varying λ and M on E cpi t ): Taking the 4-point SCMA with overloading factor λ equals to 150% and 200% as examples, in which E c t equals to 3 bits/chip and 4 bits/chip, respectively. According to (23) and (24), the limited TEs for their corresponding CPI-SCMA system reaches 3.48 bits/chip and 4.64 bits/chip, respectively. Furthermore, we consider the discrepancy in TE between CPI-SCMA and the original SCMA system:
It is shown in (27) that once M is fixed, higher overloading factor can increase the upper bound of TE since the increment of TE is a linear function about λ. On the other hand, if λ is determined, a small size mother constellation can achieve a higher TE than a large size one. Remark 3 (Convergence Behavior of TE in CPI-SCMA): Lemma 2 merely deduces the limitation of TE, however, the convergence behavior of TE, i.e., a satisfied TE can be obtained when n is not very large, is also important for practical implementation. To study the convergence behavior, we first simplify (78) as:
The right hand side of (28) can be defined as a function, which can be simply written as:
can be regarded as constants. To observe the variation of TE with n, we derivate G(n), then:
Eq. (30) shows the variation of E cpi t with n. An important observation is that the dominate term of (30) is log 2 n n 2 ; hence, as n increasing, the derivative of G(n) decreases relatively slowly at the beginning. However, when n gets larger, the decrease becomes dramatic since the value of log 2 n n 2 is mainly determined by the denominator. Consequently, the increase of E cpi t becomes slower as n increases. Therefore, we can conclude that E cpi t converges to a high value with moderate value of n. In addition, the increase of TE will be very slow when n is large enough.
Remark 4 (Selection of Reasonable t Value): According to Lemma 2, once n is selected, t can be chosen as s n , where · is the ceil function. It should be noted that such an upper bound in CPI-SCMA system is unachievable, which can be explained by the the assumption of n → ∞ and utilization of the Stirling's approximation in the proof of Lemma 2. Table III illustrates the rationality of remark 3 and remark 4. As can be observed from the table, E cpi t can exceed E c t even though n is relatively small. Furthermore, it can be seen that when n = 128, the real TE is very closed to the theoretical bound especially when λ is small. This can be attributed to the facts that the upper bound in Lemma 2 is quite tight even though it is unachievable, and the convergence speed of TE to the derived bound in CPI-SCMA is fast. Based on these remarks, n and t should be designed properly to obtain the optimal TE in a CPI-SCMA system. B. Performance analysis of CPI-SCMA system
In this subsection, the ABLEP of CPI-SCMA scheme using MLD with a BIM is analytically evaluated. Although the MLD can make errors on both the indices and data for each user, once the index selector and codebook are determined, the candidate set of CPI-SCMA codewords can be decided. Therefore, the conditional pairwise error probability (CPEP) is totally determined by the candidate codewords, which can be written as [21] :
where Q is the Q-function,Ĉ is the erroneously detected candidate codeword set, and
where A = (C−Ĉ) H (C−Ĉ), (·) H and (·) † are the Hermitian operator and conjugate transpose, respectively. Note that C and h are column vector and block diagonal matrix that have been defined in (7) and (8), respectively. ThoughĈ has the same formation with C,Ĉ = C.
Since C −Ĉ is a LJ × L matrix, by using singular value decomposition (SVD) theorem, A is a diagonal matrix:
Furthermore, C −Ĉ is a block diagonal matrix, and the elements in each column can be written as {c j [l] −ĉ j [l]} J j=1 ; hence, the first L eigenvalues can be written as:
where l ∈ {1, · · · , L}. Meanwhile, Q-function can be approximated by [22] :
Hence, the unconditional PEP (UPEP) of the CPI-SCMA is:
We assume the elements in h are i.i.d and follow the Rayleigh distribution, and |h l | 2 is thus an exponential random variable with unit mean, and its mathematical expectation is given by:
Hence, (36) can be rewritten as:
As can be observed from (38), the UPEP of CPI-SCMA is totally determined by λ 2 l , which indicates that the error rate performance of CPI-SCMA can be improved via increasing the minimum value of L l=1 λ 2 l . Note that the minimum number of non-zero eigenvalue of A equals to d u in CPI-SCMA, and thus the diversity order of CPI-SCMA is d u . This happens when the occupied codeword position indices and their corresponding data are all correctly detected for J − 1 users and only one user j makes single decision error out of t K-dimensional SCMA codewords.
Following the approach in [23] , [24] , the ABLEP for the jth user by using MLD detector is upper bounded by:
By combining (38) and (39), the ABLEP of jth user in CPI-SCMA system can be obtained. As can be seen from (39), the summation over C adds up to (2 m1 M t ) J and the summation overĈ adds up to (2 m1 M t − 1) · (2 m1 M t ) J−1 . Therefore,
PEPs should be calculated in (39), which indicates that the complexity to calculate the upper bound of CPI-SCMA is prohibitively high.
C. Performance analysis of CPI-SCMA system with channel estimation error
As the CSI of each user should be estimated to detect the transmitted information, and the estimation error of CSI cannot be avoided in a practical system, it is necessary to investigate the robustness of our proposed CPI-SCMA against the estimation error of CSI. The estimated error of channel can be modeled as:ĥ
whereĥ and h denote the estimated CSI and actual CSI, respectively. ∆h is the error term of CSI estimation, which can be modeled as a random variable that follows the complex Gaussian distribution CN (0, σ 2 ) [25] . For simplicity, only a data block (one TU) with L complex symbols is taken into consideration in this work. According to [6] , a unitary CPEP with imperfect CSI can be written as:
1 is the rank of CC H , and A is of rank r cpi 2 for CPI-SCMA, where tK ≤ r cpi 1 ≤ L and d u ≤ r cpi 2 ≤ L. According to the feature of CPI-SCMA, it can be inferred that r cpi 1 ≥ r cpi 2 in most cases. It is thus only r cpi 2 non-zero eigenvalues are operated on A andĥ, then:
whereẽ max is the maximum eigenvalue of the first r cpi 2 eigenvalues of CC H . Hence, (41) is be upper bounded by:
the UPEP of CPI-SCMA with channel estimation error can be written as:
where δ 1 = 1/(4σ 2 ẽ max + 4N 0 ) and δ 2 = 1/(3σ 2 ẽ max + 3N 0 ). It should be noted that (44) is achievable when the first r cpi 2 eigenvalues of CC H are the same. Furthermore, without loss of generality, the conventional SCMA can be regarded as a special case of CPI-SCMA, i.e., when n = t = 1, CPI-SCMA degenerates to conventional SCMA. From this perspective, the error rate performance of SCMA with imperfect CSI can be also represented by (44). However, as for conventional SCMA, the matrix CC H is full rank and of rank K, i.e., r c 1 = K, while the rank of A should satisfy d u ≤ r c 2 ≤ K in the conventional SCMA. Therefore, the error rate performance of SCMA and CPI-SCMA are both upper bounded by rank(A) = d u at high SNRs. Nonetheless, r cpi 2 is higher than r c 2 in the low and moderate region of SNR on average, which indicates that the deterioration of CPI-SCMA BER performance may be slower than that of the conventional SCMA.
V. HYBRID CODEWORD POSITION INDEX MODULATED SCMA
In this section, HCPI-SCMA is introduced, along with its detection algorithms and analysis.
A. HCPI-SCMA
In HCPI-SCMA, unlike CPI-SCMA, the total available positions are divided into R parts, where R is also defined as hybrid order (HO). Therefore,
The number of bits that are used to convey data in CPI-SCMA can be directly extended to HCPI-SCMA, i.e.,
TABLE IV: A BIM example for HCPI-SCMA with R = 2, n = n (1) = 4, t (1) = 2, t (2) = 1 bits indices HCPI-SCMA codeowrd
It can be observed from (46) that t = R r=1 t (r) . As for m 1 in HCPI-SCMA, it should be modified as:
n γ , t (r) .
(47) Note that each HO corresponds to a different codebook S r , and thus the rth order transmitted vector for user j is:
Furthermore, the signal space of all users can be written as:
Moreover, the index space of each HCPI-SCMA codeword is:
where i β ∈ [1, · · · , n], β ∈ [1, · · · , t (r) ], and x (r) j,c β ∈ S r . It should be noted that the index and signal space are both unitary for each user, which indicates that each user shares the same pattern to construct a HCPI-SCMA codeword.
To illustrate the idea of HCPI-SCMA, a HCPI-SCMA codeword construction with R = 2, n = n (1) = 4, t (1) = 2, t (2) = 1 is taken as an example in Table IV . As shown in the table, the first m (1) 1 = 2 bits (the left hand side in the first column) select t (1) = 2 active positions to place SCMA codewords in S 1 . As n − t (1) positions are still accessible, an extra bit (the right hand side in the first column) is utilized to select which position can be occupied with an SCMA codeword chosen from S 2 . Furthermore, in the second order index modulation, 0 maps to the first vacant position while 1 maps to the last one after the first order index modulated codewords are generated. The HCPI-SCMA codewords with different configurations can be constructed in the same way.
B. Merging codebook based MPA aided JSR detector
In HCPI-SCMA, the transmitted signals are encoded by R different M -point SCMA codebooks, which indicates that codewords selected from different codebooks may be superimposed in one DU. To detect the conveyed information, a merging codebook based MPA (MC-MPA) aided JSR (MC-MPA-JSR) is proposed in this paper.
As discussed above, there are L complex symbols at the receiver. Note that each chip is a superimposed signal consisting of symbols selected from diverse S r and zero. Consequently, different codebooks can be merged into one codebook, which indicates that the combination set in the conventional SCMA should be modified as:
The FN update in HCPI-SCMA can be obtained by substituting χ into χ hcpi in (10) .
To recover the indices and their corresponding data with high reliability, further operations are needed to handle those messages. It is evident that a matrix with the same formation as (16) can be constructed after completing MC-MPA. However, it should be noted that S = RM +1 in this case. By combining the idea of MPA-JSR detector in CPI-SCMA, a direct way to recover the transmitted data is to calculate the JSR of all possible index combinations in each order. To judge which case is more likely to happen, we consider the following JSR:
where P j r (η) is the probability that the jth user adopts the codebook S r in the ηth position. As such, the detection of MC-MPA-JSR can be summarized as:
where I (r) contains all possible index combination in rth order index modulation. Note that each user shares the same I (r) in (53). Subsequently, the corresponding data at the positions included in I j ar is detected, i.e., where i β ar,j ∈ I j ar . By combining the results in (53) and (54), the transmitted information can be recovered.
C. Reduced Complexity MC-MPA-JSR
As all possible index combinations are involved in the calculation of JSR in MC-MPA-JSR, the computational complexity is high when m (r) is large. To tackle the complexity issue in HCPI-SCMA, a reduced-complexity MC-MPA-JSR (RC-MC-MPA-JSR) is proposed in this paper. The basic idea of the algorithm is to reduce the cardinality of I (r) by detecting the unoccupied positions at first. To sum up, RC-MC-MPA-JSR can be divided into following steps:
1) Detection of unoccupied positions: Since the inactive codeword positions are padded with zeros, and the Euclidean distance between 0 and an arbitrary SCMA codeword equals to 1 as long as the power of SCMA codebook is normalized to unity. Moreover, in contrast to CPI-SCMA, unoccupied positions are much less than occupied positions in HCPI-SCMA. It is thus more likely to make correct decisions on the vacant positions.The detection of vacant positions first can also eliminate part of impossible index combinations from I (r) , and can be represented as:
where max[i, j] denotes selecting j maximum elements from set i and the set I j v,hcpi contains the jth user's indices of vacant positions.
2) The first order HCPI-SCMA detection: After the detection of vacant codeword indices, the number of possible active positions in the first order index modulation decreases, which can be explained by the fact that only some index combinations in I (r) do not contain the vacant codeword indices. Taking the BIM in Table IV as an example, if the third position is detected as unoccupied for the jth user, then only the second and forth mappings in the table should be considered in the first order detection. To make a joint decision, we consider the JSR of all candidate indices, i.e.,
where I
(1) c consists of all possible index combinations when the unoccupied positions are known, and I (1) c < I (1) . After the active indices are detected, their corresponding data can be recovered by using (54).
3) High order HCPI-SCMA detection: As for the second order or higher order codeword position index modulation, the detection process is similar to the first oder detection. However, the cardinality of candidate set I D. Analysis of HCPI-SCMA 1) TE analysis: For HCPI-SCMA, we first define t (0) = 0, n (1) = n. It should be noted that the performance comparison of TE is based on the fact that CPI-SCMA and HCPI-SCMA both use the same amount of physical resources. Therefore, a unified expression of TE in HCPI-SCMA can be represented as:
. (57) Note that (57) is a general expression of TE for both CPI-SCMA and HCPI-SCMA. When R = 1, TE of HCPI-SCMA degenerates to CPI-SCMA, and thus the E hcpi t = E cpi t . Therefore, it can be inferred that HCPI-SCMA can always achieve higher TE than CPI-SCMA under the condition that they use the same number of active codeword positions.
As can be seen from (57), the TE of HCPI-SCMA is more complex than CPI-SCMA, which indicates that the bound of TE for an arbitrary HCPI-SCMA system is hard to obtain. To 
The maximum value can be achieved when r =1/2
attain a union bound of (57), we assume that n (r) −t (r) n (r) = r , (r ≥ 1, r ≤ 1, 0 = 1), then a union bound of (57) is given by (63). By applying D'Alembert's test to the last term of (63), it is obvious that the series r ρ=0 ρ converges, which indicates that such an upper bound exists. By using the union bound, we consider a special but common case in this paper, i.e., r is a constant, and thus we have the following lemma:
Lemma 3: The unachievable upper bound of TE for a HCPI-SCMA under the constraint n → ∞, R → ∞, and (n (r) − t (r) )/n (r) = q, (q is a constant, and q < 1) is given by:
(64) Lemma 3 can be simply proved by substituting q into (63). Similar to the bound of CPI-SCMA, (64) is also unachievable. Taking a HCPI-SCMA system when q = 1/2 as an example, the upper bound of E hcpi t is 6 bits/chip. According to the results, we can have an interesting insight, i.e., it is possible to use 4-point SCMA codebooks to approach the TE of 16-point SCMA in HCPI-SCMA. However, we take more interests in the designation of HCPI-SCMA system when n and R are known in practical applications, therefore, the following remark is provided .
Remark 5 (Design of optimal series): It can be observed from (63) that the maximum TE in HCPI-SCMA is entirely decided by the series r . To reach a high TE in HCPI-SCMA, the series should be carefully designed. For simplicity, n and R are assumed to be constants. Additionally, the vacant positions are fully utilized, i.e., only one position is unoccupied in a HCPI-SCMA codeword, and thus R = 1 n R−1 . For simplicity, we define a multivariate function:
From this perspective, the design of series in HCPI-SCMA is equal to an optimization problem defined by this function. In this paper, we only calculate the simplest case, i.e., R = 2 since the general case is complicated. By substituting R = 1 n R−1 and R = 2 into (65), we have:
(66) The derivative of L( 1 ) can be written as:
It can be easily spotted that the maximum value of L( 2 ) can be obtained when 1 = n+1 2n , which indicates that the optimal series of HCPI-SCMA when R = 2 is { 0 , 1 , 2 } = 1, n+1 2n , 2 n+1 . It should be noted that this series is quite accurate when n ≥ 32. 5 Although the theoretical optimal series is hard to calculate when R > 3, some guidelines can be used in the selection of series to achieve high TE for HCPI-SCMA according to the result of R = 2. It can be observed from the series that n+1 2n ≈ 1 2 , which is the maximum point of binomial coefficient in the first order index modulation. In order to achieve as high as possible TE, only one vacant position should be left in a HCPI-SCMA codeword; hence, the bits that are used to convey K-dimensional SCMA codewords equals to (n − 1)c for any HCPI-SCMA systems. Inspired by such facts, it can be inferred that a higher TE can be achieved by conveying more bits in index domain, which indicates that r can be chosen as 1 2 for each HO when n and R are fixed.
2) Error rate performance analysis: According to the system model of HCPI-SCMA, it is obvious that the error rate performance analysis is similar to CPI-SCMA. In the detection of HCPI-SCMA by using MLD, the UPEP of HCPI-SCMA can be also represented by (38), the codewords to calculate the non-zero eigenvalues in (34) are selected from R r=1 S r . Furthermore, the upper bound of ABLEP is given by:
(68) Similar to the case of CPI-SCMA, the diversity order of HCPI-SCMA is determined by min(rank(A)) = d u . Additionally, the analysis of error rate performance of CPI-SCMA under CSI estimation error can be directly applied to HCPI-SCMA.
However, since the utilization of different codebook in HCPI-SCMA leads to the increased number of possible codewords, 2
PEPs should be calculated in (68) to obtain ABLEP for each SNR.
3) Complexity analysis of detection algorithms: In this part of analysis, we intend to investigate the computational complexity of different detectors in this paper to illustrate the feasibility of proposed schemes. It is obvious that the complexity of CPI-SCMA and HCPI-SCMA are dominated by modified MPA and MC-MPA, respectively. It can be shown that the computational complexity order of modified MPA and MC-MPA reach O((M + 1) d f ) and O((RM + 1) d f ), respectively. From the above discussions, it is evident that some extra operations need to be carried out upon the completion of modified MPA and MC-MPA to recover the transmitted bits, and these operations mainly for the calculation of the JSR of possible index combinations. From this perspective, the complexity of CPI-SCMA and HCPI-SCMA is higher than SCMA with complexity order O(M d f ). In addition, SCMA is free of post-processing. In this regard, there exists a trade-off between the improvement of TE and computational complexity, which indicates that higher TE can be achieved by adding complexity in HCPI-SCMA system.
As for HCPI-SCMA system, both the additions and max operations can be reduced by using RC-MC-MPA-JSR detector. This can be explained by the fact that the searching space to determine the occupied codeword positions in the rth order detection are reduced by combining the knowledge of I j v,hcpi and I (r−1) c . In RC-MC-MPA-JSR, the total number of times that each vacant index appears in the selected index combinations is a constant equals to (n − r γ=1 t (γ) )2 m (r) , where r = 1, · · · , R. Although the reduction of complexity in one time detection by using RC-MC-MPA-JSR relates to the selection of utilized index combinations, the average cardinality of I (r) c is:
which is much lower than the cardinality of I (r) .
VI. SIMULATION RESULTS
In this section, the error rate performance of SCMA, CPI-SCMA and HCPI-SCMA (including parameters K = 4; J = 6; d f = 3; d u = 2; λ = 150%; ν = 3) are presented to demonstrate the effectiveness of the proposed scheme.
In Fig. 1 and Fig. 2 , we show the bit error rate (BER) performance of 4-point and 16-point CPI-SCMA with different n and t. As can be observed from the figures, 4-point SCMA based CPI-SCMA can achieve a better error rate performance than SCMA at high SNR region. Nevertheless, 4-point CPI-SCMA suffers performance loss in the region of low and moderate SNRs especially when TE is high. Though the gap between CPI-SCMA and conventional SCMA shrinks as the TE of CPI-SCMA increases, CPI-SCMA can still achieve better BER performance and higher TE than SCMA at high SNRs. Additionally, the 16-point CPI-SCMA systems with different configurations also exhibit better error rate performances than the 16-point SCMA, and the degradation of BER in the low SNR region is not as significant as 4-point CPI-SCMA. It can be also observed that the increase of TE with n for a 16-point CPI-SCMA is slower than 4-point CPI-SCMA, which can be explained in the light of analysis in Section-IV remark 2. Consequently, the index selection strategy over codeword positions is feasible for both 4-point and 16-point SCMA. In Fig. 3 , the upper bound of CPI-SCMA with MLD is plotted. It is shown in the figure that the MLD outperforms MPA-JSR at any SNRs. Furthermore, the performance loss of MPA-JSR approximately reaches 2.5 dB and 1 dB at moderate and high SNRs, respectively. Therefore, MPA-JSR is a suboptimal detector for CPI-SCMA, and the performance loss in comparison with SCMA at low and moderate SNRs in Fig. 1 and Fig. 2 can be also partly attributed to the employment of MPA-JSR. As for the upper bound of CPI-SCMA with MLD, which is determined by (38) and (39). The theoretical result approaches to CPI-SCMA with MPA-JSR at high SNRs. Furthermore, in Fig. 4 , we compare the performance of HCPI-SCMA with CPI-SCMA with the same number of available and active codeword positions (n = 16, t = 15), and the CPI-SCMA system with the highest TE (t = 13) under the condition that n = 16 is also presented. It is shown in the figure that the performance of HCPI-SCMA with E hcpi t = 4.03 bits/chip approaches to two CPI-SCMA systems at high SNRs even though its TE is much higher than both of them. This observation can be explained by the analysis in Section. IV-B, i.e., both the CPI-SCMA and HCPI-SCMA share the same diversity order d u for high SNRs. However, HCPI-SCMA with high TE suffers significant performance degradation in low and moderate SNR region, which can be partly attributed to the error propagation effect in the detection of HCPI-SCMA, especially when the HO is high. On the other hand, the interference among different codebooks is also a vital factor that adversely affects the error rate performance of HCPI-SCMA as MC-MPA is adopted as the first step detection in the proposed algorithms. Fig. 5 shows the performance comparison among HCPI-SCMA and CPI-SCMA with different configurations. Note that the detection algorithm for HCPI-SCMA is RC-MC-MPA-JSR in this figure. As can be observed from the figure, HCPI-SCMA can achieve higher TEs with the same number of available and occupied positions as CPI-SCMA with negligible error rate performance loss at any SNRs. Such observation is in line with the analysis in Section. V-D that the theoretical error rate performance of HCPI-SCMA can be approximated in a similar way as CPI-SCMA. Although HCPI-SCMA systems with R = 2 in the figure outperform CPI-SCMA at TE with slight performance loss, CPI-SCMA is more computationally efficient. In summary, the computational complexity of CPI-SCMA is lower than HCPI-SCMA while it can also reach a higher TE than conventional SCMA. On the other hand, higher TE can be achieved by using HCPI-SCMA with decrease of computational efficiency and more significant error rate performance degradation at low and moderate SNRs. The variations of BER with variance ∆h for both 4-point and 16-point CPI-SCMA are depicted in Fig. 6 and Fig. 7 . It should be noted that both 4-point and 16-point CPI-SCMA can outperform the conventional SCMA under channel estimation errors, which indicates that CPI-SCMA is more robust than SCMA against imperfect CSI. In other words, the degradation of error rate performance for CPI-SCMA should be smaller than that of conventional SCMA with channel estimation error at low and moderate SNR region. In addition, the robustness of HCPI-SCMA is also depicted in the figure. It can be observed from Fig. 6 that HCPI-SCMA systems with higher initial BER than the conventional SCMA can even converge to a lower BER. In this regard, we can make a conclusion that HCPI-SCMA is also with higher robustness than SCMA. The analysis presented in Section-IV sheds light on the robustness of both CPI-SCMA and HCPI-SCMA.
VII. CONCLUSION
In this paper, we developed two novel variants of C-SCMA system that adopt the codeword position index selection strat-egy, i.e., CPI-SCMA and HCPI-SCMA. To recover both the indices and corresponding data, novel detection algorithms with the aid of MPA was introduced in both systems. Furthermore, sufficient theoretical analyses for the proposed CPI-SCMA and HCPI-SCMA that focus on TE and error rate performance are also provided. Compared to CPI-SCMA, HCPI-SCMA is more computationally expensive at the receiver, while it also brought about more significant performance loss at low and moderate SNRs. It has been shown by the numerical results that both the proposed CPI-SCMA and HCPI-SCMA can achieve both better error rate performance in the high SNR region even though the TE is higher than SCMA.
APPENDIX A PROOF OF LEMMA 1
We first define c = log 2 M , by substituting (2) and m 2 = t · log 2 M into (22) and doing some algebras, the expected results is:
when t ≤ n 2 . For simplicity, (70) can be rewritten as: log 2 (C(n, t)) ≤ (n − t)c.
The Stirling's approximation can be applied and represented as:
The left hand side of (71) becomes:
log 2 (C(n, t)) ≈ 1 2 log 2 1 2π + 1 2 log 2 n t(n − t) + n log 2 n −t log 2 t − (n − t) log 2 (n − t) .
(73) by using the property of binomial coefficients, the maximum value of (73) can be taken when t = n/2, and the minimum value of the right hand side of (71) is ct when t ≤ n/2.
By substituting t = n/2 into (73), and doing some algebraic manipulations, we can obtain: log 2 (C(2t, t)) ≈ 1 2 log 2 1 2π + 1 2 log 2 2 t + 2t ≤ ct. (74)
The first inequality at the right hand side of (74) holds when 1 2 log 2 1 2π
Therefore, when t ≤ n 2 , (70) is satisfied, which indicates that the TE of CPI-SCMA is impossible to exceed SCMA when t ≤ n 2 .
APPENDIX B PROOF OF LEMMA 2
We first define the overloading factor λ = J/K, then (22) is:
E cpi t = λ · log 2 (C(n, t)) + ct n .
(73) can be further expressed as (77). By substituting (77) into (76), we can obtain (78). When n → ∞, (78) can be further simplified as:
