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Introdution
Classial haos is assoiated with motion on a ompat phasespae with high sensitivity to
initial onditions: trajetories diverge exponentially fast and nevertheless remain onned
to bounded regions [17℄.
In disrete time, suh a behaviour is haraterized by a positive Lyapounov exponent
log λ, λ > 1, and by a onsequent spreading of initial errors δ suh that, after n time
steps, δ 7→ δn ≃ δ λn. Exponential ampliation on a ompat phasespae annot grow
indenitely, therefore the Lyapounov exponent an only be obtained as:
log λ := lim
t→∞
1
n
lim
δ→0
log
(
δn
δ
)
, (1)
that is by rst letting δ → 0 and only afterwards n→∞.
In quantum mehanis nonommutativity entails absene of ontinuous trajetories
or, semilassially, an intrinsi oarsegraining of phasespae determined by Plank's
onstant ~: this forbids δ (the minimal error possible) to go to zero. Indeed, nature is
fundamentally quantal and, aording to the orrespondene priniple, lassial behaviour
emerges in the limit ~→ 0.
Thus, if haoti behaviour is identied with log λ > 0, then it is quantally suppressed,
unless, performing the lassial limit rst, we let room for δ → 0 [6℄.
Another way to appreiate the regularity emerging from quantization, is to observe
that quantization on ompats yields disrete energy spetra whih in term entail quasi
periodi timeevolution [8℄.
In disrete lassial systems, one deals with disretized versions of ontinuous lassial
systems, or with ellular automata [911℄ and neural networks [12℄ with nite number
of states. In this ase, roughly speaking, the minimal distane between two states or
ongurations is stritly larger than zero; therefore, the reason why log λ is trivially zero is
very muh similar to the one enountered in the eld of quantum haos, its origin being now
vii
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not in nonommutativity but in the lak of a ontinuous struture. Alternative methods
have thus to be developed in order to deal with the granularity of phasespae [911,13,14℄.
A signature of haoti properties of quantized/disretized dynamial systems is the
presene of a so alled breakingtime τB , that is a time (depending on the quantization
parameter ~) xing the timesale where quantum and lassial mehanis are expeted
to almost oinide. Usually τB sales as ~
−α
for some α > 0 [7℄ for regular lassial
limits, that is for systems that are (lassially) regular; onversely, for haoti systems,
the semi-lassial regime typially sales as −log ~ [57℄. Both time sales diverge when
~ → 0, but the shortness of the latter means that lassial mehanis has to be replaed
by quantum mehanis muh sooner for quantum systems with haoti lassial behaviour.
The logarithmi breaking time −log ~ has been onsidered by some as a violation of the
orrespondene priniple [15,16℄, by others, see [6℄ and Chirikov in [5℄, as the evidene that
time and lassial limits do not ommute.
This phenomenon has also been studied for quantized/disretized dynamial systems
with nite number of states, possessing a welldened lassial/ontinuous limit. For
instane, onsider a disretized lassial dynamial system: the breakingtime an be
heuristially estimated as the time when the minimal error permitted, (δ: in the present
ase oinide with the ~like parameter, that is the lattie spaing of the grid on whih
we disretize the system) , beomes of the order of the phasespae bound ∆. Therefore,
when, in the ontinuum, a Lyapounov exponent log λ > 0 is present, the breakingtime
sales as τB =
1
log λ
log
∆
δ
.
In order to inquire how long the lassial and quantum behaviour mimi eah other,
we need a witness of suh lassiality, that be related (as we have seen) to the presene
of positive Lyapounov exponent. By the theorems of Ruelle and Pesin [17℄, the positive
Lyapounov exponents of smooth, lassial dynamial systems are related to the dynamial
entropy of Kolmogorov [3℄ (KSentropy or metri entropy) whih measures the information
per time step provided by the dynamis. The phasespae is partitioned into ells by
means of whih any trajetory is enoded into a sequene of symbols. As times goes on,
the rihness in dierent symboli trajetories reets the irregularity of the motion and is
assoiated with stritly positive dynamial entropy [18℄.
So, sine the metri entropy is related to the positive Lyapounov exponent, and the
latter are indiators of haos in the semilassial regime (for lassially haoti systems), it
is evident how the KSentropy ould be protably used to our purpose. However, the metri
entropy an be dened only on measurable lassial systems, and we need then to replae
it with some tool more appropriate to nite, disrete ontext. In view of the similarities
between quantization and disretization, our proposal is to use quantum extension of the
ix
metri entropy.
There are several andidates for nonommutative extensions of the latter [1923℄: in
the following we shall use two of them [19, 20℄ and study their lassial/ontinuous limits.
The most powerful tools in studying the semilassial regime onsist essentially in
fousing, via oherent state (C.S.) tehniques, on the phase spae loalization of spei
time evolving quantum observables. For this reason we will make use of an AntiWik
proedure of quantization, based on C.S. states, whih an be applied also to algebraially
disretize of lassial ontinuous systems. Developing disretizationmethods, mimiking
quantization proedures, allow us to ompute quantum dynamial entropies in both quan-
tum and lassialdisrete systems.
The entropies we will use are the CNTentropy (Connes, Narnhofer and Thirring)
and the ALFentropy (Aliky, Lindblad and Fannes) generially whih dier on quantum
systems but oinide with the Kolmogorov metri entropy on lassial ones. All these
dynamial entropies are longtime entropy rates and therefore all vanish in systems with
nite number of states. However, this does not mean that on nitetime sales, there
might not be an entropy prodution, but only that sometimes it has to stop.
It is exatly the analytial/numerial study of this phenomenon of nitetime haos
that we will be onerned within this work [24, 25℄.
As partiular examples of quantum dynamial systems with haoti lassial limit, we
shall onsider nite dimensional quantizations of hyperboli automorphisms of the 2-torus,
whih are prototypes of haoti behaviour; indeed, their trajetories separate exponentially
fast with a Lyapounov exponent log λ > 0 [26, 27℄. Standard quantization, à la Berry, of
hyperboli automorphisms [28, 29℄ yields Hilbert spaes of a nite dimension N . This
dimension plays the role of semilassial parameter and sets the minimal size 1/N of
quantum phase spae ells.
On this family of quantum dynamial systems we will ompute the two entropies
mentioned above, showing that, from both of them, one reovers the Kolmogorov entropy
by omputing the average quantum entropy produed over a logarithmi time sale and
then taking the lassial limit [24℄. This onrms the numerial results in [30℄, where
the dynamial entropy [20℄ is applied to the study of the quantum kiked top. In this
approah, the presene of logarithmi time sales indiates the typial saling for a joint
timelassial limit suited to preserve positive entropy prodution in quantized lassially
haoti quantum systems.
For what onerns disrete systems, we will enlarge the set of lassial systems from
the hyperboli automorphisms of the 2-torus to the larger lass of Sawtooth Maps. For
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suh systems, in general singular ontrary to smooth hyperboli ones, we will provide a
rigorous disretization sheme with orresponding ontinuous limit in whih we will study
the behavior of the ALFentropy.
The ALFentropy is based on the algebrai properties of dynamial systems, that is on
the fat that, independently on whether they are ommutative or not, they are desribable
by suitable algebras of observables, their time evolution by linear maps on these algebras
and their states by expetations over them.
Proting from the powerful algebrai methods to inquire nitetime haos, we will
numerially ompute the ALFentropy in disrete systems, and the performed analysis [25℄
learly show the onsisteny between the ahieved results and our expetations of nding
a logarithmi breakingtime.
Chapter 1
Quantization and Disretization on
the Torus
1.1. Algebrai settings
1.1.1. Dynamial Systems
Usually, ontinuous lassial motion is desribed by means of a measure spae X , the
phasespae, endowed with the Borel σalgebra and a normalized measure µ, µ(X ) = 1.
The volumes
µ(E) =
∫
E
dµ(x)
of measurable subsets E ⊆ X represent the probabilities that a phasepoint x ∈ X belong
to them. By speifying the statistial properties of the system, the measure µ denes a
state of it.
In suh a sheme, a reversible disrete time dynamis amounts to an invertible mea-
surable map T : X 7→ X suh that µ ◦ T = µ and to its iterates {T k | k ∈ Z}. Phase
trajetories passing through x ∈ X at time 0 are then sequenes {T k x}
k∈Z [3℄.
Classial dynamial systems are thus onveniently desribed by triplets (X , µ, T ).
In the present work we shall fous upon the following:
• X  a ompat metri spae:
2 Quantization and Dis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the 2dimensional torus T2 = R2/Z2 =
{
x = (x1, x2) ∈ R2 (mod 1)
}
. We will use
the symbol X to refer to generi ompat measure spaes, otherwise the spei
symbol T
2
;
• µ  the Lebesgue measure µ(dx) = dx1 dx2 on T2;
• T  invertible measurable transformations from X to itself suh that T−1 are also
measurable.
For this kind of systems we also provide an algebrai desription, onsisting in assoiating
to them algebrai triplets (M, ω,Θ), where:
• M  is a C* or a Von Neumann -algebra. Nonommutative algebras haraterize
quantum dynamial systems and the elements ofM are nothing but the observables,
usually ating as bounded operators on a suitably dened Hilbert spae H.
Commutativity will be harateristi of algebras desribing lassial systems, as the
ones that we are going to introdue in the next Setion 1.1.2.
• ω  denotes a referene state onM, that is a positive linear and normalized funtional
on it.
• {Θk | k ∈ Z}  is the disrete group of *-automorphisms1 of M implementing the
dynamis that leave the state ω invariant, i.e. ω ◦Θ = ω.
1.1.2. Two useful algebras on the torus
We introdue now two funtional spaes, that will be protably used for later purpose.
The rst one is the Abelian C*algebra C0 (X ) of omplex valued ontinuous funtions
with respet to the topology given by the uniform norm
‖f‖0 = sup
x∈X
∣∣∣f (x) ∣∣∣ · (1.1)
The seond funtional spae we are going to introdue is the Abelian (Von Neumann)
algebra L∞µ (X ) of essentially bounded funtions on X . The meaning of essentially is
1
A *-automorphism Θ of a C* algebra M is dened to be a *-isomorphism of M into itself, i.e., Θ
is a *-morphism of M with range equal to M and kernel equal to zero. In order to be dened as a
*-automorphism, a map Θ has to preserve the algebrai struture of M, namely for all m1,m2 ∈ M it
must hold: Θ(m1 +m2) = Θ (m1) + Θ (m2), Θ(m1m2) = Θ(m1)Θ (m2) and Θ(m
∗
1) = Θ
∗ (m1)
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that these funtion have to be bounded with respet to the so alled essential norm
‖·‖∞, namely the essential supremum dened by [31℄:
‖f‖∞ := ess sup
x∈X
|f | = inf
{
a ∈ R
∣∣∣∣ µ({ x : |f (x) | > a }) = 0 } · (1.2)
This norm is slightly dierent from the one dened in (1.1), when taken on funtions
belonging to L∞µ (X ); for instane, two funtions that dier only on a set of null measure
(for instane on a single point), will have the same norm given by (1.2). Also, if f ∈ C0 (X ),
then ‖f‖∞ = ‖f‖0.
From now on we adopt the symbol AX to denote both algebras distinguishing them
when neessary.
The Lebesgue measure µ denes a state ωµ on AX via integration
ωµ : AX ∋ f 7−→ ωµ(f) :=
∫
X
dµ(x) f(x) ∈ R+ ; (1.3)
this will be our referene state for the algebras of AXtypes.
1.2. Quantization proedures
One the algebrai triplet
(AX , ωµ,Θ) has been xed, the approah of Setion 1.1.1 pro-
vide a general formalism that allows us to deal with generi dynamial systems.
Remarks 1.2.1
i) Of ourse we ould provide dierent triplets desribing systems that, in a
suitable lassial limit (argument of next Chapter 2), orrespond to the
same lassial dynamial system
(X , µ, T ). In partiular, dierent quantum
systems (mimiking eah other in the semi lassial limit) an be onstruted
by using dierent algebrasM, with the latter hosen among ommutative or
not, nite or innite dimensional, and so on.
ii) In the future we will restrit ourselves to onsider nite dimensional algebras
MN , but even with this restrition, the set of possible hoie is quite large.
Intuitively we an think that a lassial dynamial system is supposed to be
desribed by using an abelian algebra (and this is the ase), nevertheless it
is not enough to say that a nonabelian algebra provide a good desription
of quantum systems.
4 Quantization and Disretization on the Torus
Assigned a lassial dynamial system (AX , ωµ,Θ), the aim of a quantizationdequantization
proedure (speially an Ndimensional quantization) is twofold:
• to nd a ouple of *-morphism, JN,∞ mapping AX into a non abelian nite dimen-
sional algebra MN and J∞,N mapping bakward MN into AX ;
• to provide an automorphism ΘN ating on MN representing the quantized lassial
evolution Θ suh that the two dynamis, the lassial one on AX and the quantum
one on MN , ommute with the ation of the two *-morphisms onneting the two
algebras, that is
JN,∞ ◦Θj ≃ ΘjN ◦ J∞,N (1.4)
The latter requirement an be seen as a modiation of the so alled Egorov's prop-
erty (see [32℄).
The diulties in nding a onvenient quantization proedure are due to two (equivalent)
fats:
• as far as we know from quantum mehanis, one we assign in the algebra MN the
operators orresponding to lassial observables, some relations have to be respeted.
These relation onneted with the physis underlying our system. For instane, in
our work, we will impose Canonial Commutation Relations (CCR for short);
• one a quantization parameter (something playing the role of ~, on whih the two
*-morphism JN,∞ and J∞,N have to be dependent) is let to go to zero, the orre-
spondene between lassial and quantum observables has to be xed in a way that
allow us to speak of a lassial limit.
The latter observation will be disussed in Chapter 2, in whih we will provide our quanti-
zation proedure and a suitable lassial limit, whereas the CCR problem will be the ore
of the next Setion.
1.2.1. Finite dimensional Quantization on the torus
We now onsider the (non ommutative) nite dimensional algebraMN of N×N matries
ating on a Ndimensional Hilbert spae HN = CN . Let us give a Denition of a state τN
on matrix algebras, that will be used in the following.
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Denition 1.2.1
We will denote by τN the state given by the following positive, linear and
normalized funtional over MN :
τN :MN ∋M 7−→ τN (M) := 1
N
Tr (M) ∈ R+ ·
Due to the niteness dimension, it is impossible to nd inMN two operators Qˆ, Pˆ playing
the role of position, respetively momentum, satisfying CCR [33℄. Indeed, taking the trae
of the basi equation [
Qˆ, Pˆ
]
= i~1 , (1.5)
the iliity property of the trae gives us 0 = i~N .
Nevertheless, as in the Shrödinger representation, Pˆ is the generator of the (ompat)
Lie group of spae translations, while Qˆ ats as the generator of the group of momentum
translations. The form and the ation of the shift operator Uˆ , Vˆ , in position (q), respe-
tively momentum (p), oordinates are given by:
Uˆ (dq) |q 〉 := e− i Pˆ dq~ |q 〉 = |q + dq 〉 , Uˆ (dq) |p〉 := e− i Pˆ dq~ |p〉 = e− i pdq~ |p〉 , (1.6)
Vˆ (dp) |p〉 := e i Qˆdp~ |p〉 = |p+ dp〉 , Vˆ (dp) |q 〉 := e i Qˆ dp~ |q 〉 = e i q dp~ |q 〉 . (1.7)
Using (1.5) and the BakerHausdor's Lemma, we get from (1.61.7):
Uˆ (dq) Vˆ (dp) = Vˆ (dp) Uˆ (dq) e−
i dq dp
~ . (1.8)
Of ourse (1.8) is unhanged if we dene Uˆ and Vˆ up to phases.
The latter relation an be a good starting point for a quantization proedure [34,35℄.
Given aNdimensional Hilbert spaeHN = CN , its basis an be labeled by {|qℓ 〉}ℓ=0 ...,N−1.
If we want to interpreter this basis as a T
2
: qoordinates basis, we have to respet the
toral topology and to add the folding ondition, namely |qℓ+N 〉 = |qℓ 〉 for all ℓ belonging
to (Z/NZ), the residual lass (mod N). In a similar way we ould hoose a T2: p
oordinates representation, by hoosing a basis {|pm 〉}m=0 ...,N−1 endowed with the same
folding ondition |pm+N 〉 = |pm 〉 , ∀m ∈ (Z/NZ).
The oordinates (qℓ, pm) =
(
ℓ
N ,
m
N
)
will label the points of a square grid of lattie spaing
1
N lying on the torus T
2
.
On this grid, we an onstrut two unitary shift operators UN and VN mimiking
equations (1.61.7); we will expliitly indiate the dependene of the representation on
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two arbitrary phases (α, β):
UN (dq) |qj 〉 := ei α |qj + dq 〉 , UN (dq) |pj 〉 := ei αe−i
j dq
N~ |pj 〉 , (1.9)
VN (dp) |pj 〉 := ei β |pj + dp〉 , VN (dp) |qj 〉 := ei βe i
j dp
N~ |qj 〉 . (1.10)
If we want that these operator at innitesimally, we have to tune them aording to the
minimal distane (in q and p) oordinates permitted by the granularity of the phasespae,
that is we have to x UN := Uˆ
(
dq = q1 =
1
N
)
and VN := Vˆ
(
dp = p1 =
1
N
)
. Thus the ation
of UN and VN on the qbasis an be rewritten as
UN |qj 〉 := ei α |qj+1 〉 , VN |qj 〉 := ei βe
i
N
1
N~
j |qj 〉 . (1.11)
Now it remains to impose the folding ondition on the operators UN and VN , that is
UNN = e
2iπu
1N , V
N
N = e
2iπv
1N (1.12)
where u = α N2π and v = β
N
2π an be hosen to belong to [0, 1) and are parameters labeling
the representations.
If we want V NN = e
2iπv
1N to hold we have o x
1
N~ =
2π
Nh = 2πs ∈ Z; without loss of
generality [29℄, we hoose s = −1.
Then, from identity h = − 1N , it turns out that our quantization parameter is given by N ,
the dimension of Hilbert spae, and we expet to reover the lassial behaviour (namely
ommutativity) when N →∞. This is evident from (1.8), that now reads
UNVN = e
2πi
N VNUN · (1.13)
Upon hanging the labels of the o.n.b.
2
of the HN by letting |qj 〉 7−→ |j 〉, equation (1.11)
an more onveniently be written as
UN |j 〉 := e
2πi
N
u |j + 1〉 and VN |j 〉 := e
2πi
N
(v−j) |j 〉 , (1.14)
By mimiking the usual algebrai approah to CCR in the ontinuous ase, we introdue
Weyl operators labeled by n = (n1, n2) ∈ Z2
WN (n) := e
iπ
N
n1n2 V n2N U
n1
N , (1.15)
W ∗N (n) = WN (−n) · (1.16)
2
orthonormal basis
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Their expliit ation on the o.n.b. {|j 〉}j=0,1,··· ,N−1 is given by
WN (n) |j 〉 = exp
(
iπ
N
(−n1n2 + 2n1u+ 2n2v)
)
exp
(
−2iπ
N
jn2
)
|j + n1 〉 , (1.17)
whene
WN (Nn) = e
iπ(Nn1n2+2n1u+2n2v) , (1.18)
WN (n)WN (m) = e
iπ
N
σ(n,m)WN (n+m), (1.19)
where σ(n,m) = n1m2−n2m1 is the soalled simpleti form. From equation (1.19) one
derives
[WN (n),WN (m)] = 2i sin
( π
N
σ(n,m)
)
WN (n+m),
whih shows one more how reovering Abelianness is related to N −→∞.
Denition 1.2.2
The Weyl Algebra is the C*-algebra over C generated by the (disrete) group
of Weyl operators
{WN (n)}n∈Z2 ·
Remarks 1.2.2 (The Weyl group)
i) Let us omment now on the role played by the two parameter (u, v) in-
trodued in (1.12): until now they are arbitrary parameters and we will x
them by inserting the dynamis into our sheme of quantization. Atually, al-
though the Weyl group introdued in Denition 1.2.2 is just supposed to fulll
relations (1.16) and (1.19), hoosing a ouple of parameters (u, v) we hoose
a denite representation π(u,v) of the (abstrat) Weyl group {WN (n)}n∈Z2 .
In order to lassify all possible representations of the Weyl group, we ite
now [29℄ a useful
Theorem 1 :
a) π(u,v) is an irreduible *-representation of {WN (n)}n∈Z2
b) π(u,v) is unitarily equivalent
3
to π(u˜,v˜) i (u, v) = (u˜, v˜)
3
It means that exists an unitary operator U suh that Upi(u,v)U
† = pi(u˜,v˜)
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ii) One the generators of the group
4 wi := WN (eˆi) are assigned, a representa-
tion π is hosen; the whole Weyl group {WN (n)}n∈Z2 an be onstruted
just by using relations (1.16) and (1.19).
Finally, by manipulating the matrix element of WN (n) given in (1.17), one easily
derives the following
Properties 1.2.1
Let τN of Denition 1.2.1 be our quantum referene state; then it holds
τN(WN (n)) = e
iπ
N
(−n1n2+2n1u+2n2v) δ(N)n,0 , (1.20)
1
N
N−1∑
p1,p2=0
WN (−p)WN (n)WN (p) = Tr (WN (n)) 1N , (1.21)
MN ∋ X =
N−1∑
p1,p2=0
τN
(
XWN (−p)
)
WN (p) , (1.22)
where in (1.20) we have introdued the periodi Kroneker delta, that is δ
(N)
n,0 = 1
if and only if n = 0 (mod N).
Notie that, aording to (1.22), the Weyl algebra oinides with the N × N
matrix algebra MN .
1.2.2. Weyl Quantization on the torus
Weyl operators have a nie interpretation in terms of the group of translations generated
by Qˆ and Pˆ . The two operators UN and VN are given in (1.91.10) by mimiking the ation
of Uˆ(dq) and Vˆ (dp) in (1.61.7) (up to two phases u and v), with dq = dp = −h = 1N .
Expliitly, they are formally related to Qˆ and Pˆ by
UN = e
2πi Pˆ
and VN = e
−2πi Qˆ
(1.23)
Using BakerHausdor's Lemma, together with (1.15), we obtain
WN (n) = e
2πi(n1Pˆ−n2Qˆ) . (1.24)
4
Here eˆ1 := ( 10 ) and eˆ2 := (
0
1 ), the two basis vetor of R
2
.
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If now we restrit to a subalgebra AX onsisting of funtions suiently smooth and
regular to be Fourier deomposed, denoting with x = (x1, x2) the anonial oordinates
(q, p), then the exponential funtions
{
e 2πi σ(n,x)
}
n∈Z2 generate AX , in the sense that
f(x) =
∑
n∈Z2
fˆn e
2πi σ(n,x)
(1.25)
where fˆn =
∫∫
T
2
dµ(x) f(x) e−2πi σ(n,x) (1.26)
The Weyl Quantization proedure assoiates funtions f to operators WN,∞ (f) ∈ MN
via the following *-morphism [34, 35℄
WN,∞ : A
T
2 ∋ f 7−→WN,∞ (f) =
∑
n∈Z2
fˆn WN (n) ∈ MN . (1.27)
We will postpone the onstrution of the dequantizing *-morphism W∞,N , beause it
involves oherent states that will be introdued in Setion (1.4), moreover this onstrution
is ompletely analogue to the AntiWik way of dequantizing, presented in Setion (1.5).
In Setion 1.3.1 we will onstrut a onrete example of a Weyl quantization proedure,
and in Setion 1.6 we will invert suh a sheme.
1.3. Disretization of the torus over a N ×N square grid
In the following we proeed to a disretization of lassial dynamial systems on the torus
T
2
that, aording to Setion 1.1, will be identied with (A
T
2 , ωµ,Θ). As in the intro-
dution to the quantization methods, we postpone the role played by the dynamis to
Chapter 2 and we start with phasespae disretization.
Roughly speaking, given an integer N , we shall fore the ontinuous lassial systems
(A
T
2 , ωµ,Θ) to live on a lattie LN ⊂ T2, of lattiespaing 1N
LN :=
{ p
N
∣∣∣ p ∈ (Z/NZ)2} , (1.28)
where (Z/NZ) denotes the residual lass (mod N). In order to set an algebrai struture
for the disretization sheme, we give now some
Denitions 1.3.1
i. HDN will denote an N2dimensional Hilbert spae;
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ii. DN will denote the abelian algebra DN2 (C) of N2×N2 matries (D standing
for diagonal with respet to a hosen o.n.b. {|ℓ〉}ℓ∈(Z/NZ)2 ∈ HDN );
iii. To avoid diulties due to the fat that the quantum algebraMN and the
disretized algebra DN are indexed by the same N  but their dimension
is dierent (N × N , N2 × N2 respetively), when it will be important to
refer to the dimensionality of Hilbert spaes (HN , HDN respetively) we will
use the symbol: N~ := dim (H).
We an ompare disretization of lassial ontinuous systems with quantization; to this
aim, we dene in the next Setion a disretization proedure resembling the Weyl quanti-
zation of Setions 1.2.1 and 1.2.2; in pratie, we will onstrut a *-morphism JN,∞ from
A
T
2 into the abelian algebra DN . The basis vetors will be labeled by the points of LN ,
dened in (1.28)
The main point is that, although JN,∞ maps A
T
2 into a nite dimensional algebra
DN (and this will be very useful for our purpose), DN is abelian, and so endowed with very
nie properties. In this sheme disretization an be onsidered a very useful toy model
for testing the similarities with quantization and quantum systems as soure of granular
desription, leaving inside nonommutativity.
1.3.1. Weyl Disretization: from C0 (T2) to DN
In order to dene the disretization morphism JN,∞, we use Fourier analysis and restrit
ourselves to the *-subalgebra W
exp
∈ A
T
2 generated by the exponential funtions
W (n)(x) = exp(2πi n · x) , (1.29)
where n · x = n1 x1 + n2 x2. The generi element of Wexp is:
f(x) =
∑
n∈Z2
fˆnW (n)(x) (1.30)
with nitely many oeients fˆn =
∫∫
T
2
dx f(x) e−2πinx dierent from zero.
On W
exp
, formula (1.3) denes a state suh that
ωµ (W (n)) = δn,0· (1.31)
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Following Weyl quantization, we get elements of DN out of elements of Wexp by replaing,
in (1.30), exponentials with diagonal matries:
W (n) 7−→ W˜ (n) :=
∑
ℓ∈(Z/NZ)2
e
2πinℓ
N |ℓ〉 〈ℓ | , ℓ = (ℓ1, ℓ2) · (1.32)
We will denote by JWN,∞, the *-morphism from the *-algebraWexp into the diagonal matrix
algebra DN , given by:
W
exp
∋ f 7−→ JWN,∞(f) :=
∑
n∈Z2
fˆn W˜ (n) (1.33)
=
∑
ℓ∈(Z/NZ)2
f
(
ℓ
N
)
|ℓ〉 〈ℓ | · (1.34)
Remarks 1.3.1
i) The ompletion of the subalgebra W
exp
with respet to the uniform norm
given in equation (1.1) is the C*-algebra C0 (T2) [36℄.
ii) With the usual operator norm ‖·‖N2 of B
(HDN), (DN , ‖·‖N2) is the C* alge-
bra of N2 ×N2 diagonal matries.
iii) The *-morphism JWN,∞ : (Wexp, ‖·‖0) 7−→ (DN , ‖·‖N2) is bounded by ||JWN,∞|| = 1.
Using the Bounded Limit Theorem [36℄, JWN,∞ an be uniquely extended to
a bounded linear transformation (with the same bound)
JN,∞ :
(C0 (T2) , ‖·‖0) 7−→ (DN , ‖·‖N2).
iv) Using Remark iii, equation (1.34) an be taken as a denition of JN,∞, as
in the following
Denition 1.3.2
We will denote by JN,∞, the *-morphism from the C*algebra C0
(
T
2
)
into the
diagonal matrix algebra DN , given by:
JN,∞ : C0
(
T
2
) ∋ f 7−→ JN,∞(f) = ∑
ℓ∈(Z/NZ)2
f
(
ℓ
N
)
|ℓ〉 〈ℓ | ∈ DN ·
Remark 1.3.2
i. The expetation τN (JN,∞ (f)) (τN given in Denition 1.2.1) orresponds to
the numerial alulation of the integral of f realized on the grid LN of (1.28).
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1.4. Coherent States
The next Quantization proedure we are going to onsider, the AntiWik quantization,
makes use of oherent states (CS, for short). Moreover, when we use Weyl quantization,
the dequantizing operator is onstruted by means of CS; atually the most suessful semi-
lassial tools used to study the lassial limit, are based on the use of CS. For this reason,
in this setion we will give a suitable denitions of CS, in the abelian ase
(AX , ωµ,Θ)
and in the nonabelian one
(MN , τN ,ΘN), that will be of use in quantization shemes.
We remind the reader that in the following, in partiular in Denition 1.4.1, N~
introdued in Denition 1.3.1 (iii.), denotes the dimension of the Hilbert spae HN = CN~
assoiated to the algebra MN (of N~ × N~ matries). As it has already been seen in
Setion 1.2.1, N~ play also the role of quantization parameter, i.e. we use 1/N~ as an
h-like parameter. The quantum referene state is τN of Denition 1.2.1 and the dynamis
is given in terms of a unitary operator U on HN in the standard way: ΘN (X) := U∗X U .
In full generality, oherent states will be identied as follows.
Denition 1.4.1
A family {|CN (x)〉 | x ∈ X} ∈ HN of vetors, indexed by points x ∈ X ,
onstitutes a set of oherent states if it satises the following requirements:
1. Measurability: x 7→ |CN (x)〉 is measurable on X ;
2. Normalization: ‖CN (x)‖2 = 1, x ∈ X ;
3. Overompleteness: N~
∫
X µ(dx) |CN (x)〉〈CN (x)| = 1;
4. Loalization: given ε > 0 and d0 > 0, there exists N0(ǫ, d0) suh that for
N ≥ N0 and dX (x,y) ≥ d0 one has
N~|〈CN (x), CN (y)〉|2 ≤ ε.
The symbol dX (x,y) used in the loalization property stands for the length of the shorter
segment onneting the two points on X . Of ourse the latter quantity does depend on
the topologial properties of X so, with the aim of using it when X = T2, we give now the
following
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Denition 1.4.2
We shall denote by
d
T
2 (x,y) := min
n∈Z2
‖x− y + n‖
R
2 (1.35)
the distane on T
2
.
The overompleteness ondition may be written in dual form as
N~
∫
X
µ(dx) 〈CN (x),X CN (x)〉 = TrX, X ∈ MN .
Indeed,
N~
∫
X
µ(dx) 〈CN (x),X CN (x)〉 = N~Tr
(∫
X
µ(dx) |CN (x)〉〈CN (x)|X
)
= TrX.
In the next three Setions, we dene three dierent sets of states, two of them satisfying
Properties in Denition 1.4.1 and then rightly named Coherent States (CS). These sets
belong to the two dierent Hilbert spaes HN and HDN dened up to now, and are indexed
by points of the torus T
2
.
1.4.1. First set of C.S.: {|C1
N
(x)〉 | x ∈ T2} ∈ HN
We shall onstrut a family {|C1N (x)〉 | x ∈ T2} of oherent states on the 2-torus T2 by
means of the disrete Weyl group introdued in Denition 1.2.2. We dene
|C1N (x)〉 := WN (⌊Nx⌋) |CN 〉, (1.36)
where ⌊Nx⌋ = (⌊Nx1⌋ , ⌊Nx1⌋), 0 6 ⌊Nxi⌋ 6 N − 1 is the largest integer smaller than
Nxi and the fundamental vetor |CN 〉 is hosen to be
|CN 〉 =
N−1∑
j=0
CN (j)|j〉, CN (j) := 1
2(N−1)/2
√(
N − 1
j
)
. (1.37)
Measurability and normalization are immediate, overompleteness omes as follows. Let Y
be the operator in Denition 1.4.1 on the left hand side of property 3 . If τN (Y WN (n)) =
τN (WN (n)) for all n = (n1, n2) with 0 6 ni 6 N − 1, then aording to (1.22) applied to
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Y it follows that Y = 1. This is indeed the ase as, using (1.18), (1.20) and N -periodiity,
τN (Y WN (n)) =
∫
T
dx 〈C1N (x),WN (n)C1N (x)〉
=
∫
T
dx exp
(2πi
N
σ(n, ⌊Nx⌋)
)
〈CN ,WN (n)CN 〉
=
1
N2
N−1∑
p1,p2=0
exp
(2πi
N
σ(n,p)
)
〈CN ,WN (n)CN 〉
= τN (WN (n)). (1.38)
In the last line we used that when x runs over [0, 1), ⌊Nxi⌋, i = 1, 2 runs over the set of
integers {0, 1, · · · , N − 1}.
The proof the loalization property in Denition 1.4.1 requires several steps. First, we
observe that, due to (1.12),
E(n) :=
∣∣∣〈CN ,WN (n)CN 〉∣∣∣
=
1
2N−1
∣∣∣∣∣
N−n1−1∑
ℓ=0
exp
(
−2πi
N
ℓn2
)√(N − 1
ℓ
)(
N − 1
ℓ+ n1
)
+
N−1∑
ℓ=N−n1
exp
(
−2πi
N
ℓn2
)√(N − 1
ℓ
)(
N − 1
ℓ+ n1 −N
)∣∣∣∣∣∣ (1.39)
6
1
2N−1
[
N−n1−1∑
ℓ=0
√(
N − 1
ℓ
)(
N − 1
ℓ+ n1
)
+
N−1∑
ℓ=N−n1
√(
N − 1
ℓ
)(
N − 1
ℓ+ n1 −N
) . (1.40)
Seond, using the entropi bound of the binomial oeients(
N − 1
ℓ
)
6 2(N−1) η(
ℓ
N−1
) , (1.41)
where
η(t) :=
−t log2 t− (1− t) log2(1− t) if 0 < t 6 10 if t = 0 , (1.42)
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we estimate
E(n) 6
1
2N−1
 N−1−n1∑
ℓ=0
2
N−1
2
[
η
(
ℓ
N−1
)
+η
(
ℓ+n1
N−1
)]
+
N−1∑
ℓ=N−n1
2
N−1
2
[
η
(
ℓ
N−1
)
+η
(
ℓ+n1−N
N−1
)] . (1.43)
The exponents in the two sums are bounded by their maxima
η
(
ℓ
N − 1
)
+ η
(
ℓ+ n1
N − 1
)
6 2 η1(n1), (0 6 ℓ 6 N − n1 − 1) (1.44)
η
(
ℓ
N − 1
)
+ η
(
ℓ+ n1 −N
N − 1
)
6 2 η2(n1), (N − n1 6 ℓ 6 N − 1) (1.45)
where
η1(n1) := η
(
1
2
− n1
2(N − 1)
)
6 1 (1.46)
η2(n1) := η
(
1
2
+
N − n1
2(N − 1)
)
6 η2 < 1. (1.47)
Notie that η2 is automatially < 1, while η1(n1) < 1 if lim
N→∞
n1
N 6= 0. If so, the upper
bound
E(n) 6 N
(
2−(N−1)(1−η1(n1)) + 2−(N−1)(1−η2)
)
(1.48)
implies N
∣∣〈CN ,WN (n)CN 〉∣∣2 7−→ 0 exponentially with N →∞.
The ondition for whih η1(n1) < 1 is fullled when |x1−y1| > δ; in fat, n = ⌊Ny⌋−⌊Nx⌋
and
lim
N→∞
⌊Nx1⌋ − ⌊Ny1⌋
N
= x1 − y1 ·
On the other hand, if x1 = y1 and n2 = ⌊Nx2⌋ − ⌊Ny2⌋ 6= 0, one expliitly omputes
N
∣∣〈CN ,WN ((0, n2))CN 〉∣∣2 = N(cos2 (πn2
N
))N−1
. (1.49)
Again, the above expression goes exponentially fast to zero, if lim
N→∞
n2
N 6= 0 whih is the
ase if x2 6= y2.
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1.4.2. A seond set of states, not overomplete: {|βN(x)〉 | x ∈ T
2} ∈
HD
N
As in the previous Setion 1.4.2 ⌊·⌋ denotes the integer part of a real number; moreover
we introdue the notation 〈·〉 to denote frational parts, namely 〈x〉 := x−⌊x⌋, so that we
an express eah x ∈ T2 as
x =
(⌊Nx1⌋
N
,
⌊Nx2⌋
N
)
+
(〈Nx1〉
N
,
〈Nx2〉
N
)
·
Then we assoiate x ∈ T2 with vetors of |βN (x)〉 ∈ HDN as follows:
T
2 ∋ x 7→ |βN (x)〉 = λ00 (x) |⌊Nx1⌋ , ⌊Nx2⌋〉+
+ λ01 (x) |⌊Nx1⌋ , ⌊Nx2⌋+ 1〉+ λ10 (x) |⌊Nx1⌋+ 1, ⌊Nx2⌋〉+
+ λ11 (x) | ⌊Nx1⌋+ 1, ⌊Nx2⌋+ 1〉 ∈ HDN · (1.50)
We hoose the oeients λµν in order to have Measurability, normalization, and invertibility
of the mapping in (1.50):
λ00 (x) = cos
(
π
2 〈Nx1〉
)
cos
(
π
2 〈Nx2〉
)
λ01 (x) = cos
(
π
2 〈Nx1〉
)
sin
(
π
2 〈Nx2〉
)
λ10 (x) = sin
(
π
2 〈Nx1〉
)
cos
(
π
2 〈Nx2〉
)
λ11 (x) = sin
(
π
2 〈Nx1〉
)
sin
(
π
2 〈Nx2〉
)
(1.51)
Before going in the proof of other properties, let us remind to the reader that in this ase
N~ in Denition 1.4.1 stands for N
2
, the dimension of the Hilbert spae.
Overompleteness fails and we refer to Appendix A for a proof. Sine we will not
use them in the AntiWik quantization, in whih that property is required, this is no
trouble. On the other hand, the states |βN (x)〉 are useful to invert the Weyl disretization
developed in Setion 1.3.1, as we shall see in Setion 1.6. Here we simply note that,
although overompleteness is not satised by this family of states, nevertheless it is not
too far from being true, in the sense that they provide via Denition 1.4.1 property 3 an
operator Iℓ,m atually very near to the identity operator 1.
We now prove loalization.
The states |βN (x)〉 are onstruted by hoosing, among the elements of the basis
of HDN , the four ones labeled by elements of LN that are neighbors of x; it follows that
|βN (x)〉 is orthogonal to every basis element labeled by a point of LN whose toral distane
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d
T
2 (see Denition (1.4.2)) from x is greater than
√
2/N .
As a onsequene, the quantity N2〈βN (x), βN (y)〉 = 0 if the distane on the torus
between x and y is greater than 2
√
2/N .
Thus, given d0 > 0, it is suient that d0 > 2
√
2/N , that is N0(ǫ, d0) > 2
√
2/d0, to have
N > N0(ǫ, d0) =⇒ N2〈βN (x), βN (y)〉 = 0
1.4.3. A third set of C.S.: {|C3
N
(x)〉 | x ∈ T2} ∈ HD
N
The new family of CS we are going to introdue in this Setion, is not too dierent from
the one introdued in the previous Setion, as it will also onsist of states in the same
Hilbert spae and onstruted by grouping a small luster of nearest neighbors in the basis
of HDN .
Nevertheless there is one big dierene between the two example: in the present ase,
the mapping from T
2
into HDN dening the family of oherent states is as follows:
T
2 ∋ x 7→ |C3N (x)〉 = | ⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋〉 ∈ HDN (1.52)
and is not invertible. Measurability and normalization are learly satised and loalization
an be proved in the same way as in the previous Setion. Now we shall give a diret proof
of overompleteness.
Overompleteness property of Denition 1.4.1 an be expressed as
5
N2
∫
X
µ(dx) 〈ℓ |C3N (x)〉〈C3N (x)| m〉 = δ(N)ℓ,m, ∀ℓ,m ∈ (Z/NZ)2 (1.53)
and this is exatly what we are going to prove; let us take the quantity
Iℓ,m := N
2
∫
X
µ(dx) 〈ℓ |C3N (x)〉〈C3N (x)|m〉
= N2
∫ 1
0
dx1
∫ 1
0
dx2
〈
ℓ1, ℓ2
∣∣∣∣∣ ⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋
〉
×
×
〈
⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋
∣∣∣∣∣ m1,m2
〉
=
5
For the denition of δ
(N)
ℓ,m , see in Properties 1.2.1.
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= N2
∫ 1
0
dx1
∫ 1
0
dx2 δ
(N)
ℓ1 , ⌊Nx1+ 12⌋ δ
(N)
ℓ2 , ⌊Nx2+ 12⌋ δ
(N)
m1 , ⌊Nx1+ 12⌋ δ
(N)
m2 , ⌊Nx2+ 12⌋ =
= N2 δ
(N)
ℓ1 , m1
δ
(N)
ℓ2 , m2
[∫ 1
0
dx1 δ
(N)
ℓ1 , ⌊Nx1+ 12⌋
] [∫ 1
0
dx2 δ
(N)
ℓ2 , ⌊Nx2+ 12⌋
]
· (1.54)
Note that, in order to have the integrand of (1.54) dierent from zero we must have
ℓi 6 Nxi + 12 < ℓi + 1 for i = 1, 2, that is
ℓi− 12
N 6 xi <
ℓi+
1
2
N . Then (1.54) reads:
Iℓ,m = N
2
(
δ
(N)
ℓ1 , m1
δ
(N)
ℓ2 , m2
) ∫ ℓ1+12N
ℓ1−
1
2
N
dx1
 ∫ ℓ2+ 12N
ℓ2−
1
2
N
dx2
 ·
= N2 δ
(N)
ℓ,m ×
1
N
× 1
N
= δ
(N)
ℓ,m (1.55)
and hene overompleteness is proved.
1.5. AntiWik Quantization
In order to study the lassial limit and, more generally, the semilassial behaviour of
(MN ,ΘN , τN ) when N →∞, we introdue two linear maps. The rst, JN∞, (anti-Wik
quantization) assoiates N ×N matries to funtions in AX , the seond one, J∞N , maps
N ×N matries into funtions in AX .
Denitions 1.5.1
Given a family {|CN (x)〉 | x ∈ X} of oherent states in HN , the Hilbert spae
of dimension N~, the anti-Wik quantization sheme will be desribed by a
(ompletely) positive unital map JN∞ : AX →MN
AX ∋f 7→ N~
∫
X
µ(dx) f(x) |CN (x)〉〈CN (x)| =: JN∞(f) ∈ MN .
The orresponding dequantizing map J∞N :MN → AX will orrespond to the
(ompletely) positive unital map
MN ∋ X 7→ 〈CN (x),X CN (x)〉 =: J∞N(X)(x) ∈ AX .
Both maps are identity preserving beause of the onditions imposed on the family of
oherent states and are also ompletely positive sine the domain of JN∞ is a ommutative
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algebra as well as the range of J∞N . Moreover,
‖J∞N ◦ JN∞(g)‖ ≤ ‖g‖, g ∈ AX , (1.56)
where ‖·‖ denotes the norm with respet to whih the C*-algebra AX is omplete (‖·‖0 for
C0 (X ) and ‖·‖∞ for L∞µ (X )).
1.5.1. Classial limit in the antiWik quantization sheme
Performing the lassial limit or a semi-lassial analysis onsists in studying how a family
of algebrai triples (MN , τN ,ΘN ) depending on a quantization ~-like parameter is mapped
onto (AX , ωµ,Θ) when the parameter goes to zero.
We shall give now two equivalent properties that an be taken as requests on any
welldened quantizationdequantization sheme for observables. In the sequel, we shall
need the notion of quantum dynamial systems (MN , τN ,ΘN ) tending to the lassial limit
(X , µ, T ). Indeed, a request upon any sensible quantization proedure is to reover the
lassial desription in the limit ~→ 0; in a similar way, our quantization (or disretization)
should reover the lassial (or ontinuous) system in the
1
N → 0 limit. Moreover we
not only need onvergene of observables but also of the dynamis: this aspet will be
onsidered in Setion 2.4.
HereMN will denote a general N~×N~ matrix algebra and the following two propo-
sition will be proved for both AX = C0 (X ) and AX = L∞µ (X ), the two funtional spaes
introdued in Setion 1.1.2.
Proposition 1.5.1
For all f ∈ AX
lim
N→∞
J∞N ◦ JN∞(f) = f µ  a.e.
Proposition 1.5.2
For all f, g ∈ AX
lim
N→∞
τN
(JN∞(f)∗JN∞(g)) = ωµ(fg) = ∫
X
µ(dx) f(x)g(x).
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Proof of Proposition 1.5.1:
We rst prove the assertion when AX = C0 (X ) and then we extend to AX = L∞µ (X ). We
show that the quantity
FN (x) :=
∣∣∣f(x)− J∞N ◦ JN∞(f)(x)∣∣∣
=
∣∣∣∣f(x)−N ∫X µ(dy) f(y) |〈CN (x), CN (y)〉|2
∣∣∣∣
= N
∣∣∣∣∫X µ(dy) (f(y)− f(x)) |〈CN (x), CN (y)〉|2
∣∣∣∣
beomes arbitrarily small for N large enough, uniformly in x. Seleting a ball B(x, d0)
of radius d0, using the mean-value theorem and property (1.4.1.3), we derive the upper
bound
FN (x) ≤ N
∣∣∣∣∣
∫
B(x,d0)
µ(dy) (f(y)− f(x)) |〈CN (x), CN (y)〉|2
∣∣∣∣∣
+N
∣∣∣∣∣
∫
X\B(x,d0)
µ(dy) (f(y)− f(x)) |〈CN (x), CN (y)〉2
∣∣∣∣∣ (1.57)
≤ |f(c)− f(x)|+
∫
X\B(x,d0)
µ(dy) |f(y)− f(x)|N |〈CN (x), CN (y)〉|2, (1.58)
where c ∈ B(x, d0).
Beause X is ompat, f is uniformly ontinuous. Therefore, we an hoose d0 in suh
a way that |f(c) − f(x)| < ε uniformly in x ∈ X . On the other hand, from the lo-
alization property (1.4.1.4), given ε′ > 0, there exists an integer N0(ε′, d0) suh that
N |〈CN (x), CN (y)〉|2 < ε′ whenever N > N0(ε′, d0). This hoie leads to the upper bound
FN (x) ≤ ε+ ε′
∫
X\B(x,d0)
µ(dy) |f(y)− f(x)|
≤ ε+ ε′
∫
X
µ(dy) |f(y)− f(x)| ≤ ε+ 2ε′‖f‖∞. (1.59)
To get rid of the ontinuity of f , that is when f ∈ L∞µ (X ), we use a orollary 1 of
Lusin's theorem [31, 37, 38℄. For later use, we write down both statements, in a form
slightly adapted to our ase (for instane our ompat spae X = T2 is a loally ompat
Hausdor spae, but we do not need these generi settings, and the same is true for the
lass of f we will refer to):
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Theorem 2 (Lusin's) : Every measurable funtion f (x) on a measurable
set X an be made ontinuous by removing from X the points ontained in
suitably hosen open intervals whose total measure is arbitrarily small.
Corollary 1 (of Lusin's Theorem) : Given f ∈ L∞µ (X ), with X ompat,
there exists a sequene {fn} of ontinuous funtions on X suh that |fn| ≤ ‖f‖∞
and onverging to f µ  almost everywhere.
Thus, for f ∈ L∞µ (X ), we pik suh a sequene and estimate
FN (x) ≤
∣∣∣f(x)− fn(x)∣∣∣+ ∣∣∣fn(x)− J∞N ◦ JN∞(fn)(x)∣∣∣
+
∣∣∣J∞N ◦ JN∞(fn − f)(x)∣∣∣.
The rst term an be made arbitrarily small (µ  a.e) by hoosing n large enough beause
of Lusin's theorem, while the seond one goes to 0 when N → ∞ sine fn is ontinuous.
Finally, the third term beomes as well vanishingly small with n →∞ as one an dedue
from ∫
X
µ(dx)
∣∣∣J∞N ◦ JN∞(f − fn)(x)∣∣∣
=
∫
X
µ(dx)
∣∣∣∣∫X µ(dy) (f(y)− fn(y))N |〈CN (x), CN (y)〉|2
∣∣∣∣
≤
∫
X
µ(dy) |f(y)− fn(y)|
∫
X
µ(dx)N |〈CN (x), CN (y)〉|2
=
∫
X
µ(dy) |f(y)− fn(y)|,
where exhange of integration order is harmless beause of the existene of the inte-
gral (1.56). The last integral goes to zero with n by dominated onvergene and thus
the result follows.
Proof of Proposition 1.5.2:
Consider
ΩN :=
∣∣∣τN(JN∞(f)∗JN∞(g)) − ωµ(fg)∣∣∣
= N
∣∣∣∣∫X µ(dx) f(x)
∫
X
µ(dy) (g(y)− g(x)) |〈CN (x), CN (y)〉|2
∣∣∣∣
≤
∫
X
µ(dx) |f(x)|
∣∣∣∣∫X µ(dy) (g(y)− g(x))N |〈CN (x), CN (y)〉|2
∣∣∣∣ .
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By hoosing a sequene of ontinuous gn approximating g ∈ L∞µ (X ), and arguing as in the
previous proof, we get the following upper bound:
ΩN ≤ N
∫
X
µ(dx) |f(x)|
∣∣∣∣∫X µ(dy) (g(y)− gn(y)) |〈CN (x), CN (y)〉|2
∣∣∣∣
+N
∫
X
µ(dx) |f(x)|
∣∣∣∣∫X µ(dy) (gn(y)− gn(x)) |〈CN (x), CN (y)〉|2
∣∣∣∣
+N
∫
X
µ(dx) |f(x)|
∣∣∣∣∫X µ(dy) (g(x)− gn(x)) |〈CN (x), CN (y)〉|2
∣∣∣∣ .
The integrals in the rst and third lines go to zero by dominated onvergene and Lusin's
theorem. As regards the middle line, one an apply the argument used for the quantity
FN (x) in the proof of Proposition 1.5.1.
1.5.2. Disretization/Dedisretization of L∞µ (X ) by means of {|C
3
N(x)〉}x∈T2
Now that we have proved the so alled lassial limit for the antiWik quantization in
the general ase, we have all ingredient to build a onrete example of suh a quantization
proedure. In partiular we will apply Denitions 1.5.1 and disretize L∞µ (X ) by means
of the CS set {|C3N (x)〉 | x ∈ T2} ∈ HDN introdued in Setion 1.4.3.
In this framework, the disretizing/dedisretizing operators of Denitions 1.5.1 now reads:
L∞µ
(
T
2
) ∋f 7→ N2 ∫
T
2
µ(dx) f(x) |C3N (x)〉〈C3N (x)| =: JN∞(f) ∈ DN · (1.60)
DN ∋ X 7→ 〈C3N (x) , X C3N (x)〉 =: J∞N(X)(x) ∈ S
(
T
2
)
6 ⊂ L∞µ
(
T
2
) · (1.61)
In this Setion we will give an interpretation of these two operators that will be useful in
the following. Let us start by omputing the matrix elements of JN∞(f) in (1.60).
M
(f)
ℓ,m := 〈ℓ , JN∞(f)m〉 (1.62)
= N2
∫
X
µ(dx) f(x) 〈ℓ |C3N (x)〉〈C3N (x)|m〉 (1.63)
= N2
∫ 1
0
dx1
∫ 1
0
dx2 f(x)
〈
ℓ1, ℓ2
∣∣∣∣∣ ⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋
〉
×
×
〈
⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋
∣∣∣∣∣ m1,m2
〉
(1.64)
6
The symbol S (T2) denotes the set of simple funtions on the torus. A funtion f belong to that set
if it holds that f assumes on T2 only a nite number of values [37℄. The relation Ran (J∞N ) = S
(
T
2
)
will be shown in (1.72).
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= N2
∫ 1
0
dx1
∫ 1
0
dx2 f(x) δ
(N)
ℓ1 , ⌊Nx1+ 12⌋ δ
(N)
ℓ2 , ⌊Nx2+ 12⌋ δ
(N)
m1 , ⌊Nx1+ 12⌋ δ
(N)
m2 , ⌊Nx2+ 12⌋
= N2 δ
(N)
ℓ1 , m1
δ
(N)
ℓ2 , m2
∫ 1
0
dx1
∫ 1
0
dx2 f(x) δ
(N)
ℓ1 , ⌊Nx1+ 12⌋ δ
(N)
ℓ2 , ⌊Nx2+ 12⌋ · (1.65)
As already observed (between eqs. (1.54) and (1.55)), in order to have the integrand
of (1.65) dierent from zero we must have ℓi 6 Nxi + 12 < ℓi + 1 for i = 1, 2, that is
ℓi− 12
N 6 xi <
ℓi+
1
2
N and (1.65) reads:
M
(f)
ℓ,m = N
2 δ
(N)
ℓ,m
∫ ℓ1+ 12
N
ℓ1−
1
2
N
dx1
∫ ℓ2+ 12
N
ℓ2−
1
2
N
dx2 f(x) · (1.66)
From the latter equation we see that Ran (JN∞) = DN . We will redue (1.66) to a nier
expression, but to this aim we introdue now a new
Denition 1.5.2 (Running Average Operator (RAO))
 We will denote by QN (x) the small square of side 1/N , oriented with sides
parallel to the axis of the torus, entered on x.
 By means of the latter, we introdue now the Running Average Operator
ΓN : L
∞
µ (X ) 7−→ C0
(
T
2
)
dened by:
L∞µ (X ) ∋ f(x) 7−→ ΓN (f) (x) =: N2
∫
QN (x)
µ(dx) f(y) ∈ C0 (T2) ·
Propositions 1.5.3
1) Given f ∈ L∞µ
(
T
2
)
, the funtion f
(Q)
N := ΓN (f) is uniformly ontinuous on T
2
2) Denoting by
‖ΓN‖B := sup
f∈L∞µ (T2)
‖ΓN (f)‖0
‖f‖∞
(1.67)
we have that ‖ΓN‖B = 1.
Proof of Propositions 1.5.3:
Given a two funtions, f ∈ L∞µ
(
T
2
)
and g ∈ L1µ
(
T
2
)
, and denoting by ‖·‖1 the L1µ
(
T
2
)
-
norm, that is
‖g‖1 :=
∫
T
2
µ(dx) |g(x) | , (1.68)
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one has:
‖fg‖1 6 ‖f‖∞‖g‖1 (1.69)
Equation (1.69) an be seen as an extension of the Hölder's inequality, but its proof is
more easily dedued by integrating the obvious relation |fg | 6 ‖f‖∞ |g |; using (1.69) we
are going to prove the two statement of Proposition 1.5.3.
1) Let's take two points x0 ∈ T2 and x ∈ QN (x0), and let XE denote the harateristi
funtion of E ⊂ T2. By Denition (1.5.2):
∣∣∣f (Q)N (x0)− f (Q)N (x) ∣∣∣ = N2 ∣∣∣∣∫
T
2
µ(dy) f(y)
(XQN (x0)(y)− XQN (x)(y))∣∣∣∣
therefore, arrying | · | inside the integral and using (1.69)
6 N2 ‖f‖∞
∫
T
2
µ(dy)
∣∣XQN (x0)(y)− XQN (x)(y) ∣∣
6 N2 ‖f‖∞
[
µ
(
QN (x0) ∪QN (x)
)
− µ
(
QN (x0) ∩QN (x)
)]
·
Aording to our hypothesis, x ∈ QN (x0), thus geometrial onsiderations lead to:
µ
(
QN (x0) ∪QN (x)
)
<
( 1
N
+ |x1 − x01 |
)( 1
N
+ |x2 − x02 |
)
µ
(
QN (x0) ∩QN (x)
)
=
( 1
N
− |x1 − x01 |
)( 1
N
− |x2 − x02 |
)
µ
(
QN (x0) ∪QN (x)
)
− µ
(
QN (x0) ∩QN (x)
)
<
2
N
(
|x1 − x01 |+ |x2 − x02 |
)
<
2
√
2
N
‖x0 − x‖
Finally we an write ∣∣∣f (Q)N (x0)− f (Q)N (x) ∣∣∣ 6 2√2 N ‖f‖∞ ‖x0 − x‖
and this prove ontinuity of f
(Q)
N (and so uniform ontinuity too, being T
2
a ompat
spae).
2) A straightforward appliation of (1.69) give us that ‖ΓN‖B 6 1. We reah the maxi-
mum by noting that it is attained when we hoose f onstant.
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We an now rewrite equation (1.60) by using RAO together with (1.66); as a result:
JN∞(f) =
∑
ℓ∈(Z/NZ)2
ΓN (f)
(
ℓ
N
)
|ℓ〉 〈ℓ | =
∑
ℓ∈(Z/NZ)2
f
(Q)
N
(
ℓ
N
)
|ℓ〉 〈ℓ | · (1.70)
We now ompute expliitly (1.61), onsidering the matrix elements {Xℓ,ℓ}ℓ∈(Z/NZ)2 of X;
namely
X =
∑
ℓ∈(Z/NZ)2
Xℓ,ℓ |ℓ〉 〈ℓ | · (1.71)
By putting (1.72) in (1.61) we get:
J∞N(X)(x) =
∑
ℓ∈(Z/NZ)2
Xℓ,ℓ 〈C3N (x) |ℓ〉 〈ℓ |C3N (x)〉
=
∑
ℓ∈(Z/NZ)2
Xℓ,ℓ
〈
⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋
∣∣∣∣∣ ℓ1, ℓ2
〉
×
×
〈
ℓ1, ℓ2
∣∣∣∣∣ ⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋
〉
=
=
∑
ℓ∈(Z/NZ)2
Xℓ,ℓ
(
δ
(N)
ℓ1 , ⌊Nx1+ 12⌋
)2 (
δ
(N)
ℓ2 , ⌊Nx2+ 12⌋
)2
=
∑
ℓ∈(Z/NZ)2
Xℓ,ℓ XQN( ℓN )(x) , (1.72)
and it proves that Ran (J∞N) = S
(
T
2
)
.
Moreover, equations (1.70) and (1.72) an be ombined and we get the form of the (sim-
ple) funtion that arises from one in L∞µ (X ), by performing the antiWik quantiza-
tion/dequantization:
(J∞N ◦ JN∞) (f)(x) =
∑
ℓ∈(Z/NZ)2
ΓN (f)
(
ℓ
N
)
XQN( ℓN )(x) · (1.73)
1.6. Inverting theWeyl disretization by means of {|βN(x)〉}x∈T2
states
In Setions 1.2.2 and 1.3.1 we developed the proedures of Weyl quantization, Weyl dis-
retization respetively. In this Setion, we will refer to the seond sheme, the Weyl
disretization of C0 (T2) into DN desribed in Setion 1.3.1.
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In the algebrai disretization, our goals was to nd the operator JN,∞ in Denition 1.3.2;
atually this is not omplete. As in the antiWik sheme of quantization/dequantization
(equivalently disretization/dedisretization) developed in Setion 1.5, desribed in De-
nitions 1.5.1 and based on a ouple of *-automorphisms JN∞ and J∞N , also here we have
to go bak from DN to C0
(
T
2
)
by dening a *-morphism J∞,N that inverts the JN∞
introdued in Denition 1.3.2, at least in the N → ∞ limit. We onstrut this operator
by means of the family of states {|βN (x)〉 | x ∈ T2} ∈ HDN introdued in Setion 1.4.2, as
follows
Denition 1.6.1
We will denote by J∞,N : DN 7−→ the *-morphism dened by:
J∞,N : DN ∋M 7−→ J∞,N(M) (x) := 〈βN (x) |M |βN (x) 〉 ∈ C0
(
T
2
) ·
Therefore, from denitions (1.3.2) and (1.6.1) it follows that, when mapping C0 (T2) onto
DN and the latter bak into C0
(
T
2
)
, we get
7
:
f˜N (x) := (J∞,N ◦ JN,∞) (f) (x) =
∑
ℓ∈(Z/NZ)2
f
(
ℓ
N
) ∣∣〈βN (x) ∣∣ℓ〉∣∣2 =
=
1
4
∑
(µ,ν,ρ,σ)∈{0,1}4
cos (πµ 〈Nx1〉) cos (πν 〈Nx2〉) (−1)µρ+νσ×
× f
(⌊Nx1⌋+ ρ
N
,
⌊Nx2⌋+ σ
N
)
(1.74)
Remarks 1.6.1
i) As it was pointed out in Setion 1.4.2, the family of states {|βN (x)〉 | x ∈
T
2} annot be onsidered as a set of C.S., for they does not fulll over-
ompleteness. The latter property is a neessary ondition in order to prove
the lassial limit in the antiWik sheme of quantization/dequantization,
and to this aim it has been protably used in the proofs of property (1.5.1
1.5.2). Nevertheless, in the Weyl sheme, we will provide in Theorem 3 an
equivalent proof of the lassial limit that does not depend on overomplete-
ness; onversely we an use other nie properties of our family of states, like
invertibility.
7
we omit here the details of the umbersome alulation: equation (1.74) is derived by using the same
tehnique as the one showed in Appendix A.
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ii) From (1.74), f = f˜N on lattie points. Moreover, although the rst deriva-
tive of (1.74) is not dened on the lattie, its limit exists there and it is zero;
thus, we an extend by ontinuity f˜N to a funtion in C1
(
T
2
)
that we will
denote again as f˜N .
iii) We note that Ran (J∞,N) is a subalgebra stritly ontained in AX ; this is
not surprising and omes as onsequene of Weyl quantization, where this
phenomenon is quite typial [34, 35℄.
We show below that J∞,N ◦ JN,∞ approahes 1C0(T2) (the identity funtion in C0
(
T
2
)
)
when N → ∞. Indeed, a request upon any sensible quantization proedure is to reover
the lassial desription in the limit ~ → 0; in a similar way, our disretization should
reover the ontinuous system in the N →∞ limit.
Theorem 3 : Given f ∈ C0 (T2) , lim
N→∞
∥∥∥∥ (J∞,N ◦ JN,∞ − 1C0(T2)) (f)∥∥∥∥
0
= 0 ·
Proof of Theorem 3:
i) Sine X = T2 is ompat, f is uniformly ontinuous on it, that is8
∀ ε > 0, ∃ δf,ε > 0 s.t.
∣∣∣∣x− ⌊Nx⌋N
∣∣∣∣ < δf,ε =⇒
=⇒
∣∣∣∣f (x)− f (⌊Nx⌋N
)∣∣∣∣ < ε2 , ∀x ∈ T2, ∀N ∈ N+ (1.75)
Further, we an hoose an N¯f,ε = N¯f,ε(δf,ε) s.t.
∣∣∣∣∣x−
⌊
N¯f,εx
⌋
N¯f,ε
∣∣∣∣∣ < δf,ε, that is9 N¯f,ε >
√
2
δf,ε
;
therefore
∀ε > 0, ∃N¯f,ε ∈ N+ s.t. N > N¯f,ε =⇒
∣∣∣∣f (x)− f (⌊Nx⌋N
) ∣∣∣∣ < ε2 , ∀x ∈ T2 ·
ii) f˜N ∈ C1
(
T
2
) ⊂ C0 (T2) and the previous point i) let us write
∀ε > 0, ∃N¯ ′f,ε ∈ N+ s.t. N > N¯ ′f,ε =⇒
∣∣∣∣ f˜N (x)− f˜N (⌊Nx⌋N
) ∣∣∣∣ < ε2 , ∀x ∈ T2 ·
8
Notation: we use
⌊Nx⌋
N
to denote
( ⌊Nx1⌋
N
,
⌊Nx2⌋
N
)
·
9∀ i ∈ {1, 2} ,
∣∣∣∣Nxi − ⌊Nxi⌋ ∣∣∣∣ < 1 =⇒ ∣∣∣∣Nx − ⌊Nx⌋ ∣∣∣∣ < √2 =⇒ ∣∣∣∣x− ⌊Nx⌋N
∣∣∣∣ < √2N =⇒
=⇒
∣∣∣∣x − ⌊Nx⌋N
∣∣∣∣ < √2N¯f,ε , ∀ N > N¯f,ε·
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iii) f˜N
(⌊Nx⌋
N
)
= f
(⌊Nx⌋
N
)
∀x ∈ T2, ∀N ∈ N+. (see Remark 1.6.1.ii)
Then, using the triangle inequality, with N¯ ′′f,ε = max
{
N¯ ′f,ε, N¯f,ε
}
, we get
∀ε > 0, ∃N¯ ′′f,ε ∈ N+ s.t. N > N¯ ′′f,ε =⇒
=⇒
∣∣∣∣f (x)− f˜N (x) ∣∣∣∣ 6 ∣∣∣∣f (x)− f(⌊Nx⌋N
)∣∣∣∣+ ∣∣∣∣f˜N (⌊Nx⌋N
)
− f˜N (x)
∣∣∣∣ < ε , ∀x ∈ T2
that is:
lim
N→∞
∥∥∥ f˜N − f ∥∥∥
0
= 0 ·
Chapter 2
Quantization of the Dynamis and
its lassial limit
2.1. Classial Automorphisms on the Torus
2.1.1. Classial desription of Sawtooth Maps and Cat Maps
The speial kind of automorphisms of the torus that we are going to onsider in this
Setion, namely the Sawtooth Maps [39,40℄, are a big family inluding the well known Cat
Maps as a subset. From a lassial point of view, in the spirit of Setion 1.1.1, we desribe
these systems by means of triples (X , µ, Sα) where
X = T2 (2.1a)
Sα
(
x1
x2
)
=
(
1 + α 1
α 1
)(
〈x1〉
x2
)
(mod 1) , α ∈ R (2.1b)
µ(dx) = dx1 dx2 , (2.1)
where 〈·〉 denotes the frational part of a real number. Without 〈·〉, (2.1b) is not well
dened on T
2
for notinteger α; in fat, without taking the frational part, the same point
x = x + n ∈ T2,n ∈ Z2, would have (in general) Sα (x) 6= Sα (x+ n). Of ourse, 〈·〉 is
not neessary when α ∈ Z.
The Lebesgue measure dened in (2.1) is Sαinvariant for all α ∈ R.
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After identifying x with anonial oordinates (q, p) and imposing the (mod 1) ondition
on both of them, the above dynamis an be rewritten as:q′ = q + p′p′ = p+ α 〈q〉 (mod 1), (2.2)
This is nothing but the Chirikov Standard Map [6℄ in whih − 12π sin(2πq) is replaed by 〈q〉.
The dynamis in (2.2) an also be thought of as generated by the (singular) Hamiltonian
H(q, p, t) =
p2
2
− α 〈q〉
2
2
δp(t), (2.3)
where δp(t) is the periodi Dira delta whih makes the potential at through periodi
kiks with period 1 [15℄.
Sawtooth Maps are invertible and the inverse is given by the expression
S−1α
(
x1
x2
)
=
(
1 0
−α 1
)〈(
1 −1
0 1
)(
x1
x2
)〉
(mod 1) (2.4)
or, in other words, q = q′ − p′p = −α q + p′ (mod 1) . (2.5)
It an indeed be heked that Sα
(
S−1α (x)
)
= S−1α (Sα (x)) = x1, ∀x ∈ T2.
Another dynamis we are going to onsider is the one desribed by (2.1), but with (2.1b)
replaed by
T (x) = T · x (mod 1) , (2.1b′)
where T ∈ SL2
(
T
2
)
, namely the 2×2 matries with integer entries and determinant equal
to one. The Lebesgue measure dened in (2.1) is Tinvariant for all T ∈ SL2
(
T
2
)
.
Denition 2.1.1
When α ∈ Z, we shall write Tα instead of Sα. In partiular:(X , µ, Tα) will be the lassial dynamial system representing a generi Tα au-
tomorphism;
1
of ourse x has to be intended as an element of the torus, that is an equivalent lass of R2 points
whose oordinates dier for integer value, indeed T
2 = R2 \Z2.
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(X , µ, Sα) will represent Sawtooth Maps;(X , µ, T ) with T ∈ SL2 (T2), will represent the soalled Unitary Modular
Group [3℄ (UMG for short).
T1 = ( 2 11 1 ) is the Arnold Cat Map [3℄.
Then, T1 ∈ {Tα}α∈Z ⊂ SL2
(
T
2
) ⊂ GL2 (T2) ⊂ ML2 (T2) where ML2 (T2) is the set of
2× 2 matries with integer entries and GL2
(
T
2
)
is the subset of invertible matries.
Remarks 2.1.1
i. Sawtooth Maps {Sα} are disontinuous on the subset
γ0 := {x = (0, p) , p ∈ T} ∈ T2: two points lose to this border, A := (ε, p)
and B := (1− ε, p), have images that dier, in the ε→ 0 limit, by a vetor
d
(1)
Sα
(A,B) = (α,α) (mod 1).
ii. Inverse Sawtooth Maps {S−1α } are disontinuous on the subset
γ−1 := Sα (γ0) = {x = (p, p) , p ∈ T} ∈ T2: two points lose to this border,
A := (p+ ε, p − ε) and B := (p− ε, p + ε), have images that dier, in the
ε→ 0 limit, by a vetor d(1)
S−1α
(A,B) = (0, α) (mod 1).
iii. The maps Tα and T
−1
α are ontinuous:
α ∈ Z =⇒ d(1)
Tα
(A,B) = d
(1)
T−1α
(A,B) = (0, 0) (mod 1).
Also, all T ∈ SL2
(
T
2
)
are ontinuous.
iv. The eigenvalues of
(
1+α 1
α 1
)
are
(
α+ 2±√(α + 2)2 − 4)/2. They are om-
plex onjugates if α ∈ [−4, 0], while one eigenvalue λ > 1 and the other
λ−1 < 1 if α 6∈ [−4, 0].
v. For a generi matrix T ∈ SL2
(
T
2
)
, denoting t = Tr (T ) /2, the eigenvalues
are (t±√t2 − 1). They are onjugate omplex numbers if |t | < 1, while one
eigenvalue λ > 1 if |t | > 1. The latter is our ase of interest, indeed we will
use only hyperboli T ∈ SL2
(
T
2
)
, that is |t | > 1.
vi. When a positive eigenvalue is present, that is λ > 1, distanes are strethed
along the diretion of the eigenvetor |e+〉, Sα|e+〉 = λ|e+〉, ontrated
along that of |e−〉, Sα|e−〉 = λ−1|e−〉. In this ase, we an see in log λ, the
(positive) Lyapounov exponent (ompare (1)).
vii. The Lebesgue measure in (2.1) is S−1α invariant.
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Notation 2.1.1
Let Sα be the matrix
(
1+α 1
α 1
)
. Then the expression Sα (x) will denote the
ation represented by (2.1b), whereas Sα · x will denote the matrix ation of
Sα on the vetor x.
When the dynamis arises from the ation of a UMG map (so, in partiu-
lar, when {Tα}α∈Z is the family of toral automorphisms), the equation (2.1b)
assumes the simpler form Tα (x) = Tα · x (mod 1).
Analogously, expression like Tα ·x, T trα ·x, T−1α ·x and
(
T trα
)−1 ·x, will denote
ation by Tα itself, its transposed, its inverse and the inverse of the transposed,
respetively.
2.1.2. Algebrai desription for the lassial dynamial systems of toral
automorphisms
In this Setion we make use of the two ommutative algebras introdued in Setion 1.1.2
in order to desribe the two family of toral automorphisms dened up to now.
For the (ontinuous) automorphisms in the {Tα} family, a onvenient algebra [34, 35℄ of
observables is the C*algebra C0 (X ), equipped with the uniform norm given in (1.1).
The disretetime dynamis generates automorphisms Θα and its iterates Θ
j
α : C0 (X ) 7→
C0 (X ) as follows:
Θjα (f) (x) := f(T
j
α · x) , j ∈ Z , α ∈ Z · (2.6)
They preserve the state ωµ ◦Θjα = ωµ.
Due to the disontinuity of Sawtooth Maps, the maps Θjα in equation (2.6), with α ∈ R\Z,
are no longer automorphisms of C0 (X ).
For this reason, in order to deal with Sawtooth maps, we will make use of the (Von Neu-
mann) algebra L∞µ (X ) of essentially bounded funtions dened in Setion 1.1.2.
We dene Θjα : L∞µ (X ) 7→ L∞µ (X ) by
Θjα (f) (x) := f(S
j
α (x)) , j ∈ Z , α ∈ R , (2.7)
These maps are now automorphisms of L∞µ (X ) and leave the state ωµ invariant.
Even if the maps T belonging to the UMG are ontinuous, when dealing with quantized
UMG it is preferable to make use of the Von Neumann algebra L∞µ (X ), in onjuntion
2.2 Quantum Automorphisms on the Torus 33
with the state ωµ and another automorphism, dierent from (2.62.7), given by:
Π : L∞µ (X ) ∋ f (x) 7→ Π(f) (x) := f(T−1 · x) ∈ L∞µ (X ) · (2.8)
The maps Πj are measure preserving automorphisms on L∞µ (X ). The following denitions
are thus justied:
Denitions 2.1.2
 The triplets desribing UMG automorphisms will be hosen between either(
L∞µ (X ) , ωµ,Π
)
or
(C0 (X ) , ωµ,Θα).
 Sawtooth Maps will be identied by triplets
(
L∞µ (X ) , ωµ,Θα
)
.
2.2. Quantum Automorphisms on the Torus
2.2.1. Dynamial evolution of the Weyl operators
In the quantization of dynamial systems
(
L∞µ (X ) , ωµ,Π
)
and the study of their lassial
limit, the main role is played by the evolution of the Weyl operators. Indeed, from the
time evolution in the Weyl pitures, one easily goes to the antiWik sheme realized by
means of C.S. of the form (1.36).
We will derive this evolution basing our analysis on the Weyl sheme, desribed in Se-
tion 1.2.2, and then we will extend suh kind of evolution to the AntiWik sheme, that
will be used in the rest of our work. Of ourse in Setion 2.4.2 we will provide a proof
that our denition of quantum dynamis is well posed, in the sense that it leads to a well
dened lassial limit.
We introdue our evolution operator ΘjN :MN →MN by giving this requirement:
∀ f ∈ A
T
2 , ΘjN (WN,∞ (f)) = WN,∞
(
Πj (f)
)
, (2.9)
where one more we suppose A
T
2 to onsist of funtions suiently smooth and regular,
namely to be Fourier deomposed, Π is the (measure preserving) automorphism on L∞µ (X )
given in (2.8), and WN,∞ is the Weyl quantization operator, whose denition (1.27) leads
to:
ΘjN (WN,∞ (f)) =
∑
n∈Z2
fˆn Θ
j
N (WN (n)) · (2.10)
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Conversely, from (2.9) and (2.8), we have
ΘjN (WN,∞ (f)) = WN,∞
(
Πj (f)
)
(2.11)
= WN,∞
(
f ◦ T−j) (2.12)
=
∑
n∈Z2
WN (n) ̂(f ◦ T−j)n (2.13)
=
∑
n∈Z2
WN (n)
∫∫
T
2
dµ(x) f(T−j · x) e−2πi σ(n , x) (2.14)
and hanging variable y := T−j · x (note that T ∈ SL2
(
T
2
)
, so det
(
T−j
)
= 1)
=
∑
n∈Z2
WN (n)
∫∫
T
2
dµ(y) f(y) e−2πi σ(n , T
j ·y)
(2.15)
=
∑
n∈Z2
WN (n)
∫∫
T
2
dµ(y) f(y) e−2πi σ(T
−j ·n , y)
(2.16)
(indeed the simpleti form σ( · , · ) is SL2
(
T
2
)
-invariant, i.e. σ(Tp, Tq) = σ(p,p))
=
∑
n∈Z2
f̂T−j ·n WN (n) (2.17)
=
∑
T j ·m∈Z2
f̂mWN (T
j ·m) (2.18)
=
∑
m∈Z2
f̂mWN (T
j ·m) (2.19)
where in the latter equality we have used the fat that matries belonging to SL2
(
T
2
)
map Z
2
onto itself. Comparing (2.10) and (2.19) we obtain the result
ΘjN (WN (n)) = WN
(
T j · n) , (2.20)
that will be taken as a denition also in the antiWik sheme.
In order to desribe the quantum dynamial system during its (disrete) temporal evolu-
tion, we need to have the evolution unitarily implemented on the Weyl algebra, that is
ΘjN (WN (n)) = UT WN (n)U
∗
T , with UT unitary operator on HN . In other words, the rep-
resentation generated by the two generators WN (eˆ1) and WN (eˆ2), and the one generated
by ΘN (WN (eˆ1)) = [WN (T · eˆ1)] and ΘN (WN (eˆ2)) = [WN (T · eˆ2)], has to be unitarily
equivalent. If this is obtained, by point (b) of Theorem 1 in Remark 1.2.2, we see that the
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two representations have to be labeled by the same u and v. Therefore:
[WN (eˆ1)]
N = [WN (T · eˆ1)]N and [WN (eˆ2)]N = [WN (T · eˆ2)]N · (2.21)
The latter request restrit the possible ouples (u, v) available, as it is showed in the
next [29℄
Theorem 4 (Degli Esposti) : Let T =
(
a b
c d
) ∈ SL2 (T2) and N be positive
integer. Then (2.21) an be fullled, more preisely:
for any given automorphism T , all admissible representations are labeled by all
(u, v) ∈ T2 suh that
(
T tr − 1)(u
v
)
=
1
2
N
(
ac
bd
)
+
(
m1
m2
)
, m1,m2 ∈ Z (2.22)
Equation (2.22) an be trivially solved
2
, and we get for the ouples (u, v):(
u
v
)
=
1
Tr (T )− 2
(
1− d c
b 1− a
)[
p+
(
m1
m2
)]
(mod 1), m1,m2 ∈ Z (2.23)
where p = 0 for even N , whereas for odd N it depends from the parity of the elements of
the matrix T . In partiular, in agreement with the ondition det (T ) = 1, we have three
allowed sets of matries T , that are:
N1 :=
{(
even odd
odd even
)
,
(
odd even
even odd
)}
, N2 :=
{(
even odd
odd odd
)
,
(
odd even
odd odd
)}
,
N3 :=
{(
odd odd
odd even
)
,
(
odd odd
even odd
)}
whose orresponding vetor p are p (N1) = 0, p (N2) = 12 eˆ2 and p (N3) = 12 eˆ1.
The set N1, whose orresponding (unique) ouple (u, v) is (0, 0), is also important for
historial reasons: indeed this set of matries was used to develop the rst quantization of
Cat Maps obtained by Berry and Hannay [41℄
3
.
We end up this Setion by noting that unitarity of dynamis guarantees:
τN (WN (T · n)) = τN (WN (n)) · (2.24)
2
Note that, in equation (2.23), Tr (T ) 6= 2 beause of the hoie in Remark 2.1.1.v.
3
For reent developments of the Berry's approah to the quantization of Cat Maps, see [4244℄.
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2.3. Disretization of Sawtooth Map families
2.3.1. Dynamial evolution on DN arising from the {Tα} subfamily of
UMG
In this Setion we will parallel what we have done in Setion 2.2.1 in the framework where
the dynamial evolution is ditated by the {Tα} subfamily of UMG (see Denitions 2.1.1
and 2.1.2), namely we will use the C*algebra C0 (T2) to desribe the ontinuous system
and we develop a tehnique of disretization/dedisretization presented in Setion 1.3.1,
respetively Setion 1.6.
The alulations follow (2.92.20): starting from the request
∀ f ∈ C0 (T2) , Θ˜jN,α (JN,∞ (f)) = JN,∞ (Θjα (f)) , (2.25)
we get
Θ˜jN,α (WN (n)) = WN
((
T trα
)j · n) · (2.26)
Few omment are now in order: in Setion 2.2.1 we used Weyl operators dened by means
of the sympleti form σ (n , x) (see (1.241.27)), whih is invariant under the ation of
T ∈ SL2
(
T
2
)
, that is σ (T · n , T · x) = σ (n , x). Therefore the dynamis x 7→ T−j · x
dened in (2.8) atually aets the indies of Weyl operators in the in the sense that
n 7→ T j · n (indeed σ (n , T−j · x) = σ (T j · n , ·x)).
In the present ase, Weyl operators are dened using not the sympleti form but salar
produt 〈n|x〉 = n · x instead, so that
〈
n
∣∣∣T jα · x〉 = 〈(T trα )j · n∣∣∣x〉, whene (2.26).
Although we dened the dynamis on Weyl operators, neither the disretizing operator
JN,∞ in Denition 1.3.2 nor the dedisretizing one J∞,N in Denition 1.6.1 do depend
(expliitly) on Weyl operators. For this reason we introdue now the operator Θ˜N,α on
DN in a way ompatible with (2.26). To this aim we introdue rst a new family of maps
on the torus T
2
(
[0, N)2
)
, namely [0, N)2 (mod N), given by4
4
Although we are now dealing with the {Tα} family of maps, denition (2.27) is formulated for Sawtooth
maps; when α ∈ Z, (2.27) obviously simplify to diret matrix ation, whih is not true when α ∈ R \Z,
whih will be the ase later on.
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T
2
(
[0, N)2
)
∋ x 7→ U0α (x) := x
= N S0α
( x
N
)
∈ T2
(
[0, N)2
)
, (2.27a)
T
2
(
[0, N)2
)
∋ x 7→ U±1α (x) := N S±1α
( x
N
)
∈ T2
(
[0, N)2
)
, (2.27b)
T
2
(
[0, N)2
)
∋ x 7→ U±jα (x) := U±1α (U±1α ( · · ·U±1α (U±1α (︸ ︷︷ ︸
j times
x ) ) · · · ) ) , j ∈ N ,
= N S±jα
( x
N
)
∈ T2
(
[0, N)2
)
· (2.27)
Using the latter set of maps, we an give the following
Denition 2.3.1
Θ˜N,α is the *automorphism of DN dened by:
DN ∋ X 7→ Θ˜N,α (X) :=
∑
ℓ∈(Z/NZ)2
XUα(ℓ),Uα(ℓ) |ℓ〉 〈ℓ | ∈ DN · (2.28)
Remarks 2.3.1
i. Θ˜N,α is a *automorphism beause the map (Z/NZ)
2 ∋ ℓ 7−→ Uα (ℓ) ∈ (Z/NZ)2
is a bijetion. For the same reason the state τN is Θ˜N,αinvariant.
ii. One an hek that, given f ∈ C0 (T2),
Θ˜N,α (JN,∞ (f)) :=
∑
ℓ∈(Z/NZ)2
f
(
Uα (ℓ)
N
)
|ℓ〉 〈ℓ | · (2.29)
iii. Also, Θ˜jN,α ◦ JN,∞ = JN,∞ ◦Θjα for all j ∈ Z.
The automorphism Θ˜N,α an be rewritten in the more familiar form
Θ˜N,α (X) =
∑
ℓ∈(Z/NZ)2
XUα(ℓ),Uα(ℓ) |ℓ〉 〈ℓ | = (2.30)
=
∑
U−1α (s)∈(Z/NZ)2
Xs,s
∣∣U−1α (s)〉 〈U−1α (s) ∣∣ =
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(see Remark 2.3.2 i and ii) = Uα,N
 ∑
all equiv.
lasses
Xs,s |s〉 〈s |
U∗α,N = (2.31)
= Uα,N X U
∗
α,N , (2.32)
where the operators Uα,N dened by
HN2 ∋
∣∣ℓ〉 7−→ Uα,N ∣∣ℓ〉 := ∣∣U−1α (ℓ)〉 · (2.33)
are unitary (see below).
Remarks 2.3.2
i) All of Tα, T
−1
α , T
tr
α and
(
T−1α
)
tr
belong to SL2 (Z/NZ); in partiular these
matries are automorphisms on (Z/NZ)2 (and so Uα and U
−1
α as well) so
that, in (2.31), one an sum over the equivalene lasses.
ii) The same argument as before proves that the operators in (2.33) are unitary,
whene Θ˜N,α is a *-automorphism of DN .
2.3.2. Dynamial evolution on DN arising from the ation of Sawtooth
maps
From a the measure theoretial point of view, the dynamial systems
(X , µ, Sα) an be
thought as extensions of
(X , µ, Tα). Both kind of systems are dened on the same spae
T
2
, endowed with the same measure µ and the Sα maps redue to Tα when we restrit the
domain of α from R to Z.
From an algebrai point of view, we note that the algebra desribing lassial dynamial
systems given by
(
L∞µ (X ) , ωµ,Θα
)
is larger than the one of
(C0 (X ) , ωµ,Θα) as C0 (X ) ⊂
L∞µ (X ), while the state ωµ is the same and for the dynamis the same onsideration of
above holds.
For what onern disretization, while the Weyl sheme an be used for
(C0 (X ) , ωµ,Θα),
we note that a straightforward appliation of the same proedure for
(
L∞µ (X ) , ωµ,Θα
)
would not work. Indeed, f ∈ L∞µ (X ) ould be unbounded on the grid LN , beause the
grid has null µ-measure and thus not felt by the essential norm ‖·‖∞ in (1.2).
Moreover, while in (2.26) one sees that the (matrix) ation of Tα on x transfers to the
index of the Weyl operators, this property no longer holds in the ase of the ation of Sα,
α 6∈ Z, whih is nonmatriial.
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In the (algebrai) disrete desription, we deal with two families of quantum dynamial
systems, namely
(DN , τN , Θ˜N,α) for {Tα} and (DN , τN , ?5 ) for Sawtooth maps, in whih
the Abelian nite dimensional algebra DN and the traial state τN are the same, for both.
Thus it proves onvenient to extend the automorphisms Θ˜N,α in a way more suited to
Sawtooth maps, whih oinide with Denition 2.3.1 when α ∈ Z. To this aim we introdue
rst new family of maps Vα from the torus T
2
(
[0, N)2
)
:= [0, N) × [0, N) (mod N), to
(Z/NZ)× (Z/NZ) (where (Z/NZ) denotes the residual lass (mod N)). These maps are
dened as follows:
T
2
(
[0, N)2
)
∋ x 7→ V 0α (x) := ⌊x⌋
=
⌊
U0α (x)
⌋ ∈ (Z/NZ)2 , (2.34a)
T
2
(
[0, N)2
)
∋ x 7→ Vα (x) := ⌊Uα (x)⌋ ∈ (Z/NZ)2 , (2.34b)
T
2
(
[0, N)2
)
∋ x 7→ V jα (x) := Vα(Vα( · · · Vα(Vα(︸ ︷︷ ︸
j times
x ) ) · · · ) ) ∈ (Z/NZ)2 , j ∈ N+ ,
= ⌊Uα( ⌊Uα( · · · ⌊Uα( ⌊Uα(︸ ︷︷ ︸
j times
x )⌋ )⌋ · · · )⌋ )⌋ · (2.34)
By means of the latter set
{
V jα
}
j∈Z
, we an proeed to
Denition 2.3.2
Θ˜N,α is the *-automorphism of DN dened by:
DN ∋ X 7→ Θ˜N,α (X) :=
∑
ℓ∈(Z/NZ)2
XVα(ℓ),Vα(ℓ) |ℓ〉 〈ℓ | ∈ DN · (2.35)
Remarks 2.3.3
i. Note that Θ˜jα := Θ˜α ◦ Θ˜α ◦ · · · ◦ Θ˜α︸ ︷︷ ︸
j times
is implemented by V jα (ℓ) given in (2.34).
ii. Θ˜N,α is a *-automorphism beause the map (Z/NZ)
2 ∋ ℓ 7−→ Vα (ℓ) ∈ (Z/NZ)2
is a bijetion. For the same reason the state τN is Θ˜N,αinvariant and Vα is
invertible too.
iii. When α ∈ Z, (Z/NZ)2 ∋ ℓ 7−→ Vα (ℓ) = Tαℓ ∈ (Z/NZ)2, namely the
ation of the map Vα beomes that of a matrix (mod N). Moreover, in that
ase, Uα and Vα oinide and Denitions 2.3.1 and 2.3.2 so do.
5
Here the dynamis is not yet set.
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A the same argument as in (2.302.32), proves that the automorphism Θ˜N,α is unitarily
implemented,
Θ˜N,α = U
′
α,N X U
′∗
α,N , (2.36)
with U ′α,N unitary and given by
HN2 ∋
∣∣ℓ〉 7−→ U ′α,N ∣∣ℓ〉 := ∣∣V −1α (ℓ)〉 (2.37)
(note that Remark 2.3.3.ii. allows us to use V −1α ).
2.4. Classial/Continuous limit of the dynamis
One of the main issues in the semi-lassial analysis is to ompare if and how the quantum
and lassial time evolutions mimi eah other when a quantization parameter goes to zero.
In the ase of lassially haoti quantum systems, the situation is strikingly dierent
from the ase of lassially integrable quantum systems. In the former ase, lassial and
quantum mehanis agree on the level of oherent states only over times whih sale as
−log ~.
As we shall see, suh kind of saling is not related with non ommutativity. The quantization
like proedure we developed until now, depending on the lattie spaing
1
N , has been set
with the purpose to exhibit suh a behavior also in the lassial limit (atually ontinuous
limit) onneting funtional Abelian algebras AX with Abelian (nite dimensional) ones,
onsisting of diagonal matries.
2.4.1. A useful loalization property leading to a well dened lassial
limit
As before, let T denote the evolution on the lassial phase spae X and UT the unitary
single step evolution on C
N
whih represent its quantization. We formally state the
semilassial orrespondene of lassial and quantum evolution using oherent states:
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Condition 2.4.1 (Dynamial loalization)
There exists an α > 0 suh that for all hoies of ε > 0 and d0 > 0 there exists
an N0 ∈ N with the following property: if N > N0 and k ≤ α logN , then
N |〈CN (x), UkT CN (y)〉|2 ≤ ε whenever d(T kx,y) ≥ d0.
Remark 2.4.1
The ondition of dynamial loalization is what is expeted of a good hoie
of oherent states, namely, on a time sale logarithmi in the inverse of the
semi-lassial parameter, evolving oherent states should stay loalized around
the lassial trajetories. Informally, when N →∞, the quantities
Kk(x,y) := 〈CN (x), UkTCN (y)〉 (2.38)
should behave as ifN |Kk(x,y)|2 ≃ δ(T kx−y) (note that this hypothesis makes
our quantization onsistent with the notion of regular quantization desribed
in Setion V of [23℄). The onstraint k ≤ α logN is typial of hyperboli las-
sial behaviour and omes heuristially as follows. The maximal loalization
of oherent states annot exeed the minimal oarse-graining ditated by 1/N ;
if, while evolving, oherent states stayed loalized forever around the lassial
trajetories, they would get more and more loalized along the ontrating di-
retion. Sine for hyperboli systems the inrease of loalization is exponential
with Lyapounov exponent log λ > 0, this sets the upper bound and indiates
that α ≃ 1/ log λ.
Proposition 2.4.1
Let (MN ,ΘN , τN ) be a general quantum dynamial system as dened in Se-
tion 1.2 and suppose that it satises Condition 2.4.1. Let ‖X‖2 :=
√
τN (X∗X),
X ∈ MN denote the normalized Hilbert-Shmidt norm. In the ensuing topol-
ogy
lim
k, N→∞
k<α logN
‖ΘkN ◦ JN∞(f)− JN∞ ◦Θk(f)‖2 = 0. (2.39)
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Proof of Proposition 2.4.1:
One omputes
‖ΘkN ◦ JN∞(f)− JN∞ ◦Θk(f)‖22
= 2N
∫
X
µ(dx)
∫
X
µ(dy) f(x) f(y) |〈CN (x), CN (y)〉|2
− 2N Re
[∫
X
µ(dx)
∫
X
µ(dy) f(y) f(T kx)|〈CN (x), UkTCN (y)〉|2
]
. (2.40)
The double integral in the rst term goes to
∫
µ(dx)|f(x)|2. So, we need to show that
the seond integral, whih we shall denote by IN (k), does the same. We will onentrate
on the ase of ontinuous f , the extension to essentially bounded f is straightforward.
Expliitly, seleting a ball B(T kx, d0), one derives∣∣∣∣IN (k)− ∫X µ(dy) |f(y)|2
∣∣∣∣
=
∣∣∣∣∫X µ(dx)
∫
µ(dy) f(y)
(
f(T kx)− f(y))N |〈CN (x), UkTCN (y)〉|2∣∣∣∣
≤
∣∣∣∣∣
∫
X
µ(dx)
∫
B(T kx,d0)
µ(dy) f(y)
(
f(T kx)− f(y))N |〈CN (x), UkTCN (y)〉|2
∣∣∣∣∣
+
∣∣∣∣∣
∫
X
µ(dx)
∫
X\B(T kx,d0)
µ(dy)f(y)
(
f(T kx)− f(y))N |〈CN (x), UkTCN (y)〉|2
∣∣∣∣∣ .
Applying the mean value theorem and approximating the integral of the kernel as in the
proof of Proposition 1.5.1, we get that ∃ c ∈ B(T kx, d0) suh that∣∣∣∣IN (k)− ∫X µ(dy) |f(y)|2
∣∣∣∣
≤
∣∣∣∣∣
∫
X
µ(dx) f(c)
(
f(T kx)− f(c)) ∫
B(T kx,d0)
µ(dy)N |〈CN (x), UkTCN (y)〉|2
∣∣∣∣∣
+
∣∣∣∣∣
∫
X
µ(dx)
∫
X\B(T kx,d0)
µ(dy)f(y)
(
f(T kx)− f(y))N |〈CN (x), UkTCN (y)〉|2
∣∣∣∣∣
and using property (1.4.1.3)
≤
∣∣∣∣∫X µ(dx) f(c) (f(T kx)− f(c))
∣∣∣∣
+
∣∣∣∣∣
∫
X
µ(dx)
∫
X\B(T kx,d0)
µ(dy)f(y)
(
f(T kx)− f(y))N |〈CN (x), UkTCN (y)〉|2
∣∣∣∣∣ ·
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By uniform ontinuity we an bound the rst term by some arbitrary small ε, provided we
hoose d0 small enough. Now, for the seond integral we use our loalization ondition 2.4.1.
As the onstraint k ≤ α logN has to be enfored, we have to take a joint limit of time
and size of the system with this onstraint. In that ase the seond integral an also be
bounded by an arbitrarily small ε′, provided N is large enough.
2.4.2. Classial Limit for Quantum Cat Maps
We shall not prove the dynamial loalization ondition 2.4.1 for the quantum at maps but
instead provide a diret derivation of formula (2.39) based on the simple expression (2.20)
of the dynamis when ating on Weyl operators. For this reason, we remind the reader the
Weyl quantization operator WN,∞, already introdued in (1.27), together with some other
useful tools.
Denitions 2.4.1
Let f be a funtion in A
T
2 ⊂ L∞µ
(
T
2
)
, A
T
2 denoting the subset of L∞µ
(
T
2
)
haraterized by funtions whose Fourier series fˆ have only nitely many non-
zero terms. We shall denote by Supp(fˆ) the support of fˆ in Z2. Then, in the
Weyl quantization sheme, one assoiates to f the N ×N matrix
WN,∞ : A
T
2 ∋ f 7−→WN,∞ (f) =
∑
k∈Supp(fˆ)
fˆk WN (k) ∈MN .
Our aim is to prove:
Proposition 2.4.2
Let
(MN , τN ,ΘN) be a sequene of quantum at maps tending with N →∞
to a lassial at map with Lyapounov exponent log λ; then
lim
k, N→∞
k<logN/(2 log λ)
‖ΘkN ◦ JN∞(f)− JN∞ ◦Θk(f)‖2 = 0 ,
where ‖ · ‖2 is the Hilbert-Shmidt norm of Proposition (2.4.1)
First we prove an auxiliary result.
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Lemma 2.4.1
If n = (n1, n2) ∈ Z2 is suh that 0 ≤ ni ≤ N − 1 and limN ni√N−1 = 0, then
the expetation of Weyl operators WN (n) with respet to the state |CN 〉 given
in (1.37) is suh that
lim
N→∞
〈CN ,WN (n)CN 〉 = 1 ·
Proof of Lemma 2.4.1:
The idea of the proof is to use the fat that, for large N , the binomial oeients
(
N−1
j
)
ontribute to the binomial sum only when j stays within a neighborhood of (N − 1)/2 of
width ≃ √N , in whih ase they an be approximated by a normalized Gaussian funtion.
We also notie that, by expanding the exponents in the bounds (1.48) and (1.49), the
exponential deay fails only if n1,2 grow with N slower than
√
N , whih is surely the ase
for xed nite n, whereby it also follows that we an disregard the seond term in the sum
omprising the ontributions (1.39). We then write the j's in the binomial oeients as
j =
⌊
N − 1
2
⌋
+ k =
N − 1
2
+ k − α, α ∈
{
0,
1
2
}
,
and onsider only k = O(
√
N). Stirling's formula [45℄
L! = LL+1/2 e−L
√
2π
(
1 + O(L−1)
)
,
allows us to rewrite the rst term in the r.h.s. of (1.39) as
exp
(
−1
2
n21
N − 1
) N−1−[N−12 ]+n1∑
k=−[N−12 ]
2 e
2πi
N
n2(k+[N−12 ])√
2π(N − 1)
× exp
(
−2(k − α+
n1
2 )
2
N − 1
)(
1 + O(N−1) + O((k + n1)3N−2)
)
. (2.41)
For any xed, nite n, both the sum and the fator in front tend to 1, the sum beoming
the integral of a normalized Gaussian.
Proof of Proposition 2.4.2:
Given f ∈ L∞µ
(
T
2
)
and ε > 0, we hoose N0 suh that the Fourier approximation fε of
f with #(Supp(fˆ)) = N0 is suh that ‖f − fε‖ ≤ ε, where ‖ · ‖ denotes the usual Hilbert
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spae norm. Next, we estimate
IN (f) :=
∥∥ΘkN ◦ JN∞(f)− J∞N ◦Θk(f)∥∥2
≤ ∥∥ΘkN ◦ JN∞(f − fε)∥∥2 + ∥∥JN∞ ◦Θk(f − fε)∥∥2
+
∥∥ΘkN ◦ JN∞(fε)− JN∞ ◦Θk(fε)∥∥2
≤ 2‖f − fε‖+ IN (fε).
This follows from ΘN -invariane of the norm ‖ · ‖2, from T -invariane of the measure µ
and from the fat that the positivity inequality for unital ompletely positive maps suh
as JN∞ gives: ∥∥JN∞(g)∥∥22 = τN(JN∞(g)∗JN∞(g)) ≤ τN(JN∞(|g|2))
=
∫
T
2
dx |g|2(x) = ‖g‖2 .
We now use that fε is a funtion with nitely supported Fourier transform and, inserting
the Weyl quantization of fε, we estimate
IN (fε) ≤
∥∥JN∞(fε)−WN,∞(fε)∥∥2 + ∥∥JN∞ ◦Θk(fε)−ΘkN (WN,∞(fε))∥∥2. (2.42)
Then, we onentrate on the square of the seond term, whih we denote by GN,k(fε) and
expliitly reads
GN,k(fε) = τN
(JN∞ ◦Θk(fε)∗JN∞ ◦Θk(fε))+ τN(WN,∞(fε)∗WN,∞(fε))
− 2Re
(
τN
(JN∞ ◦Θk(fε)∗ΘkN (WN,∞(fε)))). (2.43)
The rst term tends to ‖fε‖2 as N → ∞, beause of Proposition 1.5.2 and the same is
true of the seond term; indeed,
τN
(
WN,∞(fε)∗WN,∞(fε)
)
=
∑
k,q∈Supp(fˆε)
fˆεk fˆεq e
iπ
N
σ(q,k) τN
(
WN (q − k)
)
.
Now, sine Supp(fˆε) is nite, the vetor k − q is uniformly bounded with respet to N .
Therefore, with N large enough, (1.20) fores k = q, whene the laim. It remains to show
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that the same for the third term in (2.43) whih amounts to twie the real part of∫
T
2
dx fε(T−kx)〈CN (x),ΘkN (WN,∞(fε))CN (x)〉
=
∑
p∈Supp(fˆε)
fˆεq〈CN ,WN (T kp)CN 〉
∫
T
2
dxfε(T−kx) exp
(2πi
N
σ(T kp, [Nx])
)
.
Aording to Lemma 2.4.1, the matrix element 〈CN ,WN (T kp)CN 〉 tends to 1 as N →∞
whenever the vetorial omponents (T kp)j , j = 1, 2, satisfy
lim
N
(T kp)2j
N
= Cu(p)(u)j lim
N
λ2k
N
= 0,
where we expanded p = Cu(p)u + Cv(p)v along the strething and squeezing eigendi-
retions of T (see Remark 2.1.1.v). This fat sets the logarithmi time sale k < 12
logN
log λ .
Notie that, when k = 0, GN,k(fε) equals the rst term in (2.42) and this onludes the
proof. 
Remark 2.4.2
The previous result essentially points to the fat that the time evolution and
the lassial limit do ommute over time sales that are logarithmi in the
semilassial parameter N . The upper bound, whih goes like onst.× logNlog λ ,
is typial of quantum haos and is known as logarithmi breakingtime. Suh
a saling appear numerially in Setion 4.2.1.2 also for disrete lassial at
maps, onverging in a suitable lassial limit to ontinuous at maps.
2.4.3. Continuous limit for Sawtooth Maps
In Setion 2.3.1 we provided a disretization proedure for algebrai lassial dynamial
systems by onstruting two disretization/dedisretization operators JN,∞ : C0 (X ) 7→ DN
and J∞,N : DN 7→ C0 (X ) suh that Θ˜jN,α ◦ JN,∞ = JN,∞ ◦ Θjα, where Θ˜jN,α, Θjα are the
quantized, respetively lassial dynamial maps at timestep j.
However, the pitures drastially hanges when we pass from Tα to Sα: then we are fored
to enlarge the algebra from C0 (X ) to L∞µ
(
T
2
)
, to dene a dierent disretization sheme
and a new *automorphism Θ˜N,α on DN .
The origin of the inequality Θ˜jα ◦ JN,∞ 6= JN,∞ ◦ Θjα (when α ∈ R \ Z) lies in the
disontinuous harater of the frational part that appears in (2.1b). Nevertheless, the
equality is obtained whenN 7−→ ∞; more preisely, in Proposition 2.4.4, we shall rigorously
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prove that Θ˜jα ◦JN,∞ (f) 7−→ JN,∞ ◦Θjα (f), for all L∞µ
(
T
2
)
with respet to the topology
on DN determined by the state τN through the Hilbert-Shmidt norm ‖·‖2 dened in
Proposition 2.4.1.
The above hoie of topology is ditated by the fat that in the ontinuous limit the set of
disontinuities of the jpower of Sawtooth Maps are a subset of zero measure. For later
purposes, we now give a brief review of the disontinuities of the maps Sα [39, 40, 46℄.
As already noted in Remark 2.1.1, Sα is disontinuous on the irle γ0; therefore S
n
α will
be disontinuous on the preimages
γm := S
−m
α (γ0) for 0 6 m < n , (2.44)
while the disontinuities of S−nα lie on the sets
γ−m := Smα (γ0) for 0 < m 6 n ·
Apart from γ−1, whih is a losed urve on the torus interseting γ0 transversally, eah set
of the type γm (for γ−m the argument is similar) is the (disjoint) union of segments parallel
to eah other whose endpoints lie either on the same segment belonging to γp, p < m, or on
two dierent segments belonging to γp and γp′ , with p
′ 6 p < m [40℄.It proves onvenient
to introdue the disontinuity set of Snα,
Γn :=
n−1⋃
p=0
γp , (2.45)
whih is a one dimensional submanifold of X = T2 and its omplementary set, Gn :=
T
2 \ Γn.
We now enlarge the above denition from ontinuous Sawtooth Maps, to disretized ones.
Denitions 2.4.2
Given x ∈ T2, we shall denote by xˆN the element of (Z/NZ)2 given by:
xˆN :=
(
⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋
)
, (2.46)
by segment (A,B), the shortest urve joining A,B ∈ T2, by l (γp) the length
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of the urve γp and by
6
γp (ε) :=
{
x ∈ T2
∣∣∣ d
T
2 (x, γp) 6 ε
}
(2.47)
the strip around γp of width ε.
Further, we shall denote by
Γn (ε) :=
n−1⋃
p=0
γp (ε) (2.48)
the union of the strips up to p = n− 1 and by GNn (ε) the subset of points
GNn (ε) :=
{
x ∈ T2
∣∣∣ xˆN
N
6∈ Γn (ε)
}
· (2.49)
To prove that the disretized Sawtooth maps tend to Sawtooth maps in the ontinuum
when N −→ ∞, the main problem is to ontrol the disontinuities. In order to do that,
we shall subdivide the lattie points in a good and a bad set and prove that the images of
points in the good set, under the evolution U qα, V
q
α remain lose to eah other. This is not
true for the bad set, however we shall show that it tends with N to a set of zero Lebesgue
measure and thus beomes ineetive.
To onretely implement the above strategy we need the next two Lemmas whose proofs
are given in Appendix B.
Lemma 2.4.2
Using the notation of Denition 2.4.2, we have:
1) Given the matrix Sα =
(
1+α 1
α 1
)
, α ∈ R, and its inverse S−1α =
(
1 −1
−α 1+α
)
,
there exists a real number η > 1 depending only on α suh that, for any
A, B ∈ R2, we have, with v = A−B,
wwS±1α · vww
R
2 6 η ‖v‖
R
2 , (2.50a)wwS±1α · vww
R
2 > η
−1‖v‖
R
2 , (2.50b)
where S±1α · v denotes the matriial ation of S±1α on v.
2) Let A,B ∈ T2 and d
T
2 (A,B) < 12 η
−1
:
6
The distane d
T
2 (·, ·) on the torus has been introdued in Denition 1.4.2.
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2a) If the segment (A,B) does not ross γ−1, then
d
T
2
(
S−1α (A) , S
−1
α (B)
)
6 η d
T
2 (A,B) · (2.51a)
2b) If the (A,B) does not ross γ0 , then
d
T
2
(
Sα (A) , Sα (B)
)
6 η d
T
2 (A,B) · (2.51b)
3) For any given α ∈ R, p ∈ N+ and 0 6 ε 6 12 η−1,
x ∈ γp−1 (ε) =⇒ S−1α (x) ∈
(
γp (η ε) ∪ γ0 (η ε)
) · (2.52)
4) For any given α ∈ R, n ∈ N+ and 0 6 ε 6 12 , with U qα as in (2.27),
x 6∈ Γn (ε) =⇒ d
T
2
(
U qα (Nx)
N
, γ0
)
> ε η−q , ∀ 0 6 q < n · (2.53)
5) For any given α ∈ R and n ∈ N+, if
N > N˜ + 3 = 2
√
2n η2n + 3 and x ∈ GNn
(
N˜
2N
)
then
d
T
2
(
Upα (Nx)
N
,
V pα (xˆN )
N
)
6
√
2
N
(
ηp+1 − 1
η − 1
)
, ∀p 6 n · (2.54)
Lemma 2.4.3
With the notation of Denition 2.4.2, the following relations hold for all p ∈ N,
n ∈ N+ and ε ∈ R+:
l (γp) 6 η
p , (2.55a)
µ
(
γp (ε)
)
6 2 ε ηp + πε2 , (2.55b)
µ
(
Γn (ε)
)
6 ε n (2 ηn + π ε) · (2.55)
Denoting with [E]◦ the omplementary set of E on the torus, namely [E]◦ :=
T
2 \ E, it holds [
Γn
(
ε+
1√
2N
)]◦
⊆ GNn (ε) · (2.55d)
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Moreover, if N ∈ N+ and N˜ = 2√2n η2n (fr. Lemma 2.4.2.5), we have:
N > N˜ + 3 =⇒ µ
([
GNn
(
N˜
2N
)]◦)
6
12
√
2n2 η3n
N
· (2.55e)
By using Lemma 2.4.2, we prove now a dynamial loalization Property, not too far from
the one given in page 41, whih involves the unitary single step evolution operator U ′α,N
dened in (2.37).
Proposition 2.4.3 (Dynamial loalization on {|C3N(x)〉} states)
For any given n ∈ N and α ∈ R, for all d0 > 0 there exists an N0 ∈ N with the
following property: ifN > N0 and x ∈ GNn
(
N˜
2N
)
, then
〈
C3N (x)
∣∣U ′nα,N C3N (y)〉 =
0 whenever d
T
2 (Snα (x) ,y) > d0.
Proof of Proposition 2.4.3 :
Using the denitions of states {|C3N (x)〉} given in (1.52), together with the unitary evo-
lution operator U ′α,N dened in (2.37),
〈
C3N (x)
∣∣U ′nα,N C3N (y)〉 an be easily omputed, as
follows: 〈
C3N (x)
∣∣U ′nα,N C3N (y)〉 = 〈xˆN ∣∣∣ V −nα (yˆN )〉 = δ(N)V nα (xˆN ) , yˆN · (2.56)
Using the triangular inequality, we get:
d
T
2
(
Unα (Nx)
N
, y
)
6 d
T
2
(
Unα (Nx)
N
,
V nα (xˆN )
N
)
+
+ d
T
2
(
V nα (xˆN )
N
,
yˆN
N
)
+ d
T
2
(
yˆN
N
, y
)
(2.57)
or equivalently,
d
T
2
(
V nα (xˆN )
N
,
yˆN
N
)
> d
T
2 (Snα (x) , y)−
d
T
2
(
Unα (Nx)
N
,
V nα (xˆN )
N
)
− d
T
2
(
yˆN
N
, y
)
(2.58)
Now we will use these observations:
• From (B.37) in Appendix B we have
d
T
2
(
y ,
yˆN
N
)
6
1√
2N
, ∀ y ∈ T2 ; (2.59)
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• The fat that x ∈ GNn
(
N˜
2N
)
permits us to use point 5 of Lemma 2.4.2, that is
N > N˜ = 2
√
2n η2n =⇒ d
T
2
(
Unα (Nx)
N
,
V nα (xˆN )
N
)
6
√
2
N
(
ηn+1 − 1
η − 1
)
; (2.60)
• d
T
2 (Snα (x) , y) > d0 by hypothesis.
Then we an nd a N0 > N˜ + 3 suh that
N > N0 =⇒ d
T
2
(
V nα (xˆN )
N
,
yˆN
N
)
>
1
N
(2.61)
Indeed, inserting (2.592.60) in equation (2.58), we get
d
T
2
(
V nα (xˆN )
N
,
yˆN
N
)
> d0 −
√
2
N
(
ηn+1 − 1
η − 1
)
− 1√
2N
; (2.62)
therefore, we an hoose N0 suh that for N > N0 > N˜ + 3 the right hand side of the
above inequality is larger than
1
N . Expliitly, it is suient to hoose:
N0 = max
{
1
d0
[
1 +
√
2
(
ηn+1 − 1
η − 1
)
+
1√
2
]
, N˜ + 3
}
· (2.63)
Combining (2.56) and (2.61) the proof is ompleted, by noting that if the toral distane
of two grid points exeeds
1
N , then the distane between the omponents of the integer
vetor labeling the two points is dierent from zero and then the periodi Kroneker delta
in (2.56) vanishes.
We now use the previous two Lemmas to prove the main result of this setion.
Proposition 2.4.4
Let
(DN , τN , Θ˜N,α) be a quantum dynamial system as dened in Setion 2.3.2
and suppose that it satises Condition 2.4.3. For any xed integer k, in the
topology given by the Hilbert-Shmidt norm of Proposition (2.4.1), we have
lim
N→∞
‖Θ˜kN,α ◦ JN∞(f)− JN∞ ◦Θkα(f)‖2 = 0. (2.64)
Proof of Proposition 2.4.4:
In this proof we will parallel the same strategy used in the proof of Proposition 2.4.1. As
done there, we will onsider the ase of f ontinuous, being the extension to fessentially
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bounded just an appliation of Lusin's (Theorem 2, Corollary 1, page 21). Then we have
to show that
IN (k) := N
∫
X
µ(dx)
∫
X
µ(dy) f(y) f(Skαx)|〈C3N (x), U ′ kα,NC3N (y)〉|2 (2.65)
goes to
∫
µ(dz)|f(z)|2. Resorting to GNn
(
N˜
2N
)
in Denition 2.4.2, and to its omplemen-
tary set
[
GNn
(
N˜
2N
)]◦
= X \GNn
(
N˜
2N
)
, we an write
∣∣∣∣IN (k)− ∫X µ(dy) |f(y)|2
∣∣∣∣
=
∣∣∣∣∫X µ(dx)
∫
X
µ(dy) f(y)
(
f(Skαx)− f(y)
)
N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣
≤
∣∣∣∣∣
∫
X
µ(dx)
∫
[
GNn
(
N˜
2N
)]◦ µ(dy) f(y)(f(Skαx)− f(y))N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣
+
∣∣∣∣∣
∫
X
µ(dx)
∫
GNn
(
N˜
2N
) µ(dy)f(y)(f(Skαx)− f(y))N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣ . (2.66)
For the rst integral in the r.h.s. of the previous expression we have:∣∣∣∣∣
∫
X
µ(dx)
∫
[
GNn
(
N˜
2N
)]◦ µ(dy) f(y)(f(Skαx)− f(y))N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣
≤ 2(‖f‖∞)2
∣∣∣∣∣
∫
[
GNn
(
N˜
2N
)]◦ µ(dy)
∫
X
µ(dx)N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣
(note that exhange of integration order is harmless beause of the existene of the integral)
≤ 2(‖f‖∞)2µ
([
GNn
(
N˜
2N
)]◦)
6
24
√
2n2 η3n
N
(‖f‖∞)2
where we have used Properties (2) and (3) of Denition 1.4.1 and equation (2.55e) from
Lemma 2.4.3; this term beomes negligible for large N > N˜ . Now it remains to prove that
the seond term in (2.66) is also negligible for large N : seleting a ball B(Skαx, d0), one
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derives∣∣∣∣∣
∫
X
µ(dx)
∫
GNn
(
N˜
2N
) µ(dy) f(y) (f(Skαx)− f(y))N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣
≤
∣∣∣∣∣
∫
X
µ(dx)
∫
GNn
(
N˜
2N
)
∩B(Skαx,d0)
µ(dy) f(y)
(
f(Skαx)− f(y)
)
N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣
+
∣∣∣∣∣
∫
X
µ(dx)
∫
GNn
(
N˜
2N
)
∩(X\B(Skαx,d0))
µ(dy)f(y)
(
f(Skαx)− f(y)
)
N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣ .
Applying the mean value theorem in the rst double integral and approximating the inte-
gral of the kernel as in the proof of Proposition 1.5.1, we get that ∃ c ∈ B(Skαx, d0) suh
that∣∣∣∣∣
∫
X
µ(dx)
∫
GNn
(
N˜
2N
) µ(dy) f(y) (f(Skαx)− f(y))N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣
≤
∣∣∣∣∣
∫
X
µ(dx) f(c)
(
f(Skαx)− f(c)
) ∫
GNn
(
N˜
2N
)
∩B(Skαx,d0)
µ(dy)N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣
+
∣∣∣∣∣
∫
X
µ(dx)
∫
GNn
(
N˜
2N
)
∩(X\B(Skαx,d0))
µ(dy)f(y)
(
f(Skαx)− f(y)
)
N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣
and using property (1.4.1.3)
≤
∣∣∣∣∫X µ(dx) f(c) (f(Skαx)− f(c))
∣∣∣∣
+
∣∣∣∣∣
∫
X
µ(dx)
∫
GNn
(
N˜
2N
)
∩(X\B(Skαx,d0))
µ(dy)f(y)
(
f(Skαx)− f(y)
)
N |〈C3N (x), U ′ kα,NC3N (y)〉|2
∣∣∣∣∣ ·
By uniform ontinuity we an bound the rst term by some arbitrary small ε, provided we
hoose d0 small enough. For the seond integral, we use the loalization ondition 2.4.3
that allow us to nd N0 = N0(d0, k) depending on the d0 just hosen to bound the rst
term and on the given xed timestep k, suh that the seond integral vanishes.
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Chapter 3
Entropies
3.1. Classial Dynamial Entropy
Intuitively, one expets the instability proper to the presene of a positive Lyapounov
exponent to orrespond to some degree of unpreditability of the dynamis: lassially, the
metri entropy of Kolmogorov provides the link [8℄.
3.1.1. Kolmogorov Metri Entropy
For ontinuous lassial systems
(X , µ, T ) suh as those introdued in Setion 1.1.1, the
onstrution of the dynamial entropy of Kolmogorov is based on subdividing X into
measurable disjoint subsets {Eℓ}ℓ=1,2,··· ,D suh that
⋃
ℓEℓ = X whih form nite partitions
(oarse graining) E .
Under the a dynamial maps T : X → X , any given E evolves into T j(E) with atoms
T−j(Eℓ) = {x ∈ X : T jx ∈ Eℓ}; one an then form ner partitions
E[0,n−1] :=
n−1∨
j=0
T j(E) = E
∨
T (E)
∨
· · ·
∨
T n−1(E)
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whose atoms
Ei0 i1···in−1 :=
n−1⋂
j=0
T−jEij = Ei0
⋂
T−1(Ei1)
⋂
· · ·
⋂
T−n+1(Ein−1)
have volumes
µi0 i1···in−1 := µ
(
Ei0 i1···in−1
) · (3.1)
Denition 3.1.1
We shall set i = {i0 i1 · · · in−1} and denote by ΩnD the set of Dn n_tuples with
ij taking values in {1, 2, · · · ,D}.
The atoms of the partitions E[0,n−1] desribe segments of trajetories up to time n en-
oded by the atoms of E that are traversed at suessive times; the volumes µi = µ (Ei)
orresponds to probabilities for the system to belong to the atoms Ei0 , Ei1 , · · · , Ein−1 at
suessive times 0 6 j 6 n− 1. The n_tuples i by themselves provide a desription of the
system in a symboli dynami. Of ourse, one the evolved partition E[0,n−1] is speied,
not all strings (or words) i ∈ ΩnD would represent the possible trajetories of the dynam-
ial system. Therefore we an split the set ΩnD in two: a set ontaining all admissible
words, denoted by k
(E[0,n−1]), and its omplementary set. Of ourse a word belongs to
k
(E[0,n−1]), if the orresponding Ei ∈ E[0,n−1] ontains (at least) one point. The study of
the ardinality of the set of admissible words k
(E[0,n−1]), in the limit n 7−→ ∞, provide
the simplest possibility of estimating the omplexity of a dynamial system [18℄. More-
over, we an expet that not all trajetories would have the same weight for the system:
in partiular there ould be rare trajetories, enoded by i ∈ k (E[0,n−1]), whose weight
(given by the measure of the orresponding set µi = µ (Ei)) is negligible.
The rihness in diverse trajetories, that is the degree of irregularity of the motion (as
seen with the auray of the given oarse-graining) orrespond intuitively to our idea of
omplexity and an be measured better by the Shannon entropy [18℄
Sµ(E[0,n−1]) := −
∑
i∈Ωn
D
µi log µi . (3.2)
In the long run, E attributes to the dynamis an entropy per unit timestep
hµ(T, E) := lim
n→∞
1
n
Sµ(E[0,n−1]) . (3.3)
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This limit is well dened [3℄ and the average entropy prodution hµ(T, E) measure how
preditable the dynamis is on the oarse grained sale provided by the nite partition
E . To remove the dependene on E , the Kolmogorov entropy hµ(T ) of
(X , µ, T ) (or KS
entropy) is dened as the supremum over all nite measurable partitions [3, 18℄:
hµ(T ) := sup
E
hµ(T, E) · (3.4)
If we go now to the problem of estiming a probability for the possible words in k
(E[0,n−1]),
an important Theorem omes to our aid. Let E[0,n−1] (x) ∈ E[0,n−1] denote the atom of
ontaining x ∈ X . Then it holds [47℄:
Theorem 5 (ShannonM MillanBreiman) : If
(X , µ, T ) is ergodi, then
lim
n−→∞−
1
n
log µ
(E[0,n−1] (x)) = hµ(T, E) µ  a.e. (3.5)
This Theorem implies that most of the words in k
(E[0,n−1]) have (asymptotially with n)
the probability e−nhµ(T ); this is more preisely stated by the next [47℄
Theorem 6 (Asymptoti equipartition property) : If
(X , µ, T ) is ergodi,
then for any ε > 0 there exists a positive integer nε suh that if n > nε then
k
(E[0,n−1]) deomposes into two sets H and L suh that∑
i∈L
µi < ε
and suh that
e−n(hµ(T )+ε) <µi < e−n(hµ(T )−ε)
for any i ∈ H.
Using (1) one an expet that the volumes (3.1) ontaining points with loseby trajetories
derease as log µ
(E[0,n−1] (x)) ≃ −n∑j log λ+j , where log λ+j are the positive Lyapounov
exponents, and this would x a relation between the Lyapounov exponents and (using
Theorem 5) the KS entropy; this is indeed the statement of the next important [17℄
Theorem 7 (Pesin) : For smooth, ergodi
(X , µ, T ):
hµ(T ) =
∑
j
log λ+j · (3.6)
58 Entropies
3.1.2. Symboli Models as Classial Spin Chains
Finite partitions E of X provide symboli models for the dynamial systems (AX , ωµ,Θ)
of Setion 1.1.2, whereby the trajetories
{
T jx
}
j∈Z are enoded into sequenes {ij}j∈Z of
indies relative to the atoms Eij visited at suessive times j; the dynamis orresponds to
the rightshift along the symboli sequenes. The enoding an be modelled as the shift
along a lassial spin hain endowed with a shiftinvariant state [20℄. This will help to
understand the quantum dynamial entropy whih will be introdued in the next Setion.
Let D be the number of atoms of a partition E of X , we shall denote by AD the diagonal
D ×D matrix algebra generated by the harateristi funtions eEℓ of the atoms Eℓ and
by A
[0,n−1]
D the n-fold tensor produt of n opies of (AD), that is the D
n ×Dn diagonal
matrix algebra A
[0,n−1]
D := (AD)0 ⊗ (AD)1 · · · ⊗ (AD)n−1. Its typial elements are of the
form a0⊗a1 · · ·⊗an−1 eah aj being a diagonal D×D matrix. Every A[p,q]D := ⊗qj=p(AD)j
an be embedded into the innite tensor produt A∞D := ⊗∞k=0(AD)k as
(1)0 ⊗ · · · ⊗ (1)p−1 ⊗ (AD)p ⊗ · · · ⊗ (AD)q ⊗ (1)q+1 ⊗ (1)q+2 ⊗ · · · (3.7)
The algebra A∞D is a lassial spin hain with a lassial Dspin at eah site.
By means of the disrete probability measure {µi}i∈Ωn
D
, one an dene a ompatible family
of states on the loal algebras A
[0,n−1]
D :
ρ
[0,n−1]
E (a0 ⊗ · · · ⊗ an−1) =
∑
i∈Ωn
D
µi (a0)i0i0 · · · (an−1)in−1in−1 . (3.8)
Indeed, let ρ↾N denote the restrition to a subalgebraN ⊆M of a state ρ on a larger alge-
bra M . Sine
∑
in−1
µi0i1···in−1 = µi0i1···in−2 , when n varies the states ρ
[0,n−1]
E form a om-
patible family, in the sense that
1ρ
[0,n−1]
E ↾A
[0,n−2]
D = ρ
[0,n−2]
E . Then, the loal states ρ
[0,n−1]
E
dene a global state ρE on the innite tensor produt A∞D so that ρE↾A
[0,n−1]
D = ρ
[0,n−1]
E .
Remark 3.1.1
A∞D is a D-spin hain whih is lassial sine the algebras at the integer sites
onsist of diagonal matries. The state ρE denes the statistial properties of
suh a hain, for instane the orrelations among spins at dierent sites.
1
A
[0,n−2]
D ∋ a
ρ
[0,n−1]
E
↾A[0,n−2]
D−−−−−−−−−−−−−−−−→ ρ[0,n−1]E (a⊗ (1)n−1) = ρ[0,n−2]E (a)
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Furthermore, from (3.1) T -invariane of µ yields∑
i0
µi0 i1···in−1 =
∑
i0
µ
(
Ei0 ∩ T−1(Ei1) ∩ · · · ∩ T−n+1(Ein−1)
)
= µ
(X ∩ T−1(Ei1) ∩ · · · ∩ T−n+1(Ein−1))
= µ
(
Ei1 ∩ T−1(Ei2) ∩ · · · ∩ T−n+2(Ein−1)
)
= µi1 i2···in−1
It thus follows that the under the right-shift σ : A∞D 7→ A∞D ,
σ
(
A
[p,q]
D
)
= A
[p+1,q+1]
D , (3.9)
the state ρE of the lassial spin hain is translation invariant:
ρE ◦ σ (a0 ⊗ · · · ⊗ an−1) = ρE ((1)0 ⊗ (a0)1 ⊗ · · · ⊗ (an−1)n)
= ρE (a0 ⊗ · · · ⊗ an−1)
(3.10)
Finally, denoting by |j〉 the basis vetors of the representation where the matries a ∈ AD
are diagonal, that is am =
D∑
jm=1
(am)jmjm |jm〉〈jm|, loal states amount to diagonal density
matries
ρ
[0,n−1]
E =
∑
i∈Ωn
D
µi |i0〉〈i0| ⊗ |i1〉〈i1| ⊗ · · · ⊗ |in−1〉〈in−1| , (3.11)
and the Shannon entropy (3.2) to the Von Neumann entropy
2
Sµ(E[0,n−1]) = −Tr
[
ρ
[0,n−1]
E log ρ
[0,n−1]
E
]
=: Hµ
[E[0,n−1]] . (3.12)
3.2. Quantum Dynamial Entropies
From an algebrai point of view, the dierene between a triplet
(M, ω,Θ) (see Se-
tion 1.1.1) desribing a quantum dynamial system and a triplet
(AX , ωµ,Θ) as in De-
nitions 2.1.2 is that ω and Θ are now a Θinvariant state, respetively an automorphism
over a nonommutative (C* or Von Neumann) algebra of operators.
2
See (3.13) for the denition.
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Remarks 3.2.1
a. In standard quantum mehanis the algebra M is the von Neumann algebra
B(H) of all bounded linear operators on a suitable Hilbert spae H. If H has
nite dimension D, M is the algebra of D ×D matries.
b. The typial states ω are density matries ρ, namely operators with positive
eigenvalues ρℓ suh that Tr(ρ) =
∑
ℓ ρℓ = 1. Given the state ρ, the mean
value of any observable X ∈ B(H) is given by ρ(X) := Tr(ρX).
. The ρℓ in points (b.) are interpreted as the probabilities of nding the system
in the orresponding eigenstates. The unertainty prior to the measurement
is measured by the Von Neumann entropy of ρ:
H (ρ) := −Tr (ρ log ρ) =
∑
ℓ
ρℓ log ρℓ · (3.13)
d. The usual dynamis onM is of the form Θ(X) = UXU∗, where U is a unitary
operator. If one has a Hamiltonian operator that generates the ontinuous
group Ut = exp i tH/~ then U := Ut=1 and the time-evolution is disretized
by onsidering powers U j .
The idea behind the notion of dynamial entropy is that information an be obtained
by repeatedly observing a system in the ourse of its time evolution. Due to the uner-
tainty priniple, or, in other words, to non-ommutativity, if observations are intended
to gather information about the intrinsi dynamial properties of quantum systems, then
non-ommutative extensions of the KS-entropy ought rst to deide whether quantum
disturbanes produed by observations have to be taken into aount or not.
Conretely, let us onsider a quantum system desribed by a density matrix ρ ating on a
Hilbert spae H. Via the wave paket redution postulate, generi measurement proesses
may reasonably well be desribed by nite sets Y = {y0, y1, . . . , yD−1} of bounded operators
yj ∈ B(H) suh that
∑
j y
∗
j yj = 1. These sets are alled partitions of unity (p.u., for sake of
shortness) and desribe the hange in the state of the system aused by the orresponding
measurement proess:
ρ 7→ Γ∗Y(ρ) :=
∑
j
yj ρ y
∗
j . (3.14)
It looks rather natural to rely on partitions of unity to desribe the proess of olleting
information through repeated observations of an evolving quantum system [20℄. Yet, most
of these measurements interfere with the quantum evolution, possibly ating as a soure
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of unwanted extrinsi randomness. Nevertheless, the eet is typially quantal and rarely
avoidable. Quite interestingly, as we shall see later, pursuing these ideas leads to quantum
stohasti proesses with a quantum dynamial entropy of their own, the ALF-entropy,
that is also useful in a lassial ontext.
An alternative approah [19℄ leads to the CNT-entropy. This approah laks the operational
appeal of the ALF-onstrution, but is intimately onneted with the intrinsi relaxation
properties of quantum systems [19, 48℄ and possibly useful in the rapidly growing eld
of quantum ommuniation. The CNT-entropy is based on deomposing quantum states
rather than on reduing them as in (3.14). Expliitly, if the state ρ is not a one dimensional
projetion, any partition of unity Y yields a deomposition
ρ =
∑
j
Tr
(
ρ y∗j yj
) √ρ y∗j yj√ρ
Tr
(
ρ y∗j yj
) . (3.15)
When Γ∗Y(ρ) = ρ, redutions also provide deompositions, but not in general.
3.2.1. Deompositions of states and CNTEntropy
The CNT-entropy is based on deomposing quantum states into onvex linear ombinations
of other states. The information ontent attahed to the quantum dynamis is not based
on modiations of the quantum state or on perturbations of the time evolution. Let
(M,Θ, ω) represent a quantum dynamial system in the algebrai setting and assume ω
to be deomposable. The onstrution runs as follows.
• Classial partitions are replaed by nite dimensional C*-algebras N with identity
embedded intoM by ompletely positive3, unity preserving (pu) maps γ : N 7→M.
Given γ, onsider the pu maps γℓ := Θ
ℓ ◦ γ that result from suessive iterations
of the dynamial automorphism Θ, and assoiate to eah of them an index set Iℓ.
These index sets Iℓ will be oupled to the pu maps γℓ through the variational
problem (3.18).
• If 0 6 ℓ < n then onsider multi-indies i = (i0, i1, . . . , in−1) ∈ I [0,n−1] := I0 × · · · ×
In−1 as labels of states ωi on M and of weights 0 < µi < 1 suh that
∑
iµi = 1 and
ω =
∑
i µiωi. These states are given by elements 0 6 x
′
i ∈ M′, the ommutant of
3
A ompletely positive map γ is a map suh that for every identity map 1N : C
N 7→ CN , the tensor
produt γ ⊗ 1N is positive.
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M, suh that ∑i x′i = 1N . Expliitly
y ∈ M 7−→ ωi(y) :=
ω(x′i y)
ω(x′i)
, µi := ω(x
′
i) · (3.16)
The deomposition has be done with elements x′ in the ommutant in order to ensure
the positivity of the expetations ωi
4
.
• From ω =∑i µiωi, one obtains subdeompositions ω =∑iℓ∈Iℓ µℓiℓ ωℓiℓ , where
ωℓiℓ :=
∑
i
iℓ xed
µi
µℓiℓ
ωi and µ
ℓ
iℓ
:=
∑
i
iℓ xed
µi. (3.17)
• Sine N is nite dimensional, the states ω ◦ Θℓ ◦ γ = ω ◦ γ and ωℓiℓ ◦ Θℓ ◦ γ, have
nite von Neumann entropies S(ω ◦ γ) and S(ωℓiℓ ◦ Θℓ ◦ γ). With η(x) := −x log x
if 0 < x ≤ 1 and η(0) = 0, one denes the n subalgebra funtional
Hω(γ0, γ1, . . . , γn−1) := sup
ω=
∑
i µi ωi
∑
i
η(µi)−
n−1∑
ℓ=0
∑
iℓ∈Iℓ
η(µℓiℓ)
+
n−1∑
ℓ=0
(
S(ω ◦ γℓ)−
∑
iℓ∈Iℓ
µℓiℓ S(ω
ℓ
iℓ
◦ γℓ)
) . (3.18)
We list a number of properties of n-subalgebra funtionals, see [19℄, that will be used in
the sequel:
• positivity: 0 ≤ Hω(γ0, γ1, . . . , γn−1)
• subadditivity: Hω(γ0, γ1, . . . , γn−1) ≤ Hω(γ0, γ1, . . . , γℓ−1)
+ Hω(γℓ, γℓ+1, . . . , γn−1)
• time invariane: Hω(γ0, γ1, . . . , γn−1) = Hω(γℓ, γℓ+1, . . . , γℓ+n−1)
• boundedness: Hω(γ0, γ1, . . . , γn−1) ≤ nHω(γ) ≤ nS(ω ◦ γ)
• The n-subalgebra funtionals are invariant under interhange and repetitions of ar-
guments:
Hω(γ0, γ1, . . . , γn−1) = Hω(γn−1, . . . , γ0, γ0). (3.19)
4
Indeed M∋ y > 0 =⇒ y = z∗z for some z ∈M; then it follows ωi(y) = ω(x′iz∗z) = ω(z∗x′iz) > 0, for
0 6 x′i ∈ M′.
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• monotoniity: If iℓ : Nℓ 7→ N , 0 ≤ ℓ ≤ n − 1, are pu maps from nite dimensional
algebras Nl into N , then the maps γ˜ℓ := γ ◦ iℓ are pu and
Hω(γ˜0,Θ ◦ γ˜1, . . . ,Θn−1 ◦ γ˜n−1) ≤ Hω(γ0, γ1, . . . , γn−1). (3.20)
• ontinuity: Let us onsider for ℓ = 0, 1, . . . , n− 1 a set of pu maps γ˜ℓ : N 7→ M suh
that ‖γℓ − γ˜ℓ‖ω ≤ ǫ for all ℓ, where
‖γℓ − γ˜ℓ‖ω := sup
x∈N , ‖x‖≤1
√
ω
(
(γℓ(x)− γ˜ℓ(x))∗(γℓ(x)− γ˜ℓ(x))
)
. (3.21)
Then [19℄, there exists δ(ǫ) > 0 depending on the dimension of the nite dimensional
algebra N and vanishing when ǫ→ 0, suh that∣∣∣Hω(γ0, γ1 . . . , γn−1)−Hω(γ˜0, γ˜1 . . . , γ˜n−1)∣∣∣ ≤ n δ(ǫ). (3.22)
On the basis of these properties, one proves the existene of the limit
hCNTω (θ, γ) := limn
1
n
Hω(γ0, γ1, . . . , γn−1) (3.23)
and denes [19℄:
Denition 3.2.1
The CNT-entropy of a quantum dynamial system (M,Θ, ω) is
hCNTω (Θ) := sup
γ
hCNTω (Θ, γ) .
3.2.2. Partitions of unit and ALFEntropy
The quantum dynamial entropy proposed in [20℄ by Aliki and Fannes, ALFentropy
5
for
short, is based on the idea that, in analogy with what one does for the metri entropy, one
an model symbolially the evolution of quantum systems by means of the right shift along
a spin hain. In the quantum ase the nitedimensional matrix algebras at the various
sites are not diagonal, but, typially, full matrix algebras, that is the spin at eah site is a
quantum spin.
This is done by means of p.u. Y = {y0, y1, . . . , yD−1} ⊂ M0 ⊂ M, already dened in
5
L  stands for Lindblad
64 Entropies
Setion 3.2; here M0 denotes a Θinvariant subalgebra. With Y and the state ω one
onstruts the D×D matrix with entries ω(y∗j yi ); suh a matrix is a density matrix ρ[Y]:
ρ[Y]i,j := ω(y∗j yi ) · (3.24)
It is thus possible to dene the entropy of a partition of unit as (ompare (3.12)):
Hω[Y] := −Tr
(
ρ[Y] log ρ[Y]
)
· (3.25)
Further, given two partitions of unit Y =
(
y0, y1, . . . , yD
)
, Z =
(
z0, z1, . . . , zB
)
, of size
D, respetively B, one gets a ner partition of unit of size BD as the set
Y ◦ Z :=
(
y0z0, · · · , y0zB ; y1z0, · · · , y1zB ; · · · ; yDz0, · · · , yDzB
)
· (3.26)
After j timesteps, Y evolves into Θj(Y) :=
{
Θj(y1),Θ
j(y2), · · · ,Θj(yD)
}
. Sine Θ is an
automorphism, Θj (Y) is a partition of unit; then, one renes Θj(Y), 0 6 j 6 n− 1, into
a larger partition of unit
Y [0,n−1] := Θn−1(Y) ◦ Θn−2(Y) ◦ · · · ◦ Θ(Y) ◦ Y· (3.27)
We shall denote the typial element of
[
Y [0,n−1]
]
by
[
Y [0,n−1]
]
i
= Θn−1
(
yin−1
)
Θn−2
(
yin−2
)
· · · Θ(yi1) yi0 · (3.28)
Eah renement is in turn assoiated with a density matrix ρ
[0,n−1]
Y := ρ
[Y [0,n−1]] whih is
a state on the algebra M
[0,n−1]
D := ⊗n−1ℓ=0 (MD)ℓ, with entries[
ρ
[
Y [0,n−1]
]]
i,j
:= ω
(
y∗j0Θ
(
y∗j1
) · · ·Θn−1 (y∗jn−1yin−1) · · ·Θ (yi1) yi0) · (3.29)
Moreover eah renement has an entropy
Hω
[
Y [0,n−1]
]
= −Tr
(
ρ
[
Y [0,n−1]
]
log ρ
[
Y [0,n−1]
])
· (3.30)
The states ρ
[0,n−1]
Y are ompatible: ρ
[0,n−1]
Y ↾M
[0,n−2]
D = ρ
[0,n−2]
Y , and dene a global state
ρY on the quantum spin hain M∞D := ⊗∞ℓ=0(MD)ℓ.
Then, as in the previous Setion, it is possible to assoiate with the quantum dynamial
system (M, ω,Θ) a symboli dynamis whih amounts to the rightshift, σ : (MD)ℓ 7→
(MD)ℓ+1, along the quantum spin halfhain (ompare (3.9)).
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Non-ommutativity beomes evident when we hek whether ρY is shift-invariant. This
requires
6 ω
(∑
ℓ y
∗
ℓx yℓ
)
= ω(x) for all x ∈ M. Note that this is the ase in whih
ρ 7→ Γ∗Y(ρ) := ρ (see. equation (3.14)). For a omparison between lassial and quantum
spin hain properties, see table 3.1.
Classial System (X , µ, T ) Quantum System (M, ω,Θ)
∑
in−1
µi0 i1···in−1 = µi0 i1···in−2
D∑
ℓ=1
y∗ℓyℓ = 1 and Θ(1) = 1
=⇒ the loal states ρ[0,n−1]E =⇒ the loal states ρ[0,n−1]Y
form a ompatible family form a ompatible family
the loal states ρ
[0,n−1]
E(Y) dene a global state ρE(Y) on the innite tensor produt
∑
i0
µi0 i1···in−1 = µi1 i2···in−1 Non abelian struture. of the algebra M
=⇒ the global state ρE
is translation invariant
=⇒ absene of translation invari-
ane for the global state ρY
Table 3.1: Comparison between Classial and Quantum System
In this ase, the existene of a limit as in (3.3) is not guaranteed and one has to dene the
ALFentropy of (M, ω,Θ) as
6
Moreover it is required that
[
ρ
[
Y [0,n−1]
]]
i,j
=
[
ρ
[
Θ
(
Y [0,n−1]
)]]
i,j
, but this ondition is learly
satised from he fat that ω is invariant for the *morphism Θ. Then we derive:[
ρ
[
Y [0,n−1]
]]
i,j
=ω
(
y
∗
j0
Θ
(
y
∗
j2
) · · ·Θn−1 (y∗jn−1yin−1) · · ·Θ(yi1) yi0)
(ω ◦Θ)
(
y
∗
j0
Θ
(
y
∗
j2
) · · ·Θn−1 (y∗jn−1yin−1) · · ·Θ(yi1) yi0)
ω
(
Θ
(
y
∗
j0
Θ
(
y
∗
j2
) · · ·Θn−1 (y∗jn−1yin−1) · · ·Θ(yi1) yi0))
ω
(
Θ
(
y
∗
j0
)
Θ2
(
y
∗
j2
) · · ·Θn (y∗jn−1yin−1) · · ·Θ2 (yi1)Θ (yi0))
=
[
ρ
[
Θ
(
Y [0,n−1]
)]]
i,j
·
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Denition 3.2.2
hALFω,M0(Θ):= supY⊂M0
hALFω,M0(Θ,Y) , (3.31a)
where hALFω,M0(Θ,Y) := lim sup
n
1
n
Hω
[
Y [0,n−1]
]
· (3.31b)
Like the metri entropy of a partition E , also the ALFentropy of a partition of unit Y
an be physially interpreted as an asymptoti entropy prodution relative to a spei
oarsegraining.
3.3. Comparison of dynamial entropies
In this setion we outline some of the main features of both quantum dynamial entropies.
The omplete proofs of the above fats an be found in [19℄ for the CNT and [20, 49℄ for
the ALF-entropy. Here, we just sketh them, emphasizing those parts that are important
to the study of their lassial limit.
3.3.1. Entropy prodution in lassial systems
Given a dynamial system
(M, ω,Θ), we will prove now that the CNT- and the ALF-
entropy oinide with the Kolmogorov metri entropy when M = AX is the Abelian
von Neumann algebra L∞µ (X ) and Θ is a *automorphism of the same kind of the ones
dened in (2.62.8), that is Θj (f) (x) = f(T j (x)).
Proposition 3.3.1
Let
(AX , ωµ,Θ) represent a lassial dynamial system. Then, with the nota-
tions of the previous setions
hCNTωµ (Θ) = hµ(T ) = h
ALF
ωµ,AX (Θ).
Proof of Proposition 3.3.1:
CNT-Entropy. In this ase, hCNTωµ (Θ) is omputable by using natural embedding of -
nite dimensional subalgebras of AX rather than generi pu maps γ. Partitions C =
{C0, C1, . . . , CD−1} of X an be identied with the nite dimensional subalgebras NC ∈
Mµ generated by the harateristi funtions χCj of the atoms of the partition, with
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ωµ(χC) = µ(C). Also, the renements C[0,n−1] of the evolving partitions T−j(C) orre-
spond to the subalgebras N [0,n−1]C generated by χCi =
∏n−1
j=0 χT−j(Cij )
.
Thus, if ıNC embeds NC into AX , then ωµ ◦ ıNC orresponds to the state ωµ ↾ NC , whih
is obtained by restrition of ωµ to NC and is ompletely determined by the expetation
values ωµ(χCj ), 1 ≤ j ≤ n− 1.
Further, identifying the pu maps γℓ = Θ
ℓ◦ıNC with the orresponding subalgebras Θℓ(NC),
hCNTωµ (Θ) = hµ(T ) follows from
Hω(NC ,Θ(NC), . . . ,Θn−1(NC)) = Sµ(C[0,n−1]), ∀ C, (3.32)
see (3.3). In order to prove (3.32), we deompose the referene state as
ωµ =
∑
i
µiωi with ωi(f) :=
1
µi
∫
X
µ(dx)χCi (x) f(x)
where µi = µ(Ci), see (3.17). Then,
∑
i η(µi) = Sµ(C[0,n−1]).
On the other hand,
ωℓiℓ(f) =
1
µℓiℓ
∫
X
µ(dx)χT−ℓ(Ciℓ )
(x) f(x) and µℓiℓ = µ(Ciℓ).
It follows that ωµ ◦ ıNC = ωµ ↾ NC is the disrete measure {µℓ0, µℓ1, . . . , µℓn−1} for all
ℓ = 0, 1, . . . , n− 1 and, nally, that S(ωℓiℓ ◦ γℓ) = 0 as ωℓiℓ ◦ jℓ = ωℓiℓ ↾ Θℓ(NC) is a disrete
measure with values 0 and 1.
ALF-Entropy. The harateristi funtions of measurable subsets of X onstitute a *sub-
algebra N0 ⊆ AX ; moreover, given a partition C of X , the harateristi funtions χCℓ
of its atoms Cℓ, NC = {χC1 , χC2 , . . . , χCD} is a partition of unit in N0. From the deni-
tion of Θ it follows that Θj(χCℓ) = χT−j(Cℓ) and from (1.3) that
[
ρ
[N [0,n−1]C ]]
i,j
= δi,j µi
(see (3.1)), whene Hω
[N [0,n−1]C ] = Sµ(C[0,n−1]) (see (3.2) and (3.25)). In suh a ase, the
lim sup in (3.31b) is atually a true limit and yields (3.3).
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Remark 3.3.1
In the partiular ase of the hyperboli automorphisms of the torus, we may
restrit our attention to p.u. whose elements belong to the ∗-algebra W
exp
of
omplex funtions f on T2 suh that the support of fˆ is bounded [49℄:
hµ(T ) = h
ALF
(ωµ,N0)(Θ) = h
ALF
(ωµ,Wexp)(Θ).
Remarkably, the omputation of the lassial Kolmogorov entropy via the quan-
tum mehanial ALF-entropy yields a proof of (3.6) that is muh simpler than
the standard ones [26, 27℄.
3.3.2. Entropy prodution in nite dimensional systems
The next ase we are dealing with is haraterized by nite-dimensional algebra M, as
for the quantized hyperboli automorphisms of the torus onsidered in Proposition 2.4.2;
in this ase both the CNT- and the ALF-entropy are zero, see [19, 20℄. Consequently, if
we deide to take the strit positivity of quantum dynamial entropies as a signature of
quantum haos, quantized hyperboli automorphisms of the torus annot be alled haoti.
Remark 3.3.2
Of ourse the latter observation depends on the quantum dynamial entropy
we are dealing with. There exist many alternative denitions (dierent from
ALF and CNT), and some of them need no to be equal to zero for all quantum
systems dened on a nite dimensional Hilbert spae: an interesting example
is represented by the Coherent States Entropy introdued in [23℄.
Proposition 3.3.2
Let (M,Θ, ω) be a quantum dynamial system with M, a nite dimensional
C*-algebra, then,
hCNTω (Θ) = 0 and h
ALF
ω,M(Θ) = 0.
Proof of Proposition 3.3.2:
CNT-Entropy: as in the ommutative ase, hCNTω (Θ) is omputable by means of pu maps
γ that are the natural embedding ıN of subalgebras N ⊆ M into M. Sine eah Θℓ(N )
is obviously ontained in the algebra N [0,n−1] ⊆M generated by the subalgebras Θj(N ),
j = 0, 1, . . . , n − 1, from the properties of the n-subalgebra funtionals H and identifying
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again the natural embedding γℓ := Θ
ℓ ◦ ıN with the subalgebras Θℓ(N ) ⊆M, we derive
Hω(γ0, γ1, . . . , γn−1) = Hω(N ,Θ(N ), . . . ,Θn−1(N ))
≤ Hω(N [0,n−1],N [0,n−1], . . . ,N [0,n−1]) by monotoniity7
≤ Hω(N [0,n−1]) by (3.19)
≤ S(ω ↾ N [0,n−1]) by boundedness
≤ logN,
where M ⊆ MN . In fat, ω ↾ N amounts to a density matrix with eigenvalues λℓ and
von Neumann entropy S(ω ↾ N ) = −∑dℓ=1 λℓ log λℓ ≤ log d. Therefore, for all N ⊆ M,
hCNTω (Θ,N ) = 0.
ALF-Entropy: Let the state ω on MN be given by ω(x) = Tr(ρ x), where ρ is a density
matrix in MN . Given a partition of unity Y = {yi}i=1,2,...,D, the following pu map ΦY
MD ⊗MN ∋M ⊗ x ΦY−−−−−−−−−→ ΦY(M ⊗ x) :=
∑
i,j
y∗i x yj Mij ∈ MN (3.33)
an be used to dene a state Φ∗Y(ρ) on MD ⊗MN whih is dual to ω:
Φ∗Y(ρ)(M ⊗ x) = Tr
(
ρΦY(M ⊗ x)
)
, M ∈MD, x ∈ MN .
Sine
∑D
j=0 y
∗
j yj = 1, it follows
8
that Φ∗Y(ρ
k) =
(
Φ∗Y(ρ)
)k
. Therefore, ρ and Φ∗Y(ρ) have the
same spetrum, apart possibly from the eigenvalue zero, and thus the same von Neumann
entropy. Moreover, Φ∗Y(ρ) ↾MD = ρ[Y] and Φ∗Y(ρ) ↾MN = Γ∗Y(ρ) as in (3.14). Applying
the triangle inequality [50, 51℄
S
(
Φ∗Y(ρ)
) ≥ ∣∣∣S(Φ∗Y(ρ) ↾MD)−S(Φ∗Y(ρ) ↾MN)∣∣∣ , that is
S
(
ρ
) ≥ ∣∣∣S(ρ[Y]) − S(Γ∗Y(ρ))∣∣∣ ,
that leads to S(ρ[Y]) ≤ 2 log d. Finally, as evolving p.u. Θj(Y) and their ordered rene-
ments (3.273.28) remain in MN , one gets
lim sup
k
1
k
Hω[Y [0,n−1]] = 0, Y ⊂MN ·
7
In order to math the notation of (3.20), all pu maps iℓ omparing there an now be thought as the
natural embedding of N into N [0,n−1].
8
In the MD ⊗ MN spae, Φ∗Y (ρ) is represented by the enlarged density matrix
−→
Y ρ
−→
Y
H
, where
−→
Y
denotes the D-dimensional vetor of N × N matries (y1, y2, . . . , yD) and the supersript H stays for
Hermitian onjugate.
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From the onsiderations of above, it is lear that the main eld of appliation of the CNT-
and ALF-entropies are innite quantum systems, where the dierenes between the two
ome to the fore [52℄. The former has been proved to be useful to onnet randomness with
lustering properties and asymptoti ommutativity. A rather strong form of lustering
and asymptoti Abelianness is neessary to have a non-vanishing CNT-entropy [48,53,54℄.
In partiular, the innite dimensional quantization of the automorphisms of the torus
has vanishing CNT-entropy for most of irrational values of the deformation parameter φ,
whereas, independently of the value of φ, the ALF-entropy is always equal to the positive
Lyapounov exponent. These results reet the dierent perspetives upon whih the two
onstrutions are based.
3.4. An expliit onstrution: ALFEntropy of Sawtooth Maps
In the following we develop a tehnique suited to ompute and to simplify the Von Neumann
entropy Hω
[
Y [0,n−1]
]
of (3.30) for the lass of disrete lassial systems
(DN , τN , Θ˜N,α),
whose ontinuous limit in
(
L∞µ (X ) , ωµ,Θα
)
has been shown in Setion 2.4.3.
For the lass of disrete systems we are dealing with, one an not dene a metri entropy,
being the measure a disrete one, instead we an protably use quantum dynamial en-
tropies, although we are in a ommutative ase. Indeed, the only neessary ingredient to
onstrut suh kind of entropies, is the algebrai desription
(DN , τN , Θ˜N,α) and, in the
ALF entropy omputation, the use of a partition of unit.
The reason to hoose the ALF entropy instead of the CNT is the numerial ompatibility of
the former; indeed the variational problem in (3.18) is apparently very hard to be attahed
numerially.
By remember Proposition 3.3.2, we know that we annot go to ompute neither hALFω,M0(Θ)
nor hALFω,M0(Θ,Y) of Denition 3.2.2, beause these quantity are expeted to be zero. The
analysis of entropy prodution will be performed in the next Chapter, now we only set up
the framework to ompute it.
A useful partition of unit in
(
L∞µ (X ) , ωµ,Θα
)
is onstruted by olleting a nite number
D of Weyl operators W˜ (rj) dened in (1.32), indexed by their labels rj , as in the following
3.4 An expliit onstrution: ALFEntropy of Sawtooth Maps 71
Denition 3.4.1
Given a subset Λ of the lattie onsisting of points{
rj
}D
j=1
=: Λ ⊂ (Z/NZ)2· , (3.34)
we shall denote by Y˜ the partition of unit in (L∞µ (X ) , ωµ,Θα) given by:
Y˜ =
{
y˜j
}D
j=1
:=
{
1√
D
W˜ (rj)
}D
j=1
· (3.35)
From the above denition, the elements of the rened partitions in (3.28) take the form:[
Y˜ [0,n−1]
]
i
=
1
N
1
D
n
2
∑
ℓ∈(Z/NZ)2
e
2πi
N [rin−1 ·V n−1α (ℓ)+ ···+ri1 ·Vα(ℓ)+ri0 ·ℓ] |ℓ〉 〈ℓ | · (3.36)
Then, the multitime orrelation matrix ρ
[0,n−1]
Y˜ in (3.29) has entries:
[
ρ
[
Y˜ [0,n−1]
]]
i,j
=
1
N2
1
Dn
∑
ℓ∈(Z/NZ)2
e
2πi
N
n−1∑
p=0
(rip−rjp)·V pα (ℓ)
, V 0α (ℓ) = 1 (3.37)
=
∑
ℓ∈(Z/NZ)2
〈i| gℓ (n)〉 〈gℓ (n)| j〉 , (3.38)
with 〈i| gℓ (n)〉 := 1
N
1
D
n
2
e
2πi
N
n−1∑
p=0
rip ·V pα (ℓ) ∈ CDn . (3.39)
The density matrix ρ
[0,n−1]
Y˜ an now be used to numerially ompute the Von Neumann
entropy HτN
[
Y [0,n−1]
]
of (3.30); however, the large dimension (Dn×Dn) makes the om-
putational problem very hard, a part for small numbers of iterations. Our goal is to prove
that another matrix (of xed dimension N2 × N2) an be used instead of ρ[0,n−1]Y˜ . In
partiular, the next proposition an be seen as an extension of the strategy that led us to
prove Proposition 3.3.2
Proposition 3.4.1
Let G (n) be the N2 ×N2 matrix with entries
Gℓ1,ℓ2 (n) := 〈gℓ2 (n)| gℓ1 (n)〉 (3.40)
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given by the salar produts of the vetors |gℓ (n)〉 ∈ HDn = CDn in (3.39).
Then, the entropy of the partition of unit Y˜ [0,n−1] with elements (3.35) is given
by:
HτN
[
Y˜ [0,n−1]
]
= −TrHD
N
(
G (n) log G (n)
)
(3.41)
Proof of Proposition 3.4.1:
G (n) is hermitian and from (3.39) it follows that TrH
N2
G (n) = 1.
Let H := HDn ⊗HDN and onsider the projetion ρψ = |ψ 〉 〈ψ | onto
H ∋ |ψ 〉 :=
∑
ℓ∈(Z/NZ)2
|gℓ (n)〉 ⊗ |ℓ〉 . (3.42)
We denote by Σ1 the restrition of ρψ to the full matrix algebra M1 := MDn (C) and by
Σ2 the restrition to M2 := MN2 (C). It follows that:
Tr
HDn
(Σ1 ·m1) = 〈ψ |m1 ⊗ 12 |ψ 〉 =
∑
ℓ∈(Z/NZ)2
〈gℓ |m1 |gℓ 〉 , ∀m1 ∈M1 ·
Thus, from (3.38),
Σ1 = ρ
[0,n−1]
Y˜ =
∑
ℓ∈(Z/NZ)2
|gℓ (n)〉 〈gℓ (n) | · (3.43)
On the other hand, from
Tr
HD
N
(Σ2 ·m2) = 〈ψ |11 ⊗m2 |ψ 〉
=
∑
ℓ1,ℓ2∈(Z/NZ)2
〈gℓ2 (n)| gℓ1 (n)〉 〈ℓ2|m2|ℓ1〉 , ∀m2 ∈M2 ,
it turns out that Σ2 = G (n), whene the result follows from ArakiLieb's inequality [50℄
3.4.1. A simpler form for the {Tα} subfamily of the UMG
We now return to the expliit omputation of the density matrix G (n) in Proposition 3.4.1.
By using the transposed matrix T trα , the vetors (3.39) now read
〈i| gℓ (n)〉 = 1
N D
n
2
e
2πi
N
ℓ·f(n),NΛ,α (i)
(3.44)
f
(n),N
Λ,α (i) :=
n−1∑
p=0
(
T trα
)p
rip (mod N) (3.45)
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where we made expliit the various dependenies of (3.45) on n the timestep, N the
inverse lattiespaing, the hosen set Λ of rj 's and the α parameter of the dynamis in
SL2(Z/NZ)
2
.
In the following we shall use the equivalene lasses
[r] :=
{
i ∈ Ω(n)D
∣∣∣ f (n),NΛ,α (i) ≡ r ∈ (Z/NZ)2 (mod N)} , (3.46)
their ardinalities # [r] and, in partiular, the frequeny funtion ν
(n),N
Λ,α
(Z/NZ)2 ∋ r 7−→ ν(n),NΛ,α (r) :=
# [r]
Dn
· (3.47)
Proposition 3.4.2
The Von Neumann entropy of the rened (exponential) partition of unit up to
time n− 1 is given by:
HτN
[
Y˜ [0,n−1]
]
= −
∑
r∈(Z/NZ)2
ν
(n),N
Λ,α (r) log ν
(n),N
Λ,α (r) (3.48)
Proof of Proposition 3.4.2:
Using (3.44), the matrix G (n) in Proposition 3.4.1 an be written as:
G (n) = 1
Dn
∑
i∈Ωn
D
|fi (n)〉 〈fi (n) | , (3.49)
〈 ℓ | fi (n)〉 = 1
N
e
2πi
N
f
(n),N
Λ,α (i)·ℓ
(3.50)
The vetors |fi (n)〉 ∈ HDN = CN
2
are suh that 〈fi (n)| fj (n)〉 = δ(N)
f
(n),N
Λ,α (i) , f
(n),N
Λ,α (j)
, where
with δ(N) is the Nperiodi Kroneker delta. For sake of simpliity, we say that |fi (n)〉
belongs to the equivalene lass [r] in (3.46) if i ∈ [r]; vetors in dierent equivalene
lasses are thus orthogonal, whereas those in a same equivalene lass [r] are suh that
〈ℓ1 |
∑
i∈[r]
|fi (n)〉 〈fi (n) |
 |ℓ2 〉 = 1
N2
∑
i∈[r]
e
2πi
N
f
(n),N
Λ,α (i)·(ℓ1−ℓ2)
= Dn ν
(n),N
Λ,α (r) 〈ℓ1| e (r)〉 〈e (r)| ℓ2〉
〈ℓ|e (r)〉 = e
2πi
N
r·ℓ
N
∈ HDN
Therefore, the result follows from the spetral deomposition
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G (n) =
∑
r∈(Z/NZ)2
ν
(n),N
Λ,α (r) |e (r)〉 〈e (r) | ·
Chapter 4
Classial/Continuous Limit of
Quantum Dynamial Entropies
Proposition 3.3.2 onrms the intuition that nite dimensional, disrete time, quantum
dynamial systems, however ompliated the distribution of their quasi-energies might be,
annot produe enough information over large times to generate a non-vanishing entropy
per unit time. This is due to the fat that, despite the presene of almost random features
over nite intervals, the time evolution annot bear random signatures if wathed long
enough, beause almost periodiity would always prevail asymptotially.
However, this does not mean that the dynamis may not be able to show a signiant
entropy rate over nite interval of times, these being typial of the underlying dynamis;
all this Chapter is devoted to explore this phenomenon.
As already observed in the Introdution, in quantum haos one deals with quantized las-
sially haoti systems; there, one nds that lassial and quantum mehanis are both
orret desriptions over times saling with log ~−1. Therefore, the lassialquantum
orrespondene ours over times muh smaller than the Heisenberg reursion time that
typially sales as ~−α, α > 0. In other words, for quantized lassially haoti systems,
the lassial desription has to be replaed by the quantum one muh sooner than for
integrable systems.
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4.1. CNT and ALF Entropies on
(
MN , τN ,ΘN
)
In this setion we take the the CNT and the ALF-entropy as good indiators of the degree
of randomness of a quantum dynamial system. Then, we show that underlying lassial
haos plus Hilbert spae niteness make a harateristi logarithmi time sale emerge over
whih these systems an be alled haoti.
4.1.1. CNT-entropy
Theorem 8 : Let
(X , µ, T ) be a lassial dynamial system whih is the
lassial limit of a sequene of nite dimensional quantum dynamial systems(MN , τN ,ΘN). We also assume that the dynamial loalization ondition 2.4.1
holds. If
1. C = {C0, C1, . . . , CD−1} is a nite measurable partition of X ,
2. NC ⊂ L∞µ (X ) is the nite dimensional subalgebra generated by the har-
ateristi funtions χCj of the atoms of C,
3. ıNC is the natural embedding of NC into L∞µ (X ), JN∞ the anti-Wik
quantization map and
γℓC := Θ
ℓ
N ◦ JN∞ ◦ ıNC , ℓ = 0, 1, . . . , k − 1,
then there exists an α suh that
lim
k, N→∞
k≤α logN
1
k
∣∣∣HτN (γ0C , γ1C , . . . , γk−1C )− Sµ(C[0,k−1])∣∣∣ = 0.
Proof of Theorem 8:
We split the proof in two parts:
1. We relate the quantal evolution γℓC = Θ
ℓ
N ◦ JN∞ ◦ ıNC to the lassial evolution
γ˜ℓC := JN∞ ◦Θℓ ◦ ıNC using the ontinuity property of the entropy funtional.
2. We nd an upper and a lower bound to the entropy funtional that onverge to the
KS-entropy in the long time limit.
We dene for onveniene the algebra N ℓC := Θℓ(NC) and the algebra N [0,k−1]C orrespond-
ing to the renements C[0,k−1] = ∨k−1ℓ=0 T−ℓ(C) whih onsist of atoms Ci := ⋂k−1ℓ=0 T−ℓ(Ciℓ)
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labeled by the multi-indies i = (i0, i1, . . . , ik−1). Thus the algebra N [0,k−1]C is generated
by the harateristi funtions χCi .
Step 1
The maps γℓC and γ˜
ℓ
C onnet the quantum and lassial time evolution. Indeed, using
Proposition 2.4.1
k ≤ α logN ⇒ ‖ΘkN ◦ JN∞ ◦ ıNC(f)− JN∞ ◦Θk ◦ ıNC(f)‖2 ≤ ε,
or
k ≤ α logN ⇒ ‖γkC − γ˜kC‖2 ≤ ε
This in turn implies, due to strong ontinuity,∣∣∣HτN (γ0C , γ1C , . . . , γk−1C )−HτN (γ˜0C , γ˜1C , . . . , γ˜k−1C )∣∣∣ ≤ kδ(ε)
with δ(ε) > 0 depending on the dimension of the spae NC and vanishing when ε → 0.
From now on we an onentrate on the lassial evolution and benet from its properties.
Step 2, upper bound
We now show that
HτN (γ˜
0
C , γ˜
1
C , . . . , γ˜
k−1
C ) ≤ Sµ(C[0,k−1]).
Notie that we an embed N ℓC into L∞µ (X ) by rst embedding it into N [0,k−1]C with
ıN [0,k−1]
C
N ℓ
C
and then embedding N [0,k−1]C into L∞µ (X ) with ıN [0,k−1]
C
:
ıN ℓ
C
= ıN [0,k−1]
C
◦ ıN [0,k−1]
C
N ℓ
C
.
We now estimate:
HτN (γ˜
0
C , γ˜
1
C , · · · , γ˜k−1C ) =
= HτN (JN∞ ◦Θ0 ◦ ıNC , · · · ,JN∞ ◦Θk−1 ◦ ıNC ) =
= HτN (JN∞ ◦ ıN 0C , · · · ,JN∞ ◦ ıN k−1C ) =
= HτN (JN∞ ◦ ıN [0,k−1]
C
◦ ıN [0,k−1]
C
N 0
C
, · · · ,JN∞ ◦ ıN [0,k−1]
C
◦ ıN [0,k−1]
C
N k−1
C
) ≤
≤ HτN (JN∞ ◦ ıN [0,k−1]
C
, · · · ,JN∞ ◦ ıN [0,k−1]
C
) ≤
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≤ HτN (JN∞ ◦ ıN [0,k−1]
C
) ≤
≤ S
(
τN ◦ JN∞ ◦ ıN [0,k−1]
C
)
· (4.1)
The rst inequality follows from monotoniity of the entropy funtional, the seond from in-
variane under repetitions (see (3.19)) and the third from boundedness in terms of von Neu-
mann entropies. The state τN ◦ JN∞ ◦ ıN [0,k−1]
C
takes the values
τN
(JN∞(χCi )) = τN(N ∫X µ(dx)χCi (x) |C1N (x)〉〈C1N (x)|
)
=
∫
X
µ(dx)χCi (x) 〈C1N (x), C1N (x)〉 = ωµ(χCi ) = µ(Ci).
This gives, together with S(µ(Ci)) = Sµ(C[0,k−1]), the desired upper bound.
Step 2, lower bound
We show that ∀ ε > 0 there exists an N ′ suh that
HτN (γ˜
0
C , γ˜
1
C , . . . , γ˜
k−1
C ) ≥ Sµ(C[0,k−1])− kε
will holds eventually for N > N ′.
As HτN (γ˜
0
C , γ˜
1
C , . . . , γ˜
k−1
C ) is dened as a supremum over deompositions of the state τN , we
an onstrut a lower bound by piking a good deomposition. Consider the deomposition
τN =
∑
i µi ωi with
ωi : MN ∋ x 7→ ωi(x) := τN [(JN∞(χCi ))(x)]
τN [JN∞(χCi )]
µi := τN [JN∞(χCi )] = µ (Ci)
and the subdeompositions τN =
∑
jℓ
µℓjℓ ω
ℓ
jℓ
, ℓ = 0, 1, . . . , k − 1, with1

ωℓjℓ : MN ∋ x 7→ ωℓjℓ(x) :=
τN
[
(JN∞(χT−ℓ(Cjℓ )))(x)
]
τN
[
JN∞(χCjl )
]
µℓjℓ := τN
[
JN∞(χCjℓ )
]
= µ (Cjℓ)
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In omparison with (3.16), it is not neessary to go to the ommutant for one an use the
iliity property of the trae
2
. We then have:
HτN (γ˜
0
C , γ˜
1
C , . . . , γ˜
k−1
C ) ≥ Sµ(C[0,k−1])−
k−1∑
ℓ=0
∑
iℓ∈Iℓ
µℓiℓ S(ω
ℓ
iℓ
◦ γ˜ℓC).
The inequality stems from the fat that HτN (γ˜
0
C , γ˜
1
C , . . . , γ˜
k−1
C ) is a supremum, whereas the
middle terms in the original denition of the entropy funtional in (3.18) drop out beause
they are equal in magnitude but opposite in sign
3
. For s = 0, 1, . . . ,D − 1, ωℓiℓ ◦ γ˜ℓC takes
on the values
ωℓiℓ
[
JN∞(χT−ℓ(Cs))
]
=
(
µℓiℓ
)−1
τN
[
JN∞(χT−ℓ(Ciℓ ))JN∞(χT−ℓ(Cs))
]
.
1
In the derivation of following formulae we extensively use the relation∑
i
iℓ xed
χCi (y) = χT−ℓ(Ciℓ)
(y) ·
2MN ∋ x > 0 =⇒ x = zz∗ for some z ∈ MN ; then it follows ωi(x) = τN(yizz∗) = τN (z∗yiz) > 0,
for MN ∋ yi := JN∞(χCi) that is obviously greater than zero; indeed for all |ψ 〉 ∈ HN we have that
〈ψ |JN∞(χCi)|ψ〉 = N
∫
X
µ(dx)χCi(x)
∣∣ 〈ψ|C1N(x)〉 ∣∣2 > 0.
3
Indeed S(τN ◦ γ˜ℓC) =
∑
iℓ∈Iℓ
η(µℓiℓ) ·
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Due to Proposition 1.5.2, these onverge to (µ (Ciℓ))
−1ωµ(χT−ℓ(Ciℓ ) χT−ℓ(Cs)) = δs,iℓ . This
means that in the limit the von Neumann entropy will be zero. Or stated more arefully:
N ′ := max
s∈{0,1,··· ,D−1}
{Ns}
xWe an determine N ′ by:
∀ s ∈ {0, 1, · · · ,D − 1} ∃Ns ∈ N s.t. N > Ns =⇒
∣∣∣µℓiℓ (ωℓiℓ ◦ γ˜ℓC) (s)− µℓiℓδs,iℓ ∣∣∣ < δε′µℓiℓ
xIn orrespondene to that δε′
Uniform ontinuity of η (x) funtion on [0, 1] guarantees:
∀ ε′ > 0, ∃ δε′ > 0 s.t.
∣∣∣(ωℓiℓ ◦ γ˜ℓC) (s)− δs,iℓ ∣∣∣ < δε′ =⇒
=⇒
∣∣∣η [(ωℓiℓ ◦ γ˜ℓC) (s)]− η [δs,iℓ]∣∣∣ < ε′D , ∀ s ∈ {0, 1, · · · ,D − 1}ysumming over s∈{0,1,··· ,D−1}
S(ωℓiℓ ◦ γ˜ℓC) 6 ε′ythat is
k−1∑
ℓ=0
∑
iℓ∈Iℓ
µℓiℓ S(ω
ℓ
iℓ
◦ γ˜ℓC) 6 kε′
(4.1)
We thus obtain a lower bound.
Combining our results and hoosing N˜ := max(N,N ′), we onlude
Sµ(C[0,k−1])− kε′ − kδ(ε) ≤ HτN (γ0C , γ1C , . . . , γk−1C ) ≤ Sµ(C[0,k−1]) + kδ(ε) ·
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4.1.2. ALF-entropy
Theorem 9 : Let
(X , µ, T ) be a lassial dynamial system whih is the
lassial limit of a sequene of nite dimensional quantum dynamial systems(MN , τN ,ΘN). We also assume that the dynamial loalization ondition 2.4.1
holds. If
1. C = {C0, C1, . . . , CD−1} is a nite measurable partition of X ,
2. YN = {y0, y1, . . . , yD} is a bistohasti partition of unity, whih is the
quantization of the previous partition, namely yi = JN∞(χCi) for i ∈
{0, 1, · · · ,D − 1} and yD :=
√
1−∑D−1i=0 y∗i yi,
then there exists an α suh that
lim
k,N→∞
k≤α logN
1
k
∣∣∣HτN [Y [0,k−1]]− Sµ(C[0,k−1])∣∣∣ = 0.
Proof of Theorem 9:
First notie that YN = {y0, y1, . . . , yD} is indeed a bistohasti partition. We have
y∗i = JN∞(χCi)∗ = JN∞(χCi) = JN∞(χCi) = yi
0 ≤ JN∞(χCi)2 = y2i ≤ γN∞(χ2Ci) = γN∞(χCi)
Summing the last line over i from 0 to D− 1, we see that ∑D−1i=0 y2i ≤ 1, This means that
{y0, y1, . . . , yD−1} is not a partition of unity, but we an use this property to dene an extra
element yD whih ompletes it to a bistohasti partition of unity, YN = {y0, y1, . . . , yD}:
yD :=
√√√√
1−
D−1∑
i=0
y∗i yi
The bistohastiity is a useful property beause it implies translation invariane of the state
on the quantum spin hain, state whih arises during the onstrution of the ALF-entropy.
The density matrix ρ[Y [0,k−1]] of the rened partition reads (see (3.29))
ρ
[
Y [0,k−1]
]
=
∑
i,j
ρ
[
Y [0,k−1]
]
i,j
|ei〉〈ej|
=
∑
i,j
τN
(
y∗j1ΘN (y
∗
j1) · · ·Θk−1N (y∗jk)Θk−1N (yik) · · ·ΘN (yi1)yi1
)
|ei〉〈ej| (4.2)
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Now we will expand this formula using the operators yi dened above, the quantities
Kℓ(x,y) dened in (2.38) and ontrolling the element yD as follows:
‖yD‖22 =
∥∥∥
√√√√
1−
D−1∑
i=0
y∗i yi
∥∥∥2
2
= τN
(
1−
D−1∑
i=0
y∗i yi
)
= τN
(D−1∑
i=0
y∗i (1− yi)
)
=
∫
µ (dy)µ (dz)
D−1∑
i,j=0
i 6=j
χi(y)χj(z)N |K0(y,z)|2. (4.3)
Thus, in the limit of large N , N |K0(y,z)|2 is just δ(y−z) (see (2.38)) so that (4.3) tends to∫
µ (dz)
∑
i 6=j χi(z)χj(z) = 0 and we an onsistently neglet those entries of ρ[Y [0,k−1]]
ontaining yD.
By means of the properties of oherent states, we write out expliitly
4
the elements of the
density matrix in (4.2)
ρ
[
Y [0,k−1]
]
i,j
= τN
(
y∗j1ΘN (y
∗
j1) · · ·Θk−1N (y∗jk)Θk−1N (yik) · · ·ΘN (yi1)yi1
)
= τN
(
y∗j1 UT y
∗
j1 UT · · · UT y∗jk yik U∗T · · · U∗T yi1 U∗T yi1
)
= N2k−1
∫ (
k∏
ℓ=1
µ (dyℓ)µ (dzℓ) χCjℓ (yℓ)χCiℓ (zℓ)
)
×
× K0(z1,y1)
k−1∏
p=1
K1(yp,yp+1)
 K0(yk,zk)
k−1∏
q=1
K−1(zk−q+1,zk−q)
 · (4.4)
We now use that for N large enough,∣∣∣N ∫ µ (dy) χC(y)Km(x,y)Kn(y,z)− χT−mC(x)Km+n(x,z)∣∣∣ ≤ εm(N) , (4.5)
where εm(N) → 0 with N → ∞ uniformly in x,z ∈ X . This is a onsequene of the
dynamial loalization ondition 2.4.1 and an be rigorously proven in the same way as
Proposition 1.5.1. However, the rough idea is the following: from the property 3.1.3 of
4
Every elements of the p.u. is written in terms of C.S. as yjℓ =
∫
µ (dx)χCjℓ (x)
∣∣C1N (x)〉 〈C1N (x) ∣∣:
we make use of yℓ and zℓ as variables in the integral representation of y
∗
jℓ
, respetively yiℓ .
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oherent states, one derives
N
∫
µ (dy)χC(y)Km(x,y)Kn(y,z) =
= N
∫
µ (dy)
[
1 +
(
χC(y)− 1
)]
Km(x,y)Kn(y,z) =
= Km+n(x,z) +N
∫
µ (dy)
(
χC(y)− 1
)
Km(x,y)Kn(y,z) · (4.6)
For large N we look two ases:
• x 6∈ T−m(C)  then the ondition 2.4.1 makes the integral in (4.5) negligible small,
whereas the seond term in the l.h.s of the same equation is exatly zero;
• x ∈ T−m(C)  in this ase it is the seond integral in formula (4.6) whih an be
negleted, and using (4.6) in (4.5) we nd negligibility.
By applying (4.5) to the ouples of produts in (4.4) one after the other, noting that every
single integral in (4.4) is less or equal to one, and using triangle inequality for | · |, we nally
arrive at the upper bound
∣∣∣∣ρ [Y [0,k−1]]
i,j
− δi,j µ(Ci)
∣∣∣∣ ≤ (2 k−1∑
m=1
εm(N) + ε0(N)
)
=: ǫ(N),
where Ci :=
⋂k
ℓ=1 T
−ℓ+1Ciℓ is an element of the partition C[0,k−1].
We now set σ
[C[0,k−1]] := ∑i µ(Ci)|ei〉〈ei| and use the following estimate: let A be
an arbitrary matrix of dimension d and let {e1, e2, . . . , ed} and {f1, f2, . . . , fd} be two
orthonormal bases of C
d
, then ‖A‖1 := Tr |A| ≤
∑
i,j |〈ei, A fj〉|. This yields
∆(k) :=
wwwρ [Y [0,k−1]]− σ [C[0,k−1]]www
1
= Tr
∣∣∣ρ [Y [0,k−1]]− σ [C[0,k−1]]∣∣∣ ≤ D2kǫ(N).
Finally, by the ontinuity of the von Neumann entropy [55℄, we get∣∣∣S (ρ [Y [0,k−1]])− S (σ [C[0,k−1]])∣∣∣ 6 ∆(k) logDk + η(∆(k)) .
Sine, from k ≤ α logN , D2k 6 N2α logD, if we want the bound D2kǫ(N) to onverge to
zero with N →∞, the parameter α has to be hosen aordingly. Then, the result follows
beause the von Neumann entropy of σ redues to the Shannon entropy of the renements
of the lassial partition.
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4.2. Numerial analysis of ALF Entropies in Disrete Classi-
al Chaos
Here in the following we are onsidering not the quantization of lassial systems, but their
disretization; nevertheless, we have seen that, under ertain respets, quantization and
disretization are like proedures with the inverse of the number of states N playing the
role of ~ in the latter ase.
We are then interested to study how the lassial ontinuous behaviour emerges from
the disretized one when N → ∞; in partiular, we want to investigate the presene of
harateristi time sales and of breakingtimes τB , namely those times beyond whih
the disretized systems ease to produe entropy beause their granularity takes over and
the dynamis reveals in full its regularity.
Propositions 3.4.1 and 3.4.2 aord useful means to attak suh a problem numerially.
In the following we shall be onerned with the time behavior of the entropy of parti-
tion of units as in Denition 3.4.1, the presene of breakingtimes τB (Λ, N, α), and their
dependene on the set Λ, on the number of states N and on the dynamial parameter α.
As we shall see, in many ases τB depends quite heavily on the hosen partition of unit;
we shall then try to ook up a strategy to nd a τB as stable as possible upon variation
of partitions, being led by the idea that the true τB has to be strongly related to the
Lyapounov exponent of the underlying ontinuous dynamial system.
Equations (3.41) and (3.48) allow us to ompute the Von Neumann entropy of the state
ρ
[0,n−1]
Y˜ ; if we were to ompute the ALFentropy aording to the denitions (3.31), the
result would be zero, in agreement with fat that the Lyapounov exponent for a system
with a nite number of states vanishes. Indeed, it is suient to notie that the entropy
HτN
[
Y˜ [0,n−1]
]
is bounded from above by the entropy of the traial state
1
N2
1N2 , that is
by 2 logN ; therefore the expression
hτN ,W∞(α,Λ, n) :=
1
n
HτN
[
Y˜ [0,n−1]
]
, (4.7)
goes to zero with n −→ 0. It is for this reason that, in the following, we will fous upon
the temporal evolution of the funtion hτN ,W∞(α,Λ, n) instead of taking its lim sup over
the number of iterations n.
In the same spirit, we will not take the supremum of (4.7) over all possible partitions Y˜
(originated by dierent Λ); instead, we will study the dependene of hτN ,W∞(α,Λ, n) on
dierent hoies of partitions. In fat, if we vary over all possible hoies of partitions of
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unit, we ould hoose Λ = (Z/NZ)2 in (3.34), that is D = N2; then summation over all
possible r ∈ (Z/NZ)2 would make the matrix elements Gℓ1,ℓ2 (n) in (3.40) equal to
δℓ1,ℓ2
N2
,
whene HτN
[
Y˜ [0,n−1]
]
= 2 logN .
4.2.1. The ase of the {Tα} subfamily of the UMG
The maximum of HτN is reahed when the frequenies (3.47)
ν
(n),N
Λ,α : (Z/NZ)
2 7→ [0, 1]
beome equal to 1/N2 over the torus: we will see that this is indeed what happens to the
frequenies ν
(n),N
Λ,α with n −→ ∞. The latter behaviour an be reahed in various ways
depending on:
• hyperboli or ellipti regimes, namely on the dynamial parameter α;
• number of elements (D) in the partition Λ;
• mutual loation of the D elements ri in Λ.
For later use we introdue the set of grid points with nonzero frequenies
Γ
(n),N
Λ,α :=
{
ℓ
N
∣∣∣∣ ℓ ∈ (Z/NZ)2 , ν(n),NΛ,α (ℓ) 6= 0} · (4.8)
4.2.1.1. Hyperboli regime with D randomly hosen points ri in Λ
In the hyperboli regime orresponding to α ∈ Z \ {−4,−3,−2,−1, 0}, Γ(n),NΛ,α tends to
inrease its ardinality with the number of timesteps n. Roughly speaking, there appear
to be two distint temporal patterns: a rst one, during whih #
(
Γ
(n),N
Λ,α
)
≃ Dn 6 N2 and
almost every ν
(n),N
Λ,α ≃ D−n, followed by a seond one haraterized by frequenies frozen
to ν
(n),N
Λ,α (ℓ) =
1
N2
, ∀ℓ ∈ (Z/NZ)2. The seond temporal pattern is reahed when, during
the rst one, Γ
(n),N
Λ,α has overed the whole lattie and D
n ≃ N2.
From the point of view of the entropies, the rst temporal regime is haraterized by
HτN (α,Λ, n) ∼ n · logD , hτN ,W∞(α,Λ, n) ∼ logD ,
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while the seond one by
HτN (α,Λ, n) ∼ 2 logN , hτN ,W∞(α,Λ, n) ∼
2 logN
n
·
The transition between these two regimes ours at n¯ = logDN
2
. However this time annot
be onsidered a realisti breakingtime, as it too strongly depends on the hosen partition.
Figure 4.2 (olumns a and ) shows the mehanism learly in a temperaturelike plot:
hot points orrespond to points of Γ
(n),N
Λ,α and their number inreases for small numbers of
iterations until the plot assume a uniform green olor for large n.
The linear and stationary behaviors of HτN (α,Λ, n) are apparent in g. 4.4, where four
dierent plateaus (2 logN) are reahed for four dierent N , and in g. 4.5, in whih four
dierent slopes are showed for four dierent number of elements in the partition. With
the same parameters as in g. 4.5, g. 4.6 shows the orresponding entropy prodution
hτN ,W∞(α,Λ, n).
4.2.1.2. Hyperboli regime with D nearest neighbors ri in Λ
In the following, we will onsider a set of points Λ = {ri}i=1...D very lose to eah other,
instanes of whih are as below:
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❡
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❡
❡
❡
❡
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Figure 4.1: Several ombinations of D nearest neighbors in Λ for dierent values D.
From eqs. (3.463.47), the frequenies ν
(n),N
Λ,α (ℓ) result proportional to how many strings
have equal images ℓ, through the funtion f
(n),N
Λ,α in (3.45). Due to the fat that [Tα]11 =
[Tα]21 = 1, noninjetivity of f
(n),N
Λ,α ours very frequently when {ri} are very lose to
eah other. This is a dynamial eet that, in ontinuous systems [49℄, leads to an entropy
prodution approahing the Lyapounov exponent. Even in the disrete ase, during a nite
time interval though, hτN ,W∞(α,Λ, n) exhibits the same behavior until HτN reahes the
upper bound 2 logN . From then on, the system behaves as desribed in subsetion 4.2.1.1,
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and the entropy prodution goes to zero as:
hτN ,W∞(α,Λ, n) ∼
1
n
(see g. 4.7).
Conerning gure 4.3 (olumn d), whose orresponding graph for hτN ,W∞(1,Λ, n) is labeled
by ⊲ in g. 4.7, we make the following onsideration:
• for n = 1 the red spot orresponds to ve ri grouped as in g. 4.1.
In this ase hτN ,W∞(1,Λ, 1) = logD = log 5;
• for n ∈ [2, 5] the red spot begins to streth along the strething diretion of T1. In
this ase, the frequenies ν
(n),N
Λ,α are not onstant on the warm region: this leads to a
derease of hτN ,W∞(1,Λ, n);
• for n ∈ [6, 10] the warm region beomes so elongated that it starts feeling the folding
ondition so that, with inreasing timesteps, it eventually fully overs the originally
paleblue spae. In this ase, the behavior of hτN ,W∞(1,Λ, n) remains the same as
before up to n = 10;
• for n = 11, Γ(n),NΛ,α oinides with the whole lattie;
• for larger times, the frequenies ν(n),NΛ,1 tend to the onstant value 1N2 on almost every
point of the grid. In this ase, the behaviour of the entropy prodution undergoes a
ritial hange (the rossover ourring at n = 11) as showed in g. 4.7.
Again, we annot onlude that n = 11 is a realisti breakingtime, beause one more
we have strong dependene on the hosen partition (namely from the number D of its
elements). For instane, in g. 4.7, one an see that partitions with 3 points reah their
orresponding breakingtimes faster than that with D = 5; also they do it in an N
dependent way.
For a hosen set Λ onsisting of D elements very lose to eah other and N very large,
hτN ,W∞(α,Λ, n) ≃ log λ (whih is the asymptote in the ontinuous ase) from a ertain
n¯ up to a time τB . Sine this latter is now partition independent, it an properly be
onsidered as the breakingtime of the system; it is given by
τB = logλN
2· (4.9)
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It is evident from equation (4.9) that if one knows τB then
also log λ is known. Usually, one is interested in the latter
whih is a sign of the instability of the ontinuous lassial
system. In the following we develop an algorithm whih
allows us to extrat log λ from studying the orresponding
disretized lassial system and its ALFentropy.
In working onditions, N is not large enough to allow for n¯ being smaller than τB; what hap-
pens in suh a ase is that HτN (α,Λ, n) ≃ 2 logN before the asymptote for hτN ,W∞(α,Λ, n)
is reahed. Given hτN ,W∞(α,Λ, n) for n < τB, it is thus neessary to seek means how to
estimate the long time behaviour that one would have if the system were ontinuous.
Remarks 4.2.1
When estimating Lyapounov exponents from disretized hyperboli lassial
systems, by using partitions onsisting of nearest neighbors, we have to take
into aount some fats:
a. hτN ,W∞(α,Λ, n) does not inrease with n; therefore, if D < λ, hτN ,W∞ annot
reah the Lyapounov exponent. Denoted by log λ (D) the asymptote that
we extrapolate from the data
5
, in general we have λ (D) 6 logD < λ. For
instane, for α = 1, λ = 2.618 . . . > 2 and partitions with D = 2 annot
produe an entropy greater then log 2; this is the ase for the entropies below
the dotted line in gs. 4.5 e 4.6;
b. partitions with D small but greater than λ allow log λ to be reahed in a very
short time and λ (D) is very lose to λ in this ase;
. partitions with D ≫ λ require very long time to onverge to log λ (and so
very large N) and, moreover, it is not a trivial task to deal with them from
a omputational point of view. On the ontrary the entropy behaviour for
suh partitions oers very good estimates of λ (ompare, in g. 4.7, ⊲ with
⋄, △, ◦ and ✷) ;
d. in order to ompute λ (and then τB , by (4.9)), one an alulate λ (D) for
inreasing D, until it onverges to a stable value λ;
e. due to number theoretial reasons, the UMG on (Z/NZ)2 present several
anomalies. An instane of them is showed in g. 4.3 (ol. f), where a partition
5hτN ,W∞(α,Λ, n) may even equal log λ (D) from the start.
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with ve nearest neighbors on a lattie of 200×200 points onnes the image
of f
(n),N
Λ,α (under the ation of a Tα map with α = 17) on a subgrid of the
torus. In this and analogous ases, there ours an anomalous depletion
of the entropy prodution and no signiant information is obtainable from
it. To avoid this diulties, in Setion 4.2.2 we will go beyond the UMG
sublass onsidered so far and we will inlude in our analysis the full family
of Sawtooth Maps.
4.2.1.3. Ellipti regime (α ∈ {−1,−2,−3})
One an show that all evolution matries Tα are haraterized by the following property:
T 2α = α¯ Tα − 1 , α¯ := (α+ 2) · (4.10)
In the ellipti regime α ∈ {−1,−2,−3}, therefore α¯ ∈ {−1, 0, 1} and relation (4.10) deter-
mines a periodi evolution with periods:
T 3−1 = −1 (T 6−1 = 1) (4.11a)
T 2−2 = −1 (T 4−2 = 1) (4.11b)
T 3−3 = +1 · (4.11)
It has to be stressed that, in the ellipti regime, the relations (4.11) do not hold modulo
N , instead they are ompletely independent from N .
Due to the high degree of symmetry in relations (4.104.11), the frequenies ν
(n),N
Λ,α are
dierent from zero only on a small subset of the whole lattie.
This behavior is apparent in g. 4.2 : ol. b, in whih we onsider ve randomly distributed
ri in Λ, and in g. 4.3 : ol. e, in whih the ve ri are grouped as in g. 4.1. In both ases,
the Von Neumann entropy HτN (n) is not linearly inreasing with n, instead it assumes a
logshaped prole (up to the breakingtime, see g. 4.4).
Remark 4.2.2
The last observation indiates how the entropy prodution analysis an be
used to reognize whether a dynamial systems is hyperboli or not. If we
use randomly distributed points as a partition, we observe that hyperboli
systems show onstant entropy prodution (up to the breakingtime), whereas
the others do not.
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Moreover, unlike hyperboli ones, ellipti systems do not hange their behaviour
with N (for reasonably large N) as learly showed in g. 4.4, in whih ellipti
systems (α = −2) with four dierent values of N give the same plot. On the
ontrary, we have dependene on how rih is the hosen partition, similarly to
what we have for hyperboli systems, as showed in g. 4.7.
4.2.1.4. Paraboli regime (α ∈ {0, 4})
This regime is haraterized by λ = λ−1 = ±1, that is log |λ | = 0 (see Remark 2.1.1, .).
These systems behave as the hyperboli ones (see subsetions 4.2.1.1 and 4.2.1.2) and this
is true also for the the general behavior of the entropy prodution, apart from the fat that
we never fall in the ondition (a.) of Remark 4.2.1. Then, for suiently large N , every
partition onsisting of D grouped ri will reah the asymptote log |λ | = 0.
4.2.2. The ase of Sawtooth Maps
From a omputational point of view, the study of the entropy prodution in the ase of
Sawtooth Maps Sα is more ompliated than for the Tα's. The reason to study numerially
these dynamial systems is twofold:
• to avoid the diulties desribed in Remark 4.2.1 (e.);
• to deal, in a way ompatible with numerial omputation limits, with the largest
possible spetrum of aessible Lyapounov exponent. We know that
α ∈ Z
⋂
{non ellipti domain} =⇒ λ± (Tα) = λ± (Sα) = α+ 2±
√
(α+ 2)2 − 4
2
·
In order to t log λα ( log λα being the Lyapounov exponent orresponding to a given
α) via entropy prodution analysis, we need D elements in the partition (see points
b. and . of Remark 4.2.1) with D > λα. Moreover, if we were to study the power
of our method for dierent integer values of α we would be fored fored to use very
large D, in whih ase we would need very long omputing times in order to evaluate
numerially the entropy prodution hτN ,W∞(α,Λ, n) in a reasonable interval of times
n. Instead, for Sawtooth Maps, we an x the parameters (N,D,Λ) and study λα
for α onned in a small domain, but free to assume every real value in that domain.
In the following, we investigate the ase of α in the hyperboli regime with D nearest
neighbors ri in Λ, as done in subsetion 4.2.1.2. In partiular, gures (4.94.12) refer to
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the following xed parameters:
N = 38 ; n
max
= 5 ; D = 5 ;
Λ : r1 =
(
7
8
)
, r2 =
(
7
9
)
, r3 =
(
6
8
)
, r4 =
(
7
7
)
, r5 =
(
8
8
)
;
α : from 0.00 to 1.00 with an inremental step of 0.05.
First, we ompute the Von Neumann entropy (3.41) using the (hermitian) matrix Gℓ1,ℓ2 (n)
dened in (3.40). This is atually a diagonalization problem: one that the N2 eigenvalues
{ηi}N
2
i=1 are found, then
HτN
[
Y˜ [0,n−1]
]
= −
N2∑
i=1
ηi log ηi · (4.12)
Then, from (4.7), we an determine hτN ,W∞(α,Λ, n). In the numerial example, the (Λ
dependent) breakingtime ours after n = 5; for this reason we have hosen n
max
= 5.
In fat, we are interested in the region where the disrete system behaves almost as a
ontinuous one.
In gure 4.9, the entropy prodution is plotted for the hosen set of α's: for very large
N (that is lose to the ontinuum limit, in whih no breakingtime ours) all urves
(haraterized by dierent α's) would tend to log λα with n.
One way to determine the asymptote log λα is to t the dereasing funtion hτN ,W∞(α,Λ, n)
over the range of data and extrapolate the t for n → ∞. Of ourse we an not perform
the t with polynomials, beause every polynomial diverges in the n→∞ limit.
A better strategy is to ompatify the time evolution by means of a isomorphi positive
funtion s with bounded range, for instane:
N ∋ n 7−→ sn := 2
π
arctan (n− 1) ∈ [0, 1] · (4.13)
Then, for xed α, in g. 4.10 we onsider n
max
points (sn , hτN ,W∞(α,Λ, n)) and extrat the
asymptoti value of hτN ,W∞(α,Λ, n) for n→∞, that is the value of hτN ,W∞
(
α,Λ, s−1 (t)
)
for t→ 1−, as follows.
Given a graph onsisting of m ∈ {2, 3, · · · , n
max
} points, in our ase the rst m points of
urves as in g. 4.10, namely
{(s1 , hτN ,W∞(α,Λ, 1)) , (s2 , hτN ,W∞(α,Λ, 2)) , · · · , (sm , hτN ,W∞(α,Λ,m))} ,
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the data are t by a Lagrange polynomial Pm (t) (of degree m− 1)
Pm (t) =
m∑
i=1
Pi (t) (4.14a)
where Pi (t) =
m∏
j=1
j 6= i
t− sj
si − sj hτN ,W∞(α,Λ, i) · (4.14b)
The value assumed by this polynomial when t→ 1− (orresponding to n→∞) will be the
estimate (of degree m) of the Lyapounov exponent, denoted by lmα : the higher the value
of m, the more aurate the estimate. From (4.14) we get:
lmα := Pm (t)
∣∣∣
t=1
=
m∑
i=1
hτN ,W∞(α,Λ, i)
m∏
j=1
j 6= i
1− sj
si − sj · (4.15)
The various lmα are plotted in gure 4.11 as funtions of m for all onsidered α. The
onvergene of lmα with m is showed in gure 4.12, together with the theoretial Lyapounov
exponent log λα; as expeted, we nd that the latter is the asymptote of {lmα }m with respet
to the polynomial degree m.
The dotted line in g. 4.10 extrapolates 21 αurves in ompatied time up to t = 1 using
ve points in the Lagrange polynomial approximation.
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n α = 1 α = −2 α = 17
(a) (b) ()
n α = 1 α = −2 α = 17
(a) (b) ()
1
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3
4
5
6
7
8
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10
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12
13
14
Figure 4.2: Temperaturelike plots showing the frequenies ν
(n),N
Λ,α in two hyperboli
regimes (olumns a and ) and an ellipti one (ol. b), for ve randomly distributed
ri in Λ with N = 200. Paleblue orresponds to ν
(n),N
Λ,α = 0. In the hyperboli ases,
ν
(n),N
Λ,α tends to equidistribute on (Z/NZ)
2
with inreasing n and beomes onstant when
the breakingtime is reahed.
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n α = 1 α = −2 α = 17
(d) (e) (f)
n α = 1 α = −2 α = 17
(d) (e) (f)
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Figure 4.3: Temperaturelike plots showing ν
(n),N
Λ,α in two hyperboli (olumns d and f)
and one ellipti (ol. e) regime, for ve nearest neighboring ri in Λ (N = 200). Pale
blue orresponds to ν
(n),N
Λ,α = 0. When the system is haoti, the frequenies tend to
equidistribute on (Z/NZ)2 with inreasing n and to approah, when the breakingtime is
reahed, the onstant value
1
N2
. Col. (f) shows how the dynamis an be onned on a
sublattie by a partiular ombination (α,N,Λ) with a orresponding entropy derease.
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H
τ N
[ Y˜[0,
n
−1
]] (n
)
Number of iterations n
Figure 4.4: Von Neumann entropy HτN (n) in four hyperboli (α = 1 for ⋄, △, ◦, ✷) and
four ellipti (α = −2 for ⊲) ases, for three randomly distributed ri in Λ. Values for N
are: ⋄ = 500, △ = 400, ◦ = 300 and ✷ = 200, whereas the urve labeled by ⊲ represents
four ellipti systems with N ∈ {200, 300, 400, 500}.
H
τ N
[ Y˜[0,
n
−1
]] (n
)
Number of iterations n
Figure 4.5: Von Neumann entropyHτN (n) in four hyperboli (α = 1) ases, forD randomly
distributed ri in Λ, with N = 200. Value for D are: ⋄ = 5, △ = 4, ◦ = 3 and ✷ = 2.
The dotted line represents HτN (n) = log λ · n where log λ = 0.962 . . . is the Lyapounov
exponent atα = 1.
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h
τ N
,W
∞
(α
,Λ
,n
)
Number of iterations n
Figure 4.6: Entropy prodution hτN ,W∞(α,Λ, n) in four hyperboli (α = 1) ases, for D
randomly distributed ri in Λ, with N = 200. Values for D are: ⋄ = 5, △ = 4, ◦ = 3 and ✷
= 2. The dotted line orresponds to the Lyapounov exponent log λ = 0.962 . . . at α = 1.
h
τ N
,W
∞
(α
,Λ
,n
)
Number of iterations n
Figure 4.7: Entropy prodution hτN ,W∞(α,Λ, n) in ve hyperboli (α = 1) ases, for D
nearest neighboring points ri in Λ. Values for (N,D) are: ⊲ = (200, 5), ⋄ = (500, 3),
△ = (400, 3), ◦ = (300, 3) and ✷ = (200, 3). The dotted line orresponds to the Lyapounov
exponent log λ = 0.962 . . . at α = 1 and represents the natural asymptote for all these
urves in absene of breakingtime.
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H
τ N
[ Y˜[0,
n
−1
]] (n
)
Number of iterations n
Figure 4.8: Von Neumann entropy HτN (n) in four ellipti (α = −2) ases, for D randomly
distributed ri in Λ, with N = 200. Value for D are: ⋄ = 5, △ = 4, ◦ = 3 and ✷ = 2.
h
τ N
,W
∞
(α
,Λ
,n
)
Number of iterations n
Figure 4.9: Entropy prodution hτN ,W∞(α,Λ, n) for 21 hyperboli Sawtooth maps, relative
to a for a luster of 5 nearest neighborings points ri in Λ, with N = 38. The parameter
α dereases from α = 1.00 (orresponding to the upper urve) to α = 0.00 (lower urve)
through 21 equispaed steps.
98 Classial/Continuous Limit of Quantum Dynamial Entropies
h
τ N
,W
∞
( α,Λ
,s
−1
(t
))
Compatied time t
Figure 4.10: The solid lines orrespond to (sn , hτN ,W∞(α,Λ, n)), with n ∈ {1, 2, 3, 4, 5},
for the values of α onsidered in gure 4.9. Every αurve is ontinued as a dotted line up
to
(
1, l5α
)
, where l5α is the Lyapounov exponent extrated from the urve by tting all the
ve points via a Lagrange polynomial Pm (t).
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Figure 4.11: Four estimated Lyapounov exponents lmα plotted vs. their degree of auray
m for the values of α onsidered in gures 4.9 and 4.10.
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Figure 4.12: Plots of the four estimated of Lyapounov exponents lmα of gure 4.11 vs. the
onsidered values of α. The polynomial degree m is as follows: ⋄ = 2, △ = 3, ◦ = 4
and ✷ = 5. The solid line orresponds to the theoretial Lyapounov exponent log λα =
log (α+ 2 +
√
α (α+ 4) )− log 2.
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Appendix A
Non Overompleteness of the set of
states of Setion 1.4.2
The oherent state (1.50) an be rewritten in the shorter form:
|βN (x)〉 =
∑
(µ,ν)∈{0,1}2
λµν (x) |⌊Nx1⌋+ µ, ⌊Nx2⌋+ ν 〉 , (A.1)
whereas for the λoeient we an write
λµν (x) = cos
[π
2
(µ− 〈Nx1〉)
]
cos
[π
2
(ν − 〈Nx2〉)
]
(A.2)
Overompleteness property of Denition 1.4.1 an be expressed as
N2
∫
X
µ(dx) 〈ℓ | βN (x)〉〈βN (x) | m〉 = δ(N)ℓ,m, ∀ℓ,m ∈ (Z/NZ)2 (A.3)
and this is exatly what we are going to hek. Let us dene with Iℓ,m the l.h.s. of (A.3)
then, using (A.1A.2), we an write
Iℓ,m := N
2
∑
(µ,ν,ρ,σ)∈{0,1}4
∫ 1
0
dx1
∫ 1
0
dx2 cos
[π
2
(µ− 〈Nx1〉)
]
cos
[π
2
(ν − 〈Nx2〉)
]
×
× cos
[π
2
(ρ− 〈Nx1〉)
]
cos
[π
2
(σ − 〈Nx2〉)
]
×
×
〈
ℓ1, ℓ2
∣∣∣∣∣ ⌊Nx1⌋+ ρ, ⌊Nx2⌋+ σ
〉〈
⌊Nx1⌋+ µ, ⌊Nx2⌋+ ν
∣∣∣∣∣ m1,m2
〉
, (A.4)
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that is Iℓ,m := N
2
∑
(µ,ν,ρ,σ)∈{0,1}4
×
×
∫ 1
0
dx1 cos
[π
2
(µ− 〈Nx1〉)
]
cos
[π
2
(ρ− 〈Nx1〉)
]
δ
(N)
ℓ1 , ⌊Nx1⌋+ρ δ
(N)
⌊Nx1⌋+µ , m1 ×
×
∫ 1
0
dx2 cos
[π
2
(ν − 〈Nx2〉)
]
cos
[π
2
(σ − 〈Nx2〉)
]
δ
(N)
ℓ2 , ⌊Nx2⌋+σ δ
(N)
⌊Nx2⌋+ν , m2 ,
or Iℓ,m = Γℓ1,m1 × Γℓ2,m2 , with Γp,q dened by
Γp,q := N
∑
(µ,ρ)∈{0,1}2
×
×
∫ 1
0
dy cos
[π
2
(µ− 〈Ny〉)
]
cos
[π
2
(ρ− 〈Ny〉)
]
δ
(N)
p , ⌊Ny⌋+ρ δ
(N)
q , ⌊Ny⌋+µ =
= N
∑
(µ,ρ)∈{0,1}2
×
×
∫ 1
0
dy cos
[π
2
(µ− 〈Ny〉)
]
cos
[π
2
(ρ− 〈Ny〉)
]
δ
(N)
p−ρ , ⌊Ny⌋ δ
(N)
q−µ , ⌊Ny⌋ =
= N
∑
(µ,ρ)∈{0,1}2
×
×
{∫ 1
0
dy cos
[π
2
(µ− 〈Ny〉)
]
cos
[π
2
(ρ− 〈Ny〉)
]
δ
(N)
p−ρ , ⌊Ny⌋
}
δ
(N)
q−µ , p−ρ· (A.5)
Dening the symbol ((s)) : = {t ∈ (Z/NZ) : t = s} (the element in the residual lass
(mod N) representing s), in order to have the integrand of (A.5) dierent from zero we
must have ((p− ρ)) 6 Ny < ((p− ρ))+1 (note that in that range 〈Ny〉 = Ny− ((p− ρ))),
and (A.5) reads:
Γp,q = N
∑
(µ,ρ)∈{0,1}2
∫ ((p−ρ))+1
N
((p−ρ))
N
dy
cos
[π
2
(
µ−Ny + ((p − ρ))
)]
cos
[π
2
(
ρ−Ny + ((p− ρ))
)]
δ
(N)
q−µ , p−ρ·
Using now Werner trigonometri formula, we get
Γp,q =
N
2
∑
(µ,ρ)∈{0,1}2
∫ ((p−ρ))+1
N
((p−ρ))
N
dy cos
[π
2
(µ+ ρ)− πNy + π((p − ρ))
]
δ
(N)
q−µ , p−ρ +
+
N
2
∑
(µ,ρ)∈{0,1}2
∫ ((p−ρ))+1
N
((p−ρ))
N
dy cos
[π
2
(µ− ρ)
]
δ
(N)
q−µ , p−ρ =
(A.6)
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=
N
2
∑
(µ,ρ)∈{0,1}2
(−1)((p−ρ)) cos
[π
2
(µ+ ρ)
] ∫ ((p−ρ))+1
N
((p−ρ))
N
dy cos (πNy) δ
(N)
q−µ , p−ρ +
+
N
2
∑
(µ,ρ)∈{0,1}2
(−1)((p−ρ)) sin
[π
2
(µ+ ρ)
] ∫ ((p−ρ))+1
N
((p−ρ))
N
dy sin (πNy) δ
(N)
q−µ , p−ρ +
+
1
2
∑
(µ,ρ)∈{0,1}2
cos
[π
2
(µ− ρ)
]
δ
(N)
q−µ , p−ρ =
= 0 +
1
2
∑
(µ,ρ)∈{0,1}2
cos
[π
2
(µ− ρ)
]
δ
(N)
q−µ , p−ρ −
1
2π
∑
(µ,ρ)∈{0,1}2
(−1)((p−ρ))×
× sin
[π
2
(µ+ ρ)
] {
cos
[
π((p − ρ)) + π
]
− cos
[
π((p − ρ))
]}
δ
(N)
q−µ , p−ρ =
=
1
2
∑
(µ,ρ)∈{0,1}2
δ
(N)
q−µ , p−ρ
{
2
π
sin
[π
2
(µ+ ρ)
]
+ cos
[π
2
(µ− ρ)
]}
· (A.7)
For (µ, ρ) ∈ {0, 1}2, we have:
cos
[
π
2 (µ− ρ)
]
= δµ,ρ
sin
[
π
2 (µ+ ρ)
]
= 1− δµ,ρ
thus from (A.7) we get:
Γp,q =
1
2
∑
(µ,ρ)∈{0,1}2
δ
(N)
q−µ , p−ρ
{
2
π
(1− δµ,ρ) + δµ,ρ
}
=
=
1
π
∑
(µ,ρ)∈{0,1}2
δ
(N)
q−µ , p−ρ +
1
2
∑
ρ∈{0,1}
(
1− 2
π
)[ ∑
µ∈{0,1}
δ
(N)
q−µ , p−ρ δµ , ρ
]
=
=
1
π
∑
(µ,ρ)∈{(0,0),(0,1),(1,0),(1,1)}
δ
(N)
q−p , µ−ρ +
1
2
∑
ρ∈{0,1}
(
1− 2
π
)
δ(N)q , p =
=
1
π
(
δ
(N)
q−p , 0 + δ
(N)
q−p ,−1 + δ
(N)
q−p , 1 + δ
(N)
q−p , 0
)
+ δ(N)q , p −
2
π
δ(N)q , p =
= δ(N)q , p +
1
π
(
δ
(N)
q , p+1 + δ
(N)
q+1 , p
)
· (A.8)
Then we an ompute Iℓ,m = Γℓ1,m1 ×Γℓ2,m2 that is dierent from δ(N)ℓ,m, as expeted from
equation (A.3). Thus we onlude that the set {|βN (x)〉 | x ∈ T2} does not satisfy the
overompleteness property.
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Appendix B
Proofs of Lemmas 2.4.2 and 2.4.3
Proof of lemma 2.4.2:
1) (2.50) follow from
‖Sα · v‖2
R
2 =
〈
v
∣∣∣S†αSα∣∣∣v〉 (B.1)
Indeed the matrix S†αSα is real, symmetri, positive, with determinant equal to one; thus
it has two orthogonal eigenvetors, orresponding to two dierent positive eigenvalues, η2
and η−2, depending only on α, with η2 > 1 ∀ α ∈ R.
The same argument an be used for the matrix S−1α : the matrix
(
SαS
†
α
)−1
has the same
eigenvalues η2 and η−2.
2) In order to prove (2.51), it is onvenient to unfold T
2
and the disontinuity of Sα on
the plane R
2
. This is most easily done as follows. Points A ∈ T2 = R2/Z2 are equivalene
lasses [a] of points in R2 suh that
[a] :=
{
a+ n , n ∈ Z2} , a ∈ [0, 1)2 · (B.2)
Given A,B ∈ T2, let Ab ∈ [a] be the losest vetor to b in the Eulidean norm ‖·‖
R
2 ,
namely that vetor suh that
d
T
2 ([a] , [b]) =
wwwAb − bwww
R
2
· (B.3)
Notie that
d
T
2 ([a] , [b]) = ‖a− b‖
R
2 i ‖a− b‖
R
2 6
1
2
(B.4)
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2a) (A,B) not rossing γ−1 means that the segment
(
Ab , b
)
does not interset γ−1. Pe-
riodially overing the planeR
2
by squares [0, 1)2, the γ−1-lines form a set of (parallel)
straight lines x1 − x2 = n ∈ Z; it follows that
(
Ab , b
)
does not ross γ−1 i⌊
Ab1 −Ab2
⌋
= ⌊b1 − b2⌋ , (B.5)
where the integral part on the r.h.s. takes values 0,−1, depending on whih side of the
diagonal γ−1 the point b lies within. Indeed, one an hek that if any two points x,y ∈ T2
lie on opposite sides with respet to γ−1 then they must violate the above ondition (B.5)
on the integer part of the dierenes of their omponents.
As S±α are not sensitive to the integer part of their arguments, their ations are the same
on all elements of the equivalene lasses (B.2). Therefore,
d
T
2
(
S−1α (A) , S
−1
α (B)
)
= d
T
2
(
S−1α ([a]) , S
−1
α ([b])
)
= d
T
2
(
S−1α
(
Ab
)
, S−1α (b)
)
=
(by (2.42.5) and (1.35))
= min
m∈Z2
wwwww
( 〈
Ab1 −Ab2
〉〈−α 〈Ab1 −Ab2〉+Ab2〉
)
−
(
〈b1 − b2〉
〈−α 〈b1 − b2〉+ b2〉
)
+m
wwwww
R
2
(by using 〈x〉 = x− ⌊x⌋)
= min
m∈Z2
∥∥∥∥
( (
Ab1 −Ab2
)− (b1 − b2)
−α 〈Ab1 −Ab2〉+Ab2 + α 〈b1 − b2〉 − b2
)
+
+
(
⌊b1 − b2⌋ −
⌊
Ab1 −Ab2
⌋
+m1
⌊−α 〈b1 − b2〉+ b2⌋ −
⌊−α 〈Ab1 −Ab2〉+Ab2⌋+m2
)∥∥∥∥
R
2
= min
m′∈Z2
∥∥∥∥
( (
Ab1 − b1
)− (Ab2 − b2)
−α (Ab1 −Ab2)+ α (b1 − b2) + (Ab2 − b2)
)
+
+ α
(
0⌊
Ab1 −Ab2
⌋− ⌊b1 − b2⌋
)
+m′
∥∥∥∥
R
2
(beause of (B.5))
= min
m′∈Z2
wwwww
(
1 −1
−α 1 + α
)(
Ab1 − b1
Ab2 − b2
)
+m′
wwwww
R
2
= d
T
2
(
S−1α ·
(
Ab − b
)
, 0
)
(B.6)
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Applying point (1) of this lemma and using the hypothesis, we an estimatewwwS−1α · (Ab − b)www
R
2
6 η
wwwAb − bwww
R
2
= η d
T
2 (A,B) <
1
2
· (B.7)
In partiular, using (B.4), the previous inequalities imply
d
T
2
(
S−1α ·
(
Ab − b
)
, 0
)
=
wwwS−1α · (Ab − b)www
R
2
6 η d
T
2 (A,B) · (B.8)
2b) Analogously, the union of γ0-lines onstitute a set of straight lines x1 = n ∈ Z;
Therefore the segment
(
Ab , b
)
does not ross γ0 i⌊
Ab1
⌋
= ⌊b1⌋ · (B.9)
Expliitly
d
T
2 (Sα (A) , Sα (B)) = d
T
2 (Sα ([a]) , Sα ([b])) = d
T
2
(
Sα
(
Ab
)
, Sα (b)
)
(by (2.1b) and (1.35))
= min
m∈Z2
wwwww
〈
Sα ·
(〈
Ab1
〉
Ab2
)〉
−
〈
Sα ·
(
〈b1〉
b2
)〉
+m
wwwww
R
2
(sine 〈x〉 = x− ⌊x⌋)
= min
m∈Z2
wwwwwSα ·
(〈
Ab1
〉− 〈b1〉
Ab2 − b2
)
−
⌊
Sα ·
(〈
Ab1
〉
Ab2
)⌋
+
⌊
Sα ·
(
〈b1〉
b2
)⌋
+m
wwwww
R
2
= min
m′∈Z2
wwwwwSα · (Ab − b)− Sα ·
(⌊
Ab1
⌋− ⌊b1⌋
0
)
+m′
wwwww
R
2
Condition (B.9) makes the seond vetor vanish and we obtain
d
T
2 (Sα (A) , Sα (B)) = d
T
2
(
Sα ·
(
Ab − b
)
, 0
)
(B.10)
The proof thus is exatly ompleted as before.
3) We denote by d
T
2 (x, γ) = inf
y∈γ dT2 (x,y) the distane of the point x ∈ T
2
from a urve
γ ∈ T2. Then, from Denition 2.47 we have:
x ∈ γp−1 (ε) =⇒ ε > dT2 (x, γp−1) = dT2 (x,y⋆) , (B.11)
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where y⋆ is the nearest point to x belonging to γp−1.
We distinguish two ases:
3′) The segment (x,y⋆) does not ross γ−1
(even if y⋆ ∈ γ−1 or x ∈ γ−1, we are in a nonrossing ondition).
From (B.11) and point (2a), sine S−1α (y⋆) ∈ γp (see (2.44)), we get
d
T
2
(
S−1α (x) , γp
)
6 d
T
2
(
S−1α (x) , S
−1
α (y
⋆)
)
6 η d
T
2 (x,y⋆) 6 η ε · (B.12)
Therefore S−1α (x) ∈ γp (η ε)
3′′) The segment (x,y⋆) rosses γ−1.
In this ase, there exists z ∈ γ−1 ∩ (x,y⋆) suh that
d
T
2 (x,y⋆) = d
T
2 (x,z) + d
T
2 (z,y⋆) · (B.13)
Then, from (B.11) and (B.13),
ε > d
T
2 (x,y⋆) > d
T
2 (x,z) · (B.14)
Sine, aording to (2.44), S−1α (z) ∈ γ0, from point (2a), we get
d
T
2
(
S−1α (x) , γ0
)
6 d
T
2
(
S−1α (x) , S
−1
α (z)
)
6 η ε , (B.15)
that is S−1α (x) ∈ γ0 (η ε).
4) From point (3), it follows that, when 0 6 ε 6 12 , for p ∈ N+,
x 6∈ (γp (ε) ∪ γ0 (ε)) =⇒ Sα (x) 6∈ γp−1 (η−1ε) · (B.16)
We prove by indution that, when 0 6 ε 6 12 , for m ∈ N+,
x 6∈
m⋃
p=0
γp (ε) =⇒ Sα (x) 6∈
m−1⋃
p=0
γp
(
η−1ε
) · . (B.17)
For m = 1, (B.17) follows from (B.16); suppose (B.17) holds for m = r, then take
x 6∈
r+1⋃
p=0
γp (ε) . This means that x 6∈
r⋃
p=0
γp (ε) and x 6∈
(
γr+1 (ε) ∪ γ0 (ε)
) ·
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Now, using the hypothesis and (B.16), we get
x 6∈
r+1⋃
p=0
γp (ε) =⇒ Sα (x) 6∈
r−1⋃
p=0
γp
(
η−1ε
)
and Sα (x) 6∈ γr
(
η−1ε
) · (B.18)
Then (B.17) is proved for all m ∈ N+. Now observe the following: applying (B.17) to
Sα (x) instead of x one gets
Sα (x) 6∈
m−1⋃
p=0
γp
(
η−1ε
)
=⇒ S2α (x) 6∈
m−2⋃
p=0
γp
(
η−2ε
) · (B.19)
By iterating (B.17), with m = n− 1, we dedue
x 6∈
n−1⋃
p=0
γp (ε) =⇒ Sqα (x) 6∈
n−1−q⋃
p=0
γp
(
η−qε
)
, ∀ 0 6 q < n · (B.20)
In partiular Sqα (x) 6∈ γ0
(
η−qε
)
, whih leads to the lower bound
d
T
2 (Sqα (x) , γ0) > η
−qε , ∀ 0 6 q < n , (B.21)
whene the result follows in view of Denitions (2.27) and (2.48).
5) The prove is by indution; we x n and hoose N > N˜ + 3 = 2
√
2nη2n + 3.
p = 0) from Denitions (2.27) and (2.34), it follows
d
T
2
(
U0α (Nx)
N
,
V 0α (xˆN )
N
)
= d
T
2
(
x ,
xˆN
N
)
<
1√
2N
<
√
2
N
, (B.22)
Where the rst inequality follows from (B.37) in (2.4.3), thus relation (2.54) holds for
p = 0.
p = 1)wwwwUα (Nx)N − Vα (xˆN )N
wwww
R
2
6
wwwwUα (Nx)N − Uα (xˆN )N
wwww
R
2
+
wwwwUα (xˆN )N − Vα (xˆN )N
wwww
R
2
·
(B.23)
Now, by denitions (2.27) and (2.34), we have for the seond term of (B.23)wwwwUα (xˆN )N − Vα (xˆN )N
wwww
R
2
=
wwww 1N
〈
N Sα
(
xˆN
N
)〉wwww
R
2
<
√
2
N
, (B.24)
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whereas for the rst term in (B.23), (B.22) together with the nonrossing ondition with
respet to γ0, whih is apparently fullled by
(
x , xˆNN
)
, allow us to use point (2b) of this
Lemma and to getwwwwUα (Nx)N − Uα (xˆN )N
wwww
R
2
=
wwwwSα (x)− Sα( xˆNN
)wwww
R
2
6 η
√
2
N
· (B.25)
Thus, inserting (B.24) and (B.25) in (B.23), we obtainwwwwUα (Nx)N − Vα (xˆN )N
wwww
R
2
6 (η + 1)
√
2
N
(B.26)
(for N > N˜ + 3) <
η + 1
2 n η2n
<
1
2
· (B.27)
But then the Eulidean norm equals the distane d
T
2
(
Uα (Nx)
N
,
Vα (xˆN )
N
)
; thus rela-
tion (2.54) holds for p = 1.
p = q − 1 , q 6 n) Sine
d
T
2
(
U qα (Nx)
N
,
V qα (xˆN )
N
)
6 d
T
2
Uα
(
U q−1α (Nx)
)
N
,
Uα
(
V q−1α (xˆN )
)
N
+
+ d
T
2
Uα
(
V q−1α (xˆN )
)
N
,
Vα
(
V q−1α (xˆN )
)
N
 , (B.28)
using (2.27) in the rst term and noting that, from denitions (2.27) and (2.34), the seond
term is less or equal to
√
2
N , we get
d
T
2
(
U qα (Nx)
N
,
V qα (xˆN )
N
)
6 d
T
2
(
Sα
(
U q−1α (Nx)
N
)
, Sα
(
V q−1α (xˆN )
N
))
+
√
2
N
· (B.29)
By the indution hypothesis we have:
d
T
2
(
U q−1α (Nx)
N
,
V q−1α (xˆN )
N
)
6
√
2
N
(
ηq − 1
η − 1
)
(B.30)
6
√
2
N
q ηq−1 (B.31)
(η > 1, q 6 n =⇒) < ηq−2n q
n
(
1
2
η−1
)
<
1
2
η−1 · (B.32)
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Moreover, from point (4) above with ε = N˜2N , 0 6 q 6 n and η > 1 we derive
d
T
2
(
U q−1α (Nx)
N
, γ0
)
>
n
√
2 η2n−q+1
N
>
√
2
N
q ηq−1 · (B.33)
Therefore, omparing (B.33) with (B.31)
d
T
2
(
U q−1α (Nx)
N
,
V q−1α (xˆN )
N
)
< d
T
2
(
U q−1α (Nx)
N
, γ0
)
, ∀q 6 n · (B.34)
Therefore, we dedue that the segment
(
Uq−1α (Nx)
N ,
V q−1α (xˆN )
N
)
annot ross the line γ0. This
ondition, together with (B.32), allows us to use point (2b) in (B.29) to nally estimate
d
T
2
(
U qα (Nx)
N
,
V qα (xˆN )
N
)
6 η
√
2
N
(
ηq − 1
η − 1
)
+
√
2
N
=
√
2
N
(
ηq+1 − 1
η − 1
)
(B.35)
and this onludes the proof.
Proof of lemma 2.4.3:
a) In (2.44), we have dened γp = S
−p
α (γ0) where S
−1
α (x) (and then also S
−p
α (x)) is a
pieewise ontinuous mapping onto T
2
with jumpdisontinuities aross the γp lines due to
the presene of the funtion 〈·〉 in (2.4). Away from the disontinuities, S−pα (x) behaves as
the matrix ation S−pα ·x, that is nothing but the ation of the Sawtooth Map in the tangent
spae. By integrating the evolution given by S−pα ·x on the tangent spae along γ0, it follows
that l (γp) is the length of the R
2
segment
{
x ∈ R2
∣∣∣ x = S−pα · ( 0y ) , y ∈ [0, 1)}, whih,
in its turn, is the image of the (length one) segment γ0 under the matrix ation given by
S−pα · x.
Finally, using (2.50a) we get the result.
b) Let L (ε) denote the set of points having distane from a segment of length L smaller
or equal than ε: it has a volume (given by the Lebesgue measure µ) given by
µ
(
L (ε)
)
= 2Lε+ πε2 ,
where the last term on the r.h.s. takes into aount a small set of points lose to the
extremity of the segment. Then (2.55b) follows from (2.55a).
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) This follows from Denition (2.48):
µ
(
Γn (ε)
)
= µ
n−1⋃
p=0
γp (ε)
 6 n−1∑
p=0
µ
(
γp (ε)
) ·
Using (2.55b), we an write:
µ
(
Γn (ε)
)
6 2 ε
n−1∑
p=0
ηp +
n−1∑
p=0
π ε2 = 2 ε
ηn − 1
η − 1 + nπ ε
2 ·
Finally the estimate
xp − 1
x − 1 6 p x
p
, valid for x > 1, yields
µ
(
Γn (ε)
)
6 2 ε n ηn + nπ ε2 = ε n (2 ηn + π ε) ·
d) For every real number t, 0 6
〈
Nt+ 12
〉
= Nt+ 12 −
⌊
Nt+ 12
⌋
< 1; this leads to∣∣∣∣∣ t−
⌊
Nt+ 12
⌋
N
∣∣∣∣∣ 6 12N , ∀ t ∈ R· (B.36)
Using (2.46), Denition 2.4.2, we write
d
T
2
(
x ,
xˆN
N
)
6
1√
2N
, ∀ x ∈ T2· (B.37)
If in the triangular inequality
d
T
2 (x , y) 6 d
T
2
(
x ,
xˆN
N
)
+ d
T
2
(
xˆN
N
, y
)
∀ y ∈ T2 , (B.38)
we take the inf over y ∈ Γn of (2.45), we get
d
T
2
(
xˆN
N
, Γn
)
> d
T
2 (x , Γn)− d
T
2
(
x ,
xˆN
N
)
(B.39)
> d
T
2 (x , Γn)
1√
2N
, (B.40)
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that is
x ∈ [Γn (ε)]◦ =⇒ xˆN
N
∈
[
Γn
(
ε− 1√
2N
)]◦
(B.41)
Therefore, from (2.49), if
xˆN
N does not belong to Γn
(
ε− 1√
2N
)
. then the orresponding x
in (B.41) belongs to GNn
(
ε− 1√
2N
)
. Changing ε− 1√
2N
7−→ ε we obtain (2.55d).
e) Writing (2.55d) in terms of omplementary sets, and substituting ε = N˜2N , we get:[
GNn
(
N˜
2N
)]◦
⊆ Γn
(
N˜
2N
+
1√
2N
)
and so (B.42)
µ
([
GNn
(
N˜
2N
)]◦)
6 µ
(
Γn
(
N˜
2N
+
1√
2N
))
· (B.43)
Now we substitute
N˜+
√
2
2N =
N˜
2N +
1√
2N
in plae of ε in (2.55) and we get:
µ
([
GNn
(
N˜
2N
)]◦)
6
N˜ +
√
2
2N
n
(
2 ηn + π
N˜ +
√
2
2N
)
· (B.44)
Finally we use:
inside brakets of r.h.s of (B.44) : π
N˜ +
√
2
2N
< 4 < 4ηn , ∀ N > N˜ (B.45)
outside brakets of r.h.s of (B.44) : N˜ +
√
2 < 2N˜ , ∀ N > N˜ (B.46)
and this ends the proof.
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Outlook & Perspetive
This projet has been performed with the aim to inquire the footprint of haos present
in lassial dynamial systems even when some quantization proedure maps these sys-
tems into quantum (or disrete) ones, with a nite number of states. The framework in
whih we moved is the semilassial analysis; we developed tehniques of quantization
and disretization by using the well known Weyl or AntiWik shemes of quantization, in
partiular we made use of family of suitably dened Coherent States.
We used the entropy prodution as a parameter of haoti behaviour: in partiular two
notions of quantum dynamial entropy have been used, namely the CNT and ALF entropies,
both reproduing the Kolmogorov entropy if applied to lassial systems.
Quantum Dynamial Systems
We have shown that both the CNT and ALF entropies reprodue the Kolmogorov metri
entropy in quantum systems too, provided that we observe a strongly haoti system on a
very short logarithmi time sale. However, due to the disreteness of the spetrum of the
quantizations, we know that saturation phenomena will appear. It would be interesting to
study the saling behaviour of the quantum dynamial entropies in the intermediate region
between the logarithmi breaking time and the Heisenberg time. This will, however, require
quite dierent tehniques than the oherent states approah.
Disretized Dynamial Systems
We have onsidered disretized hyperboli lassial systems on the torus by foring them
on a squared lattie with spaing
1
N . We showed how the disretization proedure is
similar to quantization; in partiular, following the analogous ase of the lassial limit
~ 7−→ 0, we have set up the theoretial framework to disuss the ontinuous limit N 7−→ ∞.
Furthermore, using the similarities between disretized and quantized lassial systems,
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we have applied the ALF entropy to study the footprints of lassial (ontinuous) haos
as it is expeted to reveal itself, namely through the presene of harateristi time sales
and orresponding breakingtimes. Indeed, exatly as in quantum haos, a disretized
hyperboli system an mimi its ontinuous partner only up to times whih sale as logN ,
where N2 is the number of allowed lassial phasepoint.
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