Eisenbud Popescu and Walter have constructed certain special sextic hypersurfaces in P 5 as Lagrangian degeneracy loci. We prove that the natural double cover of a generic EPW-sextic is a deformation of the Hilbert square of a K3 surface (K3) [2] and that the family of such varieties is locally complete for deformations that keep the hyperplane class of type (1, 1) -thus we get an example similar to that (discovered by Beauville and Donagi) of the Fano variety of lines on a cubic 4-fold. Conversely suppose that X is a numerical (K3) [2] , that H is an ample divisor on X of square 2 for Beauville's quadratic form and that the map X |H| ∨ is the composition of the quotient X → Y for an anti-symplectic involution on X followed by an immersion Y ֒→ |H| ∨ ; then Y is an EPW-sextic and X → Y is the natural double cover. If a conjecture on the behaviour of certain linear systems holds this result together with previous results of ours implies that every numerical (K3)
Introduction
A compact Kähler manifold is irreducible symplectic if it is simply connected and it carries a holomorphic symplectic form spanning H 2,0 (see [1, 7] ). An irreducible symplectic surface is nothing else but a K3 surface. Higher-dimensional irreducible symplectic manifolds behave like K3 surfaces in many respects [7, 8] however their classification up to deformation of complex structure is out of reach at the moment. Let S be a K3; the Hilbert square S [2] i.e. the blow-up of the diagonal in the symmetric square S (2) is the symplest example of an irreducible symplectic 4-fold. An irreducible symplectic 4-fold M is a numerical (K3) [2] if there exists an isomorphism of abelian groups [2] ; Z) (1.1) such that
S [2] ψ(α) 4 (1.2) * Supported by Cofinanziamento MIUR 2004 -2005 for all α ∈ H 2 (M ; Z) 1 . In [12] we studied numerical (K3) [2] 's with the goal of classifying them up to deformation of complex structure. We proved that any numerical (K3) [2] is deformation equivalent to an X carrying an ample divisor H such that (b) Map (1.4) is birational onto a hypersurface of degree between 6 and 12.
In this paper we describe explicitely all the X occuring in Item (a) above. Notice that Y is singular because smooth hypersurfaces in P 5 are simply connected. Moreover the singular locus is a surface because φ is anti-symplectic. Thus Y is far from being a generic sextic hypersurface; we will show that it belongs to a family of sextics constructed by Eisenbud, Popescu and Walter, see Example (9.3) of [4] . We will prove that conversely a generic EPW-sextic has a natural double cover which is a deformation of (K3) [2] . Since EPW-sextics form an irreducible family we get that the X's satisfying (a) above are deformation equivalent. Actually if (X i , f * i O Yi (1)) are two polarized couples where f i : X i → Y i satisfy (a) above for i = 1, 2 then we may deform (X 1 , f * 1 O Y1 (1)) to (X 2 , f * 2 O Y2 (1)) through polarized deformations. In particular all the explicit examples of f : X → Y satisfying (a) above that were constructed in [11] are equivalent through polarized deformations -this answers positively a question raised in Section (6) of [11] . We recall that no examples are known of X satisfying Item (b) above; in [12] we conjectured that they do not existone result in favour of the conjecture is that if X satisfies (a) above then all small deformations of X keeping c 1 (f * O Y (1)) of type (1, 1) also satisfy (a) above see the proposition at the end of Section (4) of [12] . If our conjecture is true then the results of this paper together with the quoted results of [12] give that numerical (K3) [2] 's are deformation equivalent to the Hilbert square of a K3. Before stating precisely our main results we recall the construction of EPW-sextics. Let V be a 6-dimensional vector space and P(V ) be the projective space of 1-dimensional sub vector spaces ℓ ⊂ V . Choose an isomorphism vol : ∧ 6 V ∼ −→ C and let σ be the symplectic form on ∧ 3 V defined by wedge product, i.e. σ(α, β) := vol(α ∧ β); thus ∧ 3 V ⊗ O P(V ) has the structure of a symplectic vector-bundle of rank 20. Let F be the sub-vector-bundle of ∧ 3 V ⊗O P(V ) with fiber over ℓ ∈ P(V ) equal to We have rk(F ) = 10 and σ| F ℓ = 0; thus F is a Lagrangian sub-bundle of ∧ 3 V ⊗ O P(V ) . Let LG(∧ 3 V ) be the symplectic Grassmannian parametrizing σ-Lagrangian subspaces of ∧ 3 V . For A ∈ LG(∧ 3 V ) we let
be Inclusion (1.6) followed by the projection (∧ 3 V ) ⊗ O P(V ) → (∧ 3 V /A) ⊗ O P(V ) . Since the vector-bundles appearing in (1.7) have equal rank we have det(λ A ) ∈ H 0 ((det F ) −1 ). We let Y A ⊂ P(V ) be the zero-scheme of det(λ A ). Let ω := c 1 (O P(V ) (1)); a straightforward computation gives that c(F ) = 1 − 6ω + 18ω 2 − 34ω 3 + . . . (1.8)
In particular det F ∼ = O P(V ) (−6). Thus Y is always non-empty and if Y = P(V ) then Y is a sextic hypersurface. An EPW-sextic is a hypersurface in P(V ) which is equal to Y A for some A ∈ LG(∧ 3 V ). In Section (2) we describe explicitely the non-empty Zariski-open LG(∧ 3 V ) 0 ⊂ LG(∧ 3 V ) parametrizing A such that the following hold: Y A is a sextic hypersurface smooth at all points where the map λ A of (1.7) has corank 1, the analytic germ (Y A , ℓ) at a point ℓ where λ A has corank 2 is isomorphic to the product of a smooth 2-dimensional germ times an A 1 -singularity and furthermore λ A has corank at most 2 at all points of P(V ). Let A ∈ LG(∧ 3 V ) 0 ; then Y A supports a quadratic sheaf as defined by Casnati and Catanese [3] and hence there is a natural double cover X A → Y A with X A smooth -see Section (4) . In Section (5) we will prove the following result. (1) Suppose that X, H are a numerical (K3) [2] and an ample divisor on X such that both (1.3) and Item (a) above hold. Then there exists A ∈ LG(∧ 3 V ) (4) and let H A be the pull-back to X A of O YA (1) . Then X A is an irreducible symplectic variety deformation equivalent to (K3) [2] and both (1.3) and Item (a) above hold with X = X A and H = H A .
We recall that Beauville-Donagi [2] proved the following result: if Z ⊂ P 5 is a smooth cubic hypersurface the Fano variety F (Z) parametrizing lines on Z is a deformation of (K3) [2] . They also proved that the family of F (Z)'s polarized by the Plücker line-bundle is locally complete. Similarly the family of X A 's that one gets by letting A vary in LG(∧ 3 V ) 0 is also a locally complete family of polarized varieties by the proposition at the end of Section (4) of [12] that we have already quoted. This is confirmed by the following computation. The tangent space to LG(∧ 3 V ) at a point A is isomorphic to Sym 2 A ∨ and hence dim LG(∧ 3 V ) = 55. Since dim PGL(V ) = 35 we get that dim(LG(∧ 3 V ) 0 //PGL(V )) = 20 which is the number of moduli of a polarized deformation of (K3) [2] . We remark that the Beauville-Donagi family and the family of X A 's are the only explicit examples of a locally complete family of higher dimensional polarized irreducible symplectic varieties. Notice that our conjecture amounts to the statement that the familiy of X A 's is globally complete once we take into account the limiting X A 's one gets for A ∈ LG(
0 . An interesting feature of EPW-sextics is that they are preserved by the duality map i.e. the dual of an EPW-sextic Y A is an EPW-sextic, see Section (3). Thus duality defines a regular involution on an open dense subset of the moduli space of numerical (K3) [2] 's polarized by a divisor H satisfying (1.3)
2 and Item (a) above, see Section (6) . It would be interesting to know explicitly which A ∈ LG(∧ 3 V ) correspond to special 4-folds e.g. Hilbert squares of a K3; we discuss this problem in Section (7).
Acknowledgement: It is a pleasure to thank Adrian Langer for the interest he took in this work. In particular Adrian proved Proposition (5.5) and indicated how to prove Proposition (5.4).
EPW-sextics
We will explicitely describe those EPW-sextics whose only singularities are the expected ones -the main result is Proposition (2.8). We start by recalling (see [4, 5] ) how one defines natural subschemes
(2.1)
and hence we get a direct sum decomposition
this is how we usually present a symplectic trivialization of
There exists an open affine U ⊂ P(V ) containing ℓ 0 and a symplectic trivialization (2.3) 
Proof. The set of Lagrangian subspaces of (∧ 3 V ) which are transversal to a given Lagrangian subspace is an open dense subset of LG(∧ 3 V ). Thus there exists C ∈ LG(∧ 3 V ) which is transversal both to A and to F ℓ0 . Since the condition of being transversal is open there exists an open affine U ⊂ P(V ) containing ℓ 0 such that F ℓ is transversal to C for all ℓ ∈ U . Let B ∈ LG(∧ 3 V ) be transversal to C; thus
induced by σ and we write the chosen symplectic trivialization as (2.3); by construction both A and F ℓ are transversal to L ∨ ℓ for every ℓ ∈ U . Choose A ∈ LG(∧ 3 V ). Let ℓ 0 ∈ P(V ). Assume that we have U and a symplectic trivialization of ∧ 3 V ⊗ O U as in the claim above. We will define a closed degeneracy subscheme D i (A, F, U, L, L ∨ ) ⊂ U -after doing this we will define the subcheme D i (A, F ) ⊂ P(V ) by gluing together the local degeneracy loci. Via (2.3) we may identify both A ⊗ O U and F | U with the graphs of maps
because for every ℓ ∈ U both A and F ℓ are transversal to L ∨ ℓ . Since both A⊗O U and F | U are Lagrangian sub-vector-bundles the maps q A and q F are symmetric. Choosing a trivialization of L we view q A , q F as symmetric 10 × 10 matrices with entries in C[U ].
Definition 2.3. Keep notation as above. We let
Notice that the definition above makes sense because if we change the trivialization of L the relevant determinants are multiplied by units of
Proof. It suffices to prove the lemma for U 1 = U 2 = U . The constructions above can be carried out more generally for a trivialization V ⊕ W ∼ = ∧ 3 V ⊗ O U where V, W ⊂ ∧ 3 V ⊗ O U are trivial rank-10 sub-vector-bundles (not necessarily Lagrangian) such that for every ℓ ∈ U both A and F ℓ are transversal to W ℓ . We identify A ⊗ O U and F | U with the graphs of maps q A : V → W and q F : V → W respectively -notice that in general it does not make sense to ask whether q A , q F are symmetric! Trivializing V and W we view q A , q F as 10 × 10 matrices with entries in C[U ]. We let D i (A, F, U, V, W) ⊂ U be the subscheme defined by the vanishing of determinants of (11 − i) × (11 − i)-minors of (q A − q F ). One checks easily that if we change V (leaving W fixed) or if we change W (leaving V fixed) the scheme D i (A, F, U, V, W) remains the same. The lemma follows immediately.
Now we define
for different j's match on overlaps; thus they glue together and they define a closed subscheme D i (A, F ) ⊂ P(V ). Clearly (2.1) holds and furthermore
It is clear from (2.1) that supp(Y A ) = supp(D 1 (A, F )) and hence we need only check that the scheme structures coincide in a neighborhood of any point ℓ 0 ∈ D 1 (A, F ). There exists B ∈ LG(∧ 3 V ) which is transversal both to F ℓ0 and A. There is an open neighborhood U of ℓ 0 such that B is transversal to F ℓ for ℓ ∈ U . The symplectic form σ defines an isomorphism B ∼ = A ∨ . Consider the symplectic trivialization of 
Since the right-hand side of the above equation is non-zero it follows that necessarily W A = ∅.
A straightforward dimension count gives the following result.
We will show that LG(∧ 
where U ⊂ P(V ) is a suitable open affine subset containing ℓ 0 and A ∨ ∈ LG(∧ 3 V ) is transversal to A and to F ℓ for every ℓ ∈ U . We view F ⊗ O U as the graph of a symmetric map q F :
and let Σ i ⊂ Sym 2 A ∨ be the closed subscheme parametrizing quadratic forms of corank at least i. Since the map q A :
We recall that Σ i is an irreducible local complete intersection with
. Then Σ i is smooth at q and the tangent space Θ q Σ i is described as follows. Identify Sym 2 A ∨ with its tangent space at q; then
Thus we also get a natural identification
is surjective if and only if W contains no non-zero decomposable element.
Proof.
The map
gives an isomorphism between V 0 and an open affine subspace of P(V ) containing ℓ 0 -with 0 ∈ V 0 corresponding to ℓ 0 . Shrinking U if necessary we may assume
is characterized by the equation
where α ∈ A. Thus when we view ψ(u) as a symmetric bilinear form we have the formula
for α, β ∈ A. Now assume that α, β ∈ ker ψ(ℓ 0 ) and hence
and let u(t) be a "parametrized curve"in U with u(0) = 0 andu(0) = τ . Then
(2.25) Differentiating and observing that γ(0, v 0 ∧ α 0 ) = α 0 we get that .18) is not surjective. Now assume that W does not contain non-zero decomposable elements. Then we have a well-defined regular map
We claim that ρ is injective. In fact assume that we have
is a hypersurface we get that there exists a decomposable non-zero γ ∈ W , contradiction. Thus ρ is injective; since ρ is defined by quadratic polynomials we get that Im(ρ) is a conic in P(∧ 4 V 0 ) and hence
is surjective. Given Formula (2.26) this implies surjectivity of Composition (2.18).
Proposition 2.8. Keep notation as above. Suppose that
The following statements are equivalent.
is smooth of codimension equal to the expected codimension i(i + 1)/2 for all i. 
Proof. We prove equivalence of (1) and (2) -the proof of equivalence of (1) and (3) is similar, we leave it to the reader.
Since we have Equation (2.13) and since (Σ i \ Σ i+1 ) is smooth of codimension 
The proposition follows immediately.
(1) By Proposition (2.8) Y A has canonical singularities; since Y A is a sextic adjunction gives that Y A has Kodaira dimension 0.
3 The dual of an EPW-sextic
As is easily checked A ⊥ ∈ LG(∧ 3 V ∨ ). Thus we have an isomorphism
Proposition 3.1. Keep notation as above and assume that
Proof. We claim that it suffices to prove that
In fact by Item (1) of Remark (2.9) we know that Y A is not covered by positivedimensional linear spaces and hence 
By (3.5) and (3.6)-(3.7) we get that T ℓ0 Y A ∈ Y A ⊥ ; this proves (3.4).
By the above proposition duality defines a rational involution on the set of projective equivalence classes of EPW-sextics. We will show later on -see Section (6) -that a generic EPW-sextic is not self-dual, i.e. the rational involution defined by duality is not the identity.
Double covers of EPW-sextics
We give the details of the following observation: for A ∈ LG(∧ 3 V ) 0 the variety Y A supports a quadratic sheaf (see Definition (0.2) of [3] ) and if X A → Y A is the associated double cover then X A is smooth. Let A ∈ LG(∧ 3 V ) and let A ∨ ⊂ ∧ 3 V be a Lagrangian subspace transversal to A -see Section (2). Thus we have
be the projection corresponding to Decomposition (4.1). Let ν and λ A be given by (1.6) and (1.7) respectively; then λ A = λ A • ν. We will study the sheaf coker(λ A ) fitting into the exact sequence
. Keep notation as above and assume that
where x is a local generator of I YA∩U . Proof. This is a straightforward consequence of the proof of Lemma (2.7); we leave the details to the reader.
We will need a few results on the sheaf coker(λ A ) and sheaves which locally look like coker(λ A ). 
(2) There exist x ∈ Hol(U ) with x(p) = 0, dx(p) = 0 and an exact sequence
There exist x, y, z ∈ Hol(U ) vanishing at p with dx(p), dy(p), dz(p) linearly independent and an exact sequence
where M is the map defined by Matrix (4.6).
Thus coker(λ A ) is a typical example of a Casnati-Catanese sheaf. If F is a Casnati-Catanese sheaf the schematic support of F is a divisor D on Z; thus letting i : D ֒→ Z be the inclusion we have (4.9) . (4) There is an isomorphism (2) and (3) follow immediately from the given local resolutions of F . (4): Let E 0 → F be a surjection with E 0 locally-free and let E 1 be the kernel of the surjection. Thus we have an exact sequence
By Item (1) the sheaf E 1 is locally-free. The dual of (4.11) is the exact sequence
Multiplication defines an inclusion
Since F is supported on D we have an inclusion E 0 (−D) ֒→ E 1 and hence an inclusion
Composing Map (4.13) and Map (4.14) we get an inclusion
whose dual is a surjection
Since F is supported on D the connecting homomorphism map of (4.12) annihilates E ∨ 1 (−D) and hence it may be identified with a quotient map of E ∨ 1 | D : a local computation shows that the quotient map is (4.16). This proves Item (4).
We set
(1) There exists a symmetric isomorphism
defining a commutative multiplication map 
be the projection given by Decomposition (4.1) and let µ A : F → A ⊗ O P(V ) be defined by µ A := µ A • ν where ν is as in (1.6). The diagram
is a Lagrangian embedding. The map λ A is an injection of sheaves because Y A = P(V ) and hence also λ ∨ A is an injection of sheaves. Thus there is a unique β A :
) making the following diagram commutative with exact horizontal sequences: 
Then β is an isomorphism if and only if the map
is an injection of vector-bundles i.e. it is injective on fibers.
Proof. Let F = i * G where i : D ֒→ Z is the inclusion. First we notice that β is an isomorphism if and only if it is surjective; in fact by Items (4) and (2) of Proposition (4.3) we have local identifications of the sheaves Hom(F , Ext
As is easily checked there exist U ⊂ Z open in the classical topology containing p, trivial vector-bundles A i , B i on U for i = 0, 1 and isomorphisms E i | U ∼ = A i ⊕ B i such that the restriction of (4.24) to U reads 
is surjective at p. On the other hand since ψ is zero at p the map ((φ, ψ), µ) is injective at p if and only if the composition
is injective at p. Since ψ vanishes at p while φ ∨ is an isomorphism at p the equality (φ
gives that the composition
vanishes at p. Thus (4.28) is injective at p if and only if the composition
is injective at p. Since Composition (4.30) is the transpose of Composition (4.27) this proves that β is a surjection at p if and only if ((φ, ψ), µ) is injective at p.
The above result together with Exact Sequence (4.23) gives that β A is an isomorphism. We define the map α A of (4.18) to be the tensor product of β A times the identity map on O YA (−3). Since β A is an isomorphism we get that α A is an isomorphism . The map α
× is invertible; Item (2) of the proposition follows at once from this. Lastly we prove Item (3)
Now we are ready to define the double cover of X
and f : X A → Y A be the structure map. Thus f is a finite map of degree 2; let φ : X A → X A be the covering involution -thus φ corresponds to the map on O YA ⊕ ξ A which is the identity on O YA and multiplication by (−1) on ξ A . Equivalently
with O YA and ξ A the +1 and (−1)-eigensheaf respectively. It follows at once from our lemma that f is ramified exactly over W A and that X A is smooth. Let A vary in LG(∧ 3 V ) 0 . By Item (2) of Remark (2.9) the family of Y A 's is locally trivial; since LG(∧ 3 V ) 0 is irreducible we get the following result. 
Proof of Theorem (1.1)
Throughout this section X is a numerical (K3) [2] with an ample divisor H such that both (1.3) and Item (a) of Section (??) hold. Thus we have an antisymplectic involution φ : X → X with quotinet map f : X → X/ φ =: Y and an embedding j :
such that j • f is the tautological map X → |H| ∨ . Let X φ be the fixed locus of φ; then singY ∼ = X φ . Since φ is anti-symplectic X φ is a smooth Lagrangian surface -not empty because a smooth hypersurface in P 5 is simply connected. Thus dim(singY ) = 2 (5.2) and f is unramified over (Y \ singY ). We have a decomposition 
It follows from (5.4) that
A straightforward computation gives the free presentation
Thus (3) of Definition (4.2) holds.
For future use we notice the following: keeping notation as in the above proof we may assume by shrinking U that f −1 (U ) = U and then
making η a quadratic sheaf in the sense of Casnati-Catanese [3] . A straightforward computation shows that α defines a symmetric isomorphism
The symmetric map (5.9) makes O Y ⊕ η a commutative O Y -algebra and we have the tautological isomorphism
The main result of this section is the following.
Theorem 5.2. Keep notation and hypotheses as above. There exists
The proof of Theorem (5.2) will be given at the end of this section. Let's show that Theorem (1.1) follows from Theorem (5.2). Let's prove (1) of Theorem (1.1) i.e. that f : X → Y is identified with the natural double cover X A → Y A . According to Theorem (5.2) we may identify η and ξ A . We claim that with this identification the map α of (5.10) gets identified with a non-zero constant multiple of α A ; in fact α is non-zero and hence the claim follows from Item (3) of Proposition (4.4). Thus multiplying the isomorphism η ∼ −→ ξ A by a suitable constant we may assume that the map α gets identified with α A ; by (5.11) and (4.31) we get that f : X → Y is identified with X A → Y A . Let's prove (2) of Theorem (5.2) i.e. that if A ∈ LG(∧ 3 V ) 0 then X A → Y A is a deformation of (K3) [2] . By Proposition (4.6) the X A for A ∈ LG(∧ 3 V ) 0 are all deformation equivalent. Since every Kähler deformation of an irreducible symplectic manifold is an irreducible symplectic manifold it suffices to prove that there exists one A ∈ LG(∧ 3 V ) 0 such that X A which is a symplectic irreducible variety deformation equivalent of (K3) [2] . By Item (1) of Theorem (1.1) it suffices to exhibit X, H where X is a deformation of (K3) [2] and H is an ample divisor on X such that both (1.3) and Item (a) of Section (1) hold. Such an example was given by Mukai (Ex.(5.17) of [10] ), details are in Subsection (5.4) of [11] . We briefly describe the example. Let F ⊂ P 6 be "the"Fano 3-fold of index 2 and degree 5 i.e. the transversal intersection of Gr(2, C 5 ) ⊂ P(∧ 2 C 5 ) and a 6-dimensional linear subspace of P(∧ 2 C 5 ). Let Q ⊂ P 6 be a quadric hypersurface intersecting transversely F and let
Thus (S, O S (1)) is a generic polarized K3 surface of degree 10. We assume that and Subsection (5.4) of [11] ) that the double cover extends to a double cover
, c 2 (F ) = 5}/isomorphism (5.15) and that X is a deformation of S [2] . Let H := f * O Y (1). As shown in Subsection (5.4) of [11] both (1.3) and Item (a) of Section (1) hold. This proves that (2) of Theorem (1.1) holds.
A locally free resolution of
Proposition 5.3. Let X be a numerical (K3) [2] with an ample divisor H such that both (1.3) and Item (a) of Section (1) 
Proof. By hypothesis nH is very ample for some n ≫ 0 and hence it suffices to prove that the multiplication map Then C is a smooth plane sextic by (5.1) and π := f | C : C → C is an unramified double cover. Let's prove that
is surjective for k ≥ 3. We have
where λ is a non-trivial square root of O C . Thus
) is surjective it suffices to prove surjectivity of
for k ≥ 3. Since C is a smooth plane sextic adjunction gives
) be a 2-dimensional subspace spanned by sections ǫ 0 , ǫ 1 with no common zeroes. Consider the multiplication map
By the base-point-free pencil trick we have
Using Formula (5.21) one gets that dim Im(µ) = h 0 (λ(k + 1)) and hence µ is surjective: thus Map (5.20) is surjective and hence also Map (5.17) is surjective. Now we prove that Map (5.16) is surjective. Let X = X 4 ⊃ X 3 ⊃ X 2 ⊃ X 1 = C be a chain of smooth linear sections of X, i.e. X 3 ∈ |H| and
′ ∈ |H| intersect transversely. We claim that the restriction map
is surjective for s = 1 and s ≥ 3. It suffices to show that
This follows from the Lefschetz Hyperplane Section Theorem and Kodaira Vanishing. Surjectivity of Map (5.24) for s = 1 and s ≥ 3 together with surjectivity of (5.17) gives surjectivity of (5.16) by an easy well-known argument. Proof. 3H) ) be the (-1)-eigenspace for the action of φ * . Then
Let p ∈ Y and let θ p be the fiber of θ at p; we must show that
Since θ p is identified with the (−1)-eigenspace for the action of φ * on (L p1 ⊕ L p2 ) we get that (5.28) is surjective. Finally assume that p ∈ singY and let f −1 (p) = { p}. Then (5.6) identifies θ p with Ω 1 X, p and Map (5.28) with differentiation at p. Since O X (3H) is very ample the differential at p of the map X → |3H|
∨ is injective; it follows that (5.28) is a surjection.
Let ǫ : H 0 (θ) ⊗ O |H| ∨ → j * θ be the evaluation map. By the above corollary ǫ is surjective; let G be the kernel of ǫ. Thus we have an exact sequence Proof. First we prove that G is locally-free. By Claim (5.1) the sheaf j * η is Casnati-Catanese and hence so is j * θ. By (1) of Proposition (4.3) we get that G is locally-free. Since G is locally-free Beilinson's spectral sequence with
converges in degree 0 to the graded sheaf associated to a filtration on G, see [13] p. 240. Thus it suffices to prove that
This follows from a straighforward computation which goes as follows. Tensorizing (5.29) by O |H| ∨ (p) and taking the associated cohomology exact sequence we get
p).) From this one easily gets that
and that
We compute the left-hand side. The map f is finite and we have (5.3)-(5.26); thus
In order to compute h q−1 (θ(p)) we first compute h q−1 (O X ((3 + p)H)). Kodaira Vanishing gives that h q−1 (O X ((3 + p)H)) = 0 for 2 ≤ q ≤ 5 and p = −3 and hence by (5.36) we get that
Now consider q = 1. We claim that
For −5 ≤ p ≤ −3 the equation is trivial and for p = −2 it holds by hypothesis.
To check equality for p = −1 we apply Formula (4.0.4) of [12] :
Since H is ample Kodaira Vanishing gives that h 0 (O X (2H)) = χ(O X (2H)) and by the above formula we get h 0 (O X (2H)) = 21. On the other hand a straightforward computation gives that h 0 (O Y (2)) = 21 and by (5.36) this finishes the proof of (5.38). Thus we have proved that
Finally consider h q−1 (O X ): it vanishes for q = 2, 4 and By the above proposition and by (5.29) we have an exact sequence
Proof of Theorem (5.2)
Claim 5.6. Keep notation as above. There exists an isomorphism
Proof. Since j * θ is a Casnati-Catanese sheaf we have an isomorphism
because of Item (4) of Proposition (4.3). By (5.26) and Isomorphism (5.10) we get
and hence we get that
The above equations prove (5.44).
Let κ, ǫ be as in (5.43) and β be as in (5.44). We claim that there exists a map
such that the following diagram is commutative:
In fact this follows from the results of Casnati-Catanese [3] or of EisenbudPopescu-Walter [4] : by the proof of Claim (2.1) of [3] the obstruction to existence of s lies in
which is zero and hence s exists.
Remark 5.7. Proposition (1.6) of [3] does not hold with F = j * θ because χ(j * θ(−3)) is not even, see Theorem (9.1) of [4] -in fact χ(j * θ(−3)) = 1. Thus unlike the surfaces considered by Casnati-Catanese the 4-fold Y cannot be presented as the degeneracy locus of a symmetric map of vector-bundles.
Claim 5.8. Keep notation and assumptions as above. Then
is an injection of vector-bundles. The image of (κ, s ∨ ) is Lagrangian for the tautological symplectic form on
Proof. The sheaf j * θ is a Casnati-Catanese sheaf on |H| ∨ ; since β is an isomorphism we get by Claim (4.5) that (κ, s ∨ ) is an injection of vector-bundles. The tautological symplectic form vanishes on Im(κ, s ∨ ) by commutativity of Diagram (5.49). Since Ω We will show that Diagram (5.49) can be identified with Diagram (4.23) for a suitable A. Let V be a 6-dimensional complex vector-space and F ֒→ ∧ 3 V ⊗ O P(V ) be the sub-vector-bundle defined by (1.5).
Proposition 5.9. Keep notation as above. Then
Proof. Let Q := Θ P(V ) (−1). Thus we have the Euler sequence
and by definition F ∼ = (∧ 2 Q)(−1). The perfect pairing
(1) and hence
In order to identify (5.49) with (4.23) we will need a few properties of the vector-bundle F ∼ = Ω 
Proof. Exact Sequence (5.53) gives an exact sequence
This induces an isomorphism
The symplectic form on ∧ 3 V gives an identification ∧ 3 V ∨ ∼ = ∧ 3 V and we have F ∨ ∼ = ∧ 3 Q by (5.54). With these identifications the map of (5.55) is identified with the map of (5.57). Thus (5.55) is an isomorphism.
Proposition 5.11. Keep notation as above. Assume that W is a symplectic vector-bundle and that µ : F → W is an injection of vector-bundles such that µ(F ) is a Lagrangian sub-vector-bundle. Then µ
Proof. Since µ(F ) is Lagrangian the symplectic form on W induces an isomorphism W/µ(F ) ∼ = F ∨ . Thus we have an exact sequence
The above exact sequence with
because of Proposition (5.10). Now consider (5.60) in general: we get that
is an isomorphism because of Equation (5.61).
By Proposition (5.9) we have Ω 3 |H| ∨ (3) ∼ = F . By Claim (5.8) and Proposition (5.11) we have a sequence of isomorphisms Proposition 5.12. Let V be a 6-dimensional complex vector-space. Suppose that τ :
Proof. Let {e 0 , . . . , e 5 } be a basis of V . Let S ⊂ P({0, . . . , 5}) be the family of I ⊂ {0, . . . , 5} of cardinality 3. For {i, j, k} ∈ S with i < j < k we let e I := e i ∧ e j ∧ e k . Choose an ordering of S; then {. . . , e I , . . .} I∈S is basis of
we have e i ∧ α, e i ∧ β ∈ F ei ; by our hypothesis we get that τ (e i ∧ α, e i ∧ β) = 0 and hence Proof. The corollary is equivalent to the equality
) (yes, we abuse notation again) is a Lagrangian sub-vector-bundle of ∧ 3 V ⊗ O P(V ) equipped with symplectic form (ρ −1 ) * λ. By Equality (5.64) we get that for any ℓ ∈ P(V ) the restriction of (ρ −1 ) * λ to F ℓ is zero; by Proposition (5.12) we get that (5.69) holds. Proof. First notice that A ∈ LG(∧ 3 V ) × simply because j * θ is a CasnatiCatanese sheaf. We notice also that
Thus we may apply Proposition (2.8) in order to prove the claim. Item (3) of the proposition is satisfied by (5.71) and (5.8) and hence A ∈ LG(∧ 3 V ) 0 . Alternatively one can check that Item (3) of Proposition (2.8) holds. The only unproved fact is that W A is smooth. By (2.13)-(2.14) and (5.2) we know that W A is a local complete intersection; since singY = (W A ) red and singY is smooth we get that if W A is not smooth then it is not reduced. Thus by Formula (2.9) we get that it suffices to show that deg(singY ) = 40; this follows at once form the formulae in Item (1) of Theorem (1.1) of [12] .
Comparing Diagrams (4.23) and (5.49) we see that θ = ζ A ; by (4.17) and (5.26) we get that η = ξ A . This completes the proof of Theorem (5.2).
6 An involution on a moduli space Let K 0 2 be the set of isomorphism classes of couples (X, H) where X is a numerical (K3) [2] and H an ample divisor on X such that (1.3) and (a) of Section (1) both hold; couples (X i , H i ) for i = 1, 2 are isomorphic if there exists an isomorphism ψ :
where V is a 6-dimensional complex vector-space. We remark that the second equality of (1.3) follows from the first one. Furthermore the first equality of (1.3) should be thought of as the analogue of self-intersection 2 for an ample divisor on a K3 surface, see Footnote (1). We recall also that Condition (a) is an open condition. Thus K 0
2 is an open subset of the moduli space of couples (X, H) where X is a numerical (K3) [2] and H is an ample divisor on X of square 2 for Beauville's quadratic form -actually the larger moduli space of couples (X, H) with H big and nef is a better setting for what follows. We represent a point
3) is open dense and PGL(V )-invariant hence
is an open and dense subset of K Hence duality defines an involution
Let's prove that δ is not the identity. We consider the example of Mukai that we presented in the proof that Theorem (5.2) implies Theorem (1.1). Thus S is a K3 given by (5.12) satisfying (5.13), and Y, X are given by (5.14) and (5.15) respectively. Then Y ⊂ |I S (2)| corresponds to a certain M ∈ LG(∧ 3 H 0 (I S (2)))
is described as follows. By (5.13) S is cut out by quadrics and contains no lines hence we have a well-defined regular map
where Z ⊂ P 6 is the unique line containing Z.
Iskovskih (Cor. (6.6) of [9] ) proved that B S ∼ = P 2 . We proved that g has degree 2 onto its image and that deg
there exists a unique conic C ⊂ F containing Z. Then C ∩ S is a scheme of length 4 containing Z and there is a well-defined residual scheme
For [Z] generic Z ′ can be characterized as the unique Z ′ ⊂ S of length 2 such that 
is a point of multiplicity 3.
Proof. Let Λ ⊂ |I F (2)| be a generic linear subspace with dim Λ = 3. Thus
is a generic line in |I S (2)| ∨ containing |I F (2)|. By (6.6) we must prove that
(Here Q t ⊂ P 6 is the quadric corresponding to t.) In the proof of Item (1) of Lemma (4.20) of [11] we showed that
where C ⊂ F is a certain conic with span C such that F ∩ C = C. Let Q ⊂ P 6 be a quadric such that S = F ∩ Q, see (5.12). By (5.13) the surface S does not contain conics and hence Q ∩ C is a finite set of length 4. Since Λ is chosen generically Q ∩ C consists of 4 distinct points p 1 , . . . , p 4 and hence
(6.13) [2] satisfies (6.11) if and only if Z is a subset of {p 1 , . . . , p 4 }; since there are 6 such Z's and since g has degree 2 onto its image (see (6.7)) we get that (6.10) holds.
The above proposition shows that the involution δ is not the identity. In fact M ∈ LG(∧ 3 H 0 (I S (2))) 0 and hence every singular point of Y M has multiplicity 2. Since Y ∨ M has a point of multiplicity 3 we get that Y ∨ M is not projectively isomorphic to Y M . The proposition also shows that if we want the codomain of δ to be K 0 2 then δ is not defined at Y M . Let K 2 be the set of isomorphism classes of couples (X, H) where X is a numerical (K3) [2] , H is a big and nef divisor on X such that (1.3) holds and furthermore (X, H) is a "limit"of (X ′ , H ′ ) parametrized by K 0 2 ; is it true that δ extends to a regular involution defined on all of K 2 ?
Particular examples of EPW-sextics
The question we briefly address is the following. Given (X, H) satisfying (1.3) and Item (a) of Section (1) how do we describe an A ∈ LG(
More generally we may ask the same question for an (X ′ , H ′ ) which is a limit of (X, H) as above. A similar question for the Fano variety of lines on a cubic 4-fold is studied by Hassett in [6] .
Another description of Y
be the open subset of A such that there exists W ⊂ V of codimension 1 such that
For A ∈ LG(∧ 3 V ) † we will describe Y A as a set of degenerate quadrics in P(∧ 2 W ). Using this description we will propose an answer to the question asked above for those Y that were described by Mukai in Ex.(5.17) of [10] and that we have used in Sections (5)- (6) . Let ℓ 0 ∈ P(V ) be such that
Thus we have a decomposition
Both addends are Lagrangian subspaces of ∧ 3 V and hence the symplectic form σ induces an isomorphism
We choose a non-zero v 0 ∈ ℓ 0 . Multiplication by v 0 defines an isomorphism ∧ 2 W → ℓ 0 ⊗ ∧ 2 W and hence (7.4) becomes an isomorphism
−→ C be the trivialization defined by setting vol W (τ ) = vol(v 0 ∧ τ ); then Isomorphism (7.5) is given by the perfect pairing
Tensorizing (7.3) by O U we get a symplectic trivialization of
as is easily checked q w is the quadratic form defined by the symmetric map φ F ℓ . The map
is an isomorphism; from now on we identify U with W via the above map. Thus
Now notice that the q w 's are the Plücker quadratic forms whose zero-locus is
Thus |I ZA (2)| is the span of Q A and |I Gr(2,W ) (2)|, in particular |I ZA (2)| ∼ = P 5 . Let Σ A be the degree-10 divisor on |I ZA (2)| parametrizing singular quadrics. Each quadric V (q w ) ∈ |I Gr(2,W ) (2)| is singular with dim(singV (q w )) = 3 and hence we have Σ A = 4|I Gr(2,W ) (2)| + Σ because Σ ′ A will have a point of multiplicity at least 3 at Q A -of multiplicity equal to 3 if A is generic. The question is: is it true that if (7.14) holds then Y A ∼ = g(S [2] ) (7.15) where S ⊂ P 6 is a certain K3 surface of genus 6 and g is as in Section (6)? Our observation is that one can associate to such an A a K3 surface S ⊂ P 6 . In fact consider the duals Q ∨ A , Gr(2, W ) ∨ ⊂ P(∧ 2 W ) ∨ . By (7.14) Q ∨ A is a smooth quadric hypersurface in sing(Q A )
⊥ ∼ = P 6 and Gr(2, W ) ∨ = Gr(2, W ∨ ). Thus
is indeed a K3 surface of genus 6; our guess is that (7.15) holds with the above S.
Non-reduced Y A 's
We will consider examples of (X 0 , H 0 ) a limit of (X, H) with X a numerical (K3) [2] and H an ample divisor on X satisfying both (1.3) and Item (a) of Section (1) and such that |H 0 | is base-point free with where ǫ is the evaluation map. Then G ∼ = Ω 3 (3) |H0| ∨ . One can construct a commutative diagram as in (5.49) and proceed as in Section (5) to get a decomposition into Lagrangian subspaces
is a point corresponding to X 0 . The question of course is to describe Decomposition (7.20). Our first example is X 0 = S (2) where π : S → P 2 is a double cover branched over a smooth sextic. Thus S is a K3 surface and H S := π * O P 2 (1) is an ample divisor on S with H S · H S = 2. Let L ⊂ P 2 be a line and let
Then D L is an ample Cartier divisor on X 0 , call it H 0 (thus the pull-back of H 0 by the desingularization S [2] → S (2) is big and nef). There exist smoothings X of X 0 for which H 0 deforms to an ample divisor H on X. Then X is a deformation of (K3) [2] and H satisfies (1.3) and Item (a) of Section (1). The involution φ 0 : X 0 → X 0 is given by φ 0 (p 1 + p 2 ) = ι(p 1 ) + ι(p 2 ) (7.22) where ι : S → S is the covering involution of π. is the chordal variety of the Veronese surface, i.e. the discriminant cubic, and j 0 is of degree 2 onto its image. Let σ ∈ H 0 (O S (3H S )) be a generator of the (−1)-eigenspace for the action of ι * ; thus the divisor of σ is the ramification divisor of π. One easily checks that we have an isomorphism
(Here π * : Sym 3 U = H 0 (O P 2 (3)) ֒→ H 0 (O S (3H S )).) On the other hand we have the decomposition of GL(U )-modules
One can check that given Isomorphism (7.24) this is Decomposition (7.20) in the present case. The last example is similar but we must state that we have not checked the details. Let S ⊂ P 3 be a smooth quartic containing no lines and let X 0 := S [2] . Let U := H 0 (O S (1)). We have a map
Let p : Gr(2, U ∨ ) ֒→ P(∧ 2 U ∨ ) = P 5 be the Plücker embedding and let H 0 := (pg)
* O P 5 (1) be the Plücker class. Then (X 0 , H 0 ) is the limit of (X, H) where H satisfies (1.3) and (a) of Section (1). The involution φ 0 : X 0 → X 0 associates to [Z] the residual of Z in Z ∩ S. Then j 0 : Y 0 → Gr(2, U ∨ ) is finite of degree 3. Since H 0 (O X0 (H 0 )) = ∧ 2 U it is natural to guess that in the present case Decomposition (7.20) is the decomposition of GL(U )-modules (7.27) 
