GLOBAL FITTING
For fitting our data we have considered two contributions assigned to excited-state populations, A and B, at two different regions on the S 1 surface. The rate equations describing the excited-state dynamics on the S 1 potential energy surface are given by:
n A (t) = W pr (t − ∆t) · N A (t) (S4)
N A(B) is the number of molecules in the excited state of species A(B). We assume that the excitation is unsaturated, i. e. the number of ground state molecules is not altered significantly by the excitation (N 0 is constant). W pu(pr) (t) describes the temporal shape of the pump (probe) pulse. We assume that both pulse shapes are Gaussians and their crosscorrelation width is ω. The initially populated species A decays with a rate k A and populates species B, which grows at rate k A and decays at rate k B . The probe pulse populates the ionic ground state from species A or B, respectively. This may also proceed via a doubly excited autoionizing state. The ionic population is given by n A and n B . The factor γ considers that the two transient species may have different photoionization cross-sections. The solution of this system of differential equations is:
We have performed a global fit, i. e. a single set of parameters were fitted to the temporal dependence of the photoelectron signal at a given kinetic energy bin. The amplitude A 0 is thus replaced by a kinetic energy dependent amplitude -the decay associated spectrum S2 (DAS). For the integrals of the DAS the following relations hold:
COMPARISON OF DECAY-ASSOCIATED SPECTRA FOR POSITIVE AND NEG-
ATIVE DELAY TIMES
Fig . S1 shows the normalized decay-associated spectra for different wavelength combinations and different pulse sequences. All pairs of spectra are remarkably similar and definitely do not show a shift by the difference of probe photon energy as expected for a vertical transition. While the spectra associated with the slower decay (D-F) are almost identical, we find small differences between the spectra associated with the fast decay. However, these differences are not systematic. We suggest that these differences result from experimental inaccuracy in determining the temporal overlap and cross-correlation function between pump and probe pulses. These values are strongly correlated with the fit parameters associated with the fast decay and much less with those associated with the slow decay.
Furthermore, the two components associated with the fast decay are strongly overlapping
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at temporal overlap and decomposition is difficult. Nevertheless, a small contribution from direct ionization around temporal overlap cannot be excluded.
COMPUTATION OF IONIZATION POTENTIALS
In the present work, we have evaluated the first ionization potential of 9H-Gua in water for several thousand geometries (130 trajectories, up to 90 points per trajectory) in order to compare with the experimental data (see Figure 3 of the main paper). Our guideline in selecting a computational method for this purpose was to be consistent with the approach used to generate the trajectories (OM2/MRCI) and to apply the simplest treatment that is expected to be realistic. Therefore, our first choice was to apply Koopmans' theorem. At this level, the ionization potential is evaluated by molecular orbital (MO) theory assuming that the MOs do not change during ionization. For closed-shell systems, the ionization potential (IP ) is then equal to the negative MO energy:
treatments, the derivation yields additional two-electron terms that must be included for proper application of Koopmans' theorem. In our case (open-shell singlet with two unpaired electrons in MOs i and j, i > j , half-electron treatment), the appropriate equation is:
, with J and K denoting the Coulomb and exchange integrals in the MO basis. This is the equation applied in our calculations.
An obvious question is whether this approach is adequate for the purposes of the present work (besides being simple and efficient for the very large number of required IP evaluations). This can be checked by higher-level calculations and by comparison with experiment.
Going beyond Koopmans' theorem at the semiempirical OM2 level can be done in two steps. First, one can carry out separate OM2 SCF calculations for the open-shell singlet excited state (S 1 ) and for the doublet ground state of the cation generated by ionization (D 0 ) to account for orbital relaxation in the cation, which will cause the resulting OM2-∆SCF value of the ionization potential to be lower than that given by Koopmans' theorem.
In a second step, one can perform corresponding OM2/MRCI calculations of the D 0 −S 1 energy difference (using the same active space and the same options as in the trajectory calculations) to include also differences in correlation energy, which will generally raise the computed ionization potential (since ionization removes one electron from the system). The corrections from these two refinements will thus tend to cancel each other -this is the S4 reason why ionization potentials determined from Koopmans' theorem (KT) are often more realistic than expected.
For a more quantitative assessment, we have computed the ionization potentials of isolated 9H-Gua for two typical geometries taken from a representative trajectory at time t = 0 and t = 100 fs using the three approaches outlined above (OM2-KT, OM2-∆SCF, and OM2/MRCI). Those results are summarized in Table S1 . For comparison, we have also calculated the D 0 −S 1 energy difference of isolated 9H-Gua at these two geometries by density functional theory (DFT) at the B3LYP/TZVP level (TDDFT for S 1 , UDFT for D 0 ). Evidently, all approaches yield ionization potentials of roughly similar magnitude, and they all predict a significant increase within the first 100 fs of the excited-state dynamics.
Experimentally, this increase is clearly observed and is of similar magnitude (see Fig- ure 3 of the main paper). All approaches considered thus agree with experiment in this crucial qualitative aspect. To achieve a more quantitative fit, the OM2-KT values were calibrated against experiment (uniform shift of -1.0 eV, see the main paper) which gave a very satisfactory match with experiment (see Figure 3b of the main paper). To achieve a better quantitative agreement without calibration, it would be necessary to apply significantly more accurate computational methods (DFT at the B3LYP/TZVP would not be sufficient for this purpose, see the results in Table S1 ). This is beyond the scope of the present computational work, which focuses on a qualitative understanding of the experimental observations.
In summary, these considerations and comparisons justify the application of Koopmans' theorem at the OM2 level to compute the time evolution of the ionization potential of 9H-Gua in water during the excited-state dynamics.
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AB-INITIO RESULTS
The ab initio calculations and their interpretation were performed at MBI Berlin. For an evaluation of energies and transition dipole moments the MOLPRO program package was used [S1] . We have employed the aug-cc-pVTZ basis set. In CASSCF calculations three active orbitals were selected: HOMO, LUMO and LUMO+1. Under these circumstances the third excited state is the lowest doubly excited state. The CASSCF calculations were followed by the MRCI procedure -more precisely MRCISD(+Q) (with Davidson correction).
The geometries investigated are documented in tables S3-S8 in the final section of this Supporting information. Table S2 summarizes our ab-initio results on the accessibility of a doubly-excited state.
The potential energies are also displayed in Fig. S2 . It must be noted that the behaviour of the specified electronic state can only be interpreted qualitatively. In the first instance, quantitative discrepancies may be explained by the absence of the water environment. Eventually, the S 1 and 2xEx potential energies given in Fig. S2 should be lowered by 0.5 . . . 1 eV to produce realistic results. Fig. S3 shows the CASSCF HOMO (π) and LUMO (π * ) orbitals. 
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ANALYTICAL CONSIDERATIONS
In this section we will show that the kinetic energy distribution observed for direct ionization and autoionization depend differently on the applied photon energies. Let's consider the potential energy landscape sketched in Fig. S4 we derive the following relations:h
In general, due to the finite Franck-Condon window, after ionization several vibrational levels are excited. From eq. (S12) the following relation between the mean kinetic energy of S8 photoelectrons E kin and the mean vibrational energy in the cation E vib i
follows:
In case of direct ionization, (E The situation is different in case of autoionization. From Fig. S4 , we derive the following relation:h
The mean kinetic energy in this case is therefore given by:
Comparing eq. (S13) and (S15) we obtain that E kin is the same for direct ionization and autoionization if the 2Ex potential surface is parallel to S 1 and furthermore the relation
is fulfilled which is compatible with our ab-initio calculations.
For a more detailed discussion we will further simplify our model and consider only one vibrational degree of freedom. All electronic states are approximated by harmonic oscillators of the same frequency ω 0 . This allows an easy calculation of the overlap matrix elements between a state of vibrational quantum number v with a state of quantum number w in a potential shifted by the distance ∆q. Introducing the dimensionless quantity
where µ is the reduced mass, we define (cf. Fig. S5 )
which yields [S2] : |w , the average quantum number of the final state can be expressed as
However, the Franck-Condon window is limited, due to E kin ≥ 0. If we consider an autoionization process with E 2Ex − E D 0 = nhω 0 , we can write
For the example n = 10, the dependence of w − v on the initial quantum number v is shown in Fig. S6 for different values (∆x). Since E So far, we restricted our considerations to only one vibrational degree of freedom. We will now turn to the more general case with more than one vibrational degree of freedom.
Here, we restrict ourselves to equal harmonic vibrational frequencies ω 0 .
If the potential is shifted by the same amount (∆x) for all N vibrational degrees of freedom, the problem can be reduced again to the one-dimensional case: Due to the Ndimensional degeneracy, new vibrational coordinates can be introduced in such a way, that for N − 1 vibrational degrees ∆x new = 0, and for the last vibrational degree we obtain S11 ∆x new = ∆x √ N . Therefore, new features can only be expected if the shift of a potential relative to the reference ground state potential depends on the vibrational degree of freedom.
As an example, we choose N = 3. The S 1 potential is shifted relative to S 0 by ∆x 1 , ∆x 2 and ∆x 3 . The 2Ex shift from S 0 is given by ∆y 1 , ∆y 2 and ∆y 3 , for D 0 we write correspondingly ∆z 1 , ∆z 2 and ∆z 3 . In an autoionization process via 2Ex, the probability to find t quanta in D 0 , if r vibrational quanta are located in S 1 and s in 2Ex, is proportional to
The mean kinetic energy of photoelectrons can be determined if the mean number of vibrational quanta t auto in the ionic state is known, where
In contrast to eq. (S23), the corresponding probability for direct ionization can be expressed by
with the mean quantum number
In eq. (S23) we set E 2Ex − E D 0 = nhω 0 , whereas in eq. (S25) the requirement E kin ≥ 0 is ensured by the condition E S 1 − E D 0 +hω pr = nhω 0 . As a simple example, we set n = 10 and ∆x 1 = 1.0, ∆x 2 = 2.0, ∆x 3 = 3.0, ∆y 2 = 3.0, ∆y 3 = 4.0, ∆z 1 = 3.5, ∆z 2 = 2.5, ∆z 3 = 1.5.
Using these specified parameters we will compare the vibrational energy in the D Here, we do not observe any clear tendency for several quanta vibrational energy s in the 2Ex state. For a given s value there are several r values yielding nearly the same vibrational excitation in the ion (as in the one-dimensional case), however, other r values unreeve. S20
