Introduction
In the automated conversion of line drawings ( 12] drawing criteria for selected line-types. In conclusion, these methods fail to make an explicit reconstruction of the dashed line. Therefore, these methods can not be generalized to detect more complex dashed lines.
Methods that reconstruct the pattern of a dashed line include 15] . The algorithm is capable of segmenting a string of symbols into a set of dashed lines. The match between a set of symbols and a grammar is based on stretch, substitution and ommision operations. The set of operations is not robust against frequent object fragmentation. The system is capable of checking the observed linear texture against a list of given grammars, and no other one. In 12] and 9] similar approaches are described, although the class of grammars is restricted even further. The above mentioned algorithms have in common that the class of admitted grammars is small and prede ned. In contrast it is our goal to develop an algorithm capable of detecting arbitrary grammars.
In our approach, the detection of the grammar is based on methods from the eld of syntactic pattern recognition. In syntactic pattern recognition, a pattern in a class is described by a string of symbols, which is generated by a grammar. Parsing algorithms are used as recognition procedures. The grammar which accepts the string identi es the pattern. The parse of the string provides structural information. Parsing a string becomes di cult when errors are introduced in the string. In general there are several ways of dealing with errors, for example the use of stochastic grammars 6], and the use of errorcorrecting parsing 7]. Grammatical inference, and especially error-correcting parsing, is a natural approach to tackle the problem of recovering the grammar of a dashed line.
The paper is organized as follows. In section 2 the de nition of a dashed line is given. In section 3 the detection and classi cation of graphical symbols is described, a neccesary step before grammatical inference. In section 5 methods to generate possible grammars, given a string of literals, is presented. Section 4 describes the algorithm that decides which of the tested hypotheses is correct.
Finally, in section 6 systematic experiments are described, and some conclusions are drawn. 
Object detection
In this section the object detection step is described, which is a necessary step preceeding the dashed line detection. In principal, the range of objects is unbounded. But, to be able to detect objects, an alphabet of objects must be determined. This alphabet is, of course, application dependent. Extending the alphabet will increase the generality of the detection-procedure.
The desired output of the object detection step is a description of the image in terms of object-occurrences. Each occurrence of an object needs to be assigned a certainty. A set of pixels may occur in di erent object occurrences. This is a consequence of both the uncertainties in detection and a consequence of the fact that detection occurs before interpretation. Consider for example gure 4. The circled object is identical in both images, but its interpretation depends on the context. Both interpretations must be allowed by the object detection step. 4 Matching a grammar against a string
In this section, the method of nding the cyclic group best describing a sequence of literals (from now on called the string) is described. This method consists of two steps. First, a list of hypotheses for the cyclic group is generated. Then each hypothesis is evaluated. The hypothesis resulting in the best t (referred to as the shortest distance) is selected as the most likely cyclic group. In the next section, the hypothesis-generation is discussed. In this section, the calculation of the distance between an hypothesis and the string is discussed. In gure 5 an overview of the grammatical inference procedure is presented. There are three di erent methods of generating hypotheses, to be detailed later.
Cyclic graph matching
In recovering the cyclic group of a string, it is assumed that because of drawing and detection errors, there is no perfect match between the grammar and the string. For example, the string abcabcabd might be generated by the cyclic group abc, with the last element erroneously detected. In general, there are three types of errors. An insert (extra literal in the string), a delete (missing literal) and a substitute (replaced (group of) literal(s)). Note that any substitution can be written as a sequence of inserts and deletes. Figure 5 : Overview of the grammatical inference procedure. There are three alternatives for the hypothesis-generation, of which one needs to be selected.
We de ne the distance between a cyclic group and a string as the mini- delete and match/substitute operations, only adjacent nodes are connected. In contrast to the matching methods referred to earlier, we also allow multiple object substitution. For example, the literals abc might be replaced with a single d.
We de ne a penalty table P, a matrix with sets of symbols on both axes.
The value associated with two sets of symbols is the cost of substituting one set 
Cyclic group matching applied to dashed line detection
Using literal-speci c knowledge, we can now generate substitution rules. In this section, an example of this generation is given for straight line-segments.
The entries in the penalty table P must be higher when the substituted literals di er more. Consider for example line-segments. The criteria to compare line-segments include width, angle and length. So, the more two line segments di er in these parameters, the costlier the subsitution. example image is presented with the detected line-segments. In gure 11.c the resulting gaps and line-segments with their assigned class are shown. In gure 11.d, the interpretation that follows from the match with the cyclic group xayaya is presented. Multiple literal substitution is used twice to interpret a long line-segment and short gap as a middle-sized line-segment and gap. It is clear the cyclic group xayaya results in a very good match.
The function used to generate substitution rules is derived from the clustering function described in 10]. Several substitution rules were generated, shown in gure 12. Here gaps are denoted by dashed boxes. In example 11, only rule (b) was used. Other rules might have been used if the match was performed on a di erent cyclic group. Applying these rules in a match is very cheap, because these rules retain the length of the dashed line. In other words, the rules explain missing or super uous ink, they do not stretch or shrink the observed dashed line.
Complexity
The complexity, measured in the number of considered edit-operations, of evaluating a single hypothesis is n m s. Here, n is the number of literals in the string, m the size of the cyclic group, and s the average number of substitution rules and edit operations that can be applied at a node in the matching graph.
Observe that s is proportional to the size of the alphabet, and typically very small, but at least 3. 
Heuristics for general solutions
While in most practical applications assumptions on the grammar reduce the computational load, this might not always be possible. In this section we inves-tigate methods that use heuristics to arrive at an algorithm with an acceptable complexity.
We observe that literals often occur after one another in the string. As a consequence, they should also be neighbors in the cyclic group. In gure 14, a matrix is presented. In the matrix the number of times one literal is followed by another is tabulated. The matrix is visualized by a weighted directed graph, as shown in gure 14.(b).
A cyclic group can be, as was shown for a string, written as a directed graph.
The derived graph is Hamiltonian 1 if we add an edge between the last and the rst element in the cyclic group. Starting from the string's neighbor-graph G s , we determine classes of feasible hypotheses in an attempt to reduce the number of hypotheses.
We de ne the set of cyclic group-graphs, denoted by C. Each element C 2 C is a graph with the same vertices as G s , and its edges form a closed walk in G s . C is a weighted directed multigraph, with the sum of weights of the edges between two vertices v1 and v2 equal to the weight of the same vertices in G s .
The edges of the graph C are denoted as V c . C n is de ned as the set of all the closed walks in G s with length n. For an illustration see gure 15.
Each graph C 2 C n can be written as a cyclic group by noting the order in which the vertices are travelled in a Hamilton-walk. The derived cyclic group is not unique. The example of gure 16 shows the smallest 2 graph yielding two 1 A Hamilton-walk is a closed walk in the graph that travels all the edges exactly once and has equal start point and end point. A graph is Hamiltonian if such a walk exists. 2 In order to obtain two rotational variant Hamilton walks, at least six edges are needed. 
f(C; G s ) calculates the sum of squared di erences between the edge weights in C and the relative length of the string.
In gure 15, the right hand graph of length 3 leads to a cyclic group of (ABD). If the original string (ABCABDABCAC), was produced by this cyclic group, a value of 10=3 = 3:3, using the penalty function, would be expected at each edge. The values in the graph are much lower than 3:3, so the cyclic group ABD does not seem to be likely. In gure 17 the graphs from gure 15 are presented, along with their graph penalty. Note that in both measures, the same ordering is only preserved for all graphs of the same length. This is due to the fact that the heuristic favors graphs with many edges (large cyclic groups) because the square term awards a low expected weight. In general the heuristic does not answer the question which groupsize was most likely used to generate the string.
Given the measure f(C; G s ) we can construct an algorithm that, given a In practice, the Hamiltonian graphs are generated in a recursive process.
The algorithm is described in pseudo-code in gure 5. The algorithm considers all possible subgraphs in principle. But it does so in a manner that limits the amount of completely considered subgraphs consider-
ably.
An analysis of this algorithm in more detail is beyond the scope of this paper. Figure 19 gives an indication of the performance of the algorithm. 
Substrings
A reasonable assumption is that the cyclic group occurs at least once in the string. Using this assumption, the number of cyclic groups to check reduces even further. In gure 20 the probability is shown that a cyclic group is a substring of the string it has generated. In appendix A it is shown how to calculate this graph.
Even though the cyclic group may not be a substring of the generated string, using substrings may still be optimal. This is due to the fact that the cyclic group not necessarily has the lowest penalty of all possible hypotheses. In gure
21 this e ect is demonstrated. In this gure, the probability that the optimal hypothesis is excluded by the employed heuristics is presented. This gure is derived by repeated testing (every combination of m and n was repeated 50 times). Therefore, it appears not as smooth as gure 20. As can be seen in gure 21, the algorithm based on heuristics occasionally makes an error. But this does not occur too often, and mainly with high cyclicgroupsize=stringsize ratios. Given the fact that generating all possible hypotheses is not feasible in practical applications, it is concluded that the heuristics perform well.
Complexity analysis
Please recall that all substrings of the string are taken as potential cyclic groups. (3) which is equivalent to O(n 4 ).
First it is noted that the order of n 4 is an upper limit, and only valid in the pathological case. For example, it does not take into account the many redundancies in substrings. How this workes out is demonstrated in gure 22.
The order-analysis assumes that every hypothesis is tested in full. This is not necessary in general, for the algorithm is only interested in the best t. Only a rather naive algorithm would rst evaluate all the hypotheses completely, and then select the best t. A smarter algorithm, incrementing the evaluation of every hypothesis, leads to an algorithm with an acceptable average-case complexity. This does not change the worst-case however, for it will always be possible to construct an example where every hypothesis will need to be evaluated in full.
When the method of using substrings is combined with the neighbor-graph approach (only hypotheses that pass both criteria are tested), the number of hypotheses is reduced again. In practice we adopt this approach. The results of this approach are outlined in section 6.
Imposing a maximum on the size of the cyclic group
In practice, there is an upper limit for the length of the cyclic groups used in the drawing. When the analysis is limited to cyclic groups of a xed length of 
Conclusions
In this paper a method was developed to infer the grammar of a string of symbols. First the graphical symbols present in the image need to be detected and the centerline of the dashed line must be determined. These two steps are necessary prerequisite before the grammar of the dashed line can be inferred.
We showed, by extending known techniques, how the matching distance between a grammar and a string of graphical symbols can be determined using dynamic programming. The complexity if the matching algorithm is O(nm) with n and m the length of the string and the grammar respectively.
Methods were investigated to generate the set of possible grammars that could have generated the string. It was shown that an exhaustive search of all possible grammars was implausible. There are two ways to overcome this problem. First, restrictions can be imposed on the size and type of the grammer. These restrictions can often be derived from domain knowledge about the line-drawings under study, and lead to an algorithm with acceptable performance. When the size of the grammar is restricted, the order of the grammatical inference-algorithm is O(n 2 ).
The second way to reduce the computational load of the grammatical inference is by introducing heuristics. We observed that symbols often occur after one another in the string. As a consequence, they probably are also be neighbors in the cyclic group. Based on this, a small subset of all possible grammars can be generated. The resulting algorithm has a complexity of O(n 4 ), which is acceptable for strings of practical length.
In the experiments we have shown that the algorithm is capable of recognizing common dashed lines without a priori knowledge about the type and length of the grammar. The recognition breaks down when the dashed line is degraded beyond human recognition capability.
The work presented in this paper is extendable to other applications where patterns in a linear stream of symbols must be inferred. Examples of such applications are as diverse as the detection of birdsong, musical beat-induction and inference of heart-rhythms. Extendability to two-dimensional applications like texture matching although interesting in itself, is not straight forward.
A Substring probabilities
The probability of a cyclic group occurring as a substring of the generated string depends on the probability of an error, and the length of the cyclic group and generated string. This problem has a natural analogy to a well known coin tossing problem. Namely, the chance of a run of m heads in a sequence of n trials, where n m. This problem is explored in 5].
Calculating these probabilities can be done by approximation, as in the reference, but also exact. This is done by constructing a graph, as shown in gure 28 for calculating the probability of a run of 3 heads in a sequence of 8 tries. In this graph, every node has two outgoing edges, one for a tail (t) and one for a head (h). The nodes are denoted by coordinates i; j, where i refers to the number of previous tries, and i the current run of h's. A t-edge exiting from an i; j node leads to the i + 1; 0 node. This is not true for t-edges exiting from an i; m-node, which insteads leads to the i + 1; m-node. 
