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Artificial Neural Network (ANN)-Genetic Algorithm (GA) interface and Response Surface
Methodology (RSM) have been compared as tools for simulation and optimization of
gmelina seed oil extraction process. A multi-layer feed-forward Levenberg Marquardt back-
propagation algorithm was incorporated for developing a predictive model which was
optimized using GA. Design Expert simulation and optimization tools were also incorpo-
rated for a detailed simulation and optimization of the same process using Response
surface methodology (RSM). It was found that oil yield increased with rise in temperature,
time and volume of solvent but decreased with increase in seed particle size. The
maximum oil yield obtained using the numerical optimization techniques show that 49.2%
were predicted by the RSM at the optimum conditions of; 60 C temperature, extraction
time 60 min, 150 mm seed particle size, 150 ml solvent volume and 49.8% by ANN-GA at
extraction temperature 40 C, extraction time 40 min, 200 mm seed particle size, 100 ml
solvent volume, respectively. The prediction accuracy of both models were more than 95%.
Models validation experiments indicate that the predicted and the actual were in close
agreement. The extract was analyzed to examine its physico-chemical properties (acid
value, iodine value, peroxide value, viscosity, saponification value, moisture and ash
content, refractive index, smoke, flash and fire points and specific gravity) and structural
elucidation by standard methods and instrumental techniques. Results revealed that the
oil is non-drying and edible. Desaturation of the oil further reveal its potential in alkyd
resin synthesis.
© 2016 The Authors. Published by Elsevier B.V. on behalf of Institution of Chemical Engi-
neers. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The high costs, the environmental impact, and the decrease in
fossil resources are themain reasons behind attracting a great
deal of attention of the research community towards search-
ing for alternative raw materials in different industrial fields.
Now, with the increase in world demand for oil and the
challenges to expand the existing oil supply for human con-
sumption and industrial utilization (Basumatary et al., 2012),
there is need to utilised less expensive and non-edible product
(oil) in the synthesis of the resins or biodiesel and other.C. Uzoh).
Elsevier B.V. on behalf o
tivecommons.org/licenseproducts in order to meet up with the competitive environ-
ment of such industries. One of such product which can be
utilised to yield a desirable result both in terms of cost,
renewability, biodegradability and non-edibility is gmelina
seed oil (GSO).
Gmelina seed oil have been found to be a sustainable ma-
terial for biodiesel and alkyd resin synthesis in terms of its
availability and renewability. Gmelina seed oil based biodiesel
have been produced keeping two criteria in mind; the bio-
diesel met all the technical and industrial standards of ASTM
D6751 and EN 14214, and, met all the ecologically relevantf Institution of Chemical Engineers. This is an open access article
s/by-nc-nd/4.0/).
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ever, there has been doubt over sustained use of gmelina seed
oil for large scale production of biodiesel and alkyd resin due
to low yields. Most methods of oil extraction seem to be very
costly due to inability to control some inherent factors. A lot of
researches has been carried out to find alternative ways of
producing oil for process industries and for food industry. It
has been found that almost all the seeds contain oil, hence,
these gives ground for other researchers to consider studies
on the possible uses of other oil producing substances found
in people's everyday lives. There are various ways of extract-
ing oil from oilseeds but solvent extraction has been reported
to be most efficient techniques (Topallar and Gecgel, 2000).
There is need therefore, for process industries to optimize
current methods of extraction, thereby improving the profit-
ability of production and ensuring a sufficient supply of oil.
Gmelina arborea is a fast growing tree, which grows on
different localities and prefersmoist fertile valleys, they attain
moderate to large height up to 40 m and 140 cm in diameter
(Tewari, 1995). It is occurring naturally throughout greater
part of India at altitudes up to 1500 m. It also occurs naturally
in Myanmar, Thailand, Laos, Cambodia, Vietnam, and in
southern provinces of China, and has been planted exten-
sively in Sierra Leone, Nigeria and Malaysia (Adegbehin et al.,
1988). Now, gmelina seeds are already proven to produce oil
(Adeyeye, 1971), this fact itself is already useful information
for researchers who seek to find alternative sources of oil. The
ability of the oil to fit depends on its constituents, its com-
positions, rate of production and availability of the processing
technology. The study of these constituents is important for
their effective uses. In a previous work (Uzoh and Onukwuli,
2014), we reported kinetics and optimization of gmelina seed
oil using response surfacemethods, in which an optimal yield
of 49.90% was predicted.
Mathematical and statistical techniques such as Response
Surface Methodology (RSM) and Artificial Neural Network
(ANN) can assist in analyzing experimental data, finding op-
timum situation and predicting results. Statistical design, first
applied in industry in the 1930s, was promoted by Box and
Wilson (Box and Wilson, 1951) with the development of the
response surface methodology (RSM). RSM can be defined as a
group of mathematical and statistical techniques used to
model and analyze results/data in which the response/prop-
erty of interest is affected by numerous factors, and the aim is
to obtain an optimum response (Montgomery, 2005). Once a
system is fully characterized, the objective of process design
may be pursued further by formulating a model that may
permit a rough local approximation to the actual surface. Such
predictive models are usually developed from design of
experiment to provide analytical solution(s) for the desired
response; obviating the need for experimenting in an ad hoc
manner in search of optimal setup. RSM and other designs
spread throughout several industries over the next 30 years.
The use of experimental design was expanded by Genichi
Taguchi and others (Taguchi and Wu, 1980; Taguchi, 1987,
1991). However, the Robust Parameter Designs (RPD)
approach initially proposed by Taguchi, caused lots of con-
troversy among statisticians (Wagoner, 1998). With the
emergence of Response surface Methodology (RSM), many
efficient approaches which could be effectively handle RPD
problems are available (Montgomery, 2005).
Most of the traditional optimization techniques based on
gradient methods have the possibility of getting trapped at a
local optima, depending upon the degree of non-linearity andthe initial guess. Hence, it does not ensure the global optimum
and also have limited application. Non-traditional search and
optimization methods based on natural phenomena; neural
networks and evolutionary computation (simulated anneal-
ing, genetic algorithm and differential evolution) have been
developed to overcome this problem (Babu, 2004). Artificial
neural network (ANN) is a highly simplified model of the
structure of a biological network (Mandal et al., 2009). The
fundamental processing element of ANN is an artificial
neuron (or simply a neuron). A biological neuron receives in-
puts fromother sources, combines them, performs generally a
non-linear operation on the result, and then outputs the final
result (Bas et al., 2007). The basic advantage of ANN is that it
does not need any mathematical model since an ANN learns
from examples and recognizes patterns in a series of input
and output data without any prior assumptions about their
nature and interrelations (Mandal et al., 2009). ANN is a good
alternative to conventional empirical modeling based on
polynomial and linear regressions (Kose, 2008). In recent
years, the genetic algorithms have been successfully applied
in a variety of fields where optimization in the presence of
complicated objective functions and constraints abounds. The
reasons of widely used GAs are its global search ability and
independence of initial value. Genetic algorithm (GA) is a
stochastic general search method which proceeds in an iter-
ative manner by generating new populations of individuals
from the old ones. GA uses stochastic operators such as se-
lection, crossover and mutation on an initially random pop-
ulation in order to compute a new population (Holland, 1975).
The search feature of the GA is contrast with those of the
gradient descent and LM in that it is not trajectory-driven, but
population-driven. The GA is expected to avoid local optima
frequently by promoting exploration of the search space, in
opposition to the exploitative trend usually allocated to local
search algorithms like gradient descent or LM (Ghaffari et al.,
2006). The central focus of the current research is to develop a
predictivemodel for gmelina seed oil extraction fromRSMand
ANN and subsequently optimized the process through RSM
and ANN-GA interface. Characterize and desaturate the
extract in order to examine its applicability as surface coating
raw material. In gmelina seed oil extraction process (where
the performance of the system were described by many pro-
cess variables), a proper optimization process would seek to
achieve a balance of trade-off among the list of desirable
output responses. RSM and ANN-GA are preferable for this
objective. Although, Yasin et al. (2014), used the method for
lead ions removal from aqueous solutions using intercalated
tartrate-MgeAl layered double hydroxides, it has not yet
received much attention. Specifically, it must be highlighted
that the ANN-GA combination has not yet been used for
modeling and optimization of any oil extraction processes.
Gmelina seed has been found most suitable in that; it is not
edible, widely available, will not interfere in the food chain
and can stand out as sustainable material for energy.
2. Materials and methods
2.1. Materials
The gmelina fruits were collected locally from a forest in
ministry of forest reserve, Anambra State, Nigeria. It was
soaked in water for eight days so as to easily separate the fruit
pulp from the seed (de-pulp). The seeds were sun-dried and
crushed mechanically using corona blender; the crushed
Table 1 e Experimental range and level of the
independent variables for gmelina seed oil extraction.
Independent variable Range and level
-a 1 0 1 þa
Particle size (mm) (A) 150 300 600 750 1000
Temperature (⁰C) (B) 20 30 40 50 60
Volume of solvent (ml) (C) 50 75 100 125 150
Time (min) (D) 10 20 30 40 60
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using laboratory test sieves (150 mm, 300 mm, 600 mm,
850 mm and 1 mm). The samples were then dried using the
mermmet oven, stored in air tight containers andwere labeled
adequately.
Ethanol, sodium hydroxide, potassium hydroxide and hy-
drochloric acid were obtained from BDH chemical ltd., Poole,
England. Petroleum ether, diethyl ether, phenolphthalein in-
dicator, glacial acetic acid, chloroform, distilled water, carbon
tetrachloride, wij's iodide solution were purchased from
Merck chemicals, Germany. Potassium iodide (KI) and sodium
thiosulphate were obtained from M&B, England. The organic
solvent used for the oil extraction was n-hexane. All the re-
agents were commercial grade and were used without further
purification.
2.2. Methods
Ten grams of grinded meal was extracted with n-hexane. The
extraction temperature was varied from 20 C to boiling point
of the solvent while the reaction time was varied between 5
and 60 min. The solvent to solid ratio was investigated from
2:1e5:1 and particle size was varied from 150 mm to 1000 mm.
At the end of the extraction, the micelle was filtered using a
vacuum filtration (Millipore glass base and funnel) to remove
suspended solids. Subsequently, the solvent was separated
from the oil using rotary vacuum evaporator (Laborota 4000)
and was collected in the receiving flask. The oil which was
remained in the sample flask was weighed after the process
was completed. The percentage of extracted oil was calculated
by dividing the amount of obtained oil by the amount of the
seeds multiply by 100. The percentage oil yield was calculated
using the expression below:
Y ¼W0
W
 100 (1)
Where, Y is the oil yield (%)
W0 is the weight of pure oil extracted (g) and
W is the weight of the sample of gmelina seed used in the
experiment.
The extract was chemically modified (desaturation) ac-
cording to the method described in Odetoye et al. (2011).
2.3. Analysis of gmelina seed oil
The analysis of the oil was performedwith a Thermo Finnigan
Trace GC/Trace DSQ/A1300, (E.I Quadropole) equipped with a
SGE-BPX5 MS fused silica capillary column (film thickness
0.25 mm) for GCeMS detection, and an electron ionization
system with ionization energy of 700 eV was used. Carrier gas
was helium at a flow rate of 10 mL/min injector and MS
transfer line temperatures were set at 220 C and 290 C
respectively. The oven temperature was programmed from
50 C to 150 C at 3 C/min, then held isothermal for 100min,
and raised to 250 C at 10 C/min. Diluted samples (1/100, v/v,
in methylene chloride) of 1.00 mL were injected manually in
the slitlessmode. The identification of individual components
was based on the comparison of their relative retention times
with those of authentic samples on SGE-BPX5 capillary col-
umn, and bymatching their mass spectral of peaks with those
obtained from authentic samples and/or the Wiley 7N and
TRLIB libraries spectra and published data. The chemicalcompositions of oil were also confirmed by SHIMADZU FTIR-
84008. Viscosity was determined by Brookfield viscometer,
RVT Model (#Spindle 3, RPM 20). The physico-chemical prop-
erties of the extract were determined by standard methods
(ASTM, 1973).2.4. Statistical modeling
2.4.1. RSM modeling
In this study, a curve was observed in the response surface of
reaction yield. Since the first order equationwas not feasible, a
second order polynomial equation was used for estimating a
portion of the yield surface with curvature as suggested in
equation (2). The experimental design was based on full-
factorial central composite rotatable design that guarantees
a reduced number of experimental runs. The experimental
analysis enhanced the characterization of the full effects of
the four (4) e factors at five (5) distinct settings. The global
design matrix of equation (1) written in coded notations rec-
ommends sixteen (16) experimental runs at 24 e full factorial
distinct points, eight (8) runs at the 8-unique axial points and
six (6) repeated runs at Center point which give rise to a total
of thirty experimental runs. To study all standard effects of
these process variables on the responses analytically often
requires fitting appropriate predictive model usually obtained
from regression analysis to the resulting data from which
detailed statistical analysis and optimization exercise are
based.
Y ¼ b0 þ
Xk
i¼1
biXi þ
X
i<
Xk
j¼2
bijXiXj þ
X
i¼1
Xk
j¼1
dijXiXj þ ε (2)
Y is the measured system response (oil yield) of the gmelina
seed oil extraction process. The first term by the right side of
the equation b0 is the model intercept, the second terms
characterizes the main linear effects of individual process
variables, the third term incorporates the interaction effects
between the variables, while the fourth term represents the
main quadratic effects and ε is the random error of experi-
mentation. Xij represents the matrix of the uncoded process
variables.
Equation (1) serves as the global predictive equation from
which specific solution may be derived. The determination of
the unknown coefficients of b0, bi, bij and dij is accomplished
via regression analysis implemented on the statistical anal-
ysis software Design-Expert Version 9.1.7.1 trial from the stat-
Ease Inc. using the data recorded from the investigation. The
coded values of the independent variables for the design of the
experiment for gmelina extraction process are given in
Table 1. For statistical analysis, the variables Xi (i ¼ 1, 2 … 4)
were coded A, B, C and D. The determination of unknown
coefficient of equation (2) applies the design matrix of
Table 2 formulated by judicious transformation of the
Table 2 e CCRD matrix for GSO extraction process.
Runs Independent variables Responses
A (mm) B (⁰C) C (ml) D (min) Y (%)
1 1 1 1 1 31.79
2 1 1 1 1 17.67
3 0 0 0 0 31.67
4 0 0 2 0 43.56
5 1 1 1 1 20.14
6 0 0 0 0 31.62
7 1 1 1 1 15.43
8 0 2 0 0 21.54
9 1 1 1 1 17.75
10 1 1 1 1 32.76
11 0 0 2 0 20.81
12 1 1 1 1 19.66
13 0 0 0 0 31.65
14 1 1 1 1 20.55
15 1 1 1 1 22.68
16 1 1 1 1 29.61
17 1 1 1 1 28.65
18 0 0 0 0 31.65
19 1 1 1 1 52.09
20 1 1 1 1 27.02
21 0 2 0 0 47.25
22 0 0 0 2 29.25
23 2 0 0 0 19.54
24 0 0 0 2 23.87
25 1 1 1 1 29.11
26 2 0 0 0 50.82
27 1 1 1 1 54.60
28 0 0 0 0 31.65
29 1 1 1 1 17.93
30 0 0 0 0 31.64
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over which the experiments were executed to their coded
equivalents using 1 and þ1 notations to designate low and
high level factor setting and ‘±a’ and ‘0’ for axial and center
points respectively. It has been shown that working with the
coded variables enhances matrix transformation and helps in
results analyses. A useful value of a is evaluated from the
general expression a ¼ f1/n (¼2) where f is the number of
factorial points (¼16) and n is the number of factors (¼4) or for
2-level designs a ¼ 2n/2. The data given in Table 1 were used to
formulate a global designmatrix of Table 2 fromwhich further
analyses were derived. Y is the response (oil yield) across the
various experimental runs. Equation (2) was fitted to the
experimental data presented in Table 2 to obtain the final
predictive equation for the reaction progress in terms of the
coded variables.
2.5. Neural network modeling (ANN)
2.5.1. Data set
The experimental data employed in the ANN design is pre-
sented in Table 3. The experimental data were randomly
divided into three sets: 20, 5, and 5 of data sets were used for
training, validation and testing, respectively. The training
data was utilized in evaluating the network parameters. The
validation data set on the other hand was applied to ensure
robustness of the network parameters in line with standard
ANN procedure, while the testing stage was intended to avoid
“overfitting” phenomenon required for controlling the
modeling error. The testing process is also used to assess the
predictive ability of the generated model.2.5.2. NN description
Neural network is an ideal tool for modeling response of dy-
namic systems with low system knowledge. In other words, it
is useful for functional prediction and systemmodeling where
the physical processes are not understood or are highly
complex. In the present study, Neural Network Toolbox V7.12
of MATLAB mathematical software was used to predict the
yield of gmelina oil during extraction process. The extraction
process was identified in this study to be significantly influ-
enced by four main process variables viz: particle size, tem-
perature, solvent ratio, and extraction duration. Multiple layer
perceptron (MLP) based on feed-forward ANN was applied to
build the predictive model for the pilot plant. The network
consists of an input layer, one hidden layer and an output
layer. The inputs for the network are particle size, tempera-
ture, solvent ratio and time. Output is percentage gmelina oil
yield. The proposed feed-forward network, data always flow
in the forward direction i.e. from the input layer to the output
layer. The connection between the input, hidden and output
layers consists ofweights (w) and biases (b) that are considered
parameters of the neural network (NN). The neurons in the
input layer simply introduce the scaled input data via w to the
hidden layer. The neurons in the hidden layer carry out two
tasks (Desai et al., 2008). First they sumup theweighted inputs
to neurons, including b, as shown by the following equation.
sum ¼
Xn
i¼1
xiwi þ b (3)
Where xi is the input parameter.
The weighted output was then passed through a transfer
function. The most popular transfer functions for solving
nonlinear and linear regression problems are hyperbolic
tangent sigmoid (tansig), log sigmoid (logsig), and linear
(purelin) (Khayet and Cojocaru, 2012). In this study tansig was
used as transfer function between the input and hidden layer,
while purelin was used as transfer function between the
hidden and output layer. These transfer functions are
described by the following expressions;
purelin ¼ sum (4)
tansig ¼ 1 expð  sumÞ
1þ expð  sumÞ (5)
The output produced by the hidden layer becomes an input
to the output layer. The neurons in the output layer produce
the output by the same method as that of the neurons in the
hidden layer. An error function is carried out based on the
predicted output. Training an ANN model is an iterative pro-
cess in which pre-specified error function is minimized by
adjusting the w appropriately. The commonly used error
function; the mean square error (MSE), defined in (6) was used
in this study.
MSE ¼ 1
N
Xn
i¼1
ðYt  YNÞ2 (6)
Yt is the target output, YN is the predicted output and N is the
number of points.
There are various types of training algorithms. One of the
most employed classes of training algorithm for feed-forward
neural network (FFNN) is the back-propagation (BP) method.
Training of ANN by means of BP algorithm is an iterative
process where the MSE is minimized by adjusting the w and b
appropriately. There are many variation of BP for training
Table 3 e Experimental values (training, validation and testing), actual and model predicted of GSO during extraction.
S/N Independent variables Actual yield (%) Predicted yield (%)
Particle size (mm) Temp. (C) Solvent vol. (ml) Time (min)
1a 300 50 125 40 31.39 45.1193
2c 750 50 75 40 17.67 23.4080
3a 600 40 100 30 31.67 31.0183
4b 600 40 150 30 43.56 40.5608
5a 750 30 75 40 20.14 20.0018
6a 600 40 100 30 31.62 31.0183
7a 750 50 75 20 15.43 20.6185
8c 600 20 100 30 21.54 23.2544
9a 750 30 75 20 17.75 18.5794
10b 300 50 75 20 32.76 29.9187
11a 600 40 50 30 20.81 23.0919
12a 750 30 125 20 19.66 20.7987
13a 600 40 100 30 31.65 31.0183
14c 300 30 75 40 20.55 28.5667
15a 750 30 125 40 22.68 23.6967
16b 750 50 125 40 29.61 29.8223
17a 300 30 125 20 28.65 30.1895
18a 600 40 100 30 31.65 31.0183
19a 300 50 125 20 52.09 54.0941
20c 750 50 125 20 27.02 25.9370
21a 600 60 100 30 47.25 40.5167
22b 600 40 100 60 29.25 40.5755
23a 1000 40 100 30 19.54 17.4763
24a 600 40 100 10 23.87 25.8305
25a 300 50 75 40 29.11 32.8749
26c 150 40 100 30 50.82 35.2047
27a 300 50 125 40 54.60 45.1193
28b 600 40 100 30 31.65 31.0183
29a 300 30 75 20 17.93 23.6607
30a 600 40 100 30 31.64 31.0183
a Training data set.
b Validating data set.
c Testing data set.
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by LM (Levenberg-Marquardt-trainlm) algorithm until conver-
gence to a certain minimal value is attained. Different vari-
ables may have various magnitudes, and some could be
unmerited, but have favorable effect on the monitored
quantity. In the implementation, the inputs and output were
normalized within a uniform range of [0e1] following the
relation;
xnorm ¼ ðx xminÞxmax  xmin (7)
Where x is the variable, xmax is the maximum value, and xmin
is the minimum value.
2.6. Genetic algorithm (GA) optimization technique
Once the generalized ANN model was developed, the input
space is then optimized via GA. The input vector made up of
the input parameter of the model converts the decision
parameter for the GA. Genetic algorithm is a global optimi-
zationmethod developed on the principle of natural selection.
The algorithm begins with a population of random solution in
some structured array. This was followed by a number of
operations intended to achieve convergence. The develop-
ment of the GA follows some steps as initialization of solution
population identified as chromosomes, fitness computation
based on objective function, selection of best chromosomes,
and genetic propagation of chosen parent chromosomes bygenetic operators like cross-over and mutation. Cross-over
and mutation are implemented to produce the new and bet-
ter population of chromosomes (Hagan and Menhaj, 1994).
Genetic algorithm (GA) optimization depends on genetics and
natural selection. In order to solve a problem, this algorithm
develops a vast group of solutions. GA ‘fitness level’ is allo-
cated to each solution, based on which solutions are ranked
and the most suitable ones are identified. These optimal so-
lutions generate new solutions which are closer to the target
based on the logic that those more fit are more likely to
reproduce. Reproduction of solutions is obtained using the GA
operator such as crossover and mutation (Mitchell, 1999). The
crossover operator combines the features of two solutions (by
swapping their segments) to breed two similar solutionswhile
mutation randomly changes the individual solutions to create
new ones. In other words, mutation rules introduce new
variability to the solution population while crossover ex-
changes information between two particular solutions
(Michalewicz, 1994). Different network structures require
different parameter settings, which means that each new
structure must be optimized separately. Derivate-based
methods are not applicable as the derivatives cannot be
directly accessed. Therefore, black box methods like GA yield
the most satisfactory results. In the present work, GA opti-
mization was applied to determine the most suitable ANN
structure. Population size, crossover fraction, migration frac-
tion, and generation were set to 10, 0.9, 0.01, and 10, respec-
tively, and the search stopped after exceeding the maximum
Table 4 e Statistical performance measure of the ANN
and RSM model.
Best
architecture
R2 RSM
ANN
Training Validation Test All
4-5-1 0.9653 0.9653 0.9653 0.961 0.9523
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sisted three parts of main, GA optimizer, and ANN modeler.
The main section read the input and output values, adjusted
various ANN structures, and called the GA optimizer to opti-
mize the training parameters for each structure. The GA
optimizer had two objectives: RMSE and R2, while its variable
was number of epochs. The ANN modeler used the training
functions separately in all structures and the epoch number
was optimized by the GA optimizer.
3. Results and discussion
3.1. ANN modeling
The LM algorithm utilized in this study is an approximation to
the Newton's method (Yetilmezsoy and Damirel, 2008). The
algorithm uses the second order derivatives of the mean
square error between the desired outputs and the actual
output so that better convergence behavior could be achieved.
The best topology of the ANN model includes four (4) inputs,
one hidden layer with five (5) neurons and one output layer (4-
5-1) as shown in Fig. 1. The mean square error (MSE) and the
coefficient of determination R2 for training, validation and all
data presented in Fig. 2 and Table 4 are reasonable, since the
test set error and the validation set error have similar char-
acteristics, and it doesn't appear that any significant over
fitting has occurred. The analysis of the network response
utilized a linear regression between the network outputs and
the corresponding targets. The adequacy of the developed NNFig. 1 e Schematic of the 4-5-1 ANN architecture used in
the study.
Fig. 2 e Optimal error and learning curve of the LM-trainlm
algorithm.model is demonstrated using a scatter plot of the actual and
the predicted yield shown in Fig. 3. The resulting R2 value of
0.856 implies a reasonable correlation of all actual experi-
mental data by the proposed model.3.2. ANOVA for gmelina seed oil extraction process
The process characterization (or factor screening) was carried
out to evaluate the system variables which provide the most
important effects in tune with the research objectives. The
necessary computational tasks were aided with the ANOVA
function of the statistical software Design-Expert Version
8.1.7.1 In view of curvature, a reduced order quadratic model
was appropriate for predicting the overall process character-
istics. The ANOVA results derived from the predictive model
shows that the main linear effects due to individual control
factors such as particle size (x1), time (x2), solvent ratio (x3),
and temperature (x4) coded as A, B, and C and D respectively,
are all significant process variables, with the observed P-
values < 0.05 in the numerical analysis. This is equally true
with the linear interaction effects between particle size and
temperature (AD), particle size and solvent ratio (AC) and
temperature and solvent ratio (CD). The quadratic effect of
temperature, denoted by D2 is significant. The data obtained
for specific investigation were refitted with a modified model
obtained by excluding the non-significant variables from the
general predictive equation and the results of statistical
analysis obtained for the sequence of experimentations are
summarized in Table 5. The coefficients of determination R2
values of 0.9523 obtained for the gmelina seed oil extraction
process shows that more than 95% of the overall system
variability can be explained by the empirical model of Equa-
tion (1) which is specific case of the general predictiveFig. 3 e Scatter plot of ANN predicted and actual yield of
Gmelina oil.
Table 5 e Analysis of variance for GSO extraction.
Source Sum of squares df Mean Square F Value p-value Prob >F
Model 3187.53 14 227.68 21.40 <0.0001 significant
A-X1 1062.40 1 1062.40 99.84 < 0.0001
B-X2 714.61 1 714.61 67.15 < 0.0001
C-X3 815.03 1 815.03 76.59 < 0.0001
D-X4 26.50 1 26.50 2.49 0.1354
AB 229.07 1 229.07 21.53 0.0003
AC 92.16 1 92.16 8.66 0.0101
AD 2.27 1 2.27 0.21 0.6512
BC 112.04 1 112.04 10.53 0.0054
BD 3.13 1 3.13 0.29 0.5954
CD 3.29 1 3.29 0.31 0.5862
A2 0.22 1 0.22 0.020 0.8881
B2 0.31 1 0.31 0.030 0.8658
C2 11.93 1 11.93 1.12 0.3064
D2 117.06 1 117.06 11.00 0.0047
Residual 159.62 15 10.64
Lack of Fit 159.62 10 15.96 59,857.40 < 0.0001 significant
Pure Error 1.333E-003 5 2.667E-004
Cor Total 3347.15 29
Std. Dev. ¼ 3.26 R-Squared ¼ 0.9523
Mean ¼ 29.45 Adj R-Squared ¼ 0.9078
C.V. % ¼ 11.08 Pred R-Squared ¼ 0.7253
PRESS ¼ 919.41 Adeq Precision ¼ 16.924
south african journal of chemical engineering 22 (2016) 6e1612equation derived for the investigation from the multivariate
regression analyses implemented on design expert.
Y ¼ 31:65 6:65Aþ 5:46Bþ 5:83Cþ 1:05D 3:78AB 2:40AC
þ 2:65BC 2:07D2
(8)
Where Y is the predicted value of the dependent variable (oil
yield). The coefficient of A, B, C and D are the main linear ef-
fects of the independent process variables: particle size (x1),
time (x2), solvent ratio (x3), and temperature (x4) respectively,
in coded units. AD, DB and CB represent the linear interaction
effects between particle size/temperature, temperature/time
and solvent ratio/time, respectively. A2, B2,C2 and D2 are the
quadratic effects of the respective process variables. The “Pred
R-Squared” of is 0.7253 in reasonable agreement with the “Adj
R-Squared” of 0.9078. “Adeq Precision”measures the signal to
noise ratio. A ratio greater than 4 is desirable. The design ratio
of 16.924 indicates an adequate signal. Thismodel can be used
to navigate the design space and the model F-value of 21.40
further indicates that the model is significant. There is only a
0.01% probability that the “model F-value” this large couldTable 6 e The characteristics of the crude and modified gmelin
Properties Crude oil Neutralized oi
Free fatty acid value (%) 1.85 1
Color Golden yellow Golden yellow
Refractive index (25 C) 1.441 1.465
Specific gravity (25 C) 0.893 0.899
Viscosity (pa s) 3.336 3.392
Saponification value (mgKOH/g) 38.23 e
Acid value 3.92 e
Iodine value (gI2/100 g) 34.9 e
Set to touch (hr) e e
Drying time (hr) e e
Oil content (wt%) 55.16 e
Physical state (25 C) Liquid Liquid
Ash content (%) 5 eoccur due to noise. P value less than 0.05 indicates model
terms are significant.3.3. Characteristics of crude and desaturated gmelina
seed oil
The physio-chemical properties of crude modified GSO are
shown in Table 6. It was observed that the neutralization
process reduced the FFA content of crude GSO from oil from
1.85 to 1, with a refractive index of 1.465 from 1.441. In
neutralization process, the free fatty acid content of oil was
converted to oil soluble soaps. Traces of impurities like pro-
teins and/or proteins fragments, phosphotides and gummy or
mucilaginous substances were also removed by the neutrali-
zation process. The acid value increases from 3.92 to 6.28 mg
KOH/g. Of particular interest is the changes observed in the
properties of the oil as it went through the various modifica-
tion procedure (epoxidation, hydroxylation and dehydration)
to obtain a chemically modified oil. At first, there was an in-
crease in the density through epoxidation and hydroxylation,
but a seemingly decrease in density after dehydration. Thea seed oil.
l Epoxidized oil Hydroxylated oil Dehydrated oil
e e 1
Whitish yellow Whitish yellow Brown
e e e
0.9393 0.9456 0.9012
e e 3.486
e e 143.61
e e 6.28
e e 125.5
e e 4
e e 6
e e 4.38
Liquid Liquid e
e e e
south african journal of chemical engineering 22 (2016) 6e16 13increase in density during epoxidation and hydroxylation in-
dicates increase in mass per unit volume of the oil sample
which could be attributed as a result of the reduction of low
molecular weight free fatty acid content in the oil and inclu-
sion of oxygen atom in the fatty acid structure. The increase in
acid value and the decrease in density of the GSO may be
attributed to loss of watermolecules. Moreover, the acid value
increase during the chemical modification step could be as a
result of competing side reactions such as hydrolysis of tri-
glycerides to free fatty acids due to presence of mineral acid
(H2SO4) during the epoxidation process. The color of the oil
became whitish yellow from golden yellow after the epoxi-
dation and hydroxylation but turned brown after dehydration
due to the relatively high temperature at which the reaction
was carried out. Moreover, the viscosity of the oil slightly
increased during the process of the modification. The iodine
value showed an astronomical increase (39.3 g I2/100 g to
125.5 g I2/100 g) indicating the increase in the level of unsa-
turation after the chemical modification process. This shows
that epoxidation, hydroxylation and dehydration reactions
actually took place at the point of unsaturation of the aliphatic
chain by ring-opening, addition and elimination reactions
respectively. It is evident from the result that modified GSO is
quite suitable in alkyd resin synthesis and its level of unsa-
turation will accommodate the cross-linking reactions for al-
kyds to form dry, hard solid film (Marshall, 1986). The oil
content of the seed for the crude and modified was found to
55.16 and 40.38% respectively. On the basis of the oil content,
gmelina arborea seed would be highly suitable economically
for industrial applications in surface coating, as any oil
bearing seed that can produce up to 30% oil are regarded as
suitable. The saponification value of crude and dehydrated
GSO were 38.23 and 143.61 mg KOH/g respectively. The
saponification value reveals averagemolecular weight of fatty
acids of triglyceride present in GSO. The iodine value and
viscosity of the dehydrated GSO were within limit of ASTM
standard. The drying time and set to touch time gave satis-
factory result. Therefore these dehydrated oil sample were
acceptable to prepare alkyd resin.
The fatty acid profile of the crude GSO and FTIR spectra of
the crude and modified GSO are shown in Figs. 4 and 5 (a and
b) respectively. The fatty acid profile as analysed by gas
chromatography mass-spectrometry (GCeMS) showed abun-
dance of palmitoleate (31.94%wt) and arachidic acid (17.16%
wt). Themost abundant unsaturated and saturated fatty acids
were palmitoleate (31.94%wt) and methyl stearate (14.22%wt)
respectively. The oil contains 50.86% saturated fatty acid andFig. 4 e Fatty acid pro49.10% unsaturated fatty acid. The high saturation in GSO
shows that if it is used in the production of alkyd resin, it will
produce alkyd of slower drying rate but color retentive. GSO,
therefore, if structurally modified, may give alkyd resin with
better performance characteristics. In the spectrum of crude
GSO, 3298 cm1 correspond to the hydroxyl group (OeH) of the
unsaturated fatty acid in the oil. The carboxyl group (C]O) is
indicated at 1740 cm1. The straight chain of eCH- stretch in
aliphatic compound is found at the band 2934 cm1. Alkene
group (CH]CH) is attributed to the band of 3206 cm1. The
FTIR spectra of crude GSO shows the peak value at 938 cm1,
and 1378 cm1 which correspond to cyclic ester of saturated
oil. IR spectra and functional compounds of desaturated GSO
showed the broad band shoulder around 3902 cm1, 3870 cm1
and 37,684 cm1 (initially at 3298 cm1 in the unmodified oil)
corresponding to the hydroxyl (OH) of the unsaturated fatty
acid in the mixture, which shows an increase of unsaturation
as the GSO pass through the various processes of the modifi-
cation. The peaks of the epoxidized GSO were similar to the
crude samples while those due to the hydroxylated GSO were
similar to the dehydrated samples.
3.4. Optimization by GA
The developedNNmodel was applied for optimization studies
of the gmelina oil extraction process within the design space.
The value of GA specific parameter were as follows; popula-
tion size ¼ 10, cross-over probability ¼ 0.9 and mutation
probability ¼ 0.01. Optimum conditions which guarantees
maximum 49.8% oil yield were selected after observing the
results of the GA for ten successive iterative runs (Fig. 6). The
optimized conditions were obtained as follows; 200 mm par-
ticle size, 40 C temperature, 100 ml volume of solvent and
40 min extraction period. A validating experiment performed
using the predicted optimal parameters gives 48.80% yield of
gmelina oil.
3.5. Comparative predictive and optimal evaluation of
ANN-GA and RSM
The oil yield predicted by ANN-GA is observed to be closer to
the actual readings obtained from the laboratory when
compared to that predicted by RSM. It was shown that ANN
gave almost the same prediction when compared to the RSM.
The regression coefficient (R2) from ANN prediction technique
was 0.961, while that of RSMwas 0.9523. This shows that ANN
can account formore than 96% of the variability in the system,file of crude GSO.
Fig. 5 e a. FTIR spectra of crude and modified GSO. b. FTIR spectra of crude and modified GSO.
south african journal of chemical engineering 22 (2016) 6e1614while RSM can only account for 95% of the variability of the
system. The ANN model shows good fitting with the experi-
mental data and the obtained result indicates the perfor-
mance of ANN is better than RSM. Themodels showed that all
the mentioned variables had a significant effect on response
(oil yield). The prediction accuracy was more prominent for
ANN since it was built up from the experimental results of
RSM. RSM results were optimized in different combinations of
operating variables, while ANN results were used with GA to
optimize the oil yield from gmelina seed oil extraction pro-
cess. It was found that ANN was a powerful technique for
prediction and even over prediction of yield response using
the operating parameters as the inputs. RSM gave an optimal
yield of 49.2%, while ANN-GA gave 49.8%. The correspondent
experiment performed using the predicted optimal parame-
ters gave 47.9% and 48.8% yield of gmelina seed oil for RSM
and ANN-GA respectively. This observation translates to
2.64% 2.05% error for RSM and ANN-GA respectively. It can be
concluded that ANN-GA interface is 1.21%more efficient than
RSM in trapping the optimal, though, they yielded similar re-
sults without considerable differences. Overall, the predicted
optimal for ANN-GA seem to be more feasible.4. Conclusion
An RSM based on CCRD and amulti-layer neural network (4-5-
1 ANN architecture) models were developed in order to justify
the aim of the current research. The input variables were
temperature, time, volume of solvent, and particle size, while
the oil yield was the output. The performance of the models
was evaluated by mean square error (MSE) and coefficient of
determination (R2) and the results show that the models are
very efficient. The models showed that all the mentioned
variables had a significant effect on response (oil yield). The
prediction accuracy wasmore prominent for ANN since it was
built up from the experimental results of RSM. RSM results
were optimized in different combinations of operating vari-
ables, while ANN resultswere usedwith GA to optimize the oil
yield from gmelina seed oil extraction process. It was found
that ANN was a powerful technique for prediction and even
over prediction of yield response using the operating param-
eters as the inputs. RSM gave an optimal yield of 49.2%, while
ANN-GA gave 49.8%. The correspondent experiment per-
formed using the predicted optimal parameters gave 47.9%
Fig. 6 e GA optimization result.
south african journal of chemical engineering 22 (2016) 6e16 15and 48.8% yield of gmelina seed oil for RSM and ANN-GA. It
was established that ANN-GA interface was 1.21 more effi-
cient than RSM in trapping the optimal, though, they yielded
similar results without considerable differences. Character-
ization and desaturation result indicate that the oil is non-
drying, inedible and can used as surface coating material.
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