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Abstract
This dissertation is concerned with the development of a robust and efficient meshless
method, the Optimal Transportation Method (OTM), for general solid flows involv-
ing extremely large deformation, fast,transient loading and hydrodynamic phenom-
ena. This method is a Lagrangian particle method through an integration of optimal
transportation theory with meshless interpolation and material point integrations.
The theoretical framework developed in this thesis generalized the Benamou-Brenier
differential formulation of optimal transportation problems and leads to a multi-field
variational characterization of solid flows, including elasticity, inelasticity, equation
of state, and general geometries and boundary conditions. To this end, the accuracy,
robustness and versatility of OTM is assessed and demonstrated with convergence
and stability test, Taylor anvil test and a series of full three-dimensional simulations
of high/hyper-velocity impact examples with the aid of a novel meshless dynamic
contact algorithm presented in this thesis.
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1Chapter 1
Introduction
1.1 Overview
Over past few decades, conventional grid-based numerical methods such as finite
elements, finite volume or finite difference methods have been well developed and
successfully applied to a wide variety of boundary value problems in engineering and
applied science. However despite the numerical advantages and great success, grid-
based methods suffer from some inherent difficulties in many aspects when used for
the analysis of problems of practical engineering interests, for instance the metal
forming processes such as extrusion and molding, and high/hyper-velocity impact
problems.
In grid-based numerical methods, mesh generation or discretization for the prob-
lem domain is a prerequisite for the numerical simulation. Based on the fundamental
frames for describing the physical governing equations,i.e.,the Lagrangian descrip-
tion and the Eulerian description, there are two disparate kinds of grid of domain
discretization: the Lagrangian grid and the Eulerian grid.
Most structural dynamics codes are Lagrangian, where the grid is embedded with
2the material, consequently deforms together with the material. Lagrangian methods
offer several advantages over the competition, see Herrmann [19]. But because of the
grid distortion, the Lagrange codes face a lot of problems for large deformations and
contact/impact problems. The severe distorted elements lead to serious problems:
slow convergence, inaccurate results and even premature termination. In addition,
the time step is based on the size of the smallest element in the grid, when the element
size tends to zero, the time step tends to zero and may lead to the breakdown of the
computation. The most general technique to overcome these problems is remeshing.
However to obtain a good mesh in three dimensions for a complex geometry may
be very tedious and time consuming, sometimes even impossible to implement. On
the other hand the remeshing involves overlaying of a new, undistorted mesh on the
old, distorted mesh, so that the follow-up computation can be performed on the new,
undistorted mesh. The physical properties in the new mesh are approximated from
the old mesh, which will introduce diffusion and error. Especially for the problems
involving fast, transient loading, frequent remeshing turns out to be necessary to keep
the simulation running in a Lagrangian code.
One of the alternative methods is the Eulerian code, in which the grid is fixed in
space and with time, large deformations in the object do not cause any deformations in
the mesh itself. But to use the Eulerian methods in solid flows, the fixed grid leads to
many disadvantages. First of all, it is very difficult to analyze the time history of field
variables at a fixed point on the material. Second since the Eulerian methods track
the mass, momentum and energy flux across the mesh cell boundaries, the position of
3free surfaces, deformable boundaries, and moving material interfaces are difficult to be
determined accurately. Finally a complicated mesh generation procedure to convert
the irregular geometry of problem domain into a regular computational domain is
usually necessary; sometimes expensive numerical mapping is required.
All the difficulties and limitations listed above of the grid-based methods is because
of the mesh. Recent strong interest has been focused on the development of the next
generation of computational methods–meshless methods. The objective of meshless
methods is to eliminate at least part of the reliance on a mesh by constructing the
approximation entirely in terms of nodes. Some superior features of meshless methods
to the conventional grid-based methods for many applications are
i) They can easily handle extremely large deformations because of the absence of
a mesh. No mesh generation, no mesh distortion, no mesh alignment sensitivity
and no remeshing during the calculation are necessary. h-adaptivity is compa-
rably simple as only nodes have to be added. p-adaptivity is also conceptionally
simpler than in mesh-based methods,since the support of the shape functions
can be adjusted at run time.
ii) The shape functions may easily be constructed to have any desired order of
continuity.
iii) Convergence results of the meshless methods are often considerably better than
the results obtained by mesh-based shape functions.
iv) Volumetric locking may be alleviated by tuning the dilation parameters of the
4kernel functions.
A number of meshless techniques has been proposed so far. The starting point,
which seems to have the longest continuous history is the smooth particle hydro-
dynamics (SPH) method introduced by Lucy in 1977 [33],who used it for modeling
astrophysical phenomena without boundaries such as exploding stars and dust clouds.
Of late, various improvements of SPH have been developed through the years to fulfill
the completeness of the shape functions and remove the so-called tensile instability
first identified by Swelege [50], see section §2.1.1.
In comparison to SPH, a parallel but distinctly different path to constructing
meshless approximations is the use of moving least square (MLS) approximations.
The MLS technique was first introduced and studied by Lancaster and Salkauskas [27]
in curve and surface fitting, and then in Solid Mechanics taken by Nayroles et al. [37]
in the Diffuse Element Method (DEM) in a Galerkin form. Belytschko et al. [8]
modified DEM and substantiated it with supportive examples from solid mechanics
and heat conduction to call their implementation the Element-Free Galerkin (EFG)
method. This class of method is consistent and has been applied to a wide range of
problems in solid mechanics, with particular emphasis in the area of computational
fracture mechanics. An improvement of the continuous SPH approximation by Liu
et al. [32] is the so-called Reproducing Kernel Particle Method (RKPM). In order to
increase the order of completeness of the SPH approximation, a correction function is
introduced into the approximation. However the RKPM technique,although starting
from a very different point, turns to be an equivalent procedure with the same result
5as the MLS concept since the RKPM and EFG approximants are almost identical.
Duarte and Oden [14] and Babusˇka and Melenk [3] recognize that these methods
are specific instances of partition of unity (PU). A significant contribution to the
mathematical structure and the understanding of meshless methods was put forth
by these authors.Then the H-p clouds method [14] was proposed by Oden et al. In
H-p clouds, local approximation spaces are constructed by multiplying a partition of
unity by polynomials or other classes of functions,which offers great flexibility in the
choice of local nodal basis functions that can be used to capture special properties of
the partial differential equations.
Tow other paths in the evolution of meshless methods have been the development
of generalized finite difference methods [39, 30] and particle in-cell methods [49]. Some
excellent reviews on the meshless and particle methods can be found in the papers
by Belytschko et al. [7],Li and Liu [29] and Huerta et al. [20].
Nevertheless most of the meshless approximations mentioned above may not be
called interpolants since they do not verify the Kronecker delta property. In other
words, the nodal parameters are not the nodal values approximated from the mesh-
less shape functions. Consequently the meshless shape funtions associated with nodes
located on the interior of the domain do not typically vanish on the boundary. This
issue leads to complex imposition of essential boundary conditions and the applica-
tion of point loads. An excellent paper discussing the various options for imposing
essential boundary consitions with meshless methods is provided by Huerta et al. [20].
Arroyo and Ortiz [2] proposed the local maximum-entropy approximation schemes
6(LME), which bridges continuously important limits: Delaunay triangulation [41] and
maximum-entropy statistical inference [45]. The authors showed the LME approxi-
mation have a weak Kronecker delta property at the boundary. Thus imposing linear
essential boundary conditions can be done as in finite elements. This appears to
be a simple and elegant means to impose essential boundary conditions in meshless
methods. More attractive advantages of the LME approximation will be discussed in
§2.2.
Another important issue in the style of meshless Galerkin methods is the evalua-
tion of integrals in the weak form. Absence of a mesh leads to difficulty for evaluating
the numerical integrations. Several possibilities have been investigated in the litera-
ture: (1) Nodal integration [4]. To obtain the discrete form of the functional or the
free energy, only the nodal fields are considered, but usually it results in the insta-
bility due to rank deficiency, and tensile instability for the usage of Eulerian kernels
as well; (2) stress point integration [15, 43]. Field values are evaluated at additional
stress points as extra integration points beside the nodes. The instability appears for
Eulerian kernel functions; also rules have to be found to move the stress points and
recalculate the weights at run time; (3) background mesh. A, not necessary regular,
background mesh can be used to compute the integrals. However, in spite of large
number of quadrature points needed to be evaluated in the course of computation, a
significant source of error, the misalignment of the supports of the basis functions and
the integration cells would induce numerical integration errors and affect the accuracy
and convergence of meshless methods [13].
7In this thesis we propose the Optimal Transportation method, which is a Galerkin
particle method. By employing the local max-ent approximation schemes recently
proposed by Arroyo and Ortiz [2], the Optimal Transportation method overcomes
the two main barriers blocking the development of the meshless methods, i.e., the
imposition of essential boundary conditions and numerical integration of the Galerkin
weak form.
The aim of the present work is to develop Lagrangian scheme for the simulation
of solid flows with extremely large deformation, fluid flows and fluid/solid coupled
problems through an integration of optimal transportation theory (cf. [53] for a re-
view) with meshless interpolation and material point integrations. The theoretical
framework developed in this thesis generalized the Benamou-Brenier [9] differential
formulation of optimal transportation problems and leads to a multifield variational
characterization of solid flows, including inelasticity, equation of state, and general
geometries in Rd and boundary conditions. The governing variational principle lends
itself ideally to discretization by a combination of conforming interpolation of the
velocity field and pointwise sampling of the local material state. The Euler’s equa-
tion of motion for the solid flows may be verified as a gradient flow of a free energy
proposed in §3.2 with respect to the optimal transportation structure. Hence a time
discrete, iterative variational scheme whose solutions converge to the solution of the
Euler’s equation of motion can be constructed by following the strategy used by Jor-
dan et al. [24]. The spatial discretization of the semi-discrete action is carried over
by the insertion of material points into the semi-discrete Euler-Lagrange equation.
8Then a fully discrete action for computations can be obtained. The used of meshless
interpolation for the conforming interpolation of the velocity field is particularly at-
tractive. We specifically use the local max-ent approximation. These shape functions
reconstruct the velocity field from nodal values that are most local and least biased
in an informational-theoretical sense. The interpolation of the fields is then inserted
directly into the action, resulting in a discrete action in the sense of Rayleigh-Ritz.
This confers the discretization scheme robust convergence properties.
1.2 Thesis Outline
A brief outline of this dissertation is as follows. In chapter 2, some of the most
common approximations used for meshless methods are described and examined.
The essential elements of the shape functions and their drawbacks are investigated.
Particular emphasis is put on the construction of the local max-ent approximation
schemes. An efficient and robust solution procedure is presented and some of its
attractive advantages are outlined.
Chapter 3 briefly reviews the optimal transportation theory and the computa-
tional fluid mechanics solution to the Monge-Kantorovich mass transfer problem. A
free energy functional is proposed such that the Euler’s equation of motion of elas-
tic solid flows can be recast in the formalism of gradient flows with respect to the
optimal transportation differential structure. Further the Euler-Lagrange equations
associated with the action is verified to be identical to the Euler’s equations of motion
and continuity equations. The time discretization is conducted following the strategy
9in Optimal Transportation framework and the spatial discretization is carried over
by insertion of material points. For inelastic solid flows, the variational structure
introduced by Radovitzky and Ortiz [40] is adopted, and the total discrete action is
constructed by replacing the free energy density for elastic solid flows by the incre-
mental effective energy density. Algorithms for solving elastic and inelastic flows are
proposed.
In chapter 4, we study the rate of convergence of the Optimal transportation
method by a verification example with exact solution. An isothermal compressive
shock wave problem is simulated in one, two and three dimensions. We compared the
numerical results to the explicit solution obtained in [40]. By refinement of the nodal
space in one dimension, we can obtain the rate of convergence of the velocity field and
density field in the shock wave. In addition, stability is always an issue for meshless
methods. A brief description of the von Neumann stability analysis in meshless
method proposed by Betschko et al. [5] is given. Based on their statement, the
stability of the Optimal Transportation method can be analyzed and one-dimensional
elastic bar tension/compression test is employed to show the stability of our new
meshless method.
Chapter 5 focuses on the application of the Optimal Transportation method for
general solid flows with extremely large deformations. First the effectiveness and ac-
curacy of the Optimal Transportation method for highly nonlinear inelastic solid flows
is exhibited by investigating the standard Taylor anvil-impact benchmark example.
A fully three-dimensional simulation is carried up to 80µs and an excellent agree-
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ment between the numerical results from the method and Finite Element Method
is obtained. Finally the capability of the Optimal Transportation method for han-
dling problems involving fast, transient loading, hydrodynamic phenomena such as
high/hyper velocity impact is showed by a series of three-dimensional (3D) numerical
simulations. A novel meshless contact algorithm is proposed for the simulation of
high/hyper-velocity impacts. By using the Optimal Transportation method with our
new meshless contact algorithm, a test of an elastoplastic long-rod penetrator into
an elastic-plastic plate without any erosion of material is simulated in a totally 3D
meshless style, and the relationship between the Depth of Penetration and impact
velocity of a deformable high velocity steel sphere into an elastic-plastic aluminum
plate is studied by a series of totally 3D meshless simulations.
In chapter 6, a conclusion of some of the main results obtained in this work
and contributions is presented, with some concluding remarks on the potential and
promise of the Optimal Transportation method in Solid Mechanics.
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Chapter 2
Local Maximum-Entropy
Approximation
A multitude of different meshless methods has been published during the last three
decades. Despite the variety of names of individual methods, there are significant
similarities between many of these methods, and the major difference may be how to
construct the approximation of a single function u(x) in the domain based on a set of
scattered nodes. In this chapter, the most common approximations used for meshless
methods will be described and examined. Particular emphasis is put on the local
max-ent approximation scheme (LME), an efficient and robust solution procedure is
presented for the local max-ent shape funtions. Further the advantages of LME are
outlined.
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2.1 Meshless Approximations
2.1.1 Smooth Particle Hydrodynamics (SPH)
Smooth Particle hydrodynamics (SPH) introduced by Lucy [33] in 1977 and Gingold
and Monaghan [18] is one of the earliest particle methods. The basic idea is to
approximate a function u(x) on domain Ω by a convolution
uh(x) =
∫
Ω
Cρφ(
x− y
ρ
)u(y)dy , (2.1)
where uh is the approximation of u, φ is a compactly supported function, usually
called a window function or weight and kernel function and ρ is the so-called dilation
parameter. Cρ is a normalization constant such that
∫
Ω
Cρφ(
y
ρ
)dy = 1 , (2.2)
which is also called as the normality property of the window function. The discrete
SPH form may be obtained using numerical quadratures
uh(x) =
∑
a
Cρφ(
x− xa
ρ
)uaωa , (2.3)
where xa and ωa are the points or so-called particles in SPH and weights of the
numerical quadrature, ua ≡ u(xa) is the value of the original function at particle xa.
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We define the discrete window function as
w(x− xa, ρ) = Cρφ(x− xa
ρ
) . (2.4)
Therefore, the SPH meshless approximation can be defined as
uh(x) =
∑
a
Na(x)ua , (2.5)
with the approximation basis Na(x) = w(x− xa, ρ)ωa.
The window function plays an important role in such meshless methods. Ac-
cording to Monaghan [35] the window function is required to satisfy the following
conditions:
i) w(x− xa, ρ) > 0 on a subdomain of Ω,Ωa , (2.6a)
ii) w(x− xa, ρ) = 0 outside of the subdomain Ωa , (2.6b)
iii) w(x− xa, ρ)→ δ(x− xa) the Dirac delta function, as h→ 0 , (2.6c)
iv) w(x− xa, ρ) is a monotonically decreasing function w.r.t. ||x− xa|| . (2.6d)
Three commonly used window functions are the cubic spline, Gaussian and quartic
spline, for example, the window functions can be written as a function of the normal-
ized radius r, where let da = ||x− xa|| and r = da/dmaxa with dmaxa defined as the size
14
of the support of the ath particle,
cubic spline: w(r) =

2
3
− 4r2 + 4r3 for r ≤ 1
2
4
3
− 4r + 4r2 − 4
3
r3 for
1
2
< r ≤ 1
0 for r > 1
(2.7a)
Gaussian: w(r) =

exp(−(αr)2)− exp(−α2)
1− exp(−α2) for r ≤ 1
0 for r > 1
(2.7b)
quartic spline: w(r) =

1− 6r2 + 8r3 − 3r4 for r ≤ 1
0 for r > 1
(2.7c)
It is evidenced easily while the continuous form of SPH meshless approximation
is zeroth-order complete, and most kernel functions satisfy higher order consistency
condition, the discrete SPH form cannot even reproduce constant fields, and hence
is not a partition of unity. The following are the conditions for zeroth-order and
first-order completeness
∑
a
Na(x) = 1 , (2.8a)
∑
a
Na(x)xa = x . (2.8b)
Completeness or consistency is generally necessary for convergence, which directly
contributes to the interpolation error. The later usually dictates the error between
the exact solution and the numerical solution. Furthermore, the lack of consistency of
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the interpolant is also one of the sources of the tensile instability in SPH method. Thus
corrections must be made to the kernel functions for the convergence and accuracy of
SPH method. Various improvements of SPH have been developed through the years
to fulfill the completeness, which includes Monaghan’s symmetrization [36] on deriva-
tive approximation, Johnson-Beissel correction[22], Randles-Libersky correction [42],
and Krongauz-Belytschko correction [6]. However, so far most of the analysis related
to the convergence, stability and accuracy properties of SPH are based on uniformly
distributed particles, and sometimes only for one-dimensional cases, the results ob-
tained by such analysis are often limited to idealized circumstances. For more general
cases, especially those with large deformations and impulsive loadings where the par-
ticles are usually highly disordered, the obtained results may not always be reliable,
as it is not yet very clear how the particle irregularity affects the accuracy of the
solutions, especially in three dimension.
On the other hand, in general, the SPH approximation uh(xa) 6= ua,that means
the shape functions are not interpolants, and they do not verify the Kronecker delta
property
Na(xb) 6= δab . (2.9)
Thus special techniques are needed to impose essential boundary conditions and the
application of point loads,which is critical for the use of meshless method in Solid
Mechanics and the performance of computation.
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2.1.2 Moving Least Squares (MLS)
The objective of the Moving Least Squares (MLS) is to obtain an approximation based
on an array of nodes in the domain under consideration, but with high accuracy and
high order of completeness. The MLS method was first introduced and studied by
Lancaster and Salkauskas [27] in curve and surface fitting, and then in Solid Mechanics
employed by Nayroles et al. [37] in the diffuse element method. Further studies and
applications are made in the Element-Free Galerkin (EFG) methods by Belytschko
et al. [8]. The basic idea of the MLS approach is to approximate u(x) through a
polynomial of order m with nonconstant coefficients in the domain Ω,i.e.,
uh(x) =
m∑
i
pi(x)ai(x) = p
T (x)a(x) , (2.10)
where p0(x) = 1 and pi(x) are monomials in the space coordinates x = (x1, · · · , xd)T
in Rd so that the basis is complete. For instance, in one dimension, a complete
polynomial of order m
p(x) = (1, x, x2, · · · , xm)T , (2.11)
and a(x) is given by
a(x) =
(
a0(x), a1(x), a2(x), · · · , am(x)
)T
, (2.12)
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where the unknown parameters ai(x) at any given point are determined by minimizing
the difference or a weighted discrete L2 norm between the local approximation at that
point and the nodal parameters uI as follows
J =
n∑
I
w(x− xI)
(
uh(xI)− uI
)2
=
n∑
I
w(x− xI)
(
pT (xI)a(x)− uI
)2
,
(2.13)
where w(x− xI) is a weight or window function with compact support as mentioned
in SPH methods, n is the number of nodes in the neighborhood of x for which the
weight function w(x − xI) 6= 0, and uI it the nodal value of u at x = xI . The
stationarity of J in equation (2.13) with respect to a(x) leads to the following linear
relation between a(x) and uI
a(x) = A−1(x)B(x)u , (2.14)
where
A(x) =
n∑
I
wI(x)p(x)⊗ p(x) , (2.15a)
B(x) = [w1(x)p(x1), w2(x)p(x2), · · · , wn(x)p(xn)]T , (2.15b)
u = [u1, u2, · · · , un]T . (2.15c)
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Hence the approximation uh(x) can be expressed as
uh(x) =
n∑
I
NI(x)uI , (2.16)
where the shape function associated with node I at the point x is
NI(x) =
m∑
i
pi(x)(A
−1(x)B(x))iI . (2.17)
It has been shown that the MLS approximation exactly reproduces all the polynomials
in p(x),that means the consistency of order m is satisfied by the MLS approximation
if the basis is complete in the polynomials of order m. One of the major disadvantage
of EFG is the efficiency. In order to obtain an accurate shape function and compute
the inverse of matrix A,the number of nodes in the influence domain is usually much
greater than the number of monomials in the polynomial basis.Especially in two
and three dimensions, it becomes a bottleneck in performance. It should be noted
that MLS does not satisfy the Kronecker delta criterion neither,therefore they are
not interpolants. Consequently the nodal parameters uI are not the nodal values
of uh(xI), the approximation on the boundary of the domain may depend on the
nodal data of interior nodes. Again this property makes the imposition of essential
boundary conditions more complicated than with finite elements.
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2.1.3 Reproducing Kernel Particle Method (RKPM)
The Reproducing Kernel Particle Method (RKPM) by Liu et al. [32] is an improve-
ment of the continuous SPH approximation. In order to increase the order of com-
pleteness of the approximation, a correction function C(x,y) is introduced into the
approximation (2.1)
uh(x) =
∫
Ω
C(x,y)w(x− y, ρ)u(y)dy , (2.18)
where K(x,y) = C(x,y)w(x − y, ρ) is defined such that the approximation is mth
order consistent. Suppose p(x) is a complete array of monomials up to mth order,
any mth order polynomials can be written as
u(x) = pT (x)a , (2.19)
where a are unknown coefficients, then
∫
Ω
p(y)w(x− y, ρ)u(y)dy = ( ∫
Ω
p(y)pT (y)w(x− y, ρ)dy)a , (2.20)
which is a system of equations for a, can then be substituted back into the approxi-
mation uh(x) = p
T (x)a, which yields
uh(x) = p
T (x)
( ∫
Ω
p(y)pT (y)w(x− y, ρ)dy)−1 ∫
Ω
p(y)w(x− y, ρ)u(y)dy . (2.21)
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Thus the correction function can be obtained as
C(x,y) = pT (x)
( ∫
Ω
p(y)pT (y)w(x− y, ρ)dy)−1p(y) = pT (x)(M(x))−1p(y) .
(2.22)
The discrete version of the RKPM approximation is given by evaluating the contin-
uous expression at the numerical quadrature points,i.e.,
uh(x) =
N∑
I
C(x,xI)w(x− xI , ρ)uIωI
= pT (x)
(
M(x)
)−1∑
I
p(xI)w(x− xI , ρ)uIωI .
(2.23)
Numerical integration is also required to evaluate the moment matrix M(x)
M(x) =
∫
Ω
w(x− y, ρ)p(y)pT (y)dy
=
N∑
I
w(x− xI , ρ)p(xI)pT (xI)ωI .
(2.24)
Although the RKPM approximation can reproduce exactly mth order polynomials
with a complete basis, therefore it is mth order consistent, due to the discretization
procedure the so-called amplitude and phase error terms (APETs) [31] are intro-
duced. The reproducing conditions and the criterion to derive the correction function
are different from that of the continuous system, differing in the APETs. For the gen-
eral case, the APETs decrease as the dilatation parameter increases, but the APETs
cannot be eliminated from the reproducing precess. Another error term arises in the
higher-order polynomial reproduction. This error is introduced by the higher-order
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derivatives and is proportional to the dilatation. This means that a larger dilatation
parameter will cause higher reproduction errors, while the APETs decrease. Anal-
ogously to the MLS approximation, it does not verify the Kronecker delta property
either and thus special techniques are needed to impose essential boundary conditions.
2.2 Local Max-Ent Approximation Schemes (LME)
The Local Max-Ent approximation scheme (LME) has been developed by Arroyo and
Ortiz [2], which represents a compromise between unbiased statistical inference, in
the sense of information theory, and the desire to define shape functions of the least
width. The resulting shape functions are non-negative, possess a weak Kronecker-delta
property at the boundary, and reduce in the limit to piecewise affine interpolation
over a Delaunay triangulation, whereas away from this limit the shape functions are
smooth and analogous to those employed in MLS schemes.
2.2.1 Convex approximation
The approximation schemes are entirely defined by the node set and fall into the
general class of convex approximation schemes.Consider a set of distinct nodes X =
{xa, a = 1, · · · , N} ⊂ Rd,to be referred to as a node set, the convex hull of X is the
set
convX = {x ∈ Rd|x =
N∑
a=1
λaxa, λa ∈ R+,
N∑
a=1
λa = 1} , (2.25)
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where λa is the coefficients of convex combinations.For a real function u(x) : convX →
R, the numerical approximation for u(x) is written as
u(x) =
N∑
a=1
pa(x)ua , (2.26)
where ua is the known function values on the node set X,and pa : convX → R will
be the shape functions we are trying to construct. To guarantee the affine functions
are exactly reproduced, the zeroth- and first-order consistency conditions may be
enforced as constraints to the desired shape functions,i.e.,
N∑
a=1
pa(x) = 1 ∀x ∈ convX , (2.27a)
N∑
a=1
pa(x)xa = x ∀x ∈ convX . (2.27b)
Furthermore, if the shape functions are required to be non-negative,
pa(x) ≥ 0 ∀x ∈ convX . (2.28)
Then the shape functions may be interpreted as the coefficients of convex combina-
tions in (2.25).In view of these constrains or properties, u(x) =
∑N
a=1 pa(x)ua with
pa ∈ P(X) defined a general framework referred to as convex approximation scheme,
where the domain of pa,or feasible set,is
P(X) = {pa ∈ R+|
N∑
a=1
pa(x) = 1,
N∑
a=1
pa(x)xa = x} . (2.29)
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In [2],Arroyo and Ortiz have proved the feasible set P(X) is non-empty if and only
if x ∈ convX, and if F is a face of convX and xa ∈ F ,then pa = 0 on F . A
distinct advantage of this general convex approximation scheme over MLS and other
meshless approximation is remarked by Arroyo and Ortiz [2] as the weak Kronecker-
delta property, that is
pa(xb) = δab xa ∈ vertex set of convX , (2.30)
which greatly facilitates the imposition of essential boundary conditions, i.e., the
boundary conditions can be simply applied to the boundary nodes like the way in
Finite Element Method.
2.2.2 Maximum-Entropy approximation
In information theory, Shannon [45] introduced the notion of entropy as a measure of
uncertainty,the Shannon entropy of a discrete probability distribution is
H(A) = H(p1, · · · , pn) = −
N∑
a=1
pa log pa, (2.31)
with the extension by continuity:0 log 0 = 0, where A is the set of events and the
associated probabilities
A =
 A1 A2 · · · An
p1 p2 · · · pn
 . (2.32)
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The function H(A) is non-negative,symmetric,continuous,and strictly concave and
possesses a number of properties that are expected of a measure of uncertainty. In
particular, H(A) = 0 if and only if one of the probabilities is one and all the oth-
ers are zero,and attains its maximum for the probabilities p1 = p2 = · · · = pn =
1/n,which may be regarded as the most uncertain or random distribution.Furthermore
H(p1, p2, · · · , pn, 0) = H(p1, p2, · · · , pn), that means adding an impossible event does
not change the level of uncertainty.
According to Jaynes’ principle of maximum entropy [21], the least-biased proba-
bility distribution is that which maximizes entropy subject to all known constraints.
Thus, from a purely information-theoretical viewpoint, the optimal, or least biased,
convex approximation schemes are solutions of the program:
(MaxEnt) maximize: H(p1, · · · , pN) = −
N∑
a=1
pa log pa ,
subject to pa ≥ 0, a = 1, · · · , N ,
N∑
a=1
pa = 1 ,
N∑
a=1
paxa = x .
(2.33)
In one-dimensional case this problem gives the max-ent solution of the classical prob-
lem of moments. Examples of max-ent schemes in the plane are shown in Figure 2.1.
Figure 2.1(a) shows a max-ent shape function for a point set consisting of the vertices
of a convex pentagon, which illustrates the Kronecker delta property of the max-ent
shape functions, and the property that the restriction of the max-ent shape functions
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to the edges of the pentagon is linear. Thus, max-ent approximation schemes provide
a basis for construction conforming elements in the shape of arbitrary convex polyhe-
dra. Figure 2.1(b) shows the max-ent shape function of an interior node for a larger
node set. As expected, the shape function vanishes at the boundary.
(a) shape function for the vertex of a
pentagon
(b) shape function for an interior node
Figure 2.1: Examples of Max-Ent approximation schemes in the plane.
2.2.3 Local Max-Ent approximation as a Pareto set
However, the support of the max-ent shape function introduced in preceding section
is highly non-local and extends to the entire convex hull of the nodes set.In addition
the value of the shape function at its corresponding node differs greatly from unity.
Consequently the max-ent approximation is far from interpolating in the interior
and results in a very poor fit to the data as illustrated in Figure 2.2. Thus control
over the degree of locality of max-ent approximation schemes is required, that is the
degree to which the value of a function at x is correlated to nearby nodal values.
Correspondingly, the control of the width of the shape functions and their decay with
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Figure 2.2: Max-Ent approximation from scattered data.
distance away from their corresponding nodes is desired. In [2], Arroyo and Ortiz
defined the width of a shape function pa as
w(pa) =
∫
Ω
pa(x)|x− xa|2dx , (2.34)
where Ω is the convX. Thus the most local approximation scheme is now that which
minimizes the total width of the shape functions
W (p1, · · · , pN) =
N∑
a=1
w(pa) =
∫
Ω
N∑
a=1
pa(x)|x− xa|2dx , (2.35)
subject to the constrains in (2.33). Since functional (2.35) does not involve shape
function derivatives, its minimization can be performed point wise, this results in the
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Rajan’s optimization problem for the Delaunay triangulation [41].
(RAJ) For fixed x minimize U(x, p1, · · · , pN) =
N∑
a=1
pa|x− xa|2 ,
subject to pa ≥ 0, a = 1, · · · , N ,
N∑
a=1
pa = 1 ,
N∑
a=1
paxa = x .
(2.36)
Rajan showed that if the nodes are in general positions, then (RAJ) has a unique
solution corresponding to the piecewise affine shape functions supported by the unique
Delaunay triangulation associated with the node set X. (RAJ) may be referred to
the convex approximation scheme as Rajan convex approximation schemes, and the
approximants corresponding to the piecewise affine shape functions supported by a
Delaunay triangulation as Delaunay convex approximants. Therefore, Rajan’s result
states that for nodes in general positions, the Delaunay convex approximation scheme
coincides with the unique Rajan convex approximation scheme, that is optimal in the
sense of the width (2.34).
Thus far there are criteria for selecting convex approximation schemes:maximum
entropy and maximum locality. But in general the entropy maximization and total
width minimization are competing objective functions. A standard device for har-
monizing such competing objectives is to seek a Pareto optima, which results in the
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definition of the Local max-ent approximation scheme,
(LME) For fixed x minimize : fβ(x,p) ≡ β
N∑
a=1
pa|x− xa|2 +
N∑
a=1
pa log pa ,
(2.37a)
subject to : pa ≥ 0, a = 1, . . . , N , (2.37b)
N∑
a=1
pa = 1 , (2.37c)
N∑
a=1
paxa = x . (2.37d)
where p = (p1, . . . , pN)
T is the vector of shape functions, and β ∈ (0,+∞) is
Pareto optimal. (LME) can be viewed as optimal trade-offs or compromises between
information-theoretical optimality and locality. When β → +∞, Rajan’s problem is
obtained, and β = 0 recovers the max-ent approximation.Since for β ∈ [0,+∞) the
function fβ(x,p) is continuous and strictly convex in P(X), an argument identical to
that in the general convex optimization class shows that (LME) has a unique solution
p(x) if and only if x ∈ convX.
The local max-ent approximation scheme possesses most of the desirable proper-
ties for convex approximation scheme, and exhibits some attractive advantages:
i) LME verifies the weak Kronecker delta property and zeroth- and first-order
consistency. Figure 2.3(a) shows the behavior of the Local Max-Ent shape
functions at the boundary of the domain. At the vertex, the shape functions
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(a) Behavior of the Local Max-Ent shape
functions at the boundary
(b) Example of anisotropic Local Max-Ent
shape functions
Figure 2.3: Examples of the Local Max-Ent shape functions at the boundary of the
domain.
satisfy the Kronecker delta property, and the interior shape functions have zero
contribution on the boundary unlike the MLS approximation scheme.
ii) Locality of the shape functions introduces a seamless bridge between Finite
Element shape functions and meshless approximations. The parameter β deter-
mines the support-width of the shape functions. In addition, it can be allowed to
depend on position and adjusted adaptively in order to achieve varying degrees
of locality, which gives great advantage for its use in solid and fluid interac-
tion problems and extremely large deformation problems. Figure 2.4 shows the
Local Max-Ent shape function and its partial derivatives for a node in a two-
dimensional node set as a function of the dimensionless parameter γ = βh2,
where h is a measure of the nodal spacing and β is constant over the domain.
It can be seen from this figure that the shape functions are smooth and their
degree of locality is controlled by the parameter γ. For the maximum value of
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Figure 2.4: Example of the Local Max-Ent shape functions for a two-dimensional
arrangement of nodes, and spacial derivatives (arbitrary scale) for several values of
γ = βh2.
γ = 6.8 shown in the figure the shape function ostensibly coincides with the
Delaunay shape function.
iii) It is simple for the construction of anisotropic shape functions and high-order
approximations.Different choice of measure of locality gives greater flexibility
in the construction of new approximants. For example in figure 2.3(b), an
anisotropic shape function is defined using an Euclidian distance of the form
d(x,y) =
√
(x− y) ·G(x− y) for a constant metric tensor G. It is noted
by Sukumar and Wright [48] that fβ(p,x) is identical to the relative entropy
functional proposed in [26, 46], if a Gaussian (RBF) prior distribution, ma(x) =
exp(−β|x− xa|2) is used. The authors also introduced a general way to extend
the max-ent approximation scheme to high order by employing a generalization
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of the Shannon-Jaynes entropy [47].
iv) Efficient procedure for calculating the shape functions is proposed. In practice,
the evaluation of the local max-ent approximants at a given point x ∈ convX
does not require the solution of the (LME) as a constrained convex program
involving N unknowns. In next section, we will show it is sufficient to solve an
unconstrained minimization problem effectively, and the shape functions and
derivatives will be the auxiliary outputs of the computation. On the other
hand, the shape function will decay as exp(−β|x − xa|2), consequently only
a small number of nodes contribute to the partition function, which greatly
reduces the cost of the solution procedure.
2.2.4 Dual problem and computation of the shape functions
In principle, the problem (LME) is solved by the conventional Lagrange multipliers
method. In this section, we will introduce a very effective approach for computing
the shape functions and their spatial derivatives. On using shifted nodal coordinates
ya = xa − x and using the zeroth-order consistency constrain (2.37c), it is possible
to rewrite the first-order consistency condition (2.37d) as
N∑
a=1
pa(xa − x) ≡
N∑
a=1
paya = 0 . (2.38)
This choice is more efficient and stable in numerical computations than the conditions
appear in (LME). By introducing the Lagrange multipliers λ ∈ <d and µ ∈ <, the
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Lagrangian L : <N ×<×<d 7→ < associated with the (LME) takes the form
L(p, µ,λ) = fβ(p) + µ(
N∑
a=1
pa − 1) + λ ·
N∑
a=1
paya . (2.39)
Now the Lagrange multipliers are ready to be determined by standard duality analysis,
which also provide a practical way for calculating the shape functions. The first-order
necessary conditions for the existence of Lagrange multipliers λ and µ, or the KKT
conditions are
∂L
∂pa
(p∗a,λ
∗, µ∗) = 0 , (2.40a)
N∑
a=1
p∗a = 1 , (2.40b)
N∑
a=1
p∗axa = x , (2.40c)
for x ∈ int(convX), where p∗a is the solution for (LME), λ∗ and µ∗ are the optimal
Lagrange parameters. From equation (2.39), by using conditions (2.40b) and (2.40c),
the explicit expression for equation (2.40a) can be written as
0 = β|x− xa|2 + log(p∗a) + 1 + µ∗ + λ∗ · (xa − x) a = 1, . . . , N , (2.41)
from which we obtain the solution of (LME) as
p∗a(x) =
Za(x,λ
∗)
exp(µ∗ + 1)
, (2.42)
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where
Za(x,λ) = exp[−β|x− xa|2 + λ · (x− xa)] , (2.43)
and Z(x,λ) =
∑N
a=1 Za(x,λ) is known as the partition function in statistical me-
chanics. The Lagrange dual function of the primal problem (2.37) is given by
g(µ,λ) = inf
pa∈<+
L(p, µ,λ) = −µ− exp(−µ− 1)
N∑
a=1
exp[−β|x− xa|2 + λ · (x− xa)] ,
(2.44)
and the dual problem is
max
{λ∈<d,µ∈<}
g(µ,λ) . (2.45)
The optimal Lagrange parameters λ∗ and µ∗ can be obtained as the solution of
(2.45), and the Slater condition tells us the dual gap is zero. We can simplify the
dual function by maximizing over the dual variable µ analytically. For fixed λ, the
objective function is maximized when the derivative with respect to µ equals zero,
which gives
µ∗ = log
N∑
a=1
exp[−β|x− xa|2 + λ · (x− xa)]− 1 or logZ(x,λ) = µ∗ + 1 . (2.46)
Substituting this optimal value of µ back into the dual problem gives the reduced
Lagrange dual problem,
min
λ∈<d
logZ(x,λ) , (2.47)
which is an unconstrained geometric program (in a convex form), the function F (λ) ≡
logZ(x,λ) for fixed x is also introduced as a “potential” function for determining
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the Lagrange parameters λ. Convex optimization algorithms are suitable for com-
puting these basis functions. Here we use a modified Newton-Raphson method. The
stationary of the potential F requires its derivative equals zero,i.e.,for fixed x
r(x,λ) = ∇λF (λ) =
N∑
a=1
1
Z
∂Za
∂λ
=
N∑
a=1
pa(x− xa) = 0 , (2.48)
where we have used the equation (2.42) and the identity (2.46).
Suppose λk is the solution for equation (2.48) at the kth iteration, the update for
the Lagrange multipliers is
λk+1 = λk + αk∆λk , (2.49)
where αk and ∆λk are the step length and the descent direction at step k respectively.
For the Newton-Raphson method usually the direction is chosen as
∆λk = −(J−1)krk , (2.50)
where J is the Hessian matrix of F ,for fixed x,
J(x,λ) = ∇2λF (λ) =
N∑
a=1
∂pa
∂λ
∣∣∣
x
⊗(x−xa) =
N∑
a=1
pa(x−xa)⊗(x−xa)−r⊗r . (2.51)
Furthermore, the exact line search is used, in which α is chosen to minimize F along
the ray {λ+ α∆λ|α ≥ 0} or the exact step length is
αˆ = arg min
α∈<+
F (λ+ α∆λ) . (2.52)
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The necessary condition for the minimization problem (2.52) takes the form
N∑
a=1
capˆa = 0 , (2.53)
where
ca = ∆λ · (x− xa) , (2.54a)
pˆa =
Zˆa
Zˆ
, where Zˆa = exp[−β|x− xa|2 + (λ+ αˆ∆λ) · (x− xa)] , (2.54b)
Zˆ =
N∑
a=1
Zˆa . (2.54c)
A line search (bisection or golden section search) is suitable to find the solution of
equation (2.53). Since the step length is non-negative, the initial guess of the left end
for bisection algorithm should be chosen as α = 0. To illustrate the effectiveness of
the modified Newton-Raphson method to solve equation (2.48) , the average number
of iterations required for convergence with the criterion ||r(x, λk)|| < TolNR is pre-
sented in table 2.1 for different values of γ and different tolerances. The node set of
figure 2.4 is used in this example, and the fine grid of sample points used to generate
these plots is used to compute the average. It is observed that, for a tolerance of
10−5, between 2 and 3 iterations are sufficient over a broad range of values of the
thermalization parameter β.As the athermal limit is reached (for large values of γ),
the Newton-Raphson method needs more iterations for convergence. Nevertheless, F
is asymptotically linear as ||λ|| → ∞, and therefore the Hessian matrix becomes sin-
gular. In practice, at such situation a steepest descent method is convenient to lead
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Table 2.1: Average number of Newton-Raphson iterations per sample point
γ 10−5 10−10 Machine precision
0.8 2.7 3.6 4.2
1.8 2.4 3.5 4.3
2.8 3.0 4.0 5.0
6.8 4.0 5.0 6.0
the solution out of the asymptotic region. That means we need to choose the search
direction ∆λ = −r. Again the exact line search is involved, but with the direction of
the gradient of the potential F . Note that in the course of computing the Lagrange
parameters, the shape functions are the auxiliary outputs. The explicit form of the
derivatives of the shape functions with respect to the spatial coordinates x is given
in reference [2] for a general β(x). If β is constant, the remarkably simple expression,
∇pa(x) = −paJ−1(x− xa) , (2.55)
is obtained as a special case,where no summation on a. By the principle for high-
performance numerical computations, using what you have, we note that the deriva-
tive for a constant β can be simply calculated with the information output from the
computation of the Lagrange multipliers.
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Chapter 3
The Optimal Transportation
Method (OTM)
In this chapter, the theoretical framework for the Optimal Transportation Method is
developed by generalizing the Benamou-Brenier differential formulation of optimal
transportation problems and leads to a multifield variational characterization of solid
flows, including elasticity and inelasticity, equation of state, and general geometries in
Rd and boundary conditions. We review the computational fluid mechanics solution
to the optimal mass transfer problem and extend the structure to general solid flows.
3.1 The Mass Transportation Problem
The Monge-Kantorovich optimal transportation problem originally can be stated as
follows: given two distributions with equal masses of a given material g0(x), g1(x),find
a transport map ψ which carries the first distribution into the second and minimizes
the transport cost
C(ψ) :=
∫
X
|x− ψ(x)|g0(x)dx . (3.1)
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The condition that the first distribution of mass is carried into the second can be
written as ∫
ψ−1(b)
g0(x)dx =
∫
B
g1(y)dy ∀B ⊂ X Borel , (3.2)
or,by the change of variables formula, as
g1(ψ(x))|det∇ψ(x)| = g0(x) . (3.3)
More generally one can replace the functions g0, g1 by positive measures ρ0, ρ1 with
equal mass, so that (3.2) reads ρ1 = ψ]ρ0, and replace the euclidean distance by a
generic cost function c(x, y), studying the problem
min
ψ]ρ0=ρ1
∫
X
c(x, ψ(x))dρ0(x) , (3.4)
where the infimum of the transport problem leads also to a c-dependent distance
between measures with equal mass, known as Kantorovich-Wasserstein distance.
The optimal transport problem and the Kantorovich-Wasserstein distance have
a very broad range of applications, for instance, Fluid Mechanics,Partial Differential
Equations and Optimization. We begin by introducing a “Computational Fluid Me-
chanics”(CFM) type formulation for the MKP, considering the case of the motion of
a fluid of non-interacting particles, which provides the simplest framework for dis-
cussing the connection between optimal transportation and the Lagrangian dynamics
of a continuous distribution of mass. In particular, we draw on the theory of optimal
transportation, specific aspects of which are summarized in §3.1.1, to formulate the
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kinetic energy of the system and, by extension, its action directly in terms of its mass
density. This defines a minimum principle whose minimizers are the time histories
of the mass density. In §3.1.3 and §3.1.4, we also address matters of temporal and
spatial discretization for the simple case of flows of non-interacting particles. These
discretization schemes are extended to general solid flows in subsequent sections.
3.1.1 Computational fluid mechanics solution to the Monge-
Kantorovich mass transfer
In this section we summarize the relevant aspects of the theory of optimal transporta-
tion that are required for subsequent developments. Optimal transportation theory
derives its importance from the fact that it supplies a powerful and useful mathe-
matical foundation for a number of areas of mechanics and physics. A thorough and
rigorous account of the theory may be found, e.g., in the monographs of Evans [17]
and Villani [53]. For simplicity, here and subsequently we formally use mass densities
in lieu of more rigorous measure-theoretical notation, which is nevertheless evident
from the expressions and can be found in the above-referenced monographs.
We begin by considering the flow of an inviscid fluid of non-interacting particles in
Rn at zero temperature. The motion of the fluid over a time interval [a, b] is governed
by the coupled equations
∂ρ
∂t
+∇ · (ρv) = 0 , (3.5a)
∂(ρv)
∂t
+∇ · (ρv⊗ v) = 0 , (3.5b)
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where ρ is the mass density of the fluid and v is the velocity field. Equation (3.5a) is
the equation of conservation of mass and equation (3.5b) is the equation of conserva-
tion of linear momentum. We assume that the fluid has finite total mass
M =
∫
ρdx, (3.6)
and that mass does not “leak to infinity”, i.e.,
lim
R→∞
∫
∂BR
ρv · ndx = 0 , (3.7)
where BR is the ball of radius R. It then follows the total mass M the fluid remains
unchanged through the flow. Indeed,
M˙ = lim
R→∞
∫
BR
∂ρ
∂t
dx = − lim
R→∞
∫
BR
∇ · (ρv)dx = − lim
R→∞
∫
∂BR
ρv · ndx = 0 . (3.8)
Suppose that, in addition, we specify the initial and final mass densities, namely,
ρ(x, a) = ρa(x) , (3.9a)
ρ(x, b) = ρb(x) . (3.9b)
The problem thus becomes a transportation problem of finding the flow that transports
the initial mass density ρa to the final one ρb.
The transportation problem just enunciated can be recast as an optimal trans-
portation problem. Thus, Benamou and Brenier [9] noted that problem (3.5, 3.9)
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admits the variational characterization:
inf
(ρ,v)∈X
A(ρ,v) , (3.10a)
subject to:
∂ρ
∂t
+∇ · (ρv) = 0 , (3.10b)
where
A(ρ,v) =
∫ b
a
K(ρ,v) dt (3.11)
is the action over the time interval (a, b),
K(ρ,v) =
∫
ρ
2
|v|2 dx (3.12)
is the kinetic energy and the natural space of solutions isX = {(ρ,v) ∈ C([a, b];L1(Rn; [0,∞)))
× C([a, b];L2(Rn;Rn))}. We recall that L1(Rn) Lebesgue space of integrable func-
tions over Rn. Thus {dµ = ρ dx, ρ ∈ L1(Rn; [0,∞))} is the set of measures that
are absolutely continuous with respect to the Lebesgue measure. Physically, the re-
striction of ρ to L1(Rn; [0,∞))) ensures that every subset of Rn with a well-defined
volume can be assigned a well-defined non-negative mass. In addition, L2(Rn;Rn)
is the Lebesgue space of square-integrable vector-valued functions over Rn. Phys-
ically, restriction of v to L2(Rn;Rn), in conjunction with the restriction of ρ to
L1(Rn; [0,∞)), ensures that the velocity fields have finite kinetic energy. Finally,
C
(
[a, b];L1(Rn; [0,∞))) and C([a, b];L2(Rn;Rn)) are the space of time-continuous
functions taking values in L1(Rn; [0,∞)) and L2(Rn;Rn), respectively.
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We may formally verify that the minimization problem (3.10) is indeed equivalent
to (3.5), (3.9). To this end, we enforce the constraint (3.5b) by means of a Lagrange
multiplier, which leads to the extended action
A(ρ,v, φ) =
∫ b
a
{∫ [ρ
2
|v|2 + (ρ,t+∇ · (ρv))φ] dx} dt , (3.13)
where φ is the Lagrange multiplier. Stationary of A demands that
0 = δA(ρ,v, φ) =
∫ b
a
{∫ [
δρ
2
|v|2 + (δρ,t+∇ · (δρv))φ] dx} dt+∫ b
a
{∫ [(
ρv · δv+∇ · (ρδv)φ)]dx} dt+ ∫ b
a
{∫ [(
ρ,t+∇ · (ρv)
)
δφ
]
dx
}
dt .
(3.14)
Integrating by parts with the aid of (3.7) and requiring stationarity with respect to
all admissible variations we obtain
1
2
|v|2 − φ,t−∇φ · v = 0 , (3.15a)
ρv− ρ∇φ = 0 , (3.15b)
∂ρ
∂t
+∇ · (ρv) = 0 . (3.15c)
The third of these equations is the continuity equation (3.5b). In addition, from
(3.15b) it follows that
v = ∇φ in supp ρ . (3.16)
Thus, the stationary points of the action (3.13) correspond to potential flow. Using
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(3.16), (3.15a) simplifies to
∂φ
∂t
+
1
2
|v|2 = 0 . (3.17)
Taking gradients, multiplying by ρ and using (3.15c) and (3.16) we obtain (3.5b), as
required.
The Benamou and Brenier [9] variational characterization (3.10) of the transport
problem (3.5), (3.9) admits a compelling reformulation within the context of the
Monge-Kantorovich optimal transportation framework. Specifically Benamou and
Brenier ([9], cf. also [53]) showed that the minimizers of the action (3.11) are given
in terms of McCann’s displacement interpolation [53]
ϕ(x, t) =
b− t
b− a x+
t− a
b− a T (x) , (3.18)
through the relations
v(x, t) =
∂ϕ
∂t
(ϕ−1(x, t), t) , (3.19a)
ρ(x, t) = ρa
(
ϕ−1(x, t)
)
/ det
(∇ϕ(ϕ−1(x, t), t)) , (3.19b)
where T = ϕ(·, b) is the optimal transference mass of ρa into ρb in the sense of the
cost function
I(T ) =
∫
|T (x)− x|2ρa(x) dx , (3.20)
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i.e.,
T2(ρa, ρb) ≡ inf {I(T ) : T measurable, ρa(x) = ρb(T (x)) det(∇T (x))}
= inf {(b− a)A(ρ,v) : (ρ,v) ∈ V (ρa, ρb)} ,
(3.21)
where V (ρa, ρb) is the set of pairs (ρ,v) ∈ X such that ∪t∈[a,b]suppρ(·, t) is bounded,
(3.5a) is satisfied weakly in a distributional sense, ρ(·, a) = ρa and ρ(·, b) = ρb. Here
and subsequently, suppf denotes the support of a measurable function f .
The minimum cost of transportation (3.21) can be related to the Wasserstein
distance,
dW (ρa, ρb) =
{
inf
σ∈Γ(ρa,ρb)
∫ ∫
|x− y|2σ(x,y)dxdy
}1/2
, (3.22)
where the infimum is taken over the space of Radon measures of mass M with finite
second moments and marginals
∫
σ(x,y)dy = ρa(x) , (3.23a)∫
σ(x,y)dx = ρb(y) . (3.23b)
Then we have
T2(ρa, ρb) = d2W (ρa, ρb) , (3.24)
i.e., the cost of transportation is given by the Wasserstein distance between the initial
and final mass densities.
Recall that the manifold of probability densities on the Euclidean space Rn is
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defined as
M =
{
ρ : Rn → [0,∞) measurable |
∫
Rn
ρ(x)dx = 1 and
∫
Rn
|x|2ρ(x)dx <∞
}
.
(3.25)
This set is not a vector space and consequently the straightforward distances between
two probability distributions are not a natural choice, which gives difficulty to take
variations of the minimum cost of transportation T2(ρa, ρb) with respect to ρ. A
theorem of Ambrosio et al. [1] (see also Villani, Thm. 8.13) shows how to define the
tangent space of the manifold M. Thus, suppose that ρa, ρb ∈ L1(Rn; [0,∞)) and
have finite second moments. Let ρ(x, t), t ∈ (b− ², b+ ²) be a path in L1(Rn; [0,∞))
of mass densities with finite second moments such that ρ(·, 0) = ρb and
∂ρ
∂t
+∇ · (ρξ) = 0 , (3.26)
for some C1, globally bounded, velocity field ξ. Then,
dρt
dt
|t=0 = −(ρ∇ · ξ +∇ρ · ξ) = −∇ · (ρξ) . (3.27)
This suggests the following characterization of the tangent space of M at ρ,
TρM = {s|s = −∇ · (ρξ) for some ξ ∈ C∞0 (Rn,Rn)} . (3.28)
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Consequently,
d
dt
T2(ρa, ρ)|t=0 = 2
∫
〈T (x)− x, ξ(T (x))〉dρa(x) , (3.29)
where T is the optimal transference mapping from ρa to ρb. Further, for some real
functions on M, for instance consider an energy functional of the type
F (ρ) =
∫
Rn
ρψdx , (3.30)
where ψ is a potential defined in Rn, the variation of the functional with respect to
ρ can be obtained as
δF =
dF (ρt)
dt
|t=0 =
∫
Rn
ψsdx = −
∫
Rn
ψ∇ · (ρξ)dx =
∫
Rn
ρ∇ψ · ξdx =
∫
Rn
ρδψ(ξ)dx .
(3.31)
3.1.2 Discrete time Lagrangian dynamics
Before conducting the time discretization, it is necessary to give a brief introduction
of the basic ideas in discrete time Lagrangian dynamics, which will be used all the
way to give the semi-discretization of the action (3.11) [28, 34].
For conservative systems, one typically begins with a Lagrangian L(q, q˙) with
q = (q1, q2, ..., qn)
T as configuration space variables, and the Hamilton’s principle
requires the action stationary. We form the action functional by integrating the
Lagrangian L along a curve q(t) and then compute variations of the action while
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holding the endpoints of the curve q(t) fixed,
δS(q) = δ
∫ b
a
L(q, q˙)dt =
∫ b
a
[∂L
∂q
δq+
∂L
∂q˙
δq˙
]
dt
=
∫ b
a
[∂L
∂q
− ∂
∂t
(∂L
∂q˙
)]
δqdt+
[∂L
∂q˙
δq
]b
a
,
(3.32)
where we have used integration by parts. The boundary term is vanished because we
assume that boundary is fixed, i.e., δq(0) = δq(T ) = 0. Thus the stationary point
of the action gives the well-known Euler-Lagrange equations associated to the action
S(q).
∂L
∂q
(q, q˙)− ∂
∂t
(∂L
∂q˙
(q, q˙)
)
= 0 (3.33)
For forced or dissipative systems, one can apply the integral Lagrange-d’Alembert
principle.
δA(q) = δ
∫ b
a
L(q, q˙)dt+
∫ b
a
F (q, q˙)δqdt = 0 (3.34)
Next we will show how discrete vatiational mechanics performs an analogue of the
above derivation for the continuous Euler-Lagrange equations. Suppose rather than
taking a continuous curve q(t) on the Riemannian manifold, consider a discrete curve
of points {qk}Nk=0 where q0 = q(0), qN = q(T ), and a uniform time step ∆t = tk+1−tk
(or variant time steps ∆tk), Fig 3.1.
We denote a discrete Lagrangian Ld(qk,qk+1,∆t) as
Ld(qk,qk+1,∆t) =
∫ tk+1
tk
L(q(t), q˙(t))dt . (3.35)
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configuration space
(q,0)
(q,T)
continuous curve q(t)
varied discrete curves {qk}
qk
Figure 3.1: Time discrete Lagrangian dynamics.
Thus we can calculate the discrete action along this sequence by summing the discrete
Lagrangian on each adjacent pair. Following the continuous derivation above, we
compute variations of this action sum with the boundary points fixed,i.e., δq0 =
δqN = 0. This gives
δSd(q1, · · · ,qN−1) = δ
N−1∑
k=0
Ld(qk,qk+1,∆t)
=
N−1∑
k=0
[∂Ld
∂qk
(qk,qk+1,∆t)δqk +
∂Ld
∂qk+1
(qk,qk+1,∆t)δqk+1
]
=
N−1∑
k=1
[∂Ld
∂qk
(qk−1,qk,∆t) +
∂Ld
∂qk
(qk,qk+1,∆t)
]
δqk ,
(3.36)
where we have used the point position (qk,qk+1) in the configuration space to ap-
proximate the velocity, for instance a simple finite difference rule for the derivative
(the velocity vector replaced by (qk+1 − qk)/∆t). If we now require the variations of
the action be zero for any choice of δqk, then we obtain the discrete Euler-Lagrange
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equations for each k
∂Ld
∂qk
(qk−1,qk,∆t) +
∂Ld
∂qk
(qk,qk+1,∆t) = 0 . (3.37)
Henceforth if we take initial conditions (q0,q1) then the discrete Euler-Lagrange equa-
tions define a recursive rule for calculating the sequence of {qk}N−1k=1 , the map(qk−1,qk) 7→
(qk,qk+1) is known as the discrete evolution map.
3.1.3 Time discretization
Next, we turn to the question of time discretization of the action (3.11). To this end,
let t0 = a < t1 < · · · < tN = b be a discretization of the time interval [a, b]. Recall
that (1/2)d2W (ρa, ρb)/(b− a) gives the exact minimum of the action A(ρ,v) over the
entire time interval [a, b]. Building on this identity we can define the semi-discrete
action
Ad(ρ1, . . . , ρN−1) =
N−1∑
k=0
1
2
T2(ρk, ρk+1)
tk+1 − tk , (3.38)
which is expressed directly in terms of densities. If no further approximation is in-
troduced we may expect the infimum of Ad over {ρ1, . . . , ρN−1} ∈ [L1(Rn; [0,∞))]N−1
to be again (1/2)T2(ρa, ρb)/(b− a) and the scheme to be exact. The discrete motion
consists of incremental transference maps ϕk→k+1 transporting ρk into ρk+1 over the
time internal [tk, tk+1] optimally with respect to the cost function (3.20).
The discrete equations of motion now follow by rendering the discrete action
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stationary. Taking variations of (3.38) with respect to ρk with the aid of (3.29) gives
〈δAd, ξk〉 =
∫ {
ρk
(
ϕk→k+1(x)− x
tk+1 − tk +
ϕk→k−1(x)− x
tk − tk−1
)
· ξk
}
dx , (3.39)
where we write
ϕk→k−1 = ϕ−1k−1→k . (3.40)
In (3.39) ϕk→k+1 denotes the optimal transference mapping from ρk to ρk+1 and, in
particular, we have
ρk+1 ◦ ϕk→k+1 = ρk/ det
(∇ϕk→k+1) . (3.41)
We note that these mass-density updates differ sharply from conventional Eulerian
algorithms, which rely on some direct time discretization of the continuity equation.
In particular, the mass-density updates (3.41) are geometrically exact. Integrating
by parts (3.39) using (3.7) and enforcing stationarity with respect to to all variations
ξk we obtain
ρk
(
ϕk→k+1 − id
tk+1 − tk +
ϕk→k−1 − id
tk − tk−1
)
= 0 . (3.42)
Evidently, these equations are jointly satisfied by setting
ϕk→k+1(x) = ϕ(ϕ−1(x, tk), tk+1) , (3.43)
where ϕ is given McCann’s displacement interpolation (3.18), which shows that the
discretization (3.39) is indeed exact, as expected.
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3.1.4 Spatial discretization
Finally, we turn to the question of spatial discretization of the semi-discrete action
(3.38). A natural and computationally convenient spatial discretization may be ef-
fected by considering mass densities of the type
ρh,k(x) =
M∑
p=1
mp,kδ
(
x− xp,k
)
, (3.44)
where xp,k represents the position at time tk of a material point of mass mp and
δ
(
x − xp,k
)
is the Dirac-delta distribution centered at xp,k. A fully discrete action
may then be obtained by inserting representation (3.44) into (3.38), which defines a
discrete transportation problem (cf., e.g., [17]).
We note that, by considering mass distributions of the form (3.44) we have ex-
panded the original space of solutions L1(Rn; [0,∞)) to a larger space of M(Rn) of
Radon measures. In computing the minimum cost of transportation T2(ρh,k, ρh,k+1)
between two consecutive discrete mass densities, the incremental optimal transfer-
ence mappings ϕh,k→k+1 transporting ρh,k into ρh,k+1 are simply rearrangements of
the point set {x1,k, . . . ,xM,k} into the point set {x1,k+1, . . . ,xM,k+1}. In addition,
the incremental mass conservation relation (3.41) must be understood in a weak or
distributional sense, i.e., as the requirement that
∫
ρk(x)η(x) dx =
∫
ρk+1(y)η
(
ϕ−1k→k+1(y)
)
dy , (3.45)
for all test functions η. For discrete mass distributions of the form (3.44), (3.45)
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reduces to
M∑
p=1
mp,kη(xp,k) =
M∑
p=1
mp,k+1η(xp,k) , (3.46)
which must be satisfied for all test functions η and, hence,
mp,k = mp,k+1 = mp , (3.47)
i.e., the material points must have constant mass.
The fully discrete action now takes the form
Ah(ρh,1, . . . , ρh,N−1) =
N−1∑
k=0
M∑
p=1
mp
2
|xp,k+1 − xp,k|2
tk+1 − tk , (3.48)
which is the semi-discrete action of a system of non-interacting mass particles. The
corresponding discrete Euler-Lagrange equations are
xp,k+1 − xp,k
tk+1 − tk −
xp,k − xp,k−1
tk − tk−1 = 0 , (3.49)
or, equivalently,
xp,k+1 = xp,k + (tk+1 − tk)xp,k − xp,k−1
tk − tk−1 , (3.50)
which provides an update for the positions of the material points. In this update
vp,k ≡ xp,k − xp,k−1
tk − tk−1 (3.51)
may be regarded as the velocity of material point p at time tk, whereupon the update
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(3.50) takes the particularly simple form
xp,k+1 = xp,k + (tk+1 − tk)vp,k . (3.52)
These updates simply define a ballistic motion of the material points from their initial
positions xp,0 to their final positions xp,N .
3.2 Solid Flows
In this section, we extend the optimal transportation framework developed in the
foregoing for systems of non-interacting particles to general solid flows. For these
systems, inertia competes with free energy and viscosity in determining the flow of
mass.
3.2.1 Elastic solids
We begin by considering the general elastic solid flow in Rn. The motion of the solid
flow over a time interval [a, b] is governed by the coupled equations
∂ρ
∂t
+∇ · (ρv) = 0 , (3.53a)
∂(ρv)
∂t
+∇ · (ρv⊗ v− σ) = ρb . (3.53b)
where σ is the Cauchy stress tensor, b are body forces. As in the optimal transporta-
tion problem (3.5) we assume that mass does not leak to infinity, eq. (3.7), whence
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it follows from (3.53a) that the total mass of the system remains constant through-
out the flow. Again, we suppose that the initial and final mass densities are given,
eqs. (3.9), whereupon the problem becomes a transportation problem of finding the
flow that transports the initial mass density ρa to the final one ρb.
For simplicity, we assume the solid is homogenous and isotropic, which leads to
the definition of Piola-Kirchhoff stress tensor
P =
∂W (F)
∂F
, (3.54)
whereW (F) is the strain energy density per unit volume in the reference configuration
and F is the deformation gradient. The cauchy stress tensor is related to the Piola-
Kirchhoff stress tensor by
σ = J−1PFT , (3.55)
where J is the Jacobian of F. We shall additionally assume that the body forces
derive from a scalar potential ψ,i.e.,
b = ∇ψ . (3.56)
If we define
f(x, t) = F(ϕ−1(x, t), t) and Jf (x, t) = detf = J ◦ ϕ−1 , (3.57)
hence, the action of the flow differs from the bare action (3.11) in that the solid flow
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now have free energy and moves under the action of body-force potential. Adding
the corresponding terms to (3.11) the action now becomes
A(f,v) =
∫ b
a
{∫ [ρ
2
|v|2 − ρ(w(f)− ψ)
]
dx
}
dt , (3.58)
where ρ = ρ0/Jf and w(f) is the strain energy density per unit deformed mass.
In analogy to the case of optimal transportation, we expect the flow to render the
action (3.58) stationary–no longer necessarily a minimum–under the constraint of the
continuity equation (3.53a), which defines the stationary-point problem
δA(f, v) = 0 , (3.59a)
subject to: ρ =
ρ0
Jf
, (3.59b)
∂f
∂t
+ v · ∇f = (∇v)f . (3.59c)
Note that (3.58b) is equivalent to the continuity equation (3.53a). This stationarity
principle now replaces the Benamou and Brenier minimum principle (3.10). We may
again formally verify that the stationary-point problem (3.59) is indeed equivalent to
(3.9), (3.53) simply by replacing ρ by f from the first constraint and enforcing the
second constraint by means of a Lagrange multiplier, which leads to the extended
action
A(f,v,λ) =
∫ b
a
{∫ [
ρ0
2Jf
|v|2 − ρ0
Jf
(w(f)− ψ)
]
dx
}
dt+∫ b
a
{∫ [(∂f
∂t
+ v · ∇f− (∇v)f) : λ] dx} dt , (3.60)
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where λ is the Lagrange multiplier and a second-order tensor. Stationary now de-
mands that
0 = δA(f,v,λ) =∫ b
a
{∫ [
ρv · δv− ρ
(( |v|2
2
− w(f) + ψ)f−T + ∂w(f)
∂f
)
: δf
]
dx
}
dt+∫ b
a
{∫ [(∂(δf)
∂t
+ v · ∇(δf) +∇f · δv−∇(δv)f− (∇v)δf) : λ] dx} dt+∫ b
a
{∫ [(∂f
∂t
+ v · ∇f− (∇v)f) : δλ] dx} dt .
(3.61)
Integrating by parts with the aid of (3.7) and requiring stationarity for all admissible
variations, we obtain the Euler-Lagrange equations associated to the extended action.
ρvi + λjI
∂fjI
∂xi
+
∂(λiIfjI)
∂xj
= 0 , (3.62a)
ρ(−|v|
2
2
+ w(f)− ψ)f−1Ji + ρ
∂w(f)
∂fiJ
− ∂λiJ
∂t
− ∂(λiJvj)
∂xj
− ∂vj
∂xi
λjJ = 0 , (3.62b)
∂fiJ
∂t
+ vj
∂fiJ
∂xj
− ∂vi
∂xj
fjJ = 0 . (3.62c)
Recall the relation (3.55) between the cauchy stress tensor and the Piola-Kirchhoff
stress tensor, we obtain
ρ
∂w(f)
∂f
fT = σ . (3.63)
We multiply equation (3.62b) by f on the left and take divergence, on the other
hand take time derivative on equation (3.62a), by using the identity (3.62c) finally we
can simplify the Euler-Lagrange equations into the single form of Euler’s equation of
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motion (3.53b), as required.
3.2.2 Time discretization
The aim now is to formulate a time-discretized, or semi-discrete, approximate action
for elastic solid flows that extends the semi-discrete action (3.38) for non-interacting
flows. The additional terms to be taken into account in this extension concern the
free energy of the solid and the body-force distribution. Using a trapezoidal rule
approximation for the corresponding action terms gives a semi-discrete action of the
form
Ad(f1, . . . , fN−1) =
N−1∑
k=0
{
1
2
T2(ρk, ρk+1)
(tk+1 − tk)2 −
1
2
[U(fk) + U(fk+1)]
}
(tk+1 − tk) , (3.64)
which is expressed directly in terms of densities. In this expression
U(f) =
∫
ρ(w(f)− ψ) dx (3.65)
is the total internal energy of the solid. The discrete equations of motion now follow
by rendering the semi-discrete (3.64) action stationary. Since ρ and f is exchangeable,
and the tangent space of the manifold of probability densities is well defined, we will
take variations of (3.64) with respect to ρk instead of fk with the aid of (3.29) gives
〈δAd, ξk〉 =
∫ {
ρk
(
ϕk→k+1(x)− x
tk+1 − tk +
ϕk→k−1(x)− x
tk − tk−1
)
· ξk
− tk+1 − tk−1
2
ρk[w(fk)− ψ(x, tk)]∇ · (ρkξk)
}
dx ,
(3.66)
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where ϕk→k+1 is a transference map transporting ρk into ρk+1 optimally over the time
internal [tk, tk+1] and we adopt the notation (3.40). In particular, identity (3.41)
holds. Integrating by parts (3.66) using (3.7) we obtain
〈δAd, ξk〉 =
∫ {
ρk
(
ϕk→k+1(x)− x
tk+1 − tk +
ϕk→k−1(x)− x
tk − tk−1
)
· ξk
− tk+1 − tk−1
2
[∇ · σ(fk) + ρkbk] · ξk
}
dx ,
(3.67)
where we write bk(·) = b(·, tk). Enforcing stationarity with respect to to all variations
ξk we obtain
2ρk
tk+1 − tk−1
(
ϕk→k+1 − id
tk+1 − tk +
ϕk→k−1 − id
tk − tk−1
)
−∇ · σk = ρkbk , (3.68)
where again we write σk(·) = σ(·, tk). A comparison of (3.68) and (3.42) shows that
the discrete motion is now the result of the competition between inertia, represented
by the first term in (3.68), which aims to transport ρk into ρk+1 over the time internal
[tk, tk+1] optimally with respect to the cost function (3.20), and the internal energy
of the flow, which introduces discrete percussions at the discrete times t0 < t1 < · · ·
< tN causing the trajectory to deviate from the optimal transportation path.
Equation (3.68) defines a semi-discrete central-difference scheme that can be solved
forward explicitly. This forward solution takes the form:
i) Initialization: Set k = 0, ρ0 = ρa and f0 = fa.
ii) Given ρk or fk, solve (3.68) for the incremental deformation mapping ϕk→k+1,
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with the result:
ϕk→k+1 = id+(tk+1− tk)
{
id− ϕk→k−1
tk − tk−1 +
tk+1 − tk−1
2
ρkbk +∇ · σk
ρk
}
. (3.69)
iii) Update the mass density according to identity (3.41).
iv) Reset k ← k + 1. If k = N exit. Otherwise go to (ii).
This forward solution has the usual structure of explicit time-integration schemes
in that the incremental deformation mapping ϕk→k+1 is computed directly from the
initial conditions at the beginning of the time step, including the velocity estimate
vk ≡ id− ϕk→k−1
tk − tk−1 , (3.70)
and the out-of-balance forces ρkbk + ∇ · σk. However, as noted earlier the time-
integration algorithm (3.41), (3.69) differs from conventional Eulerian algorithms,
which rely on some direct time-discretization of the continuity equation, in that the
update of the mass density (3.41) is geometrically exact.
3.2.3 Spatial discretization
In order to obtain a fully discrete action for computations, we proceed to effect a
spatial discretization of the semi-discrete action (3.64). In particular, we wish to
carry over to the present setting the material-point formalism introduced in §3.1.4 for
non-interacting fluids. Recall that, in that context, material points are introduced
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by adopting concentrated mass densities of the form (3.44). The operation of in-
serting these mass densities into the semi-discrete action (3.38), or directly into the
semi-discrete Euler-Lagrange equation (3.39), is mathematically well defined since
for a non-interacting fluid the mass density enters the variation of the action linearly,
eq. (3.39). By contrast, for a compressible fluid the mass density enters non-linearly in
the variation of the semidiscrete action, eq. (3.66), and the insertion of representation
(3.44) directly into (3.66) no longer makes mathematical sense.
In order to overcome this difficulty, we note that representation (3.44) combines
two mathematically distinct operations that become blurred in the context of non-
interacting fluids but that need to be carefully separated for general flows. The first
operation is the approximation of the usual Lebesgue measure of volume L by discrete
measures,
Lh,k =
M∑
p=1
υp,k δxp,k , (3.71)
concentrated at material points xp,k, each of which is assigned a discrete volume υp,k.
Thus, for any smooth function f we have
∫
fdLh,k =
M∑
p=1
f(xp,k) υp,k . (3.72)
In addition, the usual push-forward operation for measures,
∫
η(y)dy =
∫
η
(
ϕk→k+1(x)
)
det
(∇ϕk→k+1(x)) dx , (3.73)
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now becomes
M∑
p=1
η(xp,k+1) υp,k+1 =
M∑
p=1
η
(
ϕk→k+1(xp,k)
)
det
(∇ϕk→k+1(xp,k)) υp,k . (3.74)
But material points are convected by the flow, i.e.,
xp,k+1 = ϕk→k+1(xp,k) . (3.75)
Inserting this identity in (3.74) and noting that η is arbitrary gives
υp,k+1 = det
(∇ϕk→k+1(xp,k)) υp,k , (3.76)
which defines the material-point volume update.
The second operation subsumed in representation (3.44) is the identification of
discrete mass distributions as measures that are absolutely continuous with respect
to the discrete volume measure Lh,k, with Radon-Nykodim density ρh,k, in the same
manner as continuous mass distributions are defined by measures that are absolutely
continuous with respect to the usual Lebesgue measure L with density ρk. Owing to
the discreteness of Lh,k, the corresponding mass densities ρh,k are defined simply by
assigning mass density values ρp,k to every material point, i.e.,
ρh,k(x) =
M∑
p=1
ρp,kυp,kδ
(
x− xp,k
)
, (3.77)
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Comparing (3.77) and (3.44) yields the identity
mp = ρp,kυp,k , (3.78)
where have used (3.47). Equivalently,
ρp,k =
mp
υp,k
(3.79)
relates the mass density at material point xp,k with to its mass and volume.
The identities (3.75), (3.76) and (3.84) provide update formulae for the position,
volume and mass density of the material points. However, it should be carefully
noted that the gradient of the transference map ϕk→k+1 appears explicitly in (3.76).
Therefore, in contrast to the case of non-interacting fluids, where it suffices to track
the motion of the material points, now the transference maps ϕk→k+1 must be ap-
proximated by conforming interpolations of the form
ϕh,k→k+1(x) =
N∑
a=1
xa,k+1Na,k(x) , (3.80)
where {xa,k+1, a = 1, . . . , N} are coordinates of nodes on the configuration at time
tk+1 and Na,k(x) are conforming shape functions defined over the configuration at
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time tk with the usual properties,
N∑
a=1
Na,k(x) = 1 , (3.81a)
N∑
a=1
xa,kNa,k(x) = x , (3.81b)
of exact interpolation of linear functions. For discrete transference maps of the form
(3.80), the material-point update (3.75) becomes
xp,k+1 =
N∑
a=1
xa,k+1Na,k(xp,k) , (3.82)
and the deformation gradient can be updated by
fp,k+1 = ∇ϕk→k+1(xp,k)fp,k . (3.83)
We note that the consistency conditions (3.81) leave considerable latitude in the choice
of shape functions. For instance, in calculations we choose to initialize the material
point volumes and densities by means of an initial triangulation of the domain. We
additionally choose to employ meshless max-ent shape functions [2] computed from
convected nodal coordinates. We shall say that the shape functions are backward-
compatible if they satisfy the condition
xp,k−1 =
N∑
a=1
xa,k−1Na,k(xp,k) . (3.84)
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Insertion of the preceding approximations into (3.64) yields the discrete action
Ah(fh,1, . . . , fh,N−1) =
N−1∑
k=0
M∑
p=1
mp
{
1
2
|xp,k+1 − xp,k|2
(tk+1 − tk)2
− 1
2
[
(
w(fp,k)− ψ(xp,k)
)
+
(
w(fp,k+1)− ψ(xp,k+1)
)
]
}
(tk+1 − tk) ,
(3.85)
where (3.84) is tacitly understood to be in force. Taking variations of Ah gives the
discrete Euler-Lagrange equations
〈δAh, ξh〉 =
N−1∑
k=0
M∑
p=1
mp
{(
xp,k+1 − xp,k
tk+1 − tk +
xp,k − xp,k−1
tk − tk−1
)
· ξh,k(xp,k)
− tk+1 − tk−1
2
[
σ(fp,k)
ρp,k
: ∇ξh,k(xp,k) + bk(xp,k) · ξh,k(xp,k)
]}
,
(3.86)
where
ξh,k(x) =
N∑
a=1
ξa,kNa,k(x) (3.87)
are discrete admissible virtual displacements. We note that equation (3.86) can al-
ternatively be obtained by inserting the spatial discretization into the semi-discrete
Euler-Lagrange equations (3.66) directly. Enforcing stationarity with respect to all
variations ξh we obtain
2
tk+1 − tk−1
(
Mk
xk+1 − xk
tk+1 − tk − pk
)
= fk , (3.88)
where xk ≡ {x1,k, . . . ,xN,k} is the nodal coordinate array at time tk,
pk,a =
M∑
p=1
mp
xp,k − xp,k−1
tk − tk−1 Na,k(xp,k) (3.89)
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is linear momentum of node a at time tk,
Mk,ab =
M∑
p=1
mpNa,k(xp,k)Nb,k(xp,k) I (3.90)
is the consistent mass matrix box for nodes a and b at time tk, and
fk,a =
M∑
p=1
[mpbk(xp,k)Na,k(xp,k)− υp,kσk(fp,k)∇Na,k(xp,k)] (3.91)
are the nodal out-of-balance forces. In the special case of backward-compatible shape
functions (3.84), using identity (3.81b) eq. (3.88) bcomes
2
tk+1 − tk−1Mk
(
xk+1 − xk
tk+1 − tk −
xk − xk−1
tk − tk−1
)
= fk , (3.92)
which is a central-difference scheme.
The above equations define a finite-dimensional semi-discrete central-difference
scheme that can be solved forward explicitly. This forward solution takes the form:
i) Initialization: Set k = 0, initialize material point volumes, densities, shape
functions.
ii) Given xk−1, xk, ρk, solve (3.88) for the updated nodal coordinates, with the
result:
xk+1 = xk + (tk+1 − tk)M−1k (pk +
tk+1 − tk−1
2
fk) . (3.93)
iii) Update the material point coordinates, volumes, mass densities according to
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the identities:
xp,k+1 = ϕh,k−>k+1(xp,k) , (3.94a)
υp,k+1 = υp,k+1 det∇ϕh,k−>k+1(xp,k) , (3.94b)
ρp,k+1 =
mp
υp,k+1
, (3.94c)
fp,k+1 = ∇ϕk→k+1(xp,k)fp,k . (3.94d)
iv) Calculate shape functions Na,k+1(xp,k+1) and derivatives ∇Na,k+1(xp,k+1)
v) Reset k ← k + 1. If k = N exit. Otherwise go to (ii).
Again, this forward solution has the usual structure of explicit time-integration schemes
in that the updated nodal coordinates are computed directly from the initial condi-
tions at the beginning of the time step.
3.2.4 Inelastic solids
In addition to the preceding field equations of the motion for the elastic solid flows,
we require a general constitutive framework within which to describe the inelastic
processes of material. It is essential for the purpose of the optimal transportation
structure that the resulting stress update algorithm derive from an incremental po-
tential, or energy density, so that the incremental displacements be governed by a
minimum principle. To this end, we adopt a standard constitutive update algorithm
proposed by Radovitzky and Ortiz [40].
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Assume the existence of a Helmholtz free energy density A(F,Q) per unit un-
deformed volume where Q is some suitable collection of internal variables, the first
Piola-Kirchhoff stress tensor can be decomposed as an addition,
P = Pe +Pv , (3.95)
into an equilibrium part Pe and a viscous part Pv. The equilibrium stress follows
from Coleman’s relation as
Pe = A,F(F,Q) . (3.96)
Likewise the viscosity law Pv is supposed to derive from a potential if there exists a
function φ(F˙,F,Q) such that
Pv = φ,F˙(F˙,F,Q) . (3.97)
In order to determine the evolution of the internal variables, suitable kinetic equations
must be supplied. Assuming that the rate of the internal processes is determined solely
by the local thermodynamic state, the general form of the kinetic equation is
Q˙ = f(F,Q) . (3.98)
Additionally,
Y = −A,Q(F,Q) (3.99)
are the thermodynamic ‘forces’ conjugate to Q. The kinetic relations are said to
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derive from an inelastic potential if there exists a differentiable function Ψ(Y,Q)
such that
Q˙ = Ψ,Y(Y,Q) . (3.100)
Furthermore, introduce the dual potential Ψ∗(Q˙,Q) by recourse to the Legendre
transformation
Ψ∗(Q˙,Q) = Y · Q˙−Ψ(Y,Q) . (3.101)
Then, one has
Y = Ψ∗
,Q˙
(Q˙,Q) , (3.102)
which constitutes a restatement of the kinetic equations (3.100). Suppose within a
generic time interval [tk, tk+1], let the initial state (Fk,Qk) and the updated deforma-
tions Fk+1 be given, finally we can define the incremental energy density as
W (Fk+1;Fk,Qk) = (tk+1 − tk)φ
(
Fk+1 − Fk
tk+1 − tk ;Fk
)
+ min
Qk+1
{
A(Fk+1,Qk+1)− A(Fk,Qk) + (tk+1 − tk)Ψ∗
(
Qk+1 −Qk
tk+1 − tk ;Qk
)}
.
(3.103)
Minimization with respect to Qk+1 gives the condition
Yk+1 = Ψ
∗
,Q˙
(
Qk+1 −Qk
tk+1 − tk ;Qk
)
. (3.104)
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In accordance with (3.102), and the variation of W with respect to Fk+1 implies that
Pk+1 =
∂W (Fk+1;Fk,Qk)
∂Fk+1
=
∂Wk(Fk+1)
∂Fk+1
, (3.105)
where Wk(Fk+1) denotes W (Fk+1;Fk,Qk).
Redefine the incremental energy density as a functional of the gradient of the
incremental deformation per unit deformed volume
wk(∇ϕk→k+1) = (tk+1 − tk)φ
(∇ϕk→k+1
tk+1 − tk
)
+min
qk+1
{
Ak(∇ϕk→k+1,qk+1) + (tk+1 − tk)Ψ∗
(
qk+1 − qk
tk+1 − tk ;qk
)}
.
(3.106)
where q(x, t) ≡ Q ◦ ϕ−1.
As shown by Radovitzky and Ortiz in [40], there exists a potential energy
Φ[ϕk→k+1] =
∫ {
ρk
2
∣∣ϕk→k+1 − ϕprek→k+1∣∣2
(tk+1 − tk)2 + wk(∇ϕk→k+1)− ρkψ(x, tk)
}
dx .
(3.107)
such that its minimizer actually is the solution for the equivalent static problem from
tk → tk+1,
ρk
ϕk→k+1 − ϕprek→k+1
(tk+1 − tk)2 −∇ · σk = ρkbk , (3.108)
where ϕprek→k+1 = id + (id − ϕk→k−1). The equation (3.108) is equivalent to the time
discrete motion equation (3.68) for elastic solid flows and shows the result of the com-
petition between the inertia and the internal energy of the flow but with dissipations.
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Hence analogously to (3.85), now the total discrete action for a general inelastic solid
flow becomes
Ah(fh,1, . . . , fh,N−1) =
N−1∑
k=0
M∑
p=1
mp
{
1
2
|xp,k+1 − xp,k|2
(tk+1 − tk)2
+
1
2
[(
wk−1(fp,k)− ψ(xp,k)
)
+
(
wk(fp,k+1)− ψ(xp,k+1)
)]}
(tk+1 − tk) .
(3.109)
Consequently nothing needs to be changed for the algorithm except now the stress up-
dates are given by the minimization of the incremental energy density and additional
updates needed for the internal variables. This solution takes the form
i) Initialization: Set k = 0, initialize material point volumes, densities, shape
functions.
ii) Given xk−1, xk, ρk and fk, solve (3.88) for the updated nodal coordinates, with
the result:
xk+1 = xk + (tk+1 − tk)M−1k (pk +
tk+1 − tk−1
2
fk) , (3.110)
where σk in fk is computed from the minimization of the incremental energy
density functional wk−1(fp,k).
iii) Update the material point coordinates, volumes, mass densities according to
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the identities:
xp,k+1 = ϕh,k−>k+1(xp,k) , (3.111a)
υp,k+1 = υp,k+1 det∇ϕh,k−>k+1(xp,k) , (3.111b)
ρp,k+1 =
mp
υp,k+1
, (3.111c)
fp,k+1 = ∇ϕk→k+1(xp,k)fp,k . (3.111d)
plus variational constitutive updates to update internal variables qk+1.
iv) Calculate shape functions Na,k+1(xp,k+1) and derivatives ∇Na,k+1(xp,k+1)
v) Reset k ← k + 1. If k = N exit. Otherwise go to (ii).
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Chapter 4
Analysis of the Optimal
Transportation Method
In this chapter, we study the convergence and stability of the Optimal Transportation
Method. A compressive isothermal plane shockwave problem with a closed-form exact
analytical solution is demanded to verify the rate of convergence of the velocity field
and density field computed from OTM. The problem is simulated in one dimension
and two dimension as well as a fully three dimensional calculation. The stability
of OTM is also studied by a simple tension/compression test for a one-dimensional
elastic bar.
4.1 Study of Convergence
A verification test of the OTM is provided by the problem of a compressive isothermal
plane shockwave traveling down a highly compressible material [40]. The accuracy
and rates of convergence of OTM may be exhibited by this benchmark example.
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4.1.1 Governing equations of compressible viscous material
Consider a reference configuration of a continuous body B0 ⊂ Rd at t = 0 undergoing
a motion described by a time-dependent deformation mapping ϕ : B0 × [0, T ] 7→ Rd.
Material particles in the reference configuration are denoted by X ∈ B0 mapping to
points x = ϕ(X, t) in the deformed configuration Bt = ϕ(B0, t). Then the motion of
the body is subject to the solution of a general initial value problem in Lagrangian
form,i.e.,
F(X, t) = ∇0ϕ(X, t) , in B0 × [0, T ] , (4.1a)
ρ0ϕ¨ = ∇0 ·P+ ρ0B , in B0 × [0, T ] , (4.1b)
ϕ(X, t) = ϕ¯(X, t) , on (∂B0)1 × [0, T ] , (4.1c)
P ·N = T¯ , on (∂B0)2 × [0, T ] , (4.1d)
ϕ(X, 0) = ϕ(0)(X) , in B0 , (4.1e)
ϕ˙(X, 0) = ϕ˙(0)(X) , in B0 , (4.1f)
where∇0 denotes the partial derivatives with respect to X, F is the deformation
gradient, ϕ˙ and ϕ¨ are the material velocity and acceleration respectively, ρ0 is the
reference mass density, P is the first Piola-Kirchhoff stress tensor, and B denotes
the body force in the reference configuration. The boundary of domain B0 is ∂B0 =
(∂B0)1 ∪ (∂B0)2 and (∂B0)1 ∩ (∂B0)2 = Ø, where (∂B0)1 is the Dirichlet boundary
and prescribed the displacement boundary conditions ϕ¯, and T¯ is the external forces
along the Neumann boundary (∂B0)2. Equation (4.1b) gives the conservation of the
74
linear momentum of the body. The Cauchy stress tensor follows from P in the form
σ = J−1PFT , (4.2)
where
J = det(F) (4.3)
is the Jacobian of the deformation.
The compressible Newtonian fluids provide the foremost example of a material
with viscosity. In this case the Newtonian viscosity law possesses a potential structure
(3.97) as the constitutive framework introduced in §3.2.4, and the viscous potential
is given by
φ = ηJddev · ddev , (4.4)
where
d = sym(F˙F−T ) (4.5)
is the rate of deformation tensor, ddev is its deviatoric component and η is the viscosity
of the fluid. It follows
Pv =
∂φ
∂F˙
= JσvF−T , (4.6)
where
σv = 2ηddev (4.7)
is the viscous part of the Cauchy stress tensor. Such that the constitutive equation
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of a Newtonian fluid is given by
σ = p(J)I+ 2ηddev , (4.8)
where for a compressible fluid we assume p is dependent only on the volumetric part
of the deformation,that means the free energy assumed to depend on deformation
only through the Jacobian of the deformation, i.e,
A = A(J, T ) , (4.9)
which follows from (3.96)
p(J) = J−1PeFT = J−1A,FFT = A,J . (4.10)
4.1.2 Analytical solution for isothermal plane-shock propa-
gation
Next we specialize the above relations to a plane-shock geometry, see Fig. 4.1. Although
Figure 4.1: Isothermal compressive plane-shock geometry.
the tests concern compressive waves traveling down a shock tube, for solids we carry
out the analysis in Lagrangian setting. Suppose in three-dimensional Euclidean
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space, the coordinates of any material particles in the reference configuration be
X = (X1, X2, X3)
T , let X1 be the components in the direction of propagation of the
shock. Assume that the deformation is uniaxial and fully described by the motion
ϕ(X, t) = (ϕ1(X1, t), X2, X3)
T . The corresponding deformation gradient therefore is
of the form
F =

ϕ1,1 0 0
0 1 0
0 0 1
 (4.11)
and the Jacobian of the deformation is identical to the first component of F
J = ϕ1,1 . (4.12)
The equation of conservation of linear momentum of the propagation of the plane-
shock reduces to
ρ0ϕ¨1 = P11,1 , (4.13)
where P11 follows from the Newtonian fluid constitutive equations (3.95),(4.6) and
(4.8) in the form
P11 = p(ϕ1,1) + 2ηd
dev
11 . (4.14)
Here we only consider the isothermal case such that the free energy A is not dependent
on the temperature either. A particular choice of the free energy may be
A(J) =
K
4
(
J2 − 2 log(J)− 1) , (4.15)
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where K is the bulk modulus of the undeformed material, which gives
p(J) =
K
2
(J − J−1) . (4.16)
The rate of deformation evaluates to
d = sym(F˙F−1) =

ϕ˙1,1
ϕ1,1
0 0
0 0 0
0 0 0
 , (4.17)
and its deviatoric part to
ddev = d− 1
3
tr(d)I =

2ϕ˙1,1
3ϕ1,1
0 0
0 − ϕ˙1,1
3ϕ1,1
0
0 0 − ϕ˙1,1
3ϕ1,1
 . (4.18)
Inserting these expressions into (4.13) leads to the governing equation
ρ0ϕ¨1 =
[
p(ϕ1,1) +
4η
3
ϕ˙1,1
ϕ1,1
]
,1
, (4.19)
and the analytical solution takes the form
ϕ1(X1, t)−X1
L
= f
(X1 − Ct
L
)
, (4.20)
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where
f(
X1 − Ct
L
) =
[J+ + J−
2
− 1]X1 − Ct
L
+ (J+ − J−){ log [ cosh (X − Ct
2L
)]− log 2} ,
(4.21a)
C =
√
K
2ρ0
(
1 +
1
J−J+
)
, (4.21b)
L =
8ηC
3K
J−J+
J+ − J− , (4.21c)
to which we introduced the boundary conditions,
lim
X→±∞
J(X) = J± . (4.22)
Note C is some propagation velocity and L is a measure of the width of the shock.
Hence the explicit expressions for the density field, deformation mapping and velocity
field reveal as
ρ(X1, t) = ρ0/J , (4.23a)
ϕ1(X1, t) = X1 +
[J+ + J−
2
− 1](X1 − Ct) + L(J+ − J−){ log [ cosh (X1 − Ct
2L
)]− log 2} ,
(4.23b)
ϕ˙1 =
C
2
{
2− (J+ + J−)− (J+ − J−) tanh (X1 − Ct
2L
)}
. (4.23c)
The evolution of the analytical density field ρ(X1, t), the displacement field u1(X1, t) =
ϕ1−X1, the velocity ϕ˙1 and the acceleration ϕ¨1 are shown in Fig. 4.2 for the following
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parameters
Table 4.1: Parameters used in simulations of isothermal compression wave
ρ0 K η J
+ J−
1.0 1.0 0.0025 1.0 0.1
In this case, the analytic computed value for the shock velocity is
C =
√
K
2ρ0
(
1 +
1
J−J+
)
= 2.3452 , (4.24)
and the corresponding computed shock thickness is
L =
8ηC
3K
J−J+
J+ − J− = 1.737× 10
−3 . (4.25)
4.1.3 Dynamic convergence tests
The problem is solved numerically using OTM. An explicit time integration is subse-
quently carried out. The integration parameters for the explicit Newmark’s algorithm
is set to be β = 0 and γ = 1
2
. In this case, a stable time step is chosen as a fraction
of the minimum between the Courant limit and an estimated time step [40]
∆t = f ∗min{hmin
C
,
ρ0h
2
min
η
}
, (4.26)
where f ∼ 0.1− 0.2 and hmin is the minimum nodal space. The length of the domain
of the analysis is l = 25L, where L is the width of the shock. We start the simulation
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(a) Mass density field (b) Displacement field
(c) Velocity field (d) Acceleration field
Figure 4.2: Evolution of the velocity, displacement, density, and acceleration fields
from the analytical solutions for isothermal compressive shockwave.
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as the center of the shock wave reaches the entry. The problem is modeled after the
analytical solutions derived in §4.1.2, such that the initial and boundary conditions
can be calculated from equations (4.23). Fig. 4.3 shows the numerical results for
the evolution of the velocity and displacement fields of the isothermal shock wave
propagation in the tube calculated with the parameters in table 4.1. The accuracy
(a) Velocity field (b) Displacement field
(c) Density field
: Numerical results
(Surface) : Exact solution
(d)
Figure 4.3: Comparison of the numerical results and exact solutions for the velocity,
displacement, and density fields of the isothermal compressive shockwave.
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and rates of convergence of the OTM may be exhibited with the aid of conventional
convergence plots. Fig. 4.5 and Fig. 4.4 show the convergence curves obtained in the
isothermal case with explicit time integrator. The error is measured using the norm
defined in space C
(
[a, b];L1(Rn; [0,∞))) for difference between the exact solutions
and the OTM solutions of the density, and the one in C
(
[a, b];L2(Rn;Rn)
)
for the
velocity difference, namely
||ρ− ρh|| = max
t∈[a,b]
{∫
B0
||ρ− ρh||dX
}
, (4.27a)
||v − vh|| = max
t∈[a,b]
{(∫
B0
||v − vh||2dX
) 1
2
}
. (4.27b)
From this benchmark example it can be observed even with small number of
degree of freedoms the OTM is quite accurate, the error measures remain below 10−7
throughout the simulation. The convergence test of the velocity field shows the OTM
is better than quadratic convergence. The same problem is also simulated in 2D
and 3D. Fig. 4.7 shows the shock wave propagation in the reference and deformed
configuration in 2D. In the 3D case, total 2907 nodes and 14,700 material points
are used, see Fig. 4.9, which shows a sequence of snapshots of the evolution of the
deformed configuration when the shockwave traveling down a cylinder.
4.2 Stability
The stability of particle methods is an essential problem as well as the accuracy
and robustness. As Belytschko et al. [5] pointed out, there are two major distinct
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2.13
1
Figure 4.4: Convergence of the velocity field in one dimension. The rate is indicated
by the value 2.13.
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Figure 4.5: Convergence of the density field in one dimension. The rate is indicated
by the value 1.88.
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Figure 4.6: Propagation of a compressive isothermal shockwave in two dimensions.
Velocity field at different moment. Reference configuration.
Figure 4.7: Propagation of a compressive isothermal shockwave in two dimensions.
Velocity field at different moment. Deformed configuration.
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Figure 4.8: Propagation of a compressive isothermal shockwave down a cylinder.
Velocity field at different moment. Reference configuration.
Figure 4.9: Propagation of a compressive isothermal shockwave down a cylinder.
Velocity field at different moment. Deformed configuration.
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numerical instabilities in meshless methods: (i) a high-frequency instability which
results from the rank deficiency of the discrete divergence operator; (ii) a tensile
instability which results from the interaction of the second derivative of kernel and
the tensile stress, it occurs even in one-dimensional plane response.In this section, we
will try to verify the OTM does not exhibit any of these instabilities based on the
general stability analysis of particle methods by Belytschko et al. [5] and an excellent
one-dimensional elastic tension and compression test.
4.2.1 General stability analysis
The tensile instability was first identified by Swegle [50] by a von Neumann stability
analysis of the one-dimensional equation in SPH. Subsequently, Dyka et al. [15],[16]
motivated by similar difficulties in finite elements, where under integration of the
Galerkin form leads to spurious singular modes, recommended the insertion of addi-
tional quadrature points, called stress points to remove the instability due to rank
deficiency.In [5], Belytschko et al. investigated a unified stability analysis for the
meshless methods based on the eigenvalues of the dynamic system.
The semi-discretized free vibration equation for an undamped case can be written
in the form
mIu¨I = f
ext
I − f intI , (4.28)
where mI and uI are the lumped mass and displacement of node I respectively, f
ext
I
and f intI are the external and internal nodal force. Considering the Fourier form of a
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perturbation in displacement,
uˆI = g exp(iκI∆X − iωt) . (4.29)
The perturbed equation is
mI¨ˆuI = fˆ
ext
I − fˆ intI . (4.30)
The eigenvalues ω2 of the characteristic eigenproblem in (4.30) govern the stability of
any dynamic systems. Then the stability of the system can thus be analyzed based
on these eigenvalues. For instance the response is unstable if the imaginary part of ω
is negative.
Recall that usually the kernel function is a function of the distance from the
node,i.e.,
WI(X) = W (s, h) where s =

||X −XI || for Lagrangian kernel ,
||x− xI || for Eulerian kernel .
(4.31)
Belytschko et al. [5] observes that when the meshless method employs an Eulerian
kernel, if the stress is positive, the imaginary part of the eigenvalues will be negative
and results in the tensile instability identified by Swegle [50]. But with a Lagrangian
kernel it does not exhibit the tensile instability regardless of the magnitude of the
tensile stress since the eigenvalue now is independent on the stress. Fig. 4.10 shows
an example of the stability region for Eulerian and Lagrange kernels. Further inves-
tigations for the numerical integration schemes in meshless methods including nodal
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Figure 4.10: Example of the stable domain for the Eulerian and Lagrangian kernel
compared to the stable domain for the PDE.
integration and stress point integration are conducted by this simple von Neumann
analysis. It shows that the nodal integration, due to the rank deficiency of the dis-
cretization, exhibits a spurous singular mode since for a specific wave number the
eigenvalue vanishes even with a Lagrangian kernel. However base on the result eigen-
values, the stress point integration scheme removes this problem by sampling the
integrals at more quadrature points which usually are located at the barycenter of
the Vorinio tessellation of the nodes. According to a similar analysis, since the Op-
timal transportation method uses an incremental updated Lagrangian kernel and an
integration technique based on material points, we can show it therefore completely
avoids the tensile instability and those due to the rank deficiency.
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4.2.2 Numerical verification
In this section we will verify that the OTM does not exhibit any of these instabilities
even with a nonuniform distribution of nodes by using a simple 1D elastic bar example.
This example is also exploited by Dyka [15] to prove the stress point integration
scheme removes the tensile instability in SPH. Fig. 4.11 depicts a simple elastic bar
fixed at the left end B, free at the right end A. The right quarter of the bar is given
an initial velocity of v0 = 5m/s(tensile loading). Standard SPH methods cannot solve
this problem due to tension instability that immediately developed. A spurious mode
occurs when solving this problem by the EFG method with nodal integration due to
the rank deficiency.
Figure 4.11: One-dimensional elastic bar fixed at point B given an initial velocity.
The problem is solved using the OTM with a general distribution of 100 particles.
The bar is 0.1333m in length and made of Neohookean material. The material pa-
rameters are λ = 115.3846Gpa, µ = 76.9231Gpa, ρ = 7833kg/m3, and the wave speed
can be calculated as c = 5053.02m/s. The explicit Newmark time integrator is used
with a stable time step ∆t = 2.5× 10−8s. Fig. 4.12 indicates the displacement results
of the right end A of the bar from standard finite element and the OTM. Fig. 4.13
compares the velocity field of point A from the standard FEM and the OTM. We
note from this excellent test of stability in both tension and compression that the
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major instabilities in particle method do not occur in OTM. No corrections or any
kind of stabilization terms are needed for the extensive use of OTM for engineering
problems.
(a) FEM results (b) OTM results
Figure 4.12: Displacement history of the right end of the bar.
(a) FEM results (b) OTM results
Figure 4.13: Velocity history of the right end of the bar.
92
Chapter 5
Applications of the Optimal
Transportation Method
A collection of applications designed to assess the performance, robustness, versality
and capabilities of the Optimal Transportation Method is presented in this chapter.
The first example is the Taylor-anvil impact test, which is a standard benchmark
example to demonstrate the accuracy and effectiveness of numerical methods for
capture strongly non-linear dynamic material behaviors. Next a series of full 3D
meshless simulations for high velocity impact are presented. In order to simulation
contact problems in meshless methods, we propose a novel meshless dynamic contact
algorithm. The emphasis is in establishing the robustness and efficiency of OTM for
handling solid flows with extremely large deformation, fast, transient loading and
hydrodynamic phenomena.
5.1 Taylor Bar Impact Test
During World War II Taylor [51] proposed an analysis on specimens deformed at
very high rates of strain to find the dynamic compressive strength of a material.
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These experiments involved the propagation of plastic deformation as a wave process.
Fig. 5.1 shows a specimen deformed dynamically, such as the one produced by the
impact of the cylinder against a rigid wall. A cylinder projectile of length L impacts
a target at a velocity U . At this moment, an elastic wave is faster than the plastic
wave and moves at a wave speed C. This elastic compressional wave travels until it
reaches the back surface of the projectile, reflects there, and then returns as a release
wave. Then it returns toward the plastic wave, it interacts with it, and this marks
the end of the deformation process. The stress within the region that has plastically
deformed is assumed to be constant and equal to the yield stress of the material with
that strain rate.
Figure 5.1: Dynamic deformation of a cylindrical specimen impact against a rigid
wall.
The Taylor Impact test has become a standard procedure to verify the constitutive
behavior of materials, and furnishes a convenient benchmark test to illustrate the
capability of the numerical algorithms to simulate highly non-linear deformation of
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elastoplastic bodies. To demonstrate the effectiveness and accuracy of our Optimal
Transportation method for finite inelastic solid flows, the benchmark example of a
Taylor anvil-impact test is used.
The rod is made of copper and initially has a radius of 3.2 mm and a length of
32.4 mm, which impacts normally a rigid, frictionless wall at 227 m/s, see Fig. 5.2.
The material is assumed to be elastoplastic, von Mises J2 plasticity with linear
isotropic hardening. The material constants are given as density ρ = 8930 kg/m3,
Young’s modulus E = 117 Gpa, Poisson’s ratio ν = 0.35, initial yield stress σy =
400 Mpa and plastic modulus Et = 100 Mpa. A full three-dimensional simulation is
carried out to 80 µs,i.e., after this moment, the kinetic energy is totally transformed
into plastic deformation.
The deformed configurations are shown in Fig. 5.3 at times t =20µs, 40µs and
80µs. In order to demonstrate the distribution of effective plastic strain and von
Mises stress inside the body at different moments, in Fig. 5.4 and 5.5 we take a
slice from the rod and show the exact distribution of these fields at times t =20 µs,
40µs and 80µs respectively. It is evidenced that the Optimal transportation method
successfully captured the highly non-linear behaviour of the metal. Note that in the
plastic region, the material points are trying to reorganize their neighbors and exhibit
a very interesting self-adaptive capability.
This problem has also been investigated by many different numerical methods.
For comparison, in Table 5.1 the final length of the rod, the final mushroom radius,
the maximum effective strain and von Mises stress obtained by different methods are
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Figure 5.2: Taylor anvil impact test: initial condition and model parameters.
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Figure 5.3: Taylor anvil impact test snapshots at 20, 40 and 80 µs.
Figure 5.4: Distribution of the effective plastic strain in the rod at 20, 40 and 80 µs.
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Figure 5.5: Distribution of the von Mises stress in the rod at 20, 40 and 80 µs.
listed. Fig. 5.6 shows the time history of the height of the rod. Note all the other re-
sults are calculated in the axisymmetric case. As expected the Optimal transportation
method obtained an excellent agreement with the finite element results.
Table 5.1: Taylor anvil impact test:comparison of results
Final
length(mm)
Final
mushroom
radius(mm)
Max.
effective
plastic strain
Max.
von Mises
stress(Mpa)
Kamoulakis [25] 21.47-21.66 7.02-7.12 2.47-3.24 472-476
Zhu and Cescotto [55] 21.26-21.49 6.89-7.18 2.75-3.03 419-477
Camacho and Ortiz [11] 21.42-21.44 7.21-7.24 2.97-3.25
OTM 21.43 6.8 3.0 474
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Figure 5.6: Time history of the height of the rod in Taylor impact.
5.2 High Velocity Impact Problems
5.2.1 Meshless Dynamic Contact algorithm
In impact problems Moving interfaces between media play an important role. In
most cases, the contact region is unknown in advance and has to be detected during
the computation. For the numerical calculations using Lagrangian grid methods, the
boundaries of bodies are represented by a set of d-dimensional boundary cells. The
contact is identified either by the penetration of “alien” boundary nodes through
“friendly” boundary cells in the preliminary calculation, in which the contact is not
taken into account, or by the approach of the boundaries to a prescribed small dis-
tance which the fact is detected by the pairwise check of the mutual positions of
boundary nodes and cells. The search for the contact region results in a list of con-
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tact pairs, which introduce the contact or buffer elements. Then the calculation
of the contact velocities and forces can be conducted by using Lagrange multipliers
or penalty functions to introduce the non-penetration condition into the variational
equation. However, for meshless methods, the boundaries are represented only by
nodes, boundary edges or surfaces do not exist any longer. Therefore it’s much more
challenging to avoid the penetration of different media. In this section, we propose a
novel and effective contact algorithm, which introduces no extra computational costs
more than the computations for a single body.
In the Optimal Transportation Method, all the bodies are discretized by material
points which carry the lumped mass of the media. The position and neighbors of
the material points are updated every time steps. We consider each material point
as the center of a d-dimensional sphere in Rd with the preset search range as the
radius. Suppose the entire node set of the problem domain is the candidate support
of each material point, consequently nodes from different media become acceptable
for the neighbor of the material points. Before demonstrating the meshless contact
detection, we introduced two definitions of the neighbor of particles. Suppose we have
multibodies Ωα, α ∈ A ≡ {A,B, ...} is the body set, define the node set of Ωα as
Sα = {xa ∈ Ωα} and the material point set as Mα = {θq ∈ Ωα}, then we have the
total node set S = ∪α∈ASα and the total material point setM = ∪α∈AMα. The first
neighbor of ∀X ∈ {S ∪M} can be defined as
N (X) = {xa ∈ S | |xa −X| ≤ R} , (5.1)
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where R ∈ R is the search range,which specifies how close is the node xa that will
contribute to X. Note xa ∈ N (xa).
For contact detection, if the nodes from ΩA come into the search range or first
neighbor of the material point inMB where B∩A = ∅, it means the contact between
A and B is going to happen. However it is possible to set a large individual search
range for each material point, even body A and B are far away, the nodes from
ΩA still can enter the support domain of material points in MB. Thus in order to
eliminate this artifact, we need more information to determine whether the bodies are
physically close to each other. Then we define the second neighbor for each material
point ∀θq ∈Mα as
N ∗(θq) = {xa ∈ S | xa ∈
⋃
xb∈{Sα∩N (θq)}
N (xb)} . (5.2)
Note that the search range for any material points and nodes can be different, actu-
ally the smaller search range for the first neighbor of nodes gives the more accurate
contact detection,Fig. 5.7. We say the node belongs to the support of a material
point if and only if it belongs to its second neighbor. Instead of checking the distance
between contact-cell pairs and applying an artificial force to the contacting elements
for impenetrability, the constitutive law of the contacting bodies will automatically
avoid the penetration, since nodes in ΩA getting into second neighbor of material
points in MB now become part of ΩB, but with relative movements between ΩA
and ΩB. On the other hand, new neighbor nodes are inserted into the support of
the material point, deformations may have been introduced into the material point,
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which lead to stresses, strains and forces recalculated by the constitutive law of the
body. The meshless contact algorithm greatly reduces the time required in the search
Figure 5.7: Meshless dynamic contact detection algorithm.
for penetration over conventional search algorithms, since a range searching involving
only points in Rd is required. There are many fast search algorithms and efficient
data structures for the aid of range query [10], for instance Kd trees, octrees and
cell array algorithms. Because the size and shape of the queries are roughly constant
and known in advance in our simulations, we use the cell array algorithm, which
provide almost constant time search speed and o(N) for construction, where N is
the number of nodes. As the boundaries are represented only by nodes, if contact
interface is known, the new meshless contact algorithm works very well with refined
nodal space and appropriate search range in the vicinity of contact. Otherwise the
entire boundary has to be well defined to avoid penetrations.
To test the efficiency and accuracy of our new meshless impact algorithm, we
present an example of a complex dynamic contact system, where six two-dimensional
sugar cubes contact with each other at different moment and different angles or non-
smooth contacts. Since we do not introduce any constraints or gap functions (the
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contact will automatically happen based on the geometric conditions), the constitutive
law will generate force based on the relative movements of nodes in the support of
each material point, we are able to capture not only the normal forces but also the
friction on the contact interfaces. Each cube with density ρ = 7833 kg/m3 has the
dimension as 1m×1m and discretized by 145 nodes, see Fig. 5.8. The initial velocities
are v1 = 2 m/s, v2 = −2 m/s and v4 = 4 m/s, the rests are static. Neo-Hookean
constitutive relation with the lame´ constants λ = 115.38 Gpa and µ = 76.92 Gpa is
applied for each of the bodies.
Figure 5.8: Six cubes impact example.
Explicit Newmark time integration is used. Again a fraction of the Courant limit
is used to determine the stable time step. Here the problem is solved with a time step
∆t = 5µs, the response is computed up to 2.5 s. The motion at t = 35ms, 0.125s,
0.4s and 0.95s are shown in Fig. 5.12. The history of the energy, momentum of every
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cube in x direction and momentum of each cube in y direction are given in Fig. 5.9,
Fig. 5.10 and Fig. 5.11 respectively. It is evidenced that all the fields are perfectly
conserved during the impact by using the novel meshless contact algorithm.
Figure 5.9: Energy conservation for six cubes impact.
5.2.2 Constitutive model
The boundary layer that develops between bodies in contact may be expected to
undergo very large plastic deformations. In addition, the particles themselves may
undergo large plastic deformations as sufficiently high impact velocities. In order
to account for these effects, we adopt a standard formulation of finite-deformation
plasticity based on a multiplicative decomposition of the deformation gradient into
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Figure 5.10: Momentum conservation in x direction for six cubes impact.
Figure 5.11: Momentum conservation in y direction for six cubes impact.
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(a) t = 35 ms (b) t = 0.125 s
(c) t = 0.4 s (d) t = 0.95 s
Figure 5.12: Motion of the six cubes impact.
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elastic and plastic components [12, 38, 11] (see Fig. 5.13),i.e.,
F = FeFp . (5.3)
B0
Bn
Bn+1
Bn
Bn+1
Fn
Fn->n+1
Fn+1
Fn->n+1
Fn
Fn+1
Fn+1
e
e
Fn
p
p
p
Figure 5.13: Decomposition of the deformation gradient into elastic and plastic com-
ponents.
We further assume that J2-plasticity prevails. In a typical ballistic impact event,
very high strain rates may be attained at which the flow stress may exhibit a strong
rate-sensitivity. In our calculations we employ the conventional power law in con-
junction with Johnson and Cook’s [23] power thermal softening law,
²˙p =

²˙p0
[(
σ¯
g(²p)
)m
− 1
]
, if σ¯ > g(²p) ,
0 , otherwise
(5.4a)
g(²p) = σy
[
1−
(
T − T0
Tm − T0
)α](
1 +
²p
²p0
)1/n
. (5.4b)
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Here, σ¯ is the effective Mises stress; ²p the effective plastic strain; ²˙p the effective
plastic strain rate; ²p0 a reference plastic strain; ²˙
p
0 a reference plastic strain rate;
m the rate sensitivity exponent; n the hardening exponent; g the flow stress; σy the
initial yield stress; T0 a reference temperature; Tm the melting temperature and α
the thermal softening exponent.
Thus the incremental energy density introduced in (§3.103) reduces to
Wk(Fk+1) = min
∆²p
{
A(Fk+1F
p−1
k+1, ²
p
k+1)− A(FkFp−1k , ²pk) + ∆tΨ∗
(
∆²p
∆t
)}
, (5.5)
where the free energy has the form,
A(FFp−1, ²p) = W e(FFp−1) +W p(∆²p) , (5.6)
and assuming the elastic energy density W e of the form
W e = f(Je) + µ||²e,dev||2 , (5.7)
with Je as the Jacobian of the elastic deformation gradient Fe and
²e =
1
2
log(Ce) , (5.8)
playing the role of an equivalent elastic strain tensor, where Ce is the corresponding
elastic right Cauchy-Green deformation tensor Ce = FeTFe.
The temperature increase experienced by the particles and the target plate may
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be considerable due to the plastic working of the solid in the course of an impact
event. Under these conditions, the rate of heat supply due to the plastic work is
estimated as
s = βW˙ p , (5.9)
where W˙ p is the plastic power per unit deformed volume and β is the Taylor-Quinney
coefficient [52].
5.2.3 Numerical results
We begin by analyzing a relationship between the Depth of Penetration (DOP) and
the impact velocity consisting of an elastoplastic aluminum plate struck by an elastic-
plastic steel sphere with high/hyper velocity. A full three-dimensional simulation of
this setup is the most challenging problem for numerical methods, and has not been
able to fulfill by the conventional Finite Element Method with adaptive meshing and
commonly used meshless methods. The plate under consideration is 10mm in radius
and 10mm thick, the projectile is a sphere with 1.7mm in diameter and travels at
velocities in the range 0.5 to 3.0km/s at the normal impact direction.
The target and penetrator geometry used in the simulations is presented in Fig. 5.14.
The constitutive model for the plate and projectile is explained in preceding section,
and the material parameters can be found in Table 5.2 and 5.3. The discretization
of the plate and sphere contains in total 29,064 material points and 5,500 nodes. A
series of 8 full three-dimensional simulations with impact velocity from 0.5 to 3.0km/s
fulfilled by the OTM and our new meshless contact algorithm were used to study the
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penetration versus impact velocity curve for a highly deformable spherical projectile
striking an elastoplastic plate.
(a) Geometry of the model and discretization of the
projectile
(b) Discretization of the plate
Figure 5.14: Meshless model used in the analysis of impact of a deformable steel
sphere into an elastoplastic aluminum plate.
Table 5.2: Mechanical material constants used in the analysis of impact of a de-
formable steel sphere into an elastoplastic aluminum plate
Material ρ(kg/m3) E(Gpa) ν σy(Gpa) ²
p
0 n
High-strength steel 7850 200 0.29 1.50 0.001 22
6061-T6 Al 2700 69 0.33 0.276 0.001 13.5
Table 5.3: Thermal constants used in the analysis of impact of a deformable steel
sphere into an elastoplastic aluminum plate
Material c(J/kg/K) k(W/m/K) T0(K) Tm(K) α β
High-strength steel 477 38 300 1777 1.17 0.9
6061-T6 Al 896 167 300 853 0.5 0.9
Details of the penetration behavior are illustrated in Fig. 5.15-5.21. In Fig. 5.15-
5.18 the deformed configurations are shown at the moment when nearly all of the
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initial kinetic energy dissipated as plastic work. When the impact velocity increases,
highly non-linear large deformation happens in the steel sphere at early ages. Conse-
quently as expected, the crater shape becomes sharper and out-of-surface deformation
on the plate surface becomes larger. Fig. 5.19-5.21 shows the history of the impact for
very high velocity impact. It is evidenced that the plastic wave reaches the bottom
of the plate as the velocity is higher than 1500m/s. The plot of the normalized depth
of penetration versus impact velocity and The time of penetration versus impact ve-
locity are shown in Fig. 5.22 and Fig. 5.23, respectively. Such 3D impact simulations
involving highly deformable projectile with thermal effects have not been done by
other methods, especially Finite Element Method, so we do not have any comparison
from other numerical experiments. However from the Anderson-Walker model [54]
and Rubin’s general formulation [44] for deformable projectile, the shape of the curve
from OTM compares very well with their results. Furthermore, when we increase the
impact velocity, it may be observed the penetration depth asymptotically approaches
that predicted by the hydrodynamic theory. Again the OTM shows great capabil-
ity for simulations involving extremely large deformation, fast, transient loading and
hydrodynamic phenomena.
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(a) Close-up of the deformed configuration with
distribution of the effective plastic strain
(b) Crater shape on the plate and distribution of
von-Mises stress at t = 2.92 µs
Figure 5.15: Deformed configuration at the momentum when nearly all the initial
kinetic energy dissipated as plastic work in the impact of a deformable steel sphere
onto an elastoplastic aluminum plate with velocity 500 m/s at normal direction.
(a) Close-up of the deformed configuration with
distribution of the effective plastic strain
(b) Crater shape on the plate and distribution of
von-Mises stress at t = 3.2 µs
Figure 5.16: Deformed configuration at the momentum when nearly all the initial
kinetic energy dissipated as plastic work in the impact of a deformable steel sphere
onto an elastoplastic aluminum plate with velocity 750 m/s at normal direction.
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(a) Close-up of the deformed configuration with
distribution of the effective plastic strain
(b) Crater shape on the plate and distribution of
von-Mises stress at t = 3.54 µs
Figure 5.17: Deformed configuration at the momentum when nearly all the initial
kinetic energy dissipated as plastic work in the impact of a deformable steel sphere
onto an elastoplastic aluminum plate with velocity 1000 m/s at normal direction.
(a) Close-up of the deformed configuration with
distribution of the effective plastic strain
(b) Crater shape on the plate and distribution of
von-Mises stress at t = 3.84 µs
Figure 5.18: Deformed configuration at the momentum when nearly all the initial
kinetic energy dissipated as plastic work in the impact of a deformable steel sphere
onto an elastoplastic aluminum plate with velocity 1250 m/s at normal direction.
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(a) t = 1.0 µs (b) t = 2.0 µs
(c) t = 3.0 µs (d) t = 4.38 µs
Figure 5.19: Evolution of the deformed configuration with distribution of the effective
plastic strain at different moment in the impact of a deformable steel sphere onto an
elastoplastic aluminum plate with velocity 1500 m/s at normal direction.
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(a) t = 1.2 µs (b) t = 2.4 µs
(c) t = 3.6 µs (d) t = 5.1 µs
Figure 5.20: Evolution of the deformed configuration with distribution of the effective
plastic strain at different moment in the impact of a deformable steel sphere onto an
elastoplastic aluminum plate with velocity 2000 m/s at normal direction.
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(a) t = 1.5 µs (b) t = 3.0 µs
(c) t = 4.5 µs (d) t = 6.0 µs
Figure 5.21: Evolution of the deformed configuration with distribution of the effective
plastic strain at different moment in the impact of a deformable steel sphere onto an
elastoplastic aluminum plate with velocity 2500 m/s at normal direction.
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Figure 5.22: Normalized depth of penetration versus impact velocity for a deformable
high-strength steel sphere onto an elastic-plastic aluminum plate.
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Figure 5.23: Time elapsed before the total dissipation of initial kinetic energy for a
deformable high-strength steel sphere onto an elastic-plastic aluminum plate.
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Chapter 6
Conclusions and Future Work
In this work a Lagrangian scheme called the Optimal Transportation Method (OTM)
for the simulation of general solid flows is developed through an integration of optimal
transportation theory with meshless interpolation and material point integrations.
Our work is mainly focused on simulations of general solid flows involving ex-
tremely large deformation, fast, transient loading and hydrodynamic phenomena. For
this purpose, the meshless methods are an excellent alternative to the conventional
grid-based methods. The OTM is a Lagrangian particle method, which reserves all
the advantages of absence of a mesh. Furthermore, by employing the local max-ent
approximation scheme, it overcomes the difficulty for imposition of essential boundary
conditions in most of the meshless methods.
The theoretical framework developed for the OTM in this thesis generalized the
Benamou-Brenier differential formulation of optimal transportation problems and
leads to a multifield variational characterization of solid flows, including inelastic-
ity, equation of state, and general geometries in Rd and boundary conditions. An
extended action from the bare action in Optimal Transportation theory is proposed
for elastic and inelastic solid flows, such that the Euler’s equation of motion of gen-
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eral solid flows can be recast in the formalism of gradient flows with respect to the
optimal transportation differential structure. Further the Euler-Lagrange equations
associated with the action are verified to be identical to the Euler’s equations of mo-
tion and continuity equations. The governing variational principle of the framework
lends itself ideally to discretization by a combination of conforming interpolation of
the velocity field and pointwise sampling of the local material state. Hence a time
discrete, iterative variational scheme whose solutions converge to the solution of the
Euler’s equation of motion is constructed by following the strategy used in the opti-
mal transportation structure. The spatial discretization of the semi-discrete action is
carried over by the insertion of material points into the semi-discrete Euler-Lagrange
equation. Then a fully discrete action for computations is obtained and a finite-
dimensional semi-discrete central difference scheme is defined such that the motion
of the solid flows can be solved forward explicitly.
To this end, we have demonstrated the accuracy, convergence, stability, versatility
and great capability of the Optimal Transportation Method with the aid of demanding
convergence tests, a series of fully 3D meshless simulations of different applications.
Particularly in order to efficiently simulate the high/hyper-velocity impact problems,
we proposed a new meshless contact algorithm, which conserves the energy and mo-
mentum of the dynamic system exactly. On the other hand, since only a range query
for points is required in the course of the computation, lots of efficient algorithms and
data structures are available for different purpose. In our simulation, we use the cell-
array algorithm, which provides almost constant search speed and o(N) construction
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time. From the 3D calculations, it is evidenced that OTM has a great potential for
solving lots of practical engineering problems difficult for other numerical methods.
Many possible directions might be taken in the future to further the scope of
application of this methodology. Immediate steps would be the extension of the
method to h-adaptivity. For simulations involving hydrodynamic phenomena, frac-
ture/fragmentation usually appears in the course of impact, thus principles in fracture
mechanics should be counted for the reset of the support of each material points. This
could be done by setting up the invisibility of nodes to the material points by some
physical criteria. The application to fully coupled thermomechanical problems should
be another potential direction. From the numerical analysis point of view, parallel
implementations might be devised.
121
Bibliography
[1] L. Ambrosio. Lecture notes on optimal transport problems. In Mathematical
Aspects of Evolving Interfaces,Lecture Notes in Math., volume 1812, pages 1–52.
Springer-Verlag, Berlin/New York, 2003.
[2] M. Arroyo and M. Ortiz. Local maximum-entropy approximation schemes: A
seamless bridge between finite elements and meshfree methods. Int. J. Numer.
Meth. Eng., 65:2167–2202, 2006.
[3] I. Babusˇka and J. Melenk. The partition of the unity finite element method.
Technical Report BN-1185, Institute for Physical Science and Technology, 1995.
[4] S. Beissel and T. Belytschko. Nodal integration of the element-free galerkin
method. Comput. Meth. Appl. Mech. Eng., 139:49–74, 1996.
[5] T. Belytschko, Y. Guo, W. K. Liu, and S. P. Xiao. A unified stability analysis
of meshless particle methods. Int. J. Numer. Meth. Eng., 48:1359–1400, 2000.
[6] T. Belytschko, Y. Krongauz, J. Dolbow, and C. Gerlach. On the completeness
of meshfree particle methods. Int. J. Numer. Meth. Eng., 43:785–819, 1998.
122
[7] T. Belytschko, Y. Krongauz, D. Organ, M. Fleming, and P. Krysl. Meshless
methods: An overview and recent development. Comput. Meth. Appl. Mech.
Eng., 139:3–47, 1996.
[8] T. Belytschko, Y. Y. Lu, and L. Gu. Element-Free Galerkin Methods. Int. J.
Numer. Meth. Eng., 37:229–256, 1994.
[9] J. D. Benamou and Y. Brenier. A numerical method for the oprimal time-
continuous mass transport and related problems. in: Monge-Ampere equation:
applications to geometry and optimization. Contemp. Math., 226:1–11, 1999.
[10] J. L. Bentley and J. H. Friedman. Data structures for range searching. Comput.
Surv., 11:397–409, 1979.
[11] G. T. Camacho and M. Ortiz. Adaptive lagrangian modelling of ballistic pene-
tration of metallic targets. Computer Methods in Applied Mechanics and Engi-
neering, 142:269–301, 1997.
[12] A. Cuitino and M. Ortiz. A material-independent method for extending stress
update algorithms from small-strain plasticity to finite plasticity with multiplica-
tive kinematics. Eng. Comput., 9:437–451, 1992.
[13] J. Dolbow and T. Belytschko. Numerical integration of the galerkin weak form
in meshfree methods. Comput. Mech., 23:219–230, 1999.
[14] C. A. Duarte and J. T. Oden. h-p clouds–An h-p meshless method. Numer.
Meth. Part. Differ. Equat., 12:673–705, 1996.
123
[15] C. T. Dyka and R. P. Ingel. An approach for tension instability in smoothed
particle hydrodynamics (SPH). Comput. Struc., 57:573–580, 1995.
[16] C. T. Dyka, P. W. Randles, and R. P. Ingel. Stress points for tension instability
in SPH. Int. J. Numer. Meth. Eng., 40:2325–2341, 1997.
[17] L. C. Evans. Partial diffrential equations and Monge-Kantorovich mass transfer.
Department of Mathematics, University of California, Berkeley (course notes
available online), September 2001.
[18] R. A. Gingold and J. J. Monaghan. Smoothed particle hydrodynamics: Theory
and application to non-spherical stars. Mon. Not. R. Astron. Soc., 181:375–389,
1977.
[19] W. Herrmann, L. D. Bertholf, and S. L. Thompson. Computational methods for
stress wave propagation in nonlinear solid mechanics. Technical Report SAND-
74-5397, Sandia National Laboratories, 1974.
[20] A. Huerta, T. Belytscko, S. Fernandez-Mendez, and T. Rabczuk. Meshfree meth-
ods. Encyclopedia of Computational Mechanics, 10:279–309, 2004.
[21] E. T. Jaynes. Information theory and statistical mechanics. Phys. Rev.,
106(4):620–630, 1957.
[22] G. R. Johnson and S. R. Beissel. Normalized smoothing functions for SPH impact
computations. Int. J. Numer. Meth. Eng., 39:2725–2741, 1996.
124
[23] G. R. Johnson andW. H. Cook. Fracture characteristics of three metals subjected
to various strains, strain rates, temperatures and pressures. Eng. Fract. Meek,
21(1):31–48, 1985.
[24] R. Jordan, D. Kinderlehrer, and F. Otto. The variational formulation of the
Fokker-Planck equation. SIAM J. Math. Anal., 29:1–17, 1998.
[25] A. Kamoulakos. A simple benchmark for impact. Benchmark, pages 31–35, 1990.
[26] S. Kullback. Information Theory and Statistics. Wiley, New York, NY, 1959.
[27] P. Lancaster and K. Salkauskas. Surface generated by moving least square meth-
ods. Math. Comput., 37:141–158, 1980.
[28] A. Lew, J. E. Marsden, M. Ortiz, and M. West. Variational time integrators.
Int. J. Numer. Meth. Eng., 60:153–212, 2004.
[29] S. Li and W. K. Liu. Meshfree nad particle methods and their applications.
Appl. Mech. Rev., 55(4), 2002.
[30] T. Liszka and J. Orkisz. The finite difference method at arbitrary irregular grids
and its application in applied mechanics. Comput. Struct., 11:83–95, 1980.
[31] W. K. Liu, Y. Chen, R. A. Uras, and C. T. Chang. Generalized multiple scale
reproducing kernel particle method. Comput. Meth. Appl. Mech. Eng., 139:91–
157, 1996.
[32] W. K. Liu, S. Jun, and Y. F. Zhang. Reproducing kernel particle methods. Int.
J. Numer. Meth. Eng., 20:1081–1106, 1995.
125
[33] L. B. Lucy. A numerical approach to the testing of the fission hypothesis. As-
trophys J., 82:1013, 1977.
[34] J. E. Marsden and M. West. Discrete mechanics and variational integrators,
volume 10. Cambridge University Press, Cambridge, MA, 2001.
[35] J. J. Monaghan. Why particle methods work. SIAM J. Sci. Stat. Comput., 3:422,
1982.
[36] J. J. Monaghan. Smoothed particle hydrodynamics. Annu. Rev. Astron. Astro-
phys., 30:543–574, 1992.
[37] B. Nayroles, G. Touzot, and P. Villon. Generalizing the finite element method:
Diffuse approximation and diffuse elements. Comput. Mech., 10:307–318, 1992.
[38] M. Ortiz and L. Stainier. The variational formulation of viscoplastic constitutive
updates. Comput. Meth. Appl. Mech. Eng., 171:419–444, 1999.
[39] N. Perrone and R. Kao. A general finite difference method for arbitrary meshes.
Comput. Struct., 5:45–58, 1975.
[40] R. Radovitzky and M. Ortiz. Error estimation and adaptive meshing in strongly
nonlinear dynamic problems. Comput. Meth. Appl. Mech. Eng., 172:203–240,
1999.
[41] V. T. Rajan. Optimality of the Delaunay triangulation in Rd. Discrete Comput.
Geom., 12:189–202, 1994.
126
[42] P. W. Randles and L. D. Libersky. Smoothed particle hydrodynamics: Some re-
cent improvements and applications. Comput. Meth. Appl. Mech. Eng., 139:375–
408, 1996.
[43] P. W. Randles and L. D. Libersky. Normalized SPH with stress points. Int. J.
Numer. Meth. Eng., 48:1445–1462, 2000.
[44] M. B. Rubin and A. L. Yarin. A generalized formula for the penetration depth
of a deformable projectile. Int. J. Impact Eng., 27:387–398, 2002.
[45] C. E. Shannon. A mathematical theory of communication. Bell Sys. Tech. J.,
27(3):379–423, 1948.
[46] J. E. Shore and R. W. Johnson. Axiomatic derivation of the principle of maxi-
mum entropy and the principle of minimum cross-entropy. IEEE Trans. Inform.
Theor., 26(1):26–36, 1980.
[47] J. Skilling. The axioms of maximum entropy. In Maximum-Entropy and Bayesian
Methods in Science and Engineering, Erickson GJ, Smith CR (eds), Foundations,
1:173–187, 1988.
[48] N. Sukumar and R. W. Wright. Overview and construction of meshfree basis
functions: From moving least squares to entropy approximants. Int. J. Numer.
Meth. Engng., 70:181–205, 2007.
[49] D. Sulsky, Z. Chen, and H. L. Schreyer. A particle method for history-dependent
materials. Comput. Meth. Appl. Mech. Eng., 118:179–186, 1994.
127
[50] J. W. Swegle. Smoothed particle hydrodynamics stability analysis. J. Comput.
Phys., 116:123–134, 1995.
[51] G. Taylor. The use of flat-ended projectiles for determining dynamic yield stress.
I. theoretical considerations. Proc. Roy. Soc. Lond. Math. Phys. Sci., 194:289–
299, 1948.
[52] G. I. Taylor and H. Quinney. The plastic distortion of metals. Philos. Trans.
Roy. Soc. London, 230:323–362, 1931.
[53] C. Villani. Topics in optimal transportation theory, Graduate Studies in Mathe-
matics, volume 58. American Mathematical Society, Providence, Rhode Island,
USA, 2003.
[54] J. D. Walker and C. E. JR. Anderson. A time-dependent model for long-rod
penetration. Int. J. Impact Eng., 16(1):19–48, 1995.
[55] Y. Y. Zhu and S. Cescotto. Unified and mixed formulation of the 4-node quadri-
lateral elements by assumed strain method: Application to thermomechanical
problems. Int. J. Numer. Meth. Eng., 38:685–716, 1995.
