Importance sampling is a variance reduction technique for efficient estimation of rare-event probabilities by Monte Carlo. For random variables with heavy tails there is little consensus on how to choose the change of measure used in importance sampling. In this article we study dynamic importance sampling schemes for sums of independent and identically distributed random variables with regularly varying tails. The number of summands can be random but must be independent of the summands. For estimating the probability that the sum exceeds a given threshold, we explicitly identify a class of dynamic importance sampling algorithms with bounded relative errors. In fact, these schemes are nearly asymptotically optimal in the sense that the second moment of the corresponding importance sampling estimator can be made as close as desired to the minimal possible value.
INTRODUCTION
Suppose one wishes to estimate the quantity p b = P (S n > b), where S n = X 1 + · · ·+ X n and the X i 's are real-valued, independent and identically distributed
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Hence for bounded relative error it is necessary that K grow as fast as 1/ p b , and because of this, standard Monte Carlo simulation is hardly ever used to estimate rare event probabilities. An alternative approach to the problem of estimating small probabilities is importance sampling, where instead of sampling from the original distribution, samples are drawn from a new distribution under which the rare events are no longer rare. Specifically, iid samples of the random variable I {S n >b} are drawn, whereS n =X 1 + · · · +X n , and the vector (X 1 , . . . ,X n ) has an alternative distribution, say ν b n . The corresponding importance sampling estimator is just the sample average of iid copies of
where μ denotes the distribution of (X 1 , . . . , X n ). Clearly this estimator is unbiased. The goal of importance sampling is to choose ν b n so as to minimize the variance, or equivalently, the second moment ofp b :
It turns out that solving the unconstrained minimization problem over all possible distributions requires knowing p b . Instead, one typically searches within a parametric family of changes of measure and looks for a distribution that satisfies an optimality criterion. Jensen's inequality implies 
One would like to construct schemes whose asymptotic relative error is close to or equal to this minimal value 1. In Wang [2004, 2005] it was shown that ideas from stochastic control and game theory can be used effectively in the design of importance sampling schemes for random variables with finite moment generating functions.
This article is concerned with sums of non-negative random variables with heavy tailed distributions (by which we mean E[exp(t X i )] = ∞ for all t > 0). For this setup, there was no general theory for choosing sampling distributions ν b n that satisfy this asymptotic optimality criterion, or even distributions that have uniformly (in b) bounded relative error. A goal of the current article is to demonstrate that the techniques of control theory can again serve as basic tools in the design and analysis of asymptotically optimal importance sampling schemes for some systems with heavy tailed distributions.
The article is organized as follows. Section 2 introduces a parametric family of alternative sampling distributions (controls) ν b n . In Section 3, we use weak convergence arguments to show that when the number of summands is fixed, such changes of measure induce estimators with bounded relative errors. Moreover, one can always identify nearly asymptotically optimal schemes in the sense that the corresponding importance sampling estimators come within an arbitrarily prescribed error of the absolute lower bound 1 in (1). In Section 4 we adapt this construction to estimate
where N is a random variable that is independent of {X i , i ∈ N} and satisfies E[z N ] < ∞ for some z > 1. For this case we are also able to identify importance sampling schemes that are nearly asymptotically optimal. Section 5 presents a collection of numerical results. We compare our scheme with two existing simulation methods, one of which is based on conditional Monte Carlo rather than importance sampling [Asmussen and Kroese 2004] , and the other is based on delayed hazard rate twisting [Juneja and Shahabuddin 2002] . It is worth mentioning that the conditional Monte Carlo algorithm produces estimates that have bounded relative errors, although it is not known whether they satisfy the asymptotic optimality criterion.
PROBLEM SETUP
Consider a sequence of iid non-negative random variables {X i , i ∈ N} with tail probabilityF (x) .
Assume that, for some α > 0, the functionF satisfies
A random variable with this property is said to have regularly varying tails. It is well known that such random variables are subexponential [Asmussen 2000, page 253, Proposition 1.4] in the sense that
for every n ∈ N. An in-depth account of heavy-tailed distributions can be found in Embrechts et al. [1997] . We wish to estimate P (S N > b) when b is a large positive number and N is an N-valued random variable independent of {X i }. In preparation, we first study the special case where N ≡ n is a fixed number. As discussed in the Introduction, the samples are drawn from an alternative distribution ν b n . Our goal is to find, for each ε > 0, measures ν b n (we omit the ε-dependence in the notation) such that
When ε is small, the importance sampling scheme based on ν b n achieves a nearly asymptotic optimal relative error [compare with (1)]. Using the subexponential property (3), (4) reduces to
The algorithm for this special case can then be adapted to the case where N is random. This extension will be discussed in Section 4.
Remark 2.1. We will assume throughout, that the random variable X i has a density f . This condition is not essential and is imposed simply for convenience of exposition.
Our primary goal in creating estimators for the probability p b (fixed N = n) is to use these estimators as building blocks for estimating the probability ρ b (random N with geometrically decaying tails). The probability ρ b is of interest because it is equivalent to the probability of ruin for the one-dimensional random walk when the increments are i.i.d. and of the form X j − A j , where X j has regularly varying tails and A j is an exponential random variable. For more detail see Embrechts et al. [1997, pages 26-28] , Juneja and Shahabuddin [2002] , and Asmussen [2000] . This ruin probability arises in queueing theory as the waiting time in the steady state of an M/G/1 queue where the inter-service time distribution has regularly varying tails. This probability also arises as the probability of ruin for an insurance company whose claims arrive according to a Poisson process and the claim sizes are iid with regularly varying tails.
It is widely known that distributions with regularly varying tails are commonly used to model characteristics of internet traffic (e.g., file size, file transmission time); in addition excessively large insurance claims are commonly modeled by distributions with regularly varying tails. See for example, Crovella et al. [1998] , Willinger et al. [1997] , and Embrechts et al. [1997] ).
A Parameterized Family of Sampling Distributions
In the setting of light-tailed random variables (those with finite momentgenerating functions in a neighborhood of the origin), it is customary to consider sampling distributions that belong to the class of "exponential tilts" and/or their mixtures, and indeed one can obtain very good results by doing so.
However, the situation is less clear for random variables with regularly varying tails. A contribution of the present article is the identification of a class of sampling distributions that can yield asymptotically optimal performance and are simple to implement. The main requirement is that one should be able to sample from the tail distribution with density f ( y)I { y>c} /F (c) for all c ≥ 0.
Fix n ∈ N. Each distribution in our class will be denoted by ν b n (a, p i,n , q i,n ). The parameters (a, p i,n , q i,n ) satisfy the constraints a ∈ (0, 1) and { p i,n , q i,n , 1 ≤ i ≤ n − 1} is a sequence of positive numbers such that p i,n + q i,n = 1 for every i. It is easiest to describe the distribution of interest as that induced by random variables (Y 1,n , Y 2,n , . . . , Y n,n ). Here Y 1,n has the density
and
and otherwise the conditional density of Y n,n is f .
When using this importance sampling estimator it is necessary to sample from the conditional distribution F (·|X i > ab). In all the cases we present it is possible to do this using inversion. An alternative that can be considered when inversion is not feasible is the acceptance-rejection algorithm.
Algorithm for creating importance sampling estimatorp
, do not perform steps (2) and (3).
(2) j th summand, 1 < j < n.
(a) Generate a number u uniformly from
, exit step (2) and skip step (3).
(3) nth summand.
(a) Generate a sample Y n,n from the distribution (4) Repeat steps 1-3 to obtain K independent replicas ofp n b , and average to obtain the importance sampling estimator.
is the residual distance to go before the sample sum exceeds the threshold b. The role of the parameter a ∈ (0, 1) is to determine how close we will come to jumping all the required distance when the coin turns up tails (except for i = n). Since a < 1 we do not attempt to jump over the threshold with probability 1, but rather with positive probability we come close to, but not over, the threshold. It will turn out that the asymptotic performance, as b ↑ ∞, depends on a, and that as a ↑ 1 this asymptotic performance approaches optimality. Hence it is tempting to use a = 1 in the prelimit also. However, it turns out that the limits a ↑ 1 and b ↑ ∞ do not permute. As a consequence, the corresponding importance sampling scheme does not even achieve good asymptotic performance if one sets a = 1 in the prelimit.
It will be shown that for any a ∈ (0, 1) our algorithm produces an estimator p n b with bounded relative error. The asymptotic relative error of the estimator will decrease as a ↑ 1. However, one cannot interchange the limits b → ∞ and a ↑ 1, and to be safe it is best to keep a ≤ .95 for small and moderate b.
NEAR ASYMPTOTIC OPTIMALITY FOR FIXED N
In this section we analyze, via weak convergence methods, the asymptotic performance of the parametric family of changes of measure defined in Section 2, for the case N = n. For each fixed choice of the parameters (a, p i,n , q i,n ) [controls], we obtain a cost. Thus finding a good change of measure amounts to solving a deterministic, discrete time control problem. Nearly optimal controls are identified, which in turn yield asymptotically nearly optimal changes of measure for the importance sampling problem.
A Weak Convergence Analysis
Before proceeding it is necessary to introduce some notation that will be used throughout the proof. For the rest of the proof we use the definitions M n . = max(X 1 , . . . , X n ) and S n . = X 1 + · · · + X n . Next, we rewrite the expected value as 1
where y = ( y 1 , . . . , y n ). Define
and a family of measures on R n + by
(recall that μ is the product probability measure induced by the iid random variables X 1 , . . . , X n ). Then the integral can be rewritten in the form
The outline of the remainder of the proof is as follows. In the first lemma we will study the weak convergence of θ b as b → ∞. Although the θ b 's are not necessarily probability measures, there is an obvious extension of the notion of weak convergence to non-negative measures with uniformly bounded mass [Dupuis and Ellis. 1997, page 373] . In the second lemma we show that the quantity
(b * y) stays bounded on the set { y 1 + · · · + y n > 1}. With this bound, and the weak convergence of the measures θ b , we will be able to analyze the limiting behavior of the integral (6), and thus complete the proof of the proposition.
In the following, θ j is defined as the probability measure on R n + generated by the random vector ( 
PROOF. For any vector
for all those x ∈ R n + such that θ (∂ R x ) = 0. To this end we first consider the case max{x 1 , . . . , x n } ≤ 1. It is obvious that θ(R x ) = 0, so we only have to prove θ b (R x ) → 0. By using the inclusion-exclusion principle and the subexponential property (3) to approximate P (M n > b), it follows that
Next consider the case max{x 1 , . . . , x n } > 1, and without loss of generality assume that x j > 1 for 1 ≤ j ≤ k only. We can also assume that x i > 0 for every i since θ (∂ R x ) > 0 otherwise. Define
Clearly the U j 's are disjoint and . . . , 1, x k+1 , . . . , x n ) and max{x 1 , . . . ,x n } ≤ 1. It remains to show the case j ≥ 1. Using the definition of θ and the fact that θ j is supported on points where y i = 0 if i = j , we see that
Since x i > 0 for every i, the regularly varying tail property implies
This completes the proof.
LEMMA 3.1.3. There exists L n < ∞ such that for any b ∈ [0, ∞) and any
PROOF. For y ∈ K set s 0 = 0, s j = y 1 + · · · + y j , and define τ ( y) . = min{ j ≥ 1 : s j > 1}. We consider the cases τ ( y) = n and τ ( y) < n separately.
Case 1: Assume for now that y ∈ K and τ ( y) = n. Then by definition of ν
For y ∈ K 1 , it is not difficult to argue by induction that
For any y ∈ K 2 , let J .
, which is non-empty. Define j * to be the smallest element in J , and let
Note that for all jF
Then the following bound is obtained:
Since for every k ∈ {1, . . . , j * −1} we have y k ≤ a(1−s k−1 ), induction yields that
Thanks to (8) and (10), observing q ≤ 1 and
n−1 , we obtain the bound
for every y ∈ K and τ ( y) = n. Case 2: Assume that y ∈ K and τ . = τ ( y) < n. In this case we have
• P. Dupuis et al.
Using the same argument in Case 1 (replace n by τ ), we obtain the bound
for y ∈ K and τ = τ ( y) < n.
To summarize, since q ≤ q τ,n and p j,n ≤ 1, (11) and (12) imply that
for every y ∈ K. BecauseF is assumed to have regularly varying tails, the right-hand-side of (13) is bounded from above by a constant independent of b.
. Note that for 1 ≤ i ≤ n − 1 and for y ∈ A i , as b tends to infinity,
Since 1 − s i−1 ≥ (1 − a) i−1 in A i the convergence is uniform for all y in A i . This follows from a well known theorem that states: ifF is of regular variation then
is uniform for a in any compact subset of (0, 1] [Bingham et al. 1987 , page 22, Theorem 1.5.2]. Similarly note that on A n we have the following uniform convergence:
Let A . = n i=1 A i , and g be a bounded continuous function on R n + that satisfies
Such g always exists since the closures of A i are disjoint.
Thanks to the uniform convergence and the fact that θ b has bounded mass, we have
Each A i is defined by a finite number of linear inequality constraints. Each n − 1 dimensional space generated by replacing the inequalities with equality does not run through the origin. Since each θ i is supported on a subset of a ray through the origin it follows that θ(∂ A) = 0. Therefore the weak convergence
as well as
It is easily seen that θ (A c ) = 0 by noting that θ i (A 
It follows that
Since the support of θ is those y = ( y 1 , . . . , y n ) where y j ≥ 1 for a single j and y i = 0 for i = j , it is not difficult to check that, thanks to (14) and (15),
Solution to the Limit Problem
In this section we argue that one can choose (a, p i,n , q i,n ) appropriately so that the corresponding change of measure ν b n attains nearly asymptotically optimal relative error; see (5). We need the following result:
Then for any fixed a ∈ (0, 1), the function J (a; ·, ·) is minimized at
PROOF. We use an argument of the dynamic programming type. For 1 ≤ k ≤ n, define
Note that J k is independent of those ( p i,n , q i,n ) where i ≤ k − 1 and that the original problem corresponds to k = 1 (J = J 1 ). It is not difficult to check by definition
which in turn yields the dynamic programming equation (DPE)
Since V n (a) ≡ 1 by definition, one can easily use backward induction (we omit the details) to show that
and that the right-hand-side of the DPE is minimized at ( p * k,n , q * k,n ). This completes the proof.
The following corollary, which states the existence of nearly optimal importance sampling schemes, is immediate. 
IMPORTANCE SAMPLING FOR RANDOM N
In this section we address the problem of estimating
where N is an N-valued random variable that is independent of {X i }. Throughout we assume E[z N ] < ∞ for some z > 1, and definez = sup{z > 1 :
Observe that {ns n /c} defines a probability measure on N.
Importance sampling algorithm:
The scheme is parameterized by (a 0 , a 1 , K ) where a 0 ∈ (0, 1), a 1 ∈ (0, 1 −z −1/α ), and K ∈ N. Each independent sample is constructed in the following fashion.
(1) Generate a random variableÑ according to P (Ñ = n) = ns n /c. The importance sampling estimator is the sample average of independent copies ofρ b .
The following result characterizes the asymptotic performance of this importance sampling scheme. THEOREM 4.1. Consider the importance sampling scheme with parameter
In particular, for any ε > 0, there exist (a 0 , a 1 , K ) such that
Before proceeding with the proof, let us check that this indeed describes a nearly asymptotically optimal scheme. By Jensen's inequality
Also, since the random variables X i are subexponential and E[z N ] < ∞ for some z > 1, [Asmussen 2000 , page 259, Lemma 2.2] asserts that
Hence such a scheme is indeed nearly asymptotically optimal.
Remark 4.1. As we will see, the introduction of the cutoff K and the use of a different parameter a 1 forÑ > K are for technical reasons in order to facilitate an interchange needed in the proof. It is not known at this time if this setup is necessary, or if one can work with a single parameter a 0 ∈ (0, 1) and K = ∞.
Remark 4.2. In Section 5 it will be shown how to choose the parameters a 0 , a 1 , K to achieve an asymptotic result bounded above by (1 + ε)E[N 2 ]. Also discussed there (and illustrated via Table III and Figure 2 ) is the question of how to choose ε.
• P. Dupuis et al. Remark 4.3. In the event thatz = ∞ it follows that a 1 ∈ (0, 1). Thus there exists M < ∞ such that a 1 ∈ (0, 1 − M −1/α ), and the proof of 4.1 can be carried out withz replaced by M . PROOF OF 4.1. When the samples are generated according to this scheme,
We next take b to ∞ in the previous display. Assume for now that the interchange of limit with the infinite sum is valid-the justification will be given momentarily. Then Theorem 4.1 follows immediately from Proposition 3.1.1 and Lemma 3.2.1. Since a 0 , a 1 < 1 and n ns n = c, it is not difficult to see that the right-hand-side of (16) is bounded from above by
For any ε > 0, the conclusion of the theorem follows by taking K large enough and a 0 sufficiently close to 1. It remains to justify the interchange of limit with the infinite sum. This will be done by finding a dominating function for
cs n n when n > K . Recall that in this case ν b n is defined with parameter (a 1 , p * i,n , q * i,n ) where ( p * i,n , q * i,n ) are the optimal weights given by Lemma 3.2.1 with a = a 1 . By inequality (13) we have,
Using this and the particular form of the weights p * j,n from Lemma 3.2.1,
A well known result from the theory of subexponential distributions (see, e.g., Asmussen [2000, page 255, Lemma 1.8]) states that for all γ > 0 there is m(γ ) such that the following bound holds for all b ≥ 0:
Another result [Bingham et al. 1987 , page 25, Theorem 1.5.6] states the following: for any δ > 0 there exists A(δ) > 1 such that for all 0 ≤ y ≤ x,
Now choose γ , δ > 0 so that 1 + γ (1 − a 1 ) α+δ <z. Such γ and δ always exist, thanks to the assumption that 0 < a 1 < 1−z −1/α . We now apply the bounds in equations (19) and (20) to inequality (18). Observing that s n ≤ Cz −n for some constant C since E[z N ] < ∞ for all z <z, it is not difficult to show that there is a finite constantC such that 1
where β .
The right-hand-side then serves as a summable dominating function.
NUMERICAL RESULTS
In this section we present some numerical results for the estimation of
The simulation results from the algorithms outlined in this article are denoted by DIS (for dynamic importance sampling). In Tables I and II we also include results from the weighted delayed hazard twisting algorithm of Juneja and Shahabuddin [2002] , denoted by WDHT, and the conditional Monte Carlo algorithm from the report by Asmussen and Kroese [2004] , marked as CMC. The CMC algorithm of Asmussen and Kroese relies on the identity
where S n = X 1 + · · · + X n and M n = max(X 1 , . . . , X n ), together with the result
With these results, estimating the probability p b (or just as easily ρ b ) can now be reduced to estimating the expected value
via Monte Carlo.
• P. Dupuis et al. The WDHT algorithm of Junepa and Shahabuddin is an importance sampling algorithm that uses a sampling distribution that is similar in some respects to the one used in this article. In particular, if trying to estimate the probability ρ b and if a sample of N has been generated, then the WDHT algorithm specifies that N i.i.d samples shall be drawn from the sampling distribution
. This distribution is somewhat similar to the one used in our algorithm because it also relies on using a mixture of the original distribution and a distribution conditioned on exceeding some function of the threshold b. However a significant difference is that in the WDHT algorithm the N samples are all independently drawn from the same distribution.
In all the tables, N is a random variable independent of {X i } with distribution
−α for various values of α. For the WDHT algorithm we use the parameters used in Juneja and Shahabuddin [2002] . For our algorithm, described in Section 4, we must choose (a 0 , a 1 , K ). For a given ε > 0, we set Note that with this choice of (a 0 , a 1 , K ), Theorem 4.1 states that the right-handside of (16) is bounded from above by (1 + ε)E[N ] 2 , so that the scheme is nearly asymptotically optimal. For Tables I and II we set ε = 0.2.
In Table III and Figure 2 we compare the performance of our algorithm for different values of the parameter ε. In these results it should be noted that for all choices of ε, our algorithm performed very well when the threshold b was sufficiently large. However it appears that when ε is too small the relative error can become large for smaller values of b, and because of this we recommend keeping ε ≥ .15 for moderate and small values of b. In Table IV , we compare the algorithm's performance for estimation of the probability p b , the deterministic n problem. For this problem we set the parameter a = .95 in our algorithm. The parameters for the WDHT algorithm in the deterministic case are chosen as outlined in Juneja and Shahabuddin [2002] .
All the results in Tables I-III were obtained by the following procedure. First the given algorithm is run for 1 second to obtain an estimate, standard error, and a 95 percent confidence interval. This experiment is then repeated 500 times, each time checking whether or not the confidence interval contains the true value. The reported estimate and standard error are then averaged over the 500 experiments. The coverage is the proportion of times that the "true value" lies in the confidence interval. The true value is obtained by running Table IV were obtained in a similar manner as the results of Tables I-III except each algorithm was run for 1.5 seconds and the procedure was repeated 1000 times. The results in Figures 1 and 2 were generated by running each algorithm for 5 seconds for each value of b presented.
Remark 5.1. It is not standard in the literature on this topic to report simulation results for deterministic N . However, we did test such problems, and • P. Dupuis et al. found that the performance of our algorithm and CMC was similar, and that both algorithms out-performed the WDHT algorithm as seen in Table IV .
CONCLUSION
The efficient estimation of the probability ρ b illustrates the power of control theoretic ideas in importance sampling. We follow a standard procedure: identify a presumably simpler limiting problem; identify an optimal or nearly optimal control for the limit; show how this control may be adapted to the prelimit problem; confirm the performance via a weak convergence argument. The limit and prelimit optimal controls turned out to be dynamic, which was expected due to Bassamboo et al. [2005] , and indeed we were able to construct dynamic estimators with nearly asymptotically optimal relative error.
We compared the numerical performance of these estimators with the existing WDHT and CMC schemes, both of which are logarithmically asymptotically optimal for a wider class of distributions than we consider here (e.g., Weibull distributions). Since the sampling distributions of WDHT are not dynamic they cannot be nearly asymptotically optimal, a fact that is reflected in the numerical data (e.g., Figure 1 ).
The CMC algorithm, which is not based on importance sampling, is known to have bounded relative error (though not necessarily nearly asymptotically optimal relative error) when the X i have regularly varying tails. Consistent with these theoretical distinctions, the numerical results show that our algorithm has the best performance for most parameter values, with the standard error better than that in the CMC algorithm, and with the gap in performance increasing as b → ∞ and ε → 0.
The general framework for dynamic importance sampling estimation of small probabilities is broadly applicable. For example, it can easily accommodate multi-dimensional problems and dynamic models driven by heavy tailed random variables. However, a key issue is to identify the appropriate limit problem and suitable classes of controls for prelimit problems. A direction for further study is to apply the ideas in this article to create importance sampling algorithms for distributions with heavy tails, but not regularly varying (e.g., Weibull or Lognormal distributions). Another direction for further study is to adapt these changes of measure for use in the setting of multidimensional regularly varying tails.
