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ABSTRACT 
Many proteins undergo conformational switching in order to perform their cellular functions. A 
multitude of factors may shift the energy landscape and alter protein dynamics with varying effects 
on the conformations they explore. We apply atomistic molecular dynamics simulations to a 
variety of biomolecular systems in order to investigate how factors such as pressure, the chemical 
environment, and ligand binding at distant binding pockets affect the structure and dynamics of 
these protein systems. Further, we examine how such changes should be characterized. We first 
investigate how pressure and solvent modulate ligand access to the active site of a bacterial lipase 
by probing the dynamics in a variety of pressures and DMSO-water solvent mixtures. By 
measuring the gorge leading to the binding pocket we find small amounts of DMSO and high 
atmospheric pressure optimize the ability of lipids to reach the catalytic interior. Next, we examine 
the allosteric mechanism behind cooperative and anti-cooperative binding of nuclear hormone 
receptor RXR and two of its binding partners (TR and CAR). We detail why ligands of the 
RXR:TR (9c and t3) complex bind anti-cooperatively while ligands of RXR:CAR (9c and tcp) 
bind cooperatively. Finally, we describe how an intrinsically disordered protein, α-synuclein, 
alters its conformational dynamics in a pH-dependent manner increasing the likelihood of 
pathogenic aggregation and neurodegenerative disease at low pH. In each case, we apply contact 
analysis to uncover the collective motions underlying conformational change triggered by 
environmental factors or ligand binding.  
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CHAPTER I. INTRODUCTION 
I.1. Computer Simulation and Analysis for Biomolecular Systems
For decades, molecular dynamics (MD) simulations have aided scientists in the study of 
biomolecular systems.[1] Simulation methods allow a level of control that can be difficult or 
implausible to obtain with experimental techniques. Every environmental variable, such as 
temperature, pressure, ion and solvent concentration can be explicitly controlled and, in contrast 
to challenges in traditional experiments, no unwanted or undetected components are included. 
Beyond precise control of a given system, simulation can provide the benefit of atomic or better 
resolution, providing a closer look at problems that could otherwise only be viewed at relatively 
macroscopic scales. This makes MD useful in studying dynamics underlying the structure-function 
relationship common to proteins by tracking the movement of atoms as they perform their 
functions.[2] With ever-increasing computational resources and the development of enhanced 
sampling techniques, even the folding processes of many proteins can now be resolved.[3] 
A requirement for using MD simulations to obtain dynamic trajectories of proteins and other 
biomolecules is obtaining an initial structure to be provided as a starting point. These structures 
can be obtained in a variety of ways, including X-ray crystallography, nuclear magnetic resonance 
(NMR) spectroscopy, cryo-electron microscopy (cryo-EM), homology modeling, machine 
learning algorithm, and even ab-initio simulation. X-ray crystallography relies upon the ability of 
the researcher to create a stable protein crystal, a repetitive uniformly packed unit of protein 
monomers with a symmetrical orientation.[4-8] The resultant crystal is bombarded with X-rays 
which are subsequently captured by a detector to create a scattering profile. This scattering profile 
can then be used to infer the structure of the biomolecule of interest. NMR can be a useful tool in 
biomolecular modeling by reporting the distances between individual atomic nuclei and functional 
groups. Taken together, these distances can often recreate a full protein structure. Cryo-EM has 
become increasingly popular with advancements in examining large-scale structure complexes and 
automation of sample production, however, structures derived from this method tend to be of lower 
resolution than those obtained using X-ray crystallography.[9] Unlike X-ray crystallography, the 
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orientation of molecules is not known and the damage caused by electron doses required to 
determine orientation can complicate its use on smaller proteins.[8] 
When experimental techniques are not sufficient or plausible, protein structures can sometimes be 
constructed using techniques like homology modeling or, more recently, machine learning 
algorithms. Homology modeling is a technique which depends on the availability of structures in 
a similar family or with a similar amino acid sequence to build conformations of the protein of 
interest without performing a new experiment.[10, 11] Often times, the matching components of 
the protein are aligned with missing segments, such as unstructured loops, modeled into the 
molecule. Short segments of homologous structures can be ‘threaded’ together to complete a 
protein conformation. When a protein of interest is intrinsically disordered or lacking available 
corresponding structures homology modelling cannot be effective. Deep learning (DL) algorithms 
may be able to fill this gap.[12] Machine learning algorithms and structure prediction techniques 
have increasingly been used to predict properties such as secondary structure and solvent-
accessible surface area from primary sequence information. DL methods create a layered network 
of machine learning algorithms which infer complex relationships from a set of training data.[13] 
Inputs (such as amino acid sequence and predicted secondary structure) can then be provided upon 
which cycles of prediction and correction are made to optimize the output structure. While these 
models show great potential their accuracy can vary, and it is often difficult to meaningfully 
interpret the relationships upon which the predictions are based.[14] 
I.2. Background on Molecular Dynamics Simulation
The core concept behind all-atom molecular dynamics simulations is to track the positions of 
atoms of a system by providing initial coordinates and iteratively calculating the forces and 
subsequent positions for all atoms of a system. As with any object above the quantum size-scale, 
the movement of atoms can be well-approximated using Newton’s equations of motion, 
specifically Newton’s second law 
?⃗?𝐹=m?⃗?𝑎. 
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where F is the force on a given atom, m represents the mass, and a is the acceleration.[1] The force 
applied to each atom is enough to determine how their positions will change over time. Since 
velocity and position are both derivatives of acceleration, three position variables and three 
velocity variables are all that need to be provided to find the atomic coordinates of the system at 
the next time step. This can be expressed as 
vi+1=vi+δtF(xi)/m 
 xi+1=xi+δtvi 
where v is the velocity, x is the position of a given atom and δt is the time step. 
Indeed, most MD simulation engines function by simply integrating various forms of this equation, 
one step at a time, across all atoms of a system. Each atom has unique properties which set the 
rules of fundamental chemical interactions. Each atom has an electron orbitals which generates 
small dipoles and moments within molecules. These non-homogenous characteristics of atoms 
introduces many degrees of freedom to calculations making pinning them down precisely with 
each time step implausible. Instead, quantum chemistry calculations are performed for atoms and 
groups of atoms in advance and provided collectively as packages called ‘force-fields’. 
In order for MD to be an effective tool, it must reproduce the real world with high fidelity. This 
means environmental factors, such as temperature, pressure, ion concentration, and solvation, are 
considered with each step of the calculated trajectory. While some molecules can be effectively 
studied in a vacuum requiring little or no consideration of these types of variables, such scenarios 
are not typically relevant to the study of biological systems.  
As previously discussed, protein structures used to initiate MD simulations are obtained from 
tightly packed crystals kept at very low temperatures.[4] In order to obtain a biologically relevant 
ensemble from our trajectory, the system must be carefully heated to the desired temperature, 
typically room or body temperature. This is typically achieved by coupling the system to a “heat 
bath” in which temperature corrections are made at each step. The Berendsen thermostat is a 
popular temperature coupling algorithm, which has fallen out of use for production runs (the 
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portion of the simulation which is analyzed) but is still used in equilibration runs due to its 
efficiency. The Berendsen thermostat corrects the temperature such that 
dT/dt = (T0-T)/τ 
where dT is the change of the temperature, dt is the time-step, T0 is the reference temperature, T is 
the current temperature, and τ is a fixed time constant.[15] A major disadvantage to this thermostat 
is that it eliminates fluctuations of kinetic energy required to reproduce the correct canonical 
ensemble. While a system with many atoms will still produce a roughly accurate ensemble, the 
Berendsen thermostat is now typically only used for equilibration runs and replaced for subsequent 
production runs with more accurate thermostats. Other thermostats introduce additional terms to 
increase accuracy. In the case of the Nose-Hoover thermostat this includes the coupling of an 
artificial heat bath variable with an associated weight to the system allowing the kinetic energy to 
fluctuate around the reference temperature, resulting in the correct canonical ensemble.[16] 
Explicit atom MD simulations typically follow one of two schemes, the fixed Number of atoms, 
Volume, and Temperature (NVT) scheme or the fixed Number of atoms, Pressure, and 
Temperature (NPT) scheme. An NVT simulation will maintain a constant box size (volume) while 
in NPT the box size will vary as a function of pressure. As with temperature coupling, the 
Berendsen pressure-coupling scheme, scaled at a time interval of τp, which is approximately equal 
to timestep dt, is typically used during equilibration and then replaced with a more complex method 
for production runs.[17] One such method is the Parrinello-Rahman barostat where the box 
boundaries are subject to equations of motion.[18] The equations modulating the box vectors are 
coupled to those driving the atomic coordinates of the system and the variable τp defines the period 
of pressure fluctuations at equilibrium. 
I.3. Molecular Dynamics Force Fields and Applications to Biological Systems
While it is typical to think of proteins when considering force MD, biological systems are 
composed of a variety of non-protein components. In order to reproduce the complexity of a variety 
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of other biomolecular systems sets of parameters have been created to describe the interactions of 
DNA, RNA, sugars, lipids, membranes and a variety of solvents.[19] These parameter sets are 
called force fields. Even different types of proteins may require different force fields to reproduce 
experimental results. Most protein force fields are optimized for the study of proteins with well-
defined native structures, however, intrinsically disordered proteins (IDPs) present an example 
where these force fields break down and require the development of new force fields with 
contextually appropriate parameter sets.[20] 
One particularly important component of a simulation is the solvent model used. The most accurate 
models, and computationally costly, are explicit solvent models in which solvent molecules are 
represented by a set of bonded atomic coordinates with energetic parameters determined before-
hand using quantum mechanics calculations. Since water is by far the most common solvent 
studied with biological systems there are a large number of explicit water models available. While 
water may seem like a simple molecule on the surface, consisting of only two hydrogen atoms and 
a single oxygen atom, the many different models take different approaches in an attempt to 
accurately describe its motions and interactions with varying degrees of accuracy. In a typical 
aqueous-environment MD simulation, water is by far the most abundant molecule, meaning any 
increase in complexity (degrees of freedom) will greatly amplify the number of calculations 
required to generate the positions and velocities of the next time-step. Among things that increase 
the complexity of water models are whether the model is rigid or flexible, the number of points 
used to represent the water molecule and its interactions, and whether the model is polarizable. 
The simplest and most commonly used water model for protein MD is the TIP3P (transferable 
intermolecular potential with 3 points) model, a rigid three point representation utilizing covalent 
bonds.[21] While this model is simple, it produces results accurate enough for most applications 
of protein MD. The potential for the TIP3P model is simply a coulombic component and Lenard-
Jones component 












where Eab is the energy between two molecules, kc is an electrostatic constant, qi and qj are the 
partial charges relative to the charge of the electron, rij is the distance between molecules, and A 
and B are Lennard-Jones parameters representative of a 12-6 potential. [21] 
Implicit solvent models, also called “continuum” models, are a computationally efficient way of 
approximating the effects of a solvent without providing explicit molecules or coordinates.[22] 
The primary parameter in these models is the dielectric constant κ which is expressed by 
κ=E/E0 
where E is the permittivity of the solvent and E0 is the permittivity of a vacuum. This is another 
way of saying that κ is a measure of the polarizability of a solvent. Some implicit solvation models 
include additional parameters like surface tension. The Poisson-Boltzmann equation provides the 
theoretical basis for most implicit solvent models, but due to its high computational cost 
approximations are often used. Often used instead is the Generalized Born model which uses a 
linear approximation of the Poisson-Boltzman equation.[23] The most common implicit solvent 
implementation is the MM/GBSA method which makes use of the GB approximation with 
additional terms describing accessible surface area. 
Protein folding is an example of a problem which is intractable at all-atom resolution using 
traditional MD. The sheer number of possible conformations for even short proteins makes 
searching through conformational space for the correct structure impossible even for the fastest 
computers. This is especially true using traditional MD techniques in which unfavorable energetics 
all but prohibit the exploration of some structures, especially those partially or completely 
unfolded conformers far from the native basin of the energy landscape. To address situations in 
which system sizes are too large for sufficiently long all-atom MD simulations to be performed, 
approximations of systems where multiple atoms are represented by a single point, called “coarse-
grain” systems, can be used. One example is the MARTINI force field [24], commonly used to 
study protein complexes and biological membranes. To address the protein folding problem, a 
coarse-graining model referred to as Go and Go-like models were developed in the 1970s.[25, 26] 
These models are based on the folding-funnel which theory acknowledges that proteins fold to 
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their lowest-possible energy state and that folding, rather than being random, is thermodynamically 
driven towards this lowest-energy state. These models start with a known native-state protein 
structure and rely on an energy function where potentials are entirely based on the interactions 
found in this structure. Configurations in which as many of these contacts are satisfied as possible 
leads to the lowest energy state and an energetic penalty is imposed when these contacts are not 
formed. All-atom MD provides the most precision of any computational method, however, even 
the largest protein complexes can be studied with coarse-graining. 
I.4. Overview of Analysis Methods of Molecular Dynamics Data
Once a simulation trajectory has been obtained, the next step is to analyze the collected data to 
characterize the system. Essentially, this is a necessary data-reduction step to render a huge number 
of coordinates to a few (often collective in nature) degrees of freedom which hopefully can capture 
the function wise important motions of the molecules.  While the specific analyses performed will 
depend on the type of information the researcher is interested in there are many methods which 
are commonly performed, some of which must be performed to ensure the trajectory is fully 
equilibrated and ready for data collection.  
Molecular systems are often described in terms of their energy landscape, which generally involves 
tracking the potential energy defined by variables referred to as ‘reaction coordinates’. Common 
reaction coordinates include the root mean square deviation (RMSD) of the system which tracks 
how the shape of a protein changes throughout the course of a simulation, often as compared to 
some reference structure such as the initial protein conformation, the radius of gyration (RG) which 
is essentially a measure of compaction, end-to-end distance represented by the first and last atoms 
or residues of the molecule, and hydrogen bond count among many others. [27] Two or more 
reaction coordinates can be used to build a 2D plot of the energy landscape.[28] Reaction 
coordinates can also be useful in cluster analysis in which configurations obtained during the 
simulation are grouped based on similarities of one or more of the previously mentioned variables 
using a predetermined cutoff to define the similarity or difference the groups.[29] 
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Contact analysis is another popular way to examine molecular ensembles. This type of analysis 
can be useful in finding correlated dynamics by identifying regions which tend to form contact in 
a correlated or anti-correlated fashion (cooperative binding events, correlated motions of protein 
domains).[30, 31] Contact analysis can also aid in understanding how environment can change the 
quantity or regions of contact of a system or how two closely related proteins may interact 
differently with their respective ligands. Generally, the first step of contact analysis involves 
generating a contact map, or a matrix of size N2 in which each component pair (i.e. pairs of 
residues, atoms, chromosomal regions) are marked with either a 1 to indicate contact formation or 
a 0 to indicate no contact formed. These maps are derived from distance matrices and a 
predetermined cutoff value to determine whether or not a contact is formed. One particular contact 
analysis method used in several works presented here is the CAMERRA method.[32] In this 
method, only the most dynamic contacts are considered, where dynamic contacts are defined as 
those formed for more than 5% of simulation snapshots but less than 95%. From the resulting 
mean contact matrix we construct a covariance matrix which serves as the input for PCA. This 
method uncovers the collective motions of protein systems from a contact perspective. Here it is 
used to identify cooperative and anti-cooperative binding and large-scale coordinated motions, 
such as those of protein domains. This method has been covered in depth in prior publications and 
will not be recapitulated here.[32] 
I.5 Organization of Thesis
This thesis serves to highlight portions of my research activities driving my graduate studies 
pertaining to protein conformation change under a variety of environmental conditions. Chapter 
II examines the effects of extreme chemical and physical environments on the configuration of a 
bacterial lipase, specifically in organic solvent and at high pressure. Chapter III focuses on the 
use of contact-based analysis methods to understand allosteric ligand binding in nuclear receptor 
protein complexes. Chapter IV describes the computational characterization of intrinsically 
disordered proteins and the pH-dependent nature of the conformations they explore. Finally, a 
brief summary and closing thoughts are provided in Chapter V. 
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CHAPTER II. LIPASE DYNAMICS IN EXTREME CHEMICAL AND PHYSICAL 
ENVIRONMENTS 
II.1. Structure and Function of Lipases
Lipases are proteins that assist in the forming and breaking of ester bonds of glycerol esters.[33, 
34] They are known to play important roles in biochemical pathways, such as transport processes
and stereoselective biotransformation.[34] Besides these natural biological functions, lipases have
a diverse set of industrial applications, from the breakdown of unwanted oily components of
cosmetics, detergents, pharmaceuticals and waste to the synthesis of esters.[35] Lipases belong to
the superfamily of α/β-hydrolase,[33] a group of enzymes (including proteases, esterases, lipases,
and peroxidases) sharing the same α/β fold.[36] At the active site, these enzymes share the catalytic
triad motif for breaking covalent bonds. Apparently, this well-studied enzymatic mechanism is
quite efficient once the substrate reaches the active site.[33] The discerning factor among
hydrolases is substrate selectivity, which begins at the precatalytic step. The concealed catalytic
cavity and the switchable gate enable conformational control of ligand admission.[36, 37] Indeed,
lipases obtained from different species, from fungus (Candida antarctica) to bacterium
(Burkholderia cepacia), share this canonical fold and the catalytic triad.[38, 39] As shown in Fig.
II.1, the lipase from P. aeruginosa folds with its active site buried at the center. There is a 15 Å
long gated channel that leads to the ovoid shaped active site cleft.[40] The main feature of this
hydrophobic channel is the “lid” region that regulates entry of substrates and solvent molecules to
the gorge. Movement in this region is critical for the enzyme activity.[40]
A plethora of crystal structures of different lipases at various binding states have been reported in 
an effort to understand how this channel operates.[39, 42-47] They reveal that this channel exists 
in different conformational states. The ligand-bound form is often associated with the channel 
being relatively wide open (open state), while the apo form of the lipase presents a closed channel 
without ligand access (closed state). Several aspects of this conformational gating mechanism are 
still missing. First, it is important to provide an ensemble view of probable states of the 
conformation of the access channel throughout the gating motion, not just the qualitative  
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Figure II.1. A caricature of lipase from Pseudomonas Aeruginosa is shown. Helices involved in access-channel gating 
are labeled and approximation of the gorge is depicted in red. Adapted from ref. [41]. 
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description of dichotomous states (open vs closed). Second, the mechanism of opening and closing 
the channel is solvent-sensitive, and it is important to study the conformational dynamics at 
realistic complex solvent interfaces.  
To address these phenomena, a series of computational studies has been performed. A previous 
study by Johnson et. al explored how water–hexane interfaces can stimulate the gating motion of 
the bacterial lipase of Pseudomonas aeruginosa (PAO1),[48, 49] and inspired a subsequent study 
that examined the same lipase in different concentrations of a polar aprotic solvent, DMSO [50]. 
In another study, the gating motion of the same protein under high hydrostatic pressure was 
examined [41] to probe pressure activation of the lipase. A common link between these seemingly 
anomalous characteristics of lipase enzymatics has been suggested. Both organic solvent and high 
pressure can influence the protein structure in a similar fashion utilizing a common mechanism, 
which results in opening of the access channel and enhanced lipase activity.[41, 48, 51] In this 
section we seek to understand how gating of the lipase active site is affected by the chemical 
environment and by hydrostatic pressure. 
II.2 Simulation Setup for Mixed Solvent Systems
Both publications which have been adapted for this chapter contain simulations of Pseudomonas 
aeruginosa and use very similar system setups and simulation parameters.[50, 52] In order to avoid 
describing all of these system setups, I describe the general procedure here as applied to the 
DMSO-water containing systems.[50] General system setup details are applicable to both 
discussed here except where otherwise specified.  
To examine the conformational effects of solvent mixtures on lipase, all-atom molecular dynamics 
simulations were performed in this study using five solvent systems of varying DMSO:water ratios 
(or seven systems with varying pressure). The rationale for using different concentrations to probe 
the protein structure comes from the reported non-monotonic behavior of enzyme activity with 
DMSO concentration (with a peak concentration around 25–50 wt%) for many microbial lipases 
tested.[53] Also, the anomalous mixing of DMSO and water (maximum deviation peaked at 60-
70 wt%) suggests there might be a certain preferred local solute–water structure and corresponding 
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stoichiometry.[54] We will first introduce the modeling of the protein used in each study below 
followed by the special solvation procedure used for the DMSO study. 
The lipase used for these studies is from Pseudomonas aeruginosa (PAO1) and its crystal structure 
(with a ligand bound at the active site) has been reported in protein data bank (PDB ID: 1EX9).[42] 
This structure (with ligand removed), which is considered as an open-gate structure, is used as the 
starting point for all the simulations performed. The initial structure also includes a calcium ion, 
which is tightly coordinated with four oxygen atoms of the lipase. Details on how this interaction 
is dealt with are identical to those reported by Johnson et al. in a previous report on lipase 
conformational gating at a water–oil interface.[49] The seven systems used for study of pressure 
on conformation of this bacterial lipase were created by taking the original lipase in 100% water 
system and applying different atmospheric pressures of 1, 100, 250, 500, 750, 1000, and 1500 
MPa. 
We designed a “premixing” procedure to create these four solvent environments for quicker and 
more efficient equilibration. Simply putting the correct amounts of DMSO and water in a periodic 
box and waiting for them to mix during simulation would cost valuable time and computational 
resources. One can estimate such a mixing time with diffusional dynamics. The diffusion 
coefficient 𝐷𝐷 of DMSO in water can be estimated as 100 Å2/ns based on the Stokes–Einstein 
equation, while the linear size of the periodic box 𝐿𝐿 is on the scale of 75 Å. Thus, the time scale 
(diffusional relaxation time) required to mix water and DMSO is roughly 𝐿𝐿2/(2𝐷𝐷), or 28 ns. 
To avoid this potentially long equilibration time, we created premixed units of the water–DMSO 
mixture for later solvation. A finite number of DMSO molecules were solvated with water. Then, 
extra water molecules were removed until the desired ratio was reached. Four solvation units were 
created with solvent molecule ratios (DMSO:water) of 1:20, 1:9, 1:5, and 2:5, which approximate 
15, 30, 45, and 60% w/w of DMSO in water, respectively. The starting lipase structure was then 
solvated with these premixed solvent building blocks using the program xleap. For convenience, 
we refer to the six systems examined here (lipase in solvents of approximately 0, 15, 30, 45, 60, 
and 100% DMSO w/w) as 0D, 15D, 30D, 45D, 60D, and 100D, respectively. Additional 
information regarding the composition of each system is listed in Table II.1. The AMBER 99SB 
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[55] and TIP3P [56] force fields were used for the protein and water respectively, with parameters
for DMSO previously determined.[57] Although other solvent parameters for DMSO [58] and
TIP4P water potentially provide a better description of the DMSO–water solvent, we use this set
of parameters after considering factors including simulation speed, compatibility with protein
parameters, and a fair comparison with our earlier results on lipase under other conditions.
Heating and minimization were conducted for each system after the initial structure was built, 
followed by production runs using the NAMD2.7 [59] package at 1 atm pressure and 300 K. 
Pressure was regulated by the Berendsen barostat [17] and temperature regulated with the 
Langevin thermostat. Long-range interactions were regulated using the particle mesh Ewald 
method,[60] and all bonds involving hydrogen atoms were constrained using the SHAKE 
algorithm.[61] The time step for each simulation was 2 fs and coordinates were saved every 1 ps, 
producing 100,000 snapshots for each system. The simulation results of the 0D system (100% 
water) were obtained previously,[49] while 100ns MD simulations of all other systems were 
performed for this work.  
As mentioned, the collective motion of the ligand-access channel is critical for the activity of 
lipase. Here, as in previous studies,[49, 50, 52] we use the gorge radius to quantify the openness 
of the ligand-access channel for each lipase conformation. The gorge radius is defined as the 
maximum size of a spherical ligand capable of moving through the access channel. In all cases, 
the program HOLE [62] was used to calculate the pore radii along the channel leading to the active 
site. The smallest of the pore radii symbolizes the bottleneck of the channel, or the gorge radius. 
The definition of user specified parameters is identical to previous works.[49, 52] 
II.3. Effect of a Polar Aprotic Solvent on Lipase Structure and Activity
Besides being activated at water–oil interfaces and high hydrostatic pressure, lipases seem to 
increase their activity in a unique polar organic solvent, DMSO. In fact, experimental evidence 
suggests DMSO–water solvents can enhance the hydrolytic activity of all bacterial and fungal 
lipases studied (including those from M. miehei, A. oryzae, R. niveus, C. rugosa, P. fluorescens, 
and R. delemar).[30,31] Typically, the activity of these lipases increases (up to several fold) with 
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rising DMSO concentration, then activity drops sharply at extremely high concentrations. The 
optimal concentration of DMSO and the level of enhancement may vary according to the origin of 
the lipase.[30] In this work, we continue to use a triacylglycerol lipase from Pseudomonas 
aeruginosa (PAO1) as a model system to examine how gating motions and the catalytic site can 
be affected by DMSO and propose a reason for activity enhancement. Since PAO1 lipase has been 
previously investigated under high hydrostatic pressure [29] and at a hexane–water 
interface,[24,25] we can make a fair comparison across different physical and chemical 
perturbations. 
As a small aprotic dipolar molecule, DMSO is miscible in both water and hydrophobic solvents, 
its amphiphilicity allows DMSO to act as an intermediary between the two. DMSO is composed 
of two hydrophobic methyl groups which are connected by a highly polar, hydrophilic sulfinyl 
group (𝑆𝑆 = 𝑂𝑂).[32] This unique combination of hydrophobic and strong polar groups grants 
DMSO the ability to solvate a large range of molecules. It can serve as a hydrogen bond acceptor 
resulting in a DMSO–water hydrogen bond, ie, even stronger than a water–water hydrogen 
bond.[33] Evidence from the non-ideality (deviation from ideal mixing, peaked at 30 mol%) of the 
DMSO–water solution [34] suggests a strong interaction between DMSO and water molecules, 
which was supported by structural experiments and computer simulations.[33–36] As a 
consequence of its unique properties, DMSO is utilized in many fields, from medicine, organic 
synthesis, cryopreservation, biotechnology, and other industrial applications.[37,38] For instance, 
its amphiphilicity can increase membrane permeability[39,40] and it has relatively low toxicity, 
making it a popular solvent for transdermal drug delivery systems.[32] In contrast to numerous 
studies performed on binary solvent structures, there has been considerably less activity directed 
at examining how DMSO solvents affect biomolecular structures.[40–44] On the other hand, 
researchers have been noticing how small organic molecules can affect biomolecular systems in 
general and have begun to use simulations to examine how both denaturants and stabilizing agents 
affect protein structures at the atomistic level.[45,46] Recently, an important work using Raman 
spectroscopy revealed how DMSO systematically affects typical secondary structures of globular 
proteins.[47] Particularly, a high concentration of DMSO significantly disturbing the the α-helical 
components of these globular proteins was reported.[47] Due to its versatile nature, DMSO has 
gained popularity as an agent in solvent engineering, in which solvent mixtures are optimized to 
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enhance the performance of specific biological machinery.[48,49] As the number of industrial uses 
of enzymes continues to grow, it is of great interest to understand the intricate interplay between 
enzymes and their chemical environments. 
Here, we investigate the effects of various concentrations of DMSO on the conformational 
ensemble of an interfacial protein using all-atom molecular dynamics (MD) simulations. 
Computational methods have the advantage of a precise control of the solvent composition and 
provide high resolution structural data. This computational approach can obtain insight into the 
mechanism by which DMSO-containing solvents enhance and/or disrupt the structure and function 
of lipases. Besides examining the effects of binary mixtures on protein conformations, performing 
computer simulations of proteins in solvent mixtures can have other applications such as 
identifying “hotspots” of ligand docking, uncovering allostery and drug discovery.[50,51] 
A 100 ns atomistic simulation was performed for each of the six systems described in Table II.1 
and data were collected. Each system was visually inspected and, overall, the protein appears to 
be stable in the mixed solvent and in pure DMSO. We did not observe any major unfolding or 
strong disorder of any portion of the protein. The 15D (15% DMSO by v/w) system shows partial 
unwinding at the terminal residues of the a1, a2, a8, and a9 helices, yielding to disordered loop 
structures with the middle sections remaining intact. However, the overall structure of the lipase 
remains largely unchanged and the core features of the active site show very little deviation from 
the crystal structure. The DMSO and water appear to be well mixed based on the observed radial 
distribution functions. Here, we focus on reporting how DMSO affects the overall gorge 
conformation, amphiphilic peptide α5, solvents inside the gorge, and active site. 
To determine if DMSO facilitates ligand access to the active site, the program HOLE was used to 
measure the minimum radius of the gorge throughout the simulation. This allows us to identify the 
bottleneck of ligand passage as it traverses the gorge. The gorge radius as a function of time for 
each system is shown in Fig. II.2a. With the exception of 15D, this plot shows increased sampling 
of open configurations for systems containing DMSO, especially for systems containing mixed- 
solvent solutions. This measurement also contains the dynamic information, i.e., how each system 
responds to its solvent-environment over time. The pure water system (0D) provides a baseline for  
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Table II.1. List of DMSO-containing systems and their specifications. Adapted from ref. [50]. 
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comparison. Most of the open configurations of 0D occur within the first few nanoseconds, 
followed by a gradual decline in gorge radius. As was reported previously, this resembles a gate 
gradually closing accompanied by water being expelled from the channel.[24] 
The 15D system exhibits the most closed gorge conformations while the 30D system shows a 
considerable increase in gorge size compared with 0D. The most open configurations are observed 
in the 45D and 60D systems, with the highest radii values being sampled by 60D. However, a 
further increase in DMSO concentration may not always enhance the gating motion. As shown in 
pure DMSO, sampling of open-gorge conformations is less prevalent than in mixed-solvent 
systems. Even so, the 100D system samples open states more frequently than 0D. Thus, it seems 
that DMSO concentration is correlated with gating dynamics, but an optimal level exists beyond 
which the gating is being subdued. 
The distribution of gorge radius during the simulation is shown in Fig. II.2b. Pure water, 15D and 
30D contain a dominant peak at less than 1 Å. The results for 45D, 60D, and 100D are all bimodal, 
which suggests that a significant portion of the configurations sampled in these systems exhibit a 
gorge, i.e., open. The 45D system is unique in that its second peak shows a higher amplitude than 
the first, which suggests lipase in 45% DMSO prefers a relatively open-gorge state, while 60D is 
in a closed state more often than 45D. 
Defining open and closed gorge states is complicated since it is difficult to characterize the exact 
size of the ligand using simply the gorge radius criterion. To avoid this problem, we explore the 
equilibrium (the ratio of open to closed states) and dynamic (the frequency of switching between 
these two states) properties of gorge activity as a function of the size of spherical ligands. Figure 
II.2c shows the ratio of open to closed states, which provides an equilibrium view of gorge size.
The 15D and 100D systems sample the most closed conformations until a cutoff value of 1.1 Å,
after which 0D remains the least open. The 45D system shows the highest ratio of open states up
until a cutoff of around 2 Å, at which point 60D is open the most often. Figure II.2d depicts how
often each system switches between open and closed states as a function of a cutoff. This provides
information about the dynamics of the gorge. Beyond a cutoff of roughly 1 Å all DMSO-containing
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Figure II.2. Gorge radius analysis for lipase is shown. The gorge radius of the lipase as a function of time is shown in 
(a). The probability density of the gorge radius is presented in (b). The ratio of open-gorge configurations sampled 
throughout the simulation as a function of the gorge-radius cutoff is shown in (c). The frequency of switching between 
open and closed states as a function of the gorge-radius cutoff is shown in (d). Adapted from ref. [50]. 
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systems switch more frequently than pure water. Especially notable is 60D, which maintains a 
fairly constant switching frequency over a large range of cutoff values (0.4–2.4 Å). This suggests 
that the gorge radius of 60D varies more dramatically than any other system, making it the most 
dynamic. 
Previously, a connection has been made between the structural ordering of the amphiphilic α5 
peptide and the conformational state of the gate.[25] Lipase gating largely relies on the positioning 
of four helices (α4, α5, α6, and α8).[20] Particularly, α5 helix has drastic movements between the 
open and the closed state as shown previously (Fig. 1 of ref. [41]) An interesting feature of α5 is 
its tendency to take on both α- and 310-helical conformations. Regardless of which type of helix 
is formed, ordering of this region is associated with increased ligand-access to the active site. This 
trend is also reported in the presence of hexane and under high-pressure conditions as discussed in 
subsequent sections.[25,29] 
To examine the structural integrity of this α5 region, we measured the backbone hydrogen bonding 
percentage.[63] Fig. II.3 shows a general trend of increasing helical propensity with increasing 
DMSO concentration, i.e., higher percentage of h-bonding between residue 𝑖𝑖 and residue 𝑖𝑖 + 4. 
The N-terminal portion of the peptide (residues 124–133) shows very little secondary structure in 
water but shows dramatic α-helical formation in DMSO-containing solutions, with pure DMSO 
inducing the most helical propensity. This is likely due to the amphipathic nature of α5 and unique 
features of DMSO (small, amphiphilic). While water causes the sidechains of hydrophobic 
residues to pack together, the dipolar character of DMSO can accommodate both the hydrophobic 
and hydrophilic residues of the helix. For the 15D, 30D, and 45D systems, Gly133 and Ser132 
show low helical propensity compared with surrounding residues. The α5 helix may break at this 
point.  
While the secondary structure of the α5 region is primarily α-helical in nature, 310-helix 
conformations, characterized by h-bonding between residue 𝑖𝑖 and 𝑖𝑖 +  3, are observed to a lesser 
extent. Lipase in pure water displays some 310-helix formation in residues 130–132 and 134–136. 
This drops off to almost none in 15D and 30D, however, a considerable increase is observed in the 
45D and 60D systems. This is particularly prominent in residues 126–130 with the 45D system  
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Figure II.3. Helix formation of α5. Percentage of backbone hydrogen bond formation between residues 𝑖𝑖  and 𝑖𝑖  + 
4 (α-helical character) of the α5 region is shown in (a). Percentage of backbone hydrogen bond formation between 
residues 𝑖𝑖 and 𝑖𝑖 + 3 (310-helical character) of the α5 region is shown in (b). Adapted from ref. [50]. 
21 
also displaying 310-helical character in residues 134–138. In pure DMSO, 310 helix 
conformations are almost never sampled. It seems that there are certain level of complementarity 
between the formations of the two types of h-bonds at high DMSO concentration. It is interesting 
to point out the recent Raman results of several globular proteins (including human serum albumin, 
bovine α-lactalbumin, and ribonuclease A) suggesting that DMSO causes α-helical destabilization 
in these cases. However, we believe the effect of DMSO on helices depends on the nature of the 
helix. Similar scenarios arise in our studies of structural integrity under high pressure [52, 64] and 
at a water–hexane interface.[49] How a particular perturbation affects the stability depends on the 
sequence of the peptide. Usually helices unfold under high pressure, but there are reported helices 
such as α5 [48] and peptide AK16 [64] which become ordered with increasing pressure. Both α5 
(slightly more hydrophobic) and an apolipoprotein segment (slightly more hydrophilic) are 
amphiphilic peptides and are stable at a water–hexane interface. However, α5 is ordered in hexane 
but disordered in pure water, while apolipoprotein is ordered in pure water but disordered in pure 
hexane.[49] Similarly, DMSO may be able to stabilize α5 while destabilizing hydrophilic helices 
in general. 
The number of solvent molecules inside the access channel of each system was analyzed for each 
snapshot. This information was obtained by counting all solvent molecules within 10 Å of Ser82 
(the reactive serine), a cutoff that has been previously adopted.[49] Fig. II.4a shows the number of 
DMSO and water molecules inside the gorge throughout the simulations. Among the five water-
containing systems, 30D consistently allows the most water molecules in the gorge and 15D allows 
the fewest. 60D is notable as the number of waters allowed in increases throughout the simulation. 
As for DMSO, 100D contained the most molecules of DMSO with 15D containing the fewest. 
45D and 60D contain about the same number of DMSO molecules for the first 50 ns of the 
simulation. Later, the number of molecules inside the pocket of 60D begins to increase. This 
increase of both water and DMSO molecules in the access channel of 60D correlates with a general 
opening of the channel. As shown in Fig. II.4b, those systems containing more DMSO tend to 
show larger numbers of DMSO molecule inside the gorge. This is not necessarily the case for 
water. One notable feature is represented by the rightward shift of 30D with respect to 0D. This is 
a result of 30D sampling more open-gorge conformations than 0D as well as the expulsion of water 
molecules by 0D. On the other hand, the active site of 15D contains the fewest water molecules 
(excluding 100D) which is further evidence of a reduced gorge size. 
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Figure II.4. Measurement of solvent inside the gorge. The number of water and DMSO molecules inside the gorge 
as a function of time is shown for each system in (a). The number of solvent molecules present in the gorge is 
shown as a probability distribution for each system in (b). Adapted from ref. [50] 
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So far, we have emphasized the large scale protein motion and gating mechanism and how it affects 
the activity of the enzyme by altering the effective association rate. Clearly, the local structure 
change of the active site induced by the solvent environments and other perturbations can also 
have a strong impact on activity by altering the catalysis rate. In order to measure potential active 
site distortions induced by DMSO, the root-mean-square deviation (RMSD) of the catalytic triad 
(Ser82, Asp229, and His251) was measured using the crystal structure as a reference point. Figure 
II.5 shows the RMSD as a function of time. The position of this triad remained fairly consistent in
the 0D, 15D, 45D, 60D, and 100D systems staying within 2 Å of the crystal structure, with 100D
varying the least with an average RMSD of 0.5 Å. The 30D system shows by far the largest
fluctuation with RMSD values initially rising near 4.5 Å before settling between 3 and 4 Å.
II.4. Effect of Pressure on Lipase Structure and Activity
A series of pioneering experiments on lipase enzymatics under high pressure was reported 
previously[65, 66] which found that the lipase C. antarctica B (CALB) shows heightened activity 
with increasing pressure (10–400 MPa).[51] This phenomenon was thought to be related to the 
pressure-induced conformational changes of the lipase, but post incubation effects, such as 
immobilization support and depressurization, could not be ruled out from the experimental 
designs.[51] We think that it is quite plausible that such enhanced activity is connected to the 
gating dynamics of lipases. Thus, it is interesting to investigate possible origins of structural and 
dynamic changes [67] in high-pressure environments from a computational perspective.  
Indeed, high hydrostatic pressure can have profound and often non-monotonic effects on the 
configurations of proteins.[68] Traditionally, pressure is believed to have a general destabilizing 
effect on protein structures. It is well known that extreme pressures can induce instability and even 
protein unfolding.[69-71] Increasing pressure can also change the level of enzymatic activity. 
Often, researchers use a phenomenological rate equation to characterize such an effect with a 
positive (negative) activation volume when an enzyme decreases (increases) its activity with 
increasing pressure.[72] In fact, many enzymes, such as lyases, decrease their activity with 
increasing pressure. However, some enzymes exhibit an intriguing negative activation volume,  
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Figure II.5. The RMSD of the catalytic triad residues (Ser82, Asp229, and His251) of each system compared with 
the lipase crystal structure is shown. Adapted from ref. [50] 
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conformations of biopolymers.[68] One advantage is to further our understanding of naturally 
occurring barophilic species (extremophiles that thrive under high-pressure conditions). These 
species can adapt to high pressure not only at the genetic and systems biology level but also at 
molecular structural level. Beyond the extreme hydrostatic pressures (up to 120 MPa) that occur 
in volcanic sea vents, man-made conditions can reach much higher pressures. Thus, another benefit 
comes from potential industrial applications, such as in the food industry.[51] Often, biochemical 
processes conducted in an artificial setting use high pressure for desired results. Usually, industrial 
applications of high pressure are employed to deactivate deleterious enzymes. However, there is 
experimental evidence that pressure can increase the activity of a subset of enzymes, such as 
lipases and acetylcholinesterase.[51] Besides practical applications, there are additional benefits 
for academic pursuit. Indeed, besides the straightforward volume effect (a change that lowers the 
free energy of a more compact structure at high pressure), pressure can change how amino acid 
residues effectively interact with each other and with the solvent.[68] Pressure provides a unique 
biophysical probe of protein–solvent interactions (especially the hydrophobic, hydrogen-bonding, 
and hydration aspects) and can provide a fundamental understanding of the mechanics of protein 
stability.[73] In general, high pressure increases the importance of polar interactions such as H-
bonding while it weakens the strength of hydrophobic interaction.[68] This shift can often change 
the balance in terms of thermodynamics and thus the preferred conformations. 
Here, we report the conformational changes of lipase induced by high pressure. We examined the 
enhanced gating motions and opening of the access channel under high pressure. An attempt was 
made to connect the enzymatic activity, gating motions, and detailed structural changes of the 
protein under high pressure. We found that one important helical region, α5, increases its structural 
ordering with increasing pressure which may be responsible for the gating motion. Note that the 
activity of the enzyme can also be affected by a change in conformation of the catalytic triad and 
many other kinetic factors (solvent viscosity, and so forth) which are affected by pressure. Still, 
the conformational gating is essential for lipase activity, and we focus on that in this study. Besides 
traditional analysis of snapshots from atomistic molecular dynamics simulations, we also 
performed a coarse-grained analysis to locate the collective conformational changes induced by 
pressure. These methods can be useful for the study of protein conformational dynamics under 
high pressure in general. 
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In this study, we find that pressure also has a pronounced effect on lipase gating. The gorge radius 
at room pressure (1 atm) has been shown in Fig. II.6a as a point of reference. One would expect 
that high pressure would compress the protein and, thus, keep the gate closed. Counter-intuitively, 
our simulations reveal that the protein adopts an open gate conformational ensemble at high 
pressures, as shown in Fig. II.6. Meanwhile, we observe that the level of fluctuation decreases for 
systems at extremely high pressure (750 MPa and greater), which seems to suggest that the 
conformational exploration of the protein has been greatly restricted at those conditions. It is 
possible that high pressure introduces certain “glassy” dynamics to the protein system, and lipase 
may be frozen at a partially open state for a part of the simulation. 
We seek to further quantify the statistics (open-to-closed ratio, Fig. II.6b) and dynamics (switching 
frequency, Fig. II.6c) of gating. Since the exact size of the ligand is difficult to determine and 
approximations have been made to evaluate the level of gate opening by gorge radius, we present 
the results as a function of a variable cutoff.  
The ratio between open and closed states as a function of a specific gorge-radius cutoff is displayed 
in Fig. II.6b. The ratio of open-to-closed state conformations is dependent on the gorge radius 
cutoff as the system is deemed less likely to adopt an open conformation as the criterion becomes 
more stringent. Figure II.6c shows how often the lipase switches between an open- and closed state 
conformation. Upon comparing Fig. II.6b,c, we note that, in the high-cutoff region, these two sets 
of curves are quite similar, which may be caused by the short dwell time of the lipase being in an 
open state. Also, it makes sense that the cutoff value (abscissa) which yields an ensemble with 
50% open-state conformation (where ordinate equals 0.5 in Fig. II.6b) is the roughly corresponding 
cutoff that maximizes switching frequency (maximum values of ordinate reached in Fig. II.6c). 
The analysis of switching frequency f is important for studying gated ligand access for various 
important proteins.[74, 75] Two essential time scales are often compared to distinguish different 
scenarios of gated diffusion limited reactions.[38] One important time scale is the time required 
for the ligand to diffuse across the channel while the other is the time scale of the “gate” switching 
between open and close states, 1/𝑓𝑓 as we have shown above. The application of the theory of 
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enzyme gating [76] to the practical values of lipase properties obtained from the current simulation 
suggests that lipase is operating at the “fast gating” limit, that is, the former time scale is a lot 
longer than the latter one. Thus, the turnover number of lipase is not reduced by the percentage of 
gate being open, but rather a tiny fraction of open state is sufficient for lipase being fully functional. 
In keeping with the previous section we measure the structural ordering of the α5 helix as it has 
been shown to correlate with ligand gating.[48] This helix is part of the lid region that regulates 
ligand entry into the gorge which leads to the active site. Previous studies examining the ordering 
of α5 were conducted under room pressure, and the ordering of α5 was purely affected by the 
solvent condition. It is therefore interesting to examine the structure of this important helix under 
high pressure in this study. We can address whether this helix is able to maintain its order as high 
pressure may change the stability of the secondary structures.[64, 77, 78] 
To determine how pressure affects the ordering of this region, we again monitored the formation 
of backbone hydrogen bonds. Figure II.7 depicts the hydrogen-bonding ratio (between residue 𝑖𝑖 
and 𝑖𝑖 +  4) in α5. Interestingly, high pressure increases the helical propensity of α5, especially on 
the N-terminal half of the helix. We suspect that this is due to the amphipathic nature of the helix. 
As α5 is partially hydrophobic, it does not form a helix in water normally, but instead a disordered 
structure with a packed hydrophobic core, as previously observed.[48] High pressure may break 
this packing and promote the formation of a helix with enhanced H-bonding interaction. 
The ordering of α5 may indicate that pressure-mediated gating operates by a similar mechanism 
as that of solvent-mediated gating.[48] It seems that this region plays an important role in high-
pressure gating as we will continue to examine in the following sections where the global structural 
changes are examined. 
In earlier sections, we condensed atomistic protein conformations down to a single value that is 
indicative of the size of the access channel known as the gorge radius. Here, we aim to characterize 
the underlying protein conformations at the residue–residue contact level. This particular coarse-
grained analysis has been utilized to evaluate processes such as protein folding, conformational 
switching, and allostery in previous studies.[31, 79-81] 
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Figure II.6. (a) The gorge radius of the lipase is shown as a function of time. The color scheme representing the 
seven pressure systems is consistent throughout this work. (b) The ratio of open configurations throughout the 
simulation is shown as a function of the gorge radius cutoff. Adapted from ref. [41] 
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Figure II.7. Percentages of backbone H‐bonds formed between residues 𝑖𝑖  (𝐶𝐶  = 𝑂𝑂 ) and 𝑖𝑖  + 4 (𝑁𝑁  − 𝐻𝐻 ) of α5. 
Adapted from ref. [41]. 
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The first step of data reduction protocol is locating dynamic contacts. We sort each contact by the 
contact percentage during the simulation, from 100% to 0%. The resulting plot is termed a ranked 
contact curve (RCC). Figure II.8 contains a ranked contact curve for each system. This figure also 
contains a collective RCC that is created by combining contact information from all systems. We 
filtered the less dynamic contact information and concentrate on “dynamic” residue–residue 
contacts that are formed and broken during the course of the simulation.[81] Those contacts that 
are either always formed, or almost always formed, and the contacts that are either never formed, 
or almost never formed, do not contribute much to the motions of the protein. We set the cutoffs 
at 80% for those routinely formed and at 20% for rarely formed contacts. Any contacts that are 
formed between 20% and 80% of snapshots are deemed “dynamic” while 0–20% or 80–100% are 
“static” and will be excluded from further analysis. The number of dynamic contacts 𝐽𝐽 is � 𝐽𝐽𝑥𝑥 =
𝐽𝐽20 − 𝐽𝐽80, where 𝐽𝐽𝑥𝑥 is the number of contacts that are formed more than 𝑥𝑥% during the simulation. 
Figure II.8 provides the combined RCC which shows that 𝐽𝐽20 = 1975 and 𝐽𝐽80 = 1659; therefore, 
𝐽𝐽 = 316 in contrast to 𝑁𝑁 × (𝑁𝑁 − 1)/2 = 40470 potential contacts for a protein having 𝑁𝑁 = 285 
residues. This method may help us isolate the important contacts that contribute to the collective 
gating motions of the enzyme. 
As shown in Figure II.8, RCCs of different pressures are distinct. The RCC can also be viewed as 
a measurement of compactness of the system. Figure II.8 shows that RCCs move to the right (and 
up) with increasing pressure since a packed structure has more contacts formed. In spite of the 
high-pressure-induced opening of the gorge, the overall protein has indeed become more 
compressed. We further inquire on the important collective motions encoded by these “dynamic” 
contacts. A statistical analysis is performed on the selected 𝐽𝐽 = 316 contact degrees of freedom 
(DOFs).[79] Principal Component Analysis (PCA) is a well-known linear transformation scheme 
which can be used to identify the collective mode of protein motion. In this case, the covariance 
matrix used by PCA describes the level of correlation between the contact events. Therefore, the 
eigenvectors (the so-called principal components) obtained from this analysis provide the major 
“vibrational” modes of protein dynamics in terms of breaking and forming of residue–residue 
contacts. In an ideal situation, the largest few PCs dominate the fluctuation of contacts and the  
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Figure II.8. The ranked contact curves (RCCs) display the probability of residue–residue contacts for each 
individual system (solid lines) and the combined data (dashes). The contacts between J20 and J80 are selected for 
further contact PCA analysis, where Jx is the number of contacts that are formed more than x% of the simulation. The 
inset presents the overall view of the combined RCC. Adapted from ref. [41] 
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corresponding eigenvalue 𝐾𝐾𝑖𝑖 will drop quickly with index 𝑖𝑖. In this case, the top five eigenvectors 
contribute to 30% of the protein motions. 
Figure II.9a,b shows the eigenvectors (PC1 and PC2, respectively) color-coded on the residue–
residue contact map. Here, a positive (blue) value of the component of the eigenvectors indicates 
that a particular contact is being formed, and a negative (red) value indicates that a contact is 
breaking. PC1 (Fig. II.9a) shows largely concerted contact dynamics as most contacts are forming 
along this PC and yields a plot dominated by positive values. This PC is largely the mode of protein 
motion that is linked to compression, i.e., the protein becomes more compact as more contacts are 
formed. PC2 (Fig. II.9b) shows more balance between contact forming and breaking events. 
Figure II.9c,d expresses the same eigenvector information as that of a,b displayed on the crystal 
structure of the lipase. Each cylinder in Figure II.9c,d indicates a contact between two residues 
(connecting the 𝐶𝐶𝛼𝛼 atoms) and depicts the corresponding component of the PC value for the contact 
of that residue pair. Blue indicates contacts are being formed and red contacts breaking. This figure 
assists in visualizing how the dynamic contacts contribute to the collective modes. For PC1, most 
of the movements of contacts are shown in the interior of the protein. Again, this may be an 
indication that PC1 is representative of protein compression produced by the high-pressure 
systems. In contrast, PC2 shows more localized motions as Figure II.9d has local patches of red 
and blue regions. For the critical α5 region, PC2 indicates that the intra-helical bonds are formed. 
Meanwhile, the inter-helical contacts between α5 and a4 are breaking, which is indicative of the 
gate opening. This may suggest that PC2 is linked to the gate-opening motion of the enzyme. 
Finally, all simulation snapshots of each system are projected onto PC1 and PC2 in Figure II.10 
so that each snapshot of the protein is condensed to a single point. Again, it seems that the major 
mode, PC1, has picked out the compression motions that stem from increasing pressure. As 
pressure is increased to 750 MPa and beyond, each ensemble shifts to the right along the PC1 axis 
relative to the room pressure system (1 atm). It seems that PC2 can be correlated to the gorge 
opening at room to moderately high pressure (250 MPa), that is, high PC2 values indicate an open 
ensemble for these systems. It is however complicated at higher pressures. The highest pressure 
systems have positive PC2 values but a closed gate. These systems have a large movement in PC1 
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Figure II.9. Eigenvectors PC1 (a) and PC2 (b) are shown on the residue–residue contact map. The 
corresponding three-dimensional representation of eigenvectors PC1 and PC2 are shown as colored cylinders 
in (c) and (d), respectively. Adapted from ref. [41]. 
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Figure II.10. The configurations of the lipase are projected onto PC1 and PC2. Each point represents a specific 
configuration of lipase obtained from a snap- shot. The ensemble of room pressure is shown in each panel as a 
reference. Adapted from ref. [41]. 
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direction in comparison with the remaining system. Corroborated with the hydrogen bonding 
analysis of the α5 region, we suspect that the protein conformations have dramatic changes at these 
high pressures, so that an ordered α5 region is no longer a good indicator for the gate to be open, 
as other features becomes the limiting factor. 
II.5. Conclusion
The studies outlined here exhibit the dramatic ways in which an interfacial protein’s 
conformational ensemble can be sculpted by its chemical and physical environment, specifically 
by the presence of DMSO and in response to changing pressure. All-atom molecular dynamics 
simulations and statistical methods were performed to examine the effects of solvent mixtures 
containing varying concentrations of DMSO and water and of pressure on an interfacial protein, 
PAO1 lipase from P. aeruginosa. A known feature of this bacterial lipase is the control of substrate 
accessibility. The active site of lipase is buried within a gated access channel, which is affected by 
chemical and physical environmental variables. Thus, we focused on the channel conformation 
and its dynamics. We found that systems containing DMSO sampled more open-state 
conformations than the lipase in pure water. This effect was non-monotonic, with 45D and 60D 
being in a wider open ensemble than 100D. The α5 region of the lid, an essential portion of the 
protein that regulates entry to the gorge, was found to have more helical character in higher 
concentrations of DMSO, likely due to the shared amphiphilic nature of both the α5 region and 
DMSO. Since α5 ordering was also reported to be correlated to the gate opening triggered by high 
pressure or the sensing of water–oil interface, the structural ordering is likely a crucial component 
of the gating mechanism and the regulation of lipase activity. 
A previous study demonstrated that as little as 5% hexane in aqueous solution can drastically alter 
the gorge, allowing it to open more frequently and admit more ligands to the active site. This non-
monotonous opening of the gorge is similar to those results seen in the case of DMSO-water 
solvent mixtures, the lipase active site is most accessible in the presence of solvent-water mixtures 
rather than following a linear trend with non-aqueous solvent concentration. Just as in the case of 
hexane, increasing concentration does not yield opening of the gorge, and it is critical to understand 
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this balance for purposes of solvent engineering and to understand how the lipase behaves in 
different chemical environments. 
Similar results were found when applying different amounts of pressure to the lipase system. The 
gorge of the lipase opens with increasing pressure up to about 1000 MPa with a less open gorge 
observed at 1500 MPa. Besides the size of the gorge, comparable results from each system were 
found in relation to the α5 helix. The formation of α5 is linearly correlated with both DMSO 
concentration and pressure. While helical formation of this region was not measured in the same 
way in the hexane study, results do show an increased distance between α5 and α8 in the presence 
of hexane (two helices thought to affect the ligand’s ability to enter the active site), though this 
result is non-linear with the largest distances observed for the 5% hexane solvent mixture. This 
study explored ranges of pressure potentially relevant to industrial settings but far exceeding what 
would typically be found in living organisms. Results from the lowest two conditions (1 atm and 
100 MPa) vary drastically, and future studies should focus on exploring this range of pressures to 
gain a better understanding of sensitivity of pressure-induced lipase gating. 
From the work presented here, it is clear that a lipase’s conformation and ability to admit ligands 
to the active site is heavily influenced by solvent concentration and pressure. Based on these 
structural findings, adjusting these variables should lead to improved efficiency of catalysis in 
lipases when used in industrial settings. 
37 
CHAPTER III: CONTACT ANALYSIS OF NUCLEAR HORMONE RECEPTORS 
III.1 Allostery in the Nuclear Hormone Receptor Family
The nuclear hormone receptor (NR) superfamily is a group of allosteric proteins that sense the 
presence of important small molecules such as lipophilic hormones and trigger the downstream 
event of gene transactivation accordingly.[82] These proteins play important biological roles in 
development, differentiation, and metamorphosis.[82-84] Due to the regulatory roles of NRs and 
their potential as drug targets understanding the mechanisms responsible for their activity is of 
vital importance. 
One novel aspect of allostery in the NR family is the promiscuous protein retinoid X receptor 
(RXR). As a common subunit of NR heterodimeric complexes, RXR displays essential allosteric 
regulation of many other members in the superfamily. Thus, it is one of the most important nuclear 
receptors. For example, RXR acts as an obligate heterodimeric partner with thyroid hormone 
receptor (TR)[85, 86] and with constitutive androstane receptor (CAR).[86] As shown in Fig. 
III.1a, the ligand binding domain (LBD) of RXR forms heterodimeric complexes with the
corresponding LBD of those NR proteins and influences the ligand-binding properties (and thus
the activities) of these proteins through heterotropic allostery.[87] Despite the fact that all LBDs
of the NR proteins share a structural fold of 12 helices and other common secondary structural
features,[88] the binding of RXR and its cognate ligand 9c has drastically different effects
depending on RXR’s binding partners. For example, the heterodimer RXR:TR can be activated
upon the binding of cognate ligand t3 to TR, however the transactivation levels decreases in the
presence of 9c-bound RXR. The molecular origin of this phenomenon can be traced to the negative
cooperativity between these two binding sites, which was demonstrated using experimental
structural biology and biophysical methods.[85] Intriguingly, RXR has different heterotropic
allosteric effects for other NR proteins. While negatively regulating the binding event of TR with
t3, RXR positively regulates CAR and its corresponding cognate ligand tcp (Fig. III.1a).[89]
Besides CAR and TR, RXR also affects more than a dozen other important nuclear receptors that
recognize important ligands: PXR (pregnane X), PPARs (fatty acids), VDR (vitamin D), RAR
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(retinoic acid), etc.[86] Thus, understanding the promiscuity of RXR (how one protein can be 
multifunctional and regulate multiple binding partners) is essential for NR biology. 
Much success has been achieved in understanding allostery over the last century,[90] but questions 
about the mechanistic action of allostery, especially on negative allostery, remain, i.e., how one 
ligand can negatively influence a remote binding or active site.[85, 91] Indeed, allosteric 
mechanisms can have a variety of themes, and a specific mechanism can be painstaking to 
decode.[92] Given a particular state of a protein (or protein complex) that possesses multiple 
binding sites, can one predict whether the binding is cooperative or anti-cooperative? Do all 
negative (or positive) allosteric mechanisms share an underlying theme? Even more interestingly, 
some allosteric proteins (such as the one we will examine below) can display both positive or 
negative allostery, depending on the allosteric target. How do such molecular switches function? 
The answers to these questions could lead to future bioengineering and design of a new class of 
signaling proteins.  
Several methods have been used to examine the intricate regulation and remote communication 
between binding sites.[93-97] Most methods so far have focused on the changes of elements of 
allostery (such as residue nativeness or residue−residue contacts) at the “mean-field” level. 
Typically, a group of potentially important elements of allostery are first identified either through 
experimental mutation or through computational study. Then, further analysis using network or 
phylogenetic tree-type classification is applied to reconnect these isolated elements.[98] Because 
the process of identifying important elements is often performed and recorded independently, such 
as alanine scanning of individual residues, the connection between these isolated elements is 
ignored. What is missing from these approaches is the dynamic correlation between these 
elements. Indeed, as described by bioinformatics approaches, this aspect can be examined by 
analyzing the correlation between these elements, i.e., the co-evolution of protein residues.[97] 
Similarly, coarse-grained models of proteins have been studied computationally to examine the 
local folding states (whether a residue is native or unfolded) and how the “melting” state of one 
residue affects another.[94, 95] In such models, the element of allostery is the physical status or 
chemical identity of each residue.  
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In this study, we address the mechanism of allostery from the viewpoint of contact events (between 
residues) collected from atomistic simulations. Thus, the elements of allostery are not the status of 
individual residues, but the status of contacts (residue−residue interactions). The focus will be the 
dynamic correlation between the contact events, i.e., when residues i and j form a contact, whether 
residues k and l also form a contact. We first construct atomistic models and obtain simulation 
trajectories. We then extract the discrete contact degrees of freedom (DOFs) from simulation 
snapshots via coarse-graining and identify the important dynamic contacts. Finally, a statistical 
method (principal component analysis) is applied to these contact DOFs to identify the allosteric 
mechanism. 
III.2. Differential Cooperativity of RXR Heterodimers
We performed CAMERRA analysis (described in Chapter I.4) on the combined snapshots 
generated from 19 systems comprised of the RXR:TR protein complex in water. One of these 
systems is wildtype RXR:TR and the remaining 18 are mutants in which a single residue of the 
RXR ligand-binding domain (LBD) is mutated to glycine. The purpose of this computational 
glycine scanning technique is to enhance sampling of “apo-approaching” conformations, that is, 
conformations which are becoming unbound from the RXR LBD ligand 9c. This is only one of 
many ways one could perturb the system to enhance sampling and is not required for effective 
analysis, as shown in subsequent sections on RXR:CAR, but serves to boost the signal relative to 
a wild-type simulation alone. The protocol used to produce these 19 20ns simulations can be found 
in the publication from which this section is adapted [31].   
After obtaining the combined trajectory, we first calculated the covariance matrix 𝐶𝐶 (size 𝑚𝑚 ×  𝑚𝑚, 
𝑚𝑚 =  494) of dynamic contacts. Here, 𝐶𝐶𝛼𝛼𝛼𝛼 represents the correlation between contact events 𝛼𝛼 
and 𝛽𝛽 (= 1, 2, ..., 𝑚𝑚), that is, 𝐶𝐶𝛼𝛼𝛼𝛼  =  ⟨(𝑢𝑢𝛼𝛼 − ⟨𝑢𝑢𝛼𝛼⟩)  ×  (𝑢𝑢𝛼𝛼 − ⟨𝑢𝑢𝛼𝛼⟩)⟩. Contact status 𝑢𝑢 =  1 when 
a particular contact is formed and 0 otherwise. A principal component analysis (PCA) [99] can 
diagonalize this symmetric matrix of size 𝑚𝑚 ×  𝑚𝑚 and locate the most important collective 
motions of contact breaking and forming by identifying the largest modes of contact 
fluctuation.[31, 79] Each mode of motion is expressed by each eigenvector (principal component, 
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Figure III.1. Binding of RXR and its cognate ligand 9c has different effects on TR versus CAR. (a) The 
negative heterotropic allostery of RXR(9c):TR(t3) complex (upper) and the positive heterotropic 
allostery of RXR(9c):CAR(tcp) complex (lower). The structure of the corresponding complexes are shown in 
panels b and c. Adapted from ref. [30]. 
41 
PC) of matrix, which expresses a mode of motion. The corresponding eigenvalue indicates the 
amplitude of the motion and thus the significance of that mode. Eigenvectors of contact PCA are 
analogous to the vibrational modes of Cartesian PCA. 
A three-dimensional representation of the dominant allosteric motion of the RXR:CAR 
system (the normalized eigenvector PC1) is shown in Fig. III.2a. Here the dynamic contacts 
beyond the cutoff amplitude are shown as cylinders, which are colored by the values of the 
corresponding PC1 components. Here red indicates contact breaking while blue contact forming. 
It is very interesting to point out that the locations of “sensitive regions”, the high amplitude 
regions with strong red and blue cylinders, of PC1 for the RXR:CAR complex is drastically 
different from the PC1 result of RXR:TR reported previously. In the current RXR:CAR case, we 
can see that the most sensitive region is at the interface between RXR and CAR, especially 
between H10 and H9′. In comparison, the most sensitive region of RXR:TR is the ligand binding 
pocket of TR where the second region is the binding pocket of RXR. There is relatively little 
interfacial communication in the RXR:TR case. 
In Fig. III.2b, we focus on displaying the dynamics of protein−ligand interaction, i.e., the contact 
forming and breaking between binding pockets and their corresponding ligands. Since multiple 
protein residues are interacting with the same ligand, we use partial summation of the PC1 
components to express the level of contact interaction change between the protein and ligand. We 
define the protein−ligand contact dynamics in mode PC1 as  
𝑎𝑎𝑘𝑘 = �� PC1𝑖𝑖𝑗𝑗δ𝑗𝑗,𝑘𝑘
𝑖𝑖<𝑗𝑗
𝑖𝑖,𝑗𝑗
=∑ PC1𝑖𝑖𝑘𝑘𝑖𝑖𝑖𝑖 .  
Here 𝑘𝑘 is the internal index of the corresponding ligand and 𝛿𝛿 is the Kronecker delta function. We 
can see that ligand binding is positively correlated in the RXR:CAR system; that is, when the 
contacts between 9c and RXR are formed, so are the contacts between tcp and CAR. This is in 
contrast to RXR:TR, which exhibits negative cooperative binding. It is important to emphasize the 
nature of values expressed by the ordinates displayed here. Since the eigenvectors are all 
normalized, a larger matrix (large 𝑚𝑚) will lead to relatively smaller values of PC1 components. 
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The values themselves are sensitive to 𝑚𝑚, and they have little direct meaning and should be mainly 
used for comparing the relative values. To connect the normalized values to the range of fluctuation 
of these contacts, one can look at eigenvalues and PC projections, such as Fig. 4 of ref. [31]. We 
estimate the amplitude of (anti)cooperative ligand binding motion expressed in Fig. III.2b for 
RXR:TR and RXR:CAR is a fluctuation of a few contact units. Also, the sign of the PC is not 
important, a complete switch of red and blue (contact breaking and forming) still represents the 
same “vibration” mode. 
Besides collectively contributing to the ensemble of conformations for PCA, these 18 mutants can 
be studied and compared to the wild-type to obtain the effect of perturbation. As we mentioned, 
these glycine mutants systematically weakened the protein−ligand 9𝑐𝑐 interaction so we could 
study the apo form effect from the viewpoint of the holo form. Here, we focus on reporting the 
effect of mutation from two related properties (𝐽𝐽50 and 𝑛𝑛𝐶𝐶𝐶𝐶) that are derived directly from 
residue−residue contacts. Since both properties use contact data as input information, they fit into 
our scheme of analysis. The current results expressed using contacts are corroborated by data 
obtained from other methods such as computational B-factor analysis [31] and by experimental 
data as well.[85] As described previously, 𝐽𝐽50 indicates how many of the contacts are formed more 
than 50% during the simulation. Whereas, the number of contacting neighbors (𝑛𝑛𝐶𝐶𝐶𝐶) describes, on 
average, how many contacting neighbor residues each residue has, including sequential neighbors; 





As shown in Fig. III.3, parameters 𝐽𝐽50 and 𝑛𝑛𝐶𝐶𝐶𝐶 show an overall positive correlation as they both 
are indicative of the level of contacts formed and larger values indicate more contacts are formed. 
Since the number of contacting neighbors is a per residue property, large ordinates indicate a more 
packed structure. In Fig. III.3a, we can see that RXR:CAR is more packed than RXR:TR, whereas 
a larger 𝐽𝐽50 for RXR:TR indicates TR has a larger size than CAR and thus more contacts overall. 
Conventionally, a side-chain deletion mutant will remove contact(s) and thus decrease the level of 
contacts. Thus, one typically expects all the mutants will be at the lower-left side of the wide-type. 
However, as we reported previously, the RXR:TR system showed that wild-type is less compact 
than all the mutants, which is consistent with B-factor analysis and experimental evidence showing 
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Figure III.2. Contact analysis of ligand-binding cooperativity of RXR:TR and RXR:CAR. (a) The dominating 
mode (PC1) of covariance matrix of the dynamic contacts is displayed in a three-dimensional representation (two 
different viewpoints). The components of PC1 are displayed as color-coded cylinders between residues in the 
complex structure. Note that only those with >0.03 or <0.03 are shown explicitly here and we have omitted to 
display a few contacts with near zero values (white cylinders). (b) The comparison of the dynamics of protein
−ligand contacts in eigenvector PC1. The ordinate is the normalized contact dynamics (sum of selected PC1 
elements involving protein−ligand contacts). The same sign (both positive) of contact dynamics indicates the 
cooperative binding nature of the ligand binding. As a comparison, the corresponding results36 of RXR(9c):TR(t3) 
shows anticooperative binding and negative allostery. Adapted from ref. [30] 
. 
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that the apo form is more ordered than the holo form (Fig. S7 of ref [31]). We have argued that 
this natural “misfit” of the cognate ligand 9𝑐𝑐 to the binding pocket is crucial for the negative 
allosteric control of TR-𝑡𝑡3 binding. The propagation of the frustration induced by 9𝑐𝑐 to the TR 
side loosens up the structural integrity of the 𝑡𝑡3 binding pocket. It is interesting to report here that 
in the case of RXR:CAR, the wild-type falls in the middle of Fig. III.3b. Since wild-type is not at 
the upper-right corner, it confirmed the effect of frustrated binding of the ligand 9𝑐𝑐. On the other 
hand, unlike the negative allostery, the wild-type did not show at the lower-left corner. We believe 
this phenomenon comes from two competing factors that affect the relative compactness of 
mutants. Although the presence of 9𝑐𝑐 weakens some contacts for the wild-type system due to 
frustration, the positive allostery (cooperative binding) leads to more contact formation at other 
parts of the complex. Thus, the partial cancellation may result in the wild-type having a median 
compactness relative to the mutants for the RXR:CAR system. The previous crystallography study 
reported that the CAR protein has an unusually small ligand binding pocket relative to other NR 
proteins.[86] Thus, we postulate that the frustrated fit of 9𝑐𝑐 to RXR can loosen up the overly tight 
binding pocket of CAR and induce positive allostery. Whereas, for TR, it loosens the binding 
pocket of TR and induces negative allostery, which is corroborated by experimental evidence.[85] 
By comparing the relative position of individual mutants in Fig. III.3 panel b versus panel c, we 
can see the order of compactness is partially preserved. For example, the positions of H435G and 
C269G are consistently high in these panels. Both residues (H435 and C269) are bulky and close 
to the aromatic end of 9𝑐𝑐, thus the glycine replacement alleviates the frustration. 
III.3. Coarse-Grain Contact Analysis of Nuclear Receptor Complexes
Thus far, our analysis of NR systems has been at the all-atom level. We discuss a coarse-grain 
variant of our CAMERRA analysis which may be useful for comparison of proteins of the same 
family (such as the many members of the NR family) and has the benefit of better computational 
efficiency when compared with the all-atom counterpart. The focus of the current study is reducing 
the complexity of larger systems through reducing the system size 𝑁𝑁 by coarse-graining the 
interacting segments themselves.[79, 80] As illustrated in Fig. III.4 (left panel), this procedure 
transforms the information of the residue-residue contact matrix u (shown in the upper-left 
triangle) to that of the segment-segment contact matrix 𝑣𝑣 (lower-right triangle). Here, instead of  
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Figure III.3. Effect of mutation on contact formation: J50 versus nCN. The overall comparison is shown in panel a, 
while the zoomed-in views on the RXR:CAR and the RXR:TR systems are shown in panels b and c, respectively. 
Adapted from ref. [30]. 
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uniformly grouping every few amino acid residues into one interacting point, we suggest, if 
possible, utilizing the structure-sequence alignment to determine how residues should be grouped. 
Throughout this work, we use the RXR:TR complex (ligand-binding domains) as a test system to 
examine four schemes of coarse-graining. This protein complex is small enough to obtain results 
at the level of residue-residue contacts, and we can thus make a direct comparison between results. 
The test system, TR(t3):RXR(9c), was discussed in depth in the previous section.[31] We 
demonstrated via residue-residue contact analysis that there exists a negative cooperativity 
between TR’s and RXR’s binding sites for ligands 𝑡𝑡3 (3,3′,5-triiodo-L-thyronine) and 9𝑐𝑐 (9-cis 
retinoic acid), respectively. Particularly, contact formation between ligand 9𝑐𝑐 and protein RXR 
induces the contact breaking between ligand 𝑡𝑡3 and protein TR. This conclusion is consistent with 
an early experimental finding.[85] 
The system setup and simulation procedure have been reported.[31] Note that we will not 
recapitulate the detailed biophysical interactions obtained using short simulation trajectories (20 
ns) of 18 computational mutants and wild-type (total 19 systems). Rather, the focus of the current 
study is how various CG schemes can preserve the results obtained from the analysis at the residue 
level. Thus, we use a straightforward set of simulation data obtained from a 200 ns all-atom 
classical molecular dynamics simulation of the wild-type nuclear hormone receptor complex 
TR:RXR with corresponding ligands 𝑡𝑡3 and 9𝑐𝑐 (a trajectory of 200,000 snapshots). This wild-type 
long-time MD ensemble is less well sampled compared to the previous reported mutant-scanning 
ensemble. However, this wild-type ensemble makes testing various CG schemes convenient and 
eliminates the complication of non-dynamic heterogeneity of the mutant-scanning data set. 
Hopefully, the CG scheme developed here will enable us to compare the mechanism of 
conformational switching among a super-family of similar, yet non-identical, nuclear hormone 
receptors in the near future. 
The first step of a coarse-graining procedure is to define the segments. In this section, we first 
define segments for our test system, using an approach that can be generalized to study other 
proteins or protein families. A typical scheme for coarse-graining prediction and folding studies 
relies on uniform segment size, e.g., every four residues [79, 80] would constitute a segment. For  
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Figure III.4. An Illustration of the coarse-graining procedure. (Left) A sketch illustrating the coarse-graining of a 
contact matrix. The residue-residue contact matrix (upper-left triangle) is rendered into a segment-segment contact 
matrix (lower-right triangle). The black (red) circle represents residue-residue (segment-segment) contacts. The self-
contacts, i.e., the diagonal elements, are not shown. This particular sample scheme divides the protein RXR into 14 
segments based on its structural features. A group of residue-residue contacts 𝑢𝑢𝑠𝑠𝑖𝑖𝑠𝑠𝑗𝑗 formed by segments i and j  is 
converted to one segment-segment contact with strength vij. (right) The two segment definitions of NR complexes 
used in the study are shown on the multi-sequence alignment (generated with MUSCLE38) of NR proteins RXR and 
TR. Here, 13 pairs of triangles are the boundaries for the segment definition I (NR = 30) while 20 dash lines are the 
boundaries for the segment definition II (NR = 44). Adapted from ref. [100]. 
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molecular switching systems with known structural features, we can determine the segments based 
on common secondary structural elements. Fortunately, a pioneering work has already performed 
a multiple sequence-structural alignment of 86 NR proteins and paved the way for the 
implementation of the segment definition.[88] It turns out that all LBDs of NR proteins share the 
same fold, which mainly consists of 12 helices. In addition to sequence alignment, structural 
information was used in order to provide the final consensus of the segment selection of NR 
proteins that is not in the original 86-protein set. Based on the consensus alignment, a canonical 
structure of the LBD was proposed to describe the common secondary structural features of this 
protein family: 12 α-helices, one β-turn, and one ω-loop.[101] These structural elements provide 
us with an intuitive way of defining segments. Once aligned, the NRs can be coarse grained so that 
they all have the same conformational space. Of the components in our test case (TR:RXR dimer), 
RXR can be found in the list of 86 NRs, while TR is not included in the alignment. Thus, we use 
an additional sequence alignment to aid segment selection of the unrepresented NR proteins 
resulting in a unified scheme that can perform coarse-graining for all members of the NR family. 
Specifically, we expound upon our attempts to coarse-grain two different NR proteins (RXR and 
TR) in Fig. III.4 (right panel). Another NR protein, CAR, is also listed to illustrate that these 
segment definitions can be applied to other proteins in the NR family in general. 
We have tested two segment definitions in this study. Detailed information including segment 
names is listed in can be found in the SI of [100]. The relatively more aggressive coarse-graining 
definition divides each NR monomer into 14 segments, where the segments are the 12 canonical 
helices plus one Ω-Loop and one β-turn. Together, the dimer complex with corresponding ligands 
results in NS = (14 + 1) × 2 = 30 segments for our test system. We have a second segment definition 
(labeled with dashes) that divides each NR monomer into 21 segments including more gaps 
yielding NS = (21 + 1) × 2 = 44 total segments for this scheme. Using these two definitions, we 
can examine the quality of the results with respect to differing segment sizes. To put this into 
perspective, one can define the compression ratio γ as the ratio of the system size from a residue 
description to that of a reduced description by segments γ = NR/NS. Here “R” and “S” are labels 
for the residue and segment descriptions, respectively. For our test case, the number of residues 
plus ligands is NR = 491 + 2 = 493. Thus, the compression ratios are γ30 = 16.4 and γ44 = 11.2. 
Here the subscripts 30 and 44 indicate the 30- and 44-segment systems, respectively. 
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Now, we proceed with the CG equation of converting contact matrix 𝑢𝑢 (a symmetric matrix of size 
NR × NR) to the coarse-grained version, contact matrix 𝑣𝑣 (a symmetric matrix of size NS × NS). Let 
us first summarize how contact matrix 𝑢𝑢 was defined.[31, 32] For a given conformation, when an 
arbitrary pair of amino acid residues 𝑖𝑖 and 𝑗𝑗 form a contact, the matrix element 𝑢𝑢𝑖𝑖𝑗𝑗 is set to 1 and 
0 otherwise. The contact criterion is based on the distances between any atoms that belong to these 
two residues. The default distance cutoff was chosen to be 4.2 Å, which came from a study of 
protein geometry and folding energetics using the contacts defined by heavy atoms.[102] The 
coarse-grained contact matrix element 𝑣𝑣𝑖𝑖𝑗𝑗, which symbolizes the contact interaction strength 
between the ith and the jth segments, is defined as a function of individual residue-residue contacts 
belonging to the particular contact map block formed by these two segments, i.e., elements of 
matrix u shown in blue rectangles in Fig. III.5. 
For convenience, we define the ending residue index of the jth segment to be described by a 
function 𝐸𝐸(𝑗𝑗). Thus, the jth segment contains a collection of residues, {𝐸𝐸(𝑗𝑗 −  1) +
 1,𝐸𝐸(𝑗𝑗 −  1) +  2, … ,𝐸𝐸(𝑗𝑗)}, a total of 𝐸𝐸(𝑗𝑗)  −  𝐸𝐸(𝑗𝑗 −  1)  +  1 residues. Here, we define the 












Here ∑ ≡𝑠𝑠𝑗𝑗 ∑𝑗𝑗′∈𝑠𝑠𝑗𝑗  denotes the sum of the dummy residue index that belongs to segment j, i.e., 
∑ ∑ 𝑢𝑢𝑠𝑠𝑖𝑖𝑢𝑢𝑠𝑠𝑗𝑗 ≡𝑠𝑠𝑗𝑗𝑠𝑠𝑗𝑗 ∑ ∑ 𝑢𝑢𝑖𝑖′𝑗𝑗′𝑗𝑗′∈𝑠𝑠𝑗𝑗𝑖𝑖′∈𝑠𝑠𝑖𝑖 . 
In this study, we test three values of normalization parameter 𝑥𝑥, i.e., 𝑥𝑥 =  0, 0.5, 1. When 𝑥𝑥 =  0, 
𝑣𝑣𝑖𝑖𝑗𝑗 = ∑ ∑ 𝑢𝑢𝑠𝑠𝑖𝑖𝑢𝑢𝑠𝑠𝑗𝑗𝑠𝑠𝑗𝑗𝑠𝑠𝑗𝑗 , and thus, it is simply a sum of the residue-residue contacts in the CG contact
block. We label this scoring scheme as “E.” Here 𝑣𝑣𝑖𝑖𝑗𝑗(𝑥𝑥 =  0) is roughly related to the total contact 
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energy between segments 𝑖𝑖 and 𝑗𝑗. When 𝑥𝑥 =  1, the contact strength is the sum of the contacts 
divided by the product of segment lengths, i.e., the area of the block. Thus, this definition (𝑥𝑥 =
1) gives a normalized contact strength, and the values of 𝑣𝑣𝑖𝑖𝑗𝑗 are bound between 0 and 1. We label
this scoring scheme “A” since the contact strength is normalized by area. One can easily see that
scheme “E” likely emphasizes the contacts between large segments and ignores small segments
such as ligands. On the other hand, the normalized scheme “A” emphasizes the opposite and may
give insufficient attention to interactions between large segments. Thus, a compromise scheme
(𝑥𝑥 =  0.5), where they are normalized by the geometric mean, i.e., the square root of area, is also
tested. We refer to this scheme as “L” since it is normalized by the linear size of the block.
Fundamentally, the optimal selection of parameter x is related to how packed the biopolymers are.
Note that in the case of a uniform segmentation, the block areas are identical. Thus, different values
of x represent scaling constants and yield an identical result. Alternative definitions that are based
on distances between the residue pairs can also be implemented directly into this method.
Expressing contact strengths at the CG level, i.e., 𝑣𝑣𝑖𝑖𝑗𝑗, can alleviate some of the disadvantages of 
the initial residue-residue contact state, which is represented in a binary fashion, i.e., “1” indicates 
that a contact is being made between the two residues and “0” indicates no contact. For the initial 
residue level of description, the mean value of ⟨𝑢𝑢𝑖𝑖𝑗𝑗⟩ is directly tied to its deviation from the mean 
due to binary statistics, which gives ⟨(𝑢𝑢𝑖𝑖𝑗𝑗 − ⟨𝑢𝑢𝑖𝑖𝑗𝑗⟩)⟩2 ≡ ⟨𝑢𝑢𝑖𝑖𝑗𝑗⟩(1 − ⟨𝑢𝑢𝑖𝑖𝑗𝑗⟩). Thus, the criteria of 
selecting dynamic contacts at residue level are limited to the determination of high and low 
thresholds of mean contact. Practically, we select the dynamic contacts which satisfy 𝑎𝑎𝑙𝑙𝑙𝑙 < ⟨𝑢𝑢𝑖𝑖𝑗𝑗⟩ <
𝑎𝑎ℎ𝑙𝑙. We would not be able to nor need to include additional criteria on how these contacts fluctuate 
to judge whether they are deemed to be dynamic. However, for the CG contacts, the mean and 
standard deviation of a particular contact’s strength are two independent variables, granting us 
more freedom to isolate the dynamic contacts that we choose to study. 
Combining both segment definitions and contact strength definitions, we will examine a total of 
four CG schemes (30A, 44A, 44L, and 44E) and compare their results with those of the initial 
residue-residue (RR) level analysis. 
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III.4. Compressibility and Preservation of Features in Coarse-Grain Analysis
Here we report the first order statistics and the mean contact matrix. While the meaning of the 
mean contact strength at the RR level is unequivocal, the corresponding contact strength at the 
segment-segment level has been tested in three setups (A, L, and E). They each emphasize different 
types of contact interactions, as we demonstrate here. 
The mean contact matrix with various definitions was calculated for the 200 ns simulation 
trajectory. These various results can be clearly visualized, as in Fig. III.5, where values are coded 
along a spectrum. The mean contact values for the initial RR scheme are shown in Fig. III.5a. 
Here, each residue-residue contact is slightly scaled up (as a square 3 × 3) for a clear visualization. 
For each CG scheme, rather than displaying each segment-segment contact as a 1 × 1 square in a 
matrix of size 30 × 30 or 44 × 44, we use colored blocks to represent the mean contact matrix. The 
shape of each block is determined by the number of residues in the interacting segments. This 
procedure makes all mean contact matrices the same size and facilitates the comparison. In scheme 
30A (Fig. III.5b) and 44A (Fig. III.5c), the mean contact values are normalized by the product of 
the linear size of each interacting segment, i.e., the area of interacting sections of the matrix. This 
normalization leads to all the elements of the matrix to a value between 0 and 1. High value 
contacts tend to come from interactions between small segments, especially the interaction 
between the ligand and protein. Interactions between large size segments will have a large penalty 
since it is unlikely that all of the RR contacts in the block can form at the same time. Scheme 44L 
is effectively normalized by the square root of the area spanned by the interacting segments, as 
seen in Fig. III.5d. The practical values of elements for 44L fall between 0 and 8. Using scheme 
44E (shown in Fig. III.5e), segment interactions are simply the sum of residue-residue contacts 
formed with no additional normalization. Thus, an emphasis is placed on contacts between 
segments containing more residues, minimizing smaller segment interactions even when they 
show frequent interactions. Elements for this scheme fall between 0 and 250. Figure III.5f shows 
a three-dimensional rendering of the information in Fig. III.5e. Here the contacts between different 
segments are shown as bonds while the segments’ self-interactions are shown as spheres.  
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Figure III.5. The mean contact matrix for different CG schemes: (a) RR, (b) 30A, (c) 44A, (d) 44L, and (e) 44E. RR 
refers the original residue-residue contact matrix. Four CG contact matrices are with either a 30- or 44-segment 
definition and with either an A, L, or E score function. Here A, L, and E refer to the cases that the sum of contacts in 
the block is scaled by area, linear size, and not scaled, respectively. The 3D rendering of the mean contact matrix for 
44L is shown in (f). Here the diagonal components (segment self-interacting contacts) are shown as spheres and 
segment-segment interacting contacts as thin cylinders. TR and RXR are shown in a ribbon representation on the left 
and right, respectively. Adapted from ref. [100]. 
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Since TR and RXR share the same fold, our segment definition schemes preserve this feature. We 
use Fig. III.6a for a detailed comparison of the mean contact strength between them. Specifically, 
the mean contact matrix of 44A is used here. Each dot in Fig. III.6a represents a particular protein’s 
internal contact strength, where 𝑥𝑥 =  𝑣𝑣𝑖𝑖𝑗𝑗  and 𝑦𝑦 =  𝑣𝑣𝑖𝑖+21,𝑗𝑗+21. Thus, the x-axis and y-axis display 
the internal protein-protein interactions of TR and RXR, respectively. The protein-ligand 
interactions of TR (with t3) versus RXR (with 9c) are shown in the inset. 
One can see the structural and internal interaction symmetry between RXR and TR, which is 
apparent from the correlated internal mean contact strengths. For example, helix 6 (H6) interacts 
most strongly with Gap 6 (G6) in both RXR and TR. Further, how each protein interacts with the 
corresponding ligands also shows similarity: although less quantitatively, one can observe that 
both ligands interact with the same set of structural segments, H2, H3, H5, β-turn, H6, H7, and 
H11 of their respective nuclear receptors. 
Besides comparing RXR and TR, we can also contrast the results from different schemes. As 
shown in Fig. III.6b, the results of 44E (y-axis) and 44A (x-axis) are directly compared using the 
same elements of the mean contact matrix. The values are largely correlated with the exception of 
a few outliers. The outliers are present when 44E is high (lots of contacts) and 44A is low (weaker 
strength). This is caused by the normalization schemes. The inset graph highlights the positive 
correlation seen in the bottom left corner of the graph. It reveals that when both 44E and 44A have 
small values, the two have a positive correlation. Note that when the compression ratio is too large, 
we can see an anti-correlation due to the normalization schemes; while when the compression ratio 
is approaching 1, one would expect to see highly correlated results. This figure demonstrates that 
our segment definition (44 segments dividing each LBD) strikes a balance between an overly 
aggressive CG scheme and a CG scheme that is too conservative. The compression ratio of this 
44-segment definition is near the largest that we can use without losing important information.
To study the dynamic motions using the description of coarse-grained contact matrices, we 
perform the calculation of the covariance matrix of the contact matrices. Similar to the analysis at 
the residue level, the second order statistics connect any two segment-segment contacts vα and vβ 
by 
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Figure III.6. Mean contact strength for RXR:TR for all-atom and coarse-grain analyses. (a) A comparison of TR vs 
RXR for the mean contact matrix including both protein-protein and protein-ligand interactions for 44A. (b) A direct 
comparison of elements of mean contact matrices of 44A and 44E. Adapted from ref. [100]. 
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𝐶𝐶𝛼𝛼𝛼𝛼 ≡  𝐶𝐶𝑖𝑖,𝑗𝑗;𝑘𝑘,𝑙𝑙 =  〈(𝑣𝑣𝑖𝑖𝑗𝑗 − 𝑉𝑉𝑖𝑖𝑗𝑗)((𝑣𝑣𝑘𝑘𝑙𝑙 − 𝑉𝑉𝑘𝑘𝑙𝑙)〉 
where the mean contact 𝑉𝑉𝑖𝑖𝑗𝑗 ≡ 〈𝑣𝑣𝑖𝑖𝑗𝑗〉 ≡ hviji. For convenience, we use Greek letters for the single 
letter index for contacts and Latin letters for residues. Thus, 𝑣𝑣𝛼𝛼 represents a contact between 
segments 𝑖𝑖 and 𝑗𝑗, while 𝑣𝑣β represents a contact between segments k and l. Therefore, 𝐶𝐶𝛼𝛼𝛼𝛼 
represents a value that encompasses the covariance of contact events 𝛼𝛼 =  1, 2, 3, . . . ,𝑚𝑚 and 𝛽𝛽 =
 1, 2, 3, . . . ,𝑚𝑚, which are made up of segments 𝑖𝑖, 𝑗𝑗 and 𝑘𝑘, 𝑙𝑙, respectively. 
Also similar to the dynamic selection of contacts at the residue level, we only need to look at a 
subset of dynamic contacts of size 𝑚𝑚 ≪  𝑁𝑁 ×  𝑁𝑁. The covariance matrix 𝐶𝐶 is of size 𝑚𝑚 ×  𝑚𝑚. As 
mentioned earlier, the selection of dynamic contacts can be based on the mean and/or variance of 
those contacts at the segment levels; while we do not have such freedom at the residue level since 
there is a direct relation between the mean and variance of random variables of binary statistics. 
Still, we only use the values of mean contact as the selection criteria, i.e., 𝑎𝑎𝑙𝑙𝑙𝑙 ≤  𝑉𝑉𝑖𝑖𝑗𝑗 ≤ 𝑎𝑎ℎ𝑙𝑙. Thus, 
the RR scheme can be deduced as a limiting case of CG schemes. The eigensystem of matrix 𝐶𝐶 
provides the principal component analysis (PCA).[99] 
A unique challenge for SS, which is absent in an RR study, is how to manage the self-interacting 
contacts. Since the self-interacting components (self-contacts) 𝑣𝑣𝑖𝑖𝑖𝑖 are less than perfectly formed, 
their values can fluctuate and reflect the dynamics of the proteins. They provide some information 
on the protein contact dynamics at the segment description level and should be considered in the 
PCA. On the other hand, 𝑢𝑢𝑖𝑖𝑖𝑖 ≡ 1, so we never include them at the RR level. However, the diagonal 
elements of the CG contact matrix, 𝑣𝑣𝑖𝑖𝑖𝑖, (those “folding” contacts) can be quite large and thus 
potentially overshadow the off-diagonal elements 𝑣𝑣𝑖𝑖𝑖𝑖 (𝑖𝑖 ≠  𝑗𝑗, the “binding” contacts between 
different segments). With a correction 𝑣𝑣�𝑖𝑖𝑗𝑗 =  𝑣𝑣𝑖𝑖𝑗𝑗(1 −  𝑎𝑎𝛿𝛿𝑖𝑖𝑗𝑗), their relative strengths can be 
adjusted using the parameter a. One limiting case is to treat every pair equally (𝑎𝑎 =  0) and 
subsequently selecting them for the covariance matrix calculation, regardless of whether they 
represent a self-contact or not. The other limit is to filter out self-contacts (𝑎𝑎 =  1). More 
generally, we can use a weighted covariance matrix 𝐶𝐶 ∗, where we give a different weight for each 
contact depending on whether they are a self-contact or not. The relationship between 𝐶𝐶 and 𝐶𝐶 ∗ 
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is directly parallel to that of the PCA of a Cartesian covariance matrix and the quasi-harmonic 
analysis of the mass-weighted version. We only report the cases of 𝑎𝑎 =  0 in the current study. 
As shown in Fig. III.7, the top eigenvector (PC1) for RR, 30A, 44A, 44L, and 44E is shown in the 
displacement matrix format. Similar to the representation of mean contact matrices, we expand the 
CG displacement matrices from 30 × 30 or 44 × 44 to the size of the RR case (493 × 493). In 
comparison, the RR results (Fig. III.7a) are least preserved by the most aggressive CG scheme 
tested, 30A (Fig. III.7b), which is indicative of over-compression (i.e., 30 segments are not enough 
to capture the dynamic motion). While 44A, E, and L (Figs. III.7c–III.7e) improve on this, one can 
recognize the coloring patterns of these matrices. A comparison of partial sums of top displacement 
values is shown for the RR and 44E cases in Fig. III.7f. Figs. III.7g and III.7h show a 3D 
representation of these displacement values for RR and 44L, respectively. Here, interactions 
between residues or segments are represented by rods and, in the SS case, as spheres for the self-
interaction of segments. Both RR and SS results show a consistent dynamic contact motion of the 
complex. Particularly, both demonstrated that the TR protein has the largest displacement 
components and displays strong motions of breaking (red) and forming (blue) contacts near the 
ligand binding region. The RR and SS results drawn from the test ensemble are consistent with 
our early RR results of the mutant-scanning ensemble.[31] 
Besides a direct visual inspection of the eigenvector PC1s, we have used three methods (pseudo-
product, one-body displacement, and PC projection) for comparison between the displacement 
matrices obtained from RR to those obtained from various CG schemes. The first method of 
comparison is using a pseudo dot-product. Ideally, the dot product of two normalized eigenvectors 
shows how aligned they are. However, since eigenvector PC1s derived from different schemes are 
of different dimensions from that of RR, we cannot directly calculate a dot-product. Here we 
propose a pseudo-product method to compare contact displacement matrices of RR with the 
expanded CG displacement matrices shown in Figs. III.7b–III.7e, which have the size of RR (493 
× 493) but are no longer normalized. The pseudo-product, defined as 𝑝𝑝 = (∑ 𝑑𝑑𝑖𝑖𝑗𝑗,𝑅𝑅𝑅𝑅1𝑖𝑖≤𝑗𝑗 ∙
𝑑𝑑𝑖𝑖𝑗𝑗,𝐶𝐶𝐶𝐶
∗,1 )/(∑ [𝑑𝑑𝑖𝑖𝑗𝑗,𝐶𝐶𝐶𝐶
∗,1 ]2𝑖𝑖≤𝑗𝑗 )1/2, measures how similar the two eigenvectors (expressed as displacement 
matrices) 𝑑𝑑𝑅𝑅𝑅𝑅1  and 𝑑𝑑𝐶𝐶𝐶𝐶
∗,1 are. Here “1” in the upper index emphasizes that this result is of PC1, the 
eigenvector with the largest eigenvalue, and d* denotes that it is the pseudo-displacement matrix 
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(size 𝑁𝑁 ×  𝑁𝑁), which is different from the direct CG displacement matrix d (size L × L). The 
results show that p44A = 0.110, p44L = 0.099, p44E = 0.078, and p30A = 0.073. Thus, 44A shows 
the best results from the pseudo-product comparison, while not surprisingly, 30A shows the worst 
results. Due to the strong dimension reduction, i.e., large compression ratios, we do not expect any 
of the pseudo-products to approach the upper limit, 1. Thus, this method can access relative 
strengths of CG schemes, but it is not intuitive to see whether CG schemes preserve the results of 
RR. We also display the corresponding three-dimensional representation of the displacement 
matrix for RR and 44L in Figs. III.7f and III.7g, respectively. 
The second method of comparison is studying single-body displacements, where we define 𝐷𝐷𝑖𝑖 =
∑ 𝑑𝑑𝑖𝑖𝑗𝑗𝑗𝑗 . For example, the top displacement matrix of 44E (eigenvector PC1) 𝑑𝑑𝑖𝑖𝑗𝑗,44𝐸𝐸 is of size 44 × 
44 and we can obtain 44 one-body displacement values. We can compare these numbers with the 
regional summation of the top displacement matrix of the RR calculation 𝑑𝑑𝑖𝑖𝑗𝑗,𝑅𝑅𝑅𝑅, which provides 
𝐷𝐷�𝑖𝑖 = ∑ ∑ 𝑑𝑑𝑖𝑖𝑖𝑖,𝑅𝑅𝑅𝑅1≤𝑗𝑗≤493𝐸𝐸(𝑖𝑖−1)<𝑖𝑖′≤𝐸𝐸(𝑖𝑖) . Again, the ending residue index of the ith segment is given 
by a function 𝐸𝐸(𝑖𝑖). A direct comparison of 𝐷𝐷𝑖𝑖 and 𝐷𝐷𝚤𝚤�  is shown in Fig. III.7h. It is interesting to 
point out that specific single-body displacements regarding ligands provide the overall dynamic 
information on ligand-protein contacts. Particularly, the negative sign of the ratio 𝐷𝐷9𝑙𝑙:𝐷𝐷𝑡𝑡3 is an 
indication of the negative cooperative binding of ligands 9c and t3. This ratio is preserved between 
RR and CG results in this study. 
Finally, we can use the PC projection to compare the quality of the CG analyses, as shown in Fig. 
III.8. The conformations projected to the top two PCs of RR show that during the 200 ns
simulation, the protein has a slow and persistent decrease in the PC1 coordinate and a first
increasing and then decreasing trend in the PC2 coordinate. Together, the conformational
dynamics are represented by a crescent shape. Here, we compare the RR results with those of CG
schemes 44A, 44L, and 44E. One can see that 44L largely preserves the features of the RR results
even though the conformational dynamics are “blurred,” which is to be expected for such a coarse-
graining procedure with a compression ratio larger than 10. The 44E and 44A results also show
similar crescent shapes, while 44E is much more blurred. On the other hand, 44A shows an
interesting triple state and the dynamic transition between the triple states is frequent. Such features
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Figure III.7. The top displacement matrix, which is the eigenvector PC1, for (a) RR, (b) 30A, (c) 44A, (d) 44L, and 
(e) 44E. The naming convention of CG schemes is identical to that of Fig. 3. The 3D representation [same orientation 
of Fig. 3(f), TR at the left and RXR at the right] of the top displacement matrix is shown in (f) RR and (g) 44L. Note 
that some near-zero components were filtered out. A direct comparison between RR and 44E is made in (h) by a partial 
summation of the corresponding matrices. Adapted from ref. [100].
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Figure III.8. The PC projection of the top two PCs using scheme (a) RR, (b) 44A, (c) 44L, and (d) 44E where each 
point represents a particular conformation of the protein complex during the 200 ns simulation. The naming convention 
of CG schemes is identical to that of Fig. 3. The colors indicate the time of the snapshots. Adapted from ref. [100]. 
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can result from the normalization scheme of 44A, and such normalization may overemphasize a 
few contacts that come from segments of small sizes, especially the protein-ligand contacts. 
III.5. Conclusion
Multifunctional allosteric signaling proteins such as RXR play essential regulatory roles in 
biology. To decode how the LBD domain of RXR is able to have positive allosteric control over a 
group of proteins while having negative allosteric control over another group, we studied 
cooperative binding of complex RXR(9c):CAR(tcp) (wild-type and a group of glycine scanning 
mutants). We also compared our results with the previously obtained data on the anticooperative 
binding of complex RXR(9c):TR(t3). We applied the method CAMERRA that isolates important 
allosteric modes by performing PCA on selected dynamic contacts. The two-stage scheme of 
CAMERRA [(1) selecting dynamic contacts and (2) rendering important contact collective modes] 
was able to uncover the allosteric mechanism and distinguish the positive versus negative allostery. 
We found that the “frustrated fit” of 9c to the binding pocket RXR is a common feature observed 
in both systems. However, the dynamic intraprotein contacts (of RXR) selected are largely 
different (about two-thirds of the contacts). Further, the allosteric modes and sensitive areas 
expressed by PC1s for these two systems are drastically different. Ultimately, the difference 
between the response of TR and the response of CAR may originate from the relative tightness of 
their binding pocket. 
Statistical analysis of contact matrices can be an essential way of characterizing protein 
conformational dynamics, especially for those proteins exhibiting large amplitude motions, such 
as conformational switching, allostery, and protein folding. We examined schemes that extend the 
initial residue-residue contact dynamics to the level of segment-segment contacts. Such an 
extension may lead up to a tenfold expansion of the size of systems that can be treated. Also, such 
schemes will enable us to directly compare conformations of a family of proteins with similar but 
different sequences. Particularly, we demonstrated that the important contact dynamics (contacts 
forming and detaching) exhibited by the protein complex TR(t3):RXR(9c) during a 200 ns MD 
simulation can be preserved, even when the compression ratio is more than 10, i.e., on average 
each segment contains more than 10 residues. This is achieved by carefully selecting both the 
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segment definition (using sequence alignments) and the score function for coarse-grained contact 
strengths. 
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CHAPTER IV: COMPUTATIONAL METHODS TO CHARACTERIZE 
INTRINSICALLY DISORDERED PROTEINS 
IV.1. Intrinsically Disordered Proteins
A common theme of structural biology is the connection of structure to the mechanism of 
biological function, and indeed in nature, most structures of proteins infer their functions [103]. A 
plethora of work in recent years, however, has delved into the existence and characterization of an 
entire class of proteins that evade conventional structural biology techniques such as 
crystallography, NMR, and cryo-EM. These proteins are either completely disordered called 
intrinsically disordered proteins (IDPs), or contain large disordered segments referred to as 
intrinsically disordered regions (IDRs) [104-109]. About 10% of eukaryotic proteins are suspected 
to be fully disordered, and 40% contain a disordered loop region of at least 50 amino acids (IDRs) 
[110]. Over-represented among IDPs and IDRs are proteins with regulatory functions, such as 
protein kinases and nuclear hormone receptors [111]. It is still unclear what is common function(s) 
of these IDPs and IDRs. Still, researchers assume that the outsized role of IDPs and IDRs in a host 
of vital cellular functions underscores the importance of understanding their underlying 
mechanisms. For some IDPs, their disordered nature could provide generic polymer properties 
important to the biopolymer, such as a linker connecting functional domains or a space-filling 
polymer material that is capable of phase separation for regulation [112, 113]. What is clear is that 
IDPs display a large degree of variation of their conformational ensembles and the ensembles are 
sensitive to their environments. Compared to well-folded soluble proteins containing a stable 
hydrophobic core and a hydrophilic exterior, the high charge and low hydrophobicity of IDPs 
make them more susceptible to reconfiguration due to environmental factors that affect the polar-
hydrophobic “balance”, such as pH, salt concentration, and presence of amphiphilic molecules 
such as membrane phospholipids and micelles. Under low pH conditions, amino acid residues with 
ionizable sites of lower pKa values, such as aspartic and glutamic acid, are protonated reducing 
electrostatic interaction within the protein. Several IDPs have been shown to vary in compactness 
under changing pH conditions [114]. Sometimes they lead to the formation of local secondary 
structures, such as α-helices and β-strands. A comprehensive understanding of IDP structural 
ensemble change modulated by pH change can be essential to fully understand not only their 
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natural function but also the mechanisms underlying malfunction and disease states. These stimuli-
responding biopolymers may also inspire researchers further design of functional biomimetics 
[115, 116]. Synthetic IDPs have already been explored for such applications, e.g., potential 
treatments for diseases such as Parkinson's disease [117]. 
One of the most well studied IDP, ⍺-synuclein, is a 140 amino acid-long protein which is 
upregulated in some presynaptic terminals in the brain [118]. ⍺-synuclein is believed to be 
involved in vesicle trafficking and has been observed in a primarily helical form at the membrane 
surface, interacting more specifically with phospholipid and phospholipid-containing portions of 
membrane and membrane rafts [119]. While ⍺-synuclein may form extended helical structures in 
lipophilic environments, it is largely unstructured in solution [120]. As with many IDPs, the 
unstructured nature of ⍺-synuclein is what eludes researchers from pinning down its exact 
function. However, ⍺-synuclein may sometimes ‘misfold’, or take on a pathogenic configuration 
causing neurodegenerative diseases [121]. In patients with Parkinson’s disease (PD), for example, 
monomers of this protein aggregate at the hydrophobic non-beta amyloid region (NAC, residues 
61–95) to form β-amyloid plaques (termed Lewy bodies) in the perinuclear region and at the 
cellular periphery [122], leading to severe impairment of cognitive functioning or even death 
[121]. Studies have shown enhanced aggregation of ⍺-synuclein in solution at low pH conditions 
[123], and understanding how these ensembles differ may provide hints about the mechanisms 
underlying plaque development in PD patients. It is of interest that we characterize α-synuclein in 
all of its accessible states at different pH conditions to understand what drives the aggregative 
properties of each ensemble. As previously discussed, the structural ensemble explored by an IDP 
is largely dependent on the environment [105, 124], and ⍺-synuclein is no exception. The charge 
decoration of ⍺-synuclein essentially creates three electrostatically diverse regions within the 
protein. The N-terminal region (residues 1–60) contains a relatively even proportion of charges, 
the middle ‘NAC’ region (residues 61–95) is largely hydrophobic with few charged residues, and 
the C-terminal portion (residues 96–140) consists largely of negatively charged amino acids. Each 
of these regions are expected to respond differently to factors such as pH and salt concentration. 
Since ⍺-synuclein aggregates more quickly at low pH, it is important to understand how the 
conformational ensembles, as well as intra- and inter-protein interactions, differ with changing pH. 
Neurodegenerative Lewy bodies are not simply the result of ⍺-synuclein aggregating with itself 
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but often include other disordered component proteins such as tau and Aβ-protein [125]. 
Examining intra-protein interactions of the ⍺-synuclein monomer allows us to make inferences 
about inter-protein interactions involved in the heterogeneous complexes that characterize these 
plaques. 
Because such proteins do not have a well-defined native structure, many experimental and 
computational strategies have difficulties when applied to IDPs straightforwardly. IDPs exhibit 
many low-energy conformations resulting in extremely diverse structural ensembles [111]. Only 
a few global properties of IDPs are routinely determined experimentally, and often they do not 
adequately describe, at the molecular level, the full range of structures that IDPs may explore. For 
example, small-angle neutron scattering (SANS) is commonly used to study the shape of these 
proteins [126], and properties such as radius of gyration and hydrodynamic radius are inferred 
from X-ray scattering profiles. Förster Resonance Energy Transfer (FRET) is used to determine 
when residues are in close proximity, revealing details about conformational changes IDPs may 
undergo [127]. A typical unbiased all-atom simulation of an entire large protein, including those 
that display intrinsic disorder, will primarily sample a single basin of the free energy landscape 
within computationally-accessible timescales. For a structured protein confined to a free energy 
landscape with a single global minimum, this does not impact sampling of a realistic 
conformational ensemble, especially when the native structure (ground state) is given. However, 
for an IDP rapidly sampling a rugged free energy landscape with many shallow basins (metastable 
states), this is insufficient and ineffective in terms of sampling the conformations that would be 
expected to be observed in practical situations. 
Instead, we adopt a computational method that is specifically designed to take advantage of the 
weakly-interacting nature of IDPs [128]. We approach the problem of constructing a structural 
ensemble of IDPs from a divide-and-conquer approach, which we term PATCH, a recursive 
acronym standing for Patch Approach Through Connecting Hamiltonian. As we demonstrate 
below, these computationally-constructed ensembles reproduced key properties obtained by 
experimental studies. Specifically, we use the simulation-based PATCH method to construct 
ensembles of ⍺-synuclein under two different pH conditions which we refer to as asyn3 and asyn7, 
respectively. Our simulation results on pH-induced conformational changes compare well with the 
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corresponding FRET results. Specifically, the low pH ensemble (asyn3) shows a compacted C-
terminal region as compared with the neutral pH ensemble (asyn7) while maintaining 
approximately the same end-to-end distance, a result also seen in FRET data. Additionally, global 
properties, such as radius of gyration (RG) of our PATCH ensembles support the conclusion of a 
more compact protein at lower pH conditions and closely matches values obtained using SEC-
SAXS (size exclusion chromatography-small-angle X-ray scattering) experiments [129]. We show 
that charge neutralization is responsible for compaction at low pH and use contact analysis 
methods to identify dynamically and/or structurally related domains within ⍺-synuclein. Charge 
neutralization at low pH results in an increase in hydrophobicity, which has been shown to be 
positively correlated with the formation of pathogenic ⍺–synuclein fibrils [130]. We investigated 
how contacts between the N-terminal, NAC, and C-terminal regions differ between neutral and 
low pH ensembles and characterize the chemical nature (hydrophobicity/hydrophilicity) of 
interactions between these regions. 
IV.2. Constructing α-Synuclein with the PATCH Method
Many traditional protein modeling programs have been developed and have been quite successful 
in modeling structured proteins such as Rosetta [131], TRADeS [132], and MODELLER [133] 
and many others [11]. Fundamentally, these packages compute interactions based on either a 
bioinformatics approach [134], a biophysical approach [135], or a combination of the two. Many 
of these bioinformatics approaches depend on homology [136] and threading [137] techniques that 
largely rely upon the presence of previously discovered structured domains, which is not always 
applicable for IDPs. The biophysical approaches often employ ab-initio methods which depend on 
detailed all-atom and/ or coarse-grained simulations, and accurately sampling sufficient 
conformational space requires huge amounts of computational resources and time, especially in 
the case of IDPs where many free-energy minima must be sampled to fully characterize the 
dynamics [138]. Time and resources scale exponentially with sequence length, which limits the 
effectiveness of these approaches to small proteins containing only a couple dozen amino acids 
[139]. Historically, the force fields used to describe all-atom dynamics are tuned for natively 
folded proteins leading to artifacts, such as over-compaction and left-handed helix formation, in 
disordered proteins [140]. Efforts have been made to address these issues, such as the 
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CHARMM36m force field [141] used in this work, but discrepancies with experimental results 
continue to be an issue when simulating IDPs. In order to adequately characterize the structural 
landscape of IDPs, new approaches are needed that are capable of describing their diverse 
conformational ensembles. It is becoming increasingly evident that computational techniques, in 
combination with experimental data, are greatly valuable in this area [142]. Indeed, a myriad of 
general methods have been developed to improve the sampling of protein energy landscapes, 
including simulated annealing, landscape paving, replica exchange, umbrella sampling, and 
simulations with experimentally-determined constraints [3]. Below, we describe and 
implementation of the novel PATCH method of modeling IDP ensembles. 
Unbiased long-time all-atom simulation does not easily capture the diversity that is characteristic 
of IDP conformational ensembles, especially for the system sizes beyond ~100 residues. As shown 
in Fig. IV.1, the PATCH method of sampling conformations is comprised of four steps. In Step I, 
we divide long peptides in to segments with overlapping regions. We then run all-atom simulations 
of the independent segments separately, during which only intra-segment interactions are 
considered, as the segments are simulated independently and do not interact in Step II. Once 
individual segments have been sampled, in a manner conceptually reminiscent of Monte Carlo 
simulation [143] of chain growth model, we rejoin the segments with matching local secondary 
structure. This can produce a large number of physically reasonable conformations in Step III with 
bonded interaction between neighboring segments approximated. Finally, we assign a statistical 
weight (a postori perturbation scheme) to the configurations generated, to correct for the loss of 
the long-ranged inter-segment interactions in Step IV. 
The rationale of statistical physics underlying this method is that total energy of the system 
composed of N segments can be described as a sum of three groups 
  𝐻𝐻 = ∑ 𝐻𝐻𝑗𝑗,𝑗𝑗 + ∑ 𝐻𝐻𝑗𝑗,𝑗𝑗+1 + ∑∑ 𝐻𝐻𝑖𝑖,𝑗𝑗|𝑖𝑖−𝑗𝑗|>1𝐶𝐶−1𝑗𝑗=1𝐶𝐶𝑗𝑗=1
where 𝑖𝑖 and 𝑗𝑗 represent segment indices. Here, we have three types of interactions: a) short-
range, intra-segment interactions 𝐻𝐻𝑗𝑗,𝑗𝑗 (Type I), b) medium-range bonded interaction interactions 
𝐻𝐻𝑗𝑗,𝑗𝑗+1 between bonded atoms in neighboring segments (Type II), and c) long-range inter-
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segment interactions 𝐻𝐻𝑖𝑖,𝑗𝑗 occurring between non-bonded atoms from different segments (Type 
III). We employ different methods to account for each type of interaction. For intra-segment 
interaction 𝐻𝐻𝑗𝑗,𝑗𝑗, all-atom MD simulation directly samples the conformations with appropriate 
statistics. Beyond the internal interactions of each segment, we use two correcting perturbation 
schemes to account for appropriate inter-segment interactions. One scheme is an a priori scheme, 
i.e., how we join different segments to form the conformation of the whole protein is affected by
𝐻𝐻𝑗𝑗,𝑗𝑗+1. The other is an a postori scheme by which we weighted different joined conformations by
the statistical weight of inter-segment interactions 𝐻𝐻𝑖𝑖,𝑗𝑗.
For type III interaction we did not include inter-segment interaction from sequential neighboring 
segments. The reason for this is not dissimilar to the reasoning behind 1–4 interaction scaling to 
avoid double counting [144]. These ‘mid-range’ interactions are already partially accounted for 
during the selective joining step of the PATCH algorithm, since clashing between a segment and 
its sequential neighboring segLment(s) would lead to prohibitively high energies, and 
subsequently such joined configurations being discarded. Additionally, we have also tested the 
same calculations including this neighboring segment interaction and found the results to have a 
similar RG in our setup. While in theory, one could devise a more elegant scaling scheme to 
obtain a more precise interaction energy, our simple approximation is practical and efficient, and 
our results have been corroborated by experimental measurements. 
Like most IDPs, α-synuclein has an abundance of residues which are charged at pH ~ 7, however, 
under low pH conditions many of these negatively charged residues are neutralized. This is shown 
in Fig. IV.2 (bottom-right panel) as a running sum of charges under both approximate pH 
conditions of 7 (black) and 3 (red). The overall charge of the two systems is significantly different, 
with asyn7 having a net charge of −8 and asyn3 at +16. Here, it is apparent that the N-terminal end 
(residues 1–60) contains a relatively even mix of negatively and positively charged residues in 
asyn7, with slightly more positive residues than negative (8 and 11, respectively). The hydrophobic 
middle region (residues E61 - V95), termed the non-amyloid beta component (NAC), contains 
only two charged residues (K80 and E83). The C-terminal region (residues 96–140) possesses an 
abundance of negatively charged residues, with 15 negatively charged residues and only 3 
positively charged. In fact, the last 38 residues contain 14 negative charges and zero positive. 
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Figure IV.1. An overview of the sampling method used to study ⍺-synuclein. Panel I illustrates the cutting of a 
protein into shorter segments. Panel II represents the use of molecular dynamics simulations to produce a diverse 
ensemble of conformers for a given segment. Panel III depicts the combining of conformers to produce full IDP 




We obtain the relevant protein sequence from the UniProt database [146] and then divide it into 
segments of roughly 20 amino acids in length, including five to six overlapping residues on either 
end between segments, such that every segment shares five to six residues with its nearest neighbor 
or neighbors. In this case, six-residue overlaps were generally employed with one exception 
between segments 2 and 3 which have an overlap of five residues due to missing parameters in the 
force field which complicated the inclusion of charged glutamic acid bound to the acetyl end cap. 
Both the length of the overlapping boundary regions and the length of the segments themselves 
must be determined with care. A too-thick boundary will make the joining step difficult and the 
method more costly, whereas a too-thin one could lead to artificial torsion angles between 
segments in the reconstructed protein. In choosing the lengths and definition of the segments 
themselves, it is important to neither divide two highly-interactive regions nor to create segments 
so short that the assumption of segment independence is compromised; however, creating 
segments that are too long will incur a computational penalty due to the increasing number of 
degrees of freedom. In the case of α-synuclein, we had the benefit of data from previously 
performed network analysis studies [147], however, this type of information will not be readily 
available for most IDPs. It can be useful to employ secondary structure prediction algorithms when 
defining segments; care can be taken not to disrupt any regions predicted to have a typical 
secondary structure feature such as ⍺-helical or β-strand character. In this regard, it is to our benefit 
that IDPs are generally lacking in strong long-range interactions, as was shown to be the case with 
α-synuclein. In this case, Sethi et al. [147] employed a network analysis model on more than 10 
microseconds of simulation data and showed that ⍺-synuclein can be divided into 9 segments in 
which residues frequently interact while interactions between residues of different segments are 
rarely observed. Therefore, in step I of the PATCH method, the protein was divided at the 
boundaries of those modular regions (see the table of Fig. IV.2 for the exact segment definitions). 
After segment definition, initial configurations for all-atom simulations are generated using 
Random Coil Generator (RCG) [148] to produce random backbone conformations with only coils 
and loops (no helices or β-sheets) for both asyn7 and asyn3. Scwrl4 [149] is then used to place the 
sidechains on the protein backbone. Protonation states are chosen to reflect pKa values of α-
synuclein measured using NMR [150]. 
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pKa values, and thus, protonation states, are determined by chemical environment, which is 
transient in IDPs. As a result, glutamic acid and aspartic acid are always assigned a charge of −1 
for asyn7 and 0 for asyn3 while lysine maintains a + 1 charge in all cases, asparagine is not present 
in the peptide, and the lone histidine residue (H50) has a charge of +1 in both cases. Once a random 
starting structure for the full protein is created, the structure is split into independent segments of 
about twenty amino acids in length. Each segment contains the last five to six residues of the 
previous segment, and the first five to six residues of the next segment, a crucial step for 
reconstructing the entire protein later. All segments and their charge states are represented for both 
asyn7 and asyn3 in Fig. IV.2. 
With our initial segment conformers generated, we performed configurational sampling of α-
synuclein at approximate pH values of 3 and 7 in solution. The CHARMM36m force field was 
selected for parameters of protein molecules, because this version of the CHARMM force field 
contains CMAP corrections to improve accuracy of dihedral angles in IDPs. Conformers were 
placed in a rectangular PBC box solvated with TIP3P explicit water atoms and a concentration of 
150 mM KCl. Each of the 9 resulting segments was minimized three times using the NPT protocol. 
The first minimization constrained the entire protein, allowing solvent molecules to reorient 
around the protein. The second minimization constrained the protein backbone, allowing the 
sidechains to reorient. The final minimization included no constraints. The system was then heated 
to 298 K followed by an equilibration run performed for 50 ns. Radius of gyration, N-C distance, 
and H-bonding were all examined for convergence to confirm proper equilibration of each system. 
Each system was equilibrated using the Berendsen thermostat [15] and barostat [17]. A long-time 
production run of 100 ns was then performed for each segment with a time step of 2 fs using the 
Nosé-Hoover thermostat [16] and Parrinello-Rahman barostat [18]. 
Once the simulations of segments are complete, structure files are extracted from the trajectories 
every picosecond. Statistical analysis of backbone torsion angels is performed on the overlapping 
residues of each segment. The optimal joint positions between two segments are ranked by how 
well the ψ and φ values match (evaluated by peak position of Ramachandran plots). This selection 
procedure ensures no two segments are joined at an “unnatural” angle. Once the preference of  
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Figure IV.2. (top panel) Sequence of human ⍺-synuclein with charged residues labeled for asyn3 and asyn7. 
Individual segments are denoted by shaded boxes with overlapping regions shown by overlapping frames. The charge 
state of each amino acid at pH ∼ 3 is shown above the sequence and charge state of pH ∼ 7 is shown below. (lower 
left) A list of charge properties for each segment. (lower right) A running sum of the charge of α-synuclein at pH ∼ 7 
(black) and pH ∼ 3 (red), where the total charge can be read at the C-terminus as ‐8 e and +16 e, respectively. Adapted 
from ref. [145]. 
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residues at which to join each segment were selected and the individual conformations were 
extracted from the trajectories, a conformer from each segment is chosen and joined to produce 
the entire protein (Fig. IV.1, panel III). We first attempt to join two segments, randomly cycling 
through the available conformations for each segment until a structure which resulted in no steric 
clashes. If a resulting structure was found in close contact with heavy atoms of non-neighboring 
residues of the peptide (heavy atoms closer than 4.2 Å), we backtrack and attempt to join a different 
conformation of the current segment to the growing peptide. 
The joining procedure performs RMS fitting of the backbone atoms, aligning the backbone 
residues of the join-residue to achieve proper orientation, sets the omega torsion angle to 180 
degrees in order to avoid cis-peptide bond formation, and creates a new bond between segments 
while eliminating “leftover” atoms of overlapping residues. If the available conformations are 
exhausted with no successful join partners found, the next residue in the list of best overlapping 
residues is used to repeat the process. This process is iterated until all segments of the protein are 
re-joined to create a unique protein conformation. This resultant structure is saved in PDB format 
and the processes starts again. We seek to exclude cis-bonds as these are only rarely seen in proline 
residues in nature, and we want to ensure only natural left-handed peptides are created. Each final 
structure is checked for chirality errors and the presence of cis-peptide bonds. 
Although we assume that the segments are primarily independent (non-interacting), it is 
nonetheless true that there may be some long-range interactions that we have lost in the 
reconstruction procedure. To correct for this, we employ a weighting technique which allows the 
recovery of these interactions in the final ensemble (Fig. IV.1, panel IV). Each configuration is 
weighted according to the Boltzmann factor and an energy function which only takes into 
consideration inter-segment long-range interactions (Coulombic and Lennard-Jones terms). To 
accomplish this, each conformer is minimized for 10,000 steps using a Generalized Born implicit 
solvation method (GBSA) [151]. Implicit solvent methods can efficiently average over solvent 
configurations and provide meaningful interaction free energies between different segments [152]. 
After this minimization, the inter-segment energies are found by first calculating the energy of the 
entire protein and then subtracting energy contributions from intra-segment interactions. A weight 
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factor is determined for each conformer and this value is used to determine the contribution of 
each conformation to the overall statistics of the ensemble. 
IV.3. pH Effect on IDP Conformational Ensemble
Following the PATCH procedure, a total of 1734 conformations for asyn7 and 1894 conformations 
for asyn3 were obtained for further analysis. Note that since not every join attempt results in a 
successful conformation, the final number of conformations were not artificially held to be the 
same for asyn3 and asyn7. Below, we first examine pH induced global changes measured by 
distances between residues, and then local, secondary structure changes are examined. Next we 
provide a contact-based description of asyn7 and asyn3, and finally we take a closer look at the 
types of interactions characteristic of each ensemble.  
Once ayn3 and asyn7 ensembles were obtained we assessed their structural differences by 
observing their radius of gyration and residue-residue distance values. Gyradius is a global 
property typically used to describe the size of a protein. We display the probability distribution of 
radii of gyration for these two systems in Fig. IV.3 (left panel). As seen in Fig. IV.3, when 
comparing the radius of gyration values for the weighted ensembles, the asyn7 ensemble had an 
average 4.09 nm (peak at 3.75 nm), whereas, in the case of asyn3, the average value is 3.68 (peak 
at 3.6 nm). This compaction is consistent with trends seen in SAXS experiments, which are 
denoted in Fig. IV.3 by vertical lines. The black dashed line represents the experimental gyradius 
value of 3.59 nm at pH 7.4 calculated by Araki et. al [129] using SEC-SAXS. The dotted-dashed 
lines show SAXS-based gyradius values calculated by Uversky et. al at physiological pH (black) 
and pH 3 (red), 4.0 nm and 3.0 nm, respectively [153]. While radius of gyration can be informative 
about the general level of compaction of a system, it is only one value, and taken alone is not 
enough to accurately characterize the full structural ensemble of an IDP. Besides gyradius 
information, we also provide an internal scaling profile (ISP) in Fig. IV.3 (right panel), which is 
essentially a distance measurement used as a measure of compactness to characterize IDP global 
conformations [154]. The ISP shows that for residue pairs within 15 amino acids in sequence 
(short-range interactions), asyn3 shows slightly larger distances, while pairs more than 15 residues 
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apart in sequence are closer together for asyn3 than for asyn7. This supports the conclusion that α-
synuclein is more globally compact at lower pH. 
Previously, traditional all-atom MD simulations have been used to calculate the radius of gyration 
of α-synuclein. In the study of Sethi et. al, 100 runs of 100 ns long simulations of α-synuclein were 
performed using the OPLS forcefield and the SPC-E water model. The average radius of gyration 
after equilibration was found to be 2.1 nm with values falling in the range of 1.6 to 3.0 nm, which 
indicates a more compact structure relative to our results and recent experimental values. Similar 
results have been obtained from simulations using the CHARMM27 forcefield [155]. This 
difference demonstrates the limitations of earlier, and even current [60], force fields in studying 
intrinsically disordered proteins. More recent studies have been performed utilizing protein force 
fields and water models modified to more closely reproduce experimental values of IDPs [156]. 
Benchmarks run by Robustelli et. al tested multiple force fields with modified parameters intended 
to increase accuracy for IDPs, including one based on the AMBER99SB force field and TIP4P 
water model which produced a mean Rg of 3.7 nm, and another using a combination of the 
CHARMM force field along with a chain-growth model which reported an average RG of 4.0 nm 
[157]. 
To further validate the ensembles obtained with the PATCH method, we compare our results with 
smFRET studies performed by Rhoades et al. [127]. The FRET efficiency distributions for asyn7 
and asyn3 were examined, specifically, one FRET probe at residue E130 and a second probe at 
residue S9, T33, T54, T72, or T92. High FRET efficiency corresponds to a short distance between 
probes and vice versa. Quantitative conversion between FRET electron transfer efficiency and 
physical distance between residues is not always plausible due to several factors including the 
probe's chemistry and geometry and the resolution of microscopy experiments. Further, limitations 
on capturing protein dynamics experimentally and adequate sampling of computationally derived 
ensembles makes a direct comparison between FRET experiments and simulation challenging. 
However, comparisons can be made to identify corresponding trends in the data. In Fig. IV.4, we 
show the inverse distance distributions calculated by the PATCH method at neutral pH and pH ~ 
3 and find our ensembles are qualitatively consistent with the FRET trends observed by Trexler 
et. al (see Fig. 2 of reference [127]). We see very little difference between the end-to-end distance 
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Figure IV.3. Global compactness of asyn7 and asyn3. (A) The probability distribution of gyradius for asyn7 (black) 
and asyn3 (red). The black dashed line represents the experimental gyradius value at physiological pH calculated 
by Araki et. al [28] using SEC-SAXS. The dotted-dashed lines show SAXS-based gyradius values calculated by 
Fink et. al at physiological pH (black) and pH ~ 3 (red). (B) The internal scaling profile is shown for asyn7 (black) 
and asyn3 (red). Adapted from ref. [145]  
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Figure IV.4. (left panel) Inverse of residue pair distances (selected residues to E130 at C-terminus) obtained from 
simulation. They are selected for a direct comparison with available experimental data and arranged in the same order 
used in FRET efficiency (right panel, adapted from Fig. 2 of ref. [127]). The distributions of 1/r are shown with pH ~ 
7 represented by a black line and pH ~ 3 represented by a red line. Adapted from ref. [145]. 
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(the distance and FRET efficiency of residues S9 and E130) dependent on pH. In contrast, there is 
a significant shortening of the C-terminal end for asyn3, as seen in the corresponding lower 
distances and higher FRET efficiencies between residues E130 and T92, E130 and T72, and E130 
and T54. The C-terminal shortening observed in the FRET/distance comparison is the result of this 
heavily negatively charged region becoming neutralized upon protonation at low pH. Electrostatic 
repulsion from glutamic and aspartic acid residues is eliminated allowing nearby residues to 
interact more freely. This point is illustrated in Fig. IV.5, which, examines the distances between 
six charged residue pairs with decreasing sequence distance for each pH condition. Figure IV.5a 
shows a significant difference with asyn3 exhibiting distances an average of 40 Å less than asyn7 
between residues E104 and E139. This trend is observed further in subsequent panels until 
sequence distance is reduced to just a few amino acids. The N-terminal region contains a relatively 
well-balanced combination of negatively and positively charged residues at pH ∼ 7, and one might 
speculate that protonation of negatively charged side chains in this region reduces the influence of 
attractive electrostatic interactions by leaving a net negative charge in the region, resulting in a 
compensatory elongation of the N-terminus. After plotting distance values of residue pairs of 
decreasing distance as before, we found this was not observed to be the case (Fig. S5 of [145]); 
both distance data from PATCH ensembles and FRET data from the N-terminal region show no 
significant difference, including no compensatory elongation, in the N-terminus (Fig. S6 of [145]). 
While IDPs generally lack structure, many do explore transient (short-lived and small) structures 
such as α-helices and β-strands. For some IDPs, environmental conditions, such as pH, can trigger 
ordering and disordering of local structures [105, 124]. The propensities of asyn7 and asyn3 to 
form secondary structures are shown in Fig. IV.6, excluding the unstructured coils that are the 
primary component of IDPs. Some of the predominant components of each are turns and bends, 
representative of the disorder of the peptide. However, one particularly interesting result is the 
near-constant presence of four short ⍺-helical segments (approximately residues 2–11, 14–29, 55–
64, and 70–83) in asyn7; such features are absent in asyn3. There are two prevalent β-turns, one 
separating the first and second helices, and another between the third and fourth helices, which 
cause a sharp angle disrupting what may otherwise be two larger helices in asyn7. Secondary 
structure predictors, such as JPRED [158], consistently predict the N-terminal portion of ⍺-
synuclein to be ⍺-helical, however experiments find that these helices may exist only in lipophilic 
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Figure IV.5. Distance distributions of six charged residue pairs for asyn7 (black) and asyn3 (red). Panel A has the 
largest sequence distance between residues, which decreases with each panel. Adapted from ref. [145]. 
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environments or transiently in monomeric ⍺-synuclein at physiological pH. Eliezer et al. 
performed NMR experiments and observed five transient helices within the first 100 residues 
[159], while Kim et al. found only a single transient helix between residues 10 and 30 in a lipid-
free environment [160]. The only exception was reported in the presence of other factors such as 
a heavy concentration of lipophilic molecules [161, 162]. 
Upon further inspection of Fig. IV.6 (top), it is notable that each helix is expressed within the 
bounds of individual segments, although not always positioned in the center of the segment. 
Segments 1 and 2 both contain ⍺-helices separated by a turn or bend at the segment boundary, 
whereas JPRED predicts a single helix spanning these two segments and part of segment 3. The 
same is true for segments 5 and 6; they are both mostly helical in a region predicted to be one long 
helix. JPRED also predicts the presence of a shorter ⍺-helix from residues 46 to 56 which is present 
in about 10% of conformers. Figure IV.6 (bottom) shows the only secondary structure present in 
the asyn3 ensemble are short transient 3-10 helices at the N-terminal end and a more prevalent 
short 3-10 helix in segment 7. Each segment which contains an ⍺-helix in asyn7 has a relative 
increase in net charge in asyn3, with three of four segments gaining multiple protons. These 
changes appear to be sufficient to remove the helix-forming tendencies within their respective 
peptides. It is also plausible that the membrane-bound state of ⍺-synuclein promotes the formation 
of predicted ⍺-helices through disruption of intra-protein interactions or formation of lipid-protein 
interactions. 
Studies on aggregation of ⍺-synuclein fibrils report β-sheet formation of monomers at the NAC 
region with monomers showing evidence of transient β-pin structures near the beginning of the C-
terminal domain or, less frequently, towards the end of the N-terminal domain [163, 164]. The 
PATCH ensembles agree somewhat, as asyn7 shows a small percentage of β-hairpin tendency with 
two short β-strands at residues 112 and 116 only while asyn3 displays β-hairpin tendencies with 
β-strands at residues 2–7 and 10–15 of the N-terminus and a lesser propensity represented at the 
C-terminal domain by residues 100–102 and 104–106 (Fig. IV.6 bottom).
IDPs among other semi-structured biopolymers present unique challenges to structure 
characterization since they contain an ensemble of ambiguous and transient structures, whereas a  
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Figure IV.6. Secondary structure composition of asyn7 ensemble (top) and asyn3 ensemble (bottom). Coils are 
excluded for clarity. Y-axis represents the fraction of conformers where a structure is present. Adapted from ref. [145]. 
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typical protein can be described by a well-defined set of Cartesian coordinates. Rather than 
attempting to pin down a single structure expressed by its Cartesian coordinates, residue-residue 
contacts can be a more appropriate degree of freedom for describing the structural features of 
partially folded and unfolded structures [165, 166]. Statistical analysis of residue-residue contacts 
can be more suitable than that of Cartesians when they are used to describe conformational change. 
Contact DOFs have been used to examine protein dynamics in a variety of cases, from folding and 
conformational switching to allostery [32, 167, 168]. Contact interaction and contact DOFs can be 
used to describe the conformations of other structured or semi-structured biopolymers such as 
chromosomes [169] and polysaccharides [170]. Although IDPs do not have well-defined 3D 
structured domains, they may still contain consistent structure features identifiable using statistical 
analysis of contacts.  
Using a simple binary definition of a contact formation between residues i and j, 𝑢𝑢𝑖𝑖𝑗𝑗 =  𝛩𝛩(𝑅𝑅𝐶𝐶 −
𝑅𝑅𝑖𝑖𝑗𝑗), where Heaviside function 𝛩𝛩() renders 𝑢𝑢 = 1 when contact is formed and 0 otherwise. Here 
𝑅𝑅𝑖𝑖𝑗𝑗 is the shortest distance between any heavy atoms (non‐hydrogen) of the two residues and 𝑅𝑅𝐶𝐶 
corresponds to a distance cutoff. In this case, 𝑅𝑅𝐶𝐶 = 4.2 Å. Further, we define an ensemble average 
contact frequency, 𝑈𝑈𝑖𝑖𝑗𝑗 = 〈𝑢𝑢𝑖𝑖𝑗𝑗〉. The average is the appropriate ensemble average which is 
weighted by inter-segment contacts as we have defined in the Method section. The mean contact 
maps 𝑈𝑈𝑖𝑖𝑗𝑗 are shown in Fig. IV.7a for the asyn7 (left panel) and asyn3 (right panel) systems. One 
key observation is that asyn3 forms more residue-residue contacts in general relative to asyn7, 
which indicates ⍺-synuclein is more packed at low pH condition than the high pH condition. This 
greater degree of interaction for asyn3 is especially prominent when comparing the C-terminal 
regions due to the neutralization of negative charges. The black lines at the top of Fig. IV.7a 
delineate the three regions of the protein: N-terminus, NAC, and C-terminus. The formation of 
stable helices restricts the residues involved from interacting with other parts of the protein, 
exaggerating the fact that asyn3 has more interactions between all regions. 
Several types of contact analyses can be applied to study protein structures and often as a result, 
they define protein domains, from network analysis [147] to principal component analysis of 
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contacts such as I-PCA [169]. Specifically, network analysis can group residues based on 
properties of the protein structural network. In the case of α-synuclein, long-time all-atom MD 
simulations of the whole asyn7 system were carried out and the results of a network analysis are 
used in this work as the basis of the definitions of the 9 segments, as we explained in the method 
section [147]. Alternatively, I-PCA (and its variant form, MI-PCA) is also based on contact 
matrices and can reveal the consensus structure of a semi-structured ensemble of biopolymers; I-
PCA has been commonly used to analyze chromosome contact interaction data [171]. Such 
methods have been useful for identifying spatially correlated regions of chromosomes, so-called 
compartments, regions which tend to pack together and are either gene rich (A-compartment) or 
gene poor (B-compartment). Application of I-PCA to folded protein can lead to domain 
identification for well folded proteins [169]. It is interesting to apply I-PCA to IDPs to see whether 
there are any features that can be located. 
The results of I-PCA are described using the eigenvectors plotted as functions of residue index 
[169]. Distinct structural domain boundaries can be associated with the locations of the curve 
intercepting with x-axis. Often a high peak (or vice versa, a deep valley) indicates a strong and 
concerted contact formation and thus a structural domain. In terms of IDPs, such peaks and valleys 
may indicate strongly packed regions of the protein. The input information is of MI-PCA is the 
mean contact matrix (Fig. IV.7a) and the top eigenvector is shown as the result of the analysis for 
both systems (Fig. IV.7b). In asyn3, we see largely two domains. The first domain is roughly 
represented by segments 1 through 8, after which a sign of the top eigenvector curve changes 
which indicates a domain boundary. The second domain has a strong peak at the C-terminus 
spanning segment 9. For asyn7, the structure ensemble again largely contains two domains, the 
first domain spanning from segments 1 and 2, and the second spanning segments 3 to 9 with a 
peak in segment 6. Taking a closer look at asyn7 in Fig. IV.7b, both peaks are bimodal and align 
with the four helices observed in Fig. IV.6 (left panel). Figure IV.7 captures the vast structural 
difference of this region due to pH changes and subsequent charge differences. The results indicate 
that for asyn3, the C-terminus is largely collapsed whereas for the asyn7, a more packed N-terminal 
region is shown. This conclusion is consistent with both the distance calculation-based results of 
the previous subsection and with the underlying electrostatic driving force due to the change of 
protonation status at different pH values. 
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For conventional soluble proteins of moderate size, folding into a stable and specific conformation 
relies on a strong hydrophobic core. A typical folded protein has largely hydrophilic outside and 
hydrophobic interior whereas an integral membrane protein has an “inside-out” design. In contrast, 
IDPs lack these features and often are highly charged and hydrophilic [138]. Interestingly, a change 
of pH affects the protonation status of the ionizable sites and thus may affect the hydrophobic-
hydrophilic balance, and one speculates it may be the driving force for α-synuclein conformation 
changes induced by pH change. It is thus useful to examine what is the dominant contact 
interaction for the IDP structure ensemble from the viewpoint of physical interaction. Thus, in this 
subsection, we focus on the nature of the contacts by hydrophobic vs polar (hydrophilic) residues. 
To achieve this, we rearrange and display the conventional contact strength information (contact 
map) which is based on residue index to a new index that is based on hydrophobicity. The 
transformed plot can explicitly indicate how the strength of hydrophobic vs hydrophilic residues 
affects the IDP ensemble. Such plots have been called ‘saddle’ plots and are frequently used in 
chromosome structural analysis where A/B compartments (representing euchromatin and 
heterochromatin, respectively) separate due to stronger AA and BB contacts and weaker AB 
contacts [171]. Similarly, protein structural formation has been viewed as phase separation of 
hydrophobic vs. polar residues. Specifically, the mean contact matrices displayed in Fig. IV.7a are 
rearranged as follows. The axis of a typical contact map is according to the residue index, whereas 
in the new plot, the hydrophobicity score of the residue can be used for this purpose. Thus, for 
asyn7, the most hydrophilic residue is ranked as 1 and the most hydrophobic is ranked as 140. For 
scoring, we chose the conventional Kyte-Doolittle hydrophobicity scoring method [172]. Since 
this score is purely a function of 20 types of residue identity, we must employ a scoring function 
capable of breaking symmetry caused by multiple amino acid residues of the same type showing 
up in the sequence. Thus, for our hydrophobicity ranking to be meaningful, we consider not only 
the target residue position, but those neighboring residues which compose the local chemical 
environment. In our quantification, we weight each residue and its adjacent residues according to 
a weight 0.95|𝑖𝑖−𝑗𝑗| if ∣ 𝑖𝑖 −  𝑗𝑗 ∣ ≤  5 and 0 otherwise. Several weighting schemes were tested and 
this ad hoc scheme captures a decaying influence of neighbors up to a few residues ensuring the  
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Figure IV.7. Results of contact analyses of asyn7 and asyn3 ensembles. (A) Weighted contact maps representing 
the persistent contacts at each pH condition are shown, with asyn7 on the left and asyn3 on the right. (B) The graph 
depicts the first principal component resulting from mean implicit principal component analysis (mi-PCA), with 
neutral pH represented by a black line and low pH with a red line. (C) Residues are re-ranked according to their 
hydrophobicity and contacts are plotted onto this hydrophobicity space. Index 1 represents the least hydrophobic (most 
hydrophilic) residue and index 140 represents the most hydrophobic (least hydrophilic) residue. All rankings are based 
on the physiological pH condition. (C, left) Hydrophobicity-ranked contact map for asyn7. (C, right) Hydrophobicity-
ranked contact map for asyn3. (D) Residues are shown re-ranked by hydrophobicity with contacts between differing 
regions (N-terminus, NAC, C-terminus) represented by different colors. Adapted from ref. [145]. 
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reported value is neither too local, defined almost entirely by a single amino acid, or too broad, 
giving very similar values to a large region of the map. 
Using a mean contact map of the IDP ensemble as input, we project the average contact 
information onto this hydrophobicity-hydrophilicity (H-P) indexed space. Note that 
hydrophobicity values of the Kyte-Doolittle scale were determined for residues at a pH near 7 and 
there is no independent scale for low pH conditions, thus, the same index for both plots in Fig. 
IV.7c are based on hydrophobic rankings at pH = 7. Even though many residues will become more
or less hydrophobic under low pH conditions, keeping the indices consistent allows us to see how
the contacts change. In the lower-left corner are the hydrophilic residue contacts (PP) while those
in the upper-right corner show contacts between hydrophobic residues (HH). Intuitively, only
contact interaction between the same classes of residues (hydrophobic-hydrophobic and polar-
polar) residues are prominent, giving the matrix a ‘saddle’-like shape for well-folded proteins that
fold around a hydrophobic core. This feature is notably absent here, and we speculate the absence
is the case for a class of IDPs. The resulting matrix in Fig. IV.7c shows that, for asyn3, we have a
relatively even distribution of forces with a slight emphasis on hydrophobic interactions. The
neutralization of negatively charged aspartic acid and glutamic acid residues in asyn3 leads to a
decrease in the prevalence of polar interactions and an increase in polar-hydrophobic interactions
relative to asyn7. The increased hydrophobicity of the C-terminus due to protonation of aspartic
and glutamic acid residues along with the compaction due to removal of repulsive negative charges
leads to more interactions with the hydrophobic NAC region.
As a reference to better understand the connection between the three regions (N, NAC, and C) of 
contacts made and the contact map displayed on the hydrophobicity index, we rearrange the six 
regions (intra-N, intra-NAC, intra-C, N-NAC, NAC-C, and N-C) of the original contact map and 
display ranked by hydrophobicity in Fig. IV.7d. Interactions between the most polar pairs of 
residues (lower left) are comprised of residues within the C-terminal region, which contains 
heavily polar and charged residues, followed by interactions by residues within the N-terminal 
region with the most hydrophobic driven interactions occurring within the NAC region. At neutral 
pH, the NAC region is by far the most hydrophobic region and tends to be self-interacting, 
however, at low pH, the increased hydrophobicity of the C-terminus allows more interactions 
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between the NAC domain and C-terminus. The reduced self-interaction of NAC may free up this 
region to interact with the N and C termini regions of the α-synuclein monomer, but also with other 
α-synuclein molecules and even with other proteins, such as tau and Aβ-protein found in Lewy 
bodies. This change in interaction strength may play a role in increased rates of pathogenic 
aggregation observed at low pH by experiments. 
IV.4. Conclusion
To fully understand IDPs/IDRs, it is essential to characterize not just an average structure or 
ground state structure, but a well-populated ensemble of configurations. Furthermore, IDP 
conformations by nature are often sensitive to environmental conditions such as pH. Here, we use 
a novel approach to obtain a diverse sampling of the conformational landscape of ⍺-synuclein at 
two pH conditions. Using the divide-and-conquer PATCH approach, we have constructed pH-
dependent ensembles which have local and global structural features consistent with the 
corresponding experimental characterizations of ⍺-synuclein. Drastic local and global structural 
differences between asyn3 and asyn7 were reported and the neutralization of negative charges in 
the C-terminal region is responsible for the significant compaction seen at low pH conditions. The 
structural finding here may have implications on the pathogenic aggregation of ⍺-synuclein. 
Particularly, reduced self-interaction of the NAC region as well as increased interaction between 
the NAC and C-terminal domains due to increased hydrophobicity and elimination of adjacent 
negative charges may create new opportunities for inter-protein interactions resulting in 
aggregation. The computational method used can be a useful method to sample the conformations 
of other natural IDPs and to design synthetic IDPs for desired pH sensing properties. 
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CHAPTER V. CONCLUDING REMARKS 
V.I. Summary
As has been extensively discussed, the configurations sampled by biomolecular systems can be 
drastically altered by the surrounding environment. The dynamics underlying these environment-
dependent conformational changes are the key to understanding how proteins function or 
malfunction. For proteins to properly perform their functions they must be able to quickly respond 
to their chemical and physical environments. Although some proteins, primarily those serving 
purely structural roles, may be relatively static, most others must cycle through a number of 
configurations to perform their natural functions. Thus, while the most straight-forward 
representations of proteins tend to be of a static conformation resting at the basin of an energetic 
minimum, understanding their functions and dynamics requires the study of many conformations. 
The dynamics underlying these functions may be relatively simple, as in the case of the opening 
and closing lipase gorge, or less intuitive, like the subtle conformational shifts of NR complexes 
that regulate DNA transcription. Other proteins, namely IDPs, may have no immediately 
recognizable structure and rapidly transition between an ensemble of many configurations whose 
overall statistical properties may be the difference between normal functioning and pathogenic 
aggregation. 
Computational techniques, such as MD simulation, provide an excellent complement to 
experiments, allowing study the dynamics of large biomolecules at the atomic level. While 
techniques like X-ray crystallography can provide atomic-resolution snapshots of low-energy 
protein structures, MD can take these results as a starting point and probe other areas of the energy 
landscape. While some experimental techniques, such as FRET, can track the distances between 
two residues, simulation allows distance tracking between all residues simultaneously. Simulations 
are approximations and should be validated by experiment, however, simulation can provide 
theory-based guidance for things like new drug candidates and can be used to explore dynamics 
of biomolecules by using experimentally-gleaned restraints. The ability to precisely control the 
chemical and physical environment of simulations makes them ideal for the study of environment-
dependent conformation change. 
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Each of the works presented here have employed MD simulation to probe how changes in chemical 
environment, physical environment, or binding of specific ligands can alter the conformation and 
dynamics of proteins leading to changes in their function. In the case of the bacterial lipase we 
show how the accessibility of the active site can be altered by the presence of DMSO or with 
increased pressure. We explored how the binding and conformation of the RXR nuclear hormone 
receptor protein changes depending the presence of specific protein partners and ligands. Finally, 
we demonstrated how even proteins with no well-defined structure can alter their ensemble 
statistics in response to pH in ways that can be devastating to human health.  
V.II. Future Directions
The studies described here focus on characterizing the effect of pH on monomeric α-synuclein, 
however this is only a small step in understanding the pathogenic aggregation of this molecule and 
its contributions to neurodegenerative disease. Many factors other than pH modulate α-synuclein 
conformational dynamics. By studying the effects of additional variables like salinity, solution 
lipid concentration and the presence of other Lewy-body component proteins (aβ-protein, tau, 
ubiquitin, etc.) we will gain a better understanding of the mechanisms underlying IDP 
malfunction.[173] Additionally, only so much can be inferred about protein aggregation from 
monomeric systems. A full appreciation of the problems at hand requires investigation and 
characterization of aggregates of α-synuclein and associated proteins. Moving forward, the 
PATCH method can be adapted to construct IDP aggregates by building conformers in the 
presence of previously completed α-synuclein molecules. Further, more work can be done to 
optimize the parameters of the PATCH method and to describe the generalizability of the method 
to different classes of IDPs. Such a study will test factors like optimal segment length, number of 
overlapping residues, and the effects of disrupting various motifs through segmentation including 
transient helix forming regions and protein binding regions. Using synthetic peptides with 
analytical solutions representing different classes of biological polymers will provide results which 
can be precisely validated.[174] 
Nuclear hormone receptors show a lot of promise as potential drug targets, and examples of anti-
cancer therapies targeting these proteins are already widely used.[175, 176] Much is left to be 
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understood in order to take full advantage of their potential as drug targets. Many studies are 
currently underway, including using ROR as an example to understand the specific ligand-LBD 
interactions and LBD conformations differentiating agonist and inverse agonist complexes to aid 
in development of drug therapies. A surprisingly large number of ligand-bound NR complexes 
have been resolved, as evidenced by the 100+ ROR-ligand complex structures available in the 
protein databank, and could potentially serve as training sets for deep learning approaches to drug 
design. Future efforts will focus on development of AI assisted drug design algorithms with the 
ultimate goal of identifying molecules able to precisely control DNA transcription. Another 
development in the study of NR allostery goes beyond ligand-binding allostery to examine DNA 
binding allostery.[177, 178] A third direction is to study the disordered NTD of NR proteins and 
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