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Abstract
Industry 4.0 applications foster new business opportunities, but they also
pose new and challenging requirements, such as low latency communica-
tions and highly reliable systems. They would likely exploit novel wireless
technologies (5G), but it would also become crucial using architectures that
appropriately support them. In this sense, the combination of fog and cloud
computing represents a potential solution, since it can dynamically allocate
the workload depending on the specific needs of each application. In this pa-
per, our main goal is to provide a highly reliable and dynamic architecture,
which minimizes the time that an end node or user, spends in downloading
the required data. In order to achieve this, we have developed an optimal
distribution algorithm that decides the amount of information that should be
stored at, or retrieved from, each node, to minimize the overall data download
time. Our scheme is based on various parameters and it exploits Network
Coding (NC) as a tool for data distribution, as a key enabler of the proposed
solution. We compare the performance of the proposed scheme with other
alternative solutions, and the results show that there is a clear gain in terms
of the download time.
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1. Introduction
The exponential growth of applications and services for the so-called In-
dustry 4.0 paradigm, and the advocate of Industrial IoT (IIoT), are behind
the appearance of new challenges [1, 2, 3]. Applications where real-time
monitoring and processing are critical features for immediate decision mak-
ing processes, such as robotic guidance, e-health, or smart mobility, pose
stringent requirements. These are, among others, low latency communica-
tion, and high reliability and availability [4, 5].
5G aims at coping with the requirements of Ultra-Reliable Low-Latency
Communication (URLLC) systems, reducing the latency to 1 ms and provid-
ing up to 10 Gbps data rates [6, 7, 8]. Besides applying novel and advanced
communication technologies, it is crucial to deploy an architecture that ad-
equately supports these requirements. Fog computing [9, 10] allows to per-
form early analytics and so reduce the latency for delay sensitive applications,
while cloud computing [11, 12] enables to store, process, and manage large
amounts of data (Big Data). Thus, an architecture based on the combination
of both fog and cloud computing paradigms (see Fig. 1 for an illustrative ex-
ample) can be an advantageous solution [13, 14], since it enables to provide
the most suitable service by dynamically allocating the workload depending
on the needs of each application.
Figure 1: Reference fog to cloud architecture.
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Taking smart mobility applications as our driving use-case, the main ob-
jective of this paper is to provide a highly reliable, yet flexible and dynamic
architecture, which aims at minimizing the time that the end node or user,
for instance a car, spends in downloading the required data. With such goal,
we propose a combined fog/cloud architecture, as depicted in Fig. 1, where
multiple nodes with different capabilities are available. For instance, fog
nodes, due to their closeness to the end nodes, may provide lower commu-
nication latency, compared to the cloud environment. However, they might
be characterized with a lower computational capacity, or larger costs. Under
such circumstances, it might be more beneficial to use the cloud nodes.
The first contribution of this paper is to model the system that represents
the architecture shown in Fig. 1. We consider the following parameters: (1)
the download bandwidth or rate, Rb; (2) the communication delay, dlink; and
(3) the service time, i.e. the time required to process the data download re-
quest at a particular node, dservice. The values for Rb and dlink that have been
used throughout the paper are based on the related literature [15, 16, 17].
In order to model dservice we have applied a traditional M/M/1 [18] queuing
system. The second contribution of the paper is to develop an optimal distri-
bution algorithm to minimize the data download time. It decides, based on
the system parameters, the amount of information that should be stored in,
or retrieved from, each node. We exploit Network Coding (NC) [19, 20] as a
mechanism for distributed data storage, which has been showed to bring rel-
evant benefits [21]. It allows reducing the amount of redundant data and so
the download time [22, 23], while ensuring the fault-tolerance of the system.
Based on the aforementioned model, we pose an optimization problem,
which we solve to assess the performance of the proposed scheme in different
scenarios, comparing it with that exhibited by other distribution methods.
We have as well considered particularly difficult circumstances, characterized
by poor connectivity or overload conditions, to assess whether the different
schemes are able to adapt to such situations.
The remainder of this paper is organized as follows. In Section 2, we re-
view the related work by introducing some of the benefits of the combination
of cloud and fog computing for Industry 4.0 applications. We also discuss the
potential benefits of exploiting NC techniques for the proposed distributed
storage solution. After reviewing the existing works, we highlight the novel
contributions of this paper. In Section 3, we describe the proposed scenario
and our system model, depicting the parameters that have been introduced.
Moreover, in Section 4, we discuss the optimization problem that we pose to
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find the best data distribution strategy, with the objective of minimizing the
total download time. In Section 5, we compare our proposal to other exist-
ing solutions, and analyze the impact of the system parameters. Finally, in
Section 6, we conclude the paper, and we outline our future work.
2. Related Work
Cloud-based architectures are the most widely used in Industry 4.0 ap-
plications, due to their flexibility and efficiency,allowing both horizontal and
vertical integration [11, 24]. However, it might not always meet the stringent
requirements posed by Industry 4.0 or IIoT applications. Fog computing
has been proposed as a means to overcome these limitations, and to extend
cloud capabilities to the network edge [9, 25, 26]. It enables performing early
analytics and closed-loop control with minimum latency. The combination
between both computing paradigms (cloud and fog) can be thus highly ben-
eficial. The advantages that the fog-cloud architecture can provide to smart
city [27, 28], e-health [29], and IoT [13] scenarios have already been evinced
in the available literature.
Authors in [30] propose a middleware that allows taking advantage of the
capabilities of both paradigms, while overcoming typical problems of cloud-
based systems, such as low latency, real-time, geo-distribution. Moreover,
multi-cloud deployments have been also proposed as a solution to such issues
[31, 32, 33]. The deployment of more than one cloud might indeed provide
fault-tolerance against service outages, while system reliability is increased,
since it becomes possible to store redundant data at the different clouds.
Furthermore, application requirements can be better adapted to available
resources and connectivity conditions.
Specifically, for smart mobility or connected cars, the advantages of com-
bining fog and cloud computing paradigms have also been discussed in previ-
ous works [34, 35]. Authors in [36] propose a distributed strategy for reliable
real-time streaming in vehicular cloud-fog networks. In [37], the authors pro-
pose a generic architecture for the deployment of fog computing applications
and services in a Vehicular Ad-Hoc Network (VANET) environment. Criti-
cal decisions that require almost real-time responses are better managed with
fog computing, while cloud computing may be more suitable for advanced
analytics, to bring insights that can be exploited in maintenance tasks, and
reduce, for instance, the repair costs of a truck fleet.
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The use of NC techniques has been shown to strengthen the benefits
of these distributed systems. Due to its rateless nature, it ensures a fault-
tolerant system with a more efficient redundancy. In addition, it allows
the system to decouple itself from the underlying topology and scheduling
approach [21]. Previous research, such as [38], develops a model to study
different redundancy strategies, and to evaluate their performance on NC-
based P2P video streaming systems. In [39], authors show the potential of
NC to ensure fault-tolerance in case of server failures in multi-cloud deploy-
ments. The use of NC techniques can be advantageous not only in a cloud
environment, but also for fog deployments. Authors in [40] and [41] study
the distributed storage problem, particularly when data should be repaired
with the remaining nodes in a fog deployment without newcomer nodes.
They also design a practical testbed over Raspberry-Pi devices, using a NC
implementation.
The main contribution of this paper is the proposal of a method that
aims at minimizing the data download time for a fog-cloud architecture by
optimally distributing the required data over the available system nodes.
In previous works [42, 43], the authors introduced a system that employs
commercially available clouds to reliably store files. The original file is di-
vided into a number of uncoded packets by the client, which are then linearly
combined using RLNC to generate a larger number of coded packets. Such
packets are then distributed by the client to N clouds. The amount of in-
formation to store in (receive from) each node is then established by taken
into account only the download rate of the storage node, i.e. finding whether
a faster cloud should store a larger part of the data to improve download
time. Opposed to this, we consider not only the download rate, but also
the communication delay, and the service time of the available nodes. Then,
we minimize the download time by optimally distributing the data based on
such parameters.
3. System model
As was previously mentioned, the main objective of this paper is to pro-
vide a highly reliable and dynamic architecture based on the combination
of both fog and cloud nodes, exploiting the benefits brought by NC for dis-
tributed storage. We have modeled such architecture and we have posed
an optimization problem that seeks minimizing the overall download time.
The system comprises a number of cloud servers and base stations (BS) (re-
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fer to Fig. 1). While some of the BS are just used as an access element to
communicate with the cloud environment, there are others that also include
additional capabilities, such as data storage and processing. We will refer to
them as fog nodes. This architectural approach is currently being considered
in various scenarios, in particular [37] for vehicular applications. As depicted
in Fig. 2, there is one end device, D, which downloads the required data from
all the available clouds, C, and fog nodes, F . The access to a cloud node is
done either through a legacy BS or a fog node1. We can actually exploit the
information stored in all nodes by using NC, as will be discussed later.
𝑅𝑏𝐹1
𝐶1 𝐶2 𝐶3 𝐶4 𝐶5
𝐹1 𝐹2𝐵𝑆1
𝐷1
𝑑𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝐹1
𝑑𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝐶4
𝑑𝑙𝑖𝑛𝑘𝐶4
𝑑𝑙𝑖𝑛𝑘𝐹1
𝑅𝑏𝐶4
𝑑𝑙𝑖𝑛𝑘𝐵𝑆1
Figure 2: Illustrative example of the proposed system model, featuring an end device (D1),
five cloud (Cx) nodes, 2 fog (Fx) nodes, and one base station (BS).
We consider three parameters in our system model: the download rate,
Rb, the communication delay, dlink, and the service time, i.e. the time re-
quired to process the data request, dservice. We use typical values of Rb and
dlink for 4G (Long Term Evolution, LTE) technology, based on bandwidth
[15] and latency [16, 17] values taken from the literature. Regarding dservice,
we have applied a M/M/1 queue [18] to model it, as has been extensively
used to model cloud servers [44, 45]. We thus assume that arrivals occur at
a certain rate λ, following a Poisson process, while we model service times
with an exponential distribution, having µ rate, with ts =
1
µ
being the mean
service time. Moreover, a single server serves customers one at a time, ac-
cording to a FIFO policy and we assume the buffer to be large enough. Thus,
1In this paper we assume that each of the cloud nodes is always connected to the best
available access element, but this could be easily extended to consider situations where
there might be some policies that avoid some clouds to use certain access elements. This
is left for future work.
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there is no limit on the number of customers it can contain, and no losses are
considered. The node occupation or load is calculated as ρ = λ
µ
, whose value
is always within the [0, 1] interval. We assume that loads in the different
nodes might be different, and would actually depend on their type, i.e. cloud
or fog node. With this in mind, the time required to process a request can
be defined as:
dservice =
ts
1− ρ (1)
We focus on a snap-shot based analysis, where the system is studied for a
particular situation. We nonetheless argue that it would be also possible to
broaden the analysis, capturing the dynamics of the system, as we did in one
of our previous work [46], where the availability of nodes changed depending
on the cloud resource price. Since the goal of the paper was to assess the
feasibility of fostering an optimum retrieval of the required data, we leave
the analysis of the dynamic system for our future work.
As has been mentioned before, in our distributed storage system, we ex-
ploit NC, in particular Random Linear Network Coding (RLNC), which is
possibly the most widespread NC solution, as a means to foster the dis-
tributed operation. RLNC breaks with the traditional store-and-forward
transmission model, and it enables any intermediate node (router) to recom-
bine incoming packets, which will be later decoded at the destination [19, 47].
This is done by linearly combining the packets using randomly chosen coef-
ficients from a finite field Fq of size 2q (q  1). The encoding operation of
M packets can be described as follows:
p′i =
M∑
j=1
ci,j · pj (2)
where [p1, p2, . . . , pM ] are the original packets, p
′
i represents each coded packet,
and cj,i ∈ Fq are the coding coefficients. Thus, for each p′i, the correspond-
ing set of coding coefficients [ci,1, ci,2, . . . , ci,M ] actually conforms the coding
vector.
NC exploits the broadcast nature of the wireless medium, which facili-
tates node cooperation and it also provides significant benefits in terms of
communication robustness, stability, throughput, and latency [48, 49, 50, 51].
Moreover, due to its rateless nature, it is not necessary to keep track of the
coded packets that have been sent, and the receiver only needs to get enough
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linearly dependent packet combinations to recover the original data. This
feature is fundamental for our proposed scheme, since it allows the desti-
nation to get packets regardless of the node used as a source. This greatly
improves the storage efficiency in terms of data retrieval time and redun-
dancy in distributed storage systems [39, 38, 42]. In a nutshell, the cloud
and fog nodes send coded packets, which are built by randomly combining
the original information. If we assume a large finite field, we can ensure, with
high probability, that receiving any k coded packets, the original information
can be recovered.
By distributing the information among all nodes (cloud and fog), we
can simultaneously exploit several information providers (clouds or fogs) to
improve the performance [23]. Furthermore, distributing the information
yields a higher reliability, i.e. ensures fault-tolerance, of the system. As
demonstrated by Dimakis et al. in [21], there is a trade-off curve that shows
the relationship between the amount of information that is stored in each
node (α) and the amount of information that needs to be transmitted among
the nodes (γ). These parameters may change depending on the goal of the
application. For instance in our previous work [46], we analyzed the impact
of different points of this trade-off curve to reduce the storage cost of a multi-
cloud environment based on Amazon spot instances.
As an example for the reliability requirement, we show below the mini-
mum amount of information that must be stored in the system to ensure the
reliability against the failure of one node, i.e. Minimum Storage Regenerating
(MSR) configuration:
αi ≥ k
N − 1 (3)
where αi represents the percentage of information to store in each node and
N the total number of nodes in the system for i = 1 . . . N .
4. Minimizing the data download time
The way data is distributed becomes the key factor to decrease the total
download time. Based on Fig. 3, we calculate the overall download time,
T downloadi , as the time each node i (0 ≤ i ≤ N) spends sending the coded
packets that will eventually contribute to the whole download process, i.e.
to the final information acquisition at the end node. We can thus define it
as follows:
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T downloadi = d
request
i +
αik
Rbi
(4)
where Rb represents the download rate, drequesti corresponds to the time needed
to make the request to the corresponding node, and αi represents the per-
centage of data stored at (retrieved from) such node.
··
·
𝑑𝑙𝑖𝑛𝑘𝑖
𝑑𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑖
𝛼𝑖𝑘
𝑅𝑏𝑖
End node Cloud/Fog/BS
Figure 3: Download time estimation.
Hence, drequesti can be calculated as the sum of the communication delay,
dlinki , and the service time, d
service
i :
drequesti = d
link
i + d
service
i (5)
Previous works [42] also sought the minimization of the total download
time. However, they only considered the transmission rate to establish α,
so the data distribution did not consider the communication delay nor the
service time. The information percentage to be stored at each node would
be thus estimated as:
αi =
Rbi∑N
i=1Rbi
(6)
Opposed to that, we also consider other contributions to the overall down-
load time, as was seen earlier, to find the optimum distribution strategy. We
pose an optimization problem that seeks minimizing such time.
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For the specific scenario presented on this paper, the cost function is
the total system download time, Ttotal. The variables are the information
percentages stored at (retrieved from) each node, which conform theα vector,
while the corresponding constraints are shown in Eq. 9. The first one ensures
that all required packets are received, while the second one limits the α
variables to be within the [0, 1] interval.
Given the total number of packets k, the request time, drequest, and the
download rate, Rb, at every system node, the cost function to be minimized
in this paper is the total system download time, Ttotal. Note that since the
download process is performed simultaneously from all nodes (cloud and fog),
Ttotal is thus determined by the download time of the slowest node. Therefore,
Ttotal(α1, . . . , αN) = max
i∈{1,...,N}
T downloadi (αi, Rbi, d
request
i , k) (7)
Thus, the constrained minimization problem aims to find the {α∗i }Ni=1 that
minimize Ttotal(α1, . . . , αN), that is,
(α∗1, . . . , α
∗
N) = arg min
α1,...,αN
Ttotal(α1, . . . , αN) =
arg min
α1,...,αN
(
max
i∈{1,...,N}
T downloadi (αi, Rbi, d
request
i , k)
)
= (8)
arg min
α1,...,αN
(
max
i∈{1,...,N}
(
drequesti +
αik
Rbi
))
where we have use the T downloadi given in Eq. 4 under the constraints:
N∑
i=1
αi = 1 and 0 ≤ αi ≤ 1, i ∈ {1, . . . , N} (9)
Considering that all functions are linear and so affine, it is straightforward
to establish the convexity of the cost function, using Jensen’s inequality [52].
Hence, a unique global minimum exists. The solution of the problem can be
represented as the following equation system:
1−
N∑
i=1
λi = 0
aiλi − λN+i + λ2N+i + ν = 0 ∀i = 1 . . . N
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λi(aiαi + bi − z) = 0 ∀i = 1 . . . N (10)
− λN+iαi = 0 ∀i = 1 . . . N
λ2N+i(αi − 1) = 0 ∀i = 1 . . . N
ν(
N∑
i=1
αi − 1) = 0
where λi > 0. A detailed description of the problem solution is given in
Appendix A.
5. Discussion of results
This paper focuses on analyzing the download time from a multi-tier ar-
chitecture (fog and cloud) targeted to distributed data storage. We have
applied the proposed model in different scenarios, using various distribution
methods, in order to understand the impact of modifying the system param-
eters, as well as to compare the proposed scheme with alternative strategies.
The reference scenario that we have used to carry out the experiments is next
described.
The system is composed of 5 cloud nodes, 3 fog nodes, and 1 BS. We
assume the user wants to download 100 MB. To establish the service delay
of the nodes, we have applied an average service time, ts, of 20 ms for the
clouds and 50 ms for the fogs. In addition, the traffic load, ρ, follows a
uniform distribution within the interval [0.4 − 0.9] and [0.2 − 0.7] for cloud
and fog nodes, respectively. The values for the download rate, Rb, and
communication latency, dlink, are based on 4G technology, as was previously
mentioned. We have applied a dlink between 30-100 ms for the communication
between the end node and BSs (either having a fog node or not), and we have
assumed twice this delay when the communication is with a cloud node.
Finally, the Rb used for every node is randomly selected within the interval
15-72 Mbps.
The optimization problem introduced in Section 4 captures the charac-
teristics of a multi-tier distributed storage system, with the goal of achieving
the minimum data download time. In order to solve such problem we use
Python, particularly, the scipy.optimize.linprog module from the SciPy li-
brary2, which allows to include the corresponding bounds and constraints.
2https://docs.scipy.org/doc/scipy/reference/optimize.linprog-simplex.html
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5.1. Single Vs. multiple node storage
First, we have analyzed the time required to download the corresponding
data over three different scenarios, refer to Fig. 4. In the Single configuration,
the whole data is retrieved from the node having the best conditions. On
the contrary, the other two scenarios correspond to distributed multi-node
architectures, where data is shared among all the system nodes. In the
Multi-Eq scenario data is evenly stored in every node and so the terminal
gets the same amount of information from all nodes, while in Multi-Rb, the
data distribution is performed based on the download rate of each node, as
was proposed in [42].
Single Multi-Eq Multi-Rb
0
5
10
15
20
D
ow
n
lo
a
d
ti
m
e
(s
)
Figure 4: Data download time applying a single-node and two different multiple-node
strategies.
We have carried out experiments encompassing 200 independent snap-
shots for the three configurations, where the traffic load at the nodes, ρ, and
so dservice, randomly varies in each of them. As can be clearly seen in Fig. 4,
the use of multiple nodes yields much lower download times. Although in
the first scenario the node from which data are downloaded corresponds to
the one with the best conditions, when the distributed approach and so the
capacity of all nodes is exploited, we can see a remarkable reduction on the
download time. It is also important to note that when the distribution is
made taking into account the particular conditions of the nodes, the down-
load time can be further reduced. Furthermore, using multiple nodes to
download the data leads to a more reliable system, since it would alleviate
overload and poor connectivity situations.
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5.2. System parameter variation
We have studied the overall download time varying the following system
parameters: the number of nodes (both at cloud and fog level), the node
load (ρ), and the generation size. We have used the two multi-node con-
figurations that were previously described: (1) Eq, where data are evenly
distributed among all available nodes, and (2) Rb, where the data distribu-
tion is planned considering the download rate of each node. In addition, we
have also included our proposed scheme, which we refer to as (3) Opt, since
it is based on the previously described optimization problem. We thus cal-
culate the amount of data to store in (retrieve from) each node considering,
not only the download rate, but also the communication and service delays.
First, Fig. 5 shows the results for the scenario where the available number
of fogs in the system increases from 0 and 10, setting the number of cloud
nodes to both 5 and 10. Conversely, the same analysis was performed varying
the clouds, and fixing the number of fogs. The results were rather similar,
so we only discuss the performance obtained when increasing the number of
fog nodes.
Eq-10 Rb-10 Opt-10 Eq-5 Rb-5 Opt-5
0 2 4 6 8 10
2
4
6
8
Number of fogs
D
ow
n
lo
ad
ti
m
e
(s
)
Figure 5: Download time modifying the number of fog nodes in the system.
It can be observed that for the three distributed storage solutions, the
download time decreases as more nodes are added to the system. When
there are 10 clouds available, the overall download time is lower than when
there are 5. However, in the latter case, the download time drops more
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sharply when increasing the number of fog nodes. Moreover, we can see
a clear difference between the Eq method and the two other approaches.
Furthermore, if we compare Opt and Rb schemes, it can be noted that the
download time using the proposed solution is slightly lower. However, the
benefit of the Opt approach is not very relevant, since the communication
delays are not very high, and stay within a rather short interval 30-100 ms.
Next, we analyze how the download time is impacted when we vary the
load of the available nodes. We have applied four different intervals for ρ: 0.1-
0.3, 0.3-0.5, 0.5-0.7, and 0.7-0.9. In all cases, the load is randomly selected
within the corresponding interval. When modifying the load of fog nodes,
the load of the clouds is set to [0.4− 0.9]. On the contrary, if we modify the
cloud nodes’ load, we fix ρ between [0.2− 0.7] for the fog.
[0.1-0.3] [0.3-0.5] [0.5-0.7] [0.7-0.9]
2
4
6
ρ
D
ow
n
lo
a
d
ti
m
e
(s
)
Eq Rb Opt
Figure 6: Download time modifying the traffic load of fog nodes.
Figure 6 shows the system performance when increasing the load of fog
nodes. With the aforementioned configuration, we run 1000 independent
experiments, and the figure shows the whisker plot of the observed download
times for the three distribution methods, Eq, Rb and Opt. In this case, the
behavior of changing the load of either the cloud or the fog was rather alike,
so we just show the results that were observed when increasing the load of the
fog nodes, keeping ρ within [0.4−0.9] for the cloud nodes. First of all, we can
see that the Eq scheme, besides yielding a much slower performance, shows
a rather unpredictable behavior, since the variance of the download time is
quite high. The use of Rb and Opt does not only improve the overall behavior
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of the system, but it also helps to yield a more robust performance. We can
see that the download time is not severely jeopardized when we increase the
load of the fog nodes, and the corresponding variance is not very high. The
figure also shows that the proposed scheme, which takes into account the
load to establish the storage strategy, slightly outperforms the Rb solution,
yielding a smaller download time, as well as a more predictable behavior.
The last parameter we have modified is the generation size, i.e. number
of packets and so the amount of data to be stored in the system. We wanted
to assess whether this had an impact on the system performance. Figure 7
shows how the average download time changes when increasing the generation
size. We have used the configuration that was depicted at the beginning of
the section, and we show the results for the three schemes we are analyzing.
Both Rb and Opt clearly outperforms Eq, especially when the amount of
data to be retrieved increases. In the three cases there is an almost linear
increasing trend, but the slope exhibited by the Eq approach is greater. We
also see that the proposed scheme (Opt) slightly reduces the time that was
observed for the Rb solution.
20 60 100 140 180
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Opt
Rb
Eq
Figure 7: Download time modifying the generation size.
5.3. High-delay cases
The results that have been discussed up to now are obtained with regular
circumstances i.e. communication latency and service delays within reason-
able values. However, it might happen that, due to network congestion or
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connectivity issues, end users are not able to communicate with either fog
devices or cloud servers. Furthermore, some of those nodes could receive mul-
tiple requests, leading to overload or even outage situations. These situations
would certainly cause an increase of communication and service delays, re-
spectively. Since the proposed solution in this paper does not only consider
Rb to establish the distributed storage strategy, but it also takes into account
such delays, it is under this ‘extreme’ situations where we might actually see
more clearly its benefits compared to the Rb approach. Hence, using the
reference scenario described at the beginning of this section, we have carried
out multiple experiments applying both higher dlink and ρ values, in order to
observe the behavior of the different distribution models.
On a first setup, we have strongly increased the communication latency
for various nodes, to be within the 0.5-1 s interval. We increase the number of
nodes suffering from such connectivity issues, and we measure the download
time for the three schemes we are studying. The obtained results are illus-
trated in Fig. 8. Although we can see that the data download time increases
when more nodes suffer from high communication delays, the Opt approach
is able to keep a comparable performance, and the increase is much less no-
ticeable. As in previous experiments, the Eq method yields much higher
download times than the two other schemes. On the other hand, we can see
in this case that the difference between Rb and Opt is more clear, showing
that our proposal responds better to high communication latency values.
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Eq Rb Opt
Figure 8: Download time increasing the number of nodes having high latency.
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As has been already mentioned, drequest is not only affected by the com-
munication latency, but also by the time it takes to respond to the data
request, dservice, which depends on the nodes’ load level. Following a similar
procedure as in the previous experiment, we assume that some of the nodes
are rather overloaded, ρ within the [0.8− 0.95] interval, and we increase the
number of nodes that are currently having such condition. Fig. 9a shows the
download times obtained for the three schemes when increasing the number
of highly loaded nodes in the system, from 1 to 5. As can be seen, when
there are more overloaded nodes, we can see a clear increase of the download
time for the three distribution methods. However, it has much less impact
when using the Opt scheme, which takes into account load nodes to estab-
lish the data distribution share at each node. In fact, the proposed scheme
is able to keep the download time at the same level, showing its reliability.
Furthermore, the difference between Rb and Opt can be also clearly seen,
in particular when the number of overloaded nodes is 5. It is also worth
noting that another advantage of the Opt scheme is that it yields a much
more predictable performance, since the whisker plots yield a lower variance
than for the Rb solution.
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Figure 9: Download time increasing the number of (a) highly loaded and (b) unavailable
nodes in the system.
Going a step further, we have also considered a situation in which the
overloaded situation might actually imply an outage of some of the nodes.
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For that, we have mimicked the previous experiment, but in this case the
load of the saturated nodes is fixed at ρ = 0.99, which almost reflects an
unavailability circumstance. The obtained results are depicted in Fig. 9b.
As could have been expected, the impact of increasing nodes in outage is
quite strong for the three distribution methods. However, we can actually
see more clearly the benefits of the Opt scheme, which yields much lower
download times than Rb, showing as well a more predictable performance.
In fact, in this particular situation, the performance of Rb is, in average,
comparable to that exhibited by the Eq naive approach.
Finally, Table 1 shows an illustrative example of how the three schemes
would actually configure the data distribution among the system nodes for
the experiment shown in Fig. 9b, for ρ = 0.99 and N = 3. It can be
observed that the three solutions establish different α values for each node,
reflecting the parameters they use to establish such strategy. For instance,
when applying the Opt method, it considers that one of the nodes (3) is far
too slow and it would be therefore better not to retrieve data from that node.
In this case, considering the impact of the corresponding delay, the difference
between the used methods is quite relevant, being the proposed solution 2.8 s
and 4.8 s faster than Rb and Eq, respectively.
Table 1: α and Ttotal values for each of the distribution methods.
Distribution
method
α1 α2 α3 α4 α5 α6 α7 α8 Ttotal(s)
Eq 0.125 0.125 0.125 0.125 0.125 0.125 0.125 0.125 9.847
Rb 0.257 0.094 0.0725 0.134 0.091 0.078 0.112 0.159 7.847
Opt 0.149 0.119 0 0.173 0.112 0.098 0.142 0.206 5.047
6. Conclusion
We have studied the required time to download the data stored in a
fog/cloud architecture, where multiple nodes providing different capabilities
are available. We have modeled the corresponding multi-tier architecture by
considering different performance parameters. On the one hand, we have
introduced the download rate, Rb, and the communication delay, dlink, using
values that are typical for 4G deployments. On the other hand, we have
modeled the service delay of each node, i.e. the time required to process
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the corresponding data download request, dservice, with a M/M/1 queuing
system. Furthermore, we have exploited NC as an enabler for the distributed
data storage operation.
The corresponding system model boils down to a linear optimization prob-
lem, whose solution yields the optimal amount of data (α) to store in (retrieve
from) each of the nodes, taking into account the multiple parameters that
characterize the system. Thus, we take full advantage of the properties of
the whole system to yield the minimum download time. We have applied the
proposed scheme in different scenarios and distribution methods to under-
stand how the performance is affected by the system parameters. We have
compared the behavior of the proposed scheme with that exhibited by other
alternative solutions.
The use of multi-tier distributed data storage system clearly outperforms
traditional single server solutions. On the other hand, when the distribu-
tion strategy considers system parameters, the download time is much lower
than when an equal (fair) distribution is applied. We have also seen that
the proposed scheme is able to keep a reasonable behavior even when some
nodes suffer from rather poor conditions (either connectivity or overload).
Under such circumstances, the results have shown that previously proposed
solutions not only yield longer download times, but they also show more
unpredictable performances.
In our future work we will broaden this work, by considering a dynamic ar-
chitecture, where both system parameters and the number of available nodes
might change. The estimation of the required storage data shall be carried
out continuously, according to the system characteristics at each time instant.
In addition, we plan to use more advanced optimization techniques, such as
Model Predictive Control (MPC). In this sense, it is worth noting that the
proposed optimization model could be easily extended to introduce different
system parameters or additional constraints, for instance nodes having finite
and heterogeneous storage capacities.
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Appendix A. Optimization Problem
Below we describe the solution of the optimization problem presented
in Section 4. Considering its convexity, the optimization problem can be
reformulated in order to obtain a Linear Program (LP) [53] with constraints,
by defining z as the cost function. This reformulation maintains the previous
properties, i.e. it is a convex and therefore, it has a global minimum. It can
be represented as follows:
T ∗total = min z
s.t. z ≥ drequesti +
αik
Rbi
N∑
i=1
αi = 1
0  α  1
(A.1)
Remark. We assume by physical coherence that all coefficients are strictly
positive.
The method of Lagrange Multipliers [54] is used to find the solution for
optimization problems constrained to one or more equalities. However, our
LP also have inequalities, and thus, we need to extend the method to the
Karush-Kuhn-Tacker (KKT) conditions [55]. We can represent the LP ob-
tained in Eq. A.1 in a matrix form:
min z
s.t. Aα + b ≤ 1z
N∑
i=1
αi = 1
0  α  1
(A.2)
where z ∈ R, A ∈ RN×N , b ∈ RN , α ∈ RN .
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The Lagrangian function of our problem can be formulated as follows:
L(z, α, λ, ν) = f(z, α) +
m∑
j=1
λjgj(z, α) +
p∑
n=1
νnhn(z, α) (A.3)
where gj are the functions corresponding to the inequality constraints, hn are
the equality functions for j = 1, . . . ,m y n = 1, . . . , p, and the parameters λ
and ν are the corresponding multipliers.
The derivative function of the Lagrangian is defined as:
g(λ, ν) = inf
z,α
L(z, α, λ, ν) = ∇f(z, α) +
m∑
j=1
λj∇gj(z, α)
+
l∑
n=1
νn∇hn(z, α)
(A.4)
Thus, the optimization problem can be defined as follows:
max g(λ, ν)
s.t. λ  0 (A.5)
Since there is a strong duality (Slater) [56] it can be established that the
values that meet g = 0 and λ  0 is the optimal solution to the optimization
problem.
The optimization function for α ∈ RN and i = 1 . . . N is the following:
max z
s.t. aiαi + bi − z ≤ 0
N∑
i=1
αi − 1 = 0
− αi ≤ 0
αi − 1 ≤ 0
(A.6)
The Lagrangian of this optimization problem is formulated as:
L(α, z, λ, ν) = z +
N∑
i=1
λi(aiαi + bi − z) +
N∑
i=1
λN+i(−αi)+
N∑
i=1
λ2N+i(αi − 1) + ν(
N∑
i=1
αi − 1)
(A.7)
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Thus, it can be represented as the following equation system:
∂L
∂z
= 1−
N∑
i=1
λi = 0
∂L
∂αi
= aiλi − λN+i + λ2N+i + ν = 0
λi(aiαi + bi − z) = 0
− λN+iαi = 0
λ2N+i(αi − 1) = 0
ν(
N∑
i=1
αi − 1) = 0
(A.8)
References
[1] A. Aijaz, M. Sooriyabandara, The tactile internet for industries: A re-
view, Proceedings of the IEEE 107 (2) (2019) 414–435 (2019).
[2] Stefanovic´, Cˇedomir, Industry 4.0 from 5g perspective: Use-cases, re-
quirements, challenges and approaches, in: 2018 11th CMI International
Conference: Prospects and Challenges Towards Developing a Digital
Economy within the EU, IEEE, 2018, pp. 44–48 (2018).
[3] H. Boyes, B. Hallaq, J. Cunningham, T. Watson, The industrial internet
of things (IIoT): An analysis framework, Computers in Industry 101
(2018) 1 – 12 (2018).
[4] S. Gangakhedkar, H. Cao, A. R. Ali, K. Ganesan, M. Gharba,
J. Eichinger, Use cases, requirements and challenges of 5g communica-
tion for industrial automation, in: 2018 IEEE International Conference
on Communications Workshops (ICC Workshops), 2018, pp. 1–6 (2018).
[5] C. Thuemmler, C. Bai, Health 4.0: How virtualization and big data are
revolutionizing healthcare, Springer, 2017 (2017).
[6] G. Pocovi, H. Shariatmadari, G. Berardinelli, K. Pedersen, J. Steiner,
Z. Li, Achieving ultra-reliable low-latency communications: Challenges
and envisioned system enhancements, IEEE Network 32 (2) (2018) 8–15
(2018).
22
[7] J. Cheng, W. Chen, F. Tao, C.-L. Lin, Industrial iot in 5g environ-
ment towards smart manufacturing, Journal of Industrial Information
Integration 10 (2018) 10 – 19 (2018).
[8] S. Li, L. D. Xu, S. Zhao, 5G Internet of Things: A survey, Journal of
Industrial Information Integration 10 (2018) 1 – 9 (2018).
[9] F. Bonomi, R. Milito, P. Natarajan, J. Zhu, Fog computing: A platform
for internet of things and analytics, Studies in Computational Intelli-
gence 546 (2014) 169–186 (2014).
[10] M. Chiang, T. Zhang, Fog and iot: An overview of research opportuni-
ties, IEEE Internet of Things Journal 3 (6) (2016) 854–864 (2016).
[11] X. Yue, H. Cai, H. Yan, C. Zou, K. Zhou, Cloud-assisted industrial
cyber-physical systems: An insight, Microprocessors and Microsystems
39 (8) (2015) 1262–1270 (2015).
[12] D. Georgakopoulos, P. Jayaraman, M. Fazia, M. Villari, R. Ranjan,
Internet of things and edge cloud computing roadmap for manufacturing,
IEEE Cloud Computing 3 (4) (2016) 66–73 (2016).
[13] Luiz Bittencourt and Roger Immich and Rizos Sakellariou and Nelson
Fonseca and Edmundo, The Internet of Things, Fog and Cloud contin-
uum: Integration and challenges, Internet of Things 3-4 (2018) 134 –
155 (2018).
[14] P. Varshney, Y. Simmhan, Demystifying fog computing: Characteriz-
ing architectures, applications and abstractions, CoRR abs/1702.06331
(2017).
[15] M. Barcelo, A. Correa, J. Llorca, A. M. Tulino, J. L. Vicario, A. Morell,
Iot-cloud service optimization in next generation smart environments,
IEEE Journal on Selected Areas in Communications 34 (12) (2016)
4077–4090 (2016).
[16] OpenSignal, SPAIN: Mobile Network Experience Report Febru-
ary 2019, https://www.opensignal.com/reports/2019/02/spain/
mobile-network-experience.
23
[17] OpenSignal, State of Mobile Networks: Spain (June 2018),
https://www.opensignal.com/reports/2018/06/spain/
state-of-the-mobile-network.
[18] L. Kleinrock, Queueing Systems, 1st Edition, Wiley Interscience, 1975
(1975).
[19] R. Ahlswede, N. Cai, S.-Y. Li, R. W. Yeung, Network information
flow, IEEE Transactions on information theory 46 (4) (2000) 1204–1216
(2000).
[20] C. Fragouli, J.-Y. Le Boudec, J. Widmer, Network coding: an instant
primer, SIGCOMM Comput. Commun. Rev. 36 (1) (2006) 63–68 (2006).
[21] A. Dimakis, et al., Network Coding for Distributed Storage Systems,
IEEE Transactions on Information Theory 56 (9) (2010) 4539–4551
(2010).
[22] A. Dimakis, K. Ramchandran, Y. Wu, C. Suh, A survey on network
codes for distributed storage, Proceedings of the IEEE 99 (3) (2011)
476–489 (2011).
[23] F. H. P. Fitzek, T. Toth, A. Szabados, M. V. Pedersen, D. E. Lu-
cani, M. Sipos, H. Charaf, M. Medard, Implementation and perfor-
mance evaluation of distributed cloud storage solutions using random
linear network coding, in: 2014 IEEE International Conference on
Communications Workshops (ICC), 2014, pp. 249–254 (June 2014).
doi:10.1109/ICCW.2014.6881204.
[24] A. Botta, W. de Donato, V. Persico, A. Pescape´, Integration of cloud
computing and internet of things: A survey, Future Generation Com-
puter Systems 56 (2016) 684 – 700 (2016).
[25] S. Yi, C. Li, Q. Li, A survey of fog computing: concepts, applications
and issues, in: Proceedings of the 2015 workshop on mobile big data,
ACM, 2015, pp. 37–42 (2015).
[26] E. Baccarelli, P. G. V. Naranjo, M. Scarpiniti, M. Shojafar, J. H.
Abawajy, Fog of everything: Energy-efficient networked computing ar-
chitectures, research challenges, and a case study, IEEE Access 5 (2017)
9882–9910 (2017).
24
[27] A. Sinaeepourfard, J. Garc´ıa Almin˜ana, X. Masip Bruin,
E. Mar´ın Tordera, Fog-to-cloud (f2c) data management for smart
cities, in: Proceedings of 2017 Future Technologies Conference (FTC):
29-30 November 2017, Vancouver, Canada, The Science and Information
(SAI) Organization, 2017, pp. 162–172 (2017).
[28] J. Santos, P. Leroux, T. Wauters, B. Volckaert, F. De Turck, Anomaly
detection for smart city applications over 5g low power wide area net-
works, in: NOMS 2018 - 2018 IEEE/IFIP Network Operations and Man-
agement Symposium, 2018, pp. 1–9 (2018).
[29] Bahar Farahani and Farshad Firouzi and Victor Chang and Mustafa
Badaroglu and Nicholas Constant and Kunal Mankodiya, Towards fog-
driven IoT eHealth: Promises and challenges of IoT in medicine and
healthcare, Future Generation Computer Systems 78 (2018) 659 – 676
(2018).
[30] M. Sa´nchez, J. Aguilar, E. Exposito, Fog computing for the integration
of agents and web services in an autonomic reflexive middleware, Service
Oriented Computing and Applications 12 (2018) 333–347 (2018).
[31] A. Bessani, M. Correia, B. Quaresma, F. Andre´, P. Sousa, Depsky:
Dependable and secure storage in a cloud-of-clouds, Trans. Storage 9 (4)
(2013) 12:1–12:33 (2013).
[32] N. Grozev, R. Buyya, Inter-cloud architectures and application broker-
ing: taxonomy and survey, Software: Practice and Experience 44 (3)
(2014) 369–390 (2014).
[33] M. M. Alshammari, A. A. Alwan, A. Nordin, I. F. Al-Shaikhli, Disas-
ter recovery in single-cloud and multi-cloud environments: Issues and
challenges, in: 2017 4th IEEE International Conference on Engineering
Technologies and Applied Sciences (ICETAS), 2017, pp. 1–7 (2017).
[34] Automation Alley, Fog Computing: A New Paradigm for the Indus-
trial IoT, https://www.automationalley.com/Blog/October-2017/
Fog-Computing-A-New-Paradigm-for-the-Industrial-Io.aspx.
[35] Thorn Technologies, How edge computing and the cloud will
power the future of IoT, https://www.thorntech.com/2017/11/
edge-computing-and-the-cloud-future-of-iot/.
25
[36] C. Huang, K. Xu, Reliable realtime streaming in vehicular cloud-fog
computing networks, in: 2016 IEEE/CIC International Conference on
Communications in China (ICCC), 2016, pp. 1–6 (2016).
[37] J. Pereira, L. Ricardo, M. Lu´ıs, C. Senna, S. Sargento, Assessing the
reliability of fog computing for smart mobility applications in vanets,
Future Generation Computer Systems 94 (2019) 317 – 332 (2019).
[38] B. Saleh, D. Qiu, Performance analysis of network-coding-based p2p
live streaming systems, IEEE/ACM Transactions on Networking 24 (4)
(2016) 2140–2153 (2016).
[39] H. C. H. Chen, Y. Hu, P. P. C. Lee, Y. Tang, Nccloud: A network-
coding-based storage system in a cloud-of-clouds, IEEE Transactions on
Computers 63 (1) (2014) 31–44 (2014).
[40] J. A. Cabrera, D. E. Lucani, F. H. P. Fitzek, On network coded dis-
tributed storage: How to repair in a fog of unreliable peers, in: 2016 In-
ternational Symposium on Wireless Communication Systems (ISWCS),
2016 (2016).
[41] X. Zhao, D. Lucani, X. Shen, H. Wang, Reliable iot storage: Minimizing
bandwidth use in storage without newcomer nodes, IEEE Communica-
tions Letters 22 (7) (2018) 1462–1465 (2018).
[42] M. Sipos, F. H. P. Fitzek, D. E. Lucani, M. V. Pedersen, Dynamic
allocation and efficient distribution of data among multiple clouds using
network coding, in: 2014 IEEE 3rd International Conference on Cloud
Networking (CloudNet), 2014, pp. 90–95 (2014).
[43] M. Sipos, J. Heide, D. E. Lucani, M. V. Pedersen, F. H. P. Fitzek,
H. Charaf, Adaptive network coded clouds: High speed downloads and
cost-effective version control, IEEE Transactions on Cloud Computing
7 (1) (2019) 19–33 (2019).
[44] M. Liu, Y. Mao, S. Leng, Cooperative fog-cloud computing enhanced
by full-duplex communications, IEEE Communications Letters 22 (10)
(2018) 2044–2047 (2018).
26
[45] X. Wang, Z. Ning, L. Wang, Offloading in internet of vehicles: A fog-
enabled real-time traffic management system, IEEE Transactions on In-
dustrial Informatics 14 (10) (2018) 4568–4578 (2018).
[46] G. Peralta, P. Garrido, J. Bilbao, R. Agu¨ero, P. M. Crespo, On the Com-
bination of Multi-Cloud and Network Coding for Cost-Efficient Storage
in Industrial Applications, Sensors 19 (7) (2019) 1673 (2019).
[47] T. Ho, M. Medard, R. Koetter, D. R. Karger, M. Effros, J. Shi, B. Leong,
A Random Linear Network Coding Approach to Multicast, IEEE Trans-
actions on Information Theory 52 (10) (2006) 4413–4430 (2006).
[48] J. Bilbao, P. M. Crespo, I. Armendariz, M. Me´dard, Network coding in
the link layer for reliable narrowband powerline communications, IEEE
Journal on Selected Areas in Communications 34 (7) (2016) 1965–1977
(2016).
[49] S. Katti, H. Rahul, W. Hu, D. Katabi, M. Medard, J. Crowcroft, Xors
in the air: Practical wireless network coding, IEEE/ACM Transactions
on Networking 16 (3) (2008) 497–510 (2008).
[50] L. Xie, P. Chong, I. Ho, Y. Guan, A survey of inter-flow network coding
in wireless mesh networks with unicast traffic, Computer Networks 91
(2015) 738–751 (2015).
[51] A. Liu, Q. Zhang, Z. Li, Y.-J. Choi, J. Li, N. Komuro, A green and
reliable communication modeling for industrial internet of things, Com-
puters and Electrical Engineering 58 (2017) 364–381 (2017).
[52] Boyd, Stephen and Vandenberghe, Lieven, Convex optimization, Cam-
bridge university press, 2004 (2004).
[53] D. G. Luenberger, Y. Ye, Linear and nonlinear programming, vol. 116
(2008).
[54] R. T. Rockafellar, Lagrange multipliers and optimality, SIAM review
35 (2) (1993) 183–238 (1993).
[55] M. Avriel, Nonlinear programming: analysis and methods, Courier Cor-
poration, 2003 (2003).
27
[56] M. Slater, Lagrange multipliers revisited, in: Traces and Emergence of
Nonlinear Programming, Springer, 2014, pp. 293–306 (2014).
28
