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In this paper, we investigate the superconvergence properties of the h-p version of the
finite element method (FEM) for two-point boundary value problems. A postprocessing
technique for the h-p finite element approximation is analyzed. The analysis shows that
the postprocess improves the order of convergence. Furthermore,we obtain asymptotically
exact a posteriori error estimators based on the postprocessing results. Numerical
examples are included to illustrate the theoretical analysis.
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1. Introduction
Superconvergence of standard and mixed finite element is a well-known and practically useful topic in finite element
analysis. Usually, a finite element method is called superconvergent, if at special points (or on special lines) the rate of
convergence is higher thanwhat is globally possible (cf. [1–4]). The investigation regarding finite element superconvergence
has a long history since the 1970s. For the literature, the reader is referred to books [5–10] and references therein. At
the same time, many postprocessing methods have been suggested, without too much additional computational effort,
approximations that are better than the original one not only at certain special points, but also at nodal points, on the
boundaries, in a subdomain and sometimes in the whole domain. For some interesting papers and an abundance of
references, we can refer to [8,11–14]. As far as we know, these superconvergence analysis are mainly on the h version
of the FEM. It seems that there are not many studies on superconvergence for high order methods such as the p version of
the FEM, the h-p version of the FEM and the spectral method [15–19].
For the two-point boundary value problems, the optimal superconvergence O(h2k) at the knots were known in the
early 1970s [20]. Since then, many postprocessing methods have been suggested to achieve more accurate and even
superconvergent approximations. For instance, Dupont [21] proposed a method to obtain superconvergent approximations
of the value and derivative at any point in the interval. Zhang [22] proved ultraconvergence (i.e., O(hk+2) order
superconvergence) of the recovered derivative at an internal nodal point when local uniformmeshes and elements of even-
order finite element spaces are used. A global ultraconvergence correction scheme by Zhu and Zhao [23], ultraconvergence
based on an improved orthogonal expansion by Chen, et al. [24], and a newly developed element energy projection method
in [25,26]. However, the mentioned superconvergence properties are investigated only for the h version. Until recently
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some superconvergent points were obtained in [27,28] for spectral collocation methods and the p version for the two-point
boundary value problems.
In the present paper, the global superconvergence properties of the h-p version of the FEM for the two-point boundary
value problems are analyzed. A correction of finite element solutions on each element by one or two additional terms was
proposed in [23], which yields the global superconvergence for the h version on quasi-uniform meshes. We generalize this
correction process by increasing substantially the numbers of additional terms, i.e. local correction terms are polynomials
of degree up to p1+σ with a properly chosen σ > 0. This new approach leads to the global superconvergence for the h-p
version of the FEM, which includes the h version and p version as two special cases. We also analyze the superconvergence
correction results for the problems with singular solutions. The computation examples in Section 5 confirm the theoretical
predictions.
We begin by constructing a semi-H1 projection which plays an essential role in the analysis of high order methods in
one dimension, and then investigate its approximation properties. Following the classical superconvergence analysis of the
h version [5,6,8–10], we obtain several important ultra-approximation estimates for the h-p finite element. Consequently,
we propose a postprocessing method to enhance the finite element approximation. It is proved that the postprocessing
improves the order of convergence of the finite element approximation. Actually, the postprocessing technique is essentially
a correction to the finite element solutions, and the correction scheme in Section 4 shows that the correction quantities
to the finite element solutions can be expressed by a sum of some higher order polynomials, and the overcost of the
postprocessing procedure is nearly negligible. Finally, it is naturally to define recovery-based a posteriori error estimators
that are asymptotically exact by using the superconvergence correction results.
The outline of this paper is as follows: in the next section we present the model problem and construct the h-p finite
element approximation scheme. In Section 3, we study the approximation properties of the semi-H1 projection. In Section 4,
we propose a postprocessing method to enhance the finite element approximation and develop the a posteriori error
estimation for the h-p version of the FEM. The superconvergence correction results for problems with singular solutions
are also obtained. The analytical results are illustrated by numerical examples in Section 5. We briefly give conclusions and
some possible future work in the last section.
2. Model problem and h-p finite element discretization
We consider the following two-point boundary value problem:{−u′′(x)+ b(x)u(x) = f (x), in I = (0, 1),
u(0) = u(1) = 0, (2.1)
with b(x) ≥ 0, and we assume that b and f are sufficiently smooth for our analysis.
Its weak form is to find u ∈ H10 (I) such that
a(u, v) = (f , v), ∀v ∈ H10 (I), (2.2)
where a(u, v) = ∫I(u′v′ + buv)dx and (f , v) = ∫I f vdx.
Suppose that T h is a quasi-uniform partition over the interval I = (0, 1). Let e = (xe − he, xe + he) be an arbitrary
element with length 2he. Let h = maxe∈T h{he} and {pe}e∈Th with pe ≥ 1 be a distribution of the polynomial degree on this
subdivision. We define the finite element space by
V = {v ∈ C(I) : v|e ∈ Ppe (e),∀e ∈ T h, v(0) = v(1) = 0},
where Ppe (e) stands for the space of polynomials with degree at most pe .
The finite element solution of (2.2) is to find uhp ∈ V such that
a(uhp, v) = (f , v), ∀v ∈ V . (2.3)
Let I ⊂ R be an open and bounded interval. In this paper, we adopt the standard notationWm,q(I) for Sobolev spaces on I
with the norm ‖·‖Wm,q(I) and the semi-norm |·|Wm,q(I). In addition,WedenoteWm,2(I),Wm,20 (I) byHm(I),Hm0 (I), respectively.
Hereafter, we denote by C a generic positive constant independent of the mesh size h and the polynomial degree p.
3. Semi-H1 projection and ultra-approximation
Let
Ln(ξ) = 12nn!
dn
dξ n
[(ξ 2 − 1)n], n ≥ 0
be the Legendre polynomials which form an orthogonal basis of L2[−1, 1]. For the properties of Legendre polynomials
see [29].
152 L. Yi, B. Guo / Journal of Computational and Applied Mathematics 233 (2009) 150–164
We define a mappingM of standard element (−1, 1) onto arbitrary element e
M : x = xe + heξ
and the inverseM−1 is written as
M−1 : ξ = x− xe
he
.
Consider the normalized system of orthogonal polynomials in L2(e) (scaled versions of the Legendre polynomials)
L˜i(x) = h−
1
2
e
√
2i+ 1
2
Li ◦M−1, i ≥ 0
and the scaled versions of the Lobatto polynomials:
ω0(x) = 1,
ω1(x) =
√
1
2
h−1e (x− xe + he),
· · · · · · · · · · · · · · · · · ·
ωi+1(x) = h
− 12
e
∫ x
xe−he
L˜i(t)dt, i ≥ 0.
The following property is valid for i ≥ 2
ωi(x) = h
1
2
e
( 1√
(2i− 1)(2i+ 1) L˜i(x)−
1√
(2i− 1)(2i− 3) L˜i−2(x)
)
. (3.4)
Here we have used properties of the Legendre polynomials:
(2n+ 1)Ln(ξ) = L′n+1(ξ)− L′n−1(ξ)
and
Ln(±1) = (±1)n.
Lemma 3.1. The sequences {L˜i(x)} and {ωi(x)} have the following properties:
(1) (L˜i, L˜j)e = δij, ω′i+1 = h
− 12
e L˜i(x),
(2) ωi(xe ± he) = 0, i ≥ 2,
(3) (ωi , ϕi−3)e = 0,∀ϕi−3 ∈ Pi−3(e), i ≥ 3,
(4) ‖ωi‖2L2(e) = 2he(2i−3)(2i+1) , i ≥ 2.
Proof. Their proofs are straightforward and we only verify the last one. In fact by (3.4)
‖ωi‖2L2(e) = (ωi , ωi)e = he
( 1
(2i− 1)(2i+ 1) −
1
(2i− 1)(2i− 3)
)
= 2he
(2i− 3)(2i+ 1) . 
Suppose that u ∈ H1(e), then u′ ∈ L2(e), thus we have the Legendre expansion
u′(x) =
∞∑
k=0
αkL˜k(x), (3.5)
where αk = (u′, L˜k)e. It follows that
u(x) =
∞∑
j=0
βjωj(x), ∀x ∈ e, (3.6)
where
β0 = u(xe − he),
β1 =
√
1
2
(u(xe + he)− u(xe − he)),
βj = h
1
2
e αj−1 , j ≥ 2.
(3.7)
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LetΠ0pe u be the Legendre projection which satisfies
(u−Π0pe u, v) = 0, ∀v ∈ Ppe (e).
We construct operator Π˜pe element-wise
Π˜pe : H1(e)→ Ppe (e), Π˜pe u(x) =
pe∑
j=0
βjωj(x), ∀x ∈ e, (3.8)
and define operator
Πp : H1(I)→ V , Πpu|e = Π˜pe u, ∀e ∈ T h. (3.9)
Obviously, there always holds
(Π˜pe u)
′ = Π0pe−1u′, (3.10)
which implies that Π˜pe is a semi-H
1 projection operator.
Lemma 3.2. The semi-H1 projection operator Π˜pe has the following properties:
(1) Π˜pe u = u,∀u ∈ Ppe (e),
(2) Π˜pe u(xe ± he) = u(xe ± he),
(3) (u− Π˜pe u, ϕ)e = 0,∀ϕ ∈ Ppe−2(e), ((u− Π˜pe u)′, ϕ)e = 0,∀ϕ ∈ Ppe−1(e).
Proof. From the definition of Π˜pe in (3.8), we can verify these properties directly. 
Remark 3.1. The above semi-H1 projection plays an essential role in the analysis of FEM in one dimension. It has been
used for the analysis of superconvergence in the h version [8,13,23], and used for the a priori analysis in the p and h-p
versions [17,18]. It will be shown later that the projection operator Π˜pe also plays an important part in our analysis of
superconvergence in the p and h-p versions.
To derive approximation results, we introduce the Legendre-weighted Sobolev space Hk,0(e) furnished with the norm
‖u‖2Hk,0(e) =
k∑
l=0
∫
e
(
1−
(
x− xe
he
)2)l
|u(l)(x)|2dx,
and | · |Hk,0(e) is a seminorm involving the k-th derivative only. Actually, Hk,0(e) is a special case of the Jacobi-weighted
Sobolev space Hk,β(e)with β = 0 (cf. [30,31,17,32–34]).
Note that it is always true for k ≥ 0
‖u‖Hk,0(e) ≤ ‖u‖Hk(e).
Hereafter, we shall use the notation ‖u‖k,e instead of ‖u‖Hk(e) for the sake of simplicity if it causes no confusion.
The following estimates follows from the approximation results in [18] immediately.
Lemma 3.3. Let I = (0, 1) be an interval and let T h be any mesh in I. Assume that u ∈ H1(I) satisfies u′ ∈ Hk(e) with integer
k ≥ 0. Then there holds
‖u− Π˜pe u‖m,e ≤ C
hµ+1−me
pk+1−m
e
‖u′‖Hk,0(e) ≤ C
hµ+1−me
pk+1−m
e
‖u‖k+1,e, m = 0, 1, (3.11)
where µ = min{pe , k}.Moreover, if pe ≥ k the estimations hold in terms of seminorms
‖u− Π˜pe u‖m,e ≤ C
(he
pe
)k+1−m
|u|k+1,e, m = 0, 1. (3.12)
We now turn to an important weak error estimate as follows.
Lemma 3.4. Let T h be a quasi-uniform partition over the interval I = (0, 1) and let V be the corresponding finite element space
over this partition with uniform degree p. Let u ∈ Hk+1(I) with integer k > 0. If p ≥ m+ 1,m = 1, 2, then we have
|a(u−Πpu, v)| ≤ C h
µ+1+m
pk+1+m
‖u‖k+1|‖v|‖m,I , ∀v ∈ V , (3.13)
where µ = min{p, k} and |‖v|‖m,I = (∑e∈T h ‖v‖2m,e) 12 , which is called the ‘‘broken’’ Hm-norm.
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Proof. With the aid of Lemma 3.2,
a(u− Π˜p, v)e = (u− Π˜pu, bv)e, ∀e ∈ T h.
Let ψ = bv, by Lemma 3.2 and Lemma 3.3, we have for p ≥ m+ 1
|(u− Π˜pu, ψ)e| = |(u− Π˜pu, ψ − Π˜p−2ψ)e|
≤ ‖u− Π˜pu‖0,e‖ψ − Π˜p−2ψ‖0,e
≤ C‖u− Π˜pu‖0,e
(he
p
)m
‖ψ ′‖Hm−1,0(e)
≤ C‖u− Π˜pu‖0,e
(he
p
)m
‖ψ ′‖Hm−1(e)
≤ C‖u− Π˜pu‖0,e
(he
p
)m
‖v‖m,e. (3.14)
Finally, a combination of (3.11) and (3.14) and the Cauchy-Schwarz inequality yield
|a(u−Πpu, v)| =
∣∣∣∣∣∑
e∈T h
(u− Π˜pu, bv)e
∣∣∣∣∣ ≤ C
(∑
e∈T h
‖u− Π˜pu‖20,e
)1/2 (∑
e∈T h
‖v‖2m,e
)1/2
≤ C h
µ+1+m
pk+1+m
‖u‖k+1,I |‖v|‖m,I ,
which completes the proof. 
Lemma 3.5. Let the assumptions of Lemma 3.4 hold. Then,
|a(u−Πpu,Πpφ)| ≤ C h
µ+3
pk+3
‖u‖k+1,I‖φ‖2,I , ∀φ ∈ H2(I) ∩ H10 (I), (3.15)
where µ = min{p, k}.
Proof. The arguments are much the same as in the proof of Lemma 3.4 except replacing ψ = bv in (3.14) by bΠ˜pφ, then it
is suffices to prove
‖(bΠ˜pφ)′‖H1,0(e) ≤ C‖φ‖2,e. (3.16)
It can be found in [17] that for l ≤ k
‖u′ −Π0p−1u′‖H l,0(e) ≤ C
hmin{p,k}−le
pk−l
‖u′‖Hk,0(I), (3.17)
which together with (3.11) yield
‖(bΠ˜pφ)′‖H1,0(e) = ‖b′Π˜pφ + bΠ0p−1φ′‖H1,0(e)
≤ C(‖Π˜pφ‖H1,0(e) + ‖Π0p−1φ′‖H1,0(e))
≤ C(‖Π˜pφ − φ‖H1,0(e) + ‖φ‖H1,0(e) + ‖Π0p−1φ′ − φ′‖H1,0(e) + ‖φ′‖H1,0(e))
≤ C(‖φ‖H1,0(e) + ‖φ′‖H1,0(e))
≤ C‖φ‖2,e,
and thus the proof is completed. 
The major result in this section is the following ‘‘ultra-approximation’’ property.
Theorem 3.6. Let the assumptions of Lemma 3.4 hold, and let uhp be the finite element approximation to Eq. (2.1). If p ≥ 3−m
for m = 0, 1, then we have
‖uhp −Πpu‖m,I ≤ C h
µ+3−m
pk+3−m
‖u‖k+1,I , m = 0, 1, (3.18)
where µ = min{p, k}.
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Proof. With the help of Lemma 3.4 we have
‖uhp −Πpu‖21,I ≤ Ca(uhp −Πpu, uhp −Πpu)
= Ca(u−Πpu, uhp −Πpu)
≤ C h
µ+2
pk+2
‖u‖k+1,I‖uhp −Πpu‖1,I
which implies (3.18) form = 1.
Form = 0, we consider the auxiliary problem:{−φ′′(x)+ b(x)φ(x) = ϕ(x), in I = (0, 1),
φ(0) = φ(1) = 0,
with ϕ ∈ L2(I). Then the equation has a unique solution φ ∈ H2(I) ∩ H10 (I), and
‖φ‖2,I ≤ C‖ϕ‖0,I . (3.19)
Note that φ satisfies the variational equation
a(φ, v) = (ϕ, v), ∀v ∈ H10 (I). (3.20)
Let φhp be the finite element solution to problem (3.20). Applying Lemma 3.4 and (3.18) withm = 1 gives
a(φ −Πpφ, uhp −Πpu) = a(φhp −Πpφ, uhp −Πpu)
= a(u−Πpu, φhp −Πpφ) ≤ C h
µ+2
pk+2
‖u‖k+1,I‖Πpφ − φhp‖1,I
≤ C h
µ+5
pk+5
‖u‖k+1,I‖φ‖2,I . (3.21)
Let ϕ = |uhp −Πpu|sgn(uhp −Πpu) ∈ L2(I), and then by (3.21) and (3.15) we have
‖uhp −Πpu‖20,I = (ϕ, uhp −Πpu) = a(φ, uhp −Πpu)
= a(φ −Πpφ, uhp −Πpu)+ a(Πpφ, uhp −Πpu)
= a(φ −Πpφ, uhp −Πpu)+ a(u−Πpu,Πpφ)
≤ C h
µ+5
pk+5
‖u‖k+1,I‖φ‖2,I + C h
µ+3
pk+3
‖u‖k+1,I‖φ‖2,I
≤ C h
µ+3
pk+3
‖u‖k+1,I‖ϕ‖0,I ,
which implies (3.18) form = 0. 
Note that in our previous analysis,we always assume that u ∈ Hk+1(I).Wenowconsider the case the two-point boundary
value problem (2.1) with a singular solution u = xα − x for nonintegral value α > 12 . Obviously, there has a singularity at
the endpoint x = 0. It is well-known that for the solution with xα-type singularity, the p version gives twice the rate of
convergence as the h version (on quasi-uniform meshes) which named as the‘‘doubling’’ effect.
We first state the approximation results for the singular solutions in the following
Lemma 3.7. Let the quasi-uniform mesh T h = {0 = x0 < x1 < · · · < xN = 1} and assume that pei = p for each element
ei = (xi−1, xi), i = 1, 2, . . . ,N, where N is the number of the elements. Then, there hold the following estimates for u = xα − x
with α > 12
‖u−Πpu‖m,I ≤ C h
α+1/2−m
p2α+1/2−3m/2
, m = 0, 1 (3.22)
for p ≥ 2α − 12 , where C only depends on α.
Proof. It was proved in [35,36] that for the first element which contains a singularity there holds
‖u− Π˜pe u‖m,e1 ≤ C
he1
α+1/2−m
p2α+1/2−3m/2
, m = 0, 1. (3.23)
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Since u(k+1) = α(α − 1) · · · (α − k)xα−k−1 for any integer k > 0, by (3.12) a direct computation shows that for 2 ≤ i ≤ N
and p ≥ k
‖u− Π˜pe u‖m,ei ≤ C
(hei
p
)k+1−m
|u|k+1,ei ≤ C
(hei
p
)k+1−m(
x2α−2k−1i−1 − x2α−2k−1i
)1/2
, (3.24)
where the integer k > α − 12 is arbitrary.
Note that x1 ≤ Ch and xN = 1. By (3.23) and (3.24) and the Cauchy-Schwarz inequality we have for p ≥ k ≥ 2α − 12 and
m = 0, 1
‖u−Πpu‖2m,I =
N∑
i=1
‖u− Π˜pe u‖2m,ei = ‖u− Π˜pe u‖2m,e1 +
N∑
i=2
‖u− Π˜pe u‖2m,ei
≤ C h
2α+1−2m
p4α+1−3m
+ C
(h
p
)2(k+1−m)(
x2α−2k−11 − x2α−2k−1N
)
≤ C h
2α+1−2m
p4α+1−3m
, (3.25)
which implies (3.22). 
Lemma 3.8. Let the assumptions of Lemma 3.7 hold. Then, for p ≥ m+ 1,m = 1, 2 we have
|a(u−Πpu, v)| ≤ C h
α+1/2+m
p2α+1/2+m
|‖v|‖m,I , ∀v ∈ V . (3.26)
Proof. The arguments in the proof of Lemma 3.4 can be carried out here except applying (3.22) instead of (3.11). 
By the arguments for Lemma 3.5 we can analogously prove the following estimate.
Lemma 3.9. Let the assumptions of Lemma 3.7 hold. Then, we have for p ≥ 3
|a(u−Πpu,Πpφ)| ≤ C h
α+5/2
p2α+5/2
‖φ‖2,I , ∀φ ∈ H2(I) ∩ H10 (I). (3.27)
Consequently, we have the following ultra-approximation estimates for the singular solutions.
Theorem 3.10. Let the assumptions of Lemma 3.7 hold. If p ≥ 3−m for m = 0, 1, then, there holds
‖uhp −Πpu‖m,I ≤ C h
α+5/2−m
p2α+5/2−m
, m = 0, 1. (3.28)
Proof. The assertion can be argued analogously as in the proof of Theorem 3.6 except applying (3.26) and (3.27) instead of
(3.13) and (3.15), respectively. 
4. Finite element correction and the a posteriori error estimation
Under certain regularity assumptions on the exact solution, [27,28] considered spectral collocation methods and the p
version of the FEM for one dimensional problems, and obtained some natural superconvergent points. In this section, we
shall investigate the global superconvergence properties of the h-p finite element approximation by a correction scheme
similar to [23], where global superconvergence results are obtained for the h version. Based on the postprocessing results
we shall introduce the a posteriori error estimators for the h-p finite element approximation.
Let u ∈ Hk+1(I)with k ≥ 1 be the exact solution of Eq. (2.1), then
u′′ = bu− f . (4.29)
Note that
βl = h
1
2
e (u′, L˜l−1)e
= −he(u′′, ωl)e = he(f − bu, ωl)e
= he(f − buhp, ωl)e + he(b(uhp − u), ωl)e, l ≥ 2. (4.30)
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Define
β∗l = he(f − buhp, ωl)e. (4.31)
Then, we have
|βl − β∗l | = |he(b(uhp − u), ωl)e| ≤ Che‖uhp − u‖0,e‖ωl‖0,e. (4.32)
Let
u∗hp(x) = uhp(x)+
p∗∑
l=p+1
β∗l ωl(x), ∀x ∈ e,∀e ∈ T h (4.33)
where p∗ ≥ p + 1, then u∗hp is a corrected value of uhp which can be easily calculated. Moreover, it is a highly accurate
approximation to u. It is worth noting that our postprocessing correction scheme (4.33) is substantially different from the
one as defined in [23], where the correction quantities contain only one or two additional terms, and u ∈ Hk+3(I) is required.
However, as will be shown below, more correction terms are needed to obtain the superconvergence results for the p and
h-p versions, and we only require u ∈ Hk+1(I). In particular, we shall also consider the xα-type singular solutions, where
α > 3/2 is assumed to ensure u ∈ H2(I).
The superconvergence correction results for the h-p version of the FEM are state as follows.
Theorem 4.1. Let the assumptions of Theorem 3.6 hold. Suppose that u and uhp are the exact solution and the finite element
solution to Eq. (2.1), respectively. let u∗hp be the correction value determined by (4.33). Let u ∈ Hk+1(I), and let p∗ = [p1+σ ] be
the smallest integer no less than p1+σ with 0 < σ < 2, then we have
‖u− u∗hp‖0,I ≤ C
hµ+1
pk+1
( hµ∗−µ
pσ(k+1)
+ h
2
p
)
‖u‖k+1,I (4.34)
and
‖u− u∗hp‖1,I ≤ C
hµ
pk
(hµ∗−µ
pσk
+ h
2
p1−
σ
2
)
‖u‖k+1,I , (4.35)
where µ = min{p, k} and µ∗ = min{p∗, k}.
Proof. Note that for ∀ x ∈ e
u(x)− u∗hp(x) = (u− Π˜p∗u)(x)+ (Π˜pu− uhp)(x)+
(
Π˜p∗u− Π˜pu−
p∗∑
l=p+1
β∗l ωl
)
(x)
and employing Lemma 3.3 gives
‖u− Π˜p∗u‖m,e ≤ C h
µ∗+1−m
e
p∗k+1−m ‖u‖k+1,e, m = 0, 1, (4.36)
where µ∗ = min{p∗, k}.
From (4.32) and Lemma 3.1, it follows that∥∥∥∥∥Π˜p∗u− Π˜pu− p∗∑
l=p+1
β∗l ωl
∥∥∥∥∥
0,e
=
∥∥∥∥∥ p∗∑
l=p+1
(βl − β∗l )ωl
∥∥∥∥∥
0,e
≤ Che
(
p∗∑
l=p+1
‖ωl‖20,e
)
‖uhp − u‖0,e
≤ C h
2
e
p
‖uhp − u‖0,e. (4.37)
Here we have used the fact that for l ≥ 3
p∗∑
l=p+1
‖ωl‖20,e ≤
p∗∑
l=p+1
he
l2
≤ he
p∗∑
l=p+1
1
l(l− 1) ≤
he
p
. (4.38)
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Thanks to the well-known estimate ‖u − uhp‖0,I ≤ C hµ+1pk+1 ‖u‖k+1,I , combine (4.36), (4.37) and (3.18) with m = 0, then
applying the Cauchy-Schwarz inequality to conclude that
‖u− u∗hp‖0,I ≤ C
hµ
∗+1
p∗k+1 ‖u‖k+1,I + C
hµ+3
pk+3
‖u‖k+1,I + C h
2
p
hµ+1
pk+1
‖u‖k+1,I
≤ C
( hµ∗+1
p(k+1)(1+σ)
+ h
µ+3
pk+3
+ h
µ+3
pk+2
)
‖u‖k+1,I
≤ C h
µ+1
pk+1
( hµ∗−µ
pσ(k+1)
+ h
2
p
)
‖u‖k+1,I (4.39)
as claimed.
Analogously, by using Lemma 3.1, (4.32) and the Cauchy-Schwarz inequality we deduce that∥∥∥∥∥Π˜p∗u− Π˜pu− p∗∑
l=p+1
β∗l ωl
∥∥∥∥∥
1,e
=
∥∥∥∥∥ p∗∑
l=p+1
(βl − β∗l )ωl
∥∥∥∥∥
1,e
≤ Che
(
p∗∑
l=p+1
‖ωl‖0,e‖ωl‖1,e
)
‖uhp − u‖0,e
≤ Che
(
he
p
) 1
2
(
p∗∑
l=p+1
‖ωl‖21,e
) 1
2
‖uhp − u‖0,e
≤ Che
(
he
p
) 1
2
(
p ∗ −p
h
) 1
2 ‖uhp − u‖0,e
≤ Chep σ2 ‖uhp − u‖0,e, (4.40)
which, together with (4.36) and (3.18) and employing the Cauchy-Schwarz inequality to yield
‖u− u∗hp‖1,I ≤ C
hµ
∗
p∗k ‖u‖k+1,I + C
hµ+2
pk+2
‖u‖k+1,I + Chp σ2 h
µ+1
pk+1
‖u‖k+1,I
≤ C
( hµ∗
pk(1+σ)
+ h
µ+2
pk+2
+ h
µ+2
pk+1−
σ
2
)
‖u‖k+1,I
≤ C h
µ
pk
(hµ∗−µ
pσk
+ h
2
p1−
σ
2
)
‖u‖k+1,I (4.41)
for 0 < σ < 2. This completes the proof. 
Corollary 4.2. For the p version with the mesh fixed. Let the finite element solution uhp and its correction value u∗hp be reduced to
up and u∗p , respectively. Let u ∈ Hk+1(I) with k ≥ 1. Then, there always hold the superconvergence estimates for p ≥ 2
‖u− u∗p‖m,I ≤ Cp−(k+1−m)−αm‖u‖k+1,I , m = 0, 1, (4.42)
where α0 = min{σ(k+ 1), 1} and α1 = min{σk, 1− σ2 }.
Obviously, the best choice of σ ∈ (0, 2) is σ = 1k+1 for m = 0, and σ = 22k+1 for m = 1 such that the equality σk = 1− σ2
holds, and then α0 = 1, α1 = 2k2k+1 . Hence, the following estimates are valid
‖u− u∗p‖0,I ≤ Cp−(k+2)‖u‖k+1,I (4.43)
and
‖u− u∗p‖1,I ≤ Cp−(k+
2k
2k+1 )‖u‖k+1,I . (4.44)
Corollary 4.3. For the h version with fixed polynomial degree p. Let the finite element solution uhp and its correction value u∗hp be
reduced to uh and u∗h , respectively. Let u ∈ Hk+1(I) with k ≥ 1, then we have for p < k
‖u− u∗h‖0,I ≤ Chmin{µ
∗,µ+2}+1‖u‖k+1,I (4.45)
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and
‖u− u∗h‖1,I ≤ Chmin{µ
∗,µ+2}‖u‖k+1,I , (4.46)
where µ = min{p, k} and µ∗ = min{p∗, k}.
Moreover, assume u ∈ Hk+3(I), let the polynomial degree p = k and p∗ = p + 2. Then, there hold the ultraconvergence
results [23]
‖u− u∗h‖m,I ≤ Chk+3−m‖u‖k+3,I , m = 0, 1. (4.47)
Analogous superconvergence correction results can be obtained for the singular solutions.
Theorem 4.4. Let the assumptions of Theorem 3.10 hold. Let u = xα − x with α > 32 be the solution of (2.1), and u∗hp be the
correction value determined by (4.33). Let p∗ = [p1+σ ] be the smallest integer no less than p1+σ with 0 < σ < 2, then we have
for p ≥ 2α − 12
‖u− u∗hp‖0,I ≤ C
hα+1/2
p2α
( 1
p2σα+σ/2+1/2
+ h
2
p
)
(4.48)
and
‖u− u∗hp‖1,I ≤ C
hα−1/2
p2α−1
( 1
pσ(2α−1)
+ h
2
p1−σ/2
)
. (4.49)
Proof. Note that for ∀ x ∈ ei, 1 ≤ i ≤ N there is a splitting
u(x)− u∗hp(x) = (u− Π˜p∗u)(x)+ (Π˜pu− uhp)(x)+
(
Π˜p∗u− Π˜pu−
p∗∑
l=p+1
β∗l ωl
)
(x). (4.50)
By (3.22) withm = 0 we have for p∗ = [p1+σ ]
‖u−Πp∗u‖0,I ≤ C h
α+1/2
p∗2α+1/2 ≤ C
hα+1/2
p(1+σ)(2α+1/2)
. (4.51)
Analogous to (4.37) by using the Cauchy-Schwarz inequality and the estimate ‖u− uhp‖0,I ≤ C hα+1/2p2α we obtain∥∥∥∥∥Πp∗u−Πpu− p∗∑
l=p+1
β∗l ωl
∥∥∥∥∥
0,I
≤ C h
α+5/2
p2α+1
. (4.52)
Combining (4.50)–(4.52) and (3.28) withm = 0 gives
‖u− u∗hp‖0,I ≤ C
( hα+1/2
p(1+σ)(2α+1/2)
+ h
α+5/2
p2α+5/2
+ h
α+5/2
p2α+1
)
≤ C
( hα+1/2
p(1+σ)(2α+1/2)
+ h
α+5/2
p2α+1
)
, (4.53)
which implies (4.48).
As before, by using (3.22) withm = 1 we deduce that
‖u−Πp∗u‖1,I ≤ C h
α−1/2
p∗2α−1 ≤ C
hα−1/2
p(1+σ)(2α−1)
. (4.54)
From (4.40) and the Cauchy-Schwarz inequality we obtain∥∥∥∥∥Πp∗u−Πpu− p∗∑
l=p+1
β∗l ωl
∥∥∥∥∥
1,I
≤ C h
α+3/2
p2α−σ/2
. (4.55)
A combination of (4.54), (4.55) and (3.28) withm = 1 yields
‖u− u∗hp‖1,I ≤ C
( hα−1/2
p(1+σ)(2α−1)
+ h
α+3/2
p2α+3/2
+ h
α+3/2
p2α−σ/2
)
≤ C
( hα−1/2
p(1+σ)(2α−1)
+ h
α+3/2
p2α−σ/2
)
. (4.56)
Hence (4.49) is proved. 
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Corollary 4.5. For the p version with the mesh fixed. The estimates (4.48) and (4.49) are reduced to
‖u− u∗p‖0,I ≤ Cp−(2α+1/2)−min{2σα+σ/2,1/2} (4.57)
and
‖u− u∗p‖1,I ≤ Cp−(2α−1)−min{2σα−σ ,1−σ/2}. (4.58)
Remark 4.1. Note that we are focused on the p version for the singular solutions, and p ≥ 2α − 1/2 is assumed. Therefore,
there no superconvergence appears in the terms of h for the singular solutions. Actually, if p < α−1/2we can obtain similar
superconvergence results as in Corollary 4.3 for the h version.
We now introduce the error estimators ηm with m = 0, 1 for the two-point boundary value problem (2.1) by using the
superconvergence correction results. The global estimators are naturally defined by
ηm = ‖u∗hp − uhp‖m,I =
∥∥∥∥∥ p∗∑
l=p+1
β∗l ωl
∥∥∥∥∥
m,I
, m = 0, 1. (4.59)
Then ηm can be easily computed by using (4.31). Let E = u − uhp, the following results shows that the estimators ηm are
asymptotically exact.
Theorem 4.6. Assume that the hypotheses of Theorem 4.1 are satisfied and that
‖E‖m,I ≥ C h
µ+1−m
pk+1−m
, m = 0, 1. (4.60)
Then the error estimators ηm are asymptotically exact, that is
lim
h→0
p<k
ηm
‖E‖m,I = limp→∞
ηm
‖E‖m,I = 1, m = 0, 1. (4.61)
Proof. Employing the splitting
E = (u∗hp − uhp)+ (u− u∗hp)
and the triangle inequality we get
‖E‖m,I ≤ ηm + ‖u− u∗hp‖m,I
and
ηm ≤ ‖E‖m,I + ‖u− u∗hp‖m,I ,
then the result follows from Theorem 4.1 and (4.60). 
Remark 4.2. For the h versionwith fixed polynomial degree p, if p ≥ k, thanks to Theorem4.1we can also obtain reliable and
efficient a posteriori error estimators, namely, there exist two positive constants C1 and C2 such that C1ηm ≤ ‖E‖m,I ≤ C2ηm
form = 0, 1.
Analogously, we can obtain the asymptotically exact estimators for the singular solutions.
Theorem 4.7. For the singular solutions, let the hypotheses of Theorem 4.4 are satisfied and that
‖E‖m,I ≥ Cp−(2α−m), m = 0, 1. (4.62)
Then the error estimators ηm are asymptotically exact, that is
lim
p→∞
ηm
‖E‖m,I = 1, m = 0, 1. (4.63)
Proof. The arguments can be carried out as in the proof of Theorem4.6 except applying Corollary 4.5 instead of Theorem4.1.

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Table 1
α = 4.7, h-FEM, uniform mesh, L2 norm, p = 2, p∗ = 3.
N ‖u− uhp‖0 α0 ‖u− u∗hp‖0 α∗0 θ0
2 0.0148 3.8350 0.0016 5.8599 1.0435
4 0.0020 3.1937 1.0212e−004 4.7224 1.0114
8 2.5011e−004 3.0626 6.4148e−006 4.4153 1.0029
16 3.1385e−005 3.0196 4.0142e−007 4.2890 1.0007
32 3.9270e−006 3.0044 2.5096e−008 4.2240 1.0002
64 4.9099e−007 2.9988 1.5686e−009 4.1850 1.0000
128 6.1377e−008 2.9968 9.8035e−011 4.1589 1.0000
Table 2
α = 4.7, h-FEM, uniform mesh, H1 norm, p = 2, p∗ = 3.
N ‖u− uhp‖1 α1 ‖u− u∗hp‖1 α∗1 θ1
2 0.1957 1.4848 0.0212 3.5078 1.0245
4 0.0513 1.5263 0.0026 3.0588 1.0065
8 0.0130 1.6037 3.1811e−004 2.9738 1.0017
16 0.0033 1.6639 3.9656e−005 2.9515 1.0004
32 8.1446e−004 1.7168 4.9536e−006 2.9483 1.0001
64 2.0365e−004 1.7545 6.1910e−007 2.9510 1.0000
128 5.0915e−005 1.7840 7.7384e−008 2.9550 1.0000
Table 3
α = 4.7, p-FEM, L2 norm, p∗ = [p1+σ ], σ = 1/4.7.
p ‖u− uhp‖0 α0 ‖u− u∗hp‖0 α∗0 θ0
2 0.0148 3.8350 0.0016 5.8599 1.0435
3 0.0010 4.2920 5.6278e−005 6.0799 1.0246
4 3.7196e−005 5.2414 6.1951e−007 7.3458 1.0132
5 8.6156e−007 6.3555 8.2487e−009 8.4712 1.0072
6 9.4039e−008 6.7474 1.4093e−009 8.4992 1.0039
7 1.7174e−008 6.9708 2.7199e−010 8.5870 0.9987
8 4.1997e−009 7.1226 5.6145e−011 8.7159 0.9994
5. Numerical experiments
In this section, we present some numerical experiments to illustrate the preceding discussions. Considering the following
two-point boundary value problem
−u′′ + bu = f in I = (0, 1), u(0) = u(1) = 0.
with b(x) = ex + 3. The right-hand side f was chosen such that either u = xα − x is a singular solution or u = x(1− x) sin x
is a smooth solution.
The quality of the error estimator is expressed as usual in terms of the effectivity index
θm = ηm‖E‖m,I =
∥∥∥∥∥ p∗∑l=p+1β∗l ωl
∥∥∥∥∥
m,I
‖u− uhp‖m,I , m = 0, 1.
Let N be the number of the elements. Let αm, α∗m with m = 0, 1 be the rates of convergence of the standard Galerkin
method and the postprocessing method, respectively. The numerical results are summarized in the following tables.
Tables 1 and 2 show the results of the h version for the solution u = xα − xwith α = 4.7 and p = 2 on uniform meshes.
For the postprocessing step the value of p∗ was taken to be 3. For the p version, the results for α = 4.7 and p∗ = [p1+σ ]
are listed in Tables 3 and 4, where σ = 1/4.7 ≈ 0.2128 and two uniform elements are adopted. It is shown that the
approximation accuracy was greatly improved for both the h and p versions, and the postprocess gives a gain in the rates of
convergence of more than one unit over the standard method, which coincides very well with the theoretical predictions.
Besides, the error estimators ηm are asymptotically sharp.
Tables 5 and 6 show the results of the h version for α = 0.7, p = 2 and p∗ = p + 2 = 4 on both the uniform meshes
and the radical meshes, respectively. Note that the radical mesh is a special case of the graded mesh which generated by
a grading function. For instance, the graded mesh T h = {0 = x0 < x1 < · · · < xN = 1} given by the grading function
g(x) = xβ for β > 0, and the nodal points of the mesh are defined as xi = g( iN ), i = 0, 1, 2 · · · ,N . It is reported [37]
that the optimal choice of β is p+1/2
α−1/2 . Hence, we let the radical mesh here generated by the grading function x
β with the
optimal value β = 12.5. It can be seen that for this highly unsmooth solution both the standard Galerkin method and the
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Table 4
α = 4.7, p-FEM, H1 norm, p∗ = [p1+σ ], σ = 1/4.7.
p ‖u− uhp‖1 α1 ‖u− u∗hp‖1 α∗1 θ1
2 0.1957 1.4848 0.0212 3.5078 1.0245
3 0.0200 2.4307 0.0010 4.2920 1.0126
4 9.2943e−004 3.5875 9.4755e−006 5.9442 1.0074
5 2.6744e−005 4.7920 2.5797e−007 6.9044 1.0045
6 3.5142e−006 5.2374 7.3605e−008 6.8496 1.0030
7 7.5418e−007 5.4963 1.4366e−008 7.0405 1.0022
8 2.1271e−007 5.6732 4.9371e−009 7.0628 1.0016
Table 5
α = 0.7, h-FEM, uniform mesh, p = 2, p∗ = 4.
N ‖u− uhp‖0 ‖u− u∗hp‖0 θ0 ‖u− uhp‖1 ‖u− uhp‖∗1 θ1
2 0.0123 0.0049 1.1211 0.1777 0.0779 1.1064
4 0.0054 0.0023 1.0953 0.1544 0.0667 1.0925
8 0.0024 0.0012 1.0619 0.1343 0.0578 1.0893
16 0.0011 6.5213e−004 0.9961 0.1169 0.0502 1.0886
32 5.4472e−004 3.7799e−004 0.8881 0.1017 0.0437 1.0885
64 2.8251e−004 2.2546e−004 0.7453 0.0885 0.0380 1.0885
128 1.5532e−004 1.3656e−004 0.5901 0.0771 0.0331 1.0885
256 8.9377e−005 8.3382e−005 0.4463 0.0671 0.0288 1.0885
Table 6
α = 0.7, h-FEM, radical mesh, p = 2, p∗ = 4.
N ‖u− uhp‖0 ‖u− u∗hp‖0 θ0 ‖u− uhp‖1 ‖u− uhp‖∗1 θ1
2 0.0285 0.0106 1.1755 0.2273 0.1333 1.0676
4 0.0170 0.0039 1.0984 0.1636 0.0745 1.0155
8 0.0034 4.1364e−004 1.1074 0.0618 0.0164 0.9974
16 5.0473e−004 3.8508e−005 1.0487 0.0185 0.0030 0.9965
32 6.6336e−005 2.6412e−006 1.0145 0.0051 5.2711e−004 0.9978
64 8.4032e−006 1.6753e−007 1.0038 0.0013 9.3195e−005 0.9988
128 1.0540e−006 1.0496e−008 1.0010 3.3615e−004 1.6475e−005 0.9994
256 1.3186e−007 6.5635e−010 1.0002 8.4897e−005 2.9124e−006 0.9997
Table 7
α = 0.7, p-FEM, p∗ = [p1+σ ], σ = 0.5.
p ‖u− uhp‖0 ‖u− u∗hp‖0 θ0 ‖u− uhp‖1 ‖u− uhp‖∗1 θ1
2 0.0287 0.0142 1.0536 0.1889 0.1208 1.0507
3 0.0134 0.0060 1.1479 0.1573 0.0657 1.2124
4 0.0080 0.0036 1.1284 0.1307 0.0547 1.2681
5 0.0054 0.0024 1.0879 0.1263 0.0475 1.2957
6 0.0040 0.0019 1.0641 0.1169 0.0450 1.3140
7 0.0031 0.0016 1.0431 0.1132 0.0431 1.3123
8 0.0025 0.0013 1.0240 0.1095 0.0417 1.3090
postprocessing method on radical meshes behave much better than on uniform meshes. The results for the p version with
only one element are listed in Table 7, where p∗ is taken to be [p1.5]. We observe that for a suitable choice of σ = 0.5 the
accuracy is also properly improved, and the estimators gives very good estimation.
Tables 8 and 9 show the results for the smooth solution u = x(1 − x) sin x. For the h version with polynomial degree
p = 2, uniform meshes and p∗ = 3 are adopted. For the p version we simply let p∗ = p+ 1 and only one element is taken.
It is shown that the effectivity indices always approach 1 as the degrees of freedom increase, and the excellent properties
of the proposed estimators are confirmed again.
So far we have discussed the performance of our proposed postprocessing method for both the h and p versions of the
FEM. It is clearly seen that for a smooth solution and singular solutions with large α (the singularity is weak or the function
is ‘‘smoother’’), our approach performs pretty well. At the same time, we can also see that for a small α (the singularity is
strong) which may excluded by our theoretical analysis, it seems much better to use radical meshes rather than uniform
meshes. However, we do not know howmany additional correction terms should be taken, ie., how to choose the parameter
σ for this highly unsmooth solution. These all need further investigation.
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Table 8
Smooth solution, h-FEM, uniform mesh, p = 2, p∗ = 3.
N ‖u− uhp‖0 ‖u− u∗hp‖0 θ0 ‖u− uhp‖1 ‖u− uhp‖∗1 θ1
2 0.0036 2.1345e−004 1.0282 0.0474 0.0030 1.0249
4 4.5451e−004 1.3306e−005 1.0073 0.0118 3.6133e−004 1.0062
8 5.6852e−005 8.3070e−007 1.0019 0.0029 4.4528e−005 1.0015
16 7.1080e−006 5.1902e−008 1.0005 7.3713e−004 5.5454e−006 1.0004
32 8.8854e−007 3.2436e−009 1.0001 1.8427e−004 6.9253e−007 1.0001
64 1.1107e−007 2.0272e−010 1.0000 4.6068e−005 8.6545e−008 1.0000
128 1.3884e−008 1.2667e−011 1.0000 1.1517e−005 1.0818e−008 1.0000
Table 9
Smooth solution, p-FEM, p∗ = p+ 1.
p ‖u− uhp‖0 ‖u− u∗hp‖0 θ0 ‖u− uhp‖1 ‖u− uhp‖∗1 θ1
2 0.0299 0.0037 1.1057 0.1959 0.0286 1.1071
3 0.0019 3.6850e−004 1.0676 0.0183 0.0036 1.0318
4 2.7320e−004 1.9233e−005 1.0460 0.0035 1.9319e−004 1.0289
5 9.2372e−006 9.0290e−007 1.0253 1.4316e−004 1.5662e−005 1.0141
6 8.3422e−007 2.7051e−008 1.0198 1.5267e−005 4.7705e−007 1.0138
7 1.8888e−008 1.2721e−009 1.0125 3.9936e−007 2.9801e−008 1.0079
8 1.2255e−009 2.5772e−011 1.0109 2.9370e−008 6.2764e−010 1.0080
6. Conclusion
In this paper, we consider the h-p version of the FEM for two-point boundary value problems. A superconvergence
postprocessing technique is proposed to enhance the h-p finite element approximation. Consequently, the recovery-based
a posteriori error estimators are obtained.
Actually, these results obtained and techniques used can be extended to one dimensional parabolic equations and
the spectral method. However, the generalization of the results to the higher-dimensional tensor product case is not
straightforward. It is hoped thatwe can apply the proposedmethod to recover the internal boundary flux in two-dimensional
FEM, which can be used to develop the residual-based a posteriori estimation. The work presented in previous sections is
just the beginning, and a comprehensive study on the superconvergence analysis for high order methods, such as the p and
h-p versions of the FEM in two and three dimensional problems is needed, but this will certainly be much more difficult.
Acknowledgment
The authors are grateful to Professor Q.D. Zhu for interesting and valuable discussions. The authors would like to thank
the referees for their valuable suggestions which greatly improved the paper.
The work of the first author was supported partially by the Creative Fund of Shanghai Normal University. The work of
the second author was supported partially by NSERC of Canada under Grant OGP0046726.
References
[1] J. Douglas, J. Wang, Superconvergence of mixed finite element methods on rectangular domains, Calcolo 26 (1989) 121–133.
[2] R.E. Ewing, R.D. Lazarov, J. Wang, Superconvergence of the velocity along the Gauss lines in mixed finite element methods, SIAM J. Numer. Anal. 28
(1991) 1015–1029.
[3] Q. Lin, J.C. Xu, Linear finite elements with high accuracy, J. Comp. Math. 3 (1985) 115–133.
[4] A.H. Schatz, I.H. Sloan, L.B.Wahlbin, Superconvergence in finite elementmethods andmeshes that are locally symmetric with respect to a point, SIAM
J. Numer. Anal. 33 (1996) 505–521.
[5] I. Babuška, T. Strouboulis, The Finite Element Method and its Reliability, Oxford University Press, 2001.
[6] C.M. Chen, Y.Q. Huang, High Accuracy Theory of Finite Element Methods, Hunan Science Press, China, 1995 (in Chinese).
[7] M. křížek, P. Neittaanmäki, R. Stenberg (Eds.), Finite Element Methods: Superconvergence, Post-processing, and A Posteriori Estimates, in: Lecture
Notes in Pure and Applied Mathematics Series, vol. 196, Marcel Dekker, New York, 1997.
[8] Q. Lin, Q.D. Zhu, The Preprocessing and Postprocessing for the Finite Element Method, Shanghai Sci. and Tech. Publishers, 1994 (in Chinese).
[9] L.B. Wahlbin, Superconvergence in Galerkin Finite Element Methods, in: Lecture Notes in Mathematics, vol. 1605, Springer, Berlin, 1995.
[10] Q.D. Zhu, Q. Lin, Superconvergence Theory of the Finite Element Method, Hunan Science Press, China, 1989 (in Chinese).
[11] M.F. Wheeler, J.R. Whiteman, Superconvergent recovery of gradients on subdomains from piecewise linear finite element approximations, Numer.
Methods Partial Differential Equations 3 (1987) 65–82.
[12] Z.M. Zhang, A. Naga, A new finite element gradient recovery method: Superconvergence property, SIAM J. Sci. Comput. 26 (2005) 1192–1213.
[13] Q.D. Zhu, The High Accuracy Postprocessing Theory of the Finite Element Method, Science Press, Beijing, 2008 (in Chinese).
[14] O.C. Zienkiewicz, J.Z. Zhu, The superconvergent path recovery and a posteriori error estimates, Part 1: the recovery technique, Int. J. Numer. Methods
Engrg. 33 (1992) 1331–1364.
[15] C. Bernardi, Y. Maday, Spectral methods, in: P.G. Ciarlet, J.L. Lions (Eds.), Handbook of Numerical Analysis, Vol. 5, Techniques of Scientific Computing,
Elsevier, Amsterdam, 1997, pp. 209–486.
[16] C. Canuto, M.Y. Hussaini, A. Quarteroni, T.A. Zang, Spectral Methods: Fundamentals in Single Domains, Springer, Berlin, 2006.
[17] B.Q. Guo, The p and h-p Finite Element Analysis, Theory, Algorithm and Computation, Lecture notes, Department of Mathematics, University of
Manitoba, Winnipeg, MB, Canada, 2004.
164 L. Yi, B. Guo / Journal of Computational and Applied Mathematics 233 (2009) 150–164
[18] C. Schwab, p- and hp- finite element methods: Theory and applications in solid and fluid mechanics, Oxford University Press, New York, 1998.
[19] B. Szabó, I. Babus˘ka, Finite Element Analysis, John Wiley & Sons, Inc, New York, 1991.
[20] J. Douglas, T. Dupont, Galerkin approximation for the two point boundary value problems using continuous, piecewise polynomial space, Numer.
Math. 22 (1974) 99–109.
[21] T. Dupont, A unified theory of superconvergence for Galerkin methods for two point boundary problems, SIAM J. Numer. Anal. 13 (1976) 362–368.
[22] Z.M. Zhang, Ultraconvergence of the patch recovery technique, Math. Comp. 65 (1996) 1431–1437.
[23] Q.D. Zhu, Q.H. Zhao, SPR technique and finite element correction, Numer. Math. 96 (2003) 185–196.
[24] C.M. Chen, Z.Q. Xie, J.H. Liu, New error expansion for one dimensional finite element and ultraconvergence, Numer. Math. J. Chinese Univ. 14 (2005)
296–304.
[25] S. Yuan, M. Wang, An element energy projection method for post-computation of superconvergent solution in one-dimensional FEM, Eng. Mech. 21
(2004) 1–9. (in Chinese).
[26] Q.H. Zhao, S.Z. Zhou, Q.D. Zhu, Mathematical analysis of EEP method for one-dimensional finite element postprocessing, Appl. Math. Meth. 28 (2007)
441–445.
[27] Z.M. Zhang, Superconvergence of spectral collocation and p-version methods in one dimensional problems, Math. Comp. 74 (2005) 1621–1636.
[28] Z.M. Zhang, Superconvergence of a Chebyshev spectral collocation method, J. Sci. Comput. 34 (2008) 237–246.
[29] G. Szegö, Orthogonal Polynomials, 4th editon, Amer. Math. Soc., Providence, RI, 1975.
[30] I. Babuška, B.Q. Guo, Direct and inverse approximation theorems of the p version of finite elementmethod in the framework of weighted Besov spaces,
Part 1: Approximability of functions in weighted Besov spaces, SIAM J. Numer. Anal. 39 (2002) 1512–1538.
[31] I. Babuška, B.Q. Guo, Direct and inverse approximation theorems of the p-version of the finite element method in the framework of weighted Besov
spaces, Part 2: Optimal convergence of the p-version of the finite element method, Math. Mod. Meth. Appl. 12 (2002) 689–719.
[32] B.Q. Guo, Approximation theory for the p-version of the finite element method in three dimensions, Part 1: Approximabilities of singular functions in
the framework of the Jacobi-weighted Besov and Sobolev spaces, SIAM J. Numer. Anal. 44 (2006) 246–269.
[33] B.Q. Guo, W.W. Sun, The optimal convergence of the h-p version of the finite element method with quasi-uniform meshes, SIAM J. Numer. Anal. 45
(2007) 698–730.
[34] B.Y. Guo, L.L. Wang, Jacobi approximations in non-uniformly Jacobi-weighted Sobolev spaces, J. Approx. Theory 128 (2004) 1–41.
[35] I. Babuška, M. Suri, The p and h-p versions of the finite element method, basic principles and properties, SIAM Rev. 36 (1994) 578–632.
[36] W. Gui, I. Babuška, The h, p and h-p versions of the finite element method in 1 Dimension, Part I: the error analysis of the p version, Numer. Math. 49
(1986) 577–612.
[37] W. Gui, I. Babuška, The h, p and h-p versions of the finite element method in 1 Dimension, Part II: the error analysis of the h- and h-p versions, Numer.
Math. 49 (1986) 613–657.
