Abstract. Proof is given that the weight functions w(x, p) = \/[it(p + x)yjx(\ -x) ] on (0,1) admit Chebyshev quadratures for any fixed p > 1, and every N. For the particular cases when p = 1 and p = 2, the nodes are tabulated to ten decimal places for N-point rules with N = 2,4,6,8, and 12. Numerical tables are also given for a coefficient in the expression of the error term.
1. Introduction. With a specified nonnegative weight function w, the problem of constructing the sequence of Chebyshev quadrature formulas (1) Jb^ix)fix)dx^HNZfixkN) (N=l,2,...),
consists in determining the common coefficient HN and the unique N nodes xkN so that (1) is exact if/is any polynomial not exceeding degree N. All the nodes must be distinct and located in the interval [a, b] for each value of N; otherwise, the desired formula does not exist. Uniformity in the coefficients maximizes numerical stability and minimizes computational work. The question of the possibility of the construction leads to the main task of investigating the zeros of the polynomial that provides the nodes. Such an investigation, however, may be very difficult, particularly if the given weight function contains parameters. Some broad results regarding the existence of Chebyshev rules over infinite intervals of integration are found in Kahaner and Ullman [1] , Wilf [2] , and Ullman [3] . Several results (of a negative and positive nature) are also known for some specific weight functions on a finite interval. Bernstein [4] , for example, proved that quadrature formulas (1) are impossible if wix) = 1 on [-1,1] and N = 8 or N > 10. Hermite showed that for every value of N, the weight function wix) = 1/W1 -x2 on (-1,1) allows these integration rules (as well as having the Gaussian degree of precision 2 N -1). More recently, Ullman [5] proved that Chebyshev quadrature formulas (1) are admissible for the weight function . . , , 1 + 2ax (2) w(x,a) =-tt(1 + 4a2 + 4ax)vi -x2 on (-1,1) for N > 1, when \a\ < 1/4. (This represents an infinite one-parameter family, and it yields the familiar Hermite weight function when a = 0.)
There appears to be no other concrete example in the literature where Chebyshev quadrature is possible for every JVona finite interval of integration. The problem oí characterizing all weight functions, such that formulas (1) exist for all N, remains open. Hopefully, exhibiting further specific examples may help elucidate a solution to the problem.
In this paper, we shall show that functions of the form (3) wix,p) = --' ,-(-Kx<l),
also furnish an infinite one-parameter class of weight functions that admits Chebyshev quadrature for every N and any fixed p > I. Note that none of these functions can be obtained from Ullman's weight function by assigning any given value to his parameter a, in Eq. (2). Instead of (3) on (-1,1), however, we actually take the equivalent weight functions , , M/>+ 0 i
on the interval 0 < x < 1, the constant factor \jpip + I) being introduced for the convenience of making the zero moment equal to unity. It is seen that when p = oo, the family has 1/tt/x(1 -x) as a member, which is equivalent to l/iry 1 -x2 on (-1,1). After establishing the existence of Chebyshev quadrature for the class (4), we shall give some numerical results for the particular cases for our weight function (4), we must find N + 1 parameters, the N abscissas xkN and the coefficient HN, such that the error ENif) = 0 whenever / is an arbitrary polynomial of degree n ^ N. The common coefficient is simply Except for small values of N, this method is unwieldy.
An alternate, analytical approach, due to Chebyshev himself [6] , provides us with a better expression for the desired polynomial. This requires the use of the familiar form (e.g., see Krylov [7, p. 183 
where only the polynomial part of its expansion is to be considered, with the constant G being chosen so that the coefficient of zN is unity. Equation (12) can be manipulated to produce~
where a is given by (11), and (14) r = 2z -I + 2{ziz -1) = (fz + jz -1 )2.
(1 +ar)2 4r Therefore, with (6) and (13), Eq. (12) leads to <15, »(..ri-^o^l"-^^', which must be truncated in order to get the so-called "proper terms" of the series.
Noting that the polynomial part of l/rN~J is the shifted Chebyshev polynomial T£_jiz), taking G = 2, and setting z = x, we obtain the final explicit form with MN + , given by (7) . Knowing the coefficient KN permits an estimate of the maximum error made by Chebyshev quadrature, of the form (34) lEAnli^L^J^ix% 6 . Some Computational Results. In order for the quadrature rules (5) to be usable in numerical calculations, the roots xiN, 1 < i< N, of the polynomial (16) must be found, preferably by an on-line, readily user-reproducible technique which incorporates a provision for verifying the accuracy of its results. Such a procedure, based on a single-parameter Newton's method analysis, is used to obtain numerical results for the particular cases when p = 1 (for « = 3 -2v/2 ), and when p = 2 (for a = 5 -2v/6). N-point Chebyshev quadrature rules for these two weight functions are tabulated to ten decimal places for N = 2,4,6,8, and 12. Since the error coefficients KN in the remainder term (34) may be useful when a bound on the (N + l)th derivative can be estimated, we give tabulations of them.
The polynomial <pNix, a) and its first derivative <b'Nix, a) may be written as
where the coefficients VjNia) and PjNia) are recursively defined by The iterative scheme
was found to be stable and rapidly convergent, because for most N of computational interest, the quantity |<i>^(j£;, a)\ tends to maximize near the roots of <f>N(x, a); this can be seen in the sample plot of <i>4(x, a) given in Figure 1 for three values of a. Since, as shown from (27) Results generated by following this procedure on a CDC 3150 computer with N = 2,4,6,8, and 12, and for a = 0, 5 -2\/6 , and 3 -2y/2 , are tabulated in Table   1 . The extent to which the differences N DJN(a) = ßjN(a) -£*/" (j= 1,2,..., N), i=\ deviate from zero provides a measure of the computed accuracy of the N nodes xjN. From all the calculations of the entries in Table 1 , we found DjNia) < 10"28, indicating that our computations were reliable to at least twenty-eight significant figures. For the values of N and a used in Table 1 , the error coefficients KNi<x), defined by (34), are tabulated in Table 2 . Table 1 Abscissas xiN, i = 1,2,.... N, for our quadrature, generated for 5 particular values of N and 3 values of the parameter a or p. Note that a -0 i or p = oo) corresponds to the familiar H ermite weight function. Table 2 Error coefficients K N(a) for the values of N and a used in Tablel. 
