We use (cross) wavelet analysis to decompose the time-frequency effects of oil price changes on the macroeconomy. We argue that the relation between oil prices and industrial production is not clear-cut. There are periods and frequencies where the causality runs from one variable to the other and vice-versa, justifying some instability in the empirical evidence about the macroeconomic effects of oil price shocks. We also show that the volatility of both the inflation rate and the industrial output growth rate started to decrease in the decades of 1950 and 1960. 
Introduction
Hamilton (1983, 1985) , Gisser and Goodwin (1986) , Aguiar-Conraria and Wen (2007) and others provide empirical evidence that until mid-1980s oil prices were a significant determinant of U.S. economic activity. Although Hooker (1996) argued that the correlation between oil prices and economic activity is much less clear after 1985, more recently, other approaches have confirmed the robustness of previous results. For example, Kilian (2007) looks at historical accounts and industry sources to identify exogenous oil production shortfalls and Cavallo and Wu (2006) construct an oil shocks measure based on news exogenous to the U.S. economy. Once these identification methods are considered, the basic results obtained for the 1970s and 1980s are replicated.
In the cited works, the analysis is exclusively done in the time-domain. The frequencydomain is left out. However, some interesting relations may exist at different frequencies: oil prices may act like a supply shock at high and medium frequencies, therefore affecting industrial production, while, in the longer run (lower frequencies) it is the industrial production, through a demand effect, that affects oil prices.
To uncover relations at different frequencies, it is common to utilize Fourier analysis.
However, under the Fourier transform, the time information is completely lost, being difficult to distinguish transient relations or to identify structural changes. We use wavelets to analyze the impact of oil price changes in two macroeconomic variables: Industrial Production and Inflation. Following Aguiar-Conraria et al. (2008) , three tools are utilized: the wavelet power spectrum, wavelet coherency and wavelet phase-difference. We refer the reader to that paper for a detailed exposition of these tools and their properties.
Wavelet analysis
Wavelet theory was born in mid-1980s (Grossmann and Morlet 1984, Goupillaud et al. 1984 ).
After 1990, the literature rapidly expanded to several disciplines, such as physics or epidemi- 
Continuous Wavelet Transform
The continuous wavelet transform, with respect to the wavelet ψ, is a function W x (s, τ ) defined as:
where * denotes conjugation. The parameter s is a scaling factor that controls the length of the wavelet and τ is a location parameter that indicates where the wavelet is centered.
Scaling a wavelet simply means stretching it (if |s| > 1), or compressing it (if |s| < 1)
If the wavelet function ψ (t) is complex, the wavelet transform W x will also be complex.
The transform can then be divided into the real part (R{W x }) and imaginary part (I{W x }), or amplitude, |W x |, and phase, tan
The phase of a given time-series x (t) is parameterized in radians, ranging from −π to π. In order to separate the phase and amplitude information of a time series it is important to make use of complex wavelets. Just like with the Fourier tranform, under some regularity conditions, we can reconstruct x (t) from its continuous wavelet transform.
The Morlet wavelet
The minimum requirements imposed on a function ψ (t) to qualify for being a mother (admissible or analyzing) wavelet are that ψ (t) is a square integrable function and satisfies the admissibility condition:
where Ψ(f ) is the Fourier transform of ψ For most purposes, the admissibility condition is equivalent to requiring
ψ has to wiggle up and down the t-axis, behaving like a wave, justifying the choice of the term wavelet.
There are several wavelet functions available, such as Morlet, Mexican hat, Daubechies, etc. The choice depends on the particular application one has in mind. We choose a complex wavelet as it yields information on the amplitude and phase, both essential to study synchronism between different time-series.
An important property of a wavelet function is its accuracy. Define the center of the
Similarly, define the center μ f and variance σ f of the Fourier transform of ψ. The in-
is the set where ψ attains its "most significant" values whilst the
−plane is the Heisenberg box in the time-frequency plane.
We say that ψ is localized around the point ¡ μ t , μ f ¢ of the time-frequency plane with uncertainty given by σ t σ f . In our context, the Heisenberg's principle establishes that
, is a complex valued wavelet with optimal joint time-frequency concentration, in the sense that it reaches the lower bound,
. Choosing ω 0 = 6, the wavelet scale, s, is inversely related to the frequency,
, simplifying the interpretation of the wavelet analysis. 
The wavelet power spectrum
Typically one has to deal with a discrete time-series {x n , n = 0, ..., N − 1} of N observations with a uniform time step δt and the integral in (1) is then discretized:
Although it is possible to calculate the wavelet transform using the above formula for each value of s and m, one can also identify the computation for all the values of m simultaneously as a convolution of two sequences. The standard procedure is to calculate this convolution as a simple product in the Fourier domain, using the Fast Fourier Transform algorithm to go forth and back from time to spectral domain. As with other types of transforms, the CWT applied to a finite length time-series inevitably suffers from border distortions, which increase with s. The region in which the transform suffers from these edge effects is called the cone of influence. In this area, the results are unreliable and have to be interpreted carefully.
The wavelet power spectrum is just |W 
Wavelet coherency and phase difference
The cross wavelet transform of two time series, x = {x n } and y = {y n }, is simply defined as W 
where S denotes a smoothing operator in both time and scale -see Aguiar-Conraria et al.
(2008) for details. Again, theoretical distributions for wavelet coherency have not been derived yet. Therefore, to assess the statistical significance of the estimated wavelet coherency, we follow we follow Schreiber and Schmitz (1996) .
We focus on the wavelet coherency, instead of the wavelet cross spectrum for two reasons:
(1) the wavelet coherency has the advantage of being normalized by the power spectrum of the two time-series, and (2) Maraun and Kurths (2004) show that the wavelet cross spectrum can show strong peaks even for the realization of independent processes suggesting the possibility of spurious significance tests.
The phase of a given time-series can be viewed as the position in the pseudo-cycle of the series. The phase-difference describes the relative positions of the two time series:
A phase-difference of zero indicates that the time-series move together at the specified 
Data analysis
In Figure 1 , we can see the estimated power spectrum for several time series for the United
States economy: interest rates (3-month Treasury Bills), inflation (based on the Consumer Price Index), Oil Prices (growth rate) and Industrial Production Index (growth rate).
It is clear that the different time series have different characteristics in the time-frequency
domain. During the late 1940s and early 1950s, the inflation rate variance was quite high both at low and high scales. In the 1970s and 1980s, probably as a consequence of very active oil shocks, the variance of the inflation rate became higher, but in this case, the effect is clearer at medium and high scales, suggesting that we were facing medium and long term shocks to inflation. The power, at all scales, of the industrial production was quite high until 1950s. After that, it has been steadily decreasing, with an exception between mid 1970s and mid 1980s, when the variance at the business cycle frequency (3 to 8 years) was quite high.
It has become common in the literature to argue that we have been observing, in the last two decades, a decrease in the volatility of GDP in the United States (e.g. see Blanchard and
Simon 2001). After World War II, the volatility was quite high at business cycle frequencies.
In the 1960s, the volatility decreased at all scales. Therefore, we observe that the "Great probably due to the oil shocks, at the business cycle frequency in the 1970s, however this increase was temporary.
If we look at the power spectrum of the Oil Prices growth rate, we observe that until mid-1970s these were very stable. Between 1975 and 1980, both low and medium scales and π for most of the time,
suggesting an inverse relation between oil prices and industrial production, with oil prices leading. This means that the Industry reacts to increases in the oil prices, and hence in the production costs, decreasing output.
On the right of figure 2 , we see that the relation between oil prices and inflation is even stronger and more stable. The phase differences reveal a very stable relation. At most scales and for most of the time, the phase difference has consistently been between zero and −π/2. 
Conclusion
Wavelet analysis is an important addition to time-series methods with practical applications in Economics, which allows us to decompose relationships in the time-frequency domain. In this paper, wavelets were used to study the evolution of the impact of oil price changes in the macroeconomy.
We have studied the relation between oil and output and uncovered an interesting relation: while at business cycle frequencies (3-8 years) oil prices lead industrial production, with oil price increases having negative effects on production. At lower frequencies and until mid 1960s, production changes lead oil price changes, suggesting that these were demand driven.
The relation between oil price increases and inflation was also studied. This relation proved to be more stable with oil price increases leading inflation increases across all timescales.
But an interesting feature was also apparent, the tight monetary policy of the 1980s proved to be successful, with a decrease of the inflationary impact of oil price shocks. During the 1990s, the inflationary impacts of oil price increases was also very well contained.
We have also shown that the volatility of both the inflation rate and the output growth rate started to decrease in the decades of 1950 and 1960, suggesting that the great moderation started then, but that it was temporarily interrupted due to the oils crisis of the 1970s, whose effects were felt until the mid 1980s.
