A principle of evolution of highly complex systems is proposed. It is based on extremal properties of the information I{X, 7) characterizing two states X and Y with respect to each other, I{X, Y) = H(Y) -H{Y/X), where H(Y) is the entropy of state Y,H(Y/X) the entropy in state Y given the probability distribu tion P(X) and transition probabilities P(Y/X).
I. Introduction
There is a need for principles which govern evolu tion, that is the change with time in the state of a system. Such changes can be brought about by both internal processes and external perturbations. We are concerned here with such systems where the funda mental processes are too numerous, too intricate or not even known. Nor is it necessary to provide a description of the system on a fundamental level since such a description would be far too detailed.
For a system in equilibrium our considerations would imply that a statistical description is the meth od of choice. However, we are interested in change and hence one possibility is to combine statistics with equations of motion [1] [2] [3] . Here we explore an ap proach suitable for such systems where the funda mental processes are far less well characterized. The approach is thus complementary to the progress cur rently being made [4] using 'evolution equations' as input.
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We do borrow from statistical mechanics [5] the notion of using the maximum entropy principle [6] as a means of characterizing a complex system in terms of fewer relevant parameters. We fully recognize how ever that the principle, as it stands, is 'stationary' in character. It assigns probabilities to the different pos sible states of the system at a given moment in time. To discuss the process of change one requires either to add the equations of motion as a separate input (which can be done [7] ) or an extension of the princi ple. Specifically, one requires a principle which makes explicit reference to the possibility of change in the state of the system. Towards this goal we propose to use the central concept of information theory [8] [9] [10] namely that of information itself. Interestingly enough, this central concept has hardly had any impact outside of infor mation theory proper. Most papers in the sciences use 'an information theoretic approach' in the sense of 'one which uses entropy'. The technical concept of information has been left largely undisturbed. In pre vious work on the evolution of protein amino acid sequences [11] we had occasion to appeal to this con cept. In this paper we intend to further develop the germ of same ideas which were formulated then [11, 12] . 0932-0784 / 88 / 0100-0073 $ 01.30/0. -Please order a reprint rather than making your own copy.
The technical concept of information requires the explicit introduction of a change in the distribution over the states of the system. If the previous probabil ity of the state i was P0 (/) and is now P (i) then the information provided is
We shall often need a special case of this result when the observation is a transition from state i to state j. Then we need to revise our estimate of the probability of the state i from the previous value, P0(i), to the new value
Here P(j\i) is the transition probability from state i to j and (2) is just Bayes' theorem. (The change in the probability by additional evidence). The information provided is then
where PO') = Z P 0 1 0^o (0 (4) i' and the right hand side of (3) is expressed in terms of the physical transition probabilities. (Note that the state i preceeds the state j in time). Hence P(i\j) is not a physical transition probability while P (j \ i) is. Fur ther details can be found in standard sources [8] [9] [10] .
By its very definition, information satisfies what can be called a 'generalized H-theorem'. Loosely stated it claims that information degrades or at least does not increase. The theorem can be formulated using the schematic diagram
Here X, 7 and Z are three consecutive stages in the evolution of the system. The transition probabilities into the different states of Z can, in principle, depend on the situation at both X and Y . Say, however, the evolution from Fto Z is independent of the previous history. Then [9, 10] i{ z ,x ) < i{z, y),
I(Z ,X )< I(Y ,X ).
Here I (A. B) is the information provided by the distri bution at B about that at A (or vice versa).
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II. Information Information tends inherently to degrade. At stage Z we have less information about X than at the earlier stage Y .
The information provided between two stages in the evolution of the system depends on two sets of probabilities, (i) The input probabilities (these are the probabilities of the different states at the earlier stage) and (ii) The physical transition probabilities. These two sets are taken by us to be independent of one another and so can be separately varied. Our pro posed variational principle is based on the mathemati cal results that the information has an extremal value with respect to either one of these variations [10] . But please note an essential difference. The extremum is a minimum when the transition probabilities are being varied and it is a maximum when it is the input proba bilities that are subject to variation. The latter proper ty is much better known [9] , but both results are cor rect [10, 13] ,
III. A Principle of Evolution
We propose to characterize the evolution of com plex systems by the following principle:
Between any two stages in the evolution of the system the information provided is extremal.
It should also be recognized that implicit in our principle is that the extremum may be subject to con straints. In that respect our principle is similar to that of maximal entropy and we shall argue that it reduces to the latter principle in the suitable limit. The essen tial difference between the two principles is that the one proposed above can determine the transition probabilities as well, if these are unknown. This is the technical sense of our earlier statement that we are dealing with processes of such complexity that the fundamental mechanism of change is not known or too detailed to be handled.
To see the motivation behind the principle consider an evolution from stage X to stage Y . One readily shows that the information between them can be writ ten as [9, 10] 
Here H(Y) is the entropy of the distribution of states at the stage Y and is the quantity which is made extremal in the usual principle of maximum entropy.
The new feature here is the second term, H (Y\ X). It is the entropy of the distribution at stage Y given that it originated by evolution from stage X. H(Y\X) is non negative and by making / an extremum one strikes a balance between making H(Y) as large as possible and making H{Y\X) as small as possible. Why? Ex amine the motivation for the principle of maximum entropy, [5] . We are to tell (i) the truth, (ii) the whole truth and (iii) nothing but the truth. We tell the truth by imposing all the constraints that are relevant and we tell nothing but the truth by maximising our uncer tainty (the entropy) so as to obtain the least biased distribution. The practitioners of maximal entropy have been aware for some time about the missing 'whole truth' aspect of the principle. What is then often done in practice is to seek the minimal value of the maximal entropy by varying over all possible constraints. Our principle includes that practice as a special case.
Our principle is meant to apply to systems in the physical world. Within information theory proper, seeking the extremum of / is an established procedure for the selection of codes and for the design of (noisy) information channels. In information theoretic termi nology what our principle does is to match the code (the states of the system) and the channel (the transi tion probabilities). The maximal value of the informa tion (for given transition probabilities) is termed 'the capacity' of the channel. Hence one can also state our principle that the evolution channel operates at capac ity. We have previously discussed this result for the special case of the evolution of amino acid sequences in proteins [11] . Another aspect related to a match between a physical code and a physical channel was discussed elsewhere [12] . The subject was the informa tion in an indirect experiment where observable B is measured in order to learn about observable A. Our present considerations are, in a sense, a special case where B is observable A, but at a later time.
Textbooks necessarily deal with the simpler cases. It is therefore worthwhile to emphasize that the concept of information is by no means limited to the type of evolution which is described as a Markov process. Nor must the process be linear in the input probabi lities. The required concepts (the 'sum' and 'product' channels) have already been introduced by Shannon [14] .
IV. Implications
The first requirement from a new principle is that it subsumes the presently known results as special cases. We have already mentioned that a generalized H-theorem is inherently satisfied for systems without memory. Indeed the result is somewhat stronger. Con sider the scheme (5). Then
with equality if and only if the transition probabilities into the different states at stage Z depend only on the states at stage Y . If they do also depend on stage X (i.e. the system does have memory) then more information is provided. Already it was also noted that the principle of maxi mal entropy is a special case and thus such results that have previously been derived from it are included here as well.
Where do we go beyond the available principles? First and foremost is that we do not have to know the transition probabilities. They can be determined, in terms of the constraints, by seeking the extremum of I. Since / is a concave function (u) of the transition probabilities our principle will always generate such transitions which will drive the system as much as possible towards equilibrium as is consistent with the constraints. Thus far, the usual route was to assume a reasonable set of transition probabilities, solve the master equation and then examine which features of the solution are robust, i.e. independent of the finer details of the transition probabilities. The proposed procedure assures us the set of least biased (maximally non committal) transition probabilities, from the very start. Of course, we do not have to 'not to know' the transition probabilities. If these are given, one can still invoke the principle so as to match the input probabi lities to the constraints imposed by the evolution.
V. Example
There are few 'universal' results for the evolution of complex systems and fewer still which can be dis cussed in a short space. Hence the example we chose is a very simple one, yet it suffices to show that the principle can be implemented and that it yields sensi ble results.
Consider a physical system which changes from stage X to stage Y . Let i index the states at stage X, i = l , . . . , n and j index the states at stage Y , j = 1
The only constraint we impose on the system at stage Tis that its mean energy <£> is given, <Ey = £ P ( j) E j .
(10) j
Here Ej is the energy of state j. The intuitive expecta tion is that irrespective of the distribution at stage X, if the only constraint placed on the evolution is the mean energy at stage ythen the system will be found in a (canonical) equilibrium. This is indeed what the principle will predict and hence we do not bother to state constraints on stage X since the system at stage Y will be at equilibrium irrespective of what the con straints on stage X are.
To prove the desired result in only a few steps we start by writing the logarithmic inequality (In x > 1 -l/x with equality iff x = 1) as (11) is any normalized distribution of states for stage Y . Equality obtains in (11) if P(j\i) = p{j). For our purpose we take p(j) to be a canonical distribu tion:
The parameter ß is adjusted to have that value which insures that the mean energy over the distribution p (j) is the same value <£> as in (10):
j
Since p(j) has only one parameter (Q is a function of ß given by (13)), (14) can be solved for ß. Now the actual distribution, P(j), at stage Yis given in terms of the transition probabilities and the distribution at stage X by P(j) = Z P (j\i)P (i)-
i
From (15), (14) and (10) Z E jp (j) = X E jT P (j\i)P (i). 
In (17) one can easily recognize S(<£)),
as the entropy of the canonical distribution *. We have thus shown that
with equality iff the transition probabilities insure that the system reaches equilibrium. In other words, equal ity in (19) obtains if
The upper bound (19) on H{Y\X) provides a lower bound for I(X,Y). Using (8)
On the other hand
The reason for the inequality (22) being that <£> is the mean energy of the distribution at stage Y . But S(<£>) is, by construction, the maximal possible value of the entropy for all possible distributions whose mean energy <£> is given. Indeed, using the logarithmic inequality once more:
with equality iff P{j) = p(j). We readily verify that equality obtains in (22) iff
Since I > O the two rigorous bounds (21) and (22) can coexist only with an equality sign in both. Since the conditions for equality are both necessary and suffi cient we have proven (20) and (24).
* We use the symbol S rather than H since S is an extremal value of the entropy whereas H is an entropy functional. S depends on <E> since <£> determines ß via (14) and ß determines Q via (13) .
Like for all variational procedures the result seems to drop out. But it is quite rigorous. In the absence of constraints to the contrary, the variational principle proposed by us 'drove' the system to equilibrium, for all possible initial states. It is important also to note that we have derived not only the distribution of the states of the system but also the transition probabi lities which would yield such a state**.
VI. Discussion
The results found in Sect. V are just what one would expect. What needs to be done next is to study the ** At the risk of stating the obvious we note that all transi tion probabilities which satisfy detailed balance would even tually drive the system to equilibrium. What is unique about (20) is that in one stage the system reaches equilibrium, irre spective of the initial state. more interesting cases where the constraints suffice to prevent the system from reaching equilibrium. One may also examine additional cases where the answers are either known or are intuitively reasonable. A fur ther important direction is the study of the minimal constraints required to insure various types of generic behaviour, like non-equilibrium phase transitions, bi furcations, instabilities, chemical lasers [15] or the transition to turbulence oscillation and chaos in pumped, interlocking chemical reactions.
