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Re´sume´
Cette the`se e´tudie le traitement statistique des images TEP. Plus particulie`rement,
la distribution binomiale ne´gative est propose´e pour mode´liser l’activite´ d’une re´gion
mono-tissulaire. Cette repre´sentation a l’avantage de pouvoir prendre en compte
les variations d’activite´ biologique (ou he´te´roge´ne´ite´) d’un meˆme tissu. A partir
de ces re´sultats, il est propose´ de mode´liser la distribution de l’image TEP entie`re
comme un me´lange spatialement cohe´rent de lois binomiales ne´gatives. Des me´thodes
Baye´siennes sont conside´re´es pour la segmentation d’images TEP et l’estimation
conjointe des parame`tres du mode`le. La cohe´rence spatiale inhe´rente aux tissus bio-
logiques est mode´lise´e par un champ ale´atoire de Potts-Markov pour repre´senter
la de´pendance locale entre les composantes du me´lange. Un algorithme original de
Monte Carlo par Chaˆıne de Markov (MCMC) est utilise´, faisant appel aux notions
d’e´chantillonnage dans un espace Riemannien et d’ope´rateurs proximaux. L’approche
propose´e est applique´e avec succe`s a` la segmentation de tumeurs en imagerie TEP.
Cette me´thode est ensuite e´tendue d’une part en inte´grant au processus de seg-
mentation des informations anatomiques acquises par tomodensitome´trie (TDM), et
d’autre part en traitant une se´rie temporelle d’images correspondant aux diffe´rentes
phases de respiration. Un mode`le de me´lange de distributions bivarie´es binomiale
ne´gative - normale est propose´ pour repre´senter les images dynamiques TEP et TDM
fusionne´es. Un mode`le Baye´sien hie´rarchique a e´te´ e´labore´ comprenant un champ de
Potts-Markov a` quatre dimensions pour respecter la cohe´rence spatiale et temporelle
des images PET-TDM dynamiques. Le mode`le propose´ montre une bonne qualite´
d’ajustement aux donne´es et les re´sultats de segmentation obtenus sont visuellement
en concordance avec les structures anatomiques et permettent la de´limitation et le
suivi de la tumeur.
Mots-cle´s : Tomographie par Emission de Positons (TEP), He´te´roge´ne´ite´, Fusion
multimodale, Suivi de tumeurs, Mode`le Baye´sien, Distribution binomiale ne´gative.
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Abstract
This thesis studies statistical image processing of PET images. More specifically,
the negative binomial distribution is proposed to model the activity of a single tissue.
This representation has the advantage to take into account the variations of biolo-
gical activity (or heterogeneity) within a single tissue. Based on this, it is proposed
to model the data of the entire PET image as a spatially coherent finite mixture of
negative binomial distributions. Bayesian methods are considered to jointly perform
the segmentation and estimate the model parameters. The inherent spatial cohe-
rence of the biological tissue is modeled by a Potts-Markov random field to represent
the local dependence between the components of the mixture. An original Markov
Chain Monte Carlo (MCMC) algorithm is proposed, based on sampling in a Rieman-
nian space and proximal operators. The proposed approach is successfully applied
to the segmentation of tumors in PET imaging. This method is further extended
by incorporating anatomical information acquired by computed tomography (CT)
and processing a time series of images corresponding to the phases of respiration.
A mixture model of bivariate negative binomial - normal distributions is proposed
to represent the dynamic PET and CT fused images. A hierarchical Bayesian model
was developed including a four dimensional Potts-Markov field to enforce the spatio-
temporal coherence of dynamic PET-CT images. The proposed model shows a good
fit to the data and the segmentation results obtained are visually consistent with the
anatomical structures and allow accurate tumor delineation and tracking.
Keywords : Positron Emission Tomography (PET), Heterogeneity, Multimodal
fusion, Tumor tracking, Bayesian model, Negative binomial distribution.
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Introduction
Positron Emission Tomography (PET) is an imaging modality commonly used in
oncology. Its applications include diagnostics, tissue characterization and therapeutic
monitoring. The diagnosis consists primarily in assessing the extent and the severity
of the tumor. This requires accurate segmentation to delineate and quantify tumors.
However, lesions are soft tissues without geometry. Their borders are often difficult to
identify. In addition, tissues, and especially tumors, may show variations of activities
that can significantly alter the delineation process. It is therefore important to base
the segmentation on the statistics of tissues rather than the intensity of activity. This
require a data model appropriate to the imaging modality.
The motivation of this thesis is to propose a new automatic method for segmenting
PET images to help clinicians to better delineate and quantify the lesions. A new
statistical model is proposed to characterize PET data. This model is based on the
image formation process and takes into account the heterogeneity of the tissues. The
segmentation requires the estimation of the model parameters, and vice versa. This
thesis presents a Bayesian method to solve these two tasks jointly. This work also
proposes to incorporate anatomical information during the segmentation in order to
obtain a more precise delimitation using Computed Tomography (CT) images. The
fusion of PET and CT modalities is only possible if the images are spatially and
temporally coherent. To overcome the problems associated with moving tissue due
to respiratory movements, the literature suggests partitioning PET and CT images
into temporal bins and reconstructing images for every bin. This thesis proposes a
segmentation method of bimodal images in a 4-D environment while ensuring both
spatial and temporal coherence.
Three main methodological contributions are proposed :
1. A statistical model based on the negative binomial distribution is proposed for
single tissues in PET, and a novel method for estimating the parameters is
developed.
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2. A Bayesian method based on a mixture of negative binomial distributions and
a 3-D Potts-Markov random field is developed for segmenting PET images
[69, 70].
3. A Bayesian method for segmenting bimodal PET-CT data based on a bivariate
mixture of negative binomial - normal distributions and a 4-D Potts field [68].
The thesis is organized into four chapters :
Chapter 1 introduces the medical context that motivates this work, with general
notions about chest cancer, PET and CT imaging. The focus is placed on the image
formation process to justify the proposed data model.
Chapter 2 examines the statistical distribution of a single, isolated tissue in a
PET image. The negative binomial distribution (NBD) is proposed. This model has
the advantage of considering the variations of activity within the tissue. However,
the estimation of the NBD’s parameters is a well known difficult problem. This paper
proposes a Bayesian method for the estimation of the parameters of the NBD based
on a Markov Chain Monte Carlo (MCMC) technique . The corresponding poste-
rior density presents a correlation between the parameters and a strong anisotropy.
Moreover, the restriction of parameters to positive values may hinder the sampling
process. To overcome these difficulties, a new sampling technique is proposed combi-
ning manifold-MALA and proximal MCMC, leading to a very efficient sampling. The
algorithm has been validated on synthetic data. It gives good accuracy and reprodu-
cibility when the conventional method of Metropolis-within-Gibbs fails. In addition,
the NBD model has been tested on pre-segmented real PET data and shows a good
fit supported by excellent KS-tests.
Chapter 3 addresses the problem of segmenting PET images. The delineation
performed by this algorithm discriminates tissues with different statistics while ta-
king into account the heterogeneity within the tissues. Data from a PET image with
various tissues are described by spatially coherent mixture of negative binomial dis-
tributions. The spatial coherence, inherent to biological tissues, is enforced using
a Potts-Markov random field, representing the local dependence between the com-
ponents of the mixture. A hierarchical Bayesian model is developed to account for
the dependency between the parameters of the model. The resulting posterior dis-
tribution is estimated using an MCMC algorithm that jointly estimates the model
parameters and labels of different classes. The efficiency of the algorithm is assessed
on synthetic data. Results on PET images produced in real clinical conditions are
also used to illustrate the flexibility of the proposed algorithm. We show the different
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tissues can be discriminated, even if their biological activities are heterogeneous.
Chapter 4 presents an unsupervised technique for the segmentation of 4-D bimo-
dal PET-CT images. A hierarchical Bayesian model is proposed where the bimodal
data are represented by a mixture of bivariate negative binomial and normal dis-
tributions. An MCMC algorithm is developed to jointly estimate the labels of each
voxel and the parameters of the mixture model. Furthermore, a 4-dimensional Potts-
Markov field was integrated to reflect the temporal and spatial coherence of the
mixture components. The method has been successfully applied to 4-D PET-CT
data from actual patients with lung tumors. The results show that the conducted
segmentation allow to segment and track the tumors.
xix
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Introduction
La Tomographie par Emission de Positons (TEP) est une modalite´ d’imagerie
couramment utilise´e en oncologie. Ses applications incluent le diagnostic, la ca-
racte´risation tissulaire et le suivi the´rapeutique. Le diagnostic consiste principale-
ment a` e´valuer la porte´e et la se´ve´rite´ de la tumeur. Cela exigerait une segmentation
pre´cise permettant d’estimer le volume et les frontie`res des tumeurs. Cependant, les
frontie`res de la le´sion sont souvent difficiles a` localiser avec pre´cision. De plus, les tis-
sus, et particulie`rement les tumeurs, peuvent pre´senter des variations d’activite´s qui
peuvent fortement alte´rer le processus de de´limitation. Pour cela, il semble important
de baser la segmentation sur les statistiques des tissus plutoˆt que leur activite´ me-
sure´e. Le choix du mode`le des donne´es doit alors eˆtre adapte´ a` la modalite´ d’imagerie
utilise´e.
La motivation de cette the`se est de proposer une nouvelle me´thode automatique
de segmentation d’image TEP afin de permettre aux cliniciens de mieux de´limiter
les le´sions et de mieux les quantifier. Pour cela, un nouveau mode`le statistique est
propose´ pour mode´liser les donne´es TEP. Ce mode`le est base´ sur le processus de
formation de l’image et permet de prendre en conside´ration l’he´te´roge´ne´ite´ des tissus.
Il existe cependant une forte corre´lation entre la segmentation et l’estimation des
parame`tres du mode`le, pouvant rendre la re´solution du proble`me difficile. Cette the`se
pre´sente un moyen de contourner ce proble`me en re´solvant ces deux taˆches de manie`re
conjointe. Ce travail propose e´galement d’inte´grer des informations anatomiques lors
de la segmentation afin d’obtenir une de´limitation plus pre´cise. On conside`re pour
cela les images de tomodensitome´trie (TDM ou CT) acquises lors du meˆme examen.
La fusion des modalite´s TEP et TDM n’est possible qu’a` condition d’assurer la
concordance spatiale et temporelle des images. Pour pallier les proble`mes lie´s aux
de´placements des tissus dus aux mouvements respiratoires, la litte´rature propose de
de´couper les images TEP et TDM en bins temporels. Un autre objectif de cette the`se
est alors de permettre de segmenter l’image bimodale dans un environnement 4-D
tout en assurant a` la fois la cohe´rence spatiale et la cohe´rence temporelle du re´sultat.
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Trois contributions me´thodologiques principales sont propose´es :
1. Un mode`le statistique de distribution binomiale ne´gative pour la repre´sentation
d’un tissu en TEP, et une me´thode robuste d’estimation des parame`tres.
2. Une me´thode Baye´sienne de segmentation d’images TEP fonde´e sur un mode`le
de me´lange de distributions binomiales ne´gatives et un champ ale´atoire de
Potts-Markov 3-D [69, 70].
3. Une me´thode Baye´sienne de segmentation d’images bimodales PET-CT fonde´
sur un me´lange de distributions bivarie´es binomiales ne´gatives - normales et
un champ de Potts 4-D [68].
La the`se est organise´e en quatre chapitres :
Le chapitre 1 introduit le contexte me´dical qui motive ce travail en pre´sentant
des notions ge´ne´rales sur le cancer du thorax et les modalite´s d’imagerie TEP et CT.
Le focus est porte´ sur la formation de l’image afin de justifier le mode`le de donne´es
propose´.
Le chapitre 2 e´tudie la distribution statistique d’un tissu unique et isole´ dans
une image TEP. Le mode`le de distribution binomiale ne´gative (DBN) est propose´.
Ce mode`le a l’avantage de respecter essentiellement les variations de l’activite´ a`
l’inte´rieur des tissus. He´las, l’estimation des parame`tres de la DBN est un proble`me
reconnu difficile. Ce document propose une me´thode d’estimation Baye´sienne des pa-
rame`tres de la DBN en utilisant une technique de Monte-Carlo par Chaˆıne de Markov
(MCMC). Cependant, la densite´ a posteriori pre´sente une corre´lation entre ses pa-
rame`tres et une forte anisotropie. De plus, la restriction des parame`tres a` des valeurs
positives peuvent entraver le processus d’e´chantillonnage. Afin de surmonter les dif-
ficulte´s de l’e´chantillonnage, la recherche du maximum a posteriori fait appel a` une
technique combinant MALA-sur-varie´te´ et MCMC proximal. Utilise´s conjointement,
ces deux me´thodes permettent un e´chantillonnage tre`s performant. L’algorithme a
e´te´ valide´ sur des donne´es synthe´tiques et donne de bons re´sultats de pre´cision et
de reproductibilite´ lorsque la me´thode classique de Metropolis-dans-Gibbs e´choue.
En outre, le mode`le de DBN a e´te´ teste´ sur des donne´es re´elles issues d’images TEP
pre´-segmente´es et des re´sultats a` des tests d’ade´quation aux donne´es confirment le
mode`le propose´.
Le chapitre 3 traite le proble`me de la de´limitation des diffe´rents tissus des images
TEP. La segmentation re´alise´e par cet algorithme discrimine les tissus pre´sentant des
statistiques diffe´rentes et prend en conside´ration l’he´te´roge´ne´ite´ dans l’activite´ des
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tissus. Pour cela, le processus de segmentation repose sur le mode`le des donne´es de
DBN pre´sente´ dans le chapitre pre´ce´dent. Les donne´es d’une image TEP pre´sentant
divers tissus seront ainsi de´crites par me´lange spatialement cohe´rent de distributions
binomiales ne´gatives. La cohe´rence spatiale, inhe´rente aux tissus biologiques, est
mode´lise´e par un champ ale´atoire de Potts-Markov repre´sentant la de´pendance locale
entre les composantes du me´lange. Un me´canisme Monte-Carlo par Chaˆıne de Markov
(MCMC) dans un cadre Baye´sien est mis en oeuvre pour re´aliser conjointement
l’estimation des parame`tres du mode`le et le processus de segmentation. L’efficacite´ de
l’algorithme a e´te´ mesure´ sur des donne´es synthe´tiques. De plus, les re´sultats sur des
images TEP re´alise´es dans des conditions cliniques re´elles illustrent la flexibilite´ de
l’algorithme propose´ pour la segmentation de tissus meˆme si leur activite´ biologique
est he´te´roge`ne.
Le chapitre 4 pre´sente une technique non-supervise´e pour la segmentation d’images
4-D bimodales PET-TDM. Un mode`le Baye´sien hierarchique est propose´ ou` les
donne´es bimodales sont repre´sente´es par un me´lange de distributions bivarie´es bino-
miales ne´gatives - normales. Un algorithme MCMC est de´veloppe´ pour estimer les
e´tiquettes de chaque voxel ainsi que les parame`tres du mode`le de me´lange de manie`re
conjointe. De plus, un champ de Potts-Markov a` 4 dimensions a e´te´ inte´gre´ pour tenir
compte de la cohe´rence spatio-temporelle des composants du me´lange. La me´thode a
e´te´ applique´e avec succe`s sur des images 4-D PET-TDM re´elles de plusieurs patients
ayant une tumeur au niveau du poumon. Les re´sultats montrent que la segmentation
re´alise´e permet de segmenter et de suivre la tumeur.
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Chapitre 1
Contexte me´dical
1.1 Introduction
Nous commenc¸ons cette the`se par introduire le contexte me´dical qui motive ce
travail. Dans un premier temps, des notions ge´ne´rales sur le cancer du thorax et de
l’abdomen sont pre´sente´es (section 1.2). Le diagnostic du cancer repose en grande
partie sur des indicateurs refle´tant le stade du cancer, ils seront pre´sente´s dans la sec-
tion 1.3. Ensuite, nous pre´sentons en section 1.4.2 les diffe´rentes modalite´s d’imagerie
me´dicale utilise´es dans les examens du thorax en nous focalisant sur les principes et
la terminologie de la Tomographie par Emission de Positons (section 1.5) et de la
tomodensitome´trie (section 1.6).
1.2 Le cancer du thorax et de l’abdomen
Le corps humain est un organisme vivant complexe. Il est constitue´ d’un ensemble
d’organes faits de cellules assurant des fonctions spe´cialise´es et pouvant interagir de
manie`re a` assurer les fonctions vitales. Il arrive cependant que l’ADN de certaines
cellules soit perturbe´ et que ces cellules se mettent a` fonctionner de manie`re anar-
chique. Il y a alors situation de cancer. Les cellules de l’organisme sont controˆle´es en
permanence par le syste`me immunitaire, charge´ de de´tecter si des cellules sont in-
fecte´es par un organisme pathoge`ne ou si elles sont cance´reuses. Lorsque la mutation
touche les ge`nes re´gissant la croissance et la division des cellules, et si les me´canismes
de de´fense de l’organisme ne re´ussissent pas a` de´truire ces cellules cance´reuses, le
phe´nome`ne peut se propager vers les tissus environnants et former une tumeur. Les
cancers repre´sentent la deuxie`me cause de mortalite´ en France apre`s les maladies
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Anatomie des poumons Anatomie de l’abdomen
Figure 1.1 – Anatomie des poumons et de l’abdomen [108, 88]
cardio-vasculaires.
La forme de cancer la plus incidente est le cancer du poumon [50], qui peut se
situer dans la trache´e, dans les voies ae´riennes ou dans le tissu pulmonaire (voir fig.
1.1).
Meˆme si le focus de cette e´tude est principalement porte´ sur le cancer du pou-
mon, les moyens et re´sultats mis en jeux dans cette the`se peuvent s’appliquer plus
ge´ne´ralement aux cancers du thorax et de l’abdomen, voire tout autre cancer visible
en imagerie TEP.
Le cancer du thorax ne se limite pas au cancer du poumon, des tumeurs peuvent
se situer au niveau du me´diastin, de la trache´e, de la ple`vre, de la paroi thoracique
ou des voies nerveuses traversant la poitrine (voir fig. 1.1). Ces cancers sont toutefois
plus rares et ge´ne´ralement moins graves.
L’abdomen, situe´ entre le thorax et l’aine, est e´galement le sie`ge de nombreux
cancers. Ils touchent principalement le tube digestif (le coˆlon ou gros intestin, l’esto-
mac, et beaucoup moins l’intestin greˆle), les glandes qui lui sont associe´es (le pancre´as
et le foie) et la ve´sicule biliaire. Ils peuvent aussi toucher les reins ou les ganglions
lymphatiques. Chez la femme, une tumeur peut e´galement se de´velopper dans les
ovaires ou dans l’uterus. Les cancers de l’abdomen ne sont souvent diagnostique´ qu’a`
un stade avance´ de la maladie d’ou` un pronostic souvent pessimiste.
1.2.1 Statistiques
Depuis plusieurs de´cennies, le cancer du poumon est le cancer le plus fre´quent
dans le monde tant en terme d’incidence que de mortalite´. L’OMS estime a` 1.8 million
le nombre d’incidences en 2012 (soit 12.9% des cancers) et a` 1.6 million le nombre de
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cas mortels (soit 19.4% des cancers ou presque 1 cancer sur 5) [50]. Chez les hommes,
le cancer du poumon repre´sente le cancer a` la fois le plus incident et le plus mortel
(1.2 million de cas et 1.1 millions de de´ce`s)[50]. Chez les femmes, le taux d’incidence
est moindre mais reste la deuxie`me cause la plus fre´quente de de´ce`s par cancer apre`s
le cancer du sein (0.6 millions de cas et 0.5 millions de de´ce`s)[50].
En France, l’Institut National du Cancer (INC) chiffre a` 39 500 le nombre de
nouveaux cas de cancer du poumon diagnostique´s en 2012 dont 28 200 chez les
hommes et 11 300 chez les femmes. D’apre`s la meˆme source, environ 21320 hommes
et 8 600 femmes en de´ce`deraient, faisant de ce cancer la premie`re cause de de´ce`s par
cancer tous sexes confondus.
Le pronostic du cancer du poumon est parmi les plus pessimistes des cancers. En
2011, d’apre`s l’Institut de Veille Sanitaire (InVS), le taux de survie des personnes
atteintes de ce cancer 5 ans apre`s le diagnostic est de 14% (de 18 % chez les femmes
et de 13 % chez les hommes). Ces chiffres n’ont pas connu d’ame´lioration franche au
cours du temps, malgre´ l’ame´lioration re´cente des prises en charge diagnostique et
the´rapeutique.
1.2.2 Causes
Plusieurs facteurs ont e´te´ reconnus comme pouvant eˆtre la cause du cancer du
poumon. Toujours d’apre`s InVC, le tabagisme (y compris le tabagisme passif) est de
loin le principal facteur, responsable de 81 % des de´ce`s par cancers du poumon en
France. L’exposition au radon, a` l’arsenic, a` l’amiante ou aux particules e´mises par
les automobiles peut aussi augmenter le risque de cancer du poumon. Des e´tudes
re´centes ont e´galement montre´ que des facteurs ge´ne´tiques peuvent e´galement eˆtre
en cause [52], ou encore une exposition insuffisante a` la lumie`re du soleil et aux UVB
[90].
1.2.3 Diagnostic
Le cancer du poumon est d’autant plus alarmant qu’il est souvent de´couvert tar-
divement. Plusieurs symptoˆmes, bien que peu expressifs, peuvent toutefois sugge´rer
un cancer du poumon. Parmi ces signes cliniques on retrouve une difficulte´ a` respi-
rer, une toux chronique, des crachements de sang, des douleurs thoraciques ou un
amaigrissement du patient.
Lorsque le me´decin soupc¸onne un cancer du poumon, des proce´de´s d’imagerie
me´dicale tels que la bronchoscopie, la tomodensitome´trie (TDM) ou la tomographie
par e´mission de positons (TEP) peuvent confirmer son diagnostic. Une biopsie de
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la le´sion peut e´galement eˆtre re´alise´e au moyen d’une longue aiguille inse´re´e dans la
cavite´ thoracique pour l’examiner.
1.2.4 Cate´gories de cancer pulmonaires
La grande majorite´ des cancers du poumon apparaissent au niveau des bronches
(Cancer Bronchique Pulmonaire ou CBP) et est due a` des e´tats de prolife´ration
maligne de cellules. Ces cancers sont appele´s carcinomes et peuvent eˆtre divise´s en
deux cate´gories, selon la taille et l’aspect des cellules malignes :
les cancers dits non a` petites cellules (CBNP) sont les plus communs (envi-
ron 80 % des cas). Ils se de´veloppent lentement et localement et sont ainsi
plus facile a` de´tecter et a` traiter. Ils peuvent eux-meˆmes se distinguer en trois
sous-groupes, partageant des pronostics et des traitements semblables : le car-
cinome e´pidermo¨ıde (dont l’origine est ge´ne´ralement pre`s d’une bronche ma-
jeure), l’ade´nocarcinome (dont l’origine est ge´ne´ralement dans le tissu pulmo-
naire pe´riphe´rique) et le carcinome a` grandes cellules indiffe´rencie´es.
les cancers dits a` petites cellules (CBPC) sont moins courants mais repre´sen-
tent la forme la plus dangereuse du cancer du poumon. Contrairement au pre-
mier type, le cancer CBPC se de´veloppe rapidement et peut se propager tre`s
pre´cocement en me´tastases a` d’autres parties du corps. En effet, le poumon est
une zone ou` le contact avec les vaisseaux sanguins et lymphatiques est e´troit et
le risque que des me´tastases se soient de´ja` propage´es au moment du diagnostic
est e´leve´.
Cette distinction, base´e sur des crite`res histologiques, a des implications importantes
sur le traitement a` suivre.
1.2.5 Traitements
La me´decine dispose actuellement de trois types de traitement principaux contre
le cancer : la chirurgie, la chimiothe´rapie et la radiothe´rapie, ces strate´gies pouvant
eˆtre associe´es. Le traitement du cancer de´pend du type exact de cellule de la tumeur,
du stade du cancer, et de l’e´tat ge´ne´ral de sante´ du patient.
La chirurgie
Le traitement chirurgical est le traitement curatif principal mais n’est efficace
que si les tumeurs peuvent eˆtre enleve´es entie`rement. La chirurgie est donc parti-
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culie`rement inte´ressante sur les carcinomes non a` petites cellules, circonscrite a` un
seul poumon et dont le volume n’est pas trop important.
On a souvent recours a` l’imagerie me´dicale, plus pre´cise´ment au scanner ou a` la
tomographie par e´mission de positons (TEP), pour de´terminer si le cancer est localise´
et possible a` traiter par chirurgie.
Lorsque c’est le cas, c’est durant l’intervention chirurgicale elle-meˆme que le
me´decin de´cide de l’e´tendue de l’exe´re`se pulmonaire. Si la re´serve respiratoire du
patient est insuffisante, la re´section cune´iforme (re´section d’une partie d’un lobe)
sera souvent pre´fe´re´e. Si la re´serve respiratoire le permet, la lobectomie (re´section
d’un lobe) ou la pneumonectomie (poumon entier) pourront eˆtre envisage´s car le
risque d’une re´currence locale est minimise´.
L’ope´ration chirurgicale en elle-meˆme est particulie`rement risque´e. C’est la rai-
son pour laquelle certaines conditions doivent eˆtre respecte´es. Le patient ne doit
pre´senter en particulier aucun trouble cardiaque ni pulmonaire grave. Afin d’e´viter
une chirurgie inutile, il est e´galement important qu’aucun signe de me´tastases ne soit
pre´sente´.
Toutefois, meˆme si le traitement chirurgical permet d’e´liminer 10 % a` 35 % des
tumeurs cance´reuses du poumon, il ne gue´rit pas tous les cancer. Ainsi, le carcinome a`
petites cellules re´pond ge´ne´ralement mieux a` la chimiothe´rapie ou a` la radiothe´rapie.
La chimiothe´rapie
La chimiothe´rapie est un traitement fonde´ sur la prise de me´dicaments anti-
cance´reux comme le cisplatine ou l’e´toposide. Elle est particulie`rement utilise´e pour
traiter le carcinome du poumon a` petites cellules ou pour un cancer du poumon
me´tastatique.
La radiothe´rapie
La radiothe´rapie est un traitement du cancer utilisant des radiations pour de´truire
les cellules cance´reuses tout en e´pargnant les tissus sains pe´riphe´riques.
Elle est souvent utilise´e dans le cas de carcinomes non a` petites cellules qui ne sont
pas susceptibles d’eˆtre ope´re´s chirurgicalement (car sie´geant trop pre`s de la trache´e
par exemple). L’irradiation de la poitrine peut e´galement eˆtre recommande´e pour
le carcinome a` petites cellules en addition avec la chimiothe´rapie. Dans le cas d’un
cancer non potentiellement curable, la radiothe´rapie permet de ralentir voir d’arreˆter
la croissance de la tumeur.
On distingue plusieurs techniques de radiothe´rapie, la plus utilise´e e´tant la ra-
diothe´rapie externe ou` la source de rayonnement est a` l’exte´rieur du patient. La
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curiethe´rapie quant a` elle consiste en une source radioactive place´e au contact direct
avec la tumeur.
Dans tous les cas, une information pre´cise sur la localisation et la taille des tu-
meurs est primordiale. On fait appel pour cela a` des techniques d’imagerie me´dicale
telles que la tomodensitome´trie ou le tomographie par emission de positons.
1.3 Facteurs de pronostic/Indicateurs d’avancement
du cancer
Afin d’assurer une prise en charge optimale du patient, il est important de
de´finir des indicateurs permettant d’extraire des caracte´ristiques de la tumeur et
d’en de´duire la meilleure strate´gie a` adopter pour les traiter. Ces indicateurs sont
qualitatifs ou quantitatifs et sont souvent estime´s a` partir des images acquises par
tomodensitome´trie (TDM) ou par tomographie par e´mission de positons (TEP).
Bien que le diagnostic repose en premier abord sur l’inspection visuelle des images
(qualitative et souvent subjective), il est important de conside´rer e´galement des
indicateurs quantitatifs. Ceux-ci rendent possible les comparaisons entre patients
diffe´rents et le suivi the´rapeutique du meˆme patient au cours du temps.
Certains de ces parame`tres quantitatifs sont pre´sente´s dans la suite de cette sec-
tion.
1.3.1 Volume
Un des principaux facteurs releve´ pour quantifier l’e´volution d’un cancer est la
taille des tumeurs. La tomodensitome´trie permet une de´finition pre´cise du volume
cible lorsque la tumeur est visible. On parle alors de gross tumor volume (GTV), tre`s
important en balistique de radiothe´rapie
On peut aussi conside´rer l’internal tumor volume (ITV) qui inclut e´galement les
mouvements physiologiques de la tumeur.
On s’inte´resse e´galement au volume mesure´ sur les images TEP, appele´ vo-
lume biologique tumoral ou biological tumor volume (BTV). Ce dernier indicateur
se montre pertinent pour ame´liorer le pronostic, pour pre´ciser la balistique en ra-
diothe´rapie ou pour e´valuer la re´ponse a` un traitement
La de´limitation des tumeurs est un proble`me difficile, particulie`rement en TEP,
ou` de nombreux facteurs de´te´riorent l’image comme l’effet de volume partiel, le
faible rapport signal sur bruit, ou meˆme l’he´te´roge´ne´ite´ des tumeurs. En clinique,
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la de´limitation de ces volumes repose en ge´ne´ral sur un seuillage adaptatif en pour-
centage de l’activite´ maximale mesure´e, quand elle n’est pas manuelle. De nom-
breuses me´thodes de segmentation automatique ont toutefois e´te´ propose´es et seront
de´taille´es en 3.
1.3.2 Activite´
Avec le volume des tumeurs, l’indicateur le plus utilise´ est l’activite´, ou l’inten-
site´ de fixation des tumeurs. Celle-ci est mesure´e sur les images TEP ou` la valeur de
chaque voxel correspond a` l’intensite´ radioactivite´ du traceur par unite´ de volume
(en kBq.mL−1). L’activite´ mesure´e directement de´pend toutefois de nombreux pa-
rame`tres, tels que la quantite´ de radiotraceur injecte´e, la voie d’administration, la
corpulence du patient, etc.
Afin de permettre la comparaison d’examens entre plusieurs patients, l’activite´
volumique est normalise´e en fonction de l’activite´ injecte´e et du poids du patient.
Le nouveau parame`tre est appele´ standardized uptake value (SUV), et s’exprime en
g.mL−1. Il est obtenu selon la formule suivante :
SUV = poids du patient× Activite´ mesure´eActivite´ injecte´e (1.1)
Des e´tudes ont alors montre´ que l’activite´ pic SUVmax e´tait corre´le´e au pronostic
de survie [80, 10], et pouvait eˆtre un indicateur pertinent dans le cadre de l’e´valuation
d’un traitement [63].
L’indicateur d’activite´ maximum a l’avantage de ne pas eˆtre alte´re´ par l’effet de
volume partiel, mais diverses e´tudes ont mis en avant les limites du SUV comme
mesure quantitative pour le diagnostic [75, 17].
1.3.3 Cine´tique de fixation du traceur
Des me´thodes plus re´centes s’inte´ressent e´galement a` la cine´tique de fixation du
traceur en TEP dynamique (4-D) [97, 81]. Ces indicateurs sont de´duits des courbes
de temps-activite´ (ou Time Activity Curves (TAC)) et fournissent des informations
quant a` l’e´volution temporelle de l’activite´ tumorale durant le temps d’acquisition.
Ces parame`tres sont surtout utilise´s pour l’e´valuation de la re´ponse a` un traitement
[63]. Ces indices sont tre`s prometteurs, mais difficile a` mettre en œuvre car le seul
proble`me de la reconstruction 4D est toujours une taˆche difficile et n’est ge´ne´ralement
pas utilise´ dans la pratique clinique.
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1.3.4 He´te´roge´ne´ite´
Il a e´te´ rapporte´ que les images TEP pre´sentent souvent des variations dans
l’absorption du traceur au sein d’une meˆme tumeur [61] .
Cette he´te´roge´ne´ite´ peut eˆtre due a` une ne´crose, a` la prolife´ration cellulaire, au
flux sanguin, a` la densite´ des microvaisseaux ou a` l’hypoxie [135]. L’he´te´roge´ne´ite´
dans l’activite´ de la tumeur est lie´e a` l’he´te´roge´ne´ite´ dans son me´tabolisme et peut
eˆtre conside´re´e comme un indicateur a` part entie`re.
Cet indicateur peut eˆtre inte´ressant dans diverses applications de l’oncologie.
Premie`rement, l’he´te´roge´ne´ite´ est tre`s utile pour l’e´valuation du diagnostic et du pro-
nostic [39, 76]. Au moment du pronostic, la pertinence d’un indicateur d’he´te´roge´ne´ite´
a e´te´ souligne´e pour plusieurs affections malignes, parmi lesquelles des syste`mes de
gradation se basent directement sur cette caracte´ristique [8].
L’indice d’he´te´roge´ne´ite´ est tre`s important dans l’e´valuation de re´ponse aux trai-
tements [99, 39]. Selon Basu et al. [8], l’utilite´ majeure de l’e´tude de l’he´te´roge´ne´ite´
des tumeurs serait son implication sur les re´sultats d’un traitement the´rapeutiques
car elle permettrait d’identifier une re´ponse multiple pour une meˆme tumeur. En
d’autres termes ils proposent que l’he´te´roge´ne´ite´ des tumeurs est invariante a` l’e´chelle,
c’est a` dire que l’he´te´roge´ne´ite´ observe´e en imagerie soit le reflet de la variabilite´
ge´ne´tique et cellulaire de la tumeur qui est elle-meˆme en lien direct avec son com-
portement face a` la the´rapie. Cette invariance d’e´chelle expliquerait pourquoi un
cancer ou` les tumeurs sont he´te´roge`nes ne peut eˆtre gue´ri par une unique modalite´
de traitement et devrait faire l’objet d’une combinaison de re´gimes de chimiothe´rapie.
Enfin, l’he´te´roge´ne´ite´ des tumeurs est devenue un indicateur inte´ressant dans le
domaine de la radiothe´rapie guide´e par l’image, ou` une carte de l’activite´ pre´cise de
la tumeur est ne´cessaire pour concentrer les radiations sur les sous-volumes ou` la
fonction biologique est la plus accrue, et permet donc de mieux e´pargner les tissus
sains voisins [83, 132, 21].
Malgre´ son importance prometteuse, seules quelques e´tudes re´centes ont pre´sente´
des me´thodes de quantification de l’he´te´roge´ne´ite´ intra-tumorale.
Une me´thode basique a e´te´ propose´e ou` la distribution intra-tumorale de l’ab-
sorption du FDG est compare´e a` un objet solide elliptique avec une densite´ homoge`ne
[99, 100]. Re´cemment, une me´thode base´e sur le calcul de l’aire sous la courbe des
histogrammes cumule´s SUV-volume (AUC -CSH) ou intensite´-volume (ASC-HVA)
a e´te´ propose´e pour quantifier l’he´te´roge´ne´ite´ [41, 135].
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1.4 Modalite´s d’imagerie non invasive du thorax
et de l’abdomen
1.4.1 Importance de l’imagerie me´dicale
L’imagerie me´dicale joue un roˆle primordial durant toute la dure´e de la prise en
charge du patient.
Pour le diagnostic : Les cancers du thorax et de l’abdomen sont souvent de´tecte´s
par radiographie thoracique ou par scanner. Lorsqu’une biopsie est re´alise´e, elle
est ge´ne´ralement re´alise´e par bronchoscopie ou guide´e par scanner.
Pour le bilan d’extension et le choix du traitement : La place de l’imagerie
TEP/TDM pour la caracte´risation des nodules isole´s, pour le bilan d’extension
ganglionnaire et me´tastatique est important afin de choisir le meilleur traite-
ment.
Lors du traitement : L’imagerie me´dicale se montre utile quelque soit le traite-
ment choisi. En chirurgie et en radiothe´rapie, on utilise ge´ne´ralement le scanner
TDM ou TEP pour localiser avec pre´cision la tumeur a` re´se´quer ou la zone a`
irradier. L’imagerie me´dicale a e´galement un inte´reˆt majeur pour e´valuer la
re´ponse aux traitements lors d’une chimiothe´rapie.
Pour le suivi : Meˆme si le traitement a e´te´ efficace dans un premier temps, une
re´cidive du cancer est fre´quente dans les mois ou les anne´es qui suivent. Le
patient gue´ri devra subir des examens de suivi re´guliers durant lesquels il est
ne´cessaire que des examens d’imagerie non invasifs soient re´alise´s.
1.4.2 Imagerie anatomique vs imagerie fonctionnelle
Pour e´tudier le thorax et l’abdomen, deux principaux types d’imagerie peuvent
eˆtre utilise´es selon l’information prospecte´e : l’imagerie anatomique et l’imagerie
fonctionnelle.
L’imagerie anatomique
Les modalite´s anatomiques (ou structurelles) fournissent une information ge´ome´trique
de´taille´e des tissus et structures des organes. Pour le thorax, on a souvent recours a`
l’imagerie par re´sonance magne´tique (IRM), a` l’imagerie ultrasons ou a` la tomoden-
sitome´trie (TDM).
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Figure 1.2 – Diffe´rentes modalite´s d’imagerie me´dicale [101].
L’imagerie par re´sonance magne´tique (IRM) est une modalite´ permettant la
visualisation des tissus mous avec un tre`s bon contraste. Elle a l’avantage d’eˆtre
non invasive et de ne soumettre le patient a` aucune radiation.
L’imagerie ultrasonore (US) a l’avantage de pouvoir fournir des images en temps
re´el et en fait donc un outil de choix pour imager des organes en mouvement
comme le coeur. Elle est souvent pre´fe´re´e e´galement pour son faible couˆt et sa
facilite´ d’utilisation, mais les images qu’elle fournit sont fortement caracte´rise´es
par le bruit de speckle.
La tomodensitome´trie (TDM) offre une repre´sentation visuelle tre`s confortable
du volume explore´ et permet de de´celer les infections, les he´morragies et les
tumeurs. Quand le volume des tumeurs le permet, la TDM peut fournir des in-
formations pre´cises quant aux caracte´ristiques ge´ome´triques des tumeurs telles
que leur emplacement, leur taille, leur volume ou leur forme.
L’imagerie fonctionnelle
L’imagerie fonctionnelle permet, quant a` elle, de fournir des informations rela-
tives au fonctionnement des organes. En oncologie, la tomographie par e´mission de
positons (TEP) est une modalite´ courante. Elle consiste a` mesurer la re´partition
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spatiale d’un traceur radioactif pre´alablement injecte´ dans le corps du patient. Les
imageurs TEP ne procurent pas des images de tre`s bonne qualite´ visuelle mais leur
avantage est de visualiser les tumeurs a` un stade pre´coce, bien avant qu’elles soient
visibles en imagerie structurelle [78]. Le diagnostic et le suivi de cancers pulmonaires
utilisent souvent cette modalite´.
1.4.3 Fusion des modalite´s
Il est a` noter que la prise en charge du patient ne´cessite souvent l’utilisation
combine´e de ces deux types de modalite´ comple´mentaires. Depuis l’essor des techno-
logies mixtes, de nombreuses e´tudes se sont inte´resse´es au couplage de ces deux types
d’imagerie qui, une fois fusionne´s correctement, permettrait au praticien d’e´tablir un
diagnostic plus pre´cis (voir fig. 1.3 et 1.4). Plus de de´tails seront donne´s a` cet e´gard
dans la suite de cette the`se, lorsqu’une technique de segmentation d’images bimodales
TEP/TDM sera pre´sente´e en chapitre 4.
En oncologie thoracique et abdominale, les modalite´s d’imagerie les plus re´pandues
sont la tomographie par e´mission de positons et la tomodensitome´trie. Ces deux mo-
dalite´s reposent sur le principe de la tomographie ou` le volume a` e´tudier est projete´
selon de multiples directions a` l’aide d’un phe´nome`ne physique de radiation. Les infor-
mations mesure´es repre´sentent alors les inte´grales-ligne du volume observe´. L’image
est ensuite reconstruite a` partir des ces projections en re´solvant un proble`me inverse.
Les sections suivantes pre´sentent en de´tail ces deux modalite´s d’imagerie, en
se focalisant sur les processus physiques sous-jacent a` chacune des modalite´s et la
formation de l’image.
1.5 La tomographie par e´mission de positons
La tomographie par e´mission de positons (TEP) est une modalite´ d’imagerie
fonctionnelle de me´decine nucle´aire permettant de visualiser le me´tabolisme de l’or-
ganisme. Un traceur radioactif est injecte´ dans l’organisme et va se de´sinte´grer en
e´mettant des particules. Ces particules seront recueillies et exploite´es afin de re-
construire une image tridimensionnelle correspondant a` la distribution spatiale de la
fonction examine´e. La fonction examine´e (par exemple la consommation de glucose,
ou d’oxyge`ne) de´pend du produit radiopharmaceutique injecte´. Ces informations
s’ave`rent tre`s utiles pour le diagnostic de pathologies car des changements fonction-
nels de l’organisme pre´ce`dent souvent les changements anatomiques.
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Figure 1.3 – Acquisition combine´e TEP/TDM [138].
Figure 1.4 – Syste`me combine´ TEP/TDM de General Electric [47].
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Figure 1.5 – Principes de la TEP [142].
Les applications de la TEP sont vastes. La TEP est avant tout un outil courant
en oncologie, pour le diagnostic, la caracte´risation tumorale et le suivi the´rapeutique.
Elle est aussi utilise´e par des industries pharmaceutiques ou des instituts de recherche
biome´dicale pour e´tudier de nouvelles strate´gies the´rapeutiques et e´valuer de nou-
veaux traitements. Des travaux re´cents se sont inte´resse´s e´galement a` l’imagerie TEP
dans le domaine de la radiothe´rapie guide´e par imagerie fonctionnelle. Les applica-
tions de la TEP s’e´tendent e´galement en cardiologie ou en encore en neurologie.
Nous commenc¸ons par pre´senter les principes physiques de la TEP, puis les
brie`vement les diffe´rentes me´thodes de reconstruction. Nous expliquons enfin com-
ment les images TEP peuvent eˆtre mode´lise´es statistiquement.
1.5.1 Principes physiques
Un traceur contenant un isotope radioactif est injecte´ dans le corps du patient et
se re´partit spatialement selon la fonction cible´e. Cette substance radioactive e´met des
positons qui s’annihilent avec des e´lectrons en libe´rant a` chaque fois deux photons
γ de manie`re coaxiale mais dans des directions oppose´es. Ces photons sont ensuite
de´tecte´s par des capteurs et enregistre´s pour pouvoir eˆtre utilise´s dans un algorithme
de reconstruction d’image. Cette section de´taille chacune de ces e´tapes.
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Isotopes e´metteurs de positons et choix du radiotraceur
Comme pour les autres examens de me´decine nucle´aire, le protocole d’acquisi-
tion des image TEP ne´cessite l’injection d’un traceur radioactif, ou radiotraceur. Un
radiotraceur re´sulte d’un couplage chimique entre un vecteur mole´culaire ciblant le
phe´nome`ne physiologique d’inte´reˆt et d’un isotope radioactif e´metteur de positons,
permettant de localiser la distribution de la mole´cule au sein de l’organisme.
L’isotope radioactif est un e´le´ment instable caracte´rise´ par sa demi-vie, ou pe´riode
radioactive. Le choix de l’isotope radioactif doit eˆtre compatible avec les contraintes
cliniques. Cette dure´e doit donc eˆtre suffisamment courte pour limiter la dose d’irra-
diation chez le patient, mais aussi suffisamment longue pour permettre un diagnos-
tique complet. Pour palier a` ces proble`mes, la production des isotopes radioactifs est
souvent re´alise´e de manie`re artificielle a` proximite´ des hoˆpitaux, par bombardement
de particules graˆce a` un cyclotron. Le fluor 18 (18F) est un isotope radioactif parti-
culie`rement adapte´ aux contraintes lie´es a` un usage en routine clinique. Sa demi-vie
est e´gale a` 110 minutes. Notez cependant que d’autres e´le´ments radioactifs peuvent
eˆtre utilise´s en TEP, tels que le carbone 11 (11C), le gallium 68 (68Ga) ou le cuivre
64 (64Cu).
Lorsque l’on inte`gre le fluor 18 dans une mole´cule de glucose, en remplacement
d’un couple hydroxyle (OH), on obtient du fluorodeoxyglucose (18F-FDG) (voir fig.
1.6). En clinique, ce radiotraceur est le plus utilise´ en imagerie TEP. Il permet de
mesurer le taux de consommation de glucose. Or, pour certains types de cancers, il
a e´te´ e´tabli que la prolife´ration cellulaire ne´cessite une consommation anormalement
e´leve´e de glucose. Cette corre´lation rend donc les tissus cance´reux susceptibles de fixer
le 18F-FDG [140]. Il est important de noter que le 18F-FDG ne se fixe pas uniquement
sur les cellules cance´reuses. Certaines fixations sont d’origine physiologiques et ne
refle`tent pas de profil pathologique. La concentration de glucose est en effet tre`s
importante dans le cerveau et le coeur, e´galement dans le foie de manie`re moins
intense et parfois dans les muscles et le tube digestif. Le 18F-FDG est e´galement
tre`s concentre´ au niveau des reins et de la vessie. Enfin, il peut eˆtre fixe´ dans des
tissus inflammatoires, qu’ils soient d’origine cance´reuse ou pas. A l’inverse, il arrive
toutefois que certaines tumeurs ne fixent pas le 18F-FDG.
De´sinte´gration et annihilation
De´sinte´gration L’isotope radioactif est un e´le´ment instable. Le nombre de noyaux
diminue avec le temps selon une de´croissance exponentielle :
N(t) = N0e−λt (1.2)
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Glucose 18F-FDG
Figure 1.6 – Glucose et 18F-FDG [138]
ou` N(t) repre´sente le nombre de radionucle´ides restant au temps t, N0 est le nombre
initial de noyaux non-de´sinte´gre´s et λ est la constante radioactive de l’e´le´ment.
Dans le cas du fluor 18, la de´sinte´gration est de type β+. Un proton est converti
en neutron et a` l’issu de cette transformation sont e´mis un positon e+ ainsi qu’un
neutrino νe
18
9 F →188 0 + e+ + νe. (1.3)
Ainsi le fluor 18 posse´dant 9 protons et 9 neutrons se de´sinte`gre en l’isotope stable
de l’oxyge`ne 188 0 posse´dant 8 protons et 10 neutrons. Un positon est libe´re´ de cette
transformation.
Annihilation A l’issu de la de´sinte´gration, le positon parcourt une distance de
1 a` 3 mm avant de perdre son e´nergie cine´tique et d’inte´ragir avec un e´lectron. Le
positon e´tant de l’anti-matie`re, l’inte´raction entre ces deux anti-particules provoque
une annihilation et conduit a` l’e´mission de deux photons γ :
e+ + e− → 2γ. (1.4)
Ces deux photons γ de 511 keV sont e´mis coline´airement dans des sens oppose´s (voir
fig. 1.7). Leur direction est isotrope.
Il est inte´ressant de noter a` ce point que le nombre d’annihilations apparues dans
une pe´riode de temps fixe´e peut eˆtre repre´sente´ par une loi de Poisson. En effet, les
processus de Poisson et exponentiels sont lie´s par le fait que dans un processus de
Poisson, le temps d’attente entre deux e´ve´nements inde´pendants suit une loi expo-
nentielle. Ainsi, en conside´rant l’e´quation (1.2), on peut en de´duire que la probabilite´
que le nombre d’annihilations vale n sachant que le nombre moyen d’annihilation vaut
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Figure 1.7 – De´sinte´gration et annihilation [138].
n¯ peut eˆtre exprime´e ainsi :
P [n] = n¯
nexp(−n¯)
n! . (1.5)
De´tection et organisation des donne´es
De´tection de co¨ıncidences Les deux rayons γ atteignent ensuite chacun un
de´tecteur du dispositif, place´s sur des anneaux concentriques entourant le patient. Ces
de´tecteurs sont compose´s de cristaux scintillateurs couple´s a` des photo-multiplicateurs
e´mettant un signal e´lectrique a` chaque de´tection (voir fig. 1.8).
(a) (b)
Figure 1.8 – De´tecteurs et leur arrangement [36].(a) : Bloc de cristaux couple´s a` un
photomultiplicateur, (b) Sche´ma de l’organisation des cristaux.
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On appelle co¨ıncidence un couple de de´tections respectant des contraintes tem-
porelles et e´nerge´tiques. Plus pre´cise´ment, la de´tection des deux photons provenant
de la meˆme annihilation doit eˆtre faite dans un de´lai temporel relativement court (de
l’ordre de 10ns). De plus, ne sont conside´re´s que les photons dont l’e´nergie est proche
des 511 keV initiaux. En effet, les photons dont l’e´nergie est faible au moment de leur
de´tection sont ceux qui ont beaucoup interagit avec les tissus et ont plus de risque
d’avoir e´te´ de´vie´s. Ces co¨ıncidences de´finissent ainsi une ligne de re´ponse (Line Of
Response, LOR) reliant les deux de´tecteurs atteints par chacun des photons. Chacune
des LOR obtenues a la caracte´ristique de passer par le lieu ou` s’est produit une an-
nihilation. Ce sont par la suite ces informations qui seront utilise´es pour reconstruire
l’image.
Il arrive toutefois que certaines co¨ıncidences de´tecte´es ne correspondent pas a` une
annihilation sur la LOR en question (voir fig. 1.9).
Malgre´ la conside´ration d’une feneˆtre e´nerge´tique, il arrive que des co¨ıncidences,
dites diffuse´es soient prises en compte alors qu’au moins un des deux photons a subi
une de´viation avant sa de´tection. La modification de sa trajectoire peut eˆtre due a`
une interaction avec un e´lectron du milieu appele´e effet Compton [29]. D’autre part,
il arrive que deux annihilations se produisent dans un laps de temps tre`s courts et
qu’elles soient de´tecte´es dans la meˆme feneˆtre temporelle. Ces co¨ıncidences sont dites
fortuites. Ces deux types de co¨ıncidences inde´sirables auront pour effet de conside´rer
des LOR ne passant pas par le lieu de l’annihilation.
Co¨ıncidences diffuse´e Co¨ıncidence fortuite
Figure 1.9 – Co¨ıncidences inde´sirables [98].
Organisation des donne´es Les donne´es brutes collecte´es par le scanner TEP sont
le nombre de co¨ıncidences compte´es pour chaque couple de capteurs. Ces donne´es
peuvent eˆtre trie´es chronologiquement dans un format appele´ list mode. Toutefois, il
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est parfois inte´ressant de repre´senter ces informations sous la forme d’un sinogramme.
Un sinogramme est une matrice ou` chaque ligne correspond a` la projection d’un plan
2-D de l’image originale selon diffe´rentes incidences (voir fig. 1.10). Ainsi, a` un point
du sinogramme correspond une LOR.
Projection Sinogramme
Figure 1.10 – Construction du sinogramme [98]
En 3-D, le sinogramme se ge´ne´ralise en une structure appele´e michelogramme,
compose´ d’un sinogramme pour chaque couple d’anneaux coaxiaux du scanner.
1.5.2 Reconstruction
Comme beaucoup de modalite´s d’imagerie me´dicale, le mode`le direct d’observa-
tion TEP se formule comme :
y = Sx (1.6)
ou` y est le vecteur d’observation (des paires de coincidences de photons γ en TEP).
x est le vecteur repre´sentant tous les pixels de l’image (inconnue). S est l’ope´rateur
d’observation, ou matrice syste`me.
Il existe deux grands types de me´thodes de reconstruction :
Les me´thodes analytiques qui fournissent une solution ”exacte” en re´solvant un
syste`me d’e´quations.
Les me´thodes ite´ratives dans lesquelles une image interme´diaire converge ite´ra-
tivement vers la ”vraie” image.
Me´thodes analytiques
En 1917, Radon a formule´ les bases mathe´matiques de la reconstruction d’un
objet a` partir de ses projections [112]. A cet e´gard, il est inte´ressant de remarquer
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Figure 1.11 – Principe de projection : la mesure yθ(u) correspond a` l’inte´grale de
la fonction a` reconstruire le long d’une droite orthogonale a` l’axe u [101].
qu’en 2-D, pour les protocoles d’imagerie base´s sur une tomographie, comme c’est le
cas en TEP, S correspond a` la matrice de projection de Radon. Les sinogrammes y
peuvent alors eˆtre vus comme la transforme´e de Radon (discre`te) de l’image originale.
De manie`re ge´ne´rale, si x est une fonction de´finie de R2 dans R, la transforme´e de
Radon y de x dans la direction θ a` une distance u de l’axe est e´gale a` :
yθ(u) =
∫ +∞
−∞
∫ +∞
−∞
x(i, j)δ [i cos(θ) + j sin(θ)− u] didj (1.7)
ou` δ(·) est l’impulsion de Dirac. La transforme´e de Radon correspond donc a` l’en-
semble des inte´grales lignes selon chacune des directions θ, et chaque direction cor-
respond a` une ligne du sinogramme.
Les solutions analytiques se basent sur cette proprie´te´ et consistent a` appliquer
la transformation inverse de Radon sur le sinogramme y pour retrouver l’image x.
Reconstruction par transforme´e de Fourier Une solution analytique de l’in-
verse de Radon est base´e sur le the´ore`me de la coupe centrale. Ce the´ore`me stipule que
la transforme´e de Fourier unidimensionnelle d’une projection F1D{yθ(u)} est e´gale a`
une ligne passant par l’origine et faisant un angle θ avec l’axe i, de la transforme´e
de Fourier bidimensionnelle de l’image F2D{x(u cos(θ), u sin(θ))}. La re´solution du
proble`me revient donc a` calculer la transforme´e de Fourier de chaque projection
F1D{yθ(u)}, de reporter les lignes obtenues dans le plan fre´quentiel, puis de re´aliser
une transforme´e de Fourier bidimensionnelle inverse.
En pratique, la reconstruction par l’inversion directe de la transforme´e de Fourier
est simple et rapide mais s’ave`re tre`s peu robuste au bruit car la transforme´e de
Radon mesure´e est de´grade´e.
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Re´troprojection filtre´e (Filtered Back-Projection : FBP) La re´solution par
la me´thode de la re´troprojection filtre´e consiste en deux e´tapes. Dans un premier
temps, on applique un filtre rampe a` chaque ligne du sinogramme, puis, dans un
deuxie`me temps, une re´troprojection simple est faite dans le plan des projections
filtre´es pour chaque angle. La re´solution analytique par la me´thode de re´troprojection
filtre´e peux se formuler ainsi :
x(i, j) =
∫ pi
0
yθ(u)⊗ h(u)dθ (1.8)
ou` ⊗ est l’ope´rateur de convolution et h(u) est le noyau d’un filtre rampe souvent
combine´ a` un filtre passe-bas pour e´viter l’amplification du bruit (voir fig. 1.12).
Projection Re´troprojection filtre´e
Figure 1.12 – Principe des ope´rations de projection et de re´troprojection a` partir
de deux angles de vue (0˚ et 90˚ ) [98].
Les me´thodes analytiques de´terministes de reconstruction ont l’avantage d’eˆtre
rapides et faciles a` mettre en oeuvre. Mais elles sont peu robustes lorsqu’elles sont
employe´es sur des donne´es discre`tes et se basent sur un mode`le physique tre`s sim-
pliste. Pour pallier ces proble`mes, des me´thodes ite´ratives ont e´te´ de´veloppe´es.
Me´thodes ite´ratives
Le proble`me de reconstruction tomographique peut eˆtre vu comme la re´solution
d’un syste`me discret line´aire y = Sx ou` le nombre d’e´quations correspond au nombre
d’e´le´ments dans le sinogramme, et les inconnues sont les valeurs des voxels de l’image
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a` reconstruire. L’e´quation (1.6) s’e´crit plus pre´cise´ment :

y1
y2
...
yI
 =

s11 s
1
2 · · · s1J
s21 s
2
2 · · · s2J
... ... . . . ...
sI1 s
I
2 · · · sIJ


x1
x2
...
xJ
 (1.9)
ou` sij est la probabilite´ qu’une annihilation ayant eu lieu dans le voxel xj soit de´tecte´e
sur la LOR yi. Notez que S correspond ici a` la forme matricielle de la projection
associe´e a` la transforme´e de Radon discre`te. La matrice S est souvent appele´e matrice
syste`me et peut inclure le mode`le ge´ome´trique d’acquisition aussi bien que la prise en
compte des phe´nome`nes physiques influenc¸ant les mesures (comme les phe´nome`nes
d’atte´nuation) .
La re´solution du syste`me (1.9) consiste a` de´terminer x connaissant S et y. Or,
les valeurs singulie`res de S sont petites. Le proble`me est donc mal conditionne´ et
l’inversion directe du projecteur S est impossible en pratique. On a donc souvent
recours a` des me´thodes ite´ratives. Leur principe est de re´pe´ter en boucle un cycle de
projection et de retroprojection jusqu’a` la convergence de l’algorithme, c’est a` dire
quand la diffe´rence entre le sinogramme mesure´ et le sinogramme associe´ a` l’image
estime´e est ne´gligeable.
Il existe principalement deux types d’approches discre`tes ite´ratives :
Les me´thodes alge´briques ont e´te´ les premie`res me´thodes de reconstruction ite´-
ratives a` eˆtre utilise´es, notamment avec l’algorithme ART (Algebraic Recons-
truction Techniques) [51] ou son ame´lioration SIRT [48] et autres de´rive´s. Ces
me´thodes conside`rent la solution du syste`me (1.9) comme l’intersection d’hy-
perplans et consistent en une se´rie de projections sur chacun de ces hyperplans.
Mais ces me´thodes ne conside`rent pas le caracte`re stochastique des donne´es et
sont donc sensibles au bruit.
Les me´thodes statistiques qui se fondent sur une expression probabiliste du pro-
ble`me de reconstruction et permettant de prendre en conside´ration le bruit
des donne´es. La re´solution est formule´e comme un proble`me d’optimisation
visant a` maximiser une vraisemblance base´e sur le mode`le statistique choisi
(ge´ne´ralement Poisonnien). Parmi les me´thodes statistiques propose´es dans la
litte´rature, MLEM est l’algorithme le plus utilise´ en TEP et sera pre´sente´ dans
le paragraphe suivant.
Une description ge´ne´rale des diffe´rentes me´thodes de reconstruction ite´ratives est
pre´sente´e dans [111].
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Maximum de vraisemblance par Espe´rance-Maximization (MLEM) La
me´thode Maximum-Likelihood Expectation-Maximization (MLEM) [126] repose sur
la repre´sentation du bruit des donne´es selon une statistique de Poisson maximisant
une fonction de croyance, plus pre´cise´ment le logarithme de la vraisemblance.
On discre´tise l’espace en voxels {j}. En ignorant le de´placement des positons entre
leur apparition et leur annihilation (de l’ordre de quelques millime`tres), le nombre
d’emissions xj provenant d’un voxel j donne´ de´pendra de la concentration du traceur
dans ce voxel et de la pe´riode de l’isotope radioactif. D’apre`s (1.5), on suppose ici
que les donne´es mesure´es sont des re´alisations de variables ale´atoires distribue´es selon
une loi de Poisson. Pour chaque voxel j, on associe donc une variable ale´atoire Xj
suivant une loi de Poisson de parame`tre x¯j.
P [Xj = xj] = e−x¯j
x¯j
xj
xj!
. (1.10)
Certaines des ces e´missions seront de´tecte´es par le syste`me. On peut alors conside´rer :
p(i, j) , p(e´ve´nement de´tecte´ par la LOR i|e´ve`nement e´mis par le voxel j) (1.11)
Comme les photons sont e´mis selon une direction ale´atoire uniforme´ment distribue´e,
la plupart d’entre eux ne seront pas de´tecte´s et
p(j) =
∑
i
p(i, j) 6 1. (1.12)
On peut toutefois se ramener a` l’e´galite´ en ne conside´rant que les photons de´tecte´s.
En posant
s(i, j) , p(i, j)/p(j) (1.13)
on a
s(j) =
∑
i
s(i, j) = 1 (1.14)
s(i, j) repre´sente alors la probabilite´ que parmi les e´ve´nements de´tecte´s, un e´ve´nement
e´mis par le voxel j soit de´tecte´ par la LOR i. Il est inte´ressant de noter que l’on re-
trouve ici la matrice S de l’e´quation (1.9).
En de´finissant yi le nombre de de´tections faites par la LOR i on peut e´crire :
yi =
∑
j
xji (1.15)
ou` xji est le nombre d’e´ve´nements provenant du voxel j de´tecte´s par la LOR i . Les
xji sont des variables inde´pendantes suivant une loi de Poisson, une somme finie de
ces variables suit donc e´galement une loi de Poisson.
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Selon cette mode´lisation, le nombre de co¨ıncidences yi de´tecte´es par la LOR i
peut donc eˆtre vu comme une re´alisation d’une variable ale´atoire Yi suivant une loi
de Poisson :
P [Yi = yi] = e−y¯i
y¯i
yi
yi!
(1.16)
dont le parame`tre y¯i est lie´ aux parame`tres des Xj par la formule :
y¯i = E[Yi] =
∑
j
s(i, j)x¯j. (1.17)
Autrement dit, le nombre moyen de photons de´tecte´s dans une LOR est e´gal a` la
somme sur tous les voxels, du produit du nombre moyen d’e´missions issues de ce
voxel par la fraction de photons e´mis depuis ce voxel selon la LOR conside´re´e [128].
Bien que le mode`le de Poisson soit approprie´ en the´orie, il arrive que des cor-
rections effectue´es avant, durant ou apre`s le processus de reconstruction viennent
de´naturer le caracte`re poissonnien et inde´pendant des donne´es. En effet, des taˆches
comme la correction d’atte´nuation, la correction des co¨ıncidences ale´atoires, ou une
simple renormalisation de l’image peuvent modifier la densite´ de probabilite´ de la va-
riable ale´atoire et un simple lissage peut corre´ler spatialement les mesures. D’autres
mode`les de donne´es tels que des mode`les gaussiens [3, 91] ont e´te´ propose´s. D’autres
travaux ont e´galement e´te´ re´alise´s pour essayer de pre´server les statistiques Poisson-
niennes [89]. Le mode`le de Poisson reste tout de meˆme le mode`le le plus utilise´ pour
de´crire les donne´es TEP [120, 126, 130].
Une fois le mode`le des donne´es fixe´, le proble`me de reconstruction d’image consiste
a` estimer x¯j connaissant les donne´es observe´es yi. En supposant que les de´tections
sont Poissonniennes, la vraissemblance des donne´es peut donc s’e´crire :
L(x¯) = P [y|x¯] = ∏
i
exp−y¯i y¯i
yi
yi!
(1.18)
ou` y¯i a e´te´ de´fini dans (1.17). En reprenant l’expression (1.17) et en passant au log
on obtient la log-vraissemblance suivante :
L(x¯) = log [L(x¯)] = −∑
j
∑
i
x¯js(i, j) +
∑
i
yilog
∑
j
x¯js(i, j)
−∑
i
log(yi!). (1.19)
En conside´rant maintenant les premie`re et deuxie`me de´rive´es de la log-vraissem-
blance, il peut eˆtre montre´ que la matrice des deuxie`mes de´rive´es est semi-de´finie
ne´gative et que L(x¯) est concave [126]. Par conse´quent, une condition suffisante pour
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qu’un vecteur x¯ minimise L est donne´e par la condition de Kuhn-Tucker :
0 = [x¯j
∂L(x)
∂x¯j
]x¯j = x¯j −
∑
i
yis(i, j)x¯j∑
j′ s(j′, i)x¯j′
. (1.20)
En interpre´tant la formule pre´ce´dente comme un proble`me de point fixe, on ob-
tient enfin la formule de mise a` jour de x¯ voxel par voxel :
x¯j
(k+1) = x¯j(k)
∑
i
s(i, j) yi∑
j′ s(j′, i)x¯j′
. (1.21)
Dans l’e´quation (1.21), on reconnaˆıt la projection directe de l’image estime´e x¯k
sur l’espace de Radon a` l’ite´ration k :
y˜j ,
∑
j′
s(j′, i)x¯j′ (1.22)
et la re´troprojection :
x¯j
(k+1) , x¯j(k)
∑
i
s(i, j)yi
y˜j
. (1.23)
L’algorithme MLEM converge alors vers l’unique maximum de vraisemblance x¯.
Le nombre d’ite´rations ne´cessaires avant d’obtenir une image pertinente est toutefois
important et rend l’algorithme MLEM lent.
Ordered-Subsets Expectation Maximization (OSEM) De nombreux travaux
ont e´te´ de´veloppe´ afin de trouver des alternatives convergeant plus rapidement. L’al-
gorithme le plus utilise´ en routine clinique est l’algorithme des sous-ensembles or-
donne´s (Ordered Subsets EM, OSEM [66]). Les projections sont regroupe´es en blocs
disjoints et chaque ite´ration est compose´e d’une sous-ite´ration pour chacun des blocs.
Durant chacune de ces sous-ite´rations, l’algorithme MLEM est applique´ au sous-
ensemble correspondant. A chaque ite´ration, l’image est donc mise a` jour autant de
fois qu’il y a de blocs, et la convergence est acce´le´re´e proportionnellement. Le sche´ma
ite´ratif de l’algorithme de reconstruction OSEM s’e´crit
x
(k∗B+b+1)
j = x
(k′)
j
∑
i∈Bb
s(i, j) yi
y˜
(k∗B+b)
i
(1.24)
ou` B est le nombre de bloc et Bb repre´sente les indices des LOR appartenant au bloc
b.
Notons par ailleurs qu’une version nomme´e OPL-EM (One-Pass List-Mode Ex-
pectation Maximization), adapte´e au format list-mode a e´galement e´te´ de´veloppe´e
[115].
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Ces algorithmes sont largement utilise´s dans les protocoles cliniques du fait de
leur rapidite´ d’exe´cution. Ils conduisent cependant a` des images tre`s bruite´es. Il est
alors fre´quent d’ajouter un terme de re´gularisation a` la fonction a` minimiser ou
d’appliquer un filtre passe-bas a` l’image reconstruite.
1.6 La tomodensitome´trie
La tomodensitome´trie (TDM), ou computerized tomography (CT), est une moda-
lite´ d’imagerie anatomique non invasive mettant en e´vidence la diffe´rence d’atte´nuation
d’un faiseau de rayons X a` travers les diffe´rents tissus de l’organisme. Elle fut e´tudie´e
initialement par Cormack [30, 31] dans les anne´es 1960 et de´veloppe´e par Hounsfield
[65] au de´but des anne´es 1970. Conside´re´e comme une des plus importante en radio-
logie, cette de´couverte valut a` Cormack et a` Housfield le Prix Nobel de me´decine en
1979. La TDM est utilise´e aujourd’hui dans de vastes domaines d’applications, que ce
soit pour l’exploration du thorax et de l’abdomen ou pour l’e´valuation des fractures
osseuses. La TDM est e´galement d’inte´reˆt majeur pour la definition du volume cible
en radiotherapie et l’image obtenue est e´galement utilise´e lors de la reconstruction
des images TEP quant a` la correction des phe´nome`nes d’atte´nuation. Des e´tudes
plus re´centes s’inte´ressent aussi a` la TDM dans le domaine de la coloscopie virtuelle.
1.6.1 Principes physiques
Le syste`me d’acquisition du TDM est compose´ d’un tube a` rayons X couple´ a`
des de´tecteurs situe´s en vis-a`-vis autour d’un lit sur lequel le patient est allonge´.
Les rayons X e´mis traversent le corps a` imager et sont plus ou moins atte´nue´s se-
lon la densite´ des tissus rencontre´s. Les re´cepteurs mesurent alors la quantite´ de
rayons X rec¸us apre`s la traverse´e du corps. Ces informations sont converties en si-
gnaux e´lectriques et correspondent aux coefficients d’atte´nuation line´ique des tissus
traverse´s selon l’angle conside´re´. La source et les re´cepteurs sont anime´s d’un mou-
vement de rotation synchrone autour du patient et les projections mesure´es selon les
diffe´rents angles peuvent alors eˆtre utilise´es pour reconstruire mathe´matiquement une
coupe axiale transverse de l’objet. L’image obtenue fait alors ressortir les diffe´rences
d’atte´nuation des rayons X dans les diffe´rents tissus et correspond donc a` une carte
de densite´ du corps examine´.
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Figure 1.13 – Repre´sentation sche´matique d’un tomodensitome`tre [138].
Ge´ne´ration des rayons X
La ge´ne´ration des rayons X est assure´e par un tube radioge`ne. Il est compose´
d’une cathode e´mettant des e´lectrons par effet thermoionique, qui sont eux meˆmes
acce´le´re´s vers une anode, et un faisceau de rayons X est e´mis par rayonnement de
freinage. A la sortie du tube, la source est colimate´e de manie`re a` ce que le faisceau
soit en forme d’e´ventail et couvre toute l’e´tendue du corps a` examiner. L’inte´gralite´
du faisceau est ensuite intercepte´ par des centaines de de´tecteurs diame´tralement
oppose´s a` la source et dispose´s en arc de cercle.
Afin de limiter l’exposition du patient aux rayonnements ionisants, l’intensite´ du
faisceau peut eˆtre adapte´e par le syste`me en fonction de la corpulence du patient.
Interaction avec la matie`re
Entre leur e´mission et leur de´tection, les rayons X vont interagir avec la matie`re
qu’ils traversent. Ces interactions peuvent eˆtre re´sume´e aux trois principes physiques
suivants :
– l’effet photoe´lectrique
– l’effet de diffusion Compton
– l’effet de diffusion Rayleigh
et re´sultent en une atte´nuation de l’e´nergie des rayons X.
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Le flux du faisceau de´tecte´ apre`s la traverse´e d’un tissu de densite´ uniforme re´pond
a` la loi d’atte´nuation de Beer-Lambert, valable pour un faisceau monochromatique :
I = I0e−µ(E)x (1.25)
ou` I0 est l’intensite´ initiale du rayon, I repre´sente l’intensite´ du rayonnement apre`s
la traverse´e, x l’e´paisseur du mate´riau traverse´ et µ est le coefficient d’atte´nuation
line´ique du milieu, de´pendant de l’e´nergie E du photon X et de´finissant les proprie´te´s
de la matie`re a` atte´nuer les rayons X.
Dans le cas de la traverse´e de tissus he´te´roge`nes, cette meˆme loi se ge´ne´ralise en :
I = I0e−
∫
L
µ(x,y,E)ds (1.26)
ou` I0 et I repre´sentent respectivement les flux de photons incidents et transmis et
µ(x, y, E) est le coefficient d’atte´nuation de la matie`re a` la position (x, y). L’inte´grale
est calcule´e le long de la ligne L partant de la source vers le de´tecteur.
La fraction transmise peut alors eˆtre exprime´e comme le rapport entre le flux
sortant et le flux entrant :
TF = I
I0
= e−
∫
L
µ(x,y,E)ds (1.27)
En se basant sur l’e´quation (1.27), on peut alors de´finir la projection P a` l’angle
θ et a` la distance t depuis l’origine par
P (θ, t) , − ln( I
I0
) =
∫
L(θ,t)
µ(x, y, E)ds (1.28)
Il est alors inte´ressant de constater que l’e´quation (1.28) repre´sente la somme des
coefficients d’atte´nuation line´ique le long du chemin de projection et qu’il peut eˆtre
directement calcule´ a` partir des flux incidents I0 et transmis I.
De´tection des rayons X et modes d’acquisition
Me´thode de conversion des rayons X La de´tection des rayons X peut se faire
par conversion directe ou indirecte.
Dans le cas d’une conversion directe, l’e´nergie de´pose´e par les particules dans le
de´tecteur est transforme´e directement en charges e´lectriques dans le substrat du semi-
conducteur. Toutefois, l’efficacite´ de de´tection de´pend de l’e´nergie rec¸ue et ce mode
de conversation est souvent touche´ par ailleurs par la faible efficacite´ de de´tection
des capteurs de type semi-conducteurs.
En de´tection indirecte, les rayons X sont d’abord convertis en lumie`re visible,
dans un scintillateur via les me´canismes de luminescence. Ces photons lumineux
vont ensuite cre´er des charges dans un photode´tecteur.
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Mode de de´tection Une fois les de´tections re´alise´es et converties en signaux
e´lectriques, il existe deux manie`res de quantifier ces de´tections : par inte´gration de
charge ou par comptage de photons.
Les de´tecteurs de rayons X utilise´s en TDM les plus utilise´s en routine clinique
fonctionnent en mode inte´gration de charges. Dans ce mode, les charges rec¸ues par
chaque de´tecteur sont accumule´es pendant une pe´riode de temps donne´e et ne sont
lues qu’a` la fin de cette dure´e d’inte´gration. Or, la charge cre´e´e par un photon est
fonction de son e´nergie, le bruit Poissonnien des photons de haute e´nergie aura
tendance a` alte´rer les mesures.
Dans le cas du mode comptage de photons, chaque de´tection est traite´e indivi-
duellement. L’information mesure´e correspond alors au nombre de photons de´tecte´s,
inde´pendamment de leur e´nergie.
Modes d’acquisition Il existe de plus deux modes d’acquisition selon le protocole
utilise´ : le mode se´quentiel et le mode he´lico¨ıdal (voir fig. 1.14).
Le mode se´quentiel, aussi appele´ incre´mental, e´tait le premier a` eˆtre utilise´. Il
consiste a` acque´rir les coupes successives de manie`re isole´e. Selon ce mode, le lit est
fixe et l’ensemble e´metteur/re´cepteurs tournent autour du patient avec une pe´riode
de re´volution allant de 0.5 a` 4 secondes. Les diffe´rentes projections acquises pendant
la rotation, sont utilise´es pour reconstruire une coupe a` une position axiale pre´cise.
Puis, le lit est de´place´ et une nouvelle coupe est acquise.
Depuis les anne´es 1990, les technologies des syste`mes TDM ont connues de nom-
breuses e´volutions, et le mode d’acquisition se´quentiel a laisse´ place au mode he´lico¨ıdal,
au point de faire de ce dernier le mode d’acquisition le plus utilise´ de nos jours. Dans
le mode he´lico¨ıdal, ou continu, la table d’examen effectue une translation line´aire
a` vitesse constante pendant la dure´e d’exposition. On introduit alors un parame`tre
appele´ pitch qui correspond au rapport entre la vitesse de la table et la pe´riode de
rotation du tube. Ce mode d’acquisition permet d’effectuer des acquisitions rapides
du volume. Des interpolations line´aires sont toutefois ne´cessaires pour compenser le
manque de donne´es a` chaque position axiale.
Plus re´cemment, des syste`mes multicoupes ont e´te´ de´veloppe´s. A l’inverse des
syste`mes monocoupes acque´rant une coupe a` chaque rotation du tube, les syste`mes
multicoupes sont e´quipe´s de plusieurs range´es de de´tecteurs permettant d’obtenir et
de reconstruire sans artefacts une partie assez large du corps a` chaque rotation.
28
Figure 1.14 – Les deux modes d’acquisition : se´quentiel a` gauche, he´lico¨ıdal a` droite
[101].
1.6.2 Reconstruction
Quelques soient les techniques utilise´es, les donne´es acquises sont mesure´es dans
l’espace des projections et non dans le domaine spatial directement. En tomoden-
sitome´trie, ces projections diffe`rent de la TEP du fait qu’a` une position du tube
donne´e, tous les rayons sont e´mis depuis la meˆme source et les projections sont donc
a` ge´ome´trie conique et non plus paralle`le. Ces projections peuvent toutefois eˆtre
repre´sente´es par un sinogramme comme en TEP et peuvent eˆtre interpre´te´es comme
la transforme´e de Radon de la re´partition spatiale des coefficients d’atte´nuation.
L’image peut donc eˆtre reconstruite en appliquant un algorithme de reconstruction
tomographique usuel. En imagerie TDM, c’est la me´thode analytique de re´troprojection
filtre´e qui est la plus utilise´e (voir 1.5.2).
L’image obtenue correspondra alors aux valeurs du coefficient d’atte´nuation line´ique
µ en tout point de l’espace. Ces valeurs sont toutefois renormalise´es selon une e´chelle
standardise´e, dite de Housfield, qui a l’avantage d’eˆtre relativement stable et peu
de´pendante de l’e´nergie d’emission des rayons X. Cette nouvelle e´chelle rapporte
chaque coefficient µ a` celui de l’eau. Ainsi, la valeur finale Ni (en unite´s HU) du
voxel i , dont le coefficient d’atte´nuation line´ique vaut µi est fixe´e par la relation
Ni =
µi − µeau
µeau
∗ 1000 (1.29)
Selon cette nouvelle e´chelle, les valeurs obtenues varient de −1000 (pour l’air) a`
+3000 (pour le me´tal), avec Neau = 0 et Nos = 1000.
La re´solution fine de la TDM (de l’ordre de 1mm dans le sens transaxial et de 2 a`
5mm dans le sens axial) permet une visualisation pre´cise des structures anatomiques
du corps e´tudie´.
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1.7 Conclusion
La prise en charge du cancer reste de nos jours un enjeu de sante´ publique. Dans
ce domaine, l’imagerie me´dicale joue un roˆle tre`s important. Elle permet par exemple
d’extraire des indicateurs, utiles au diagnostic et au suivi des patients. Souvent, ces
indicateurs sont mesure´s sur une re´gion d’inte´reˆt pre´alablement de´limite´e par un pro-
cessus de segmentation habituellement semi-manuelle. La qualite´ de la segmentation
est donc un facteur critique pour ame´liorer la pre´cision du diagnostic.
Cette the`se propose une me´thode de segmentation pour la tomographie par emis-
sion de positons (TEP). Cet modalite´ d’imagerie constitue un outil prometteur per-
mettant souvent de desceller un cancer bien avant sa visibilite´ par tomodensitome´trie.
La segmentation en TEP est toutefois un proble`me difficile. Une approche oriente´e
”contour” n’est pas possible car les organes ne sont pas de´limite´s par des contours
ge´ome´triques. Une approche oriente´e ”re´gion” est difficile car les donne´es (meˆme as-
socie´e a` une meˆme classe) pre´sentent une forte variabilite´ a` cause du bruit ajoute´
durant la de´tection, ou durant la formation de l’image, ou meˆme a` cause de l’ob-
jet explore´ lui-meˆme comme c’est le cas des tumeurs he´te´roge`nes. Les me´thodes de
segmentation oriente´es ”re´gion” applique´es directement sur les donne´es mesure´es,
comme les techniques de seuillage, sont peu robustes a` cette variabilite´.
Une mode´lisation statistique des donne´es est donc ne´cessaire. L’algorithme de
segmentation propose´ aura alors pour objectif de discriminer les classes pre´sentant
des statistiques diffe´rentes. Le cadre statistique permettra ainsi de trouver le mode`le,
les de´limitations ou directement les indicateurs les plus probables.
Afin de mode´liser au mieux les donne´es, le mode`le statistique utilise´ doit re´pondre
a` certains crite`res. En premier lieu, il doit eˆtre robuste aux variations d’activite´
pouvant avoir lieu dans une meˆme classe. Ensuite, il doit eˆtre adapte´ aux indicateurs
recherche´s. Enfin, il doit se baser sur les processus physiques de formation de l’image.
Ce document pre´sente un mode`le statistique re´pondant a` ces crite`res. Il sera pre´sente´
chapitre 2.
Comme la mode´lisation des donne´es et la segmentation sont e´troitement lie´es
le chapitre 3 pre´sentera un algorithme re´solvant ces deux proble`mes de manie`re
conjointe.
Avec l’essor des technologies mixtes, permettant d’acque´rir une image anatomique
et une image fonctionnelle durant le meˆme examen, il semble inte´ressant d’ajouter des
informations ge´ome´triques pour affiner le processus de segmentation. Toujours dans
un cadre statistique, une technique de segmentation d’images bimodales TEP/TDM
sera pre´sente´e en chapitre 4.
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Modeling heterogeneous tumors and Bayesian pa-
rameters estimation
Introduction
Pathophysiological studies report that the biological activity is heterogeneous in
tissues, and especially in tumors. This chapter addresses the statistical modeling of
PET data, so that intra-tissue variations of activity are considered.
This chapter also provides a robust and efficient method to estimate the parame-
ters of this distribution in a general context of the Monte Carlo approach.
Problem statement
Modeling PET data
It is proposed to model the activity of a single tissue by a negative binomial
distribution (NBD).
Its analytical expression can be formulated using the parameterization in 2.2.
This model has the advantage of taking into consideration the variations of acti-
vity within the same tissue.
Parameter estimation
Despite its popularity, the estimation of the NBD parameters is a well known
difficult problem.
This paper proposes a Bayesian method to estimate the parameters of the NBD
using an MCMC technique.
Bayesian model
A hierarchical Bayesian model is established. The parameter estimation problem
is formulated as a Maximum a Posteriori (MAP) problem (see (2.7)).
Likelihood
As the observations are mutually independent, the likelihood P [x|θ] (see eq.(2.9))
can be defined directly from the formulation of the density of the NBD (2.2).
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Prior on the model parameters
Gamma distributions were chosen as prior for both the mean µ and inverse dis-
persion k (eq. (2.11)).
The choice of these priors are motivated by the fact that the gamma distributions
have their values limited to R∗+, corresponding to the positivity constraint of µ and
k.
Assuming that the parameters are independent, the joint prior distribution of the
vector θ is expressed in (2.14).
To summarize the relationships between the various parameters and hyper-parameters,
figure 2.1 presents the proposed hierarchical Bayesian model as a directed acyclic
graph.
Posterior distribution
The shape of the obtained posterior density is shown in figure 2.2.
Its complex form has the following characteristics :
– First, the target density exhibits a strong curve, indicating a correlation bet-
ween its parameters.
– The target density is also anisotropic, as illustrated by the stretch along the k
dimension.
– Finally, the parameter values are constrained to be positive.
These three factors make the sampling process difficult. In this work, we develop
a sampling method to address these problems.
Method
This section proposes a method to efficiently sample densities with correlated
parameters under non-negativity constraints.
To address the problem of the correlation between parameters, a random walk
based on Manifold MALA allows an efficient exploration of the target density, by
reducing the difficulties due to anisotropy.
In addition, the use of a proximal MCMC algorithm effectively ensures non-
negativity of the parameters.
The two methods used together provide efficient mixing properties even if vague
priors are used.
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Manifold MALA
Random Walk Metropolis-Hastings
Using a standard RWMH algorithm is not advisable for exploring an anisotropic
parameter space because the different dimensions behave in very different ways and
it is difficult, if not impossible, to choose a scale factor  that fits all dimensions.
This can lead to excessively slow mixing.
Hybrid Gibbs Sampler
Gibbs hybrid methods fail if there is a correlation between the elements to be
sampled. For this reason, a sampler proposing a pair of parameters (µ, k) is preferred
to Gibbs sampling, which works separately in each dimension.
Metropolis Adjusted Langevin Algorithm (MALA)
In the Metropolis Adjusted Langevin Algorithm (MALA), the gradient favors the
movement of the chain according to the steepest slope. Thus, the chain will converge
faster to the ergodic distribution and fewer steps will be required during burn-in. A
new value θ∗ is proposed as in (2.16).
However, it is clear that the isotropic diffusion will be ineffective for highly cor-
related θ with very different variances, because the step size  will always fit the
random variable with the smallest variance.
Covariance Matrix
This problem can be circumvented by using a preconditioning matrix M , as in
(2.17). But again, a global level of preconditioning may be inappropriate when the
transient and stationary regimes of the Markov process are different.
MALA on Riemannian manifold
Manifold MALA (mMALA) is a generalization of MALA. Instead of using the
Euclidean gradient as in the MALA, the idea is to consider the gradient with a more
appropriate metric, exploiting the Riemannian geometry of the parameter space.
In this regard, the Fisher information matrix (see (2.18)) defines a local metric
of a Riemannian manifold. From a Bayesian perspective, the joint probability of the
data and the parameters defines the metric tensor ; this tensor is the expected value
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of the Fisher information matrix added to the opposite of the Hessian of the log-prior
distribtuions (see (2.23)).
The new proposal mechanism is described in (2.24).
The parameter θ∗ is accepted with probability (2.29).
The proposed sampling method is superior to the conventional RWMH method
in several ways.
– The chain converges faster to the ergodic distribution therefore fewer iterations
are required during burn-in.
– The step size  is compensated by the deviation term that takes into account
the shape of the target distribution. In other words, the algorithm is more
flexible to the different step sizes required for transient and stationary phases
and for the different behavior in each direction of the parameter space.
– The proposal distribution q(θ∗|θi) is closer to the posterior distribution. This
results in a better simulator.
Proximal manifold MALA
The manifold MALA method requires differentiability at each point of the para-
meter space. However, the two parameters of the NBD are limited to positive values.
In practice, accurately simulating near the borders of this space will often lead to
candidates who are out of bounds.
A simple solution would be to reject these proposed values, but in this case the
step size can become extremely low and could significantly slow down the algorithm.
A better solution would be to consider a reflecting sampling scheme to keep
successive candidates within the bounds (see fig. 2.3). The main drawback of this
method is that the candidates may not be in the direction of the gradient, especially
if the step size is too large.
In this chapter, we address this problem by using proximal operators.
We consider f , the extension of P on R2 . f is not everywhere differentiable
but MALA can be generalized to a wide range of non-differentiable distributions by
exploiting the proximal applications.
In this case, a candidate θ∗ is proposed according to the transition (2.34).
Because f is convex, its proximal application can be effectively approximated by
using a forward-backward proximal splitting method (see (2.33)).
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The above results can be easily extended to the consideration of the geodesic
gradient (see (2.35)).
The parameter θ∗ is then accepted with probability (2.36).
The forward-backward algorithm can be seen as a progressive step, guided by the
gradient of f , followed by a retrogressive step where a projection is made according
to h, on the positive area (see fig. 2.4).
The generalization of the gradient by a sub-gradient allows to restrict the genera-
ted candidates in the differentiable domain and thus allows to explore the parameter
space efficiently.
Sampling algorithm
The final algorithm is detailed in the listing 1.
Results and discussions
The proposed method was validated on synthetic data and performance of the
algorithm was evaluated and compared to other methods. Then, experiments were
carried out on a real PET pre-segmented image to validate the proposed model.
Parameter estimation on synthetic data
Six sampling algorithms were compared :
GIBBS Metropolis-within-Gibbs
RWMH Random Walk Metropolis-Hastings
MALA Metropolis Adjusted Langevin Algorithm
prox-MALA proximal MALA
mMALA Manifold MALA
prox-mMALA Proposed proximal manifold-MALA
Convergence to the ergodic distribution
Figure 2.5 shows the first steps of the three different types of random walks,
starting from the same starting point. We can see that the chain associated to the
mMALA method reaches the top of the ergodic distribution faster than other chains.
We also note that the MALA chain rapidly reaches the ergodic distribution, but as
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the step size is adapted to the component with the smallest variance, the chain
”struggles” to explore the entire density.
The simulations were repeated 20 times for each method, and the Multivariate
Potential Scale Reduction Factor (MPSRF) was measured.
Figures 2.6, 2.7, 2.8 and 2.9 relate the evolution of MPSRF throughout the ite-
rations for the six methods. Unlike the other methods, MPSRF associated with
mMALA and prox-mMALA methods become low in the first iterations.
Tables 2.1, 2.2, 2.3 and 2.4 indicate the number of iterations required to achieve a
MPSRF below 1.2. We see that only a few iterations are required for the algorithms
mMALA and prox-mMALA for convergence, while the convergence is much slower
for the other algorithms.
Samples correlation
The autocorrelation factor was calculated for each of the algorithms over the
100, 000 iterations after burn-in (see figures 2.10, 2.11, 2.12 and 2.13).
The mMALA methods and prox-mMALA offer uncorrelated samples after fewer
iterations than needed for other methods.
Effective sample size
The effective sample size has been deducted from above autocorrelation measu-
rements.
Tables 2.5, 2.6, 2.7 and 2.8 show the number of effective samples within the
100000 iterations after burn-in.
One can see that the mMALA and prox-mMALA algorithms allow to provide
much more uncorrelated samples than the other algorithms.
Effective sample size by second
From the previous results of the ESS and the computation time required to per-
form the simulations, the average number of independent samples drawn per second
was calculated for each method. They are presented in tables 2.9, 2.10, 2.11 and 2.12.
The method using the proximal operators is faster than that based on a reflective
pattern, and therefore provides more uncorrelated samples per time interval.
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Modeling PET data
To confirm that the NBD correctly models the PET data, the proposed method
was applied to real PET images. Figure 2.14 shows three successive slices of an image
centered on the abdomen.
Goodness of fit tests have been made for the proposed model and compared
to other statistical models used in the literature. Specifically, the distribution of
the activity of each tissue has been modeled by a normal distribution, a Poisson
distribution and the proposed negative binomial distribution.
Parameter estimation
The parameters associated to the different distributions have been estimated for
each tissue. The MMSE estimates of each model are presented in table 2.13 for each
of the 6 classes. The parameter estimation algorithms give a high reproducibility.
Moreover, the PSRF values obtained on the 50 chains for each parameter of each
model shows that all chains have converged (see table 2.14).
Both results show that the estimated parameters for each model were estimated
by accurate and robust algorithms.
Goodness of fit
The estimated parameters have been used to model the data by different distri-
butions. Figure 2.15 shows the histogram of the data and the curves associated to
the different models.
Figure 2.15 shows that the probability density function estimated using the pro-
posed negative binomial model correctly fits the histogram data. The normal distri-
bution model gives the worst results while the Poisson model does not correspond
to the data.
The quantitative results of the goodness of fit are shown in tables 2.15 and
2.16. Table 2.15 reports the results of Kolmogorov-Smirnov (KS), Cramer von Mises
(CVM) and χ2 tests for each model and each class. Table 2.16 presents the Akaike
(AIC) and Bayesian (BIC) information criteria for each model and each class. The
negative binomial model outperforms the two other models, whatever the criterion
used.
Discussions
The results of the Kolmogorov-Smirnov, Cramer von Mises and χ2 tests show
that, whatever the model, the goodness of fit is better for tissues with high activity,
37
particulary the tumor.
Although in theory the Poisson model is more legitimate than the Gaussian mo-
del, it does not fit the data. This can be due to reconstruction method that does
not preserve the statistics of the data (artificial zeros, smoothing, scaling, contrast
adjustment).
It is interesting to note that the negative binomial distribution is robust to arti-
facts.
In conclusion, we note that the proposed model correctly fits the activity of
tumors, but also other biological tissues (liver, skin, ...) and outperforms Gaussian
and Poisson models in terms of goodness of fit.
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Chapitre 2
Mode´lisation des tumeurs
he´te´roge`nes et estimation
Baye´sienne de parame`tres
2.1 Introduction
La tomographie par e´mission de positons (TEP) est une modalite´ d’imagerie
fonctionnelle qui offre la possibilite´ de localiser les tumeurs de`s leurs premiers stades
en mesurant la re´partition spatiale d’un traceur radioactif pre´alablement injecte´ dans
le patient. Elle est souvent utilise´e en oncologie pour porter un diagnostic, e´valuer une
the´rapie ou faire un suivi de traitement. En diagnostic, une bonne connaissance des
caracte´ristiques des tumeurs est essentielle pour permettre une e´valuation pre´cise et
choisir le meilleur traitement. Cela ne´cessite une segmentation pre´cise des tumeurs.
Les me´thodes existantes en clinique se basent principalement sur des techniques de
seuillage [43, 95, 96, 32, 72, 38, 11] qui conside`rent uniquement les valeurs des pixels
se´pare´ment. Une segmentation pre´cise ne peut eˆtre obtenue qu’en s’appuyant sur une
mode´lisation approprie´e des donne´es.
Le me´lange de Gaussiennes est le mode`le souvent propose´ pour repre´senter les
donne´es TEP [3, 91]. Or, en TEP, la valeur d’un pixel repre´sente le nombre d’annihi-
lations qui se produisent dans le tissu sous-jacent. Il s’agit donc d’un phe´nome`ne de
comptage d’e´ve´nements se produisant dans un interval de temps fixe. En supposant
que la probabilite´ d’observer un e´ve´nement est inde´pendant du temps e´coule´ depuis
l’e´ve´nement pre´ce´dent, de telles donne´es sont ge´ne´ralement mode´lise´es par un proces-
sus de Poisson. Notons que dans l’acquisition TEP, les observations repre´sentent le
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nombre de photons arrivant sur chacun des capteurs durant la dure´e de l’examen. Ces
donne´es brutes suivent une loi de Poisson [113, 89, 110]. La reconstruction de l’image
par des algorithmes de type MLEM se fait en conside´rant que les donne´es de l’image
sont aussi Poisson (1.10). Pour ces raisons, il a e´te´ e´tabli que les voxels peuvent eˆtre
mode´lise´s par une variable ale´atoire suivant une loi de Poisson [120, 126, 130]. Il
s’ensuit facilement que la vraisemblance peut eˆtre exprime´e comme un me´lange fini
de distributions de Poisson si λn est uniforme dans chaque tissu biologique.
Or, plusieurs e´tudes physiopathologiques rapportent que l’activite´ biologique est
tre`s he´te´roge`ne dans les tissus, et en particulier dans les tumeurs [62, 61]. Certaines
tumeurs ont en effet des sous-re´gions ayant une activite´ biologique plus e´leve´e que le
volume restant. L’he´te´roge´ne´ite´ dans le me´tabolisme des tissus conduit e´videmment a`
l’he´te´roge´ne´ite´ de leurs activite´s. Ceci explique le fait que les images TEP pre´sentent
souvent des variations d’absorption du traceur a` l’inte´rieur d’un meˆme tissu. Ceci
conduit ge´ne´ralement a` une sur-variation des donne´es que le mode`le de me´lange de
lois de Poisson ne parvient pas a` mode´liser.
Dans ce travail, on se propose de prendre en conside´ration ce phe´nome`ne d’he´-
te´roge´ne´ite´ et de le repre´senter par un parame`tre qui estime l’e´loignement de la
distribution des donne´es TEP a` une loi Poisson.
Le chapitre est organise´ comme suit. La section 2.2 pose le proble`me de la
mode´lisation des images TEP de manie`re a` tenir compte des variations d’activite´
intra-tissulaires. La section 2.3 pre´sente le contexte Baye´sien dans lequel le proble`me
d’estimation des parame`tres du mode`le propose´ est formule´. Ensuite, la section 2.4
de´taille la me´thode propose´e pour construire un e´chantillonneur MCMC performant.
Enfin, la section 2.5 rapporte les re´sultats expe´rimentaux validant le mode`le propose´
et la me´thode d’estimation de ses parame`tres.
2.2 Position du proble`me
2.2.1 Mode´lisation des donne´es TEP
Soit x = {x1, . . . , xN} ∈ NN , une image TEP contenant N voxels. On conside`re
que l’image x est compose´e de Z diffe´rents tissus biologiques Zz (z = 1, . . . , Z). Ces
diffe´rents tissus forment une partition de l’image (⋃z Zz = x et ⋂z Zz = ∅). Su et al.
[130] mode´lisent l’image comme un me´lange de distributions de Poisson, ou` l’activite´
des voxels d’un tissu donne´ suit une distribution de Poisson de parame`tre λz :
xn|(xn ∈ Zz) ∼ P(λz) (2.1)
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ou` P de´signe la distribution de Poisson et λz est l’activite´ moyenne a` l’inte´rieur du
tissu Zz. Comme mentionne´ en introduction, cette mode´lisation conside`re l’activite´
au sein d’un meˆme tissu homoge`ne, ne permettant pas de conside´rer l’he´te´roge´ne´ite´
intra-tissulaire. Ce chapitre propose un nouveau mode`le de donne´es TEP qui tient
compte des variations de l’activite´ a` l’inte´rieur d’un meˆme tissu.
Lorsque l’on souhaite mode´liser des donne´es de comptage qui ont e´te´ ge´ne´re´es a`
partir d’une population he´te´roge`ne trop disperse´e pour eˆtre mode´lise´e par des distri-
butions de Poisson, on a souvent recours a` la distribution binomiale ne´gative (DBN).
La DBN est utilise´e dans de nombreuses applications telles que la se´curite´ routie`re
[147, 87, 104], e´cologie [82, 18], zoologie [44], biologie [12, 143], e´pide´miologie [84],
et plus re´cemment dans le domaine de la sante´ [148]. Elle est aussi utilise´e pour
mode´liser des phe´nome`nes aussi divers que le comportement d’achat des consom-
mateurs [40], la productivite´ d’un vendeur [19], ou la circulation de livres dans les
bibliothe`ques [16]. Son expression analytique peut eˆtre formule´e en utilisant la pa-
rame´trisation suivante :
P [X = x|µ, k] =
(
x+ k − 1
x
)(
µ
µ+ k
)x(
k
µ+ k
)k
(2.2)
ou`
(
a
b
)
= a!
b!(a−b)! , µ est le parame`tre associe´ a` la moyenne des e´chantillons et k est le
parame`tre d’inverse dispersion. Notons que :{
E(X|µ, k) = µ
V ar(X|µ, k) = µ+ 1
k
µ2.
(2.3)
On remarque que lorsque k → ∞ alors V ar(X) → µ, donnant une loi Poisson.
La distribution binomiale ne´gative peut donc eˆtre vue comme une ge´ne´ralisation de
la loi Poisson permettant de prendre en compte la sur-dispersion des donne´es et le
parame`tre k peut eˆtre interpre´te´ comme un indicateur de proximite´ de la distribution
des observations a` la loi de Poisson.
Il est inte´ressant par ailleurs de noter que mode´liser l’activite´ des voxels d’un
meˆme tissu par une DBN revient a` conside´rer que chaque voxel suit une distribution
de Poisson propre de parame`tre λn :
xn|λn ∼ P(λn) (2.4)
et que λn est lui-meˆme la re´alisation d’une variable ale´atoire suivant une loi gamma,
propre au tissu Zz auquel appartient xn :
λn|(xn ∈ Zz) ∼ Γ(αz, βz) (2.5)
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ou` αz ∈ R+ and βz ∈ R+ sont respectivement les parame`tres de forme et d’e´chelle
associe´s au tissu Zz. En effet, la distribution marginale ∫∞0 P(xn|λn)Γ(λn|αz, βz)dλn
correspond alors a` la loi Poisson-Gamma qui, apre`s reparame´trisation, n’est autre
que la loi binomiale ne´gative :
P [xn|αz, βz, xn ∈ Zz] =
∫ ∞
0
P(xn|λ)Γ(λ|αz, βz)dλ
=
(
xn + αz − 1
xn
)(
1
1 + βz
)αz( βz
1 + βz
)xn
= BN (µz, kz)
(2.6)
avec µz = αz et kz = αzβz.
2.2.2 Estimation des parame`tres de la DBN
Malgre´ sa popularite´, l’estimation des parame`tres de la DBN soule`ve de nom-
breux proble`mes [137]. Certaines me´thodes d’estimation ont e´te´ e´tudie´es en profon-
deur, comme la me´thode des moments [79, 27, 124, 18] et de maximum-vraisemblance
[79, 27, 107]. Une e´tude comple`te de l’e´tat de l’art sur l’estimation des parame`tres
de la DBN, selon les me´thodes des moments ou de maximum vraisemblance a e´te´
re´cemment propose´e par Cadigan et Tobin [18]. Cependant, les estimateurs du pa-
rame`tre de dispersion inverse k a` l’aide des me´thodes des moments ou du maximum
vraisemblance sont biaise´s et faiblement efficaces [27, 139, 121, 137]. Le proble`me
avec les approches des me´thodes des moments est le besoin de connaˆıtre la moyenne
et la variance des donne´es afin d’avoir une bonne estimation de k, car meˆme un petit
e´cart sur la variance peut causer une grande variation sur k [147]. Par ailleurs, les
approches fonde´es sur le maximum de vraisemblance peinent a` trouver un maximum
global : l’algorithme EM a tendance a` atteindre un maximum local ce qui le rend
tre`s sensible aux conditions d’initialisation [45]. De plus, la taille des e´chantillons
doit eˆtre tre`s large car cette me´thode e´mane d’une the´orie asymptotique. Les condi-
tions de re´gularite´ sont souvent viole´es dans le cas d’un faible nombre de donne´es
[45]. Lloyd-Smith [84] met en e´vidence l’importance du biais selon les valeurs des
parame`tres de la DBN et selon le nombre d’observations.
Des me´thodes Baye´siennes ont e´te´ conside´re´es dans quelques travaux sur le pro-
ble`me de la DBN [34, 77, 125]. Cependant, comme il n’existe pas d’a priori conjugue´
pour la DBN, la loi a posteriori n’appartient a` aucune famille de loi simple [104]
et la difficulte´ d’explorer entie`rement la densite´ rend l’e´chantillonnage inefficace.
Notons cependant, que Bradlow et al. [13] proposent une approximation de la loi
a priori conjugue´e pour la DBN en utilisant une approximation polynomiale. Ils
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pre´sentent une solution analytique pour le proble`me d’infe´rence Baye´sienne pour la
DBN en exprimant la loi a posteriori comme une somme de termes polynomiaux.
Mis a` part cette approximation, l’infe´rence Baye´sienne est souvent re´solue au moyen
de me´thodes d’e´chantillonnage. Par exemple, Malyshkina et al. [87] pre´sentent un
e´chantillonneur de Gibbs hybride dans un mode`le de permutation Markovien a` deux
e´tats. Cependant, ces techniques d’infe´rence peuvent eˆtre entrave´es par la difficulte´
d’explorer la densite´, surtout lorsque des lois a priori vagues sont employe´es.
De plus, de nombreuses applications ne´cessitent de re´soudre le proble`me d’es-
timation des parame`tres de la DBN dans un contexte plus ge´ne´ral, comme par
exemple pour l’estimation des parame`tres d’un me´lange de lois binomiales ne´gatives.
Re´cemment, Park et Lord [104] ont propose´ un estimateur pour les parame`tres d’un
me´lange fini de DBN utilisant une me´thode d’e´chantillonnage de Gibbs hybride,
avec une application a` des donne´es mode´lisant des accidents de ve´hicules. Un autre
e´chantillonneur de Gibbs hybride a e´te´ propose´ par Irace et al. [69] pour estimer les
parame`tres d’un me´lange de DBN en tomographie par e´mission de positons ou` un
champ ale´atoire de Markov de type Potts a e´te´ utilise´ comme a priori spatial dans
l’image.
Il a e´te´ rapporte´ toutefois que la me´thode d’e´chantillonnage de Gibbs hybride
de´bouche sur des estimateurs biaise´s [85]. Les auteurs ont remarque´ en effet que
les estimations MCMC aboutissent souvent a` des e´carts de simulation trop grands.
Ils ont aussi mis en e´vidence que ces inexactitudes n’apparaissaient pas seulement
quand le nombre d’e´chantillons est faible ou que leur valeur moyenne est petite,
mais peuvent e´galement apparaˆıtre lorsque la taille des e´chantillons est relativement
correcte. De plus, des e´tudes ont montre´ plus ge´ne´ralement que l’e´chantillonnage de
type Gibbs peut conduire a` des estimations peu pre´cises lorsque les lois a priori sont
vagues [93].
Ce chapitre re´pond a` la proble´matique de la mode´lisation statistiques des donne´es
TEP, de manie`re a` ce que les variations d’activite´ intra-tissulaire soient conside´re´es.
Ainsi, e´tant donne´ un tissu, son activite´ sera mode´lise´e par une distribution bino-
miale ne´gative. Ce chapitre propose e´galement un moyen robuste et efficace d’esti-
mer les parame`tres de cette distribution dans un contexte ge´ne´ral de Monte-Carlo, de
manie`re a` pouvoir eˆtre e´tendu efficacement a` des proble`mes de plus grande dimension
(cas de l’estimation des parame`tres d’un me´lange par exemple).
2.3 Cadre Baye´sien
Soit x = {x1, . . . , xN}, N observations inde´pendantes et identiquement dis-
tribue´es selon la loi binomiale ne´gative dont l’expression a e´te´ de´finie en (2.2).
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En posant le proble`me dans un cadre Baye´sien, l’estimation des parame`tres peut
eˆtre vu comme une recherche du Maximum a Posteriori (MAP) :
θˆ = argmax
θ
p(θ|x) (2.7)
ou` θ = (µ, k) est le vecteur de parame`tres inconnus a` trouver.
En utilisant le the´ore`me de Bayes, la distribution a posteriori du vecteur de
parame`tres θ peut eˆtre exprime´e comme :
p(θ|x) ∝ P [x|θ]pi(θ) (2.8)
ou` P [x|θ] est la vraisemblance et pi(θ) la loi a priori. Leur expression est de´finie dans
les sous-sections suivantes.
2.3.1 Vraisemblance
Comme les observations sont mutuellement inde´pendantes, la vraisemblance P [x|θ]
peut eˆtre de´finie directement a` partir de la formulation de la densite´ de probabilite´
de la DBN (2.2) ainsi :
P [x|θ] =
N∏
i=1
P [xi|θ] (2.9)
=
N∏
i=1
(
xi + k − 1
xi
)(
µ
µ+ k
)xi ( k
µ+ k
)k
(2.10)
2.3.2 Loi a priori sur les parame`tres du mode`le
Des distributions Gamma ont e´te´ choisies comme distribution a priori a` la fois
pour le parame`tre de moyenne µ que pour le parame`tre d’inverse dispersion k :
µ ∼ Γ
(
1 + aµ,
−1
bµ
)
k ∼ Γ
(
1 + ak,
−1
bk
) (2.11)
ou` aµ, ak, bµ et bk sont les hyper-parame`tres du mode`le, pouvant eˆtre adapte´s en fonc-
tion du proble`me, en se basant sur des informations qui peuvent avoir e´te´ obtenues
a` partir d’e´tudes pre´liminaires ou a` partir d’informations subjectives.
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La loi log-a priori s’e´crira donc :
log [pi(µ)] = aµ log(µ) + bµµ+ c
log [pi(k)] = ak log(k) + bkk + c
(2.12)
ou` c est une constante. Le choix de ces distributions a priori a e´te´ motive´ par le
fait que les distributions gamma ont leurs valeurs limite´s a` R∗+, ce qui correspond
aux contraintes de positivite´ des parame`tres µ et k, et que la matrice Hessienne des
distributions log-a priori (dont l’utilisation sera explique´e dans la partie 2.4.1) prend
alors la forme diagonale simple suivante :
H(µ, k) = −
(aµ
µ2 0
0 ak
k2
)
(2.13)
Enfin, en supposant que les parame`tres sont inde´pendants, la distribution a priori
jointe du vecteur θ est :
pi(θ) = pi(µ)pi(k) (2.14)
ou` les logarithmes de pi(µ) et de pi(k) ont e´te´ de´finis dans (2.12).
Pour re´sumer les relations entre les diffe´rents parame`tres et hyper-parame`tres,
la figure 2.1 repre´sente le mode`le Baye´sien hie´rarchique propose´ sous la forme d’un
graphe oriente´ acyclique.
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Figure 2.1 – Graphe oriente´ acyclique pour le mode`le Baye´sien propose´. Les hyperpa-
rame`tres fixes sont repre´sente´s dans des cases en pointille´.
2.3.3 Loi a posteriori
La forme de la densite´ a posteriori obtenue est repre´sente´e figure 2.2.
Sa forme complexe pre´sente les caracte´ristiques suivantes :
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Figure 2.2 – Forme ge´ne´rale de la log-posterior de la DBN (µ = 1 ; k = 1).
– En premier lieu, on remarque une courbure de la densite´ cible, te´moignant de
l’existence d’une corre´lation entre les parame`tres.
– La densite´ cible est e´galement anisotrope, ce qui signifie que la distribution est
e´tire´e le long d’une dimension spe´cifique (ici le long de k).
– Enfin, les valeurs des parame`tres sont contraintes a` eˆtre positives.
Ces trois facteurs rendent le processus e´chantillonnage difficile. En effet, l’explo-
ration de l’espace complet de la densite´ est tout d’abord impossible en pratique en
raison de la corre´lation entre ses parame`tres. Le fait que les variables soient corre´le´es
explique en particulier pourquoi les me´thodes de Gibbs hybrides ne me´langent pas
bien en deux dimensions et sont inefficaces dans les dimensions supe´rieures [85]. En
second lieu, l’anisotropie de la densite´ cible rend le choix du facteur d’e´chelle difficile,
voire impossible, et entrave le processus de ge´ne´ration d’e´chantillons inde´pendants.
Enfin, le fait que les valeurs des parame`tres soient contraintes a` eˆtre positives peut
entraver le processus d’e´chantillonnage lorsque un e´chantillon ne´gatif est propose´.
Dans ce travail, nous de´veloppons une me´thode d’e´chantillonnage re´pondant a`
ces difficulte´s. Ce chapitre examine le proble`me visant a` simuler des e´chantillons
dans un contexte ge´ne´ral de Monte-Carlo, pouvant conduire a` l’e´chantillonnage dans
un espace de grande dimension. Simuler des e´chantillons selon une distribution
de grande dimension est ge´ne´ralement difficile, en particulier dans les mode`les ou`
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l’e´chantillonnage de Gibbs standard n’est pas possible ou est inefficace [116, p. 339].
L’algorithme propose´ combine une technique MALA-sur-varie´te´ pour atte´nuer le
proble`me de parame`tres corre´le´s et MCMC proximal pour reme´dier a` la contrainte
de positivite´. Les deux techniques sont pre´sente´es dans la section suivante.
2.4 Me´thode
Cette section propose une me´thode pour e´chantillonner efficacement des densite´s
cibles pre´sentant une corre´lation entre leurs parame`tres sous une contrainte de non-
ne´gativite´. Pour re´pondre au proble`me de la corre´lation entre les parame`tres, une
marche ale´atoire base´e sur MALA-sur-varie´te´ permettra d’explorer la densite´ cible
plus efficacement, atte´nuant e´galement les difficulte´s cause´es par l’anisotropie de l’es-
pace des parame`tres. En outre, l’utilisation d’un algorithme MCMC proximal per-
mettra d’assurer efficacement la non-ne´gativite´ des parame`tres. Les deux me´thodes
utilise´es conjointement offrent des proprie´te´s de me´lange efficaces meˆme si des lois
a priori vagues sont utilise´es. Les deux techniques seront plus de´taille´es dans cette
meˆme section.
Bien que cette section propose de re´soudre le proble`me de l’estimation des pa-
rame`tres de la DBN dans un contexte de Monte-Carlo ge´ne´ral, nous n’illustrerons
dans cette section que l’estimation des parame`tres dans le cas bi-dimensionnel pour
des raisons de clarte´. Les re´sultats seront ensuite ge´ne´ralise´s dans le cas des espaces
de grande dimension dans le chapitre 3, ou` les parame`tres d’un me´lange de DBN
sont estime´s.
2.4.1 MALA sur varie´te´
En raison de la forme complexe de la distribution de la loi cible, le processus d’e´-
chantillonnage doit eˆtre adapte´e a` sa forme. L’objectif est de cre´er des e´chantillons
en fonction de la densite´ a posteriori p(θ|x) de´finie dans (2.8). Les lecteurs inte´resse´s
peuvent trouver plus de de´tails sur cette me´thode dans le travail original de Girolami
et Calderhead [49], ou` un cadre ge´ne´ral est pre´sente´.
Marche ale´atoire de Metropolis-Hastings
Un des algorithmes de type Monte Carlo par Chaˆıne de Markov (MCMC) couram-
ment utilise´s est l’algorithme de Metropolis-Hastings a` marche ale´atoire ou Random
Walk Metropolis-Hastings(RWMH). Dans sa forme classique, la re`gle du mouvement
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pour la loi de proposition q(θ∗|θ) guidant la chaˆıne de Markov propose des candidats
θ∗ tels que :
θ∗ = θi + zi (2.15)
ou` zi indique un mouvement Brownien et  est un facteur d’e´chelle. Cependant,
l’utilisation d’un algorithme RWMH classique est de´conseille´e pour explorer un es-
pace de parame`tre anisotrope car les diffe´rentes dimensions se comportent de fac¸ons
tre`s diffe´rentes, et il est difficile voire impossible de choisir un facteur d’e´chelle  qui
convienne a` toutes les dimensions a` la fois et peut conduire a` un me´lange excessive-
ment lent. Le facteur d’e´chelle  ne doit pas eˆtre trop grand, car les valeurs propose´es
peuvent eˆtre rejete´es trop souvent, ni trop court, car la se´quence d’e´chantillons pour-
rait pre´senter une grande auto-corre´lation et la chaˆıne de Markov serait plus suscep-
tible de se retrouver pie´ge´e dans un mode local et ne parviendrait pas a` explorer la
totalite´ de la distribution poste´rieure en un temps fini [94]. De plus, la taille du pas
 optimale peut ne pas eˆtre la meˆme selon la position de la chaˆıne.
Echantillonneur de Gibbs hybride
L’e´chantillonnage de Gibbs, consiste a` conside´rer la distribution multivarie´e comme
compose´e d’un ensemble de variables ale´atoires individuelles et de choisir un nou-
vel e´chantillon pour chaque dimension alternativement, plutoˆt que de choisir un
e´chantillon dans toutes les dimensions a` la fois. Un algorithme de Metropolis-Hastings
unidimensionnel peut ensuite eˆtre utilise´ pour choisir ces e´chantillons individuels
comme explique´ pre´ce´demment. Cette technique est appele´e Metropolis-within-Gibbs
ou e´chantillonneur de Gibbs hybride.
Toutefois, les me´thodes de Gibbs hybride e´choueront s’il existe une corre´lation
entre les e´le´ments du vecteur a` e´chantillonner. Pour cette raison, un e´chantillonnage
acceptant ou rejetant un couple de parame`tre (µ, k) est ge´ne´ralement pre´fe´re´ a` un
e´chantillonnage de Gibbs, travaillant dans chaque dimension individuellement.
Metropolis Adjusted Langevin Algorithm (MALA)
L’algorithme de Metropolis ajuste´ Langevin ou Metropolis Adjusted Langevin Al-
gorithm (MALA) est un algorithme re´cent de marche ale´atoire qui propose une
alternative pour atte´nuer ce proble`me. Le principe de l’algorithme MALA est de
guider la marche ale´atoire selon un pas de la me´thode de Newton. Autrement dit, le
gradient de la densite´ cible est incorpore´ dans la loi de proposition[119]. Conside´rons
la log-densite´ P(θi) , log{p(θi|x)}, une nouvelle valeur θ∗ sera propose´e telle que :
θ∗ = θi + 
2
2 ∇θP(θ
i) + zi (2.16)
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ou` ∇θP(θi) est le gradient de la loi log-a posteriori au point θi.
Ainsi, e´tant donne´ que le gradient privile´gie un de´placement de la chaˆıne selon
la pente la plus raide, la chaˆıne convergera plus rapidement vers la distribution
ergodique et moins d’e´tapes de burn-in seront ne´cessaires. Cependant, il est clair que
la diffusion isotropique sera inefficace pour des variables θ fortement corre´le´es, avec
des variances tre`s diffe´rentes, car la taille du pas  sera toujours adapte´ a` la variable
ale´atoire avec la plus petite variance [49].
Matrice de covariance
Ce proble`me peut eˆtre contourne´ en utilisant une matrice de pre´conditionnement
M telle que [118] :
θ∗ = θi + 
2
2M∇θP(θ
i) + 
√
Mzi (2.17)
ou`
√
M peut eˆtre obtenue par diagonalisation de M ou par de´composition de Cho-
lesky de manie`re a` ce que M = UUT et
√
M = U .
Mais encore une fois, un niveau global de pre´conditionnement peut eˆtre inappro-
prie´ lorsque les re´gimes transitoires et stationnaires du processus de Markov sont
diffe´rents [25], ou lorsque la direction des de´placements a` favoriser n’est pas la meˆme
selon les diffe´rentes re´gions de l’espace des parame`tres, comme c’est le cas ici. En
effet, pour des faibles valeurs de µ, la matrice de pre´conditionnement doit eˆtre choisie
de manie`re a` favoriser les de´placements selon k, alors que pour des faibles valeurs
de k, la matrice de pre´conditionnement doit permettre de favoriser les de´placements
selon µ (voir fig. 2.2).
MALA sur varie´te´ Riemannienne
Nous proposons de re´soudre ce proble`me en utilisant une me´thode MCMC avance´e
qui utilise une matrice de pre´conditionnement propre a` chaque position de l’espace et
tenant compte des liens entre les parame`tres. MALA-sur-varie´te´ ou Manifold MALA
(mMALA) est une ge´ne´ralisation de MALA qui prend en compte la ge´ome´trie na-
turelle de la densite´ cible, en se basant sur la de´finition d’une diffusion de Langevin
sur une varie´te´ Riemannienne. En d’autres termes, au lieu d’utiliser le gradient Eu-
clidien comme dans le MALA, l’ide´e est de calculer le gradient dans une me´trique
plus approprie´e en exploitant la ge´ome´trie Riemannienne de l’espace des parame`tres.
Lors de la simulation, la me´thodologie propose´e s’adaptera donc automatiquement a`
la structure locale de la varie´te´ Riemannienne, et offrira une convergence plus rapide
et une exploration de la densite´ cible plus efficace.
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A` cet e´gard, Rao [114] a montre´ que l’espace des fonctions parame´tre´es de densite´
de probabilite´ est dote´ d’une ge´ome´trie Riemannienne naturelle. Plus pre´cise´ment, la
de´finition formelle de la distance entre deux fonctions de densite´ parame´tre´es p(x|θ)
et p(x|θ+δθ) est de´finie par la forme quadratique δθTF (θ)δθ ou` F (θ) est la matrice
d’information de Fisher :
F (θ) = −Ex
[
∂2
∂θ2
log{p(x|θ)}
]
=

−Ex
[
∂2L(θ)
∂µ2
]
−Ex
[
∂2L(θ)
∂µ∂k
]
−Ex
[
∂2L(θ)
∂µ∂k
]
−Ex
[
∂2L(θ)
∂k2
]
 (2.18)
avec θ =
(
µ
k
)
et ou` L(θi) , log{p(x)|θi} est la log-vraisemblance.
Rao a note´ que comme la matrice F (θ) est par de´finition de´finie positive, elle
de´finit une me´trique locale d’une varie´te´ de Riemann [114]. Dans le cas de la fonction
binomiale ne´gative, nous avons :
− Ex
[
∂2L(θ)
∂µ2
]
= N
[
1
µ
− 1
µ+ k
]
(2.19)
−Ex
[
∂2L(θ)
∂k2
]
= N
[
Ψ2(k)− µ
k(µ+ k) − Ex
[
Ψ2(x+ k)
]]
(2.20)
−Ex
[
∂2L(θ)
∂µ∂k
]
= 0 (2.21)
ou` Ψ2 est la fonction trigamma Ψ2(x) , ∂2
∂x2 log [Γ(x)]. Plus de de´tails sur le calcul
de Ex [Ψ2(x+ k)] sont donne´s dans l’annexe A.3. On obtient :
F (θ) = N

1
µ
− 1
µ+k 0
0 Ψ2(k)− µ
k(µ+k) − Ex [Ψ2(x+ k)]
 . (2.22)
Comme une perspective Baye´sienne est adopte´e dans ce document, la probabi-
lite´ jointe des donne´es et des parame`tres est utilise´e pour la de´finition du tenseur
me´trique :
G(θ) = F (θ)−H(θ) (2.23)
qui est l’espe´rance de la matrice d’information de Fisher a` laquelle on rajoute l’oppose´
de la Hessienne propre aux lois log-a priori.
Connaissant la structure ge´ome´trique de l’espace des parame`tres du mode`le sta-
tistique, un sche´ma MCMC correct peut produire des transitions plus efficaces qui
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respectent et exploitent la ge´ome´trie de la varie´te´ en utilisant un nouveau me´canisme
de proposition telle que :
θ∗ = θi + 
2
2 ∇˜θP(θ
i) + z˜i. (2.24)
ou` ∇˜θP(θi) est le gradient ge´ode´sique de la log-posterior au point θi [1] :
∇˜θP(θi) = G−1{θi}∇θP(θi) (2.25)
et ou` le mouvement Brownien classique zi est remplace´ par le mouvement Brownien
sur varie´te´ de Riemann z˜i, pouvant eˆtre approxime´ par [26] :
z˜i '
√
G−1{θi}zi (2.26)
. Notons que la forme exacte du mouvement brownien sur une varie´te´ de Riemann
contient des e´le´ments additionnels qui sont particulie`rement pertinents lorsque la
courbure de la densite´ cible de´pend de la position, mais sont ne´gligeables dans
notre cas, et le me´canisme de proposition simplifie´ ci-dessus, utilise´ en conjonction
avec la probabilite´ d’acceptation, de´finira toujours une me´thode MCMC correcte qui
converge vers la densite´ cible [49]. La fonction de proposition peut eˆtre e´crite :
q(θ∗|θi) = N (θ∗|m˜(θi, ), 2G−1{θi}) (2.27)
ou`
m˜(θi, ) = θi + 
2
2G
−1{θi}∇θP(θi). (2.28)
Il est alors clair que le me´canisme de proposition se de´place dans R2 selon la me´trique
de Riemann plutoˆt que selon la distance Euclidienne classique. Le parame`tre θ∗ sera
alors accepte´ avec la probabilite´
a(θ∗|θi) = min(1, r(θ∗|θi)) (2.29)
ou`
r(θ∗|θi) = P [x|θ
∗]
P [x|θi]
pi(θ∗)
pi(θi)
q(θi|θ∗)
q(θ∗|θi) (2.30)
et ou` P [x|·], pi(·) et q(·|·) ont e´te´ de´finis en (2.9), (2.14) et (2.27) respectivement.
La me´thode d’e´chantillonnage propose´e a plusieurs avantages par rapport a` la
me´thode RWMH classique. Tout d’abord, la chaˆıne converge plus rapidement vers
la distribution ergodique qu’avec une me´thode RWMH donc moins d’ite´rations de
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chauffage sont ne´cessaires. D’autre part, la taille du pas  est compense´e par le terme
de de´viation qui prend en compte la forme de la distribution cible. En d’autres termes,
l’algorithme est plus souple par rapport aux diffe´rentes tailles de pas requises pour les
phases transitoires et stationnaires pour le comportement diffe´rent dans chacune des
directions de l’espace des parame`tres. Troisie`mement, la distribution de la proposition
q(θ∗|θi) est plus proche de la distribution a posteriori, ce qui ame´liore les proprie´te´s
de me´lange de l’e´chantillonneur. Ces re´sultats seront illustre´s par des simulations
dans la partie 2.5.1.
Notons que les me´thodes qui exploitent les gradients de la fonction cible, comme
MALA ou MALA-sur-varie´te´ exigent une diffe´rentiabilite´ en chaque point de l’espace
des parame`tres et ne sont pas directement adapte´s a` des mode`les non-diffe´rentiables.
Malheureusement, les parame`tres de la DBN sont limite´s a` des valeurs positives et la
densite´ cible est donc seulement diffe´rentiable a` l’inte´rieur de l’ensemble convexe
(R+ × R+). La section suivante pre´sente un moyen efficace de reme´dier a` ce
proble`me.
2.4.2 MALA Proximal sur varie´te´
Comme dit pre´ce´demment, les algorithmes MALA et MALA-sur-varie´te´ exigent
une diffe´rentiabilite´ en chaque point de l’espace des parame`tres. Toutefois, la DBN
a deux parame`tres restreints a` des valeurs positives, µ ∈ R+ et k ∈ R+. En pratique,
simuler avec pre´cision pre`s de la frontie`re me`nera souvent a` des candidats qui se
trouvent en dehors des limites de R+ × R+, menant l’algorithme a` l’e´chec.
Une solution simple serait de rejeter toutes ces valeurs propose´es, mais dans ce
cas la taille du pas peut devenir extreˆmement faible, et pourrait conside´rablement
ralentir l’algorithme.
Une meilleure solution serait de conside´rer un sche´ma d’e´chantillonnage a` re´flexion.
Dans notre cas, cette technique consiste a` faire rebondir les mouvements contre les
axes (µ = 0) et (k = 0) pour conserver les e´chantillons candidats successifs dans les
limites (voir fig. 2.3).
Quand un nouveau θ∗ est tire´, sa valeur absolue |θ∗| = (|µ∗|, |k∗|) est conside´re´e
comme valeur candidate pour θ.
Le principal de´faut de cette me´thode est que le candidat peut ne pas se trouver
dans la direction du gradient, surtout si la taille du pas est trop grande.
Dans cette partie, nous abordons ce proble`me en recourant a` des ope´rateurs
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Figure 2.3 – Echantillonnage a` re´flexion
proximaux. Ceux-ci ont e´te´ largement utilise´s en re´gularisation variationnelle [28], et
ont e´te´ re´cemment introduit dans les me´thodes Baye´siennes [106, 20].
Commenc¸ons par conside´rer la fonction indicatrice h :
h : θ 7→
{
0, si θ ∈ (R+)2
−∞ si θ /∈ (R+)2 (2.31)
et posons f , P + h. Nous avons l’e´galite´ f ≡ P sur (R+)2 et contrairement a` la
log-posterior P , f est de´finie sur R2 entier. Notons tout de meˆme que f n’y est pas
diffe´rentiable.
Dans [106], il est propose´ une ge´ne´ralisation du MALA a` un large e´ventail de dis-
tributions non-diffe´rentiables en exploitant les applications proximales d’une manie`re
similaire a` l’utilisation du gradient par le MALA classique. Ainsi, e´tant donne´ θi, un
candidat θ∗ est propose´ selon la transition :
θ∗|θi ∼ N
(
proxδ/2f (θi), δI2
)
. (2.32)
Dans notre cas, f est convexe et son application proximale peut eˆtre efficacement
approxime´e en utilisant la me´thode de division proximale progressive-re´trogressive
(Forward-backward) [103]. Ainsi l’expression f , P + h ou` P est une fonction
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diffe´rentiable sur (R+)2 et h est une fonction posse´dant une application de proxi-
mite´ explicite, sugge`re l’approximation :
proxδ/2f (θ) ≈ proxδ/2h
(
θ + δ2∇P(θ)
)
. (2.33)
Ceci entraˆıne un nouveau me´canisme de proposition pour MALA :
θ∗ = proxδ/2h
(
θi + δ2∇P(θ
i)
)
+
√
δw,w ∼ N(0, I2). (2.34)
Il est important de noter que comme h est une fonction indicatrice, son ope´rateur
de proximite´ proxδ/2h peut eˆtre conside´re´ comme un ope´rateur de projection sur
le convexe (R+)2. Ce me´canisme de proposition permet de ne proposer que des
e´chantillons positifs.
Les re´sultats pre´ce´dents peuvent eˆtre e´tendus facilement a` la conside´ration du
gradient ge´ode´sique ∇˜θP(θi.
θ∗ = proxδ/2h
(
θi + δ2∇˜θP(θ
i)
)
+
√
δw,w ∼ N(0,G−1{θi}). (2.35)
Le parame`tre θ∗ sera alors accepte´ avec la probabilite´
a(θ∗|θi) = min(1, r(θ∗|θi)) (2.36)
ou`
r(θ∗|θi) = P [x|θ
∗]
P [x|θi]
pi(θ∗)
pi(θi)
q(θi|θ∗)
q(θ∗|θi) (2.37)
avec P [x|·] et pi(·) de´finis en (2.9) et (2.14) respectivement et ou`
 q(θ
∗|θi) = pN
(
θ∗|proxδ/2h
(
θi + δ2∇˜θP(θi)
)
, δG−1{θi}
)
q(θi|θ∗) = pN
(
θi|proxδ/2h
(
θ∗ + δ2∇˜θP(θ∗)
)
, δG−1{θ∗}
)
.
(2.38)
.
L’algorithme progressif-re´trogressif peut alors eˆtre conside´re´ comme une e´tape
progressive, dans la direction donne´e par le gradient de f , suivie d’une e´tape re´-
trogressive ou` une projection est faite selon h, sur le domaine positif (voir fig. 2.4).
La ge´ne´ralisation du gradient par un sous-gradient permet alors de restreindre
les e´chantillons propose´s dans l’espace diffe´rentiable et donc d’explorer efficacement
l’espace des parame`tres.
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Figure 2.4 – Sche´ma progressif-re´trogressif
2.4.3 Algorithme d’e´chantillonnage
L’algorithme final est de´taille´ dans le listing 1.
Algorithm 1 Proximal MALA-sur-varie´te´
1. Initialiser θ(1) ale´atoirement
for i = 2, . . . to I do
— Mise a` jour de θ —
2. Simuler θ∗ ∼ N
(
proxδ/2h
(
θ(i−1) + δ2∇˜θP(θ(i−1))
)
, δG−1{θ(i−1)}
)
.
3. E´valuer r(θ∗|θ(i−1)) selon 2.37
4. Tirer u ∼ U(0, 1).
if u < r(θ∗|θ(i−1)) then
— accepter —
5. θ(i) ← θ∗
else
— rejeter —
6. θ(i) ← θ(i−1)
end if
end for
7. Supprimer les premiers e´chantillons (chauffe)
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2.5 Re´sultats et discussions
Des expe´riences ont e´te´ mene´es dans le cas de l’e´chantillonnage d’une DBN a` une
seule composante. La me´thode propose´e a e´te´ valide´e sur des donne´es synthe´tiques et
les performances de l’algorithme ont e´te´ e´value´es et compare´es a` d’autres me´thodes.
Puis les expe´riences ont e´te´ re´alise´es sur une image TEP re´elle pre´-segmente´e afin de
valider le mode`le propose´. Cette section pre´sente les re´sultats de ces simulations et
des expe´rimentations.
2.5.1 Estimation des parame`tres sur donne´es synthe´tiques
Les re´sultats de diffe´rentes me´thodes ont e´te´ compare´s sur des donne´es synthe´tiques.
L’influence des parame`tres suivants ont e´te´ analyse´s :
– N (Taille des observations) ∈ {50, 100, 500, 1000}.
– µ the´orique (Moyenne des observations) ∈ {1.0, 5.0, 10.0, 20.0}.
– k the´orique (Parame`tres de dispersion inverse) ∈ {0.5, 1.0, 2.0, 3.0}.
Six algorithmes d’e´chantillonnage ont e´te´ compare´s :
GIBBS correspondant a` l’estimateur Metropolis-dans-Gibbs de l’e´tat de l’art pro-
pose´ par [104] et [69].
RWMH Algorithme classique de Metropolis-Hastings de type marche ale´atoire (Ran-
dom Walk Metropolis-Hastings).
MALA Algorithm de Metropolis ajuste´ Langevin (Metropolis Adjusted Langevin
Algorithm).
prox-MALA MALA proximal propose´ par [106].
mMALA MALA-sur-varie´te´ (Manifold MALA) [49].
prox-mMALA MALA-sur-varie´te´ proximal propose´ dans cette the`se.
Le nombre total d’ite´rations par chaˆıne a e´te´ fixe´ a` 101000 pour chaque me´thode,
comprenant a` chaque fois 1000 ite´rations de chauffage.
Un facteur d’e´chelle  adapte´ est estime´ au cours de cette pe´riode de chauffe, ou`
les admissions et les rejets des dernie`res candidats sont enregistre´s, et  est adapte´
de telle sorte que le taux d’acceptation tende vers 0.5. L’initialisation des chaˆınes a
e´te´ faite ale´atoirement. A l’exception des me´thodes prox-MALA et prox-mMALA,
la positivite´ des parame`tres a e´te´ assure´e par un e´chantillonage par re´flexion comme
indique´ dans 2.4.2.
Enfin, des lois a priori non informatives ont e´te´ conside´re´es dans cette e´tude. Les
hyper-parame`tres ont e´te´ fixe´s a` aµ = 0 , bµ = −0.001, ak = 0 et bk = −0.001.
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Convergence vers la distribution ergodique
La figure 2.5 montre les 1000 premiers pas des trois diffe´rents types de marche
ale´atoire, partant du meˆme point de de´part : RWMH (bleu), MALA (vert) et mMALA
(rouge). On peut voir que la chaˆıne associe´e a` la me´thode mMALA (chemin rouge)
Figure 2.5 – Trois types de marche ale´atoire initialise´s au meˆme point (µ0 = 10 ;
k0 = 15) : RWMH (bleu), MALA (vert) et mMALA (rouge). (Valeur the´orique :
µ = 1 ; k = 1 ; 1000 ite´rations)
atteint le haut de la distribution ergodique plus rapidement que les autres chaˆınes.
On remarque aussi que, graˆce a` l’influence de la pente, la chaˆıne MALA atteint ra-
pidement la queue de la distribution a posteriori, mais comme la taille du pas est
adapte´e a` la composante avec la plus petite variance, la chaˆıne a` du mal a` explorer
la densite´ entie`re.
Pour une comparaison plus quantitative de la convergence des diffe´rents algo-
rithmes, les simulations ont e´te´ re´pe´te´es 20 fois pour chaque me´thode, et le facteur
de re´duction d’e´chelle potentiel multivarie´ (Multivariate Potential Scale Reduction
Factor MPSRF) a e´te´ mesure´ sur les 20 expe´riences durant les premie`res 11000
ite´rations. Les figures 2.6, 2.7, 2.8 et 2.9 rapportent l’e´volution du MPSRF au long
des ite´rations pour les six me´thodes, pour N = 50, N = 100, N = 500 et N = 1000
observations.
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Contrairement aux autres me´thodes, les MPSRF associe´s aux me´thodes mMALA
et prox-mMALA deviennent faibles de`s les premie`res ite´rations.
Pour plus de pre´cision, les tableaux 2.1, 2.2, 2.3 et 2.4 indiquent le nombre
d’ite´rations ne´cessaire pour atteindre un MPSRF en dessous de 1.2.
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On voit que seules quelques ite´rations sont ne´cessaires pour que les algorithmes
mMALA et prox-mMALA convergent, alors que la convergence est beaucoup plus
lente pour les autres algorithmes. Les me´thodes GIBBS, RWMH, MALA et prox-
MALA semblent moins efficaces pour des petites valeurs de µ ou de k. En particulier
pour µ = 1 et µ = 5, aucune de ces me´thodes n’a converge´ vers la distribution
ergodique malgre´ les grandes tailles de la chaˆıne MCMC. Les me´thodes mMALA et
prox-mMALA ne semblent pourtant pas suivre cette tendance et convergent effica-
cement quels que soient les parame`tres µ et k.
Correlation entre les e´chantillons
Le facteur d’autocorrelation a e´te´ calcule´ pour chacun des algorithmes sur les
100000 ite´rations apre`s le burn-in. Les coefficients ont e´te´ rapporte´s pour des de´calages
compris entre 0 et 10000 ite´rations.
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Les me´thodes mMALA et prox-mMALA proposent des e´chantillons de´corre´le´s
apre`s moins d’ite´rations que ne´cessaire pour les autres me´thodes.
Taille effective de l’e´chantillon
La taille effective de l’e´chantillon (effective sample size, ESS) a e´te´ de´duite des
mesures d’auto-corre´lation ci-dessus. Les tables 2.5, 2.6, 2.7 et 2.8 montrent le nombre
d’e´chantillons effectifs re´sultant des 100000 ite´rations apre`s la pe´riode de chauffe.
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On constate que les algorithmes mMALA et prox-mMALA offrent la possibilite´
de fournir des e´chantillons nettement plus de´corre´le´s que les autres algorithmes, avec
un faible avantage pour les valeurs de µ grandes. Il est e´galement inte´ressant de noter
que l’algorithme GIBBS offre de meilleures performances que les algorithmes RWMH,
MALA et prox-MALA. Ce dernier re´sultat peut eˆtre explique´ par le fait que dans
l’algorithme de GIBBS, les propositions de chaque parame`tre peuvent eˆtre accepte´es
ou rejete´es inde´pendamment l’une de l’autre, permettant ainsi a` la marche ale´atoire
de se de´placer a` chaque ite´ration dans une seule des deux directions de l’espace des
parame`tres. En revanche, les algorithmes RWMH, MALA et prox-MALA proposent
des paires d’e´chantillons qui auront plus de risque d’eˆtre rejete´es, e´tant donne´ l’ani-
sotropie de la densite´ cible. Afin de respecter un ratio d’acceptation ade´quat, la
taille des pas est alors re´duite, comme explique´ pre´ce´demment dans la figure 2.5,
et l’algorithme produit des e´chantillons plus corre´le´s. Ce de´faut n’est pas retrouve´
dans les algorithmes utilisant le gradient ge´ode´sique (mMALA et prox-mMALA).
On remarque e´galement qu’e´tant donne´ une technique d’e´chantillonnage (MALA et
prox-MALA d’une part, et mMALA et prox-mMALA d’autre part), les me´thodes de
re´flexion et les me´thodes proximales donnent ici des re´sultats comparables.
Nombre moyen d’e´chantillons inde´pendants tire´s par seconde
A partir des re´sultats pre´ce´dents de l’ESS et du temps de calcul ne´cessaire pour
effectuer les simulations (sur un processeur Intel Core i7 4 coeurs, 3.8 GHz, 8Go de
RAM), le nombre moyen d’e´chantillons inde´pendants tire´s par seconde a e´te´ calcule´
pour chaque me´thode. Ceux-ci sont pre´sente´s dans les tables 2.9, 2.10, 2.11 et 2.12.
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On constate principalement que les me´thodes mMALA et prox-mMALA sont en
mesure de fournir plus d’e´chantillons effectifs durant une pe´riode de temps donne´e,
meˆme si le calcul de la matrice de Fisher ralentit l’exe´cution des algorithmes. Les
quatre autres algorithmes donnent des re´sultats comparables, meˆme si un le´ger avan-
tage de l’algorithme de GIBBS est constatable.
Enfin, bien que les re´sultats de l’ESS montrent que l’utilisation de la me´thode
proximale ne donnent pas de re´sultats significativement meilleurs par rapport a`
l’e´chantillonnage par re´flexion, il est important de remarquer que la me´thode re-
courant aux ope´rateurs proximaux est plus rapide que celle base´e sur un sche´ma
re´flectif, et fournit par conse´quent des e´chantillons de´corre´le´s plus nombreux par
intervalle de temps donne´.
2.5.2 Mode´lisation des donne´es TEP
Afin de confirmer le fait que la DBN mode´lise correctement les donne´es TEP, la
me´thode propose´e a e´te´ applique´e a` des images me´dicales re´elles. La figure 2.14(a-c)
montre trois coupes successives d’une re´gion d’inte´reˆt (116 × 151 × 3) centre´e sur
l’abdomen, pre´sentant deux types de le´sions couramment rencontre´s en clinique :
une petite tumeur et une plus large. Ces images ont e´te´ acquises par un appareil GE-
Discovery ST et reconstruites par un algorithme de type OSEM. L’image a e´te´ pre´-
partitionne´e en 6 classes selon la figure 2.14(d-f). La meˆme figure pre´sente e´galement
l’index associe´ a` chacune des classes 2.14(g-l). Par ordre de´croissant d’activite´, les
diffe´rentes classes peuvent vraisemblablement eˆtre interpre´te´es comme suit :
– La classe 1 repre´sente les deux zones tumorales.
– La classe 2 correspond grossie`rement au foie et aux organes environnants.
– La classe 3 correspond aux tissus abdominaux de moindre activite´.
– La classe 4 repre´sente la peau et la chair.
– La classe 5 peut eˆtre interpre´te´e comme une couche de voxels marque´s par
l’effet de volume partiel.
– Enfin, la classe 6 correspond au fond, ou` il ne devrait y avoir the´oriquement
aucune activite´.
Des tests d’ade´quations aux donne´es ont e´te´ re´alise´s pour le mode`le propose´ et
compare´s a` d’autres mode`les statistiques utilise´s dans la litte´rature. Plus pre´cise´ment,
la distribution de l’activite´ de chaque tissu a e´te´ mode´lise´e par une distribution
normale, par une distribution de Poisson et par la distribution binomiale ne´gative
propose´e.
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Estimation des parame`tres
Les parame`tres associe´s a` chacune des distributions ont e´te´ estime´s pour chacun
des tissus. Une technique de Metropolis-Hastings par marche ale´atoire (RWMH) a
e´te´ utilise´e pour la distribution normale et la distribution de Poisson. Pour les trois
mode`les, la longueur des chaˆınes de Monte Carlo a e´te´ fixe´e a` 11000 ite´rations,
dont 1000 ite´rations de chauffe. La valeur finale des parame`tres a e´te´ choisie comme
la valeur moyenne des e´chantillons tire´s apre`s la pe´riode de chauffage. La meˆme
expe´rience a e´te´ conduite 50 fois de manie`re a` e´valuer leur reproductibilite´. Les
estimations MMSE des parame`tres de chaque mode`le sont pre´sente´es dans le tableau
2.13 pour chacune des 6 classes.
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(a) Originale (coupe 1) (b) Originale (coupe 2) (c) Originale (coupe 3)
(d) Partition z (slice 1) (e) Partition z (slice 2) (f) Partition z (slice 3)
(g) Classe 1 (h) Classe 2 (i) Classe 3
(j) Classe 4 (k) Classe 5 (l) Classe 6
Figure 2.14 – Image originale (a-c), partition (d-f) et indice des diffe´rentes classes (g-l).
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Tout d’abord, il est inte´ressant de noter que conforme´ment aux attentes, le pa-
rame`tre µ de la loi normale, le parame`tre λ de la loi Poisson et le parame`tre µ
de la loi binomiale ne´gative sont tre`s proches. Comme pre´ce´demment prouve´ sur
des donne´es synthe´tiques, l’algorithme d’estimation des parame`tres pre´sente´ dans ce
chapitre offre une grande reproductibilite´. La reproductibilite´ des algorithmes utilise´s
pour estimer les parame`tres des autres mode`les est e´galement assure´e, compte tenu
des faibles e´carts des estimations d’une expe´rience a` l’autre. De plus, les valeurs du
PSRF obtenues sur les 50 chaˆınes pour chaque parame`tre de chaque mode`le a` l’issu
des 11000 ite´rations montrent que toutes les chaˆınes ont bien converge´ (voir tableau
2.14). Ces deux re´sultats montrent que les parame`tres utilise´s dans la suite de l’e´tude
ont e´te´ estime´s par des algorithmes pre´cis et robustes.
N P BN
Classe µ σ λ µ k
1 1.0012 1.0005 1.0002 1.0000 1.0000
2 1.0008 1.0005 1.0002 1.0001 1.0001
3 1.0009 1.0004 1.0002 1.0000 1.0001
4 1.0008 1.0006 1.0001 1.0000 1.0000
5 1.0007 1.0003 1.0002 1.0000 1.0001
6 1.0008 1.0004 1.0003 1.0000 1.0001
Table 2.14 – PSRF
Ade´quation aux donne´es
Les parame`tres pre´sente´s ont e´te´ utilise´s pour mode´liser les donne´es par les
diffe´rentes distributions. La figure 2.15 montre l’histogramme des donne´es et les
courbes associe´es aux diffe´rents mode´les.
La figure 2.15 montre que la densite´ de probabilite´ estime´e en utilisant le mode`le
de distribution binomiale ne´gative propose´ e´pouse correctement l’histogramme des
donne´es. Ce re´sultat est particulie`rement marque´ pour les classes 1 a` 4, c’est a` dire
pour la tumeur et les diffe´rents tissus. L’ade´quation aux donne´es dans le cas de la
classe repre´sentant l’effet de volume partiel (5) et la classe correspondant au fond (6)
est moins significative. Le mode`le de distribution normale offre des re´sultats sensible-
ment moins bons alors que le mode`le Poissonnien ne correspond visiblement pas aux
donne´es. Ces re´sultats d’ade´quation aux donne´es sont repris quantitativement dans
les tableaux suivants. Le tableau 2.15 rapporte les re´sultats des tests de Kolmogorov-
86
(a) Classe 1 (b) Classe 2 (c) Classe 3
(d) Classe 4 (e) Classe 5 (f) Classe 6
Figure 2.15 – Ade´quation aux donne´es pour la loi normale (en vert), la loi Poisson (en
jaune) et la loi binomiale ne´gative (en rouge)
Smirnov (KS), de Cramer Von Mises (CvM) et du χ2 pour chacun des mode`les et
pour chacune des 6 classes.
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Le tableau suivant 2.16 pre´sente e´galement les crite`res d’information d’Akaike
(AIC) et Baye´sien (BIC) pour chacun des mode`les et pour chacune des 6 classes.
AIC (.103) BIC (.103)
Classe N P BN N P BN
1 35.01 Inf 34.81 35.03 Inf 34.82
2 240.56 Inf 239.25 240.58 Inf 239.26
3 204.60 Inf 203.06 204.62 Inf 203.08
4 139.40 Inf 138.39 139.42 Inf 138.41
5 73.92 547.04 71.89 73.93 547.05 71.90
6 101.18 268.38 97.62 101.19 268.38 97.63
Table 2.16 – Crite`re d’Information d’Akaike (AIC) et Crite`re d’Information
Baye´sien(BIC)
Les diffe´rents tests confirment les re´sultats visualise´s sur la figure 2.15. Le mode`le
de distribution binomiale ne´gative surpasse les deux autres mode`les quelque soit le
crite`re utilise´.
Discussions
Les re´sultats des tests de Kolmogorov-Smirnov, de Cramer von Mises et du χ2
montrent que l’ade´quation aux donne´es est globalement meilleure pour les tissus
pre´sentant une forte activite´, donc spe´cialement la tumeur (classe 1), quelque soit le
mode`le. Les classes 5 et 6 repre´sentent des re´gions dues a` l’effet de volume partiel et
au fond respectivement, et ne sont bien mode´lise´es par aucune des trois distributions.
Bien que, en the´orie, la mode´lisation des donne´es par une distribution Poisson
est plus le´gitime que la mode´lisation par des lois Gaussiennes, le mode`le Poissonnien
ne concorde pas avec les donne´es dans cet exemple. Cela peut venir du fait que la
me´thode de reconstruction utilise´e ne conserve pas la statistique Poissonnienne des
donne´es (ze´ros artificiels, lissages, mises a` l’e´chelle, ajustement sur le contraste). Il
est alors inte´ressant de constater que la distribution binomiale ne´gative est robuste
face a` ces effets inde´sirables apparaissant lors de la reconstruction.
En conclusion, nous observons que le mode`le statistique propose´ mode´lise correc-
tement l’activite´ des deux tumeurs, mais e´galement celle des autres tissus biologiques
(foie, peau, ...) et surpasse les mode`les Gaussien et Poissonnien en terme d’ade´quation
aux donne´es.
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Bayesian segmentation of tumors in PET with a
negative binomial mixture model
Introduction
Existing segmentation methods used in clinics are mainly based on thresholding
techniques. A number of research works have reported their limitations. In addition,
the heterogeneity of the activity in tumoral tissues is now an established fact. Un-
fortunately, existing methods do not consider this phenomenon. Segmenting tissus
that exhibit large intra-tissue variability of activity requires appropriate data models.
Here we develop a segmentation method that takes into account this phenomenon.
PET data are considered as a mixture of negative binomial distributions. The
parameters of the mixture and the segmentation are carried out jointly in Bayesian
framework.
Problem statement
PET data are here considered as a stationary process based on the negative
binomial distribution whose parameters are piecewise constant. Thus, the density of
the entire image is represented by a mixture of negative binomial distributions (see
(3.2)).
This chapter presents a method for joint segmentation and parameter estimation.
Bayesian model
The problem of segmentation and estimation of the model parameters is formu-
lated as the search for the maximum a posteriori (see (3.3)). A hierarchical Bayesian
model is established.
Likelihood
We consider that given a single tissue, the activity of one of its voxels follows a
negative binomial distribution (see (3.4)).
The likelihood of the entire image can be expressed as a finite mixture of negative
binomial distributions (see (3.5)).
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Priors on the parameters
Gamma distributions priors were chosen for both mean µz and inverse dispersion
parameters kz (see (3.6)).
Assuming that the parameters are independent, the joint prior distribution of the
vector θ is expressed in (3.8).
Prior on the labels
We introduce a Potts MRF as prior to consider the spatial coherence of the
mixture components.
The probability that a voxel n is associated with the label zn knowing the label
of the other voxels of the image can be expressed by (3.10).
A 3-D neighborhood structure of the first order is considered (see figure 3.2).
This results in a prior for z as expressed in (3.11).
To summarize the relationships between the various parameters and hyper-parameters,
figure 3.3 presents the proposed hierarchical Bayesian model as a directed acyclic
graph.
Posterior distribution (θ, z)
Considering that the unknown parameter vector θ and labels z are independent,
and using Bayes theorem, the posterior distribution of the parameter vector (z,θ)
can be expressed as (3.12).
Hybrid Gibbs sampler
This section presents the method to sample the joint posterior distribution p(θ, z|x).
As the distribution is sampled in a high-dimensional space, a Gibbs sampler is used.
The samples are drawn according to the conditional distributions of the posterior
distribution (3.12).
Conditional distribution p(θ|z,x)
The conditional distribution p(θ|z,x) can be developed as in (3.13).
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The parameter vectors θ are updated according to the proximal Manifold MALA
(prox-mMALA) detailed in chapter 2.
Because the proposal distributions (3.14) are not symmetric, the acceptance ratio
a is expressed as in (3.15).
Conditional distribution P [z|θ,x]
The sampling of the whole vector z may itself be split into several Gibbs steps
component by component.
The conditional distribution of the discrete label zn of each voxel can then be
fully characterized by (3.18).
As (3.18) defines a Markov Random Field, the samples are drawn according to
this conditional distribution by drawing integers in the finite set {1, . . . , Z} with
probabilities defined in (3.18).
Summarized algorithm
The algorithm summarizing the overall sampling method is presented in the
pseudo-code 2.
Experimental results
The proposed method was validated on synthetic data to evaluate the perfor-
mance of the algorithm to find the model parameters while correctly estimating the
labels of each voxel. Then, tests were performed on real PET images to test the
proposed negative binomial mixture model and evaluate the ability of the algorithm
to discriminate the tissues.
Synthetic data
A 3-D image composed of 3 spatially coherent classes was generated. Voxels of
each class were assigned a value drawn accordingly to a negative binomial distribu-
tion.
Segmentation results
Figure 3.4 shows the theoretical labels, the generated data and the segmentation
results of the algorithm for different values of β.
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Table 3.1 presents the confusion matrices. Regardless of the value of β, the rate
of misclassified voxels does not exceed 1%.
Parameter estimation
Figure 3.5 shows the histograms of the generated samples for each parameter.
We note that the samples have been generated around the correct values and the
average of these samples can be used as maximum a posteriori.
The same experiment was conducted 50 times in order to measure the accuracy
and the reproducibility of the algorithm.
Accuracy
The MMSE estimates of each parameter and the corresponding standard devia-
tions are shown in table 3.2. The algorithm provides high accuracy in estimating the
parameters.
Reproducibility
To measure the robustness of the algorithm, the Potential Scale Reduction Factor
(PSRF) was measured. Figure 3.6 shows the evolution of the PSRF during the burn-
in for each parameter. After only 1000 sampling iterations, a PSRF below 1.001 was
obtained for each parameter of each class, showing the robustness of the algorithm
to jointly estimate the labels and the model parameters.
Real PET data
This section has two objectives : i) show that the negative binomial mixture
model fits the PET images, and ii) evaluate the performance of the algorithm to
jointly classify the tissues and estimate the model parameters. The method was
applied to abdominal real PET images. Figure 3.8 shows three successive slices of
the test image.
Segmentation results
Figure 3.8 shows the results of the segmentation on the data volume.
We observe that the algorithm not only delineated the two tumors, but also
affected appropriate labels to other biological tissues (liver, skin, flesh, etc.) whose
biological characteristics are distinct.
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Goodness of fit
The activity distribution of the image was modeled by the proposed negative bi-
nomial mixture model as well as by the other mixture models, Gaussian and Poisson.
The associated segmentation results are shown in figure 3.9.
The goodness of fit results are presented in tables 3.3 and 3.4.
For graphical results, figure 3.10 represents the histogram of the data and the
curves associated with the tested models.
We note that the proposed negative binomial mixture fits the data better than
other mixture models.
The same experiment was conducted 50 times in order to measure the accuracy
and the reproducibility of the algorithm.
Precision
The MMSE estimates of each parameter and the corresponding standard devia-
tions are shown table 3.5. We notice that the standard deviations are small relatively
to the average value. The algorithm provides high accuracy in estimating the para-
meters.
Reproducibility
To measure the robustness of the algorithm, the Potential Scale Reduction Factor
(PSRF) value at the end of the burn-in is reported in table 3.6. A PSRF below 1.002
was obtained for each parameter, demonstrating a good repeatability.
Influence of the number of classes Z
Figure 3.11 shows the segmentation results for varying numbers of classes Z.
Table 3.7 presents the associated goodness of fit results.
It is important to note that the tumor segmentation becomes stable for Z over
6. This result supports the robustness of the model.
Influence of the granularity β
Figure 3.12 shows the segmentation results for varying granularity coefficient β.
Table 3.8 presents the associated goodness of fit results.
We see that even without spatial a priori (β = 0), most of the voxels are correctly
labeled. This supports that the proposed model is particularly suitable.
94
The spatial a priori not only provides better visual outcome, but helps the algo-
rithm to correctly fit the model to the data.
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Chapitre 3
Segmentation Baye´sienne de
tumeurs en TEP par me´lange de
lois binomiales ne´gatives.
3.1 Introduction
La segmentation pre´cise des images TEP est un pre´alable a` la de´cision me´dicale
en oncologie. En effet, la pre´cision du diagnostic repose sur la qualite´ des mesures
effectue´es sur les tumeurs (e.g. SUV, volume, etc.). Cependant, la segmentation des
tumeurs est un proble`me difficile. Les me´thodes classiques ne sont pas adapte´es car
la tumeur n’est pas un objet ge´ome´trique ayant des frontie`res bien nettes.
En routine clinique, on utilise souvent une me´thode semi-manuelle. Ces me´thodes
de´pendent directement des valeurs des pixels qui sont tre`s peu significatives indi-
viduellement. De plus, l’effet de la variabilite´ inter-ope´rateurs humains donne des
re´sultats tre`s peu reproductibles.
En imagerie TEP, la segmentation est rendue plus difficile par le faible rapport
signal sur bruit et le manque de contraste duˆ a` l’absence d’information anatomique.
L’he´te´roge´ne´ite´ de l’activite´ dans les tumeurs est un autre facteur qui complexifie la
segmentation.
Plusieurs me´thodes de seuillage fixe ou adaptatif ont e´te´ largement e´tudie´es dans
la litte´rature [37]. Mais ces approches de seuillage ont souvent besoin d’une se´lection
manuelle initiale et ne´cessitent souvent une calibration sur des acquisitions fantoˆmes.
Ces techniques sont donc de´pendantes du syste`me, et l’e´talonnage sur des fantoˆmes
n’est pas re´aliste car l’activite´ de volumes du fantoˆme ne refle`te pas la non-uniformite´
des tumeurs re´elles. En outre, Hatt et al. [56] de´clarent que l’he´te´roge´ne´ite´ d’absorp-
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tion du traceur a un impact sur les me´thodes a` seuil. Ils concluent que le seuillage
ne doit pas eˆtre utilise´ pour la de´limitation de grosses tumeurs, car ces me´thodes
ont tendance a` sous-estimer largement l’e´tendue spatiale de la tumeur a` cause de
l’he´te´roge´ne´ite´. Werner-Wasik et al. [141] ont compare´ la segmentation par seuillage
et par gradient et concluent a` la faiblesse du seuillage et a` la ne´cessite´ d’adapter une
me´thode plus pre´cise.
Re´cemment, d’autres algorithmes de segmentation plus avance´es ont e´te´ pro-
pose´es dans la litte´rature tels que le clustering [74] et les contours actifs [73]. Parmi
ces algorithmes avance´s, des travaux re´cents ont adresse´ le proble`me de la segmen-
tation TEP dans un cadre Baye´sien. Par exemple, [23] a propose´ une me´thode de
segmentation base´e sur un champ de Markov. Des mode`les Gauss-Markov-Potts ont
e´galement e´te´ e´tudie´s dans [92, 91] et un champ de Potts a aussi e´te´ utilise´ par [133]
ou` un algorithme re´solvant les proble`mes de reconstruction et de segmentation est
propose´ en se basant sur un mode`le Poissonnien. Le lecteur inte´resse´ pourra trou-
ver plusieurs e´tats de l’art sur la segmentation d’images TEP dans la litte´rature
[136, 146, 56].
Les approches de segmentation ne tiennent habituellement pas compte de la com-
plexite´ de structure des tissus due a` leur he´te´roge´ne´ite´. Or, il a e´te´ constate´ de fortes
variations de l’activite´ dans les tumeurs [62, 61]. La tumeur est donc largement
he´te´roge`ne en terme d’activite´ ce qui produit une grande variabilite´ de l’intensite´
dans les re´gions correspondantes dans les images TEP.
Ainsi, lorsqu’une tumeur pre´sente de fortes variations d’absorption du traceur, un
algorithme de segmentation simple (de type seuillage) de´tectera une re´gion limite´e
a` une petite zone ou` l’activite´ est la plus forte au lieu de la tumeur entie`re. De ce
fait, il parait important de baser la segmentation sur les statistiques des tissus plutoˆt
que les valeurs de l’activite´. La mode´lisation des donne´es et la segmentation doivent
donc eˆtre re´alise´es conjointement.
Re´cemment, des techniques de segmentation ont e´te´ e´tudie´es pour tenir compte de
l’he´te´roge´ne´ite´ dans les tissus. Notons qu’habituellement, l’he´te´roge´ne´ite´ est conside´re´e
comme l’imbrication de quelques zones (trois en ge´ne´ral), chacune correspondant a`
un stade de de´veloppement de la tumeur. Parmi ces travaux, une approche floue
appele´e FLAB [58, 60, 57, 59] a e´te´ propose´e permettant d’utiliser un maximum de
trois sous-classes pour distinguer les zones d’he´te´roge´ne´ite´. Une autre segmentation
robuste a` l’he´te´roge´ne´ite´ a e´te´ propose´e dans [9] en modifiant l’algorithme Fuzzy C-
Means par l’inte´gration des fonctionnalite´s supple´mentaires adapte´es a` la nature de
l’imagerie TEP et l’utilisation de la transforme´e en ondelettes a` trous pour permettre
l’e´valuation de l’absorption de le´sions he´te´roge`nes. Enfin, une me´thode pour corriger
l’effet de volume partiel duˆ a` l’he´te´roge´ne´ite´ tumorale a e´galement e´te´ propose´e par
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le moyen d’un algorithme espe´rance-maximisation dans [7].
Dans cette the`se, nous conside´rons l’he´te´roge´ne´ite´ au sens large. Un tissu he´te´roge`ne
en terme d’activite´ est conside´re´ comme l’entrelacement de re´seaux cellulaires diffe´rents.
Vu la re´solution faible de l’imagerie TEP, il est e´videment impossible d’identifier et
discriminer ces re´seaux. Nous conside´rons donc que l’he´te´roge´ne´ite´ s’exprime comme
une variabilite´ spatiale de l’activite´ dans la tumeur.
A la base de cette hypothe`se, nous de´veloppons une me´thode de segmentation
prenant en conside´ration la variation de l’activite´. Cette me´thode discrimine les tis-
sus pre´sentant des statistiques diffe´rentes. Le processus de segmentation repose sur
le mode`le de donne´es pre´sente´ dans le chapitre pre´ce´dent. Les donne´es d’une image
TEP repre´sentant divers tissus sont ainsi de´crites par un me´lange de distributions
binomiales ne´gatives. Ce mode`le a l’avantage de respecter essentiellement les varia-
tions de l’activite´ a` l’inte´rieur des tissus. La de´pendance des parame`tres du mode`le
et de la segmentation est formule´e comme un mode`le Baye´sien hie´rarchique. Dans ce
mode`le, nous introduisons un champ de Markov Potts comme a priori pour prendre en
conside´ration la cohe´rence spatiale des composants du me´lange. Le proble`me de seg-
mentation et d’estimation des parame`tres du mode`le est formule´e comme la recherche
du maximum a posteriori d’une distribution a posteriori. Ce proble`me d’optimisation
est re´solu par un algorithme Monte-Carlo par chaˆıne de Markov (MCMC).
Ce chapitre est organise´ comme suit. Le proble`me de la segmentation et d’es-
timation des parame`tres conjointement est introduit dans la section 3.2 ainsi que
le mode`le de donne´e. La section 3.3 pre´sente le mode`le Baye´sien hie´rarchique et
pre´sente en particulier le champ de Markov-Potts utilise´ comme a priori spatial. La
me´thode de re´solution est pre´sente´e dans la section 3.4, ou` un e´chantillonneur de
type Metropolis-dans-Gibbs et de´taille´. Enfin, la section 3.5 rapporte les re´sultats
effectue´s sur des donne´es synthe´tiques d’une part, afin de caracte´riser l’efficacite´ de
l’algorithme, ainsi que sur des donne´es re´elles d’autre part, afin de ve´rifier les per-
formances de l’estimation du mode`le et de la segmentation.
3.2 Position du proble`me
Soit x ∈ NN une image TEP 3-D (N e´tant le nombre total de voxels). Les xn ∈ N
correspondent aux observations, soit la quantite´ de radioactivite´ rec¸ue par le ne`me
voxel de x.
Ce chapitre conside`re le cas ou` l’image x est partitionne´e en Z tissus biologiques
distincts {Z1, ...,ZZ}, chacun ayant sa propre activite´ biologique caracte´ristique et
par conse´quent sa propre distribution statistique.
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Il a e´te´ montre´ dans le chapitre pre´ce´dent que la distribution binomiale ne´gative
pouvait mode´liser correctement l’activite´ d’un tissu individuel sur une image TEP.
Il est alors le´gitime de conside´rer l’image x comme un processus stationnaire fonde´
sur la loi ne´gative binomiale dont les parame`tres sont constants par morceaux :
∀xn ∈ Zz, xn ∼ BN (µz, kz) (3.1)
ou` µz et kz sont les parame`tres associe´s au tissu Zz.
Il est alors possible de repre´senter la distribution de l’image entie`re par un me´lange
de lois binomiales ne´gatives.
xn ∝
Z∑
z=1
ωzBN (µz, kz) (3.2)
ou` ωz repre´sente la proportion de voxels associe´s a` la classe Zz avec ∑Zz=1 ωz = 1.s
Le nombre de classes Z est suppose´ connu dans cette e´tude. Cette hypothe`se
pourrait eˆtre relaˆche´e en utilisant une strate´gie de recherche de dimension, comme
un algorithme MCMC a` saut re´versible [53]. Le nombre de classes peut e´galement
eˆtre de´termine´ par des cliniciens apre`s inspection visuelle.
Nous introduisons donc explicitement un vecteur cache´ d’e´tiquettes z = {z1, . . . , zN}
associe´ au vecteur d’observation x = {x1, . . . , xN} tel que zn = z si xn ∈ Zz. Ces
e´tiquettes serviront a` discriminer les diffe´rents tissus.
Il est ensuite possible de poser le proble`me de segmentation et d’estimation jointe
des parame`tres de la manie`re suivante :
(θˆ, zˆ) = argmax
(θ,z)
p(θ, z|x) (3.3)
ou` θ est un vecteur de parame`tres inconnu associe´ a` un mode`le parame´trique de
formation d’image p(x|θ, z).
Ce chapitre re´sout le proble`me de segmentation en se basant sur les statistiques
des tissus, dans le sens ou` deux voxels seront associe´s a` une meˆme classe s’ils ont
des statistiques similaires. Le re´sultat de cette segmentation fournit e´galement les
parame`tres du me´lange de lois binomiales ne´gatives utilise´ pour mode´liser l’image.
Ces parame`tres pourraient servir a` la caracte´risation des tissus, notamment a`
l’he´te´roge´ne´ite´ des tumeurs.
3.3 Mode`le Baye´sien
Nous posons le proble`me de la segmentation dans un cadre Baye´sien. La re´solution
de (3.3) est conside´re´e comme une e´valuation du maximum a posteriori.
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En se basant sur le the´ore`me de Bayes, l’estimation de la densite´ a posteriori des
parame`tres inconnus θ et z ne´cessite alors l’expression de la vraisemblance p(x|z,θ)
et l’introduction de la densite´ a priori p(z,θ) pour les e´tiquettes et les parame`tres
du mode`le. Ils sont de´finis dans les sections suivantes.
3.3.1 Vraisemblance
En raison de la physique nucle´aire intrinse`que au processus de formation de
l’image, et afin de mode´liser correctement l’he´te´roge´ne´ite´ intra-tissulaire, nous conside´rons
que l’activite´ d’une voxel xn appartenant a` la classe Zz suit une distribution bino-
miale ne´gative de parame`tre θz = (µz, kz)T :
P [xn|θz, zn = z] = BN (xn|µz, kz)
=
(
xn + kz − 1
xn
)(
µz
µz + kz
)xn( kz
µz + kz
)kz (3.4)
Ce choix a e´te´ justifie´ dans le chapitre pre´ce´dent (Chap 2).
Puisqu’a` chaque classe correspond une distribution binomiale ne´gative, il s’ensuit
facilement que la vraisemblance de l’image entie`re peut eˆtre exprime´e comme un
me´lange fini de distributions binomiales ne´gatives.
En posant θ = (θ1T , · · · ,θZT )T , le vecteur de parame`tres inconnus du proble`me
et en supposant que les observations sont inde´pendantes entre elles, la vraisemblance
s’exprime comme suit :
P [x|θ, z] =
Z∏
z=1
∏
xn∈Zz
P [xn|θz, zn = z] (3.5)
ou` P [xn|θz, zn = z] est de´finit dans (3.4),
3.3.2 A priori sur les parame`tres
Des distributions gamma ont e´te´ choisies comme distributions a priori a` la fois
pour les parame`tres de moyenne µz que pour les parame`tres de dispersion inverse
kz :
µz ∼ Γ
(
1 + aµ,
−1
bµ
)
,∀z = 1, . . . , Z
kz ∼ Γ
(
1 + ak,
−1
bk
)
,∀z = 1, . . . , Z
(3.6)
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ou` aµ et bµ d’une part, et ak et bk d’autre part sont les hyperparame`tres associe´s
respectivement aux variables µz et kz. Ces hyperparame`tres sont conside´re´s communs
pour toutes les classes. Les lois log-a priori s’e´criront donc :
log [pi(µz)] = aµ log(µz) + bµµz + c, ∀z = 1, . . . , Z
log [pi(kz)] = ak log(kz) + bkkz + c,∀z = 1, . . . , Z
(3.7)
ou` c est une constante.
En supposant que les parame`tres sont inde´pendants, la distribution a priori jointe
du vecteur θ est :
pi(θ) =
Z∏
z=1
pi(θz)
=
Z∏
z=1
pi(µz)pi(kz)
(3.8)
ou` le logarithme de pi(µz) et de pi(kz) ont e´te´ de´finis dans (3.7). Voir chap 2.3.1 pour
plus de de´tails.
3.3.3 A priori sur les e´tiquettes
Dans les images ou` le rapport signal sur bruit est faible, les valeurs d’activite´
observe´es peuvent eˆtre insuffisantes pour effectuer une segmentation pre´cise. L’ap-
proche Baye´sienne nous permet d’incorporer au mode`le statistique des informations
a priori sur la re´partition spatiale des diffe´rentes classes. Il est en effet normal de
conside´rer que la classe d’un voxel est corre´le´e a` la classe de ses pixels voisins. L’a
priori pi[z] sur le vecteur d’e´tiquettes devrait alors favoriser la cohe´rence spatiale
inhe´rente aux tissus biologiques.
Depuis les travaux fondateurs de [46], les champs de Markov (MRF) sont devenus
un choix courant de lois a priori pour exprimer la corre´lation spatiale dans les images.
Les champs de Markov conside`re que la distribution d’un voxel conditionnellement
aux autres voxels de l’image peut eˆtre approxime´e par la distribution d’un voxel
conditionnellement a` ses voisins :
P [zn|z−n] = P [zn|zV(n)] (3.9)
ou` z−n = (z1, . . . , zn−1, zn+1, . . . , zN) et V(·) de´signe une structure de voisinage. Il
existe plusieurs structures de voisinage qui ont e´te´ utilise´es dans la litte´rature. Dans le
cas bi-dimensionnel, le voisinage le plus fre´quemment utilise´ est de´fini par les quatre
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(premier ordre) ou huit (second ordre) voxels les plus proches (voir figure 3.1). De
meˆme, dans le cas tridimensionnel, les voisinages les plus couramment utilise´s sont
de´finis par les six (premier ordre) ou quatorze (second ordre) voxels les plus proches
(voir figure 3.2).
Figure 3.1 – Structure de voisinage 2-D du premier ordre (a` gauche) et du second
ordre (a` droite)
Figure 3.2 – Structure de voisinage 3-D du premier ordre (a` gauche) et du second
ordre (a` droite)
Dans cette e´tude, nous conside´rons un champ de Potts 3-D [145] comme distri-
bution a priori pour z. La probabilite´ a priori qu’un voxel n soit associe´ au label zn
connaissant le label des autres voxels de l’image peut eˆtre formule´ par :
P [zn|z−n] = P [zn|zV(n)]
, 1
C(β) exp
 ∑
n′∈V(n)
βδ(zn − zn′)
 (3.10)
ou` β est le coefficient de granularite´, C(β) est une constante de normalisation ou
fonction de partition, δ(·) est la fonction de Kronecker et V(·) de´signe une structure
de voisinage 3-D du premier ordre.
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Ce qui donne comme a priori sur z :
pi[z] =
Z∏
z=1
P [zn|z−n]
= 1
C(β) exp
 N∑
n=1
∑
n′∈V(n)
βδ(zn − zn′)
 (3.11)
Le parame`tre de granularite´ β joue un roˆle important car il repre´sente le degre´
d’homoge´ne´ite´ de la segmentation finale. En effet, en choisissant un β petit, la parti-
tion obtenue sera de fre´quence relativement e´leve´e, avec des re´gions moins connexes,
alors que le choix d’un β large de´bouchera sur un re´sultat pre´sentant des re´gions plus
connexes.
Pour re´sumer les relations entre les diffe´rents parame`tres et hyper-parame`tres,
la figure 3.3 repre´sente le mode`le Baye´sien hie´rarchique propose´ sous la forme d’un
graphe oriente´ acyclique.
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Figure 3.3 – Graphe oriente´ acyclique pour le mode`le Baye´sien propose´. Les hyperpa-
rame`tres fixes sont repre´sente´s dans des cases en pointille´.
3.3.4 Distribution a posteriori de (θ, z)
En conside´rant que le vecteur de parame`tres inconnus θ et les e´tiquettes z sont
inde´pendants et en utilisant le the´ore`me de Bayes, la distribution a posteriori du
vecteur de parame`tre (z,θ) peut eˆtre exprime´e comme :
p(θ, z|x) ∝ P [x|θ, z]pi(θ)pi[z] (3.12)
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ou` la vraisemblance P [x|θ, z] et les distributions a priori pi(θ) et pi[z] ont e´te´ de´finies
en (3.5), (3.8) et (3.10), respectivement.
De´duire une solution explicite au proble`me de la segmentation (3.3) n’est pas
possible en raison de la complexite´ de la distribution a posteriori (3.12). Pour cela,
nous avons recours a` un algorithme MCMC pour ge´ne´rer des e´chantillons qui sont
asymptotiquement distribue´s selon la loi a posteriori (3.12) (voir [116] pour plus de
de´tails). Ensuite, ces e´chantillons peuvent eˆtre utilise´s pour e´valuer le maximum a
posteriori (MAP).
3.4 Echantillonneur de Gibbs hybride
Cette section pre´sente un moyen d’e´chantillonner la loi a posteriori jointe p(θ, z|x).
Pour e´chantillonner une distribution dans des espaces de grandes dimensions, on a
souvent recours a` un e´chantillonnage de type Gibbs. Cet e´chantillonneur consiste a`
conside´rer la distribution jointe comme compose´e d’un couple de variables ale´atoires
individuelles et de choisir un nouvel e´chantillon pour chaque sous-espace alterna-
tivement, plutoˆt que de choisir un e´chantillon dans l’espace entier. La ge´ne´ration
de ces e´chantillons est obtenue par tirages successifs selon les distributions condi-
tionnelles de la distribution a posteriori (3.12). Dans ce chapitre, on se propose de
ge´ne´rer alternativement θ selon p(θ|z,x) et z selon P [z|θ,x]. Il est important de
pre´ciser a` ce stade que la faible efficacite´ de l’algorithme de Gibbs rapporte´ dans
le chapitre pre´ce´dent e´tait obtenue lorsque les diffe´rentes composantes de θ lui-
meˆme e´taient e´chantillonne´es alternativement. Ici, θ n’est pas e´chantillonne´ par un
sche´ma de Gibbs mais par une marche ale´atoire de type Metropolis-Hastings (MH)
selon la distribution conditionnelle p(θ|z,x). L’algorithme global re´sulte donc en un
e´chantillonneur de Gibbs hybride [116, p.317].
Les distributions conditionnelles ainsi que la me´thode pour les e´chantillonner sont
pre´sente´s dans les prochaines sections.
3.4.1 Distribution conditionnelle de p(θ|z,x)
La distribution conditionnelle p(θ|z,x) peut eˆtre de´veloppe´e ainsi :
p(θ|z,x) ∝ P [x|θ, z]pi(θ) (3.13)
ou` P [x|θ, z] et pi(θ) ont e´te´ de´finies dans (3.5) et (3.8) respectivement.
Cependant, l’e´chantillonnage selon p(θ|z,x) est difficile. Pour pallier ce proble`me,
un algorithme de type Metropolis-Hastings (MH) est utilise´, donnant ainsi un e´chantillonneur
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de Gibbs hybride. Plus pre´cise´ment, θ est mis a` jour selon la version proximale
de la marche ale´atoire MALA-sur-varie´te´ (prox-mMALA) de´taille´e dans le chapitre
pre´ce´dent (chap. 2). La loi de proposition est donc formule´e :
θ∗z ∼ q(θ∗z |θ(i−1)z )
, N (proxδ/2h (θ(i−1)z +
δ
2∇˜θzP(θ
(i−1)
z )),
√
δG−1{θ(i−1)z })
(3.14)
ou` θ(i−1)z est la valeur actuelle de la chaˆıne,∇˜θzP(θ(i−1)z est le gradient ge´ode´sique
de la densite´ cible au point θ(i−1)z et δ est estime´ durant la pe´riode de chauffe de
telle sorte que le taux d’acceptation tende vers 12 , comme recommande´ dans [117].
Comme les lois de proposition ne sont pas syme´triques, le rapport d’acceptation
a prend alors la forme :
a = min
1, ∏
n|zn=z
P [xn|θ∗z , zn = z]
P [xn|θ(i−1)z , zn = z]
pi(θ∗z)
pi(θ(i−1)z )
q(θ(i−1)z |θ∗z)
q(θ∗z |θ(i−1)z )
 (3.15)
ou` les vraisemblances P [xn|θ(·)z , z] et les lois a priori pi(θ(·)z ) ont e´te´ de´finies dans
(3.4) et (3.8) respectivement et ou` les lois de propositions sont :
{
q(θz∗|θz(i−1)) = pN (θz∗|proxδ/2h (θ(i−1)z + δ2∇˜θzP(θ(i−1)z )), δG−1{θ(i−1)z })
q(θz(i−1)|θz∗) = pN (θz(i−1)|proxδ/2h (θ∗z + δ2∇˜θzP(θ∗z)), δG−1{θ∗z})
(3.16)
.
3.4.2 Distribution conditionnelle de P [z|θ,x]
L’e´chantillonnage de z entier peut lui-meˆme eˆtre de´compose´ coordonne´e par co-
ordonne´e en plusieurs e´tapes de Gibbs. La distribution conditionnelle associe´e a`
l’e´tiquette d’un voxel zn peut alors eˆtre entie`rement caracte´rise´e par les probabi-
lite´s :
P [zn = z|z−n,θz, xn] ∝ P [xn|θz, zn = z]P [zn|z−n] (3.17)
ou` z−n repre´sente le vecteur z auquel le ne`me e´le´ment a e´te´ enleve´. D’apre`s les
e´quations (3.5) et (3.10), il est alors possible d’exprimer ces probabilite´s comme
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suit :
P [zn = z|z−n, µz, kz, xn]
∝
(
xn + kz − 1
xn
)
( µz
µz + kz
)
xn
( kz
µz + kz
)
kz
× exp
 ∑
n′∈V(n)
βδ(zn − zn′)

(3.18)
Il est inte´ressant de noter que la densite´ a posteriori du vecteur d’e´tiquettes z dans
(3.18) de´finit un champ ale´atoire de Markov (MRF). Par conse´quent, e´chantillonner
selon cette distribution conditionnelle peut eˆtre re´alise´e en tirant des variables ale´atoires
dans l’ensemble fini {1, . . . , Z} avec les probabilite´s (3.18).
3.4.3 Algorithme d’e´chantillonnage
L’algorithme re´sumant la me´thode d’e´chantillonnage globale est pre´sente´e dans
le pseudo-code 2.
Algorithm 2 Echantillonneur de Gibbs hybride propose´
Initialisation :
− Echantillonner θ0z (z = {1, . . . , Z}) selon (3.8).
− Ge´ne´rer z01 , z02 , . . . , z0N tels que P [z0n = z] = 1Z .
for i = 1, 2, . . . I do
— Mise a` jour de θ —
for z = 1, 2, . . . Z do
1. Proposer θ∗z selon (3.14)).
2. Calculer le rapport d’acceptation a selon l’expression (3.15).
3. Tirer u ∼ U(0, 1).
if (u < a) then
4. Fixer θ(i)z = θ∗z .
else
5. Fixer θ(i)z = θ(i−1)z .
end if
end for
— Mise a` jour de z —
for n = 1, 2, . . . N do
6. Tirer zn dans {1, . . . , Z} selon (3.18).
end for
end for
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3.5 Re´sultats et discussions
La me´thode propose´e a e´te´ valide´e sur des images synthe´tiques afin d’e´valuer
les performances de l’algorithme a` retrouver les parame`tres du mode`le associe´s aux
observations ge´ne´re´es, tout en estimant correctement les labels de chaque voxel. Des
tests ont ensuite e´te´ re´alise´s sur des images TEP re´elles pour tester le mode`le de
me´lange de loi binomiales ne´gatives propose´ et pour e´valuer la capacite´ de l’algo-
rithme a` discriminer les tissus et en particulier les tumeurs. Cette section pre´sente
les re´sultats de ces simulations et expe´rimentations.
3.5.1 Donne´es synthe´tiques
Afin de mesurer la faculte´ de l’algorithme a` retrouver correctement les valeurs
des parame`tres et a` segmenter les diffe´rentes classes, l’algorithme a e´te´ applique´ a`
des donne´es synthe´tiques.
Une image 3-D (100×100×3) compose´e de 3 classes spatialement cohe´rentes a e´te´
ge´ne´re´e. Les voxels de chacune de ces classes ont e´te´ affecte´s d’une valeur tire´e selon
une distribution binomiale ne´gative propre a` la classe avec µ = [1500, 3500, 7000] et
k = [7, 11, 6]. Ces valeurs correspondent a` l’ordre de grandeur des valeurs d’activite´
mesure´es couramment sur des images re´elles.
Les labels ont e´te´ initialise´s de manie`re a` ce qu’il y ait la meˆme quantite´ de
voxels dans chacune des classes et trie´s en trois groupes de valeurs. Une initialisation
ale´atoire des labels donne e´galement de bons re´sultats en pratique mais ne´cessite une
pe´riode de burn-in plus longue.
Les chaˆınes MCMC comprennent 60000 ite´rations (dont 10000 ite´rations de chauffe).
La valeur finale des parame`tres a e´te´ choisie comme e´tant la valeur moyenne des
e´chantillons tire´s apre`s la pe´riode de chauffe.
La section suivante pre´sente les re´sultats concernant l’aptitude de l’algorithme a`
affecter les bons labels aux voxels ainsi que sa pre´cision et sa reproductibilite´ quant
a` l’estimation des parame`tres du mode`le.
Re´sultats de la segmentation
La figure 3.4 montre les e´tiquettes the´oriques z, les donne´es ge´ne´re´es ainsi que
les re´sultats de segmentation de l’algorithme pour diffe´rentes valeurs de β.
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(a) Vrais labels (b) Valeurs ge´ne´re´es
(c) β = 0.8 (d) β = 0.9
(e) β = 1.0 (f) β = 1.1
Figure 3.4 – Etiquettes the´oriques (a), Valeurs ge´ne´re´es (b) et estimations a pos-
teriori des labels pour diffe´rentes valeurs de granularite´ (c-f) pour un me´lange de 3
classes.
On constate que quelque soit la valeur de β, les classes ont e´te´ globalement
correctement identifie´es. En effet, tre`s peu de voxels ont e´te´ e´tiquete´s faussement,
et ces voxels sont distribue´s de manie`re e´parse. Le parame`tre de granularite´ β joue
ici un roˆle important. Nous remarquons qu’un β grand aura tendance a` lisser les
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e´tiquettes.
Pour des re´sultats plus quantitatifs, le tableau suivant 3.1 pre´sente les matrices
de confusion pour les diffe´rentes valeurs de β teste´es.
Classe estime´e
β = 0.8 β = 0.9
1 2 3 1 2 3
1 13 158 45 0 13 177 26 0
Classe re´elle 2 53 11 736 31 35 11 772 13
3 42 19 4916 24 15 4 938
Mal classifie´s 0.63% 0.38%
β = 1.0 β = 1.1
1 2 3 1 2 3
1 13 192 11 0 13 197 6 0
Classe re´elle 2 20 11 793 7 15 11 801 4
3 15 13 4 949 8 12 4 957
Mal classifie´s 0.22% 0.15%
Table 3.1 – Matrice de confusion pour diffe´rentes valeurs de β
De manie`re ge´ne´rale, le taux de voxels mal classifie´s ne de´passe pas les 1%.
Conforme´ment a` la constatation visuelle (fig. 3.4), le nombre de voxels mal clas-
sifie´s de´croˆıt lorsque β augmente. L’a priori sur les labels doit cependant eˆtre utilise´
finement sur des images re´elles dont la fre´quence est plus e´leve´e.
Estimation des parame`tres
La figure 3.5 montre les histogrammes des e´chantillons ge´ne´re´s par les chaˆınes
MCMC pour chaque parame`tre pour β = 0.9.
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p(µ1|x) p(k1|x)
p(µ2|x) p(k2|x)
p(µ3|x) p(k3|x)
Figure 3.5 – Histogramme des e´chantillons ge´ne´re´s par les chaˆınes MCMC apre`s la
pe´riode de chauffe. Valeurs the´oriques µ = [1500, 3500, 7000] et k = [7, 11, 6].
Nous constatons que les e´chantillons ont bien e´te´ ge´ne´re´s autour des bonnes
valeurs et que la moyenne des ces e´chantillons pour chaque parame`tre peut bien eˆtre
utilise´e comme maximum a posteriori.
La meˆme expe´rience a e´te´ conduite 50 fois de manie`re a` mesurer la pre´cision ainsi
que la reproductibilite´ de l’algorithme sur des chaˆınes plus courtes de 6000 ite´rations
(dont 1000 ite´rations de chauffe).
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Pre´cision
Les estimations MMSE de chaque parame`tre ainsi que les e´carts-types correspon-
dants sont pre´sente´s table 3.2.
valeur the´orique moyenne MMSE e´cart-type
µ1 1500 1492.3 0.0931
k1 7 7.2138 0.0018
µ2 3500 3492.6 0.2158
k2 11 11.6983 0.0032
µ3 7000 7005.9 1.0016
k3 6 6.5084 0.0031
Table 3.2 – Estimation des parame`tres calcule´e sur 50 chaˆınes inde´pendantes.
On constate que les estimations de moyenne concordent globalement avec les
valeurs the´oriques. Les re´sultats plus pertinents sont les e´carts-types mesure´s sur les
50 chaˆınes qui sont tre`s faibles. L’algorithme offre ainsi une grande pre´cision quant
a` l’estimation des parame`tres. Il est important de pre´ciser que la diffe´rence entre
la valeur the´orique et les valeurs estime´es peuvent e´galement eˆtre dues aux erreurs
de ge´ne´ration des donne´es. Les valeurs estime´es repre´sentent alors plutoˆt les valeurs
empiriques des observations.
Reproductibilite´
Pour mesurer la robustesse de l’algorithme, le facteur de re´duction d’e´chelle po-
tentiel (PSRF - Potential Scale Reduction Factor) a e´te´ mesure´ sur les 50 expe´riences.
La figure 3.6 montre l’e´volution du PSRF du burn-in pour chaque parame`tre.
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Figure 3.6 – Evolution du PSRF lors du burn-in pour chaque parame`tre.
Le PSRF parait globalement instable durant les 200 premie`res ite´rations. Cela
peut-eˆtre duˆ a` un proble`me d’identifiabilite´. En effet, le fait d’e´chantillonner selon la
loi jointe p(θ, z|x) donne naissance a` des modes locaux dans la densite´ cible. Plus
concre`tement la chaˆıne MCMC peut prendre diffe´rentes directions depuis son de´part
et peut ne´cessiter un saut important correspondant a` un inversement des labels. Il
faut donc compter quelques centaines d’ite´rations pour que l’algorithme converge
grossie`rement vers les bonnes valeurs. Apre`s ces quelques ite´rations, le PSRF chute
rapidement a` 1. Apre`s seulement 1000 ite´rations d’e´chantillonnage, un PSRF au
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dessous de 1.001 a e´te´ obtenu pour chaque parame`tre de chaque classe. Cela justifie
la robustesse de l’algorithme a` estimer les labels et les parame`tres du mode`le de
manie`re jointe.
3.5.2 Donne´es TEP re´elles
Cette section a pour but de confirmer que le mode`le de me´lange de distributions
binomiales ne´gatives mode´lise bien les images TEP et d’e´valuer les performances de
l’algorithme a` effectuer conjointement la classification de tissus et l’estimation des
parame`tres.
Pour cela, la me´thode a e´te´ applique´e a` une image TEP abdominale re´elle. Ces
donne´es ont e´te´ acquises par un scanner GE Discovery ST et l’image a e´te´ reconstruite
par un algorithme de type OSEM. L’image a e´te´ rogne´e sur une re´gion d’inte´reˆt
(116× 151× 3). La figure 3.7 montre trois coupes successives de l’image de test. On
peut y voir deux tumeurs, une grosse en bas a` gauche, et une plus petite, en haut a`
droite. Dans le reste de cette section, des chaˆınes MCMC comprenant 6000 ite´rations
(dont 1000 ite´rations de chauffe) ont e´te´ utilise´es.
Figure 3.7 – 3 coupes conse´cutives de l’image TEP re´elle.
Re´sultats de la segmentation
La figure 3.8 suivante montre les re´sultats de la segmentation sur le volume de
donne´es. Une granularite´ de β = 0.9 a e´te´ utilise´e et Z = 6 classes ont e´te´ recherche´es.
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Figure 3.8 – Labels estime´s sur les trois coupes(Z = 6, β = 0.9)
Nous remarquons que les deux tumeurs ont e´te´ segmente´es, en accord avec l’e´valuation
d’un me´decin. Ce re´sultat illustre la robustesse de la me´thode propose´e quand a` la
segmentation de le´sions dans lesquelles l’activite´ est he´te´roge`ne malgre´ le contraste
faible propre aux images TEP. De plus, nous observons que non seulement l’algo-
rithme a segmente´ les deux tumeurs, mais il a e´galement affecte´ des labels approprie´s
aux autres tissus biologiques (foie, peau, chair, etc.) dont les caracte´ristiques biolo-
giques sont distinctes.
Ade´quation aux donne´es
Pour mesurer a` quel point le mode`le de me´lange de lois binomiales ne´gatives
mode´lise les donne´es re´elles, des tests d’ade´quation aux donne´es (goodness of fit) tels
que celui de Kolmogorov-Smirnov, de Cramer von Mises et du χ2 ont e´te´ effectue´s. La
distribution des activite´s de l’image re´elle a e´te´ mode´lise´e par le mode`le de me´lange de
distributions binomiales ne´gatives propose´ ainsi que par d’autres mode`les de me´lange
ayant e´te´ propose´s dans la litte´rature, a` savoir le mode`le de me´lange Gaussien et le
mode`le de me´lange de distributions Poisson. Les re´sultats de segmentation associe´s
sont repre´sente´s figure 3.9.
Me´lange Gaussien Me´lange Poisson Me´lange BN
Figure 3.9 – Segmentation obtenue en mode´lisant les donne´es par diffe´rents
me´langes (Z = 6, β = 0.9) pour la coupe 2.
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Les re´sultats des tests d’ade´quation aux donne´es sont pre´sente´s dans le tableau
3.3.
Me´lange de distributions Kolmogorov-Smirnov Cramer von Mises χ2
Gaussiennes 0.12422 0.15337 381.9175
Poisson 0.24246 0.59478 Inf
Binomiales ne´gatives 0.088113 0.082125 0.078718
Table 3.3 – Tests d’ade´quation aux donne´es, obtenus pour diffe´rents mode`les de
me´lange
Les valeurs des crite`res d’information d’Akaike (AIC) et Baye´sien (BIC) pour
chacun des mode`les est e´galement pre´sente´ sur la table 3.4.
Me´lange de distributions AIC BIC
Gaussiennes 5108.4939 5214.9277
Poisson 43623.0957 43676.3126
Binomiales ne´gatives 4021.8675 4128.3013
Table 3.4 – Crite`re d’Information d’Akaike (AIC) et Crite`re d’Information
Baye´sien(BIC)
On remarque que le mode`le de me´lange propose´ de distributions binomiales
ne´gatives mode´lise mieux les donne´es que les autres mode`les de me´lange. Les re´sultats
du χ2 sont particulie`rement pertinents. Les tests d’ade´quation aux donne´es ne sont
pas si mauvais pour le me´lange de Gaussiennes, car les lois Gaussiennes sont relative-
ment souples et peuvent facilement s’adapter aux donne´es. Par contre, les re´sultats
de segmentation montrent que le partitionnement obtenu n’est pas bon. En effet, les
classes sont tre`s disperse´es alors que le meˆme coefficient de granularite´ a e´te´ utilise´.
La segmentation donne´e par le mode`le de me´lange de distributions Poisson est plus
inte´ressant que celui des lois Gaussiennes, mais les re´sultats des tests quantitatifs
sont tre`s mauvais. Le me´lange de lois binomiales ne´gatives offre a` la fois une bonne
segmentation, et un mode`le fin pour les donne´es.
Pour des re´sultats graphiques, la figure 3.10 repre´sente l’histogramme des donne´es
ainsi que les courbes associe´es aux diffe´rents mode`les teste´s, sur une e´chelle line´aire
et logarithmique.
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E´chelle line´aire E´chelle logarithmique
Figure 3.10 – Ajustement aux donne´es des mode`les de me´lange teste´s sur une e´chelle
line´aire. En bleu : histogramme des donne´es ; en rouge : me´lange de DBN ; en vert :
me´lange de distributions Gaussiennes ; en jaune : me´lange de distributions Poisson.
On constate que la densite´ estime´e en utilisant le mode`le de me´lange propose´ (en
rouge) concorde de manie`re fine avec les donne´es empiriques. Cette concordance est
particulie`rement repre´sentative pour les fortes valeurs d’activite´. Le mode`le propose´
sera donc d’autant plus efficace pour mode´liser les classes tumorales (les tumeurs
pre´sentant les plus fortes activite´s). Nous voyons ici clairement que le mode`le de
me´lange Poisson n’est pas adapte´. Chacune des composantes du me´lange est tenue
a` avoir la moyenne e´gale a` la variance. Une simple renormalisation des donne´es par
l’algorithme de reconstruction peut en eˆtre la cause.
Pre´cision
Cette meˆme expe´rience, pour Z = 6 et β = 0.9 a e´te´ reproduite 50 fois. Les
estimations MMSE de chaque parame`tre ainsi que les e´carts-types correspondants
sont rapporte´s dans le tableau 3.5
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MMSE e´cart-type
µ1 38 0.0329
k1 2.0598 0.0014
µ2 239 0.4864
k2 2.8102 0.0047
µ3 1444 1.4661
k3 7.3396 0.0122
µ4 3132 2.2365
k4 12.6628 0.0139
µ5 6181 1.7271
k5 14.0360 0.0105
µ6 13905 5.9256
k6 9.9645 0.0128
Table 3.5 – Estimations MMSE pour chaque parame`tre, calcule´s sur 50 chaˆınes
inde´pendantes de 5000 ite´rations.
On remarque que les e´carts types sont faibles par rapport a` la valeur de la
moyenne, aussi bien pour le parame`tre de moyenne µ que pour le parame`tre de
dispersion inverse k. Ceci atteste d’une bonne pre´cision de l’algorithme.
Reproductibilite´
Pour juger de la reproductibilite´ de l’algorithme, la valeur du PSRF a` la fin du
burn-in est pre´sente´e dans la table 3.6.
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PSRF
µ1 1.0002
k1 0.9997
µ2 1.0016
k2 0.9998
µ3 1.0018
k3 0.9996
µ4 1.0006
k4 0.9995
µ5 0.9996
k5 0.9995
µ6 0.9996
k6 0.9998
Table 3.6 – PSRF atteint a` la fin du burn-in, pour chaque parame`tre, calcule´s sur
50 chaˆınes inde´pendantes.
Un PSRF autour de 1 et infe´rieur a` 1.002 a e´te´ trouve´ pour chaque parame`tre,
attestant d’une bonne re´pe´tabilite´.
Influence du nombre de classes Z
La figure 3.11 montre les re´sultats de la segmentation selon le nombre de classes
(Z) recherche´es. La granularite´ β est fixe´e a` 0.9.
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Z = 4 Z = 5
Z = 6 Z = 7
Z = 8 Z = 9
Figure 3.11 – Re´sultats de la segmentation selon le nombre de classes recherche´es.
Le nombre de classes Z n’est pas estime´ par l’algorithme. Il pourra cependant eˆtre
choisi visuellement par les cliniciens. Une perspective a` cette e´tude serait d’estimer
conjointement le nombre de classes en l’inte´grant dans le mode`le Baye´sien. Une piste
serait d’utiliser un algorithme MCMC a` saut re´versible [53].
Il est cependant important de remarquer que le choix du nombre de classes a`
rechercher n’est pas si significatif car la segmentation des tumeurs devient stable. En
effet, on remarque sur les images que la tumeur est segmente´e grossie`rement de la
meˆme manie`re pour Z supe´rieur a` 6. La tumeur est bien repre´sente´e par une distribu-
tion binomiale ne´gative unique, donc une classe sera facilement repre´sentative. Mais
ce n’est pas autant le cas pour le fond, comme les voxels du fond sont moins bien
repre´sente´s par une distribution binomiale ne´gative unique, l’algorithme pre´fe´rera
mode´liser les voxels appartenant au fond par plusieurs classes.
Il est e´galement inte´ressant de constater que l’algorithme affecte une classe propre
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aux voxels situe´s sur la pe´riphe´rie des tissus, vraisemblablement parce qu’ils sont
victimes de l’effet de volume partiel. On peut donc en de´duire qu’il est important de
corriger l’effet de volume partiel si l’on souhaite segmenter avec plus de pre´cision les
diffe´rents tissus [64, 123, 129].
Le tableau 3.7 pre´sente les re´sultats d’attache aux donne´es pour les diffe´rentes
valeurs de Z.
Nombre de classes Kolmogorov-Smirnov Cramer von Mises χ2
Z=4 0.030821 0.025961 1.2367
Z=5 0.086707 0.092967 0.9274
Z=6 0.088113 0.082125 0.0787
Z=7 0.032851 0.010095 0.0245
Z=8 0.073447 0.077858 0.0494
Z=9 0.078677 0.086413 0.0505
Table 3.7 – Re´sultats des tests de Kolmogorov-Smirnov et de Cramer von Mises
obtenues pour diffe´rents nombre de classes Z
Les diffe´rents tests semblent donner une meilleure mode´lisation pour Z = 7.
Choisir un nombre de classes trop bas peut eˆtre proble´matique car des tissus diffe´rents
devront eˆtre mode´lise´s par une meˆme classe, et les parame`tres du mode`le de cette
classe devra donc s’adapter a` ces diffe´rents tissus. Il est inte´ressant de remarquer
e´galement que choisir un nombre de classes plus e´leve´ a plutoˆt tendance a` enfreindre
la mode´lisation. Cependant, on note que l’augmentation du nombre de classes n’alte`re
pas la cohe´rence spatiale des re´gions segmente´es et notamment des tumeurs. Ce
re´sultat soutient la robustesse du mode`le.
Influence du parame`tre de granularite´ β
La figure 3.12 affiche les re´sultats du processus de segmentation pour diffe´rentes
valeurs de granularite´ β.
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β = 0 β = 0.7
β = 0.8 β = 0.9
β = 1.0 β = 1.1
β = 1.2 β = 1.3
Figure 3.12 – Influence de la granularite´
Nous constatons que meˆme sans a priori spatial (β = 0), la majeure partie des
voxels a e´te´ correctement e´tiquete´e. Cela revendique le fait que le mode`le propose´ est
particulie`rement bien adapte´ car il est responsable de la majeure partie du re´sultat.
Un β de forte valeur aura tendance a` lisser l’image, et a` retourner un partitionnement
ou` les diffe´rentes classes sont plus connexes.
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Le tableau 3.8 pre´sente les re´sultats d’attache aux donne´es pour les diffe´rentes
valeurs de β.
Granularite´ Kolmogorov-Smirnov Cramer von Mises χ2
β = 0 0.055126 0.05148 0.06403
β = 0.7 0.089383 0.08331 0.08763
β = 0.8 0.088886 0.08294 0.08316
β = 0.9 0.088113 0.08213 0.07872
β = 1.0 0.087075 0.08094 0.07462
β = 1.1 0.086269 0.07934 0.07151
β = 1.2 0.085492 0.07986 0.06903
β = 1.3 0.085295 0.07791 0.06822
Table 3.8 – Re´sultats des tests de Kolmogorov-Smirnov et de Cramer von Mises
obtenues pour diffe´rentes granularite´ β
Les meilleurs re´sultats sont obtenus lorsqu’aucun a priori spatial n’a e´te´ utilise´.
Ce re´sultat est conforme a` nos attentes car le fait de ne pas utiliser d’a priori spatial
e´limine une contrainte, et chaque voxel peut eˆtre rattache´ a` la classe qui le mode´lise
le mieux.
On remarque cependant qu’hormis ce cas, les donne´es sont mieux mode´lise´es pour
des fortes valeurs de granularite´ β, meˆme si la conside´ration de la cohe´rence spatiale
peut contraindre la qualite´ des tests d’ade´quation aux donne´es. Ainsi l’a priori spa-
tial ne permet pas seulement d’obtenir un meilleur re´sultat visuel, en de´pit d’une
bonne mode´lisation, mais aide visiblement l’algorithme a` mode´liser correctement les
donne´es. En d’autre termes, conforme´ment a` la proble´matique fixe´e, l’algorithme ne
fournit pas la meilleure solution visuelle de segmentation, ni le meilleur mode`le pour
les donne´es, mais bien le meilleur compromis entre ces deux aspects.
3.5.3 Comparaison avec les me´thodes de seuillage
La figure 3.13 repre´sente 3 coupes successives, centre´es sur la tumeur, de diffe´rents
jeux de donne´es re´elles, refle´tant les diffe´rents types de tumeurs rencontre´es en
clinique. Chaque ligne correspond a` un patient diffe´rent, a` l’exception des deux
premie`res lignes, repre´sentant deux tumeurs d’un meˆme patient. Trois de´limitations
sont e´galement repre´sente´es :
en bleu, une de´limitation manuelle e´tablie par un expert.
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en vert, la de´limitation obtenue par un seuillage adaptatif, tel qu’utilise´ couram-
ment en clinique.
en rouge, la de´limitation estime´e par l’algorithme propose´.
La valeur du seuil utilise´e dans la technique de seuillage adaptatif a e´te´ fixe´e en
utilisant la me´thode de Daisne [33, 71], selon la courbe de calibration (3.19) ci-
dessous :
sadapt = 95.6 ∗ exp(−SB/2.4) + 32.1 (3.19)
ou` SB est le rapport du signal maximum dans la tumeur sur le signal moyen dans l’en-
vironnement et ou` les parame`tres mis en jeux ont e´te´ estime´s a` partir d’expe´riences
sur fantoˆmes, en utilisant la me´thode ite´rative de Jentzen [72].
On remarque que toutes les tumeurs ont bien e´te´ de´limite´es. On constate que la
de´limitation obtenue en utilisant la me´thode de seuillage adaptatif ne de´limite que
la partie la plus active des tumeurs. Cela est proble´matique lorsque la tumeur est
he´te´roge`ne, comme c’est le cas pour le patient A-T1. Les me´thodes ne conside´rant
pas l’he´te´roge´ne´ite´ des tumeurs auront tendance a` sous-estimer leur volume.
Bien que la segmentation manuelle ne soit pas une re´fe´rence absolue, le tableau
3.9 pre´sente les coefficients DICE obtenus en comparant la segmentation manuelle a`
la segmentation estime´e par notre me´thode, ainsi qu’aux re´sultats de segmentation
obtenus par diffe´rents seuillages. Les valeurs des seuils adaptatifs sont pre´sente´s dans
le tableau 3.10.
Jeu Seuil 30% Seuil 35% Seuil 40% Seuil adaptatif Me´thode propose´e
Patient A-T1 0.8260 0.7170 0.6151 0.7895 0.8652
Patient A-T2 0.3893 0.5185 0.6065 0.5581 0.7055
Patient B 0.7987 0.8209 0.7712 0.5842 0.8636
Patient C 0.4836 0.4321 0.3344 0.4699 0.8871
Patient D 0.7247 0.6191 0.5180 0.6607 0.8800
Table 3.9 – Coefficients DICE obtenus en comparant la segmentation manuelle a`
la segmentation estime´e par notre me´thode, ainsi qu’a` la segmentation obtenue par
diffe´rents seuillages
On note en premier lieu que la segmentation obtenue en utilisant la me´thode
propose´e offre des re´sultats plus proche d’une segmentation manuelle qu’une seg-
mentation re´sultant d’une me´thode de seuillage. Il est e´galement inte´ressant de noter
que le seuil a` utiliser pour obtenir une segmentation plus proche de la segmentation
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manuelle varie selon l’image utilise´e. En effet, les de´limitations obtenues sur les pa-
tients A-T1, C et D sont plus fide`les a` la de´limitation manuelle en utilisant un seuil
de 30% alors qu’un seuil de 35% est plus repre´sentatif sur le patient B et 40% pour
le patient A-T2. Les re´sultats obtenus par la me´thode propose´e concorde avec les
re´sultats obtenus manuellement quelque soit le type de tumeur.
Le tableau 3.10 pre´sente le seuil ne´cessaire pour une technique de seuillage afin
que tous les pixels obtenus par la me´thode propose´e soient conside´re´s. A titre de
comparaison, les seuils utilise´s en clinique selon une technique de seuillage adaptatif
sont e´galement pre´sente´s.
Jeu Seuil ne´cessaire Seuil adaptatif estime´
Patient A, T1 16.8605% 32.6685%
Patient A, T2 26.6173% 35.5100%
Patient B 20.3397% 49.6897%
Patient C 10.6146% 32.1152%
Patient D 17.4423% 33.3576%
Table 3.10 – Seuil ne´cessaire pour conside´rer tous les voxels segmente´s par la
me´thode propose´e et seuil adaptatif estime´
Les seuils obtenus sont tre`s faibles. Ces re´sultats montrent que la de´limitation
habituelle utilisant une me´thode de seuillage a tendance a` sous-estimer le volume
de la tumeur par rapport a` la me´thode propose´e. On peut de´duire de ces re´sultats
que la me´thode propose´e est moins sensible au bruit que les me´thodes se basant
directement sur l’activite´ mesure´e dans chaque pixel.
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Patient A-T1, coupe 1 Patient A-T1, coupe 2 Patient A-T1, coupe 3
Patient A-T2, coupe 1 Patient A-T2, coupe 2 Patient A-T2, coupe 3
Patient B, coupe 1 Patient B, coupe 2 Patient B, coupe 3
Patient C, coupe 1 Patient C, coupe 2 Patient C, coupe 3
Patient D, coupe 1 Patient D, coupe 2 Patient D, coupe 3
Figure 3.13 – 3 coupes TEP successives de diffe´rents patients et de´limitations ob-
tenues par la me´thode propose´e (en rouge), par une technique de seuillage adaptatif
(en vert) et manuellement (en bleu).
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Spatiotemporal fusion of PET-CT data for tumor
tracking
Introduction
The anatomical and functional information are complementary and are therefore
potentially interesting to combine.
In this chapter, an automatic spatio-temporal segmentation technique for 4-D
bimodal PET-CT images is presented. The temporal dimension corresponds here to
the different stages of the respiratory cycle.
The proposed delimitation process allows the possibility to locate and track the
tumors.
Problem Statement
To reduce the blurring effects in PET images due to respiratory movements,
different pairs of PET and CT images have been reconstructed at various stages of
the respiratory cycle.
We propose to model the bimodal PET-CT data of a unique class by a bivariate
negative binomial-normal (BN-N) distribution. The data of an image with various
tissues are then described by a mixture of BN-N distributions (see (4.5)).
The problem of joint segmentation and parameter estimation is set as a maximum
a posteriori (MAP) estimation (see (4.6)).
Hierarchical Bayesian model
Likelihood (data model)
By expressing the likelihood of a voxel from a specific class as a product (4.7) and
by assuming that all observations are independent in each channel, the likelihood of
the whole image can be defined by (4.8).
Prior on the model parameters θ
Gamma distributions are chosen as prior for each parameter (see (4.9)).
Assuming that the mixture parameters are independent, the joint prior distribu-
tion for θ is given by (4.10).
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Prior on the labels z
In this study, a 4-D Potts-Markov random field is proposed as a prior density for
z (see (4.12)). Each voxel is connected to its 6 spatial neighbors, and its 2 temporal
neighbors (see figure 4.1).
Posterior distribution p(θ, z|x)
Considering that the parameter vector θ and the label vector z are independent,
using Bayes theorem, the posterior distribution can be expressed as in (4.13).
Hybrid Gibbs sampler
A Metropolis-within-Gibbs sampler is proposed to solve the problem of segmenta-
tion and parameter estimation. For this, we alternatively propose θ and z according
to the associated conditional distributions.
Conditional distribution p(θ|z,x)
The conditional distribution p(θ|z,x) can be developed as in (4.14).
The parameter vectors θ are generated according to the proximal Manifold MALA
(prox-mMALA) detailed in chapter 2.
Because the proposal distributions (4.17) are not symmetric, the acceptance ra-
tion a is expressed as in (4.16).
Conditional distribution p(z|θ,x)
Sampling z is done voxel by voxel. The conditional distribution of the discrete
label zn of each voxel can then be fully characterized by (4.19).
As (4.19) defines a Markov random field, the samples are drawn according to this
conditional distribution by drawing integers in the set {1, . . . , Z} with probabilities
defined in (4.19).
Summarized algorithm
The pseudo-code (3) summarizes the proposed proximal Manifold MALA-within-
Gibbs algorithm.
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Experimental results
Experiments were performed on real 4-D PET-CT images of the thorax.
Figure 4.2 shows the original PET and CT images, as well as the segmentation
results of each modality separately using a univariate mixture model.
The proposed algorithm was applied to the data using different mixture models :
– N × N : Mixture model of normal distributions, assuming the PET and CT
channels independent.
– BivN : Mixture model of bivariate normal distributions, without independence
assumption.
– P × P : Mixture model of Poisson distributions, assuming the PET and CT
channels independent.
– BivP : Mixture model of bivariate Poisson distributions, without independence
assumption.
– BN ×N : Mixture model of negative binomial - normal distributions proposed
in this chapter.
Segmentation results
Figures (4.3.a) to (4.3.e) present the segmentation results obtained by the five
mixture models.
The visual segmentation results with distributions (BN×N ), (P×P) and (BivP)
are better than normal distributions. With the model (BN ×N ), anatomical struc-
tures are better respected than with the other models. In addition, a single class is
assigned to the tumor, except for some voxels with very high biological activity.
Influence of the number of classes
Figures (4.4.a) to (4.4.e) present the segmentation results obtained with different
number of classes Z. It is important to note that beyond Z = 5, the delineation of
the tumor remains constant, which indicates the robustness of the method.
Influence of the granularity
Figures (4.5.a) to (4.5.d) report the segmentation results obtained with different
coefficients of granularity β.
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We note that in all cases (except the case β = 0), the tumor was discriminated
and its volume remains the same, indicating that a poor choice of β has no significant
impact on the delineation of the tumor.
Tumor tracking
Figure 4.6 presents the segmentation results of the 6 temporal bins, corresponding
to the different phases of a respiratory motion.
The labeling process gives good regularity between the temporal slices.
130
Chapitre 4
Fusion spatio-temporelle de
donne´es TEP-TDM pour le suivi
de tumeur
4.1 Introduction
L’imagerie fonctionnelle permet parfois de de´tecter des changements patholo-
giques a` des stades ou` aucun changement n’est encore visible en imagerie anatomique.
Les structures des organes sont toutefois difficilement localisables voire absentes. La
modalite´ anatomique offre quant a` elle une image de meilleure re´solution permettant
d’obtenir des informations pre´cises sur les caracte´ristiques ge´ome´triques des tumeurs
telles que leur localisation spatiale, leur taille, leur volume ou leur forme. Les infor-
mations anatomiques et fonctionnelles sont comple´mentaires et donc potentiellement
inte´ressantes a` combiner. Leur fusion permet d’ame´liorer le diagnostic clinique dans
de nombreux examens a` vise´e oncologique [2, 127]. De nos jours, les syste`mes TEP
sont souvent couple´s a` des tomodensitome`tres (TDM) permettant ainsi d’obtenir des
informations anatomiques et fonctionnelles lors du meˆme examen.
La superposition d’images anatomique et fonctionnelle implique un recalage pre´cis
entre les deux modalite´s. Les acquisitions TEP et TDM e´tant souvent se´quentielles,
la qualite´ du recalage est toutefois perturbe´e par les mouvements physiologiques
du patient comme la respiration, les battements cardiaques, etc. En particulier, la
lenteur de l’acquisition TEP re´sulte en une image repre´sentant ge´ne´ralement une
moyenne du signal rec¸u sur plusieurs cycles respiratoires. Pour re´duire ces artefacts
dus aux mouvements de respiration, des travaux re´cents ont propose´ une technique
de reconstruction 4D PET-TDM permettant de partitionner le cycle respiratoire
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en bins temporels et de reconstruire des images TEP et TDM pour chacun de ces
bins [102, 35]. Ce type de reconstruction fournit des images 4-D (une se´rie tem-
porelle d’images 3-D) bimodales recale´es spatio-temporellement. La segmentation
spatio-temporelle de telles images 4D PET-TDM cohe´rentes offre l’avantage de pou-
voir localiser et de suivre le de´placement des tumeurs, ce qui est particulie`rement
inte´ressant en radiothe´rapie, ou` une segmentation pre´cise est ne´cessaire a` chaque
instant afin d’e´pargner les tissus sains.
En pratique clinique, les tumeurs sont de´limite´es manuellement ou semi-automati-
quement en TEP et en TDM se´pare´ment. De nombreuses me´thodes de segmentation
ont e´te´ propose´es dans chacune des deux modalite´s. Cependant, les efforts de re-
cherche se sont concentre´s davantage sur les techniques de segmentation propre a`
une seule des deux modalite´s. Seules quelques e´tudes re´centes ont e´te´ consacre´es a`
la segmentation automatique des deux modalite´s. Wojak et al.[144] ont propose´ une
approche variationnelle en deux phases ou` les donne´es TEP sont utilise´es pour guider
la segmentation de l’images TDM. Ballangan et al.[6] ont propose´ une technique ou`
la re´gion tumorale obtenue a` partir de l’image TEP est utilise´e comme masque pour
effectuer une segmentation dans l’image TDM associe´e, en re´solvant un mode`le de
me´lange Gaussien a` deux composantes . Ces me´thodes utilisent l’image TEP pour
informer la segmentation de l’image TDM mais ne tirent pas entie`rement profit de
la bimodalite´.
Han et al. [55] ont formule´ le proble`me de segmentation comme la minimisa-
tion de l’e´nergie d’un champ de Markov (MRF) binaire en pe´nalisant la diffe´rence
de segmentation entre les images TEP et TDM. Ce proce´de´ ne´cessite cependant
une interaction de l’utilisateur. Plus re´cemment, Bagci et al. [4] ont pre´sente´ une
me´thode automatise´e base´e sur les graphes pour segmenter simultane´ment les struc-
tures fonctionnelles et anatomiques. Gribben et al.[54] ont propose´ une technique de
segmentation multimodale dans un cadre Baye´sien. Une repre´sentation vectorielle est
utilise´e pour les donne´es TEP et TDM et les intensite´s de voxels sont mode´lise´es par
une distribution Gaussienne bivarie´e. Un mode`le de Potts 3-D est e´galement propose´
comme a priori spatial. La loi a posteriori est ensuite maximise´e par un algorithme
de type Espe´rance-Maximisation (EM). La mise en oeuvre suppose toutefois que
les tumeurs soient isole´es a` l’inte´rieur d’une re´gion d’inte´reˆt et la dimension tempo-
relle n’est pas prise en compte. Re´cemment, Bai et al.[5] ont propose´ une segmen-
tation 4-D d’images TEP-TDM en utilisant un champ ale´atoire de Markov (MRF)
et une re´gularisation entre la TEP et la TDM. Leur me´thode consiste a` segmenter
l’image TDM a` l’aide d’un algorithme d’optimisation du flot maximum en utilisant
les donne´es TEP comme information a priori.
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Dans ce chapitre, une technique automatique de segmentation d’images bimo-
dales est pre´sente´e. Pour e´viter les proble`mes de recalage dus aux mouvements res-
piratoires, le processus de de´limitation propose´ permet de re´aliser une segmentation
spatio-temporelle sur des images 4-D. Cette segmentation vise a` discriminer les tissus
pre´sentant des statistiques diffe´rentes et repose donc sur un mode`le statistique des
donne´es. Pour cela, un nouveau mode`le de repre´sentation des images TEP-TDM est
propose´. Les donne´es bimodales sont repre´sente´es comme un me´lange de distributions
bi-dimensionnelles Ne´gative Binomiale-Normale (BN-N). Ce mode`le a l’avantage de
pouvoir repre´senter l’he´te´roge´ne´ite´ des tumeurs sur les images TEP, comme justifie´ au
chapitre 2. Un mode`le Baye´sien hie´rarchique est propose´ dans lequel l’estimation des
parame`tres du mode`le et le processus de segmentation sont re´alise´s conjointement.
Un champ ale´atoire de Markov (MRF) 4-D est incorpore´ au mode`le pour mode´liser la
corre´lation spatio-temporelle entre les composantes du me´lange. Ce proble`me d’op-
timisation est re´solu par un algorithme original de type Monte-Carlo par chaˆıne de
Markov (MCMC).
Le chapitre est organise´ comme suit. Le mode`le des donne´e et le proble`me de seg-
mentation spatio-temporelle est e´nonce´ section 4.2. La section 4.3 pre´sente le mode`le
Baye´sien hie´rarchique et en particulier le champs de Markov-Potts 4D utilise´ comme
a priori spatio-temporel. L’algorithme MCMC utilise´ pour estimer conjointement les
parame`tres du mode`le et les e´tiquettes des voxels est pre´sente´ dans la section 4.4.
Enfin, la section 4.5 rapporte les re´sultats obtenus sur des donne´es bimodales 4-D
re´elles.
4.2 Position du proble`me
Soit x une image 4-D TEP-TDM (une se´rie temporelle d’images 3-D). La valeur
du nie`me voxel xn ∈ N2 est un vecteur a` deux composantes correspondant aux donne´es
TEP et TDM : xn = (xTEPn , xTDMn )T . On admettra que les canaux TEP et TDM ont
e´te´ correctement recale´s spatialement. De plus, pour re´duire les effets de flous dus
aux mouvement respiratoires dans l’image TEP, diffe´rents couples d’images (TEP et
TDM) ont e´te´ reconstruits a` diffe´rentes e´tapes du cycle respiratoire selon la me´thode
pre´sente´e dans [102, 35]. La dimension temporelle correspond donc ici aux diffe´rents
stades du cycle respiratoire. On supposera que l’image x est compose´e de Z tissus
biologiques distincts {Z1, ...,ZZ} selon lesquels les voxels suivent une distribution
statistique caracte´ristique (Z e´tant suppose´ connu dans cette e´tude).
Ce chapitre re´sout le proble`me de segmentation en se basant sur les distributions
statistiques des tissus, dans le sens ou` deux voxels seront associe´s a` une meˆme classe
s’ils partagent des statistiques similaires. Pour cela, un nouveau mode`le de donne´es
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est propose´.
Dans [54], un me´lange de lois Gaussiennes bivarie´es a e´te´ utilise´ pour mode´liser
les donne´es TEP-TDM bimodales. Cependant, comme les lois marginales des lois
Gaussiennes multivarie´es sont elles-meˆmes Gaussiennes, cela implique que l’activite´
TEP sera mode´lise´e par une loi Gaussienne. Or le chapitre 2 montre la meilleure
efficacite´ des lois binomiales ne´gatives pour mode´liser les donne´es TEP, notamment
afin de prendre en compte l’he´te´roge´ne´ite´ des tumeurs. E´tant donne´ une classe Zz,
nous souhaitons donc que la variable ale´atoire associe´es aux donne´es TEP XTEPz
suive une loi binomiale ne´gative :
XTEPz ∼ BN (µz, kz) (4.1)
Concernant la mode´lisation de coefficients d’atte´nuation en TDM, la repre´sentation
classique par loi normale [122, 6, 54] est admise dans ce chapitre :
XTDMz ∼ N (mz, σz) (4.2)
E´tant donne´ les deux lois marginales (4.1) et (4.2), et en supposant l’inde´pendance
entre les deux modalite´s, nous proposons de mode´liser les donne´es bimodales TEP-
TDM d’une meˆme classe Zz par une distribution bivarie´e binomiale ne´gative-normale
(BN-N) :
(XTEPz , XTDMz ) ∼ BN (µz, kz)×N (mz, σz) , BNN (θz) (4.3)
ou` θz , (µz, kz,mz, σz) sont les parame`tres associe´s au tissu Zz.
On a donc :
∀xn ∈ Zz, xn ∼ BNN (θz) (4.4)
Les donne´es d’une image x pre´sentant divers tissus seront ainsi de´crites par
me´lange de distributions BNN .
xn ∝
Z∑
z=1
ωzBNN (θz) (4.5)
ou` ωz repre´sente la proportion de voxels associe´s a` la classe Zz avec ∑Zz=1 ωz = 1.
Ce chapitre re´sout le proble`me de la segmentation d’images bimodales TEP-TDM
a` 4 dimensions en se basant sur les statistiques des tissus. Le mode`le de donne´es
propose´ permet de prendre en compte les variations d’activite´ a` l’inte´rieur d’un meˆme
tissu en TEP. Le re´sultat de cette segmentation fournit e´galement les parame`tres du
me´lange de lois utilise´s pour mode´liser l’image.
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Pour cela, le proble`me de segmentation et d’estimation conjointe des parame`tres
est pose´ comme une recherche de maximum a posteriori (MAP) :
(θˆ, zˆ) = argmax
p(θ,z)
p(θ, z|x) (4.6)
ou` θ est le vecteur de parame`tres inconnu associe´ a` un mode`le parame´trique de
formation d’image. Ce proble`me est re´solu dans un mode`le Baye´sien hie´rarchique
pre´sente´ dans la section suivante 4.3.
4.3 Mode`le Baye´sien hie´rarchique
Le the´ore`me de Bayes nous permet d’exprimer la distribution a posteriori (4.6) a`
partir de la vraisemblance p(θ, z|x) et de la loi a priori pi(θ, z). Leur expression est
de´finie dans les sections suivantes.
4.3.1 Vraisemblance (mode`le des donne´es)
Comme justifie´ dans les section 4.2, nous proposons d’exprimer la vraisemblance
d’un voxel xn d’une classe Zz comme le produit :
p(xn|θz, zn = z) = pBN (xTEPn |µz, kz) · pN (xTDMn |mz, σz)
=
(
xTEPn + kz − 1
xTEPn
)(
µz
µz + kz
)xTEPn ( kz
µz + kz
)kz
· 1
σz
√
2pi
e
− (x
TDM
n −mz)2
σ2z
(4.7)
avec θz = (µz, kz,mz, σz)
En supposant que toutes les observations sont inde´pendantes dans chacun des
canaux, la vraisemblance peut eˆtre alors de´finie par :
p(x|θ, z) =
Z∏
z=1
∏
n∈Iz
p(xn|θz, zn = z) (4.8)
ou` Iz est l’ensemble des voxels appartenant a` la classe Zz et θ = {θz}z=1..Z .
135
4.3.2 A priori sur les parame`tres du mode`le θ
La matrice θ est l’ensemble des parame`tres inconnus pour le mode`le propose´. Des
distributions gamma sont choisies comme distribution a priori pour chaque parame`tre
θz,i
θz,i ∼ Γ(1 + a, −1
b
), ∀z = 1 . . . Z, ∀i = 1 . . . 4, (4.9)
ou` les hyperparame`tres a et b sont ici communs pour toutes les classes et de´finissent
un a priori non-informatif.
En supposant que les parame`tres du me´lange sont inde´pendants, la distribution
a priori jointe pour θ est e´crite :
pi(θ) =
Z∏
z=1
4∏
i=1
pi(θz,i) (4.10)
4.3.3 A priori sur les e´tiquettes z
Il est naturel de conside´rer que l’e´tiquette d’un voxel est corre´le´e avec celles de
ses voisins. Dans cette e´tude, un champ ale´atoire de Markov 4-D de type Potts est
propose´ comme densite´ a priori pour z.
Chaque voxel est connecte´ a` ses 6 voisins spatiaux, et a` ses 2 voisins temporels
(voir la figure 4.1). La densite´ a priori des e´tiquettes correspond donc a` la distribution
Figure 4.1 – 4-D neighborhood
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de Potts :
pi(z) = 1
C(β) exp
 N∑
n=1
βs ∑
n′∈Vs(n)
δ(zn − zn′) + βt
∑
n′∈Vt(n)
δ(zn − zn′)
 (4.11)
ou` C(β) est la fonction de partition, δ(·) est la fonction de Kronecker et ou` Vs(n) et
Vt(n) de´signent respectivement les voisinages spatiaux et temporels avec les coeffi-
cients de granularite´ correspondants βs et βt.
Nous conside´rons ici que la meˆme valeur de granularite´ β peut eˆtre utilise´e dans
les dimensions spatiales et dans la dimension temporelle :
pi(z) = 1
C(β) exp
 N∑
n=1
∑
n′∈V(n)
βδ(zn − zn′)
 (4.12)
ou` V(n) = Vs(n) ∪ Vt(n)
4.3.4 Distribution a posteriori p(θ, z|x)
En conside´rant le vecteur de parame`tres θ et le vecteur d’e´tiquettes z inde´pendants,
en utilisant le the´ore`me de Bayes, la distribution a posteriori du vecteur (z,θ) peut
eˆtre exprime´e comme :
p (θ, z|x) ∝ p(x|θ, z)pi(θ)pi(z) (4.13)
ou` la vraisemblance p(x|θ, z) et les distributions a priori pi(θ) et pi(z) ont e´te´ res-
pectivement de´finies dans (4.8), (4.10) et (4.12).
4.4 E´chantillonneur de Gibbs Hybride
Un e´chantillonneur Metropolis-dans-Gibbs est propose´ pour re´soudre le proble`me
de segmentation et d’estimation des parame`tres. Pour cela, on propose alternative-
ment θ et z . Les e´chantillons sont tire´s ite´rativement selon les densite´s condition-
nelles p(θ|z,x) et p(z|θ,x) de la la loi a posteriori jointe p(θ, z|x). Les distributions
conditionnelles sont pre´sente´es dans les prochaines sections.
4.4.1 Distribution conditionnelle p(θ|z,x)
La distribution conditionnelle p(θ|z,x) peut eˆtre de´veloppe´e ainsi :
p(θ|z,x) ∝ p(x|θ, z)pi(θ) (4.14)
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ou` p(x|θ, z) et pi(θ) ont e´te´ de´finies dans (4.8) et (4.10) respectivement.
Pour ge´ne´rer des e´chantillons asymptotiquement distribue´s selon p(θ|z,x), une
marche ale´atoire de type RWMH ne suffit pas a` cause de l’anisotropie de l’espace des
parame`tres. En effet, les re´sultats du chapitre 2 montrent que le sous-espace relatif
aux parame`tres µ et k est fortement anisotrope, et l’ajout des dimensions relatives
aux parame`tres m et σ ne fait qu’accentuer le proble`me. Pour re´soudre ce proble`me,
on se propose de ge´ne´rer des vecteurs de parame`tre θ sselon la version proximale
de la marche ale´atoire MALA-sur-varie´te´ (prox-mMALA) de´taille´e dans le chapitre
(chap. 2). La loi de proposition est donc formule´e :
θ∗z ∼ q(θ∗z |θ(i−1)z )
, N (proxδ/2h (θ(i−1)z +
δ
2∇˜θzP(θ
(i−1)
z )),
√
δG−1{θ(i−1)z })
(4.15)
ou` θ(i−1)z est la valeur actuelle de la chaˆıne,∇˜θzP(θ(i−1)z est le gradient ge´ode´sique
de la densite´ cible au point θ(i−1)z et δ est estime´ durant la pe´riode de chauffe de
telle sorte que le taux d’acceptation tende vers 12 , comme recommande´ dans [117].
Comme les lois de proposition ne sont pas syme´triques, le rapport d’acceptation
a prend alors la forme :
a = min
1, ∏
n|zn=z
p(xn|θ∗z , zn = z)
p(xn|θ(i−1)z , zn = z)
pi(θ∗z)
pi(θ(i−1)z )
q(θ(i−1)z |θ∗z)
q(θ∗z |θ(i−1)z )
 (4.16)
ou` les vraisemblances p(xn|θ(·)z , z) et les lois a priori pi(θ(·)z ) ont e´te´ de´finies dans
(4.7) et (4.10) respectivement et ou` les lois de propositions sont de´finies par :{
q(θz∗|θz(i−1)) = pN (θz∗|proxδ/2h (θ(i−1)z + δ2∇˜θzP(θ(i−1)z )), δG−1{θ(i−1)z })
q(θz(i−1)|θz∗) = pN (θz(i−1)|proxδ/2h (θ∗z + δ2∇˜θzP(θ∗z)), δG−1{θ∗z})
(4.17)
.
4.4.2 Distribution conditionnelle p(z|θ,x)
L’e´chantillonnage de z se fait voxel par voxel. La distribution conditionnelle du
label discret zn de chaque voxel peut eˆtre alors entie`rement caracte´rise´e par :
p(zn = z|xn, θz, z−n) ∝ p(xn|θz, zn = z)p(zn|z−n) (4.18)
ou` z−n repre´sente le vecteur z dont le nie`me e´le´ment a e´te´ supprime´.
138
En reprenant les e´quations (4.8) et (4.12), on obtient :
p(zn = z|xn, θz, z−n) ∝
(
xTEPn + kz − 1
xTEPn
)
( µz
µz + kz
)
xTEPn ( kz
µz + kz
)
kz
× 1
σz
√
2pi
e
− (x
TDM
n −m)2
σ2z
× exp
 ∑
n′∈V(n)
βδ(zn − zn′)

(4.19)
Comme (4.19) de´finit un champ ale´atoire de Markov, les e´chantillons sont ge´ne´re´s
selon cette distribution conditionnelle en tirant ale´atoirement des entiers dans l’en-
semble {1, . . . , Z} avec les probabilite´s de´finies dans (4.19).
4.4.3 Re´sume´ de l’algorithme
Le pseudo-code (3) re´sume l’algorithme MALA sur varie´te´ proximal - dans - Gibbs
propose´.
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Algorithm 3 E´chantillonneur MALA sur varie´te´ proximal - dans - Gibbs propose´
Initialisation :
− Ge´ne´rer θ(0) selon (4.10).
− Tirer z(0)1 , z(0)2 , . . . , z(0)N ale´atoirement.
for t = 1, 2, . . . T do
— Mise a` jour de θ —
for z = 1, 2, . . . Z do
1. Proposer θz∗ selon (4.15).
2. Calculer le ratio d’acceptation a (voir (4.16)).
3. Tirer u ∼ U(0, 1).
if (u < a) then
4. Fixer θz(t) = θz∗.
else
5. Fixer θz(t) = θz(t−1).
end if
end for
— Mise a` jour de z —
for n = 1, 2, . . . N do
7. Tirer zn dans {1, . . . , Z} selon (4.19).
end for
end for
4.5 Re´sultats expe´rimentaux
Des expe´riences ont e´te´ re´alise´es sur des images TEP-TDM 4-D re´elles du tho-
rax, reconstruites selon la me´thode de´crite dans [102, 35]. Les images originales TEP
et TDM ont e´te´ acquises par un scanner Discovery ST de General Electric, sur
un patient souffrant d’un cancer du poumon. Six images ont e´te´ reconstruites dans
chaque modalite´, correspondant aux diffe´rents bins temporels du cycle respiratoire.
Les images TDM ont e´te´ redimensionne´es par interpolation line´aire afin de corres-
pondre aux dimensions des images TEP. Enfin, les images ont e´te´ rogne´es sur des
re´gion d’inte´reˆt de taille (56× 91× 3).
La figure 4.2 suivante montre la coupe centre´e sur la tumeur des images origi-
nales TEP (Fig.4.2.a) et TDM (Fig.4.2.b) ainsi que les re´sultats de segmentation sur
chacun des canaux TEP (Fig.4.2.c) et TDM (Fig.4.2.d) se´pare´ment en utilisant un
mode`le de me´lange univarie´.
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(a) (b)
(c) (d)
Figure 4.2 – (a) Image TEP originale ; (b) Image TDM originale ; (c) Segmentation
sur le canal TEP seul, base´e sur un mode`le de me´lange de distributions binomiales
ne´gatives ; (d) Segmentation sur le canal TDM seul, base´e sur un mode`le de me´lange
de loi normales.
Les re´sultats TEP montrent des classes pre´sentant des incohe´rences anatomiques
a` cause de la faible re´solution et du manque d’information anatomique. Dans l’image
TDM, des mauvaises classifications sont visibles (des tissus diffe´rents associe´s a` la
meˆme classe). Par exemple, des voxels du fond et des voxels appartenant a` la tumeur
sont injustement associe´s a` la meˆme classe.
L’algorithme propose´ a e´te´ applique´ sur les donne´es en conside´rant des mode`les
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de me´lange de diffe´rentes distributions statistiques :
– N ×N : Me´lange de distributions normales en supposant les canaux TEP et
TDM inde´pendants.
– BivN : Me´lange de distributions normales bivarie´es sans hypothe`se d’inde´pendance.
– P × P : Me´lange de distributions Poisson en supposant les canaux TEP et
TDM inde´pendants.
– BivP : Me´lange de distributions Poisson bivarie´es sans hypothe`se d’inde´pendance
[68] (voir annexe C).
– BN ×N : Me´lange de distributions binomiale ne´gative - normale propose´ dans
ce chapitre.
La valeur du MAP pour chaque parame`tre a e´te´ fixe´e comme la moyenne sur les 2000
e´chantillons (apre`s 5000 ite´rations de chauffe) ge´ne´re´s par la chaˆıne de Monte-Carlo,
pour Z = 7 classes. Afin de limiter le risque d’enfermer les chaˆınes dans un mode
local, la valeur de granularite´ β du champ de Potts a e´te´ initialise´e a` 0 au de´but de
l’e´chantillonnage et augmente progressivement jusqu’a` atteindre sa valeur fixe finale
a` la fin de l’e´tape de chauffe. La granularite´ β a e´te´ fixe´e a` 1.3 dans les expe´riences
pre´sente´es dans ce chapitre.
4.5.1 Re´sultats de la la segmentation
Les figures (4.3.a) a` (4.3.e) pre´sentent les re´sultats de segmentation obtenus par
les cinq mode`les de me´lange.
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(a) N ×N (b) BivN
(c) P × P (d) BivP
(e) BN ×N
Figure 4.3 – Re´sultats de la segmentation pour les diffe´rents mode`les de me´lange
teste´s.
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Il est visuellement e´vident que les re´sultats de segmentation des distributions
(BN × N ), (P × P) et (BivP) sont meilleurs que ceux des distributions normales.
Les formes des classes sont en meilleure conformite´ avec les structures anatomiques.
On peut remarquer que dans ces trois cas, les voxels correspondant aux os (voir les
zones blanches sur les images TDM originales) sont associe´s a` la meˆme classe dans
le re´sultat de la segmentation (Fig.4.3. c-e). Il est aussi inte´ressant de constater que
les re´gions montrant des activite´s fonctionnelles diffe´rentes (voir l’image originale
PET) ont des e´tiquettes distinctes. Ceci indique l’avantage de la fusion bimodale
TEP-TDM lors de la segmentation.
De plus, les mode`les bivarie´ et univarie´ pour chaque canal donnent des re´sultats
tre`s similaires (Fig.4.3. a-b, Fig.4.3. c-d). Cela indique que le niveau de de´pendance
entre les donne´es TEP et TDM est ne´gligeable.
Dans le mode`le (BN × N ), les structures anatomiques sont mieux respecte´es
que pour les autres mode`les. De plus, une classe propre est affecte´e a` la tumeur a`
l’exception de quelques voxels dont l’activite´ biologique est e´galement tre`s e´leve´e.
4.5.2 Influence du nombre de classes
Les figures (4.4.a) a` (4.4.e) pre´sentent les re´sultats de segmentation obtenus en
fonction du nombre de classes Z recherche´es.
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(a) Z = 5 (b) Z = 6
(c) Z = 7 (d) Z = 8
(e) Z = 9
Figure 4.4 – Influence du nombre de classes Z recherche´es
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On remarque que les structures sont globalement les meˆmes. En effet, l’augmen-
tation du nombre de classes recherche´es semble scinder les classes trouve´es pour des
Z plus petits, plutoˆt que de re´-organiser les structures. En outre, on remarque que
les re´sultats pour Z = 8 et Z = 9 sont tre`s similaires, ce qui montre qu’a` partir
de Z > 8, le nombre de classes recherche´es a peu d’influence sur le re´sultat de la
segmentation.
La nouvelle classe cre´e´e entre Z = 7 et Z = 8 a` l’inte´rieur du poumon semble
provenir de l’important effet de volume partiel de l’image TEP (voir fig.4.2.a).
Enfin, il est important de noter qu’a` partir de Z = 5, la de´limitation de la tumeur
reste constante, ce qui te´moigne de la robustesse de la me´thode.
4.5.3 Influence de la granularite´
Les figures (4.5.a) a` (4.5.d) rapportent les re´sultats de segmentation obtenus en
fonction du coefficient de granularite´ β.
146
(a) β = 0 (b) β = 0.8
(c) β = 1.0 (d) β = 1.3
Figure 4.5 – Influence de la granularite´ β.
On constate que la granularite´ β joue un roˆle majeur dans le processus de seg-
mentation. Comme anticipe´, une valeur de β plus e´leve´e donne des re´gions plus
connexes. Lorsque β = 0, c’est a` dire lorsqu’aucun a priori spatio-temporel n’est
utilise´, la pixelisation de l’image rend impraticable toute exploitation.
On remarque enfin que dans tous les cas (hormis le cas β = 0), la tumeur a e´te´
isole´e et son volume reste identique, ce qui montre qu’un mauvais choix de β n’a pas
d’incidence importante sur la de´limitation de la tumeur.
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4.5.4 Suivi
Finalement, la figure 4.6 pre´sente les re´sultats de la segmentation des 6 bins
temporels, correspondant aux diffe´rents stades du mouvement respiratoire.
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(a) Bin 1 (b) Bin 2
(c) Bin 3 (d) Bin 4
(e) Bin 5 (f) Bin 6
Figure 4.6 – Segmentation des 6 bins temporels, correspondant aux diffe´rents stades
du mouvement respiratoire.
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Le processus d’e´tiquetage offre une bonne re´gularite´ entre les coupes temporelles.
Les figures 4.7, 4.8 et 4.9 pre´sentent, sur le plan coronal, des jeux d’images associe´s
a` trois patients diffe´rents . Le patient A correspond au jeu de donne´es pre´sente´ dans
les re´sultats pre´ce´dents. Les deux premie`res lignes correspondent aux images TEP,
et les deux dernie`res lignes aux images TDM correspondantes. Chacune des images
pre´sente les 6 bins temporels de l’image originale et les re´sultats de segmentation
estime´s par la me´thode propose´e (en rouge), par une technique de seuillage adaptatif
tel qu’utilise´e habituellement en clinique (en vert) ainsi que par une de´limitation
manuelle e´tablie par un expert (en bleu).
La valeur du seuil utilise´e dans la technique de seuillage adaptatif a e´te´ fixe´e
en utilisant la me´thode de Daisne [33, 71], selon la courbe de calibration (4.20) ci-
dessous :
sadapt = 95.6 ∗ exp(−SB/2.4) + 32.1 (4.20)
ou` SB est le rapport du signal maximum dans la tumeur sur le signal moyen dans l’en-
vironnement et ou` les parame`tres mis en jeux ont e´te´ estime´s a` partir d’expe´riences
sur fantoˆmes, en utilisant la me´thode ite´rative de Jentzen [72].
On remarque dans un premier temps que toutes les tumeurs ont e´te´ de´tecte´es,
qu’elles soient de petite taille (patient A), de taille moyenne (patient B) ou de grande
taille (patient C). Il est particulie`rement inte´ressant de remarquer que le processus
de segmentation ne privile´gie pas une modalite´ par rapport a` l’autre. En effet, on
constate que le re´sultat de segmentation obtenu sur le patient B est plus proche de
l’image TDM que de l’image TEP originale (voir e´galement fig.4.11). En revanche, la
tumeur du patient C n’est pas visible en TDM, et la de´limitation s’inspire plus des
donne´es TEP. Cela montre l’inte´reˆt de traiter les deux canaux de l’image bi-modale
de fac¸on syme´trique, plutoˆt que d’effectuer la segmentation dans une modalite´, quitte
a` utiliser l’autre modalite´ comme a priori.
Le tableau 4.1 pre´sente les coefficients DICE obtenus en comparant a` la de´limitation
manuelle la segmentation propose´e ainsi que la segmentation obtenue par diffe´rents
seuillages. Les valeurs des seuils adaptatifs sont pre´sente´s dans le tableau 4.2. Les
re´sultats sont calcule´s pour chaque bin temporel, ainsi que sur l’image 4-D entie`re.
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Jeu de donne´es Seuil 30% Seuil 35% Seuil 40% Seuil adaptatif Me´thode propose´e
Patient A
bin 1 0.6479 0.7188 0.8000 0.7692 0.7241
bin 2 0.7619 0.8421 0.9275 0.9063 0.7532
bin 3 0.6667 0.7385 0.7586 0.8400 0.7419
bin 4 0.7436 0.8116 0.8308 0.8333 0.8788
bin 5 0.7105 0.7941 0.8710 0.8667 0.7595
bin 6 0.7407 0.8000 0.8406 0.8571 0.7941
Total 0.7140 0.7866 0.8413 0.8481 0.7756
Patient B
bin 1 0.7629 0.7609 0.7381 0.7789 0.6452
bin 2 0.7395 0.6903 0.6481 0.7069 0.7154
bin 3 0.7451 0.7200 0.6737 0.7327 0.7547
bin 4 0.7460 0.6833 0.6496 0.7154 0.7143
bin 5 0.7885 0.7800 0.7391 0.7647 0.6602
bin 6 0.8381 0.8200 0.7473 0.8462 0.6337
Total 0.7688 0.7392 0.6951 0.7551 0.6902
Patient C
bin 1 0.8524 0.7180 0.6305 0.7600 0.8579
bin 2 0.8547 0.7770 0.6489 0.8014 0.8448
bin 3 0.8101 0.7648 0.6937 0.7914 0.8348
bin 4 0.8596 0.7680 0.6581 0.7977 0.8629
bin 5 0.8309 0.7302 0.6009 0.7638 0.8522
bin 6 0.8145 0.7164 0.6438 0.7541 0.8378
Total 0.8378 0.7462 0.6458 0.7785 0.8486
Table 4.1 – Coefficients DICE obtenus en comparant la segmentation manuelle a`
la segmentation estime´e par notre me´thode, ainsi qu’a` la segmentation obtenue par
diffe´rents seuillages
On note que les re´sultats de segmentation obtenus sur des grosses tumeurs (pa-
tient C) sont plus proches d’une segmentation manuelle qu’en utilisant une me´thode
de seuillage. Lorsque le volume des tumeurs est plus petit (patients A et B), la
de´limitation manuelle est tre`s grossie`re et les re´sultats sont moins significatifs. On
remarque cependant que pour certaines tumeurs, une segmentation plus proche d’une
segmentation manuelle est obtenue avec un seuil a` 40% (patient A), alors que d’autres
sont obtenues avec un seuil a` 30% (Patients B et C). La me´thode de segmentation
propose´e permet d’obtenir des re´sultats convenables quelque soit le type de tumeur.
Le tableau 4.2 pre´sente pour chaque jeu de donne´es le seuil ne´cessaire afin que
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tous les pixels obtenus par la me´thode propose´e soient conside´re´s si une technique
de seuillage est utilise´e. A titre de comparaison, les seuils utilise´s en clinique selon
une technique de seuillage adaptatif sont e´galement pre´sente´s.
Jeu Seuil ne´cessaire Seuil adaptatif estime´
Patient A 18.9097% 43.2581%
Patient B 11.7672% 32.1253%
Patient C 12.2277% 33.4136%
Table 4.2 – Seuil ne´cessaire pour conside´rer tous les voxels de´limite´s par la me´thode
propose´e et seuil adaptatif mesure´, et seuil adaptatif estime´.
Nous constatons que les seuils mesure´s sont bien infe´rieurs aux seuils habituel-
lement utilise´s en clinique. L’utilisation d’une technique de seuillage dont la valeur
du seuil est aussi basse n’est pas envisageable car beaucoup de faux-positifs seraient
conside´re´s et le volume des tumeurs serait lourdement sur-estime´. Cela te´moigne de
la souplesse de l’algorithme propose´ par rapport aux me´thodes de seuillage.
Les figures 4.10, 4.11 et 4.12 suivantes pre´sentent les re´sultats de segmentation
pre´ce´dents centre´s sur la tumeur. La premie`re ligne correspond aux donne´es TEP
et la seconde ligne aux donne´es TDM. Les 6 colonnes correspondent aux 6 bins
temporels.
Figure 4.10 – Suivi temporel : Patient A
152
Figure 4.11 – Suivi temporel : Patient B
Figure 4.12 – Suivi temporel : Patient C
Nous remarquons que la re´gularite´ temporelle permet bien de suivre la tumeur
d’un bin a` l’autre. Le de´placement axial duˆ aux mouvement respiratoires est par-
ticulie`rement visible sur des tumeurs de petite taille (patient A : la tumeur monte
puis redescend de quelques pixels). Le de´placement de la tumeur du patient B n’est
pas significatif mais la tumeur semble de´forme´e par les mouvement respiratoires.
La tumeur du patient C semble ne pas eˆtre affecte´e par le mouvement respiratoire.
La possibilite´ d’obtenir une de´limitation spatio-temporelle de la tumeur permet de
mieux prendre en compte son de´placement et ses de´formations au cours des diffe´rentes
phases respiratoires, et peut eˆtre tre`s inte´ressante en radiothe´rapie pour irradier a`
chaque instant le volume cible tout en e´pargnant les tissus sains voisins.
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bin 1 bin 2 bin 3
bin 4 bin 5 bin 6
bin 1 bin 2 bin 3
bin 4 bin 5 bin 6
Figure 4.7 – Patient A : Re´sultats de segmentation sur le plan coronal en TEP et
en TDM pour chaque bin temporel. Rouge : me´thode propose´e ; vert : segmentation
par seuillage adaptatif ; bleu : segmentation manuelle.
154
bin 1 bin 2 bin 3
bin 4 bin 5 bin 6
bin 1 bin 2 bin 3
bin 4 bin 5 bin 6
Figure 4.8 – Patient B : Re´sultats de segmentation sur le plan coronal en TEP et
en TDM pour chaque bin temporel. Rouge : me´thode propose´e ; vert : segmentation
par seuillage adaptatif ; bleu : segmentation manuelle.
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bin 1 bin 2 bin 3
bin 4 bin 5 bin 6
bin 1 bin 2 bin 3
bin 4 bin 5 bin 6
Figure 4.9 – Patient C : Re´sultats de segmentation sur le plan coronal en TEP et
en TDM pour chaque bin temporel. Rouge : me´thode propose´e ; vert : segmentation
par seuillage adaptatif ; bleu : segmentation manuelle.
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Conclusion
This thesis presented methods of image processing developed to provide an au-
tomatic segmentation method to clinicians to better delineate and assess tumors in
PET images. Specifically, Bayesian methods and MCMC algorithms were used to
segment the tissues. Three main methodological contributions have been proposed
in Chapters 2, 3 and 4.
Chapter 2 studied the statistical distribution of a single tissue in PET images. In
the accordance with the image formation model, a negative binomial distribution was
proposed to consider the heterogeneity of the activity within a single tissue. A robust
Bayesian method based on an original sampling technique is presented to estimate the
parameters of this distribution. First, a manifold-MALA system has been proposed
to remedy the problems of anisotropy, allowing the sampler to draw less correlated
samples. Moreover, the use of proximity operators offers the possibility of addressing
the positivity constraint effectively. The estimation algorithm has been validated
on synthetic data and provides accurate and robust results when the conventional
method of Metropolis-within-Gibbs fails. Experimental results of goodness of fit on
real data also confirm the choice of the proposed model.
Chapter 3 addressed the problem of multi-tissue 3D segmentation in PET. The
segmentation performed by this algorithm discriminates tissues with different statis-
tics. To take into account the heterogeneity of the tissues, a finite mixture of spatially
coherent negative binomial distributions was proposed to model the voxels’ activity.
To cope with the strong correlation between the process of segmentation and the
model parameters estimation, this chapter has presented a way to solve both tasks
jointly. A hierarchical Bayesian model was used in which the spatial correlation is
modeled by a Potts-Markov random field. A Markov Chain Monte Carlo (MCMC)
mechanism was presented to jointly estimate the parameters of the mixture and the
voxels’ label. The effectiveness of the algorithm has been illustrated on simulated
data and on PET images obtained under real clinical conditions. This illustrates the
flexibility of the proposed algorithm when it comes to segment tissues whose biolo-
gical activity is heterogeneous. The proposed technique correctly segmented lesions,
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as well as other organs, and outperforms segmentation results obtained using other
mixture models.
This thesis also proposed to integrate anatomical information in the segmentation
process to obtain a more precise delimitation. Images of computed tomography (CT)
that are acquired during the same examination are considered. Chapter 4 proposes a
mixture model of bivariate negative binomial - normal distributions to represent the
fused PET and CT images. In addition to the proposed model, this chapter presents
an unsupervised technique for spatiotemporal segmentation of dynamical bimodal
images. A hierarchical Bayesian model was developed including a four dimensional
Potts-Markov field to deal with the spatial and temporal coherence of a time series of
PET-CT images. An MCMC algorithm based on a Metropolis-within-Gibbs sampler
has been developed to jointly estimate the parameters of the Bayesian model while
segmenting the fused image. The method was tested on real 4-D PET-CT images
from a patient having a lung tumor. The obtained segmentation results are visually
consistent with the anatomical structures and enable the tracking and delineation of
the tumor.
The work presented in this thesis leads to several perspectives.
First, the segmentation process described in Chapters 3 and 4 depend on the
hyper-parameter β, which controls the amount of spatial correlation introduced by
the Potts model. This parameter plays an important role and was chosen by cross
validation. The parameter β of the Potts field could be integrated into the Baye-
sian scheme to be estimated jointly with the unknown parameters of the model, as
proposed in [105].
PET imaging suffers from an important partial volume effect that significantly
disrupts the segmentation process . It is necessary to correct this artifact before
further processing of the image. However, because of the complex geometry of the
acquisition system, the point spread function (PSF) varies spatially and are only
known in some points, which makes the traditional deconvolution algorithms unu-
sable. We proposed in [67] a method for estimating a variable PSF at any location
in space by an original interpolation technique. This interpolation is formulated as
a problem of optimal transport and is based on the geometric variability of the PSF
and not on its photometric variability. The estimation results of the PSF at any point
by the proposed method are promising and suggest the possibility of developing a
complete partial volume correction technique in PET and other imaging modality.
In chapter 4, we assumed that the dependence between PET and CT channels
is negligible, while some research works take it into account [54]. Statistical mode-
ling of bimodal PET-CT images by distributions taking into account the correlation
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should be investigated in greater detail. To consider the heterogeneity of the biologi-
cal activity of the tissues and to remain faithful to the modeling of PET images by
a negative binomial distribution, the bivariate negative binomial distribution model
[86, 131] can be investigated.
On a medical level, segmentation methods proposed in Chapters 3 and 4 have not
been tested extensively. Future work should measure their performance in a clinical
context by applying them to a large number of images and by comparing the resulting
segmentations with annotations by several experts.
The parameters µ and k of the negative binomial distribution provide a physical
interpretation to characterize different tissues. Indeed, µ is the mean activity, and
α , 1/k can be interpreted as the distance of the data distribution to the Poisson
distribution and reflects the over-dispersion of the data. In addition to performing a
tissue segmentation, the proposed algorithms estimate parameters that can be used
for tissue characterization. Many recent studies focus particularly on indicators of
the heterogeneity of the activity of biological tissues [14, 134, 15, 24]. The parameter
α , 1/k has the advantage of being based on the data statistics, and not directly
on the measured activity. It could be interesting to study this indicator in clinical
setting.
Finally, it should be noted that the techniques presented in this thesis can be
generalized to other modalities, by incorporating the appropriate statistical models.
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Conclusion
Cette the`se a pre´sente´ des me´thodes de traitement d’image de´veloppe´es pour
proposer aux cliniciens une me´thode automatique de segmentation d’image TEP
afin de mieux de´limiter les le´sions et de mieux les quantifier. Plus pre´cise´ment, des
me´thodes Baye´siennes et des algorithmes MCMC ont e´te´ utilise´s pour segmenter les
tissus. Trois contributions me´thodologiques principales ont e´te´ propose´es dans les
chapitres 2, 3 et 4 .
Le chapitre 2 a e´tudie´ la distribution statistique d’une re´gion mono-tissulaires
dans les images TEP. A` partir du mode`le de formation de l’image, un mode`le de dis-
tribution binomiale ne´gative a e´te´ propose´, permettant de conside´rer l’he´te´roge´ne´ite´
dans l’activite´ d’un meˆme tissu. Une me´thode Baye´sienne robuste reposant sur une
technique originale d’e´chantillonnage est pre´sente´e afin d’estimer les parame`tres de
cette loi. D’une part, un syste`me MALA-sur-varie´te´ a e´te´ propose´ pour atte´nuer
les proble`mes d’anisotropie, permettant a` l’e´chantillonneur de tirer des e´chantillons
moins corre´le´s. D’autre part, l’utilisation du cadre proximal offre la possibilite´ de
traiter le proble`me de la contrainte de positivite´ d’une manie`re efficace. L’algorithme
d’estimation a e´te´ valide´ sur des donne´es synthe´tiques et offre des re´sultats pre´cis et
robustes lorsque la me´thode classique de Metropolis-dans-Gibbs e´choue. Des re´sultats
expe´rimentaux des tests d’ajustement effectue´s sur des donne´es re´elles confirment
e´galement le choix du mode`le propose´.
Le chapitre 3 a aborde´ le proble`me de la segmentation multi-tissus d’images TEP
en 3D. La segmentation re´alise´e par cet algorithme discrimine les tissus pre´sentant
des statistiques diffe´rentes. Pour prendre en conside´ration l’he´te´roge´ne´ite´ des tissus,
un me´lange fini et spatialement cohe´rent de distributions binomiales ne´gatives a e´te´
propose´ pour mode´liser l’activite´ des voxels. Pour faire face a` la forte corre´lation exis-
tant entre le processus de segmentation et l’estimation des parame`tres du mode`le, ce
chapitre a pre´sente´ un moyen de re´soudre ces deux taˆches de manie`re conjointe. Un
mode`le Baye´sien a e´te´ mis en oeuvre dans lequel la corre´lation spatiale est mode´lise´e
par un champ ale´atoire de Potts-Markov. Un me´canisme de Monte-Carlo par Chaˆıne
de Markov (MCMC) a e´te´ pre´sente´ pour estimer conjointement les parame`tres du
161
me´lange et les labels des voxels. L’efficacite´ de l’algorithme a e´te´ illustre´e sur des
donne´es simule´es et sur des images TEP re´alise´es dans des conditions cliniques re´elles.
Cela illustre la flexibilite´ de l’algorithme propose´ quand il s’agit de segmenter des tis-
sus dont l’activite´ biologique est he´te´roge`ne. La technique propose´e segmente correc-
tement les le´sions, voire les autres organes, et surpasse les re´sultats de segmentation
obtenus en utilisant d’autres mode`les de me´lange.
Cette the`se a e´galement propose´ d’inte´grer des informations anatomiques dans le
processus de segmentation afin d’obtenir une de´limitation plus pre´cise. On conside`re
pour cela les images de tomodensitome´trie (TDM ou CT) acquises lors du meˆme exa-
men. Le chapitre 4 propose un mode`le de me´lange de distributions bivarie´es binomiale
ne´gative - normale pour repre´senter les images TEP et TDM fusionne´es. En plus
du mode`le propose´, ce chapitre pre´sente une technique non-supervise´e pour la seg-
mentation spatio-temporelle d’images bimodales dynamiques. Un mode`le Baye´sien
hie´rarchique a e´te´ e´labore´ comprenant un champ de Potts-Markov a` quatre di-
mensions pour respecter la cohe´rence spatiale et temporelle d’une se´rie temporelle
d’images PET-TDM. Un algorithme MCMC reposant sur un e´chantillonneur Metropolis-
dans-Gibbs a e´te´ de´veloppe´ pour estimer conjointement les parame`tres du mode`le
Baye´sien tout en segmentant l’image fusionne´e. La me´thode a e´te´ applique´e a` des
images en quatre dimensions re´elles TEP-TDM d’un patient ayant une tumeur au
poumon. Les re´sultats de segmentation obtenus sont visuellement en concordance
avec les structures anatomiques et permettent la de´limitation et le tracking de la
tumeur.
Le travail pre´sente´ dans cette the`se ouvre plusieurs perspectives.
En premier lieu, le processus de segmentation de´crit dans les chapitres 3 et 4
de´pendent de l’hyper-parame`tre β, qui controˆle la quantite´ de corre´lation spatiale
introduite par le mode`le de Potts. Ce parame`tre joue un roˆle important et a e´te´
choisi dans ces travaux de manie`re heuristique par validation croise´e. Le parame`tre
β de champ de Potts pourrait eˆtre inte´gre´e au sche´ma Baye´sien afin de l’estimer
conjointement avec les parame`tres inconnus du mode`le, comme propose´ dans [105].
L’imagerie TEP est victime d’un effet de volume partiel important qui perturbe
significativement le processus de segmentation. Il est ne´cessaire d’effectuer une cor-
rection de cet artefact avant tout autre traitement de l’image. Cependant, a` cause
de la ge´ome´trie complexe du syste`me d’acquisition, la fonction d’e´talement du point
(PSF) varie spatialement et n’est connue qu’en certains points, ce qui rend les algo-
rithmes classiques de de´convolution inutilisables. Nous avons propose´ dans [67] une
me´thode d’estimation d’une PSF variable en tout point de l’espace selon une tech-
nique d’interpolation originale. Cette interpolation est formule´e comme un proble`me
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de transport optimal et repose sur la variabilite´ ge´ome´trique de la PSF et non sur
sa variabilite´ photome´trique. Les re´sultats d’estimation de la PSF en tout point par
la me´thode propose´e semblent prometteurs et sugge`rent la possibilite´ de de´velopper
une technique de correction de volume partiel comple`te en TEP et pour d’autres
modalite´ d’imagerie.
Dans le chapitre 4, nous avons suppose´ ne´gligeable la de´pendance entre les canaux
TEP et TDM, alors que certains travaux la prennent en compte [54]. La mode´lisation
statistique des images bimodales TEP-TDM par des distributions statistiques pre-
nant en conside´ration cette corre´lation devrait eˆtre e´tudie´e plus amplement. Pour
conside´rer l’he´te´roge´ne´ite´ de l’activite´ biologique des tissus et pour rester fide`le a` la
mode´lisation des images TEP par une distribution binomiale ne´gative, le mode`le de
distribution binomial ne´gative bivarie´ [86, 131] peut s’ave´rer inte´ressant.
Sur un plan plus me´dical, les me´thodes de segmentation propose´es dans les cha-
pitres 3 et 4 n’ont pas e´te´ teste´es extensivement. Des travaux futurs devraient me-
surer leurs performances dans un contexte clinique en les appliquant a` un grand
nombre d’images et en comparant les segmentations re´sultantes avec les annotations
de plusieurs experts.
Les parame`tres µ et k de la distribution binomiale ne´gative offrent une in-
terpre´tation physique pour caracte´riser les diffe´rents tissus. En effet, µ correspond a`
l’activite´ moyenne, et α , 1/k peut eˆtre interpre´te´e comme la distance de la distri-
bution des donne´es a` la distribution de Poisson et te´moigne de la sur-dispersion des
donne´es. En plus d’effectuer une segmentation des tissus, les algorithmes pre´sente´s
dans cette the`se estime des parame`tres pouvant eˆtre propose´s aux cliniciens pour ca-
racte´riser certains cancer. De nombreux travaux re´cents s’inte´ressent en particulier
a` un indicateur de l’he´te´roge´ne´ite´ de l’activite´ biologique d’un tissu [14, 134, 15, 24].
Le parame`tre α , 1/k a l’avantage de reposer sur les statistiques des donne´es, et
non sur l’activite´ directement mesure´e. Il semble inte´ressant d’e´tudier cet indicateur
en clinique.
Enfin, il est a` noter que les techniques pre´sente´es dans cette the`se peuvent eˆtre
ge´ne´ralise´es a` d’autres modalite´s en y inte´grant les mode`les statistiques adapte´s.
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Annexe A
De´tails des calculs du MALA sur
varie´te´ pour la loi binomiale
ne´gative
La probabilite´ qu’une observation ge´ne´re´e par une loi binomiale ne´gative de pa-
rame`tre θ = (µ, k) obtienne la valeur xi est de´finie par la fonction de densite´ de
probabilite´ :
P [X = xi|µ, k] =
(
xi + k − 1
xi
)
( µ
µ+ k )
xi
( k
µ+ k )
k
(A.1)
En supposant que les observations sont mutuellement inde´pendantes, la vraisem-
blance p(x|θ) peut donc eˆtre exprime´e comme le produit des probabilite´s relatives a`
chacune des observations :
P [x|µ, k] =
N∏
i=1
P [xi|µ, k]
=
N∏
i=1
(
xi + k − 1
xi
)(
µ
µ+ k
)xi ( k
µ+ k
)k
=
N∏
i=1
[
Γ(xi + k)
Γ(xi + 1)Γ(k)
µxikk(µ+ k)−(k+xi)
]
(A.2)
ou` Γ est la fonction gamma.
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La log-vraisemblance L(θ) prend alors la forme :
L(θ) , log{P [x|θ]}
=
N∑
i=1
[log{Γ(xi + k)} − log{Γ(xi + 1)} − log{Γ(k)}
+xi log(µ) + k log(k)
−(k + xi) log(µ+ k)] (A.3)
A.1 MALA
MALA ne´cessite l’expression du gradient de la fonction log-vraisemblance. Nous
calculons pour cela les de´rive´es partielles :
∂L
∂µ
=
N∑
i=1
[
xi
µ
− xi + k
µ+ k
]
(A.4)
∂L
∂k
=
N∑
i=1
[
Ψ(xi + k)−Ψ(k) + 1 + log(k)− log(µ+ k)− xi + k
µ+ k
]
(A.5)
ou` Ψ est la fonction psi, ou digamma (Ψ(x) , ∂
∂x
log(Γ(x))).
Le gradient de la log-vraisemblance ∇θL(θ) peut donc s’exprimer :
∇θL(θ) =

∂L(θ)
∂µ
∂L(θ)
∂k
 =

∑
i
[
xi
µ
− xi+k
µ+k
]
∑
i
[
Ψ(xi + k)−Ψ(k) + 1− xi+kµ+k − log(1 + µk )
]
 (A.6)
Comme une de´marche Baye´sienne est utilise´e, il est e´galement ne´cessaire de
conside´rer les informations a priori. D’apre`s la loi de Bayes, la loi log a posteriori
P(θ) , log{p(θ|x)} est de´finie par :
P(θ) = L(θ) + log{pi(θ)} (A.7)
et par line´arite´ du gradient nous obtenons :
∇θP(θ) = ∇θL(θ) +

∂pi(θ)
∂µ
∂pi(θ)
∂k
 (A.8)
=

∑
i[xiµ − xi+kµ+k ] + aµµ + bµ∑
i[Ψ(xi + k)−Ψ(k) + 1− xi+kµ+k − log(1 + µk ) + akk + bk]
(A.9)
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A.2 MALA sur varie´te´
Nous conside´rons maintenant les de´rive´es partielles secondes de la log-vraisemblance
ne´cessaires au calcul de la matrice de Fisher :
∂2L(θ)
∂µ2
=
∑
i
[
− xi
µ2
+ xi + k(µ+ k)2
]
(A.10)
∂2L(θ)
∂k2
=
∑
i
[
Ψ2(xi + k)−Ψ2(k) + xi − µ(µ+ k)2 +
µ
k(µ+ k)
]
(A.11)
∂2L(θ)
∂µ∂k
=
∑
i
[
xi − µ
(µ+ k)2
]
(A.12)
ou` Ψ2 est la fonction trigamma Ψ2(x) , ∂2
∂x2 log(Γ(x)).
Les valeurs de la matrice de Fisher sont alors les oppose´es des espe´rances de ces
de´rive´es partielles secondes :
− Ex
[
∂2L(θ)
∂µ2
]
= N
[
1
µ
− 1
µ+ k
]
(A.13)
−Ex
[
∂2L(θ)
∂k2
]
= N
[
Ψ2(k)− µ
k(µ+ k) − Ex
[
Ψ2(x+ k)
]]
(A.14)
−Ex
[
∂2L(θ)
∂µ∂k
]
= 0 (A.15)
Plus de de´tails sur le calcul de Ex [Ψ2(x+ k)] seront donne´s dans l’annexe A.3.
Nous obtenons donc la matrice de Fisher suivante :
F (θ) = −Ex
[
∂2
∂θ2
log{P [x|θ]}
]
(A.16)
=

−Ex
[
∂2L(θ)
∂µ2
]
−Ex
[
∂2L(θ)
∂µ∂k
]
−Ex
[
∂2L(θ)
∂µ∂k
]
−Ex
[
∂2L(θ)
∂k2
]
 (A.17)
= N

1
µ
− 1
µ+k 0
0 Ψ2(k)− µ
k(µ+k) − Ex [Ψ2(x+ k)]
 (A.18)
On conside`re alors la matrice G, matrice de Fisher relative a` la densite´ log a
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posteriori, en ajoutant a` F l’oppose´ de la matrice Hessienne des densite´s log a priori :
G(θ) = F (θ) +H(θ) (A.19)
= F (θ)−
(aµ
µ2 0
0 ak
k2
)
(A.20)
= N

1
µ
− 1
µ+k − aµµ2 0
0 Ψ2(k)− µ
k(µ+k) − Ex [Ψ2(x+ k)]− akk2
(A.21)
Le gradient ge´ode´sique de la densite´ a posteriori au point θ est alors donne´ par
l’expression :
∇˜θP(θ) = G−1{θ}∇θP(θ) (A.22)
A.3 Estimation de Ex [Ψ2(x + k)]
A notre connaissance, il n’existe pas de moyen simple de calculer analytique-
ment le terme Ex [Ψ2(x+ k)] ne´cessaire dans la matrice de Fisher. Pour re´soudre ce
proble`me en un temps relativement court, une table de consultation est a e´te´ cre´e.
La valeur de Ex [Ψ2(x+ k)] a e´te´ calcule´e sur une grille de parame`tres (k, µ), en
moyennant les valeurs d’une population de 10000 observations ge´ne´re´es. Les valeurs
de Ex [Ψ2(x+ k)] pour les parame`tres ne se situant pas sur les nœuds de la grille
sont alors estime´es par interpolation line´aire.
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Annexe B
De´tails des calculs du MALA sur
varie´te´ pour la loi bivarie´e
binomiale ne´gative - normale
La probabilite´ qu’une observation suivant une loi bivarie´e binomiale ne´gative -
normale de parame`tre θ = (µ, k,m, σ) obtienne la valeur xi est de´finie par la fonction
de densite´ de probabilite´ :
p(xn|µ, k,m, σ) = pBN (xTEPn |µ, k) · pN (xTDMn |m,σ)
=
(
xTEPn + k − 1
xTEPn
)(
µ
µ+ k
)xTEPn ( k
µ+ k
)k
· 1
σ
√
2pi
e−
(xTDMn −m)2
σ2
En supposant que les observations sont mutuellement inde´pendantes, la vraisem-
blance p(x|θ) peut donc eˆtre exprime´e comme le produit des probabilite´s relatives a`
chacune des observations :
p(x|θ) =
N∏
i=1
p(xi|µ, k,m, σ)
=
N∏
i=1
[
Γ(xTEPi + k)
Γ(xTEPi + 1)Γ(k)
µx
TEP
i kk(µ+ k)−(k+xTEPi )
· 1
σ
√
2pi
e−
(xTDM
i
−m)2
σ2
]
(B.1)
ou` Γ est la fonction gamma.
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La log-vraisemblance L(θ) prend alors la forme :
L(θ) , log{P [x|θ]}
=
N∑
i=1
[log{Γ(xi + k)} − log{Γ(xi + 1)} − log{Γ(k)}
+xi log(µ) + k log(k)− (k + xi) log(µ+ k)
−12 log(σ)−
1
2 log(2pi)−
(xi −m)2
2σ2
]
B.1 MALA
MALA ne´cessite l’expression du gradient de la fonction log-vraisemblance. Nous
calculons pour cela les de´rive´es partielles :
∂L
∂µ
=
N∑
i=1
[
xi
µ
− xi + k
µ+ k
]
(B.2)
∂L
∂k
=
N∑
i=1
[
Ψ(xi + k)−Ψ(k) + 1 + log(k)− log(µ+ k)− xi + k
µ+ k
]
(B.3)
∂L
∂m
=
N∑
i=1
[
xi −m
σ2
]
(B.4)
∂L
∂σ
=
N∑
i=1
[
− 1
σ
+ (xi −m)
2
σ3
]
(B.5)
ou` Ψ est la fonction psi, ou digamma (Ψ(x) , ∂
∂x
log(Γ(x))).
Le gradient de la log-vraisemblance ∇θL(θ) peut donc s’exprimer :
∇θL(θ) =

∂L(θ)
∂µ
∂L(θ)
∂k
∂L(θ)
∂m
∂L(θ)
∂σ

=

∑
i
[
xi
µ
− xi+k
µ+k
]
∑
i
[
Ψ(xi + k)−Ψ(k) + 1− xi+kµ+k − log(1 + µk )
]
∑
i
[
xi−m
σ2
]
∑
i
[
− 1
σ
+ (xi−m)2
σ3
]

(B.6)
Comme une de´marche Baye´sienne est utilise´e, il est e´galement ne´cessaire de
conside´rer les informations a priori. D’apre`s la loi de Bayes, la loi log a posteriori
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P(θ) , log{p(θ|x)} est de´finie par :
P(θ) = L(θ) + log{pi(θ)} (B.7)
et par line´arite´ du gradient nous obtenons :
∇θP(θ) = ∇θL(θ) +

∂pi(θ)
∂µ
∂pi(θ)
∂k
∂pi(θ)
∂m
∂pi(θ)
∂σ

(B.8)
=

∑
i[xiµ − xi+kµ+k ] + aµµ + bµ∑
i[Ψ(xi + k)−Ψ(k) + 1− xi+kµ+k − log(1 + µk ) + akk + bk]∑
i[xi−mσ2 +
am
k
+ bm]
∑
i[− 1σ + (xi−m)
2
σ3 +
aσ
k
+ bσ]

(B.9)
B.2 MALA sur varie´te´
Nous conside´rons maintenant les de´rive´es partielles secondes de la log-vraisemblance
ne´cessaires au calcul de la matrice de Fisher :
∂2L(θ)
∂µ2
=
∑
i
[
− xi
µ2
+ xi + k(µ+ k)2
]
(B.10)
∂2L(θ)
∂k2
=
∑
i
[
Ψ2(xi + k)−Ψ2(k) + xi − µ(µ+ k)2 +
µ
k(µ+ k)
]
(B.11)
∂2L(θ)
∂m2
=
∑
i
[
− 1
σ2
]
(B.12)
∂2L(θ)
∂σ2
=
∑
i
[
1
σ2
− 3(xi −m)
2
σ4
]
(B.13)
∂2L(θ)
∂µ∂k
=
∑
i
[
xi − µ
(µ+ k)2
]
(B.14)
∂2L(θ)
∂m∂σ
=
∑
i
[
−2xi −m
σ3
]
(B.15)
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ou` Ψ2 est la fonction trigamma Ψ2(x) , ∂2
∂x2 log(Γ(x)).
Les valeurs de la matrice de Fisher sont alors les oppose´es des espe´rances de ces
de´rive´es partielles secondes :
− Ex
[
∂2L(θ)
∂µ2
]
= N
[
1
µ
− 1
µ+ k
]
(B.16)
−Ex
[
∂2L(θ)
∂k2
]
= N
[
Ψ2(k)− µ
k(µ+ k) − Ex
[
Ψ2(x+ k)
]]
(B.17)
−Ex
[
∂2L(θ)
∂m2
]
= N
[ 1
σ2
]
(B.18)
−Ex
[
∂2L(θ)
∂σ2
]
= N
[ 2
σ2
]
(B.19)
−Ex
[
∂2L(θ)
∂µ∂k
]
= 0 (B.20)
−Ex
[
∂2L(θ)
∂m∂σ
]
= 0 (B.21)
Plus de de´tails sur le calcul de Ex [Ψ2(x+ k)] sont donne´s dans l’annexe A.3.
Nous obtenons donc la matrice de Fisher suivante :
F (θ) = −Ex
[
∂2
∂θ2
log{P [x|θ]}
]
(B.22)
= N

1
µ
− 1
µ+k 0 0 0
0 Ψ2(k)− µ
k(µ+k) − Ex [Ψ2(x+ k)] 0 0
0 0 1
σ
0
0 0 0 2
σ

(B.23)
On conside`re alors la matrice G, matrice de Fisher relative a` la densite´ log a
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posteriori, en ajoutant a` F l’oppose´ de la matrice Hessienne des densite´s log a priori :
G(θ) = F (θ) +H(θ) (B.24)
= F (θ)−

aµ
µ2 0 0 0
0 ak
k2 0 0
0 0 am
m2 0
0 0 0 aσ
σ2
 (B.25)
= N

1
µ
− 1
µ+k − aµµ2 0 0 0
0 Ψ2(k)− µ
k(µ+k) − Ex [Ψ2(x+ k)]− akk2 0 0
0 0 1
σ
− am
m2 0
0 0 0 2
σ
− aσ
σ2

(B.26)
Le gradient ge´ode´sique de la densite´ a posteriori au point θ est alors donne´ par
l’expression :
∇˜θP(θ) = G−1{θ}∇θP(θ) (B.27)
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Annexe C
Mode`le de me´lange de
distributions Poisson bivarie´es
C.1 Mode`le des donne´es / Vraisemblance
Le mode`le de me´lange de lois Poisson a e´te´ conside´re´ comme plus approprie´
pour mode´liser les projections TEP ainsi que les images TEP reconsruites [113, 109].
Les projections acquises en tomodensitome´trie peuvent e´galement eˆtre conside´re´es
comme suivant un me´lange de distributions Poisson [42]. Nous ferons ici l’hypothe`se
que les images TEP et CT suivent toutes les deux des me´langes de distributions de
Poisson.
E´tant donne´ une classe Zz, soient XTEPz et XTDMz les variables ale´atoires associe´es
respectivement aux donne´es TEP et TDM. En conside´rant que chaque modalite´ suit
une distribution de Poisson,
XTEPz ∼ P(λTEPz )
XTDMz ∼ P(λTDMz )
(C.1)
Si les deux canaux sont inde´pendants, la vraisemblance peut eˆtre exprime´e comme
le produit des deux distributions :
xz|(λTEPz , λTDMz ) ∼ P(XTEPz |λTEPz )× P(XTDMz |λTDMz ) (C.2)
Or certains travaux conside`rent les deux modalite´s comme intrinse`quement correle´es
[54]. De ce fait, nous proposons de mode´liser les donne´es bimodales par un me´lange
de distributions de Poisson bivarie´es, qui a l’avantage de conside´rer la de´pendance
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entre les deux canaux. On peut interpre´ter les donne´es comme e´tant le re´sultats du
processus suivant :
XTEPz = X1z +X0z
XTDMz = X2z +X0z
(C.3)
ou` les X iz sont des variables ale´atoires suivant chacune une loi de Poisson :
∀i = {0, 1, 2}, X iz ∼ P(θiz) (C.4)
et ou` X0z repre´sente la de´pendance entre les intensite´s TEP et TDM.
Cela implique les distributions marginales de Poisson suivantes :
XTEPz ∼ P(θ1z + θ0z)
XTDMz ∼ P(θ2z + θ0z)
(C.5)
Par conse´quent, les donne´es bimodales TEP/TDM extraites de la classe Zz suivent
une distribution de Poisson bivarie´e :
(XTEPz , XTDMz ) ∼ BP(θ1z , θ2z , θ0z) (C.6)
ou
P [xn|θz, zn = z] = e−(θ1z+θ2z+θ0z) (θ
1
z)x
TEP
n
xTEPn !
(θ2z)x
TDM
n
xTDMn !
·
min(xTEPn ,xTDMn )∑
j=0
(
xTEPn
j
)(
xTDMn
j
)
j!
(
θ0z
θ1zθ
2
z
)j (C.7)
En supposant que toutes les observations sont inde´pendantes dans chacun des
canaux, la vraisemblance peut eˆtre de´finie par :
P [x|θ, z] =
Z∏
z=1
∏
n∈Iz
P [xn|θz, zn = z] (C.8)
ou` Iz est l’ensemble des voxels appartenant a` la classe Zz et θz = (θ1z , θ2z , θ0z).
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C.2 Distribution conditionnelle p(θ|z,x) dans un
e´chantillonneur de Gibbs hybride.
Chatelain2006 et al. [22] ont e´tudie´ re´cemment des me´thodes de moments pour
estimer les parame`tres d’un me´lange de distributions Poisson multivarie´es. Nous
inscrivons ici l’estimation des parame`tres dans un cadre Baye´sien. Plus pre´cise´ment,
un e´chantillonneur Metropolis-dans-Gibbs est propose´ pour re´soudre le proble`me
conjoint de segmentation et d’estimation des parame`tres. Les e´chantillons sont tire´s
ite´rativement selon les densite´s conditionnelles de la densite´ cible. Contrairement a` la
distribution binomiale ne´gative, la distribution de Poisson bivarie´e n’engendre pas de
proble`me d’anisotropie ou de correlation entre ses parame`tres. Un e´chantillonneur
basique suffit pour ge´ne´rer des e´chantillons asymptotiquement distribue´s selon la
distribution conditionnelle p(θ|z,x).
Le vecteur de parame`tre, θ est mis a` jour au moyen d’un algorithme reposant
sur une marche ale´atoire de type Metropolis-Hastings (ou Random Walk Metropolis-
Hastings RWMH) [116, p. 245] avec la loi de proposition suivante :
θz
∗ ∼ T N (θz(t−1), I3). (C.9)
ou` T N est la distribution normale tri-varie´e, θz(t−1) est la dernie`re valeur de la
chaˆıne et le pas  est choisi de manie`re a` ce que le taux d’acceptation tende vers
1/2. De plus, en conside´rant le fait que la loi de proposition est syme´trique, le ratio
d’acceptation peut eˆtre exprime´ comme le produit du rapport de vraisemblance et
du rapport des a priori :
a = min
1,∏
n∈Iz
P [xn|θz∗, zn = z]
P [xn|θz(t−1), zn = z]
pi(θz∗)
pi(θz(t−1))

ou` pi(θz) est la distribution a priori de θz.
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