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Аннотация 
Предлагается подход для управления вычислительными средами, который предполагает использование проекционных и 
беспроекционных алгоритмов стохастической аппроксимации. Приводится описание разработанных алгоритмов для реали-
зации одного шага оптимизации с использованием рекуррентных последовательностей. Первый из представленных алго-
ритмов отличается от существующих использованием соседних вариантов, второй – предполагает выбор доминирующего 
варианта. Представленные алгоритмы реализуются в рамках программного комплекса поддержки принятия решений. Ре-
зультаты вычислительных экспериментов с программным комплексом показали, что применение разработанного алгоритма 
позволяет достичь уменьшения предельных значений средних текущих потерь информации. 
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Хозяйство современных городов требовательно к 
информационным и коммуникационным технологиям 
[1], позволяющим снижать логистические издержки и 
повышать качество услуг в транспортных системах. 
Эффективная эксплуатация городского общественно-
го транспорта требует оперативного анализа больших 
объёмов данных, что в настоящее время возможно с 
применением облачных технологий. Интеллектуаль-
ные транспортные системы на основе облачных плат-
форм в настоящее время используют такие современ-
ные методы анализа данных, как глубинное обучение, 
распознавание образов, кооперативный подход. 
Для инновационного развития транспорта требу-
ются высокотехнологичные средства управления 
транспортными потоками [2], обеспечивающие по-
вышение безопасности и комфортности перевозок на 
основе использования информационных технологий 
управления. Информационные технологии в крупных 
городах содействуют их преобразованию в логисти-
ческие и информационные центры деятельности [3], 
развитию и повышению эффективности использова-
ния транспортной инфраструктуры, что является од-
ним из направлений модернизации отечественной 
экономики [4]. 
Актуальной задачей, решаемой интеллектуаль-
ными транспортными системами городов, является 
краткосрочное прогнозирование транспортных пото-
ков [5]. В настоящее время эта задача реализуется с 
использованием интернет-сервисов, разнообразных 
мобильных приложений, позволяющих осуществлять 
визуальный анализ данных. Такой вид анализа ис-
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пользуется, например, в навигации и построении оп-
тимальных маршрутов. Исходные данные для таких 
интернет-сервисов, основанных на использовании 
графовых моделей, поступают через облачные систе-
мы от участников дорожного движения. 
Математические модели, описывающие транс-
портные потоки, манипулируют, как правило, случай-
ными величинами [6], поскольку применение дис-
кретных моделей уменьшает адекватность их резуль-
татов. Безопасность участников дорожного движения 
может быть оценена на основании анализа статисти-
ческих данных [7]. Для обеспечения высокого уровня 
безопасности применяются электронно-
информационные средства управления поведением 
участников движения, спросом на движение. Для мо-
дернизации этих средств требуются современные 
подходы, основанные, в частности, на использовании 
мобильных электронных устройств (ноутбуки, план-
шеты, телефоны) в качестве интерфейсов доступа к 
облачным и распределённым структурам [8]. 
Использование современных вычислительных си-
стем, программно-аппаратных комплексов и широкое 
внедрение информационных технологий подразуме-
вает безальтернативное внедрение в них средств за-
щиты от вирусных атак несанкционированного до-
ступа (В-событий). Наступление В-событий может 
привести к сбоям и отказам в программно-аппаратных 
комплексах, к потере важной информации, выходу из 
строя оборудования, несчастным случаям со смер-
тельным исходом. 
Для компенсации потерь от В-событий использу-
ются различные методы и способы, но особняком 
стоит использование рекуррентных последовательно-
стей, формируемых алгоритмами стохастической ап-
проксимации. Эти алгоритмы хорошо известны и изу-
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чены, однако применимы к дискретным системам с 
конечным множеством управляющих воздействий и 
известной функцией текущих потерь [9–17]. Форми-
рование корректных управляющих воздействий и эф-
фективной функции текущих потерь представляет со-
бой достаточно сложную в теоретическом и практи-
ческом плане задачу и в настоящей работе не рас-
сматривается. 
При этом достаточно важной и актуальной явля-
ется разработка программного средства поддержки 
принятия решений (СППР), реализующего выдачу 
выбора вариантов управления на основе входной 
функции потерь и алгоритмов оптимизации. 
 
2. Содержательная постановка задачи управления 
распределённой вычислительной средой 
Распределённая вычислительная среда (РС) – это 
такая совокупность стандартных сетевых служб [18, 
19], которая рассредоточена по гетерогенной компью-
терной сети и функционально обеспечивает ряд по-
лезных служб. К этим службам относят сервисы ката-
логов, интерфейса, вызова удалённых подпрограмм, 
обслуживания, обеспечение безопасности, синхрони-
зации данных. 
Во многих случаях [20] сервис по обеспечению 
безопасности является ключевой компонентой в реа-
лизации взаимодействия клиент-сервер. Защита дан-
ных может осуществляться на этапе установки соеди-
нения, выполнения удалённого вызова подпрограмм, 
при получении запроса. Данный сервис должен гаран-
тировать подлинность источника и приёмника дан-
ных, конфиденциальность. 
Наиболее простыми для анализа являются архи-
тектуры типа DCE/Net [20]. Фрагмент типового 
варианта такой структуры для двухзвенной 










К – клиент; i – номер клиента; С – сервер; j – номер сервера; 
а – клиентские компоненты программного обеспечения 
(ПО); б – серверные компоненты ПО; в – серверные компо-
ненты систем управления базами данных (СУБД); 
г – компоненты для других источников данных 
Рис. 1. Фрагмент архитектуры DCE/Net 
 
Для координирования распределения транзакций 
в гетерогенных аппаратно-программных платформах, 
надёжной процедуры восстановления при отказе 
одного или нескольких серверов, балансировки 
нагрузки, масштабируемости, разумного потребления 
ресурсов, динамического реконфигурирования, 
обеспечения высокой доступности, поддержки 
разнородных механизмов аутентификации и 
идентификации, наконец, для построения 
многозвенных РС необходимо использование либо 
монитора транзакций, либо развёртывание 
фрагментации приложений. 
При фрагментации приложений по 
системотехническим принципам функциональности и 
модульности происходит распределение функций на 
клиентские и серверные компоненты ПО. 
Функциональная декомпозиция фрагмента 
архитектуры DCE/Net с выделением независимых по 
функциям блоков многозвенной среды представлена 
на рис. 2. 




БД – базы данных; ИД – другие источники данных 
(например, внешние информационные системы) 
Рис. 2. Структура независимого фрагмента 
распределённой вычислительной среды 
 
Ряд авторов [20] негативно характеризуют 
некоторые особенности имеющихся на рынке 
решений, такие, например, как ограниченность 
средств тиражирования, отсутствие адекватных 
инструментов управления сложными 
конфигурациями, отсутствие механизмов 
гетерогенного тиражирования. Поэтому актуальной 
задачей является создание модели обеспечения 
безопасности тиражирования и администрирования в 
РС. 
Для решения данной задачи в работе предлагается 
использовать методы теории массового 
обслуживания, представляя РС как системы 
массового обслуживания (СМО) и сети массового 
обслуживания (СеМО). Например, представление 
фрагмента РС (см. рис. 2) в виде СеМО показано на 
рис. 3 [21]. При таком подходе игнорируется 
фактическое содержание K, C, БД, ИД и 
рассматриваются исключительно узлы коммутации 
как СМО типа M/M/K/∞, для которых полагается 
простейший поток входящих заявок и 







































S1, S2, S3 – соединения с клиентами; S4, S5, S6 – соединения 
клиентов с сервером; S7, S9, S11 – соединения сервера с 
СУБД; S8, S10, S12 – соединения сервера с ИД 
Рис. 3. Представление фрагмента распределённой 
среды в виде сети массового обслуживания 
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Для построения аналитической модели 
необходимо: считать, что в узлах M/M/K/∞ число 
обслуживающих приборов K=1; задать матрицу 
вероятностей передач Pij (i, j – номера узлов СеМО) 
(рис. 4). 
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Рис. 4. Матрица вероятностей передач между узлами 
рассматриваемой сети массового обслуживания 
 
Для всех узлов Si, 1,12i =  с помощью 
фрагментатора может изменяться 
iµ  – 
производительность узла M/M/1/∞. 
Представленная аналитическая модель может 
использоваться для проведения различных 
вычислительных и оптимизационных экспериментов. 
Для этого необходимо выбрать штрафную функцию. 
В качестве критерия штрафа предлагается выбрать 
линейную свёртку откликов, как наиболее простую в 
вычислительном плане. То есть штрафная функция 
зависит от важнейших сетевых характеристик, 
которые можно рассчитать по известным формулам 
теории массового обслуживания, в которых 
используются следующие параметры СМО: l – 
средняя суммарная длина очередей в СеМО; m – 
среднее число заявок в сети; w – среднее время 
ожидания заявки в очередях; u – среднее время 
пребывания заявки в СеМО. В следующем разделе 
статьи будут произведены необходимые 
представления. 
 
3. Содержательная постановка задачи управления 
распределённой вычислительной средой 
Известно, что характер функции потерь в РС 
зависит от количественных характеристик рабочей 
нагрузки, особенностей функционирования буферной 
памяти, дисциплины обслуживания заданий, способа 
передачи информации по каналам связи. Поэтому 
оценивать эффективность как всей среды в целом, так 
и отдельных её узлов можно различными способами, 
в том числе, максимизируя ожидаемый доход и 
минимизируя вероятные потери. Эти задачи приводят 
к необходимости выполнять решение задачи 
многокритериальной оптимизации, которую можно во 
многих случаях решить либо сведением к 
однокритериальной путём линейной свёртки 
критериев, либо выполнив поиск решения в виде 
множества эффективных по Парето решений. В 
настоящей работе используется подход на основе 
линейной свёртки критериев. 
Для откликов { }, , ,o l m w u∈  лицом, принимающим 
решение (ЛПР), выбираются значения 
коэффициентов: 
oc  – штраф за единицу значения 
отклика, характеризующий его степень важности; 
of – масштабирующий коэффициент для приведения 
всех откликов к единому масштабу и выделению 
какого-либо из откликов; oa  – амплитуда для 
компенсации отклонения от центра. 
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Поставив в соответствие каждому выходному 
состоянию стохастического автомата блок узлов РС, 
можно управлять процессом включения/отключения 
блоков узлов от РС таким образом, что на n-м шаге 
состоянию i 1inx =  соответствует подключение блока, 
а состоянию 0inx =  – отключение блока от РС. 
Распространённые в настоящее время современные 
промышленные средства организации 
распределённых вычислительных сред предполагают 
коммутацию очередей обмена сообщениями к 
целевым узлам. Если маршрут к узлу невозможен, то 
происходит выбор маршрута обхода и временное 
хранение сообщения. Хранение сообщения 
обеспечивает система нереляционных баз данных. 
Этот механизм в настоящей работе не 
рассматривается. Для решения представленной задачи 
необходимо использование специфических методов, 
которые будут описаны ниже. 
 
4. Обзор основных алгоритмов стохастической 
аппроксимации и метод решения задачи 
управления распределённой вычислительной 
средой 
К основным алгоритмам стохастической аппрок-
симации (оптимизации) по Назину-Позняку относятся 
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алгоритмы Нарендры-Шапиро, Льюса, Варшавского-
Воронцовой, Буша-Мостеллера, Назина-Позняка [9, 
10]. В этих алгоритмах подразумевается, что имеется 
конечное число N дискретных i-x вариантов выбора. 
Важно, что период времени T непрерывного функци-
онирования объекта управления разбивается на 
n=1,2,… фиксированных по продолжительности ин-
тервалов, величина которых выбирается ЛПР перед 
проведением оптимизационных процедур. Для удоб-
ства выбора варианта каждому интервалу присваива-
ется вектор xn=(x(1), …, x(N)), при x(i)=1 вариант i вы-
бирается, при x(i)=0 – не выбирается. В n-ом интерва-
ле может быть выбрано не более одного варианта. 
Оператор проецирования πNε  для любого вектора 
Nq R∈  строит вектор-столбец { }πNp qε= , 
принадлежащий N-мерному ε -симплексу 
( ) ( )1
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− = − . 
Поэтому, если форма записи рекуррентного 
соотношения одного шага работы алгоритма 
подразумевает использование πNε , то есть 
записывается в виде ( ){ }
11
π γ , ,ξ
n
N
n n n n n np p R x pε ++ = − , 
то алгоритм считается проекционным, иначе, если 
( )1 γ , ,ξn n n n n np p R x p+ = − , то – беспроекционным. 
На основании вектор-функции движения R(xn, pn, 
ξn,) выполняется перерасчёт условных вариантностей 
выбора вариантов pn с учётом текущих потерь ξn. 
Поскольку при использовании метода деления 
отрезка для формирования xn на основе pn 
используется элемент вероятности ω, то все эти 
алгоритмы являются стохастическими. 
Современные алгоритмы стохастической 
оптимизации основаны на использовании 
двухуровневого автомата с бинарной функцией 
потерь [11], высокоскоростной рекуррентной 
функции [12], условия сходимость алгоритма 
адаптации [13], метода имитационного 
моделирования [14]. Предлагаемый метод решения 
задачи управления распределённой вычислительной 
средой основан на работе [15], в которой 
представлено программное СППР. 
В обобщённом виде задача управления вычисли-
тельной средой, для компенсации потерь ξ от В-










Φ = = Φ∑ . 
Целью настоящей работы является разработка 
подхода для управления вычислительными средами, 
который предполагает использование проекционных 
и беспроекционных алгоритмов стохастической ап-
проксимации. Полагая случайный характер возникно-
вения ξn от В-событий, данный подход применим, в 
том числе, и для управления распределёнными среда-
ми в условиях атаки. 
Каждому x(i) из xn для 1,i N=  ставится в 
соответствие такое управляющее воздействие, при 
котором некоторый управляющий сервер Сi (об этом 
ниже) включён в распределённую среду, если x(i)=1, и 
отключён от неё, если x(i)=0. Тогда, пусть 
последовательность управляющих воздействий есть X 
= x1, x2, …, xn, … . Необходимо построить такое 
решающее правило xn+1=R(xn, X), которое позволит 
решить некоторую задачу оптимизации 












Φ = Φ . 
Актуальность такой постановки задачи связана с 
тем, что позволяет минимизировать суммарные 
затраты на контроль и потери от В-событий. Задача 
может быть решена не только с использованием 
классических алгоритмов, но и с их 
усовершенствованием, которое рассматривается в 
следующем разделе. 
 
5. Описание разработанных алгоритмов 
В проекционном алгоритме стохастической 
аппроксимации с использованием соседних вариантов 
для выбора оптимальных управляющих воздействий 
рекуррентная формула разработанного алгоритма 
имеет вид [16] 
( ){ }11 1 2 3π γ ,nNn n np p P P Pε ++ = − + +   (3) 






=    (4) 




e x p d −−
− ∆
=     (5) 




e x p d ++
− ∆
=   (6) 
где d – абсолютное значение наибольшей величины 
разности между соседними элементами выбранного 
доминирующего варианта, вероятность выбора кото-
рого хранится в элементе вектора вероятности. Эти 
элементы получают некоторое, численно равное d, 
преимущество перед остальными, которое и обеспе-
чивает использование соседних вариантов (соседние 
элементы вектора вероятности получают условно бо-
лее высокий ранг, при этом происходит разбиение 
множества совокупности элементов вектора на два – 
соседние и несоседние). Естественно, что когда вы-
бранный элемент является первым или последним в 
векторе, то сосед у него всего лишь один. 
Формулы (3-6) положены в основу 
разработанного алгоритма, который предлагается 
называть 12VRS. Рис. 4 иллюстрирует разницу 
результатов применения разработанного алгоритма 
12VRS по сравнению с алгоритмом Назина-Позняка 
при выборе варианта №3 при N=5. Горизонтальными 
пунктирными линиями в пропорциональном 
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Рис. 4. Изменение вектора выбора вариантов: 
а – проекционный алгоритм Назина-Позняка; 
б – алгоритм 12VRS 
 
Предлагаемый алгоритм выбора доминирующего 
варианта функционирует следующим образом [17]. 
Вначале выполняются прогоны с фиксированным 
вариантом, номер варианта постоянен и равен номеру 
прогона. Затем выбирается вариант, для которого 
имеется наименьшее значение среднего от средних 
величин текущих потерь. Если таких вариантов 
несколько, используется вариант с наименьшим 
порядковым номером. Для последующего построения 
рекуррентной последовательности управляющих 
воздействий применяется алгоритм Назина-Позняка 
[9], основанный на использовании выражения 





n n n nT
n n
p p e x
e x pε ++
 − ∆ = − 
  
 (7) 
где ∆  – параметр, влияющий на величину разницы 
между средним значением текущих потерь и их 
максимальным значением. В отличие от 
традиционного использования алгоритма Назина-
Позняка, в разработанном алгоритме начальными 
значениями компонентов вектора вероятностей 
выбора вариантов становятся 

1 1 1 1 1, , , , , , ,
Ndomv




где Ndomv – номер доминирующего варианта, k=5 – 
масштабный множитель, выбранный исходя из обще-
системных соображений. Перед первым использова-
нием элементы вектора корректируются оператором 
проектирования для обеспечения условия (3). Вычис-
лительные эксперименты для оценки эффективности 
рассмотрены в следующем разделе. 
6. Сравнительная оценка алгоритмов 
стохастической аппроксимации по критерию 
минимума текущих средних потерь 
Управление вычислительной мощностью РС, 
перекоммутация каналов, действия по настройке и 
управлению отдельными узлами и всей сети в целом 
может быть выполнено только в директивном 
порядке. Это обусловлено тем, что только ЛПР 
(системный администратор или инженер-
системотехник) в полной мере может учесть 
качественные и количественные изменения 
вычислительных ресурсов РС. Выполняемая ЛПР 
корректировка должна быть достижимой и отвечать 
реальной ситуации, что сложно реализовать с 
использованием программно-аппаратных комплексов. 
Требуется использование всех возможностей ЛПР, 
включая интуитивные. В процессе управления РС 
необходим учёт влияния не только входных 
воздействий и случайных факторов, но и 
принимаемых ЛПР решений. На рис. 5 представлена 
схема предлагаемой системы управления 
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1I  – полезные заявки; 2I  – заявки от В-событий; 1O  – 
отработанные заявки; S – вычислительная среда; n – номер 
шага 
Рис. 5. Схема системы управления распределённой 
вычислительной средой 
Для оценки эффективности разработанных 
алгоритмов предлагается рассмотреть следующие 
альтернативы с числом N=5: для 1,i N=  Ai = «штраф, 
зависящий от ω , носит характер равномерного 
распределения на отрезке [0, i]». Выбор варианта 
производится из альтернатив Ai. Программно-
реализованные альтернативы получили траектории, 
изображённые на рис. 6-8. 
 
 
Рис. 6. График величины текущих средних потерь для 
алгоритма Назина-Позняка 
Управление распределёнными вычислительными средами …  Ткаченко К.С. 









Рис. 8. График величины текущих средних потерь для 
доминирующего алгоритма 
 
Анализ представленных графиков позволяет сде-
лать следующие выводы: 
• алгоритм Назина-Позняка является достаточ-
но эффективным в силу своей простоты и скорости 
вычислений; 
• алгоритм 12VRS обеспечивает более быструю 
сходимость, однако характеризуется большим сред-
ним значением потерь по сравнению с алгоритмом 
Назина-Позняка; 
• алгоритм доминирующего варианта чувстви-
телен к выбору начального приближения и, соответ-
ственно, к накоплению потерь на начальной стадии, 
поэтому неэффективен для решения рассматриваемой 
задачи. 
Номера выбираемых вариантов в вычислитель-
ных экспериментах с каждым из рассматриваемых ал-
горитмов, а также точные значения средних потерь, 
представлены в табл. 1. 
Заключение 
В данной работе предложен подход для управле-
ния распределёнными вычислительными средами, ос-
нованный на использовании алгоритмов стохастиче-
ской аппроксимации. Предложены два новых алго-
ритма, первый их которых отличается от известных 
использованием соседних вариантов, а второй пред-
полагает выбор доминирующего варианта. В резуль-
тате вычислительного эксперимента выполнен анализ 
средних потерь данных алгоритмов в сравнении со 
средними потерями известного алгоритма Низина-
Позняка. Выявлены достоинства и недостатки каждо-
го из трёх рассматриваемых алгоритмов. Показано, 
что с использованием программного средства под-
держки принятия решений возможно производить 
широкий диапазон вычислительных экспериментов 
для уменьшения предельных значений средних теку-
щих потерь алгоритмов стохастической аппроксима-
ции. 
Таблица 1 
















1 0 0.000000 3 1.453870 2 1.000000 
2 0 0.000000 1 1.152567 3 2.500000 
3 0 0.000000 2 1.092876 2 2.000000 
4 2 0.237124 4 1.106987 0 2.000000 
5 0 0.189699 3 1.424044 4 2.600000 
6 0 0.158082 1 1.207905 1 2.666667 
7 0 0.135499 0 1.035347 4 3.000000 
8 0 0.118562 1 0.981754 0 2.875000 
9 0 0.105388 1 0.961612 1 2.888889 
10 0 0.094849 1 0.943970 3 3.000000 
11 0 0.086227 1 0.945109 1 3.000000 
12 0 0.079041 1 0.900717 1 3.000000 
13 0 0.072961 0 0.831431 2 2.846154 
14 0 0.067750 1 0.804531 0 2.785714 
15 0 0.063233 1 0.804700 2 2.666667 
16 0 0.059281 1 0.764601 2 2.562500 
17 0 0.055794 1 0.777602 3 2.647059 
18 0 0.052694 1 0.740872 3 2.722222 
19 1 0.096794 1 0.733235 3 2.789474 
20 0 0.091955 3 0.831205 3 2.850000 
21 0 0.087576 1 0.816869 4 2.952381 
22 0 0.083595 1 0.821743 1 2.954545 
23 0 0.079961 1 0.822667 0 2.913043 
24 0 0.076629 4 0.870121 0 2.875000 
25 0 0.073564 1 0.856247 2 2.800000 
26 0 0.070734 1 0.833221 3 2.846154 
27 0 0.068115 1 0.806147 4 2.925926 
28 0 0.065682 0 0.777356 4 3.000000 
29 0 0.063417 1 0.781703 0 2.965517 
30 0 0.061303 1 0.758516 2 2.900000 
31 0 0.059326 1 0.764492 4 2.967742 
32 0 0.057472 3 0.807864 1 2.968750 
33 0 0.055730 1 0.809160 2 2.909091 
34 4 0.087317 1 0.814041 3 2.941176 
35 0 0.084822 1 0.809991 2 2.885714 
36 0 0.082466 4 0.806190 2 2.833333 
37 0 0.080237 2 0.791349 3 2.864865 
38 0 0.078125 1 0.778909 4 2.921053 
39 0 0.076122 1 0.776197 1 2.923077 
40 0 0.074219 4 0.835132 0 2.900000 
41 0 0.072409 0 0.814763 2 2.853659 
42 0 0.070685 1 0.810341 4 2.904762 
43 0 0.069041 1 0.803871 0 2.883721 
44 0 0.067472 1 0.789842 2 2.840909 
45 0 0.065972 1 0.784159 3 2.866667 
46 0 0.064538 1 0.788115 1 2.869565 
47 4 0.118359 1 0.778218 0 2.851064 
48 0 0.115894 1 0.772666 2 2.812500 
49 0 0.113528 1 0.760560 3 2.836735 
50 0 0.111258 0 0.745349 1 2.840000 
 
Применение представленных в статье алгоритмов 
в составе интеллектуальных транспортных систем 
позволит уменьшить потери информации, повысить 
надёжность и безопасность инфраструктуры компью-
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Abstract 
The approach to manage computing environments, which involves the 
application of projection and non-projection stochastic approximation al-
gorithms is proposed. Authors provide the description of the developed 
algorithms for implementation of one step of optimization with a recursive 
sequence. The first developed algorithm differs from the existing algo-
rithms in application of the neighboring options, when the second algo-
rithm differs in the dominating variant. The presented algorithms have 
been implementing in the framework of decision support software pack-
age. The results of the numerical experiments with software package 
showed that the application of the developed algorithm allows achieving 
the reduction of boundary values of the average current information loss. 
 
 
Keywords: projection algorithms, non-projection algorithms, stochastic approx-
imation, distributed computing environment, Nazin-Poznyak algorithm. 
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