ABSTRACT Radar imaging is a competitive option for smart city applications over optical approaches, as it raises no privacy concerns. The inherent difficulty of interpreting radar signals can be overcome using deep learning techniques to leverage the capabilities of monitoring sensors with a minimum of human intervention. In this paper, we use a modified convolutional neural network (CNN) for classifying radar images in order to detect vacant parking spaces with a 77-GHz imaging radar. Although training CNNs for radar-image classification is challenging due to poor generalization performance caused by the lack of labeled training data, the modified architecture takes into account the properties of the radar image in order to introduce prior information into the model and improve performance. A MIMO-FMCW radar is utilized to render a slant-range image of a parking scenario, and the image patches corresponding to each parking location are classified independently in the CNN. Since the radiation pattern of a MIMO array varies as a function of the scanning angle, the corresponding spatial coordinate of each patch is included as an additional feature in the upper layers of the network. This allows the model to combine local features from each patch with global scenario information in order to learn robust features that generalize properly to new scenarios. Several models are trained end to end with data from four different parking scenarios and evaluated in a 4-fold cross-validation scheme, and performance is improved when spatial prior information is included.
I. INTRODUCTION
The urban population worldwide is expected to grow over the coming decades at the expense of depopulation in rural areas [1] . The concentration of population around growing urban areas is expected to lead to increased congestion, which translates into a demand for mobility solutions that guarantee sustainable urban development based on safety, efficiency and environmental motivations.
Parking monitoring is one of the major building blocks of such a solution, in which a network of sensors gathers information -to provide a real-time map of public space usagein order to efficiently reroute traffic and reduce congestion.
From the point of view of the physical sensors for parkingspace detection, the problem has been addressed in the past by means of various types of technologies, like ultrasonic and infrared sensors (normally restricted to indoor parking lots due to their sensitivity to weather conditions) and video-based systems [2] .
While optical systems have been widely studied because of the reduced cost of video technology and high resolution capability, their deployment is rather restricted due to privacy concerns, as they can contravene local regulations.
Radar technology is a viable option here, not only because of its reliability under unfavorable light or environmental conditions, but also for its capability to detect and/or track objects and persons while protecting privacy and personal data. With the evolution of industry standard packages and higher monolithic integration, critical features of mm-wave circuits, such as cost, size and power consumption, have been consistently reduced in recent years, leading to highly integrated and mature radar components.
In the context of smart cities, radar sensors are becoming more competitive than other technologies, not only in terms of cost, but also for the added value of including multiple features, like parking detection, measuring traffic load and velocity, detecting pedestrians and cyclists, etc. The concept of a radar-based parking monitoring system consists of a network of radar sensors, deployed in urban elements, like lampposts or buildings, that monitor different coverage areas of a parking scenario. The data are transmitted to a remote back-end, where they are processed and presented to the end-user in the form of an occupancy map of the parking scenario (Fig. 1) .
The images rendered by the radar sensor rely on the angular resolution achieved by a large virtual aperture based on the multiple-input multiple-output (MIMO) radar concept and the range resolution, obtained with a broadband frequency modulated continuous wave (FMCW) [5] .
In this application, the key challenge lies in analyzing such images in order to detect and classify vacant parking spaces. This is done by designing machine learning models that are capable of learning general features from the radar images that apply to a wide variety of scenarios.
While classical machine learning approaches rely on highly specific domain knowledge to manually design and extract features, deep learning techniques are particularly suited in the context of classification of radar signals because of the ability of automatically learning features from data that, in some cases, a human might find difficult to interpret (as opposed to natural images, for example), and where manual feature engineering requires plenty of expertise and training [6] .
However, in order to extract general and robust features, deep learning algorithms require a large amount of labeled training data. This is a formidable constraint in this application when deploying the system at scale, due to the effort needed to acquire labeled data. While a very robust model can be trained for a particular location, the challenge is to create scalable models -trained with a data set from a few controlled scenarios -that can be deployed in new potential locations, without scenario-specific training data. The effort is focused therefore on generating such universal models with the aim of reducing the recurring costs of training specific models for each location.
In the present work, we use a modified convolutional neural network (CNN) on a patch level to evaluate the parking occupancy state. This architecture considers the MIMO radarimage properties by including spatial context to extract robust features with improved performance. This paper is structured as follows: a quick overview of CNN applications in radar and their limitations is provided in Section II. The parking scenario and the radar sensor are described in Section III, and Section IV presents the modified CNN architecture with spatial priors. Experimental results obtained with a pilot installation deployed in multiple scenarios are discussed in Section V.
II. OVERVIEW OF CNNs IN RADAR SIGNAL PROCESSING
Deep learning techniques have undoubtedly been playing a major role in multiple applications within the field of machine learning in recent years. One of the key characteristics of these techniques is their ability to learn features from the data with limited or no human intervention, as opposed to other machine learning techniques [6] .
Accompanying this trend is a paradigm shift from modeldriven to data-driven approaches, where highly complex features can be learned automatically, provided enough data are available.
Convolutional neural networks (CNNs) are architectures based on this idea. They are widely used in image recognition systems to interpret complex representations from large sets of training data, through a combination of hierarchical features of growing complexity representing several levels of abstraction [7] . Although these concepts were proposed many years ago, the availability of large sets of data coupled with greater computing power in recent years has made them the model of choice not only in vision tasks but also in other fields, such as natural language processing [8] , drug discovery [9] , and many more.
CNNs have also been applied recently in the radar field for automatic target recognition in synthetic aperture radar [10] , spectrum sensing [11] and micro-Doppler (mD) signature classification for applications like human activities [12] , or hand gesture recognition [13] .
The need for a large set of labeled data is an important constraint on the classification of radar signals by means of data-driven models. A large training set is needed to learn meaningful features that can be generalized properly to new test data. While several standardized datasets with up to millions of labeled data are available for classifying natural images, application-specific data for radar image classification is quite restricted. As a consequence, network parameters are prone to overfitting to the training set, thus making the learnt features hardly generalizable to new test data.
To minimize this limitation, unsupervised pre-training in the context of classification of human gait from mD signatures is proposed in [14] . Specifically, convolutional autoencoders are employed, using a small dataset to initialize the parameters of the network and provide regularization. In a similar application, Park et al. [15] , use transfer learning by pre-training a model with a large database of natural images and fine-tuning the parameters with a reduced data set of mD images. While transfer learning yields better results than training the network from scratch, its performance is still limited when the source and target domains are different (e.g., natural images vs radar images).
In [16] , a transfer learning approach is proposed by pretraining the model with a relatively large data set of radar images obtained in a parking scenario, and fine-tuning the model with a reduced data set of scenario-specific labeled images.
Considering the application of parking space detection by classifying radar images, the necessity for such a large amount of labeled training data, limits the scalability and therefore the viability of the solution. On the one hand, because the cost of labeled data in this context is expensive in terms of time and labor, and on the other, because labeling data from real scenarios requires optical sensors. These sensors might be difficult to deploy in certain countries, as they may not comply with local privacy regulations.
Given the limitations of purely data-driven approaches when the size of the available dataset is reduced, recent developments in the field of deep learning show that a considerable improvement can be achieved in the performance of a CNN for a particular purpose by incorporating application-specific domain knowledge into the model to compensate for the limitations on the training data [17] - [19] . The idea is to leverage the domain knowledge to improve models by introducing strong priors into the network. This reduces the search space in the optimization process and enhances the performance for the application at hand with limited data.
A typical CNN architecture is composed of several layers that combine convolutional filters and non-linear activation functions to extract local features from the input, normally followed by pooling layers to reduce the dimensionality of the feature maps. When multiple layers are stacked, more complex patterns can be formed by combining features detected in previous layers. Typically, in classification tasks, the upper layers take the form of fully connected (FC) layers that learn non-linear combinations of the high-level features extracted in the previous layers.
To prevent the model from overfitting (i.e., learning particular features of the training set that do not generalize properly to new test data), CNNs often include mechanisms to improve generalization. For example, a regularization term is normally added to the cost function to penalize large weight values, and dropout layers can be included to randomly omit part of the learned connections, thus forcing the network to learn general robust features [20] .
While these generic mechanisms are very effective in terms of generalization, the approach can be improved further by modifying the network to include domain-specific knowledge to extract robust features and enhance the model, as will be discussed in Section IV.
III. MIMO-FMCW RADAR FOR PARKING MONITORING A. PARKING SCENARIO AND RADAR SETUP
The installation for parking monitoring incorporates a 77 GHz radar sensor with a downfire orientation, and a WiFi access point to transfer the data to the remote back-end. For the development and test phases, an IP webcam is installed to obtain optical images of the parking scenario and establish the ground-truth data in terms of the occupancy of each parking spot. A schematic representation of a parking scenario is depicted in Fig. 1 along with an image of the sensor installed in a pilot installation with the camera. The sensor is placed perpendicular to the row of cars at a distance d, a height h, and with pitch angle α in the elevation plane.
The parking radar sensor was designed and manufactured by Siemens RF Systems labs. An FMCW waveform at 77 GHz is used with a bandwidth of 900 MHz and a time division multiplexing with a sweep duration of 384 µs. A virtual uniform linear array (ULA) of total aperture 39λ/2 is formed by a partially sparse 10-element transceiver array.
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The layout yields a virtual ULA with 39 non-redundant channels with a separation of λ/2 and 61 redundant channels. The elements present a wide radiation pattern in azimuth but narrow in elevation to form a range-azimuth slice.
B. SIGNAL PREPROCESSING
The raw data is processed to form a slant-range image of the parking scenario. We apply a range-FFT on every virtual channel after zero-padding with 4096 points and a Chebyshev window. A digital beamformer scans the azimuth span from −60 • to 60 • in 1024 steps. A rectangular tapering function is applied to the non-redundant virtual channels, while the redundant channels are weighted with a value of 0.25 to maintain a balance between directivity and sidelobe level.
The resulting image is transformed to Cartesian coordinates, resampled and interpolated to obtain a uniform rectangular grid.
When the sensor is being installed, the ground-truth coordinates are mapped to the radar image using a corner reflector at each parking location within the area of coverage (normal parking and traffic continues undisrupted during this procedure). This allows us to locate the area patches that correspond to each parking space and their respective coordinates. Each patch is then individually evaluated in the CNN to determine its occupancy state.
IV. MODIFIED ARCHITECTURE WITH SPATIAL PRIORS FOR CLASSIFYING SLANT-RANGE RADAR IMAGES
A canonical CNN architecture for image classification assumes that the input-data generation process is homogeneous in the 2-D space, and that the properties of the image to be classified remain constant regardless of the relative position of the region of interest within the frame. This assumption holds in general for natural images, except for minor rotations and scale variations, which the CNN can partially account for due to the property of equivariance to some transformations.
However, the generative process of a range-azimuth radar image is different. As is well known, a linear array exhibits different imaging characteristics as a function of the scanning angle. This is due to the reduction in the effective aperture when the array is scanned off boresight [21] . As a consequence, the pattern beamwidth broadens in large scanning angles, thus receiving less backscattered power from a scatterer in that location than in the near-boresight region. In addition, due to non-idealities of the array that cannot be fully compensated for after calibration, the relative positions of the side-lobes and their amplitudes vary depending on the steering angle. Fig. 2 illustrates this phenomenon scanned with the parking radar sensor, showing the relative power received by a corner reflector from different angles. Table 1 provides quantitative data of the half-power beamwidth (HPBW), relative received power w.r.t to boresight and sidelobe level.
In the context of radar imaging classification, this phenomenon impacts the performance of the classifier when evaluating image patches from different regions of the scenario. Because of the broadening of the mainlobe, the 2-D distribution of the power reflected by a point scatter at off-boresight angles is more dispersed than in the nearboresight region. Hence, the geometric patterns and features learned by the CNN may vary as a function of the azimuth angle. In addition, in terms of absolute backscattered power, for example, an empty parking space at x = 0 m normally displays similar absolute backscattered power as an occupied space at x = 7 m.
While different models can be trained for each scenario location to deal with this phenomenon, the complexity of such a solution is considerable and requires a very large data set to enable the different models to account for the variability in diverse scenarios and hence to prevent overfitting.
Instead, we consider this phenomenon when designing the CNN architecture to generate a unified model by combining local features that appear in a given patch image and global information with the position of the patch within the image [19] . For this purpose, the position of the region of interest is introduced as an additional feature in the last layers of the network, so that the model can make informed decisions, considering not only the features extracted in the convolutional layers, but also the relative position of the patch to be classified within the scenario.
The image patch is fed to the network input layer and the x coordinate of the patch centroid is injected as an additional node at the input to the FC layers. Since different sensor setups can yield different absolute values of the spatial coordinates (e.g., due to the different relative position of the sensor w.r.t. the row of cars), the patch coordinates are normalized to the maximum value of the lateral coverage (typically 10 m) to achieve regularization.
The network architecture is visualized in Fig. 3 . The input patches are resized to a size of 40 × 40 pixels. The hyperparameters of the network layers are determined after a heuristic search with the requirement of maximizing performance with minimum computing power, to allow for real time performance. The selected architecture displays a relatively shallow structure using four convolution layers with 16, 16, 32 and 64 features each, and 3 × 3 kernels, except for the last convolution layer with a size of 5 × 5 pixels. A max pooling layer of size 2 is introduced after the convolutional filters and a rectified linear unit (ReLu) as activation function. Two concatenation blocks are depicted immediately before the FC layers to combine the feature vector x, extracted from the previous layers, and the value of the coordinate C x , such that
When classifying a single image in a feedforward pass through the network, the probability that the patch belongs to the k-th class (K = {1,2}) is calculated using the softmax function at the output layer:
where W = [w 1 , w 2 ] are the parameters learned in the FC layer to weight the activations from the previous neurons and
withw the augmented weights vector containing the parameters w and the respective weights for the spatial coordinate w Ci .
The cost function to optimize during training is the binary cross-entropy loss with L2 regularization to prevent overfitting:
where M is the number of samples, n represents the number of nodes in the last layer, ξ = 0.0005 is the regularization parameter and (y m == k) is 1 when the label of the m-th training sample belongs to the class k and 0 otherwise.
To further compensate for the data set size, we introduce data augmentation to improve generalization. This consists of introducing transformations to the input images to artificially enlarge the size of the training set. In order for the transformed images to have the same properties as the real test data from new scenarios, the generative process for the radar images must be taken into account. Since the antenna array presents a symmetry axis in the yaw direction, the point spread function in the range-azimuth plane is symmetric in the azimuth dimension (but not in the range dimension). We enforce symmetry invariance on the classifier by flipping a random number of images w.r.t. their vertical axes during training. In addition, the sign of the coordinate C x of the respective image is changed to make the transformation consistent. While the number of images is constant, the training set is virtually enlarged by performing this transformation on a random subset of 50% of each batch and letting the model train for a larger number of epochs. This ensures that enough variations are observed so that the classifier can learn robust symmetric invariant features.
V. EXPERIMENTS AND RESULTS
The CNNs are tested and validated with a set of radar images acquired during a two-month experimental campaign. The pilot installation described in Section II is deployed at 4 different scenarios with different sensor setups to account for the potential variability between scenarios. The parameters for each setup are shown in Table 2 . For each scenario, four tests were run on different days and at different times of day. Between 90 and 120 min were recorded each day at 6 frames per minute. Each scenario contains roughly 16000 images; these were manually labeled according to the scenario occupancy state.
In order to systematically test the generalization capability of the model, the results are validated using a 4-fold crossvalidation scheme. It is important to note that randomly dividing the full dataset into training and test sets would yield biased results, since the test set would very likely contain images from the training scenario. To ensure an independent and thorough validation, the set is divided such that the model is trained with data from a group of three scenarios, and evaluated on the remaining fourth scenario ( Table 3) This guarantees that the test scenario is independent of the scenarios used for training the model. This is done for the four set combinations, and the final accuracy is the average of the results from each fold. Fig. 4 depicts the four scenarios and the corresponding radar images after each patch has been classified.
A. PERFORMANCE EVALUATION OF A CLASSIFIER WITH HANDCRAFTED FEATURES
As a baseline to compare the results, the classification performance is first evaluated using a support vector machine (SVM) with handcrafted features. In SVMs the input data are represented in an p-dimensional space of p handcrafted predefined features. Here, the model tries to learn the optimum hyperplane that separates the classes with the maximum margin [22] . If the data are not linearly separable, a non-linear mapping is used to transform the input data into a higher dimensional space where the data can be linearly separated.
We use histograms of oriented gradients (HOG) [23] as feature descriptors for the input data, as well as the mean (µ) and standard deviation (σ ) of the backscattered power in each image, and the spatial coordinates (C) of each patch. A Gaussian Radial Basis Function kernel is used with a scaling factor of 1. Table 4 shows the classification accuracy on each fold and the average result for several combinations of features.
The classifier trained with HOG descriptors, the standard deviation of the power and the coordinates as features delivers the best classification accuracy in the experiments. Good classification accuracy is also obtained in some scenarios by including the mean backscattered power as a feature. The results, nonetheless, suggest that the model's generalization capability with this feature is poor. This is due to the fact that the performance in some scenarios is particularly weak, because of the variability of such magnitude for different radar sensor configurations.
The average classification accuracy is improved by introducing spatial coordinates for the patches, as the model includes local features (HOG / σ ) and additional information from the context of each patch within the image. In the next section we investigate whether a similar improvement is achieved using a modified CNN architecture with automatic feature learning and spatial information.
B. PERFORMANCE EVALUATION OF THE CNN WITH SPATIAL PRIORS
In the proposed architecture, the convolutional layers of the CNN extract local features from the images, while the coordinates contain global information. Since these two sources of information are combined in the FC layers, several versions of the architecture with variations in the FC layers are tested in order to evaluate the effect of introducing spatial coordinates. Two main variations are evaluated using 1 and 2 FC layers, which in turn are tested when introducing spatial priors. Table 5 summarizes the main features of the tested networks.
The networks are trained using backpropagation to compute the gradient of the cost function w.r.t the network parameters, and mini-batch stochastic gradient descent with a learning rate of 0.001 and a batch size of 32. The training time for each network is roughly 6 hours. It is worth mentioning at this point that, despite the considerable computing resources and time required for training the network, evaluating the classification scores for a single image requires a single forward pass through the network and can easily be performed in real time. Table 6 shows the classification accuracy of the tested networks. The best scores are obtained on network B (2 FC layers) with spatial priors. This configuration yields an average improvement of at least 1.4% over the rest of the tested networks. This improvement is consistent in all scenarios.
From the point of view of model complexity, the architectures with 2 FC layers (NET B) deliver higher classification accuracies than those with a single FC layer (NET A). This is because the additional complexity enhances the capability to learn more complex non-linear combinations of the features obtained in the convolutional layers. However, an arbitrary increase in the complexity of the model entails a higher probability of overfitting. By introducing spatial priors, the model is forced to learn robust features considering both local and global information, thus achieving better performance when evaluated in unseen scenarios. The generalization capability of the network with spatial priors is clearly evident in Fig. 5 , which shows the convergence of the cost function on the test and training sets of network B, with and without spatial priors. The error curves on the test set show in both cases a typical pattern consistent with the phenomenon of overfitting, making the test error rise from around epoch 70. At this stage, the model starts learning specific patterns in the training set that do not generalize properly to the examples in the test set. However, when the network is trained with spatial information, the test error curve evolves closer to the training curve. This improved performance is due to the fact that the model, when incorporating global context, is capable of learning more general and robust features that apply not only to the training set but also to new test scenarios.
VI. CONCLUSION
A modified CNN with spatial priors is presented for classifying radar images on a patch level using a MIMO-FMCW radar for detecting empty parking spaces. The properties of the radar images are considered in the network design, which includes the spatial coordinates of the patches to account for the loss of array directivity when scanning off-boresight. This allows the model to learn robust features that combine local and global information. A systematic validation analysis on four scenarios shows that the spatial information yields better generalization performance. The hypothesis is first tested with an SVM classifier with handcrafted features, and then with the modified CNN architecture.
The results show that the modified CNN can be trained with data from a few controlled training scenarios and that it operates with very high classification accuracy when deployed in a new location, without the need for scenariospecific training data.
