We describe an iterative detection and decoding scheme for the uplink in a convolutionally coded direct sequence code division multiple access (DS-CDMA) system. We consider maximum-a-posteriori (MAP) decoding and reduce the complexity through an iterative interjerence cancelation scheme combined with a suboptimal channel decoding algorithm. The MAP priors are updated at every iteration step. We investigate the pcrjormance of this low complexity scheme and observe that it is close to optimal.
Introduction
The uplink in a cellular system consists of multiple transmitters communicating with a common receiver. Direct sequence code division multiple access (DS-CDMA) is an attractive channel accessing scheme in which each user's information bearing signal is modulated on a distinct spreading code. However, due to the inherent asynchronous nature of the system, the signature waveforms cannot be designed to be orthogonal for all possible delays. This causes CDMA systems to be interference limited. In order to mitigate this problem a number of multiuser detection schemes have been proposed (See 171 for an excellent review).
Apart from the multiple access interference (MAI), the second source of error at the receiver is the thermal noise. The use of convolutional codes in conjunction with the DS-CDMA system have been shown (1. 5, 81) to provide sufficient protection against errors. The optimal decoding rule for an asynchronous multiuser CDMA system employing convolutional codes consists of combining the trellises of all the users. However, this requires exponential complexity in the number of users, and the feasibility of implementing the joint decoding algorithm is severely limited.
Traditional way of reducing the complexity of the multiuser decoding problem is to first detect the signals of different users using a multiuser detector, and then decode these signals by single user channel decoders. Recently there have been efforts to design the detector and decoder jointly in a low complexity manner and get performance closer to optimal [2,6, 11. In this study, we describe a joint detection and decoding scheme based on the maximuma-posteriori (MAP) criterion. Reduction in complexity is achieved through iterative interference cancelation and suboptimal channel decoding. The update of priors at every stage of the iteration ensures that loss in performance is not substantial.
In the next section we describe the system model and the basic iterative detection and decoding scheme. In Section 3, we introduce a suboptimal channel decoding algorithm and investigate the performance in conjunction with the iterative detection and decoding scheme.
Iterative detection and decoding
We investigate a baseband DS-CDMA system where the signals of K active users, each possibly with a different strength, arrive asynchronously at the receiver. The information bits of user k, denoted by bk, are encoded by a linear convolutional channel encoder. This coded bit sequence dk is then modulated by a distinct signature waveform s k (< S k , Sk >= 1) of length N , which assumes nonzero values over the symbol period [O,T] .
The amplitude of the received signal from user k is A k , and it accounts for the emitted signal power as well as channel attenuation. The signal of user k arrives with a delay T k at the receiver. Thus the cumulative received signal over the period of N coded bits is given by
where z ( t ) is the additive white Gaussian noise. The Further details about this model of the uplink can be found in [5] . If the received signal is passed through a bank of code matched filters, then the output of the filter bank can be expressed as an N K x 1 vector
where RN = S'S is the asynchronous code correlation matrix and rl is the additive noise vector. The output of the bank of code-matched filter provides a sufficient statistic for the estimation of the vector d . The optimal decoding rule which minimizes the probability of error at the receiver is the MAP decoding rule. Using MAP decoding, the estimate of the information bits of all users 6 can be found as 6 = argmaxlogp(b1r). Equivalently, the coded bit estimates are given by
where C denotes the collection of codebooks of all the users.
This optimum decoding rule requires joint search through the codebooks of all the users and results in exponential computational complexity in the number of users [3] .
A simple suboptimal scheme consists of using Yk, the the output of the matched filter for user IC, as a statistic to estimate the bits of that user through a single user decoder. However this statistic is corrupted by the interference from other users. In order to improve performance of the single user decoder, we must provide it with an interference-free statistic. One way of reducing the interference is to use an iterative interference cancelation scheme [2] . It was shown in [ 11 that combining the iterative interference cancelation with prior updates improves the performance. We next describe this scheme briefly.
We define c as the user of concern and the set I as the set of interfecng users. The coded bit estimates of the interfering users dr are used to eliminate interference from the received signal r. The resulting signal yc is given by
The signal 9, is then used to estimate the data transmitted by user c using the MAP decoding rule. Hence, the estimates of the coded bits of user c are given by 9, = ST(r -SrAr&).
where C, is the codebook of user c. The above maximization requires considering the likelihood p(fcldc) as well the prior p(d,). Iteration among users and update of priors at every iteration step ensures that reliable estimates for all users' bits can be obtained.
Our The Viterbi algorithm for a convolutional code of constraint length K and codeword length of N requires N22(n+1) operations for each user, indicating that the complexity becomes prohibitively large for large constraint lengths. In the next section, we describe a suboptimal channel decoding algorithm which has linear complexity in the constraint length of the convolutional code. We show that this channel decoding algorithm used in conjunction with the iterative detection and decoding perfroms close to single user bound.
Suboptimal channel decoding algorithm
In this section we focus on the single user case and describe a suboptimal channel decoding algorithm which picks out M codewords that have large probabilities, but not necessarily the largest, given the channel output. These M large probability codewords can then be used either to find a codeword estimate, or as the list required in the above iterative scheme.
Consider a binary linear code C of rate R and block length N . This may be a linear block code or a truncated convolutional code. Since the code has rate R, of the N coded bits at most N R of them can be chosen independently. For example in a rate 2/3 parity block code, any two coded bits exactly determine the third one.
We assume the coded bits d are transmitted through an additive white Gaussian noise channel using BPSK modulation. We denote the received vector as r. The optimum rule that gives minimum probability of decoding error is the
MAP rule explained in (3).
If we ignored the fact that the d, E C,, the MAP decoding rule with uniform prior on d, would result in the sign detector, which gives
Our sub-optimum decoding rule is based on using the sign detector for only N R independent bits of the N coded bits. The remaining N ( l -R) bits of d, can be obtained through the code structure of C,. The choice of these N R independent bits will be based on the the weight of the location i E { 1, . . . , N } denoted by zui which is equal to I T; I, the absolute value of the received vector at that location. Since large weight corresponds to lower probability of error in the sign detector, the estimates for these NR bits will be reliable. It can be shown that for a convolutional code the NR independent bits and from there the corresponding codeword, can be chosen in O(Nlc) steps where lc is the memory constraint length. Thus the complexity of the decoding algorithm becomes linear, rather than exponential, in the constraint length. In the next section we study the degradation in performance because of this approximation.
Simulation results
We first compare the performance of the suboptimal channel decoding algorithm with Viterbi algorithm for one user. The convolutional code has rate 1 / 2 and constraint length 3. We decode 100 information bits at a time. Our simulations have M = 2, that is we only have kept a codeword list of size 2 in the suboptimal algorithm. Our simulation results show there is very little performance loss in a single user case. We will observe that the difference becomes even less significant when we consider a multiuser system.
For the multiuser scenario, we have an asynchronous system with 4 users. The users are modulated by Gold-codes [4] of length 7. The interfering users have MA1 1-8 dB higher than the weakest user. We have used the suboptimal decoding in conjunction with the iterative detector and decoder of Section 2. After iteration l, the difference between the Viterbi algorithm and suboptimal channel decoding becomes insiginificant, thus we only show simulation results with the suboptimal decoder. We observe that the low complexity scheme manages to bridge the gap between matched filter decoding and single user bound. 
Conclusion
In this study, we have proposed a computationally efficient multi-user joint detection and decoding scheme for a DS-CDMA system employing convolutional channel coding. The conventional Viterbi decoder has exponential complexity in the constraint length, and this prohibits a strong convolutional coding scheme from being implemented for real time applications. We have proposed a suboptimal decoding algorithm that has linear complexity in the constraint length. Through simulation, we have showed that the performance degradation in a single-user system is minimal. In a multi-user environmnet the suboptimal channel decoding used together with an iterative detector and decoder gives performance close to single user bound.
