Abstract. We extend results on finite dimensional nilpotent Lie algebras to Leibniz algebras and counterexamples to others are found. One generator algebras are used in these examples and are investigated further.
Introduction
Results on nilpotent Lie algebras have been extended to Leibniz algebras by various authors. Among them are Engel's Theorem ( [2] , [6] , [8] , [13] ), the nilpotency of algebras which admit a prime period automorphism without non-zero fixed points [8] , and the equivalence of (a) nilpotency, (b) the normalizer condition, (c) the right normalizer condition, (d) that all maximal subalgebras are ideals, and (e) that all maximal subalgebras are right ideals (which follows from material in [5] ). We will consider extending other results of this type. In some cases, we have found such extensions. In other cases, the results do not extend, one generator algebras providing examples. Investigations of these one generator algebras occur in [3] and [12] . We add further results in this direction. We also consider Leibniz algebras whose center or right center are one dimensional and extend non-embedding results from Lie theory ( [9] , [14] ). There are results in [1] for when the left center is one dimensional. (In [13] the work is done for Leibniz algebras for which right multiplication is a derivation as opposed to, following Barnes, our algebra for which left multiplication is a derivation. Thus in [13] our left center would be right center, etc.) In this work we consider only finite dimensional Leibniz algebras.
Preliminaries
Let Φ(A) be the Frattini subalgebra of the Leibniz algebra A, which is the intersection of all maximal subalgebras of A. As in Lie theory, Φ(A) is an ideal when the algebra is of characteristic 0 [7] , but not generally, even if the algebra is solvable [7] , which is counter to the case for solvable Lie algebras.
We will consider left Leibniz algebras, following Barnes [5] . Hence a Leibniz algebra is an algebra that satisfies the identity x(yz) = (xy)z + y(xz). We consider only finite dimensional algebras over a field. Let A be a Leibniz algebra. The center of A will be denoted by Z(A) and R(A) will be the right center, {a ∈ A : Aa = 0}. We let A 2 = AA and define the lower central series by A j+1 = AA j . It is known that A j is the space of all linear combination of products of j elements no matter how associated. Thus it is often sufficient to consider only left-normed products of elements. A is nilpotent of class t if A t+1 = 0 but A t = 0. When A has class t, then A t ⊂ Z(A).
Extending Lie Nilpotency Properties
The first three results are direct generalizations of Lie algebra results; the proofs are similar to the Lie case, thus we omit them. The next two examples demonstrate results of Lie algebras that do not extend to Leibniz algebras. The remainder of the section is devoted to modifying the definition used in the last example in order that we can obtain an extension to Leibniz algebras, yet when restricted to Lie algebras, it is the original one.
The first two results extend Lie algebra results from [10] . .
We say that a Leibniz algebra A satisfies condition k if the only subalgebra K of A with the property K + A 2 is K = A. The proof of the next result is the same as in the Lie algebra case [11] , and follows from the result of [5] mentioned in the introduction. Let S be a subset of the Lie algebra A. The normal closure, S A , of S is the smallest ideal of A that contains S. A Lie algebra, A, is nilpotent if and only if there is exactly one non-zero nilpotent subalgebra whose normal closure is A [11] (there is a requirement that the dimension of A is large compared to the cardinality of the field). This result fails for Leibniz algebras.
Example 3.4. Let A be a Leibniz algebra with basis {a, a 2 }, and aa 2 = a 2 . H = span{a−a 2 } is a nilpotent subalgebra and, since Ha is not contained in H, H A = A. H is unique with respect to this property. For any proper subalgebra is of the form J = span{a + αa 2 }, and J is a subalgebra if and only if α = −1. Therefore although A is not nilpotent, the nilpotent subalgebra whose normal closure is A is unique.
A Lie algebra is an S * algebra if each non-abelian subalgebra H has dim(H/H 2 ) ≥ 2. A Lie algebra is an S * algebra if and only if it is nilpotent [10] . This result does not extend directly to Leibniz algebras.
Example 3.5. Let A be a Leibniz algebra with basis {a, a 2 }, and aa
We can alter the definition of an S * algebra to obtain a property equivalent to nilpotency which restricts to the original definition in the Lie algebra case. Define a Leibniz algebra to be an S * algebra if every proper non-abelian subalgebra H has either dim(H/H 2 ) ≥ 2 or H is nilpotent and generated by one element.
Theorem 3.6. A Leibniz algebra is an S
* algebra if and only if it is nilpotent.
Lemma 3.7. Let A be a non-abelian nilpotent Leibniz algebra. Then either dim(A/A 2 ) ≥ 2 or A is generated by one element.
Lemma 3.8. If A is not nilpotent but all proper subalgebras of A are nilpotent, then dim(A/A 2 ) ≤ 1.
Proof. Suppose that dim(A/A
2 ) ≥ 2. Then there exist distinct maximal subalgebras, M and N which contain A 2 . Hence M and N are ideals and A = M + N is nilpotent, a contradiction.
Proof of Theorem 3.6. If A is nilpotent, then every subalgebra is nilpotent, so A is an S * algebra by Lemma 3.7. Conversely, suppose that there exists an S * algebra that is not nilpotent. Let A be one on smallest dimension. All proper subalgebras of A are S * algebras, hence are nilpotent. Thus dim(A/A 2 ) ≤ 1 by Lemma 3.8. Since A is an S * algebra, it is generated by one element and is nilpotent, a contradiction.
Cyclic Leibniz algebra
In the last section, we found that Leibniz algebras generated by one element provide counterexamples to the extension of several results from Lie to Leibniz algebras. It would seem to be of interest to find properties of these algebras. In this section we study them in their own right.
Let A be a cyclic Leibniz algebra generated by a and let L a denote left multiplication on A by a. Let {a, a 2 , . . . , a n } be a basis for A and aa n = α 1 a + · · · + α n a n . The Leibniz identity on a, a 2 , and a shows that α 1 = 0. Thus A 2 has basis {a 2 , . . . , a n }. Let T be the matrix for L a with respect to {a, a 2 , . . . , a n }. T is the companion matrix for p(
ns , where the p j are the distinct irreducible factors of p(x). We will continue using this notation throughout this section. We will show: Theorem 4.1. Let A be a cyclic Leibniz algebra generated by a, and notation as in the last paragraph. Then
is also the minimal polynomial for L a on A, and therefore each W j is of the form 0 ⊂ U j,1 ⊂ · · · ⊂ U j,n j = W j , where
Hence each U j,i except U 1,n 1 = W 1 is an ideal in A. W 1 is generally not a right ideal. Let M j = W 1 ⊕· · ·⊕U j,n j −1 ⊕· · ·⊕W s . Since dim(A/A 2 ) = 1, A 2 = U 1,n 1 −1 ⊕W 2 ⊕· · ·⊕W s , and M 1 is a maximal subalgebra of A. We show that M j , j ≥ 2, is a maximal subalgebra of A. Since a = b + c, where
If there is a polynomial h(x) properly between g(x) and p(x), then the space H annihilated by h(L a ) is properly between M and A, is invariant under left multiplications by a and by any element in A 2 , hence by any element in A so it is a subalgebra. Since the minimum polynomial and characteristic polynomial for L a on A are equal, the same is true of invariant subspaces. Hence dim(H) = deg(h(x)) and H is properly between M and A, a contradiction. Hence M is the space annihilated by g(x) = p(x)/p j (x) for some j and
As a special case we obtain Corollary 3 of [12] . Conversely let C be a Cartan subalgebra of A and c ∈ C. Then c = d + e, d ∈ A 0 and e ∈ A 1 . Since
, where we used that eA = 0 and d ∈ A 0 which is nilpotent. Since L c is non-singular on A 1 , e = 0 and c = d. Hence C ⊂ A 0 . Since C is a Cartan subalgebra and A 0 is nilpotent, C = A 0 and A 0 is the unique Cartan subalgebra of A. Using these same ideas, it can be shown that:
Corollary 4.5. The minimal ideals of A are precisely I j = {b ∈ A : p j (L a )(b) = 0} for j > 1 and, if n 1 > 1,
Non-embedding
Let A be a Leibniz algebra. Define the upper central series as usual; that is, let Z 1 (A) = {z ∈ A : zA = Az = 0} and inductively, Z j+1 (A) = {z ∈ A : Az and zA ⊂ Z j (A)}. If A is an ideal in a Leibniz algebra N, then the terms in the upper central series of A are ideals in N. Suppose that A is nilpotent of dimension greater than one and dim(Z 1 (A)) is 1. We will show that A cannot be any N i , i ≥ 2, for any nilpotent Leibniz algebra N. This is an extension of the Lie algebra result in [9] . Suppose to the contrary that A = N i , where N is nilpotent of class t, and let z be a basis for Z 1 (A). For n ∈ N, nz = α nz z and zn = α zn z. If one of these coefficients is not 0, then N is not nilpotent. Hence,
Our initial assumptions guarantee that N t−1 ⊂ A. Hence there exists a y ∈ N t−1 ⊂ A, y / ∈ Z 1 (A), such that yu = α yu z and uy = α uy z for all u ∈ N. Let w also be in N. Then y(uw) = (yu)w + u(yw) = α yu zw + uα yw z = 0. Similarly (uw)y = 0. Since A ⊂ N i , it follows that y is in the center of A. Since y and z are linearly independent, this is a contradiction. Hence, we have the following theorem. Proof. Suppose that B is an ideal in A that contradicts the theorem. Then (E(B, A) ). Let {z 1 , z 2 , . . . , z k } be a basis for R 2 (B) and {z k } be a basis for R 1 (B). Let Π be the restriction map from E(B, A) to E(R 2 (B), A).
is complemented by a subalgebra in E(R 2 (B), A). For i = 1, . . . , k, let e i (z j ) = δ ij z k for j = i, . . . , k, where δ ij is the Kronecker delta. Let S = span{e 1 , . . . , e k−1 }. We claim that S = E(R 2 (B), B). Since BR 2 (B) ⊂ R 1 (B), it follows that E(R 2 (B), B) ⊂ S. To show equality, we show dim(E (R 2 (B) , B)) = k − 1 = dim(S). For x ∈ B, L x induces a linear functional on R 2 (B); that is, E (R 2 (B), B) is contained in the dual of R 2 (B). Hence dim(E (R 2 (B) , B) = dim(R 2 (B)) − dim (R 2 (B) B ) where R 2 (B) B = {z ∈ R 2 (B) : L x (z) = 0 for all x ∈ B} = R 1 (B). Hence dim(E (R 2 (B) , B)) = k − 1 = dim(S), and S = E (R 2 (B), B) .
We now show that S is complemented in E(R 2 (B), A). Let M = {E ∈ E(R 2 (B), A) : E(z i ) = k−1 j=1 λ ij z j , λ ij ∈ F, i = 1, . . . , k − 1}. Clearly, M is a subspace of E(R 2 (B), A) and M ∩ S = 0. We claim that M + S = E(R 2 (B), A). Let E ∈ E(R 2 (B), A). Then E(z i ) = k−1 j=1 λ ij z j +λ ik z k for i = 1, . . . , k−1 and E(z k ) = λ k z k . Now E = (E− k−1 i=1 λ i,k e i )+ ( k−1 i=1 λ i,k e i ) ∈ M + S. Therefore, E(R 2 (B), A) = M + S. Suppose that M = 0. Then E(R 2 (B), A) = E(R 2 (B), B), which contradicts E(R 2 (B), B) ⊂ Φ (E (R 2 (B), A) ). Thus, M = 0. Hence, S is complemented in E (R 2 (B), A) , which contradicts S ⊂ Φ (E (R 2 (B), A) ). This contradiction establishes the result.
