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1. INTRODUCTION
LetA be an integral domain and let R = Ax1     xn, where x1     xn
are independent indeterminates.
An element of R which is unchanged by any permutation of the indeter-
minates is called a symmetric polynomial.
Let st = ∏ni=1t − xi =
∑n
j=0−1jsjtn − j. The functions
s1 = s1x1     xn s2 = s2x1     xn     sn = snx1     xn
are the elementary symmetric functions in x1     xn. It is well known
that any symmetric polynomial is a polynomial in the elementary symmetric
functions. Many algorithms are known which can be used to ﬁnd this poly-
nomial. The object of this note is to describe another method to do this.
Unlike most algorithms of this type it is not a recursive procedure.
E. Artin has proved the following generalization of the above-mentioned
result.
Theorem 1 [A, pp. 40–41]. Let the notation be as above and let S =
As1     sn. Then every element of R is an S-linear combination of the n!
elements
x
k1
1 x
k2
2 · · ·xknn  0 ≤ ki ≤ i− 1 ∗
Furthermore, such an expression is unique up to a rearrangement of terms.
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Actually Artin only proved this in the case where A is a ﬁeld, but more
or less the same argument applies in this more general case. The statement
concerning uniqueness follows directly from Artin’s result if A is replaced
by the ﬁeld of fractions of A, so we will only be concerned with the ﬁrst part
of the theorem.
The method applies to this more general situation and to a large extent
consists of adapting Artin’s proof, but it is ﬁrst necessary to ﬁnd explicit
expressions for the polynomials Fit deﬁned in Section 2.
In Sections 4–7 this result is used to construct invariant polynomials for
the Weyl groups W BnW DnW G2, and W F4.
2. THE POLYNOMIALS Fit
Let aj be a sequence of elements in S. Deﬁne the formal power series
p =
∞∑
j=0
−1jajyj
pt =
1
1− ty =
∞∑
j=0
tyj 
Then the coefﬁcient of yn in ppt is
tn − a1tn−1 + a2tn−2 + · · · + −1nan
Let
Fnt = f t =
n∏
i=1
t − xi =
n∑
i=0
−1iaiti
For each i < n deﬁne
Fit = Fi+1t/t − xi+1
= f tt − xi+1t − xi+2 · · · t − xn

Observe that Fixi = 0.
The polynomial Fit is monic of degree i and has coefﬁcients which are
polynomials in s1     sn and xi+1     xn. Recursive constructions of these
polynomials are well known; here is an explicit expression. Fit is the coef-
ﬁcient of yi in
pptpnpn−1    pi+1
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where
pk =
1
1− xky
=
∞∑
j=0
xkyj 
In computing the polynomials Fit it is clearly sufﬁcient to consider only
the ﬁrst n + 1 terms of all of the power series involved, i.e., the terms
involving 1 y     yn.
3. AN ALGORITHMIC PROOF OF ARTIN’S THEOREM
Let g = gx1     xn be an element of R. Let Ki be the ﬁeld of fractions
of the ring Ax1     xi−1 xi+1     xn. Then g = r0x1, where r0x is in
K1x. Let
r0x = q1xF1x + r1x
in K1x, where r1x has degree at most 0. Since F1x is monic, the coef-
ﬁcients of r1x are polynomials in x2     xn and the sj . Since F1x1 = 0
it follows that g = r1x1. This procedure is equivalent to replacing x1 by a
polynomial in x2     xn and the si. Let
r1x = q2xF2x + r2x
in K2x, with the degree of r2x at most 1. Since F2x is a monic poly-
nomial, the coefﬁcients of r2x are polynomials in x1 x3     xn and the
sj . Furthermore, the degree of r2x2 in x1 is at most the degree of r1x2
in x1. Since F2x2 = 0 it follows that g = r2x2, and the degree of r2x
in x2 is at most 1. This procedure is equivalent to expressing x
2
2 and higher
powers of x2 by x2, polynomials in x3     xn, and the sj . Proceed in
this way to construct rix such that the degree of rix is at most i − 1
with g = rixi and the degree of rix in xj with j < i is at most j − 1.
Then g = rnxn has the desired form.
4. THE WEYL GROUPS W An
W An is the symmetric group on n letters. The space of roots is V0 =
V/v0, where x1     xn is a basis of V and v0 = s1 = x1 + · · · + xn,
[B, p. 250]. W An acts on V0 as a group generated by reﬂections. The ring
of invariants is the polynomial ring in s2     sn.
Any invariant polynomial in the roots can be expressed in terms of
x1     xn with s1 = 0 [B, pp. 250–251] and so can be expressed in terms
of s2     sn by setting s1 = 0 in Artin’s Theorem.
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5. THE WEYL GROUPS W Bn AND W Dn
W Bn is the group Mn, the group of all n × n monomial matrices
with nonzero entries ±1 acting on the space generated by all of the roots
[B, pp. 252–253]. The ring of invariants is T = At1     tn, where
tix1     xn = six21     x2n
If xi is replaced by x
2
i and t is replaced by t
2 in each of the polynomials
occurring above, we get an algorithmic proof of
Theorem 2. Every element in R is a T -linear combination of the 2n × n!
elements
x
k1
1 x
k2
2 · · ·xknn  0 ≤ ki ≤ 2i− 1 ∗∗
Furthermore, such an expression is unique up to a rearrangement of terms.
Applying Theorem 1, the terms in ∗∗ can be replaced by the terms
in ∗ with coefﬁcients in S.
Corollary 1. Any W Bn-invariant polynomial can be expressed (algo-
rithmically) as a polynomial in t1     tn.
W Dn is the subgroup of index 2 of W Bn consisting of those monomial
matrices with an even number of terms equal to −1. The ring of invariants
is the ring of all polynomials in t1     tn−1 sn [B, pp. 256–258]. Theorem 2
immediately implies
Corollary 2. Any W Dn-invariant can be expressed (algorithmically) as
a polynomial in t1     tn−1 sn.
6. THE WEYL GROUP W G2
Since W G2 ∼= W A3 × −1, it is easily seen that any W G2-invariant
is a polynomial in s2 s23. Then the algorithm used in Theorem 1
applies.
7. THE WEYL GROUP W F4
W D4  W B4  W F4 with W F4/W D4 ∼=  3 [B, pp. 272–273].
Furthermore, generating W F4-invariants are I2 I6 I8 I12, where the sub-
script is the degree.
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The short roots are
xi 1 ≤ i ≤ 4
1
2 ±x1 ±x2 ±x3 ±x4
Let hx = ∏x2 − αi2, where αi ranges over all of the short roots (the
long roots could equally well have been used). George Seligman has pointed
out that as the coefﬁcients of hx are W F4-invariants, these can be used
to give an explicit expression for some polynomials In (they are not unique)
by using the algorithms developed above. One gets
Theorem 3. In the notation above a possible set of generating invariants
is given by the following expressions:
I2 = t1
I6 = t1t2 − 6t3
I8 = t21 t2 − 2t22 − 24t4
I12 = t29t41 − 24t21 t2 + 16t22 − 576t4
= t2−24s4 − 3t21 + 4t224s4 − 3t21 + 4t2
The last expression for I12 exhibits the action of  3 on the
W D4-invariants.
8. THE WEYL GROUP W En
One could use the same methods to ﬁnd a generating set of
W En-invariants for n = 6 7 8. However, the expressions I have found in
this way do not appear to have any nice interpretation in other terms.
REFERENCES
[A] E. Artin, “Galois Theory,” 2nd ed., Notre Dame Mathematical Lectures 2, Edwards
Brothers, Ann Arbor, MI, 1948.
[B] N. Bourbaki, “Groupes et alge`bres de Lie,” Chap. IV, V, and VI, Hermann, Paris, 1968.
