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Abstract
We introduce an algorithm based on a method of snapshots for computing approximate balanced
truncations for discrete-time, stable, linear time-periodic systems. By construction, this algorithm is
applicable to very high-dimensional systems, even with very high-dimensional outputs (or, alternatively,
very high-dimensional inputs). An example is shown to validate the method.
I. INTRODUCTION
We consider the model reduction problem for stable, discrete-time periodic systems, using an
approximation of balanced trunctation. In particular, we combine the lifting approach developed
in [4] with a snapshot-based approximation described in [15], which is tractable even for very
high-dimensional systems, on the order of millions of states.
Several different algorithms are available for extending balanced truncation from linear time-
invariant systems to time-periodic systems (see, e.g., [13], [9], [4]). Here, our interest is in
systems with very large state dimension, on the order of tens of thousands or millions, for which
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2the algorithms used in these previous approaches become intractable. Such systems arise in the
control of systems governed by partial differential equations, for instance in fluid mechanics,
where often one approximates the full infinite-dimensional dynamics by a high-dimensional
discretization. Periodic systems may arise in these settings either as linearizations around a
periodic orbit (e.g., vortex shedding [14]), or as linearizations of a system with periodic open-loop
forcing (e.g., periodic pulsed blowing). The goal of this paper is to describe a model reduction
procedure that closely approximates balanced truncation, yet is computationally tractable even
for these high-dimensional systems. The resulting reduced-order models may be used for control
synthesis, or other studies where the full high-dimensional system is unwieldy.
We suppose that while the number of states and outputs are both very large, the number of
control inputs is small (by duality, we may alternatively assume that the number of outputs
is small). This case is also typical in practice, in which one often has a small number of
actuators, or sources of disturbances, that one wants to model. We also assume that the system
is asymptotically stable. Key ideas in the method presented here involve the computation of
the balancing transformation directly from snapshots, without computing the controllability and
observability Gramians, which become prohibitively large for these systems; and two different
output projection methods for tractable computation with systems with high-dimensional output
spaces.
The paper is organized as follows: in Section II we summarize an existing approach to balanced
truncation for time-periodic systems, and the corresponding lifted time-invariant reformulation.
In Section III we present the main results, an approximate method based on snapshots, and an
output projection based on the lifting approach that makes the snapshot method feasible for large
numbers of outputs. In Section IV, we demonstrate the method on a numerical example.
II. BACKGROUND ON BALANCED TRUNCATION AND LINEAR PERIODIC SYSTEMS
A. Balanced truncations for linear time-invariant systems
Consider a discrete linear time-periodic system
x(k + 1) = A(k)x(k) +B(k)u(k)
y(k) = C(k)x(k),
(1)
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3with state variable x(k) ∈ Cn, input u(k) ∈ Cp and output y ∈ Cq, and k ∈ Z, where the
matrices A(k) ∈ Cn×n, B(k) ∈ Cn×p and C(k) ∈ Cq×n are T -periodic (e.g., A(k + T ) = A(k)
for all k).
We assume that this system is asymptotically stable, in the following sense: defining F (j, i) =
Aj−1Aj−2 · · ·Ai for j > i, with F (i, i) = In×n, the n× n identity matrix, we consider the case
where the spectral radius ρ (F (j + T, j)) is smaller than 1. Note that periodicity implies that the
non-zero eigenvalues of F (j+T, j) are independent of time j [6], whereby asymptotic stability
is equivalent to uniform geometric decay, as in the LTI case.
Many different approaches are available for model reduction, including singular perturba-
tion [8], Hankel norm reduction, and balanced truncation. Balanced truncation [13] has become
a widely used method for linear systems, since it has a priori error bounds comparable to
other methods, and is computationally tractable, at least for systems of moderate dimension, say
n < 104. However, for very large systems, exact balanced truncation becomes computationally
intractable, as the procedure involves finding coordinate transformations that simultaneously diag-
onalize non-sparse n×n matrices (controllability and observability Gramians). To overcome this
difficulty, a snapshot-based method has been proposed for approximate balanced truncation [15],
sometimes referred to as balanced proper orthogonal decomposition (balanced POD). Here, the
idea is to use “empirical Gramians” defined using snapshots of a simulation of the system, as
in [10], and to compute the balancing transformation directly from the snapshots, without ever
computing the Gramians.
The method of balanced truncation has been applied to linear time-periodic systems using
several different approaches. One approach, used in [9], [11], [18], [16], is to perform T separate
balanced truncations along a period. An alternative, suggested by [4], is a lifting approach, in
which balanced truncation is applied to a time-invariant reformulation. However, both of these
approaches require the solution of Lyapunov equations or inequalities and are not computationally
tractable for very large systems. Thus, the objective of our work is to obtain more computationally
efficient algorithms for computing approximate balanced truncations for these large systems.
Before reviewing the theory for periodic systems, first recall the main idea of balanced
truncation for linear time-invariant (LTI) stable systems (for more detail, see standard textbooks,
such as [19], [3]). One begins by defining controllability and observability Gramians Wc and Wo
to measure to what degree each state is excited by an input, and each state excites future outputs,
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4respectively. One then seeks a coordinate transformation Φ, called balancing transformation, so
that the transformed Gramians Wc 7→ Φ−1Wc(Φ−1)∗ and Wo 7→ Φ∗WoΦ are equal and diagonal
(hence balanced): Φ−1Wc(Φ−1)∗ = Φ∗WoΦ = Σ = diag(σ1, · · · , σn), where σ1 > · · · > σn > 0
are the Hankel singular values. Finally, in these new coordinates, one truncates the states that
are least controllable and observable, corresponding to the smallest Hankel singular values.
B. Controllability and Observability Gramians for linear periodic systems
For time-periodic systems, one may also define controllability and observability Gramians,
as in [18]. The controllability Gramian at time j, Wc(j), and observability Gramian at time j,
Wo(j), for the complex stable periodic system (1) are defined similarly by the following two
positive-semidefinite n× n matrices
Wc(j) :=
j−1∑
i=−∞
F (j, i+ 1)B(i)B(i)∗F (j, i+ 1)∗
Wo(j) :=
∞∑
i=j
F (i, j)∗C(i)∗C(i)F (i, j),
(2)
where the superscript ∗ denotes the adjoint of a linear operator. See the Appendix for the specific
properties these Gramians satisfy. Both Wc(j) and Wo(j) are T -periodic. Also, for each j, Wc(j)
and Wo(j) satisfy the following respective discrete Lyapunov equations:
A(j)Wc(j)A(j)
∗ −Wc(j + 1) +B(j)B(j)∗ = 0
A(j)∗Wo(j + 1)A(j)−Wo(j) + C(j)∗C(j) = 0.
(3)
As discussed in the Appendix, when convergent, the definitions (2) (equivalently, (3)) extend to
general linear time-varying systems of the form (1), with the same interpretations in terms of
input-to-state and state-to-output mappings.
C. Traditional approach of balanced truncation for periodic systems
If the dimension n of the system is not too large, it is possible to solve the above pairs of
Lyapunov equations for Gramians Wc(j), Wo(j) for each j, 1 6 j 6 T . One can then do balanced
truncation at each time j. Refer to [9], [11], [16] for detailed discussions. Note that Farhood
et al. [4] also compute the Gramians/generalized Gramians by solving corresponding Lyapunov
equations/inequalities at each time step; however, the balanced truncation is then realized in a
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5lifted time-invariant setting, not in the original periodic one. In this paper we will also use the
lifting approach, in conjunction with a method of snapshots as in [15].
D. The lifted system
As discussed in [5], [4], the linear periodic time-variant system (1) can be equivalently
rewritten as a linear time invariant (LTI) system:
x˜j(t+ 1) = A˜jx˜j(t) + B˜ju˜j(t)
y˜j(t) = C˜jx˜j(t) + D˜ju˜j(t),
(4)
where j is fixed and
x˜j(t) = x(j + tT )
y˜j(t) =

y(j + tT )
y(j + tT + 1)
...
y (j + (t+ 1)T − 1)

u˜j(t) =

u(j + tT )
u(j + tT + 1)
...
u (j + (t+ 1)T − 1)

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6and
A˜j = F (j + T, j) = A(j + T − 1)A(j + T − 2) · · ·A(j)
B˜j =
[
E(j + T, j + 1)B(j), · · · ,
E(j + T, j + T − 1)B(j + T − 2), B(j + T − 1)]
C˜j =

C(j)
C(j + 1)F (j + 1, j)
...
C(j + T − 1)F (j + T − 1, j)

D˜j =

0 0
Fj,2,1 0
...
... . . .
Fj,T,1 Fj,T,2 · · · 0
 ,
where Fj,i,k = C(j + i − 1)F (j + i − 1, j + k)B(j + k − 1). We refer to the time invariant
system (4) as a lifted system at time j, in which A˜j , B˜j , C˜j and D˜j are constant matrices. The
lifted system may be viewed as a Poincare´ map of the original periodic system in the state space
at times (j + tT ), while the input and output information for an entire period is kept at each
iteration of the Poincare´ map.
The controllability Gramian W˜jc and observability Gramian W˜jo for this LTI lifted system are
conventionally defined by the two positive-semidefinite n× n matrices
W˜jc :=
∞∑
i=0
A˜ijB˜jB˜
∗
j
(
A˜ij
)∗
W˜jo :=
∞∑
i=0
(
A˜ij
)∗
C˜∗j C˜jA˜
i
j.
(5)
They respectively satisfy the following discrete Lyapunov equations:
A˜jW˜jcA˜
∗
j − W˜jc + B˜jB˜∗j = 0
A˜∗jW˜joA˜j − W˜jo + C˜∗j C˜j = 0.
(6)
The above setting allows one to study the lifted LTI system instead of the original periodic
one such that the well-developed balanced truncation techniques for LTI systems are available.
We emphasize that in the lifted LTI system, only one time of balanced truncation is needed.
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7However, the drawbacks of working on the lifted system are that it has even higher dimensional
inputs and outputs, and that we usually do not have the explicit form of the lifted system in
computations. The approach taken in this paper is as follows: by using the equivalence between
the LTI (lifted) and time-periodic systems, we apply the balanced POD procedure in the LTI
setting but do computations in the original periodic setting. To realize this plan, first we list
the following statement establishing the equivalent relations between the Gramians of the lifted
system and the original periodic system. Proofs are by direct calculations, using periodicity.
Proposition 2.1: Consider an arbitrary time j. The controllability and observability Gramians
at time j of the periodic system (1), i.e., Wc(j) and Wo(j) given by (2) are respectively equal
to the controllability and observability Gramians W˜jc and W˜jo of the lifted system (4) at time j
given by (5).
An immediate corollary from the above statement is that, as stated in [4], [11], solutions
of the time-varying Lyapunov equations (3) are equivalent to the solution of the time-invariant
Lyapunov equations (6) in the lifted setting. This result plays an important role in traditional
lifting approaches of balanced truncations for periodic systems, where the Gramians are found
by solving Lyapunov equations. In the following section, we show how Proposition 2.1 allows
us to apply a snapshot-based algorithm for computing balancing transformations for periodic
systems, thereby avoiding the need to solve Lyapunov equations.
III. BALANCED POD FOR LINEAR PERIODIC SYSTEMS
A. Method of snapshots for computation of empirical Gramians for time-varying discrete systems
The method of snapshots provides a numerical approximation of Gramians directly based on
their definitions. Refer to [15] and the references therein for the application of this method to
linear time-invariant systems.
For time-varying discrete systems, first, we define the empirical controllability Gramian and
empirical observability Gramian at time j for the periodic system (1) as
Wce(j;m) :=
j−1∑
i=j−m
F (j, i+ 1)B(i)B(i)∗F (j, i+ 1)∗ (7)
Woe(j;m) :=
j+m−1∑
i=j
F (i, j)∗C(i)∗C(i)F (i, j), (8)
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8where m is a nonnegative integer. Clearly, limm→∞Wce(j;m) = Wc(j); limm→∞Woe(j;m) =
Wo(j). Further, the following result gives upper error bounds of ‖Wc(j) − Wce(j;m)‖ and
‖Wo(j)−Woe(j;m)‖.
Lemma 3.1: Consider an arbitrary time j. Let m = lT , where l is a nonnegative integer. For
the linear periodic system (1),
‖Wc(j)−Wc(j;m)‖
‖Wc(j)‖ 6 ‖F (j + T, j)
l‖2
‖Wo(j)−Wo(j;m)‖
‖Wo(j)‖ 6 ‖F (j + T, j)
l‖2,
(9)
where an induced norm is used.
The proof is based on the following result for linear time-invariant systems.
Lemma 3.2: Consider a linear stable time-invariant system
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k),
where A, B and C are constant matrices and whose controllability and observability Gramians
are Wc =
∑∞
i=0A
iBB∗ (Ai)∗ and Wo =
∑∞
i=0 (A
i)
∗
C∗CAi. Define the empirical controllability
and observability Gramians for this LTI system as
Wce(l) :=
l−1∑
i=0
AiBB∗
(
Ai
)∗
; (10)
Woe(l) :=
l−1∑
i=0
(
Ai
)∗
C∗CAi, (11)
where l is a nonnegative integer. Thus,
‖Wc −Wce(l)‖
‖Wc‖ 6 ‖A
l‖2, ‖Wo −Woe(l)‖‖Wo‖ 6 ‖A
l‖2,
where an induced norm is used.
Proof: Under any induced norm,
‖Wc −Wce(l)‖ =
∥∥∥∥∥
∞∑
i=l
AiBB∗
(
Ai
)∗∥∥∥∥∥ = ∥∥∥AlWc (Al)∗∥∥∥
6 ‖Al‖‖Wc‖
∥∥∥(Al)∗∥∥∥ = ‖Al‖2‖Wc‖.
Similarly, we have ‖Wo −Woe(l)‖ 6 ‖Al‖2‖Wo‖.
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9Proof: [Proof of Lemma 3.1] By Proposition 2.1, Wc(j) = W˜jc. Also, it is straightforward
to show Wce(j;m) = W˜jce(l), where W˜jce(l) is the empirical controllability Gramian of the
lifted LTI system at time j, defined in form of (10). Thus,
Wc(j)−Wce(j;m) = W˜jc − W˜jce(l),
and the result follows by applying Lemma 3.2 to the lifted LTI system at time j. The result for
the observability Gramian follows from a similar argument.
Indeed, for any  > 0, there is an induced norm ‖·‖ such that ‖F ((j+T, j)‖ 6 ρ (F (j + T, j))+
(by Lemma 5.6.10 in [7]). Thus, with an  satisfying ρ (F (j + T, j))+ < 1, Lemma 3.1 implies
that under a certain matrix norm,
‖Wc(j)−Wc(j;m)‖
‖Wc(j)‖ < (ρ (F (j + T, j)) + )
2l
‖Wo(j)−Wo(j;m)‖
‖Wo(j)‖ < (ρ (F (j + T, j)) + )
2l ,
where m = lT . Thus, a large enough m guarantees that the error between empirical and exact
Gramians is small. This result encourages one to use empirical Gramians instead of exact ones
to realize approximate balanced truncations, whenever it is difficult to compute exact Gramians.
The following subsections introduce the method of snapshots by which we can calculate those
empirical Gramians for linear periodic systems. Also note that it is clear that the condition
m = lT is not crucial to obtain a result similar to that in the Lemma 3.1.
1) Computation of the empirical controllability Gramian: Without loss of generality, let 1 6
j 6 T . The empirical controllability Gramian Wce(j;m) can be obtained by running a series of
impulse-response simulations for system (1) as follows.
Consider the d-th column of B(k), denoted by [B(k)]d. To obtain a finite sum
∑j−1
i=j−m F (j, i+
1)[B(k)]d
(
[B(k)]d
)∗
F (j, i+ 1)∗, one starts the first simulation with the initial condition x(j −
m) = 0 and a unit impulse u(j−m) = [0, · · · , 0, 1, 0, · · · , 0]> whose d-th entry is 1. By running
m steps, we obtain
x(j −m+ 1) = [B(j −m)]d;
x(j −m+ 2) = F (j −m+ 2, j −m+ 1)[B(j −m)]d;
...
x(j) = F (j, j −m+ 1)[B(j −m)]d.
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Notice that x(j) is a snapshot we need since x(j)x(j)∗ appears in the finite sum. Similarly, we
run the second simulation with initial condition x(j−m+1) = 0 and unit impulse u(j−m+1) =
[0, · · · , 0, 1, 0, · · · , 0]>, and by running (m− 1) steps we get x(j −m+ 2) = [B(j −m+ 1)]i,
· · · , x(j) = F (j, j −m+ 2)[B(j −m+ 1)]i, where the x(j) will be used to construct the finite
sum. Repeat the above process until the m-th simulation, with initial condition x(j−1) = 0 and
unit impulse u(j − 1) = [0, · · · , 0, 1, 0, · · · , 0]>, where only one step of simulation is needed to
obtain x(j) = [B(j− 1)]d. By running the m simulations with m+ · · ·+ 1 = m(m+ 1)/2 steps
in all, we can thus construct the sum
∑j−1
i=j−m F (j, i + 1)[B(k)]
d
(
[B(k)]d
)∗
F (j, i + 1)∗. Since
B(k) has p columns, we need to run mp simulations, with m(m + 1)p/2 steps total, to obtain
mp snapshots. Clearly, we have
Proposition 3.3: (Controllability Gramian from snapshots) Define an n×mp dimensional
matrix
X(j;m) =
[
F (j, j −m+ 1)[B(j −m)]1, · · · , [B(j − 1)]1, · · · ,
F (j, j −m+ 1)[B(j −m)]p, · · · , [B(j − 1)]p], (12)
whose columns are the snapshots obtained through the mp impulse-response simulations de-
scribed above. Then
X(j;m)X(j;m)∗ = Wce(j;m). (13)
Note that physically the empirical controllability Gramian is based on considering the total
influence of the past history of impulse inputs on the ‘current state’ x(j) by neglecting those
impulses u(k), k < j − m, whose influence on the current state has mostly decayed with
sufficiently large m.
The above procedure is generally valid for calculation of the empirical controllability Gramian
of a time-varying stable system. The T -periodic feature of our system can substantially save the
computational effort. For instance, the snapshot F (j, j−m+T + 1)[B(j−m+T )]d is obtained
by running the ‘(T + 1)-th’ simulation mentioned above for m− T steps, with initial condition
x(j − m + T ) = 0 and corresponding unit impulse. However, to run this simulation is not
necessary, since F (j, j − m + T + 1)[B(j − m + T )]d = F (j − T, j − m + 1)[B(j − m)]d,
which has been calculated in the ‘first’ simulation we mentioned above at the (m− T )-th step.
Indeed, it is clear that for a T -periodic system, when m > T , to obtain the mp snapshots
October 26, 2018 DRAFT
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for construction of X(j;m), one needs only run Tp impulse-response simulations: For each
column [B(k)]d, starting from x(j − m) = 0 run a simulation for m steps. Then, start from
x(j−m+ 1) = 0, running for m−1 steps. Repeat the process until the simulation starting from
x(j −m+ T − 1) = 0 and running for m− T + 1 steps. The data set obtained is sufficient for
construction of X(j;m).
2) Computation of the empirical observability Gramian: To calculate Woe(j;m) for a fixed
j, 1 6 j 6 T , by the method of snapshots, one needs to construct an adjoint system
z(k + 1) = Aˆ(k)z(k) + Cˆ(k)v(k) (14)
where k = j, · · · , j +m− 1, the state z(k) ∈ Cn, the control input v(k) ∈ Cq, and
Aˆ(k) = A(2j +m− k − 1)∗, Cˆ(k) = C(2j +m− k − 1)∗.
As above, here we run a series of impulse-response simulations for the adjoint system. Consider
the d-th column of Cˆ(k), [Cˆ(k)]d = [C(2j +m− k − 1)∗]d. One starts the first simulation with
the initial condition z(j) = 0 and a unit impulse v(j) = [0, · · · , 0, 1, 0, · · · , 0]> whose d-th entry
is 1. By running the simulation for m steps, we obtain
z(j + 1) = [C(j +m− 1)∗]d ;
z(j + 2) = F (j +m− 1, j +m− 2)∗ [C(j +m− 1)∗]d ;
...
z(j +m) = F (j +m− 1, j)∗ [C(j +m− 1)∗]d ,
where z(j + m) is a snapshot we need for computing the Woe(j;m). The second simulation
starts with initial condition z(j + 1) = 0 and unit impulse v(j + 1) = [0, · · · , 0, 1, 0, · · · , 0]>,
and by running (m−1) steps we stop at z(j+m) = F (j+m−2, j)∗ [C(j +m− 2)∗]d, another
snapshot we need. Repeat the above process until the m-th simulation, with initial condition
z(j+m− 1) = 0 and unit impulse v(j+m− 1) = [0, · · · , 0, 1, 0, · · · , 0]>, where only one step
of simulation is needed to obtain z(j + m) = [C(j)∗]d. Since J(k) has q columns, we need to
run mq simulations, with m(m+ 1)q/2 steps total, to obtain mq snapshots, with which we have
the following statement:
October 26, 2018 DRAFT
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Proposition 3.4: (Observability Gramian from snapshots) Define an n ×mq dimensional
matrix
Y (j;m) =
[
F (j +m− 1, j)∗ [C(j +m− 1)∗]1 , · · · , [C(j)∗]1 , · · · ,
F (j +m− 1, j)∗ [C(j +m− 1)∗]q , · · · , [C(j)∗]q
]
,
(15)
whose columns are the moq snapshots obtained through the mq impulse-response simulations
described above. Then
Y (j;m)Y (j;m)∗ = Woe(j;m). (16)
Again, the above procedure is valid for general stable time-varying systems. If the system is
T -periodic, then as for the empirical controllability Gramian case, one only needs to run Tq
simulations to obtain the mq snapshots.
B. Balanced truncation using the method of snapshots
Suppose we have obtained the factors X(j;mc) and Y (j;mo) mentioned above, where mc,mo ∈
N may be different. Then for the lifted LTI system at time j, by Proposition 2.1, 3.3 and 3.4, its
Gramians are approximated by
W˜jc ≈ Wce(j;mc) = X(j;mc)X(j;mc)∗
W˜jo ≈ Woe(j;mo) = Y (j;mo)Y (j;mo)∗.
(17)
For LTI systems, the method of snapshots presented in [15] gives an algorithm for computing
the transformation that exactly balances the empirical Gramians Wce and Woe, directly from the
factors X(j;mc) and Y (j;mo), without computing the Gramians themselves:
Theorem 3.5: (Balanced truncation using the method of snapshots [15]) Let Σ ∈ Ca×a be
a real diagonal matrix including the non-zero Hankel singular values, obtained by singular value
decomposition (SVD) of the matrix Y (j;mo)∗X(j;mc)
Y (j;mo)
∗X(j;mc) = UΣV ∗, (18)
in which a is the rank of Y (j;mo)∗X(j;mc), and U ∈ Cmoq×a, V ∈ Cmcp×a satisfy U∗U =
V ∗V = Ia×a. The balancing transformation is then found by computing matrices
Φ = X(j;mc)V Σ
−1/2; Ψ = Y (j;mo)UΣ−1/2. (19)
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If a = n, then Φ is the balancing transformation and Ψ∗ is its inverse. If a < n, then the columns
of Φ form the first a columns of the balancing transformation, and the rows of Ψ∗ form the first
a rows of the inverse transformation.
We emphasize that computing the balancing transformation by the method of snapshots
exactly balances the empirical Gramians. The only approximation here is to use X and Y to
approximately construct the Gramians as in (17).
Balanced truncation of order r is then done as follows. Let Φ1 denote the first r columns
of Φ, and Ψ∗1 the first r rows of Ψ
∗. The reduced state variable z˜j(t) ∈ Cr satisfies z˜j(t) =
Ψ∗1x˜j(t) = Ψ
∗
1x(j + tT ). The reduced model, in the lifted setting, is then given by
z˜j(t+ 1) = Ψ
∗
1A˜jΦ1z˜j(t) + Ψ
∗
1B˜ju˜j(t); (20)
y˜j(t) = C˜jΦ1z˜j(t) + D˜ju˜j(t), (21)
In simulations, the reduced output equation (21) shall be un-lifted to the original periodic setting:
For each i, i = 1, · · ·T ,
y(j + tT + i− 1) = C(j + i− 1)F (j + i− 1, j)Φ1z˜j(t)
+
T∑
k=1
D˜j(i,k)u(j + tT + k − 1)
(22)
where D˜j(i,k) denotes the entry of D˜j at i-th row and k-th column.
C. Output projection method
When the number of outputs q is very large, direct construction of Y (j;mo) as described in
Section III-A.2 will be computationally intractable, because Tq adjoint simulations are required.
To overcome this, an output projection method [15] may be used, by which one can substantially
reduce the number of adjoint simulations. The starting point of this method is to define an
optimization problem that minimizes the error between the input-output behavior of the original
system and that of a projected system with a smaller-dimensional output space. For a time-
periodic system, this optimization problem is cumbersome to define directly. We instead consider
the lifted LTI system, for which we design a version of output projection, and then relate the
method back to the periodic system.
Fix a time j. The lifted system at time j, though with an even higher dimension of output Tq,
is a standard LTI system, and its input-output behavior can be measured by a sequence of Tq×Tp
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dimensional impulse-response matrices {G˜j(t)}, the i-th column of each G˜j(t) representing the
output response y˜j(t) corresponding to a unit impulse input u˜j(0) = [0, · · · , 0, 1, 0 · · · , 0]> whose
i-th entry is 1. By output projection [15], we mean the search of an orthogonal projection on
CTq with rank r˜op  Tq, i.e. a P˜j = Θ˜jΘ˜∗j where Θ˜j ∈ CTq×r˜op , Θ˜∗jΘ˜j = Ir˜op×r˜op , that leads to
a projected lifted system at time j
x˜j(t+ 1) = A˜jx˜j(t) + B˜ju˜j(t); (23)
y˜j(t)P = P˜j
(
C˜jx˜j(t) + D˜ju˜j(t)
)
, (24)
which is an approximation of the original lifted system, such that only r˜op adjoint simulations
of the corresponding adjoint system are needed for calculation of the empirical observability
Gramian of the projected system. More details will be discussed soon. The P˜j shall be chosen
such that the input-output behavior of the projected system is as close as possible to that of the
original LTI system. More precisely, P˜j is the solution of the optimization problem
min
{P˜∈Pr˜op}
( ∞∑
t=0
||G˜j(t)− P˜jG˜j(t)||2
)
(25)
with respect to some norm on matrices, where Pr denotes a space of rank-r orthogonal projec-
tions. If we use an induced norm, such as the Frobenius norm ||· ||F induced by the inner product
〈A,B〉 = Trace(A∗B), then the minimization problem has a standard solution: P˜j = Θ˜jΘ˜∗j ,
where Θ˜j =
[
Θ˜1j , · · · , Θ˜r˜opj
]
in which the column vectors {Θ˜ij} are the orthonormal eigenvectors
of R = ∑∞i=0 G˜j(i)G˜j(i)∗. It is a typical eigenvalue problem in POD reduction and can be
numerically solved by the method of snapshots [17], where the snapshots are provided by the
data sets {G˜j(i)}si=0 obtained through simulations.
The above output projection generally produces a full matrix P˜j . Thus the components of the
projected y˜j(t)P = P˜j y˜j(t) no longer cleanly correspond to the outputs of the periodic system at
different time steps respectively, but the intermixed combinations of them, which is not desirable
both for physical understanding of the system, and for numerical simulation purposes (recall that
in simulations we do not really compute with the lifted system, so the projected lifted system
should be ‘unlifted’ back to a periodic system for computation). To deal with this difficulty, we
propose a modified version of output projection, in which we seek a sub-optimal solution that
solves (25) with a constraint imposing that the orthogonal projection P˜j with rank r˜op takes a
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diagonal form
P˜j = diag
[
P˜j(1), · · · , P˜j(T )
]
(26)
where each q × q block is an orthogonal projection on Cq with rank rop in form of P˜j(i) =
Θ˜j(i)Θ˜j(i)
∗ where Θ˜j(i) ∈ Cq×rop and Θ˜j(i)∗Θ˜j(i) = Irop×rop . Note that in this case
Θ˜j = diag
[
Θ˜j(1), · · · , Θ˜j(T )
]
. (27)
Here we need r˜op = ropT .
The diagonal P˜j makes it easy to unlift the projected lifted system (23) & (24) to a projected
time-periodic system
x(k + 1) = A(k)x(k) +B(k)u(k); (28)
y(k)P = P (k)C(k)x(k) (29)
for k = j, · · · , where the T -periodic orthogonal projection P of rank rop on Cq is defined by
P (j + tT + i) = P (j + i) := P˜j(i+ 1), i = 0, · · · , T − 1,
w = 0, 1, · · · .
(30)
We write P (k) = Θ(k)Θ(k)∗ where the T -periodic Θ ∈ Cq×rop is defined by Θ(j + tT + i) =
Θ(j + i) := Θ˜j(i+ 1).
By the above unlifting, though solving for the sub-optimal P˜j is no longer a standard POD
reduction problem in the lifted setting, we can attack it in the periodic setting such that standard
POD reduction techniques are available.
To realize that, first we rewrite G˜j(t) as
G˜j(t) =

G˜j(t)1
...
G˜j(t)T
 (31)
where each block G˜j(t)i is a q × Tp matrix. Let 0 6 b 6 (T − 1), 1 6 c 6 p. The (bp + c)-
th column of G˜j(t)i represents the output response of the original periodic system at time
(j + tT + i − 1) to the unit impulse u(j + b) = [0, · · · , 0, 1, 0, · · · , 0]> whose c-th component
is 1. Thus, for the periodic system (1), we define
G(j + tT + i, j) := G˜j(t)i+1 (32)
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as its impulse-response matrix at time (j + tT + i), since it includes all different responses at
the current time respectively to corresponding unit impulse inputs during the whole time period
[j, (j + T − 1)]. This definition matches that proposed in Bamieh and Pearson 1992 [1].
The following statement links the constrained optimization problem given above for the lifted
system to an equivalent optimization problem defined in the periodic system.
Proposition 3.6: Under the Frobenius norm, the optimization problem (25), with its solution
P˜j constrained in form of (26), is equivalent to the optimization problem
min
{P (j+i)∈Prop ,
i=0,··· ,T−1}
(
T−1∑
i=0
∞∑
t=0
∥∥∥G(j + tT + i, j)
−P (j + i)G(j + tT + i, j)
∥∥∥2) ,
(33)
which implies, for each i = 0, · · · , T − 1, P (j + i) is the solution of the optimization problem
min
{P (j+i)∈Prop}
( ∞∑
t=0
∥∥∥G(j + tT + i, j)
−P (j + i)G(j + tT + i, j)
∥∥∥2) . (34)
Proof: By direct calculation, using (26), (31), (30), (32) and the linearity of the Trace
operation.
This statement allows us to obtain the P˜j in form of (26) by solving T unconstrained
optimization problems for P (k) = Θ(k)Θ(k)∗, k = j, · · · , j+T−1, in the periodic setting, each
of which is a typical eigenvalue problem in POD reduction with solutions satisfying that the
rop columns of each Θ(k), {θ(k)l}ropl=1, are orthonormal eigenvectors of R(k) =
∑∞
t=0G(tT +
k, j)G(tT + k, j)∗, i.e., they satisfy
R(k)θ(k)l = λlθ(k)
l. (35)
Numerically, the eigenvectors can be solved by the method of snapshots, in which T SVDs
are needed to obtain Θ(j), · · · , Θ(j + T − 1). See details of this method in, for example, [17]
and [15]. The snapshots are the columns of impulse-response matrices {G(j+ tT + i, j)}st=0 for
i = 0, · · · , T − 1.
A convenient computational feature of the output projection method is that by periodicity we
see all the snapshots have already been obtained during the computation of X(j;mc) described
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in Section III-A.1, as long as mc > (s + 1)T , except that the data obtained there needs to be
left-multiplied with a corresponding C matrix. For instance, the matrix C(j)X(j;mc) includes
all the columns of matrices G(j + tT, j) for w = 1, · · · ,mc/T .
Suppose we have found the P˜j in form of (26). By definition, the observability Gramian of
the projected lifted system at time j is
W˜joP =
∞∑
i=0
(
A˜ij
)∗
C˜∗j Θ˜jΘ˜
∗
j C˜jA˜
i
j, (36)
and the observability Gramian at time j for the projected periodic system is
WoP (j) =
∞∑
i=j
F (i, j)∗C(i)∗Θ(i)Θ(i)∗C(i)F (i, j). (37)
The following statement for the projected systems is an analog to Proposition 2.1 for the full
case. Its proof is by direct calculation.
Proposition 3.7: The observability Gramian for the projected lifted system at time j, W˜joP ,
is equal to the observability Gramian at time j for the projected periodic system, WoP (j).
Therefore, W˜joP = WoP (j) ≈ WoPe(j;mo), where WoPe(j;mo) is the empirical observability
Gramian at time j of the projected periodic system obtained by the method of snapshots
introduced in Section 3.1. Now the input is only rop dimensional, rop  q, in the corresponding
projected adjoint time-periodic system
z(k + 1) = Aˆ(k)z(k) + CˆP (k)vrop(k) (38)
where k = j, · · · , j +mo − 1, the state z(k) ∈ Cn, the control input vrop(k) ∈ Crop , and
Aˆ(k) = A(2j +mo − k − 1)∗,
CˆP (k) = C(2j +mo − k − 1)∗Θ(2j +mo − k − 1).
Thus, only Trop adjoint simulations in total is needed for computing WeoP (j;mo).
Remark 3.1: Instead of seeking sub-optimal solutions for (25) in form of (26), (27), where
each Θ˜j(i) = Θ(j + i− 1), i = 1, · · · , T , are different and given by the solutions of (35), one
can also alternatively impose a stronger constraint that all the projection matrices at each time
step are the same, which means Θ(j) = Θ(j + 1) = · · · = Θ(j + T − 1) := Θ, and
Θ˜j = diag [Θ, · · · ,Θ] . (39)
October 26, 2018 DRAFT
18
It is straightforward to show that, similar to (35), the single Θ is obtained by solving the
eigenvalue problem
Rθl = λlθ
l, (40)
where {θl}ropl=1 are the columns of Θ, and R =
∑j+T−1
k=j
∑∞
t=0G(tT + k, j)G(tT + k, j)
∗. The
Θ obtained by this setting reflects the overall impulse-responses of the periodic system, mixing
those at different time steps along each time period. The stronger constraint given here let us
expect that the solution is even less optimal. However, a numerical advantage is that only one
SVD is needed in the method of snapshots for solving the single Θ.
D. Summary: procedures of balanced POD
Following the terminology in [15], the approximate balanced truncation based on the method
of snapshots given in Section III-A & III-B, plus the output projection introduced in Section III-
C, is named balanced POD. We summarize the computational procedures of the balanced POD
method for linear asymptotically stable time-periodic systems:
• Step 0: Pick a time j, 1 6 j 6 T , as the “base point,” based on which the balanced
truncation will be done.
• Step 1: Run Tp impulse-response simulations to obtain mcp snapshots and form n×mcp
dimensional X(j;mc) as described in Section III-A.
• Step 2: For each (j+i), i = 0, · · · , T−1 (corresponding to one whole period), left-multiply
the state responses stored during computing X(j;mc) by corresponding C matrices, and
then use the method of snapshots to solve the T eigenvalue problems defined by (35) for
the T output projection matrices P (j + i) along one time period.
• Step 3: Construct the “projected adjoint system” (38) and run Trop impulse-response sim-
ulations for the adjoint system to form n × morop dimensional Y (j;mo), as described in
Section III-A
• Step 4: Compute the SVD of Y (j;mo)∗X(j;mc) defined in (18) and compute the balancing
POD modes for the lifted system given by (19).
• Step 5: Obtain the reduced lifted system in form of (20) & (21). For computational purposes,
rewrite the output equation (21) as (22).
If the dimension of output q is small, then we can skip Step 2 for output projection, and
directly run Tq impulse-response simulations for the adjoint system (14) as in Section 3.1 to
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form the n ×moq dimensional Y (j;mo). On the other hand, in Step 2, instead of solving for
the time varying T -periodic output projection matrices, one can alternatively seek a single time-
invariant projection matrix by solving the eigenvalue problem (40) as we mentioned in Remark
3.1.
Remark 3.2: Note that to pick up an optimal base time j in the sense that the upper error
bound of the reduced system of a fixed order is minimized, one needs to solve for the Hankel
singular value matrices Σ corresponding to the lifted systems at different times during one whole
period (see Farhood et al. [4]). This method is therefore not attractive or even computationally
feasible for large systems.
Remark 3.3: A “dual” version of the above algorithm is readily available for balanced trun-
cations of linear periodic systems with high-dimensional states and inputs, but only few outputs.
In that case, one can start with the construction of Y (j;mo) by running a series of impulse-
response simulations for the adjoint system, since the dimension of outputs is small. Then an
input projection based on POD reduction shall be done in the same spirit as that underlies the
output projection to obtain a projected system whose dimension of inputs is reasonably small.
One then runs a corresponding number of impulse-response simulations for the projected system
to construct X(j;mc).
IV. EXAMPLE
To validate and demonstrate the balanced POD algorithm, we consider the following example.
Consider a linear periodic system (1) with period T = 5, state dimension n = 30, output
dimension q = 30, control input dimension p = 1, and {A(k)}5k=1 are randomly generated
diagonal matrices with diagonal entries bounded in [0.16, 0.96], guaranteeing the asymptotical
stability. {B(k)} and {C(k)} matrices are also randomly generated, with entries bounded in
[0, 1]. The setting is similar to that used in the example in Farhood, et. al [4]. It is not a high-
dimensional problem, such that exact balanced realizations for the corresponding lifted system
can be done by solving Lyapunov equations for Gramians of the lifted system, and the result
can thus be compared with that by the balanced POD approach.
We pick the “base time” j = 1. Choose mc = mo = 2T = 10, and test different cases of
balanced truncation, including balanced PODs with the order of output projection for the periodic
system at each time step rop = 1, 2, 6 and 10 respectively. Recall that, to the lifted system, the
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order of output projection is r˜op = ropT . Figure 1 shows the Hankel singular values in the
lifted setting, obtained by the exact balanced realization, the balanced truncation based on the
method of snapshots given in Section III-B but without output projection, and the balanced POD
(with T different output projection matrices along one period for the periodic system). Figure
2 shows the error plots of the infinity norm, ||G˜ − G˜r˜||∞/||G˜||∞ versus r˜, for those different
cases. Here G˜r˜ is the impulse-response matrix of the reduced lifted system of order r˜. We do
not show the balanced POD with rop = 10 case since the result is almost identical to that by
balanced truncation based on the method of snapshots but without output projection. We see
that the balanced truncation based on the method of snapshots gives a good approximation of
the exact balanced truncation, and further, the balanced POD, even with low orders of output
projection rop, generates satisfying results. Figure 3 shows comparisons between balanced POD
results with the same order of output projection, one set based on T different projection matrices
along one period in the periodic setting, and the other only having one time-invariant projection
matrix (see Section III-C). For the cases where rop are low, these two approaches give almost
identical results, or even the latter one gives better results. However, when the order of output
projection rop increases, such as rop = 6, the results based on T different projection matrices at
each time step are better than those by a single projection matrix, as we expect.
V. CONCLUSION AND FUTURE DIRECTIONS
We have proposed a version of the balanced POD method to realize approximate balanced trun-
cation for linear asymptotically stable periodic systems, especially with very high-dimensional
states and outputs but a small number of inputs. It is a generalization of the balanced POD
method for linear time invariant system developed in [15]. The development of this balanced
POD is based on a lifting approach, and key parts include the method of snapshots for computing
empirical Gramians, and a version of output projection that gives a periodic projected system
based on POD reduction, with which the number of adjoint simulations needed for computing
the empirical observability Gramian is substantially decreased. Simulation results given in the
previous section validate the approach. This snapshot-based approach is also readily applicable
to high-dimensional systems with high-dimensional inputs and few outputs, where an input
projection is needed.
A future direction of this work is to apply the balanced POD method to construct reduced-order
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Fig. 1. The Hankel singular values σj : exact balanced truncation(); balanced truncation by the method of snapshots but
without output projection(◦); balanced POD with rop = 1 (♦); balanced POD with rop = 2 (∗); balanced POD with rop = 6
(+); balanced POD with rop = 10 (×).
models of high-dimensional (linearized) periodic systems arising in engineering applications and
then, based on the low-dimensional models, to design closed-loop control laws based on these
models. For instance, such periodic orbits may arise as periodic shedding in the wake of a bluff
body [14], or from open-loop forcing at a prescribed frequency, as in the recent results of [12],
which show that a periodic blowing and suction of flow added at the walls of a channel flow
may reduce drag. The dimension of states of such systems, including the three components of
velocity and pressure at each grid point in the channel, can be on the order of 106, and thus
reduced-order models of such systems are quite valuable for designing model-based control laws.
APPENDIX
a) Observability Gramian for linear time-varying systems: The observability Gramian
provides a measure of the influence of an initial state x(j) on future outputs with zero control
inputs. To see that, first, for a fixed time j, we define a linear operator Ψoj : Cn → l2[j,∞) for
system (1) to describe the state-output behavior y = Ψojx(j) with zero inputs and an initial state
x(j). More precisely, y(j + k) = C(j + k)F (j + k, j)x(j), k = 0, 1, · · · . To measure to what
degree the state x(j) excites the output y, it is natural to compute the square of the induced
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Fig. 2. Error ||G˜ − G˜r˜||∞/||G˜||∞, for exact balanced truncation(), balanced truncation by the method of snapshots but
without output projection(◦), balanced POD with rop = 1 (♦), balanced POD with rop = 2 (∗), balanced POD with rop = 6
(+), and the lower bound for any model reduction scheme (−).
norm
||y||2l2 = 〈y, y〉l2
where 〈·, ·〉 denotes an inner product, with subscripts specifying the vector space where the inner
product is defined. The observability Gramian given in (2) has the following property:
Proposition 1.1:
Wo(j) = Ψ
∗
ojΨoj,
where Ψ∗oj : l
2[j,∞)→ Cn is the adjoint of Ψoj . And,
||y||2l2 = 〈x(j),Wo(j)x(j)〉Cn .
Proof: First, it is clear that
||y||2l2 = 〈y, y〉l2 = 〈Ψojx(j),Ψojx(j)〉l2 =
〈
x(j),Ψ∗ojΨojx(j)
〉
Cn .
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projection matrix. The black solid line is the lower bound for any model reduction scheme (−).
To explicitly express Ψ∗oj , we consider, for an arbitrary z ∈ l2[j,∞),〈
Ψ∗ojz, x(j)
〉
Cn = 〈z,Ψojx(j)〉l2
=
∞∑
i=j
〈z(i), C(i)F (i, j)x(j)〉Cn
=
〈 ∞∑
i=j
F (i, j)∗C(i)∗z(i), x(j)
〉
Cn
where matrices are considered as linear operators and (·)∗ denotes the corresponding adjoint.
So Ψ∗ojz =
∑∞
i=j F (i, j)
∗C(i)∗z(i), and Ψ∗oj(Ψojx(j)) =
∑∞
i=j F (i, j)
∗C(i)∗C(i)F (i, j)x(j) =
Wo(j)x(j).
Note that the observability Gramian has non-negative eigenvalues, the larger ones correspond-
ing to the more observable states.
b) Controllability Gramian for linear time-varying systems: Similarly, the controllability
Gramian provides a measure of the influence of a sequence of input history on the current
state. In other words, to reach a given current state (if possible), the controllability Gramian
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measures how much effort from control inputs is needed. For a fixed current time j, define a
linear operator Ψcj : l2(−∞, j − 1]→ Cn such that x(j) = Ψcju =
∑j−1
i=−∞ F (j, i+ 1)B(i)u(i).
This operator describes the input-state behavior with initial state x(−∞) = 0 and a sequence
of inputs {u(i)}j−1−∞. Consider the ‘energy’ of input needed for reaching the current state x(j)
(suppose the system is controllable at time j)
||u||2l2 = 〈u, u〉l2 .
We have:
Proposition 1.2: The controllability Gramian Wc(j) defined in (2) satisfies
Wc(j) = ΨcjΨ
∗
cj,
where Ψ∗cj : Cn → l2(−∞, j − 1] is the adjoint of Ψcj . And,
||u||2l2 =
〈
x(j),Wc(j)
−1x(j)
〉
Cn
where (·)−1 is the inverse of (·).
Proof: First,
||u||2l2 = 〈u, u〉l2 =
〈
Ψ−1cj x(j),Ψ
−1
cj x(j)
〉
l2
=
〈
x(j),
(
ΨcjΨ
∗
cj
)−1
x(j)
〉
Cn
,
where one uses the fact that
(
Ψ−1cj
)∗
=
(
Ψ∗cj
)−1.
Similar to the observability Gramian case, by calculations under standard inner products of
Cn and l2(−∞, j−1], one obtains (Ψ∗cjz) (i) = B(i)∗F (j, i+1)∗z, i = −∞, · · · , j−1, z ∈ Cn.
It follows from definition that Wc(j) = ΨcjΨ∗cj .
Note that the eigenvalues of the controllability Gramian are non-negative and the larger ones
correspond to the more controllable states.
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