Abstract. We present two contributions in this paper. First, we give a quantitative analysis of the scarcity of pairing-friendly genus 2 curves. This result is an improvement relative to prior work which estimated the density of pairing-friendly genus 2 curves heuristically. Second, we present a method for generating pairing-friendly parameters for which ρ ≈ 8, where ρ is a measure of efficiency in pairing-based cryptography. This method works by solving a system of equations given in terms of coefficients of the Frobenius element. The algorithm is easy to understand and implement.
Introduction
In order to use the Jacobian variety of a curve over a finite field for discrete logarithm based cryptography, suitable parameters must be chosen, and a curve with those parameters must be found. One such parameter is the underlying finite field F p over which the curve is defined. Another important parameter is the cardinality N of the group of F p -rational points on the Jacobian of the curve. For many implementations of discrete logarithm based cryptographic protocols, F p is a prime field, i.e., p is a prime number, and N is prime number or a prime times a small cofactor, to resist the Pohlig-Hellman attack [19] on the discrete logarithm problem. Pairing-based cryptography poses further restrictions on the curves since in addition a small embedding degree is required.
Genus 2 point-counting methods ( [12] , [10] ) choose random curve equations over a finite field and compute the number of points on the Jacobian of the curve until one that is good for discrete logarithm-based cryptography is found. An alternative to point counting is to use the genus 2 Complex Multiplication (CM) algorithm ( [24] ) to construct curves with a given number of points on its Jacobian. Like the case of the elliptic curve CM method, the genus 2 CM method is very efficient once the class polynomials of the CM field are computed. The hard problem is to find CM fields such that the class polynomials can be computed and such that the order of the Jacobian of the curve N and the embedding degree are suitable. For a history of the genus 2 CM method, the reader can refer to [5] . In brief, the algorithm works as follows: Let K be a quartic CM field with primitive CM type.
1. Find a prime p such that there exists ω ∈ K with ωω = p, and an integer N depending on p and O K which will be the group order of the Jacobian of the genus 2 curve having CM by O K . Such p and N can be identified by using a method in [24] . 2. Compute the Igusa class polynomials H i (x), i = 1, 2, 3 of K. This step can be done using the methods as described in one of [22] , [24] , [5] , [13] . 3. Construct a curve C from a set of roots of H i (x) over F p via the Mestre-Cardona-Quer Algorithm [18] , [4] , and check if the Jacobian of the curve has order N .
In practice to use the CM method, the quartic CM field K must have small discriminant. So it is desirable to have algorithms which take as input a given field K, and output good cryptographic parameters p and N for a curve C over F p with #Jac(C, F p ) = N , where Jac(C, F p ) denotes the F p -rational points of the Jacobian of the curve C. The genus 2 CM method is a useful alternative to point counting, since genus 2 point counting methods are still slow, and the low density of pairing-friendly curves among cryptographically strong ones, as we will see in Section 4, makes it extremely hard to find suitable curves for pairingbased cryptography via point counting. This indicates that the CM method is probably the only suitable method for finding pairing-friendly genus 2 curves currently available. In this paper, we present a method for generating pairing-friendly parameters for the CM construction of genus 2 curves.
The rest of the paper is organized as follows: Section 2 reviews related work. Section 3 gives background on CM fields and pairings. Section 4 shows quantitatively the scarcity of pairingfriendly genus 2 curve among all those that are suitable for discrete-logarithm-based cryptography. Sections 5 and 6 propose two methods, without and with polynomial parameterization, for generating pairing-friendly genus 2 curves. Some sample numerical data can be found in the appendices.
This paper has been published as part of a PhD thesis [21] .
Related work
In 2002, Rubin and Silverberg [20] showed that supersingular Jacobians of genus 2 hyperelliptic curves have small embedding degrees (≤ 12). In 2007, Hitt [14] presented, for characteristic 2, the construction of families of genus 2 curves with small embedding degree. Freeman [6] gave a method in 2007 for constructing genus 2 curves with ordinary Jacobians over prime fields, which uses parameterization of the CM fields to obtain conditions that lead to the result, and produces a value ρ ≈ 8. 1 In 2008, Kawazoe and Takahashi [16] suggested a way to find pairingfriendly parameters to generate curves of the form y 2 = x 5 + ax over F p for a prime p written as p = c 2 + 2d 2 , by exploiting the closed formulas for the order of the Jacobian of such curves. This method produces curves with ρ ≤ 4, whose Jacobians are however not absolutely simple. In 2008, Freeman, Stevenhagen and Streng [9] and Freeman [7] proposed methods for generating parameters for more general pairing-friendly ordinary abelian varieties. The former constructs a suitable Frobenius element which leads to a pairing-friendly abelian variety by extending a method of Cocks and Pinch [8] . The latter finds suitable polynomials parameterizing key elements and generates good parameters by evaluating such polynomials at many different input values. When applied to the case of genus 2, [9] produces ρ ≈ 8 and [7] is able to further reduce the value to ρ < 8.
Although it is known to some extent (see [11] ) that pairing-friendly parameters are very rare, among all the work generating such parameters for genus 2 curves, this is the first paper that analyzes quantitatively how unlikely cryptographically strong pairing-friendly parameters are.
The algorithms presented in this paper, together with those in [6] , [9] , and [7] , are the only known methods that generate pairing-friendly parameters for ordinary genus 2 curves over prime fields, which have absolutely simple Jacobians. Unlike [6] , we do not need to parameterize the CM field. Our algorithms are also more concrete and more explicit when compared to [9] and [7] . Therefore, these algorithms are easier to understand and implement.
Background

The CM field and the Frobenius element
Let K := Q(η), where
Letᾱ and α σ denote the imaginary and real embeddings of K into K. The characteristic polynomial of π is
The fact that #Jac Fp (C) = h(1) gives the condition
We want N to be almost prime, i.e., N = c · r with r prime and c small (say, c < 2000). We have p ∼ N 1 2 . Based on the discussions above, Weng ([24] ) gives a probabilistic method for searching for parameters for discrete logarithm based cryptography, which produces a prime p and an almost prime N .
Weil and Tate-Lichtenbaum pairings
An excellent survey of the best known implementations of pairings on Jacobians of hyperelliptic curves is given in [1] . In this section we give only some basic information that we need about pairings on general abelian varieties.
For an abelian variety A over a finite field F and an integer r coprime to the characteristic of F , the Weil pairing is a nondegenerate, skew-symmetric bilinear map
whereF is an algebraic closure of F and µ r (F ) is the group of r th roots of unity inF ; the Tate-Lichtenbaum pairing is a nondegenerate bilinear map
r is isomorphic to µ r (F ) if and only if µ r (F ) ⊆ F .
Definition 1 (Embedding degree)
. Let A be an abelian variety over a finite field F = F p . Let r be an integer coprime to p which divides #A(F ). The field F (µ r (F )) is a finite extension F p k of F . The number k is called the embedding degree of A with respect to r, and it is the smallest integer such that r|(p k − 1).
We also call the embedding degree of the Jacobian of a nonsingular projective curve C the "embedding degree of the curve C." For pairing-based cryptography, we need an abelian variety A with #A almost prime, i.e., #A = h · r, where h is a small positive integer and r is a prime number, and the embedding degree k of A with respect to r which is not too large.
Definition 2 (Pairing-friendly abelian variety). Let H and K be positive integers. Let A be an abelian variety over a finite field F p . We say A is pairing-friendly with respect to parameters H and K if #A = h · r for some positive integer h ≤ H and a prime number r, and the embedding degree k of A with respect to r is no larger than K.
By convention, we call an abelian variety "pairing-friendly" if H and K are "small." We also say a nonsingular projective curve C is "pairing-friendly" if C has a pairing-friendly Jacobian. We also call the parameters (p, #A) "pairing-friendly".
Pairing-friendly genus 2 curves are rare: a quantitative analysis
In this section, we shall show quantitatively that there are very few pairing-friendly parameters for genus 2 hyperelliptic curves among all possible almost prime group orders for Jacobians of genus 2 hyperelliptic curves over prime fields. Inspired by [2] , in which elliptic curves of prime orders over finite fields are considered, we generalize its result to the genus 2 case to also deal with Jacobians of almost prime orders. A heuristic estimation of the density of pairing-friendly genus 2 curves was performed earlier in [11] . Our result shows a more explicit improvement to this prior work. The main result of this section is Theorem 1. Before proving it, we first introduce several lemmas.
Let p be an odd prime number, and let log(·) denote the natural logarithm. Let α 0 = 4/5.
Lemma 1. For positive c, M and a, a ∈ Z, let S a,c,M denote the set of pairs of primes (x, y) such that
for an effectively computable constantc.
Proof. Let π(x) be number of primes in the interval [1, x] .
By a result of Huxley [15] (suggested by Igor Shparlinski), we have
for any constant Θ > 7/12. Now let p be a prime number in (M/2, M ]. We look at the number of primes y such that
, where 7/12 < θ < 3/4, and ǫ > 0 are constant (this can always be done for such a constant α). Note that
It implies c · p 3/2−2θ > a 1−θ , and thus B > A θ . Let M 4 (c, α) > max{M 2 (c, α), M 3 (c, α)} be large enough such that (4) holds with
Note that the value p does not appear in the resulting inequality above.
Letc = 1/36. Then the result follows. ⊓ ⊔ Remark 1. If the Riemann Hypothesis is true, then the constant α 0 in Lemma 1 can be relaxed to α 0 = 1.
Remark 2.
If we take a = 1, the result of Lemma 1 is comparable to the heuristic result in [11] (estimate of the volume of S in Section 4.2 of [11] ).
Lemma 2. For positive K, M and a, K ∈ Z, a ∈ Z, let T a,M,K denote the set of pairs of primes (x, y) such that
Proof. For every integer x with M/2 ≤ x ≤ M , let B x be the set of primes y such that y|(x k − 1) for some integer k with 0 < k ≤ K. Since x k − 1 has fewer than log(x k ) distinct prime divisors, we have
Summing over all such integer x and note that
It is worth noting that the result in Lemma 2 does not require M to be large. Igor Shparlinski pointed out that the result of Lemma 2 can be further improved to
when M is large and a < M α , α > 0, by noting that when the prime y is close to x 2 /a, the number of y such that y|(x k − 1) is at most about k/(2 − α) and that there are O(M/ log M ) primes x in the interval [M/2, M ]. When 0 < α < 1, this improved result can be written as
Remark 4. It is possible that the result of (5) may be further refined to be closer to the heuristic result in [11] (the estimate of the volume of S ′ in Section 4.2 of [11] ). However, such a refinement would likely require techniques different from those used in the proof of Lemma 2.
Lemma 3. Let c, H, M and K be positive, K ∈ Z. Let S H,c,M denote the set of pairs of primes (x, y) such that
2 − a · y ≤ 5x 3/2 for some a ∈ Z, 1 ≤ a ≤ H, and y|(x k − 1) for some k ≤ K. Then for any c > 0, for any 0 < α < α 0 , when M is sufficiently large and H < M α , we have
for an effectively computable positive constant c ′ . A possible choice of such a constant is c ′ = 18.
Proof. Let a be an integer such that 1 ≤ a ≤ H. By Lemma 1 and Remark 3, when M is sufficiently large, we have
S a,c,M . Hence we have
for large M and H < M α . ⊓ ⊔ Theorem 1. Let H and K be positive integers. Let α be any constant such that 0 < α < α 0 . Let (p, N ) be a randomly (w.r.t. uniform distribution) chosen pair in which p is a prime in the interval [
and N is the group order of the Jacobian of a genus 2 curve C defined over F p such that N = #Jac(C, F p ) = h · r, with h ∈ Z, 1 ≤ h ≤ H < M α , and r prime. For M large enough, the probability that (p, N ) is pairing-friendly with respect to parameters H and K is less than
for an effectively computable positive constant c ′′ .
VII
Proof. The Riemann Hypothesis for abelian varieties over finite fields, proved by Weil in [23] , implies the Hasse-Weil bound for genus 2 curves, i.e.,
For p large enough, we have #Jac(C, F p ) ∈ p 2 − 5p 3/2 , p 2 + 5p 3/2 . Let c = 1/9. By Proposition 2.4 of [17] , almost all integers z ∈ p 2 − cp 3/2 , p 2 + cp 3/2 can be assumed to be the cardinality of the Jacobian of a genus 2 hyperelliptic curve (given by a quintic or sextic polynomial) over F p . In Lemma 3, let c = 1/9, x = p, y = r and a = h. The conclusion then follows, observing that c = 1/9 is small enough so that the total number of pairs (p, N ) in the statement of Theorem 1 is strictly larger than S H,c,M . Note that we can choose c ′′ = 10c ′ , where c ′ is the constant from Lemma 3.
⊓ ⊔ Theorem 1 says there are very few pairing-friendly parameters for genus 2 hyperelliptic curves when H and K are much smaller than p.
Algorithms for generating pairing-friendly genus 2 curves over prime fields
Let k be a desired embedding degree. Let C be a genus 2 hyperelliptic curve defined over a finite field F p whose Jacobian over F p has a subgroup of order r such that Jac(C, F p ) has embedding degree k with respect to r. The ratio of the bit length of #Jac(C, F p ) to the bit length of r is a good measure of efficiency in pairing-based cryptography. Define ρ = 2 log(p)/ log(r).
In many pairing-based cryptographic applications, we prefer this value to be close to 1. In [6] , a method to generate genus 2 curves with ordinary Jacobians over prime fields with low embedding degrees is proposed. An important part of this method is a parameterization of the CM field. The method generates curves with value ρ ≈ 8. We propose another way of generating good parameters, without parameterizing the CM field, which gives a similar ρ value.
Let K := Q(η) be a fixed quartic CM field. We want to construct a genus 2 hyperelliptic curve C over a prime field F p such that Jac(C, F p ) has CM by K, and such that Jac(C, F p ) has a subgroup of prime order r, and Jac(C, F p ) has a prescribed embedding degree k with respect to r. For cryptographic applications, we need p and r to be large. We will present the algorithm for the case d ≡ 2, 3 (mod 4) in this paper, where d is as defined in Section 3.1. The case d ≡ 1 (mod 4) can be treated similarly.
In the case d ≡ 2, 3 (mod 4), such a curve can be constructed if we can find a simultaneous integral solution (c 1 , c 2 , c 3 , c 4 , p, r), in which p and r are large prime numbers, to the following system of equations:
Here a, b, d and k are fixed, and Φ k (x) is the k th cyclotomic polynomial. Equations (6) and (7) mean that the prime p corresponds to a good Weil number, as discussed in Section 3.1. Equation (8) ensures that the Jacobian has a subgroup of prime order r. Equation (9) guarantees that the Jacobian of the curve the embedding degree with respect to r is at most k. Note that Equation 9 implies p k ≡ 1 (mod r). Given that p r−1 ≡ 1 (mod r), we must have k|(r −1), i.e., r ≡ 1 (mod k). (c 1 , c 2 , c 3 , c 4 , p, r) is returned by Algorithm 1, then it provides a solution to the system of equations (6), (7), (8), (9) .
Theorem 2. If
Algorithm 1 Generating pairing parameters for
not a square; a prescribed embedding degree k; a bit size n of the desired subgroup order; maximum numbers of trials, M1 and M2. Ensure: Integers c1, c2, c3, c4, prime numbers p and r, where r has n bits, satisfying Equations (6), (7), (8), (9); or "Not found."
Choose a prime number r of n bits such that r ≡ 1 (mod k).
4:
With c1 fixed as above, try to solve the system of equations given by (6), (7), (8), (9) 
Choose lifts c3 and c4 ofc3 andc4 to Z such that f := bc if p is prime then 10:
Return (c1, c2, c3, c4, p, r).
11:
end if 12:
until Lines 7 through 11 have been tried M2 times.
13:
end if 14: until M1 primes r have been tried. 15: Return "Not found." (c 1 , c 2 , c 3 , c 4 , p, r) is returned, then Equations (8) and (9) are automatically satisfied. Equations (6) and (7) are satisfied by the constructions in Step 7 and 8.
Proof. It is clear that if
Step 9 ensures that p is prime.
⊓ ⊔ Depending on p and O K , there are 2 or 4 possibilities for the group order #Jac(C, F q ) [24] [5]. However, for a demonstration purpose, in the algorithm above we are only interested in curves C whose Jacobian has exact group order given by
Algorithm 1 looks difficult to analyze because we do not know how likely it is that a solution is found in Step 4. However, experimental results show that the algorithm returns valid parameters quickly and with high probability. Example 1. Using Algorithm 1 in the case of a = 2, b = −1, d = 2, some suitable pairing parameters are found in Appendix A, where r are 160, 256, 512 and 1024 bits, respectively. The computations were performed by the computer algebra system MAGMA [3] . Note that
is Galois, so there are only two possibilities for the group order #Jac(C, F p ) [24] , namely,
or the group order for a quadratic twist of the curve:
6 Generating parameters with polynomial parameterization of coefficients c i
The parameter c 1 produced by Algorithm 1 is always ±1 and the size of c 2 dominates that of c 1 , c 3 and c 4 . In fact, this is not necessary. We can modify the search method using the idea of Ensure: Integers c1, c2, c3, c4, prime numbers p and r, where r has n bits, satisfying Equations (6), (7), (8) , (9) V (x, y).
4:
Try to solve the system of equations given by (7), (8), (9), with ci replaced by Ci(x, y), i = 1, 2, 3, 4, over the finite field Fr for a simultaneous solution (x,ȳ,p).
5:
if Such a solution exists then 6:
Choose lifts x and y ofx andȳ to Z such that ci := Ci(x, y), i = 1, 2, 3, 4 are all integers. Let p = ac
if p is prime then 9:
10:
end if 11:
until Lines 7 through 10 have been tried M2 times. 12:
end if 13: until M1 primes r have been tried. 14: Return "Not found." polynomial parameterization and produce pairing parameters with c 1 , c 2 , c 3 and c 4 roughly of the same size. The algorithm is stated as Algorithm 2.
Similarly to Theorem 2, we have Theorem 3. If (c 1 , c 2 , c 3 , c 4 , p, r) is returned by Algorithm 2, then it provides a solution to the system of equations (6), (7), (8), (9) .
In Algorithm 2, it is clear that we need gcd(C 1 , C 2 , C 3 , C 4 ) = 1 ∈ Z[x, y] so that a prime p can be found.
Then they satisfy bC Since x and y are roughly the same size as r, the value of p obtained by this method is ≈ r 4 . It is thus a natural thought that if we parameterize the polynomials C i (x, y) with degree 1 polynomials in Z[x, y], then the size of p may be reduced to ≈ r 2 . Unfortunately, the following Proposition 1 shows that such parameterizations will not succeed in achieving this goal. where
0 ∈ Q[X 1 , X 2 , . . . , X n ], j = 1, 2, both of total degree 1. Now we have
Note that Q( √ D)[X 1 , X 2 , . . . , X n ] is a unique factorization domain. Because F − αG, F − βG, H 1 and H 2 are of degree 1, they are irreducible. without of loss of generality, we may assume
for some γ ∈ Q( √ D) × . We can write γ = s+t √ D with s, t ∈ Q and t = 0. Here we require t = 0 as the polynomial on the left hand side of Equation (10) Equating the coefficients of X i and the constant terms on both sides of the above equation, we obtain
This in turn gives
i .
If g i = 0 for some i, we must have h
(1) i = 0 by (12), which again implies f i = 0 by (11). Otherwise, if g i = 0, we can divide both sides of (11) and (12) Therefore, for all 0 ≤ i ≤ n, we have f i = c · g i , where the constant c = s/(b · t) ∈ Q. Hence F = c · G, i.e., F and G are associated.
⊓ ⊔ An alternative way to do polynomial parameterization in Step 1 of Algorithm 2 is to use degree 1 and degree 2 polynomials for C 3 (x, y) and C 4 (x, y). This will produce different kinds of c i 's, but the resulting ρ value is still approximately 8 in general. On-going research is aiming at reducing further the value of ρ.
