Anticipating Random Periodic Solutions--I. SDEs with Multiplicative
  Linear Noise by Feng, Chunrong et al.
Anticipating Random Periodic Solutions–I. SDEs with
Multiplicative Linear Noise
Chunrong Feng1, Yue Wu1,2, and Huaizhong Zhao1
1Department of Mathematical Sciences, Loughborough University, LE11 3TU, UK
2Current address: Department of Mathematical Sciences, Xi’an Jiaotong-Liverpool
University, Suzhou 215123, China
C.Feng@lboro.ac.uk, Y.Wu@lboro.ac.uk, H.Zhao@lboro.ac.uk
Abstract
In this paper, we study the existence of random periodic solutions for semilinear stochas-
tic differential equations. We identify them as solutions of coupled forward-backward infinite
horizon stochastic integral equations (IHSIEs), using the ”substitution theorem” of stochastic
differential equations with anticipating initial conditions. In general, random periodic solu-
tions and the solutions of IHSIEs, are anticipating. For the linear noise case, with the help
of the exponential dichotomy given in the multiplicative ergodic theorem, we can identify
them as the solutions of infinite horizon random integral equations (IHSIEs). We then solve
a localised forward-backward IHRIE in C(R, L2loc(Ω)) using an argument of truncations, the
Malliavin calculus, the relative compactness of Wiener-Sobolev spaces in C([0, T ], L2(Ω)) and
Schauder’s fixed point theorem. We finally measurably glue the local solutions together to
obtain a global solution in C(R, L2(Ω)). Thus we obtain the existence of a random periodic
solution and a periodic measure.
Keywords: random periodic solutions, periodic measures, semilinear stochastic differen-
tial equations, relative compactness, Malliavin derivative, infinite horizon stochastic integral
equations, exponential dichotomy.
1 Introduction
Many real world phenomena having the nature of mixing periodicity and randomness, e.g.,
change of temperatures on earth and seasonal economic data ([17]). Physicists have attempted
to study random perturbations to periodic solutions for some time. They used first linear ap-
proximations or asymptotic expansions in small noise regime, e.g. see [29],[31]. The approach
in [31] was to seek Y (t + τ, ω) returning to a neighbourhood of Y (t, ω) for each noise realisa-
tion, where τ > 0 is a fixed number. This reveals certain information about the ”periodicity”
under small noise perturbations. Efforts were also made in the mathematics community to seek
a periodic solution Y such that Y (0, ω) = Y (τ, ω) = Y (2τ, ω) = · · · ([7],[28]). However, this
kind of strict periodicity exists only in very special situations in stochastic contexts. In general,
1
ar
X
iv
:1
50
2.
00
56
7v
2 
 [m
ath
.PR
]  
27
 A
pr
 20
16
2 C.R. Feng, Y. Wu, H.Z. Zhao
random perturbations to a periodic solution break the strict periodicity immediately, similar to
the case that random perturbations break fixed points. The concept of stationary solutions is
the corresponding notion of fixed points in the stochastic counterpart and has been subject to
intensive study in mathematics literature ([11],[21],[27],[32]). One of the obstacles to make a sys-
tematic progress in the study of the random periodicity was the lack of a rigorous mathematical
definition in a great generality and appropriate mathematical tools.
Recently random periodic solutions has been defined with a help of an observation that they
may be regarded as stationary solutions on sequences of fixed discrete times of equal length of
one period. The existence was studied for cocycles in [33] using a qualitative method, and for
stochastic semiflows in [13],[14] using some analysis tools. There have been some more recent
results including [8] on random attractors of the stochastic TJ model in climate dynamics, [30] on
bifurcations of stochastic reaction diffusion equations and [5] on stochastic lattice systems. It was
recently proved in [15] that random periodic solutions and periodic measures are ”equivalent” in
the following sense. A random periodic solution gives rise to a periodic measure. Conversely from
a periodic measure one can construct a random periodic process on an enlarged probability space,
of which the law is the periodic measure. It was then proved that the strong law of large numbers
(SLLN) holds for periodic measures and corresponding random periodic processes thus it gives a
statistical description. There are numerous physically relevant stochastic differential equations
satisfying the conditions in this paper so they have random periodic solutions (Theorems 4.9,
4.11, 5.2).
First, recall the definition of the random periodic solutions for stochastic semi-flows given
in [13]. Let X be a separable Banach space. Denote by (Ω,F , P, (θ(s))s∈R) a metric dynamical
system, where θ(s) : Ω → Ω is assumed to be P -preserving and measurably invertible for all
s ∈ R, ∆ := {(t, s) ∈ R2, s ≤ t}. Consider a stochastic semi-flow u : ∆ × Ω × X → X, which
satisfies the following standard condition
u(t, r, ω) = u(t, s, ω) ◦ u(s, r, ω), for all r ≤ s ≤ t, r, s, t ∈ R, for a.e. ω ∈ Ω. (1.1)
We do not assume the map u(t, s, ω) : X → X to be invertible for (t, s) ∈ ∆, ω ∈ Ω in the
following definition.
Definition 1.1. A random periodic path of period τ of the semi-flow u : ∆×Ω×X → X is an
F-measurable map Y : R× Ω→ Rd such that
u(t, s, Y (s, ω), ω) = Y (t, ω), Y (s+ τ, ω) = Y (s, θτω), t, s ∈ R, t ≥ s, a.e.ω ∈ Ω. (1.2)
In this paper we consider the following stochastic differential equation with multiplicative
noise since the influence of noise in many cases depends on the intensity of the solution{
du(t) = Au(t) dt+ F (t, u(t)) dt+
∑M
k=1Bk(t, u(t)) ◦ dW kt , t ≥ s
u(s) = x ∈ Rd, (1.3)
where Wt = {W kt 1 ≤ k ≤ M, t ∈ R} is an M-dimensional mutually-independent standard
Brownian motion under the canonical probability space (Ω,F , (F t)t∈R,P). Assume there exists
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a constant τ > 0 such that F (t + τ, u) = F (t, u), Bk(t + τ, u) = Bk(t, u). Such kind of SDEs
is called τ -periodic. Suppose that the continuous functions F (t, u) and Bk(t, u) are Lipschitz
continuous in u so that the initial value problem (1.3) has a unique solution (see [18]). It is easy
to see that the Lipschitz condition is always satisfied under the conditions given in the following
sections.
Note the stochastic integral is of the Stratonovich type. Recall the connection of the Itoˆ and
Stratonovich integrals
Bk(t, u(t)) ◦ dW kt = Bk(t, u(t))dW kt +
1
2
∇xBk(t, u(t))Bk(t, u(t))dt. (1.4)
Random periodic solutions of τ -periodic semilinear stochastic differential equations with ad-
ditive noise were studied in [13] (Bk(t, u) = Bk(t)). The existence was obtained under conditions
that ||F ||∞ < ∞, ||∇F ||∞ < ∞, ||Bk||∞ < ∞, Bk(t) is Ho¨lder continuous and the matrix A is
hyperbolic. There is no requirement about F being monotone or the Lipschitz constant being
controlled by the spectrum of A. In fact the system is non-dissipative as it is contracting in
certain directions and expanding in certain other directions. So the random periodic solution,
if exists, is not stable or completely unstable. The pull-back method does not work. In fact
the random periodic solution is an anticipating stochastic process, which depends on the whole
path of the noise.
If the stochastic system is dissipative, we can use other methods such as pull-back to study
the problem, where there is no anticipating issue at all ([33]). In this paper, we consider non-
dissipative systems with the d×d matrix A being assumed to be hyperbolic. Similar to the case
with additive noise, if this equation has a random periodic solution Y , it is also anticipating.
However the nonadaptedness causes a real difficulty in the analysis of
∫ t
0 Bk(s, Y (s)) ◦ dW ks ,
though this term is still well defined through (1.4). The first integral on the right hand side is
of the Skorohod type, of which the L2-norm is given by the Skorohod isometry ([25])
||
∫ t
0
Bk(s, Y (s))dW
k
s ||2L2(Ω) (1.5)
=
∫ t
0
‖Bk(s, Y (s))‖2L2(Ω)ds+
∫ t
0
∫ t
0
(∇xBk(s, Y (s))Dkr1Y (s))T∇xBk(s, Y (s))Dkr2Y (s)dr1dr2,
where AT is the transpose of A and DY the Malliavin derivative of Y .
For a finite time SDEs with a given anticipating initial condition, Nualart proved a substi-
tution theorem in [25]. With the help of this result, we can prove that the random periodic
solution is identified as a solution of the following IHSIEs
Y (t) =
∫ t
−∞
eA(t−r)P−F (r, Y (r))dr −
∫ +∞
t
eA(t−r)P+F (r, Y (r))dr (1.6)
+
M∑
k=1
∫ t
−∞
eA(t−r)P−Bk(r, Y (r)) ◦ dW kr −
M∑
k=1
∫ +∞
t
eA(t−r)P+Bk(r, Y (r)) ◦ dW kr .
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Here P− is the projection from Rd to the subspace spanned by the eigenvectors corresponding
to the eigenvalue of A with negative real parts and P+ = I −P−. Thus our problem is reduced
to solve (1.6). Note here Eqn. (1.6) can be represented as an initial value problem (1.3) with
initial value u(s) = Y (s) as for t ≥ s, from (1.6),
Y (t) = eA(t−s)
∫ s
−∞
eA(s−r)P−F (r, Y (r))dr +
∫ t
s
eA(t−r)P−F (r, Y (r))dr
+eA(t−s)
M∑
k=1
∫ s
−∞
eA(s−r)P−Bk(r, Y (r)) ◦ dW kr +
∫ t
s
eA(t−r)P−Bk(r, Y (r)) ◦ dW kr
−eA(t−s)
∫ +∞
s
eA(s−r)P+F (r, Y (r))dr +
∫ t
s
eA(t−r)P+F (r, Y (r))dr
−eA(t−s)
M∑
k=1
∫ +∞
s
eA(s−r)P+Bk(r, Y (r)) ◦ dW kr +
M∑
k=1
∫ t
s
eA(t−r)P+Bk(r, Y (r)) ◦ dW kr
= eA(t−s)Y (s) +
∫ t
s
eA(t−r)F (r, Y (r))dr +
M∑
k=1
∫ t
s
eA(t−r)Bk(r, Y (r)) ◦ dW kr . (1.7)
This would be exactly the type of SDEs considered in [25] with a given anticipating initial value
Y (s) at time s if it were known. However, in our context, Y (s) is not known, but part of the
solution of Eqn. (1.6) when t = s.
It turns out that the anticipating issue causes some real difficulties in solving (1.6), even in
the linear noise case, due to the fact that the L2 norm of
∫ t
0 Bk(s, Y (s)) ◦ dW k(s) involves the
Malliavin derivative of Y in (1.5). In this paper, we only consider the linear noise case. We use
the stochastic linear evolution operator and subsequently identify random periodic solutions as
the solutions of forward-backward coupled infinite horizon random integral equations (IHRIEs)
with the help of the exponential dichotomy given in Oseledets’ multiplicative ergodic theorem
(MET).
We cannot solve the IHRIEs pathwise though the equations are given in a pathwise manner.
The major flaw of a pathwise approach is the lack of the measurability to their solutions.
Thus we seek a solution in C((−∞,+∞), L2(Ω)). Relative compactness is key in this analysis.
However, pointwise (fix ω) relative compactness theorem such as Arzela`-Ascoli Lemma is not
enough. Another difficulty is the pathwise stability of Φ(t, θsω)P
− in the MET and the stability
in L2(Ω) are different. For example, as t →∞, e− 12 t+Wt → 0 a.s., but E
(
e−
1
2
t+Wt
)2 →∞. To
overcome this difficulty, we construct a sequence of localised IHRIEs. We then use the relative
compactness of Wiener-Sobolev spaces in C([0, T ], L2(Ω)) and Schauder’s fixed point theorem
to solve the equation in C(R, L2loc(Ω)). We finally measurably glue the local solutions together
to obtain a global solution in C(R, L2(Ω)). It is interesting to note that the local solution may
not converge to the global solution.
With the existence of random periodic solution, we can construct a periodic measure µs of
the skew product on (Ω × Rd,F⊗B(Rd)) according to [15]. The factorisation of µs which is
given by (µs)ω = δY (s,θ(−s)ω) is anticipating.
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We would like to point out that anticipating equilibrium processes exist in reality. For ex-
ample, an anticipating stationary solution was found in the transition state problem in chemical
reaction processes (c.f. [4]).
2 Preliminaries and the equivalence of random periodic solu-
tions for hyperbolic systems and the coupled forward-backward
IHSIEs
Consider Ω = C0(R,RM ) := {ω ∈ C(R,RM ) : ω(0) = 0}, Wt(ω) := ω(t), and F t := ∨s≤tF ts
with F ts := σ(Wu −Wv, s ≤ v ≤ u ≤ t). Besides, we define a shift that leaves Ω invariant by
θt : Ω→ Ω, θsω(t) = ω(t+ s)− ω(s), s, t ∈ R,
and thus the shift θ is P -measure preserving.
First we briefly recall the Skorohod integral, Stratonovich intergal and prove Malliavin deriva-
tive’s norm preserving property under the measure preserving operator θ. We only need to
consider 1-dimensional Brownian motion W on R. The multidimensional case can be dealt with
similarly.
Denote by Lˆ2(Rm) the set of symmetric functions in L2(Rm). Define for f ∈ Lˆ2(Rm),
Im(f) =
∫
Rm
f(t1, . . . , tm)dWt1 . . . dWtm .
It is well known that
E[Im(f)In(g)] =
{
0, if n 6= m,
m! < f, g >L2(Rm), if n = m.
(2.1)
Definition 2.1. (Skorohod integral [24]) Suppose that v(t, ω) is a stochastic process such that
v(t, ·) is F-measurable and square-integrable for all t ∈ R. Thus it has the following Wiener-Itoˆ
chaos expansion
v(t) =
∞∑
m=0
Im(fm(·, t)),
with fm(·, t) ∈ Lˆ2(Rm) for each t ∈ R. Then the Skorohod integral is defined as
δ(v) :=
∫
R
v(t, ω)δWt :=
∞∑
m=0
Im+1(f˜m), (2.2)
where f˜m ∈ Lˆ2(Rm+1) is the symmetrization of fm(t1, · · · , tm, t) as a function of all m + 1
variables. We say u is Skorohod-integrable and write u ∈ Dom(δ) if the series in (2.2) converges
in L2(Ω).
Another kind of integral is defined in the probability sense (1-dimensional case):
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Definition 2.2. (Stratonovich integral [25]) A measurable process v(t, ω) such that
∫
R |vt|dt <
∞ a.s. is Stratonovich integrable if the familiy Spi
Spi :=
∫
R
vtW
pi
t dt,
where
W pit =
n−1∑
i=0
Wti+1 −Wti
ti+1 − ti χ(ti,ti+1](t),
converges in probability as |pi| → 0 and in this case the limit is called the Stratonovich integral,
denoted by
∫
R vt ◦ dWt.
Note that the relation (1.4) holds between the Stratonovich integral and the Skorohod integral
(c.f. [25]), i.e.,∫
R
B(s, u(s)) ◦ dWs =
∫
R
B(s, u(s))δWs +
1
2
∫
R
∇xB(s, u(s))B(s, u(s))ds, (2.3)
where B ∈ L(Rd).
Let S denote the class of smooth and cylindrical random variables of the form
G = f(W (h1), · · · ,W (hn)),
where f ∈ C∞p (Rn), i.e., f and all its partial derivatives have polynomial growth order, and
W (hi) =
∫
R hi(s)dWs, h1, · · · , hn ∈ L2(R), and n ≥ 1. The derivative of G is the L2(R)-valued
random variable given by
DrG =
n∑
i=1
∂f
∂xi
(W (h1), · · · ,W (hn))hi(r).
Then denote by D1,p the domain of D in Lp(Ω), i.e. D1,p is the closure of S with respect to the
norm
||G||1,p =
(
E|G|p + E||D·G||pL2(R)
) 1
p
.
The following simple result is about the D1,2-norm-preserving property under the measure
preserving operator. It will play a crucial role in the subsequent argument. This property is not
normally true for Malliavin derivatives, but it is here due to the fact that the time interval is
the whole real line R.
Lemma 2.3. (Norm preserving in D1,2) Suppose G(·) ∈ D1,2, then for all h ∈ R, G(θh·) ∈ D1,2,
and
‖G(θh·)‖1,2 = ‖G(·)‖1,2,
where θh : Ω→ Ω, h ∈ R is the measure preserving measurable dynamical system on (Ω,F ,P).
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Proof. First by the measure-preserving property, it is easy to see that
E|G(θh·)|2 = E|G(·)|2.
By Wiener-Itoˆ’s chaos decomposition (c.f. [24]), G(·) ∈ D1,2 can be written as
G(ω) =
∞∑
k=0
∫
R
· · ·
∫
R
fk(t1, · · · , tk)dWt1 · · · dWtk ,
where fk(−) is a symmetric element in Lˆ2(Rk), and
G(θhω) =
∞∑
k=0
∫
R
· · ·
∫
R
fk(t1 − h, · · · , tk − h)dWt1 · · · dWtk .
The corresponding Malliavin derivatives can be derived through Wiener-Itoˆ chaos decomposition,
DrG(ω) =
∞∑
k=0
∫
R
· · ·
∫
R
fk(t1, · · · , tk−1, r)dWt1 · · · dWtk−1 ,
and
DrG(θhω) =
∞∑
k=0
∫
R
· · ·
∫
R
fk(t1 − h, · · · , tk−1 − h, r − h)dWt1 · · · dWtk−1 .
Therefore
E
∫
R
‖DrG(θh·)‖2dr =
∞∑
k=0
(k − 1)!
∫
R
‖fk(t1 − h, · · · , tk−1 − h, r − h)‖2L2(Rk−1)dr
=
∞∑
k=0
(k − 1)!
∫
Rk
|fk(t1, · · · , tk−1, r)|2dt1 · · · dtk−1dr
= E
∫
R
‖DrG(·)‖2dr.
The claim is asserted.
Note that when (Ω,F ,P) is the canonical probability space associated with anM -dimensional
Brownian motion {W jt , t ∈ R, 1 ≤ j ≤ M}, DG of a random variable G ∈ D1,2 will be an M -
dimensional process denoted by {DjrG, r ∈ R, 1 ≤ j ≤M}. For example
DjrW kt = δk,jχ(−∞,t](r).
Here and throughout the paper χ.(·) always represents an indicator function. Denote the solution
of the initial value problem (1.3) by u(t, s, ω)x, t ≥ s, and
u(t, s, x) = eA(t−s)x+
∫ t
s
eA(t−r)F (r, u(r, s, x))dr +
M∑
k=1
∫ t
s
eA(t−r)Bk(r, u(r, s, x))dW kr .
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It is easy to see that u satisfies (1.1). Moreover, by Proposition 2.3.22 in [2] and periodicity of
F and Bk, similar to the proof cocycle case in Theorem 2.3.26 in [2], we have that
u(t+ τ, s+ τ, x)
= eA(t−s)x+
∫ t+τ
s+τ
eA(t+τ−r)F (r, u(r, s+ τ, x))dr +
M∑
k=1
∫ t+τ
s+τ
eA(t+τ−r)Bk(r, u(r, s+ τ, x))dW kr
= eA(t−s)x+
∫ t
s
eA(t−r)F (r + τ, u(r + τ, s+ τ, x))dr
+
M∑
k=1
∫ t
s
eA(t−r)Bk(r + τ, u(r + τ, s+ τ, x))dW˜ kr
= eA(t−s)x+
∫ t
s
eA(t−r)F (r, u(r + τ, s+ τ, x))dr +
M∑
k=1
∫ t
s
eA(t−r)Bk(r, u(r + τ, s+ τ, x))dW˜ kr ,
where W˜r := (θτω)(r) = Wr+τ −Wτ . On the other hand,
θτu(t, s, x) = e
A(t−s)x+
∫ t
s
eA(t−r)F (r, θτu(r, s, x))dr +
M∑
k=1
∫ t
s
eA(t−r)Bk(r, θτu(r, s, x))dW˜ kr .
By the pathwise uniqueness of the solution of (1.3), we have that
u(t+ τ, s+ τ, ω) = u(t, s, θτω), for all t ≥ s, t, s ∈ R, a.s. (2.4)
Note that u(t, s, ω) is also well-defined when t ≤ s and satisfies (c.f. [20]){
du(t) = −[Au(t) + F (t, u(t)) +
M∑
k=1
∇xBk(t, u(t))Bk(t, u(t))]dt−
M∑
k=1
Bk(t, u(t))dW
k
t ,
u(s) = x ∈ Rd.
(2.5)
This means that the stochastic semi-flow is invertible a.s. Although this is not essential to make
our method working, it helps to derive the IHSIEs. In the case of SPDEs, this property does
not hold. In [16], applying the unstable manifold theorem ([23]), we can still deduce the IHSIEs
in the infinite dimensional case.
The following substitution theorem for anticipating stochastic differential equations in [25]
will play an important role in the development of the connection between the IHSIE and random
periodic solutions.
Lemma 2.4. Consider the following stochastic differential equation on [0, T ], T > 0
Xt,s = X0 +
M∑
i=1
∫ t
s
σi(sˆ, Xsˆ,s)dW
i
sˆ +
∫ t
s
β(sˆ, Xsˆ,s)dsˆ, t ≥ s, (2.6)
where σi ∈ C3(Rd+1), 0 ≤ i ≤ M , and β ∈ C3(Rd+1) have bounded partial derivatives of first
order. Then for any random vector X0, the process X = {ϕt,s(X0), t ∈ [0, T ]} satisfies the
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anticipating SDEs (2.6), where {ϕt,s(x), t ∈ [0, T ]} is the stochastic flow defined by:
ϕt,s(x) = x+
M∑
i=1
∫ t
s
σi(sˆ, ϕsˆ,s(x))dW
i
sˆ +
∫ t
s
β(sˆ, ϕsˆ,s(x))dsˆ, t ≥ s. (2.7)
Besides, if σi, 1 ≤ i ≤ M , and β are of class C4, and X0 ∈ D1,p(Rd) for some p > 4, then the
process X is the unique solution to (2.6) in L2([0, T ],D1,4(Rd)) and is continuous in t almost
surely.
The equations considered in [25] is time independent case. But time dependent case can be
easily deduced to time independent case by considering X˜t =
[
t+ s
Xt+s,s
]
.
Now we consider the general τ -periodic SDEs with multiplicative noise (1.3).
Theorem 2.5. (Equivalence theorem) Let F : R × Rd → Rd and Bk : R × Rd → Rd be of
class C3, with the Jacobians ∇F (t, ·) and ∇Bk(t, ·) globally bounded, for 1 ≤ k ≤ M , i.e.
sup
t∈R,x∈Rd
||∇F (t, x)||L(Rd) + sup
t∈R,x∈Rd
||∇Bk(t, x)||L(Rd) < ∞. Assume F (t, u) = F (t + τ, u) and
Bk(t, u) = Bk(t + τ, u) for some fixed τ > 0. Then a tempered Y ∈ L2([0, τ),D1,p) for some
p > 4 such that Y (t + τ, ω) = Y (t, θτω) for any t ∈ R P-a.s. is a random periodic solution of
Eqn. (1.3) if and only if Y satisfies Eqn. (1.6).
Proof. If Eqn. (1.6) has a solution Y ∈ D1,p(L2(R,Rd)) for some p > 4, then it also satisfies
(1.7). Thanks to Nualart’s substitution theorem (Lemma 2.4), which guarantees the uniqueness
of solution to (1.3) with anticipating initial value Y (s, ω), we have
u(t, s, x, ω)
∣∣∣
x=Y (s,ω)
= u(t, s, Y (s, ω), ω) = Y (t, ω).
Conversely, assume Eqn. (1.3) has a random periodic solution which is tempered from above.
First note for any non-negative integer l, we then apply the substitution theorem again to obtain
Y (t, ω) = u(t± lτ, t, Y (t, θ∓lτω), θ∓lτω)
= e∓AlτY (t, θ∓lτω) +
∫ t±lτ
t
eA(t±lτ−sˆ)F (sˆ, u(sˆ, t, Y (t, θ∓lτω), θ∓lτω))dsˆ
+
M∑
k=1
∫ t±lτ
t
eA(t±lτ−sˆ)Bk(sˆ, u(sˆ, t, Y (t, θ∓lτω), θ∓lτω)) ◦ dW ksˆ∓lτ .
Therefore,
P−Y (t, ω) = P−u(t+ lτ, t, Y (t, θ−lτω), θ−lτω)
= eAlτP−Y (t, θ−lτω) +
∫ t
t−lτ
eA(t−sˆ)P−F (sˆ, Y (sˆ, ω))dsˆ
+
M∑
k=1
∫ t
t−lτ
eA(t−sˆ)P−Bk(sˆ, Y (sˆ, ω)) ◦ dW ksˆ
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→
∫ t
−∞
eA(t−sˆ)P−F (sˆ, Y (sˆ, ω))dsˆ+
M∑
k=1
∫ t
−∞
eA(t−sˆ)P−Bk(sˆ, Y (sˆ, ω)) ◦ dW ksˆ
in L2-norm as l → +∞. The last convergence can be demonstrated by the Skorohod isometry
and (2.3). Indeed by the linear growth of B and boundedness of its gradients, for each k
E
[∣∣∣∣∫ t−lτ−∞ eA(t−sˆ)P−Bk(sˆ, Y (sˆ, ω))δW ksˆ
∣∣∣∣2
]
≤ 2C1
∫ t−lτ
−∞
e2µm+1(t−sˆ)(1 + |Y (sˆ)|2)dsˆ
+C‖∇Bk‖2∞E
∫ t−lτ
−∞
e2µm+1(t−sˆ)
∫ t−lτ
−∞
‖DrY (sˆ, ω)‖2drdsˆ.
Let us consider the second term on the right hand side only, as the first term can be dealt with
analogously,
E
∫ t−lτ
−∞
e2µm+1(t−sˆ)
∫ t−lτ
−∞
‖DrY (sˆ, ω)‖2drdsˆ
≤ e2µm+1lτ
∫ t
−∞
e2µm+1(t−sˆ)E
∫ ∞
−∞
‖DrY (sˆ, ω)‖2drdsˆ
≤ e2µm+1lτ
∞∑
i=−1
e2µm+1iτ
∫ τ
0
E
∫ ∞
−∞
‖DrY (sˆ, ω)‖2drdsˆ, (2.8)
where we use the periodicity Y (sˆ, ω) and the norm preserving property Lemma 2.3 about
E
∫ +∞
−∞ ‖DrY (sˆ, ω)‖2dr. Moreover, it is easy to see that (2.8) tends to 0 when l → ∞. Analo-
gously, as u is invertible,
P+Y (t, ω) = P+u(t− lτ, t, Y (t, θlτω), θlτω)
= e−AlτP−Y (t, θlτω)−
∫ t+lτ
t
eA(t−sˆ)P+F (sˆ, Y (sˆ, ω))dsˆ
−
M∑
k=1
∫ t+lτ
t
eA(t−sˆ)P+Bk(sˆ, Y (sˆ, ω)) ◦ dW ksˆ
→ −
∫ ∞
t
eA(t−sˆ)P+F (sˆ, Y (sˆ, ω))dsˆ−
M∑
k=1
∫ ∞
t
eA(t−sˆ)P−Bk(sˆ, Y (sˆ, ω)) ◦ dW ksˆ
in L2-norm as l→ +∞.
In the general multiplicative noise case, it remains open to solve Eqn. (1.6). We will solve
the linear noise case in the next two sections.
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3 Linear noise: the exponential dichotomy and IHRIEs
Consider the following τ -periodic semilinear SDE of Stratonovich type with multiplicative
linear noise,
{
du(t) = Au(t) dt+ F (t, u(t)) dt+
M∑
k=1
Bku(t) ◦ dW kt , t ≥ s
u(s) = x ∈ Rd,
(3.1)
where A, {Bk, 1 ≤ k ≤M} are in L(Rd), Wt := (W 1t ,W 2t , · · · ,WMt ), t ∈ R, is an M -dimensional
Brownian motion under the filtered Wiener space (Ω,F , (F t)t∈R,P). In addition, we assume that
Condition (C). The matrices A, A∗, Bk, and B∗k are mutually commutative.
Now define a random evolution operator Φ : R+ × Ω→ L(Rd) by
{
dΦ(t) = AΦ(t) dt+
M∑
k=1
BkΦ(t) ◦ dW kt , t ≥ 0
Φ(0) = I ∈ L(Rd),
(3.2)
which is a cocycle over the metric dynamical system (Ω,F , P, (θt)t∈R) ([2],[6],[12],[20],[22]). Due
to the commutative property of A and Bk, Φ can be written in the explicit form as
Φ(t, ω) = exp
{
At+
∑M
k=1BkW
k
t
}
.
Recall that the solution of (3.1) via (3.2) can be written as (c.f. [23])
u(t, s, x, ω) = Φ(t− s, θsω)x+
∫ t
s
Φ(t− sˆ, θsˆω)F (sˆ, u(sˆ, s, x, ω)) dsˆ, t ≥ s. (3.3)
Remark 3.1. Though being defined only on R+ in the above, Φ can be extended to R− in the
finite dimentional case via the relation Φ(t, ω) = Φ(−t, θtω)−1 when t ≤ 0 as it is measurably
invertible. Here Φ(t, ω)−1 is uniquely defined and satisfies ([20])
dΦ(t)−1 = −AΦ(t)−1 dt+
M∑
k=1
B2kΦ(t)
−1 dt−
M∑
k=1
BkΦ(t)
−1 ◦ dW kt , t ≥ 0.
Note it is not hard to check that Φ is a perfect two-sided linear cocycle, so it satisfies the
multiplicative ergodic theorem (MET) in Euclidean space ([2]). The proof is postponed to the
Appendix.
Lemma 3.2. (Exponential dichotomy) Suppose that A+A
∗
2 has only nonzero eigenvalues with
the order µp < µp−1 < · · · < µm+1 < 0 < µm < · · · < µ1, p ≤ d, and the corresponding
eigenspaces Ep, · · · , E1 with multiplicity di := dim Ei. Here
∑p
i=1 di = d. Then
(i) There exists a non-random splitting
Rd = Ep ⊕ Ep−1 ⊕ · · · ⊕ Em+1 · · · ⊕ E1 P− a.s.,
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and
µi = lim
t→±∞
1
t
log |Φ(t, ω)x|, for x ∈ Ei \ {0},
is the Lyapunov exponent of Φ, with the corresponding multiplicity di. Moreover, Rd can
be decomposed as
Rd = E− ⊕ E+,
where E− = Ep ⊕ Ep−1 ⊕ · · · ⊕ Em+1 is generated by the eigenvectors with negative
eigenvalues, while E+ = Em ⊕ Em−1 ⊕ · · · ⊕ E1 is generated by the eigenvectors with
positive eigenvalues.
(ii) Let P± : Rd → E± be the projection onto E± along E∓. Then
Φ(t, θsω)P
± = P±Φ(t, θsω) P− a.s.,
with exponential dichotomy on an invariant set Ωˆ of full measure,{
‖Φ(t, θsω)P+‖ ≤ C(θsω)e 12µmt ≤ CΛ(ω)e 12µmteΛ|s|, t ≤ 0,
‖Φ(t, θsω)P−‖ ≤ C(θsω)e 12µm+1t ≤ CΛ(ω)e 12µm+1teΛ|s|, t ≥ 0,
(3.4)
for any s ∈ R, where ‖ · ‖ denotes the norm on L(Rd), and C(ω) is a tempered random
variable from above, Λ is an arbitrary positive number and CΛ(ω) a positive random
variable depending on Λ.
Some elementary but useful results can be derived from (3.4). Their proof is postponed to
an Appendix.
Corollary 3.3. For any t ≥ 0, and sˆ ∈ R, we have
E‖P− − Φ(t, θsˆ·)P−‖2 = E‖P− − Φ(t, ·)P−‖2 ≤ C(|t|+ 1)e2‖A‖|t|+2M‖B‖2|t||t|,
where C is a generic constant that may depend on M , A, Bk, µm+1, µm, F , and τ , and for any
t ≤ 0, and sˆ ∈ R, we have
E‖P+ − Φ(t, θsˆ·)P+‖2 = E‖P+ − Φ(t, ·)P+‖2 ≤ C(|t|+ 1)e2‖A‖|t|+2M‖B‖|t||t|.
Moreover, we have
E‖Φ(t, θsˆ·)P±‖2 = E‖Φ(t, ·)P±‖2 ≤ Ce2‖A‖|t|+2M‖B‖2|t|.
We will look for a B(R) ⊗ F-measurable map Y : R × Ω → Rd which satisfies the following
coupled forward-backward IHRIE,
Y (t, ω) =
∫ t
−∞
Φ(t− sˆ, θsˆω)P−F (sˆ, Y (sˆ, ω))dsˆ
−
∫ +∞
t
Φ(t− sˆ, θsˆω)P+F (sˆ, Y (sˆ, ω))dsˆ, (3.5)
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for all ω ∈ Ω, t ∈ R. For any N ∈ N, set the truncation of Φ(t, θsˆω)P± by N :
ΦN (t, θsˆω)P
− : = Φ(t, θsˆω)P−min
{
1,
Ne
1
2
µm+1teΛ|sˆ|
‖Φ(t, θsˆω)P−‖
}
, when t ≥ 0, (3.6)
ΦN (t, θsˆω)P
+ : = Φ(t, θsˆω)P
+ min
{
1,
Ne
1
2
µmteΛ|sˆ|
‖Φ(t, θsˆω)P+‖
}
,when t ≤ 0. (3.7)
We first consider a sequence of B(R)⊗F-measurable maps {Y N}N≥1 defined by solutions of
Y N (t, ω) =
∫ t
−∞
ΦN (t− sˆ, θsˆω)P−F (sˆ, Y N (sˆ, ω))dsˆ
−
∫ +∞
t
ΦN (t− sˆ, θsˆω)P+F (sˆ, Y N (sˆ, ω))dsˆ, (3.8)
for all ω ∈ Ω, t ∈ R. We will develop tools to solve Eqn. (3.5) via Eqn. (3.8). Denote
µ := min{−µm+1, µm}. Set
ΩN :=
{
ω : sup
s∈R
max
{
sup
t≥0
‖Φ(t, θsω)P−‖e− 12µ|t|−Λ|s|, sup
t≤0
‖Φ(t, θsω)P+‖e− 12µ|t|−Λ|s|
}
≤ N
}
.
(3.9)
Note that for ω ∈ ΩN , Φ = ΦN , and consequently Eqn. (3.5) coincides with Eqn. (3.8).
Moreover Lemma 3.2 suggests that ΩN → Ω as N → ∞. Therefore Y N is a local solution of
Eqn. (3.5).
Note that Stratonovich integral is defined in the sense of convergence in probability. In the
multiplicative linear noise case, with Theorem 2.4 in hand, we are able to identify the random
periodic solution of (3.1) with the solution of IHRIE (3.5) without assuming Y being Malliavin
differentiable.
Theorem 3.4. Let F : R×Rd → Rd be of class C3, globally bounded and the Jacobians ∇F (t, ·)
globally bounded. Assume F (t, u) = F (t + τ, u) for some fixed τ > 0. Then a tempered Y such
that Y (t+ τ, ω) = Y (t, θτω) for any t ∈ R P-a.s. is a random periodic solution if and only if Y
satisfies (3.5).
Proof. If Eqn. (3.5) has a solution Y (·, ω), then from Eqn. (3.5) by using the cocycle property
of Φ we have for any t ≥ s,
Y (t, ω) = Φ(t− s, θsω)Y (s, ω) +
∫ t
s
Φ(t− sˆ, θsˆω)F (sˆ, Y (sˆ, ω))dsˆ.
This is to say that Y (t, ω) satisfies (3.3) with initial value Y (s, ω). Now suppose that u(t, s, ϕ1, ω)
and u(t, s, ϕ2, ω) are solutions of Eqn. (3.3) with F-measurable initial values ϕ1 and ϕ2 respec-
tively. Then
|u(t, s, ϕ1, ω)− u(t, s, ϕ2, ω)|2
≤ 2‖Φ(t− s, θsω)‖2|ϕ1 − ϕ2|2
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+2(T − s)
∫ t
s
‖Φ(t− sˆ, θsˆω)‖2‖∇F‖2∞|u(sˆ, s, ϕ1, ω)− u(sˆ, s, ϕ2, ω)|2 dsˆ,
where
‖∇F‖2∞ := sup
t∈R,u∈Rd
‖∇F (t, u)‖2L(Rd).
For any t > s,
‖Φ(t− s, θsω)‖ =
∥∥∥∥exp{12(A+A∗)(t− s)}
∥∥∥∥∥∥∥∥exp{12 ∑Mk=1(Bk +B∗k)(W kt −W ks )}
∥∥∥∥
≤ eµ1(t−s)
M∏
k=1
exp
{
‖B‖(2Ckδ,ω + |t|δ + |s|δ)
}
≤ eµ1(t−s) exp
{
2M‖B‖Tˆ + 2‖B‖∑Mk=1Ckδ,ω} ,
where Tˆ := max{|T |δ + |s|δ, 2|s|δ}, and the third line holds due to the fact that there exists Ω1
of full measure and a constant
1
2
< δ < 1 such that
|W kt −W ks | ≤ 2Ckδ,ω + |t|δ + |s|δ.
Then for any s ≤ t ≤ T ,
|u(t, s, ϕ1, ω)− u(t, s, ϕ2, ω)|2
≤ 2Hω(T − s)|ϕ1 − ϕ2|2 + 2(T − s)‖∇F‖2∞Hω(T − s)
∫ t
s
|u(sˆ, s, ϕ1, ω)− u(sˆ, s, ϕ2, ω)|2 dsˆ,
where
Hω(T − s) = e2µ1(t−s) exp
{
4M‖B‖Tˆ + 4‖B‖∑Mk=1Ckδ,ω} .
Thus applying the Gronwall’s inequality gives
|u(t, s, ϕ1, ω)− u(t, s, ϕ2, ω)|2 ≤ 2Hω(T − s)|ϕ1 − ϕ2|2e2‖∇F‖2∞Hω(T−s)(T−s)2 P− a.s.
Now assume that ϕ1 = ϕ2. Then it is easy to see that u(t, s, ϕ1, ω) = u(t, s, ϕ2, ω) for any
ω ∈ Ω1 and t ∈ [s, T ]. Hence from P(Ω1) = 1,
P {u(t, s, ϕ1, ω) = u(t, s, ϕ2, ω) for any t ∈ Q ∩ [s, T ]} = 1,
where Q is the set of rational numbers. By the continuity of t → |u(t, s, ϕ1, ω) − u(t, s, ϕ2, ω)|,
it follows that
P {u(t, s, ϕ1, ω) = u(t, s, ϕ2, ω) for any t ∈ [s, T ]} = 1.
This implies the uniqueness of solution of SDE (3.5) within a finite time interval [s, T ]. Then
by Theorem 2.4 and the uniqueness of the solution of the initial value problem (3.3), which is
equivalent to (3.1),
u(t, s, x, ω)
∣∣∣
x=Y (s,ω)
= u(t, s, Y (s, ω), ω) = Y (t, ω).
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The temperedness of Y follows from the estimates (3.4) and the boundedness of F .
Conversely, assume Eqn. (3.1) has a random periodic solution which is tempered from above.
First note for any non-negative integer l, we have by Theorem 2.4,
Y (t, ω) = u(t± lτ, t, Y (t, θ∓lτω), θ∓lτω)
= Φ(±lτ, θt∓lτω)Y (t, θ∓lτω)
+
∫ t±lτ
t
Φ(t± lτ − sˆ, θsˆ∓lτω)F (sˆ, u(sˆ, t, Y (t, θ∓lτω), θ∓lτω))dsˆ.
In particular,
P−Y (t, ω) = P−u(t+ lτ, t, Y (t, θ−lτω), θ−lτω)
= Φ(lτ, θt−lτω)P−Y (t, θ−lτω) +
∫ t
t−lτ
Φ(t− sˆ, θsˆω)P−F (sˆ, Y (sˆ, ω))dsˆ
→
∫ t
−∞
Φ(t− sˆ, θsˆω)P−F (sˆ, Y (sˆ, ω))dsˆ P− a.s.,
as l→ +∞. The convergence deserves some justifications. The convergence of the first term to
0 as l→ +∞ can be easily drawn from the estimate (3.4) together with the tempered property
of |Y (t, ω)| and C(ω). The convergence of the second term to the desired integral can be seen
from the estimate of Φ and the boundedness of F .
Analogously, as u is invertible,
P+Y (t, ω) = P+u(t− lτ, t, Y (t, θlτω), θlτω)
= Φ(−lτ, θt+lτω)P+Y (t, θlτω)−
∫ t+lτ
t
Φ(t− sˆ, θsˆω)P+F (sˆ, Y (sˆ, ω))dsˆ
→ −
∫ +∞
t
Φ(t− sˆ, θsˆω)P+F (sˆ, Y (sˆ, ω))dsˆ P− a.s.
as l→ +∞. Therefore we have proved the converse part as Y = P+Y + P−Y .
4 The existence of random periodic solutions and periodic mea-
sures
After showing the equivalence of random periodic solutions of (3.1) and the solutions of (3.5),
it remains to prove the existence of solutions to (3.5). To check the relatively compactness is
key to the proof of the the main result. In the following, we present the improved version of
the Wiener-Sobolev compact embedding in [13] with less conditions. We provide a brief proof
in the Appendix for completeness. This kind of compactness in L2(Ω) as a purely random
variable version without including time and space variables was investigated in [9],[26], and in
L2([a, b], L2(Ω)) was obtained in [3].
Theorem 4.1. (Relative Compactness in C([a, b], L2(Ω)). Consider a sequence (vn)n∈N of
C([a, b], L2(Ω)). Suppose that:
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(i) vn(t, ·) ∈ D1,2 and supn∈N supt∈[a,b] ||vn(t, ·)||21,2 <∞.
(ii) There exists a constant C > 0 such that for any t, s ∈ [a, b],
sup
n
E|vn(t)− vn(s)|2 < C|t− s|.
(iii) (3i) There exists a constant C > 0 such that for any h1 ∈ R, and any t ∈ [a, b],
sup
n
∫
R
E|Dr+h1vn(t)−Drvn(t)|2dr < C|h1|.
(3ii) For any  > 0, there exists −∞ < α < β < +∞ such that
sup
n
sup
t∈[a,b]
∫
R\[α,β]
E|Drvn(t)|2dr < .
Then {vn, n ∈ N} is relatively compact in C([a, b], L2(Ω)).
The local existence theorem of random periodic solutions is presented below.
Proposition 4.2. Let F : R × Rd → Rd be in C3(Rd+1), globally bounded and the Jacobian
∇F (t, ·) be globally bounded, and F (t, u) = F (t+ τ, u) for some fixed τ > 0, and Condition (C)
holds. Then there exists at least one B(R) ⊗ F-measurable map Y N : R × Ω → Rd satisfying
Eqn. (3.8) and Y N (t+ τ, ω) = Y N (t, θτω) for any t ∈ R and ω ∈ Ω.
Remark 4.3. It will be clear from the proof of this theorem that the commutativity Condition
(C) is necessary only in the case when A is hyperbolic with at least one eigenvalue having a
positive real part and at least one eigenvalue having negative real part, as otherwise, projection
operators are not needed.
The idea of its proof is to find a fixed point in some specific Banach space under Schauder’s
fixed point argument [13]. The proof of this theorem is quite long, so we break into many parts.
Firstly we define a Banach space CΛτ (R, L2(Ω,Rd))
CΛτ (R, L2(Ω,Rd)) := {f ∈ CΛ(R, L2(Ω,Rd)) : for any t ∈ R, f(t+ τ, ω) = f(t, θτω)}. (4.1)
Here the norm of the metric space CΛ(R, L2(Ω,Rd)) is given as follows,
‖f‖Λ := sup
t∈R
e−2Λ|t|‖f(t, ·)‖L2(Ω,Rd),
which is indeed a weighted norm with 0 < Λ < 14µ =
1
4 min{−µm+1, µm}. Define a map MN :
for any Y N ∈ CΛτ (R, L2(Ω,Rd)),
MN (Y N )(t, ω) =
∫ t
−∞
ΦN (t− sˆ, θsˆω)P−F (sˆ, Y N (sˆ, ω))dsˆ
−
∫ +∞
t
ΦN (t− sˆ, θsˆω)P+F (sˆ, Y N (sˆ, ω))dsˆ. (4.2)
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Lemma 4.4. Under the conditions of Proposition 4.2, the map
MN : CΛτ (R, L2(Ω,Rd))→ CΛτ (R, L2(Ω,Rd))
is continuous.
Proof. Step 1: We now show that MN maps CΛτ (R, L2(Ω,Rd)) into itself.
(A) We first verify that for any Y N ∈ CΛτ (R, L2(Ω,Rd)),
sup
t∈R
e−2Λ|t|E|MN (Y N )(t, ·)|2 <∞.
Actually by (3.6) and (3.7) we have that
e−2Λ|t|E|MN (Y N )(t, ·)|2
≤ 2e−2Λ|t|E
∣∣∣ ∫ t
−∞
ΦNt−sˆ,sˆP
−F (sˆ, Y N )dsˆ
∣∣∣2 + 2e−Λ|t|E∣∣∣ ∫ +∞
t
ΦNt−sˆ,sˆP
+F (sˆ, Y N )dsˆ
∣∣∣2
≤ 2e−2Λ|t|‖F‖2∞
{
E
(∫ t
−∞
‖ΦNt−sˆ,sˆP−‖dsˆ
)2
+ E
(∫ +∞
t
‖ΦNt−sˆ,sˆP+‖dsˆ
)2}
≤ 2N2‖F‖2∞e−2Λ|t|
{(∫ t
−∞
e
1
2
µm+1(t−sˆ)eΛ|sˆ|dsˆ
)2
+
(∫ +∞
t
e
1
2
µm(t−sˆ)eΛ|sˆ|dsˆ
)2}
.
Here Φt,sˆP
± is the shorthand for Φ(t, θsˆω)P±, and ΦtP± is the shorthand for Φ(t, ω)P±.
Note that eΛ|sˆ| ≤ e−Λsˆ + eΛsˆ, e−2Λ|t| ≤ e−2Λt and e−2Λ|t| ≤ e2Λt for all sˆ, t ∈ R. The first
integral in the above can be estimated as
e−2Λ|t|
(∫ t
−∞
e
1
2
µm+1(t−sˆ)eΛ|sˆ|dsˆ
)2
≤ e−2Λ|t|
(∫ t
−∞
e
1
2
µm+1(t−sˆ)e−Λsˆdsˆ
)2
+
(∫ t
−∞
e
1
2
µm+1(t−sˆ)eΛsˆdsˆ
)2
≤
(∫ t
−∞
e(
1
2
µm+1+Λ)(t−sˆ)dsˆ
)2
+
(∫ t
−∞
e(
1
2
µm+1−Λ)(t−sˆ)dsˆ
)2
≤ 1
(µm+1 + 2Λ)2
+
1
(µm+1 − 2Λ)2 .
The second integral integral can be estimated similarly. Putting them together, we have
e−2Λ|t|E|MN (Y N )(t, ·)|2
≤ 8N2‖F‖2∞
{
1
(µm+1 + 2Λ)2
+
1
(µm+1 − 2Λ)2 +
1
(µm + 2Λ)2
+
1
(µm − 2Λ)2
}
.
(B) Next we show that MN (Y N )(·, ω) is continuous from R to L2(Ω,Rd) for any given Y N ∈
CΛτ (R, L2(Ω,Rd)). First note for any t1, t2 ∈ R with t1 ≤ t2,
E|MN (Y N )(t1)−MN (Y N )(t2)|2
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≤ 4E
[∣∣∣ ∫ t1
−∞
(ΦNt1−sˆ,sˆP
− − ΦNt2−sˆ,sˆP−)F (sˆ, Y N )dsˆ
∣∣∣2 + ∣∣∣ ∫ t2
t1
ΦNt2−sˆ,sˆP
−F (sˆ, Y N )dsˆ
∣∣∣2
+
∣∣∣ ∫ +∞
t2
(ΦNt1−sˆ,sˆP
+ − ΦNt2−sˆ,sˆP+)F (sˆ, Y N )dsˆ
∣∣∣2 + ∣∣∣ ∫ t2
t1
ΦNt1−sˆ,sˆP
+F (sˆ, Y N )dsˆ
∣∣∣2]
=:
4∑
i=1
Ti.
It is easy to check that
T2 = 4E
∣∣∣ ∫ t2
t1
ΦNt2−sˆ,sˆP
−F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2 ≤ 4N2‖F‖2∞(∫ t2
t1
e
1
2
µm+1(t2−sˆ)eΛ|sˆ|dsˆ
)2
≤ 4N2‖F‖2∞max{e2Λ|t2|, e2Λ|t1|}|t2 − t1|2,
and similarly
T4 = 4E
∣∣∣ ∫ t2
t1
ΦNt1−sˆ,sˆP
+F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2 ≤ 4N2‖F‖2∞max{e2Λ|t2|, e2Λ|t1|}|t2 − t1|2.
As for T1, we have the following inequalities through the estimates in Lemma 3.3,
T1 := 4E
∣∣∣ ∫ t1
−∞
(ΦNt1−sˆ,sˆP
− − ΦNt2−sˆ,sˆP−)F (sˆ, Y N (sˆ, ω))dsˆ
∣∣∣2
≤ 8E
∣∣∣ ∫ t1
−∞
(Φt1−sˆ,sˆP
− − Φt2−sˆ,sˆP−) min
{
1,
Ne
1
2
µm+1(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP−‖
}
F (sˆ, Y N )dsˆ
∣∣∣2
+ 8E
∣∣∣ ∫ t1
−∞
Φt2−sˆ,sˆP
−
(
min
{
1,
Ne
1
2
µm+1(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP−‖
}
−min
{
1,
Ne
1
2
µm+1(t2−sˆ)eΛ|sˆ|
‖Φt2−sˆ,sˆP−‖
})
F (sˆ, Y N (sˆ, ω))dsˆ
∣∣∣2.
By using inequality |min{1, a} −min{1, b}| ≤ |a− b| whenever a, b ≥ 0, so for s < t1 < t2
we have∣∣∣∣∣min{1, Ne
1
2
µm+1(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP−‖
}
−min
{
1,
Ne
1
2
µm+1(t2−sˆ)eΛ|sˆ|
‖Φt2−sˆ,sˆP−‖
}∣∣∣∣∣
≤
∣∣∣∣∣Ne
1
2
µm+1(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP−‖
− Ne
1
2
µm+1(t2−sˆ)eΛ|sˆ|
‖Φt2−sˆ,sˆP−‖
∣∣∣∣∣
≤
∣∣∣∣∣Ne
1
2
µm+1(t1−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP−‖
− Ne
1
2
µm+1(t2−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP−‖
∣∣∣∣∣+
∣∣∣∣∣Ne
1
2
µm+1(t2−sˆ)eΛ|sˆ|
‖Φt1−sˆ,sˆP−‖
− Ne
1
2
µm+1(t2−sˆ)eΛ|sˆ|
‖Φt2−sˆ,sˆP−‖
∣∣∣∣∣
≤ Ne
Λ|sˆ|
‖Φt1−sˆ,sˆP−‖
(
e
1
2
µm+1(t1−sˆ) − e 12µm+1(t2−sˆ)
)
+NeΛ|sˆ|e
1
2µm+1(t2−sˆ)
∣∣∣∣∣‖Φt1−sˆ,sˆP−‖ − ‖Φt2−sˆ,sˆP−‖‖Φt2−sˆ,sˆP−‖‖Φt1−sˆ,sˆP−‖
∣∣∣∣∣
≤ Ne
Λ|sˆ|e
1
2
µm+1(t1−sˆ)
‖Φt2−sˆ,sˆP−‖
(
(1− e 12µm+1(t2−t1))‖Φt2−t1,t1P−‖+ ‖Φt2−t1,t1P− − P−‖
)
.
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Therefore
T1 ≤ 384N2‖F‖2∞e2Λ|t1|
( 1
|µm+1 + 2Λ|2 +
1
|µm+1 − 2Λ|2
)
·[E‖Φt2−t1,t1P− − P−‖2 + µ2m+1(t2 − t1)2E‖Φt2−t1,t1P−‖2]
≤ CN2‖F‖2∞e2Λ|t1|e2‖A‖|t2−t1|+2M‖B‖
2|t2−t1|
( 1
|µm+1 + 2Λ|2 +
1
|µm+1 − 2Λ|2
)
·[(1 + µ2m+1)|t2 − t1|2 + |t2 − t1|],
where the last inequality follows from Lemma 3.3. Similarly,
T3 := 4E
∣∣∣ ∫ +∞
t2
(ΦNt1−sˆ,sˆP
+ − ΦNt2−sˆ,sˆP+)F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2
≤ CN2‖F‖2∞e2Λ|t2|e2‖A‖|t2−t1|+2M‖B‖
2|t2−t1|
( 1
|µm + 2Λ|2 +
1
|µm − 2Λ|2
)
·[(1 + µ2m)|t2 − t1|2 + |t2 − t1|].
(C) We show thatMN (Y N )(t, θ±τω) =MN (Y N )(t±τ, ω): similar as in [13], as Y N (t+τ, ω) =
Y N (t, θτω), so
MN (Y N )(t, θτω)
=
∫ t
−∞
ΦNt−sˆ,sˆ+τP
−F (sˆ, Y N (sˆ, θτω))dsˆ−
∫ +∞
t
ΦNt−sˆ,sˆ+τP
+F (sˆ, Y N (sˆ, θτω))dsˆ
=
∫ t
−∞
ΦN(t+τ)−(sˆ+τ),sˆ+τP
−F (sˆ+ τ, Y N (sˆ+ τ, ω))dsˆ
−
∫ +∞
t
ΦN(t+τ)−(sˆ+τ),sˆ+τP
+F (sˆ+ τ, Y N (sˆ+ τ, ω))dsˆ
=
∫ t+τ
−∞
ΦN
(t+τ)−hˆ,hˆP
−F (hˆ, Y N (hˆ, ω))dhˆ−
∫ +∞
t+τ
ΦN
(t+τ)−hˆ,hˆP
+F (hˆ, Y N (hˆ, ω))dhˆ
= MN (Y N )(t+ τ, ω).
Thus we completed the Step 1 and proved that MN maps CΛτ (R, L2(Ω,Rd)) into itself.
Step 2: We now check the continuity of the mapMN : CΛτ (R, L2(Ω,Rd))→ CΛτ (R, L2(Ω,Rd)).
For Y N1 , Y
N
2 ∈ CΛτ (R, L2(Ω,Rd)) and t ∈ [jτ, (j + 1)τ) for some j ∈ Z, we have
e−2Λ|t|E|MN (Y N1 )(t, ·)−MN (Y N2 )(t, ·)|2
≤ 2e−2Λ|t|E
∣∣∣ ∫ t
−∞
ΦNt−sˆ,sˆP
−F (sˆ, Y N1 (sˆ, ·))dsˆ−
∫ t
−∞
ΦNt−sˆ,sˆP
−F (sˆ, Y N2 (sˆ, ·))dsˆ
∣∣∣2
+2e−2Λ|t|E
∣∣∣ ∫ +∞
t
ΦNt−sˆ,sˆP
+F (sˆ, Y N1 (sˆ, ·))dsˆ−
∫ +∞
t
ΦNt−sˆ,sˆP
+F (sˆ, Y N2 (sˆ, ·))dsˆ
∣∣∣2,
:= Tˆ1 + Tˆ2.
By using the Cauchy-Schwarz inequality we have that
Tˆ1 ≤ 2‖∇F‖2∞e−2Λ|t|E
(∫ t
−∞
‖ΦNt−sˆ,sˆP−‖|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|dsˆ
)2
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≤ 4N2‖∇F‖2∞E
(∫ t
−∞
e(
1
2
µm+1−Λ)(t−sˆ)|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|dsˆ
)2
+4N2‖∇F‖2∞E
(∫ t
−∞
e(
1
2
µm+1+Λ)(t−sˆ)|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|dsˆ
)2
≤ 8|µm+1 − 2Λ|N
2‖∇F‖2∞
∫ t
−∞
e(
1
2
µm+1−Λ)(t−sˆ)E|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|2dsˆ
+
8
|µm+1 + 2Λ|N
2‖∇F‖2∞
∫ t
−∞
e(
1
2
µm+1+Λ)(t−sˆ)E|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|2dsˆ.
Note that E|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|2 is a nonegative periodic function in CΛ(R) with period τ as
E|Y N1 (sˆ+ τ, ·)− Y N2 (sˆ+ τ, ·)|2 = E|Y N1 (sˆ, θτ ·)− Y N2 (sˆ, θτ ·)|2 = E|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|2.
Then we have ∫ t
−∞
e(
1
2
µm+1±Λ)(t−sˆ)E|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|2dsˆ
≤ sup
s∈[0,τ)
E|Y N1 (s, ·)− Y N2 (s, ·)|2
∫ t
−∞
e(
1
2
µm+1±Λ)(t−sˆ)dsˆ
≤ 2e
2Λτ
|µm+1 ± 2Λ| sups∈[0,τ)
e−2Λ|s|E|Y N1 (s, ·)− Y N2 (s, ·)|2.
This leads to
Tˆ1 ≤ 6N2‖∇F‖2∞e2Λτ
{ 1
(µm+1 − 2Λ)2 +
1
(µm+1 + 2Λ)2
}
sup
sˆ∈R
e−2Λ|sˆ|E|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|2,
Similarly
Tˆ2 ≤ 16N2‖∇F‖2∞e2Λτ
{ 1
(µm − 2Λ)2 +
1
(µm + 2Λ)2
}
sup
sˆ∈R
e−2Λ|sˆ|E|Y N1 (sˆ, ·)− Y N2 (sˆ, ·)|2.
Therefore the continuity of MN : CΛτ (R, L2(Ω,Rd))→ CΛτ (R, L2(Ω,Rd)) is verified.
Remark 4.5. One can see that it is crucial to use the truncation of the tempered random
variable C(ω) in the Step 2 of the proof. Otherwise, it would be difficult to separate ‖ΦNt−sˆ,sˆP±‖2
and |Y N1 (sˆ, ω) − Y N2 (sˆ, ω)|2 inside the integrals in Tˆ1 and Tˆ2, where Ho¨lder’s inequality seems
losing its power here. Needless to say that a key step to make it work is to remove the truncation
eventually.
Lemma 4.6. Given ΦN (t, θsˆω)P
± defined by (3.7) and (3.6), the Malliavin derivatives of
ΦN (t, θsˆω)P
± with respect to the l-th Brownian motion, l ∈ {1, 2, · · · ,M}, are given by: when
t ≥ 0
DlrΦN (t, θsˆω)P−
= χ{sˆ≤r≤t+sˆ}(r)
{
BlΦ(t, θsˆω)P
−min
{
1,
Ne
1
2
µm+1teΛ|sˆ|
‖Φ(t, θsˆω)P−‖
}
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−χ{‖Φ(t,θsˆω)P−‖>Ne 12µm+1teΛ|sˆ|}(ω)
Ne
1
2
µm+1teΛ|sˆ|
‖Φ(t, θsˆω)P−‖3
·
( d∑
i,j=1
(Φ(t, θsˆω)P
−)ij
d∑
k=1
(Bl)ik(Φ(t, θsˆω)P
−)kj
)
Φ(t, θsˆω)P
−
}
(4.3)
with the estimate that
‖DlrΦN (t, θsˆω)P−‖ ≤ (1 + d3)‖B‖Ne
1
2
µm+1(t−sˆ)eΛ|sˆ|, (4.4)
and when t ≤ 0
DlrΦN (t, θsˆω)P+
= χ{t+sˆ≤r≤sˆ}(r)
{
−BlΦ(t, θsˆω)P+ min
{
1,
Ne
1
2
µmteΛ|sˆ|
‖Φ(t, θsˆω)P+‖
}
+χ{‖Φ(t,θsˆω)P+‖>Ne
1
2µmteΛ|sˆ|}(ω)
Ne
1
2
µmteΛ|sˆ|
‖Φ(t, θsˆω)P+‖3
·
( d∑
i,j=1
(Φ(t, θsˆω)P
+)ij
d∑
k=1
(Bl)ik(Φ(t, θsˆω)P
+)kj
)
Φ(t, θsˆω)P
+
}
(4.5)
with the estimate that
‖DlrΦN (t, θsˆω)P+‖ ≤ (1 + d3)‖B‖Ne
1
2
µm(t−sˆ)eΛ|sˆ|. (4.6)
Proof. We can calculate the Malliavin derivatives of ΦN by the chain rule: when t ≥ 0, from
Proposition 1.2.3 and Proposition 1.2.4 in [25] (or directly obtained from the proof of Proposition
2.1.10 in [25]), we know that ϕ(F ) := min{1, F} ∈ D1,2 if F ∈ D1,2, and for fixed t and s we
have that
Dlr min
{
1,
Ne
1
2
µm+1teΛ|sˆ|
‖Φ(t, θsˆω)P−‖
}
= χ{‖Φ(t,θsˆω)P−‖>Ne
1
2µm+1teΛ|sˆ|}(ω)D
l
r
Ne
1
2
µm+1teΛ|sˆ|
‖Φ(t, θsˆω)P−‖ , (4.7)
Thus, for l ∈ {1, 2, · · · ,M},
DlrΦN (t, θsˆω)P−
= Dlr
(
Φ(t, θsˆω)P
−)min{1, Ne 12µm+1teΛ|sˆ|‖Φ(t, θsˆω)P−‖
}
+ Φ(t, θsˆω)P
−Dlr min
{
1,
Ne
1
2
µm+1teΛ|sˆ|
‖Φ(t, θsˆω)P−‖
}
= Dlr
(
exp{At+∑Mk=1Bkθsˆ(Wt)}P−)min
{
1,
Ne
1
2
µm+1teΛ|sˆ|
‖Φ(t, θsˆω)P−‖
}
−χ{‖Φ(t,θsˆω)P−‖>Ne 12µm+1teΛ|sˆ|}(ω)Φ(t, θsˆω)P
− Ne
1
2
µm+1teΛ|sˆ|
‖Φ(t, θsˆω)P−‖2D
l
r‖Φ(t, θsˆω)P−‖.
Note now the equivalence of the matrix norm
‖Φ(t, θsˆω)P−‖ :=
√√√√ d∑
i,j=1
(Φ(t, θsˆω)P−)2ij ,
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where (J)ij stands for the ijth element of the matrix J , and
Dlr(Φ(t, θsˆω)P−)ij =
d∑
k=1
(Bl)ik(Φ(t, θsˆω)P
−)kj .
Thus by the chain rule we have
Dlr‖Φ(t, θsˆω)P−‖ =
1
‖Φ(t, θsˆω)P−‖
d∑
i,j=1
(Φ(t, θsˆω)P
−)ijDlr(Φ(t, θsˆω)P−)ij
=
1
‖Φ(t, θsˆω)P−‖
( d∑
i,j=1
(Φ(t, θsˆω)P
−)ij
d∑
k=1
(Bl)ik(Φ(t, θsˆω)P
−)kj
)
.
It is easy to verify (4.4). When t ≤ 0, (4.5) and (4.6) can be derived analogously.
Next we introduce a subset of CΛτ (R, L2(Ω,Rd)) as follows,
CΛτ (R,D1,2)
:=
{
f ∈ CΛτ (R, L2(Ω,Rd)) : f |[0,τ) ∈ C([0, τ),D1,2), sup
t∈[0,τ)
E
∫
R
|Dlrf(t, ·)|2dr <∞,
sup
t∈[0,τ),δ∈R
1
|δ|E
∫
R
|Dlr+δf(t, ·)−Dlrf(t, ·)|2dr <∞, l ∈ {1, · · · ,M}
}
.
Lemma 4.7. Under the conditions of Proposition 4.2, we have
MN (CΛ,Nτ,ρ (R,D1,2)) ⊂ CΛ,Nτ,ρ (R,D1,2).
Moreover, MN (CΛ,Nτ,ρ (R,D1,2)|[0,τ) is relatively compact in C([0, τ), L2(Ω,Rd)).
Proof. Step 1: In this step we are going to present that MN maps CΛ,Nτ,ρ (R,D1,2) into itself.
(i) First we haveMN (CΛτ (R, L2(Ω,Rd))) ⊂ CΛτ (R, L2(Ω,Rd)): the argument here is the same
as in Step 1 in the proof of Lemma 4.4.
(ii) Next to illustrate that for any t ∈ [0, τ), l ∈ {1, · · · ,M} and any Y N ∈ CΛ,Nτ,ρ (R,D1,2),
e−2Λ|t|E
∫
R
|DlrMN (Y N )(t, ·)|2dr < +∞.
By the chain rule, (4.3) and (4.5), the Malliavin derivative of MN (Y N )(t, ω) is given as:
DlrMN (Y N )(t, ω) =
∫ r
−∞
χ{r≤t}(r)Dlr(ΦNt−sˆ,sˆP−)F (sˆ, Y N (sˆ, ω))dsˆ
−
∫ +∞
r
χ{r≥t}(r)Dlr(ΦNt−sˆ,sˆP+)F (sˆ, Y N (sˆ, ω))dsˆ
+
∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ω))DlrY N (sˆ, ω)dsˆ
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−
∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ω))DlrY N (sˆ, ω)dsˆ. (4.8)
Then we get for any t ∈ R the following L2-estimation,
e−2Λ|t|E
∫
R
|DlrMN (Y N )(t, ·)|2dr
= e−2Λ|t|E
∫ t
−∞
|DlrMN (Y N )(t, ·)|2dr + e−2Λ|t|E
∫ +∞
t
|DlrMN (Y N )(t, ·)|2dr
≤ 3e−2Λ|t|E
∫ t
−∞
∣∣∣ ∫ r
−∞
Dlr(ΦNt−sˆ,sˆP−)F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2dr
+3e−2Λ|t|E
∫ +∞
t
∣∣∣ ∫ +∞
r
Dlr(ΦNt−sˆ,sˆP+)F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2dr
+3e−2Λ|t|E
∫
R
∣∣∣ ∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ·))DlrY N (sˆ, ·)dsˆ
∣∣∣2dr
+3e−2Λ|t|E
∫
R
∣∣∣ ∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ·))DlrY N (sˆ, ·)dsˆ
∣∣∣2dr
= :
4∑
i=1
Li.
Applying Lemma 4.6, we have that
L1 ≤ 6‖B‖2N2‖F‖2∞(1 + d3)2e−2Λ|t|
∫ t
−∞
(∫ r
−∞
e
1
2
µm+1(t−sˆ)eΛ|sˆ|dsˆ
)2
dr
≤ 12‖B‖2N2‖F‖2∞(1 + d3)2
∫ t
−∞
e(µm+1+2Λ)(t−r)
(∫ r
−∞
e(
1
2
µm+1+Λ)(r−sˆ)dsˆ
)2
dr
+12‖B‖2N2‖F‖2∞(1 + d3)2
∫ t
−∞
e(µm+1−2Λ)(t−r)
(∫ r
−∞
e(
1
2
µm+1−Λ)(r−sˆ)dsˆ
)2
dr
≤ 48‖B‖2N2‖F‖2∞(1 + d3)2
{ 1
|µm+1 + 2Λ|3 +
1
|µm+1 − 2Λ|3
}
<∞.
Similarly,
L2 ≤ 48‖B‖2N2‖F‖2∞(1 + d3)2
( 1
|µm + 2Λ|3 +
1
|µm − 2Λ|3
)
<∞.
As for terms L3 and L4, we have
L3 ≤ 3N2‖∇F‖2∞e−2Λ|t|E
∫
R
(∫ t
−∞
eΛ|sˆ|e
1
2
µm+1(t−sˆ)|DlrY N (sˆ, ·)|dsˆ
)2
dr
≤ 12N2‖∇F‖2∞
(
1
|µm+1 − 4Λ| +
1
|µm+1 + 4Λ|
)∫ t
−∞
e
1
2
µm+1(t−sˆ)E
∫
R
|DlrY N (sˆ, ·)|2drdsˆ
Note that E
∫
R |DlrY N (sˆ, ·)|2dr is nonegative and periodic with period τ , i.e.,
E
∫
R
|DlrY N (sˆ+ τ, ·)|2dr = E
∫
R
|DlrY N (sˆ, θτ ·)|2dr = E
∫
R
|DlrY N (sˆ, ·)|2dr,
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where the right equality is true according to Lemma 2.3. Then we have∫ t
−∞
e
1
2
µm+1(t−sˆ)E
∫
R
|DlrY N (sˆ, ·)|2drdsˆ ≤ sup
s∈[0,τ)
E
∫
R
|DlrY N (s, ·)|2dr
∫ t
−∞
e
1
2
µm+1(t−sˆ)dsˆ
≤ 2e
2Λτ
|µm+1| sups∈[0,τ)
e−2Λ|s|E
∫
R
|DlrY N (s, ·)|2dr.
Thus,
L3 ≤
( 24N2‖∇F‖2∞e2Λτ
|µm+1(µm+1 − 4Λ)| +
24N2‖∇F‖2∞e2Λτ
|µm+1(µm+1 + 4Λ)|
)
sup
s∈[0,τ)
e−2Λ|s|E
∫
R
|DlrY N (s, ·)|2dr <∞.
Similarly,
L4 ≤
(24N2‖∇F‖2∞e2Λτ
µm(µm − 4Λ) +
24N2‖∇F‖2∞e2Λτ
µm(µm + 4Λ)
)
sup
s∈[0,τ)
e−2Λ|s|E
∫
R
|DlrY N (s, ·)|2dr <∞.
(iii) It remains to show that for any l ∈ {1, · · · ,M} and δ ∈ R,
sup
t∈[0,τ)
e−2Λ|t|
|δ|
∫
R
E|Dlr+δMN (Y N )(t, ·)−DlrMN (Y N )(t, ·)|2dr <∞.
In fact the left hand side of the above can be separated into three integrals,
sup
t∈[0,τ),δ∈R
e−2Λ|t|
|δ|
∫
R
E|Dlr+δMN (Y N )(t, ·)−DlrMN (Y N )(t, ·)|2dr
= sup
t∈[0,τ),δ∈R
e−2Λ|t|
|δ| E
∫ t−δ
−∞
|Dlr+δMN (Y N )(t, ·)−DlrMN (Y N )(t, ·)|2dr
+ sup
t∈[0,τ),δ∈R
e−2Λ|t|
|δ| E
∫ t
t−δ
|Dlr+δMN (Y N )(t, ·)−DlrMN (Y N )(t, ·)|2dr
+ sup
t∈[0,τ),δ∈R
e−2Λ|t|
|δ| E
∫ +∞
t
|Dlr+δMN (Y N )(t, ·)−DlrMN (Y N )(t, ·)|2dr
:= Kˆ1 + Kˆ2 + Kˆ3. (4.9)
To estimate Kˆ1 in (4.9), note when r ≤ t− δ, by (4.8) we have
DlrMN (Y N )(t, ω) =
∫ r
−∞
Dlr(ΦNt−sˆ,sˆP−)F (sˆ, Y N (sˆ, ω))dsˆ
+
∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ω))DlrY N (sˆ, ω)dsˆ
−
∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ω))DlrY N (sˆ, ω)dsˆ,
and
Dlr+δMN (Y N )(t, ω) =
∫ r+δ
−∞
Dlr+δ(ΦNt−sˆ,sˆP−)F (sˆ, Y N (sˆ, ω))dsˆ
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+
∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ω))Dlr+δY N (sˆ, ω)dsˆ
−
∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ω))Dlr+δY N (sˆ, ω)dsˆ.
Thus
Kˆ1 ≤ sup
t∈[0,τ),δ∈R
3e−2Λ|t|
|δ| E
∫ t−δ
−∞
{∣∣∣ ∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ·))(Dlr+δ −Dlr)(Y N )(t, ·)dsˆ
∣∣∣2
+
∣∣∣ ∫ r+δ
−∞
Dlr+δΦNt−sˆ,sˆP−F (sˆ, Y N (sˆ, ·))dsˆ−
∫ r
−∞
DlrΦNt−sˆ,sˆP−F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2
+
∣∣∣ ∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ·))(Dlr+δ −Dlr)(Y N )(t, ·)dsˆ
∣∣∣2}dr
:= sup
t∈[0,τ),δ∈R
3∑
i=1
Qi.
First note that Q1 is bounded via measure preserving result in Lemma 2.3,
Q1
≤ 6N
2‖∇F‖2∞
|δ| e
−2Λ|t|E
∫
R
(∫ t
−∞
eΛsˆe
1
2
µm+1(t−sˆ)|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|dsˆ
)2
dr
+
6N2‖∇F‖2∞
|δ| e
−2Λ|t|E
∫
R
(∫ t
−∞
e−Λsˆe
1
2
µm+1(t−sˆ)|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|dsˆ
)2
dr
≤
( 12N2‖∇F‖2∞
|δ||µm+1 + 4Λ| +
12N2‖∇F‖2∞
|δ||µm+1 − 4Λ|
)
E
∫
R
∫ t
−∞
e
1
2
µm+1(t−sˆ)|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dsˆdr
Note that E
∫
R |(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr is a nonegative periodic function in CΛ(R) with
period τ . Thus we have∫ t
−∞
e
1
2
µm+1(t−sˆ)E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2drdsˆ
≤ sup
s∈[0,τ)
E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr
∫ t
−∞
e
1
2
µm+1(t−sˆ)dsˆ
≤ 2e
2Λτ
|µm+1| sups∈[0,τ)
e−2Λ|s|E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr.
This leads to
Q1 ≤ e2Λτ 24N
2‖∇F‖2∞
|µm+1|
( 1
|µm+1 + 4Λ| +
1
|µm+1 − 4Λ|
)
· sup
sˆ∈[0,τ),δ∈R
e−2Λ|sˆ|
|δ| E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr <∞.
Analogously,
Q3 ≤ 24e2ΛτN2‖∇F‖2∞
{ 1
µm(µm + 4Λ)
+
1
µm(µm − 4Λ)
}
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· sup
sˆ∈[0,τ),δ∈R
e−2Λ|sˆ|
|δ| E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr <∞.
Secondly, Q2 can be estimated using (4.4),
Q2 ≤ 3e
−2Λ|t|‖F‖2∞
|δ|
∫ t−δ
−∞
E
(∫ r+δ
r
‖Dlr+δΦNt−sˆ,sˆP−‖dsˆ
)2
dr
≤ 3N2e−2Λ|t|‖F‖2∞‖Bl‖(1 + 2d3)2
1
|δ|
∫ t−δ
−∞
(∫ r+δ
r
e
1
2
µm+1(t−sˆ)eΛ|sˆ|dsˆ
)2
dr
≤ 6N2‖F‖2∞‖Bl‖(1 + 2d3)2
∫ t−δ
−∞
e(µm+1−2Λ)(t−δ−r)
∫ r+δ
r
e(
1
2
µm+1−Λ)(r+δ−sˆ)dsˆdr
+6N2‖F‖2∞‖Bl‖(1 + 2d3)2
∫ t−δ
−∞
e(µm+1+2Λ)(t−δ−r)
∫ r+δ
r
e(
1
2
µm+1+Λ)(r+δ−sˆ)dsˆdr
≤ 12N2‖F‖2∞‖Bl‖(1 + 2d3)2
{ 1
(µm+1 + 2Λ)2
+
1
(µm+1 − 2Λ)2
}
<∞.
Thus Kˆ1 < ∞. To consider Kˆ2 in (4.9), note that when r ≤ t ≤ r + δ, the expressions
(4.8) gives us
DlrMN (Y N )(t, ω) =
∫ r
−∞
Dlr(ΦNt−sˆ,sˆP−)F (sˆ, Y N (sˆ, ω))dsˆ
+
∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ω))DlrY N (sˆ, ω)dsˆ
−
∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ω))DlrY N (sˆ, ω)dsˆ,
and
Dlr+δMN (Y N )(t, ω) =
∫ +∞
r+δ
Dlr+δ(ΦNt−sˆ,sˆP+)F (sˆ, Y N (sˆ, ω))dsˆ
+
∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ω))Dlr+δY N (sˆ, ω)dsˆ
−
∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ω))Dlr+δY N (sˆ, ω)dsˆ.
Thus
Kˆ2 = sup
t∈[0,τ),δ∈R
e−2Λ|t|
|δ| E
∫ t
t−δ
|Dlr+δMN (Y N )(t, ·)−DlrMN (Y N )(t, ·)|2dr
≤ sup
t∈[0,τ),δ∈R
4e−2Λ|t|
|δ| E
∫ t
t−δ
∣∣∣ ∫ r
−∞
DlrΦNt−sˆ,sˆP−F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2dr
+ sup
t∈[0,τ),δ∈R
4e−2Λ|t|
|δ| E
∫ t
t−δ
∣∣∣ ∫ +∞
r+δ
Dlr+δΦNt−sˆ,sˆP+F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2dr
+ sup
t∈[0,τ),δ∈R
4e−2Λ|t|
|δ| E
∫ t
t−δ
∣∣∣ ∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ·))(Dlr+δ −Dlr)(Y N )(sˆ, ·)dsˆ
∣∣∣2dr
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+ sup
t∈[0,τ),δ∈R
4e−2Λ|t|
|δ| E
∫ t
t−δ
∣∣∣ ∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ·))(Dlr+δ −Dlr)(Y N )(sˆ, ·)dsˆ
∣∣∣2dr
:= sup
t∈[0,τ),δ∈R
7∑
i=4
Qi.
But
Q4 ≤ 4‖F‖
2∞
|δ| e
−2Λ|t|
∫ t
t−δ
E
(∫ r
−∞
‖DlrΦNt−sˆ,sˆP−‖dsˆ
)2
dr
≤ 32‖F‖2∞‖Bl‖2(1 + 2d3)
( 1
|µm+1 − 2Λ|2 +
1
|µm+1 + 2Λ|2
)
<∞.
Similarly,
Q5 ≤ 32‖F‖2∞‖Bl‖2(1 + 2d3)
( 1
|µm − 2Λ|2 +
1
|µm + 2Λ|2
)
<∞.
Besides, we have by similar calculations as in Q1 and Q2,
Q6 ≤ e2Λτ 32N
2‖∇F‖2∞
|µm+1|
( 1
|µm+1 + 4Λ| +
1
|µm+1 − 4Λ|
)
· sup
sˆ∈[0,τ),δ∈R
e−2Λ|sˆ|
|δ| E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr <∞,
and
Q7 :=
4e−2Λ|t|
|δ| E
∫ t
t−δ
∣∣∣ ∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ·))(Dlr+δ −Dlr)(Y N )(sˆ, ·)dsˆ
∣∣∣2dr
≤ 32e2ΛτN2‖∇F‖2∞
( 1
|µm(µm + 4Λ)| +
1
|µm(µm − 4Λ)|
)
· sup
sˆ∈[0,τ),δ∈R
e−2Λ|sˆ|
|δ| E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr
< ∞.
Now we have shown that Kˆ2 <∞. To consider Kˆ3, note that when r ≥ t, (4.8) gives
DlrMN (Y N )(t, ω) =
∫ +∞
r
Dlr(ΦNt−sˆ,sˆP+)F (sˆ, Y N (sˆ, ω))dsˆ
+
∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ω))DlrY N (sˆ, ω)dsˆ
−
∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ω))DlrY N (sˆ, ω)dsˆ,
and
Dlr+δMN (Y N )(t, ω) =
∫ +∞
r+δ
Dlr+δ(ΦNt−sˆ,sˆP+)F (sˆ, Y N (sˆ, ω))dsˆ
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+
∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ω))Dlr+δY N (sˆ, ω)dsˆ
−
∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ω))Dlr+δY N (sˆ, ω)dsˆ.
Then
Kˆ3 = sup
t∈[0,τ),δ∈R
e−2Λ|t|
|δ| E
∫ +∞
t
|Dlr+δMN (Y N )(t, ·)−DlrMN (Y N )(t, ·)|2dr
≤ sup
t∈[0,τ),δ∈R
3e−2Λ|t|
|δ| E
∫ +∞
t
{∣∣∣ ∫ t
−∞
ΦNt−sˆ,sˆP
−∇F (sˆ, Y N (sˆ, ·))(Dlr+δ −Dlr)(Y N )(sˆ, ·)dsˆ
∣∣∣2
+
∣∣∣ ∫ +∞
r+δr
Dlr+δΦNt−sˆ,sˆP+F (sˆ, Y N (sˆ, ·))dsˆ−
∫ +∞
r
DlrΦNt−sˆ,sˆP+F (sˆ, Y N (sˆ, ·))dsˆ
∣∣∣2
+
∣∣∣ ∫ +∞
t
ΦNt−sˆ,sˆP
+∇F (sˆ, Y N (sˆ, ·))(Dlr+δ −Dlr)(Y N )(sˆ, ·)dsˆ
∣∣∣2}dr
= sup
t∈R,δ∈R
10∑
i=8
Qi.
Now it is easy to see that,
Q8 ≤ e2Λτ 24N
2‖∇F‖2∞
|µm+1|
( 1
|µm+1 + 4Λ| +
1
|µm+1 − 4Λ|
)
· sup
sˆ∈[0,τ),δ∈R
e−2Λ|sˆ|
|δ| E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr <∞,
and
Q10 ≤ 24e2ΛτN2‖∇F‖2∞
( 1
|µm(µm + 4Λ)| +
1
|µm(µm − 4Λ)|
)
· sup
sˆ∈[0,τ),δ∈R
e−2Λ|sˆ|
|δ| E
∫
R
|(Dlr+δ −Dlr)(Y N )(sˆ, ·)|2dr <∞.
Similar to Q2,
Q9 ≤ 24N2‖F‖2∞‖Bl‖(1 + 2d3)2
{ 1
(µm + 2Λ)2
+
1
(µm − 2Λ)2
}
<∞.
In summary, we have shown that
sup
t∈[0,τ),δ∈R
e−2Λ|t|
|δ|
∫
R
E|Dlr+δMN (Y N )(t, ·)−DlrMN (Y N )(t, ·)|2dr <∞.
Thus we could conclude that MN maps CΛτ (R,D1,2) into itself.
Step 2: Now we can prove that for each N ∈ N,MN (CΛτ (R,D1,2))|[0,τ) is relatively compact
in C([0, τ), L2(Ω,Rd)). Applying Theorem 4.1 and what we have proved in Step 1, we conclude
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that that for any sequence {MN (fn)}n∈N ∈ CΛτ (R,D1,2)|[0,τ), there exists a subsequence, still
denoted by {MN (fn)}n∈N and V N ∈ C([0, τ), L2(Ω,Rd)) such that
sup
t∈[0,τ)
E|MN (fn)(t, ·)− V N (t, ·)|2 → 0 (4.10)
as n→∞.
Remark 4.8. Note that in Theorem 4.1, the relative compactness criterion allows us to apply
L2(Ω,Rd))-valued functions only on a finite time interval. But we can push it to the whole real
line by the random periodicity.
Proof of Proposition 4.2. We prove for any fixed N , MN (CΛτ (R,D1,2)) is relatively compact in
CΛτ (R, L2(Ω,Rd)). Due to the relative compactness in C([0, τ), L2(Ω,Rd)), we are able to find a
subsequence, denoted by {MN (Y Nnj )}j∈N, from an arbitrary sequence {MN (Y Nn )}n∈N such that
it will converge to the accumulation point V N , in the norm shown in Eqn. (4.10). Now define
for any t ∈ [mτ,mτ + τ),
V N (t, ω) = V N (t−mτ, θmτω).
By the construction, we can see as t+ τ ∈ [(m+ 1)τ, (m+ 2)τ), so
V N (t+ τ, ω) = V N (t+ τ − (m+ 1)τ, θ(m+1)τω) = V N (t−mτ, θmτθτω) = V N (t, θτω).
Note that
MN (Y Nnj )(t, θmτω) =MN (Y Nnj )(t+mτ, ω).
With (4.10), the periodic property ofMN (Y Nnj ), and the probability preserving of θmτ , we obtain
sup
t∈[mτ,mτ+τ)
e−2Λ|t|E|MN (Y Nnj )(t, ·)− V N (t, ·)|2
≤ sup
t∈[0,τ)
E|MN (Y Nnj )(t+mτ, ·)− V N (t+mτ, ·)|2
= sup
t∈[0,τ)
E|MN (Y Nnj )(t, θmτ ·)− V N (t, θmτ ·)|2
= sup
t∈[0,τ)
E|MN (Y Nnj )(t, ·)− V N (t, ·)|2 → 0,
Thus
sup
t∈R
e−2Λ|t|E|MN (Y Nnj )(t, ·)− V N (t, ·)|2 → 0,
as j →∞. Therefore MN (CΛτ (R,D1,2)) is relatively compact in CΛτ (R, L2(Ω,Rd)).
Theorem 4.9. Under the same conditions of Proposition 4.2, there exists a B(R)⊗F-measurable
map Y : R×Ω→ Rd satisfying Eqn. (3.5) and Y (t+τ, ω) = Y (t, θτω) for any t ∈ R and ω ∈ Ω.
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Proof. According to Schauder’s fixed point theorem,MN has a fixed point in CΛτ (R, L2(Ω,Rd)).
That is to say there exists a solution Y N ∈ CΛτ (R, L2(Ω,Rd)) of equation (3.5) such that for any
t ∈ R, Y N (t+ τ, ω) = Y N (t, θτω). Moreover, Y N (t+ τ, ω) = Y N (t, θτω).
Recall ΩN as defined in (3.9). As the random variable
max
{
sup
t≥0
‖Φ(t, θsω)P−‖e− 12µ|t|, sup
t≤0
‖Φ(t, θsω)P+‖e− 12µ|t|
}
is tempered from above, it is easy to see that
P(ΩN )→ 1, as N →∞.
Note also that ΩN is an increasing sequence of sets. Thus ∪NΩN = Ωˆ and Ωˆ has the full measure.
In fact
Ωˆ :=
{
ω : sup
s∈R
max
{
sup
t≥0
‖Φ(t, θsω)P−‖e− 12µ|t|−Λ|s|, sup
t≤0
‖Φ(t, θsω)P+‖e− 12µ|t|−Λ|s|
}
<∞
}
.
Therefore it is invariant with respect to θs for all s ∈ R. Now we define
Ω∗N =
∞⋂
n=−∞
θ−1nτ ΩN .
Then it is easy to see that Ω∗N is invariant with respect to θnτ for each n. Besides we have
Ω∗N ⊂ Ω∗N+1, which leads to
⋃
N
Ω∗N =
⋃
N
∞⋂
n=−∞
θ−1nτ ΩN =
∞⋂
n=−∞
θ−1nτ
(⋃
N
ΩN
)
=
∞⋂
n=−∞
θ−1nτ Ωˆ =
∞⋂
n=−∞
Ωˆ = Ωˆ,
with P(Ωˆ) = 1. Now we can define Y : Ωˆ× R→ Rd as an combinations of YN as follows
Y := Y1χΩ∗1 + Y2χΩ∗2\Ω∗1 + · · ·+ YNχΩ∗N\Ω∗N−1 + · · · . (4.11)
Thus it is easy to see that Y is B(R)⊗F measurable and satisfies the following property
Y (t+ τ, ω)
= Y1(t+ τ, ω)χΩ∗1(ω) + Y2(t+ τ, ω)χΩ∗2\Ω∗1(ω) + · · ·+ YN (t+ τ, ω)χΩ∗N\Ω∗N−1(ω) + · · ·
= Y1(t, θτω)χΩ∗1(ω) + Y2(t, θτω)χΩ∗2\Ω∗1(ω) + · · ·+ YN (t, θτω)χΩ∗N\Ω∗N−1(ω) + · · ·
= Y1(t, θτω)χΩ∗1(θτω) + Y2(t, θτω)χΩ∗2\Ω∗1(θτω) + · · ·+ YN (t, θτω)χΩ∗N\Ω∗N−1(θτω) + · · ·
= Y (t, θτω).
Moreover Y is a fixed point of M.
We can easily extend Y to the whole Ω as P(Ωˆ) = 1, which is indistinguishable with Y
defined in (4.11).
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Remark 4.10. It is easy to see from (4.11) that |Y | < ∞ P − a.s. Moreover, we don’t know
whether or not Y ∈ CΛτ (R, L2(Ω,Rd)). However, for each N , Y N ∈ CΛτ (R, L2(Ω,Rd)). This
suggests that Y ∈ CΛτ (R, L2(ΩN ,Rd)) for each N . That is to say that Y ∈ CΛτ (R, L2loc(Ω,Rd)).
Now we combine the methods introduced in this section and in [13] to study the following
stochastic differential equations
du = (Au+ F (t, u))dt+
M∑
k=1
Bku ◦ dW kt +
M∑
k=1
βk(t)dW
k
t , (4.12)
and
Yˆ (t, ω) =
∫ t
−∞
Φ(t− s, θsω)P−F (s, Yˆ (s, ω))ds−
∫ ∞
t
Φ(t− s, θsω)P+F (s, Yˆ (s, ω))ds
+
M∑
k=1
∫ t
−∞
Φ(t− s, θsω)P−βk(s)dW ks −
M∑
k=1
∫ ∞
t
Φ(t− s, θsω)P+βk(s)dW ks .
(4.13)
In fact, this is only a combination of Eqn. (3.1) we considered already in this section and [13].
We include the result here as it is needed in the next section.
Theorem 4.11. Assume that A, F and Bk satisfy the same conditions as in Proposition 4.2. Let
βk(t) = βk(t+τ) for any t ∈ R and there exists a constant R1 s.t. ‖βk(s1)−βk(s2)‖2 ≤ R1|s1−s2|.
Then there exists a B(R) ⊗ F-measurable map Yˆ : R × Ω → Rd satisfying Eqn. (4.13) and
Yˆ (t+ τ, ω) = Yˆ (t, θτω) for any t ∈ R and ω ∈ Ω.
Proof. We will adopt the same procedure as in proofs of Proposition 4.2 and Theorem 4.9 and
first show the fixed-point existence of the following mapping,
MˆN (Yˆ N )(t, ω)
=
∫ t
−∞
ΦN (t− s, θsω)P−F (s, Yˆ N (s, ω))ds−
∫ ∞
t
ΦN (t− s, θsω)P+F (s, Yˆ N (s, ω))ds
+
M∑
k=1
∫ t
−∞
ΦN (t− s, θsω)P−βk(s)dW ks −
M∑
k=1
∫ ∞
t
ΦN (t− s, θsω)P+βk(s)dW ks .
(4.14)
Here the proof differs from Proposition 4.2 in the Malliavin derivative part only, while all the
other steps are similar. The Malliavin derivative can be easily computed as follows,
DlrMˆN (Yˆ N )(t, ω) =
∫ r
−∞
χ{r≤t}(r)Dlr(ΦNt−s,sP−)F (s, Yˆ N (s, ω))ds
−
∫ +∞
r
χ{r≥t}(r)Dlr(ΦNt−s,sP+)F (s, Yˆ N (s, ω))ds
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+
∫ t
−∞
ΦNt−s,sˆP
−∇F (s, Yˆ N (s, ω))DlrYˆ N (s, ω)ds
−
∫ +∞
t
ΦNt−s,sP
+∇F (s, Yˆ N (s, ω))DlrYˆ N (s, ω)ds
+
M∑
k=1
∫ r
−∞
χ{r≤t}(r)Dlr(ΦNt−s,sP−)βk(s)dW ks
−
M∑
k=1
∫ +∞
r
χ{r≥t}(r)Dlr(ΦNt−s,sP+)βk(s)dW ks
+χ{r≤t}(r)ΦNt−r,rP
−βl(r)− χ{r≥t}(r)ΦNt−r,rP+βl(r).
Actually in the above, we only need to take care of the last four terms. The other terms in (4.14)
can be dealt with using the same method as in the proof of Proposition 4.2. By Itoˆ isometry,
Lemma 4.7 and the property of β, it is easy to see that
sup
t∈[0,τ)
∫
R
E
∣∣∣∣∣
M∑
k=1
∫ +∞
r
χ{r≥t}(r)Dlr(ΦNt−s,sP+)βk(s)dW ks
∣∣∣∣∣
2
dr <∞,
and
sup
t∈[0,τ)
∫
R
E
∣∣∣∣∣
M∑
k=1
∫ r
−∞
χ{r≤t}(r)Dlr(ΦNt−s,sP−)βk(s)dW ks
∣∣∣∣∣
2
dr <∞,
Besides, by the estimate (3.4), we can show for each l ∈ {1, 2, · · · ,M},
sup
t∈[0,τ)
∫
R
E
∣∣χ{r≤t}(r)ΦNt−r,rP−βl(r)∣∣2 dr < ∞,
sup
t∈[0,τ)
∫
R
E
∣∣χ{r≥t}(r)ΦNt−r,rP+βl(r)∣∣2 dr < ∞.
Also we can show for each l ∈ {1, 2, · · · ,M},
sup
t∈[0,τ),δ∈R
1
|δ|E
∫
R
∣∣∣Dlr+δMˆ(Yˆ N )(t, ω)−DlrMˆ(Yˆ N )(t, ω)∣∣∣2 dr <∞.
To achieve this, we only need to check the following terms,
sup
t∈[0,τ),δ∈R
1
|δ|E
∫
R
∣∣∣χ{r+δ≤t}(r + δ)ΦNt−(r+δ),(r++δ)P−βl(r + δ)− χ{r≤t}(r)ΦNt−r,rP−βl(r)∣∣∣2 dr
≤ sup
t∈[0,τ),δ∈R
3
|δ|E
∫ t
t−δ
∣∣∣ΦNt−(r+δ),(r++δ)P−βl(r + δ)∣∣∣2 dr
+ sup
t∈[0,τ),δ∈R
3
|δ|E
∫ t
−∞
∣∣∣(ΦNt−(r+δ),(r++δ)P− − ΦNt−r,rP−)βl(r + δ)∣∣∣2 dr
+ sup
t∈[0,τ),δ∈R
3
|δ|E
∫ t
−∞
∣∣∣ΦNt−(r+δ),(r++δ)P−(βl(r + δ)− βl(r))∣∣∣2 dr
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=:
3∑
i=1
Ai <∞,
and by Lemma 4.7 for each k ∈ {1, 2, · · · ,M},
1
|δ|E
∫
R
∣∣∣∣∫ r+δ−∞ χ{r+δ≤t}(r)Dlr+δ(ΦNt−s,sP−)βk(s)dW ks
−
∫ r
−∞
χ{r≤t}(r)Dlr(ΦNt−s,sP−)βk(s)dW ks
∣∣∣∣2 dr
≤ 2|δ|
(
E
∫ t−δ
−∞
∣∣∣∣∫ r+δ
r
Dlr+δ(ΦNt−s,sP−)βk(s)dW ks
∣∣∣∣2 dr
+E
∫ t
t−δ
∣∣∣∣∫ ∞
r+δ
Dlr+δ(ΦNt−s,sP−)βk(s)dW ks
∣∣∣∣2 dr
)
=: B1 +B2 <∞.
The boundedness of A1 can be derived from the estimate of Φ and boundedness of β, and A2 by
the same way as we dealt with T1 in the proof of Lemma 4.4. As for A3, the Lipschitz condition
of β works. The boundedness of B1 and B2 can be done through the Itoˆ isometry, Lemma 4.6
and boundedness of β.
Then by the same argument as in the proof of Proposition 4.2, we can prove the existence of
fixed point for Eqn. (4.14). Using the same ”measurable glue” method in the proof of Theorem
4.9 one can obtain a measurable solution Y of Eqn. (4.13) satisfying Yˆ (t+ τ, ω) = Yˆ (t, θτω) for
any t ∈ R and ω ∈ Ω.
The existence of random periodic solution results obtained in Theorems 4.9 and 4.11, together
with the ”equivalence” of random periodic solutions and periodic measure obtained in [15],
implies the existence of periodic measure with respect to the skew product of the random
dynamical system and metric dynamical system. For this, define µ : R× Ω× B(Rd)→ [0, 1] by
(µs)ω = δY (s,θ(−s)ω). (4.15)
Then
(µs+τ )ω = (µs)ω
and
u(t+ s, s, θ(−s)ω)(µs)ω = (µt+s)θ(s)ω.
Define the product space Ωˆ = Ω × Rd with σ-field Fˆ = F ⊗ B(Rd) and the skew product
Θ : ∆× Ωˆ→ Ωˆ by
Θˆ(t+ s, s)(ω, x) = (θ(t)ω, u(t+ s, s, θ(−s)ω)x).
Then for any t1, t2 ∈ R+, s ∈ R,
Θˆ(t2 + t1 + s, t1 + s)Θˆ(t1 + s, s) = Θˆ(t1 + t2 + s, s).
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Set µs : Fˆ → [0, 1] has
µs(dx, dω) = (µs)ω(dx)× P(dω). (4.16)
Then µs+τ = µτ , and
Θˆ(t+ s, s)µs = µt+s, for any t ∈ R+, s ∈ R.
Thus µs, s ∈ R is a periodic measure of the skew product Θˆ. We omit the full details here, see
[15].
5 Applications and examples
First we consider a simple example of stochastic differential equations with time periodic
coefficients.
Example 5.1. Consider
dX(t) = −X(t)dt+ c cos (t)dt+ 10 sin (t)dWt. (5.1)
Here c is a constant and W (t) is a one-dimensional Brownian motion on a probability space
(Ω,F , P ). Applying the result in [13] or Theorem 4.11 in this paper, we can assert that Eqn.
(5.1) has a random periodic solution. In fact, according to the equivalence theorem (Theorem
2.5), the random periodic solution of (5.1) can be written explicitly as follows
Y (t) =
∫ t
−∞
e−t+sc cos(s)ds+ 10
∫ t
−∞
e−t+s sin(s)dWs
=
c
2
(cos(t) + sin(t)) + 10
∫ t
−∞
e−t+s sin(s)dWs.
Actually it can be verified by direct simple calculations that Y (t) satisfies definition 1.1. When
c = 0, the solution of Eqn. (5.1) is a Ornstein-Uhlenbeck process with white noise of periodic
coefficient. Similar to the case of time independent case that the dynamical system generated by
the Orsnstein-Uhlenbeck process has a stationary path and an invariant measure, the example
suggests that the semiflow generated by the time periodic Orsnstein-Uhlenbeck process has a
random periodic path and a periodic measure.
To study a smilar equation with multiplicative noise, let us consider,
dX(t) = −X(t)dt+ cos (t)dt+ 10X(t) ◦ dWt. (5.2)
Theorem 4.11 implies the existence of random periodic solutions to Eqn. (5.2). According to
Theorem 3.4, the random periodic solution of Eqn. (5.2) is give explicitly by
Y (t) =
∫ t
−∞
e−(t−s)+10(W (t)−W (s)) cos(s)ds.
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Figure 1: Random trajectory subject to additive noise
Figure 2: Random trajectory subject to multiplicative noise
The numerical simulations of Eqn. (5.1) (taking c = 1) and Eqn. (5.2) displayed by Fig.1
and Fig.2 demonstrate how the random periodic solutions fluctuate around the deterministic
periodic solution of the noiseless ordinary differential equation ddtX(t) = −X(t) + cos(t) in the
additive noise case and the multiplicative noise case respectively.
Secondly, we apply the results of last section to study the following stochastic differential
equations on Rd
dx = (Ax+ f(x))dt+
M∑
k=1
Bkx ◦ dW kt +
M∑
k=1
γkdW
k
t . (5.3)
As some Bk and γk can be zero, so this equation includes the case when the multiplicative noise
and additive noise are independent, though in both the additive and multiplicative noise terms
we use the same multidimensional Brownian motions. It is easy to see that under the conditions
of Theorem 4.11, Eqn. (5.3) generates a cocycle random dynamical system Ψ : R+×Ω×Rd → Rd
such that for all ω ∈ Ω, (c.f. [2])
Ψ(t, θsω) ◦Ψ(s, ω) = Ψ(t+ s, ω), for all t, s ≥ 0. (5.4)
Here Wk and θ are the same as before. In this case the skew product Θ¯ is defined as Θ¯(t)(ω, x) =
(θ(t)ω,Ψ(t, ω)x).
Theorem 5.2. Let A, Bk satisfy the same conditions as in Proposition 4.2 and the function
f ∈ C3 be uniformly bounded with bounded first order derivatives. Assume the deterministic
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system
dx
dt
= Ax+ f(x) (5.5)
has a periodic solution z with period τ > 0 and z(t) is C3 in t. Then Eqn. (5.3) has a random
periodic solution of period τ i.e. there exists Y : R× Ω→ Rd such that for any t ∈ R+, s ∈ R,
Ψ(t, θ(s)ω)Y (s, ω) = Y (t+ s, ω), Y (s+ τ, ω) = Y (s, θτω). (5.6)
Moreover, the measure µs given in (4.16) is a periodic measure of Θ¯, and µ¯ =
1
τ
∫ τ
0 µsds is an
invariant measure whose random factorisation has the support {Y (s, θ(−s)ω) : 0 ≤ s < τ}
which is a closed curve.
Proof. Let
u(t, s, ω)u0 = Ψ(t− s, θ(s)ω)(u0 + z(s))− z(t), t ≥ s
with Ψ satisfying Eqn. (5.3). Then u(t) (in short for u(t, s)) satisfies
du(t) = (Au(t) + f(u(t) + z(t))− f(z(t)))dt+
M∑
k=1
Bku(t) ◦ dW kt +
M∑
k=1
(Bkz(t) + γk)dW
k
t ,
with u(s) = u0. The above equation has a random periodic solution Yˆ by Theorem 4.11, so
Eqn. (5.3) has a random periodic solution Y (t, ω) = Yˆ (t, ω) + z(t). In fact for any t ≥ 0,
Ψ(t, θ(s)ω)Y (s, ω) = u(t, s, ω)(Y (s, ω)− z(s)) + z(t+ s)
= u(t, s, ω)Yˆ (s, ω) + z(t+ s)
= Yˆ (t+ s, ω) + z(t+ s) = Y (t+ s, ω),
and the random periodicity of Y is obvious. The last claim follows from the existence of a
random periodic solution and the result on periodic and invariant measures in [15].
In the above theorem, the main assumption is that the deterministic system (when noise
is switched off) has a periodic solution, the other assumptions are very mild. Many ordinary
differential equations modeling real world problems arising from biology, chemistry, chemical
engineering, climate dynamics, economics etc. have periodic solutions. Here we can make the
function f bounded by a smooth truncation procedure outside a sufficiently large ball mentioned
in [14] if necessary without changing their local dynamical behavior. Therefore Theorem 5.2 gives
the existence of random periodic solutions of stochastic differential equations arising from many
real world applications.
As a simple, but typical example, we consider a random dynamical system generated by a
random perturbation to the following ordinary differential equation in R2,{
dy1(t) = −y2(t)dt− y1(t)dt+ y1(t)(2− y21(t)− y22(t))φ(y1(t), y2(t))dt,
dy2(t) = y1(t)dt− y2(t)dt+ y2(t)(2− y21(t)− y22(t))φ(y1(t), y2(t))dt,
(5.7)
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Figure 3: Random trajectory subject to additive noise
where φ is a smooth function such that
φ(y1, y2) =
{
1, when y21 + y
2
2 ≤ 2100,
0, when y21 + y
2
2 ≥ 2101.
(5.8)
It is not hard to see that the limit cycle of this system is y21 + y
2
2 = 1.
Example 5.3. Consider the corresponding stochastic differential equation with additive noise,{
dy1(t) = −y2(t)dt− y1(t)dt+ y1(t)(2− y21(t)− y22(t))φ(y1(t), y2(t))dt+ 10dW 1t ,
dy2(t) = y1(t)dt− y2(t)dt+ y2(t)(2− y21(t)− y22(t))φ(y1(t), y2(t))dt+ 10dW 2t .
(5.9)
We can apply the result in [14] or Theorem 5.2 to assert that Eqn. (5.9) has a random periodic
solution. Fig.3 illustrates a numerical simulation of a sample path of the random periodic solu-
tion. Fig.4 illustrates the formulation of the invariant measure. We start at t = 0 with uniform
distribution on [−2, 2] × [−2, 2]. Subject to the same random perturbations, all those points be-
gin to move towards a random closed curve simultaneously. In the long run, they evolve into
a random closed curve, which represents the support of the invariant measure with respect the
skew product dynamical system as described in Theorem 5.2. The closed curve moves randomly,
its law is a periodic measure of the corresponding Markovian semigroup.
Now we consider the random perturbation of (5.7) subject to multiplicative linear noise,{
dy1(t) = −y2(t)dt− y1(t)dt+ y1(t)(2− y21(t)− y22(t))φ(y1(t), y2(t))dt+ 10y1 ◦ dW 1t ,
dy2(t) = y1(t)dt− y2(t)dt+ y2(t)(2− y21(t)− y22(t))φ(y1(t), y2(t))dt+ 10y2 ◦ dW 2t .
(5.10)
Note the commutativity assumption in Theorem 4.11 is not satisfied. But following Remark 4.3,
we can still use the previous result to conclude the Eqn. (5.10) has a random periodic solution.
A sample path is given by a numerical simulation in Fig.5. Similar phenomena as the formation
of an invariant measure as demonstrated for Eqn. (5.9) in Fig.4 can be obtained. The detail is
omitted here.
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Figure 4: Random periodic evolution
Figure 5: Random Trajectory subject to multiplicative linear noise
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Appendix
Proof of Lemma 3.2. (i). It is easy to show that Φ satisfies the condition sup
0≤t≤1
log+ ‖Φ(t, ω)±1‖ ∈
L1(Ω). So the MET theorem ensures the existence of the random Oseledets splitting
Rd = Ep(ω)⊕ Ep−1(ω)⊕ · · · ⊕ Em+1(ω) · · · ⊕ E1(ω),
and the corresponding random projections P±(ω). But if we consider the forward filtration and
limt→∞(Φ(t, ω)∗Φ(t, ω))1/2t := Ψ(ω), the mutually commutative property of A, A∗, Bk, and B∗k
leads to
Ψ(ω) = lim
t→∞ exp
{
1
2
(A+A∗) +
M∑
k=1
(Bk +B
∗
k)W
k
t
2t
}
= exp
{
A+A∗
2
}
.
Note eµp < eµp−1 · · · < eµm+1 < 1 < eµm < · · · < eµ1 are the eigenvalues of exp{A+A∗2 }, and
Up, · · · , U1 are still the corresponding orthogonal eigenspaces, with multiplicity di := dim Ui.
Define Vp+1 := {0}, and for 1 ≤ i ≤ p, i ∈ N,
Vi := Up ⊕ Up−1 ⊕ · · · ⊕ Ui. (5.11)
Therefore
Vp ⊂ Vp−1 ⊂ · · · ⊂ Vi ⊂ · · · ⊂ V1 = Rd (5.12)
defines a forward filtration.
Now we consider the backward filtration and limt→∞(Φ(−t, ω)∗Φ(−t, ω))1/2t := Ψ˜(ω). Note
Ψ˜(ω) = lim
t→∞ exp
{
−1
2
(A+A∗)−
M∑
k=1
(Bk +B
∗
k)W
k−t
2t
}
= exp
{
−A+A
∗
2
}
.
Let µ˜i = −µp+1−i. Then µ˜p < µ˜p−1 · · · < µ˜p+1−m < 0 < µ˜p−m < · · · < µ˜1 are the eigenvalues of
−A+A∗2 . Let U˜p, · · · , U˜1 be the corresponding eigenspaces, with multiplicity d˜i := dim U˜i. Then
U˜i = Up+1−i. Define V˜p+1 := {0}, and for 1 ≤ i ≤ p, i ∈ N,
V˜i := U˜p ⊕ U˜p−1 ⊕ · · · ⊕ U˜i = U1 ⊕ U2 ⊕ · · · ⊕ Up+1−i. (5.13)
Therefore
V˜p ⊂ V˜p−1 ⊂ · · · ⊂ V˜i ⊂ · · · ⊂ V˜1 = Rd (5.14)
defines the backward filtration. Then we can construct the space Ei as the intersection of certain
spaces from the forward filtration (5.12) and the backward filtration (5.14),
Ei := Vi ∩ V˜p+1−i = Ui. (5.15)
Thus the Lyapunov exponents of Φ depend on 12(A+A
∗) only. This implies that the Oseledets
spaces are non-random and so are the corresponding projections P±.
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(ii). Note when t ≤ 0,
‖Φ(t, ω)P+‖ = ‖P+∗Φ(t, ω)∗Φ(t, ω)P+‖1/2
=
∥∥∥P+∗ exp{(A+A∗)t+∑Mk=1(Bk +B∗k)W kt }P+∥∥∥1/2
≤ ∥∥P+∗ exp {(A+A∗)t}P+∥∥1/2 ∥∥∥exp{∑Mk=1(Bk +B∗k)W kt }∥∥∥1/2
≤
∥∥∥∥exp{12(A+A∗)t
}
P+
∥∥∥∥ exp{12 ∑Mk=1 ‖Bk +B∗k‖|W kt |
}
≤ e 12µt+
∑M
k=1 ‖B‖|Wkt |e
1
2
µmt,
where ‖B‖ := 12 maxk∈{1,2,··· ,M} ‖Bk +B∗k‖, µ := min{−µm+1, µm} > 0. Define
C(ω) := sup
t∈R
C(t, ω) := sup
t∈R
e−
1
2
µ|t|+∑Mk=1 ‖B‖|Wkt | ≥ 1. (5.16)
Now it suffices to check that C(ω) is tempered from above. Similarly as in [10], using |W (t+s)| ≤
Cδ,ω + |s|δ + |t|δ P − a.s. for some 12 < δ < 1, from the iterated logarithm law of Brownian
motion, we have
lim
s→±∞
1
|s| log
+ sup
t∈R
C(t, θsω) = lim
s→±∞
1
|s| log supt∈R C(t, θsω)
= lim
s→±∞
1
|s| supt∈R log e
− 1
2
µ|t|+∑Mk=1 ‖B‖|θsWkt |
≤ lim
s→±∞
1
|s| supt∈R
(
−1
2
µ|t|+
M∑
k=1
‖B‖|W kt+s|
)
+ lim
s→±∞
M∑
k=1
‖B‖|W
k
s |
|s|
≤ lim
s→±∞
1
|s| supt∈R
(
−1
2
µ|t|+M‖B‖|t|δ
)
+ sup
t∈R
lim
s→±∞M‖B‖
|s|δ
|s| + supt∈R lims→±∞
M‖B‖|Cδ,ω|
|s|
= lim
s→±∞
1
|s| supt∈R
(
−1
2
µ|t|+M‖B‖|t|δ
)
= 0, P− a.s.,
where the last inequality holds due to the fact that supt∈R(−12µ|t| + M‖B‖|t|δ) < ∞. This
together with the fact that
lim
s→±∞
1
|s| log supt∈R C(t, θsω) ≥ 0,
leads to that C(ω) is a tempered random variable. Similar argument applies to Φ(t, θsω)P
−.
Finally by definition of random variable tempered from above, we can easily conclude that
Φ(t, θsω)P
− and Φ(t, θsω)P+ satisfy (3.4).
Proof of Corollary 3.3. We consider P− case only. The estimation for P+ case can be derived
analogously. From Eqn. (3.2) and the definition of P−, it is natural to express the projection
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ΦP− : R× Ω→ L(Rd, E−) as follows,{
dΦ(t, ω)P− = AΦ(t)P− dt+
M∑
k=1
BkΦ(t)P
− ◦ dW kt ,
Φ(0, ω)P− = P− ∈ L(Rd, E−).
Then for any t, sˆ ∈ R, by the ergodic property of θ and Holder’s inequality we have that
E‖P− − Φ(t, θsˆ·)P−‖2
= E
∥∥∥∫ t
0
(
A+
1
2
M∑
k=1
B2k
)
Φhˆ,sˆP
−dhˆ+
M∑
k=1
∫ t
0
BkΦhˆ,sˆP
−dW k
hˆ+sˆ
∥∥∥2
≤ (M + 1)
∥∥∥A+ 1
2
M∑
k=1
B2k
∥∥∥2|t|∫ t
0
E‖ΦhˆP−‖2dhˆ+ (M + 1)
M∑
k=1
‖Bk‖2
∫ t+sˆ
sˆ
E‖Φhˆ−sˆP−‖2dhˆ
≤ 2M (M + 1)
(
2‖A‖2|t|+
(∑M
k=1 ‖Bk‖2
)2|t|+∑Mk=1 ‖Bk‖2)e2‖A‖|t|+2M‖B‖2|t||t|,
where ∫ t
0
E‖ΦhˆP−‖2dhˆ ≤
∫ t
0
E‖eAhˆ+
∑M
k=1 B
kWk
hˆ ‖2dhˆ ≤
∫ t
0
e2‖A‖hˆ
M∏
k=1
Ee2‖B‖|W
k
hˆ
|
dhˆ
= 2M
∫ t
0
e2‖A‖hˆe2M‖B‖
2hˆdhˆ ≤ 2Me2‖A‖|t|+2M‖B‖2|t||t|.
Finally the last inequality can be easily drawn from above.
Proof of Theorem 4.1. According to the generalized Arzela`−Ascoli lemma (c.f. [19]), it suffices
to check the uniform equicontinuity and pointwise relative compactness of vn. First we claim that
{vn(t, ·), n ∈ N} is relatively compact in L2(Ω) for any fixed t. To achieve this, we decompose
vn as Wiener-Itoˆ chaos expansions (c.f.[24]),
vn(t, ω) =
∞∑
m=0
Im(f
m
n (·, t))(ω), (5.17)
where fmn (·, t) are symmetric elements in L2(Rm) for each m ≥ 0 and each t ∈ [a, b]. By the
similar argument in the proof of Theorem 1 in [3], the relative compactness of {vn}n∈N is reduced
to the relative compactness of {fmn }n∈N for each finite m ∈ N.
When m = 0, f0n(t) = Evn(t), and for any t1, t2 ∈ [a, b], hypotheses (i) and (ii) imply the
uniform boundedness of f0n,
sup
n
sup
t∈[a,b]
|f0n(t)| ≤ sup
n
sup
t∈[a,b]
√
E|vn(t)|2 ≤ sup
n∈N
sup
t∈[a,b]
||vn(·, t)||1,2 <∞.
Besides, applying Jensen’s inequality gives the uniform equicontinuity of f0n,
sup
n
|f0n(t1)− f0n(t2)| = sup
n
|E(vn(t1)− vn(t2))| ≤ sup
n
E|vn(t1)− vn(t2)|
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≤ sup
n
√
E|vn(t1)− vn(t2)|2 ≤
√
C|t1 − t2|.
So {f0n}∞n=1 is relatively compact in C([a, b]) according to the classical Arzela`-Ascoli lemma.
Using a similar argument as in the proof of Theorem 2 in [3] for each m ≥ 1 with the general
relative compactness criterion (c.f.Theorem 2.32 in [1]), we claim that {fmn (·, t)}n∈N is relatively
compact in L2(Rm) for each fixed t. To see this, let h = (h1, . . . , hm) ∈ Rm. It holds that
‖τhfmn − fmn ‖2L2(Rm)
=
∫
Rm
|fmn (t, t1 + h1, · · · , tm + hm)− fmn (t, t1, · · · , tm)|2dt1 · · · dtm
≤ C
m∑
i=1
∫
Rm
|fmn (t, t1, · · · , ti−1, ti + hi, ti+1 + hi+1, · · · , tm + hm)
−fmn (t, t1, · · · , ti−1, ti, ti+1 + hi+1, · · · , tm + hm)|2dt1 · · · dtm
= C
m∑
i=1
∫
R
‖fmn (t, . . . , ti + hi, . . .)− fmn (t, . . . , ti, . . .)‖2L2(Rm−1)dti
=
C
(m− 1)!
m∑
i=1
∫
R
E|Im−1(fmn (t, · · · , ti + hi, · · · )− fmn (t, · · · , ti, · · · ))|2dti
≤ C
mm!
m∑
i=1
∫
R
E
∣∣∣ ∑
m≥1
mIm−1
(
fmn (t, · · · , ti + hi, · · · )− fmn (t, · · · , ti, · · · )
)∣∣∣2dti
≤ C
m!
∫
R
E
∣∣∣Dr+h1vn(t)−Drvn(t)∣∣∣2dr ≤ C|h1|,
where C is a constant depending on m. Moreover, for any  > 0, there exists [α, β] ⊂ R such
that ∫
R\[α,β]
E|Drvn(t)|2dr < .
Let G = [α, β]× [−1, 1]d−1. Then we have∫
Rm\G¯
|fmn (t, t1, · · · , tm)|2dt1 · · · dtm ≤ C
∫
R\[α,β]
‖fmn (t, r, t2, · · · , tm)‖2L2(Rm−1)dr
≤ C
m!
∫
R\[α,β]
E
∣∣∣ ∑
m≥1
mIm−1(fmn (t, r, ·))
∣∣∣2dr
≤ C
m!
∫
R\[α,β]
E|Drvn(t)|2dr ≤ C.
By now it has been showed that {fmn (·, t), n ∈ N} is relatively compact in L2(Rm) for each finite
m and fixed t ∈ [a, b], which is equivalent to {vn(t), n ∈ N} being pointwise relatively compact
in L2(Ω) for any fixed t.
But it is known from hypothesis (ii) that vn are equi-continuous in time. So by generalized
Arzela`-Ascoli Lemma, we conclude that {vn}∞n=1 is relatively compact in C([a, b], L2(Ω)).
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