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Abstract
The proof of concept of a fused radiometric and optical stereoscopic imaging device is
presented. The project was in collaboration with the National Nuclear Laboratory and the
Nuclear Decommissioning Authority with the aim of developing a sensor that can be de-
ployed in a nuclear decommissioning environment. The radiometric system was a Compton
camera comprised of two HPGe planar detectors and presents a significant improvement
in efficiency and dynamic range over coded aperture systems currently used in industry.
The optical stereoscopic camera is the proprietary Bumblebee XB3 system that provides
3D physical information of the surroundings.
Two main experiments are presented; the first investigated the disparity between true
source location and reconstructed image position. This disparity was proven and methods
for accounting for and correcting it were developed, whereby the image position accuracy
was improved by a factor of 26.7. The second experiment imaged 20 MBq 137Cs sources at
distances of 80 - 150 cm with both radiometric and optical stereoscopic systems simultane-
ously. The first fused images were produced using this data, with the radiometric sources
and surroundings clearly visible. A GUI was developed in Matlab to process and fuse the
data. Alongside both experiments image optimisation techniques were investigated. Pulse
shape analysis was implemented and shown to improve image resolution by 30% on average
at the expense of efficiency. Fold 2 event imaging was conversely shown to improve efficiency
at the expense of image resolution.
This work provides the basis to develop the project towards a complete system. The
steps that must be taken to realise this are outlined and recommendations for overcoming
potential challenges are discussed.
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Chapter 1
Introduction
Decommissioning nuclear sites in the UK presents a unique set of challenges and new tech-
nologies must be developed to meet them. The field of nuclear physics has substantial
experience in producing and optimising radiation detectors and this knowledge is increas-
ingly finding pragmatic applications in industry. In collaboration with the National Nuclear
Laboratory, a project was created to investigate the feasibility of a system combining radio-
metric and optical stereoscopic devices for use in a nuclear decommissioning environment.
Such a system must combine good radiometric energy and image resolution with an ex-
ceptional stereoscopic calibration giving accurate source position information in 3D space.
Improved efficiency over current systems and the ability to operate in a strong radioactive
environment are also crucial features.
This thesis outlines the theory, experimental procedures and analysis involved in the
proof of concept of a radiometric/stereoscopic fused imaging system. Project motivation
is provided by considering the challenges facing the nuclear decommissioning industry and
the limitations of currently employed radiometric detectors.
1.1 Nuclear Decommissioning
Nuclear decommissioning refers to the process by which a nuclear facility is safely shut down
following the end of its operational life. It includes the full or partial disassembly of buildings
and contents, decontamination of structures that are not removed and restoration of the
site of the facility. This is managed with the goal of reducing the risk the facility poses while
1
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ensuring the risk to workers, the public and the environment is kept to a minimum during
the decommissioning process [1]. Reliance on nuclear power and the increasing number of
nuclear power stations reaching the end of their lifespan has fuelled growing concern about
the safety and financial implications of nuclear decommissioning, reflected in both UK and
international publications [1, 2]. Nuclear power facilities vary markedly in design and scale
making each decommissioning a unique challenge with no standard protocol. The UK is
in the unique position of having no standard design build and their facilities were built
without decommissioning consideration. This in turn makes it difficult to quantify the cost
and timescale; future American decommissioning has been estimated at $700 million [3]
and UK decommissioning between £200-500 million per nuclear site [4]. The first full UK
nuclear reactor decommissioning was completed on the Windscale Advanced Gas Cooled
Reactor (WAGCR) in 2011, marking the end of a twenty year program [5]. The scale of the
problem is highlighted in Figure 1.1 which shows the current UK nuclear facilities managed
by the NNL. As it stands the Nuclear Decommissioning Authority of the UK estimate the
total cost of management and clean up of their legacy sites at £45.1 billion, with a project
time far exceeding their current 20 year plan [6]. While the exact figure remains unclear,
it is evident that the ongoing nuclear decommissioning process presents a long standing
financial burden on the economy. These estimates will become clearer as decommissioning
experience is gained in the coming years and new technologies that can support this are
sorely needed.
The prominent consideration associated with the clean-up of a radiation facility is the
location and classification of radioactive waste. Figure 1.2 shows the relative masses of the
waste following the decommissioning of the Greifswald power plant in Germany [7]. Over a
quarter of the total waste (566 400 tonnes) is considered to have radiation levels that could
pose a risk, while only a small fraction of this radioactive waste comes from dismantled
parts of the nuclear power plant. This highlights the fact that the radioactive waste is not
confined to the plant itself and that other nearby structures must be carefully screened
as they may have potentially dangerous levels of contamination. As this makes locating
radioactive waste a far more complicated process it leads to an increase in project time and
costs. Systems that provide quick and accurate location of this waste would clearly be of
huge benefit to the decommissioning process.
2
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Figure 1.1: Current UK nuclear sites managed by the NNL [6].
Before radioactive waste can be located and processed correctly it is necessary to know
how to classify it. Waste is graded according to the danger it poses to health and the envi-
ronment and Table 1.1 gives a brief outline of the classifications described in UK radioactive
waste management guidelines [8]. While High Level Waste (HLW) has the highest radioac-
tivity levels making it the most dangerous and thus most difficult to process, the sources
of HLW are clearly defined and easy to locate. Separating Intermediate Level Waste (ILW)
and Low Level Waste (LLW) is a far more challenging task; As there is a specified activity
that differentiates the two it is imperative any waste that can’t be proven to lie below this
level is treated as ILW. Waste with a radioactive content of less than 4 GBq per tonne of
alpha or 12 GBq per tonne of beta or gamma activity is classed as LLW. If a material can
be proven to have a radioactivity level that is so low as to present no risk to the public or
the environment it can be classed as free release and no protocol for processing such waste
3
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Figure 1.2: Waste generated from the decommissioning of the Greifswald nuclear power site [7].
is needed. There is a 1:125 cost ratio between processing free release and LLW material
but a 1:2500 cost ratio between free release and ILW [9]. This factor of 20 in cost difference
between LLW and ILW processing means there is a large financial penalty for inaccurate
activity measurements.
Furthermore, radioactive waste is unlikely to have a constant activity throughout but
will consist of high activity ‘hot spots’ on a low radiation background [10]. The location and
accurate activity determination of these hot spots will make decommissioning a cheaper and
safer process, making research into realising this easily justifiable. The UK has a current
ILW store of 240000 m3 which is around 7.5% that of the LLW store and this will only
increase as future decommissioning projects are completed [11], so any improvements to
waste classification will have a lasting benefit.
In order to locate the radioative waste and determine its activity it is important to know
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Low Level Waste
(LLW)
Intermediate Level
Waste (ILW)
High Level Waste
(HLW)
Categorisation Waste with a
radioactive content
below 4GBq/tonne
of alpha or
12Gbq/tonne of
beta or gamma
activity.
Waste with
radioactivity levels
above that of LLW,
but not so high as
to cause rises in
temperature that
must be accounted
for in storage
design.
Waste with levels of
radioactivity that
cause significant
increases in
temperature, such
that this factor
must be accounted
for in storage
design.
Sources Paper, plastics,
scrap metal
Fuel cladding,
reactor components
Reprocessed spent
fuel
Safe Storage Typically
super-compacted to
reduce volume
before processing
and near surface
storage at the LLW
Repository in
Cumbria.
Encapsulation in
cement and storage
in steel drums or
concrete boxes and
deep storage up to
hundreds of metres.
Vitrification1, 50
years storage,
further processing,
storage in deep
geological
formations.
Table 1.1: UK radioactive waste classification [8].
the typical radioisotopes found in the waste and their properties. In a typical nuclear power
generating fission reaction 235U (a rare but natural Uranium isotope) absorbs thermalised
neutrons to form the metastable isotope 236U. This undergoes a subsequent fission decay,
splitting into two fragment nuclei and two free neutrons while releasing a huge amount
1Vitrification is the process by which a glass is formed from a material. In this case the HLW is mixed
with the glass as it is forming and placed into 150 litre stainless steel containers for easier transport and
storage.
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of energy. The details of these reactions is a complex area of study beyond the scope of
this thesis, but the salient point is that there are many possible decay paths from this
reaction. There are 37 possible fission fragments and nearly 300 isotopes produced through
subsequent decays; around 80 are stable [12]. The nuclides with relatively short half-lives
(much shorter than the timescale of the decommissioning process) are not so much of a
concern as their activities will be negligible by the time they are due to be processed. The
longer lived radionuclides form the basis of isotopes to be considered when approaching a
decommissioning project [13]. Of these nuclides the radiation they emit is the critical factor
for detecting and processing them safely. Radioisotopes can emit alpha, beta, gamma and
neutron radiation as they undergo decay and these particles are notably different in their
properties as to require very different approaches to detecting and shielding. While alpha
radiation is highly ionizing it has a relatively small penetration thickness and will be stopped
in a few mm of air or less than a mm of paper (though the necessity for locating alpha
sources drives novel research in this area [14]). Beta particles are smaller in size and mass
which increases penetration depth and makes scattering a serious problem when considering
shielding. From a simple perspective however, beta particles can still be shielded using a few
mm of aluminium and do not pose a serious health risk to people outside of the immediate
vicinity [15]. Unfortunately their short penetration depth makes them difficult to detect
and so the sources cannot be easily located.
The waste must be dismantled and screened to quantify alpha and beta contaminants.
This means no information of the contamination profile can be gained from this radiation
and this causes a further increase in time and cost [9]. Gamma radiation is far more
penetrating and so poses a greater health risk to workers and the public resulting in thicker
required shielding. Conversely the relatively transmissive nature of gamma radiation can
be seen as an advantageous characteristic, as this makes it easier to detect and the sources
of this radiation easier to locate. By using appropriate technology to form images from
these emitted gamma rays a profile of the contaminants in an area can be built up, making
the decommissioning process quicker, safer and cheaper. This is not a novel idea and
gamma ray imagers have assisted decommissioning projects for over a decade in the form
of coded aperture systems [16, 17]. There are drawbacks to these systems however and
these will be covered in the next section. Table 1.2 shows the most significant gamma
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emitting radionuclides from an imaging perspective, the most prominent emitted gamma
energies and their respective half-lives [18]. As can be seen, the range of half-lives means
the relative contaminant yields depends largely on the time between reactor shut down
and waste processing. If the project is delayed by a few years there will be a negligible
level of activity arising from 58Co and 54Mn and this is a prominent factor in the Safestore
approach [9]. For time periods of up to 50 years 137Cs poses the biggest radiation threat to
those on site. However it is not unknown for the decommissioning process to begin beyond
this, at which point the prevalent nuclides become 154Eu and 94Nb in concrete and metals
respectively [18]. These nuclides emit several prominent gamma rays of various energies
with a range from 122 keV to 1408 keV; this means any detector used to image these
must have a large dynamic energy range. If the imaging device cannot detect these gamma
rays then the sources cannot be located which will seriously hamper its ability to assist in
decommissioning.
Nuclide Half-Life (years) Gamma Energy (MeV)
58Co 0.19 0.810
54Mn 0.85 0.834
60Co 5.271 1.173, 1.333
152Eu 13.537 0.122, 0.344, 0.779, 0.964,
1.408
154Eu 8.593 0.123, 0.723, 0.873, 1.005,
1.274
94Nb 20300 0.703, 0.871
137Cs 30.07 0.662
Table 1.2: Significant gamma-emitting nuclides present in radioactive waste from a typical nuclear
power plant [18].
In summary the challenging factors of a decommissioning project highlight the need for
a gamma-ray imaging device that can accurately quantify the activity of radioactive waste.
To do this effectively it requires excellent energy resolution, a large dynamic energy range
and the ability to operate in a strong radioactive environment. As previously mentioned
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there are already coded aperture imaging systems used for this function but the limitations
of these have motivated researchers to create improved devices. In order to understand these
limitations it is important to know the basic characteristics of coded aperture systems.
1.2 Coded Aperture Imaging
Coded aperture imaging is a long standing imaging approach that was first suggested as
a method of forming images from low statistic sources for use in astrophysics [19]. It was
also born from the limitations of a system that preceded it; the gamma pinhole camera is
a system comprised of a single aperture in a shielded box that creates an inverted image of
a source from its emitted gamma rays [20]. The nature of using a single hole means there
is a trade off between image quality and detection efficiency as the larger the aperture size
the greater angular uncertainty of detected gamma rays [21]. It is necessary to match the
aperture size and thus the camera focal point to the distance from the object of interest. This
is acceptable in applications such as medical imaging where the source distance is constant
but a huge limitation from a decommissioning standpoint. A significant improvement was
reached with the development of the Anger camera [22] that combined Sodium Iodide
scintillator crystals with a lead collimator allowing positional information of gamma-ray
emitting sources to be determined at a range of distances. The collimator has a grid of
holes allowing the transmission of gamma-rays with a certain incident angle allowing the
path of those detected to be back projected and an image to be formed. Only a small
fraction of gamma-rays emitted will pass through the collimator (less than 1 %) and so
a huge drop in sensitivity is required to gain positional information. The coded aperture
system is an improvement on the conventional Anger camera design by using a collimator
with a distinct pattern as shown in Figure 1.3. This pattern in the shielded mask causes a
shadow on the position-sensitive detection medium behind with a shape dependent on the
position of the gamma-ray source. A detailed understanding of this aperture pattern allows
deconvolution algorithms to be used that convert the detected pattern into an image. This
ensures a significant increase in sensitivity compared to the Anger camera with a negligible
increase in production costs and these advantages have made coded aperture imaging the
predominant gamma-ray imaging system in nuclear decommissioning [16].
As technology has improved over the past decade there is an opportunity to address
8
CHAPTER 1. INTRODUCTION
Figure 1.3: Coded aperture mask from a medical gamma camera.
some important limitations in coded aperture systems. Perhaps the crucial problem is
the finite thickness of the aperture mask which reduces the operational energy range of
the system. If gamma rays have sufficient energy to penetrate the shielded areas without
absorption the resulting detected pattern will have no bearing on the source position and
the resulting image will be rendered useless. While the energy limit of a coded aperture
system is dependent on the collimator used, producing a mask that can absorb gamma
rays of energies over 1 MeV is difficult to fabricate and alternate methods are required to
image energy ranges above this [23]. Even below this there may be a high probability of
gamma-ray transmission and coded aperture systems typically have an operational energy
range below 400 keV [24]. As shown in Table 1.2 there are a number of long lived nuclides
in radioactive waste that emit gamma rays with energies well above 400 keV so a coded
aperture system is severely limited by its energy range in a decommissioning application.
Beyond this the detector field of view is a quality that has a profound effect on the
efficiency of the system. A large field of view allows a system to scan a large area in a given
time, while a small field of view means the system must be repetitively moved in order to
cover a region of interest. The mechanical collimation of the coded aperture system is a
9
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limiting factor of this field of view, as is the distance between the mask and the detector.
Referring to the coded aperture schematic diagram (Figure 1.4), where D is the mask to
detector distance and l is the ‘mask overhang’:
θ = tan−1
(
l
D
)
where θ is half the Fully Coded Field of View (FCOV). The FCOV corresponds to the
solid angle in which incident radiation leaves a complete impression from all parts of the
coded aperture mask and is typically over 50 degrees [25].
D
l
θ
Detector
Mask
Figure 1.4: Schematic diagram of a coded aperture imaging system.
While this can be an acceptable field of view for many applications including x-ray
astronomy where coded apertures are widely used, it is a limiting factor in decommission-
ing. Indeed in decommissioning applications coded aperture cameras tend to have FCOVs
of less than 40 degrees [16, 17, 26]. A system with an improved field of view would be of
great assistance and for this reason many projects are looking beyond coded apertures when
approaching decommissioning research. A final drawback for the approach to decommis-
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sioning is the coded aperture system’s difficulties in imaging diffuse sources [23]. While
it has excellent resolution when imaging point sources the size and shape of radioactive
‘hot spots’ in nuclear waste are likely to vary according to the waste material shape and
location. As the resolution of the system is ultimately limited by the granularity of the
coded aperture mask it is evident that gaining positional information without using a mask
will offer the opportunity for improved image resolution, particularly when imaging diffuse
sources. In addition, the positional information gained by using the mask is restricted to
lateral dimensions and there are clear benefits to an approach that could determine full 3D
positions of gamma emitting sources.
1.3 Thesis Outline
The Compton camera is a gamma-ray detector that can calculate energy and positional in-
formation of a radioactive source without physical collimation, which helps overcome many
problems associated with the coded aperture system. The Nuclear Decommissioning Au-
thority funded this project in association with the National Nuclear Laboratory to develop
a Compton camera for use in a nuclear decommissioning environment, where the motivation
for this and the limitations of current systems have been discussed. The project aims to
combine a Compton camera with an optical stereoscopic camera, resulting in a system that
collects detailed information of its surroundings allowing detected radioactive hotspots to
be understood in relation to physical objects. This will make characterising and processing
radioactive waste easier, leading to a quicker and cheaper decommissioning process. Chap-
ter 2 will outline the necessary theory required to understand basic radiation detection and
associated instrumentation. Chapter 3 will detail the two imaging systems studied in this
project, comparing them to current systems used and other decommissioning projects to
illustrate the potential advantages. The experimental procedures carried out to test the
feasibility of this system will be explained in Chapter 4 and the implications of this work
discussed in Chapter 5.
11
Chapter 2
Radiation Detection Principles
Compton camera systems are based on the principles of gamma-ray detection using semi-
conductor detectors, so a basic understanding of this is necessary to appreciate their func-
tionality. This section will outline the principal relevant gamma-ray interactions and the
basics of charge collection using semiconductor detectors. Both the theoretical and practi-
cal background to the instrumentation of such a system will be approached, while a more
detailed application of these principles in the fabrication of a Compton camera will be
explained in Chapter 3.
2.1 γ-ray Interactions With Matter
There are three main processes by which gamma rays can interact with matter: Photo-
electric absorption, Compton scattering and pair production. They are markedly different
on an atomic level and the cross section of each is governed by the energy of the incident
gamma ray and the atomic number of the interaction medium. The summation of the cross
section of these three interactions gives the total interaction cross section
φtotal = φPE + φCS + φPP . (2.1)
,
where φPE , φCS and φPP are the cross section values from photoelectric absorption,
Compton scattering and pair production respectively. Thus the linear attenuation coeffi-
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cient of gamma rays through a material can be derived by multiplying the cross section
by the atomic density of the material (N) in question (Nφ) [27]. This total attenuation
through germanium as a function of energy is illustrated in Figure 2.1 alongside the relative
contributions from each interaction process (adapted from [28]).
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Figure 2.1: Total linear attenuation coefficients as a function of energy of gamma rays in germanium.
Adapted from [28].
This highlights the regions in which the three types of interaction dominate and the
energy ranges of interest for detecting such processes. Photoelectric absorption dominates
from 20 - 150 keV, while Compton scattering dominates between 150 - 6000 keV and pair
production above this. This supports the advantage of using a detection system that har-
nesses Compton scattering for the energy range of interest in this project. For incident
gamma radiation with an energy range of 122 - 1408 keV interactions will predominantly
occur via Compton scattering and so the ability to harness this would offer a favourable
efficiency. The three processes are shown schematically in Figure 2.2 and explained below.
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Figure 2.2: Schematic diagrams of the three main interaction processes of gamma rays with matter.
2.1.1 The Photoelectric Effect
The photoelectric effect is an interaction involving an incident gamma ray and a tightly
bound electron of an atom. The gamma ray is absorbed and its energy is transferred to
the electron, which is ejected from its electronic shell with kinetic energy (Ee−) equal to
the gamma-ray energy (Eγ) minus the binding energy of the electronic shell (Eb), shown
mathematically by
Ee− = Eγ − Eb. (2.2)
The probability of such an interaction occurring is given by
Pγ = C × Z
5
E7/2
, (2.3)
where C is a proportionality constant, Z is the atomic number of the interacting ma-
terial and E is the energy of the incident gamma ray. It can be seen that photoelectric
absorption has a strong dependency on both gamma ray energy and the proton number of
the interacting material. It stands to reason that highly dense materials will have greater
numbers of electrons so increasing the chance of interaction with incident gamma rays [29].
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2.1.2 Compton Scattering
The function of the Compton camera hinges on the Compton scattering interaction. An
incident gamma ray interacts with a loosely bound electron and is scattered through an
angle, imparting a fraction of its energy to the electron and continuing its trajectory. This
scattering angle is dependant on the initial energy and the angular distribution of Compton
scattered gamma-rays is predicted by the Klein-Nishina Formula [30], where the differential
cross-section dθ/dΩ is given by
dθ
dΩ
= Zr20
(
1
1 + α (1− cosθ)
)2(1 + cos2θ
2
)(
1 +
α2 (1− cosθ)2
(1 + cos2θ) (1 + α (1− cosθ))
)
, (2.4)
where α = hv\m0c and r0 is the classical electron radius. The formula shows that with
increasing energy gamma rays are preferentially forward scattered, as illustrated in Figure
2.3 (reproduced from [31]).
Crucially, the relationship between initial energy, scattered energy and scattering angle
is given by the Compton scattering formula
Eγ′ =
Eγ
1 +
Eγ
mec2
(1− cosθ)
, (2.5)
where Eγ′ is the scattered gamma-ray energy, Eγ is the initial gamma-ray energy and
θ is the scattering angle. It is assumed that the electron is at rest when the gamma-ray
interacts, but in reality it is bound to the nucleus with an orbital momentum. This leads to
a slight uncertainty on measured energy values of scattered gamma-rays and this process is
known as Doppler broadening [32].
2.1.3 Pair Production
Though not as important as the other main interaction processes when considering this
work, pair production is increasingly prevalent with increasing incident gamma-ray energy
above 1.022 MeV and dominates above 6 MeV. It therefore must be understood to analyse
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Figure 2.3: Angular distribution of Compton scattered gamma-rays for a range of typical incident
energies. Radial lines show Compton scattering angles while concentric circles show the relative
probabilities of Compton scattering at these angles for given gamma-ray energies. Reproduced
from [31])
spectroscopy data correctly. If a gamma ray has an energy of at least twice the rest mass
of an electron (2 × 0.511 MeV = 1.022 MeV) it has a chance of interacting with the
Coulomb field of a nucleus. The gamma ray is converted into an electron-positron pair and
each particle has a rest mass of 0.511 MeV, with the remaining gamma-ray energy shared
between them as kinetic energy. The positron will travel a short distance in the material
( 1 mm) then annihilate with a free electron, emitting two 511 keV gamma rays back-
to-back. This assumes the positron is at rest when annihilation occurs; annihilation cross
section does increase as the positron slows down, but if the positron still has kinetic energy
when annihilating it will be shared between the emitted gamma rays [27].
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2.2 Acquiring Radiometric Information
The acquisition of data from these gamma-ray interaction processes requires a detection
medium to create a signal from incident radiation with appropriate electronics to process
this signal and extract useful information. This project uses semiconductor detectors and
digital electronics which offer several improvements over alternative systems for the purpose
of this task. The theory behind semiconductors and signal processing are explained in this
section to highlight these advantages and provide the base knowledge required to understand
Compton camera operation in Chapter 3.
2.2.1 Semiconductor Detectors
As the detector of choice in high-resolution gamma-ray spectroscopy for decades [33, 34],
semiconductors are finding wide ranging applications in fields where accurate energy de-
termination is required. They have replaced scintillators in nuclear structure physics due
to their relatively efficient charge collection process that results in a far greater number of
information carriers being produced for given incident radiation. Understanding the fabri-
cation and properties of semiconductors highlights their improvements over other detection
media and supports the choice of using them for this project. While the semiconductors
information provided in this text is sufficient to understand this project it is by no means
exhaustive and a detailed account of semiconductor theory can be found in [35].
Band Structure and Charge Carrier Generation
Semiconductors have distinct electronic characteristics that make them favourable materials
for use in radiation detectors. The two most widely used pure semiconductors (comprised of
a single element) are silicon and germanium, both Group IV periodic elements each has four
valence electrons in its outer shell and form covalent bonds with four neighbours creating a
diamond lattice structure and closing the outer electronic shells. This rigid lattice structure
forms specific sets of energy states that the electrons can occupy and bound electrons are
in a low energy collection of states known as the valence band. There is a specific energy
required to break these bonds and release an electron from its lattice allowing it to move
freely and contribute to the electrical conductivity of the material. Over the whole lattice
this energy forms a forbidden region in which no states lie, while the energy states of those
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electrons that have been released form a collection known as the conduction band. Each
lattice site in silicon and germanium has an electron to fill it, meaning each energy state
in the lattice site is filled and without external energy there will be no conduction. This
is unlike the energy state structure in conductors as their occupied bands with the highest
energy are only partially full. This means little energy is needed to separate these electrons
from their bonds and can be represented as an overlap of the valence and conduction bands.
A proportion of these electrons will always occupy conductive energy states regardless of
external energy. The separation between the two energy bands is known as the bandgap and
in insulators this typically exceeds 5 eV, while in semiconductors the bandgap is around 1 eV
depending on the material. The band structure of these materials are shown schematically
in Figure 2.4 [36].
In semiconductors, valence electrons can gain sufficient energy from incident radiation or
thermal excitation to be promoted from the valence to the conduction band. This requires
sufficient energy to release the electron from its lattice site and allow it to drift freely
through the material. The negatively charged electron now in the conduction band leaves
a vacancy in the valence band, a positively charged electron absence known as a hole. Both
of these charges contribute to the conductivity of the material and together are known as
electon-hole (e-h) pairs, the information carrier in semiconductor detectors. By applying
an electric field across the detector these charges can be collected, the number of which is
proportional to the incident radiation that formed them.
Doping and the p-n Junction
While an applied electric field would allow e-h pairs to be collected across a semiconductor
the basic conditions are so unsuitable as to render it unusable as a detection medium. The
conductivity created by the creation of electron-hole pairs on their own is small and the
resulting signal weak. To overcome these problems a material can be doped with impurities;
this is either an intentional doping or the result of all semiconductor materials containing
a small impurity concentration, no matter how pure.
The impurities take up lattice spaces in the semiconductor material but have either
one less or one extra electron. For the Group IV atoms of silicon and germanium, for
example, doping with a Group V atom such as phosphorus causes the P atoms to have four
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Figure 2.4: Schematic diagrams of band structure in solid materials.
covalent bonds to other atoms in the lattice but the extra electron has a weak bond with the
impurity. These electrons are at energy levels above the valence band but remain weakly
bound so lie below the conduction band; they occupy a donor level that lies just below the
conduction band. These electrons typically require in the order of 0.01 eV to be promoted
and the atomic thermal energy at operational temperatures is enough to introduce a large
proportion of the donor electrons to the conduction band. A detector doped in this fashion
is known as an n-type semiconductor and is shown schematically in Figure 2.4. The number
of donor electrons will far outweigh the number of intrinsic charge carriers and it can be well
approximated that the conductivity of a n-type semiconductor is entirely due to electrons.
Alternatively, doping with a group III atom such as boron means the dopant atom has one
less electron than those in the material. In a lattice space the dopant has four neighbours
but three electrons meaning one of its covalent bonds will be unsaturated. This unsaturated
bond leaves a vacancy that can be filled by a free electron but it is a weaker bond than
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those between the pure semiconductor atoms. This means electrons bound this way occupy
energy levels slightly above the valence band in the forbidden region, known as acceptor
levels. Electrons that are thermally promoted from the valence band to the conduction band
can fill these acceptor level vacancies, leaving behind holes in the valence band. These are
known as p-type semiconductors and conversely to n-type the acceptor holes far outnumber
the intrinsic electrons, meaning to a good approximation the holes completely account for
the conductivity of p-type semiconductors [37]. The p-type semiconductor is also depicted
in Figure 2.4. It is also worth noting that when the donor electrons and acceptor holes
are liberated charge neutrality is maintained in their respective materials. When these
charge carriers are released they leave behind ionized donor impurites that balance the
charge, though they remain fixed in their lattice positions and thus cannot contribute to
the conductivity of the material [27].
It is the use of both of these doped semiconductor types together that gives rise to a
useful detection medium. Bringing an n-type and p-type semiconductor into contact on an
interatomic level causes diffusion of their charge carriers, electrons and holes respectively,
across this contact. There will be substantial recombination of these charge carriers as the
free electrons fill the vacancies. The ionized donor impurities left behind will build up a
charge as this occurs that opposes the migration of further charge carriers; there will be a
positive charge build up in the n-type semiconductor that limits electron diffusion and a
negative build up that limits hole diffusion in the p-type. There is now a region in which
it can be approximated there are no free charge carriers known as the depletion region,
adjoined by two regions of oppositely polarised space. This establishes an electric field
across the depletion region, due to the change in electric potential from the p-side to the
n-side. The p-n junction band structure can be seen in Figure 2.5. The Fermi level is
controlled by the acceptor and donor levels but must be constant in thermal equilibrium
contact, causing a shift in the energy bands with a transition between the two types across
the depletion region.
Reverse Biasing
The pn junction has created a region in which there are few free charge carriers and an
electric field. Incident radiation that creates charge carriers in this field can be easily
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Figure 2.5: Schematic diagram of the band structure across a pn junction.
collected as electrons and holes will be moved toward their respective regions. This would
function as a radiation detector, however its performance would be poor. The depletion
region which represents the active volume of the detector is small (in the order of 1 µm)
while the electric field is weak and inhomogeneous leading to incomplete charge collection
as charge carriers frequently recombine. This problem is rectified by applying an external
voltage across the detector that accentuates the electric field occurring naturally across the
pn junction. This is achieved by applying a negative voltage to the p side of the detector
with respect to the n side and is known as reverse biasing due to the reverse applied voltage
when compared to the standard function of a pn junction as a diode. The increased potential
causes a stronger opposition to charge carrier diffusion, leading to an increase in depletion
region width. If the bias voltage is high enough the depletion region can extend far enough
to cover the volume of the detector which is then said to be fully depleted. Further voltage
increases past this point will increase the homogeneity of the electric field and reduce charge
trapping. The width of the depletion region can be calculated using the equation
d ≈
[
2V0
eN
]1/2
, (2.6)
where  is the dielectric constant, V0 the applied reverse bias and N the dopant con-
centration on the junction side that has the lowest dopant level. It is apparent that the
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depletion width is governed by the applied voltage and dopant concentration. Voltages are
typically in the order of 100 V/mm [38] and higher voltages can cause damaging break-
downs of the pn junction, so purity of detection material is vital to fabricate large scale
semiconductor detectors.
2.2.2 Hyperpure Germanium
This project specifically employs hyperpure germanium (HPGe) semiconductor detectors.
HPGe refers to the method by which the germanium is treated to significantly reduce the
impurity concentration to the order of 109 atoms/cm3 [27]. This is a necessary process
to produce practical depletion depths as net impurity concentration has a large effect on
achievable depths. Their main advantage over other semiconductor types such as silicon is
its purity allows depletion regions of much greater width. This in turn allows gamma rays of
higher energies to be stopped which is necessary to detect high-energy gamma ray emitting
sources such as 60Co. Germanium has many other properties that make it advantageous to
this project and this section will outline these.
Germanium Properties
Germanium is a semiconducting material that combines good efficiency with excellent en-
ergy resolution to create a favourable gamma ray radiation detection material. It has an
ionization energy of ∼3 eV meaning many charge carriers are produced for a given incident
radiation and statistical fluctuations are reduced leading to excellent energy resolution.
Compared to scintillators such as Sodium Iodide that require ∼100 eV per information
carrier it is clear to see why Germanium detectors give the best energy resolution of any
known material. Sodium iodide detectors have an energy resolution of ∼8% while at 1.33
MeV a hyperpure germanium detector has a resolution of ∼2 keV or 0.15%. HPGe must be
cooled to 77 K to reduce the thermal leakage current sufficiently and keep noise to a mini-
mum. This is only required while the detector is operational, the device may be warmed up
when not in use. This presents a significant advantage over lithium ion drifting as a process
for reducing the net impurity concentration, as lithium drifted germanium detectors must
remain permanently cooled [39]. The properties of Germanium are listed in Table 2.1 [27]:
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Atomic Number A 32
Atomic Weight Z 72.6
Atoms 4.4× 1022 cm−3
Density 5.32 gcm−3
Crystal Structure diamond (FCC)
Dielectric Constant ηr 16.2
Intrinsic carrier concentration (300K) 2.2× 1013 cm−3
Intrinsic Resistivity 46 Ωcm
Energy Gap (300 K) 0.67 eV
Energy Gap (0 K) 0.75 eV
Ionization Energy (77 K) ηpair 2.96 eV
Fano Factor (77 K) 0.08
Electron Mobility (300 K) 3900 cm2Vs
Hole Mobility (300 K) 1900 cm2Vs
Lattice Constant (a) 567.75 pm
Table 2.1: The electronic properties of germanium [27].
Lattice Properties
Germanium has a Face Centered Cubic (FCC) diamond structure. While this is a repeated
structure throughout the crystal the orientation with regards to the electric field is of great
importance. This changes depending on the lattice axis along which the crystal is cut. The
three possible planes along which Germanium can be cut are shown in Figure 2.6 along
with the respective miller indices of each.
When electron-hole pairs are created in the detector the velocity with which they move
under the applied electric field is known as the drift velocity. The drift velocity is initially
linearly proportional to the electric field strength but will saturate at significantly high
electric fields (∼ 107 cm/s for 77 K cooled germanium with an applied field of ∼ 104
V/cm). This is dependant on both the temperature and crystal orientation. The orientation
of the crystal lattice governs the distance between atoms along the electric field lines. The
shorter this distance the greater the probability of interaction between atoms and charge
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Figure 2.6: Diagrams of the Face Centered Cubic lattice structure of germanium. The three possible
crystal orientations are shown with their respective miller indices below.
carriers. While these will be elastic scattering the effect is to reduce the drift velocity in
the direction of motion from the electric field. Electron drift velocities as a function of
electric field strengths are shown for each crystal orientation in Figure 2.7 [40]. Electrons
travel faster than holes due to the nature of their transport through the material; holes
move through the lattice by the continuous displacement of bound electrons into the free
vacancy which is a longer process than the free movement of the electron. This gives hole
saturation velocities of 9.5 × 106 [41], but while electrons velocities saturate under electric
fields of the order of 103 V/cm, holes require a significantly higher field of the order of 104
V/cm. This means in an electric field of 2000 V/cm, electrons will travel between 3 and 4
times faster than their respective holes [42]. The drift velocity can be expressed in terms of
electric field strength by
Vd = µE, (2.7)
where µ is the charge carrier mobility that is dependant on charge carrier, material and
material temperature. E is the electric field strength.
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Figure 2.7: Drift velocity as a function of electric field strength for charge carriers in three crystal
orientations of germanium
2.2.3 Signal Generation in a Planar Detector
This project utilises planar HPGe semiconductor detectors and the process of generating
signals from incident radiation is critical to optimising the system. When gamma radiation
interacts by any of the three main processes it imparts some energy to an electron which
subsequently interacts via the Coulomb force with nearby bound electrons. This promotes
a number of these electrons to the conduction band creating a cloud of charge carriers
proportional to the imparted energy. It thus stands to reason that
Qs =
E
Ei
e, (2.8)
where Qs is the signal charge, E the total absorbed energy, Ei the energy required
to make an e-h pair and e the electronic charge. The charge carriers will drift under the
influence of the applied electric field, electrons swept towards the n-side of the pn junction
25
CHAPTER 2. RADIATION DETECTION PRINCIPLES
and holes to the p side. For a planar detector that is biased beyond its depletion voltage,
the electric field is given by
|E(x)| = 2Vd
d
(
1− x
d
)
+
V − Vd
d
, (2.9)
where x is the charge carrier point in depth, V the bias voltage, d the detector thickness
and Vd the drift velocity [35]. Charge carriers will be collected at electrodes on either
side of the crystal, typically blocking electrodes that do not replace the collected charge
carriers to reduce leakage current. It is not the collection of electrons or holes, rather
their movement through the material that generates a signal. As the carriers are charged
they have a Coulomb field that extends past the electrodes. Their movement changes the
gradient of this field over time and it is this that generates a signal at the electrodes. The
current induced at a particular point in the detector can be solved using the Shockley-Ramo
theorem. This shows that the current i induced on an electrode by a moving point charge
is
i = qv · E0(x), (2.10)
where v is the velocity of charge q and E0(x) the electric field at point x [43].
2.2.4 The Weighting Field
The previous section explains the signal generated by charge carriers at the electrodes
between which they are generated. From these signals energy and time information can
be extracted as well as basic positional information as it is known the interaction occurred
between these electrodes. In many detector systems (and indeed those used in this project)
there is not one but many electrodes in strips on either side of the detector to improve
raw positional information. This provides further advantages which can be deduced by
considering the Schockley-Ramo Theorem [43]. Equation 2.10 gives the induced current at
a particular point due to the applied electric field. The same precept can be represented by
the equation
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Q = q∆ϕ0, (2.11)
where Q is the total charge induced on the electrode, q is the charge of the carrier and
ϕ0 is the weighting potential. While the electric potential is actually due to the Coulomb
field of the charge carriers and its magnitude at the position of the electrodes, the weighting
potential is an artificial inversion of this where the field is considered to originate from the
electrode itself and the magnitude of the weighting potential depends on the position of
the charge carriers with respect to it. This field is known as the weighting field and can
be found by taking the gradient of the weighting potential. The weighting values are often
used as they provide a straightforward way of determining the proportion of total electric
potential at given points in a detector. This allows pulse shapes of charge collection over
time to be predicted.
Figure 2.8 (reproduced from [27]) shows a diagram of a detector with a planar electrode
on one side and twenty five pixel electrodes on the other. The graph on the right shows
weighting potential as a function of position for both electrodes. As the weighting potential
is governed by the magnitude of the Coulomb field of the charge carriers extended over the
electrode it stands to reason it will increase linearly as the charge carriers approach the
planar electrode. The pixel electrode covers a smaller solid angle with respect to charge
carrier position so the increase in weighting potential is small as they approach the electrode
with a huge increase when they are very close to it. This is known as the small pixel effect
and it increases as the electrode area decreases. It is apparent that the weighting potential
with respect to the pixel electrode as a function of time will be markedly different depending
on the interaction position. An interaction close to T will pass through a large potential
gradient change initially which will reduce as the first charge carrier is collected at T and the
second travels ever further away from it. There will be an opposing effect for an interaction
near 0. Consequently study of the charge collection process as a function of time can yield
the interaction depth; this is known as Pulse Shape Analysis (PSA) and will be illustrated
experimentally in Chapter 4.
The Coulomb field of charge carriers is not limited to the electrodes between which
the interaction occurred but extends over all the electrodes of the detector. This means
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Figure 2.8: A schematic diagram of a semiconductor detector of dimensions x,y and T (left) alongside
a graph of weighting potential of a pixel electrode as a function of detector thickness (right). The
detector has a single planar electrode on the left side and 25 pixel electrodes on the right, while A
and B show charge carrier paths at two different x-y positions in the detector [27].
the weighting potential with respect to other pixel electrodes can be ascertained which
also has a bearing on interaction position. Figure 2.9 (reproduced from [27]) shows the
weighting potential on a pixel electrode adjacent to the pixel parallel to the interaction
(B is the position in x-y of the adjacent pixel and A the pixel of interest with respect to
Figure 2.8). C shows the weighting potential on an electrode two pixels from the pixel
of interest. It is worth noting that Figure 2.9 is a factor of ten smaller than Figure 2.8
(right) as the weighting potential with respect to these electrodes is far smaller. As can
be seen the weighting potential is 0 at both sides of the detector for adjacent pixels as the
magnitude of the Coulomb field from charge carriers at these positions is 0, which means
the net charge is zero and integrating over the charge collection time will yield no signal.
However while the charge carriers are moving a weighting potential will be induced, with
a magnitude dependent on the proximity of the electrode to the charge carriers. Because
the pixel at B is closer to the interaction than pixel C the charge induced at this electrode
is greater; these are known as image charges and their magnitudes are dependent on the
lateral position of the gamma-ray interactions. This means PSA is not restricted to the
charge collecting electrodes as studying image charges can also improve interaction position
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resolution and this will also be demonstrated experimentally in Chapter 4.
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Figure 2.9: Weighting potentials as a function of detector thickness for pixel electrodes near the
electrode parallel to a gamma-ray interaction, as shown in Figure 2.8 [27].
2.2.5 The Preamplifier
The current induced on the electrodes by the movement of charge carriers is detectable
but relatively weak. This must be converted into an amplified voltage pulse while limiting
signal degradation and pulse width. This process is handled by the preamplifier and its
design must be carefully matched to compliment the detector it is used with. Common
types are the current-sensitive, voltage-sensitive and charge-sensitive units where current-
sensitive preamplifiers are only suitable for devices which produce charge pulses of fixed rise
times such as scintillators, making them unsuitable for this project [44]. Voltage-sensitive
preamplifiers amplify the input voltage which arises due to the intrinsic capacitance of the
detector, so it is vital this remains constant for accurate signal measurement. Small changes
in temperature can affect the capacitance, making signals amplified from semiconductors
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this way of poor quality. These limitations can be overcome using the charge-sensitive
preamplifier, the circuit diagram for which is shown in Figure 2.10 [45]. Note this is a
circuit diagram of the resistive-feedback charge-sensitive preamplifier and there are other
types with differing electronics.
Figure 2.10: Circuit diagram of the charge-sensitive preamplifier [45].
The resistive-feedback charge-sensitive preamplifier provides the stable and linear re-
sponse required for high-resolution gamma spectroscopy. Unlike the voltage-sensitive type
that directly amplifies any input voltage, this device couples the detector signal to a ca-
pacitor (Cd) that is in turn integrated on another capacitor in a feedback loop (Cf ). The
coupling capacitor separates the feedback capacitor from the current pulse nullifying the
effect of the leakage current and thus changes in detector capacitance. The feedback capac-
itor is in an open gain loop that greatly amplifies the signal though still in proportion with
the coupling capacitance. The feedback resistor (Rf ) slows the discharge of the feedback
capacitor creating the ’tail’ of the preamplifier output pulse. This is necessary as propor-
tionality between input and output only holds if the input pulse duration is less than the
preamplifier time constant (RfCf ).
The output voltage from the charge-sensitive preamplifier is given by
Vout =
Q
Cf
, (2.12)
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and the decay time constant τf of the output pulse is
τf = RfCf . (2.13)
The shaping of the pulse is controlled by the resistive-feedback loop and the decay
time of the pulse is crucial to ensure the noise of the system is minimised and an optimal
signal-to-noise ratio is achieved. There are current and voltage noise contributions from
the leakage current and capacitance of the detector respectively. A long shaping time
means more leakage current is measured and the greater the noise contribution. However
a shorter shaping time causes the leakage current to build up on the capacitance without
dissipation, leading to increased noise. This leads to an optimal shaping time where the noise
contribution from both sources is minimised. There is also a noise component unrelated to
shaping time as a result of trapping processes in the detector, referred to as 1/f noise as it
is related to the frequency range of the preamplifier. The noise contributions are illustrated
in Figure 2.11 as a function of shaping time, reproduced from [35].
Figure 2.11: Noise contributions as a function of shaping time. Reproduced from [35].
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2.3 Limiting Factors of Radiometric Information Quality
The success of this project depends on the optimisation of the detectors used to give the
best Compton image quality. This section highlights those factors inherent to the detectors
that impact the quality of measured radiometric information and any steps that may be
taken to improve them. Note that these factors are presented for a single detector; due
to the dual detector nature of the Compton camera it has an atypical response compared
with single detector systems and this will be measured experimentally in Chapter 4. As the
Compton camera used in this project is comprised of two planar detectors it is necessary
to understand the response of a single detector to understand that of the whole system.
2.3.1 Energy Resolution
The energy resolution of HPGe detectors for gamma rays is the best currently achievable
by any material often making them the first choice for projects that require accurate energy
information. As aforementioned this is due to the relatively small amount of energy required
to liberate charge carriers from the germanium crystal lattice. Table 2.2 shows typical
energies required to create information carriers for commonly used semiconductor materials
and the widely used scintillator material sodium iodide [46,47].
Material Energy Required to Create
Information Carriers at 77K (eV)
Germanium (Ge) 2.96
Silicon (Si) 3.76
Cadmium Zinc Telluride
(CdZnTe)
5
Sodium Iodide (NaI)1 ∼100
Table 2.2: Typical information carrier production energies for commonly used gamma-ray detection
materials [46,47].
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The energy resolution is determined by three main factors: Statistical fluctuations in
ionization, the effects due to incomplete charge collection and electronic noise induced from
system components [48]. If the Full Width at Half Maximum (FWHM) values of an energy
peak due to these conditions are taken to be WD, WX and WE respectively the total FWHM
of this peak can be written as
W 2T = W
2
D +W
2
X +W
2
E . (2.14)
Statistical broadening occurs due to small variations in temperature which in turn cause
small variations in the bandgap energy. It can be calculated by
WD = 2.35
√
F E, (2.15)
where  is the energy required to liberate an e-h pair, E is the energy of the incident
radiation and F a correctional value known as the Fano Factor. The Fano factor is the term
that accounts for the variation in the energy required to create an electron-hole pair and
is notoriously hard to measure with a large spread of published values [49]. The effect of
incomplete charge collection WX is governed by the size and electric field of the detector. It
can be estimated for a given detector by collecting FWHM measurements as a function of
applied bias voltage. WE represents peak broadening from each component of the electronic
chain and so varies with components used. It can be tested using a pulser, a generator of
pulses of specific amplitude and time, while recording changes in recorded peak width.
Assuming the system is grounded correctly and there are no unnecessary components used
there will always be a level of intrinsic electronic signal degradation. Figure 2.12 shows
FWHM as a function of energy for each energy resolution contribution for an 86 cm3 coaxial
HPGe detector (reproduced from [50]).
It is also helpful to consider the effect of thermally generated charge carriers on the
resulting energy resolution. The probability per unit time of an electron-hole pair being
thermally generated can be calculated using the relationship
1While the energy required to produce a scintillation photon is 26 eV around 20 - 30% of these are
converted to photoelectrodes at the photocathode. This is known as the quantum efficiency and means on
average it takes four times the energy to produce an information carrier.
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Figure 2.12: FWHM as a function of energy for an 86 cm2 coaxial HPGe detector. WT shows the
total FWHM while WD, WX and WE are the contributions from statistical broadening, incomplete
charge collection and electronic noise respectively. Reproduced from [50].
p(T ) = CT 3/2exp
(
− Eg
2kT
)
, (2.16)
where T = absolute temperature, Eg = bandgap energy, k = Boltzmann constant and
C = proportionality constant. It can be seen that while a small bandgap energy allows e-h
pairs to be created from incident radiation it also allows thermal pairs to be more frequently
created independent of any incident radiation. These will contribute to a leakage current
that deteriorates the energy resolution of the detector. In the case of germanium that has
a bandgap energy of around 0.645 eV at room temperature, it is important to reduce this
leakage current by cooling the detector to a suitable temperature2 [27].
2The operational temperature of Germanium semiconductor detectors is 77 K, cooled mechanically or
using liquid Nitrogen.
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2.3.2 Efficiency
Efficiency is essentially a measure of the number of detected gamma rays compared to the
number emitted from a gamma-ray source and is typically represented as a fraction or
percentage. Displayed mathematically this is
Efficiency =
γDetected
γEmitted
. (2.17)
It is a critical parameter that determines how long it takes to accumulate statistics
and ensuring high detection efficiency is an important part of detector optimisation. The
absolute efficiency of a detector is dependant on the material, size and position of the
detector and the energy and distance to the source of the measured gamma rays. It can be
obtained using Equation 2.17 which can be shown more practically for the case of gamma-
ray spectroscopy as
Absolute Efficiency =
γdetected
LT (s)×Aγ × Pγ , (2.18)
where LT is the ‘live time’ the detector has been counting for (omitting ‘dead time’
when the system is unable to detect incoming gamma-rays), Aγ is the source activity and
Pγ the branching ratio of the measured gamma ray. As absolute efficiency is dependent
on so many parameters it can be useful to break it down into geometric efficiency and
intrinsic efficiency. The former is the fraction of emitted gamma rays that are incident
on the detector material while the latter is the fraction of incident gamma rays that are
detected. Industrially, detector efficiency is quoted relative to a 3” × 3” coaxial Sodium
Iodide scintillation detector measuring gamma rays from a 60Co source at a distance of 25
cm. A fixed-time measurement is taken with the detector in the same setup as that of the
NaI detector and the efficiency measured using to the 1332 keV 60Co peak. This is known
as relative efficiency and can be calculated by
Relative Efficiency =
γDetected
γEmitted
/1.24× 10−3, (2.19)
where 1.24 × 10−3 is the Absolute Efficiency of the 3” × 3” NaI detector at the same
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position [51]. A final efficiency parameter of interest to this project is the absolute pho-
topeak efficiency, which adds the condition that only events in the photopeak of interest
are considered to be detected events. This is imperative in imaging systems where only
photopeak events are considered useful.
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Imaging Systems
This project aims to fuse two imaging modalities that would allow one system to combine
radiometric and stereoscopic images. To understand the system as a whole it is a prereq-
uisite that the modalities are understood separately. This chapter will outline the theory,
operation and advantages of both systems. This will be followed by detailed descriptions of
the specific detectors used for both imaging modalities in this project.
3.1 Glossary of Experimental Terms
In order to accurately describe the imaging systems and experiments a number of words
are used to succinctly reference complex terms. These are detailed here:
• Event - A set of energy and position information from the detector system in a single
sample time. This would typically consist of the interactions of a single gamma-ray,
but if two (or more) gamma-rays interact in a timeframe such that they cannot be
distinguished, this is also classed as a single event.
• Gate - A set of conditions imposed on events to select only those of interest. A typical
example would be an energy gate, where only interactions that deposit a certain energy
are selected.
• Depth, z - The axis perpendicular to the crystals of the Compton camera.
• Standoff distance - The distance from the scatterer crystal to the radioactive source
along the axis perpendicular to the crystal face.
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• Voxel - Strictly speaking, a voxel is one of an array of discrete elements into which a
three dimensional space is divided. In this case, the detectors are divided into spaces
that are uniquely covered by two electrodes. As there are two sets of 12 electrodes on
each side of the detectors arranged orthogonally to each other this creates 144 voxels
in each detector.
• Fold - The number of interactions measured by unique channels on one detector face
from a single event. This is commonly written as Fold #, where # specifies the
number of interactions. This can be extended to Fold(#,#,#,#) to show fold values
for the four detector faces of both detectors.
3.2 Compton Cameras
The Compton camera is not a new concept but one that has benefited from increasing de-
tector quality, electronic improvements and computer advancement. The idea was originally
developed for use in astronomical imaging but proposed for use in nuclear physics in the
1970s [52]. It harnesses position and energy sensitive detectors to yield such information
about radioactive sources. There has been significant research in this field and a range of
configurations exist, from silicon arrays [53] to CZT crystals [54]. They have found appli-
cations in medical imaging [55], homeland security [56] and beyond. The Compton camera
system used in this project is comprised of two HPGe planar detectors coupled with digital
electronics and subsequent background information will be based on this setup.
3.2.1 Compton Camera Theory
The Compton camera system presents a solution to the limitations of mechanical collimation
used in other gamma-ray imagers such as coded aperture systems. As shown in Chapter 1,
coded aperture systems gain their positional information by placing a coded grid over the
detection medium but this causes a huge drop in sensitivity, limits the operational energy
range and restricts the detection field of view. The Compton camera gains positional
information by using gamma rays emitted from the source that Compton scatter in an
initial detector and are photoelectrically absorbed in a second detector (commonly known
as the scatterer and absorber respectively). A schematic diagram of a Compton camera
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comprised of two planar detectors is shown in Figure 3.1 with such an event highlighted. In
the figure E1 and E2 are the energies deposited in the scatterer and absorber. This makes
it simple to recover the energy of the source, as
Eγ = E1 + E2 (3.1)
where Eγ is the source energy.
Figure 3.1: Schematic diagram of a Compton camera. A gamma ray is shown Compton scattering
in the scatterer depositing energy E1 and being absorbed in the absorber depositing energy E2, back
projecting a cone of solid angle θ.
Less straightforward is the ascertainment of source position; by using the Compton
scattering formula (Equation 2.5) and the energies of the original and Compton scattered
gamma ray the angle through which it was scattered θ can be calculated. This angle does
not reveal from which direction the scatter occurred, so instead of a single line a cone is
back projected from the scatterer on which the source of the gamma ray must lie. There
is research into tracking the electron that is ejected in the Compton scattering process to
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yield improved information on the direction of the incoming gamma ray through momentum
conservation [57, 58]. Unfortunately this requires highly segmented detectors with small
active volumes in which the ejected electron path length is long enough to track across
multiple detector elements; this approach was not suitable for this project. A single back
projected cone as shown in Figure 3.1 is of little use as the source can be located on any part
of it. It is through collecting multiple events that these cones overlap and each gamma-ray
emitted from the source should lead to a back projected cone that intersects at a certain
point. A source image is thus built up from a collection of these intersecting cones. As
these cones are backprojected in 3D space the resulting image is inherently 3D.
3.2.2 Project Compton Camera System
The system chosen for this project was built following previous Compton camera research
at the University of Liverpool. Harkness et al developed ProSPECTus, a Compton camera
detector head that allowed SPECT imaging to be carried out simultaneously with MRI
[55]. Preliminary measurements for the ProSPECTus system utilized two planar HPGe
detectors previously used in the SmartPET system, a project applying the advantages of
semiconductors, digital electronics and Pulse Shape Analysis to small animal PET imaging
[59]. The SmartPET detectors are two Double Sided Germanium Strip Detectors (DSGSD)
the n-type detector was reused as the absorber detector in this project. The crystals have
dimensions of 74 mm × 74 mm × 20 mm and an active volume of 60 mm × 60 mm ×
20 mm (the extra germanium acts as a guard ring). They are housed in the centre of a
50 mm wide (1 mm thick) aluminium casing with a 15 mm gap between the detector and
each side of the casing. The crystal was cut such that the <100> crystal axis is parallel
to depth and there is a 5% variation in the 5 × 109 atoms/cm3 impurity concentration
along this axis. There are 12 AC contacts (AC01-12) and 12 DC (DC01-12) contacts on
opposite sides of the detector both 5mm in width and 0.3 µm and 50 µm thick respectively,
with the sets arranged orthogonally. This provides electronic segmentation of the crystal,
creating 144 voxels with dimensions 5 mm × 5 mm × 20 mm that represent the raw position
resolution of the detector. It is fully depleted at -1300 V and has an operational voltage of
-1800 V applied to the AC contacts, while the DC contacts are grounded. Both detectors
are connected to a LN2 dewar via a cryostat that facilitates cooling to 77K operational
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temperature. The preamplifiers have a gain of 300 mV/MeV and a rise time of 30 ns as
defined from 10% to 90% of pulse height [60].
The p-type crystal was removed from the second detector and replaced with another
p-type HPGe crystal but of dimensions 74 × 74 × 5 mm. This was due to the fact that
while SmartPET was a project specifically designed for detecting 511 keV gamma-rays, this
project needs a much wider operational energy range as explained in Chapter 1. A thinner
scatterer crystal allows a higher transmission of low energy gamma-rays, whereas a thicker
crystal has a much higher chance of completely absorbing the incident gamma ray so it
cannot be used as an imaging event (in this case; it is possible to backproject cones from
two interactions in the same crystal [61] but the closeness of the interactions leads to larger
angular uncertainties so this approach has been avoided in this project). In practice, the
casing, electrodes, cooling and preamplifiers are the same as the SmartPET set up but there
are 144 voxels of 5 × 5 × 5 mm and the system has a depletion voltage of around -150 V
and an operational voltage of -300 V. The crystal is only 5 mm thick but the gap between
the AC side of the crystal and the casing remains 15 mm, meaning the gap between the DC
side and the casing is now 30 mm. During experimental measurements the DC12 electrode
of this detector was not instrumented as it had to be grounded to eliminate ringing noise
in the other channels. This ringing was a result of signal reflections in the preamplifiers
due to a manufacturing error, where a part of the cryostat wasn’t earthed correctly. Figure
3.2 shows the new detector with the preamplifier casing off so the preamplifiers are visible.
Experimental images of the Compton camera system as a whole are shown in Chapter 4.
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c
Figure 3.2: Image of the scatterer detector used in this Compton camera project. The absorber has
an identical appearance as its thicker crystal is inside the vacuum sealed casing.
3.3 Stereoscopic Cameras
Stereoscopy is the method of gaining 3D information from two or more 2D images. It is the
system by which the human brain perceives depth and the artificial mimicry of our natu-
ral depth extraction algorithms has been a keen area of research for over thirty years [62].
Stereo vision is of particular interest in the field of robotics to allow depth information to be
collected when people cannot directly view an environment themselves; this has wide rang-
ing applications from industrial inspection [63] to planetary exploration [64]. This project
aims to combine the radiometric information from a Compton camera with the 3D infor-
mation of surroundings produced by a stereoscopic camera, allowing such a fused device to
be operated robotically in high radiation environments and in real-time. There are several
ongoing projects aiming to combine visual and radiometric data, including the CdZnTe
based Polaris system developed at the University of Michigan [65] and a Si/Ge system de-
veloped at UC Berkeley [56]. These gain their depth information using contour imaging
however, a technique that employs a pulsed laser system to ascertain object distance by
measuring the time between pulses and measured reflections [66]. This system has limita-
tions when performing image segmentation of the scene into individual objects, necessary
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to locate radioactive sources in a given volume. It requires an active scan of the area of
interest prior to any radiometric measurements which is time consuming, requires repeated
measurements if the area changes and has problems mapping reflective surfaces [67]. These
limitations will be highlighted in comparison to the advantages gained by using a stereo-
scopic camera over the course of this section and in doing so justify this research into the
first Compton/stereoscopic fused system.
Note that the theory in this section is a very basic description of some select challenges
faced in stereoscopic imaging and the means by which systems such as the one used in
this project overcomes them. Machine vision is a topic of substantial depth and further
information can be found in [68].
3.3.1 Stereoscopic Camera Theory
The stereoscopic camera gives at least two images of the same scene but from different
viewpoints. Depending on their position in 3D space, details in these images will appear in
different places. If two matching pixels can be found in each image two 3D ray paths can
be drawn between each camera and the pixel in question. The point at which these two
paths intersect gives the position of this pixel in 3D space. This is presented schematically
in Figure 3.3 (reproduced from [67]). Two optical rays are shown reflected from an object
at a point of interest P to cameras at point pL and pR. They both have focal lengths of f
and so the rays pass through their respective focal points at CL and CR, while the distance
between cameras (known as the baseline) is b. Taking the distance along the axis of depth
between the focal point of the left camera and point of interest as Z and the distance along
the lateral axis between the same points as X, it can be shown using similar triangles that
xL
f
=
X
Z
(3.2)
and
xR
f
=
X + b
Z
. (3.3)
The change in image point location between cameras is known as disparity and can also
be deduced to be
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Z
X
f f
Figure 3.3: Schematic diagram of a stereoscopic system. Reproduced from [67].
d = xR − xL = fb
Z
. (3.4)
As disparity is inversely proportional to depth, it is clear that for fixed focal distance
and baseline values the disparity is the key to gaining depth information. The inverse
relationship between disparity and depth can be easily demonstrated by moving your finger
closer to your face while looking at it through one eye at a time; as the distance gets smaller
the difference between the images increases.
From this approach there are two prominent challenges to attain 3D information: find-
ing matching pixels in each image, known as the correspondence problem and accurately
projecting the path of the 3D ray, known as the calibration problem (also known as the
reconstruction problem [69]). As shown previously, extracting depth information from two
cameras requires the ability to project a line from an image to a pixel of interest through 3D
space. Camera calibration requires the focal length and aperture size are known to a high
degree of accuracy, alongside the positions of each camera in the stereo system; without this
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information the projection of the 3D ray will be miscalculated leading to disparity errors.
With this information the optical parameters of each camera can be calculated allowing the
system to correctly construct the triangles necessary to generate accurate disparity maps.
The calibration problem thus tends to be a technical challenge that is overcome by the
manufacturers with no input by the end user. Considering the correspondence problem
gives a greater understanding of stereoscopic vision as a whole, while problems in disparity
generation are likely to be caused by it. To this end the correspondence problem is explained
in greater detail below.
The Correspondence Problem
The stereoscopic camera approach hinges on finding the same pixels in both camera images.
This is not a trivial process; there is no guarantee the pixels will have the same intensity
due to varying lighting conditions between images and areas visible in one image may be
obscured in another (this is known as occlusion). Furthermore, an area of repetitive intensity
such as a bland wall or a repeated pattern such as wallpaper can lead to incorrect matches
and errors in depth calculation. It is a case of finding pixels that contain enough information
to allow high quality matching and algorithms tend to fall into either feature or area based
approaches [70]. Feature matching localises disparity map generation on distinctive objects
in the scene which is useful if it is these areas that are of most interest, but in projects
such as this where radiation hot spots are of interest the most visually distinctive regions
may not be those of importance. The Triclops disparity generation software provided by
Point Grey [71] allows both feature and area based matching depending on the application
allowing the algorithm to be tailored to the environment of interest. Area based matching
is required to generate a disparity map at all points (known as a dense disparity map) and
there are a large number of approaches to this. For the purposes of this introduction to the
problem the widely used epipolar constraint is highlighted alongside the Sum of Absolute
Differences (SAD) matching algorithm used by the stereoscopic camera employed in this
project [72]. There are other constraints such as uniquness where only one match is found
in each camera and continuity where disparity must change gradually across surfaces but
these concepts are difficult to implement and their explanation would be excessive for this
introduction.
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The epipolar constraint can be ascertained by considering a stereoscopic system with
two cameras where both are held at a parallel height. This is a common configuration for
stereoscopic cameras as it significantly reduces the difficulty of the correspondence problem
and a schematic diagram of this case is shown in Figure 3.4. Worth noting is that as in
Figure 3.3 the image plane in real cameras is behind the focal point and an inverted image
is recorded, whereas in this case a virtual image plane is placed the same distance in front
of the focal point. This would theoretically show an unrotated image and makes the logic of
the epipolar constraint easier to comprehend, though it still holds true for a real camera [73].
When a pixel is identified in the left camera, it is known the position of the object P is
somewhere on the line that can be drawn between its position on the image plane pL and
the focal point CL. If this ray was visible it would leave a line across the image plane of the
right camera on which this object must lie. This is known as the epipolar line (eR for the
right camera) and by using two cameras held parallel on a given axis the resulting epipolar
lines will be parallel as well. This turns a problem that was initially two dimensional into
a single dimension, making matches more robust and computationally easier which in turn
makes generating disparity maps a quicker process.
CL CR
P?
P?
eR
Figure 3.4: Schematic diagram of a stereoscopic system with two cameras held at a parallel height
to demonstrate the epipolar constraint.
While holding pinhole cameras with the same focal length parallel introduces the epipo-
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lar constraint automatically, there are times when such a setup may not be practical. In
these cases, parallelism can be achieved by means of image rectification. This is the case of
translating the images from the left and right cameras onto a single plane along which the
epipolar lines are constrained to a single dimension. It can only be achieved once a stereo
system has been calibrated and creates a virtual image plane where differences between
camera rotation, lens used and focal length in differing cameras are accounted for [74]. This
is also necessary for modern digital cameras that due to lens curvature do not conform to
a pinhole camera model.
Sum of Absolute Differences
While the epipolar constraint makes stereo matching simpler the matching process is still a
challenging problem and there are a number of commonly used algorithms. The camera used
in this project employs the Sum of Absolute Differences algorithm, a widely used approach
preferred for its simplicity allowing fast disparity generation [72]. For a chosen pixel in
the left camera a larger window of pixels (say 5x5 pixels) around it is taken and compared
to an identical window of pixels in the right camera moved through a larger window (say
50x50 pixels). This method is necessary as comparing the similarity of single pixels in each
camera will lead to mismatches far more often than comparing a number of pixels, leading
to a low quality disparity map. As this matrix is moved through the right camera and each
pixel compared to its corresponding pixel in the left camera matrix a number for each pixel
pair is generated corresponding to the difference between them. By summing the absolute
differences of each pixel a value for each matrix comparison is generated; the lowest number
corresponds to the closest match and the distance between the middle pixel of this match
and the initial pixel is taken as the disparity. Mathematically this process is represented as
SAD(x, y, d) =
n∑
i,j=n
|L(x+ j, y + i)−R(x+ j + d, y + i)|, (3.5)
where (x, y, d) is the disparity between point L(x, y) in the left image and point R(x+
d, y) in the right. The value of d that minimises the SAD is taken as the true disparity.
The speed of the match depends on how quickly the algorithm converges to the lowest
SAD. The specifics of the matching algorithms used by proprietary stereoscopic software
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are closely guarded secrets and so cannot be discussed further.
3.3.2 Project Stereoscopic Camera System
While the Compton camera and associated software was developed at the University of
Liverpool, the nuclear imaging department had no experience in stereoscopic camera fab-
rication. As a result it was decided that this equipment would be purchased from a third
party with complete functionality to allow focus on the radiometric and imaging fusion
aspects. Research into available systems was undertaken with a view to finding the most
suitable for this project based on a number of criteria. The chosen system would need to
be calibrated out of the box and come equipped with its own accurate, efficient matching
algorithm. It must have a baseline camera separation that allows accurate disparity map
generation from the order of centimetres to metres. Furthermore, it must allow access to
the code pipeline generated by the matching software and have compatibility with codes
used to generate radiometric data (namely C/C++ and Matlab). On these grounds, the
Bumblebee XB3 produced by Point Grey was chosen [71].
Figure 3.5: The Bumblebee XB3 stereoscopic camera developed by Point Grey Research. [71].
The Bumblebee XB3 is a stereo system comprised of three Sony 1.3 megapixel, 6.08 mm
sensor cameras (ICX445, measured diagonally, 1/3 type). Individually, the monochromatic
cameras have a resolution of 1280×960 pixels, each square pixel with dimensions of 3.75 µm.
The cameras are spaced 12 cm apart, giving possible configurations of both 12 cm and 24
cm baselines. This results in a stereo resolution of 1280 × 960 pixels with a calibration to
within 0.1 pixels Root Mean Squared error carried out before shipping, with a frame rate of
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15 FPS. The dimensions of the unit as a whole are 277 × 37 × 41.8 mm with a weight 505 g
and a power consumption of 4 W at 12 V. The cameras have focal lengths of 3.8 mm chosen
over 6 mm options to give a larger 66 degree horizontal field of view, allowing the huge field
of view of the Compton camera to be harnessed at the expense of a manageable degradation
in depth accuracy at increasing depths. Figure 3.6 highlights the tradeoff between depth
accuracy and field of view for possible baseline and focal length configurations (reproduced
from rough guideline functions provided by [71]). As can be seen the error on depth is
greatest when using the 3.8 mm focal length though this is negated somewhat by using
the 24 cm baseline setup if the error is large enough to affect source location. Conversely,
the 24 cm baseline shows a reduced field of view below depth ranges of 10 m while the 6
mm focal length cameras comparatively reduce the field of view by over 20 degrees for all
depths. This means that while the 3.8 mm focal length was the preferable choice for this
project both the 12 cm and 24 cm baselines may be advantageous to employ depending on
the environment.
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Figure 3.6: Guideline graphs showing differences in accuracy of depth calculation (left) and field of
view (right) for configurations of the Point Grey Bumblebee XB3 stereoscopic camera. Shown are
all combinations of 12 cm and 24 cm baselines and 3.8 mm and 6 mm focal lengths.
With their stereoscopic cameras Point Grey provide two software packages to provide
maximum functionality and ease of use. Flycapture SDK is provided with all Point Grey
products and handles image acquisition and camera control. The application programming
interfaces (or APIs) are provided through Flycapture so radiometric C++ data can be ap-
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plied to generated depth images through this software (though image fusion was actually
handled in MATLAB for this project). The depth images are first generated by the Triclops
SDK software that handles the image rectification and generates depth images. The pro-
cessing speed examples provided by Point Grey show that a computer with an Intel Pentium
IV processor of 2.8 GHz and 1 GB of RAM can generate 102 million disparity calculations
per second from a three camera stereoscopic system. These figures are from 2004 and com-
puter power now far exceeds this so there were no concerns about processing limitations
hindering depth map generation. Point Grey claim full field-of-view depth images can be
generated at speeds up to 30Hz [71] which, while only providing a potential video frame
rate of 0.5 fps, is sufficient in most cases to provide real-time depth information.
Lastly, it is worth noting that while the specifics of the camera and associated software
were the prominent factors in opting for the Point Grey Bumblebee XB3, their experience
in collaborating on academic projects such as this was also encouraging. Their stereoscopic
systems have notably found applications in long range rover autonomy [75] but of particular
interest is the MicronTracker vision-guided surgery system [76]. Harnessing the two camera
Bumblebee2 model, the MicronTracker uses real time generated depth maps to track a
surgeon’s instrument inside a patient and relay this information to him. The noteworthy
feature of the system with regards to the nuclear decommissioning project is the ability to
overlay previously collected imaging data such as CT or MRI scans onto the depth maps.
This allows any incisions to be made with enhanced care and precision but critically displays
the ability to combine external imaging data with that produced by the stereoscopic system.
Such examples support the belief that a radiometric and stereoscopic fused imaging system
can be developed using this equipment.
50
Chapter 4
Experimental Procedures and
Analysis
Developing a radiometric and optical stereoscopic fused imaging system required a number
of experimental measurements to collect raw data of high quality and subsequent analysis
to ensure precise and accurate fusion would be possible. This chapter details each stage of
work carried out to achieve proof of concept of this system and highlights analytical results
to illustrate the knowledge gained from each experiment.
4.1 Compton Camera Experiments: February 2012
The Liverpool Nuclear Instrumentation group has significant experience in the setup and
analysis of Compton camera experiments such as SmartPET [59] and the PorGamRays
spectrometer [77]. The first stage of this project would be to produce a Compton camera
system that could give the best possible energy resolution and efficiency, before optimising
the algorithms that process this data to secure the highest quality radiometric images.
This experimental run commenced in February 2012 using the 5 mm + 20 mm germanium
Compton camera described in Chapter 3.
4.1.1 Setup
The February 2012 experiment was the first of three Compton camera experiments, the
others developing systems for homeland security and nuclear structure applications. The
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aim of each experiment was to build up a collection of datasets from radioactive sources in
known positions. This would allow the difference between image and source location as x,y
and z distances were increased to be investigated.
Figure 4.1: Image of the 5 mm + 20 mm germanium Compton camera as setup for the February
2012 experiment.
In past Compton camera projects the radioactive sources would be located in known
positions and as such the Compton camera could be moved so that it focused on this
particular area. In Nuclear Decommissioning radioactive sources will likely be located in
a large number of places and the system must be able to image them correctly no matter
where it is pointed towards. In this scenario it is important the system can image sources
at large standoff distances and viewing angles. An investigation into how accurately the
reconstructed image position reflects the true source position had never been carried out
so it was imperative this was measured so it could be accounted for before stereoscopic
fusion could take place. To realise this the system was set up as shown in Figure 4.1 and
schematically in Figure 4.2. The DC side of the scatterer and AC side of the absorber faced
the sources, with a crystal separation of 5 cm.
While this is a common setup for a Compton camera, a novel approach was used to
achieve this source positioning. Instead of moving the sources by hand which can introduce
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Figure 4.2: Schematic diagram of the 5 mm + 20 mm germanium Compton camera as setup for the
February 2012 experiment.
human error and make multiple position measurements difficult, point sources were mounted
on the scanning table used to characterise AGATA HPGe crystals at the University of
Liverpool [78]. The scanning table allows sources to be moved through a set of predefined
coordinates for fixed times, making precise position measurements obtainable. After careful
deliberation it was decided a 6 x 6 grid of 36 source positions in x and y directions would be
taken, with 20 mm between each position. This creates an x-y grid as shown in Figure 4.3
where the black square shows the x-y position of the detector. This grid gives a good number
of position measurements with a rigid shape that will make any discrepancy between image
and true source position apparent. While usually the detectors are aligned using a custom
built gantry that ensures the crystals have the same lateral positions it was not possible
to incoportate the scanning table into this setup. As such, it was necessary to align the
detectors by hand and confirm this by scanning the detectors with a collimated beam from
the 1 GBq 137Cs scanning table source. The beam is scanned in 1 mm steps through x and
y dimensions and any detector misalignments become apparent and can be corrected.
Each dataset was comprised of 36 measurements at differing x-y positions but all at the
same standoff distance using the same radioactive point source. To investigate the system’s
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Figure 4.3: Schematic diagram of the source positions in x and y for datasets taken during the
February 2012 experiment. The black square shows the position of the detectors.
response to γ-ray energy and depth a number of datasets were taken using 137Cs, 152Eu
and 60Co point sources at a number of different standoff distances. The collimated beam
under the scanning table was attenuated using a lead block and the point sources placed
on top of this, allowing the precise positioning of the scanning table to be used. Details of
each dataset as well as a summary of relevant detector and source details can be found in
Appendix A.1.
The electronics to process the collected charge pulses were setup as shown in Figure
4.4. This is the electronic component chain that allows the data of interest to be extracted
from the collected charge in the detector, in this case energy, time and the charge collection
as a function of time (pulses used in Pulse Shape Analysis). The preamplifiers of each
detector collect charge as explained in Chapter 2, creating voltage pulses of 300 mV/MeV
with rise times in the order of nanoseconds and decay times in the order of microseconds.
These pulses are passed to Gain/Offset boxes (known as GO boxes) that allow the pulses
to be amplified by fixed gain values and offset by variable voltages. The offset allows the
baseline of each channel to be changed and by having a negative baseline when processing
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positive pulses (or positive baseline when processing negative pulses) the dynamic range
of the DAQ cards can be maximised. The amplification of the pulses was vital to record
pulses large enough to perform PSA on and this was achieved using a gain factor of 10.
These amplified pulses are then sent to the CAEN V1724 digitizer cards [79], state of the
art Analogue-to-Digital conversion cards that digitise and save 1280 ns of each pulse (more
than sufficient for this application).
Scatterer
Absorber
GO Box
GO Box
PC/MIDAS
CAEN V1724
Cards
CAEN V1724
Cards
Disk
Figure 4.4: Schematic diagram of the electronic signal processing chain used in the February 2012
Compton camera experiments.
The CAEN V1724 cards have an input range of 2.25 V and a sample rate of 100 MHz.
The energy deposited in the detector is calculated by the inbuilt Moving Window Deconvo-
lution method [80] (MWD) or by taking the difference between the baseline values before
and after charge collection. Arguably more useful is the fact that the triggers (logic pulses
that are generated when charge values exceed a given threshold) are synchronised to a uni-
versal clock, made possible as all the cards are connected through a trigger chain as shown
in Figure 4.4. As the time of all interactions are known it is easy to set trigger logic digitally,
so for this project a gate was set that only accepted events where there was an interaction
in the scatterer and absorber within a coincidence time window of 75 ns. The triggers are
controlled by the V1495 trigger card which accepts a trigger pulse from each card and sends
an acceptance signal back to each card if the required trigger logic is met. Furthermore, the
energy thresholds for these triggers can also be set from the computer; for this experiment
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it is vital that the scatterer triggers on the smallest energy values possible above the noise
level as this will allow for the optimal low energy limit. The MWD algorithm and digital
trigger can be explained in greater depth by referring to the schematic diagrams of the
pulse processing chains illustrated in Figure 4.5. A typical pre-amplifier pulse is shown at
‘MWD a’, and ‘MWD b’ shows how this pulse is made into a ‘step function‘ by removing
the exponential decay of the pulse, keeping it at the fixed maximum pulse height for its
duration. The step function is smoothed by using a fixed window to take the average pulse
height in this range of samples and moving this window through the pulse. This gives a
trapezoidal pulse shape as seen in ‘MWD c’, from which the pulse height is measured. The
size of the moving window and flat top of the step function are user controlled, and in this
case were 5.5 µs and 2.5 µs respectively. ‘DTP a’ shows a pre-amplifier pulse over a much
shorter timescale so the leading edge is visible. ‘DTP b’ shows the double differentiation
of the pre-amplifier pulse and it is this pulse that is used for triggering. Once a user set
threshold is crossed (1) the trigger is ’armed’, meaning it is ready to trigger when the pulse
crosses the zero crossing point (2). The zero crossing point corresponds to the maximum of
the pre-amplifier pulse height and once this is reached the CAEN V1495 card sends back a
trigger request to the corresponding V1724 card to accept this pulse.
The new 5 mm HPGe detector requires a smaller bias voltage to fully deplete, leading
to a smaller capacitively generated noise and allowing the thresholds to be set lower than
any previous experiments at around 7 keV. The threshold on the absorber was also set to a
similar energy of around 7 keV; though this is not a major problem it will lead to a greater
number of random coincidences and in typical practice a higher absorber threshold well out
of the range of noise is preferable. This system will ultimately operate in high radiation
backgrounds that generate a large number of random coincidences so it is important it
can function with this setup. Finally, the raw data is passed to a PC using the MIDAS
package [81]. This software processes the raw data and provides a coding framework whereby
it can be manipulated to generate spectra and perform other analysis.
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Figure 4.5: Schematic diagram of the pulse processing involved in the Moving Window Deconvolution
algorithm used to measure pulse height and the digital trigger employed in this experiment.
4.1.2 Analysis
Using the setup outlined, the datasets detailed in Appendix A.1 were collected. To ensure
the quality of the collected data basic preliminary spectra and images were produced. They
highlight the basic properties of HPGe and the Compton camera system while providing a
basis upon which more detailed analysis is performed. The first step to check is the energy
spectra as they give a clear indication of the energy resolution, dynamic energy range and
efficiency of the system, though methods for improving efficiency will be presented later so
the former two will be focused upon here. Summing the energy spectra from the scatterer
and absorber gives full photopeak energies for the events that fully deposit their energies.
Figure 4.6 shows an addback energy spectrum from a full 152Eu dataset (Run 68/69/70 as
detailed in Appendix A.1) with superimposed energy resolution information on many of the
prominent peaks. The wide energy range of the system is apparent with all significant peaks
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from 122 to 1408 keV clearly visible and as this spectra represents the imaging range of the
system it is clear that this is sufficient for this project. The resolution may seem initially
poor, as 20 mm HPGe SmartPET detectors can typically have a 1.5 - 2.5 keV FWHM
of energy peaks in this range [82] and the 5 mm detector should achieve even lower than
this. However, these measurements were taken for single detector measurements while this
spectra shows the summation of measurements from the scatterer and absorber detectors
giving two sources of error. The combination of these errors leads to degraded FWHM
values between 3.1 and 4.4 keV. The FWHM values for a single channel on the AC side
of the 20 mm detector (AC06) is also shown for comparison. The singles resolution gives
FWHM values between 2.3 - 2.9 keV, slightly worse than in previous experiments using
this detector. This may be due to electronic noise or degradation of the detector crystal
between experiments.
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Figure 4.6: A 152Eu addback energy spectum taken from the February 2012 Compton camera system
(black), with associated addback FWHM values for several main peaks (red dots). Singles FWHM
measurements also shown (red stars), singles energy spectrum not shown.
Plotting the energy spectra from the scatterer and absorber against each other in a 2D
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matrix gives further insight into the nature of coincident timing systems and this is shown
in Figure 4.7. The z axis represented by the colourmap is reduced to a maximum value
of 100 as this is necessary to make many of the features of the image visible, though it
means relative intensities between counts over 100 are lost and as such this figure provides
only qualitative information. The diagonal lines represent energy peaks and as can be
seen the energy depositions in each detector can significantly vary, which translates to a
large variation in potential scattering angles. In addition there are ‘hot spots’ on these
lines that correspond to the most likely energy depositions in each detector. This leads
to a probable scattering angle as predicted by the Klein-Nishina formula and as you move
through the energy peaks the ‘hot spots’ move closer to the top-left of their respective
lines; This translates to ever smaller energy depositions in the scatterer and is proof of
forward scattering with increasing energy as predicted by Klein-Nishina. The horizontal
and vertical lines show random coincident events where a gamma ray from the source is
absorbed in one detector and an unrelated energy deposition occurs in the other detector
within the coincidence time window. This is more likely to occur for lower energy gamma-
rays that have a higher probability of photoelectric absorption and the figure shows a strong
vertical line at 122 keV because of this. The final feature of interest is the large ’cloud’
of low energy coincidences, which simply corresponds to a number of low energy random
coincidences between two unrelated energy depositions. As they seem to be energy deposits
in the region of 40 keV in the scatterer and a spread of energies in the absorber this could
be caused by x-ray and gamma-ray coincidences. They form the low energy background
in the energy spectra and as seen in Figure 4.6 are easily distinguishable from true peak
coincidences.
By taking the information on which strips collected the charge carriers each gamma-
ray interaction can be deduced to have occurred in a 5 mm x 5 mm x 5 mm voxel in the
scatterer and 5 mm x 5 mm x 20 mm voxel in the absorber. This should correspond to
energy collected on a single strip on each side of both detectors, known as a Fold(1,1,1,1)
event. The relative probability of a Fold 1 event on the AC side of the absorber is illustrated
in Figure 4.8. You can see that while Fold 1 events are the most prevalent there are still
a significant number of higher fold events and a number of Fold 0 events; this is when the
cards register an energy deposit above threshold limits but further analysis finds the energy
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Figure 4.7: Energies deposited in the scatterer against energies deposited in the absorber for the
same 152Eu data as Figure 4.6.
to be statistically insignificant when compared with background fluctuations.
By taking these interaction positions with their respective energy deposits a back-
projected cone can be constructed for each true Compton scatter and subsequent absorption.
These cones are calculated by a code created by Dr Judson, a Post-Doctorate researcher
at the University of Liverpool [83]. By calculating only the ellipses created by intersecting
these cones at planes of interest the code quickly builds up 2D matrices of cone intersec-
tions. The 2D plane of interest is split up into pixels where the pixel size is controlled by
the user; larger pixels creates more intersections and so images can be created from less
data but at the cost of degrading achievable image resolution. Controlling the pixel size is
known as phase space compression and must be chosen carefully according to the standoff
distance of the imaging source and number of counts used in image reconstruction. Radio-
metric images are formed from these matrices and taking intersections as a function of x
and y direction allows image resolution to be extracted for a given z plane. The code is
C++ based, employing the ROOT toolkit libraries for peak fitting [84]. These images are
gated on photopeaks to ensure a large number of true counts relative to the background
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Figure 4.8: Absorber event fold for 137Cs point source data placed 5 cm from the scatterer crystal
face.
and the code is known as a back-projection algorithm with similarities to those used in
medical imaging [85]. Figure 4.9 shows a 2D and 3D contour image of a 137Cs point source
5 cm from the scatterer crystal face and 1 cm in x and y from the centre of the detector
(90 mm in x and y on the image plane). The images are reconstructed from the known z
plane in which the source lies with a phase space compression of 1 mm and the position
and shape of the sources are clearly visible. By fitting a Lorentzian function to the counts
as a function of x and y positions image resolution can be attained. Lorentzian fitting was
chosen empirically by the developer as the most accurate reflection of the data trend. This
particular image has a FWHM of 14.26 mm ± 0.97 in x and 14.00 mm ± 0.79 in y.
The position resolution of an image depends on the accuracy of the intersection between
back-projected cones. This is governed by the energy resolution of the detectors used as
explained in Chapter 2 but also the position resolution of the detectors; if the interaction
positions can be ascertained to a greater degree of accuracy then the resulting cones will
also more accurately reflect the true source position. While the energy resolution of the
detectors is a fixed property of the detector and DAQ system the position resolution can
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Figure 4.9: 2D and 3D contour images of a 137Cs point source from matrices generated by the
analytical back-projection imaging code. The white square on the 2D image shows the lateral
dimensions of the detector crystals.
be improved by studying the charge collection as a function of time. Once the data had
been analysed on a basic level and found to be of sufficient quality (by creating accurate
radiometric images), the next step was to perform Pulse Shape Analysis to obtain the
highest standard of generated radiometric images.
Pulse Shape Analysis
As shown in Chapter 2, the interaction position of a gamma ray has a marked effect on
shape of the collected charge pulse. This is highlighted qualitatively in the left plot of
Figure 4.10, which shows 22 charge pulses at a fixed lateral position but with 1 mm changes
in depth through the SmartPET detector. They were taken as part of previous SmartPET
charcterisation measurements in an alternative approach to PSA that can be found in [86].
The red pulses show the interactions closest to the electrode while the blue pulses show those
furthest away. The differences in charge collection time (known as risetime) are apparent
but this has to be quantified to be of use and the method used for doing so is detailed in
the right hand plot of Figure 4.10. This plot shows the closest interaction to the charge
collecting electrode from the left hand plot and highlights two time measurements: t30
and t90. These correspond to the time taken to collect a further 20 and 80 percent of the
charge pulse respectively from an initial 10 percent. The measurement begins at 10 percent
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rather than 0 to avoid errors due to baseline noise, while 30 and 90 percent are chosen as
measurements as the values allow pulses to be confidently distinguished. As can be seen
the t30 values directly correspond to the interaction distance from the electrode, while the
t90 values can overlap and take a wider range of values. This is important when trying to
ascertain positional information from these values as will be discussed later. As previously
stated the CAEN V1724 cards have a sampling rate of 100 MHz giving charge samples at
10 ns intervals. These points are passed to a interpolation algorithm which smoothes the
data with a five point moving average, giving interpolated charge values at 2 ns intervals.
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Figure 4.10: A series of charge pulses at a fixed x-y position and at 1 mm steps through depth in the
SmartPET detector, where red is the closest and blue the furthest pulse from the charge collecting
electrode (left). The closest pulse shows the time difference from 10 to 30 % and 10 to 90 % of the
pulse height, measurements known as t30 and t90 respectively (right).
Before the risetime values can be used to extract positional information pulses must be
analysed to ensure only single interactions in each voxel are used. If there are two or more
interactions then PSA cannot be used to find a more accurate interaction as the resulting
charge pulse is far more complicated to interpret and more obviously cannot be resolved to
a single position. The multiple interaction pulses can be identified by changes in gradient
corresponding to the collection of more than one set of charge carriers at each electrode; the
pulse appears to have several ’stages’ where each corresponds to an interaction. To identify
these the pulses the derivative of the pulse is calculated using a simple three point moving
average. The gradient changes are displayed as peaks in the derivative pulse plots and these
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are measured between 10 and 90 % of the pulse height to eliminate baseline noise effects.
Any noise ringing on the pulse will cause small gradient changes in the derivative, so any
changes of less than 20 % of the maximum gradient change are not taken as true interactions.
This value was chosen after a visual inspection of the gradients of true interactions and noise
but a more thorough investigation may be necessary in the future. Figure 4.11 shows two
interpolated pulses in black with their derivates in red. The left is a single and the right is a
double interaction; the gradient changes are clearly visible in each. The single interactions
are gated on using this method and only these pulses are used in the next stage of PSA. By
applying these gates 16.3% of the Compton events of interest are omitted but this drop in
efficiency should be justifiable if it leads to a significant improvement in image resolution.
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Figure 4.11: Interpolated charge pulses (black) with their respective derivatives (red). The left
pulse is from a single interaction as shown by its single gradient peak, whereas the right is a double
interaction pulse as shown by the two gradient peaks.
The t30 and t90 values of the single interaction pulses are calculated using the method
highlighted in Figure 4.10. The values are plotted against each other for each pulse and
as can be seen in Figure 4.12 the differences in risetimes between pulses are emphasised by
doing so. This figure shows t30 against t90 plots from the 20 mm absorber for the same
137Cs dataset used to generate Figure 4.9, with and without single interaction derivative
gates applied. They show the total response from all strips of the detector but the results
are indicative of single strip response. There is a reduction in counts of 16.3% by applying
the single interaction gates. This highlights the improvements made by gating on single
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interactions in this way; the counts around the edges of the ‘tick’ shape are visibly reduced
and these are likely to be caused by multiple interactions as their t30/t90 values do not
follow this expected trend seen in previous risetime measurements using this detector [59].
It is clear that there are still counts accepted as single interactions that lie far away from
the expected values and this is likely due to multiple interactions being wrongly accepted
as singles. While the interaction gates in place are helpful they are not completely accurate
and further investigation is required to improve them.
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Figure 4.12: t30 against t90 plot for the 20 mm(right) HPGe crystal, before (left) and after (right)
single interaction gates are applied
Figure 4.13 shows the t30/t90 gates applied to infer interaction depth. The left plot is
from the thinner 5 mm crystal and the quicker risetimes reflect this, while the right plot
shows the thicker 20 mm crystal with comparatively longer risetimes. Both show the charge
collection times from the electrodes nearest the source, the DC side in the 5 mm and the AC
side in the 20 mm crystal as it is these electrodes that were used in PSA calculations. The
‘tick’ shape seen in both plots is typical of t30 against t90 comparisons [59]; interactions far
from the electrode of interest have long charge collection times and thus large t30/t90 values
(the diagonal part of the tick). Interactions close to the electrode have small t30 values and
small differences in position are apparent in a spread of t90 values (the vertical part of
the tick). The black rectangles show gates initially applied on this tick that correspond
to the assumed interaction depth in each crystal. The gates are first constructed from
equally spaced gates on t30 values, 5 in the 5 mm crystal and 10 in the 20 mm crystal
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corresponding to 1 mm and 2 mm depth positions respectively. The t90 gates ensure the
gates only accepted events inside the ‘tick’ as it is these that are assumed to be true single
interactions. Inspecting pulses from events outside this area shows them to be multiple
interactions that were unable to be picked up by the first gate and other outliers that could
be due to noise or cosmic events. This is an approach used in previous Compton camera
work that made significant improvements to generated images [59]. The gates used here
would later turn out to be preliminary as they were chosen by eye; future experimental
work included a closer investigation into these gates and will be discussed later. While an
approach to potentially improve depth position has now been established by analysing the
charge collection at the electrode of interest, PSA can be developed further by considering
the image charges in the adjacent electrodes.
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Figure 4.13: t30 against t90 plots for the 5 mm(left) and 20 mm(right) HPGe crystals. The rectangles
show the t30 and t90 gates corresponding to 1 mm and 2 mm positions through depth in the 5 mm
and 20 mm crystals respectively.
Image charges were introduced by contemplating the Schockley-Ramo theorem in Chap-
ter 2. It was shown that the magnitude of the image charge on a given electrode was pro-
portional to the distance between the interaction and that electrode. It follows that by
considering the magnitude of the two adjacent electrodes relative to each other the lateral
position resolution can be improved. As the electrodes on each side of both crystals are
arranged orthogonally this process can be applied to both sides to improve position resolu-
tion in x and y. A value known as the image charge asymmetry parameter (denoted ICA)
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is calculated using the equation:
ICA =
Ar −Al
Ar +Al
, (4.1)
where Ar and Al are the respective areas of the right and left image charges. The ICA
takes a value between -1 and 1 where 0 represents an interaction in the middle of the strip,
-1 is an interaction to the far left of the strip and +1 an interaction to the far right. The
strips in both detectors are 5 mm across, so if the range between -1 and +1 is split into
twenty steps of 0.1, each step represents a change in lateral position of 0.25 mm. Figure 4.14
shows a charge pulse from an electrode on the DC side of the 5 mm detector with respective
image charges. It is clear that the right image charge exceeds the left in magnitude; by
integrating across the length of each pulse (determined by the charge collection time of the
true pulse) and using the Equation 4.1 an ICA value of 0.218 is obtained, confirming this.
This is rounded to an integer value of 2 and taken as an interaction position of 2 x 0.25 mm
= 0.5 mm to the right of the middle of the strip.
67
CHAPTER 4. EXPERIMENTAL PROCEDURES AND ANALYSIS
0 50 100
−100
0
100
200
300
400
500
600
time (ns)
Ch
ar
ge
 (a
rb.
)
0 50 100
0
500
1000
1500
2000
2500
time (ns)
Ch
ar
ge
 (a
rb.
)
0 50 100
−100
0
100
200
300
400
500
600
time (ns)
Ch
ar
ge
 (a
rb.
)
Figure 4.14: A real charge (centre) with its respective left and right image charges.
There are concerns about the noise level on the image charge pulses, highlighted in
Figure 4.15. The real charge and its adjacent image charges are again shown, but in this
case the image charges are too small to be identified against the background. The area of
image charges are compared to the average baseline shifts to determine whether there is a
significant charge deposit and statistically these image charges are considered viable, but it
would appear accurately determining the asymmetry in them would be difficult.
The measured sizes of left and right image charges are compared in Figure 4.16. The
5 mm image charge areas were divided by 100 and the 20 mm areas by 300 to reduce the
spread of the values and fill the bins with more statistics to give a greater indication of the
plot shapes. In addition the 5 mm plots have 200 added to each image charge value and the
20 mm have 300 added; this ensures all the values are positive which is necessary for mtSort
(the data sorting toolkit which is part of the MIDAS data acquisition system) to display the
values. This measurement was carried out for the 20 mm detector as part of the SmartPET
project by [60] and these figures show a similar response to this project, though the previous
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Figure 4.15: A real charge pulse (centre) with its respective left and right image charges.
measurements were taken using a collimated source aimed down the middle of the detector
in Z, meaning there would be no effect on the ICA size as a function of interaction depth. In
this work standard point sources placed in front of the scatterer crystal are used, as a result
the detector face closest to the source generally collects large, positive image charges while
the face furthest away collects smaller, negative image charges. The increased thickness
of the 20 mm crystal means its electrodes show marked differences in response while the
differences in the 5 mm crystal electrodes are less pronounced. Of note is the ’cross pattern’
around 200 (essentially 0) that is due to the fact the image charges are not collected if
they are below a threshold that means they are not significantly greater than noise. Image
charges just above this threshold were shown in Figure 4.15 and an investigation into their
size in relation to this threshold (and the energy of the original pulse) was undertaken to
see how frequently these small image charges occur.
The threshold level at which an image chage is considered statistically significant is
determined by considering the number of image charges relative to the number of true
69
CHAPTER 4. EXPERIMENTAL PROCEDURES AND ANALYSIS
Left Image Charge Area (Arb.)
R
ig
ht
 Im
ag
e 
Ch
ar
ge
 A
re
a 
(A
rb.
) 5 mm AC
 
 
0 100 200 300 400 500
0
100
200
300
400
500
Left Image Charge Area (Arb.)
R
ig
ht
 Im
ag
e 
Ch
ar
ge
 A
re
a 
(A
rb.
) 5 mm DC
 
 
0 100 200 300 400 500
0
100
200
300
400
500
Left Image Charge Area (Arb.)
R
ig
ht
 Im
ag
e 
Ch
ar
ge
 A
re
a 
(A
rb.
) 20 mm DC
 
 
0 200 400 600 800
0
200
400
600
800
Left Image Charge Area (Arb.)
R
ig
ht
 Im
ag
e 
Ch
ar
ge
 A
re
a 
(A
rb.
) 20 mm AC
 
 
0 200 400 600 800
0
200
400
600
800
Co
un
ts
0
10
20
30
40
50
60
Co
un
ts
0
10
20
30
40
50
60
Co
un
ts
0
10
20
30
40
50
60
Co
un
ts
0
10
20
30
40
50
60
Figure 4.16: Plots of left against right image charges for each detector face of the Compton camera.
pulses. The threshold is set at the level that gives two image charges for every true pulse,
the fractions that should be occuring in the detector. If it is set higher than this real image
charges will be rejected, too low and noise will be accepted. This threshold is higher for the
20 mm crystal than the 5 mm as the larger depletion region leads to larger charge pulses
and thus larger image charges. Figure 4.17 shows the sum of the left and right image charge
magnitudes as a function of energy for the AC side of the scatterer and DC side of the
absorber. What can be seen is that while there is a maximum limit to image charge size as
a function of energy the minimum is close to 0 for most of the energy range; higher energy
pulses can still have small image charges if the interaction occured far from the electrode
of interest in depth which, as previously shown, may be difficult to determine against the
noise. This figure highlights that it is not an option to simply throw away counts with small
image charges as they occur for a large range of energies, particularly in the 5 mm scatterer.
However the fact that the measured values follow an expected trend of general increase in
image charge magnitude with energy that can be explained physically is a good indication
they are correct. The best way to judge how well the image charges are being measured is
to investigate the resulting Compton images produced with and without PSA.
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Figure 4.17: Sum of left and right image charge magnitudes as a function of energy for the AC sides
of the 5 mm scatterer (left) and 20 mm absorber (right) detectors from 137Cs point source data
placed 5 cm from the scatterer crystal.
The image charge asymmetry can be studied further by considering the ICA values for all
single interaction pulses above the energy threshold on a given side of a crystal. Figure 4.18
shows the collective ICA values for the DC side of the 5 mm scatterer from a 137Cs dataset,
though the response shown is typical for individual strips. The ICA values are more likely
to be close to 0 as interactions close to the edges of the strips can share charge across the
strip boundaries; in these cases the event is recorded as a fold 2 event and not considered for
Compton imaging. The DC side of the scatterer has been highlighted to show the two larger
than expected columns of -1 and -0.9. These are a result of DC12 not being instrumented
for these experiments, leading to ICA calculations in DC11 automatically favouring the
side towards DC10 as there is no image charge collection on the opposing side. As the
ICA values were not related to source position in this case these interactions were rejected.
As image charge asymmetry can only be used for strips that have adjacent electrodes the
active region in each detector is reduced by 10 mm in x and y in both detectors, while the
problems with DC12 reduce it even further in this case.
Once both stages of PSA have been performed the improved positional information is
passed to the imaging code. The analysis code retains the ability to produce image files
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Figure 4.18: Total ICA values from the DC side of the 5 mm scatterer from a full 137Cs dataset.
with and without PSA applied for comparison and six of these are shown in Figure 4.19. All
images are produced from 137Cs datasets using only the data from the position +10 mm in
x and y from the centre of the detectors. The top two images are from a point source 5 cm
from the scatterer crystal, the middle two 10 cm from the scatterer crystal and the bottom
two 14 cm from the scatterer crystal (the largest distance this setup would allow). The
FWHM values in x and y for each image shown are in Table 4.1. Viewing the images gives
the impression that as the source to detector distance is increased the effectiveness of PSA
increases and the FWHM values prove this to be the case. This is a logical consequence,
as the back projected ellipses from Compton camera events increase in size as distance
increases. The interaction positions affect the position and orientation of the ellipses, so
improvements in interaction position have a greater effect on them as they increase in size.
This leads to improved accuracy in ellipse intersections and ultimately improved resolution
in resulting radiometric images. The current source to detector distances are far shorter
than those in the eventual decommissioning scenario, so it is expected PSA will provide a
huge improvement to the images produced in a practical application. The FWHM values
appear to be slightly worse in y than in x for most cases; this has been seen in previous
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Compton camera work [87] so may be a result of the reconstruction algorithm as opposed
to a specific problem with this experiment. Worth noting also is that in the imaging code
used, an intersection is counted if two (or more) ellipses lie across the same pixel. In the
5 mm distance images this pixel size is 1 mm3 and this leads to higher resolution images,
but for longer stand off distances the reduced counts means the number of intersections is
drastically reduced. This can be counteracted by compressing phase space into a smaller
number of pixels, increasing the chance of intersections and allowing images to be produced
with fewer counts. The tradeoff is a reduction in achievable image resolution and a larger
error on the fitted resolution. Pixel sizes of 2 mm3 were used for the 10 mm images and
3 mm3 pixels were used for the 14 cm image. The reduction in image quality is apparant
from the images themselves and this is supported by the larger errors on the Lorentzian fits,
but phase space compression is necessary to create accurate, usable images in reasonable
timeframes.
Standoff Distance
(cm)
No PSA PSA Applied
5 FWHM x (mm) 14.26 ± 0.97 13.09 ± 0.78
FWHM y (mm) 13.99 ± 0.79 12.37 ± 0.75
FWHM x (θ) 15.92 ± 0.27 14.67 ± 0.26
FWHM y (θ) 15.63 ± 0.23 13.90 ± 0.28
10 FWHM x (mm) 27.98 ± 3.58 23.24 ± 2.56
FWHM y (mm) 31.49 ± 5.42 17.72 ± 2.86
FWHM x (θ) 15.69 ± 0.26 13.08 ± 0.27
FWHM y (θ) 17.48 ± 0.31 10.05 ± 0.52
14 FWHM x (mm) 52.82 ± 12.97 17.89 ± 2.76
FWHM y (mm) 63.62 ± 8.03 19.21 ± 3.97
FWHM x (θ) 20.67 ± 0.27 7.28 ± 0.49
FWHM y (θ) 24.44 ± 0.11 7.81 ± 0.61
Table 4.1: Full Width Half Maximum values of Gaussian fits applied in x and y to the PSA com-
parison images from Figure 4.19.
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(a) 5 cm from scatterer, no PSA
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(b) 5 cm from scatterer, PSA applied
x (mm)
y 
(m
m)
 
 
20 40 60 80 100 120 140 160
20
40
60
80
100
120
140
160
Co
un
ts
10
20
30
40
50
60
70
(c) 10 cm from scatterer, no PSA
x (mm)
y 
(m
m)
 
 
20 40 60 80 100 120 140 160
20
40
60
80
100
120
140
160
Co
un
ts
10
20
30
40
50
60
70
80
90
(d) 10 cm from scatterer, PSA applied
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(f) 14 cm from scatterer, PSA applied
Figure 4.19: Images of 137Cs point sources at several distances, with and without PSA applied.
.
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The results shown demonstrate the merits of PSA and justify the necessity of imple-
menting it to optimise image quality. However, it has also been qualitatively indicated that
the number of rejected events that do not qualify for PSA will have a negative effect on
the detector efficiency, as will be quantified later. The depth PSA could be improved by
recording pulses at known depths using a collimated beam and collecting scattered gamma-
rays in coincidence with a second detector. This would allow t30/t90 values to be measured
experimentally as opposed to simply judging likely values as has been applied here. While
lateral PSA appears to be working it could likely be improved by keeping noise in the de-
tectors to a minimum and an investigation into ICA values produced from interactions at
known locations would help confirm its effectiveness.
Efficiency
As has been touched upon in previous sections the gates required to achieve PSA imaging
mean that otherwise image-worthy events are excluded and this has a marked effect on the
efficiency of the system. A basic check of the produced energy spectra show an expected
distribution of peaks and the drop in counts with each analysis gate is to be expected.
Explicit efficiency characterisation of the system was performed alongside a Monte Carlo
simulation using the Compton camera functionality of the GAMOS toolkit [88]. The effi-
ciency measurements have been validated using SmartPET data and with the only change
between the experiment and this validated simulation being the scatterer thickness its out-
put can be trusted. Unfortunately there is a large discrepancy in the calculated efficiencies
between experimental and simulation data as highlighted in figure 4.20, the figure showing
absolute efficiency data as a function of energy for a single position dataset 5 mm from the
scatterer crystal in depth and 10 mm in x and y from the crystal centre. This accounts to
a difference between calculated efficiencies of over a factor of 20. The figure also shows a
137Cs point source measurement 5 cm from the scatterer taken in a following experiment
(June 13) that will be presented later in this chapter. This experiment had the same setup
but increased the coincidence time window for an interaction in both detectors to be an
accepted event from 75 ns to 250 ns. This gave a substantial increase in efficiency but it
is still significantly lower than what is predicted by simulation. As noted in Appendix A.1
the count rate of accepted events was lower than expected but it is unclear what has caused
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this huge drop in sensitivity; there is no significant pile up in the system but other problems
with the CAEN V1724 cards suggest that it was likely something about the electronics that
isn’t fully understood. This is the first experiment to use the digital trigger so it is possible
events are being incorrectly rejected in this case. There is also the discrepancy between
events accepted by the trigger but rejected when analysed in the sort code, creating the
‘Fold 0’ events. To recover these events either the noise must be reduced to ensure true
energy deposits are seen as statistically significant or a new approach to determining real
charge must be employed. The gradient of the fits is different from experiment to simula-
tion so the energy dependence of efficiency has also changed. Previous work suggests the
experimental efficiencies should be similar to simulation and further measurements with
this system will clarify whether it was an ADC card problem and if these lost counts can
be recovered. It is critical that the Compton camera sensitivity is optimised as if it cannot
outperform current systems it is hard to justify its implementation.
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Figure 4.20: Fold 1 absolute efficiency measurements as a function of energy for the February 2012
experiments, June 2013 experiments and GAMOS simulations (5 cm from the scatterer crystal).
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While the efficiency information collected may not accurately reflect the potential sen-
sitivity of the system, it can still provide insight into the difference in absolute efficiencies
when using PSA imaging techniques. Figure 4.21 shows these efficiencies against the stan-
dard Fold 1 imaging approach. Both efficiency curves show a response expected from a
Compton camera; the efficiency is largely governed by the Compton scattering cross sec-
tion, with a sharp rise from 122 keV to 200 keV followed by a typical exponential decrease
at higher energies. The figure shows a maximum drop in counts of around 40% between
Fold 1 and PSA approaches at energies around 244 keV. This difference reduces significantly
as energy increases and beyond 778 keV there is only a negligible decrease in counts from
applying PSA. This suggests that at lower energies it is more likely there will be more than
one interaction in a single voxel and this follows from the increased interaction cross section
at lower energies. The upshot of these results is that at higher energies (beyond 778 keV)
PSA should always be applied as it provides improvements in image resolution with little
loss in sensitivity. At lower energies in cases where detector sensitivity is more important
than image resolution there may still be a place for raw Fold 1 imaging.
Radiometric Image Disparity
Beyond image optimisation, the main focus of these experiments was to quantify the differ-
ence between reconstructed and true source location as a function of source position. It is
vital that the reconstructed images reflect true radioactive source positions but there was
no previous work undertaken to see if this is the case or to quantify any disparity between
image and source location. To achieve this each dataset image file was split into the 36 mea-
sured positions corresponding to scanning table positions and images were reconstructed
using a simple back projection image code [83]. The reconstructed position for each source
position was compared to the known true positions. Figure 4.22 shows a comparison of a
137Cs dataset 5 cm in depth from the scatterer in the form of a quiver plot; the arrows
start at the true source positions and point towards their respective reconstructed image
positions. The point source used in all measurements were encased inside plastic casing
and as such their exact position was unknown leading to a possible systematic error in each
image. The image positions were all shifted by -3 mm in x and -1 mm in y in software to
create this quiver plot on the basis that it gave an expected symmetric response in all direc-
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Figure 4.21: Absolute efficiency values of accepted Fold 1 and PSA events for a 137Cs source posi-
tioned 10 mm in x and y and 5 mm in depth from the scatterer crystal.
tions of x and y, but while this is likely a systematic error this will only be confirmed with
further measurements. The innermost images were reconstructed using around 5500 cones,
while the outermost images were reconstructed using around 3300 cones. This resulted in
far more accurate fits for the centre images; The FWHM measurements are around 13 mm
in x and y for the centre images compared to around 30 mm for the outer images. This
discrepancy in counts and resolution could contribute to the discrepancy between experi-
mental and simulated results, something to be considered in future experiments. The figure
confirms that there is a disparity between source and image location dependent on source
position that must be accounted for and that it is a symmetric radial distortion as found
in many computer vision systems [89].
The simulation of the data point grid 5 cm from the scatterer led to the quiver plot
shown in Figure 4.23, using raw interaction positions that mimic standard experimental
image reconstruction without PSA applied. As can be seen it also displays a symmetric
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Figure 4.22: Quiver plot showing the direction and difference between the imaged and true source
positions for a grid of sources 5 cm from the scatterer in depth. At this close source-to-detector
distance there is significant disparity between these positions, particularly for the outer source
positions of the grid. The square shows the position of the detector face.
radial distortion but the effect is far less pronounced than that discovered experimentally.
While this helps to justify the systematic error added to the experimental dataset in order to
create a symmetrical quiver plot, the still significant discrepancy between real and simulated
disparity values means the simulations are not currently sufficiently accurate to calculate
real world disparities.
It would be beneficial to improve the accuracy of this simulation to the point where the
disparity measurements are validated against experimental results, thus allowing disparity
values to be confidently reproduced from simulation. The simulation may differ due to
an inherent process it uses to simulate Compton camera data or it may be an input error
whereby the simulated properties are different to the experiment. While every care was
taken to ensure source and detector positions were accurate the placement of the crystal
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Figure 4.23: Quiver plot showing the direction and difference between the imaged and true source
positions for a simulation of grid of data points 5 cm from the scatterer in depth.
in the detector casings cannot be absolutely known and small differences may have a huge
effect on simulated results.
To investigate this, further simulations were produced while changing the source standoff
and detector separation distances. Figure 4.24 shows two different standoff distances of 3 cm
and 1.5 cm (left and right respectively), both significantly smaller than in experiment. The
3 cm distance still shows smaller source-image disparity than experiment in all positions, as
such it is unlikely a systematic error on source placement greater than 2 cm is causing the
simulation differences. The 1.5 cm quiver plot is shown to highlight the effect that source
distance has on image disparity. As can be seen the outer points have a far larger disparity
compared to previous measurements while the inner points have barely changed. This is
likely due to the fact that the distortion appears to be radial; at outer positions with small
source distances the lateral component of the distance between the points and the center
of the scatterer will be relatively large and so a change in radius will have a larger effect
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laterally. This lateral component changes far less as depth changes for the middle points
so little difference is seen in the distortion. Of final note is the top left point as it appears
artificially large due to a bad fit of the data.
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Figure 4.24: Quiver plots showing the direction and difference between the imaged and true source
positions for simulations of two grids of data points, 3 cm (left) and 1.5 cm (right) from the scatterer
in depth.
Figure 4.25 shows two quiver plots that demonstrate the effect of changing detector
separation. The experimental separation is 5 cm, while the left and right images show
source-image disparity with a 2.0 cm and 1.0 cm separation respectively. More simulations
were processed over a wide range of separation distances but these show that at 2.0 cm
there is little change to the disparity compared to the original simulation with a 5 cm
detector separation. With a 1.0 cm reduction the right image shows a larger increase in
disparity, with a similar magnitude compared to experimental results. There is a disparity
increase to all positions and it would least appear that the pattern more closely matches
experiment than those achieved by altering source-scatterer distance. This would make
detector separation a possible cause of the differences between simulation and experiment
but the systematic error required is 3.8 cm, making it unlikely.
To further justify the claim that the distortion is a function of radius, an image disparity
quiver plot for a 137Cs dataset 10 cm in depth from the scatterer crystal is shown in Figure
4.26. The increased radius between the source locations and the center of the scatterer
detector leads to reduced image disparity, leading to a reduction of the perceived ’pin-
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Figure 4.25: Quiver plots showing the direction and difference between the imaged and true source
positions for simulations of two grids of data points with detector separation distances of 2.0 cm
(left) and 1.0 cm (right).
cushion’ effect. As can also be seen, the decrease in image resolution at this larger standoff
distance has led to greater uncertainty in the image positions and rendered the ‘pin-cushion’
effect less defined. Due to DAQ problems the first three data points in the top row are
missing but there is still enough data to see the effect.
Now that the radiometric image distortion has been confirmed (to the extent possible
from this data), the next step is to attempt to correct it. It is important that the image
distortion can be quantified such that images can be corrected mathematically in real time.
As noted previously radial distortion is a long standing problem in computer vision and
there has been extensive research undertaken to correct it. A simple, widely employed
method of correction was developed by Tsai [90] and the application of this technique to
the radiometric image distortion was investigated. This method shows that any radial
distortion can be approximated using the Taylor expansion
r˘ = r + k1r
3 + k2r
5 + k3r
7..., (4.2)
where r˘ is the observed radial distance between the origin and the image, r is the actual
radial distance and k1,2,3... are distortion parameters. For most applications it is sufficient
to use only the first three terms (and so two distortion parameters), so to keep calculations
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Figure 4.26: Quiver plot showing the direction and difference between the imaged and true source
positions for a grid of sources 10 cm from the scatterer in depth. At this increased source-to-detector
distance disparity is significantly reduced compared to closer measurements.
and thus computer processing speed to a reasonable timescale this approach was applied.
The optimum distortion parameters were found by creating an iterative optimisation script,
whereby the difference between image and source positions was measured and the distor-
tion parameters incrementally changed until the parameters that minimised the position
differences were found.
Figure 4.27 shows the source and image locations of the grid dataset 5 cm from the
scatterer in depth, with the source locations in red and image locations in black. The left
plot shows positions before distortion correction is applied, the radial distortion still clearly
visible. The blue dot represents the centre of the detectors in x and y which is the radial
origin. The distortion correction script was applied to this data and the k1 and k2 distortion
parameters were successively iteratively optimised until the total difference between source
and image locations was minimised. The right plot shows the image location after the
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distortion correction has been applied and the images now more accurately reflect the source
locations. Unfortunately there are still discrepancies between many of the positions meaning
the distortion has not been completely accounted for. This is due to the image resolution
causing an error in position co-ordinates that in turn means the image and source locations
do not lie on the same radial lines. As this correction is only applied radially the positions
can never completely align in this case so there will always be a discrepancy. To reduce this
and improve calibration accuracy an increase in statistics is required to improve positional
accuracy and as has been discussed these datasets suffered from a lack of statistics. However
the data was sufficient to prove the radial distortion of the Compton camera’s field of view
and show that radial correction is possible.
The distortion parameters yielded for the dataset shown above were
k1 = −7.44× 10−5, k2 = 8.09× 10−9, θ = 1.59mm, (4.3)
where θ is the average difference in respective corrected and known positions, essentially
the standard deviation. θ provides a good measure of how well the distortion correction is
performing; as statistics improve the error in the measured source positions should reduce
and θ should also. It is likely this can provide an indication of the confidence to which
the distortion correction can be trusted; without any radial correction θ is 42.4 mm so this
method currently improves average reconstructed image positioning by over a factor of 26.
As there are still large discrepancies between many of the positions it would seem likely
that the value 1.59 could be greatly improved upon.
The correction above treats each position equally, trying to create the closest average
match for all positions. The middle positions have far greater statistics and consequently
there is a far greater accuracy on these image locations. By weighting the matching al-
gorithm so it seeks to make closer matches for images that have smaller position errors
the resulting distortion parameters should be more accurate. This method of distortion
correction is shown in Figure 4.28 with the image position points now displaying error bars.
The distortion parameters calculated when taking errors into account are
k1 = −8.73× 10−5, k2 = 1.09× 10−8, θ = 1.62mm. (4.4)
The θ value has increased slightly but this is to be expected as by focusing on the
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positions with the smaller errors there are going to be much larger discrepancies for the
positions with larger errors. While it is important to include these errors as they should
lead to a better distortion correction in future distortion experiments all position errors
should be kept to a minimum by collecting a significant number of counts for each position
(> 10000 cones per image would be a safe number, based on observed imaged quality
compared to the number of cones used to generate them).
Applying the same approach to a simulation of this work yielded more accurate distortion
correction, as can be seen in Figure 4.29. As the simulations contained similar counts to
those that hope to be achieved by the experimental system it is hoped that similar distortion
correction will be experimentally achievable in the future. The distortion parameters for
the simulation were
k1 = −1.50× 10−5, k2 = 1.09× 10−9, θ = 0.63. (4.5)
The standard deviation between positions is far smaller than in the experimental results
and both distortion parameters are smaller. This is probably affected by the fact that
source position can be controlled with complete accuracy in simulations and the greater
number of counts has led to improved position resolution. Even taking these differences
into account the simulation images seem far less distorted than the respective experimental
images and it may be a feature of the simulation that requires further investigation to give
a more accurate reflection of experimental results.
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Figure 4.27: Scatter plot of source locations (red) and experimental image locations (black) with
and without radial distortion correction applied (right and left respectively), 5 cm from the scatterer
crystal.
86
CHAPTER 4. EXPERIMENTAL PROCEDURES AND ANALYSIS
380 400 420 440 460 480
380
400
420
440
460
480
x position (mm)
y 
po
sit
io
n 
(m
m)
380 400 420 440 460 480
380
400
420
440
460
480
x position (mm)
y 
po
sit
io
n 
(m
m)
Figure 4.28: Scatter plot of source locations (red) and experimental image locations (black) with
and without weighted radial distortion correction applied (right and left respectively), 5 cm from
the scatterer crystal.
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Figure 4.29: Scatter plot of source locations (red) and simulation image locations (black) with and
without radial distortion correction applied (right and left respectively).
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4.2 Radiometric and Stereoscopic Fusion
Having ensured that it will be possible to faithfully represent gamma-ray source locations
using Compton camera images, the experimental focus was to create fused radiometric and
stereoscopic images. As radiometric images have already been shown to be producible,
initial work concentrated on the setup of the stereoscopic system. While the camera and its
associated algorithms are proprietary it was important to ensure the camera performed as
expected and the algorithms could be easily implemented to generate the desired images.
Once this was assured, experimental measurements at increased distances could be collected
and the first fused images created that would be indicative of the ultimate functionality of
the fused system.
4.2.1 Initial Stereoscopic Camera Tests
The Bumblebee XB3 arrived with a PCI card and 4.5 metre cable for connection to a
controlling PC. Once installed and connected the stereoscopic camera powered up without
problems (as shown in Figure 4.30) and was ready for image grabbing tests. While Point
Grey provide more comprehensive support for Windows based developments, their cameras
can still be used in a Linux environment and as the radiometric Digital Acquisition software
is Linux based it followed that the stereoscopic applications should also be developed on
this platform.
The camera is controlled by harnessing the C++ libdc1394 libraries that allow for basic
control of IEEE 1394 based cameras (such as the Bumblebee XB3). This allows raw images
to be captured and passed to the Triclops stereo libraries, algorithms provided by Point
Grey that perform the camera calibration, image rectification and stereo matching. Camera
calibration allows the path of rays used in depth extraction to be correctly projected and
results in rectified images free of distortion, as shown in Figure 4.31. As can be seen images
at each stage of stereo processing are accessible.
Once rectified the Sum of Absolute Differences stereo matching algorithm (as explained
in Chapter 3.3.1) is applied along with further proprietary validation methods to ensure the
generated depth maps are as accurate as possible. Figure 4.32 shows a rectified image and
the resulting generated depth map that conveys many of the features of stereo matching.
The images show a man holding a paper ball in a laboratory environment. The depth
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Figure 4.30: The Bumblebee XB3 stereoscopic camera.
Figure 4.31: An image before and after rectification, left and right respectively. The radial distortion
apparent in the first image is corrected in the second and the straight lines now appear so.
image has a black and white colour scheme where lighter objects are closer to the camera
and darker objects are further away. The most well defined objects are those of complex
shape such as the paper ball and the man’s torso; this is due to the fact that these objects
are unique and so their pixels are easier to match between the two cameras. These are in
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contrast to the less distinct objects in the images such as the computer monitor and the
cupboards that are only visible due to their distinct edges. They are single coloured and
without any notable patterns or textures making a given pixel indistinguishable from any
other, while their edges are unique and can thus be matched. Using the rectified and depth
images it is simple to pick out the depth of each object but the difficulty in matching plain
objects may have to be addressed if this causes a problem locating radioactive waste in
practice. From the depth image x, y and z coordinates can be extracted for each pixel.
Figure 4.32: A rectified image and its corresponding depth map, left and right respectively. Complex
objects and edges are well defined where contrast is high, bland surfaces are not.
As this section shows, the camera is in full working order and can produce the necessary
images that provide positional information of objects in a given environment. The next
step was to take radiometric data at increased standoff distances that mimic the imaging
that will eventually take place at nuclear decommissioning sites. Taking depth images with
objects at identical distances to the imaged gamma-ray sources will allow fused images to
be created that prove the concept of oﬄine radiometric and stereoscopic image fusion.
4.2.2 Compton Camera Experiments: June 2013
As aforementioned, the goal of the June 2013 Compton camera experiments was to create
the first experimental radiometric and stereoscopic fused images. To give the best con-
ceptual proof of the fused image system without site tests it was important to image the
strongest sources available in the laboratory environment. In this case this was a 20 MBq
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137Cs point source typically used to produce a collimated beam for Compton scattering
teaching experiments. The imaging standoff distances would also have to be as large as
reasonably practical given the time to collect enough data to create usable images from a
source of this strength. These were chosen to be between 0.8 - 1.5 m, distances that could
be accurately determined by the stereoscopic camera. These measurements represent the
strongest activities and largest standoff distances ever imaged by the Liverpool Imaging
group.
The detector setup of this experiment largely mirrors that of the February 2012 ex-
periments (Section 4.1.1). The same planar HPGe detectors were used with an identical
electronics setup, but in this case the Compton camera was not mounted above the scanning
table but instead housed in a custom built gantry as shown in Figure 4.33. The scanning
table allows for datasets accurately separated in x and y, but this was not required for this
experiment so the gantry could be used that makes the delicate task of aligning the detec-
tors much easier. This figure also shows the stereoscopic camera mounted on top of the
scatterer and the lead housing that holds the radioactive source to be imaged. Mounting the
stereoscopic camera on the scatterer was the most practical solution to combining the two
cameras as it kept the offset of their respective origins to a minimum, allowing the cameras
to share the greatest field of view proportion and keeping the coding required to fuse their
respective images as simple as possible. It is worth noting that the coincidence time window
had been widened from 75 ns to 250 ns following time resolution measurements made in
another Compton camera project using the same DAQ setup and absorber but a different
(Si(Li)) scatterer crystal [87]. It was seen that timing resolution between crystal interac-
tions was worse than previously thought and by increasing this time window the efficiency
of the system may be increased. Also the energy threshold of the absorber detector was
increased to 30 keV (the scatterer threshold remained 7 keV). This is acceptable as it is in
the scatterer where small energy deposits are expected and so the threshold must be as low
as possible, while the absorber will typically have large energy deposits and so a threshold
further from the noise is beneficial. This should give a reduction in random coincidences
with a negligible decrease in efficiency.
The lead housing consists of an old coaxial detector housing turned on its side, held in
place by two lead blocks and strapping. The strength of the source to be imaged required a
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Figure 4.33: Images of the Compton camera setup used in the June 2013 experiments.
strong shielding structure and the housing provided this while not encroaching on the solid
angle between the source and detector. The housing was strapped to a trolley so that the
distance between detector and source could be easily changed with no alterations to the
shielding.
A list of measurements taken alongside detailed source and rate information can be
found in Appendix A.2.
Analysis
While the goal of these experiments was to create the first experimental fused radiometric
and stereoscopic images, for the project to progress beyond this it was important to develop
codes that allowed others to create fused images; with these codes as a starting point future
researchers will be able to develop software that fuses data in real time and allows the
fused system to be operated by end users with no coding experience. With this in mind
the image fusion General User Interface (GUI) was developed in Matlab, incorporating
the back-projection algorithms with fusion algorithms that take the processed radiometric
images and correctly fuse them with chosen stereoscopic images. The Matlab environment
was chosen to develop this GUI as it has powerful image manipulation functions that make
fusion quicker and easier to process. It is also cross platform (Windows, Linux and Mac)
making it easier for end users to eventually setup and use the GUI. The prominent features
of the software are explained below, alongside the specific challenges faced whilst developing
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it.
Figure 4.34: The Matlab image fusion GUI.
The main menu of the image fusion GUI is shown in Figure 4.34. It is a small program
that has four buttons: two to enter parameters for the radiometric and stereoscopic data and
two to process the respective images. The radiometric parameters can be seen in Figure 4.35
and it is clear that many of the features of the original radiometric imaging program have
been incorporated. The program processes the interaction positions and energy deposits
in each Compton camera detector to generate cones and it is possible to set energy gates,
interaction gates, control the number of events processed and more. The image processing
is handled using a C++ code incorporated into the Matlab environment (this is known as
a MEX file); C++ is far more efficient at processing programming loops and by doing so
processing speed is drastically improved to a comparable level with the original program.
It takes less than 5 seconds to process 5000 events using this method, while processing
exclusively in Matlab takes around 50 seconds. Comparing the output the Matlab code to
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the orginal C++ code shows a nearly identical response. There are small discrepancies in fit
values but this is probably due to slightly different approaches to fitting functions between
ROOT and Matlab.
Figure 4.35: The parameters menu of the Matlab image fusion GUI.
The original code used the ROOT toolkit [84] to create its figures, a powerful set of
C++ libraries that are heavily used in particle physics data analysis. Matlab has its own
methods for displaying data that have been exploited for use in the image fusion GUI and
Figure 4.36 illustrates an example of these. It is simple to create and align multiple figures
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allowing the radiometric image to be displayed alongside 2D fits of the maximum value,
displaying a great deal more information than the image alone. The Figure displays the
image of a 137Cs point source 1 m from the scatterer crystal without PSA applied and
the source is clearly visible, though the resolution has significantly decreased compared to
images of closer sources. Even so, this image demonstrates the Compton camera’s ability to
image sources at the kind of standoff distances required for use in nuclear decommissioning.
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Figure 4.36: A radiometric image of a 137Cs point source 1 m from the scatterer crystal, with x and
y fits of 2D slices through the maximum value. Created using the image fusion GUI.
As the radiometric images can be correctly produced, the next step is to fuse these
images with stereoscopic data. The stereoscopic images are collected by the Bumblebee XB3
and these are manually loaded by the GUI user into Matlab. Matlab has extensive image
processing and camera control libraries so the project will likely gear towards developing
an interface in Matlab that can directly communicate with the stereoscopic camera. This
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will lead to the potential implementation of a stereoscopic video stream that can be used
with radiometric data collected in real time.
The only other parameters required by the user are the co-ordinates of the stereoscopic
camera in relation to the Compton camera, but it is vital that these are measured correctly.
The GUI uses these to fuse the images in the correct positions; any error in the camera
offsets will result in an error in the resulting images. The offsets are measured from the
centre of the right camera sensor in the stereoscopic camera to the centre of the Compton
camera’s scatterer crystal and for this experiment were 0.000 m in x, −0.314 m in y and
−0.030 m in z.
Figure 4.37: The stereo parameters menu of the Matlab image fusion GUI.
Once the stereoscopic images and parameters have been entered, image fusion can be-
gin. The biggest challenge is ensuring the pixels of both images are of the same dimensions;
once this is achieved the images can be simply overlapped but the size of the stereoscopic
pixels changes with respect to depth. As depth increases the camera’s field of view in-
creases but the number of pixels remains the same, so it stands to reason that a pixel in
an image will represent a greater dimension as the object in the image moves further away.
Mathematically this can be represented as
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x =
uz
f
(4.6)
and
y =
vz
f
(4.7)
where u and v are the pixel dimensions in the 2D image, x, y and z give the real 3D
coordinates and f is the focal point of the camera [91]. To calculate the dimensions of
one pixel in either dimension u and v are 1 and can be omitted from the equation. The
pixel dimensions in the radiometric image are user-controlled and correspond to the size of
the bins on the 2D matrix the projected cones are drawn on to. Larger radiometric bins
means there will be a greater number of cone intersections and more counts in an image,
but the cones will be less accurately defined and the resulting image resolution poorer. It is
currently a user defined choice to decide the pixel size that gives the best tradeoff between
image counts and resolution, but future research may lead to an automated pixel decision
based on the pixel size needed to reduce the chi-squared fit values below a given value. This
means that the ratio between stereoscopic and radiometric image pixels can be calculated
by
Pixel Ratio = C
f
z
, (4.8)
where C is the dimensions of the radiometric pixel (often referred to as the phase space
compression). Matlab has a useful image resize function (imresize) that takes an image
matrix and enlarges it by a given factor, interpolating between data points to fill any empty
spaces. Resizing the radiometric image using the pixel ratio ensures the pixels in both
images are now the same size for a given depth of interest. Using Equation 4.6 and 4.7 the
correct pixel shift in the image from the offset of the cameras can also be calculated.
The first experimental fused radiometric and stereoscopic images are shown in Figure
4.38. As well as the steps explained above, the radiometric image has been subject to a
linear background subtraction as fusing the background counts unnecessarily hides sections
of the stereoscopic image. On the computer, the cursor returns the depth value in a given
pixel and using Equation 4.6 and 4.7 true x and y coordinates are also displayed. The
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radiometric counts in a chosen pixel are also displayed, though these are interpolated so the
number in a given pixel may just be a fit between the nearest pixels as opposed to a true
measurement.
Figure 4.38: Fused radiometric and stereoscopic images of a 137Cs point source 1 m from the scatterer
crystal.
Data at distances of 80 cm and 1.5 m was also collected and their fused images are shown
in Figures 4.39 and 4.40. The 1.5 m standoff distance represents the longest distance ever
imaged using a Compton camera in the University of Liverpool’s laboratory environment.
Figure 4.39: Fused radiometric and stereoscopic images of a 137Cs point source 80 cm from the
scatterer crystal.
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Figure 4.40: Fused radiometric and stereoscopic images of a 137Cs point source 1.5 m from the
scatterer crystal.
Distance From
Scatterer (cm)
FWHM x
(mm)
FWHM y (mm) FWHM x (θ) FWHM y (θ)
80 100.57 ± 10.02 136.81 ± 12.25 7.17 ± 0.06 9.70 ± 0.04
100 163.65 ± 6.61 169.07 ± 7.93 9.29 ± 0.01 9.60 ± 0.02
150 277.61 ± 23.15 271.61 ± 23.15 10.49 ± 0.02 10.26 ± 0.02
Table 4.2: Full Width Half Maximum values of Gaussian fits applied in x and y to the radiometric
images from Figures 4.38, 4.39 and 4.40.
The resolution of the radiometric images from the figures above are shown in Table
4.2. These images were created using standard Fold(1,1,1,1) events with raw interaction
positions. It is worth noting that the stereoscopic information accurately locates the physical
radioactive source object; for example the 1 m source distance is measured by the camera as
0.984 m, where the 0.116 m difference could be due to systematic error as it was measured
by hand. Furthermore the radiometric images correctly overlap this physical object thus
proving that calibrating the position differences between the two detectors is sufficient to
ensure the images are fused correctly. Applying Pulse Shape Analysis to the images should
give an improvement in image resolution and with the large number of datasets collected
at a range of positions for this experiment, the potential improvement of using PSA could
be more thoroughly investigated.
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Pulse Shape Analysis
Pulse shape analysis was previously shown to give an improvement in radiometric image
resolution when applied, so it was important to use it in this experiment to give the highest
quality fused images. As mentioned in the previous pulse shape analysis section, the t30/t90
gates were chosen by eye and while PSA as a whole was shown to improve image resolution
this is not enough to prove these gates were correct. Before applying PSA to the fusion
data a quick investigation was carried out using the image disparity data to determine the
relative contribution to image resolution of depth and lateral PSA. Table 4.3 compares image
resolution values from 137Cs point source images reconstructed using both PSA approaches.
The source is positioned 5 cm from the scatterer crystal and it is readily apparent that while
the image charge PSA improves image resolution, depth PSA degrades it. As there were
previous concerns about the choice of t30/t90 gates when deducing interaction positions, it
was hoped more detailed consideration of these gates could correct the problems of depth
PSA and lead to improved image resolution.
FWHM x (mm) FWHM y (mm)
All PSA 13.10 ± 1.05 12.37 ± 0.75
Depth PSA Only 17.55 ± 1.09 15.85 ± 0.92
Image Charge PSA Only 12.95 ± 0.66 12.20 ± 0.79
Table 4.3: Comparison of PSA approaches applied to 137Cs point source data positioned 5 cm from
the scatterer crystal in depth.
For the 20 mm scatterer there was greater scope for investigation as a dataset containing
pulses of known interaction positions has been created [86]. Figure 4.41 shows traces at 1
mm positions through depth beside their respective t30/t90 values.
The obvious mistake made in previous gates was the decision to use the t30 values
as the primary basis for deciding interaction position; as the figure shows the first four
positions have very similar t30 values and this was previously assumed to encompass a
single interaction position. The gates must follow the tick shape and to this end it is not
viable to use simple rectangle gates, more complex shapes are required to split the t30/t90
values into correct interaction positions. The left plot of Figure 4.42 shows the experimental
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Figure 4.41: Traces from known interaction positions through depth in the 20 mm absorber detector
(left), t30/t90 values of the respective interaction positions (right).
t30/t90 values measured in this work with the known interaction position values from [86]
overlaid as black circles. There are slight discrepancies between the two datasets, this
may be due to the fact that the known position values were recorded from the centre of
the electrode in x while all x positions are recorded in the experimental values leading to
discrepancies. It may also be due to changes in detector response over time and the change
in digitizers used between experiments. Because of this the gates could not be based on
the exact t30/t90 values from the known positions but instead be made to follow a similar
trend. The polygon gates are marked in white and as can be seen are well suited to dividing
the complex tick shape.
The right plot of Figure 4.42 shows the t30/t90 values of the AC side of the 5 mm
detector. The 5 mm scatterer is much thinner than the absorber and this has a marked
effect on the measured t30/t90 values as seen in previous experimental data. As this detector
was acquired far more recently than the 20 mm there has not been an opportunity to build
a pulse database of known interaction positions so it is more difficult to place accurate
t30/t90 gates. The challenge is further increased by the fact that the reduced t30/t90
values have made the expected tick shape response difficult to distinguish. The gates used
have attempted to follow an assumed trend but with the small risetime values and 2.5
ns the gates are hard to trust. It was expected that the shape of these gates would be
an improvement on the previous approach and an improvement in image resolution would
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Figure 4.42: A plot of t30 against t90 values for the 20 mm absorber detector, with previously
recorded known t30/t90 values overlaid as black circles (left) and interaction position gates in white.
The same features are shown for the 5 mm scatterer detector but without previous t30/t90 values
as there are no previous measurements (right).
justify the change.
Table 4.4 shows the comparison between 137Cs datasets at distances between 5 - 150
cm for a number of PSA configurations. For a given distance the counts are kept constant
throughout all images to ensure a direct comparison of PSA effects and the numbers are
detailed in Table 4.5. Note that it is the number of ‘Energy Gated Cones’ that is kept
constant throughout each backprojected image to ensure a direct comparison of each PSA
approach. While PSA has previously been shown to work for close imaging distances it was
of particular interest to see if these improvements continued as standoff distances increased.
The new polygon shaped gates were also compared to previous approaches to see their effect
on resulting images. The configuration ‘Both Polygon Gates’ refers to new gates used on the
scatterer and the absorber, ‘Absorber Polygon Gate’ refers to a new gate on the absorber
and the original on the scatterer, ‘Old Gates’ refers to using old gates on both detectors
and ‘No PSA’ means no PSA has been applied to the resulting images.
The important result is that all forms of PSA largely produce images with better res-
olution than those without PSA applied, consistently so if only the PSA approaches using
new polygon gates are considered. This is evident in the smaller FWHM values, reduced
errors on those values and higher counts in the largest bin. There is strong evidence that
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Distance
(cm)
Both Polygon
Gates
Absorber
Polygon Gate
Old Gates No PSA
5 FWHM x 11.30 ± 0.34 12.15 ± 0.30 14.07 ± 0.37 13.42 ± 0.32
FWHM y 11.51 ± 0.29 11.75 ± 0.32 15.97 ± 0.59 13.84 ± 0.48
Max
Counts
666 577 526 645
15 FWHM x 18.22 ± 1.47 22.95 ± 2.26 20.22 ± 1.61 27.23 ± 2.19
FWHM y 22.24 ± 1.84 23.24 ± 2.46 20.25 ± 2.20 28.97 ± 2.44
Max
Counts
128 95 91 103
25 FWHM x 25.07 ± 2.60 23.55 ± 2.75 33.98 ± 4.03 37.96 ± 4.00
FWHM y 22.45 ± 2.42 19.13 ± 2.41 31.20 ± 4.35 47.74 ± 6.92
Max
Counts
117 97 88 115
80 FWHM x 67.19 ± 8.79 92.31 ± 12.23 94.89 ± 12.62 93.77 ± 14.30
FWHM y 96.34 ± 11.98 85.65 ± 13.31 104.25 ± 18.59 162.50 ± 25.62
Max
Counts
117 97 88 115
100 FWHM x 98.66 ± 6.19 122.40 ± 8.89 143.71 ± 11.20 158.44 ± 11.16
FWHM y 119.61 ± 6.86 120.66 ± 8.16 178.20 ± 16.53 156.29 ± 12.26
Max
Counts
299 242 231 266
150 FWHM x 170.02 ± 12.49 193.39 ± 16.04 258.75 ± 22.90 258.93 ± 20.36
FWHM y 198.65 ± 12.50 190.98 ± 14.45 251.30 ± 23.92 260.70 ± 22.56
Max
Counts
184 151 135 168
Table 4.4: Full Width Half Maximum values of Lorentzian fits applied in x and y to the PSA
comparison images from Figure 4.19. FWHM values are given in mm.
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Distance (cm) 5 15 25 100 150
Total Events 299904 238483 144319 1140248 859540
Fold (1,1,1,1) Events 115430 94678 58842 457548 347541
PSA Events 45061 33619 20340 159000 119146
Energy Gated Cones 4665 1367 805 6921 5067
Table 4.5: Counts used in comparison images at each distance detailed in Table 4.4.
Distance (cm) PSA improvement in x (%) PSA improvement in y (%)
5 19.2 19.6
15 31.0 25.8
25 40.4 49.5
80 25.9 30.1
100 40.0 29.2
150 23.5 23.0
Average 30.0 29.5
Table 4.6: Counts used in comparison images at each distance detailed in Table 4.4.
the polygon gates on both detectors lead to improved images; there is a general trend of
improved resolution as polygon gates are applied (though there are discrepancies) and the
highest count bin is always largest when both polygon gates are applied. The improvements
in image resolution are highlighted as percentages in Table 4.6 and the angular resolution
with and without full polygon gated PSA shown in Table 4.7
As a percentage the improvements vary between 19.2% and 49.5%, with the FWHM in x
and y at 25 showing the largest improvements of 40.4% and 49.5% respectively. On average,
PSA improves image resolution by 30.0% in x and 29.5% in y. Even the lower limits of image
resolution improvement are justification for the implementation of pulse shape analysis and
this is supported by the clear visual improvement in resulting fused images. This is also
well illustrated in Table 4.7 that shows a PSA image resolution comparison in degrees.
The improvements outlined in the table are easier to comprehend when plotted as shown
in Figure 4.43. While the individual points are quite disparate, particularly in the long
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Distance
(cm)
No PSA PSA
5 FWHM x 15.02 ± 0.11 12.74 ± 0.15
FWHM y 15.47 ± 0.14 12.96 ± 0.12
15 FWHM x 10.29 ± 0.17 6.93 ± 0.25
FWHM y 10.93 ± 0.17 8.43 ± 0.21
25 FWHM x 8.63 ± 0.16 5.73 ± 0.24
FWHM y 10.81 ± 0.17 5.13 ± 0.28
80 FWHM x 6.69 ± 0.09 4.80 ± 0.11
FWHM y 11.48 ± 0.06 6.87 ± 0.07
100 FWHM x 9.00 ± 0.03 5.64 ± 0.04
FWHM y 8.88 ± 0.03 6.82 ± 0.03
150 FWHM x 9.79 ± 0.02 6.47 ± 0.03
FWHM y 9.86 ± 0.02 7.54 ± 0.02
Table 4.7: Full Width Half Maximum values of Lorentzian fits applied in x and y to the PSA
comparison images from Figure 4.19. FWHM values are given in degrees.
distance images, the overall trends show a clear PSA improvement. The benefits of the new
gates are evident in a marked resolution improvement when they are used and as this system
is developed these new gates must be employed to produce the highest quality radiometric
images.
The resulting fused images of the radiometric data outlined in Table 4.4 are shown in
Figures 4.44 and 4.45. There are clear visual improvements gained by applying PSA as the
radiometric images become smaller and more defined as a result.
A final note on PSA concerns a comparison of the relative improvements in image
resolution offered by the individual detectors that comprise the Compton camera system.
It is important to know which detector has the greatest influence on image resolution as
this can influence choices on the material, shape and granularity of detectors used in future
systems. For the same 137Cs point sources between 5 - 150 cm source-to-scatterer distances,
PSA applied solely to the scatterer or absorber crystals and Table 4.8 shows the FWHM fit
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Figure 4.43: Percentage improvements in image resolution as a result of using PSA.
Figure 4.44: Comparison of fused radiometric/rectified stereoscopic images of a 137Cs point source
imaged at a standoff distance of 1 m.
values of the reconstructed images.
Over the range of distances there is a clear trend that applying PSA to the absorber gives
a greater improvement to image resolution than applying PSA to the scatterer. This may be
an inherent feature of this Compton camera setup but it will be affected by the fact that the
absorber is four times as large in depth, meaning the improvement to interaction position
resolution afforded by PSA is far greater. It has also been shown previously that there were
difficulties in choosing the t30/t90 gates that control the chosen interaction positions in
the scatterer detector. In the current Compton camera setup however, it can be said that
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Figure 4.45: Comparison of fused radiometric/rectified stereoscopic images of a 137Cs point source
imaged at a standoff distance of 1.5 m.
optimising the absorber interaction position is more important to image resolution than the
scatterer.
PSA improves image resolution at the expense of detection efficiency by gating on events
where interactions can be accurately located. An alternative approach was investigated
where efficiency could be improved by imaging events with two interactions in the absorber
crystal.
Imaging Fold Two Events
For an event to be accepted for use in basic Compton imaging, it must Compton scatter once
in the scatterer and be fully absorbed in one interaction in the absorber. This corresponds
to one true charge pulse collected at one electrode on each side of both detectors. This is
known as a Fold 1 event or can be referred to as Fold(1,1,1,1). In reality any number of
interactions can occur in each detector leading to a large number of events that are rejected
due to the difficulty in correctly back projecting the cone as it is unclear which interaction
occurred first. A typical range of event fold in the absorber detector is shown in Figure
4.46, a reproduction of Figure 4.8.
It is proposed that Fold 2 events in the absorber can also be imaged provided assumptions
are made about the order in which the two interactions occurred, thus potentially increasing
the efficiency of the system. The method is highlighted schematically in Figure 4.47, which
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Distance (cm) Scatterer PSA Only Absorber PSA Only
5 FWHM x 12.89 ± 0.31 12.35 ± 0.39
FWHM y 11.60 ± 0.31 13.17 ± 0.36
Max Counts 683 630
15 FWHM x 26.48 ± 2.89 22.72 ± 2.12
FWHM y 25.39 ± 2.97 20.52 ± 1.80
Max Counts 156 176
25 FWHM x 43.69 ± 6.15 29.00 ± 3.61
FWHM y 44.53 ± 6.95 27.97 ± 3.79
Max Counts 90 123
80 FWHM x 135.27 ± 21.67 83.55 ± 8.71
FWHM y 205.92 ± 38.26 103.33 ± 17.94
Max Counts 55 76
100 FWHM x 152.69 ± 11.98 111.57 ± 6.74
FWHM y 174.16 ± 12.67 139.61 ± 8.36
Max Counts 222 304
150 FWHM x 245.95 ± 17.95 170.63 ± 11.02
FWHM y 222.01 ± 22.21 194.98 ± 13.41
Max Counts 139 186
Table 4.8: Full Width Half Maximum values of Lorentzian fits applied in x and y. FWHM values
are given in mm.
considers a Compton camera consisting of two detectors with three electrodes each. The left
diagram shows a typical Fold(1,1) event with one interaction in one strip of each detector,
while the centre shows a Fold(1,2) event with one interaction in the scatterer and two in the
absorber. The energies deposited from the first, second and third interactions are denoted
E1, E2 and E3 respectively. The right diagram shows that in an ideal case more energy
was deposited in the second interaction than in the third of the Fold(1,2), so the third
interaction is ignored and the second interaction is taken as the single energy deposition in
the absorber. The energy of this deposition is recovered by summing E2 and E3 and this
event can now be imaged.
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Figure 4.46: Absorber event fold for 137Cs point source data placed 5 cm from the scatterer crystal
face. Reproduced from Figure 4.8.
Even small mistakes in interaction position in the scatterer can have a large effect on the
back projected cones so Fold 2 events in the scatterer cannot currently be imaged using this
method. It was decided to focus on recovering Fold 2 events on either side of the absorber,
or Fold(1,1,1,2), Fold(1,1,2,1) and Fold(1,1,2,2) events. Using the method outline above,
three sets of images were created from a 137Cs dataset 5 cm from the scatterer. These were
comprised of Fold 1 events only, Fold 2 imaging events only and a combination of Fold 1 and
Fold 2 imaging events. Preliminary analysis was undertaken to investigate whether only
Fold 2 events involving adjacent strips should be used or if interactions involving any two
strips can be imaged. A possible image improvement by using adjacent Fold 2 events only
was hypothesised following work into the AGATA γ ray tracking algorithm [92]. Two figures
have been reproduced from this Thesis in Figure 4.48 that are a result of a GEANT4 [93]
simulation into energy distribution and interaction separation in Fold 2 HPGe events. It
states that correctly reconstructing the γ event depends on identifying the first interaction
in the crystal and as the figure shows, the chance of the first interaction having the largest
energy deposition varies as a function of energy. By only accepting adjacent strip events, it
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Figure 4.47: A schematic diagram of a Fold 1,1 and Fold 1,2 event in the absorber, with an example
of how Fold 1,2 events can be imaged by summing the energies of Fold 2 events and taking the
interaction with the most energy as the Fold 1 position.
was hoped the average interaction distance could be reduced and that the negative effect of
misidentifying first interactions would be limited. This was tested using 137Cs data which
has a strong peak at 662 keV, giving a most probable energy deposition in the absorber of
around 473 keV (from the Klein-Nishina formula). Fold 2 interactions of this energy have
a strong chance that the first interaction does not deposit the most energy as there is a
strong likelihood of multiple scatters in subsequent voxels with decreasing distance between
interactions. This means that there is an increasing chance later interactions will occur in
the same voxel and be counted as a single interaction with summed energy.
Figure 4.49 shows the percentage of raw coincident events that can be imaged by differ-
ent means for an entire 137Cs point source dataset 5 cm from the scatterer crystal. 43.3% of
coincident events are Fold(1,1,1,1) and can be imaged using basic techniques. Considering
Fold 2 events in the absorber, 33.1 % of events can be recovered if all strips are considered
whereas only 5.8% can be recovered if only adjacent Fold 2 events are used. This leads to
total respective imaging percentages (when combined with Fold(1,1,1,1) events) of 76.4%
and 67.4%, a justifiable decrease in counts if the resulting images are significantly improved.
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Figure 4.48: Percentage of Fold 2 events where the first interaction has the largest energy deposit
as a function of energy(left). Average distance between interactions in Fold 2 events as a function
of energy (right). Reproduced from Dr Martina Descovich’s Thesis [92].
To obtain the optimal image quality all Fold 2 events will be used in subsequent investi-
gations in this thesis but gating on adjacent events only it may be possible to reduce the
number of strips that have to be processed and thus improve data throughput.
To ensure it was sensible to take the highest energy interaction as the first, Fold 2
images were reconstructed using this approach. By comparing them to Fold 1 images and
Fold 2 images where the lowest energy interactions were taken as first the method could be
validated. These are shown in Figure 4.50.
It is clear that taking the higher energy interaction as first in a Fold 2 image gives a well
reconstructed image with the source clearly visible. Comparing with the Fold 1 image, the
constructed source positions are in good agreement with a difference of 0.2 mm in x and
1.0 mm in y. In these figures the Fold 2 image has slightly better resolution of 19.7(12) mm
and 20.7(7) mm in x and y compared to 20.2(11) mm and 22.2(11) for the Fold 1 image,
though as will be shown this does not hold for increased distances. The Fold 2 image where
the lowest energy interaction is taken as first is shown not to work correctly, as a large blob
is reconstructed that has no bearing on the true source position.
Having shown Fold 2 imaging is viable, Figure 4.51 is a more detailed comparison of the
resolution of reconstructed images. It shows three reconstructed images of a 137Cs point
source 1 m from the scatterer crystal; top-left is a Fold 1 image, top-right is a Fold 2 image
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Figure 4.49: Events accepted for Fold 1, Fold 1 + all Fold 2 and Fold 1 + adjacent Fold 2 event
configurations as a percentage of total coincident events for a full 137Cs dataset 5 cm in depth from
the scatterer crystal.
and bottom is a combined Fold 1 + Fold 2 image.
Table 4.9 shows the FWHM values of the images in Figure 4.51. All are clear images,
though in this case the Fold 2 FWHM values are around 14 % larger in x and 3 % larger
in y. When reconstructing an image using Fold 1 and 2 events you get a 76% increase in
events, with a 10 % increase in x FWHM and a 6 % increase in y. The degradation in
image resolution is relatively small compared to the huge increase in sensitivity afforded
by imaging Fold 2 events and this method could prove very useful in applications involving
low activity sources. However when image resolution is the primary goal and a drop in
sensitivity can be managed, using PSA is a more practical imaging approach.
Efficiency
As the efficiencies were so low in the previous February 2013 experiments, steps were taken
to try and improve this. The coincidence time window was previously set at 75 ns on the
basis of a timing spectrum measurement between scatterer and absorber interactions col-
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Figure 4.50: Images from a 137Cs dataset 5 cm from the scatterer crystal in depth and ∼5 cm in x
and y. A standard Fold 1 image (top-left), a Fold 2 image where the highest energy interaction is
taken as the first (top-right) and a Fold 2 image where the lowest energy interaction is taken as first
(bottom) are shown for comparison.
Fold 1 Fold 2 Fold 1 + Fold 2
FWHM x (mm) 163.65 ± 6.61 186.31 ± 6.39 180.01 ± 4.84
FWHM y (mm) 169.07 ± 7.93 173.82 ± 6.42 179.09 ± 5.39
Table 4.9: Full Width Half Maximum values of Gaussian fits applied in x and y to the Fold 2
comparison images from Figure 4.51.
lected by the CAEN V1724 cards, but it was discovered that these results were incorrect.
A following experiment using a Si(Li)/HPGe Compton camera with the same electronic
setup [87] increased the coincidence time window to 250 ns and saw an improvement in
efficiency, so this was adopted for the June 2013 experiments. Figure 4.52 shows the com-
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Figure 4.51: Images from a 137Cs dataset 1 m from the scatterer crystal in depth. A Fold 1 image
(top-left), a Fold 2 image (top-right) and a combined Fold 1 + Fold 2 image (bottom) are shown for
comparison.
parison between the efficiencies of the February 2012 and June 2013 experiments against
the efficiency expected by simulation. As can be seen there is a significant efficiency im-
provement in this latest experiment compared to the previous one but the system is not as
efficient as predicted by GAMOS. The significant differences between the GAMOS valida-
tion experiment and those carried out in this project are the use of a new scatter detector (5
mm HPGe has been used in place of 20 mm HPGe) and the switch from analogue to digital
electronics. As the scatterer has been seen to work as expected throughout this project
it seems possible that electronic settings that aren’t fully understood are to blame for the
drop in statistics.
Figure 4.53 compares the efficiencies of respective imaging algorithms, highlighting the
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Figure 4.52: Fold 1 absolute efficiency measurements as a function of energy for the February 2012
experiments, June 2013 experiments and GAMOS simulations (5 cm from the scatterer crystal).
Reproduced from Figure 4.20.
tradeoff between image quality and efficiency. As shown in the previous figure, the effi-
ciencies were much higher in this experiment than the previous one and this is reflected
in the efficiency of all imaging approaches. The efficiency at lower energies is significantly
reduced for PSA imaging compared to the other approaches, though the difference between
them decreases as the energy increases. This is due to the fact that smaller energy deposits
will lead to smaller image charges and if these are inseparable from noise the event will be
rejected by PSA gates, leading to a lower PSA efficiency. As there were no other sources
of sufficient strength available to image the effect of energy on resulting PSA image quality
could not be investigated, but this will be crucial to ensure PSA is applied correctly. It
would be safe to assume that energies above 662 keV would show similar improvement by
applying PSA but there may be an energy limit below which the problems associated with
the drop in efficiency outweigh the improvements. The improvement in efficiency by imag-
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ing Fold 2 events is evident and holds across the energy range when compared to only Fold
1 events. Eventually an implementation of event quality classification could be used where
by the quality of an image could be judged by the interactions involved in the events that
constructed it. This would allow all imaging events to be used with a threshold based on
the individual requirements of image resolution and efficiency.
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Figure 4.53: Absolute efficiencies as a function of energy for different event selection approaches
from the June 2013 experiments (5 cm from the scatterer crystal).
The proof of concept of a radiometric and stereoscopic fused system has been achieved.
The images fuse correctly, the radioactive source is easily located in each case and the
physical objects of the image are adequately defined. These images show that it is possible
to create a system that harnesses this image fusion to accurately determine the location
of gamma emitting radioactive sources. The next stage of this project is to develop this
work from a collection of laboratory detectors that provide limited functionality to a cohesive
standalone unit that delivers all the functions required for use in a nuclear decommissioning
environment. The next chapter will discuss the challenges to be faced when achieving this
117
CHAPTER 4. EXPERIMENTAL PROCEDURES AND ANALYSIS
and provide a potential framework for project development.
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Chapter 5
Conclusions and Discussion
This thesis presents the proof of concept of a radiometric and stereoscopic fused vision
system. While considerable progress has been made, the aims of this project exceed the
scope of this thesis and it is important the work completed to date is used as a basis for the
future development of this project. To this end, the salient points of the research undertaken
for this thesis are summarised below.
5.1 Conclusions
Two major experiments and their subsequent analysis were presented in this thesis. This
work has furthered the understanding of pulse shape analysis, Fold 2 imaging, radial image
disparity and radiometric and stereoscopic image fusion. The specific progress has been
quantified and itemised below.
5.1.1 Compton Camera Experiments: February 2012
Initial research concentrated on the image optimisation of a planar HPGe Compton camera.
This was investigated from two approaches, the first using Pulse Shape Analysis to improve
interaction position resolution and ultimately image resolution. The second was an in depth
study into the disparity between source and image position followed by work to correct the
discovered disparity. From this work the following conclusions were drawn:
• The 5 mm + 20 mm HPGe Compton camera works correctly and can be used to
obtain images of gamma-ray emitting radioactive sources.
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• Pulse shape analysis can be used to improve position resolution and ultimately ra-
diometric image resolution. PSA can only be applied to single site interactions and
finding the derivative of the collected charge pulse can give a good indication of the
number of interactions in a given voxel. The current implementation of PSA improves
image resolution by 30.0% in x and 29.5% in y on average.
• Optimising the absorber interaction position is currently more important than opti-
mising the scatterer interaction in this Compton camera setup.
• There is a marked loss in efficiency when compared to simulations that is not currently
understood. There is a slight variation with energy, with only 11.6% of expected
counts recorded at 112 keV and 19.1% of expected counts at 662 keV (above which
the percentage remains close to constant). As the potential efficiency improvement
is a key feature driving the development of the Compton camera it is critical work is
carried out to ensure this efficiency loss is understood and corrected.
• There is a discrepancy between source and image location as a function of the distance
between the source and the centre of the scatterer detector. It is a radial ‘pincush-
ion’ effect that can be corrected for using techniques typically employed in optical
camera calibration. Iterative algorithms gave the best current estimate of distortion
parameters as
k = −8.73× 10−5, k2 = 1.09× 10−8, θ = 1.62mm. (5.1)
This corresponds to an improvement in image position accuracy by over a factor of 26.
The experiment was not accurate enough to be confident that these parameters are
correct. Further experiments that collect a higher number of counts from accurately
positioned sources are needed to fully characterise detector image disparity response,
as are investigations into the effect of source energy on image disparity.
5.1.2 Stereoscopic Fusion Experiments: June 2013
Once the Compton camera images have been optimised and image disparity had been in-
vestigated the focus of this project was to provide the proof of concept of a fused radiomet-
ric and stereoscopic imaging system. First a proprietary stereoscopic camera was chosen
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based on the requirements of the project and this camera was tested to ensure it fulfilled
these requirements. Following this experimental data was taken using the radiometric and
stereoscopic cameras simultaneously using 137Cs sources of high activity, imaged from long
standoff distances. From this data the first fused radiometric and stereoscopic images were
produced, while a GUI was developed in Matlab to make image fusion a quick and simple
process for future users. From this work the following conclusions were drawn:
• The Bumblebee XB3 stereoscopic camera was chosen for use in this project. It pro-
vides libraries for camera control and image capture in a Linux environment. The
stereoscopic images produced were sufficient though the camera does have trouble
imaging bland or repetitive surfaces. Overall the Bumblebee XB3 is the right choice
for this project but further work into optimizing the stereoscopic camera settings may
yield more accurate images.
• Simultaneous acquisition of stereoscopic and radiometric data has been achieved. The
137Cs source was successfully imaged from a maximum distance of 1.5 m that repre-
sents the longest standoff distance ever imaged using Compton cameras at the Uni-
versity of Liverpool.
• Fusion of radiometric and stereoscopic images has been achieved. The fused images
were successfully produced in Matlab as part of a GUI that also incorporates Dr Dan
Judson’s filtered back projection algorithm, allowing radiometric images to be pro-
cessed in a Windows environment. The radiometric image was correctly positioned on
the stereoscopic image making the gamma-ray emitting source clearly visible. These
images demonstrate the proof of concept of this system.
• Pulse shape analysis produces visibly improved fused images. By refining the shape
of pulse risetime gates to more closely follow the expected values interaction position
and image resolution can be further improved upon. Using PSA causes a significant
reduction in efficiency but the improvements in image resolution outweigh this in some
cases. At low energies the efficiency reduction is accentuated and this may prove to
be a problem when imaging low energy sources.
• Imaging Fold 2 events in the absorber detector is a possible technique for improving
image efficiency. This is most effective for higher energy radioactive sources laterally
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positioned in the centre of the Compton camera field of view. Further investiga-
tion and novel reconstruction techniques are needed to make Fold 2 imaging a viable
prospect.
5.2 Future Work
The work presented in this thesis shows the initial research undertaken towards developing a
fused radiometric and stereoscopic system for use in a nuclear decommissioning environment.
While good progress was made there are still many challenges to overcome before the finished
system is ready to use and now the initial research has been completed these challenges can
be more clearly defined. The future work can be broadly split into two categories: problems
discovered in the completed research that require further investigation and novel research
that will build upon the completed work to progress the project beyond proof of concept.
5.2.1 Further Investigation of Current Research
While the research for this thesis was largely successful there were problems that must
be addressed but cannot be within the timescale of this initial work. These problems are
outlined below and ideas on how to overcome them are discussed.
• The current efficiency problems must be investigated as a priority. The CAEN V1724
digitizer cards have been tested to ensure there are no dead time issues, while the
computing power used has been shown to be sufficient for processing the raw data.
As the Compton camera setup has been validated against simulations using analogue
electronics [88] it still seems likely that the drop in statistics has been caused by
switching to digital electronics. Tests have been made using pulsers to send a fixed
rate of pulses to the CAEN digitizer cards and using a CAEN scaler card to read the
number of pulses processed by the digitizer. These tests have shown the input rates
are the same as recorded by the cards and this holds true for rates far exceeding those
in this experiment. This means the cards appear to be working as expected and the
cause of the efficiency problems remains unknown.
• Once the efficiency problems are fixed it is important that a high statistics radiometric
image disparity experiment is undertaken. As the work in this thesis has shown the
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pincushion effect is symmetric it will be unnecessary to use an entire grid of measure-
ments; a quarter of the grid will show the same disparity response as the other three.
By reducing the grid size it should be possible to either add more measurements to
the grid quarter or collect a greater amount of statistics for the remaining measure-
ments. The position of the radioactive source used must be known to a high degree
of accuracy as the uncertainty of the source position used in the previous experiment
led to obvious systematic errors. Once distortion parameters are calculated from an
accurate set of source positions they should hold for all future data collected using
the same system in the same configuration and this will also have to be verified. Once
complete, these distortion parameters should be able to correct for any radial distor-
tion and future images will incorporate these to automatically recreate the correct
source location. Alternatively refining simulations to validate their radial disparity
response against the experimental work would allow a number of different energies,
positions and detector configurations to be simulated, optimising the distortion pa-
rameters quickly and cheaply.
• The effects of applying PSA as a function of energy must be investigated to ensure
the fused images are optimised over a wide range of energies. The experimental
data found there was a marked reduction in efficiency when applying PSA to lower
energy pulses and there may be a limit at which this outweighs the improvements in
image resolution achieved by applying PSA. Measuring pulses from known interaction
locations in the 5 mm scatterer crystal could yield risetime information that could be
used to improve the gates used in PSA while reductions in system noise would help to
separate small image charges from noise. If these small image charges can be identified
their associated interactions can be used in PSA resulting in efficiency improvements.
• A more detailed investigation into imaging Fold 2 events (and above) would allow
higher fold imaging to be implemented when efficiency is a priority over image reso-
lution.
• Many concepts have been introduced in this thesis and have been shown to work under
certain conditions, but their limits have yet to be tested. What is the limit of imaging
distance and detectable activity of this system? How does it cope with diffuse source
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shapes? It is these questions that will potentially prove this system to be the clear
device of choice for nuclear decommissioning.
5.2.2 Research Beyond the Scope of this Thesis
The work completed for this project so far has been undertaken exclusively in a laboratory
environment using experimental detectors. The resulting fused images, while accurate, can
only be developed individually and require a number of different steps to generate. The
next stage of this project will likely have two main areas of focus: onsite testing of the
current system and development of real-time fusion algorithms.
• Now that fused images have been collected in the laboratory, the same tests must be
proven to work in a nuclear decommissioning environment. There will be challenges
for both imaging modalities; stereoscopic imaging may struggle if the environments
are bland or repetitive, while the radiometric imaging will have to be able to cope
with stronger sources, increased standoff distances and increased levels of background
radiation. Whilst these problems may make imaging difficult, this environment will
be hugely beneficial in understanding how the system copes in practical situations
as opposed to carefully controlled laboratory experiments. The data gathered from
onsite tests should help inform choices on the parameters of the final fused imaging
system and potentially drive research into novel techniques to overcome the challenges
of the nuclear decommissioning environment. These tests will likely be of use in other
Compton projects, particularly homeland security applications.
• The GUI presented in this thesis proved the concept of fused imaging but has little
practical use for real time identification and quantification of radioactive sources. The
algorithms developed can be used as a basis for the software however, as the image
generation and fusion codes work correctly and efficiently. The most important step
will be to use a well supported data acquisition environment that can process code
from a number of different sources, notably C++ and Matlab in this case. To this
end the LabVIEW environment [94] should be given serious consideration for use
as the DAQ software for this project. It is a widely used piece of system design
software with a large user base in industry and well supported integration of C++
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and Matlab codes. Furthermore there are official drivers for communication between
LabVIEW and the CAEN V1724 digitizer cards used in this project, making it easier
to output the raw data from the electronics into LabVIEW. With this setup imaging
events could be passed to the back projection imaging algorithm as soon as they
are processed and using the C++ camera control libraries images could be acquired
from the stereoscopic camera automatically or as the user desires. The Matlab GUI
could be built into this LabVIEW environment allowing real time fused images to
be produced and the system at this stage would be much more representative of a
commercial system than the current set up.
• It would be beneficial to develop the simulation of the experimental data using more
comprehensive tools that account for the digital processing of the collected charge.
This would allow PSA to be applied to simulated data, providing a comparison for the
optimised Compton camera in its current state. In addition, the rise time and multiple
interaction gates could be understood in greater depth, optimising the acceptance of
events that PSA can be applied to.
• Something that has not been touched upon in this thesis but may prove to be critical is
the development/use of alternative radiometric imaging algorithms. The filtered back
projection algorithm employed in this work is used as it is relatively quick to process
events, leading to efficient image generation. It has drawbacks however, not least the
difficulty in ascertaining image depth correctly. There are other algorithms that, while
generally more computationally expensive, can lead to accurate image resolution in x,
y and z. An approach worth considering is the stochastic algorithm [95], an iterative
method. Iterative reconstruction considers the problem of image generation from a
different perspective compared to analytical methods; while filtered-back projection
draws a cone for each event that covers every possible source location, an iterative code
will choose a point on the surface of the cone thereby making a guess at the source
location. Every event is processed in this fashion and an image is reconstructed from
these guesses where a large amount of them will be incorrect, giving a poor image.
From this point the initial guesses influence the next set of points. For each point if
the image is deemed to improve this new guess will be kept as the true event, if not
the old guess will be kept. By continually guessing the path of each gamma ray the
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image should converge to an optimum quality which should have a significant noise
reduction compared to filtered back projection images.
There are similarities between this method and the iterative method used to correct for
image disparity in Chapter 4.1.2. However radial distortion had only two unknowns
(the distortion parameters), whereas the scattering angle of each event is an unknown
in Compton camera iterative algorithms (in one spherical dimension θ, it is known in
the other dimension φ). This means that the processing time required to converge
on an optimal image is huge; as shown in [95] 500 iterations of 420000 counts took
2442 s whereas image processing of 52469 counts in the Matlab GUI takes 1.4 s.
This equates to a factor of 427 increase in processing time by switching to iterative
reconstruction (though this only a rough estimate as the processing was carried out
on two different computers). However the potential image improvements mean that
it is worth developing an iterative algorithm and as computing power improves the
increased processing time may be significantly reduced in the future.
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Experimental Measurement Log
This appendix will act as a reference for detailed data about each dataset collected in
experimental measurements for this project.
A.1 Compton Camera Experiment: February 2012
This experiment used the 5 mm + 20 mm HPGe Compton camera system outlined in
Chapter 3 and the procedure was explained in Chapter 4:
• The DC side of scatterer and the AC side of the absorber was facing the source.
• The energy thresholds of both detectors were set to be around 7 keV.
• The time coincidence window between both detectors was set to be 75 ns.
• A square scan grid of 6 x 6 positions separated by 20 mm in x or y was measured for
each dataset.
• Each position measurement was collected for 5 hours.
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A.1.1 Radioactive Sources Used
Source NPRL
Number
Half-life
(d)
Initial
Activity
(MBq)
Time Between Initial
Activity and Measurement
(d)
Activity at Time of
Measurement (MBq)
137Cs 194 10982.84 0.424 12008 0.1987
137Cs 304 10982.84 0.037 10052 0.0196
137Cs 471 10982.84 0.331 5596 0.2325
152Eu 287 4944.29 0.437 10275 0.1035
152Eu 461 4944.29 0.370 5618 0.1683
60Co 504 1925.34 0.459 4602 0.0876
22Na 485 950.32 0.363 5281 0.0077
Table A.1: Radioactive source information for those used in the February 2012 Compton camera
experiment.
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A.1.2 Measurements Taken
Run Number Source
(NPRL)
Distance From
Scatterer
Crystal (mm)
Rates
(s−1)
Notes
52/53 137Cs (471) 50 Measurement crashed halfway
through measurements, contin-
ued with R53
58 137Cs (471) 100 15
66/67 137Cs (471) 140 Last two data points missed,
collected in R67
68/69/70 152Eu (461) 50 25 Two crashed, full measurement
collected across three datasets
72/73 152Eu (461) 100 10 Measurement crashed halfway
through measurements, contin-
ued with R73
74 60Co (504) 50 10 6 position diagonal line dataset
taken across square grid due to
low statistics
75 152Eu (461) 140 8
79 137Cs (471) 100 8 Detector separation increased
to 9.5 cm
84 152Eu (461) 100 Detector separation increased
to 9.5 cm
Table A.2: Dataset information for the February 2012 Compton camera experiment.
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A.2 Image Fusion Experiment: June 2013
This experiment used the 5 mm + 20 mm HPGe Compton camera system outlined in
Chapter 3 in conjunction with the Bumblebee XB3 steroscopic camera described in the
same chapter and the procedure was explained in Chapter 4:
• A 20 MBq 137Cs point source was used to collect image fusion data.
• Three standoff distances of 75 cm, 1 m and 1.5 m were imaged using this source.
• The time coincidence window between both detectors was set to be 250 ns.
• The energy threshold of the scatterer was 7 keV while the threshold of the absorber
was 30 keV.
A.2.1 Radioactive Sources Used
Source NPRL
Number
Half-life
(d)
Initial
Activity
(MBq)
Time Between Initial
Activity and Measurement
(d)
Activity at Time of
Measurement (MBq)
137Cs 192 10982.84 0.405 12419 0.185
152Eu 194 4944.29 0.424 12414 0.074
152Eu 461 4944.29 0.370 6059 0.158
133Ba 496 3838.78 0.443 5529 0.163
137Cs 580 10982.84 18.5 652 17.754
Table A.3: Radioactive source information for those used in the June 2013 Compton camera exper-
iment.
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A.2.2 Measurements Taken
Run Number Source
(NPRL)
Distance From
Scatterer
Crystal (cm)
Rates
(s−1)
Notes
3 152Eu (194
& 471)
10.5 300 194 - 10.5 cm from 5 mm, 461
- 10.5 cm from absorber
7 152Eu (461) 9.8 2750 Calibration data (20 mm only)
10 152Eu (461) 10 2400 Calibration data (5 mm only)
12 137Cs (192) 5 215
13 152Eu (461) 5 250
14 133Ba (496) 5 200
15 137Cs (192) 15 45
16 137Cs (192) 25 20
18 152Eu (580) 80 130 Fusion data
19 152Eu (580) 100 90 Fusion data
20 152Eu (580) 150 50 Fusion data
21 152Eu (580) 5 100 Offset of - 5 cm in x and y from
centre of crystals
Table A.4: Dataset information for the June 2013 Compton camera experiment.
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