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ABSTRACT 
The semi-classical technique is one of the few analytical methods 
available for calculating non-perturbative effects in quantum field 
theory. We apply the method, in the context of the path-integral 
formalism, to a number of problems in scalar and gauge field theories. 
By a constrained functional integration we calculate the entropy 
of closed (d-l) dimensional surfaces in 	theory as a function of 
their linear scale size. We use this result to reproduce a well-
known expression for the essential singularity of the droplet model, 
whilst avoiding a mathematical inconsistency of previous treatments. 
In the case of 1-dimensional surfaces (paths) we are also able to 
calculate an exact expression for the entropy which we compare with 
the semi-classical result. 
Applications of the semi-classical technique to gauge theories 
frequently use the dilute gas approximation and require an upper limit 
on instanton scale size determined by the point at which the approxi-
mation breaks down. We calculate the probability distribution function 
for the topological charge contained in a sphere of finite radius. We 
are able to avoid the introduction of a cutoff, and to work self-
consistently within the dilute gas approximation. Our analytical 
results are consistent with recent Monte Carlo computer simulations, 
and new features are predicted which may be tested in future simula-
tion work. 
Finally, we consider the use of the semi-classical technique in 
calculating high orders of the perturbation expansion for gauge theories. 
We develop some of the formalism needed to apply dimensional regularisa-
tion to these calculations, and use this formalism to discuss the high 
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INTRODUCTION 
In quantum field theory there are few systems which may be 
treated exactly and so it is necessary to resort to approximation 
schemes in order to extract quantitative predictions. Perhaps the 
most widely used such scheme is perturbation theory in which the 
quantity we wish to calculate is expressed in terms of an expansion 
in powers of some coupling g: 
00 
F(g) 	 F  
9  
K=O  
where g = 0 corresponds to an exactly soluble (usually free) 
theory. Typically one can calculate the first few coefficients 
FK, and thereby obtain an approximation to F(g) valid for g 
small. 
However, there are many interesting phenomena which occur at 
small coupling but which cannot be understood within the frame-
work of such a perturbation expansion. As an example consider the 
tunnelling of a particle through a classically forbidden barrier 
in one-dimensional quantum mechanics. The tunnelling amplitude 




TI2 = 	exp{ -j 2m(V(x) - E) dx} [1 + O('i)] 
where x1 and x2 are the classical turning points of the potential 
V(x) for a particle of energy E (i.e. V(x1) = V(x2) = E). 	This 
expression for IT12  is exponentially small in h (a typical result 
found when studying tunnelling processes) and so the coefficients 
of its Taylor expansion in '1 will all vanish. As we shall see 
in Chapter 1, an expansion in powers of 1i is equivalent to an 
expansion in powers of g, and thus quantum tunnelling phenomena 
will not be seen in a perturbation expansion. 
In this thesis we shall be concerned with certain tunnelling 
processes in scalar and gauge field theories. Since the WKE method 
does not immediately generalise to field theory we shall employ a 
more powerful approximation scheme (appropriate for small coupling) 
known as the semi-classical technique. This is one of the few 
analytical methods available for extracting non-perturbative in-
formation from realistic quantum field theories. 
The organisation of the thesis is as follows. In Chapter 1 
we describe the path integral formulation of quantum field theory 
which we shall be using throughout the thesis. We also introduce 
the semi-classical technique, and explain the role played by in-
stantons (finite action solutions of the Euclidean field equations) 
when considering tunnelling phenomena. 
In Chapter 2 we apply the semi-classical technique to field 
theories of surfaces. In particular we shall be interested in 
calculating the number of closed surfaces as a function of their 
area. The logarithm of this number is proportional (from the 
Boltzmann formula) to the entropy of the surfaces. First we cal- 
culate the entropy of closed surfaces in 	theory, and then we 
use our results to discuss the essential singularity in the drop-
let model of first order phase transitions. We also present an 
exact calculation of the entropy of 1-dimensional surfaces 
(paths) and compare the results with those of the semi-classical 
method. 
We then turn from scalar fields to non-Abelian gauge fields. 
Chapter 3 begins with a discussion of classical gauge fields, 
quantum fluctuations and the dilute gas approximation for instan-
tons. We compute the probability distribution function for the 
topological charge contained in a sphere and compare the results 
with computer simulations of the gauge field. 
In the final chapter we see how the semi-classical technique 
may be used to study the high order behaviour of the perturbation 
expansion for a field theory. We discuss the special problems 
which arise in applying the ideas to gauge theories and discuss 
how they may be resolved. As an illustration we calculate the 
leading high order behaviour of the s-function. 
THE SEMI-CLASSICAL TECHNIQUE 
1.1 Functional Integrals in Field Theory 
Integrals over a space of functions appeared first in a mathematical 
context with the work of Wiener (1923) on the theory of Brownian motion. 
Their use in quantum theory is due mainly to Feynman (1948). Following 
an idea due to Dirac (1933), Feynman developed a formulation of quantum 
mechanics in terms of sums over the space-time trajectories of a par-
tide. A free particle sweeps out a one-dimensional path (world-line) 
in space-time. According to Feynman, the amplitude for a particle to 
propagate from A = (rA,  tA) to B = (r3, tB) (where 	r,t are 
space-time coordinates) is given by a sum over all paths connecting A 
and B of the form 
G(A, B) 	 Y 	exp ( 	Action) 
paths 
where the action is proportional to the world-length of the given path. 
We can give a (non-relativistic) description of the path by specifying 
the position r(t) of the particle as a function of time t. The pro-
pagator eq. (1.1), can then be written 
G(A, B) = fz 	h — r(t) exp 	L[r]} (1.2) 
where 	r means an integral over all functions r(t), and the 
action L[r] is a functional of the function r(t). We must of course 
give a definition of what we mean by an integral over the functions 
r(t). One way to do this is to discretize the time axis, and approximate 
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the path by specifying the particle position only at a denumerable set 
of time values. To integrate over all paths we simply integrate over 
the positions of the particle at successive times. In the limit of 
the number n of time segments going to infinity we arrive at a 
definition (provided the limit exists) of the functional integral in 
eq. (1.2). Thus we have 
G(A, B) 	= 	lim 
 oo J 
d3r(t1) ... I d3r(t 	) 	
r' 
J 	
- n-i expt L({r(t)})}(l.3) 
n+
We must also allow for a normalisation constant associated with each 
of the integrations in eq. (1.3) in order for the limit to exist. For 
a clear presentation of how eq. (1.3) may be derived from the conven-
tional formalism of quantum mechanics see Abers and Lee (1973). 
The functional integral formalism can be extended from quantum 
mechanics to quantum field theory. The dynamical variables are now 
fields 	(x,"_) which are functions of the space-time coordinates, 
and we integrate over all functions 
n e S[1,..., 
(1.4) 
for a theory with n fields, where S is the classical action. 
Since the action is real, the integrand of eq. (1.4) is an 
oscillating exponential, and so the integral is not well defined. 
One way to avoid this problem is to formulate the theory in Euclidean 
space-time (Fradkin 1959, Nakano 1959, Schwinger 1959). This involves 
the introduction of an imaginary time coordinate 
T = it 
The action, which is the time integral of a Lagrange function, then 
picks up a factor i, and eq. (1.4) becomes 
Z = 	 e 	 (1.5) 
where SE is the classical action in Euclidean space-time. At this 
point we recognise the strong connection between Euclidean quantum field 
theory and classical equilibrium statistical mechanics. In eq. (1.5) 
Z is the partition function for an equilibrium statistical system with 
energy functional s[{}], and with R playing the role of kBT. 
(Henceforth we shall set I'I = c = k  = 	We also see the corres- 
pondence between quantum uncertainty (we must allow for all trajectories, 
not just the classical one) and thermal fluctuations (we go beyond mean 
field theory by constructing ensemble averages). 
There is an additional reason for wishing to consider Euclidean 
quantum field theory which arises in the study of tunnelling 
phenomena. In the classically allowed regions where no tunnelling 
takes place the functional integral in eq. (1.4) is dominated by 
field configurations which are solutions of the classical field 
equations. In the tunnelling region, however, no classical solutions 
exist. The solution (McLaughlin 1972) is to consider the theory in 




-- 	+V() = E 
which possesses real solutions for E < V(). The functional integral 
of eq. (1.5) is dominated by (finite action) solutions of the Euclidean 
field equations. Such solutions are called instantons. 
All quantities of physical interest in a field theory may be 
obtained by computing the Green's functions of the theory. In the language 
of statistical mechanics these are simply the n-point correlation functions. 
For a theory with a single field 	they are given by 
(n) 
	
G 	(x1, ... ,x) 
n 
= 
< (x) ... 
_S E 






where < > denotes an average over field configurations with the 
Boltzmann weight exp(_SE[]). The evaluation of such correlation 
functions using the semi-classical method will be discussed in 
Chapter 4. 
1.2 	Classical Fields and Quantum Fluctuations 
We now describe the semi-classical method for the evaluation of 
functional integrals in field theory. This is simply a generalisation 
of the steepest descent method for the evaluation of ordinary inte-
grals. Consider the integral 
This can be thought of as a field theory in "zero dimensions", i.e. 
at a single space-time point. (We shall use this analogy again later 
in this chapter and in Chapter 4). The action S() is now an ordinary 
function of the single dynamical degree of freedom 0, and g is some 
coupling constant. We assume that the field 	can be rescaled so that 
g appears only as an overall prefactor as in eq. (1.7). (This will 
always be possible for the field theories which we shall be discussing). 
If we re-instate H in eq. (1.7) we see that it occurs in the combina-
tion (fig), and thus small - H (semi-classical) approximations are 
equivalent to small - g (weak-coupling) approximations. 
It is well known that, for g small, the dominant contribution 
in eq. (1.7) comes from values of 	in the neighbourhood of a minimum 
of S(). Suppose there is one such minimum point, which we call 
We then expand S() in a Taylor series around 
= 
0 
S() = S( ) 0 + +M+063) 
where 
M = 	
1 ~0  
and there is no term linear in 	since we are expanding around an 





. 3 	;L4± 
-00 
We now rescale, 	i/j , and expand the exponentials of terms higher 









x [1 - /j 3 - 	 g 	+ ... ] 	. 	 (1.8) 
The first term is a gaussian integral and successive terms can be 
evaluated by integration by parts. Since terms odd in 	vanish, we 
have generated an expansion for I in powers of g. Note, however, 
that there is a non-analytic prefactor exp(-S()/g) which means that 
eq. (1.8) is non-perturbative. If we expand around a 	such that 
S() = 0 then this is no longer true and we recover the standard 
perturbation expansion around g = 0. 
This method can be extended to field theory. Consider a theory 
with a single one-component scalar field 0, with action S[]. The 
partition function is 
Z 	
=
fcD ~ e_S(~]/g 
We now seek a 	such that small variations of 	away from 
leave S[] unchanged to lowest order. That is, in functional 
notation, 
= 0 
I q o 
(1.9) 
(1.10) 
Eq. (1.10) is the classical equation of motion, and thus qi 	is a 
classical field configuration. We then expand S[] around 
in a functional Taylor series. This is a generalisation of the usual 
multivariate Taylor expansion: 
f(x1 +h1, ... ,xN+hN) = f(x1, ...,xN) 
Naf 
	 N N 
_2 + I h+ 	
xDx I 	 nm 
	
X =x 	 x =x 
h h + 0(h3) 
n1 	n 	- 	 n1 rLi=1 	n m .. .. 
1 1 1 1 	 (1.11) 
By discretising space-time we can write a series expansion for S[j. 
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Taking the continuum limit yields 
S[ 	+ 	= S[ ] + d   (x) 	(x)(y) 	y) dd
x ddy + O(). 0 0 	2 
(1.12) 
For the field theories we shall be discussing S will be the integral of 
a Lagrangian which is local in the field 	, e.g. 
S 	
= 	J 
ddx {()2 + V()} 
We then have 
2s 	M 6 d(x_y) 
5(x)&p(y) = 
M 	= 	-V2 + V"() 
-S[0]Ig jr 	
e 	
; Mddx + O() 	 (1.13) 
Ze 29 f 
Rescaling 	+ 	in eq. (1.13), and expanding the exponentials of terms 
higher than quadratic, we obtain an expansion for Z in powers of g, 
again with a non-perturbative prefactor exp(-S[]/g). 	The first term 
in the expansion is a gaussian functional integral which can be evaluated 
by expanding q(x) in the eigenfunctions (which we assume form a complete, 
orthonormal set) of the operator M: 
Mp = x n 	n n 
f~n 




(x) = a(x) nfl 
n 




Note that, from the appendix, the expression for the integration measure 
requires no Jacobian. We then have 
-s [ 
Z = e ojild 
n n 
exp{- 	a a A ddx}[l + 0(g)] 2g nmm n 	 nm 
	
-S[]Ig 	 - 	a X 2g n n 
f 
= e 	 fida e n 	[1+0(g)] 
12 
e 	It da e = 	 i 




and since det M = II A we have 
U n 
-S[4 jig 
Z 	= 	e 	(det N) 	11 + 0(9)1 
up to some overall numerical constant which is divergent. In genetal 
det M also diverges. We can normalise Z with respect to the expansion 
around some 1 (which is also a local minimum of S) such that 
S[] = 0, giving 
Mddx 
0 J 	





det e 	 (M)[1 + 0(g)] z 	- 0 
(1.14) 
We shall meet a specific example of this procedure in the next chapter. 
1.3 Broken Symmetries and Collective Coordinates 
In our derivation of eq. (1.14) we implicitly assumed that all of 
the eigenvalues of M are positive. If there is a negative eigenvalue 
then we are not expanding around a true minimum of the action, and the 
saddle point expansion is mathematically ill defined. In Chapter 2 we 
shall meet an example of this problem which we shall resolve by intro-
ducing a constraint into the functional integral, (Faddeev, 1969). 
This constraint technique will also prove useful in Chapters 3 and 4. 
We also run into difficulties If M has one or more zero-elgenvalues. 
The determinant of M then vanishes and (det M)_ 2 is undefined. An 
important example of a zero eigenvalue arises if the action S[] 
possesses some global continuous symmetry. If we expand around a 
classical field configuration which breaks this symmetry then fluctua-
tions which correspond to the application of a symmetry transformation 
leave S[]  unchanged and so cannot be handled in gaussian approxi-
mation. Instead we have to integrate exactly over the fluctuations 
corresponding to the symmetry. We Illustrate these ideas by con-




drx exp{(x)2 - g(2)2} . 	 (1.15) 
The "action" is invariant under rotations: 
x 4- x' = R x a 	a 
where R 
cta  is an orthogonal matrix. For g small we apply the method 
of steepest descent. The saddle point occurs at 
(1 - 2g (x)2) 	= 
-10- 
which implies 
1 x = - 
—c 
(The point x = 0 is a local maximum not minimum). Thus only the 
length of x 
c 
 is fixed. We must choose a particular direction for — 
x 	and this breaks the (n-i) parameter rotation symmetry. (Rotations 
leave the action invariant but rotate x). In the gaussian approxima-
tion we have to compute the determinant of the matrix 
M 	= a13 8gxx 
This has (n-i) zero eigenvalues, corresponding to the (n-i) broken 
symmetries, and so its determinant vanishes. We resolve this problem 
by integrating exactly over the angular variables in eq. (1.15). This 
is the method of collective coordinates which was first introduced into 
field theory by Gervais and Sakita (1975). Here the integration over 
collective coordinates is trivial because of the symmetry of the action. 
(In field theory it may be non-trivial if ultraviolet divergences in 
the theory require a regularisation which breaks the symmetry. This 
occurs, for instance, with the scale invariance of a gauge theory as 
will be seen in Chapter 3). Performing the angular integrations in 
eq. (1.15) we obtain 
27r n/2 	n-i r
2- gr 
J = 	 r e 	dr 
r(n12) 
0 
The final radial integral can now be evaluated in steepest descent 
giving 
n/2 	n-i 
= 	2r 	(1)2 
F(n/2) 2g 
The extension of this method to field theories will be illustrated in 
subsequent chapters. 
-11- 
THE ENTROPY OF CLOSED SURFACES 
2.1 Introduction and Motivation 
The technique of summing over random surfaces has important 
applications both in statistical mechanics, where it is used to 
describe the interface between two phases of a system, and in 
high energy physics where it is of increasing importance in treating 
the strong coupling regime of gauge theories. 
An example of an interface in statistical mechanics is the 
domain wall in a uni-axial ferromagnet below the Curie tempera-
ture. Equilibrium thermodynamic properties of the system are ob-
tained from an ensemble average over all surface configurations, 
with a Boltzmann weight in which the energy function (surface 
tension) is proportional to the geometric area of the surface. 
(See, e.g., Wallace, 1982, and references therein). Thus the 
partition function is given by 
Z = 	 exp(-c.area) 	 (2.1) 
{surfaces} 
where a is the surface tension coefficient. In a d-dimensional 
bulk, such surfaces have dimension d - 1. 
There is growing evidence that non-Abelian gauge theories in 
the strong coupling region can be represented as a theory of two 
dimensional surfaces. The idea goes back to the phenomenological 
models of the hadron spectrum (Veneziano, 1968, Nambu, 1969). It 
was found that the linearly rising Regge trajectories (lines joining 
-12- 
states of common quantum numbers on a plot of (mass)2 against spin), 
bore a close resemblance to the spectrum of excited states of a 
relativistic string. A string is a one-dimensional extended object 
which sweeps out a two-dimensional world-surface in space-time. In 
the simplest string model (Nambu, 1970) the generating functional 
is given by an expression of the form (2.1), although we have to 
include in the sum, surfaces of all possible topologies including 
self-intersections (this does not arise in the statistical mechanics 
case). 
More recently it has been suggested (Wilson, 1974; Kogut and 
Susskind, 1975) that the local field theory of the strong inter-
actions, quantum chromodynamics (QCD), can be reformulated as a 
theory of strings. Evidence in support of this hypothesis comes 
from the large N expansion in gauge theories in which the 
STJ(3) gauge group of QCD is replaced by SU(N), and the theory 
expressed as an expansion in powers of 1/N. The leading term in 
this expansion can be represented as the sum of all Feynman dia-
grams which can be drawn in a plane. Successive terms are then 
sums of diagrams drawn on surfaces of successively higher topology. 
These two dimensional surfaces resemble the world surfaces of 
strings. Another context in which we see surface-like structures 
in gauge theories is in the strong coupling expansion of lattice 
gauge theories. For instance, the expectation value of a Wilson 
loop (Wilson, 1974) is given by a sum over all surfaces (formed 
by joining together plaquettes, and including all topologies) 
which span the loop. 
In this chapter we shall be interested in computing the number 
r(A) of closed surfaces of given (hyper-) surface area A ' 
-13- 
where R is a characteristic linear scale size for the surface, 
and 6 is the intrinsic dimension of the surface. The logarithm 
of this number is, from the Boltzmann equation, the entropy of 
the surfaces as a function of A. Using r(A) we can re-express 
(2.1) in the form 
Z 	I r(A) exp (-aA) 	 (2.2) 
A 
To define precisely what is meant by the number of surfaces 
we could, for instance, introduce a hypercubical lattice in which 
the surfaces are formed by joining together plaquettes of the 
lattice. We can then take the continuum limit. Eguchi and Kawai 
(1982) show that the number of surfaces on the lattice grows like 
r(A) 	exp(A £n A) 
	
(2.3) 
and hence eq. (2.2) is never convergent. However, they also argue 
that the number r.(A) of closed surfaces of fixed topology, where 
j is the number of handles, grows more slowly: 
F (A) 11j A   exp(xA) 
	
(2.4) 
so that (for x < a) eq. (2.2) is convergent. Henceforth we shall 
confine our attention to the case j = 0, corresponding to surfaces 
having the topology of a sphere. 
In the next section we compute r(R) for surfaces of linear 
scale size R in 	theory. This calculation will illustrate 
many of the important features of the semi-classical technique. 
We will also be able to reproduce a well known result for the 
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essential singularity in the droplet model of first order phase 
transitions. Our derivation will be mathematically more satis-
factory than previous ones. We then, in section 2.4, compute 
F(T) for closed one-dimensional paths of length T in d-dimensions. 
This will be an exact calculation (in the limit of T large) and 
will provide a comparison (in d = 2) with the semi-classical 
calculation. In each case r will have the form (2.4) but the 
exponent b will differ. We conclude with a discussion of random 
walks on the lattice in order to elucidate a reason for this 
apparent discrepancy. 
2.2 	Entropy of Surfaces in 	Field Theory 





 x { 	+ V()} 	 (2.5) 
where 	is a one-component scalar field, and the potential V(q) 
is the standard 	double well: 
V(4) 	= - m22 + I g + 	 (2.6) 
which is plotted in Fig. l.a. We can also add a source term 
- 	to V() which lifts the degeneracy of the 	well 
with the respect to the 	well, as shOwn for h small in Fig. 
l.b. We shall use the language of statistical mechanics, in which 





Figure la. 	The double-well potential V() = - 	+ 	+ 
VO) 
Figure lb. The potential Vw=_ - 	+ 	- h(-) + 
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ferromagnet, and then h is an external field. The partition 
function is given by 
Z 	
=
f 0 ~ 
 
exp-S{J} 	. 	 (2.7) 
The saddle point of this functional integral occurs when 
6SIfl 0 
54'(x) I 	- 




+ g 3 	= 	0. 	 (2.8) 
This has two trivial solutions 
corresponding to the two minima of V() (Fig. l.a ). We now look 




so that c(z) depends only on the coordinate z. We find 
= 	--- tanh (-p-- (z - z )) 	 (2.9) 
V-2  i
for arbitrary z. 	This is a planar interface of intrinsic width 
-17- 
m 1. We can use this solution to help us find an approximate 
solution corresponding to a closed surface (Langer 1967, GUnther 
et al., 1980). In the presence of an external field we expect a 
spherically symmetrical extremal solution (the critical droplet) 
in which variations in the surface energy are balanced by the 
variations in the volume energy due to h. This implies that for h 
small, the radius r0 will grow like 17h. For r>> m 1 the 
interface between the 	and c 	phases will approximate that 
of the planar interface. Thus if the external field favours the 
phase we expect a solution to the equations of motion repre- 
senting a droplet of 	phase sitting in bulk 	phase and 
having the form 
+ 	++ - 	)tanh(--- (r - r )) 	(2.10) 
where r is the radial coordinate measured from the centre of the 




Sdrdld4 	 2 ( 
)2 - m 2 




12/2 mr d-1 2lhlmr 
r(d/2) 	3g 	 dVg- 
	




r 	= 	 (2.12) 
31h1V'i 
(Note that although eq. (2.10) is an approximate solution, an exact 
c always exists.) 
Consider the one-droplet partition function normalised with 
respect to a homogeneous 4 	phase: 
fl e W 
(2.13) 
where the numerator is expanded around the single droplet solution 
and the denomination around 	= 	We wish to express this as 








where a is the effective surface tension and. S  = 2Tr  
is the surface area of the unit sphere in d dimensions. 	To do 
this we introduce a constraint into the functional integral by 
inserting unity into the numerator of (2.13) in the form 
1 	= 
f 




where S d  R /d is the volume of a sphere of radius R in d dimen-
sions. We now interchange the integration over scale sizes R with 
the functional integration over field configurations p(x). The 
6-function then constrains any droplet of 	phase to have a volume 
equal to sdR/d,  (this statement becomes precise in the thin wall 
-19- 
approximation, i.e. m -' , when the volume of the droplet has a 
clear meaning). 
To ensure the existence of a single droplet solution at the 
minimal action saddle point we introduce a fictitious "external 
field" by adding to S[] a term 
f 
(_+)ddx 
- 2Sd Rd 
} d (2.16) 
which will vanish for arbitrary H because of the constraint. For 
the present we consider zero true external field. The one-droplet 
partition function now reads 
H2SdR"/d 










- 2Sd Rd 
d 	 (2.17) 
where 
Sff[] 	= 	S[] + H J 
()ddx 
. 	 (2.18) 
The one droplet solution to the equations of motion 
S ffI 	- 
_v2 
c 
+ V'() + H 	= 	0 	 (2.19) 
-  
c 
is given by eq. (2.10) with r0 given by eq. (2.12), (h = H). 
We must, however, also satisfy the constraint by choosing the 
appropriate value of H. In the thin wall approximation this is 
clearly given by a value of H such that r0 = R. We now expand 
the functional integral in eq. (2.17) around the saddle point: 
	
= 	(x-x)+ 
C 	0 	 (2.20) 
S ff[] = 	S ff[J + 	
J 	




are the coordinates of the droplet centre, and 
M6 (x-y) 	= 
p(x)(4y) 	
= 
M 	= 	-V2 + V"(p). 
Note that the linear term in the expansion of S ff[] vanishes 
since we are expanding around an extremum. We shall compute r(R) 
to lowest order in this expansion. 
The saddle point solution (2.10), by virtue of having a definite 
location in space, breaks the translation invariance of the action 
S{]. We are thus faced with the problem of zero modes alluded to 
in section 1.3. In d dimensions M will have d zero modes, 
given by 	(x), i = l,...,d. To see this we act on 
with N and then use the equation of motion (2.19) 
M 9 ic 
	
= ...2 	+ V" () 
= 	Vc + 
= 0. 
We deal with the zero modes by excluding them from the fluctua- 
tions 	, and integrating (exactly) over the coordinates x 11 of 
the centre of the droplet. From the appendix we see that this re-
quires a Jacobian 
d/2 
J 	= 	f 
d dx ( )2] 
-21- 
We can easily re-express this in terms of the action at the saddle 






+2 11 	J 
ddx[V() + H( 
- 	 (2.22) 
and since 	(x) is a saddle point of Seff[] it follows that 




= 	(2 - d) 
J 
d 
d x 1()2 
- d 
J 
ddx[V() + H ( - 




P ~d 2 
= 	d S ff[J 
which allows us to write the Jacobian as 
J = (Sff{])dI2 . 	 (2.23) 
From (2.11) and using r0 = R we can write 
S ff[J 	= a S  Rdl 
- 2HSd f 
RdId 	 (2.24) 





Note that, since 	= - 	 , the term in (2.24) containing the 
fictitious external field H cancels the corresponding term in (2.17). 
5*9 
To evaluate J we use (2.12) with r
0 = R and h=H. Then (2.24) 
becomes 
d/2'- 
4ir /2 n' d_i 
. Sff[] 	r(d/2)3d g R 
	 (2.26)  
Henceforth we shall drop any overall numerical factors. Thus J 
becomes 
M3 d/2 f d_1 
J "-i (-j--) 	R (2.27) 
The single droplet partition function can now be written in 
the form 
Z1 









X fD~exp{--!f M d
xd}(J ddX) 
. (2.28) 
We are interested in the behaviour of r(R) for R large. 
Consider a droplet deformed from spherical, with the deviation of 
the surface from a reference sphere of radius R being f(n), 
as shown in Fig. 2, with 11 a unit vector specifying the direction. 
Then for small deviations we have 
x) 	p c (r - f(ri)) 
- 4,'(r) 
from which 
4(x) 	= 	- '(r) f() 




Definition of f() as the normal deviation 
of the droplet surface from spherical. 
-24- 




are normalisation constants such that 	'(r)N ak Y Za (ri) 
form an orthonormal set. We then write 
= 	
f P., a 
II da La 
(L1) 
and, from the appendix, the only Jacobian factor is the one calculated 
above. 





	E a N Y La La La- 
2, ,a 




(r)r d-1 dr 
0 
where we have used that 
J 
Y ka dn = 0 unless L = a = 0 (d 
stands for the element of solid angle and fdQ = Sd) and that 
Y 
00 	 00 
is a constant. We find N 	using 
1 	
= 	f 	c'oo 
Y 








- (a 	)2d dx)-1/2  
= 	
(Seff [])1/2 
M3 Rdl)''2 1\, 
9 
-25- 
From (2.10) and using 	= ± m//9-  and r = R we have 
E12 - sech2  (-p-- (r - R)) 
	
149- 	42 
which in the thin-wall approximation looks like a 6-function 
centred on r = R, and hence 
00 	 CO 
m 
J 	
(r)r 	dr 	Rd_i 	I dr sech2  C-  r) 
0 -CO  
Rd_i 
V19- 
Thus the 6-function constraint becomes 
1/2 
 6(J ddx) 
	m Rd_u 	R1 ( 	6(a ) ('I  g 	 00 
which allows us to do the integral over a 00  exactly. This eliminates 
the 	0 contribution to the fluctuations. The integral over the 
remaining a 	(2 	2) generates the determinant of M (see section 
1.2) with the L = 0 and £ = 1 modes excluded. 
The denominator Z of eq. (2.13) must be expanded around 
= 
and since 	is an extremum of S[J,  and S[J = 0, we have 




c ddx + 
where 
62S ff  
Nj(xy) = 
	6(x)6(y) 	
(2.30) -v2 +2m2 M = 
0 
-26- 





M 	ddx} 	 (2.31) 
0 fZ 	2  
-1/2  = det M 
0 






dR(2Sd+Rd_1)J [ Rd_l] 	
e_dl 
0 
l-d 	-1 	det 1 x R (-) V det M 	 C2.32) 
where the ".' on M denotes the omission of the £ = 0 and .Q = 1 
modes, and V denotes the volume of space-time arising from the 
integration over x . To evaluate the determinant we use 
det A 	H 	= expEinX n n n n 
where 	are the eigenvalues of E. To find the spectrum of M 
we note that 	(x - x) is spherically symmetric and so any elgen- 
function of M will decompose into the product of a radial function 
and a spherical harmonic. We then have 
d 2 _____ ________ M 	= - - - (d-l) 	£(z+d-2) - m2U(r) 	 (2.33) dr2 r dr 	2 r 
where £ is the angular momentum quantum number, and U(r) comes 
from 	2(x). We know that M has an £ = 1 (n = 0) zero mode 
given approximately, from (2.10), by (x /r)sech2[m(r_r0)//]. 
For m - 	this is localised at r = r. We can find the eigenvalues 
-27- 
of its angular excitations by first order perturbation theory in 
the term i(2+d-2)/r2. 	This gives 
= <Z(2,+d-2)Ir2 I> 




and shifting so that £ = 1 has zero eigenvalue we obtain 
E 
(z-l) (Z+d-1) = o 
R2  
Only the n = 0 (Goldstone) modes have eigenvalues which go to zero 
as R - . 	(Modes with n 1 are separated by a gap of order in2). 
Thus to compute the leading behaviour of r(R) for R large we need 
only include the n = 0 modes in the evaluation of the determinant. 
In d-dimensions the corresponding eigenvalues have degeneracy 
(Wallace, 1982) 
- (22+d-2)F(Q+d-2) - 
r(d—l) r(+1) 
and hence 
det M 2 
= in 	exp 
d+l 
v(d)in [ 	2 	II 	(2.34) detM 	 {- 
(—l) (2,-I-d-1) 
0 2 2 	 Rni 
2 
since from (2.30) M0 has eigenvalues 0(m 2). We have cut off the 
eigenvalue sum at L = muR, since the picture of a well defined 
geometrical surface breaks down for wavelengths 	m 1. The 
d+l arises since we have d+l extra gaussian integrals in the 
-28- 
denominator, each with eigenvalue 0(m2). Eq. (2.34) has been 
evaluated by Gunther et al. (1980) with the result (1 < d < 5, 
d 	3) 
d+l ()_d 
m 	 exp(constant (mR)') . 	 (2.35) 
(mR) 
We can drop the term in the exponential since we already have a 
term 
exp(- S[ J) -- exp {- m Rd_l} 
which is of lower order in the dimensionless expansion parameter 
g/m4 
d,, 
 g. 	(Note, however, that in the critical region, i.e. 
as we approach a second order phase transition, the correlation 
length E - 	and we no longer have a small expansion parameter. 
The semi-classical expansion thus breaks down, as indeed does the 
concept of a geometrically well-defined droplet boundary.) 
Putting together all the factors from eqs. (2.32) and (2.35) we 
obtain 
r(R) = constant R2 	
2 m32 	d-1 
	




d2 	3 with b 
= T - d - - . The concept of a surface in 	theory 
becomes precise in the thin wall limit m -- . 	There the surface 
tension of eq. (2.25) diverges. In (2.36) x is an undetermined 
quantity which we expect to diverge as m -'- 	and to combine with 
CY of eq. (2.25) to yield a finite renormalised surface tension. 
The case d = 3 is special in that eq. (2.35) is no longer 
-29- 
valid. Part of the eigenvalue sum gives rise to extra logarithms 
of 	R which change the pref actor. In d = 3 we have (GUnther et al., 
1980) 
(det -1/2 - m (il)213 
 exp{const ()21 
det M0 	 mR 
which gives 




with b = 7/3. Eqs. (2.36) and (2.37) are our final results. Be-
fore comparing them with the direct sum over paths for a free par-
ticle we first discuss how we may extract from our expressions for 
r(R) the form of the essential singularity of the droplet model, 
in the presence of an external field. 
2.3 	Essential Singularity of the Droplet Model 
We begin by considering the calculation of the previous section 
in the case when there is a true external field h present. To 
the action we add a term 
- h J ( - 	)ddx. 	 (2.38) 
Because of the constraint (2.15) this may be replaced by 
- h 2_ SdR/d 
and hence the single droplet partition function becomes 
-30- 
d2  
Z1 	= 	V 
J 
dR.R2 	
- 	-(d+l) 2 
x exp{- h 2mSd Rd - 2v1m3sd Rdl} 	 (2.39) 
/jd 	3g 
for d 3. The external field favours the 	phase for h > 0. 
If we change the sign of h the system undergoes a first order 
phase transition to the now favoured 4 phase. The transition is 
controlled by the critical droplet of 	phase in the 	bulk. 
We shall find that the free energy acquires an imaginary part as is 
typical in unstable systems. 
To describe the transition we must allow not only for droplets 
of all scale sizes but also for the presence of any number of 
droplets. We shall use the dilute gas approximation in which we 
neglect any overlap and interaction of the droplets. (We will meet 
this approximation again in Chapter 3 when we consider instantons 
in non-Abelian gauge theories). The partition function for the gas 
of droplets is then obtained by summing over all numbers of droplets: 
00 n 
	
Z = 	Z  = expZ, 	 (2.40) 
n0 n 
where the n allows for the permutation symmetry and avoids 
overcounting in the ensemble sum. Thus the single droplet partition 
function exponentiates, and the free energy per unit volume is 
F = 	2,nZ = 4Z1. 
It is possible to improve on this approximation by allowing both 
for excluded volume effects and for the possibility of droplets of 
-31- 
one phase within droplets of the other phase (Bruce and Wallace, 
1982). We then only require diluteness of the droplet boundaries 
rather than of the droplets themselves. It turns out that the two 
effects exactly compensate each other (in the case of zero external 
field) and the multidroplet partition function is again just the 
exponential of the single droplet partition function. 
The integral in (2.39) converges for h > 0 and diverges 
for h < 0. Thus there must be a singularity at h = 0 and we 
investigate this singularity by analytic continuation away from 
h > 0. If we rotate h in the complex plane to h real and 
negative, we must also rotate the contour of integration so that 
Re (h Rd) > 0 
to ensure that (2.39) remains convergent. In particular if we 
choose hRd  to remain real and positive then for h < 0, the 
contour of integration will be rotated by ii/d as shown by the 
dotted line in Fig. 3. There are two ways to analytically con-
tinue depending on the sense in which h moves round the origin, 
and these will yield different results. In the complex h plane, 
h = 0 is an essential singularity (branch point). 
We now compute the imaginary part of F by the method of 






which is, of course, the radius of the critical droplet. The 
contour is deformed so as to pass over the saddle point along the 
path of steepest descent as shown by the solid curve in Fig. 3. 
-32- 
Figure 3 
Path of the steepest descent for the in-
tegral over droplet scale sizes. 
-33- 
Since the contour leaves the real axis the integral will pick up 
an imaginary part, and by symmetry the two analytic continuations 
will differ only in the sign of this imaginary part. Thus the dis-
continuity across the cut (which we place along the negative real 
axis in the h-plane) will be 2i ImF. 	(We will meet the same 
structure again in Chapter 4 when we look at the high order be-
haviour of perturbation theory). The imaginary part is given by 
the (half) gaussian integral around the saddle point, in a direction 
parallel to the real axis: 
R 	= 	R 
c 
 +ip, 	dR = idp 
( d in 4-d d/2 	M3 2  ImF = Am( 




} [l( 	 (2.41) X exp{-B g 
IhH 	
in 4-d 
where A and B are dimensionless constants, and g/m4 	is the 
dimensionless expansion parameter in the saddle point analysis of 
the functional integral (2.7). Our result (2.41) is identical to 
the one obtained by GUnther et al. (op. cit.). 
Again d = 3 must be treated separately. We repeat the above 
steepest descent calculation of the imaginary part of the free energy 
using eq. (2.37) for the number of droplets per unit volume in 
d = 3, and obtain 
Im F = 	A m 	
3/2
3 





) 2 } [1 + o( 4-dr 	 (2.42) 
hi/i 	 m 
MMS 
again in agreement with GUnther et al. 
There is one important difference between our derivation of 
eqs. (2.41) and (2.42), and the one due to Gunther et al., which 
must be emphasised. In the saddle point analysis of the constrained 
functional integral (2.17), the saddle point function is locally 
a minimum of the action. This is because the constraint ensures 
that the fluctuations around the saddle point do not change the 
droplet volume. Thus the volume contribution to the action due 
to external fields (real or fictitious) is constant, while 
fluctuations in the droplet shape necessarily increase the surface 
area contribution. We then have a gaussian functional integration 
around a local minimum of the action as required. However, the 
critical droplet solution is not a local minimum for the func-
tional integral of Gunther et al. The fluctuations include the 
= 0 ("breathing") mode which generates charges in the scale 
size of the droplet, which we see from eq. (2.11) decrease the 
action. Thus the gaussian functional integral is not well defined. 
The £ = 0 mode has a negative eigenvalue and this gives rise 
directly to an imaginary part. Our calculations have shown that 
despite the mathematical inconsistency, the result of the GUnther 
et al. calculation Is correct. 
2.4 	The Entropy of Closed Paths 
In this section we will evaluate the entropy of closed one-
dimensional paths in d-dimensional Euclidean space-time. This will 
be an exact calculation and will provide us with a comparison, in 
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the next section, against the results of the semi-classical analysis 
for the entropy of closed paths of Section 2.2. 
We begin by considering paths which go from a point A1 to a 
point BP in Euclidean space-time. The partition function for such 
paths takes the form 
G(A, B) 	 I 	exp(-action) 	 (2.43) 
paths 
where the action is proportional to the invariant world length of 
the path. If we interpret the paths as world-lines of particles 
then we recognize eq. (2.43) as the Feynman path-integral expression 
for the quantum amplitude for a particle to propagate from A to B' 
We can label the points on some given path by a parameter X which 
we take to increase monotonically along the path. The coordinates 
of points on the path will then be given by a set of functions 
= 1, ..., d. The segment of path between A and A + dA 
has invariant length 
d-r = .Jdx' dxT 	 (2.44) 
- jdxll dx 
JdA dA d 








with x(A1) = A and x1'(A2) = B' 
We will write the action as m1L[x], and from (2.45) this will 
be invariant under local reparameterisations of the path A + f(A). 
This is reminiscent of gauge invariance since there is a local 
transformation which leaves the action invariant. In computing 
the sum over paths we avoid counting more than one function cor-
responding to a given path by fixing the gauge; that is, by 
choosing a specific parameterisation prescription. It is par-
ticularly convenient to choose the arc length T measured along 
the path to be the parameter as this choice of gauge requires no 
ghosts (Migdal, 1981). This implies, from (2.44), the following 
condition on the functions 
1 	. 	 (2.46) d-r dt - 
The action then becomes simply m1T, whence T is the total arc 
length of the path. (We will take 'r e [O,T]).  Thus in fixing the 
parameterisation we have fixed the length of the curve, and so we 
must integrate separately over all lengths T. (Bardakci and 
Samuel, 1978; Krausz, 1981). 
We can now write a functional integral representation of the 




G(A,B) = Zi 
 J dTe 	x1' 6[x x - 1] 
- x(0))5d(BP - x(T)) 	 (2.47) 
where the 6-functional fixes the gauge, and the two 6-functions 
constrain the endpoints of the curve. Z1 is a normalisation factor, 
and henceforth we shall discard Z1 together with any prefactors 
independent of T. 
To define the functional integral we discretize the path by 
dividing it into sections of length c (Migdal, 1981). We will 
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later take c - 0 at fixed T so that N - , where N = T/ 
is the number of segments. We then write 
N 
SO X"E 	II ddx(nc) 
n0 
Since we wish to consider closed paths we set B' = 	and then 
integrate A' over the volume of space-time. However, this over-
counts the number of paths since on a (discretized) path of N 
segments there are N places to put All  all of which can give 
rise to the same path in space-time. Thus we must divide by N, 
or equivalently by the length T of the path. Finally we use 
T 
x(T) = x" (0) + 	dT j dT 
0 






- x(0))( 1T dx 
j -i::- di) . 
	 (2.48) 
0 
To evaluate the functional integral we introduce relativistic 
velocities (Migdal, 1981) 
We then change variables from {x', x, ..., x} to 
{x, u ,..., u} where x1 = x1 (nc) and 
XP  -xT' -1 
U
1  	n 	n  = 
n 
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The corresponding Jacobian is 





exp{— T 	 (2.49) E Ell 
.i 
where i is an arbitrary mass scale introduced to preserve dimensions. 
In terms of the new variables the partition function is 
CO 
Z = I 1e1 	 d 	d N 
J 
ddaj N II du dx 
J 	T 	 i=l 0 11 
0 
N 	 N 2 
X 	II 5(u 	- 1)5d(A1.1 - 	d( E u E) exp{ 2n 
	
1 0 	 1 11 1=1 	 i=l 
We can now do the x1' and All  integrations and these simply eliminate 
- x1'), and generate a factor of the volume V of space-time, 
as we expect from the translation invariance of the original action. 
Next we write 
u 	 exp (ip 	u 
N I 
f 
d'p 	 N 
= 	(2ir)' 	 i=I 1=1 
- 
f dp N 
- 	(2)d 	
11 exp (ipu1 c) 
i=l 










d (N 	 ipu. 
F(T) 	= 	V 
 J d d j 	1 
(ddu. 5(u. 2 - l)e 	
1 
(2rr) 	1=1 	1 
x exp{-! Pn(-)} 
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_____ 
= V 	ddp 
(J ddU (l - 
u2 -p.0 )e 	)T/E: 
T 
(2ir) 
To evaluate the u integral we expand the exponential exp(ip 11 u'c) 
= 1 + i p 
11 
 u'c - (p.u)2 c2 + 0(c3). 	The terms odd in p1 vanish 
under the integration and we drop terms of higher order than c2 














- 2 d 
and so the p 
11 




 p exp{1  2,n (4 - 	+ 
J 
ddp exp{T 	S 
	T p2c2 + = 	 T) c 2d 
T 2.n Sd)} 227d d/2 = exp{— 	(- (--) 	[1 + 0(c)] 
Thus for c -- 0 we obtain, up to overall factors 
--1 
r(T) 	= 	V T 2 	exT 	 (2.50) 
S 
where x = - n(--4). 	Equation (2.50) is our final result for 
E: 	2ep 
the number of closed paths of total length T. We can now compare 
this with the results obtained in section 2.2. 
2.5 	Comparison of Results; Random Walks on the Lattice 
In section 2.2 we calculated the entropy of random (d-i) dimen-
sional surfaces in d-dimensional bulk space. When d = 2, the surfaces 
reduce to one dimensional paths, and this suggests a comparison of the 
results with those of section 2.4, for the case d = 2. In particular 
we wish to compare the value of the exponent b in the formula 
r(L) 	nu 	Lb eXI 
where L is the scale-size parameter. 
Thus we set d = 2 in eq. (2.36) giving the number of closed paths 
per unit volume in 44 theory as 
-3/2 xR r(R) 	R 	e 	 (2.51) 
Similarly, setting d = 2 in eq. (2.50) gives 
F(T) 	%T 2 e  x'T 	 (2.52) 
as the number of closed paths per unit volume in two dimensions computed 
directly from the sum over paths. We obtain different values for the 
exponent b and we now seek to elucidate the reason for the apparent 
discrepancy. 
We note that in d = 2 there is one difference between the two cal-
culations which lies in the nature of the surfaces themselves rather than 
simply being a difference in computational technique. The surfaces in 
theory are the boundaries between regions of different phase. Thus 
the sum over field configurations considered as fluctuations from a 
single spherical droplet will not include configurations of the kind 
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Figure 4 
Example of a configuration which occurs in the 
sum over paths but which is not the boundary of 
an isolated droplet in 	theory. 
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shown in Fig. 4, in which the surface intersects and passes through 
itself. Such configurations do, however, occur in the direct sum over 
paths of the kind considered in section 2.4. Thus we conjecture that 
the crucial difference in the calculations leading to eqs. (2.36) and 
(2.50) lies in whether or not the surfaces are allowed to self-intersect. 
To test this hypothesis we examine the number of closed random 
walks on a two-dimensional simple cubic lattice. We seek the number 
M) of closed walks of length L for L large, first for a free 
random walk, then for a completely self-avoiding (i.e. non-intersecting) 
random walk, and compare the results with the previous calculations. 
For the free random walk, F(L) is easily found using a well- 
known technique (see, for instance, Barber and Ninham, 1970). The 
number of walks going from (0,0) to (na, ma) in M steps, where 
a is the lattice spacing, is clearly given by the coefficient of 
m in the expansion of 
(x+ + y + l)M — 
If we set 
ik 
x = 	1a  e  
1k2  a 
y = e 
Then we can pick out the required coefficient using 
11/a  
dk ik(c-)a = a 	- a 
f211 
-'ff/ a 




ik 	-1k a 	ik a 	-ik 2a 




+ e 	) 
(2ii) 
-if/a 
-i(k1na + k2ma) 
• e 	 (2.53) 
To facilitate a more complete comparison with the results of section 
2.4 we make the trivial extension to d dimensions when the number of 
walks from 0 to x in M steps becomes 
	
if/a 
1 	ddk r(O,x;M) 	= 	a d j (2Tr )d 
-if I a 
d 
( E 2cos k a)M -ik. I e -- . (2.54) 1=1 
We now wish to consider closed loops, and to do this we set x = 0. 
Since the origin can be put anywhere we have to multiply the R.H.S. of 
(2.54) by the total number N of sites on the lattice (N >> M'5. How-
ever, this overcounts the number of distinct paths, since for a loop of 
M steps there are M starting points which can generate the same loop 
(this is similar to the argument we used in section 2.4 for the continuum 
theory). Thus we must also divide by M giving 
li/a 
r(M) 	- 	 . 	 d f 
	 d 	
M )d 
a (E 2coska) 
- 











V 	( d 
d 
k 	 k2a2M 
= 	i J 	
d exp{M Zn 2d - 	 +O((k2)2a'M)} (2.55) 
2d 
where V = Nad is the volume of the lattice, and we have expanded the 
cosines and then the logarithm. Since we are interested in M large 
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(so that we approach the continuum) we keep only the first two terms in 
the exponential of (2.55); the remaining terms generate corrections of 
0(1/M). Also, for M large the integral is dominated by the region of 
k close to zero (this may be seen by making the change of variable 
ka = p) and so we may replace the limits of integration by ± . The 
integral is then gaussian and we obtain 




	 (-•) 	[1 + 0(l/M)] 
(2rr) 
Introducing the path length L = Ma we have, for L large 
d 
XL 
F(L) 	' 	V L 	e 	 (2.56) 
which has the same exponent as was obtained in section 2.4 (eq. (2.50)). 
We now consider self-avoiding closed random walks. This is a 
notoriously difficult problem to treat analytically. Here we simply 
quote the result of a numerical evaluation of r(L) in 2-dimensions 
due to Hiley and Sykes (1961) who enumerate all closed self-avoiding 
walks up to 18 steps, and then fit the asymptotic form 
b' x'L 
F(L) 	-- 	L 	e 	, 	L - - 
obtaining a value b' = -1.50 ± 0.05, which is in agreement with the 
result obtained from 	theory in d = 2, eq. (2.51). 
These results suggest that the difference in entropies for closed 
paths (section 2.4) and for droplets in two dimensions (section 2.2) 
can be understood in terms of the necessarily non-self-intersecting 
nature of the droplet boundary. We should remark here that in the 
calculations of section 2.2 the function f() describing the 
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deviation of the droplet surface from spherical was implicitly single-
valued. We thus excluded those droplet configurations possessing over-
hangs. However, for a given droplet volume (which was held fixed in 
our calculation by the constraint) such configurations have a rela-
tively large surface area (and hence a small Boltzmann weight) and so 
are not expected to have an important effect. 
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TOPOLOGICAL CHARGE DISTRIBUTION IN GAUGE THEORIES 
3.1 Classical Vacuum Structure 
We turn now to the application of the semi-classical technique to 
field theories possessing a local gauge symmetry. Our first step is to 
seek finite action solutions to the Euclidean field equations. This 
will reveal the rich structure of the gauge theory vacuum at the 
classical level. 
We consider first the gauge theory based on the gauge group SU(2), 
and discuss the extension to SU(N) later. The Lie algebra of SU(2) 
has a representation in terms of a set of anti-herinitian matrices Ta, 
a = 1, 2, 3 satisfying 
IT a, Tb] 	= 	abc T 	 (3.1) 
from which the T   can be written 
a = ia T 	 (3.2) 
where aa  are the Pauli spin matrices. The action for the gauge theory 
is written in terms of a set of vector potentials Aa(x)  from which we 
can form a matrix-valued vector field 
A 
11 
(x) 	= 	Aa 
11 
(X) Ta . 	 (3.3) 





A + g[A, A] 	 (3.4) 
and the action can be written 
S[A] = - 	tr(F F)dx . 	 (3.5) 2 f 	liv PV 
Since the generators T  satisfy 
-.47- 
tr(Ta Tb) 	= 	- 1 ab 	 (3.6) 
we can write 
S[A] 	= 	I Fa Fa dx . 	 (3.7) 4) 31') 31V 
From the matrix representation of the generators T   we can 
construct elements of the gauge group by exponentiation 
Q(x) = exp{Xa(x)Ta} 	 (3.8) 
where X a  are arbitrary functions of the space-time coordinates. 
Under a gauge transformation by 2 the vector field transforms 
like 
A0 A U 
	 31 	 (3.9) U  
from which 
-1 F 	- *QF 	2 
31') 31\) 	 I 
and hence, from eq. (3.5), the action S[A] is gauge invariant. If 
F 	vanishes then A must be a gauge transformation from zero 
IN 31 
field, so that 
A = 0 Q-1 (3.10) 
31 	 31 
for some 0. 
For a field configuration to have finite action it must satisfy 
F31 -- 	0 
as 	 r + 00 
where r is the radial variable in Euclidean space-time. Hence from 
eq. (3.10) we must have 
A 	Q a Q-1 	 (3.11) 
31 31 
as 	 r + CO  
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This associates an SU(2) group element Q with each point on the 
infinite three-sphere S3 in E'. Elements of SU(2) are unitary 
CO 
2 x 2 matrices with unit determinant and can therefore always be 
written in the form 
	
= a 	 (3.12) 
with a2 + 1b12 = 1. 	Thus SU(2) has the topology of S3 and so 
any finite action field configuration is associated with a mapping of 
S3 into S3. 
If there are two mappings such that one can be smoothly deformed 
into the other, then they are said to belong to the same homotopy 
class. As a simple example consider mappings from S1 (the circle) 
into. 51•  We have the trivial map 
M(8) = 1 
the identity map 
M1(0) 	= 	
e i8 




It can be shown that all maps of S1 into S1 fall into the same 
homotopy class as one of the maps M (which are themselves in 
different homotopy classes). The integer n is called the winding 
number because it labels the number of times the first circle is 
"wrapped around" the second. 
Similarly the mappings from S3 into S3 fall into distinct 
homotopy classes labelled by a winding number (also called the 
Pontryagin inde)... 	For a mapping 0 the winding number is given 
by (Coleman, 1977) 
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1 	 ijk 20 27 1 
= 242 J 
d01d02d93 tr 
where e1 are three angles that parametrse S3. Eq. (3.13) can be 
rewritten in terms of the field strengths (Belavin et al., 1975) 
V 	= 	g2 I d XFa Fa 	 (3.14) 32 2 I 	1V PV 
where F, the dual of F, is defined by 
1 	Fa 	 (3.15) i-iv 2 pvpa p 
We shall also refer to (3.14) as the topological charge of the field 
configuration. We have seen that every field configuration of finite 
action (including those which satisfy the field equations) have an 
associated integer topological charge. It turns out (Bott, 1956) 
that all of the foregoing also holds for the gauge theory based 
on the group SU(N) (and in general for any simple Lie group). 
The classical vacua of the gauge theory also fall into discrete 
classes labelled by an integer winding number n (Jackiw and 
Rebbi, 1976; Callan, Dashen and Gross, 1976). Field configurations 
with topological charge V interpolate between vacua whose winding 
numbers differ by v. 
The situation is analogous to the periodic potential in quantum 
mechanics. Consider the potential 
V(q) 	= 	(1 - cos vj q) 	 (3.16) g 
(where q = q(t)) which is plotted in Fig. 5. The action is 
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V<q> 





The potential V(q) = (1 - cos / q)/g together 






dt[4 2 	+ V(q)] 	 (3.17) 
-00 
and the corresponding equation of motion is 
+ V(q) 	= 	0 	 (3.18) 
which we recognise as the equation of motion of a classical particle 
moving in the potential -V. Thus we invert the potential and look 
for motions of a classical particle corresponding to finite action 
solutions. These must clearly begin at the top of a hill at 
t = - 	and roll down the trough so as to arrive at the top of the 
adjacent hill at t = + . We can easily check that for the poten-
tial (3.16) the solutions have the form 
= 	- -tan{ge (t-t 
0)} 	
(3.19) 
with the different branches of tan' corresponding to the different 
starting points. These are the instantons (also called 'kinks') 
and in the quantum theory they are responsible for tunnelling be-
tween adjacent wells. There are also anti-instantons 
) 
0 
{ge- (t-t } = - tan (3.20) 
which tunnel in the opposite direction. (See Fig. 5). Note that 
(3.19) and (3.20) contain an arbitrary parameter to which we may 
call the location of the instanton. It is analogous to the location 
of the droplet in section 2.2 and similarly arises from the (time) 
translation invariance of the action. 
We shall return to the periodic potential in the next section 




look for the gauge theory analogues of the kinks. They are the finite 
action solutions of the Euclidean field equations (the instantons) and 
from the previous arguments, we know they will have a definite winding 
number or topological charge. The first explicit solution was found 
by Belavin et al. (1975). They used the inequality 
f 
(F_F)2 d 4x 	0 
'1, 
which, using F F 	= F F , gives 
1.V 1_tV 11V1_tv 
S[A] = 	
f
Fa Fa dx 
4 	11 	i_tv 
1 f r" - - Fa Fa dtx > 
PV]IV 
which, together with e4. (3.14), gives a lower bound on the action 
8ff 2 
S[A] 	j2 lvi (3.21) 
where v is the winding number. The action achieves its bound if 
and only if 
IV 
 =	'a
(3.22) PV ]IV 
Solutions of (3.22) are minima of the action for given winding 
number, and hence stationary points of the action under small 
(Continuous) variations. They are thus also solutions of the field 
equations. Since they have the lowest-action for a given winding 
number, they dominate the functional integral. 
Equation (3.22) is first order and hence much easier to solve 
than the second order field equations. The self-dual solution with 
= 1 can be written (in the gauge D II  A 	= 0) 
-53- 
-x) 
Aa(X) 	2 R 
 a b 	 o = — n 
(x 
(3.23) g b 11 
[(x-x )2  + p2 ] 0 
where Tj 	is given by 
TIV 
a 	 1 
TI = 	 +— c 	c 
PV oaliv 2 abc bcpv . 	 (3.24) 
As expected the solution (3.23) is localised and contains a set of 
four arbitrary parameters x11 describing the location of the 
instanton and reflecting the translation invariance of the gauge 
theory action. The parameter p is a scale size for the instanton 
and arises as a consequence of the scale invariance of the classical 
action (which contains no dimensional parameters). Similarly R a b 
is a rotation matrix and describes the orientation of the instanton 
in colour space and hence contains 3 arbitrary parameters for SU(2). 
Rotations and special conformal transformations (corresponding to 
the other global invariances of the gauge theory action) can be un-
done by gauge transformations and translations. Local gauge in-
variance is dealt with by the usual gauge fixing procedure (this 
still leaves the freedom to make global gauge transformations, hence 
the matrix Rab). 	The instanton solution (3.23) thus contains 8 
arbitrary parameters and since these correspond to invariances of 
the action they will have to be handled as collective coordinates 
in a semi-classical treatment of the quantum fluctuations. 
There is a corresponding anti-instanton solution with V = -1 
obtained from (3.23) by replacing n with. Ti where 
—a 	 - 
11 = E 	2cab c oaiv 	c bcl.IV. (3.25) 
(Note that we shall sometimes refer to instantons and anti-instantons 
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collectively as instantons). 
It can be shown (Atiyah and Ward, 1977) that this exhausts all 
possible solutions with unit winding number. There do exist solutions 
of higher winding number (Jackiwet al., 1977) but these are repre-
sented (in the dilute gas approximation) by approximate solutions 
consisting of superpositions of widely spaced instantons and anti-
instantons, to which they reduce in the appropriate limit. 
3.2 Quantum Fluctuations and the Dilute Gas Approximation 
We have seen that the classical gauge theory has a discrete in-
finity of vacuum states In> labelled by a winding number which takes 
integer values from - to + . Conventional perturbation theory 
is constructed around the vacuum with n = 0, which contains the 
potential A 
11 
a = 0. Other potentials in the n = 0 homntopy class are 
obtained from Aa = 0 by gauge transformations which are continuously 
deforinable to the identity 2(x) = 1 . 	The existence of tunnelling 
solutions, however, implies that the quantum vacuum will be a super-
position of In> vacua. 
We begin our discussion of the quantum theory by looking again 
at the periodic potential (3.16) in quantum mechanics. Consider the 
matrix element of the evolution operator between two of the position 
eigenstates 
= NJq _A[q] 
	
(3.26) 
where N is some normalisation constant, and fo q denotes inte-
gration over all functions q(t) satisfying the boundary conditions 
q(-T12) =q a9 q(T12) = 	We shall evaluate the right-hand 
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side of (3.26) in the semi-classical limit. The functional integral 
is then dominated by the stationary points of A[q].  We use the 
dilute gas approximation in which the stationary points are des-
cribed as superpositions of well separated instantons and anti-
instantons, and any interaction and overlap of the instantons is 
neglected. (We shall see shortly that for the periodic potential 
in quantum mechanics this is at least self-consistent). Fluctua-
tions around a single instanton give 
_A e 0 
K J dt0 11 + 0(g)] (3.27) 
where A 
0  is the action of the instanton, K comes from the 
determinant of small oscillations, and we integrate over all in-
stanton locations as a collective coordinate. Suppose a given 
stationary point of A[q]  consists of n instantons and n anti-
instantons. (Since the equations of motion are non-linear the 
superposition will not be an exact stationary point, except in 
the limit of infinite separation. For a discussion, see Coleman, 
1977). Integrating over the locations of the instantons gives 
J 
T/2 	t1 	t-1 Tr 
dt1 J 
	
dt2 .....J dtn 	= 	- 	 (3.28) 
-T/2 -T/2 	 -T/2 
where the time axis is restricted to - 	t 1< 1  . Similarly for 
the anti-instantons; (we can distinguish an instanton from an anti-
instanton, but we cannot distinguish two instantons or two anti-
instantons). The matrix element is then obtained by summing over 
all the stationary points of A[q].  Since the determinant of 
gaussian fluctuations will factorise for large instanton separations 
we obtain 
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<a!e _HT  Ib> 	= 
n! n! 
- (n+n) A 
x e 	
0n-n,b-a 11 + 0(9)1 	(3.29) 
where the 6 -symbol ensures that the total topological charge of 
the configuration equals the change in the index of the wells be-
tween - T/2 and T/2. We now use 
2w 
2w J 
dO e0 	 (3.30) 
0 
to obtain 
2w 	 -A +iO 
<a Ie_}TIb> = 	
- fo 




11 + 0(g)] . 	 (3.31) 
i-i 
Recalling that x11/n! is largest when n = x we see that the 
dominant contribution to (3.31) comes from 
-A ± ie 
n 	KTe 0  
and thus the density nIT of instantons is exponentially small, so 
that they are very well separated (for g small, since A = 81g) 
and the dilute gas approximation is self consistent. 





-HT 1 1 	do e i(a-b)0 = 	- j  
0 
-A 
x exp{2KT cosO e OI'll + 0(9)1 	 (3.32) 
and thus we have found a continuum of energy eigenstates labelled by 
an angle 0. This is a well known result. If we construct per-
turbation theory around one of the wells, we obtain a gaussian wave 
packet (to lowest order in g) for the ground state. For the nth 
well we call this state Iri>. Since tunnelling amplitudes are ex-
ponentially small they do not appear in perturbation theory. 
Tunnelling will mix the In> states to generate elgenstates of 
the translation operator r which is defined by 
rI> = n+l> . 	 (3.33) 
Translation invariance implies [r,H] = 0 Since the In> are 
orthonormal F must be unitary, and hence its eigenvalues must 
have unit modulus so weuirite them as e1Q  and call the eigenstate 10> 
rio> = e
--Le 
0> 	. 	 (3.34) 
Then je> will be a linear combination of the ln>'s 
10> 	= ' an> . 	 (3.35) 
n 
From (3.33) and (3.34) together with <njm> = 5 
nm  we obtain 
iS a 	= e a n n-i 
and if we choose a = 1 (the 0 states are not normalisable) we get 
mU I 
0> 	= 	e 	n>, 	0 < 0 < 27r . 	 (3.36) 
n 
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To find the energy shift of a 0 state due to tunnelling we 
compute 
	
-HT 	 mO 	-HT - e 	J@> 	= 	e <rile 	r> 
mO 
= 	e 	expf2KT cosO e -A 0  




-E(0)T mO e 0> = e 	e 
since Ie> is an elgenstate of H; and thus the energy of 
a 0 vacuum (relative to the perturbative vacuum) is 
-A 
E(0) 	= 	- 2K cosO e 	. 	 (3.37) 
The structure of the gauge theory vacuum has many similarities 
with that of the ground state in the periodic potential. There is some 
gauge transformation G (which is not continuously deformable to 
the identity) which connects adjacent In> vacua 
Gin> = ln+l> 
By gauge invariance G commutes with the Hamiltonian and so energy 
eigenstates must be G eigenstates. To preserve orthonormality of 
the In> , G must be unitary, and by the same argument as before 
we discover the quantum vacuum to be a superposition of In> vacua 
labelled by a continuous parameter 0 
0> 	= 	e 
mO
In>, 	0 < 0 < 2 7 
n 
and similarly the one-loop tunnelling amplitude predicts a shift of 
the energy density of a 0 vacuum by 
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0 - 
V 	2K cosO e - 
where, as before, K is given by the determinant of small oscilla-
tions around the instanton,and v is the volume of 3-space. Although 
0 = 0 corresponds to the state of lowest energy density, we cannot 
conclude that it is the true vacuum of the theory since a 0-vacuum 
is stable against gauge invariant perturbations. To see this, compute 
the matrix element of some gauge invariant operator Q between two 
0 vacua. Since [Q,H] = 0, the 0-vacua must be eigenstates of 
Q and hence 
<0'QI0> 	= 
= q 	<n'Ie e In> 
U flt 	
-iii'O' mU 
= 	q0 I e 
= 	q0 27r 5(0-0') 
We must therefore regard 0 as a new parameter in the theory. Since 
parity and time reversal symmetries are spontaneously broken (for 
0 0 0) we must expect that for quantum chromodynamics (the gauge 
theory of the strong interactions, which experimentally exhibit 
P and T invariance) we have 0 = 0. 
The remainder of this section is devoted to a discussion of 
the determinant of gaussian oscillations around a single gauge 
theory instanton and the use of the dilute gas approximation in 
gauge theories. The calculation of the determinant was first done by 
'tHooft (1976) and is very lengthy so we will not reproduce it here. 
It is, however, very straightforward to derive the result up to an 
Eva 
overall multiplicative constant (Coleman, 1977), using the ideas 
explained in Chapter 2. We shall use dimensional regularisation 
(for the full calculation by this method see Shore, 1979) and work 
in d = 4 - C. 	The coupling constant acquires a dimension 
£12 
[g] = [mass] 	. 	In four dimensions the instanton has action 
87r2/g2. In d dimensions in the bare theory the only dimensionful 
parameter available, apart from g, is the scale size of the in-
Stanton, and so the classical action of the instanton field must 
have the form 
S (OP




where S(0) = 872. 	For SU(2) in d dimensions there are d + 4 
zero modes (d from translations, 3 from global gauge transforma-
tions, and 1 from scale transformations) each of which requires a 
collective coordinate together with its corresponding Jacobian. 
From the Appendix we see that such a Jacobian is O(lIg), since 
the classical solution is O(lIg), and hence we have a (dimension-
less) factor 
d+4 
ip 	I 	2 L g2]  
together with the integrations over the collective coordinates. We 
can now write down an expression for the one-instanton partition 
function (the analogue of Z1 in section 2.2): 
r-€ d+4 
Zl 	= 	C  
J 
dQ I 




-' J 	 ]P 	g 
SO(E)P6 
 
X exp{- 	} [1 + 0(g2)] 	 (3.39) 
92 
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where C   is an overall constant, dQ is the element of integration 
in the gauge group, and we have inserted d+l powers of p into the 
denominacor.. by dimensional analysis. Eq. (3.39) is an important 
result which we shall use again in Chapter 4. 	The constant C  
is ultra-violet divergent and has the structure (Shore, 1979) 
Cb = CRexp(-2-
2 1 -) 	
(3.40) 
where C  is finite as c -- 0. The divergence is removed by the 
standard perturbative coupling constant renormalisation (the instanton 
is an extended object and it should not affect the short distance be-
haviour of the theory). To the order at which we are working (one 
loop) we have 
C 
1 	 11 
g2 9R2() C 12rr2  
(3.41) 









exp{- 2 _1) [1+0(g2)] 
(3.42) 
where we have taken the limit c -'- 0, and integrated out the x 11 
and 0 coordinates (V is the volume of space-time). We can make 
the 'p dependence in eq. (3.42) explicit by introducing an arbitrary 
momentum scale p and using again eq. (3.41). We have 
1 - 1 I 1 	+ 11 11 
g2 	 C] 
C E 	1 + 11 
Cl 
= p g2(p1) 
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and thus 
1 	= 	1 	1 





which becomes, in the limit 	c -- 0, 	 A. 
	
1 	- 	1 	11 
£n (pi) 
g2(p) - 2(1) - 12r2 
This allows us to write (3.42) in the form 





22/3 [1 + 0(g2)] . 	 (3.43) 
p5  
We see that the integral over instanton scale sizes in eq. (3.43) 
diverges at p large. This is a major problem to which we shall 
return shortly. 
It is straight forward to generalise eq. (3.43) to the gauge 
theory based on the group SU(N). There will be 4N-5 parameters 
to describe global gauge transformations, and hence 4N collective 
coordinates. The one-loop perturbative coupling constant renor-
malisation is 
11 C 
	 1 	+ _j11N 	1 	
(3.44) 
g2 	 87r2 	3 	C 
and so the one loop partition function reads 
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g 2 (I.1) 
I 	
(PP)  11N13 [1 + 0(g2)] 
	
(3.45) 
This result will form the basis of our calculation of the probability 
distribution function for topological charge in section 3.4. 
We complete this section with a discussion of the dilute gas 
approximation for instantons in gauge theories. From our earlier 
discussions we know that the dominant contribution to the functional 
integral comes from configurations in which the number of instantons 
per unit (space-time) volume is nu Z1/V. In section 2.2 we read off, 
from the partition function, the number r(R)dR of droplets per 
unit volume in the scale size range R to R + dR. Similarly here 
we can identify, from eq. (3.45) the density of instantons with 
scale sizes in the range p to p + dp as 
r 4N 	8i12 	11N/3 dp 
D(p)dp = c 	 —}(pp) RLj exp{ - 	 - 
P 
(3.46) 
We can now return to the problem of the divergent scale size 
integration. From (3.46) we see that the density of instantons 
increases with increasing scale size, so that bigger instantons 
are more probable than smaller ones. As we increase the scale 
size we will reach a point at which the instantons are sufficiently 
big and sufficiently dense that they tend to fill most of space-
time. We can no longer neglect the overlap and interaction of the 
instantons, and the dilute gas approximation has broken down. We 
can now see that the infra-red divergence of the scale-size integral 
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in eq. (3.43) is not a complete disaster. The divergence comes 
from large values of p where the dilute gas approximation is not 
valid and hence neither is the integrand of eq. (3.43). We do not 
know how to describe what happens once the instantons have become 
dense. We have come up against the strong coupling problem for 
which small-g expansions (perturbative or semi-classical) are not 
valid. 
In the absence of anything better we can control the divergence 
of the scale size integral by imposing a cutoff p and integrating 
only over instantons with 0 < p < p. This is the approach fre-
quently used in calculations with instantons in gauge theories (see 
particularly Callan, Dashen and Gross, 1978), and p 	is deter- 
mined by allowing the instantons to occupy only some fraction, say 
2%, of space-time. If we call S4p/4 the volume of the instanton 
then we solve 
P C  
f
Sp 
D(p) 	dp 	= 	0.02 
0 
trivially for PC.This is clearly a highly unsatisfactory state of 
affairs. 
In the remainder of this chapter we shall calculate the proba-
bility distribution function for topological charge defined over a 
finite region of space-time (a sphere). We shall find no need to 
introduce an arbitrary cutoff on the range of instanton scale sizes. 
Instead we shall discover that only those instantons having scale 
size in some precisely determined range are able to contribute to 
the quantity we calculate. We can easily arrange that such in-
stantons be dilute and thus we shall be working self-consistently 
within the dilute gas approximation. 
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3.3 	Topological Charge Inside a Sphere 
We saw in section 3.2 that any finite action field configuration 
has a definite topological charge given by eq. (3.14). Since this is 
the integral of a local quantity we can'define a topological charge 
density, given by 
2 	'\ 
327r itv j.iv 
	 (3.47) 
This is a sensible notion since (3.47) is gauge invariant. We have 
seen that in the 1 loop description of the gauge theory vacuum, 
and in the DGA,we have to sum over configurations of the gauge field 
which consist of a gas of widely separated instantons (and anti-
instantons). The sum takes into account the possible scale sizes 
and locations of the instantons. 
Imagine that we place a sphere of radius R into such a con-
figuration, and measure the total topological charge q contained 
inside the sphere. From (3.47) q will be given by 
f 
a a 'x 	 (3.48) 
	
q 
= 32rr2 	1IV 1_tv 
sphere 
We could repeat this procedure many times and plot a probability 
distribution function (PDF) for the observed values of q. 	It 
is this PDF which we seek to calculate in this chapter. 
We shall make the assumption that the gas of instantons is 
sufficiently dilute that for -1<q<1 we get a significant con-
tribution to the measured topological charge only from a single 
instanton. This will be justified a postiri and we shall see 
that the calculation is self-consistent. 
MZM 
We begin, then, by computing the topological charge contained 
inside a sphere of radius R due to a single instanton of scale 
size p located at a point all which need not be inside the 
sphere. (We take the centre of the sphere as the origin). The 
gauge field configuration is then 
V 
Aa(X) 	2 a b 	(x a)
= -N (3.49) 
[(x-a)' + p21 
and the corresponding field strength tensor is 




Ra b. 	p2  
g 	bi-iv 
. 	(3.50) 
[p2 + (x-)2]2  
Since R 
ab  is a rotation matrix it must be orthogonal so 
R  	R  = 	(RT)b R 	= 
b c a c c 
and so the matrix R cancels out of q. We then use the fact that 
T1 
a 	








iT 	 [(x-a)2 + p2]4 
sphere 
We now change variables to spherical polar coordinates, so that 
dx = 	d4 situp di sin28 dO r3dr 	 (3.53) 
with 0 	< 27, 	0 	ip 	rr, 	0 	8 	it . 	Introducing 
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re-scaled variables s = rip and A = alp, and integrating over 





6 f S3ds 	4rrsin2O dO q 	
= 	;-  
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c_l1t  T 
I(s,X) 	= 	(c2_l)_512 [(c-l)11  + 2I2 
where 
CO 
T2dT 	 7r 
[1+r2]3 - 	2 
0 
00 
12 	= J 
T2dT 	- ii 





and the topological charge becomes 
Rip 
- 	3 	1 	ds 	c 
q - 4A2 j0 S (c2_1)5/'2 
R/p 
= 	..a f 	 (2 + A2 + l)s3ds 
o [s + 2s2(l -A2) + X + 2A + 1]5/2 
The final radial integral can be evaluated using the substitution 
S2 + (1 - A2) 	= 	2A tan 
which yields a number of elementary trigonometric integrals. After 
transformation back to the original variable a  
and simplification we obtain finally 
q 	=+ [4p2cy2 + (R2 + p2 - a2)2]_3/2  
X 	(R2 + p2 - a2) - p6 - 3p1 R2 + 3R2p2a2 - 3p2a4} 
(3.58) 
We see that for p -- 0 we get q = 1 for a < R and q = 0 for 
a > R as expected, and similarly p 	gives q = 0. Also for 
a -- 0 we have 
q 	= 	- 1 + 3R2/ 2 
	
(3.59) 
(1 + R2/p2)3 
which we can easily check by direct evaluation of eq. (3.52) for 
00 
a = 0. Eq. (3.59) will be important in Chapter 4. 
To see more easily what is happening we have plotted q 
against 	a for various values of p in Fig. 6 using eq. (3.58). 
For the most part we shall confine our attention to values of q 
in the range 4 q 1, and we shall calculate the P.D.F. P(q) 
in this region. (The extension to values of q outside this 
range is discussed later.) We can then confine our attention to 
a < R. To see this we consider an instanton at a = R as shown 
in Fig. 7. We have also drawn in the tangent plane to the 
sphere through the centre of the instanton. Since the topological 
charge density is spherically symmetric around the centre of the 
instanton, it is clear that less than half of the topological 
charge is inside the sphere. (The marginal case occurs as p -- 0 
when we just capture half of the topological charge). Hence for 
q 4 we must have a R. 
For 4 q < 1 we must also have p R. To see this we 
set p = R in eq. (3.59) which gives q= 4, showing that pre-
cisely half the topological charge of the instanton is contained 
inside a sphere of radius p. Then, since q decreases as a 
increases (for fixed p) the maximum q occurs at a = 0. 
Hence to have q >-! w e must have p < R. This conclusion also 
follows by inspection of Fig. 6. We are now in a position to 







The variation of topological charge with in-
stanton location for instantons of various 
scale sizes. The broken line shows the 




An instanton located at the surface 
of the sphere, showing that q < 
MAC 
3.4 	The Probability Distribution Function for Topological Charge 
We now calculate the probability P(q)dq that a measurement 
of the total topological chatge q contained inside a sphere of 
radius R lies in the range q to q + dq, for I < q < 1. We 
shall assume that the dominant contribution comes from a single 
instanton. This is at least a consistent procedure since the 
instanton must have scale size p less than the radius R of the 
sphere, and so provided R is somewhat less than the hadron scale 
size then, from section 3.2, we know that the gas of such instantons 
must be dilute. This then justifies the use of the dilute gas 
approximation and the assumption of single instanton dominance. 
From eq. (3.46) we can write the number of instantons per unit 
volume with scale sizes in the range p to p + dp in the form 
11 
D(p)dp = C(g(u))(p1) p dp 
	
(3.60) 
for the SU(N) gauge theory. We shall keep the N explicit as we 
shall find qualitatively different behaviour for STJ(2) and SU(N), 
N 	3. 	For a given q the contribution to P(q)dq due to in- 
stantons having a in the range a to a + da is. 
D(p)dp S4 a3 da 
	
(3.61) 
where S4 = 2w2. In eq. (3.61) p is determined by q and a, 
and so we should invert (3.58) to find p = 	p(q, a, R). We now 
integrate over all values of a which can contribute, giving 




where p = p(a, q, R). Note that we cannot normalise the 
integrated distribution function to 1 since we do not calculate 
the distribution for all values of q. 
We can also derive (3.62) directly using the functional in-
tegral formalism. To do this we take the partition function for 
the pure gauge theory 
	
= 	a -S[A] 
f 
OV A e 
U 
and insert unity into the integrand in the form 
1 	
= 	J 
dq (q - Q[AJ) 	 (3.63) 
where 
Q[A] = 	
I 	a Fa d1x 
32rr2 J 	1_tv 1_tv 
sphere 
We now interchange the functional integral and the integral over 
q to give 
where 
Z 	= 	dq Z(q) 	 (3.64) 
-S[AJ Z(q) = fA a  e 	(q - Q[A]) . 	 (3.65) ll 
This technique will prove useful in Chapter 4. We can now interpret 
Z(q) as being, up to an overall normalisation, the required distri-
bution function P(q). We evaluate (3.65) by saddle point expansion 
around the minimal action configuration which is a single instanton 
(the zero instanton configuration could not satisfy the constraint). 
Working to lowest order in g2 we have 
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Q[A] 	= 	Q[A} [1 + 0(g2)] 
= 	Q(p, a, R)[l + 0(g2)] 
where Q(p, a, R) is given by the right-hand-side of eq. (3.58). 
Thus the fluctuations orthogonal to the collective coordinates are 





dp D(p) 	(q - Q( p, a, R)) 	(3.66) 
and since 
f
d4X 	= 	S4 
J 
a3 da 
fdp D(p) (q - Q(p, a, R)) 	= 	D(p) 
with p = p (q,a, R), we obtain 
Z(q) 	= 	S4 
J 
U3 da D(p) IN 
as before. We note here that anti-instantons contribute to P(q) 
for q < 0, and that P(q) will be symmetrical about q = 0. 
We now use the expression (3.60) for D(p) to obtain 
IN 
P(q) 	= 	2 2 c fa3cu 	p 5 	do 	 (3.67) 0 









3 T5 	d 	 (3.69) 
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and we have introduced rescaled variables a = aIR and P = p/R. 
Since we cannot invert eq. (3.58) analytically we resort to numerical 
methods for the evaluation of (3.69). A numerical integration 
algorithm was used, together with a subroutine to solve (3.58) for 
each time a value for the integrand of (3.69) was required. In Fig. 
8 we have plotted n(q) for I < q < 1 both for SU(2) and SU(3). 
We note the marked difference in behaviour between these two cases 
for q close to 1. In this region we can calculate P(q) analytically by 
expanding in (1 - q) as a small parameter. Since q is close to 
1 we know that pIR must be small, so we can expand eq. (3.58) 
to give 
q 	= 	1 - 	f(a/R) + 0(p6/R6) 	 (3.70) 
hence 
= 	(1 - q) 
1/4 
 f114 (aIR) [1 + 0((l 1/2  - q) 	)j. 	(3.71) R 
Substituting this into eq. (3.67) tells us immediately the dependence 
of P(q) on q: 
N-2 
P(q) " (1 q) 
	
(3.72) 
Thus for SU(2), P(q) goes to infinity as (1-q 6 as q - 1, 
while for SU(3) P(q) goes to zero like (l-q)'. These analytical 
forms give good fits to the numerical results for l-q 10, which 
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Figure 8. 
Distribution of topological charge in 
SU(2) and SU(3) gauge theories. 
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3.5 	Effects of a Space-Time Lattice; Comparison with 
Monte Carlo Results. 
The predictions of the previous section are not amenable to 
direct experimental verification. They can, however, be compared 
against computer simulations of the gauge field. Indeed there has 
already been some work (Ishikawa et al., 1983) on topological 
charge in Monte-Carlo simulations of lattice gauge theories which 
can be used to test our results. In these computer calculations 
the space-time continuum is approximated by a finite (usually 
simple cubic) lattice (Wilson, 1974), and the field variables are 
defined only on the sites (or links) of this lattice. Before we 
describe these calculations we shall therefore examine how a 
discrete space-time might affect our results. 
If the lattice gauge theory is to be a sensible concept we 
must expect it to provide an accurate description of instantons 
whose scale sizes are much larger than the lattice spacing (we 
leave aside for the moment questions of finite size effects, and 
consider an infinite lattice). Instantons whose scale size is of 
the order of a lattice spacing will be poorly represented on 
the lattice, and very small instantons will for the most part, 
slip through the holes in the lattice and not be seen at all. 
The simplest way to take this into account in our calculations 
is to impose some minimum scale size p 
mm . 	on the instantons. 
For a given value of q, p decreases as a is increased (see 
Fig. 6) and so a minimum value of p implies a maximum value 
of a which will depend on q and which is given by 
a 	=
max 	
a(p mm . , q, R) 	 (3.73) 
where a(p, q, R) is found by inverting eq. (3.58). Clearly for 
q < 1, aa < R and the only change to the previous calculation 
which is required is to set the upper limit of the integral over a 
in eq. (3.67) equal to amax. 	The integral must again be evaluated 
numerically and we have done this for p. = a/2 (where a 
is the lattice spacing) and R = 2a (which corresponds to the 
representation of the sphere by a 4 lattice). The results are 
changed significantly only in the region of q close to 1 since 
this is where the effect of small instantons (which are assumed 
absent on the lattice) dominates. In Fig. 9 we plot the modified 
results together with the original continuum results for 
0.9 < q < 1. For a given p there is a maximum value of q, which 
occurs when a = 0. Since q increases as p is decreased for a 
given a (in particular for a = 0) a minimum cutoff on p implies 
a maximum ciax for the value of q which can arise due to a m 
single instanton. This is given by 
"max = 	q min' a = 0 , R) 	 (3.74) 
and for q > %iax the single instanton contribution to P(q) must 
be zero. For p. = a/2 = R/4 we have, from eq. (3.59), 
cimax = 0.990 which is in agreement with the numerical results 
(see Fig. 9). Clearly the behaviour shown in eq. (3.72) will not 
be seen on a lattice smaller than about 1O4 since it comes from 
the effects of small instantons. For q%iax the dominant con-
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Figure 9 
Distribution of topological charge near q = 1 (solid 
lines). The broken lines show the effect of imposing 
a minimum instanton scale p min = R/4. 
IM 
We now consider how the distribution function P(q) might 
be obtained from a Monte-Carlo simulation of the lattice gauge 
theory. If the field variables on a finite lattice are only to 
take discrete values (as would necessarily happen in a computer 
simulation), then it would in principle be possible to compute 
expec-tation values by enumerating all possible field configurations 
(now finite in number) and then evaluating averages with the 
appropriate Boltzmann weight. Such a direct evaluation is im-
possible in practice because of the enormous number of configura-
tions involved, and in any case is unnecessary. The lattice gauge 
field may be regarded as a statistical system (the analogy with the 
Ising model is clear) and we need average (with no weight factor) 
only over a relatively small number of "especially important" 
field configurations (see Binder, 1979). These are configurations 
which correspond to thermodynamic equilibrium. (For a discussion 
of the practical techniques used to generate such configurations, 
see Kogut, 1983 and references therein). 
In their computer simulations Ishikawa et al. (op. cit.) 




 F F 	 (3.75) 
over the whole lattice, on a subvolume of the lattice, for a number of 
equilibrium configurations. They then plotted the distribution of observed 
values of latticeTo see that this distribution corresponds to 
our function P(q) we note that from eq. (3.65) we have 
P(q) = f dD Aa e-S(A] S(q -Q{A}) 
11 
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which, up to an overall normalisation, is 
P(q) 	= 	<S(q - QEA])> 	 (3.76) 
where < > denotes the expectation value as defined in Chapter 1. 
The Monte-Carlo technique allows us to replace this with 
N 
P(q) 	
N ' V 
	6(q - Q[AJ) 
n1 
(3.77) 
where A is an equilibrium configuration. In practice we cannot 
measure Q[A]  with infinite precision (there are various systematic 
and random errors associated with the Monte Carlo technique and 
with the use of a computer) and so we group together measured values 
into ttbiflsht  and plot a histogram. This corresponds to averaging 
(3.77) over the width 	Sq of a bin and gives, for a bin centred 
on q 031 	
q+5q/2 
F(q0) = - J P(q)dq 
q0—Sq/2 
where F(q0) is the height of the box over q. Using (3.77) 
we have 
q +6q/2      
F(q)q = 1 
n1 1 	
q - Q[A])dq 
q -ä q/2 
N 
= 	i_ 	t(Q,q) 
n1 
where 
Q,q0) 	= 	1 if Q E [q0 	2 ' q0 







where n0 is the number of measurements falling within the bin, 
and N is the total number of configurations used. This establishes 
the correspondence between P(q) and the measured distribution. 
When Ishikawa et al. (op. cit.) computed the distribution of 
lattice topological charge they were searching for the presence of 
instantons in the lattice gauge field. They were expecting to see 
a distribution consisting of peaks around the integers (Fig. 1 
of Ishikawa et al., 1983). In fact they observed distributions 
(for both SU(2) and SU(3)) which decreased monotonically away from 
the origin (Figs. 2, 3 and 4 of Ishikawa et al.) and this was in-
terpreted as indicating the absence of instantons. We see, however, 
that the distribution P(q) which we have calculated has entirely 
the same qualitative behaviour as the Monte Carlo results. 
Ishikawa et al. also assumed that SU(2) and SU(3) would 
necessarily yield similar results because instantons are SU(2) 
objects and occur in SU(3) through various embeddings of SU(2). 
We have seen that the situation is more subtle and that on a suf-
ficiently fine lattice we would expect quite different behaviour 
for SU(2) and SU(3). 
Unfortunately the data of Ishikawa et al. are too sparse over 
the range 4 q 1 which we have considered to allow a quan-
titative comparison to be made. It would clearly be desirable to 
obtain more detailed Monte-Carlo data in order to provide a complete 
test of our results. In order to avoid spurious effects due to the 
-83- 
boundary conditions on the lattice we should measure 	F over 
a sublattice embedded within the main lattice. (Some of the measure-
ments of Ishikawa et al. were taken from a 44  sublattice within an 
8 host lattice for the same reason). 
3.6 	Summary and Discussion 
In this chapter we have calculated the probability distri-
bution function for the topological charge contained in a sphere 
of finite radius. Although we worked within the dilute gas approxi-
mation, we did not need to introduce an arbitrary upper limit on 
instanton scale sizes. As far as we are aware this is the first 
such calculation. We were also able to compare our results with 
some recent Monte-Carlo calculations and we found them to be in 
qualitative agreement. 
We hope that future Monte-Carlo studies will provide a more 
detailed confirmation of our results. In particular there is one 
aspect of our conclusions which should be largely unaffected by the 
presence of the lattice and which could readily be tested. From 
eq. (3.68) we see that the sin le instanton contribution to P(q) 
should scale with R like R 311.  This is already consistent with 
the Monte-Carlo data of Ishikawa et al. (op. cit.) who measured 
the topological charge distribution for SU(2) on an 8 lattice 
4 and on a 4 4  lattice within an 8 host lattice (for the same 
value of the lattice coupling). For the region of q over which 
the single instanton contribution dominates, we should expect the 
distribution to be scaled by 222/3 = 160 between the two lattices 
and this is indeed consistent with the measured data. The effect 
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of the lattice will be to modify the a integral in (3.69) (we made 
some allowance for this in section 3.5 by simply restricting the 
range of integration) and this will not affect the predicted scaling. 
Again, we have to await further data to provide detailed confirmation. 
Finally, perhaps the most interesting use of this work would be 
as a clean test of the validity of the semi-classical approximation 
near the hadron scale size. In particular we can check the picture 
of the QCD vacuum developed by Callan, Dashen and Gross (1979). 
They suggested that the distance scale appropriate to the description 
of low-lying hadrons is sufficiently small (and hence the effective 
coupling is sufficiently small) that the semi-classical approximation 
still makes sense, and that the true (presently incalculable) 
strong coupling only sets in at larger distance scales. By measuring 
the topological charge distribution at successively higher values 
of the lattice coupling, and hence successively larger values of R, 
we should observe first the breakdown of single instanton dominance 
and then the breakdown of the dilute gas approximation and indeed 
of the notion of isolated iristantons itself. Comparison of the 
length scale at which this occurs with length scale of the low-
lying hadrons (taken from Monte Carlo simulations of the hadron mass 
spectrum) should give an indication of whether the semi-classical 
technique has any hope of describing true hadron physics. 
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HIGH ORDER ESTIMATES IN GAUGE THEORIES 
4.1 Asymptotic Behaviour of Perturbation Theory: Dyson's Conjecture 
So far we have been using the semi-classical method to obtain results 
of an essentially non-perturbative nature. In this final chapter we shall 
see how the method can be used to obtain information about the large order 
behaviour of the perturbation series. In particular if some Green's 









where g is some coupling constant, then we shall be interested in com-
puting the behaviour of the coefficients GK  for K large. (Indeed we 
shall describe a systematic procedure for calculating GK  as an expansion 
in powers of 11K.) 	One reason for wishing to know the high order be- 
haviour of eq. (4.1) is to discover whether the perturbation series con-
verges. For a convergent series the perturbation expansion provides a 
unique definition of the quantities of interest and the theory can be 
regarded as mathematically satisfactory. By calculating to sufficiently 
high order we can obtain any physical quantity to any desired accuracy 
for every value of the expansion parameter g within the radius of 
convergence. If the perturbation series does not converge then the 
coefficients of the series do not define the quantity G(g) uniquely, 
and the theory is unsatisfactory unless we can obtain sufficient non-
perturbative information from the theory to render all physical quantities 
unique. Knowledge even of all the coefficients of the series would allow 
IRM 
only an approximate evaluation of G with an accuracy which diminishes 
as the coupling becomes stronger. Indeed, if the coupling is suf-
ficiently strong, perturbation theory will be quite useless for cal-
culating physical quantities. 
The first person to suggest that the perturbation series is never 
convergent was Dyson (1952). He gave an argument for the case of 
quantum electrodynamics which indicated that the divergence of per-
turbation theory is closely related to the instability of the vacuum 
for some unphysical value of the coupling constant. We shall see shortly 
how this idea allows us to calculate the large order behaviour of the 
perturbative coefficients. To begin with we reproduce Dyson's original 
argument. 
Consider a physical quantity calculated in perturbation theory: 
F(e2) 	= 	a + a1e2 + a2e + ... 	 (4.2) 
where e is the electronic charge. Suppose that (4.2) converges for 
some physical value of e2, which implies that F(e2 ) is an analytic 
function of e2 at e2 = 0. Then, for sufficiently small values of e2 
F(-e2) will be analytic with a convergent power series expansion. How-
ever, F(-e2) corresponds to a theory in which like charges attract and 
unlike charges repel. For such a theory the usual vacuum state is no 
longer the state of lowest energy. We can construct pathological states 
by creating a large number of electron-positron pairs and grouping the 
electrons together in one region of space and the positrons in another. 
The negative potential energy of such a system due to the Coulomb force 
can be much greater than the rest mass energy of the particles. Further-
more, due to quantum tunnelling, the usual vacuum will always have a 
finite probability of decaying to such a state. There is an explosive 
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disintegration of the vacuum with the creation of more and more particles. 
Dyson argues that such a theory could not give rise to well defined 
analytic functions. Thus F(-e2 ) is non-analytic, and the series (4.2) 
cannot be convergent. These ideas are not specific to quantum electro-
dynamics; field theories in general have divergent perturbation expan-
sions (see Jaffe, 1965, and references therein). 
One method for extracting information at strong coupling from a 
perturbation series which is only asymptotic. is to use the technique 
of Padé approximants in which a ratio of two polynomials is fitted to 
the calculated part of the perturbation expansion. The accuracy of 
this method can be improved significantly if we also use information 
about the asymptotic behaviour of the expansion (Brzin, 1977; 
Le Gillou and Zinn-Justin, 1977). This is one of the chief reasons 
for calculating high order estimates: the more information we have 
about the high order behaviour of the perturbation series, the more 
accurately we can use the information obtained at low orders. 
As an illustration of the role of vacuum instability in determining 
the asymptotic behaviour of perturbation theory, and in order to intro-
duce many of the techniques we shall be using for gauge theories 
(whilst avoiding most of the technicalities), we again consider a model 
field theory in zero dimensions (Zinn-Justin, 1981). The partition 
function is given by 
Co 













We wish to calculate Z for K large. In this example it is trivial 
to calculate Z  exactly. Expanding eq. (4.3) In powers of g and 




ZK 	= Vr- 	 J 
d 	e 
—00 







r(2K +) 	. 	 (4.5) K! 
We may now expand this result, for K large, using Stirling's formula: 




K 4K (K - 1)! [1 + 0(1/K)] . 	 (4.7) 
Thus the coefficient of the Kth  order of perturbation theory grows like 
K! for K large. The series (4.4) thus diverges for any g no matter 
how small. This K! growth is the typical behaviour for field theories 
in general, as we shall see. 
We now seek a method for evaluating Z  which may be generalised 
to field theories in higher dimensions. This will be motivated by 
Dyson's considerations on vacuum instability. As it stands, the 





< arg(g) < 
i.e. for Re(g) > 0. We can define the integral for other values of 
g by analytic continuation. 	To do this we rotate the contour of 
integration in the complex 	plane. If the contour is rotated 
through an angle ± 6 the integral will converge for 
- 	 - - 	 Tr ++ 4ô < arg(g) < • 	4 
We can define the integral for g real and negative by rotating the 
contour through r/4 or through -rrI4, (see Fig. 10), and we will 
get two definitions of Z(g) which (as we shall see) will not coin-
cide. This implies that there is a singularity (branch point) at 
the origin and thus the perturbation expansion has zero radius of 
convergence, as we have seen. This analytic structure is very 
similar to the one we encountered with the droplet model in section 
2.3. 	Z(g) is analytic in the cut plane, and we shall place the 
cut along the negative real axis. The two analytic continuations 
differ only in the sign of the imaginary part (since, when we rotate 
the contour, 	-- 	e 
ia 
 , and changing the sign of a is equiva- 
lent to changing the sign of i) and so the discontinuity across 
the cut is 2i Im Z(g). 	From a knowledge of the discontinuity we 
can calculate the coefficients of the perturbation series by means 
of a dispersion relation. To do this we consider the contour C 
shown in Fig. 11, and apply Cauchy's formula 
A 
Figure 10 
The two contours of integration used to define Z(g) 
for arg(g) = rrI4 (C +) and arg(g) = -rr/4 (C-). 
Figure 11 
Contour used to define the dispersion relation. 
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- __ 1. Z(g') Z(g) 	





Im Z(g'; arg g' = it) 
dg' 	 (4.8) 
Tr - 
	 g' - g 
CO 
where we have neglected the contribution from the large circle since 
Z(g) 	1/4 as IgI + , and we have similarly neglected the 
contribution from the semi-circle round the origin since this is pro-
portional to the length of the semi-circle which we take to zero. 
We then expand the denominator of eq. (4.8): 
0 







x{ I (4)K}dg? 
K=O 
and using eq. (4.4) we can identify Z  
0 
Z 
1 1 ImZ(g') 
= 	____ 
K 	 ' L (g') 	dg 	. 	 (4.9) 
We now calculate the discontinuity across the cut, for g - 0, 
using the method of steepest descent. (In field theory this will 
become the semi-classical approximation.) From eq. (4.3) we see 
that there is a saddle point at the origin of the 	-plane, and 
saddle points at 
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which, for g real and negative, lie on the real axis. The con- 
tribution from the 	saddle points will have a prefactor 
exp(- 	- g) = exp(1/4g) which is exponentially small and 
so, for g small, can be neglected compared to the saddle point 
at the origin. However, in computing the discontinuity across the 
cut we take the difference between the two analytic continuations: 
Z(g + 10) - Z(g - 10) = 21 Im Z (g; arg g = 
and the contribution from the saddle point at the origin will cancel. 
The dominant contribution then comes from the saddle points at 
(In field theory the corresponding saddle points will be the in-
stantons). We now deform the contour C - C so as to pass through 
the saddle points along the paths of steepest descent as shown in 
Fig. 12. 	In the neighbourhood of a saddle point the contour is 
parallel to the imaginary axis. Integration over the steepest 
descent paths in gaussian approximation then gives 
Im Z(g) 	= 	
1I4g 
[1 + 0(g)] . 	 (4.10) 
Substituting this into the dispersion relation eq. (4.9), we obtain 
z 	=(
_1)
K 4K (K - 1)! [1 + 0(1/K)] 	 (4.11) 
as before. From the form of the dispersion relation we see that terms 
in eq. (4.10) of successively higher order in g generate terms in 
eq. (4.11) of correspondingly higher order in (1/K). 	We thus have 
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Figure 12. 
Paths of steepest descent used to calculate 
Im Z(g). 
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through the saddle point expansion (or through the semi-classical 
method in field theory) a systematic technique for calculating the 
Kth order of perturbation theory as an expansion in powers of (1/K). 
The K! growth seen in eq. (4.11) is a generic feature of 
field theories and is not limited to the simple example discussed 
here. Indeed this behaviour follows directly from Dyson's argument. 
If we create a system of N particles, of the kind described by 




where the first term comes from the rest mass energy and the second 
term from the Coulomb interaction. For g < 0 there are collapsed 
states of negative energy for N sufficiently large, which are 
separated from N = 0 by an energy barrier. Differentiating eq. 
(4.12) we see that the barrier has a maximum at N0 = -m/2g at 
which point its height is E(g) = - m2/4g (which is positive 
for g < 0). From the WKB method we know that the inverse life-
time, or imaginary part of the energy, will be given by the barrier 
penetration coefficient 
exp(- const. E) " e m2/4g 
From the dispersion relation eq. (4.9) it then follows that the Kth 
order of perturbation theory grows like K! 
For the 	field theory considered above the connection with 
vacuum instability can be seen from the form of the potential 
V(q) = 	2 + gp4  for g < 0, as shown in Fig. 13. The pertur- 





The potential V() = 	+ g 	for g < 0 showing 
the instability of the = 0 perturbative vacuum. 
the energy is no longer bounded from below and the theory is 
pathological. 
The implications of a K! growth in perturbation theory for 
practical calculations can be seen from the behaviour of g'K! for 
successive values of K as shown in Fig. 14 for a small value of 
the coupling g. Although for small g successive terms will get 
smaller, the K! must eventually dominate no matter how small we 
choose g and successive terms will then grow. The best estimate 
for the quantity represented by the series is then found by trun-
cating the series at the point Kmjn  where the terms are smallest, 
and forming the partial sum from K = 0 up to K = Kmj• Since 
gKK! takes its smallest value at K . min hg, we cannot calculate 
K  
to better accuracy that g min  K 
min 
.! 	 1 exp(- /g) (using 
Stirling's formula for K large). 	In the case of quantum 
electrodynamics the effective expansion parameter g is the fine 
structure constant a = 1/137. 	Thus we do not begin to run into 
difficulties until we have computed about 137 terms of the perturba-
tion series. This represents an accuracy far beyond anything pre-
sently required or contemplated. In fact for QED the situation is 
probably even more favourable since the minus sign associated with 
fermion loops produces cancellations which reduce the rate of 
growth of the perturbation series coefficients (Parisi, 1977b; 
Bailin et al., 1978). On the other hand for a theory with a 
coupling g ru 1 a simple perturbative calculation is useless. The 
only hope for perturbation theory is to find some way to resum the 
perturbation series. We now turn our attention to the technique of 
Borel resummation, which attempts to deal directly with the K! 






Generic behaviour of the magnitude of successive 
terms of the perturbation series for small coupling. 
4.2 	Borel Resuinmation 
As we shall see later, the general form for the Kth coefficient 
in the perturbation series of a field theory is, for K large, 
	
F 	= 	C AK Kb K! [1 + 0(l/K)] 
	 (4.13) 
where A, b and C are constants. Due to the KI factor the 
corresponding series 
CO 




is divergent. Using Stirling's formula, eq. (4.6), we can show that 
KbK! 	= Kb r(K + 1) 
= 	T(K + b + 1) [1 + 0(1/K)] 	 (4.15) 




C 	+ b + l)AK gK [1 + 0(1/K)]. (4.16) 
K=O  
We now introduce an integral representation for the r -function: 
r(K+b+l) 	
= f00 
e-s £ K+b 
ds 
0 
Then if we (formally) interchange the integration and the summation 
we obtain 
00 
F(g) 	= C 
f 













is called the Borel function corresponding to the function F(g). 
Since the K! has been divided out of the coefficients F   we might 
expect that the series (4.18) should have a non-zero radius of con-
vergence. Indeed the series is now geometric and is easily summed: 
CO 
B(s) 	I CA K+b S 
K=O 
C 
= 	 (4.19) 
1-As 
Note that the Borel function has a singularity at s = 1/A, and that 
this determines the radius of convergence. If we can now analytically 
continue B(s) along the whole positive real axis without encountering 
singularities and if the integral in eq. (4.17) converges, then we can 
reconstruct the function F(g) from its perturbation series. The 
theory is then said to be Borel summable. Clearly a necessary, but 
not sufficient, condition for this to be possible is that A be a 
negative quantity so that the singularity at s = 1/A does not-lie 
on the path of integration in eq. (4.17). We shall see the significance 
of this requirement shortly. 
It may appear from the above that for a Borel summable theory we 
are able to reconstruct the function F(g) from the coefficients of 
F 	of the asymptotic series. However, it is well known that there 
are infinitely many functions having the same asymptotic series (see, 
for example, Hardy, 1949). In fact our derivation of the Borel 
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transform eq. (4.17) was rather cavalier, and we must impose additional 
conditions on F(g) to fix it uniquely. For simple field theories 
this may be done with the help of Watson's theorem (Watson, 1912; 
Hardy, 1949): 
Suppose that F(g) satisfies 
F(g) is analytic inside the domain D defined by 
II < 
	 arg g < 
	
+ , 	where ô > 0 
F(g) = 
	N 
Fgfl +R(g)  
n0 
where 
N+l 	 N+l 
	
<CA (N+1)! 




B(s) 	I - s n! 
n0 
converges for all Isl < 1/A 
B(s) is analytic in D' where 
arg sl < tS 




eS B(sg) ds 
0 
Furthermore there is only one function satisfying (1) and (2), and it 
is given by the Borel sum F(g). 
Thus if F(g) satisfies (1) and (2) we can uniquely reconstruct 
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the full theory from a knowledge of its perturbation series. These 
conditions must of course be proven outside the framework of perturba-
tion theory. In general this is very difficult to do for all but the 
simplest field theories. (A proof for 	theory in two dimensions 
has been given by Eckxaann et al., 1975). 
Watson's theorem indicates that if we know the radius of con-
vergence of the Borel series, eq. (4.18), that is, if we know the 
distance of the nearest singularity of B(s) from the origin, then 
we can determine the constant A in eq. (4.13). We now show that 
indeed the nearest singularity of B(s) to the origin determines the 
leading large order behaviour of F(g). 
Suppose that the singularity of B(s) nearest the origin occurs 
at s = A' (where A is real). Then if the singularity is a pole 
or a branch point we may write 
B(s) 	= 	(s - A') 	P(s) 
where P(s) is analytic at s = A 1. Expanding P(s) around 
s = A' we obtain 
B(s) 	= P 
0 (s - A 1
) + P1(s - Al)a + 








o ds e 5 (sg - A 1) 	+ ... 
Expanding both sides in powers of g and identifying F   gives 
F 	= 	C 
AK  K 1 K! [1 + 0(l/K)] 
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where C is a constant. Thus the asymptotic behaviourof F   is 
governed by the value of A. Also the constant b in eq. (4.13) is 
determined by the nature of the singularity (i.e. by the value of o). 
We also note that if there is another singularity further along the 
real axis then its effect on the asymptotic expansion for large K 
is negligible. 
We conclude our discussion of the Borel transform with an 
argument due to 'tFlooft (1977a, 1977b) which shows the singularities 
of the Borel transforms of Green's functions in field theory to be 
governed by the finite action solutions of the Euclidean field 
equations, i.e. by the instanton solutions. We start by looking at 





_W()Ig 	 (4.20) 




ds e 	B(sg) 	 (4.21) 
we can identify 
CO 
B(sg) = 	g 
J 
d 	(gs - W()) . 	 (4.22) 
Thus to evaluate this integral we must find, for a given s, all the 
solutions of 
= s . 	 (4.23) 
The Borel function is then given by 
-lj 




It then follows that the singularities of B(s) occur whenever 
	
= 0 	 (4.25) 
Ii 
that is, whenever 	. is a solution of the classical Euclidean field 
equations. From eq. (4.23) we see that the singularities occur at 
values of s equal to the action of such a solution. 
We can repeat the above argument for multi-dimensional integrals 
of the same form as eq. (4.20) in which case we find singularities at 
those values of s that are equal to the action of a solution of the 
equation 
aw - 0 	 (4.26) + - 
which is just the classical Lagrange equation for the field 
Such a multi-dimensional integral corresponds to a field theory 
with an ultraviolet cutoff (space-time lattice) and an infrared cutoff 
(space-time box). 
The significance of the constant A in eq. (4.13) is now clear: 
A 1 is the action (at g = 1) of the minimal action instanton solution 
of the Euclidean field equations. For theories possessing real in-
stanton solutions, A will be a positive real number. The Borel 
transform will then have a singularity on the positive real axis 
and the theory is not Borel resummable. Theories not having instanton 
solutions may acquire such solutions when we continue to unphysical 
values of the coupling constant (such was the case for the simple 
integral considered in section 4.1 and is similarly true for 
theory in any dimension). The action of the instanton then no longer 
lies on the positive real axis, for physical values of the coupling, 
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and such a theory may in general be Borel sunimable. 
For the zero dimensional field theory we can easily find the nature 
	
of the singularities in B(s). Consider some solution 	of eq. (4.25) 
with s = W(). Then for s in the neighbourhood of some given point 




+ f 32W) 
PTJ S 	 1Js, 	











+ 2 	-J(s - s') + 
If we now take s' = s , then 




Fa 	= I 	j- 
(s 
S 	L 5 
(4.27) 
and so the singularity at s is a square-root branch point. 
It is important to emphasise that in a given field theory the 
Borel transforms of all the functions will have singularities at the 
same values of s ('tHooft, 1977, 1977b). The strength and nature 
of the singularities will be different for different functions, 
although in general they will be branch point singularities. 
We have seen that the large order behaviour of the perturbation 
series coefficients is dominated by instanton solutions of the field 
equations. This was clear already in the simple zero-dimensional 
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example considered in section 4.1: the asymptotic behaviour was 
governed by the non-trivial saddle points of the action. The method 
used there can be generalised to true field theory. We use the semi-
classical method to compute the imaginary part, due to vacuum tunnel-
ling, of the function of interest, and then obtain the asymptotic be-
haviour of its perturbation expansion by means of a dispersion rela-
tion. Before discussing the additional complications arising in field 
theory, however, we must first consider the rather special case of a 
theory with degenerate classical vacua. These considerations will 
play a vital role in our understanding of the high order behaviour 
in gauge theories. 
4.3 	Theories with Degenerate Classical Vacua 
The method we have just described for obtaining high order esti-
mates would fail if applied naively in the case of a theory with 
degenerate classical ground states (Brzin et al., 1977). It is no 
longer sufficient to consider the semi-classical expansion around the 
minimal action instanton solution. We are of course interested 
primarily in the case of non-Abelian gauge theories which, as we saw 
in Chapter 3, possess an infinity of inequivalent classical ground 
states. The difficulties are, however, generic to any theory with 
degenerate vacua. We shall illustrate the ideas for the case of 
the double well potential in quantum mechanics since the method we 
shall describe for solving this problem will, when suitably generalised, 
form the basis of our discussion of gauge theories. 
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Consider then the quantum mechanics of a particle moving in the 
double-well potential 
V(x) 	= 	x2(t) [1- V'jx(t)j2 	. 	 (4.28) 
As in Chapter 3 we write a path integral representation for the 
position-eigenstate matrix elements of the evolution operator 
<ale_HTIb> = Nf 0 x e-A[x] (4.29) 
where N is a normalisation constant, and the classical action 




dt 	x2 + V(x)] . 	 (4.30) 
T/2 
The functional integral in eq. (4.29) is taken over all functions 
satisfying the boundary conditions 
x(-T/2) 	= 	x a , 	x(T/2) 	= 	x.b . 	 (4.31) 
We shall be interested in calculating the high order behaviour of the 
ground state energy E(g). For this it is convenient to take the 
trace over the matrix elements in eq. (4.29). We can then expand the 
position eigenstates in terms of the eigenstates IE> of the 




= <ae a> -HT 
= 	<E c } e 	{ Y C IE >} n na 	 ma in a n 	 m 
= 	E(g)T 
-107- 
In the large T limit we pick out the ground state, with energy E(g): 
-HT 	
-E0(g)T 
Tr(e ) -- 	e 	 , 	T - - 
We could evaluate E0(g) in perturbation theory by expanding the 
functional integral eq. (4.29) around one of the two wells q = 0 
and q0 = l//' . 	However, due to tunnelling phenomena wave packets 
centred on one of the wells can decay. We expect E to pick up an 
exponentially small imaginary part which we can calculate by the 
semi-classical method. (This imaginary part describes the outward 
tunnelling only. If we allowed also for return tunnelling there 
would be no true decay of the system and the exponentially small 
contributions would be real.) 	In lowest order perturbation theory 
E0(g) = -, and since the imaginary part of E is exponentially 
small we have, to lowest order in g, 
-T/2 	 -HT -Te 	
0 
ImE = ImTr(e ) (4.32) 
for T large. We can eliminate the normalisation constant N in 
eq. (4.29) by dividing by the same equation with g = 0. Again 
E(0) =-! and so far T large, with g = 0, 
-T/2 	 -A 0[x] e 	= 	
N f 
CD x  
where A[x]  is the classical action at g = 0. Since E(0) has 
no imaginary part we have, together with eq. (4.32), 
1 "'J 	
-Aix] 1 xc 	I 
Im E(g) = urn 	- 	 I 	 (4.33) 
T - - co 	
fxe_Ao1 	J 
Taking the trace on the right-hand-side of eq. (4.29) means 
integrating over all paths subject to the periodic boundary condition 
x(-T/2) = x(T/2) 
	
(4.34) 
We now see the problem which arises when we have degenerate minima. 
The functional integral in the numerator of eq. (4.33) will be 
dominated by the stationary points of the action. However, there 
are no finite action stationary points which satisfy the periodic 
boundary conditions. There are, however, instanton solutions which 
tunnel 	from one well to the other. From eqs. (4.28) and (4.30) 
the classical equation of motion is 
-(t) + x(t) [1 - /jx(t)] [1- 2/jx(t)1 	= 	0 (4.35) 
which has solutions 
+ 




(l+e 	- ) 
To understand what is going on, imagine lifting the degeneracy between 
the two wells by adding to the potential (4.28) a term 
X2 (t) 
As was hated in section 3.1 the classical equation of motion is 
just Newton's second law of motion for a classical particle moving 
in the inverted potential. 	It is thus clear from Fig. 15 that 
for E 0 we now have a classical solution with the required 
periodic boundary conditions. 	As E - 0 the particle spends a 











Instanton solution in the nearly-degenerate potential. 
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solution approaches asymptotically the form of a widely separated 
instanton/anti-instanton pair, x + x. Fluctuations around this 
solution which correspond to changes in the instanton separation 
produce a change in the action which vanishes as E - 0. The cor-
responding eigenvalue of the second derivative of the action at the 
saddle point goes to zero. The determinant of small oscillations 
then vanishes and the semi-classical amplitude therefore diverges. 
We must introduce a new collective coordinate to describe the in-
stanton/anti-instanton separation. There are various ways of doing 
this. We describe a method due to Bogomol'nyi and Fateev (1977) 
which may be generalised to gauge theories. 
We define the "topological charge" Q[x]  of a field configura-
tion x(t) by 
Q[x] 	= 	i/{x(t) - (_co)} 
	
(4.37) 
where to is some fixed value of time. We now fix the topological 




dq (q - Q[x]) . 	 (4.38) 





O x e-A [x]  6(q - Q[x]) . 	 (4.39) 
There are now finite action classical solutions of the constrained 
system which satisfy the periodic boundary conditions (4.34). These 
consist of an instanton for t < to and its mirror-image, i.e. an 
anti-instanton, for t > to, as shown in Fig. 16, and given by 
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x t) 
tj 	to 	t2 
0 
Figure 16. 
Classical solution to the constrained 
action for the degenerate double-well 
potential. 
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1 	1 x(t) = - t > t 
C 	v'j 1 + et_(°/2 + t0) 	
0 
t < t 	(4.40) 




where 0 is the instanton-anti-instanton separation. 





The large order behaviour will be dominated (as we shall see) by the 
region Q 1. 	The instanton and anti-instanton are then widely 
separated and the determinant of small oscillations factorises into 
the square of the determinant for a single instanton (Bogomol'nyi, 




x e [x] 1 	
J 
dt 	 (4.42) 
where t is a collective coordinate arising from the (time) trans-
lation invariance of the action which is broken by the instanton. 
The action of the configuration (4.40) is given by 
1 1 	
—e + 0(e 20  A[x c 	g 	
) } 	 (4.43) ] = 





1  dt 	 e 	 q dt 	
-1/3g + e0/g 	
1 
- 2 rrg 	 1 + -0/2 
(4.44) 
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From Fig. 16 it is clear that 
t1 = t -0/2 
0 
t2 = t +0/2 
0 
from which it follows that 
dt1dt2 = dt dO 
0 
If we define 
1 
= l- 
then since we will be interested in the region 0 ± 	(r << 1) we 
may write 
e0 	= T1 + 0(n3) 	 (4.45) 
dO = -- dr 
T1 
We now perform the integral over q in eq. (4.44). This eliminates 
the 5-function (with the identification q = 	1 - n) and eq. (4.44) 
becomes 
1 	 -0 
Z 	= 	2 	dt I 
dr 1 	-l/3g + e ,g 	 (4.46) 
JoJ n irg 
0 
The integral over to is trivial and generates a factor T. To 
evaluate the Ti integral it is convenient to make the change of 
variable n2 = u giving 
du 	e ulg 	
(4.47) 
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The integral over u appears to be divergent. In fact a more careful 
consideration shows that the lower limit of integration is not 0 but 
e. 	The integral diverges as T - 	((S -- 0) and this corresponds 
to a second (quasi) zero-mode of translation invariance due to the 
presence of two instantons. There is another difficulty which is 
more subtle. Consider the integral over e which gave rise to eq. 
(4.47). This had the form 
T —e 
1 dt I dO 
J 	0) 	






- 	[expt-1-} - I . 	 (4.48) 
0 
The first term corresponds to the dilute gas approximation and is the 
the result we would obtain if we simply superimposed the instanton and 
anti-instanton, and neglected interactions. The integral in the second 
term is dominated by the region 0 -- 0. This is clearly a problem 
since our formulae were derived on the assumption that 0 was large. 
In fact as 0 -- 0 our classical solution becomes indistinguishable 
from the trivial vacuum (the instanton and anti-instanton annihilate). 
To understand the origin of the problem we mention an alternative 
approach to the degenerate double-well problem due to Bogomol'nyi 
(1980). Suppose we take as our "classical" configuration a super-
position of a widely spaced instanton and anti-instanton. When we 
expand the action around this configuration we pick up a term linear 
in the fluctuation field x(t). We can eliminate this term by a 
shift in x, and this introduces a new term of the form - exp(-e)Ig 
which is independent of x and which can be regarded as the instanton-
anti-instanton interaction energy. Again we arrive at a collective 
-115- 
coordinate integral of the form (4.48). The integral is dominated by 
o small because the sign of the interaction energy is such that in-
stanton and anti-instanton attract. The solution to the problem 
(Bogomol'nyi, 1980; see also Zinn-Justin, 1982) is to define the 
integral for g real and negative. The instanton and anti-instanton 
then repel and the integral is dominated by 0 large. If we then 
integrate by parts we obtain (T -- co) 
CO 
I 
= f d0[exp{  
= 	-y+ng 
up to corrections which are exponentially small in g. (-y' is Euler's 
constant). When we analytically continue back to g real and positive 
there is an ambiguity in the choice of coupling constant phase, 
±1r g -- ge 
I + - y+ftg ± iii 
Thus we see that 1(g) has a branch point at g = 0 with a discon-
tinuity across the cut (along the positive real axis) given by 2rri. 
Although the original 0 integral was divergent, the imaginary part 
has a finite T - 	limit. In applying the constraint technique to 
gauge theories we shall encounter a slightly more general integral 
that of eq. (4.47), namely 
1 
1(g)= 	
f x V 
4 	ax/g 	• 	 (4.49) 
0 
Again we define the integral by analytic continuation from g negative. 
The discontinuity across the cut (on the positive real axis) is 
finite and given byogomol'nyi et al., 1980) 





again up to corrections exponentially small in g. 
Since 	Z(g) = 2i Im Z(g) we have, for the double-well 
potential, 
Im Z 	= 	T : e-
1 /3g 
[1 + 0(g)] 	 (4.51) g 
and using (4.33) we obtain 
Im E0(g) 	= - 	-1/3g 
We can now obtain the large order behaviour of the perturbation 
series for E0(g) using a dispersion relation. This takes the same 
form as for the simple integral of section 4.1 except that the cut 
is now along the positive real g-axis. Thus we have 
i(dg 







= 	 K! 	. 	 (4.52) 
'IT 
Note that it is physically reasonable to expect the imaginary part to 
occur at g real and positive since with degenerate minima the per-
turbative vacuum can decay at physical values of the coupling. From 
eq. (4.52) we see that the terms of the perturbation series all have 
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the same sign at large orders. From our previous discussions we 
expect that the theory is not Borel summable, and this is connected 
with the existence of real instantons at physical values of the coup-
ling. We expect a similar situation to hold for gauge theories: the 
instantons will generate singularities on the positive real axis of 
the Borel plane. In fact the situation is worse due to the presence 
also of additional singularities known as renorinalons. In the next 
section we discuss the additional features arising in field theory, 
as well as the origin of the extra singularities and what may be 
done about them. 
4.4 Field Theory, Renormalons, and Dimensional Regularisation 
Suppose we wish to find the Lorder behaviour of the n-point 
Green's function in a theory with a single scalar field O(x). We 
first seek the appropriate instanton configuration 0 (x), and then 
evaluate the imaginary part of the Green's function by the semi-










In general we have 	1/g and 
S[] 	= 
where g is the coupling constant of the theory. We suppose there is 
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also a saddle point of S[p]  at • = 0, with S[O] = 0. In 
evaluating eq. (4.54) we should add the contributions from the various 
saddle points: 
R + i I 
= 	n 	n 
R + i I 
0 	0 
where the real parts R, R come from expanding around c = 0, and 




1  0  are exponentially small compared to R, R, the imaginary 
part of G 	is given, to lowest order, by 
I 	IR 
ImG 	= 	- °n + 
R 	R2  
0 0 
(4.55) 
In evaluating eq. (4.53) to lowest order we just replace •(x) by 
Thus I is 
0(1/gtl) 
compared to 10,  and so to evaluate 
Im G 	to lowest order in g we see that we keep only the first 
term in eq. (4.55). Thus in eq. (4.54) we expand the numerator 
around 	= c(x) and the denominator around 	= 0, giving 
IM G(n) 	
-S[] 	 - 
e 	 (x) ... 	(x )det (M M) 	(4.56) 
C 1 	c n 	 0 
where M and M are the second functional derivative of the action 
0 
evaluated at 	=c and 4 = 0 respectively. We see that the deter- 
minant of small oscillations is the same for all Green's functions and 
so the evaluation of the Green's functions is trivial once we know this 
determinant. The situation is more complicated when S[]  possesses 
some global continuous symmetry which is broken by 	W. We then 
have to introduce collective coordinates to deal with the corresponding 
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zero modes of M. Since 	(x) depends explicitly on the collective 
coordinates we have non-trivial integrations to perform. Thus if there 
are N broken symmetries and N corresponding collective coordinates 
a. 1 with Jacobians J. we have 1 
= 	It 	da 
i J 








da 	J 	c (x1 	c 
	
) ... 	(xn  ) .  i=l 
X det 2 (M M 1) 
	
(4.58) 
where, as usual, the " over M denotes the exclusion of the zero 
modes in the evaluation of the determinant. Now consider the evalua- 
tion of the large orders of perturbation theory for G 	Since 
". 1/g we have, from the appendix, J.lu 1/g. Thus if S[J = A/g2  
we have 
un G 	1 ) 	e 
n+N -A/g2 [1 + 0(g2)] u (- g 
We now write a dispersion relation in terms of the effective coupling 
parameter g2: 
n N 
1 f 	dg2 	22 	-A/g2  
e 	[1 + 0(g2)] K 	ir J g2(K+l) g 
N n 
A_K K 2 	2 (K - 1)! [1 + 0(1/K)] 
Thus in our general formula (4.13) we see that A is indeed the action 
of the minimal action instanton solution. The exponent b has contri-
butions from the number of external legs in the Green's function and 
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from the number of continuous global symmetries of the classical action 
broken by the instanton. 
We now show (Zinn Justin, 1982) that, to lowest order in g, the 
imaginary part of G 	is automatically connected and 1-particle 
irreducible. This property will prove useful in studying the renor-
malisation of the gauge theory coupling. Consider the four-point 
function 	We obtain the connected part w 	by subtrac- 
ting all disconnected diagrams as shown in Fig. l7a. Since 
l/g1' we see that G 	is higher order than 	and so 
to lowest order G4 =W 	Similarly it is clear that to lowest 
order all the n-point functions are connected. Now consider the 
connected six-point function 	We obtain the 1-particle irre- 
ducible part of W 	by subtracting all 1-particle reducible con- 
tributions. From Fig. 1.b we have 
Im W 	= Im W 	- Im 	G 
-1 
 W 2 G 1  w 4 } 
iPI 0 	 0 
where 	 (2) 	(4) is the free propagator. Since W and W 	have 
both real and imaginary parts we have a contribution involving 
three imaginary parts, which we can neglect since they are exponen-
tially small, and a contribution involving one imaginary part and 
two real parts, which is of higher order than W 6 since 
Im w(h1) 	1/gn Thus at lowest order we obtain the connected 
1-particle irreducible vertex function r 	from G 	simply 
by truncating the external legs (which to lowest order are just free 
propagators). Furthermore, by giving a statistical treatment of the 
Feynman diagrams it may be shown (Bogomol'nyi et al., 1980) that 




Figure 17a. 	The four-point function, and a disconnected contribution. 
Figure 17b. 	The connected six-point function, and a one-particle- 
reducible contribution. 
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Im G 	comes only from totally irreducible diagrams. 
So far our considerations of high order estimates have been based 
on the assumption that the high order behaviour is dominated by in-
stanton singularities. While this will be true in the case of a super-
renormalisable theory it may break down for a renormalisable field 
theory due to the presence of additional singularities in the Borel 
plane known as renormalons (Lautrup, 1977; 't Hooft, 1977a; 
Parisi, 1977a). The statistical approach to Feynman diagrams also 
allows the instantons singularities to be understood in the context 
of an ordinary perturbation expansion (Bender and Wu, 1976; Parisi, 
1977b) as follows. In a strictly finite theory individual diagrams 
are bounded by a pure power law as a function of their order n. 
The n! growth of the perturbation series coefficients then arises 
because there are n! diagrams at order n with poor cancellation. 
In a renormalisable field theory, however, the power law argument 
breaks down and a single diagram may give rise to an n! growth. 
As an example consider the diagram of Fig. 18 in quantum èlectro-





 (k2]  
m 
and each propagator like (k2)l.  Thus the diagram of Fig. 18 with 
n loops has a contribution at large k2 which behaves like 
CO 
m2cn k2  I 
n 
fIdk 	og 
 i- k2m2 (k2)a 
(4.59) 
where, after the diagram is rendered finite (e.g. by taking derivatives), 
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Figure 18. 
Example of a diagram in QED which behaves 
like n! at large n. 
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= 3. Changing variables 
x = 	log (k2/m2 ) 







= C n! 
A more detailed analysis shows that the constant C is proportional 
to the first non-trivial coefficient in the perturbation expansion 
for the renormalisation-group s-function: 
CT 
The Borel function thus develops a new singularity (known as a re-
normalon) at s = C. More generally (Parii,, 1978) there are 
singularities at vs where v = 1, 2, 3, ... 	If the nearest singu- 
larity to the origin is a renormalon rather than an instanton then 
the semi-classical method for computing high order estimates will 
fail. Furthermore, with our convention, 	is positive for 
asymptotically free theories (e.g. non-Abelian gauge theories) and 
negative otherwise. Thus for non-asymptotically free theories (such 
as A 	and QED) there will be renormalon singularities on the 
positive real axis of the Borel plane which threaten Borel resum-
mability. Although we may seem to have escaped this problem for 
non-Abelian gauge theories, in fact the masslessness of the theory 
leads to infra-red renormalon singularities which lie on the 
positive real axis ('tHooft, 1977b). The mechanism is the same as 
for the ultraviolet renormalons, with the integral (4.59) replaced 
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by an integral of the form 
k2' 2 





C f n dx x e 
00 
= 	(-C)' n! 
The Borel plane for the SU(2) gauge theory is shown in Fig. 19. 
One way to avoid the problem of renormalon singularities may 
be to work in dimensional regularisation. In d = 4-c dimensions 
the theory is super-renormalisable. There is then no renormalon 
singularity, essentially because a single bubble in the diagram 
of Figure 18 now behaves like a power law rather than a logarithm, 
and so the integral in eq. (4.59) no longer has the structure of a 
r-function. Thus critical exponents computed in an c-expansion 
(Kogut and Wilson, 1974) should be free of renormalon singularities 
(Parisi-.. 1977a). Furthermore, the renormalisation-group beta-
function, when expressed in terms of the minimally subtracted 
coupling, should also be free of renormalon contributions (McKane 
and Wallace, 1983) since it can be expressed in terms of the coef-
ficients of the c-expansion. 
We therefore wish to compute the imaginary parts of vertex 
functions to lowest order using dimensional regularisation, and then 
extract the residues of the 1!c pole terms. The existence of such 
a non-perturbative divergence is to be expected (McKane and Wallace, 
1983) since the dominant contribution to the Kth order of perturbation 







Borel plane for the SU(2) gauge theory. 
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1 
diagrams, and such diagrams diverge like /. This divergence will 
not be removed by the one-loop perturbative reriormalisation but will 
require an additional non-perturbative renormalisation. A prescription 
for calculating and renormalising such divergences in the case of 
field theory has now been given by McKane and Wallace (1983). 
However, when calculations with instantons were first performed 
using dimensional regularisation in 	field theory (McKane and 
Wallace, 1978, Drummond and Shore, 1979) no such divergence was seen. 
To understand what had happened consider the imaginary part of the 
four-point function. This has the structure (McKane and Wallace, 
1978) 
00 
Im 	 exp () 
J 
dA AA 
T A exp 	 (A) 	(4.60) 
(g < 0) 
where all inessential details have been omitted. The integral over 
the instanton scale size A 1 arises from the scale invariance of 
the theory in 4-dimensions. A/g is the classical instanton action 
in d = 4, and 	arises from the Fourier transform of the instanton 
function. Since 	(A) vanishes exponentially for A - 0 the 
integral in (4.60) can diverge only for A large C -constant for 
A - ce). Following McKane and Wallace (1983) we therefore cut off the 
lower limit of integration at some non-exceptional value p of 
momentum. The divergnt part of imr 4 can then be computed from 
00 
I = exp (-.)
AAC  
j 	A 	
exp (-) 	. 	 (4.61) 
11 
The divergent prefactor exp (3/6), which arises from the determinant 
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of small fluctuations around the instanton configuration, can be re-
moved by the one-loop perturbative coupling constant renorinalisation: 
1 
g 	gr M - A c 
(4.62) 
where g (u) is the perturbatively renorinalised coupling. Sub-
stituting (4.62) into (4.61) we obtain 
3 
dA 	A A 




we now expand for E small: 
C 




dA c 	A A 	A3 = 	—A exp{ 	- 
g(p) r p 
P 




I = 	-exp {gA1)} 
There is no 	pole. If, however, we go back to eq. (4.61) we can 
evaluate the integral directly in d = 4 - 
CO 




31 = -exp A  - exp { EA 






c exp _ 	} [1 + O()] 	 (4.66) 
and so we obtain the required 	pole. It would appear that the 
second procedure is the correct one. In the first case we made use 
of the expansion (4.64). No matter how small we make c, this 
expansion will eventually break down as A -- . It we cutoff the 
upper limit of integration in eq. (4.65) at some value A, then 
the limits A -'- 	and c - 0 do not commute. Thus we see that 
to compute the non-perturbative divergences we should evaluate the 
scale-size integral in d = 4 - c and then perform the perturbative re-
normalisation. In McKane & Wallace (1983) the analogue of eq. (4.66) 
is used to define a fully renormalised, minimally subtracted coup-
ling g(I1). We shall follow this procedure in obtaining high order 
estimates for the renormalisation group s-function in the pure 
SU(2) gauge theory. Such estimates have been obtained previously 
by Bogomol'nyi and Fateev (1977). However, they did not use dimen-
sional regularisation and so their results are not expected to be 
free of the effects of renormalons. Also, their method is only 
applicable to the s-function. We shall give a prescription for 
obtaining the leading high order behaviour of any Green's function. 
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4.5 Gauge Theories and the Method of Constraints 
We are now in a position to begin our discussion of the high order 
behaviour of gauge theories. In this section we will establish many of 
the results needed to calculate high order estimates and in the next 
section we discuss the high order behaviour of the s-function. We 
shall limit our attention to the case of the SU(2) theory; the exten-
sion to SU(N) is in principle straightforward. 
As was anticipated in section 4.3 we must face certain diffi-
culties associated with a (multiply) degenerate ground state. In 
particular we must be careful to select correctly that instanton 
configuration which dominates the high order behaviour. From our 
discussion of the degenerate double well potential in quantum mechanics 
we might guess that the appropriate configuration consists of a widely 
separated instanton and anti-instanton. This turns out to be correct 
(Bogomol'nyi and Fateev, 1977; Parisi; 1977a, 't Hooft, 1977b). We 
give some justification for this with the following argument, which 
is due to 't Hoof t (1977b). In general every finite action classical 
solution will give rise to a branch-point singularity, and hence to 
additional Riemann sheets in the complex Borel-plane. Many of the 
branch points will lie on the other Riemann sheets and hence will not 
affect the asymptotic behaviour of the power series expansion in s. 
The criterion is whether a given solution can be continuously de-
formed to the vacuum configuration. We therefore seek a sequence 
A(x) of field configurations such that A = 0 corresponds to the 
vacuum and A = 1 to the classical solution. Consider a field theory 




BA f()_S[A]I2 	 (4.67) 
where f(A) is multi-linear in the field A (i.e. F(g2) is some 
Green's function). Then from the Borel transform formula 
F(g2) 	= 	
J 
ds e_SI8B(s) 	 (4.68) 
g2  
0 
we can write the Borel function corresponding to F(g2) as 
B(s) 	= 	g2 
f 
0 A f(A)(S[A] - s) 	 (4.69) 
From eq. (4.68) we can regard B(s)/g2 as the contribution to F(g2) 
from field configurations with action S[A] = s. As we vary A so 
we trace out a path s = S[AX] in the Borel plane. In a gauge theory 
the nearest (known) singularity to the origin occurs at s = 87T2  
and is due to a single instanton (or a single anti-instanton). The 
field configuration representing this solution cannot be deformed 
smoothly to the vacuum since it possesses a topological characteristic 
(winding number) which differs from that of the vacuum. Thus in Fig. 
20 if we follow path (1) we do not arrive at a singularity at 8 i12. 
The nearest singularity to the origin on the same Riemann sheet as 
the vacuum is at s = 16rr2 and is due to the instanton - anti-instanton 
field configuration which has zero winding number and so can be deformed 
smoothly to the vacuum. This singularity gives additional Riemann 
sheets and we expect the single-instanton singularities to lie on 
these; the simplest possibility is shown by path (2) in Fig. 20. 
The superposition of an instanton and an anti-instanton gives 
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Figure 20. 
Borel plane for the SU(2) gauge theory, showing 
why the single-instanton contribution, even though 
it lies closest to the origin, does not dominate 
the high order behaviour. 
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a configuration which is not an exact solution of the imaginary-time 
field equations (since these are non-linear) but which approaches an 
exact solution asymptotically for large separations. The situation 
is very similar to that of the double well potential discussed in 
section 4.3. 	Therefore, following Bogomol'nyi and Fateev (1977), 
we introduce a constraint into the functional integral such that 
finite action solutions of zero total winding number now appear. 
The constraint takes the same form as the one used in Chapter 3 
to compute the distribution function for topological charge, except 
that, since we wish to use dimensional regularisation, we must 
generalise the constraint to d-dimensions. 
There is a particular difficulty which we face in using 
dimensional regularisation, namely that there is no exact single-
instanton solution in d-dimensions for d 4. This is related to 
the fact that in d-dimensions the coupling g acquires a dimension 
and so introduces a length scale into the theory, thus breaking 
the scale invariance of the gauge theory action. It is possible, 
however, in d = 4 - c dimensions to use a field configuration which 
has the same form as the four dimensional solution (McKane and 
Wallace, 1978; Drummond and Shore, 1979; Shore, 1979). When we 
expand the action around such a function we pick up a linear term; 
however, this may be treated using perturbation theory. Thus the 
single instanton solution will be generalised to (c.f. eq. (3.23)) 
'V - x j 
Aa(X) 	2 a b 	 o 
1-' 	=  
[(x-x)2 + p21 
(4.70) 
where p, V = 1, . .., d. Note that since we have defined the fl- 
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symbol in terms of the c-symbol, eq. (3.24), there is no natural 
generalisation of n 	to d-dimensions. Where necessary we shall 
PV 
define n 	in terms of the properties of the 4-dimensional r 
symbol. This appears to be satisfactory since we will be interested 
in calculating only the residues of the 	pole terms. If we 
wished also to evaluate finite parts we would have to be more 
careful. We define the anti-instanton configuration corresponding 
to the instanton, eq. (4.70), by replacing r 	with n ]IV. These 
configurations satisfy the Lorentz gauge condition all A  = 0. 
11 
By a gauge transformation (which, as we shall see, is closely re-
lated to inversion) we may convert the instanton configuration 
(4.70) to the form 
p 2(x - x) 	
(4.71) 11 
Aa(X) 	2ab 
= I P V 
(xx0)2[(x_x )2 + p2 ] 
which is said to be in singular gauge since the potential A 	is 
singular as x -- x. 	Note that eq. (4.71) represents an anti- 
instanton (i.e. it has topological charge q = -1). To obtain the 
instanton we replace ri with n. 
We next consider the effect of introducing into the functional 
integral a constraint of the form 
1 	
J 
dq 6 (q - Q [A]) 	 (4.72) 
where Q[A]  is the topological charge of the field configuration 
A(x) contained in a sphere of radius R. Consider first the situation 
in 4-dimensions. Then from section 3.3 we have 
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Q[A] 	
= 	g2 	a Fa dx 	 (4.73) 
327r2 f 	11V 11\) 
sphere 
and we have to consider the semi-classical evaluation of a functional 
integral of the form 
I
a -S[A] A 	e 	6(q - Q[A]) . 	 (4.74) 
The saddle-point solution must satisfy the conditions 
for x not on the sphere, Aa  (x) satisfies the usual 
classical gauge field equations. 
Q[A]  equals q. 
Aa(X)  is continuous across the sphere since otherwise the 
field strength tensor F 	has a singularity on the sphere. (Note 
that we do expect Pa  to be discontinuous across the sphere since PV 
the effect of the constraint is to introduce an effective shell of 
charge located on the surface of the sphere. This follows from the 
a 
fact that P 11\) 
 F 
PV is a total divergence). 
The topological charge outside the sphere should equal 
-q since we are looking for solutions of zero net topological charge. 
The solution is given by an instanton (for 0 < q < 1) located 
inside the sphere, with the field outside the sphere given by an 
inversion transformation through the surface of the sphere 
(Bogomol'nyi and Fateev, 1977). To see how this comes about consider 
applying the inversion transformation 
-TI 	 xPR2 x = 
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to the instanton configuration 
Aa(X) 	2 a 	x 
P
= •jflp\)  







= - 	 I2 a 
2 - 2 
JgflvP 
x  
2(R4j2 + p2) 
2 a 	T\) (R/p2) 
= 	fl j 11\) 2 j2 + (R4 /p 2)] 
which we recognise from equation (4.71) as a singular gauge anti-
instanton with scale size R2 /p. Now suppose we have a Landau gauge 
instanton located at the point Z11' with scale size p1. After in-
version through a sphere of radius R we obtain a singular gauge 
anti-instanton located at Z 
2 
11 with scale size p2 where (Bogomol'nyi 
and Fateev, 1977): 
z2' = 	z11 + [ -- 




z2  + p12j P
1 	 (4.76) 
and where Z1' is the vector from the centre of the sphere to the 
point Z1 . Clearly these formulae will apply also in d-dimensions. 
We see that provided we choose R, Z11  and p1 such that Q[A] = q 
we can satisfy the conditions required for the classical solution by 
having an instanton (or anti-instanton) inside the sphere, with the 
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field outside the sphere given by the inversion transformation. Since 
the inversion transformation reduces to the identity on the surface of 
the sphere, condition (iii) is automatically satisfied. Condition (iv) 
is also satisfied since under inversion Fa Fa transforms as a 
1' 	1 
scalar, while 	a a F F 	transforms as a pseudo-scalar. Thus inpa i.'v pa 
the action outside the sphere equals that inside the sphere, while 
the topological charge outside the sphere has the same magnitude but 
opposite sign to that inside. 
In considering the fluctuations around the classical configura-
tion we expect to find 8 zero (or quasi-zero) modes associated with 
the instanton and 8 such modes associated with the anti-instanton. 
The freedom to choose the location and scale size of the anti-
instanton outside the sphere has been replaced by a freedom to choose 
the location of the instanton relative to the centre of the sphere 
(the vector Z) and the freedom to choose the radius of the sphere. 
Note, however, that we cannot permit the instanton and anti-instanton 
to have independent colour rotation matrices Rab since our classical 
configuration is discontinuous across the surface of the sphere unless 
= R 1'. 	It thus appears that the use of the constraint (4.72) 
does not allow us to find an exact minimum of the constrained action 
possessing the full number of zero modes. (We note that this dif-
ficulty was not discussed in the paper of Bogomol'nyi and Fateev 
(1977) in which this constraint was used). We anticipate that, as 
in the quantum mechanics case, the dominant contribution will come 
from a range of collective coordinate parameters such that the 
interaction between instanton and anti-instanton is asymptotically 
zero. Fluctuations around the classical configuration which corres-
pond to rigid rotations of the instanton or anti-instanton in colour 
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space, while not exact zero modes, will still have to be handled 
by collective coordinates. In the evaluation of Green's functions 
we will approximate the classical configuration by the superposition 
of an instanton and anti-instanton with appropriate values of their 
collective coordinates. Although this will give rise to a linear 
term in the expansion of the action we shall assume that it may be 
neglected for the dominant range of collective coordinate values. 
This assumption is discussed briefly by Bogomol'nyi and Fateev 
(1977). 
When we expand eq. (4.74) around the classical configuration 
we can (to lowest order) replace Q[A]  by q(R, a, p) given by 
eq. (3.58), where a is the distance of the instanton from the 
centre of the sphere. Since we shall be interested in the region 
q -- 1 we must have aIR << 1 and p/R << 1 	(see the discussion 
at the end of section 3.3). To the accuracy we require we may set 
a = 0, which gives eq. (3.59), and then expand eq. (3.59) to 
lowest non-trivial order in p/R giving 
L 
q = 1 - 1L + 	6 	 (4.77) 
R4 	R6 
We look next at the extension of the constraint to d-dimensions. 
The d-dimensional analogue of eq. (4.73) is not suitable for use in 
d-dimensions since Q[A] would then no longer be dimensionless. 
Suppose we look at the action of an instanton in d = 4 - E dimen-
sions. We have, using eq. (3.50) and eq. (3.51): 
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S[A] = 	 Fa d 
d  x 
0 	 4j U\ 1\) 
 
00 





(r + p2) 
0 
d/2 - - ii 	d-4 
- 	g2 r(d/2) 	





2-E:/2    
C(E) = 	8i- 	r(2 + c/2) (4.79) 
so that C(0) = 87r2. We can now give a suitable definition for 
Q[A] which will be dimensionless in d-dimensions: 
g2 	
J 	
a Fa dd Q[A] 	
4C( 
	
x 	 (4.80) =  
U" PVC)Pc 
sphere 
where p is the scale size of the instanton inside the sphere and 
lua 	 a 	a F 
]IVis 
defined as F In' (or - F 
PV 
) since we need consider only 
field configurations inside the sphere which are self-dual (or anti- 
self-dual). 	From eqs. (4.78) and (4.80) it is clear that for a 
sphere of infinite radius containing a single instanton we have 
Q[A] = 1 in d-dimensions. We can easily evaluate Q[A]  for a 
single instanton in a sphere of finite radius R (with a = 0): 
E: 	 R 	d-1 _ r dr 
Q[A] 	= 	C(c) 48 S  P J 	(r2 + 02) 0 
- 	3 	 Rdl 
- (-i-) d 2'l'2' i4; - M + c/2)F(2 - c/2) 	 p2 
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where 2 F is a hypergeometric function (Gradshteyn and Ryzhik, 
1965, P. 284). Since we are interested in q - 1 we may expand 
this for pIR small giving 
Q[A] 	1 - B(c)(2)4 + O(2) 	 (4.81) R 	
It6 
where 
12(2 - £12) B(c) 	= 	 . 	(4.82) 
(2 + C12)r(2 - 6/2)(2 + 6/2)(4-e) 
Since B(0) = 3, we recover eq. (4.77) when d = 4. 
The next step is to find the action of the classical solution 
for d = 4 - E. Action is related to topological charge (as we 
have defined it) for the self-dual instanton field by 
S C(c)p-c IQI = 
g2  
Inside the sphere the classical solution consists of a (Landau 
gauge) instanton of scale size p1 and outside it consists of a 
(singular gauge) anti-instanton of scale size p2. 	Since the mag- 
nitude of the topological charge is the same inside and outside 
the sphere, the total action is 
= 	C(c) 
(P 




When we consider the quantum fluctuations around the classical 
solution we will have to treat Z '  , Z' , p1 and p2 as collective 
11 coordinates. It will be convenient to change variables to Z, Z', 
Pi  and r (where r = 1 - Qj). The order of transformation given 
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below is the one which yields the simplest expressions for the 
Jacobians. 
(1) 	Z2 - Z. 	From eq. (4.75) and eq. (4.76), we have 
z'' 	= z1P + ( 
Pi 
- 	— 1)Z' 	 (4.84) 
= det ( ) 
z V. 
I = det 	
2 
1[—_l] vi 
p2 4- R. 	From eq. (4.76) we have 
R2 ' 
p2 = I 
Z2 + 12J 
= 3P 2 
= 2Rp1  
Z2+p 2 
1 
R - T1. 	From eq. (4.81) we have 
p1 4+c 	 (4.85) = B(c) 
J3 	= 
—1 	P i 1(c) — /(4+) 
If we now express the combined Jacobian J = J1  12  13 in terms of the 
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z2  + p12 	 (4+c) 	
(4.86) 
We conclude this section by computing the Fourier transforms of 
the d-dimensional instanton configurations in preparation for a dis-
cussion of Green's functions in the next section. We begin with the 
Landau gauge ins tanton configuration 
Aa(X) 	= 2 a 	x 
V 
11 	 g iv x2 + p2 
which in Fourier space becomes 
iq.x V 
d e x A  (q) 
=11   
dx 
X2 + p2 
2 	a 	1 d 	I d d 
 x e iq . x 
= 	Ti. 
j 	x2+p2 
2 a d-21 d 









dc J d xe 









(2)d12( 	l-d/2 = 	 qJ) 	K 	(IqI) 	 (4.87) 
where K 	is a modified Bessel function of the third kind 
.1-1  
(Erd&lyi, 1953, P. 82). We now use (Gradshteyn and Ryzhik, 1965, 
p. 970) 
to give finally 
	
a 	i a 2 	v 	d/2 A(q) = 
j- 
fl11\)  q (2Tr) 	
d/2 
Kd (pJq) . 	 (4.88) 
Calculation of the residues of ultraviolet divergences requires the 
expansion of Aa(q) for p small at fixed q. To obtain this we 
use (Gradshteyn and Ryzhik, 1965, p. 970,  p.  961) 
K (x) = __ T1/2 
V 	 sin(vir) [I(x) - I(x)J 
00 
v+2k 
k=0 k!r(v + k + 1) 
Expansion of eq. (4.88) gives, to the order we require, 
IU 	
1 a 	d/2 vpd/2 	Tr Aa(q) = - 
	(2rr) 	q 
(p ) 
1  	 9 11V q 
d/2
E r 1 	2)2 - 2 
+ r (c 	
(2\ £12 
L r(- 2 	 /2) 2' 
+ (22) 
2 	1 	(2k) 	 1 	(2.1) 	} 
2F(l+ £12) 2 - 	3- c/2) 2 J 
(4.89) 
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Finally we consider the singular gauge anti-instanton configura-
tion in d-dimensions: 
Aa(X) 	
V 2 a 	x p 2 
U 	
= 
x2 (x2 + 10 2 ) 







a(q) = • a dxe 	x 
JIV 
x2 (x2 + 02) 
2 a d-2l d 
= 	•j 
flp\)  P 	{F(pq)} 
where 
F(q) 	= 	I d 
d x e iq.x 






x iq.x - 	 -  
x2 +l 
= 1(q) - f(q) 










_q 2I4cl. (1T)d/2 
'if 	
2-d 
d/2 (.a\ 	r(. - 1) = 21  
Thus we have 
a 	 2 d/2 V d/2 i 




- 2 (2) 	Kd (pq)} 	 (4.90) 
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ru 
Again we calculate the expansion of A (q) for p small. Consider 
11 
the leading term, which can be obtained from eq. (4.89), in the 
expansion of the Bessel function. Using the identity 
r() F(l - v) 	= 	
11 
sin rrv 
this term can be written 
d/2 
.si. 2d/2 1 a - n (270
g U\ 	 d 	
r(d/2) 
q 
and so it exactly cancels the first term in eq. (4.90). Thus the 
expansion of eq. (4.90) for p small is simply given by the re-
maining terms in eq. (4.89), i.e. 
d/2 	d/2 	Tr q (27r)  Aa(q) 
= 	
V 	 p 
i wv 	 q) 	sin(rrc/2) 
€12 	 €12 
+ 	(2.a) 
2 	1 
[r(€2) 	 2 2r(l + €12) 2 
-€12 1 
- F(3 - €12) 	 . 	 (4.91) 
4.6 	The Renormalisation-Group Beta-Function at High Orders 
In the process of regularising and renormalising a gauge 
theory we are forced to introduce an arbitrary momentum scale 
i 	Physical quantities should not depend on 'i and this is 
expressed by the renormalisation-group (RG) equation: 
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( p 	+ a (g)-5- )GR(u, g(]1)) 	= 	0 	. 	 (4.92) 
This tells us that a change in P is compensated by a corresponding 
change in 	The RG s-function is given by 
3 g •  
= 	1-i 	 . 	 (4.93) R 	 9P 
Here g (P) is the renormalised coupling, and the derivative in 
eq. (4.93) is performed with the bare coupling held fixed. 	For a 
pure gauge theory the renormalised coupling is related to the bare 







92  (4.94) 
(There should be no confusion over the use of Z's as renormalisa- 
tion coefficients and as collective coordinates.) 	In minimal 
subtraction the renorinalisation coefficients Z1 and Z3 are 
defined, to lowest order in g, by 
(J(3) 	-  
Fdjv - 
rV 




= (z div - 1) 3 	 (4.96) tree 
where " denotes the Fourier transform, and where 'divt stands 
for the divergent part (i.e. we include only pure pole terms in 
(Z - 1) and no finite parts.) Following McKane and Wallace 
(1983) we shall consider a two-step renormalisation of the coupling. 
We first introduce a 1-loop perturbatively renormalised coupling 
-147- 
C 
= 	1 	+ • 	11 	
(4.97) 
g 	g(i) 	12ji2  
which, as discussed in section 3.2, removes the ultraviolet diver-
gence arising from the determinant of gaussian fluctuations around 
an instanton of given scale size. The integral over all scale sizes 
generates an additional divergence which we remove with a second 
non-perturbative renormalisation. This gives a fully renormalised 
minimally subtracted coupling g (T.1) defined by 
-E 1z3 1 
g(i) 	= 	 g 2 	 (4.98) 
' zi j 
where Z and Z1 contain the pole terms of the non-perturbative 
ultraviolet divergences of the corresponding vertex functions. As 
we discussed in section 4.4, the imaginary parts of Green's 
functions are already connected and 1-particle irreducible. To 
lowest order we obtain the Green's functions by attaching free 
propagators to the vertex functions. Thus we may define Z1 and 
Z3 by 
Ilu 
(3) - " 	= G div (z 	- 1) 	G '' 	 (4.99) 1 tree 
=( - 1) G' 1 	 (4.100) div 3 	tree 
where (2)  and G 	are obtained by a semi-classical expansion 
around the instanton plus anti-instanton configuration. We then 
use eq. (4.98) to extract the imaginary part of g(p). 	The 
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imaginary part of 	is obtained from eq. (4.93). 	If we define 
CO 
2K = 	 (4.101) 
K=0 
then we can obtain 
K  for K large by means of the usual dispersion 
relation. From our earlier discussions we know that 	will have 
the form 
= 	CA_K KbK![l + 0(1/K)] 
	
(4.102) 
Since the high order behaviour is governed by the instanton-anti-
instanton configuration, which asymptotically has action 16w 2/g2, 
we have 
A 	= 	16ir2. 	 (4.103) 
We now calculate the exponent b in eq. (4.102) which has non-
trivial contributions from the integrations over collective coor-
dinates. We shall not, however, obtain the overall constant C 
(which is perhaps the least interesting aspect of the high order 
behaviour). 
Since the classical field configuration contains a factor 
1/g, the n-point function _G (n) contains a factor l/g" and 
so we anticipate that to obtain Im g2(p) to lowest order in 
—(3) g 	we need only consider G 	. We begin, however, by looking 
at 	2) since it is technically simpler than 	3)• Following 
the discussions of the previous section we take the classical 
solution to be 
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Aa() 	= 	- Rab 
TI 
b 
ii g 1 
[(x - Z1)2 + p] 
2 ab b 
+ R2  T1 
1-tv 





To lowest order in g we replace A 	by Aa  and then average 
P 11 
over the collective coordinates. Since we anticipate that the 
dominant contribution will come from ranges of the collective 
coordinate variables such that the instanton-antiinstanton inter-
action is negligible we may assume that the determinant of 
gaussian fluctuations will factorise into the square of the 
single-instanton determinant. From section 3.2 we know that 









g2  g 
(4.105) 
to lowest order in g , where dQ is the element of integration 
over R', C(c) is given by eq. (4.79), and 
C = CeXP i
22 11  b	R -i- 
where C   has a finite limit as E - 0. (Henceforth we shall drop 
all inessential numerical factors). We consider first the averages 
ab 	ab 	—(2) over the rotation matrices R1 and R2 . For G 	these have 
the form (schematically) 
+ R ac )(R 1 + R ')>R 	. 	 (4.106) 
1' 2 
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Since <R> = 0 the two cross-terms vanish. The remaining two terms 
may be evaluated using the orthogonality condition: 
<R ac Rbd>R = 	1 ab 6 c 
	
(4.107) 
Now consider the Fourier transform of 	The collective coor- 
dinate structure of the first term arising from equation (4.106) 
has the form 
G 2 (xy) 	fdp I 
 dp2 ddZ1 ddZ2 	(x - Z1)(y-Z1) 
(where L denotes the Landau gauge) which on Fourier transformation 
yields 
fd 
d  x ddY 	 dp1dp2 ddZ1 ddZ2 	(x-Z1)(y-Z1). 




d 	i(p+q).Z1  ru fdp 
1 
 dp2 ddZ1  d Z e 	 AL (p) AL (q) 
We now make the change of variables on the collective coordinates 
to Z19 Z, p1 and ii as described in the previous section. The 
corresponding Jacobian J does not depend on Z1, so we may 





dfl ddZ dp1 J 	(p) 	(q) . 	(4.108) 
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Similarly the other term surviving from eq. (4.106) can be Fourier 
transformed to give (s denotes singular gauge) 
	
J 
d 	d 	ip.x+iq.y 
J 




= Z1 +(f—i)z 
2 p1 n 
f ,,  









dn ddZ  dp1 J A 5(p) 5(q) 
and so the two contributions have the same structure except for the 
different functional forms of the k's. We now return to the structure 
Of G 	in the colour and Lorentz indices. Since we can write 
'ua 	a 	\j A11 (q) = 
riPV 
\) 
q a(q) the index structure of 	(2) takes the form, 





d 	p a 
i\) cd lip 
q 
We now use, ('t Hooft, 1976), 
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a 	a 
fl n  
1V pa = 	ip \) 	.ia \)Q IIVPG 
which gives 
(2) ab 	6ab(6 	
6 	-6 	6 	+ c 	)pp qa 	. 	(4.109) 
PV iiv pa ip vp PVPCT 
At the same order in g we must add to this the contribution arising 
from the replacement of the instanton by an anti-instanton, and the 
anti-instanton by an instanton. This amounts to replacing 






we see that the only difference from the previous case is that the 
c-symbol in eq. (4.109) has the opposite sign. When we add the two 
contributions we obtain 
-dab 	




Of course momentum conservation implies q' = 	so the c- symbol 
would have disappeared from eq. (4.109) anyway. This does not hold 
for 	and the corresponding c-symbols cancel only when we 
add the two contributions. Using momentum conservation we have 
ab(2) (.J  6ab(6 	2 - PP\)  
Thus the imaginary part of G 2 is a multiple of the free propagator 
and is in Landau gauge as expected. The final stage in the analysis 
of 	-(2) is the evaluation of the remaining collective coordinate 
integrals. 






be  + Re)(Rf  + 
which can be evaluated using the orthogonality condition 
ad be cf 	1 abc def 
<R R R > = 	
6 
- c 	c 	. 	 (4.111) 
Again we see that only two terms survive, and that all the cross-
terms vanish. Also, from eq. (4.112), we note that G 3 has the 
same structure in the colour indices, 6 abc  as the tree level 
3-point function. We also expect that the logarithmically diver- 
gent part of 	3) will be accompanied by the same Lorentz index 
structure as G 	so that the divergence can be removed by a tree 
counter term having the same form as a term occurring in the 
original Lagrangian. The same should be true for G _(4) . These 
aspects need to be investigated fully in order to demonstrate the 
one-loop renormalisability of the theory in this sector. Such 
an investigation should, however, begin in the one instanton sector 
where many of the technicalities which must be faced in obtaining 
a high order estimate are absent. We do not discuss these matters 
here. Instead we shall simply investigage G'3 in sufficient 
detail to obtain the exponent b of eq. (4.102). It is possible, 
however, that these considerations may need modification once a 
deeper understanding of the renormalisation structure has been 
obtained. 
From the structure of the dispersion relation we know that 
the exponent b is governed by the overall power of g occurring 
in Im (g). There is a non-trivial contribution to this which 
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arises from the n-integral as we shall see. We give the following 
prescription for analysing the collective coordinate integrations 
occurring in 	First we rescale Z by p1 to obtain a 
dimensionless integration variable, u. This ensures that the 
logarithmically divergent part of the scale size integral is 
accompanied by the appropriate powers of momentum variables 
necessary (but not sufficient) to ensure that G div is a multiple 
of G 3 . 	It is sufficient for the present purpose to consider tree 
the collective coordinate integrations in d = 4. We then evaluate 
the integrals in the order shown below: 
J 
d 
	dPl J _..L 1 16 
J 
du 
 J 	1 	p25 () 
16ir2 
exp{- g2 (1-n)}{[A(p1)3 + [A(p2)]3} [1 + 0(g2)] (4.112) 
where, from eq. (4.86) 
l -3/2 J " (1 - 	 . 	 (4.113) 





exp 	1) 	 (4.114) 
J 
which, from section 4.3, has an imaginary part equal to 
16112 v-i 
r(v) 	g 2 
Thus to find the contribution of lowest order in g we must look for 





J 	r', 	 (4.115) 
(1 + u)5  




(1 + u) 








ii- Ti J 
----exp 
g g2 
{[A(p1)] + 	p2fl } [1 + 0(g2)] 	 (4.116) 
We notice that this procedure means that the p-integral has the same 
divergence structure as would occur in the single-instanton sector. 
n'J 
To look at this structure consider first the behaviour of A(p) for 
p large. Since (Gradshteyn and Ryhzik 1965, P. 963) 
I 
K(z) 	 (Tr  
2  -z 
) e n 2z 
Z -* CO 
we see from eqs. (4.88) and (4.90) that in the Landau gauge A(p) 
goes to zero exponentially, while in the singular gauge A(p) 
approaches a constant value independent of p, for p -- . Thus 
from eq. (4.116) we see that the p-integral always converges for 
p large and so any divergence must come from small p. From eq. 
(4.91) we see that in singular gauge A(p) behaves like p 2 at 
leading order for p small, so again the p-integral is convergent. 
The only possibility of a divergence comes from the Landau gauge 
"3 	—(3) contribution to A1 to G 	. From the expansion of AL(P)  for 
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small, given by eq. (4.89), we see there will be a contribution to 
which diverges logarithmically. In constructing the classical 
configuration we may choose the field inside the sphere to be in 
Landau or in singular gauge. The field outside the sphere is then 
in singular or Landau gauge respectively. Hence AL(p)  may be a 
function of p1 or of p2. Of these two possibilities the lower 
order (in g) contribution COMeS from AL 
(P2) since this gives 
	
rise to extra powers of r 	in the denominator of the n-integral. 











The integration - over u is then convergent, and generates a numerical 
factor, and in the final n integral the index V = 3. We can there-
fore collect together all the factors involving g, so that (after 
performing the 1-loop perturbative renormalisation): 
rkj 
Im 	 1 
(1)3 ( 1) 16 	1 3 	167r2 
C 	
(—) exp — 	} [1 + O(g)] div 
r 	 gr2 
3  Since G tree = 0(g) we have, from eqs. (4.99), (4.98) and (4.93), 
—E 	23 
Im Z' c'-. .]:L._ (_i_) 	exp { 
- l6r2 } [
1 + O(g)] 1 	C g r 
21 	l6ir2 Im 4(u) 	— (—) exp {- 	2 }[l + 0(g2)] E g 	 g 
i 21/2 	167r2 Im (g) 	(-2-) 	exp 
R 	




where in the last equation we have replaced 
8r  by g 	(since g = 
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to lowest order in 	We now write a dispersion relation to obtain 
the high order behaviour of 
1 1 
- :i J 	12\K+l 
0 
= 	C(l61r2)K K 29/2K![l + 0(1/K)] 	(4.117) 
which is our final result. 
4.7 	Final Remarks 
In this chapter we have aimed at calculating the high order 
behaviour of gauge theories by an extension of a method developed 
in the context of scalar field theory by MeKane and Wallace. This 
involves the use of dimensional regularisation to isolate non-
perturbative divergences occurring in the Green's functions of the 
theory. Our original motivation in this work was to avoid the 
problem of renormalons. These are singularities which appear in 
the Borel functions of a renormalisable theory and which may well 
have invalidated previous attempts to calculate high order esti-
mates in gauge theories. However, in going from scalar to gauge 
fields there are additional technical problems associated with the 
existence of a degenerate ground state. We are forced to go beyond 
the one-instanton sector and to deal with instanton interactions. 
To some extent we have been able to adopt an elegant constraint 
technique due to Bogomol'nyi and Fateev, although our approach 
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goes beyond previous treatments in being applicable in principle 
to all Green's functions. 
In addition to resolving the renormalons problem our approach 
may in the future yield an understanding of the systematics of non-
perturbative renorinalisations in gauge theories. Since we have 
not been able to elucidate these systematics, due to severe tech-
nical difficulties, we are not able to give a completely controlled 
calculation. We do, however, present a tentative calculation of 
the high order behaviour of the -function. We have also exposed 
many of the subtleties arising in the use of the semi-classical 
technique to obtain high order estimates in gauge theories, and 
we have taken the first steps towards clarifying these problems 
within the framework of dimensional regularisation. 
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APPENDIX. 	JACOBIAN OF THE TRANSFORMATION TO COLLECTIVE COORDINATES 
To begin with we consider a field theory in one space-time dimen-
sion. We define the functional integration over all field configura-
tions by discretising space-time into N equal intervals (with 
N + co) and writing 
	
= 	11 d4 (x 
	
(Al) 
Now suppose we expand 	x) in a complete set of functions 
x) 	= 	a n x(x) n 
we can then change integration variables 
II d4 (x 	= 	J II dan 
where the Jacobian is given by 
J 	= 	det A = det2(A+A) 	 (A2) 
and the matrix A has components 
4(x.) 
A. 	= 	 (A3) in Da 
n 
Thus, in the continuum limit, we have 
(A A) 	= 	I dx 
((X))* 	(x) 
nm j 	3a n 	m 
= 	
J 
dx Xn(X) 	(x) 	 (A4) 
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and hence, if the x are orthonormal, 
(A A) 	= 
nm run 
J = 1 
Now suppose we wish to exclude some zero mode and integrate 
over a collective coordinate x0. Then we write 
RU 
(x) 	= 	x 0 	n ) + 	
a 
xfl 	o 
(x, x ) 	 (A5) 
n 
where "u means the zero mode is excluded, and the change of variable 
is now 
TI dq(x) 	= 	J dx 0  H da 	 (A6) 
If we call X the zero mode, and choose the xn to form an 
orthogonal set, then from (A4) and (A6) we have 
J 	= det (A+A) 
(A A) 	= J dx (---)" 00 	ax 	ax 
(A+ A)on 	
= 	(A+ A) 
no 
= J dx (p-) 
(A A) 	= J dx (-nm p-) 'k 
* = f dx )(n  xm 	rim= 	6 	 (A7) 




de t (A A) 	= j 	
0 
dx (---_)(_-) - 	JJdx _ * 
	2 	
(A8) x x 	 a x 
0 n 	n 	0 




= —+ a -a dx 	 dx ndx 
0 0 	£1 	0 
We now use the fact that 	'i.' 1/g while the X 	are independent 
of g, which means that to lowest order in g 
* 4c C det(A A) 	
= J dx 






cdx() [1 + 0(g)] . 	(A9) xo 	3x 
0 
It is straightforward to extend the result to d dimensions. 
We now have d collective coordinates x ; p = 1, ..., d. 
Equations (A7) became 
* 












If we work to lowest order in g we can replace 	/x by 
Then since q 	is spherically symmetric about the point 
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X 9 the 	/xu , ij = 1, ..., d form an orgOflal set, 	Hence 0 	 C 0 
dQ * 
d 	C 	C (AA) 	
-11V 	-- j 
- dx(— -) 
d 	
r ) ( 
a x x 0 	0 
where a sum on a is implied. Also, since the X 	(n > 0) were 
chosen to be orthogonal to the zero mode 34/x', we have, to 
lowest order in g, 
+ 	 +* 
(A A) = (A A) 
flu 	
(A
d 	c = 	dx x (x)(—) 








(-i )]{l + 0(g)] 
ax 
Finally, using the fact that 	depends only on (x - x), 
we may write 




 x ( 	)2}d/2 [1 + 0(g)] IA  (Al) 
which is the result used in Chapter 2. 
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