Introduction
Nonlinear phenomena play a fundamental role in applied mathematics and physics. Here we study the initial value problems of nonlinear Benjamin-Bona-Mahony (BBM)-type equations in the form
where x ∈ R , 0 ≤ t ≤ T , and K is a polynomial of degree d ≥ 2 satisfying Re ( K(iξ) ) ≤ 0 for all ξ ∈ R .
Moreover, the equation corresponds to the generalized BBM equation when d = 2 , and to the KdV-BBM equation when d = 3; see [3, 5, 8, 18] .
In 1972, Benjamin et al. improved the Benjamin-Bona-Mahony equation as an alternative to the Korteweg-de-Vries equation for modeling the unidirectional propagation of weakly long dispersive waves [4] . Many researchers have introduced various numerical methods to solve the BBM equation. Al-Khaled et al. [1] implemented Adomian's decomposition method for obtaining numerical solutions of the BBM equation.
Tari and Ganji [19] have applied variational iteration and homotopy perturbation methods in order to derive approximate explicit solutions for the BBM equation. El-Wakil et al. [9] used the exp-function method to obtain generalized solitary solutions and periodic solutions. Dutykh et al. [8] used the finite volume method to solve unidirectional dispersive waves. Furthermore, finite element method and spectral method solution techniques can be found in [2, 7, 15] .
Lie-Trotter and Strang splitting are commonly used techniques that give advantages when you are interested in the solutions of complicated nonlinear problems. The idea is based on splitting equations into two parts such as linear and nonlinear and then solving each one with suitable techniques in time. Lie-Trotter is a two-step method; the other one is three-step. Both have advantages and disadvantages. When you are working with Lie-Trotter you spend less time and easily construct error bounds but have less accuracy. Strang splitting takes a long time and is hard work but gives better accuracy. During the 2000s many papers focused on the convergence analysis of these methods with different nonlinear equations [6, 10-14, 16, 17, 21] . In [11] [6, 10, 16, 21] .
In this paper, we employ Lie-Trotter splitting to Eq. (1) in time. Firstly, Eq. (1) is split into two subequations with an unbounded linear and a bounded nonlinear operator, respectively, i.e.
Then with the operators In the present paper, we provide an error analysis for Lie-Trotter splitting in time for Benjamin-BonaMahony-type equations. A similar approach to [10] is followed. They study error analysis for Strang splitting for BBM-type equations, but here the error bounds for the Lie-Trotter method for BBM-type equations are constructed, which are more effective and require less computational time. We assume that the initial data and solutions of Eq. (1) are bounded in the Sobolev spaces (H s ) for a fixed time T , i.e.
for 0 ≤ t ≤ T , d ≥ 2, where α and β are any constants and s is any positive integer.
Regularity analysis
In this section, we start with the introduction of Lemma 2.1 and Lemma 2.2, which have smoothing effects on nonlinear terms of Eq. (1). The proof of Lemma 2.1 in L 2 norm is given in [18] and the proof of Lemma 2.2 in H s Sobolev norm is given in [10] . During this study, Lemma 2.2 is used while constructing stability and local error bounds for Lie-Trotter splitting for BBM equations. In Lemma 2.3 the boundedness of nonlinear flow is proved in the local bases. Lemma 2.4 proves a sufficient continuity. Similar Lemmas can be seen in a thesis [16] , but since the nonlinear term is Burgers' nonlinearity they present different proofs.
Proof See ( [10] 
Proof A similar proof to [11, 12, 16] is followed. Assume that w(t) = Φ t B (u 0 ), which satisfies the equality
Each of the terms can be bounded using Lemma 2.2 for each j ≤ s and yields
where C is any constant. Moreover, we obtain
whose result follows by comparing with the differential equation
Lemma 2.4 If ∥u 0 ∥ H s ≤ M then there existst depending on M such that the solution of BBM-type equations (1) with initial data
and we can definẽ 
Stability analysis
In this section, we present the stability of Lie-Trotter splitting method when applied to the BBM-type equations (1).
Lemma 3.1 Let v, w be the Lie-Trotter splitting solutions of the BBM-type equations (1) with initial data
Proof Since the linear flow is preserved, we only concentrate on nonlinear flow. Let v, w be the nonlinear flows satisfying the initial value problems
After subtraction and integrating from 0 to t, it yields
After taking H s norm by using Lemma 2.2 and by applying Grönwall's lemma, it yields
Local error analysis
In this section, the local error bound for Lie-Trotter splitting for the BBM equation is constructed. Proof is similar to [10] , but they use Strang splitting, which is a three-step method. It requires more calculation and more computational time. That is why in this paper we prefer Lie-Trotter splitting, which is a two-step method.
Theorem 4.1 The local error of Lie-Trotter splitting applied to the BBM-type equations (1) is
where C depends on α .
Proof The BBM-type equations (1) can be written as
where
The exact solution on [0, ∆t] is
This is similar to formula
The second part of Eq. (6) can be written by taking φ(ρ) = B(e (s−ρ)A u(ρ)) ; then we get
or 
The Lie-Trotter splitting solution for [0, ∆t] interval can be written as
The first-order Taylor expansion yields
where v = e ∆tA u 0 ∈ H s . Hence, Eq. (9) becomes
The local error is
In order to represent the error bounds in H s , we rearrange the differences of terms of Eq. (10). The difference of the first two terms can be written as a quadrature error in first-order Peano form, i.e. 
where v = e sA u 0 . Each of the terms is equal to
respectively. After taking H s norm of each of the terms with the help of Lemma 2.1 and Lemma 2.2, we get
where C 1 and C 2 are any constants. Since e tA does not increase the Sobolev norms, it follows that
Thus, the integral (11) is bounded as
The third and fourth terms can be bounded as follows:
(s−ρ)A u(ρ)B(u(ρ))).
After rearranging, we get
For the last term, taking H s norm of E 2 yields
where C is any constant and ∥(Φ (1) is
where G depends on α, β and T.
Proof The Lady Windermere's fan argument is used in the proof.
Here u(t n ) = Φ ∆t (u(t n−1 )) is the exact solution at time t n with initial data u(t n−1 ), and u n = Θ ∆t (u n−1 ) is the Lie-Trotter splitting solution, which can be written as
Subtraction of the exact solution from the Lie-Trotter solution yields
After taking H s norm of Eq. (13), using the local error bound given in Theorem 4.1, stability given in Lemma 3.1, and the boundedness assumptions given in Eq. (2) yields
where e L(n−k−1)∆t ≤ e LT and n∆t ≤ T. 2
Numerical experiment
In this section, we focus on the numerical performance of Lie-Trotter splitting for BBM-type equations using MATLAB. Two examples are studied. We present error results in different norms and the convergence rates obtained by Lie-Trotter in tables and also CPU times are presented in seconds for various values of time step.
Example 6.1 We consider a BBM-Burgers (BBMB) equation corresponding to the case
with the initial condition
and [20] for a sufficiently small time step.
In Table 1 , we exhibit the L 1 , L 2 , and L ∞ errors of the Lie-Trotter splitting for the various time steps. Table 2 presents the convergence orders of Lie-Trotter splitting. It is confirmed that the expected convergence orders are obtained. 
with the initial condition and periodic boundary conditions in the space domain [0, 2π] . We use the same procedure as in the first example to obtain the reference and splitting solution.
In Table 3 , we show the L 1 , L 2 , and L ∞ errors of Lie-Trotter splitting for the various time steps. Table 4 presents the convergence orders of Lie-Trotter splitting. It is obtained that the numerical convergence rates for ∆t followed the theoretical results. For the given numerical examples, CPU times of the method are illustrated for various values of time step in seconds in Table 5 .
Conclusion
In this paper, the BBM equation was studied by using Lie-Trotter splitting. Theoretical results reveal that the method is stable and has a first-order convergence rate as expected. We confirm these theoretical results by considering two numerical test problems. In addition, Lie-Trotter splitting needs a shorter time of computation than Strang splitting does. This is because it has two subequations that need to be solved in each time step. This gives us a motivation to solve the BBM equation with Lie-Trotter splitting rather than Strang splitting. As a result, the Lie-Trotter method is an easier and more robust method to apply to variable nonlinear partial differential equations.
