Abstract-This paper presents a joint typicality framework for encoding and decoding nested linear codes in multi-user networks. This framework provides a new perspective on compute-forward within the context of discrete memoryless networks. In particular, it establishes an achievable rate region for computing a linear combination over a discrete memoryless multiple-access channel (MAC). When specialized to the Gaussian MAC, this rate region recovers and improves upon the lattice-based compute-forward rate region of Nazer and Gastpar, thus providing a unified approach for discrete memoryless and Gaussian networks. Furthermore, our framework provides some valuable insights on establishing the optimal decoding rate region for compute-forward by considering joint decoders, progressing beyond most previous works that consider successive cancellation decoding. Specifically, this paper establishes an achievable rate region for simultaneously decoding two linear combinations of nested linear codewords from K senders.
I. INTRODUCTION

I
N NETWORK information theory, random i.i.d. ensembles serve as the foundation for the vast majority of coding theorems and analytical tools. As elegantly demonstrated by the textbook of El Gamal and Kim [1] , the core results of this theory can be unified via a few powerful packing and covering lemmas. However, starting from the many-help-one source coding example of Körner and Marton [2] , it has been well-known that there are coding theorems that seem to require random linear ensembles, as opposed to random i.i.d. ensembles. Recent efforts have demonstrated that linear and lattice codes can yield new achievable rates for relay networks [3] - [9] , interference channels [10] - [16] , distributed source coding [17] - [22] , dirty-paper multiple-access channels [23] - [26] , and physical-layer secrecy [27] - [29] . See [30] for a survey of lattice-based techniques for Gaussian networks.
Although there is now a wealth of examples that showcase the potential gains of random linear ensembles, it remains unclear if these examples can be captured as part of a general framework, i.e., an algebraic network information theory, that is on par with the well-established framework for random i.i.d. ensembles. The recent work of Padakandla et al. [16] and Padakandla and Pradhan [26] , [31] has taken important steps towards such a theory, by developing joint typicality encoding and decoding techniques for nested linear code ensembles. In this paper, we take further steps in this direction by developing coding techniques and error bounds for nested linear code ensembles. For instance, we provide a packing lemma for analyzing the performance of linear codes under simultaneous joint typicality decoding (in Sections IV and VII) and a Markov Lemma for linear codes (in Appendix F).
We will use the compute-forward problem as a case study for our approach. As originally stated in [5] , the objective in this problem is to reliably decode one or more linear combinations of the messages over a Gaussian multiple-access channel (MAC) . Within the context of a relay network, compute-forward allows relays to recover linear combinations of interfering codewords and send them towards a destination, which can then solve the resulting linear equations for the desired messages. Recent work has also shown that compute-forward is useful in the context of interference alignment. For instance, Ordentlich et al. [13] approximated the sum capacity of the symmetric Gaussian interference channel via compute-forward. The achievable scheme from [5] relies on nested lattice encoding combined with "single-user" lattice decoding, i.e., each desired linear combination is recovered independently of the others. Subsequent efforts [13] , [32] , [33] developed a variation of successive cancellation for decoding multiple linear combinations.
In this paper, we generalize compute-forward beyond the Gaussian setting and develop single-letter achievable rate regions using joint typicality decoding. Within our framework, each encoder maps its message into a vector space over a 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. In contrast, since random linear codewords are uniformly distributed, exponentially many codewords will be atypical with respect to non-uniform distributions. We resolve this issue via multicoding, i.e., we generate exponentially more linear codewords than needed and use an auxiliary index to select the typical ones.
field and the decoder attempts to recover a linear combination of these vectors. In particular, Theorem 1 establishes a rate region for recovering a finite-field linear combination over a MAC. This includes, as special cases, the problem of recovering a finite-field linear combination over a discrete memoryless (DM) MAC and a Gaussian MAC. In Theorem 2, we develop a rate region for recovering an integer-linear combination of bounded, integer-valued vectors. Finally, in Theorem 4, we use a quantization argument to obtain a rate region for recovering an integer-linear combination of real-valued vectors.
As mentioned above, the best-known rate regions for lattice-based compute-forward rely on successive cancellation decoding. One might expect that simultaneous decoding yields a larger rate region for recovering two or more linear combinations. However, for a random lattice codebook, a direct analysis of simultaneous decoding is challenging, due to the statistical dependencies induced by the shared linear structure [34] . We are able to surmount this difficulty by carefully partitioning error events directly over the finite field from which the codebook is drawn. Overall, we obtain a rate region for simultaneously recovering two linear combinations in Theorem 5.
Our results recover and improve upon the rate regions of [5] , [33] , and [35] , thus providing a unified approach to compute-forward over both DM and Gaussian networks. Additionally, the single-letter rate region implicitly captures recent work [36, Example 3] that has shown that Gaussian input distributions are not necessarily optimal for Gaussian networks. One appealing feature of our approach is that the first-order performance analysis uses steps that closely resemble those used for random i.i.d. ensembles. However, there are several technical subtleties that arise due to linearity, which require careful treatment in our error probability bounds.
For a random linear codebook, each codeword is i.i.d. uniformly distributed over the underlying finite field. This poses a challenge for generating non-uniform channel input distributions, and it is well-known that a direct application of a linear codebook cannot attain the point-to-point capacity in general [37] . See Figure 1 for an illustration. To get around this issue, we will use the nested linear coding architecture which first appeared in [38] and [39] . This encoding architecture consists of the following components:
1) an auxiliary linear code (shared by all encoders) 2) a joint typicality encoder for multicoding 3) a symbol-by-symbol function of the auxiliary linear codeword. Roughly speaking, the auxiliary linear code is designed at a higher rate than the target achievable rate, the joint typicality encoding is used to select codewords of the desired type, and the function is used to map the codeword symbols from the finite field to the channel input alphabet. The idea of using a joint typicality encoder for channel coding appears in the celebrated coding scheme by Gelfand and Pinsker [40] for channels with state, Marton's coding scheme for the broadcast channel [41] and the hybrid coding scheme [42] for joint source-channel coding. In contrast to these applications, our joint typicality encoding step is used to find an auxiliary codeword that is itself typical with respect to a desired distribution, instead of with respect to a state or source sequence. The use of a symbol-by-symbol function is reminiscent of the Shannon strategy [43] for channels with states.
The shared linear codebook creates subtle issues for the analysis of joint typicality encoding and decoding. Specifically, the users' choices of typical codewords depend upon the codebook, and thus the codewords are not independent across users. For this scenario, the standard Markov lemma (see, for instance, [1, Lemma 12 .1]) does not directly apply. To overcome this issue, prior work by Padakandla and Pradhan proposed a Markov lemma for nested linear codes that required both a lower and an upper bound on the auxiliary rates [26] . In Appendix F, we follow a different proof strategy, which enables us to remove the upper bound.
Furthermore, for a random linear codebook, the codewords are only pairwise independent. While this suffices to apply a standard packing lemma [1, Sec. 3.2] for decoding a single codeword, it creates obstacles for simultaneously decoding multiple codewords. In particular, one has to contend with the fact that competing codewords may be linearly dependent on the true codewords. To cope with these linear dependencies, we develop a packing lemma for nested linear codes, which serves as a foundation for the achievable rate regions described above.
We closely follow the notation in [1] . Let X denote the alphabet and x n a length-n sequence whose elements belong to X (which can be either discrete or a subset of R). We use uppercase letters to denote random variables. For instance, X is a random variable that takes values in X . We follow standard notation for probability measures. Specifically, we denote the probability of an event A by P{A} and use P X (x), p X (x), f X (x), and F X (x) to denote a probability distribution (i.e., measure), probability mass function (pmf), probability density function (pdf), and cumulative distribution function (cdf), respectively.
For finite and discrete X , the type of x n is defined to be π(x|x n ) := {i : x i = x} /n for x ∈ X . Let X be a discrete random variable over X with probability mass function p X (x).
For any parameter ∈ (0, 1), we define the set of -typical n-sequences x n (or the typical set in short) [44] as
We use δ( ) > 0 to denote a generic function of > 0 that tends to zero as → 0. One notable departure is that we define sets of message indices starting at zero rather than one, [n] := {0, . . . , n − 1}. We use the notation F, R, and F q to denote a field, the real numbers, and the finite field of order q, respectively. We denote deterministic row vectors with lowercase, boldface font (e.g., a ∈ F K q ). Note that a deterministic row vector can also be written as a sequence (e.g., u n ∈ F n q ). We will denote random sequences using uppercase font (e.g., U n ∈ F n q ) and will not require explicit notation for random vectors. Random matrices will be denoted with uppercase, boldface font (e.g., G ∈ F n×κ q ) and we will use uppercase, sans-serif font to denote realizations of random matrices (e.g., G ∈ F n×κ q ) or deterministic matrices.
II. PROBLEM STATEMENT
We now give a formal problem statement for computeforward. Although the primary results of this paper focus on recovering one or two linear combinations, we state the general case of recovering K linear combinations so that we can clearly state open questions.
Consider the K -user memoryless multiple-access channel (MAC)
which consists of K sender alphabets X k , k ∈ [1 : K ], one receiver alphabet Y, and a collection of conditional probability distributions P Y |X 1 ,...,X K (y|x 1 , . . . , x K ). Since the channel is memoryless, we have that
In our considerations, the input alphabets X k and receiver alphabet Y are either finite or are the real line. Note that discrete memoryless (DM) MACs and Gaussian MACs are special cases of this class of channels. Consider a field F (not necessarily finite) and let A ⊂ F be a discrete subset of F. Let a 1 , . . . , a K ∈ A K denote the coefficient vectors, and let
denote the coefficient matrix. that is injectively mapped to a representative sequence U n k (M k ) over a vector space F n and then into a channel input X n k (M k ) ∈ X n k . The K channel inputs pass through a memoryless MAC described by conditional probability distribution P Y |X 1 ,...,X K resulting in channel output Y n . Finally, the decoder makes estimatesŴ
• K linear combinations for each message tuple
where the linear combinations are defined over the vector space F n , and • a decoder that assigns estimates (ŵ n
Each message M k is independently and uniformly drawn from [2 n R k ]. The average probability of error is defined as P
) . We say that a rate tuple (R 1 , . . . , R K ) is achievable for recovering the linear combinations with coefficient matrix A if there exists a sequence of (2 n R 1 , . . . , 2 n R K , n, (F, A), A) codes such that lim n→∞ P (n) e = 0. The role of the mappings u n k (m k ) is to embed the messages into the vector space F n , so that it is possible to take linear combinations. The restriction to injective mappings ensures that it is possible to solve the linear combinations and recover the original messages (subject to appropriate rank conditions).
The goal is for the receiver to recover the linear combinations
where a ,k is the ( , k) th entry of A and the multiplication and summation operations are over F. The matrix A can be of any rank, for example, setting a 2 = · · · = a K = 0 and a 1 = a corresponds to the case where the receiver only wants a single linear combination w n a (m 1 , . . . , m K ). One natural example is to take the field as the reals, F = R, and the set of possible coefficients as the integers, A = Z. This corresponds to the Gaussian compute-forward problem statement from [5] where the receiver's goal is to recover integer-linear combinations of the real-valued codewords. Another example is to set A = F = F q , i.e., linear combinations are taken over the finite field of order q. This will be the starting point for our coding schemes.
III. MAIN RESULTS
We now state our achievability theorems and work out several examples. We begin with K = 2 transmitters and a receiver that only wants a single linear combination. For this important special case, Theorem 1 describes an achievable rate region for finite-field linear combinations, Theorem 2 provides a rate region for recovering integer-linear combinations of integer-valued symbols, Theorem 3 gives a rate region for recovering integer-linear combinations of Gaussian symbols, and Theorem 4 establishes a rate region for recovering integer-linear combinations of symbols that are drawn according to a continuous distribution satisfying mild technical conditions. Afterwards, in Theorem 5, we provide a rate region for simultaneously recovering two finite-field linear combinations of K codewords. Finally, Theorems 6 and 7 state achievable rate regions for the discrete and Gaussian two-user MACs, respectively, for the scenario where the transmitters employ the same nested linear codebook.
A. Computing One Linear Combination Over a Two-User MAC
In this subsection, we consider the special case of a receiver that wants a single linear combination of K = 2 transmitters' codewords. Specifically, we set a 2 = 0 and, for notational simplicity, denote a 1 by a = [a 1 , a 2 ].
In order to state our main result, we need to define two rate regions. See Figure 3 for an illustration. The first region can be interpreted as the rates available for directly recovering the linear combination w n a (m 1 , m 2 ) from the received sequence Y n via "single-user" decoding, (3) where I CF,1 (a) and I CF,2 (a) will be specified in the following theorems.
The second rate region can be interpreted as the rates available for recovering both messages individually via multiple-access with a shared nested linear codebook:
where R LMAC,1 is the set of rate pairs (R 1 , R 2 ) such that
and R LMAC,2 is the set of rate pairs (R 1 , R 2 ) such that
Notice that R LMAC does not correspond, in general, to the classical multiple-access rate region, i.e., there is a rate penalty for the shared linear codebook.
We are ready to state our main theorems. Note that all of our theorems apply to both discrete and continuous input and output alphabets X k and Y, and are distinguished from one another by the choice of field F that serves as the alphabet for the auxiliary random variables U k .
The theorem below gives an achievable rate region for recovering a single linear combination over F q .
Theorem 1 (Finite-Field Compute-Forward): Consider the case of K = 2 users and a receiver that wants to recover a single linear combination over a finite field, (F,
) and symbol mappings x 1 (u 1 ) and x 2 (u 2 ), where the auxiliary alphabet U k is a subset of the finite field F q , the rate regions are defined via the quantities
and the addition and multiplication operations in (6) are over F q . The proof of Theorem 1 is given in Section IV-B.
Remark 1:
We have omitted the use of time-sharing random variables from our theorem statements for the sake of simplicity. We note that the achievability results in this paper can be extended to include a time-sharing random variable following the standard coded time-sharing method [1, Sec. 4.5.3] . See Figures 3 and 6 for illustrations of the impact of time-sharing on our achievable rate region for one and two receivers, respectively. ♦ Remark 2: Prior work by Padakandla and Pradhan proposed a finite-field compute-forward scheme for communicating the sum of codewords over a two-user MAC [39] , resulting in the achievable rate region
Note that this region is included in R CF ([1 1]) from Theorem 1, and corresponds to the special case where the rates are set to be equal, R 1 = R 2 . In this sense, our result extends [39] to asymmetric rates and scaled linear combinations. More importantly, our achievability is based on the use of simultaneous joint typicality decoders instead of the decoder used in [39] , which is essentially a point-topoint decoder with respect to the sum codebook. In contrast, a simultaneous joint typicality decoder performs a typicality test on multiple codewords simultaneously, which in our case enlarges the achievable rate region to include rate pairs in R LMAC . Another difference between our work and [39] is that we extend beyond the finite-field setting and extend Theorem 1 to allow for integer-valued and continuous U k via Theorems 2, 3, and 4, respectively. ♦ Example 1: Consider the binary multiplying MAC with channel output Y = X 1 · X 2 where X 1 = X 2 = Y = {0, 1}. The receiver would like to recover the sum W = U 1 ⊕U 2 over the binary field q = 2 where
The highest symmetric rate R 1 = R 2 = R sym that is Fig. 3 . Illustration of the rate region from Theorems 1, 2, and 4 for the special case when the coefficient vector a is chosen to (simultaneously) maximize I CF,1 (a) and I CF,2 (a) and we assume that I CF,1 (a) + I CF,2 (a) ≥ I (X 1 , X 2 ; Y ). In the top left, we have the rate region R CF (a) for directly recovering a linear combination via "single-user" decoding. In the bottom left, we have the rate region R LMAC for multiple-access with a shared linear codebook. The rate regions from Theorems 1, 2, and 4 correspond to the union of these two regions and is shown on the top right. If time-sharing is permitted, then this rate region can be convexified to include the regions with diagonal lines as shown on the bottom right.
achievable via Theorem 1 is R sym = 0.5525, which is attained with p 1 = p 2 = 0.7540. Note that, the highest symmetric rate for recovering both messages individually is 0.5. ♦ Although Theorem 1 can be applied to channels with continuous-valued inputs or outputs, there are some scenarios (e.g., averaging in sensor networks) where it may be desirable to obtain an integer-linear combination, rather than a linear combination over a finite field. Below, we provide three theorems for recovering integer-linear combinations of codewords over the real field. Theorem 2 restricts the U k random variables to (bounded) integer values. Next, Theorem 3 considers the important special case where the U k are Gaussian random variables, and recovers the Gaussian compute-forward results from [5] , [33] , and [45] . Finally, Theorem 4 allows the U k to be selected from a broader family of continuous-valued random variables, but only holds for rates in the "direct" decoding region R CF (a).
Theorem 2 (Integer Compute-Forward): Consider the case of K = 2 users and a receiver that wants to recover a single integer-linear combination over the reals, (F, A) = (R, Z), with coefficient vector a ∈ Z 2 . Assume that the auxiliary alphabets are a finite subsets of the integers, U k ⊂ Z and
and symbol mappings x 1 (u 1 ) and x 2 (u 2 ) where the rate regions are defined via the quantities
and the addition and multiplication operations in (7) are over R. Notice that, while the U k 's and their linear combination W a are restricted to a bounded subset of the integers, the x k (u k ) are free to map to any real values. The proof is given in Section IV-C.
Consider the Gaussian MAC
with channel gains h k ∈ R, average power constraints
, and zero-mean additive Gaussian noise with unit variance. The following theorem establishes an achievable rate region for recovering integer-linear combinations over the Gaussian MAC, and contains the rate regions derived in [5] , [33] , and [45] .
Theorem 3 (Gaussian Compute-Forward): Consider a Gaussian MAC with K = 2 users and a receiver that wants to recover a single integer-linear combination over the reals, (F, A) = (R, Z), with coefficient vector a ∈ Z 2 . Assume that, for some parameters β k ∈ R, k = 1, 2, the auxiliaries are
where the rate regions are defined via the quantities
and
where the addition and multiplication operations in (9) are over R, and gcd(a) denotes the greatest common divisor of |a 1 | and |a 2 |. The next theorem broadens the available input distributions for computing integer-linear combinations. Before stating the theorem, we need a technical definition regarding cdfs.
Definition 1 (Weak Continuity of Random Variables): Consider a family of cdfs { F t } that are parametrized by t ∈ R K and denote random variables X t ∼ F t . The family { F t } is said to be weakly continuous at t 0 if X t converges in distribution to X t 0 as t → t 0 . ♦ Theorem 4 (Continuous Compute-Forward): Consider the case of K = 2 users and a receiver that wants to recover a single integer-linear combination over the reals, (F, A) = (R, Z), with coefficient vector a ∈ Z 2 . Let U 1 and U 2 be two independent, real-valued random variables with absolutely continuous distributions described by pdfs f U 1 and f U 2 , respectively. Also, assume that the family of conditional cdfs induced by the channel { F Y |U 1 ,U 2 (·|u 1 , u 2 )} is weakly continuous in (u 1 , u 2 ) almost everywhere. Finally, assume that the following finiteness conditions on entropies and differential entropies hold:
, where
the addition and multiplication operations in (10) are over R, and gcd(a) denotes the greatest common divisor of |a 1 | and |a 2 |. Note that, in contrast to the previous theorems, the rate region does not include a union with R LMAC . The proof is deferred to Section V.
Remark 3: The log gcd(a) term appearing in Theorems 3 and 4 neutralizes the penalty for choosing a coefficient vector a with gcd(a) > 1. For example, set a = [1 1] andã = [2 2] and note that gcd(a) = 1 and gcd(ã) = 2. Since h(Wã|Y ) = h(W a |Y ) + log(2), we find that the log gcd(ã) term compensates exactly for the penalty in the conditional entropy. Previous work on compute-forward either ignored the possibility of a penalty [5] or compensated by taking an 
explicit union over all integer coefficient matrices with the same row span [33] . ♦ Example 2: Consider the problem of sending the sum of two codewords over a symmetric Gaussian MAC with channel
additive Gaussian noise and we have the usual power constraints
Specifically, we would like to send the linear combination with coefficient vector a = [1 1] at the highest possible sum rate R sum = R 1 + R 2 . In Figure 4 , we have plotted the sum rate for several strategies with respect to SNR = 10 log 10 (P).
The upper bound R sum ≤ log(1 + P) follows from a simple cut-set bound. Theorem 3 with β 1 = β 2 = 1 yields the sum rate R sum = max(log( 1 2 + P), 1 2 log(1 + 2P)). Note that this is the best-known 1 performance for the Gaussian two-way relay channel [3] - [5] . The best-known performance for i.i.d. Gaussian codebooks is R sum = 1 2 log(1 + 2P). We have also plotted two examples of Theorem 1 with q = 2 and q = 4. For the binary field q = 2, we choose
Finally, we have plotted an example of Theorem 2 with
Note that this outperforms the q = 4 strategy in Theorem 1, which effectively uses the same input distributions. If we were to set
, we would match the achievable rate of Theorem 1 with q = 2 exactly (not shown on the plot). ♦
1 The performance can be slightly improved by time-sharing between compute-forward and time-division as well as optimizing the power allocation. Specifically, for a given λ ∈ [0, 1] and powers P 1 , P 2 ≥ 0 satisfying
Note that this requires the use of a time-sharing auxiliary random variable.
B. Computing Two Linear Combinations Over a K-User MAC
In this subsection, we extend the results of the previous section to compute two linear combinations over a K -user MAC. The problem of recovering multiple linear combinations at a single receiver was previously studied in [13] , [32] , [33] , [36] , [46] , and [47] . Applications include lattice interference alignment [13] , multiple-access [13] , [32] , [33] , [36] , and low-complexity MIMO receiver architectures [32] , [47] . Prior to this paper, the largest rate region relied on successive cancellation decoding [32] , [33] and was limited to the Gaussian setting. Here, we derive an achievable rate region for the discrete memoryless setting using simultaneous joint typicality decoding. In the context of lossless distributed source coding, [21] studied the problem of compressing multiple linear combinations of dependent sources.
There are K transmitters and a single receiver that wants to recover two linear combinations with coefficient vectors a 1 , a 2 ∈ A K . Without loss of generality, we assume that a 1 and a 2 are linearly independent. (Otherwise, we can use the results for recovering a single linear combination described above.)
Theorem 5 (Two Linear Combinations): Consider the case of K users and a receiver that wants to recover two linear combinations over a finite field, (F,
Assume that a 1 and a 2 are linearly independent and define K = {k ∈ [1 : K ] : a k = 0}, = 1, 2 as well as
where b ∈ F 2 q \ {0} and the multiplications and summations are over
Remark 4: Theorem 5 can be easily extended to the case
and take the multiplications and summations in (11) over R. ♦ We refer to Section VII-A for a detailed description of the decoder, the proof of Theorem 5, and the proof of Remark 4.
Remark 5: The rate regions from Theorems 1 and 2 demonstrate that, even if we are interested in recovering a single linear combination, a joint typicality decoder will sometimes implicitly recover both messages. (This occurs for rates that fall in R LMAC .) It seems likely that, for recovering two linear combinations with coefficient vectors a 1 and a 2 , a complete analysis of a joint typicality decoder should also include the rate regions for decoding linear combinations with all coefficient matrices A of rank 2 or greater whose rowspan includes a 1 and a 2 . This is not the case for Theorem 5, due to the fact that our error analysis can only handle 'pairs' of indices. The analysis of the simultaneous joint typicality decoder for more than two indices is left as an open problem.
♦ We now consider the special case of K = 2 users and a coefficient matrix A with rank 2, which, by the injective mapping assumption on
Theorem 6 (Multiple-Access via Compute-Forward): Consider a two-user discrete MAC and the rate region R LMAC with I CF,k (a), k = 1, 2 as specified in Theorem 1. If the rate pair
, it is achievable for multiple-access with nested linear codebooks.
This multiple-access result can be extended naturally to the Gaussian case.
Theorem 7 (Gaussian Multiple-Access via ComputeForward): Consider a two-user Gaussian MAC and the rate region R LMAC with Gaussian auxiliaries and inputs,
it is achievable for multiple-access with nested linear codebooks.
The proofs of Theorems 6 and 7 are deferred to Section VII-B. Theorem 7 includes the achievable rate region of the compute-forward multiple access (CFMA) strategy proposed in [45] . In particular, the sequential decoding strategy used in [45] are the corner points of the rate region in Theorem 7.
Remark 6: In our compute-forward framework, the users employ a common nested linear codebook so that linear combinations of codewords are themselves codewords. The resulting linear dependencies between the codeword tuples can result in a rate penalty when this framework is used for multiple-access communication, i.e., R LMAC ⊂ R MAC . However, if each user employs an independently-generated linear codeword, then all codeword tuples will be pairwise independent, and one can apply a standard error analysis to attain the MAC capacity region. See [48] for a Gaussian example of this approach. Note that this approach will also yield the same performance for compute-forward as a straightforward Fig. 5 . A two-sender two-receiver network. Decoder 1 wishes to recover both messages and Decoder 2 wishes to compute the sum of the channel inputs,
application of random i.i.d. codes: the receiver will end up recovering all of the individual codewords prior to obtaining a linear combination.
Our achievability results can be applied directly to scenarios with multiple receivers. To obtain the rate region, we first calculate the rate constraints at each receiver for recovering its desired linear combination (or individual messages) and then take the intersection to obtain the achievable rate region.
(If time-sharing is employed, then we can then take the convex hull.)
The following example considers a two-user compound MAC where one receiver wants the sum of the codewords and the other wants to recover both codewords. It demonstrates that simultaneous joint typicality decoding can outperform successive cancellation decoding for compute-forward, even after time-sharing. It also shows that our strategy outperforms the best known random i.i.d. coding scheme.
Example 3: Consider the two-sender, two-receiver Gaussian network depicted in Figure 5 . The channel outputs are given by
where Z 1 and Z 2 are independent Gaussian noise components with zero mean and unit variance, h = √ 2, P 1 = 25, and P 2 = 18 where P 1 and P 2 are the power constraints on X 1 and X 2 , respectively. Here, we assume that Receiver 1 wishes to recover both messages separately while Receiver 2 wishes to recover the sum of the codewords,
that is, a = [1, 1].
We fix x 1 (u 1 ) = u 1 and x 2 (u 2 ) = u 2 to be identity mappings so that the linear combination corresponds to the desired sum of the codewords as in (12) . It follows from Theorem 7 that decoding is possible at Receiver 1 if the rates are included in R LMAC (with β 1 = β 2 = 1) for the induced MAC. Similarly, by Theorem 3, decoding is possible at Receiver 2 if the rates are included in R CF ([1 1]) ∪ R LMAC (with β 1 = β 2 = 1) for the induced MAC. Thus, for a particular choice of a codebook, both decoders can decode successfully if (R 1 , R 2 ) ∈ R LMAC ∩ R CF ([1 1] ). The resulting rate region is non-convex and can be enlarged via timesharing. In Figure 6 , we have plotted these rate constraints, followed by their intersection, and the convexification of this region allowed by time-sharing. We have also plotted the performance available to nested lattice codes combined with successive cancellation decoding as derived in [33, Th. 7] . Finally, we have plotted the performance of random i.i.d. codes coupled with simultaneous joint typicality decoding, which corresponds to the rates available for a compound Gaussian MAC. Although our strategy strictly outperforms the other two strategies in this scenario, it may not be optimal. ♦ IV. PROOFS OF THEOREMS 1 AND 2
As a first step, we specify the nested linear coding architecture that will be used as our encoding functions throughout the paper. In the next subsection, we propose a decoding rule and analyze its probability of error in order to establish Theorem 1. Afterwards, we extend this result to handle integer-linear combinations of (bounded) integer-valued auxiliary random variables, thus establishing Theorem 2.
A. Nested Linear Coding Architecture 1) Finite Field Representation:
An appealing approach is to view the messages as vectors in a vector space over the finite field F q . Specifically, let ν(m k ) denote the q-ary expansion of m k ∈ [1 : 2 n R k ] into a vector of length nR k / log(q) . For multicoding, we will need auxiliary indices
For simplicity, we assume that n R k / log(q) and nR k / log(q) are integers for all rates in the sequel. We definẽ
Next, we map each user's indices into the vector space F κ q where κ = nR max / log(q). This is accomplished by concatenating the message and auxiliary indices' q-ary expansions, followed by zero-padding (if necessary), resulting in
where 0 is a vector of zeros with length n(
nested linear code as the collection of K codebooks generated by the following procedure.
2) Codebook Generation: Fix an arbitrary pmf
Also, fix a finite field F q and a parameter ∈ (0, 1). Randomly generate a κ × n matrix, G ∈ F κ×n q , and sequences d n k ∈ F n q , k = 1, . . . , K where each element of G and d n k are independently and randomly generated according to Unif(F q ), and κ = nR max / log(q).
For
Note that each codeword is i.i.d. uniform over F q and pairs of codewords are independent, i.e., Step-by-step illustration for determining the achievable rate regions for Example 3. On the left, we have the rate constraints imposed by the receivers 1 and 2, respectively. On the top right, we have the intersection of these rate constraints. Time sharing yields the achievable rate regions on the bottom right. The thick black line represents the rate region available to i.i.d. Gaussian codebooks combined with joint typicality decoding. The blue line represents the rate region available to nested linear codebooks combined with joint typicality decoding (along with a discretization argument for the Gaussian case). See Theorems 3 and 7 for details. The thin red line represents the rate region available to nested lattice codebooks combined with successive cancellation decoding. (Note that thicker lines do not correspond to larger regions, and are used to visualize overlapping rate regions. The rate region boundary is at the center of each line.) 
If there is more than one, select one randomly and uniformly. If there is none, randomly choose an index from
The goal of the receiver is to recover up to K linear combinations, each of which can be expressed as a linear codeword,
See Figure 7 for an illustration. It will be convenient to associate each linear combination with a unique index. First, notice that the rate of a linear combination is determined by the maximum rate of all participating messages,R Let s a ∈ [2 nR(a ) ] be the unique index whose q-ary expansion satisfies
Now, with a slight abuse of notation, we can refer to each possible linear combination as follows
We note that a collection of codewords that only consists of those that are typical do not form a linear codebook since it is not closed (for an illustration, see Figure 8 ). However, the decoder is simply interested in determining the correct W n a , and will do so by testing each candidate W n a from the original codebook for joint typicality with the observed sequence Y n . The role of linearity is just to ensure that every possible linear combination of U n 1 and U n 2 is itself a codeword in the original codebook.
Remark 7: In the original compute-forward paper [5] , the desired linear functions are linear combinations of q-ary expansions of the messages, k a ,k ν(m k ), and there is no need for auxiliary indices. Unfortunately, it seems that this framework is not rich enough to handle the setting where each transmitter has a different input distribution. (Recall that in [5] the codewords have the same input distribution N (0, P).) Here, we allow for different input distributions across encoders through the choice of auxiliary indices. A similar approach is taken in [33] to permit unequal powers across encoders for lattice codebooks. However, since the auxiliary rates are not necessarily equal, the q-ary expansion of an auxiliary index from one encoder may overlap with the q-ary expansion of a message index from another encoder, as illustrated in Figure 7 . This motivates the inclusion of the auxiliary indices in our definition of a linear combination. ♦ Remark 8: From an algebraic perspective, the set η(m k , l k ) : l k ∈ [2 n R k ] corresponds to a coset for the message m k , and the role of the auxiliary index is to select a coset representative for each message index (that yields a typical codeword). Similarly, we can view the linear combinations from (17) as linear combinations of cosets. ♦
In the following section, we propose a decoding strategy that establishes Theorem 1. Fig. 9 . The "multiple-access" decoding bound can be interpreted as a decoder that searches for a pair of linear codewords that is jointly typical with the received sequence y n with respect to the induced joint distribution between the symbols U 1 and U 2 and the channel output Y . If there is only one such pair, it outputs their linear combination as the estimate. Otherwise, it declares an error. Note that, due to the linear structure of the codebook, there will be competing codeword pairs that are linearly dependent with the true codewords. This in turn leads to statistical dependencies that manifest as the defect in the R LMAC region.
B. Proof of Theorem 1
We now derive an achievable rate region for the important special case of two transmitters and a receiver that wants a single linear combination over a finite field F q . As we will demonstrate, the rate region can be viewed as a union of the rates available to a "direct" decoder that attempts to directly recover the desired linear combinction and the rates available to a "multiple-access" decoder that recovers the messages individually and then takes the linear combination. See Figures 8 and 9 for illustrations of the high-level intuition behind each decoder.
Remark 9: Although it is possible to derive our results by analyzing each decoder separately and then taking the union of the achievable rate regions, we take the superior approach by employing a single decoding rule whose achievable rate region contains both the "direct" and "multiple-access" region. That is, we take inspiration from the non-unique simultaneous decoding approach of Bandemer et al. [50] . In their context, each receiver in a network wishes to recover a subset of the codewords while the other codewords act as interference. They propose to have each decoder identify all codewords tuples that are jointly typical with the channel output, but then only verify uniqueness amongst the desired codewords. This elegant decoding rule enables them to capture the well-known strategies of treating interference as noise and decoding interference as special cases. In our setting, we propose a decoder that searches for codeword pairs that are jointly typical with the channel output, but only check the uniqueness of their linear combination. This allows us to capture the "direct" and "multiple-access" decoders described above as special cases. ♦ We will break up the proof into two steps. First, we will establish Theorem 1 for the special case when the channel is a discrete memoryless MAC. Afterwards, we will use a standard quantization argument to extend this result to real-valued outputs, Y = R.
Step 1 (Discrete Memoryless MAC): Fix F q , an arbitrary pmf p(u 1 ) p(u 2 ), and functions x 1 (u 1 ), x 2 (u 2 ). The codebook construction and encoding steps follow the nested linear coding architecture in Section IV-A. Without loss of generality, we assume that a 1 = 0 and a 2 = 0. (If one coefficient is equal to zero, the problem degenerates to the point-to-point communication case.) Decoding: Let < . Upon receiving y n , the decoder searches for a unique index s a ∈ [2 nR max ] such that
If there is no such index, or more than one, the decoder declares an error. Remark 10: Note that due to the linear mapping between the q-ary expansion of indices η(m k , l k ) and the codewords 
Then, the decoder makes an error only if one or more of the following events occur,
Then, by the union of events bound,
By Lemma 9 in Appendix VIII, the probability P(E 1 ) tends to zero as n → ∞ if
as the event where both messages are zero and the chosen auxiliary indices are zero as well. By symmetry of the codebook construction and encoding steps, we have that
Remark 11: To bound the second probability term, we need a non-trivial proof to establish that the pair of selected codewords are jointly typical with the channel output. If each encoder employed an independent random codebook, this could be shown via a standard application of the Markov Lemma [1, Lemma 12.1]. However, due to the shared generator matrix, the codebooks are dependent across the users. Prior work by Padakandla and Pradhan [26] established that the channel inputs and output are jointly typical for K = 2 users under the additional constraint that
In
We upper bound the probability P(E 3 ∩ E c 1 |M) in two ways. The "direct" decoding bound captures the event that an incorrect linear combination is jointly typical with the channel output, and is illustrated in Figure 8 . The "multiple-access" bound captures the event that incorrect codewords are jointly typical with the channel output, regardless of the resulting linear combination, and is illustrated in Figure 9 . Note that the event M implies that S a = 0. Let
denote the set of indices that yield the correct linear combination.
We begin with the "direct" decoding bound,
Lemma 1: . Nested linear coding architecture for computing a linear combination with coefficient vector a ∈ F 2 q over a two-user DM-MAC. Each user selects, via multicoding, a linear codeword U n k of the desired type, maps it into the channel input alphabet via the function x k (u k ), and transmits it as X n k . The receiver observes Y n over the DM-MAC specified by p(y|x 1 , x 2 ) and outputs an estimateŜ a . Decoding is successful ifŜ a = S a where S a is the index whose q-ary expansion corresponds to the linear combination with coefficient vector a in the sense of (17).
Proof:
where
follows from the fact that conditioned on M, we have the Markov relation 
where p q = Unif(F q ) to write
. Plugging the bound from Lemma 1 back into (22), we find that
Thus, the probability of P(E 3 ∩E c 1 |M) tends to zero as n → ∞ if (21) , and sending → 0, we have shown that a rate pair (R 1 , R 2 ) is achievable if
where we have used the relation (23) to simplify the expression.
Next, we show the second, "multiple-access" bound on P(E 3 ∩ E c 1 |M) by the following steps:
Remark 12:
The "multiple-access" decoding bound on the probability P(E 3 ∩ E c 1 |M) is conceptually similar to the standard multiple-access achievability proof. In particular, we apply the union bound to the probability as
The main difference is that the codeword pair l 2 ) ) can be linearly dependent (thus, statistically dependent). To overcome such difficulty, we use a divide-and-conquer approach by partitioning the index pairs into linearly independent and linearly dependent sets.
Further, for some b ∈ F 2 q such that b = 0, define
Note that, for any b ∈ F 2 q that is not the all-zero vector, we have
. Furthermore, the cardinality of these sets can be upper bounded by
Then,
We establish upper bounds on
can be upper bounded by considering the following cases:
for any non-zero vector c = [c 1 , c 2 ] ∈ F 2 q that is linearly independent of b where
The proof is given in Appendix D.
From the cardinality bounds given in (25) and Lemma 2, the probability terms in (26) tend to zero as n → ∞ if
By choosing the auxiliary ratesR k = D( p U k p q ) + 2δ( ), k = 1, 2, in order to satisfy (21) , using the relation (23), and taking → 0, we can conclude that any rate pair (R 1 , R 2 ) satisfying (32) for some pmf p(u 1 ) p(u 2 ), functions x 1 (u 1 ), x 2 (u 2 ), and non-zero linearly independent vectors b, c ∈ F 2 q is achievable. Finally, in Appendix VIII-E, we show that the above rate region is equivalent to the rate region R LMAC which concludes the proof for the DM-MAC.
Overall, we find that the "direct" decoding bound establishes that rates in R CF (a) are achievable and the "multiple-access" decoding bound establishes that rates in R LMAC are achievable. Since both upper bounds hold simultaneously, we have that the union of these regions R CF (a) ∪ R LMAC is achievable.
We now generalize this result to the case where the channel output is real-valued, Y = R.
Step 2 
This completes the proof of Theorem 1.
C. Proof of Theorem 2
Our approach is to show that integer-linear combinations of bounded integers can be viewed as linear combinations over a sufficiently large, prime-sized finite field. This will enable us to apply Theorem 1.
Let q be a prime number. Consider the finite field F q = Z/qZ,
where, for a, b ∈ F q , the addition and multiplication operations are defined as
respectively, with the modulo operation taken over the residue system Z/qZ. That is, [a] mod q = r where r ∈ Z/qZ is the unique element satisfying a = i q +r (over the reals) for some integer i . The next lemma will allow us to translate integer-linear combinations over R into linear combinations over F q .
Lemma 3 (Translation Lemma): Select a ,k ∈ Z, , k ∈ [1 : K ] and assume that U k take values on a bounded subset of Z. Then, for prime q large enough and = 1, . . . , K , we have that
] mod q and the multiplication and summation operations are taken over R on the left-hand side and over F q on the right-hand side.
Proof: Since the U k 's are bounded, there exists a > 0 such that |U k | ≤ , k = 1, . . . , K . Select a prime q large enough to satisfy the following relation max max
/2 over R, and the mod q operation will not be used in any of the addition or multiplication operations over F q, , i.e.,
Now, using the Translation Lemma, select q large enough so that a 1 U 1 + a 2 U 2 =ã 1 U 1 ⊕ã 2 U 2 where the operations on the left-hand side are over R while those on the right-hand side are over F q andã k = [a k ] mod q. Now, invoking Theorem 1 with finite field F q , input pmf p U 1 (u 1 ) p U 2 (u 2 ), and symbol mappings x 1 (u 1 ) and x 2 (u 2 ), we obtain the desired achievable rate region.
V. PROOF OF THEOREM 4
We will state the proof of Theorem 4 before that of Theorem 3 since part of the proof of the latter follows as a special case of the former. To establish Theorem 4, we will apply a quantization argument to the achievable rate region from Theorem 2. In particular, we will use a variant on the approach in [1, Ch. 3.4.1] that will enable us to view addition and multiplication on the quantized variables as operations over the reals. Let us first assume that U 1 and U 2 are compactly supported (an assumption we will relax at the end of the proof by means of a truncation argument).
For a given resolution > 0, define
to be the quantization of u to the closest point in Z, ties being broken in any arbitrary way. Now, define the variables
where a 1 a 1 / gcd(a) and a 2 a 2 / gcd(a) denote the gcd-reduced coefficients. Let Y denote the channel output variable induced by the quantized input variables U 1 and U 2 . That is, conditional on (
Note that in Theorem 2, the assumption U k ⊂ Z can be equivalently replaced by U k ⊂ Z with some positive scaling factor > 0 without affecting the achievable rate region (which is invariant under this scaling). Owing to the compact support assumption on U 1 and U 2 , the quantized auxiliaries U 1 and U 2 are finitely supported for any > 0. Hence, the following compute-forward rate region is achievable by Theorem 2:
We will calculate the limit of this achievable rate region as we take the quantization step to zero. It suffices to prove the following three statements in order to conclude the proof of Theorem 4:
(34c) 
Note that (34a) and (34b) follow directly from Lemma 4. Next, we will need a recent result of Makkuva and Wu [53] .
Lemma 5 [53, Lemma 1] : Let X 1 , . . . , X K be mutually independent, continuous random variables with compact support such that H ( X i ) and h(X i ) are finite for all i = 1, . . . , K . Then, for relatively prime integer coefficients  (a 1 , . . . , a K 
To prove the remaining statement (34c), note that
For the first limit, we have 
which, combined with (35)- (37), will conclude the proof of (34c). To prove this weak convergence property, first observe that the pair of quantized variables U = ( U 1 , U 2 ) converges in probability (and hence in distribution) to the unquantized pair U = (U 1 , U 2 ) .
Since by assumption, we have that for almost all u belonging to the support of U, the family of cdfs
is continuous in u (in the sense of weak convergence of random variables), it follows by the Portmanteau Theorem [56, Th. 2.8.1] that for any continuous and bounded ϕ : R 3 → R, the associated functioñ
is continuous almost everywhere and bounded. It further follows that the pair ( U , Y ) converges in distribution to (U, Y ) as → 0, because for any continuous bounded function ϕ : R 3 → R, we have
Here, equality (a) holds by Fubini's Theorem, which is applicable since ϕ is bounded and the integrals are taken with respect to probability measures, equality (b) holds becauseφ is continuous and bounded (as argued above), and U converges in distribution to U, which by assumption is absolutely continuous. In particular, if we set ϕ to be any function of the form
with an arbitrary continuous bounded function ψ, it will hold that
Hence, (W , Y ) tends in distribution to (W, Y ), which concludes the proof of (34c).
Thus far, we have proven Theorem 4 for the case where U 1 and U 2 are compactly supported. To relax this assumption, it suffices to show that for arbitrarily supported (U 1 , U 2 ), the differential entropies h(U 1 ), h(U 2 ) and h(W |Y ) can be represented as the limiting differential entropies of sequences of compactly supported variables. For this purpose, consider arbitrarily supported variables U 1 ∈ R and U 2 ∈ R complying with the assumptions set forth by Theorem 4, and their respective truncated versions U 1 τ and U 2 τ with pdfs defined as follows: 
and let Y τ denote the output variable induced by the truncated auxiliaries U 1 τ and U 2 τ . 2 That is, conditional on u 2 ) . Then the following holds:
Lemma 6 (Truncation): In the limit as τ → ∞, we have that
Proof: The first two equalities can be proven by standard arguments. In fact, they follow directly from [53, Lemma 2] . As to the inequality (38c), the joint cdf of W τ and Y τ is expressible as
Hence, the joint cdf converges pointwise on the continuity set, because
for each point (w, y) at which F W ,Y is continuous. Since relative entropy is lower semi-continuous in the weak topology [54, Th. 1], [55, Th. 19] , it follows that lim inf
By [53, Lemma 2], we further know that lim
The same analysis applies directly to U 2 , which concludes the proof of (38c) and hence the proof of Lemma 6. It follows from Lemma 6 that the compactness assumption on the support sets of U 1 and U 2 can be removed, which establishes Theorem 4.
VI. PROOF OF THEOREM 3
We begin by noting that taking the auxiliary random variables U k and the inputs X k to be Gaussian as in the statement of Theorem 3 also satisfies the technical conditions needed for Theorem 4 to hold. Additionally, plugging in these choices into I CF,k (a) as defined in Theorem 4 yields I CF,k (a) as defined in Theorem 3. Therefore, we have that the rate region R CF (a) in Theorem 3 is achievable.
It remains to show that R LMAC is achievable. We define the variables in (33) . From the proof of Theorem 4, we know that equalities and inequality in (34) hold. It thus remains to prove that, for the Gaussian case,
Note that for the Gaussian channel, the output variables Y and Y can be defined as follows: conditioned on auxiliaries taking
, the outputs are
where Z ∼ N (0, 1) and Z ∼ N (0, 1) are two normal random variables. In conjunction with the pdf f U (u), these relationships characterize the joint distributions of (U, Y ) and (U, Y ), respectively. We are free to choose an arbitrary coupling between Z and Z so as to define a compatible joint distribution of (U, Y, Y ). By setting Z = Z , we have that, conditioned on U = u, the difference
is a linear function of u. In particular, Y becomes a function of (U − U , Y ), so that by applying the data processing inequality twice, we get
Without loss of generality, let us assume from now on that = 2 −m with m ∈ N a natural number (though we shall keep writing for notational brevity). Since U /2 = U /2 and U − U /2 = U − U /2 , we infer by the data processing inequality that the sequence I ( U ; U − U |Y = y) is non-increasing in m. Therefore, by the Monotone Convergence Theorem and [53, Lemma 4], we can conclude that the right-hand side of (43) tends to zero as → 0. 3 Thus, we can conclude that
3 Note that [53, Lemma 4] proves the result for a random variable supported on the unit cube and a sequence of interval-halving (dyadic) step sizes , while arguing that there is no loss of generality in setting these restrictions. In fact, said restrictions can be lifted straightforwardly.
Next, let us define the variable D = W −W and observe that
From the last line, it follows that D is a discrete variable supported on a finite set, of cardinality at most |a 1 | + |a 2 |. As a consequence, the entropy difference
is uniformly bounded in absolute value, since 
where the second-to-last equality follows from [52, Th. 1] and [57, Lemma 7.18] .
VII. PROOF OF THEOREM 5
A. Proof of Theorem 5
Fix F q , pmf
The codebook construction and encoding steps follow the nested linear coding architecture in Section IV-A.
Decoder: Let < . Upon receiving y n , the decoder finds a unique index pair (s a 1 , s a 2 ) , such that (s a 2 ) are defined in (17) andR(a 1 ) andR(a 2 ) are defined in (15) . If there is no such index pair, or more than one, the decoder declares an error.
Remark 13: Note that the decoder for the K > 2 case does not include the individual codewords in the joint typicality test. Although, in general, including the u n k codewords would lead to better performance, the techniques developed in this paper are limited to analyzing at most two linearly dependent codewords. Nonetheless, the strategy developed here demonstrates how our techniques for the two-user joint decoding problem can be extended to a network with more than two users. ♦ Analysis of the Probability of Error: In the following analysis, we will omit some steps which are simple extensions of the proof steps in the previous section. Let M 1 , . . . , M K be  the chosen messages, L 1 , . . . , L K be the indices chosen by the encoders, and S a 1 , S a 2 be the indices of the desired linear combinations W n S a 2 ) . Then, the decoder makes an error only if one or more of the following events occur,
as the event where all messages are zero and the chosen auxiliary indices are zero as well. Note that, conditioned on the event M, the correct indices are zero, S a 1 = S a 2 = 0. By symmetry of the codebook construction and encoding steps, we have that
. By Lemma 12 in Appendix F and the conditional typicality lemma [1, §2.5] the probability P(E 2 ∩ E c 1 |M) tends to zero as n → ∞ if (45) is satisfied. Definẽ
and partitions of the index pairs by
η(s a 1 ), η(s a 2 ) are linearly independent}.
Furthermore, for b ∈ F 2 q , b = 0, define the sets
and thus,
where c = [c 1 , c 2 ] ∈ F 2 q is a non-zero vector that is linearly independent of b.
By the cardinality bounds in (48) and by closely following the steps in Lemma 2 (by replacing U k with W a k , k = 1, 2, replacing W b with V b , and replacing W c with V c ), the probability terms in (50) tend to zero as n → ∞ if
whereR =R 1 + · · · +R K . Finally, the rate region in Theorem 5 is established by eliminating the auxiliary rates (45) , using the relation (23) , following the steps in Appendix VIII-E to simplify the rate region expression into the form without V c , and taking → 0. To finish the proof for (F, A) = (F q , F q ), we need to extend this result to include a real-valued channel output Y , which follows exactly the same steps as
Step 2 from Section IV-B. Finally, by Lemma 3, we can find a large enough q such that the linear combinations in (11) can be translated to linear combinations in (R, Z), which concludes the proof of Remark 4.
B. Proof of Theorems 6 and 7
Note that the rate region in Theorem 5 simplifies to R LMAC when K = 2 and A is the identity matrix. Thus, by the achievability proof of Theorem 5, the nested linear coding architecture recovers the message pair, if the sequence of codes have rate pairs (R 1 , R 2 ) ∈ R LMAC , which establishes Theorem 6. From here, we can obtain Theorem 7 by following the same discretization argument used to establish the rate region for the Gaussian case in Theorem 3.
VIII. CONCLUDING REMARKS
Looking ahead, the framework of joint typicality is a promising approach for exploring the performance of random structured codes. Here, we have generalized prior work on Gaussian compute-forward and developed a compute-forward framework for memoryless MACs where the goal is either to recover a linear combination over F q or an integer-linear combination of real-valued codewords. Furthermore, we have analyzed the performance of simultaneous joint typicality decoding for recovering two linear combinations. As discussed in Remark 5 , an open problem is to extend our analysis of simultaneous joint typicality decoding from recovering pairs of messages to recovering more than two messages.
APPENDIX A JOINT TYPICALITY LEMMA FOR MISMATCHED DISTRIBUTIONS
Lemma 7: Let X ∼ p X (x) and letp X (x) be another distribution on X such that D X = D( p X p X ) < ∞. Then, for x n ∈ T (n) (X), 2 −n(D X +H (X )+δ( )) ≤ n i=1p X (x i ) ≤ 2 −n(D X +H (X )−δ( )) .(51)
Proof:
To prove the first statement, observe that
.
< . Then, there exists δ( ) > 0 that tends to zero as → 0 such that the following statement holds: 1) Ifỹ n is an arbitrary sequence andX n ∼
The proof follows from Lemma 7 and standard cardinality bounds on the conditional typical set T (n) (X|y n ).
APPENDIX B PACKING AND COVERING LEMMAS FOR MISMATCHED DISTRIBUTIONS
Lemma 9 (Mismatched Covering Lemma): Let (X,X) ∼ p X,X (x,x) andpX (x) be a distribution onX such that D( pX pX ) < ∞. Let X n be a random sequence with lim n→∞ P{ X n ∈ T (n) (X)} = 1 and letX n (m), m ∈ C, where |C| ≥ 2 n R , be pairwise independent and independent of X n , each distributed according to n i=1pX (x i ). Then, there exists a δ( ) that tends to zero as → 0 such that
Then, by Chebyshev's inequality,
For m ∈ [1 : 2 n R ], define the indicator random variables
0 otherwise, and let p 1 := P{ E(1) = 1} and
Thus, Var(|A|) ≤ 2 n R p 1 . From Lemma 8, for sufficiently large n, we have
and hence,
which tends to zero as n → ∞ if
Lemma 10 (Mismatched Packing Lemma):
LetỸ n be an arbitrarily distributed random sequence, andX n (m), m ∈ C, where |C| ≤ 2 n R and each sequence is distributed according to n i=1p X (x i ). Further assume thatX n (m), m ∈ C is pairwise independent ofỸ n , but is arbitrarily dependent on otherX n sequences. Then, there exists δ( ) that tends to zero as → 0 such that
The proof of this lemma follows directly from the union of events bound and Lemma 8.
APPENDIX C LEMMA 11
Lemma 11: 
Proof: From the relation
it is sufficient to show that
i.e., the tuple of messages and indices are uniformly distributed, which follows from the symmetry of the codebook construction. To be precise, in the following we will show that
For this case, we have
The analysis is given in equations (72)- (83), as shown at the top of the next page, where step (a) follows from the fact that conditioned on M, we have the Markov relation 
] be the index whose q-ary expansion satisfies
We can also uniquely associate each index s b with a linear combination of the codewords
, and step (c) follows from Lemma 1.
Consider some non-zero vector c = [c 1 , c 2 ] ∈ F 2 q that is linearly independent of b. Define s c ∈ [2 nR(c) ] as the index whose q-ary expansion satisfies
Note that by definition, for
, Define the rate regions
First, note that due to the following inequality between (69) andR 1 (and also between (70) andR 2 ),
where we have used the Markov relations
and thus, the rate region in (32) is R 0 ∩R. Thus, it is sufficient to show thatR =R 1 ∪R 2 .
To this end, first consider (
Similarly, for
To show the inclusion in the other direction, it is sufficient to show the following: 1) For the rate tuples
2) and for the rate tuples
We begin by considering the first case and assume that a rate
is also included inR, where step (a) follows from the fact that (R 1 , R 2 ) ∈R 2 and step (b) uses (84). The second case can also be shown in the same manner.
APPENDIX F MARKOV LEMMA FOR NESTED LINEAR CODES
Without loss of generality, we assume that the message indices are set to zero and focus on the effect of the auxiliary indices. With a slight abuse of notation, we let η(l k ) = [ν(l k ) 0] denote the q-ary expansion of the index l k followed by zero padding to length κ = max k nR k .
Consider a nested linear code 
As noted earlier, the codebooks share a generator matrix, which means that the auxiliary indices L 1 , . . . , L K are not conditionally independent given X n , even though the target distribution for U 1 , . . . , U K is conditionally independent given X. This precludes a standard application of the Markov lemma [1, Lemma 12.1]. Below, we develop a proof from first principles, beginning with some linear algebra definitions.
To simplify our notation, we define n k := nR k log 2 (q), which allows us to write l k ∈ [q n k ] rather than l k ∈ [2 nR k ]. 
where e k is the k th standard basis vector in F K q , i.e., its k th entry is 1 while the rest are 0. We will use the notation rank(l 1 , . . . , l K ,l j 1 , . . . ,l j t ) to denote the rank of  H(l 1 , . . . , l K ,l j 1 , . . . ,l j t ) . Note that, with this notation at hand, the codeword tuple 
(l j t ))
can be represented by H(l 1 , . . . , l K ,l j 1 , . . . ,l j t ) ·G.
We can now state two basic statistical properties of nested linear codes. 
where the last step uses the fact that |S| ≤ |S 1 | · · · |S K |. Finally, we obtain the desired upper bound via Chebyshev's inequality,
Also, define the intersection of the codebooks with the marginally typical sets,
as well as the subset that is not jointly typical,
We need to show that, with high probability, there are many choices of marginally typical codewords (i.e., |A| is large), but relatively few of them are not jointly typical (i.e., |B|/|A| is small).
The first term is lower bounded as follows:
By Lemma 9 in Appendix VIII, each term in the summation tends to zero as n → ∞ since, by assumption,
( ).
It remains to show that P{U n ∈ B} tends to zero. To this end, for some γ > 0 to be specified later, define a n := (1 − γ )
We have that P{U n ∈ B} ≤ P U n ∈ B |A| > a n , |B| < b n + P {|A| > a n , |B| < b n } c ≤ P U n ∈ B |A| > a n , |B| < b n + P{|A| ≤ a n } + P{|B| ≥ b n } < b n a n + P{|A| ≤ a n } + P{|B| ≥ b n } where the last step is due to the fact that U n is uniformly distributed in A conditioned on |A| ≥ 1, combined with the fact that B ⊂ A. The first term can be written as which tends to 0 as n → ∞. For the remainder of the proof, we will assume n is large enough such that the upper bound (89) from Lemma 16 is at most γ . Recall that, from (88), Z A = |A| and Z B = |B|. It follows that
where the last step follows from Lemma 16. Similarly, we have that
Finally, by letting γ tend to zero as n → ∞, we obtain the desired result. 
