Multi-objective thermodynamic optimization of an irreversible regenerative Brayton cycle using evolutionary algorithm and decision making  by Kumar, Rajesh et al.
Ain Shams Engineering Journal (2016) 7, 741–753Ain Shams University
Ain Shams Engineering Journal
www.elsevier.com/locate/asej
www.sciencedirect.comMECHANICAL ENGINEERINGMulti-objective thermodynamic optimization of an
irreversible regenerative Brayton cycle using
evolutionary algorithm and decision making* Corresponding author. Tel.: +91 9467601079.
E-mail address: rajesharora1219@rediffmail.com (R. Kumar).
Peer review under responsibility of Ain Shams University.
Production and hosting by Elsevier
http://dx.doi.org/10.1016/j.asej.2015.06.007
2090-4479  2015 Faculty of Engineering, Ain Shams University. Production and hosting by Elsevier B.V.
This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).Rajesh Kumar a,*, S.C. Kaushik b, Raj Kumar c, Ranjana Hans da Department of Mechanical and Automation Engineering, Amity University Haryana, Gurgaon 122413, India
b Centre for Energy Studies, Indian Institute of Technology, Delhi, New Delhi 110016, India
c Department of Mechanical Engineering, YMCA University of Science & Technology, Faridabad 121006, India
d Renewable Energy Department, Amity University Haryana, Gurgaon 122413, IndiaReceived 5 February 2015; revised 2 May 2015; accepted 9 June 2015
Available online 15 July 2015KEYWORDS
Finite time thermodynamics
(FTT);
Irreversible Brayton cycle;
Regenerator;
Evolutionary algorithm;
Multi-objective optimiza-
tion;
Decision making methodsAbstract Brayton heat engine model is developed in MATLAB simulink environment and thermo-
dynamic optimization based on ﬁnite time thermodynamic analysis along with multiple criteria is
implemented. The proposed work investigates optimal values of various decision variables that
simultaneously optimize power output, thermal efﬁciency and ecological function using evolution-
ary algorithm based on NSGA-II. Pareto optimal frontier between triple and dual objectives is
obtained and best optimal value is selected using Fuzzy, TOPSIS, LINMAP and Shannon’s entropy
decision making methods. Triple objective evolutionary approach applied to the proposed model
gives power output, thermal efﬁciency, ecological function as (53.89 kW, 0.1611, 142 kW) which
are 29.78%, 25.86% and 21.13% lower in comparison with reversible system. Furthermore, the pre-
sent study reﬂects the effect of various heat capacitance rates and component efﬁciencies on triple
objectives in graphical custom. Finally, with the aim of error investigation, average and maximum
errors of obtained results are computed.
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Brayton cycles have been broadly used in gas power plants,
airplanes, ship propulsion and numerous industrial usages.
Intercooler compression, reheater expansion, regeneration
and isothermal heat addition are few amendments [1–20] which
have been acknowledged theoretically to upgrade the perfor-
mance of Brayton cycles. In recent years, signiﬁcant consider-
ation has been given to single objective optimization of
Brayton heat engine through range of objective functions
Nomenclature
A area (m 2)
C heat capacitance rate (kW K1)
k speciﬁc heat ratio
P power output (kW)
Q heat transfer rate (kW)
T temperature (K)
Greek letters
g thermal efﬁciency
e effectiveness
Subscripts
H heat source side
L heat sink side
R regenerator side
s ideal/reversible adiabatic
t turbine
c compressor
W working ﬂuid
Figure 1 T–S diagram for irreversible regenerative Brayton heat
engine cycle.
742 R. Kumar et al.including power output [14–17], power density [20], thermal
efﬁciency [5,6], ecological function [13,18,19], entropy genera-
tion [7,8] and thermo-economic function [9,10]. Wu [1] studied
an endoreversible Brayton cycle and optimized power output
with respect to working ﬂuid temperature. Real compression
and expansion processes are amalgamated with Brayton heat
engine by Wu and Kiang [2]. It has been observed that power
output and thermal efﬁciency are strong functions of compres-
sor and turbine efﬁciencies. The power output and thermal
efﬁciency are further enhanced through the combination of
Brayton heat engine with intercooler and regenerator by
Chen et al. [5]. Angulo-Brown [3] proposed an ecological func-
tion (E= P  TLSgen) which is deﬁned as power output minus
the product of sink temperature and entropy generation rate.
Yan [4] modiﬁed ecological function proposed by
Angulo-Brown [3] with replacing sink temperature for sur-
rounding temperature. The modiﬁed ecological function
(E= P  T0Sgen) is considered as third objective in present
study and optimized simultaneously with power output and
thermal efﬁciency. The optimization of the ecological function
represents a compromise between power output, P and power
loss, T0Sgen, which is produced by entropy generation in the
system and surroundings. Ecological optimization of endore-
versible and irreversible Brayton cycle is achieved by Cheng
and Chen [7,8]. They found momentous reduction in entropy
generation rate with a little detriment in power output. The
optimal operating conditions of endoreversible and irreversible
Brayton heat engines are studied by Wang et al. [16,17] and
Kaushik et al. [11,12] respectively. Nevertheless, two or more
objective functions must be optimized at the same time. Few
of the researchers [25–31] have investigated thermal energy
conversion systems based on multi-objective evolutionary
approach [21–24].
In this paper performance analysis and multi-objective opti-
mization of irreversible Brayton heat engine cycle have been
done for simultaneous optimization of power output, thermal
efﬁciency and ecological function. There is no parallel study
available in the literature on optimization of proposed system
with pressure drop irreversibility existing in regenerator part.
Multi-objective optimization is helpful in designing real heat
engine as it provides a trade-off between the obtained solutions
of various chosen objectives with minimum computation time.
The major outcome of this research is the evaluation of speciﬁc
optimal points for various input parameters while designing
real irreversible Brayton heat engine. Various input parameters
included effectiveness of source-side heat exchanger (eHÞ,effectiveness of sink-side heat exchanger (eLÞ, effectiveness of
regenerator-side heat exchanger (eRÞ, pressure recovery co-
efﬁcients ða1; a2Þ, source temperature (TH1) and temperature
of the working ﬂuid (T4) are considered. The present work
shows triple objective (P–g–E) and dual objective (P–g, P–E,
g–E) optimization for an irreversible regenerative Brayton
cycle based on NSGA-II. The Pareto frontier in objective
space is achieved based on evolutionary algorithm. The opti-
mal values of various input parameters are chosen from
Pareto frontier implementing four decision making approaches
including Fuzzy, TOPSIS, Shannon’s entropy and LINMAP
methods. The effect of efﬁciency of turbine and compressor
and heat capacitance rates on triple objective has been studied
in detail and the results are presented on graphs.
2. Thermodynamic analysis
Fig. 1 shows temperature–entropy (T–S) diagram of proposed
Brayton heat engine model with a ﬁnite heat source and heat
sink. Point 1 is entrance for working medium at compressor
which gets compressed up to point 2. Then the working med-
ium goes to regenerator to attain some degree of heat through
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accomplished. Next, it enters the source-side heat exchanger
with a pressure drop and heat addition (QH) is achieved while
the source temperature decreases from TH1 to TH2. The heat-
ing up to point 3 is done during the process of heat addition.
Next, expansion till point 4 is obtained with the help of tur-
bine. The turbine exhaust enters the regenerator to transfer
heat partly before entering cold side heat exchanger with a
pressure drop as reﬂected in T–S diagram of the model.
Finally, the working medium is cooled up to point 1, while
the heat sink temperature increases from TL1 to TL2. The pres-
sure drops are reﬂected using pressure recovery coefﬁcients,
a1 ¼ p3=p2 and a2 ¼ p1=p4. Consequently, Brayton cycle model
1-2-2R-3-4-4R-1 with real compression and expansion pro-
cesses is developed based on the following assumption:
(a) An irreversible regenerative Brayton cycle model oper-
ates at steady rate.
(b) The heat source and heat sink of the model have ﬁnite
heat capacity.
(c) The external irreversibilities due to ﬁnite temperature
difference and internal irreversibilities due to ﬂuid fric-
tion losses in compressor/turbine, regenerative heat loss,
and pressure loss are included in the analysis.
(d) The speciﬁc heat of the working ﬂuid is assumed to be
constant.
(e) The working ﬂuid used in the cycle is air and behaves
like an ideal gas.
The various heat transfer rates (QH, QL and QR) are calcu-
lated as follows:
QH ¼ CWðT3  T2RÞ ¼ CHðTH1  TH2Þ ð1Þ
QL ¼ CWðT4R  T1Þ ¼ CLðTL2  TL1Þ ð2Þ
QR ¼ CWðT2R  T2Þ ¼ CWðT4  T4RÞ ð3Þ
CH, CL and CW are the heat capacitance rates of the ﬂuid in
the heat source, heat sink reservoirs and within the heat engine
respectively.
The heat exchangers assumed in the present study are of
counter-ﬂow type. In the heat exchanger analysis,
NTU/effectiveness approach is more suitable which is based
on the concept of capacity ratio, number of heat transfer units
and effectiveness of heat exchanger.
The effectiveness of a heat exchanger is deﬁned as the ratio
of actual heat transfer to maximum possible heat transfer.
Therefore, various heat transfer rates (QH, QL and QR) can
also be calculated as follows:
QH ¼ eHCH;minðTH1  T2RÞ ð4Þ
QL ¼ eLCL;minðT4R  TL1Þ ð5Þ
QR ¼ eRCWðT4  T2Þ ð6Þ
Combining Eqs. (1)to(6),
QH ¼ eHCH;minðTH1  T2RÞ ¼ CWðT3  T2RÞ
¼ CHðTH1  TH2Þ ð7Þ
QL ¼ eLCL;minðT4R  TL1Þ ¼ CWðT4R  T1Þ
¼ CLðTL2  TL1Þ ð8ÞQR ¼ eRCWðT4  T2Þ ¼ CWðT2R  T2Þ ¼ CWðT4  T4RÞ ð9Þ
Here eH; eL and eR are effectiveness of the source side, sink
side and regenerative side heat exchangers respectively and are
presented as
eH ¼ 1 e
NHð1CH;min=CH;maxÞ
1 CH;min
CH;max
eNHð1CH;min=CH;maxÞ
eL ¼ 1 e
NLð1CL;min=CL;maxÞ
1 CL;min
CL;max
eNLð1CL;min=CL;maxÞ
eR ¼ NR
1þNR
The various heat capacitance rates and numbers of heat
transfer units can be calculated as
CH;min ¼ minðCH;CWÞ; CH;max ¼ maxðCH;CWÞ; CL;min
¼ minðCL;CWÞ; CL;max ¼ maxðCL;CWÞ
and NH ¼ UHAHCH;min ; NL ¼
ULAL
CL;min
; NR ¼ URARCW . The numbers of heat
transfer units are calculated on the basis of minimum thermal
capacitance rates.
It is assumed that the working ﬂuid used in the Brayton
cycle behaves like an ideal gas with constant thermal capacity
rate, CW which is the product of mass ﬂow rate and speciﬁc
heat of the working ﬂuid. The expansion and compression pro-
cesses are non-isentropic in nature which shows irreversibilities
in the turbine and compressor respectively. So, compressor
and turbine efﬁciencies can be calculated as,
gc ¼
T2s  T1
T2  T1 ð10Þ
gt ¼
T3  T4
T3  T4s ð11Þ
Now from Eqs. (7)–(11),
T4R ¼ ð1 eRÞT4 þ eRT2 ð12Þ
T2R ¼ ð1 eRÞT2 þ eRT4 ð13Þ
T1 ¼ ð1 bÞT4R þ bTL1 ð14Þ
T3 ¼ ð1 aÞT2R þ aTH1 ð15Þ
T2s ¼ ð1 gcÞT1 þ T2gc ð16Þ
T4s ¼ ð1 g1t ÞT3 þ T4g1t ð17Þ
For a given model, we have
T2s
T1
¼ p2s ¼ p2
p1
 n
;
T3
T4s
¼ p3
p4s ¼ p4
 n
¼ p2a1a2
p1
 n
ð18Þ
From Eq. (18), one can have,
T2s
T1
¼ T3ða1a2ÞnT4s ) T1T3 ¼ aT2sT4s ð18aÞ
where a ¼ ða1a2Þn; n ¼ ðk 1Þ=k and k is speciﬁc heat ratio of
the working ﬂuid. The pressure drops are reﬂected using pres-
sure recovery coefﬁcients, a1 ¼ p3=p2 and a2 ¼ p1=p4.
Putting the values of T1, T3, T2s and T4s from Eqs. (14)–(17)
into Eq. (18a), we get the quadratic equation in T2 as
XT22 þ YT2 þ Z ¼ 0 ð19Þ
744 R. Kumar et al.Factors X, Y and Z are recorded in the Appendix. Solving
Eq. (19) for T2 gives,
T2 ¼ Yþ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Y2  4XZ
p
2X
ð20Þ
From the ﬁrst law of thermodynamics,
P ¼ QH QL
¼ eHCH;minðTH1  T2RÞ  eLCL;minðT4R  TL1Þ ð21Þ
Putting the value of T2R and T4R from Eqs. (12) and (13)
into Eqs. (21) and (7), P and g can be written as
P ¼ z6  x7T2  y7T4 ð22Þ
g ¼ P
QH
¼ z6  x7T2  y7T4
z7  x8T2  y8T4
ð23Þ
Factors x7, x8, y7, y8, z6 and z7 are recorded in the
Appendix.
The objective function of ecological optimization which is
proposed by Angulo-Brown [3] and modiﬁed by Yan [4] is
given as
E ¼ P T0Sgen ð24Þ
where T0 is the environment temperature and Sgen is the
entropy generation rate.
E ¼ P T0 QL
TL1
 QH
TH1
 
ð25Þ
Putting of Eqs. (7), (8) and (22) into Eq. (25),
E ¼ z9  x10T2  y10T4 ð26Þ
Factors z9, x10 and y10 are recorded in the Appendix.
3. Multi-objective optimization
Multi-objective optimization is an approach which applies mul-
tiple criteria decision making for mathematical/thermodynamic
optimization problem involving more than one objectives to be
optimized simultaneously. The proposed multi-objective opti-
mization approach gives Pareto frontier with ideal and nadir
solution in objective space with a minimum possible time. At
ideal point, each objective is optimized with maximum value
regardless of the satisfaction of other objectives whereas at nadir
point, each objective attains its minimum value. Pareto frontier
provides a trade-off between the obtained solutions of various
chosen objectives. Hence, ideal solution is not located on
Pareto frontier and cannot be attained thermodynamically.
3.1. Optimization through evolutionary algorithm
The genetic algorithm (GA) concept was proposed by John
Holland in 1960s. This concept is inspired by the mechanism
of natural adaption of species and applied into computer algo-
rithm and optimization procedures [21]. In GA terminology,
chromosome is deﬁned as a solution vector y 2 Y which is
made up of individuals known as genes. Chromosomes are
controlled by gene activity and these are binary digits in com-
puter simulation. GA functions with pool of these chromo-
somes and known as population. The population is a
random initialization process and includes best ﬁtted solution
with its convergence to a single solution.In this paper, evolutionary algorithm based on NSGA-II is
employed to obtain Pareto optimal set and Pareto frontier in
objective space. In NSGA-II, solutions are considered based
on Pareto optimal approach and then sorting of non-
dominated solutions into non-dominated layers is accom-
plished as shown in Fig. 2(a). In other words, Np, number of
population is considered as NL, number of layers where empty
set forms intersection of two selected layers and Np set forms
union of all layers. Elitism ﬁtness of each individual signiﬁes
its layer value [23]. For crossover operation, parent selection
is done on the basis of tournament selection between two ran-
dom selected layers. Hence, individuals lying on ﬁrst layer are
more likely to be selected than for next generation. Crowding
distance controls the uniform distribution of solutions along
different layers. Crowding distance index is deﬁned as ratio
of subtraction of objective function for two neighbor solutions
around the current solution to subtraction of maximum and
minimum values of that objective. Therefore, for kth objective
of jth solution, we have
idis;j;k ¼
yk;j1  yk;jþ1
yk;max  yk;min
An inﬁnite distance index is assigned to the solutions hav-
ing smallest and largest function values. The overall crowding
distance is evaluated by taking sum of individual distance
value of each objective.
Idis;j ¼
XM
k¼1
idis;j;k
where M gives the number of objectives and j is individual
index. The schematic of distance indexing of individuals in
NSGA-II algorithm is shown in Fig. 2(b). In the calculation
of distance index, following two parameters are calculated
for each solution:
 Number of solutions that dominate the current solution is
dominant number represented by NL [21,22]. First layer
contains non-dominated individuals for current population
and their dominant number is zero whereas second layer
occupies non-dominated solution for a set of individuals
except ﬁrst layer members. If there are M objectives chosen
in a problem having N population, number of comparisons
carried out is MN2. The process carries on till all individu-
als get placed in their suitable layers.
 Crowded comparison operator is deﬁned as A  B if
(rankA < rankB) or (rankA = rankB and Idis,A > Idis,B). It
signiﬁes the selection of individuals with different non-
dominated ranks.
The one with lower rank in different layers will be chosen
ﬁrst. If the solutions are lying in same layer the one with lower
concentration is selected ﬁrst.
The ﬂowchart of NSGA-II algorithm is shown in Fig. 2(c).
The procedural steps of this algorithm applied in the present
study are as follows [24]:Step 1: Create a random population Po of size N. Set t= 0.
Step 2: Parents’ selection – GA utilizes two operators for get-
ting new solutions from prevailing ones: crossover and
mutation. Crossover is a combination of two
Figure 2 (a) Solution layering in NSGA-II, (b) distance indexing of individuals, and (c) ﬂowchart of evolutionary algorithm used in
present study.
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population Qo of size N. With the help of mutation
operator, random changes into characteristics of chro-
mosome can be applied at gene level.
Step 3: Reproduction – It involves choosing chromosome for
new generation.Step 4: Survival of ﬁttest – The probability of an individual to
survivemakes it ﬁt to get it transfer into next generation.
There are various selection procedureswhich depend on
the usages of ﬁtness value. Proportional selection, rank-
ing and tournament selection are the most popular
selection procedures. In the present study, authors have
chosen tournament selection to utilize ﬁtness function.
Step 5: Evaluation – Obtain the solutions and copy them to
Pt. Set Rt ¼ P t [ Qt. Use fast non-dominated sorting
algorithm and identify non-dominated fronts F1,
F2, . . . ,Fk in Rt. Calculate crowding distance of the
solutions in identiﬁed fronts. Create Pt+1 as follows:
Case1: If P tþ1j j þ F ij j 6 N , then set P tþ1 ¼ P tþ1 [ F i
Case2: If P tþ1j j þ F ij j > N , then add the least crowded
N  P tþ1j j solutions from Fi to Pt+1.Step 6: If stopping criteria, which is maximum number of gen-
eration in present study is satisﬁed, then stop else set
t= t+ 1 and return to step 2.
3.2. Objective function, decision variables and constraints
Power output, thermal efﬁciency and ecological function are
considered as three objective functions which are derived byEqs. (22), (23) and (26). Seven decision variables such as effec-
tiveness of source-side heat exchanger (eHÞ, effectiveness of
sink-side heat exchanger (eLÞ, effectiveness of regenerator-
side heat exchanger (eRÞ, pressure recovery co-efﬁcients
ða1; a2Þ, source temperature (TH1) and temperature of the
working ﬂuid (T4) are considered. Multiobjective optimization
has been carried out with the following restrictions on various
decision variables:
0:5  eH  0:9 ð27Þ
0:5  eL  0:9 ð28Þ
0:5  eR  0:9 ð29Þ
0:8  a1 ¼ a2  1 ð30Þ
1000 K  TH1  1300 K ð31Þ
TL1  T4  TH1 ð32Þ
Although the decision variables may be varied in optimiza-
tion studies, each decision variable is normally required to be
within a given range. To use one of the commercially available
gas turbine power plants, effectiveness of the heat exchanger
(s) generally lies between 0.8 and 0.9. Pressure recovery co-
efﬁcient can never be 1 as pressure drop in regenerator always
exists in real power plant. Due to material limitations for gas
turbine, turbine inlet temperature (T3) should not exceed
1300 K. Hence, upper limit of heat source temperature is taken
as 1300 K. It can be observed from available literature [11–15]
that turbine exit temperature always lies between source
temperature and sink temperature. The lower limit set of seven
decision variables is chosen based on available literature
[11–15]. If the values are chosen below this set, then objectives
cannot meet the desired targets.
746 R. Kumar et al.In order to have numerical appreciation of the results, val-
ues of following parameters are taken from the literature
[11,12] and kept constant throughout the study as
TL1 = 300 K, T0 = 295 K, gt ¼ gc ¼ 0:8,
CW = 1.05 kW K
1, CH = CL = 1 kW K
1.
The following genetic algorithm options are used in pro-
posed research work.Population type: Double vectorSelection process: TournamentMutation: Constraint dependentMaximum number of generation: 500Population size: 250mÞ3.3. Decision making methods in multiobjective optimization
The Pareto frontier has numerous optimal solutions which are
preferred according to the decision making requirements.
Hence, decision making approaches are essential to pick soli-
tary solution from Pareto frontier. Numerous decision making
approaches are presented in the literature [25]. The present
study simultaneously uses four decision making approaches
as Fuzzy Bellman-Zadeh, LINMAP, TOPSIS, and
Shannon’s entropy. Distance metrics are used in LINMAP
and TOPSIS decision making methods to compute the
Euclidian distance of each point on the Pareto frontier from
ideal/nadir point. Few decision makers evaluate a concrete
solution on the basis of how far the solution is from nadir
(TOPSIS) while others use proximity index with the ideal
one (LINMAP). Before the application of any decision making
process, it is mandatory to unify the dimension and scale of all
the objectives correspondingly. For this, objective vectors need
to be non-dimensionalized using linear, Euclidean and fuzzy
non-dimensioned methods as discussed below.
Linear non-dimensionalization approach:
Objective function (s) can be made non-dimensioned
through linear approach as follows:
Fnij ¼
Fij
maxðFijÞ ðFor maximization problemÞ
Fnij ¼
Fij
maxð1=FijÞ ðFor minimization problemÞ
Euclidian approach:
Objective function (s) can also be non-dimensionalized
through Euclidian approach as
Fnij ¼
FijﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPm
i¼1ðFijÞ2
q ðFor maximization and minimization proble
Fuzzy approach:
Objective function (s) are made non-dimensioned using
Fuzzy approach and formulated as follows:
Fnij ¼
Fij minðFijÞ
maxðFijÞ minðFijÞ ðFor maximization problemÞ
Fnij ¼
maxðFijÞ  Fij
maxðFijÞ minðFijÞ ðFor minimization problemÞ
Here Fij is the objectives matrix at various optimal solutions
of Pareto frontier and i stands for the index of various pointson Pareto frontier and j stands for the index of each objective
in the objective space. In this paper, evolutionary algorithm
based on NSGA-II is employed to obtain Pareto optimal set
and Pareto frontier in objective space and the ﬁnal optimal
solution from available solutions located at Pareto frontier is
selected using Fuzzy Bellman-Zadeh, TOPSIS, LINMAP and
Shannon’s entropy decision making methods as discussed
below. The Fuzzy Bellman-Zadeh decision making method
implements the fuzzy non-dimensionalization approach while
the TOPSIS, LINMAP and Shannon’s entropy procedures
use Euclidian non-dimensionalization.
3.3.1. Fuzzy Bellman-Zadeh approach
Bellman-Zadeh approach is used to pick best optimal solution
from Pareto frontier with the intersection of fuzzy constraints
and criteria through fuzzy membership function whose matrix
is given below. Fuzzy membership function for each objective
is placed on the column of this matrix while magnitude of the
membership function for each Pareto optimal solution is
placed on the rows of this matrix. Hence, number of rows must
be equal to total number of solutions located on the Pareto
frontier and total number of columns in the matrix must be
equal to total number of objectives. Further, proposed solu-
tion is achieved by setting a constructed membership function
for each solution at a minimum value of the membership func-
tions of all objectives. Therefore, fuzzy vector with minimum
membership function of objectives at each solution is obtained.
Finally an element with maximum values of membership func-
tion is designated as a best optimal solution. The detailed com-
prehensive procedure [27] is explained as follows:
The fuzzy set or objective function can be deﬁned as
Aj ¼ X; lAjðXÞ
n o
; X 2 L; j ¼ 1; 2; . . . ; k
Here lAjðXÞ is a membership function of matrix Aj which is
denoted by FjðXÞ in fuzzy. Intersection of D ¼ \kj¼1Aj with a
membership function lAjðXÞ leads to the following result:
lDðXÞ ¼ \kj¼1lAjðXÞ ¼ minj¼1;2;...;jlAjðXÞ; X 2 L
The solution with maximum degree can be obtained using
fuzzy non-dimensionalized approach for maximizing objective
as follows:
maxlDðXÞ ¼ max
X2L
min
j¼1;2;...;j
lAjðXÞ
X0 ¼ argmax
X2L
min
j¼1;2;...;j
lAjðXÞ
To achieve above equation output one has to make mem-
bership functions lAjðXÞ; j= 1, 2, . . . ,k in Fj (X),
X 2 L; j ¼ 1; 2; . . . ; k.
It depends on the context of the problem to choose mem-
bership function of objective (s) and constraints of linear or
non-linear type.
The below matrix table Tf g has the diagonal elements as
ideal data points. achieve above equation output one has
Tf g ¼
F1ðX01Þ F2ðX01Þ . . . FnðX01Þ
F1ðX02Þ F2ðX02Þ . . . FnðX0nÞ
F1ðX0nÞ F2ðX0nÞ . . . FnðX0nÞ
0
BB@
1
CCA
where maximum and minimum limits can be deﬁned as
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Fmaxi ¼ maxjFjðX0j Þ; i ¼ 1; 2; . . . ; n
The membership functions in fuzzy decision making are
deﬁned as
For minimization problem,
lFiðXÞ ¼
0 if FiðXÞ > Fmaxi
Fmax
i
Fi
Fmax
i
Fmin
i
if Fmini < Fi 6 Fmaxi
1 if FiðXÞ 6 Fmini
8><
>:
For maximization problem,
lFiðXÞ ¼
1 if FiðXÞ > Fmaxi
FiFmini
Fmax
i
Fmin
i
if Fmini < Fi 6 Fmaxi
0 if FiðXÞ 6 Fmini
8><
>:
Fuzzy constraints are constructed as follows:
GjðXÞ 6 Gmaxj þ dj; j ¼ 1; 2; . . . ; k
Here dj signiﬁes a distance of allowable displacement for the
bound of the jth restriction. Corresponding membership func-
tions can be computed as
lGiðXÞ ¼
0 if GiðXÞ > Gmaxi
1 GiðXÞGmaxi
dj
if Gmaxj < GjðXÞ 6 Gmaxi þ dj
1 if GiðXÞ  Gmaxi
8><
>:
Final decision is represented by the intersection of fuzzy
restrictions and criteria which is accessible by the means of
membership functions. This problem can be reduced to the
standard nonlinear programming problems to discover X
and k values which maximize k and subject to
k  lFi ; i ¼ 1; 2; . . . ; n
k 6 lGj ; j ¼ 1; 2; . . . ; k
The solution of the multi-criteria problem reveals the mean-
ing of the optimality operator and depends on the decision-
makers experience and problem understanding.
3.3.2. LINMAP decision making approach
In case of multi-objective optimization, each objective does not
have similar value as obtained in single objective optimization.
So, ideal solution does not lie on the Pareto frontier. Ideal
solution is an ideal point which optimizes each objective with-
out taking care of other objectives. LINMAP decision making
method computes the Euclidian distance of each point on the
Pareto frontier from the ideal point as
Diþ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
j¼1 Fij  F
ideal
j
 2r
Here n is number of objectives, i denotes each route on the
Pareto frontier i.e., i= 1, 2, 3, . . . ,m. Fidealj is the ideal value for
the jth objective obtained by a single objective optimization.
LINMAP approach computes the point on Pareto frontier
with minimum distance from the ideal solution [27].
Therefore, ifinal ¼ i 2 minðDiþÞ.3.3.3. TOPSIS decision making approach
TOPSIS approach takes into account the nadir point in lieu of
ideal point. Hence, this approach computes the Euclidian dis-
tance of each point on the Pareto frontier from the nadir point
as
Di ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXn
j¼1 Fij  F
nadir
j
 2r
In this method, additional Di is calculated as
Di ¼ Di
Diþ þDi
TOPSIS approach computes the point on Pareto frontier
with maximum Di [28].
Therefore, ifinal ¼ i 2 maxðDiÞ.
3.3.4. Shannon entropy approach
Shannon’s entropy method is a valuable means to get weights
of alternatives [26]. Considering Lij in decision matrix Fij with
‘n’ number of alternatives and ‘m’ objectives, the element of
this matrix for jth objective is calculated as
Lij ¼ FijPn
i¼1Fij
; i ¼ 1; 2; . . . ; n; j ¼ 1; 2; . . . ;m
Shannon’s entropy is designed as under
SEj ¼ M
Xn
i¼1
Lij lnLij; M ¼ 1= lnðnÞ
Deviation degree (Dj) is calculated as
Dj ¼ 1 SEj
Now, following equation computes the weight of jth objec-
tive as
Wj ¼ DjPm
j¼1Dj
Finally, Yi ¼ LijWj
Shannon’s entropy approach computes the point on Pareto
frontier with maximum Yi as a ﬁnal desired optimal solution.
Therefore, ifinal ¼ i 2 maxðYiÞ.
4. Results and discussion
Original Pareto frontier between power output, thermal efﬁ-
ciency and ecological function is obtained implementing evolu-
tionary algorithm based on NSGA-II. Fig. 3 reﬂects ﬁnal
optimal solution selected by Fuzzy, TOPSIS, Shannon’s
entropy and LINMAP decision making methods. The ideal
and nadir solution for triple objectives (P-g-E) optimization
of irreversible Brayton system is also speciﬁed in Fig. 3. The
ﬁnal optimal values obtained through triple and single objec-
tive optimization are listed in Table 1. It is clearly seen that
the best optimal solutions are inclined towards higher source
temperature, pressure recovery coefﬁcients and source/sink
side & regenerator side heat exchanger effectiveness.
Moreover, optimal values for aforementioned design variables
within the deﬁned range are computed and listed in this table.
Deviation index signiﬁes reasonable status of each solution
from the respective ideal and nadir point. Some of the decision
making technique computes the Euclidian distance of each
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748 R. Kumar et al.point on the Pareto frontier from ideal/nadir point. For exam-
ple LINMAP uses ideal solution in obtaining their decision
and TOPSIS uses nadir solution. In order to have distinction
of different results attained in this study, the deviation index
of results obtained by four different decision making methods
from the ideal and nadir value is calculated as [30]
d ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
j¼1 Fj  Fidealj
 2r
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
j¼1 Fj  Fidealj
 2r
þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
j¼1 Fij  Fnadirj
 2r
Lowest value of deviation index explains its closeness to the
ideal point and how far it is from nadir solution. Therefore,
deviation index is a criterion which illustrates the suitability
of a particular decision making technique for a particular opti-
mization problem. Lesser the value it attains, more suitable the
technique is in that case. Consequently, it is mandatory to cal-
culate deviation of results obtained through different decision
making methods with respect to ideal and nadir points.
The last column of Table 1 shows the deviation index of
optimal solution obtained by Fuzzy, TOPSIS, LINMAP and
Shannon’s entropy method in triple and single optimization
approach. The minimum value of deviation index is 0.1986
which signiﬁes that power output, thermal efﬁciency andTable 1 Comparison between optimal solutions for triple-objective
Optimization
algorithm
Decision making
methods
Design variables
eH eL eR a1
NSGA-II Fuzzy Bellman-Zadeh 0.8039 0.81 0.8 0.951
TOPSIS 0.8020 0.81 0.8 0.951
Shannon’s entropy 0.8026 0.81 0.8 0.951
LINMAP 0.8022 0.81 0.8 0.951
Single objective optimization based on
maximum power
0.81 0.81 0.8 0.95
Single objective optimization based on
maximum eﬃciency
0.8018 0.81 0.8 0.95
Single objective optimization based on
maximum ecological function
0.8015 0.81 0.8 0.95ecological function selected by fuzzy decision making method
are more relevant. Moreover, deviation indexes (0.1986,
0.2318, 0.2810, and 0.3018) obtained in triple objective opti-
mization are less compared with deviation indexes (0.2781,
0.3432, and 0.4316) in single objective optimization.
In order to have comparison of proposed model with rever-
sible system, a Pareto frontier for triple objective optimization
(P–g–E) of reversible Brayton system is obtained in Fig. 4
using NSGA-II and fuzzy decision making method. The opti-
mal value of power output, thermal efﬁciency and ecological
function is 76.74 kW, 0.2173 and 112 kW respectively as
speciﬁed in Table 2. It is found that the optimal value of power
output, thermal efﬁciency and ecological function of irre-
versible Brayton cycle is 29.78%, 25.86% and 21.13% respec-
tively lower as compared to reversible system. The optimal
results obtained for irreversible Brayton heat engine are com-
pared with results obtained by Kaushik and Tyagi [11] in
Table 2. It is found that the optimal values of P, g and E
are lower as compared with reversible system and Ref. [11]
as expected because of inclusion of pressure drop irreversibil-
ity. Effectiveness of various heat exchangers illustrates the suit-
ability of heat exchanger for a particular application. Pressure
recovery coefﬁcients signify the threshold value of pressure
drop in designing regenerative heat exchanger. Source temper-
ature guides the designer about threshold value of turbine inlet(P– g–E) and single objective optimization.
Objectives Deviation
index
a2 T4 TH1 P
(kW)
g E
(kW)
0 0.9490 880.04 1238 53.89 0.1611 142 0.1986
0 0.9491 880.01 1236 53.74 0.1614 141 0.2318
0 0.9490 880.06 1228 53.19 0.1621 138 0.2810
0 0.9490 879.99 1225 52.95 0.1623 137 0.3018
0.95 882 1240 57.02 0.1598 153 0.2781
0.95 878 1226 52.79 0.1674 98 0.3432
0.95 878 1227 52.64 0.1658 112 0.4316
Table 2 Comparison of optimal results for Brayton heat engine based on irreversible and reversible mode through NSGA-II and
fuzzy decision making method.
Systems Design variables Objectives
eH eL eR a1 a2 T4 TH1 P (kW) g E (kW)
Irreversible Brayton system 0.8039 0.81 0.8 0.9510 0.9490 880.04 1238 53.89 0.1611 142
Reversible Brayton system 0.8021 0.8 0.8 1 1 880.00 1261 76.74 0.2173 112
Kaushik et al. [11] 0.75 0.75 0.75 1 1 – 1250 63.00 0.1858 –
50 51 52 53 54 55 56
0.148
0.15
0.152
0.154
0.156
0.158
0.16
0.162
0.164
0.166
Power Output (kW)
Th
er
m
al
 E
ffi
ci
en
cy
Fuzzy Solution
TOPSIS Solution
Ideal Solution
Shannon's entropy Solution
Nadir Solution
LINMAP Solution
Figure 5 Pareto frontier for dual objective (P–gÞ optimization.
51 51.5 52 52.5 53 53.5 54 54.5 55 55.5 56
-175
-170
-165
-160
-155
-150
-145
-140
-135
-130
-125
-120
Power Output (kW)
Ec
ol
og
ic
al
 F
un
ct
io
n 
(k
W
)
Nadir Solution
Fuzzy Solution
TOPSIS Solution
Shannon's entropy Solution
LINMAP Solution
IdealSolution
Figure 6 Pareto frontier for dual objective (P–E) optimization.
0.16 0.1605 0.161 0.1615 0.162 0.1625 0.163 0.1635 0.164
-128
-126
-124
-122
-120
-118
-116
-114
-112
Thermal Efficiency
Ec
ol
og
ic
al
 F
un
ct
io
n 
(k
W
)
LINMAP Solution
Nadir Solution
Ideal Solution
Shannon's entropy Solution
TOPSIS Solution
Fuzzy Solution
Figure 7 Pareto frontier for dual objective (g–E) optimization.
Multi-objective thermodynamic optimization of Brayton cycle 749temperature. However, the turbine outlet temperature helps in
designing cogeneration or cascaded systems.
Pareto frontier for dual objective (P–g, P–E and g–E) opti-
mization is shown in Figs. 5–7. The best optimal solutions
selected by Bellman-Zadeh, TOPSIS, Shannon’s entropy and
LINMAP decision making methods are also speciﬁed on these
ﬁgures. It is observed from these ﬁgures that ecological func-
tion decreases with increase in both power output and thermal
efﬁciency.
The comparison of ﬁnal optimal solution for dual-objective
(P–g, P–E and g–E) optimization based on four decisionmaking approaches is speciﬁed in Tables 3–5. The results
obtained with single objective optimization based on maxi-
mum power, maximum thermal efﬁciency and maximum eco-
logical function are computed separately and placed in last
three rows of Table 1. Last column of Tables 3–5, indicates
lower deviation indexes for the dual objective when compared
with the corresponding values in single objective optimization.
The same pattern of variation is observed with triple objective
optimization. Therefore, multiobjective optimization can lead
to more desired results as compared to single objective
optimization.
The effects of different heat capacitance rates on power out-
put, thermal efﬁciency and ecological function are shown in
Fig. 8(a)–(c).The best optimal values of aforementioned deci-
sion variables based on fuzzy decision making method are
selected from Table 1.The rest of the parameters are kept con-
stant as mentioned in Section 3.1. It can be clearly visualized
from these ﬁgures that power output, thermal efﬁciency and
ecological function increase considerably with increase in heat
capacitance rates of sink side reservoirs whereas sharp fall is
found with the increase in heat capacitance rate of working
ﬂuid. Broadly, non-linear effects of triple objectives with
respect to heat capacitance rates are observed with relation
CL > CH > CW.
Fig. 9(a)–(c) elaborates the effects of component efﬁciencies
on ecological function, power output and thermal efﬁciency of
given model. These ﬁgures signify that ecological function,
power output and thermal efﬁciency are increasing function
of component efﬁciencies (gt and gcÞ. But turbine efﬁciency
has more effect on the performance of model than compressor
efﬁciency for the same set of operating conditions.
Table 3 Comparison between optimal solutions for dual-objective (P–gÞ and single objective optimization.
Optimization algorithm Decision making
methods
Design variables Objectives Deviation
index
eH eL eR a1 a2 T4 TH1 P (kW) g
Non-dominated sorting
genetic algorithm
(NSGA-II)
Fuzzy Bellman-Zadeh 0.8057 0.81 0.8 0.9510 0.9490 880.02 1238 54.02 0.1608 0.2134
TOPSIS 0.8038 0.81 0.8 0.9510 0.9490 880.01 1237 53.89 0.1611 0.2362
LINMAP 0.8067 0.81 0.8 0.9512 0.9491 880.06 1232 53.64 0.1614 0.2821
Shannon’s entropy 0.8027 0.81 0.8 0.9510 0.9490 879.99 1232 53.48 0.1617 0.2986
Single objective optimization based on maximum power 0.81 0.81 0.8 0.95 0.95 882 1240 57.02 0.1598 0.3142
Single objective optimization based on maximum
eﬃciency
0.8018 0.81 0.8 0.95 0.95 878 1226 52.79 0.1674 0.4216
Table 4 Comparison between optimal solutions for dual-objective (P–E) and single objective optimization.
Optimization algorithm Decision making
methods
Design variables Objectives Deviation
index
eH eL eR a1 a2 T4 TH1 P
(kW)
E
(kW)
Non-dominated sorting genetic
algorithm (NSGA-II)
Fuzzy Bellman-
Zadeh
0.8125 0.81 0.8 0.9510 0.9490 880 1238 54.21 144 0.1921
TOPSIS 0.8129 0.81 0.8 0.9510 0.9490 880 1235 54.04 143 0.2314
LINMAP 0.8138 0.81 0.8 0.9510 0.9490 880 1231 53.78 141 0.2731
Shannon’s entropy 0.8139 0.81 0.8 0.9510 0.9490 880 1230 53.74 141 0.2801
Single objective optimization based on maximum power 0.81 0.81 0.8 0.95 0.95 882 1240 57.02 153 0.3424
Single objective optimization based on maximum ecological
function
0.8015 0.81 0.8 0.95 0.95 878 1227 52.64 112 0.5112
Table 5 Comparison between optimal solutions for dual-objective (g–E) and single objective optimization.
Optimization algorithm Decision making
methods
Design variables Objectives Deviation
index
eH eL eR a1 a2 T4 TH1 g E
(kW)
Non-dominated sorting genetic
algorithm (NSGA-II)
Fuzzy Bellman-
Zadeh
0.8103 0.81 0.8 0.951 0.949 880 1171 0.1628 119 0.2314
TOPSIS 0.8106 0.81 0.8 0.951 0.949 880 1168 0.1627 118 0.2621
LINMAP 0.81 0.81 0.8 0.951 0.949 880 1167 0.1625 118 0.2938
Shannon’s entropy 0.81 0.81 0.8 0.951 0.949 880 1167 0.1625 118 0.2938
Single objective optimization based on maximum eﬃciency 0.8018 0.81 0.8 0.95 0.95 878 1226 0.1674 98 0.3251
Single objective optimization based on maximum ecological
function
0.8015 0.81 0.8 0.95 0.95 878 1227 0.1658 112 0.4102
750 R. Kumar et al.5. Error analysis
Generally, mean absolute percentage error technique is applied
to designate the amount of error for aforementioned decision
makers. To execute the same, eachmethodology is accomplished
30 times to achieve ultimate outcome by Fuzzy, Shannon’s
entropy, TOPSIS and LINMAP decision making methods.
Then the values of ecological function, power output and ther-
mal efﬁciency are compared with corresponding experimentalvalues. First row of Table 6 reveals maximum percent error of
each decision makers and second row displays the average per-
cent error of decision makers implemented in our study.
Mean absolute percentage error (MAPE) technique has
been executed for error analysis which shows that average
error and maximum error of solutions attained from four deci-
sion making methods are 2.1%, 1.9%, 1% and 4.0%, 2.8%,
1.3% for power output, thermal efﬁciency and ecological func-
tion respectively.
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Figure 8 Effect of heat capacitance rate on (a) ecological
function, (b) power output and (c) thermal efﬁciency.
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Figure 9 Effect of component efﬁciency on (a) ecological
function, (b) power output and (c) thermal efﬁciency.
Table 6 Error analysis based on the mean absolute percentage error (MAPE) method.
Decision making methods Fuzzy Bellman-Zadeh Shannon’s entropy TOPSIS LINMAP
Objectives P (kW) g E (kW) P (kW) g E (kW) P (kW) g E (kW) P (kW) g E (kW)
Max. percentage error 2.3 1.8 0.9 3.8 2.8 1.2 3.5 2.4 1.0 4.0 2.8 1.3
Avg. percentage error 1.7 1.6 0.7 2.1 1.87 1.0 1.9 1.79 0.9 2.0 1.9 1.0
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752 R. Kumar et al.6. Conclusion
Multiobjective genetic algorithm based on NSGA-II has been
applied to simultaneously optimize ecological function, power
output and thermal efﬁciency of an irreversible regenerative
Brayton heat engine model. The Pareto frontier between triple
and dual objective optimization is achieved and best optimal
values are selected through Fuzzy, TOPSIS, LINMAP and
Shannon’s entropy methods. It is good to mention here that
multi-objective optimization yields expected outcomes than
with single objective optimization and is well proven through
lower values of deviation indexes in the former case. The opti-
mal values of various heat exchanger effectiveness ðeH; eL; eRÞ,
pressure recovery co-efﬁcients ða1; a2Þ, working ﬂuid tempera-
ture (T4), and heat source temperature (TH1) are 0.8, 0.81, 0.8,
0.95, 0.94, 880 K and 1238 K. The corresponding values of
power output, thermal efﬁciency and ecological function are
29.78%, 25.86% and 21.13% respectively lower in comparison
with reversible system as indicated in Table 2. Non-linear
effects with respect to heat capacitance rates are observed with
relation CL > CH>CW. It is also found that turbine efﬁciency
(gtÞ plays most important role on the thermodynamic perfor-
mance of an irreversible regenerative Brayton heat engine
model. These optimal values can be used as benchmark for
end users while designing a real Brayton heat engine with req-
uisite power output, thermal efﬁciency and ecological function.
Appendix A.X ¼ x1x3  x2x4
x1 ¼ eRð1 bÞð1 gcÞ þ gc
x2 ¼ ð1 aÞð1 eRÞ
x3 ¼ að1 aÞð1 g1t Þð1 eRÞ
x4 ¼ ð1 bÞeR
x5 ¼ x1y3 þ x3y1  x4y2  x2y4
x6 ¼ x1z3 þ x3z1  x4z2  x2z4
x7 ¼ CWfað1 eRÞ þ beRg
x8 ¼ CWað1 eRÞ
x9 ¼ CWT0ðað1 eRÞ=TH1 þ beR=TL1Þ
x10 ¼ x7 þ x9
Y ¼ x5T4 þ x6
y1 ¼ ð1 eRÞð1 bÞð1 gcÞ
y2 ¼ ð1 aÞeR
y3 ¼ afg1t þ ð1 aÞð1 g1t ÞeRg
y4 ¼ ð1 eRÞð1 bÞ
y5 ¼ y1y3  y2y4
y6 ¼ y1z3 þ z1y3  z2y4  y2z4
y7 ¼ CWfbð1 eRÞ þ aeRg
y8 ¼ aCWeR
y9 ¼ CWT0ðaeR=TH1 þ bð1 eRÞ=TL1Þ
y10 ¼ y7 þ y9
Z ¼ y5T24 þ y6T4 þ z5
z1 ¼ ð1 gcÞbTL1z2 ¼ aTH1
z3 ¼ aað1 g1t ÞTH1
z4 ¼ bTL1
z5 ¼ z1z3  z2z4
z6 ¼ CWðaTH1 þ bTL1Þ
z7 ¼ CWaTH1
z8 ¼ CWT0ðaþ bÞ
z9 ¼ z6 þ z8
a ¼ CHeH
CW
b ¼ CLeL
CW
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