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Abstract
We present a method for reducing the size of transfer matrices by exploiting symmetry. For
example, the transfer matrix for enumeration of matchings in the graph C4 × C4 × Pn can
be reduced from order 65536 to 402 simply due to the 384 automorphisms of C4 × C4. The
matrix for enumeration of perfect matchings can be still further reduced to order 93, all in a
straightforward and mechanical way. As an application we report an improved upper bound for
the three-dimensional dimer problem. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
The transfer matrix method is a simple and useful technique for enumeration of com-
binatorial objects. It has been used for enumeration of, e.g. independent sets, matchings,
colourings and for computation of various partition functions. Typically, the method is
applied to gridgraphs and graphs of type G×Pn or G×Cn, but it is suited to a wider
class of graphs called polygraphs, see [1]. A drawback with the method is that the size
of the matrix usually grows exponentially in the order of G. We describe a method
that exploits symmetry to compress the transfer matrix and thus reduce its size. These
techniques have been implemented and used to compute, e.g. the matching polynomial
of C4 × C4 × Pn (for some smaller n), see [7], and the exact Ising partition function
of C13 × P13. Software for this, written in Mathematica, can be downloaded from the
website 〈http://www.math.umu.se〉. Compression has recently been used by Ciucu
[3] to give an upper bound for the three-dimensional dimer problem. This was done
by computing the largest eigenvalue of the matrix for counting perfect matchings in
C4×C4×Pn. We improve this bound by computing the largest eigenvalue of the matrix
for C4 × C6 × Pn.
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2. Compression
Let T = T(i; j) be a p× p matrix with entries from some ring.
Denition 1. A partition {A1; A2; : : : ; Ar} of the index set {1; 2; : : : ; p} has property C
if






T(k2; ‘); i; j = 1; : : : ; r:
This property makes the compressed matrix well deFned.
Denition 2. The compressed matrix C is the r × r matrix with entries
C (i; j) =
∑
‘∈Aj
T(k; ‘); k ∈ Ai; i; j = 1; : : : ; r:
Theorem 3. If k ∈ Ai then
C n(i; j) =
∑
‘∈Aj
Tn(k; ‘); n¿1; i; j = 1; : : : ; r:
Proof: By induction on n. The case n=1 follows from the deFnition of the matrix C .































Tn−1(k; h)C (m; j)
and the induction hypothesis allows us to write this as
r∑
m=1
C n−1(i; m)C (m; j) = C n(i; j)
and by the principle of induction the theorem follows.
The following corollaries are easy consequences of the theorem.
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Corollary 4. If k ∈ Ai and Aj = {‘} then
C n(i; j) = Tn(k; ‘):
Corollary 5. If a is the vector (|A1|; |A2|; : : : ; |Ar|) and 1 is the r-vector (1; 1; : : : ; 1)t
then





In this section we describe how the previous section can be interpreted when sym-
metry is present. Let  be a group of permutations that act upon the elements of the
set A, such that if a ∈ A then (a) ∈ A for all  ∈ . Let T =T(a; b), where a; b ∈ A,
be a matrix with entries from some ring. Assume also that T(a; b) =T((a); (b)) for
all  ∈  and a; b ∈ A, i.e. entries are preserved under symmetry. Partition A into
equivalence classes A1; A2; : : : ; Ar such that a; b ∈ Ak if and only if a= (b) for some
 ∈ . The next proposition says that this partition has property C.





T(a2; b); i; j = 1; : : : ; r:












where the last equality follows since (b) ∈ Aj.
Following DeFnition 2 we deFne the compressed matrix thus
C (i; j) =
∑
b∈Aj
T(a; b); a ∈ Ai; i; j = 1; : : : ; r:
Comparing the orders of C and T , how much did we gain? A rough estimate is that
the order of C is slightly larger than |A|=||. If A consists of all subsets of {1; 2; : : : ; m}







where c() is the number of cycles in the permutation .
Broersma and Xueliang [2] accomplished a reduction of almost a factor 2 of the
order of T . This assumed that the system had a symmetry of type i ↔ n + i, where
i = 1; : : : ; m and m= 2n. The compression described here puts no such restrictions on
the automorphisms and works better the larger the group is. However, we pay with
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information since the trace of the compressed matrix no longer contains the information
the original matrix had. Note that the trace of powers of a matrix can be interpreted
as counting combinatorial objects in, for example, a cartesian product of a graph and
a cycle.
4. Examples
Here we give some hands-on examples of how to apply the compression technique.
We denote by Pn and Cn a path and a cycle, respectively, on n vertices. The cartesian
product of two graphs G and H is denoted by G×H . Also, G−I is the graph obtained
by deleting the vertices in the set I . In the examples we will focus on enumeration in
G × Pn.
4.1. Independent sets
An independent set in a graph is a set of vertices where no pair are adjacent. Let
h(G) denote the number of independent sets in graph G. We compute h(G×Pn) with
a transfer matrix and the following theorem can be used for this purpose, for a proof
see for example [4].
Theorem 7. Let A be the family of independent sets in G and de1ne the matrix
T = T(I; J ); I; J ∈A with entries
T(I; J ) =
{




Tn−1(I; J ) = h(G × Pn); n¿1:




1 1 1 1 1 1 1 1 1 1 1
1 0 1 1 1 1 0 0 1 1 1
1 1 0 1 1 1 1 1 0 0 1
1 1 1 0 1 1 0 1 1 1 0
1 1 1 1 0 1 1 0 0 1 1
1 1 1 1 1 0 1 1 1 0 0
1 0 1 0 1 1 0 0 1 1 0
1 0 1 1 0 1 0 0 0 1 1
1 1 0 1 0 1 1 0 0 0 1
1 1 0 1 1 0 1 1 0 0 0
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The partition {{1}; {2; 3; 4; 5; 6}; {7; 8; 9; 10; 11}} of the indices has property C. The
Frst part correspond to the empty set, the second part to the independent sets on one
vertex and the last part to the independent sets on two vertices. The indices in each
part are equivalent under symmetry, i.e. C5 has 11 independent sets and they sort into
3 equivalence classes. Each entry of the compressed matrix C is the row-sum of the
corresponding block of T :
C =





By Corollary 5 we have (1; 5; 5) · Cn−1 · 1=h(C5×Pn). In passing we note that when
G = C4 × C4 the matrix T has order 743 and the compressed matrix C has order 21.
4.2. Matchings
A matching is a set of independent edges, i.e. no pair of edges have a vertex in
common. Let (G) denote the number of matchings in the graph G. It was described
by Babic et al. [1] how to set up a transfer matrix for computing (G×Pn). Here we
give a simpliFed version of their more general method.
Theorem 8. LetA be the family of subsets of V (G) and de1ne the matrix T=T(I; J );
I; J ∈A with entries
T(I; J ) =
{
(G − I − J ) if I ∩ J = ∅;
0 otherwise:
Then Tn(∅; ∅) = (G × Pn); n¿1.




4 2 2 2 1 1 1 1
2 0 1 1 0 0 1 0
2 1 0 1 0 1 0 0
2 1 1 0 1 0 0 0
1 0 0 1 0 0 0 0
1 0 1 0 0 0 0 0
1 1 0 0 0 0 0 0




The partition {{1}; {2; 3; 4}; {5; 6; 7}; {8}} of the indices has property C. The Frst part
correspond to the empty set, the second part to the sets with one vertex, the third
part to the sets with two vertices and the last part to the set with three vertices.
The members of each part are equivalent due to the symmetry of the cycle. Using
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4 6 3 1
2 2 1 0
1 1 0 0
1 0 0 0

 :
By Corollary 4 we have that C n(1; 1) = (C3 × Pn). With G = C4 × C4 the matrix is
compressed from order 65 536 to 402, the number of non-equivalent two-colourings of
V (G).
Note that the above works analogously when we want the full matching polynomial
rather than just the number of matchings. For a graph G on n vertices this polyno-
mial is deFned as (G; x) =
∑
(−1)kp(G; k)xn−2k , where p(G; k) denotes the number
of matchings on k edges. It is then just a matter of replacing (G − I − J ) with
(−1)|J |(G − I − J ; x) in the theorem above.
4.3. Perfect matchings
A matching is perfect if it covers all vertices of the graph. Let "(G) denote the
number of perfect matchings in G. The transfer matrix for counting perfect matchings
in G × Pn is set up as in Section 4.2, merely replace the  with a ". However, when
counting perfect matchings the matrix can be at least halved in size. We will simply
reduce the cardinality of A.
The Frst case depends on the simple fact that a graph on an odd number of vertices
does not have a perfect matching. As before, A is the family of subsets of V (G). Let
the Frst u members of A be the even sets and the remaining v members be the odd










for odd |V (G)|: (1)
When |V (G)| is even we have that Pn(∅; ∅)="(G×Pn) and when odd (RS)n(∅; ∅)=
"(G × P2n). Note that both P and RS are u × u matrices having about half the size
of T .
The next case relies on that an unbalanced bipartite graph does not have a perfect
matching. Let G be a bipartite graph with bipartition (V;W ) where |V |= |W |. Let the
u Frst members of A be the balanced subsets of V ∪W , i.e. their intersection with V
and W have equal cardinality. Let the next v members be the sets that are even but
unbalanced and let the last w members be the odd sets. With this numbering T has
the structure




P.H. Lundow /Discrete Mathematics 231 (2001) 321–329 327


















the last step by Stirlings formula.
Having reduced the cardinality of A, to only u members, it just remains to partition
it into equivalence classes under the symmetry of G. For example, the transfer matrix T
for enumeration of perfect matchings in C4×Pn has order 16. However, only 6 subsets
of V (C4) are balanced and they sort into 3 equivalence classes under the symmetry of
C4. We obtain the following 3× 3 matrix:
C =





Here the Frst row (column) correspond to the empty set, the second row to the sets with
two vertices and the third row to the set with all four vertices. As before, C n(1; 1) =
"(C4×Pn). Again, with G=C4×C4, the number of non-isomorphic balanced subsets
of V (G), and thus the order of C , is 93.
4.4. The dimer constant
The dimer constant, see e.g. [5], is deFned as
‘3 = lim
u;v;w→∞
log"(Pu × Pv × Pw)
uvw
for even u; v; w:
It was shown by Ciucu [3] that we can obtain upper bounds on ‘3 by computing
the largest eigenvalue & of T for G = Cm × Cn since ‘36log &=mn for even m and
n. Ciucu did this in the case m = n = 4 which resulted in ‘360:463107. Doing this
for m= 4; n= 6 would give us a further improvement. Due to Theorem 11 below we
just have to compute the largest eigenvalue for each of the compressed blocks of T ,
see Eq. (2). Owing to the 96 automorphisms of C4 × C6 the compressed versions of
the blocks P, Q and R have orders merely 30 404, 62 798 and 91 652, respectively.
These matrices are extremely sparse making it possible to store them in a computer
memory. The largest eigenvalue of each block was computed 1 to 31 digits precision
with the power method, resulting in the eigenvalues 58754:694699806487738210012458,
37696.695642576099542163025816 and 52285.320808191953979875829471 respec-
tively. This gives the upper bound ‘360:457547. More applications in this vein will
appear in a forthcoming paper [8].
It turns out that the largest eigenvalue of T is located in block P. This is true also
in the case m = n = 4 and in fact seems to be true for all balanced bipartite graphs.
Thus we suggest the following conjecture,
1 The programs were run on a node at the Center for Parallel Computers (PDC), Sweden.
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Conjecture 9. For balanced bipartite graphs we have &(P)=&(T) where P is the block
in T corresponding to the balanced subsets of the vertices.
5. The eigensystem
In this section it is understood that the matrices involved only have non-negative
real entries.
When doing asymptotic enumeration we wish to compute the eigenvalues of the
transfer matrix. The compressed matrix makes this substantially simpler due to its re-
duced size. Here we prove two simple facts, that the eigenvalues of the compressed
matrix C are eigenvalues of the original transfer matrix T and that the largest eigen-
value of T is also an eigenvalue of C .
As before, let {A1; : : : ; Ar} be the partition of the indices {1; : : : ; p} having property
C and let ai = |Ai|. For simplicity, we assume a numbering of the rows and columns
of T such that the elements of Ai are smaller than those in Aj if i¡ j.
Theorem 10. If & is an eigenvalue of C with corresponding eigenvector
x= (x1; x2; : : : ; xr)t ;
then & is also an eigenvalue of T with corresponding eigenvector
y= (x1; : : : ; x1︸ ︷︷ ︸
a1
; x2; : : : ; x2︸ ︷︷ ︸
a2
; : : : ; xr ; : : : ; xr︸ ︷︷ ︸
ar
)t :


















C (k; ‘)x‘ = &xk = &yi
for i = 1; : : : ; p. Thus we have that Ty = &y, i.e. & is an eigenvalue and y is an
eigenvector of T .
Recall that an eigenvalue &1 of an n× n matrix A is dominant if
|&1|¿ |&2|¿ · · ·¿|&n|:
Theorem 11. If T has a dominant eigenvalue & then C has the same dominant
eigenvalue.
Proof: If a non-negative real matrix A has a dominant eigenvalue & then the following
iteration scheme, the power method, converges:
)0 = 1; )k =
A)k−1
||A)k−1||∞ ; &k = ||)k ||∞; k = 1; 2; : : : :
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We have the eigenvalue &=limk→∞ &k and the corresponding eigenvector )=limk→∞ )k .
For more on the power method, see e.g. [6]. With x and y as in Theorem 10, let z=Cx
and note that
Ty= (z1; : : : ; z1︸ ︷︷ ︸
a1
; z2; : : : ; z2︸ ︷︷ ︸
a2
; : : : ; zr ; : : : ; zr︸ ︷︷ ︸
ar
)t :
Thus, with x0 = 1 and y0 = 1, the power method applied to C and T , respectively,
will converge to the same eigenvalue.
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