Abstract: Dimensionality reduction methods (DRs) have commonly been used as a principled way to understand the high-dimensional data such as face images. In this paper, we propose a new unsupervised DR method called Sparsity Preserving Projections (SPP). Unlike many existing techniques such as Local Preserving Projection (LPP) and Neighborhood Preserving Embedding (NPE), where local neighborhood information is preserved during the DR procedure, SPP aims to preserve the sparse reconstructive relationship of the data, which is achieved by minimizing a L1 regularization-related objective function. The obtained projections are invariant to rotations, rescalings and translations of the data, and more importantly, they contain natural discriminating information even if no class labels are provided. Moreover, SPP chooses its neighborhood automatically and hence can be more conveniently used in practice compared to LPP and NPE.
Introduction
In many application domains, such as appearance-based object recognition, information retrieval and text categorization, the data are usually provided in high-dimensional form. Dimensionality reduction is an effective approach to deal with such data, due to its potential to mitigate the so-called "curse of dimensionality" [1] and to improve the computational efficiency. Up to now, researchers have developed a variety of dimensionality reduction methods (DRs) under supervised, unsupervised and semi-supervised scenarios. The supervised DRs include typically Linear Discriminant Analysis(LDA) [2] , Marginal Fisher Analysis(MFA) [3] and Maximum Margin Criterion(MMC) [4, 5] , etc.; the unsupervised DRs include Principal Component Analysis(PCA) [6] , Locality Preserving Projections(LPP) [7] , etc.; and the semi-supervised DRs include Semi-supervised Dimensionality Reduction(SSDR) [8] , Semi-supervised Discriminant Analysis(SDA) [9] , just to name a few. In this paper, we only focus on unsupervised scenario, mainly for justifying its effectiveness and feasibility as a new DR method for classification, though our algorithm presented here can be easily and straightforwardly extended to include supervised information (e.g. class-label information and must/cannot-link pair-wise constraints) following the existing semi-supervised dimensionality reduction framework [8, 10] .
In the unsupervised DRs, PCA seems to be the most popular one. It is very simple and effective to some practical applications throughout science and engineering. However, PCA may fail to discover essential data structures that are nonlinear. Although the kernel-based techniques such as KPCA [11] can implicitly deal with nonlinear DR problems, most of them do not explicitly treat the manifold structure of the data.
Furthermore, how to select kernel and assign optimal kernel parameter is generally difficult and unsolved fully in many practical applications.
Another technique for nonlinear DR is manifold learning. In the past decade years, a variety of manifold-based techniques such as Isomap [12] , LLE [13] , Laplacian Eigenmaps [14] and their variations [15] have been developed to explicitly discover the nonlinear manifold structure concealed in the data. However, some desirable virtues the traditional PCA possesses are not inherited. For example, 1) how to evaluate the map for unseen test samples is not as natural as PCA, and thus special tricks [16] are required to handle the "out-of-sample" problem; 2) a recent research [15] has shown that nonlinear techniques perform well on some artificial data sets, but do not necessarily outperform the traditional PCA for real-world tasks yet; 3) it is generally difficult to select suitable values for the hyper-parameters (e.g., the neighborhood size) in such models. One effective approach to overcome the above limitations is approximating the nonlinear DRs using linear ones. For example, LPP [7] is a linearized version of Laplacian Eigenmaps; Neighborhood Preserving Embedding (NPE) [18] and Locally Linear Embedded Eigenspace Analysis (LEA) [19] are two linearized counterparts of LLE; Isometric Projection (IsoProjection) [20] can be seen as a linearized Isomap. Most of these linearized versions can generally outperform PCA on real-world data due to the simplicity (linearity) of these models and their capability to preserve spatial consistency between the input space and the output space.
In addition, the "out-of-sample" problem is usually addressed as well in these methods. However, it is still unclear how to select the neighborhood size and how to assign optimal values for other hyper-parameters for them.
In this paper, motivated by the recent development of sparse representation [21, 22, 23, 24] , we propose a simple dimensionality reduction method called Sparsity Preserving Projections (SPP). Specifically, in the proposed algorithm, an "adjacent" weight matrix of the data set is firstly constructed based on a modified sparse representation framework, and then the low-dimensional embedding of the data is evaluated to best preserve such weight matrix. Although supervised information is not needed, SPP tends to find the discriminative mapping since the sparsest representation has natural discriminating power: taking face images into account, the most compact expression of a certain face image is generally given by the face images from the same class [21] . We now enumerate several characteristics of our presented algorithm as follows:
1） SPP shares some advantages of both LPP and many other linear DRs. For example, it is linear and defined everywhere, thus the "out-of-sample" problem is naturally solved. In addition, the weight matrix is kept sparse like in most locality preserving algorithms, which is beneficial to computational tractability.
2） SPP does not have to encounter model parameters such as the neighborhood size and heat kernel width incurred in LPP and NPE, etc, which are generally difficult to set in practice. Although cross-validation technique [10, 40] can be used in these cases, it is very time-consuming and tends to waste the limited training data. In contrast, SPP does not need to deal with such parameters, which makes it very simple to use in practice.
3） Although SPP belongs to global methods in nature, it owns some local properties due to the sparse representation procedure. In section 4, we will show that SPP has some factual connection with several popular locality preserving algorithms under certain conditions. 4） This technique proposed here can be easily extended to supervised and semi-supervised scenarios based on the existing dimensionality reduction framework [8, 10, 25] .
The rest of the paper is organized as follows: Section 2 reviews PCA, LPP and NPE, three popular linear DRs. The Sparsity Preserving Projections (SPP) algorithm is introduced in Section 3. In Section 4, we compare SPP with some related works. The experimental results are presented in Section 5. Finally, we provide some concluding remarks and future work in Section 6.
Linear Unsupervised Dimensionality Reduction
In this paper, we mainly focus on linear approaches though our SPP can be easily kernelized as a nonlinear one [10, 25] . In fact, up to now, linear techniques are still important research subject in pattern recognition and machine learning mainly due to their simplicity, mathematical tractability, efficiency and effectiveness for many real-world problems such as face recognition. In the numerous linear DRs, PCA, LPP and NPE are three popular ones. In face recognition, they are known as Eigenface [6] , Laplacianface [26] and NPEface [18] respectively.
Principal Component Analysis (PCA)
PCA seeks a low-dimensional representation of the data to retain as much of the variance in the data as possible. Given a set of data points , where is an m-dimensional column vector, we expect to get their low-dimensional images by projecting each onto the direction vector . The objective function of PCA is defined as follows: 
Locality Preserving Projections (LPP)
While PCA aims to preserve the global structure of the data, LPP aims to preserve the local (i.e., neighborhood) structure of the data. Intuitively, LPP may keep more discriminating information than PCA, assuming that the samples from the same class are likely close to each other in the input space. With the same mathematical notations as in PCA, the objective function of LPP is defined as follows:
where , , and 
The optimal w is given by the minimum eigenvalue solution to the following generalized eigenvalue problem:
Neighborhood Preserving Embedding (NPE)
Similar to LPP, NPE also aims at preserving the local neighborhood structure of the data. However, NPE evaluates the affinity weight matrix using local least squares approximation instead of defining it directly as in LPP. The local approximation error in NPE is measured by minimizing the cost function [18] :
where 's are k neighbors of . A reasonable criterion for choosing a "good" projection is minimizing the cost function [18] :
is the optimal solution of Eq. (7). By removing an arbitrary scaling factor, minimizing Eq. 
Sparsity Preserving Projections
Recently some researchers have shown that most of the existing DRs can be explained from the kernel view [27] and unified under a graph framework [25] , where constructing a specific graph and its affinity weight matrix plays a key role. Although, according to the celebrated "No Free Lunch" theorem [29] , there is no clear evidence that any of affinity weight matrix is always superior to the others, the weight matrices in most locality-based DRs such as LPP and NPE have a common characteristic: sparsity [17] . The sparsity is an important way to encode the domain knowledge thus helpful to improve the generalization capability of the model. Motivated by this, here we present a new method to design the weight matrix straightforwardly based on sparse representation theory [35, 36, 41] , through which the sparsity can be optimally and naturally derived.
For completeness, we briefly review the concept of Sparse Representation (SR) before going into the details of our method.
Sparse representation
Sparse representation is initially proposed as an extension to traditional signal representations such as Fourier representation and wavelet representation. In the past few years, SR has been successfully applied to solve many practical problems in signal processing, statistics, and pattern recognition. For example, in signal and image processing fields, SR is used to signal compression and coding [30] , image denoising [31] , image super-resolution [32] , etc.; in statistics, SR is an effective tool to variable selection, and keeps close relation with the popular LASSO [33, 34] ; in machine learning and pattern recognition communities, SR is used to objection detection and classification tasks [22, 23] . In the emerging field of Compressive Sensing [35, 36] , as a very attractive theory challenging Shannon-Nyquist sampling theorem, SR seeks to recover the signal from the compressed measures in a most economical way. Especially, recent researches [21, 37] showed that classifier based on SR is exceptionally effective and achieves by far the best recognition rate on some face databases. , and a matrix containing the elements of an overcomplete dictionary [28] in its columns, the goal of SR is to represent using as few entries of as possible. This can be formally expressed as follows: (10) where is the coefficient vector, and is the pseudo-norm which is equal to the number of non-zero components in . Unfortunately, this criterion is not convex, and finding the sparsest solution of Eq. (10) (11) where is used instead of . It can be shown that if the solution sought is sparse enough, the solution of minimization problem is equal to the solution of minimization problem [35, 36] . Fig. 1 shows that the sparse solution can be found by solving a minimization problem but may not by other traditional strategies like minimization. In fact, suboptimal solutions can be found by a variety of approaches such as greedy [38] algorithms and Bayesian [39] strategies. However, the equivalence of the and problem has been studied deeply from a mathematical perspective, which makes the approximate strategy more reliable than others for practical applications. In general, the minimization problem can be solved by standard linear programming [41] .
In many practical problems, the signal is generally noisy, thus the constraint in Eq. (11) does not always hold. According to [21] , at least two robust extensions can be used to handle this problem: 1) relax the constraint to
, where ε can be seen as an error tolerance; 2) simply replace with , where is an m-order identity matrix. Both of the strategies are considered in this paper. Although the second strategy is often used to deal with occlusion and corruption [21] , our experiments show that it also works well in our algorithm even when there are no occlusion and corruption in face images. This is partially 
Sparse reconstructive weights
Since DR is mainly characterized by specific affinity weight matrix of the data, we try to construct the matrix based on a Modified Sparse Representation (MSR) framework, and then explain why it is helpful to both the compact representation of data and the subsequent classification task.
Given a set of training samples , where , let be the data matrix including all the training samples in its columns. We expect to reconstruct each sample , e.g., a face image, using as few samples as possible. Hence we firstly seek a sparse reconstructive weight vector for each through the following modified minimization problem: (12) where is a n-dimensional vector in which the i-th element is equal to zero (implying that the is removed from ), and the elements ,
is a vector of all ones.
The MSR problem can be solved by standard linear programming as original minimization problem
Eq. (11), since the sum-to-one constraint is also linear. We will explain the reason for this constraint shortly.
After computing the weight vector for each , (12), and invariant to translations due to the sum-to-one constraint . As a result, the weight matrix reflects some intrinsic geometric properties
2) Discriminant information can be naturally preserved in the weight matrix S , even if no class-labels are provided. Let us take face recognition as an example. One particularly simple but effective assumption in face recognition is that the samples from the same class lie on a linear subspace (so-called face subspace). Given a face image from the j-th class, can be theoretically represented using the samples from the j-th class according to the subspace assumption. That is,
where , denotes the class label. The weight vector is sparse, since class number is generally large
2 in most face recognition problems. Although the Eq. (14) does not always hold due to insufficient sampling, our experiments show the sparse can actually be approximated by the optimal solutions Fig. 2 ). In other words, the non-zero entries in mostly correspond to the samples from the j-th class, which implies that i s may help to distinguish that class from the others. Therefore, the weight vector i s , constructed using all the samples with sparsity constraint, tends to include potential discriminant information.
i i Xs x = in Eq.(12) does not As described previously, in some real-world applications, the constraint 1 These properties can also be got from the popular LLE algorithm. We will discuss the similarities and differences between LLE and our proposed algorithm in section 4. 2 For example, if c=10, then at least 90% of the entries in should be zeros.
i s always hold. By considering the two strategies mentioned in subsection 3.1, the MSR problem can be extended to the following two stable versions, (15) and (16) . The first extension is defined as 
Preserving sparse reconstructive weights
By the above design, the sparse weight matrix can reflect intrinsic geometric properties of the data to some extent and contains natural discriminating information. We thereby expect that the desirable characteristics in the original high-dimensional space can be preserved in the low-dimensional embedding subspace. Therefore, similar to LLE and NPE, we define the following objective function to seek the projections which best preserve the optimal weight vector where . Another benefit of this transform is that the maximum formulation in some case can get a more numerically stable solution [17] . Then, the optimal w's are the eigenvectors corresponding to 
SPP algorithm
Based on the above discussion, we summarize the proposed algorithm as follows:
Algorithm: Sparsity Preserving Projections
Step 1: Construct weight matrix using MSR (12) or stable MSR(15), (16);
S
Step 2: Calculate the projection vectors using (22) , and the eigenvectors corresponding to the largest d eigenvalues span the optimal subspace. The algorithm is simple, since it does not involve any hyper-parameters except the subspace dimension d.
For example, in step 1, MSR can be efficiently solved by standard Linear Programming (LP) using publicly available packages such as l1-magic 5 . In addition, if the sparsity is well considered, the sparse representation problem can be more efficiently solved [42] . In step 2, one can directly calculate eigenvectors for most practical applications or resort to the recent proposed techniques such as spectral regression [17] and Density-weighted Nystrom method [51] for large scale problems.
T
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For some high-dimensional data, the matrix is generally singular since the training sample size is much smaller than the feature dimensions. To address this problem, the training set can be first projected onto a PCA subspace spanned by its leading eigenvectors:
The matrix is then approximated by ( ), which is obviously nonsingular. PCA can be seen as a globality preserving DR method in that a single hyper-plane is used to represent the data, hence not facing problem of selecting appropriate neighborhood size. SPP also doesn't need to worry about this since it actually uses all the training samples to construct the weight matrix without explicitly setting the neighborhood size. But compared to PCA, SPP has an extra advantage that it is capable of implicitly and naturally employing the "local" structure of the data by imposing the sparsity prior.
NPE and other Locality preserving DRs
SPP has a similar objective function to NPE (c.f., Eq. (9) and (21) . Both of them can be closely related to LLE. In fact, NPE is a directly linearized version of LLE, while our SPP constructs the "affinity" weight matrix in a completely different manner from LLE. In particular, SPP constructs the weight matrix using all the training samples (with sparsity constraint) instead of k nearest neighbors, preventing it from suffering from the difficulty of parameter selection as in the case of NPE and other locality preserving DRs. Despite of such difference, SPP can actually be thought as a regularized extension of NPE through the modified -regularization problem. From the Bayesian [43] view, such regularization essentially encodes prior knowledge of sparsity, allowing it to extract more discriminating information from the data than NPE does.
The web site (http://www.dsp.ece.rice.edu/cs/) provides many practical toolboxes and recent research works to solve the sparse representation problem. In our experiments, l1-Magic toolbox is used due to its simplicity.
For clarity, three key components (i.e., model parameters, "affinity" weight matrices and the way to construct them) of several common DR methods are summarized in Table 1 . 
Sparse Subspace Learning
Sparse Subspace Learning (SSL) [44] is a special family of DR methods which also consider "sparsity". Surprisingly, [21] shows that the classification performance of most meaningful features converges when the feature dimension increases if a SCR classifier is used. Although this does provide some new insight into the role of feature extraction played in a pattern classification task, we argue that designing effective and efficient feature extractor is still of great importance since the classification algorithm could become simple and tractable.
Here we note several remarkable differences between SPP and SRC: 1) SPP is a feature extractor, while SRC is a classifier. As a result, SPP can be used as a preprocessor for any typical classifiers, such as 1NN, SVM and even SRC. 2) SPP is an unsupervised algorithm, meaning that SPP may enjoy wider applications such as data visualization (e.g., Fig.5 ) and other unsupervised learning tasks. 3) SRC is essentially a lazy classifier and uses time-consuming sparse reconstruction for each test sample. By contrast, in SPP, the sparse reconstruction is involved only in the training process. Once the low-dimensional projection vectors are obtained, they can be used for both the training data and the test data, thus being able to effectively improve the efficiency of recognition.
Experiments
Illustrative examples
In this section, we first use two simple data sets including a toy data set and a real-word data set to intuitively show how and why our algorithm works.
Toy problem
Let's consider the following toy binary classification problem on a 3D space where the samples from each class lie on an intrinsic 1D subspace (see Fig. 4(b0) , where each class is denoted by a bar): We randomly sample 10 points from each class, and half of them are added by Gaussian white noise with standard deviation 0.1, which makes the samples from each class actually lie on the 3D space instead of the 1D one (Fig. 4(a0) ).
Then we construct four 1D subspaces for these data using PCA, LPP, NPE and SPP respectively. For LPP and NPE, we empirically 1 } min{ − i n 6 set the neighborhood size k= , where denotes the number of the i-th class samples. The heat kernel parameter t in LPP is empirically chosen as the mean norm of the samples. The results are plotted in Fig. 4(a1-a4) . We repeat the experiments using another dataset with 100 points generated in the same way above and the results are shown in Fig. 4(c1-c4) . and NPE improve over this by explicitly taking the local structure of data into account. But the Euclidean distance measure and the predefined neighborhood size in these methods fail to identify the real local structure they are supposed.
2) On the contrary, one can see from Fig. 4 (a4,c4) that, with SPP, the two classes can be perfectly separated in the low-dimensional subspace. This can be explained from the angle of sparse prior, which assumes that a point should be best explained by a set of samples as small as possible. Further, this illustrates that SPP can effectively and implicitly use the subspace assumption, even when the two classes are close to each other and the data are noisy. 6 In the experiments on the toy problem and the following real-world UCI dataset, we attempt to assign the parameter values by searching from a large range of candidates, but most of them can not achieve satisfying results. 7 Now we use Wine dataset, a real-life dataset from the UCI machine learning repository , to give SPP further explanation. Wine has 13 features, 3 classes and 178 instances. The basic statistics including means, variances and ranges of the 13 features are shown in Table 2 . Table 2 The means, variances and ranges of the 13 features on Wine dataset It is easy to see from Table 2 that the last feature should play a decisive role in the data distribution due to its large range and variance. Here, we apply PCA, LPP, NPE and the proposed SPP respectively to project the data onto a 2D subspace. The hyper-parameters in LPP and NPE are chosen by following the same scheme as in the toy problem. According to the results shown in Fig. 5 , we have the following observations:
Wine dataset from UCI
1) The leading projection directions of PCA are decided by the 13 th feature, since it has a much larger variance and range than the others. Thus the 2D data distribute in a large range along the direction dominated by the last feature, which makes the projected data mixed up.
2) The locality preserving methods such as LPP and NPE suffer from the same problem as in PCA, even though the local information is considered. This is because the neighborhood of a certain sample point is still dominated by the 13 th feature due to its large variance and range.
3) The data projected by SPP form a point-cloud distribution instead of a "linear" one. This reflects that the SPP gives other features besides the 13 th one a chance to play a role in capturing a reasonable structure of the data. From the two illustrative examples, we can see that sparsity actually works, especially when the data from each class lie on a subspace. Furthermore, SPP is not quite sensitive to the imbalance of the feature distribution which incurs the failure of LPP and NPE, due to the fact that neighborhood is mainly decided by the features with large range and variance.
Face representation and recognition
PCA, LPP and NPE are three popular unsupervised DR methods. They have been successfully applied to face recognition where they are known as Eigenface [6] , Laplacianface [26] and NPEface [18] respectively.
In what follows, we test the performance of the three popular algorithms and our proposed algorithm on three 7 http://archive.ics.uci.edu/ml face databases.
Datasets and Experimental Settings
We firstly give simple descriptions of the datasets used later. conditions. In our experiments, we use the cropped images with the resolution of 32x32, which is directly downloaded from http://www.cs.uiuc.edu/homes/dengcai2. Fig. 6 shows some face images from the three face databases used here. For these databases, we randomly select half of the images per class for training (i.e., 6, 7 and about 32 images per subject for Yale, AR and Extended Yale B databases, respectively), and the remaining for test.
Since AR database has naturally been partitioned into two sessions, we also consider this case in our experiments. We simply use "AR_fixed" to denote the AR database partitioned based on two fixed sessions, and "AR_random" to the one partitioned randomly. In particular, with the given training set, the projection matrix is learned by PCA, LPP, NPE and SPP respectively, and the test samples are subsequently transformed by the learned projection matrix. Then, specific classifiers are employed to evaluate the recognition rates on the test data. In the experiments, 20 training/test splits are randomly generated and the W 14 average classification accuracies over these splits are reported. The codes of PCA, LPP and NPE are all from http://www.cs.uiuc.edu/homes/dengcai2.
Parameter Selection
For PCA, the only model parameter is the subspace dimension. For LPP, the model parameters include neighborhood size k and kernel width t. In our experiments, we set their appropriate values by search in a large range of candidates and report the best results. A similar strategy is used to decide the neighborhood size k in NPE. In particular, for Yale and AR databases, the neighborhood size k is searched from ; for Extended Yale B database, from
, where l is the number of the training samples in each class. The kernel width is empirically set as the mean norm of the training data, or the adjacency weight is directly calculated based on "cosine" distance. For the proposed SPP, when directly using the MSR (12) or the stable MSR (16) to construct the adjacency weight matrix, it is parameter-free; when using another stable version (15) , it has an error tolerance parameter ε which is generally fixed across various instances of the problem [37] , and thus in our experiments we simply set it to 0.05 as in [37] .
Experimental Results
A. Based on 1-NN classifier
To verify the effectiveness of the proposed method, in this series of experiments we evaluate the performance of the proposed method and compare it to that of several methods using the simplest Nearest Neighbor (1-NN) classifier. As a baseline, we also give the classification results of 1-NN classifier directly using the raw data without dimensionality reduction. The recognition rates are shown in Fig. 7 , where SPP1 denotes the SPP algorithm based on the stable MSR (15), SPP2 denotes the SPP based on (16) . We also summarize the best results of these methods in Table 3 . Furthermore, based on the training set of AR database, the first 10 Eigenfaces, Laplacianfaces, NPEfaces and SPPfaces are shown in Fig. 8 . 
B. Based on other classifiers
We further evaluate the above mentioned DRs based on several other popular classifiers including k-NN, SVM and SRC. Here, we just report the experimental results on Yale database since the simple 1-NN classifier does not work well on it. One can refer to [21] for some related discussions on AR and Extended Yale B databases. The experimental results are shown in Table 4 . For k-NN classifier, we empirically set neighborhood size k=6 (i.e., the training sample size per subject). For SVM, we simply use the linear kernel following the scheme of [21] . 
Overall observations and discussion of the above experiment results
1) PCA is simple to perform, but it generally gets much worse performance than LPP, NPE and SPP.
Based on 1-NN classifier, its recognition rates are just close to the baseline on all the used databases, which is consistent with the results in many publications such as recent [40] .
2) LPP and NPE always outperform PCA when the subspace dimension exceeds a certain threshold. This shows that by preserving the local structure of the data, the recognition rate can be improved. That is, when nearest neighbor search is considered, local structure seems to be more important than global structure. However, LPP and NPE are less tractable than PCA due to the difficulty of parameter selection involved. Results shown in Table 3 indicate that one has to adjust the values of parameters in LPP and NPE for different training set in order to achieve good performance. However, we have also observed that small neighborhood size k in LPP and NPE empirically tends to perform better on the data sets used.
3) On the tested databases, the two versions of SPP consistently outperform PCA, LPP and NPE with 1-NN classifier, even though no parameter needs to be adjusted. This suggests that the projections found by SPP can preserve more discriminating information than those of the compared methods.
Furthermore, the performance of the two versions is data-driven. Concretely, SPP1 achieves better performance on AR database, while SPP2 generally outperforms SPP1 on Yale and Extended Yale B databases. Table 4 , the classifiers also affect the recognition performance significantly. However, the proposed SPP can generally achieve better performance than PCA, LPP and NPE based on most of the classifiers (i.e., 1NN, k-NN and SVM). The only exception is that for SRC classifier, all the mentioned DRs achieve comparable performance. This further illustrates that SRC is insensitive to different feature extractors as pointed out in [21] . Furthermore, by combining the SPP algorithm and the SVM classifier, we can achieve the best performance among all the combinations of the compared feature extractors and classifiers.
4) As shown in
Conclusions and Future Work
In this paper, based on sparse representation, we propose a new algorithm called Sparsity Preserving Projections (SPP) for unsupervised dimensionality reduction. In the proposed algorithm, the projections of SPP are sought such that the sparse reconstructive weights can be best preserved. SPP is shown to outperform PCA, LPP and NPE on all the data sets used here, and is very simple to perform like PCA by avoiding the difficulty of parameter selection as in LPP and NPE. Since it remains unclear how to define the "locality" theoretically for many locality-based algorithms like LPP and NPE, SPP can be considered as an alternative to them.
However, each approach has its own advantages and disadvantages. SPP is sensitive to large variations in pose as many whole-pattern based feature extractors such as PCA, LPP and NPE. Therefore, in this paper, we only focus on front-view face images with variations in illumination and expression. In the future work, we will try to overcome this limitation using sub-pattern based strategy [48] and absorb supervised information into the algorithm to further improve its performance.
