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ON THE K-THEORY OF C∗-ALGEBRAS ARISING FROM
INTEGRAL DYNAMICS
SELÇUK BARLAK, TRON OMLAND, AND NICOLAI STAMMEIER
Abstract. We investigate the K-theory of unital UCT Kirchberg algebras QS arising
from families S of relatively prime numbers. It is shown that K∗(QS) is the direct sum of
a free abelian group and a torsion group, each of which is realized by another distinct
C∗-algebra naturally associated to S. The C∗-algebra representing the torsion part is
identified with a natural subalgebra AS of QS . For the K-theory of QS , the cardinality of
S determines the free part and is also relevant for the torsion part, for which the greatest
common divisor gS of {p−1 : p ∈ S} plays a central role as well. In the case where |S| ≤ 2
or gS = 1 we obtain a complete classification for QS . Our results support the conjecture
that AS coincides with ⊗p∈SOp. This would lead to a complete classification of QS , and
is related to a conjecture about k-graphs.
1. Introduction
Suppose S is a non-empty family of relatively prime natural numbers and consider the
submonoid of N× generated by S. Its action on Z by multiplication can be represented on
`2(Z) by the bilateral shift U and isometries (Sp)p∈S defined by Uξn = ξn+1 and Spξn = ξpn.
The associated C∗-algebra C∗
(
U, (Sp)p∈S
)
admits a universal model QS that is generated by
a unitary u and isometries (sp)p∈S , subject to
spsq = sqsp for q ∈ S, spu = upsp, and
p−1∑
m=0
umsps
∗
pu
−m = 1.
By results of [KOQ14] or [Sta15], QS is isomorphic to C∗
(
U, (Sp)p∈S
)
and belongs to the class
of unital UCT Kirchberg algebras. In view of the Kirchberg-Phillips classification theorem
[Kir,Phi00], the information on S encoded in QS can therefore be read off from its K-theory.
In special cases, QS and its K-theory have been considered before: If S is the set
of all primes, then QS coincides with the algebra QN from [Cun08] and it follows that
Ki(QS) = Z∞ for i = 0, 1 and [1] = 0. The other extreme case, where S = {p} for
some p ≥ 2, appeared already in [Hir02]: Hirshberg showed that (K0(Q{p}), [1],K1(Q{p})) =
(Z⊕Z/(p−1)Z, (0, 1),Z). This result was recovered later in [Kat08] and [CV13] as a byproduct.
Note thatQ{p} coincides with Katsura’s algebra O(Ep,1), see [Kat08, Example A.6]. Moreover,
Larsen and Li analyzed the situation for p = 2 in great detail, see [LL12]. The similarities
and differences among these known cases raise several questions:
(i) Is K1(QS) always torsion free?
(ii) Is 2 ∈ S the only obstruction to torsion in K0(QS)?
(iii) What is the K-theory of QS in the general case of |S| ≥ 2?
(iv) What does QS ∼= QT reveal about the relationship between S and T?
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Through the present work, we provide a complete description in the case of |S| = 2, for which
the K-theory of QS satisfies
(K0(QS), [1],K1(QS)) = (Z2 ⊕ Z/gSZ, (0, 1),Z2 ⊕ Z/gSZ),
where gS = gcd({p − 1 : p ∈ S}), see Theorem 6.1 (c). Thus we see that the first two
questions from above have a negative answer (for instance, consider S = {3, 5} and S = {5, 6},
respectively). More generally, we completely determine K∗(QS) in the case of |S| ≤ 2 or
gS = 1, see Theorem 6.1, and conclude that QS ∼= QT if and only if |S| = |T | and gS = gT
in this case. In addition, Theorem 6.1 substantially reduces the problem in the remaining
case of |S| ≥ 3 and gS > 1. Thereby we also make progress towards a general answer to the
remaining questions (iii) and (iv) from above.
In order to prove Theorem 6.1, we first compare the stabilization of QS to the C∗-algebra
C0(R)oN oH, where N = Z
[{ 1p : p ∈ S}], H is the subgroup of Q×+ generated by S, and
the action comes from the natural ax+ b-action of N oH on R, see Section 3. This approach
is inspired by methods of Cuntz and Li from [CL11]. However, the final part of their strategy
is to use the Pimsner-Voiculescu sequence iteratively, see [CL11, Remark 3.16], and depends
on having free abelian K-groups, which does not work in our situation. Instead, we show
that K∗(QS) decomposes as a direct sum of a free abelian group and a torsion group, both
arising in a natural way from two distinguished C∗-algebras related to QS , see Theorem 4.4
and Corollary 4.7. The determination of the torsion free part of K∗(QS) uses a homotopy
argument, and thereby benefits heavily from the comparison with real dynamics. This allows
us to prove that the rank of the torsion free subgroup of Ki(QS) equals 2|S|−1 for both
i = 0, 1, see Proposition 4.5.
The torsion subgroup of K∗(QS) is realized by the semigroup crossed productMd∞oeαH+,
where d is the product of all primes dividing some element of S, H+ is the submonoid of N×
generated by S, and the action α is inherited from a semigroup crossed product description
of QS , see Corollary 4.7. Appealing to the recently introduced machinery for equivariantly
sequentially split ∗-homomorphisms from [BaSz], we show that Md∞ oeα H+ is a unital UCT
Kirchberg algebra, just like QS , see Corollary 5.2. Quite intriguingly, this paves the way to
identifyMd∞oeαH+ with the subalgebra AS = C∗({umsp : p ∈ S, 0 ≤ m ≤ p−1}) of QS , see
Corollary 5.4. That is why we decided to name AS the torsion subalgebra. This C∗-algebra
is interesting in its own right as, for instance, it admits a model as the boundary quotient
Q(U) of a particular right LCM submonoid U of NoH+, see Proposition 5.5. As explained
in Remark 5.6, this gives rise to a remarkable diagram for the semigroup C∗-algebras and
boundary quotients related to the inclusion of right LCM semigroups U ⊂ NoH+.
With regards to the K-theory of AS and hence QS , the k-graph description for finite S
obtained in Corollary 5.8 is more illuminating: The canonical k-graph for AS has the same
skeleton as the standard k-graph for
⊗
p∈S Op, but uses different factorization rules, see
Remark 5.9. It is apparent from the given presentation that AS is isomorphic to Op for
S = {p}. If S consists of two relatively prime numbers p and q, then a result from [Eva08]
shows that AS coincides with Op⊗Oq. For the remaining cases, we extract vital information
on AS by applying Kasparov’s spectral sequence [Kas88] (see also [Bar]) to the H+-action α
on Md∞ , see Theorem 6.4. More precisely, we obtain that AS is isomorphic to
⊗
p∈S Op if
|S| ≤ 2 or gS = 1. In the latter case, it actually coincides with O2. Additionally, we show
that the order of every element in K∗(AS) divides g2|S|−2S . As we remark at the end of this
work, the same results can be obtained by employing the k-graph representation of AS and
using Evans’ spectral sequence [Eva08] for the K-theory of k-graph C∗-algebras. In view
of these results, it is very plausible that AS always coincides with
⊗
p∈S Op. This would
be in accordance with Conjecture 5.11, which addresses independence of K-theory from the
factorization rules for k-graphs under certain constraints. If AS ∼=
⊗
p∈S Op holds for all S,
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then we get a complete classification for QS with the rule that QS and QT are isomorphic if
and only if |S| = |T | and gS = gT , see Conjecture 6.5.
At a later stage, the authors learned that Li and Norling obtained interesting results for
the multiplicative boundary quotient for NoH+ by using completely different methods, see
[LN16, Subsection 6.5]. Briefly speaking, the multiplicative boundary quotient related to
QS is obtained by replacing the unitary u by an isometry v, see Subsection 2.2 for details.
As a consequence, the K-theory of the multiplicative boundary quotient does not feature a
non-trivial free part. It seems that AS is the key to reveal a deeper connection between the
K-theoretical structure of these two C∗-algebras. As this is beyond the scope of the present
work, we only note that the inclusion map from AS into QS factors through the multiplicative
boundary quotient as an embedding of AS and the natural quotient map. The results of
[LN16] together with our findings indicate that this embedding might be an isomorphism in
K-theory. This idea is explored further in [Sta, Section 5].
The paper is organized as follows: In Section 2, we set up the relevant notation and list
some useful known results in Subsection 2.1. We then link QS to boundary quotients of
right LCM semigroups, see Subsection 2.2, and a-adic algebras, see Subsection 2.3. These
parts explain the central motivation behind our interest in the K-theory of QS . In addition,
the connection to a-adic algebras allows us to apply a duality theorem from [KOQ14], see
Theorem 3.1, making it possible to invoke real dynamics. This leads to a decomposition result
for K∗(QS) presented in Section 4, which essentially reduces the problem to determining
the K-theory of AS . The structure of the torsion subalgebra AS is discussed in Section 5.
Finally, the progress on the classification of QS we obtain via a spectral sequence argument
for the K-theory of AS is presented in Section 6.
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2. Preliminaries
2.1. Notation and basics. Throughout this paper, we assume that S ⊂ N× \ {1} is a
non-empty family of relatively prime numbers. We write p|q if q ∈ pN× for p, q ∈ N×. Given
S, we let P := {p ∈ N× : p prime and p|q for some q ∈ S}. Also, we define d := ∏p∈P p
(which is a supernatural number in case S is infinite, see Remark 2.15) and gS to be the
greatest common divisor of {p− 1 : p ∈ S}, i.e. gS := gcd({p− 1 : p ∈ S}).
Recall that N× is an Ore semigroup with enveloping group Q×+, that is, N× embeds into
Q×+ (in the natural way) so that each element q ∈ Q×+ can be displayed as p−1q with p, q ∈ N×.
The subgroup of Q×+ generated by S is denoted by H. Note that the submonoid of N×
generated by S, which we refer to as H+, forms a positive cone inside H. As the elements in
S are relatively prime, H+ is isomorphic to the free abelian monoid in |S| generators. Finally,
we let Hk be the subgroup of H generated by the k smallest elements of S for 1 ≤ k ≤ |S|,
and define H+k as the analogous submonoid of H+.
Though the natural action of H+ on Z given by multiplication is irreversible, it has a
natural extension to an action of H by automorphisms, namely by acting upon the ring
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extension Z
[{ 1p : p ∈ S}] = Z[{ 1p : p ∈ P}], that will be denoted by N . Within this context
we will consider the collection of cosets
F := {m+ hZ : m ∈ Z, h ∈ N×, 1h ∈ N}.
Definition 2.1. QS is defined to be the universal C∗-algebra generated by a unitary u and
isometries (sp)p∈S subject to the relations:
(i) s∗psq = sqs∗p, (ii) spu = upsp, and (iii)
p−1∑
m=0
em+pZ = 1
for all p, q ∈ S, p 6= q, where em+pZ = umsps∗pu−m.
Observe that the notation em+pZ is unambiguous, i.e. it does not depend on the represen-
tative m of the coset m+ pZ, as
um+pnsps
∗
pu
−m−pn (ii)= umspun−ns∗pu−m = umsps∗pu−m.
Remark 2.2. Let us briefly discuss the defining relations for QS :
a) Condition (i) is known as the double commutation relation for the isometries sp and sq
with p 6= q. In particular, they commute as s∗psq = sqs∗p implies that (spsq)∗sqsp = 1,
which forces spsq = sqsp. Thus the family (sp)p∈S gives rise to a representation of the
monoid H+ by isometries and we write sh for sp1 · · · spn whenever h = p1 · · · pn ∈ H+
with pi ∈ S. In fact, u and (sp)p∈S yield a representation of Z o H+ due to
Definition 2.1 (i),(ii).
b) QS can also be defined as the universal C∗-algebra generated by a unitary u and
isometries (sp)p∈H+ subject to (ii), (iii) and
(i’) spsq = spq for all p, q ∈ H+.
By a), we only need to show that (i’) implies (i) for p 6= q. Note that (i’) and (ii)
imply that (iii) holds for all p ∈ H+. In addition, (iii) implies the following: If r ∈ S
and k ∈ Z satisfy s∗ruksr 6= 0, then k ∈ rZ. As pq = qp and pZ ∩ qZ = pqZ, we get
s∗psq
(iii)=
pq−1∑
k=0
s∗pu
kspqs
∗
pqu
−ksq
(i′)=
pq−1∑
k=0
(s∗puksp)sqs∗p(s∗qu−ksq) = sqs∗p.
Remark 2.3. The C∗-algebra QS has a canonical representation on `2(Z): Let (ξn)n∈Z
denote the standard orthonormal basis for `2(Z). If we define Uξn := ξn+1 and Spξn := ξpn,
then it is routine to verify that U and (Sp)p∈S satisfy (i)–(iii) from Definition 2.1. QS
is known to be simple, see [Sta15, Example 3.29 (a) and Proposition 3.2] for proofs and
Proposition 2.10 for the connection to [Sta15]. Therefore, the representation from above is
faithful and QS can be regarded as a subalgebra of B(`2(Z)).
Remark 2.4. For the case of S = {all primes}, the algebra QS coincides with QN as
introduced by Cuntz in [Cun08]. Moreover, S = {2} yields the 2-adic ring C∗-algebra of the
integers that has been studied in detail by Larsen and Li in [LL12].
Definition 2.5. The commutative subalgebra of QS generated by the projections em+hZ =
umshs
∗
hu
−m with m ∈ Z and h ∈ H+ is denoted by DS .
Remark 2.6. We record the following observations:
a) In view of Remark 2.3, em+hZ can be regarded as the orthogonal projection from
`2(Z) onto `2(m+ hZ).
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b) With regards to a), the projections em+hZ correspond to certain cosets from F .
However, projections arising as sums of such elementary projections may lead to
additional cosets: If h ∈ N× belongs to the submonoid generated by P , then there is
h′ ∈ H+ so that h′ = h` for some ` ∈ N×. Therefore, we get
em+hZ =
`−1∑
k=0
em+hk+h′Z
and em+hZ ∈ DS for all such h. In fact, F equals the collection of all cosets for which
the corresponding projection appears in DS , that is, the projection is expressible as a
finite sum of projections emi+hiZ with mi ∈ Z and hi ∈ H+.
Definition 2.7. The subalgebra of QS generated by DS and u is denoted by BS .
Remark 2.8. The C∗-algebra BS is isomorphic to the Bunce-Deddens algebra of type d∞.
If p ∈ H+ and (e(p)i,j )0≤i,j≤p−1 denote the standard matrix units in Mp(C), then there is
a unital ∗-homomorphism Mp(C) ⊗ C∗(Z) → BS mapping e(p)m,n ⊗ uk to em+pZum−n+pk.
Given another q ∈ H+, the so constructed ∗-homomorphisms associated with p and pq
are compatible with the embedding ιp,pq : Mp(C) ⊗ C∗(Z) → Mpq(C) ⊗ C∗(Z) given by
e
(p)
i,j ⊗ 1 7→
∑q−1
k=0 e
(pq)
i+pk,j+pk ⊗ 1 and 1 ⊗ u 7→ 1 ⊗ uq. The inductive limit associated with
(Mp(C)⊗C∗(Z), ιp,pq)p,q∈H+ , where H+ ⊂ N× is directed set in the usual way, is isomorphic
to the Bunce-Deddens algebra of type d∞. Moreover, under this identification, the natural
UHF subalgebra Md∞ of the Bunce-Deddens algebra corresponds to the C∗-subalgebra of BS
generated by all elements of the form em+pZum−n with p ∈ H+ and 0 ≤ m,n ≤ p− 1.
There is a natural action α of Z o H+ on BS given by α(k,p)(x) = ukspxs∗pu−k for
(k, p) ∈ Z oH+. Under the above identification, Md∞ ⊂ BS is invariant under the restricted
H+-action, as for p, q ∈ H+ and 0 ≤ m,n ≤ p− 1,
sqem+pZu
m−ns∗q = squmsps∗pu−ns∗q = uqmspqs∗pqu−qn = eqm+pqZuqm−qn.
Another way to present the algebra QS is provided by the theory of semigroup crossed
products. Recall that, for an action β of a discrete, left cancellative semigroup T on a
unital C∗-algebra B by ∗-endomorphisms, a unital, covariant representation of (B, β, T )
is given by a unital ∗-homomorphism pi from B to some unital C∗-algebra C and a semi-
group homomorphism ϕ from T to the isometries in C such that the covariance condition
ϕ(t)pi(b)ϕ(t)∗ = pi(βt(b)) holds for all b ∈ B and t ∈ T . The semigroup crossed product BoeβT
is then defined as the C∗-algebra generated by a universal unital, covariant representation
(ιB , ιT ) of (B, β, T ). We refer to [LR96] for further details. Note that if T is a group, then
this crossed product agrees with the full group crossed product B oβ T . Semigroup crossed
products may be pathological or extremely complicated in some cases. But we will only be
concerned with crossed products of left Ore semigroups acting by injective endomorphisms so
that we maintain a close connection to group crossed products, see [Lac00]. With respect to
QS , we get isomorphisms
(1) QS ∼= DS oeα Z oH+ ∼= BS oeα H+ and BS ∼= DS oα Z,
see [Sta15, Proposition 3.18 and Theorem A.5]. Remark 2.8 reveals that the canonical subal-
gebra Md∞ ⊂ BS and the isometries (sp)p∈H+ give rise to a unital, covariant representation
of (Md∞ , α,H+) on QS . We will later see that this representation is faithful so that we can
view Md∞ oeα H+ as a subalgebra of QS , see Corollary 5.4.
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2.2. Boundary quotients. The set S ⊂ N× \{1} itself can be thought of as a data encoding
a dynamical system, namely the action θ of the free abelian monoid H+ ⊂ N× on the
group Z given by multiplication. θh is injective for h ∈ H+ and surjective only if h = 1.
Furthermore, as every two distinct elements p and q in S are relatively prime, we have
θp(Z) + θq(Z) = Z. Hence (Z, H+, θ) forms an irreversible algebraic dynamical system in
the sense of [Sta15, Definition 1.5], compare [Sta15, Example 1.8 (a)]. In fact, dynamics of
this form were one of the key motivations for [Sta15]. In order to compare the C∗-algebra
O[Z, H+, θ] from [Sta15, Definition 3.1] with QS , let us recall the definition:
Definition 2.9. Let (G,P, θ) be an irreversible algebraic dynamical system. Then O[G,P, θ]
is the universal C∗-algebra generated by a unitary representation u of the group G and a
representation s of the semigroup P by isometries subject to the relations:
(CNP 1) spug = uθp(g)sp,
(CNP 2) s∗pugsq =
{
ug1sgcd(p,q)−1qs
∗
gcd(p,q)−1pug2 if g = θp(g1)θq(g2),
0 else,
(CNP 3) 1 =
∑
[g]∈G/θp(G)
eg,p if [G : θp(G)] <∞,
where eg,p = ugsps∗pu∗g.
Clearly, Definition 2.1 (ii) is the same as (CNP 1). As [Z : hZ] = h <∞ for every h ∈ H+,
(iii) corresponds to (CNP 3) once we use Remark 2.2 a) and note that it is enough to have the
summation relation for a set of generators of H+. The case of distinct p, q ∈ S and g = 0 in
(CNP 2) yields (i). On the other hand, a slight modification of the argument in Remark 2.2 b)
with s∗pumsq in place of s∗psq establishes (CNP 2) based on (i)–(iii). Thus we arrive at:
Proposition 2.10. The C∗-algebras QS and O[Z, H+, θ] are canonically isomorphic.
According to [Sta15, Corollary 3.28 and Example 3.29 (a)] QS is therefore a unital UCT
Kirchberg algebra. While classification of O[G,P, θ] by K-theory was achieved in [Sta15]
for irreversible algebraic dynamical systems (G,P, θ) under mild assumptions, and even
generalized to algebraic dynamical systems in [BrSt], the range of the classifying invariant
remained a mystery beyond the case of a single group endomorphism, where the techniques of
[CV13] apply. It thus seemed natural to go back to examples of dynamical systems involving
P = Nk and try to understand the invariant in this case. In other words, our path lead back
to QS , and the present work aims at making progress precisely in this direction.
There is also an alternative way of constructing QS directly from either of the semigroups
N oH+ or Z oH+ using the theory of boundary quotients of semigroup C∗-algebras. To
begin with, let us note that (NoH+, N oH) forms a quasi lattice-ordered group. Hence we
can form the Toeplitz algebra T (NoH+, N oH) using the work of Nica, see [Nic92]. But
Z oH+ has non-trivial units, so it cannot be part of a quasi lattice-ordered pair. In order
to treat both semigroups within the same framework, let us instead employ the theory of
semigroup C∗-algebras from [Li12], which generalizes Nica’s approach tremendously.
We note that both NoH+ and Z oH+ are cancellative, countable, discrete semigroups
with unit. Moreover, they are right LCM semigroups, meaning that the intersection of
two principal right ideals is either empty or another principal right ideal (given by a right
least common multiple for the representatives of the two intersected ideals). Thus their
semigroup C∗-algebras both enjoy a particularly nice and tractable structure, see [BLS16,BLS].
Additionally, both are left Ore semigroups with amenable enveloping group N oH ⊂ QoQ×+.
However, we would like to point out that NoH+ and Z oH+ are not left amenable (but
right amenable) as they fail to be left reversible, see [Li12, Lemma 4.6] for details.
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Roughly speaking, semigroup C∗-algebras have the flavor of Toeplitz algebras. In particular,
they tend to be non-simple except for very special situations. Still, we might hope for QS to
be a quotient of C∗(NoH+) or C∗(Z oH+) obtained through some systematic procedure.
This was achieved in [LR96] for No N×, i.e. S consisting of all primes, by showing that the
boundary quotient of T (N o N×,Q o Q×+) = C∗(N o N×) in the sense of [CL07] coincides
with QN. Recently, this concept of a boundary quotient for a quasi lattice-ordered group from
[CL07] was transferred to semigroup C∗-algebras in the context of right LCM semigroups,
see [BRRW14, Definition 5.1]:
Definition 2.11. Let T be a right LCM semigroup. A finite set F ⊂ T is called a foundation
set if, for all t ∈ T , there is f ∈ F satisfying tT ∩ fT 6= ∅. The boundary quotient Q(T ) of a
right LCM semigroup T is the quotient of C∗(T ) by the relation
(2)
∏
f∈F
(1− efT ) = 0 for all foundation sets F.
To emphasize the relevance of this approach, let us point out that right LCM semigroups
are much more general than quasi lattice-ordered groups. For instance, right cancellation
may fail, so right LCM semigroups need not embed into groups.
On the one hand, this notion of a quotient of a semigroup C∗-algebra seems suitable as
NoH+ and ZoH+ are right LCM semigroups. On the other hand, the abstract condition (2)
prohibits an immediate identification of QS with Q(NoH+) or Q(Z oH+). This gap has
been bridged successfully through [BrSt]:
Proposition 2.12. There are canonical isomorphisms QS ∼= Q(Z oH+) ∼= Q(NoH+).
Proof. For Z oH+, [BrSt, Corollary 4.2] shows that Q(Z oH+) ∼= O[Z, H+, θ], and hence
QS ∼= Q(Z oH+) by Proposition 2.10. Noting that H+ is directed, this can also be seen
immediately from [BrSt, Remark 2.2 and Proposition 4.1]. For N o H+, we infer from
[BrSt, Example 2.8 (b)] that it suffices to consider accurate foundation sets F for (2) by
[BrSt, Proposition 2.4], that is, F consists of elements with mutually disjoint principal right
ideals. Now F ⊂ NoH+ is an accurate foundation set if and only if it is an accurate foundation
set for ZoH+. Conversely, given an accurate foundation set F ′ = {(m1, h1), . . . , (mn, hn)} ⊂
Z oH+, we can replace each mi by some m′i ∈ mi + hiN with m′i ∈ N to get an accurate
foundation set F ⊂ NoH+ which uses the same right ideals as F ′. This allows us to conclude
that Q(Z oH+) and Q(NoH+) are isomorphic. 
The fact that Q(NoH+) and Q(Z oH+) coincide is not at all surprising if we take into
account [BaHLR12] and view C∗(Z o H+) as the additive boundary quotient of N o H+.
Where there is an additive boundary, there is also a multiplicative boundary, see the boundary
quotient diagram in [BaHLR12, Section 4]: Themultiplicative boundary quotient of C∗(NoH+)
is obtained by imposing the analogous relation to (iii) from Definition 2.1, i.e.
∑p−1
k=0 ek+pN = 1
for each p ∈ S. In comparison with Definition 2.1, the essential difference is that the
semigroup element (1, 1) is implemented by a proper isometry v(1,1) instead of a unitary u.
This multiplicative boundary quotient has been considered in [LN16, Subsection 6.5]. As it
turns out, its K-theory is hard to compute for larger S as it leads to increasingly complicated
extension problems of abelian groups. It is quite remarkable that there seems to be a deep
common theme underlying the structure of the K-theory for both the multiplicative boundary
quotient and QS .
2.3. The a-adic algebras. Our aim is to compute the K-theory of QS , and for this we
need to make use of a certain duality result [KOQ14, Theorem 4.1] that allows us to translate
our problem into real dynamics. This will be explained in the next section, but let us first
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recall the definition and some facts about a-adic algebras from [KOQ14] and [Oml13], see
also [HR79, Sections 10 and 25] for more on a-adic numbers.
Let a = (ak)k∈Z be a sequence of numbers in N× \ {1}, and define the a-adic numbers as
the abelian group of sequences
Ωa =
{
x ∈
∞∏
k=−∞
{0, 1, . . . , ak − 1} : there exists ` ∈ Z such that xk = 0 for all k < `
}
under addition with carry (that is, like a doubly infinite odometer). The family of all
subgroups {x ∈ Ωa : xk = 0 for k < `} form a neighborhood basis of the identity. This
induces a topology that makes Ωa a totally disconnected, locally compact Hausdorff group.
The a-adic integers is the compact open subgroup
(3) ∆a = {x ∈ Ωa : xk = 0 for k < 0} ⊂ Ωa.
For k ∈ Z, define the sequence (ek)` = δk`. For k ≥ 1, we may associate the rational number
(a−1a−2 · · · a−k)−1 with e−k to get an injective group homomorphism from the non-cyclic
subgroup
Na =
{
j
a−1a−2···a−k : j ∈ Z, k ≥ 1
}
⊂ Q
into Ωa with dense range. Note that Na contains Z ⊂ Q, and by identifying Na and Z ⊂ Na
with their images under the embedding into Ωa, it follows that Na ∩∆a = Z.
The subgroups Na ∩{x ∈ Ωa : xk = 0 for k < `} for ` ∈ Z give rise to a subgroup topology
of Na, and Ωa is the Hausdorff completion (i.e. inverse limit completion) of Na with respect
to this filtration. Therefore, the class of a-adic numbers Ωa comprises all groups that are
Hausdorff completions of non-cyclic subgroups of Q. Loosely speaking, the negative part of
the sequence a determines a subgroup Na of Q, and the positive part determines a topology
that gives rise to a completion of Na. Given a sequence a, let a∗ denote the dual sequence
defined by a∗k = a−k, and write N∗a and Ω∗a for the associated groups.
Let Ha be any non-trivial subgroup of Q×+ acting on Na by continuous multiplication,
meaning that for all h ∈ Ha, the map Na → Na, x 7→ hx is continuous with respect to the
topology described above. The largest subgroup with this property is generated by the primes
dividing infinitely many terms of both the positive and negative tail of the sequence a, see
[KOQ14, Corollary 2.2], so we must assume that this subgroup is non-trivial (which holds in
the cases we study). Then Ha also acts on Ωa by multiplication, and therefore Na oHa acts
on Ωa by an ax+ b-action.
Definition 2.13. For a sequence a = (ak)k∈Z in N×\{1} and a non-trivial subgroupHa of Q×+
acting by continuous multiplication on Na, the crossed product Q(a,Ha) := C0(Ωa)oNaoHa
is called the a-adic algebra of (a,Ha).
Clearly, interchanging a and a∗ and manipulating the position of a0 will not affect any
structural property on the level of algebras. In fact, for our purposes, it will usually be
convenient to assume that a = a∗. Therefore, we will often use the positive tail of the
sequence a in the description of Na, and think of Na as the inductive limit of the system
{(Z, ·ak) : k ≥ 0} via the isomorphism induced by
(4)
Z ·ak //
· 1a0a1a2···ak−1   
Z
· 1a0a1a2···ak−1ak~~
Na
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Remark 2.14. By [KOQ14, Corollary 2.8] the a-adic algebra Q(a,H) is always a non-
unital UCT Kirchberg algebra, hence it is stable by Zhang’s dichotomy, see [Zha92] or
[Rør02, Proposition 4.1.3].
An immediate consequence of (4) is that
C0(Ωa)oNa ∼=
∞⋃
k=0
C( 1a0···ak∆a)o
1
a0···akZ.
Moreover, by writing 1a0···ak∆a = ∆a + (
a0···ak−1
a0···ak + ∆a) + · · ·+ ( 1a0···ak + ∆a) and checking
how the translation action of 1a0···akZ interchanges the components of this sum, one sees that
C( 1a0···ak∆a)o
1
a0···akZ
∼= Ma0···ak (C(∆a)o Z) .
In particular, the natural embeddings of the increasing union above translates into embeddings
into the upper left corners. Hence, it follows that C0(Ωa)oNa is also stable.
Remark 2.15. A supernatural number is a function d : {all primes} → N ∪ {∞}, such that∑
p prime d(p) =∞, and often written as a formal product
∏
p prime p
d(p). It is well known that
there is a one-to-one correspondence between supernatural numbers and non-cyclic subgroups
of Q containing 1, and that the supernatural numbers form a complete isomorphism invariant
both for the UHF algebras and the Bunce-Deddens algebras, see [Gli60] and [BD75].
Every sequence a = (ak)k≥0 defines a function da : {all primes} → N ∪ {∞} given by
da(p) = sup{n ∈ N : pn|a0a1 · · · ak for some k ≥ 0}. More intuitively, da is thought of as the
infinite product da = a0a1a2 · · · . Moreover (see e.g. [KOQ14, Lemma 5.1]), we have
(5) ∆a
∼= ∏
p∈d−1a (∞)
Zp ×
∏
p∈d−1a (N)
Z/pda(p)Z,
and thus the supernatural numbers are a complete isomorphism invariant for the homeomor-
phism classes of a-adic integers.
Now, as in Section 2, let S be a set consisting of relatively prime numbers, and let H+
and H denote the submonoid of N× and the subgroup of Q×+ generated by S, respectively.
The sequence aS is defined as follows: Since H+ is a subset of N×, its elements can be sorted
into increasing order 1 < aS,0 < aS,1 < · · · , where aS,0 = minS. Finally, we set aS,k = aS,−k
for k < 0. If S is a finite set, an easier way to form a suitable sequence aS is to let q denote
the product of all elements of S, and set aS,k = q for all k ∈ Z. In both cases, a∗S = aS
and NaS = N . Henceforth we fix such a sequence aS and denote ΩaS and ∆aS by Ω and ∆,
respectively. The purpose of self-duality of aS is to have N∗ = N , making the statement of
Theorem 3.1 slightly more convenient by avoiding the explicit use of N∗. The sequences aS
are the ones associated with supernatural numbers d for which d(p) ∈ {0,∞} for every prime
p. In this case (5) implies that
∆ ∼= ∏
p∈P
Zp and Ω ∼=
∏
p∈P
′ Qp =
∏
p∈P
(Qp,Zp),
where the latter denotes the restricted product with respect to {Zp : p ∈ P}.
Remark 2.16. The spectrum of the commutative subalgebra DS of QS from Definition 2.5
coincides with the a-adic integers ∆ described in (3). Indeed, for every X = m+ hZ ∈ F ,
the projection eX in DS corresponds to the characteristic function on the compact open
subset m+ h∆ of ∆. Moreover, this correspondence extends to an isomorphism between the
C∗-algebra BS ∼= DS oZ of Definition 2.7 and C(∆)oZ, which is equivariant for the natural
H+-actions on the algebras, both denoted by α.
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Let us write e for the projection in Q(aS , H) representing the characteristic function on ∆
in C0(Ω). It is explained in [Oml13, Section 11.6] that e is a full projection, and thus, by
using Remark 2.16 together with (1), we have
(6) eQ(aS , H)e ∼= (C(∆)o Z)oeα H+ ∼= (DS o Z)oeα H+ ∼= BS oeα H+ ∼= QS .
In fact, since N coincides with (H+)−1Z, the above also follows from [Lac00]. Moreover, the
argument in [Oml13] does not require H to be non-trivial, so it can be used together with
Remark 2.16 and (1) to get
(7) e(C0(Ω)oN)e ∼= C(∆)o Z ∼= DS o Z ∼= BS .
Hence, by applying Remark 2.14 we arrive at the following result:
Proposition 2.17. The stabilization of QS is isomorphic to Q(aS , H), and the stabilization
of BS is isomorphic to C0(Ω)oN .
Therefore Proposition 2.17 gives an alternative way to see that QS is a unital UCT
Kirchberg algebra, which is also a consequence of Proposition 2.10.
3. Comparison with real dynamics
Let S and Hk be as specified in Section 2, a = (ak)k∈Z in N× \ {1}, and Ha a non-trivial
subgroup of Q×+ that acts on Na by continuous multiplication. For convenience, we will assume
a∗ = a so that N∗a = Na. Moreover, Na acts by translation and Ha acts by multiplication
on R, respectively, giving rise to an ax + b-action of Na o Ha on R. Let N̂a denote the
Pontryagin dual of Na. By [KOQ14, Theorem 3.3], the diagonal embedding Na → R× Ωa
has discrete range, and gives an isomorphism
(R× Ωa)/Na ∼= N̂a.
By applying Green’s symmetric imprimitivity theorem, see e.g. [Wil07, Corollary 4.11], we
obtain that
C0(Ωa)oNa ∼M C0(R)oNa,
and this Morita equivalence is equivariant for the actions of Ha by multiplication on one side
and inverse multiplication on the other. The inverse map on Ha does not have any impact
on the crossed products, and thus
Q(a,Ha) ∼M C0(R)oNa oHa.
All the above is explained in detail in [KOQ14, Proof of Theorem 4.1]. Moreover, recall that
UCT Kirchberg algebras are either unital or stable, so by using Proposition 2.17 we get:
Theorem 3.1. The a-adic algebra Q(a,Ha) is isomorphic to C0(R)oNaoHa. In particular,
the stabilization of QS is isomorphic to C0(R)oN oH.
Remark 3.2. It follows from Theorem 3.1, based on [KOQ14, Theorem 4.1], that any a-adic
algebra Q(a,Ha) is isomorphic to a crossed product C0(R)oNa oHa. Recall that Na can
be any non-cyclic subgroup of Q and Ha can be any non-trivial subgroup of Q×+ that acts
on Na by multiplication. In the present work, we limit our scope to the case where Na and
Ha can be obtained from a family S of relatively prime numbers for the benefit of a more
concise exposition. In a forthcoming project, we aim at establishing analogous results to the
ones proven here for all a-adic algebras.
Remark 3.3. By employing the description of Na from (4), we can write C0(R)oNa as an
inductive limit. For k ≥ 0, define the automorphism γk of C0(R) by
γ0(f)(s) = f(s− 1) and γk+1(f)(s) = f
(
s− 1a0a1···ak
)
, f ∈ C0(R).
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Under the identification in (4), these automorphisms give rise to the natural Na-action
on C0(R), where γk corresponds to the generator for the kth copy of Z. For k ≥ 0, let
uk ∈ M(C0(R) oγk Z) denote the canonical unitary implementing γk and consider the ∗-
homomorphism φk : C0(R)oγk Z→ C0(R)oγk+1 Z given by φk(f) = f and φk(fuk) = fuakk+1
for every f ∈ C0(R). The inductive limit description (4) of Na now yields an isomorphism
ϕ : lim−→{C0(R)oγk Z, φk}
∼=−→ C0(R)oNa.
Remark 3.4. A modification of [Cun08, Lemma 6.7], using the inductive limit description
from Remark 3.3, shows that C0(R) o Na is stable. Hence, it follows from the above
together with Remark 2.14 that C0(Ωa) oNa is isomorphic to C0(R) oNa. In particular,
Proposition 2.17 shows that the stabilization of BS is isomorphic to C0(R)oN .
We will make use of this fact below.
Lemma 3.5. Let α˜ and β denote the actions of Ha on C0(Ωa) o Na and C0(R) o Na,
respectively. Then β−1 is exterior equivalent to an action β˜ for which there is an α˜ -
β˜-equivariant isomorphism C0(Ωa)oNa
∼=−→ C0(R)oNa.
Proof. The respective actions α˜ and β−1 of Ha are Morita equivalent by [KOQ14, Proof
of Theorem 4.1]. Moreover, both C∗-algebras are separable and stable, see Remark 3.4.
Therefore, [Com84, Proposition on p. 16] implies that the actions are also outer conjugate,
and the statement follows. 
In the following, we denote by ιNa : C0(R) ↪−→ C0(R) o Na the canonical embedding,
which is equivariant for the respective Ha-actions β (and also β−1). We conclude this section
by proving that ιNa induces an isomorphism between the corresponding K1-groups.
Proposition 3.6. The canonical embedding ιNa : C0(R) ↪−→ C0(R)oNa induces an isomor-
phism between the corresponding K1-groups.
Proof. Recall the isomorphism ϕ : lim−→{C0(R)oγk Z, φk}
∼=−→ C0(R)oNa from Remark 3.3.
For k ≥ 0, let ιk : C0(R)→ C0(R)oγk Z be the canonical embedding. As ιk+1 = φk ◦ ιk, we
obtain the following commutative diagram
(8)
C0(R)
ιNa //
φk,∞◦ ιk

C0(R)oNa
lim−→{C0(R)oγm Z, φm}
ϕ
55
Here, φk,∞ : C0(R)oγk Z→ lim−→{C0(R)oγm Z, φm} denotes the canonical ∗-homomorphismgiven by the universal property of the inductive limit.
As K0(C0(R)) = 0, the Pimsner-Voiculescu sequence [PV80] for γk ∈ Aut(C0(R)) reduces
to an exact sequence
K0(C0(R)oγk Z) ↪−→ K1(C0(R))
id−K1(γk)−→ K1(C0(R))
K1(ιk)− K1(C0(R)oγk Z).
For each k ≥ 0, the automorphism γk is homotopic to the identity on R, so that K1(γk) = id.
It thus follows that K1(ιk) is an isomorphism. As ιk+1 = φk ◦ ιk, we therefore get that K1(φk)
is an isomorphism as well. Hence, by continuity of K-theory, K1(φk,∞) is an isomorphism. It
now follows from (8) that K1(ιNa) is an isomorphism, which completes the proof. 
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4. A decomposition of the K-theory of QS
In this section, we show that K∗(QS) decomposes as a direct sum of a free abelian group
and a torsion group, see Theorem 4.4 and Corollary 4.7. We would like to highlight that this
is not just an abstract decomposition of K∗(QS), but a result that facilitates a description
of the two parts by distinguished C∗-algebras associated to S, namely Md∞ oeα H+ for the
torsion part, and C0(R)oβ H for the free part. The free abelian part is then shown to have
rank 2|S|−1, see Proposition 4.5, so that QS and QT can only be isomorphic if S and T have
the same cardinality.
The following is the key tool for the proof of this section’s main result, and we think it is
of interest in its own right.
Proposition 4.1. Let k ∈ N ∪ {∞}, A,B,C C∗-algebras, and α : Zk y A, β : Zk y B,
and γ : Zk y C actions. Let v : Zk → U(M(C)) be a γ-cocycle and denote by γ˜ : Zk y C
the induced action given by γ˜h = Ad(vh) ◦ γh for h ∈ Zk. Let κ : C oγ˜ Zk
∼=−→ C oγ Zk be
the ∗-isomorphism induced by the γ-cocycle v. Assume that ϕ : A→ C is a non-degenerate
α - γ-equivariant ∗-homomorphism and ψ : B → C a non-degenerate β - γ˜-equivariant ∗-
homomorphism such that K0(ϕ) and K1(ψ) are isomorphisms and K1(ϕ) and K0(ψ) are
trivial. Then
K∗(ϕo Zk)⊕K∗(κ ◦ (ψ o Zk)) : K∗(Aoα Zk)⊕K∗(B oβ Zk)→ K∗(C oγ Zk)
is an isomorphism.
Proof. Consider the amplified action γ(2) : Zk yM2(C) given by entrywise application of γ.
Let w : Zk → U(M(M2(C))) be the γ(2)-cocycle given by wh = diag(1, vh) for h ∈ Zk. The
induced Zk-action δ = Ad(w)◦γ(2) satisfies δh(diag(c, c′)) = diag(γh(c), γ˜h(c′)) for all h ∈ Zk
and c, c′ ∈ C. Thus, η = ϕ⊕ ψ : A⊕B →M2(C) is a non-degenerate α⊕ β - δ-equivariant
∗-homomorphism.
By additivity of K-theory, K∗(η) = K∗(ϕ) + K∗(ψ). Hence, K∗(η) is an isomorphism,
as K0(η) = K0(ϕ) and K1(η) = K1(ψ). If k ∈ N, an iterative use of the naturality of the
Pimsner-Voiculescu sequence and the Five Lemma yields that K∗(η o Zk) is an isomorphism.
If k =∞, it follows from continuity of K-theory that K∗(η o Z∞) is an isomorphism, since
K∗(η o Zk) is an isomorphism for every k ∈ N.
Let u : Zk → U(M((A ⊕ B) oα⊕β Zk)) and u˜ : Zk → U(M(M2(C) oδ Zk)) denote the
canonical representations, respectively. The covariant pair given by the natural inclusion
A ↪−→ 1M(A)((A ⊕ B) oα⊕β Zk)1M(A) and the unitary representation 1M(A)uh, h ∈ Zk,
gives rise to a ∗-homomorphism ΦA : A oα Zk → (A ⊕ B) oα⊕β Zk. Similarly, we define
ΦB : B oβ Zk → (A⊕B)oα⊕β Zk. It is easy to check that ΦA and ΦB are orthogonal and
ΦA ⊕ ΦB : Aoα Zk ⊕B oβ Zk → (A⊕B)oα⊕β Zk
is an isomorphism. Moreover, let ϕ˜ : A oα Zk → M2(C) oδ Zk be the ∗-homomorphism
induced by the covariant pair inM(e11(M2(C)oδ Zk)e11) given by the composition of the
embedding C ↪−→M2(C) into the upper left corner with ϕ and the unitary representation
e11u˜h, h ∈ Zk. Define ψ˜ : Boβ Zk →M2(C)oδ Zk analogously by considering the embedding
C ↪−→M2(C) into the lower right corner. By construction, the following diagram commutes
Aoα Zk ⊕B oβ Zk
ϕ˜⊕ψ˜ **
∼=
ΦA⊕ΦB // (A⊕B)oα⊕β Zk
ηoZk

M2(C)oδ Zk
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which shows that
K∗(ϕ˜)⊕K∗(ψ˜) : K∗(Aoα Zk)⊕K∗(B oβ Zk)→ K∗(M2(C)oδ Zk)
is an isomorphism.
Let κ′ : M2(C) oδ Zk
∼=−→ M2(C) oγ(2) Zk denote the isomorphism induced by the γ(2)-
cocycle w. Then the following diagram commutes and the proof is complete:
Aoα Zk
ϕ˜

ϕoZk // C oγ Zk
id
CoγZk ⊕0
((
M2(C)oδ Zk κ
′
∼=
// M2(C)oγ(2) Zk
∼= // M2(C oγ Zk)
B oβ Zk
ψ˜
OO
ψoZk // C oγ˜ Zk
κ
∼=
// C oγ Zk
0⊕id
CoγZk
OO

Remark 4.2. Proposition 4.1 is true in a more general setting. In fact, Zk could be replaced
by any locally compact group G with the following property: If ϕ : A → B is an α - β-
equivariant ∗-homomorphism such that K∗(ϕ) is an isomorphism, then K∗(ϕ o G) is an
isomorphism as well.
Remark 4.3. Note that K1(Md∞) = 0 and the natural embedding j : Md∞ ↪−→ BS induces
an isomorphism between the correspondingK0-groups. The invariance ofMd∞ ⊂ BS under the
H+-action α, see Remark 2.8, yields a non-degenerate ∗-homomorphism j∞ : Md∞,∞ → BS,∞
between the minimal automorphic dilations for α, which is equivariant for the induced
H-actions α∞. From the concrete model of the minimal automorphic dilation as an inductive
limit, see [Lac00, Proof of Theorem 2.1], we conclude that K1(Md∞,∞) = 0 and K0(j∞) is an
isomorphism. Moreover, there is an isomorphism between BS and C(∆)o Z that intertwines
the actions of H+, see Remark 2.16. It then follows from (7) and [Lac00, Theorem 2.1] that
α : H+ y C(∆)oZ dilates to α˜ : H y C0(Ω)oN , where α˜ coincides with the H-action from
Lemma 3.5. Consequently, there is an α∞ - α˜-equivariant isomorphism BS,∞
∼=−→ C0(Ω)oN .
As in Section 3, let ιN : C0(R) ↪−→ C0(R)oN denote the canonical embedding. Note that
ιN is non-degenerate and equivariant with respect to the H-actions β (and also β−1).
Theorem 4.4. The map
K∗(j oe H+)⊕K∗(ιN oH) : K∗(Md∞ oeα H+)⊕K∗(C0(R)oβ H)→ K∗(QS),
induced by the identifications BS oeα H+ ∼= QS from (1) and (C0(R)oN)oβ H ∼= QS ⊗K
from Theorem 3.1, is an isomorphism.
Proof. By combining Remark 4.3 with Lemma 3.5, there exist an H-action β˜ on C0(R)oN
that is exterior equivalent to β−1, and a non-degenerate α∞ - β˜-equivariant ∗-homomorphism
ψ : Md∞,∞ → C0(R)oN , namely the one coming from the composition
Md∞,∞
j∞−→ BS,∞
∼=−→ C0(Ω)oN
∼=−→ C0(R)oN.
Since K1(j∞) = 0 and K0(j∞) is an isomorphism by Remark 4.3, the same also holds for
K1(ψ) and K0(ψ), respectively. Now Proposition 3.6 gives that K0(ιN ) is trivial and K1(ιN )
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is an isomorphism. As ψ and ιN are non-degenerate,
K∗(κ ◦ (ψ oH))⊕K∗(ιN oH) :
K∗(Md∞,∞ oα∞ H)⊕K∗(C0(R)oβ−1 H)→ K∗((C0(R)oN)oβ−1 H)
is an isomorphism by Proposition 4.1, where κ : (C0(R)oN)oβ˜ H
∼=−→ (C0(R)oN)oβ−1 H
denotes the isomorphism induced by a fixed β−1-cocycle defining β˜. Since K∗(j oe H+)
corresponds to K∗(j∞ oH) under the isomorphisms induced by the minimal automorphic
dilations, we also get that K∗(joeH+) corresponds to K∗(κ◦(ψoH)) under the isomorphism
K∗(BS oeα H+) ∼= K∗((C0(R) o N) oβ−1 H). As BS oeα H+ ∼= QS by (1) and (C0(R) o
N)oβ−1 H ∼= (C0(R)oN)oβ H ∼= QS ⊗K by Theorem 3.1, the conclusion follows. 
We will now show that the two summands appearing in Theorem 4.4 correspond to the
torsion and the free part of K∗(QS), respectively.
Proposition 4.5. For i = 0, 1, Ki(C0(R)oβH) is the free abelian group in 2|S|−1 generators.
Proof. The result holds for any non-trivial subgroup H of Q×+, and we prove it in generality,
not necessarily requiring H to be generated by S. Suppose that k is the (possibly infinite)
rank of H. Let {hi : 0 ≤ i ≤ k} be a minimal generating set for H. For t ∈ [0, 1] and
1 ≤ i ≤ k, define β˜hi,t ∈ Aut(C0(R)) by β˜hi,t(f)(s) = f((th−1i + 1− t)s). Note that β˜hi,t is
indeed an automorphism as hi > 0. Since multiplication on R is commutative, we see that for
each t ∈ [0, 1], {β˜hi,t}1≤i≤k defines an H-action. Let γ : H y C0([0, 1], C0(R)) be the action
given by γhi(f)(t) = β˜hi,t(f(t)). We have the following short exact sequence of C∗-algebras:
C0((0, 1], C0(R))oγ H ↪−→ C0([0, 1], C0(R))oγ H
ev0oH− C0(R)oid H
The Pimsner-Voiculescu sequence shows that K∗(C0((0, 1], C0(R))oγ H) = 0, where we also
use continuity of K-theory if k =∞. The six-term exact sequence corresponding to the above
extension now yields that K∗(ev0oH) is an isomorphism. A similar argument shows that
K∗(ev1oH) is an isomorphism. We therefore conclude that for i = 0, 1,
Ki(C0(R)oβ H) ∼= Ki(C0(R)oid H) ∼= Ki(C0(R)⊗ C∗(H)).
This completes the proof as Ki(C0(R)⊗ C∗(H)) is the free abelian group in 2k−1 generators.

Proposition 4.6. K∗(Md∞ oeα H+) is a torsion group, which is finite if S is finite.
Proof. As in Remark 2.8, we think of Md∞ as the inductive limit (Mp(C), ιp,pq)p,q∈H+ with
ιp,pq : Mp(C)→Mpq(C) given by e(p)i,j ⊗ 1 7→
∑q−1
k=0 e
(pq)
i+pk,j+pk ⊗ 1. With this perspective, α
satisfies αq(e(p)m,m) = e(pq)qm,qm for all p, q ∈ H+ and 0 ≤ m ≤ p− 1. From this, one concludes
that for q ∈ H+, K0(αq) is given by multiplication with 1/q on K0(Md∞) ∼= N . Hence, for
p ∈ S, there exists a Pimsner-Voiculescu type exact sequence, see [Pas81, Theorem 4.1] and
also [Cun81, Proof of Proposition 3.1],
0 // K1(Md∞ oeαp N) // N
p−1
p // N // K0(Md∞ oeαp N) // 0
This shows that K1(Md∞ oeαp N) = 0 and K0(Md∞ o
e
αp N) ∼= N/(p − 1)N . In particular,
K∗(Md∞ oeαp N) is a torsion group. If S is finite, we can write Md∞ o
e
α H
+ as an |S|-fold
iterative crossed product by N and apply the Pimsner-Voiculescu type sequence repeatedly
to get that K∗(Md∞ oeα H+) is a torsion group. If S is infinite, we may use continuity of
K-theory to conclude the claim from the case of finite S.
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Finiteness of S implies finiteness of K∗(Md∞ oeα H+) because N/(p− 1)N is finite for all
p ∈ S, which follows from the forthcoming Lemma 6.11. 
Using Proposition 4.5 and 4.6, we record the following immediate consequence of the
decomposition of K∗(QS) given in Theorem 4.4.
Corollary 4.7. K∗(QS) decomposes as a direct sum of a free abelian group and a torsion
group. More precisely, K∗(j oe H+) is a split-injection onto the torsion subgroup and
K∗(ιN oH) is a split-injection onto the torsion free part of K∗(QS), respectively.
5. The torsion subalgebra
Within this section we analyze the structure of Md∞ oeα H+ and its role relative to QS
more closely. First, we show that the inclusion Md∞ ↪−→ BS is equivariantly sequentially split
with respect to the H+-actions α in the sense of [BaSz, Remark 3.17], see Proposition 5.1.
According to [BaSz], we thus get that Md∞ oeα H+ shares many structural properties with
BS oeα H+ ∼= QS . Most importantly, Md∞ oeα H+ is a unital UCT Kirchberg algebra, see
Corollary 5.2. By simplicity of Md∞ oeα H+, we conclude that this C∗-algebra is in fact
isomorphic to the natural subalgebra AS of QS that is generated by all the isometries umsp
with p ∈ S and 0 ≤ m ≤ p − 1, see Corollary 5.4. By Corollary 4.7, it thus follows that
the canonical inclusion AS ↪−→ QS induces a split-injection onto the torsion subgroup of
K∗(QS). Due to this remarkable feature, we call AS the torsion subalgebra of QS .
We then present two additional interesting perspectives on the torsion subalgebra AS .
Firstly, AS can be described as the boundary quotient of the right LCM subsemigroup
U = {(m, p) : p ∈ H+, 0 ≤ m ≤ p−1} of NoH+ in the sense of [BRRW14], see Proposition 5.5.
This yields a commutative diagram which might be of independent interest, see Remark 5.6.
Secondly, the boundary quotient perspective allows us to identify AS for k := |S| < ∞
with the C∗-algebra of the k-graph ΛS,θ consisting of a single vertex with p loops of color
p for every p ∈ S, see Corollary 5.8. Quite intriguingly, ΛS,θ differs from the canonical
k-graph model ΛS,σ for
⊗
p∈S Op only with respect to its factorization rules, see Remark 5.9.
In fact, the corresponding C∗-algebras coincide for |S| ≤ 2, see Proposition 5.10. After
obtaining these intermediate results, we were glad to learn from Aidan Sims that, in view of
Conjecture 5.11, it is reasonable to expect that the results for |S| ≤ 2 already display the
general form, i.e. that AS is always isomorphic to
⊗
p∈S Op.
Proposition 5.1. The embedding Md∞ ↪−→ BS is α-equivariantly sequentially split.
Proof. Let ι : Md∞ ↪−→
∏
p∈H+ Md∞
/⊕
p∈H+ Md∞ denote the canonical inclusion as con-
stant sequences and α¯ the induced action of H+ on
∏
p∈H+ Md∞
/⊕
p∈H+ Md∞ given by
componentwise application of αh for h ∈ H. Clearly,
∏
p∈H+ Md∞
/⊕
p∈H+ Md∞ is canon-
ically isomorphic to the sequence algebra of Md∞ ,
∏
n∈NMd∞
/⊕
n∈NMd∞ . In partic-
ular, this isomorphism intertwines α¯ and the natural H+-action on the sequence alge-
bra induced by α. We therefore need to construct a α - α¯-equivariant ∗-homomorphism
χ : BS →
∏
p∈H+ Md∞
/⊕
p∈H+ Md∞ making the following diagram commute:
(9)
Md∞ p
  
ι // ∏
p∈H+
Md∞
/ ⊕
p∈H+
Md∞
BS
χ
77
Recall the inductive system (Mp(C)⊗ C∗(Z), ιp,pq)p,q∈H+ from Remark 2.8 whose inductive
limit is isomorphic to BS . The canonical subalgebra Mp(C) ⊂ Mp(C) ⊗ C∗(Z) can in this
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way be considered as a subalgebra of Md∞ ⊂ BS in a natural way. For each p ∈ H+, the
map χp : Mp(C)⊗ C∗(Z)→Mp(C) given by
∑n
k=1 ak ⊗ u 7→
∑n
k=1 ak is a ∗-homomorphism.
Thus, the family (χp)p∈H+ gives rise to a ∗-homomorphism
χ′ :
∏
p∈H+
Mp(C)⊗ C∗(Z)→
∏
p∈H+
Md∞ .
Clearly, χ′
(⊕
p∈H+ Mp(C)⊗ C∗(Z)
) ⊂⊕p∈H+ Md∞ , so χ′ induces a map
χ :
∏
p∈H+
Mp(C)⊗ C∗(Z)
/( ⊕
p∈H+
Mp(C)⊗ C∗(Z)
)→ ∏
p∈H+
Md∞
/ ⊕
p∈H+
Md∞ .
Using the inductive limit description of BS from Remark 2.8, we can think of BS as a
subalgebra of
∏
p∈H+ Mp(C)⊗ C∗(Z)
/(⊕
p∈H+ Mp(C)⊗ C∗(Z)
)
. Moreover, because of the
concrete realization of Md∞ as the inductive limit associated with (Mp(C), ιp,pq)p,q∈H+ , we
have that χ restricts to the canonical embedding ι on Md∞ . Hence, (9) is commutative,
when we ignore the question of equivariance, or, in other words, ι is sequentially split as an
ordinary ∗-homomorphism. However, we claim that we also have a commutative diagram
(10)
∏
p∈H+
Md∞
/ ⊕
p∈H+
Md∞
α¯p // ∏
p∈H+
Md∞
/ ⊕
p∈H+
Md∞
BS
χ
OO
αp
// BS
χ
OO
for each p ∈ H+. Let us expand this diagram for fixed p and arbitrary q ∈ H+ to:
(11)
∏
p∈H+
Md∞
/ ⊕
p∈H+
Md∞
α¯p // ∏
p∈H+
Md∞
/ ⊕
p∈H+
Md∞
Mq(C)
6 V
ii
αp // Mpq(C)
( 
66
Mq(C)⊗ C∗(Z)
gG
uu
χq
OO
αp
// Mpq ⊗ C∗(Z)
χpq
OO
v
))BS
χ
OO
αp
// BS
χ
OO
It is clear that the four outer chambers are commutative, so we only need to check the centre.
For every 0 ≤ i, j ≤ q − 1, we get
χpq ◦ αp(e(q)i,j ⊗ u) = χpq(e(pq)pi,pj ⊗ up) = e(pq)pi,pj = αp ◦ χq(e(q)i,j ⊗ u)
and therefore χpq ◦ αp = αp ◦ χq on Mq(C)⊗ C∗(Z). This establishes the claim as we have
Md∞ = lim−→(Mq(C), q ∈ H
+) and BS = lim−→(Mq(C)⊗ C
∗(Z), q ∈ H+). 
Corollary 5.2. The inclusion Md∞ oeα H+ → BS oeα H+ is sequentially split. In particular,
Md∞ oeα H+ is a UCT Kirchberg algebra.
Proof. By Proposition 5.1, we know thatMd∞ ↪−→ BS is α-equivariantly sequentially split. As
this inclusion preserves the units, we can use the universal property of the semigroup crossed
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products Md∞ oeαH+ and BS oeαH+ to obtain a commutative diagram of ∗-homomorphisms
Md∞ oeα H+
%%
ιoeH+ //
( ∏
p∈H+
Md∞
/ ⊕
p∈H+
Md∞
)
oeα¯ H+
BS oeα H+
55
Again by the universal property of semigroup crossed products, there is a natural ∗-
homomorphism
ψ :
( ∏
p∈H+
Md∞
/ ⊕
p∈H+
Md∞
)
oeα¯ H+ →
∏
p∈H+
Md∞ oeα H+
/ ⊕
p∈H+
Md∞ oeα H+
such that ψ ◦ (ιoeH+) coincides with the standard embedding. This shows that the inclusion
Md∞oeαH+ → BSoeαH+ is sequentially split. It now follows from [BaSz, Theorem 2.9 (1)+(8)]
that Md∞ oeα H+ is a Kirchberg algebra. Moreover, Md∞ oeα H+ satisfies the UCT by
[BaSz, Theorem 2.10]. We note that this part also follows from standard techniques combined
with the central result of [Lac00]. 
We will now see that simplicity enables us to identify Md∞ oeα H+ with the following
natural subalgebra of QS , whose name is justified by the next result.
Definition 5.3. The torsion subalgebra AS of QS is the C∗-subalgebra of QS generated by
{umsp : p ∈ S, 0 ≤ m ≤ p− 1}.
Note that for S = {p}, the subalgebra AS is canonically isomorphic to Op.
Corollary 5.4. The isomorphism BS oeα H+
∼=−→ QS from (1) restricts to an isomorphism
Md∞ oeα H+
∼=−→ AS. In particular, the canonical inclusion AS ↪−→ QS induces a split-
injection onto the torsion subgroup of K∗(QS).
Proof. AS contains the copy of Md∞ ⊂ BS described in Remark 2.8. Together with sp, p ∈ S,
which are also contained in AS , this defines a covariant representation of (Md∞ , α) inside AS .
The resulting ∗-homomorphismMd∞oeαH+ → AS is surjective. By Corollary 5.2,Md∞oeαH+
is simple, so this map is an isomorphism. The second claim is due to Corollary 4.7. 
Let us continue with the representation of AS as a boundary quotient. When |S| = k <∞,
this will lead us to a k-graph model for AS that is closely related to the canonical k-graph
representation for
⊗
p∈S Op, see Remark 5.9. Consider the subsemigroup U := {(m,h) ∈
NoH+ : 0 ≤ m ≤ h− 1} of NoH+. Observe that U is a right LCM semigroup because
(12) (m,h)U ∩ (m′, h′)U = ((m,h)(NoH+) ∩ (m′, h′)(NoH+)) ∩ U
for all (m,h), (m′, h′) ∈ U , and NoH+ is right LCM. We note that U can be used to describe
NoH+ as a Zappa-Szép product U ./ N, where action and restriction are given in terms of
the generator 1 ∈ N and (m,h) ∈ U by
1.(m,h) =
{
(m+ 1, h) if m < h− 1,
(0, h) if m = h− 1, 1|(m,h) =
{
0 if m < h− 1, and
1 if m = h− 1.
In the case of H+ = N× this has been discussed in detail in [BRRW14, Subsection 3.2] and
the very same arguments apply for the cases we consider here.
Proposition 5.5. AS is canonically isomorphic to the boundary quotient Q(U).
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Proof. Recall that Q(U) is the quotient of the full semigroup C∗-algebra C∗(U) by relation
(2). In particular, it is generated as a C∗-algebra by a representation v of U by isometries
whose range projections are denoted v(m,h)v∗(m,h) = e(m,h)U for (m,h) ∈ U .
For every h ∈ H+, we get a family of matrix units (v(m,h)v∗(n,h))0≤m,n≤h−1 because
v∗(n,h)v(m,h) = v∗(n,h)e(n,h)U∩(m,h)Uv(m,h) = δm,n and
h−1∑
m=0
e(m,h)U = 1
as {(m,h) : 0 ≤ m ≤ h− 1} is an accurate foundation set for U . That is to say that, for each
u ∈ U , there is 0 ≤ m ≤ h− 1 such that uU ∩ (m,h)U 6= ∅, and (m,h)U ∩ (n, h)U = ∅ unless
m = n, see [BrSt] for further details. Since
v(m,h)v
∗
(n,h) = v(m,h)
(h′−1∑
k=0
e(k,h′)U
)
v∗(n,h)
=
h′−1∑
k=0
v(m+hk,hh′)v
∗
(n+hk,hh′)
for each h′ ∈ H+, we see that C∗({v(m,h)v∗(n,h) : h ∈ H+, 0 ≤ m,n ≤ h − 1}) ⊂ Q(U) is
isomorphic to Md∞ . In fact, we get a covariant representation for (Md∞ , H+, α) as
v(0,p)v(m,h)v
∗
(n,h)v
∗
(0,p) = v(pm,ph)v∗(pn,ph).
Thus we get a ∗-homomorphism ϕ : AS ∼= Md∞ oeαH+ → Q(U) given by umsh 7→ v(m,h), see
Corollary 5.4. The map is surjective, and due to Corollary 5.2, the domain is simple so that
ϕ is an isomorphism. 
Remark 5.6. Conceptually, it seems that there is more to Proposition 5.5 than the proof
entails: There is a commutative diagram
(13)
C∗(U) 
 ι //
piU

C∗(NoH+)
piNoH+

Q(U)  
ϕ−1
// Q(NoH+)
with ι induced by U ⊂ NoH+ and ϕ as in the proof of Proposition 5.5. The fact that ι is an
injective ∗-homomorphism follows from [BLS, Proposition 3.6]: N oH is amenable and hence
C∗(NoH+) ∼= C∗r (NoH+), see [BLS16, Example 6.3], and similarly C∗(U) ∼= C∗r (U). Note
that the bottom row of (13) is given by AS ↪−→ QS , see Proposition 2.12 and Proposition 5.5.
By Corollary 5.4 and Proposition 5.5, the torsion part of the K-theory of the boundary
quotient of N oH+ arises from the boundary quotient of the distinguished submonoid U ,
which in fact sits inside Q(NoH+) in the natural way.
For the remainder of this section, we will assume that S is finite with cardinality k.
This restriction is necessary in order to derive a k-graph model for AS , which we obtain
via the boundary quotient representation of AS . Note that for p, q ∈ N× and (m,n) ∈
{0, . . . , p− 1}× {0, . . . , q− 1}, there is a unique pair (n′,m′) ∈ {0, . . . , q− 1}× {0, . . . , p− 1}
such that m+ pn = n′ + qm′. In other words, the map
θp,q : {0, . . . , p− 1} × {0, . . . , q − 1} → {0, . . . , q − 1} × {0, . . . , p− 1}
with (m,n) 7→ (n′,m′) determined by n′ + qm′ = m+ pn is bijective.
Remark 5.7. For each p ∈ S, we can consider the 1-graph given by a single vertex with p
loops (m, p), 0 ≤ m ≤ p− 1. If we think of the collection of these 1-graphs as the skeleton
of a k-graph, i.e. the set of all edges of length at most 1, where the vertices for different p
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are identified, then the maps θp,q satisfy condition (2.8) in [FS02, Remark 2.3], and hence
define a row-finite k-graph ΛS,θ. Indeed, this is obvious for k = 2. For k ≥ 3, let p, q, r ∈ S
be pairwise distinct elements and fix 0 ≤ mt ≤ t− 1 for t = p, q, r. We compute
mp + p(mq + qmr) = mp + p(m(1)r + rm(1)q ) = m(2)r + r(m(1)p + pm(1)q )
= m(2)r + r(m(2)q + qm(2)p ) = m(3)q + q(m(3)r + rm(2)p )
= m(3)q + q(m(3)p + pm(4)r ) = m(4)p + p(m(4)q + qm(4)r ),
where 0 ≤ m(i)t ≤ t− 1 for t = p, q, r and i = 1, . . . , 4 are uniquely determined by the θs,t for
the respective values of s and t. The bijection from (2.8) in [FS02, Remark 2.3] now maps
((mp, p), (mq, q), (mr, r)) to ((m(4)p , p), (m(4)q , q), (m(4)r , r)). It is easy to check that m(4)t = mt
for t = p, q, r, which shows that condition (2.8) in [FS02, Remark 2.3] is valid. Applying
[KP00, Definition 1.5] to the case of ΛS,θ, we see that C∗(ΛS,θ) is the universal C∗-algebra
generated by isometries (t(m,p))p∈S,0≤m≤p−1 subject to the relations:
(i) t(m,p)t(n,q) = t(n′,q)t(m′,p) if m+ pn = n′ + qm′ and (ii)
p−1∑
m=0
t(m,p)t
∗
(m,p) = 1
for all p, q ∈ S.
Corollary 5.8. AS is isomorphic to C∗(ΛS,θ).
Proof. We will work with Q(U) in place of AS and invoke Proposition 5.5. Condition (i)
guarantees that (m, p) 7→ t(m,p) yields a representation of U by isometries as U is generated
by (m, p) with p ∈ S, 0 ≤ m ≤ p − 1, and (m, p)(n, q) = (m + pn, pq) = (n′, q)(m′, p).
(ii) holds for arbitrary p ∈ H+ if we write t(m,p) for the product t(m1,p1) · · · t(mk,pk) where
(m1, p1) · · · (mk, pk) = (m, p) ∈ U with pi ∈ S. It is then straightforward to verify that we
get a ∗-homomorphism C∗(U) → C∗(ΛS,θ). Now let F ⊂ U be a foundation set and set
h := lcm({h′ : (m′, h′) ∈ F for some 0 ≤ m′ ≤ h′−1}). Then Fa := {(m,h) : 0 ≤ m ≤ h−1}
is a foundation set that refines F . Therefore, it suffices to establish (2) for Fa in place of
F . But as Fa is accurate, (2) takes the form
∑h−1
m=0 t(m,h)t
∗
(m,h) = 1, which follows from
(ii) as explained in the proof of Proposition 5.5. Thus v(m,p) 7→ t(m,p) defines a surjective
∗-homomorphism Q(U) → C∗(ΛS,θ). By simplicity, see Corollary 5.2 and Proposition 5.5,
this map is also injective. 
Remark 5.9. Similar to ΛS,θ, we can also consider the row-finite k-graph ΛS,σ with σp,q
being the flip, i.e. σp,q(m,n) := (n,m). That is to say, we keep the skeleton of ΛS,θ, but
replace θ by σ. In this case, it is easy to see that C∗(ΛS,σ) ∼=
⊗
p∈S Op.
With regards to the K-theory of QS , it is interesting to ask whether C∗(ΛS,θ) and C∗(ΛS,σ)
are isomorphic or not. At least for |S| ≤ 2, the answer is known to be positive.
Proposition 5.10. Let p, q ≥ 2 be two relatively prime numbers and S = {p, q}. Then
AS ∼= C∗(ΛS,θ) ∼= C∗(ΛS,σ) ∼= Op ⊗Oq.
Proof. We have seen in Corollary 5.8 and Remark 5.9 that the UCT Kirchberg algebras AS
and Op⊗Oq are both expressible as C∗-algebras associated with row-finite 2-graphs ΛS,θ and
ΛS,σ sharing the same skeleton. The claim therefore follows from [Eva08, Corollary 5.3]. 
Concerning a generalization of Proposition 5.10 to the case of |S| ≥ 3, we learned from
Aidan Sims that the following conjecture for k-graphs might be true:
Conjecture 5.11. Suppose Λ and Λ′ are row-finite k-graphs without sources such that
C∗(Λ) and C∗(Λ′) are unital, purely infinite and simple. If Λ and Λ′ have the same skeleton,
then the associated C∗-algebras are isomorphic.
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Note that C∗(Λ) and C∗(Λ′) are indeed unital UCT Kirchberg algebras, as separability,
nuclearity and the UCT are automatically satisfied, see [KP00, Theorem 5.5]. We will come
back to Conjecture 5.11 at the end of the next section.
6. Towards a classification of QS
This final section provides a survey of the progress on the classification of QS that we
achieve through the preceding sections and a spectral sequence argument for K∗(AS), see
Theorem 6.1 and Theorem 6.4. Recall that N = Z
[{ 1p : p ∈ S}] and gS denotes the greatest
common divisor of {p− 1 : p ∈ S}. We begin by stating our main result.
Theorem 6.1. Let S ⊂ N× \ {1} be a non-empty family of relatively prime numbers. Then
the K-theory of QS satisfies
Ki(QS) ∼= Z2|S|−1 ⊕Ki(AS), i = 0, 1,
where Ki(AS) is a torsion group. Moreover, the following statements hold:
(a) If gS = 1, then Ki(QS) is free abelian in 2|S|−1 generators for i = 0, 1, and [1] = 0.
(b) If |S| = 1, then (K0(QS), [1],K1(QS)) ∼= (Z⊕ Z/gSZ, (0, 1),Z).
(c) If |S| = 2, then (K0(QS), [1],K1(QS)) ∼= (Z2 ⊕ Z/gSZ, (0, 1),Z2 ⊕ Z/gSZ).
Remark 6.2. Note that for S = {p}, the torsion subalgebra AS is canonically isomorphic
to the Cuntz algebra Op. Therefore, Theorem 6.1 (b) recovers known results by Hirshberg
[Hir02, Example 1, p. 106] and Katsura [Kat08, Example A.6]. Indeed, it is already clear
from the presentation for O(Ep,1) described in [Kat08, Example A.6] that it coincides with
QS . Theorem 6.1 (c) shows an unexpected result for the K-groups of QS in the case of
S = {p, q} for two relatively prime numbers p and q with gS > 1: K1(QS) has torsion and is
therefore, for instance, not a graph C∗-algebra, see [RS04, Theorem 3.2]. By virtue of (a),
Theorem 6.1 also explains why QN and Q2 have torsion free K-groups. More importantly, it
shows that the presence of 2 in the family S is not the only way to achieve this. Indeed, S
can contain at most one even number. If gS = 1, then S must contain an even number, and
there are many examples, e.g. S with 2m + 1, 2n ∈ S for some m,n ≥ 1.
In view of the Kirchberg-Phillips classification theorem [Kir,Phi00], we get the following
immediate consequence of Theorem 6.1.
Corollary 6.3. Let S, T ⊂ N× \ {1} be non-empty families of relatively prime numbers.
Then QS ∼= QT implies |S| = |T |. Moreover, the following statements hold:
(a) If gS = 1 = gT , then QS is isomorphic to QT if and only if |S| = |T |.
(b) If |S| ≤ 2, then QS is isomorphic to QT if and only if |S| = |T | and gS = gT .
Observe that the decomposition of K∗(QS) claimed in Theorem 6.1 follows from Corol-
lary 4.7, Proposition 4.5 and Corollary 5.4. To prove our main result, it is therefore enough
to establish the following theorem reflecting our present knowledge on the torsion subalgebra
AS , an object which is certainly of interest in its own right.
Theorem 6.4. Let S ⊂ N× \ {1} be a non-empty family of relatively prime numbers. Then
the following statements hold:
(a) If gS = 1, then AS ∼= O2 ∼=
⊗
p∈S Op.
(b) If S = {p}, then AS ∼= Op.
(c) If S = {p, q} with p 6= q, then AS ∼= Op ⊗Oq.
(d) For |S| ≥ 3 and gS > 1, Ki(AS) is a torsion group in which the order of any element
divides g2|S|−2S . Moreover, Ki(AS) is finite whenever S is finite.
ON THE K-THEORY OF C∗-ALGEBRAS ARISING FROM INTEGRAL DYNAMICS 21
Note that in the case of infinite S with gS > 1, part (d) still makes sense within the realm
of supernatural numbers. Based on Theorem 6.1 and Theorem 6.4, we suspect that the
general situation is in accordance with Conjecture 5.11:
Conjecture 6.5. For a family S ⊂ N× \ {1} of relatively prime numbers with |S| ≥ 2, AS
is isomorphic to
⊗
p∈S Op. Equivalently, QS is the unital UCT Kirchberg algebra with
(K0(QS), [1],K1(QS)) = (Z2|S|−1 ⊕ (Z/gSZ)2|S|−2 , (0, e1),Z2|S|−1 ⊕ (Z/gSZ)2|S|−2),
where e1 = (δ1,j)j ∈ (Z/gSZ)2|S|−2 . In particular, if S, T ⊂ N× \ {1} are non-empty sets of
relatively prime numbers, then QS is isomorphic to QT if and only if |S| = |T | and gS = gT .
Remark 6.6. It follows from Theorem 6.1 and Theorem 6.4 (d) that the K-theory of QS
is finitely generated if and only if S is finite. Consequently, when S is finite the defining
relations of QS from Defintion 2.1 are stable, see [End, Corollary 4.6] and [Lor97, Chapter 14].
For the proof of Theorem 6.4, we will employ the isomorphism AS ∼= Md∞ oeαH and make
use of a spectral sequence by Kasparov constructed in [Kas88, 6.10]. Let us briefly review
the relevant ideas and refer to [Bar] for a detailed exposition. Given a C∗-dynamical system
(B, β,Zk), we can consider its mapping torus
Mβ(B) :=
{
f ∈ C(Rk, B) : βz(f(x)) = f(x+ z) for all x ∈ Rk, z ∈ Zk
}
.
It is well-known that K∗(Mβ(B)) is isomorphic to K∗+k(B oβ Zk), see e.g. [Bar, Section 1].
The mapping torus admits a finite cofiltration
(14) Mβ(B) = Fk
pik− Fk−1
pik−1− · · · pi1− F0 = A
pi0− F−1 = 0
arising from the filtration of Rk by its skeletons
∅ = X−1 ⊂ Zk = X0 ⊂ X1 ⊂ · · · ⊂ Xk = Rk,
where X` := {(x1, . . . , xk) ∈ Rk : |{1 ≤ i ≤ k : xi ∈ R \ Z}| ≤ `}.
As for filtrations of C∗-algebras by closed ideals [Sch81], there is a standard way relying
on Massey’s technique of exact couples [Mas52,Mas53] of associating a spectral sequence
to a given finite cofiltration of a C∗-algebra. In this way, the cofiltration (14) yields a
spectral sequence (E`, d`)`≥1 that converges to K∗(Mβ(B)) ∼= K∗+k(B oβ Zk). Using
Savinien-Bellissard’s [SB09] description of the E1-term, we can summarize as follows.
Theorem 6.7 (cf. [Kas88, 6.10], [SB09, Theorem 2] and [Bar, Corollary 2.5]).
Let (B, β,Zk) be a C∗-dynamical system. There exists a cohomological spectral sequence
(E`, d`)`≥1 converging to K∗(Mβ(B)) ∼= K∗+k(B oβ Zk). The E1-term is given by
Ep,q1 := Kq(B)⊗Z Λp(Zk), with
dp,q1 : E
p,q
1 → Ep+1,q1 , x⊗ e 7→
k∑
j=1
(Kq(βj)− id)(x)⊗ (ej ∧ e).
Furthermore, the spectral sequence collapses at the (k + 1)th page, so that E∞ = Ek+1.
By Bott periodicity, we have that (Ep,q+2` , d
p,q+2
` ) = (E
p,q
` , d
p,q
` ) for all p, q ∈ Z. In
particular, the E∞-term reduces to Ep,q∞ with p ∈ Z and q = 0, 1.
Remark 6.8. Let us recall the meaning of convergence of the spectral sequence (E`, d`)`≥1.
For q = 0, 1, consider the diagram
Kq(Mγ(B)) = Kq(Fk) −→ Kq(Fk−1) −→ · · · −→ Kq(F0) −→ Kq(F−1) = 0.
Define FpKq(Mβ(B)) := ker(Kq(Mβ(B)) → Kq(Fp)) for p = −1, . . . , k, and observe that
this gives rise to a filtration of abelian groups
0 ↪−→ Fk−1Kq(Mβ(B)) ↪−→ · · · ↪−→ F−1Kq(Mβ(B)) = Kq(Mβ(B)).
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One can now show the existence of exact sequences
(15) 0 −→ FpKp+q(Mβ(B)) −→ Fp−1Kp+q(Mβ(B)) −→ Ep,q∞ −→ 0,
or in other words, there are isomorphisms
Ep,q∞ ∼= Fp−1Kp+q(Mβ(B))/FpKp+q(Mβ(B)).
Hence, the E∞-term determines the K-theory ofMβ(B), and thus of B oβ Zk, up to group
extension problems.
Let us now turn to the K-theory of Md∞ oeα H+. By Laca’s dilation theorem [Lac00], see
also Remark 4.3, we may and will determine the K-theory of the dilated crossed product
Md∞,∞ oα∞ H instead. Fix a natural number 1 ≤ k ≤ |S| and observe that Hk ∼= Zk. Let
α∞(k) be the Hk-action on Md∞,∞ induced by the k smallest elements p1 < p2 < · · · < pk
of S. It follows from the proof of Proposition 4.6 that K0(α∞,p`) is given by multiplication
with 1/p` on K0(Md∞) ∼= N . It turns out to be more convenient to work with the action
α−1∞ (k) given by the inverses of the α`, whose crossed product is canonically isomorphic to
Md∞,∞ oα∞(k) Hk.
Let (E`, d`)`≥1 denote the spectral sequence associated with α−1∞ (k). As K1(Md∞) = 0,
it follows directly from Theorem 6.7 that Ep,11 = 0 for all p ∈ Z. Moreover, according to
Theorem 6.7, dp,01 : N ⊗Z Λp(Zk)→ N ⊗Z Λp(Zk), p ∈ Z, is given by
dp,01 (x⊗ e) =
∑k
`=1(p` − 1)x⊗ e` ∧ e =
∑k
`=1 x⊗ (p` − 1)e` ∧ e.
In other words, dp,01 = idN ⊗hp with
(16) hp : Λp(Zk)→ Λp+1(Zk), hp(e) = ∑k`=1(p` − 1)e` ∧ e.
To obtain Ep,02 , we therefore compute the cohomology of the complex (Λp(Zk), hp)p∈Z. To
do so, we consider hp as a matrix Ap ∈ M( kp+1)×(kp)(Z), where the identification is taken
with respect to the canonical bases of Λp(Zk) and Λp+1(Zk) in lexicographical ordering. The
computation then mainly reduces to determining the Smith normal form of Ap.
Theorem 6.9 (Smith normal form). Let A be a non-zero m × n-matrix over a principal
ideal domain R. There is an invertible m×m-matrix S and an invertible n× n-matrix T
over R, so that
D := SAT = diag(δ1, . . . , δr, 0, . . . , 0)
for some r ≤ min(m,n) and non-zero δi ∈ R satisfying δi|δi+1 for 1 ≤ i ≤ r − 1. The
elements δi are unique up to multiplication with some unit and are called elementary divisors
of A. The diagonal matrix D is called a Smith normal form of A. The δi can be computed as
(17) δ1 = d1(A), δi = di(A)di−1(A) ,
where di(A), called the i-th determinant divisor, is the greatest common divisor of all
i× i-minors of A.
Of course, D can only be a diagonal matrix if m = n. The notation in Theorem 6.9 is
supposed to mean that D is the m× n matrix over R with the min(m,n)×min(m,n) left
upper block matrix being diag(δ1, . . . , δr, 0, . . . , 0) and all other entries being zero.
For each 1 ≤ k ≤ |S|, set gk := gcd({p` − 1 : ` = 1, · · · , k}).
Lemma 6.10. The group ker(hp)/ im(hp−1) is isomorphic to (Z/gkZ)(
k−1
p−1) for 1 ≤ p ≤ k
and vanishes otherwise.
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Proof. For p ∈ Z, let Dp = SpApTp denote the Smith normal form of Ap with elementary
divisors δ(p)1 , . . . , δ
(p)
rp . As Λp(Zk) = 0 unless 0 ≤ p ≤ k, ker(hp)/ im(hp−1) vanishes if p < 0
or p ≥ k + 1.
If p = 0, then h0 : Z→ Zk is given by A0 = (p1 − 1, . . . , pk − 1). Thus we have r0 = 1 and
δ
(0)
1 = gk. Moreover, h0 is injective, so ker(h0)/ im(h−1) = 0.
Likewise, p = k is simple as hk−1 : Zk → Z is given by Ak−1 = (p1 − 1, . . . , pk − 1)t and
hk is zero because Λk+1(Zk) = 0. Therefore, rk−1 = 1 and δ(k−1)1 = gk, and hence
ker(hk)/ im(hk−1) = Z/gkZ = (Z/gkZ)(
k−1
k−1).
As this completes the proof for p ≤ 0 and p ≥ k, we will assume 1 ≤ p ≤ k − 1 from now on.
We start by showing that for ` = 1, · · · , k, the matrix Ap contains a
(
k−1
p
)×(k−1p ) diagonal
matrix with entries ±(p` − 1) (obtained by deleting suitable rows and columns). This will
allow us to conclude that Ap has a j × j-minor equal to ±(p` − 1)j for each j = 1, . . . ,
(
k−1
p
)
.
Thus we obtain that dj(Ap) divides gjk for j = 1, . . . ,
(
k−1
p
)
:
First, keep only those columns of Ap which correspond to basis elements ei1 ∧ . . . ∧ eip ∈
Λp(Zk) satisfying ` 6= ij for all j = 1, . . . , p. As this amounts to choosing p elements out
of k − 1 without order and repetition, we are left with (k−1p ) columns (out of (kp)). Next,
we restrict to those rows which correspond to basis elements ei1 ∧ . . . ∧ eip+1 ∈ Λp+1(Zk)
satisfying ` = ij for some (necessarily unique) j = 1, . . . , p− 1. Here again
(
k−1
p
)
rows (out
of
(
k
p+1
)
) remain. The resulting matrix describes the linear map
Λp(Zk) ⊃ Z(k−1p ) → Z(k−1p ) ⊂ Λp+1(Zk), ei1 ∧ . . . ∧ eip 7→ (p` − 1) · e` ∧ ei1 ∧ . . . ∧ eip ,
which is nothing but a diagonal matrix of size
(
k−1
p
)
with entries ±(p` − 1). As explained
above, we thus obtain that dj(Ap)|gjk for j = 1, . . . ,
(
k−1
p
)
.
We will now show that the converse holds as well, i.e. gjk|dj(Ap) for j = 1, . . . ,
(
k−1
p
)
.
Note that every 1× 1-minor is either zero or p` − 1 for some ` = 1, . . . , k. This shows that
d1(Ap) = gk for 1 ≤ p ≤ k − 1. Let 1 ≤ j ≤
(
k−1
p
) − 1 and assume that dj(Ap) = gjk.
Let L be any (j + 1)× (j + 1)-matrix arising from Ap by deleting sums and rows. By the
Laplace expansion theorem, the determinant of L is given as a linear combination of some
of its j × j-minors. The coefficients in the linear combination all are entries of L. The
occurring minors are all j × j-minors of Ap. Hence, gjk|det(L) by assumption. In fact, we
have gj+1k |det(L) because all entries in Ap are divisible by gk. Altogether, dj(Ap) = gjk for
j = 1, . . . ,
(
k−1
p
)
and we have shown that for p = 1, . . . , k − 1, rp ≥
(
k−1
p
)
and δ(p)j = gk for
j = 1, . . . ,
(
k−1
p
)
.
Since Ap and Dp have isomorphic kernel and image, our considerations show that(
k−1
p
) ≤ rank(im(hp)) and rank(ker(hp)) ≤ (kp)− (k−1p ) = (k−1p−1).
By hp+1 ◦ hp = 0, we conclude that rank(ker(hp+1)) = rank(im(hp)) = (k−1p ) which implies
rp =
(
k−1
p
)
. Moreover, hp ◦ hp−1 = 0 forces T−1p S−1p−1(im(Dp−1)) ⊂ ker(Dp) or, equivalently,
im(Dp−1) ⊂ ker(DpT−1p S−1p−1). Since
im(Dp−1) = gkZ(
k−1
p−1) ⊕ {0}(kp)−(k−1p−1)
has the same rank as ker(DpT−1p S−1p−1), it means that
ker(DpT−1p S−1p−1) = Z(
k−1
p−1) ⊕ {0}(kp)−(k−1p−1).
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Moreover, Sp−1 is an automorphism of Z(
k
p) that restricts both to an isomorphism ker(Ap)
∼=−→
ker(DpT−1p S−1p−1) and to an isomorphism im(Ap−1)
∼=−→ im(Dp−1). Hence,
ker(hp)/ im(hp−1) = ker(Ap)/ im(Ap−1) ∼= ker(DpT−1p S−1p−1)/ im(Dp−1)
∼= (Z/gkZ)(
k−1
p−1).

Lemma 6.10 now allows us to compute the E2-term of the spectral sequence associated to
α−1∞ (k) : Hk yMd∞,∞ by appealing to the following simple, but useful observation.
Lemma 6.11. The group N/gSN is isomorphic to Z/gSZ. Moreover, for every 1 ≤ k ≤ |S|,
the group N/gkN is isomorphic to a subgroup of Z/gkZ.
Proof. Recall that S consists of relatively prime numbers, N = Z
[{ 1p : p ∈ S}] and let us
simply write g for gS = gcd({p− 1 : p ∈ S}). The map
N/gN → Z/gZ, 1r + gN 7→ s+ gZ,
where r is a natural number and s is the unique solution in {0, 1, . . . , g−1} of rs = 1 (mod g),
defines a group homomorphism. To see this, note first that for every p ∈ P there is a q ∈ S
such that p|q, i.e. gcd (q − 1, p) = 1. Therefore, gcd (g, p) = 1 for all p ∈ P . If 1r ∈ N , then all
the prime factors of r come from P , and it follows that gcd (g, r) = 1. Thus, the above map
is well-defined and extends by addition to the whole domain. Moreover, every s appearing as
a solution is relatively prime with g, meaning that the kernel is gN , i.e. the map is injective.
Finally, the inverse map is given by 1 + gZ 7→ 1 + gN .
For the second part, set g′k = gk/max (gcd (gk, r)), where the maximum is taken over
all natural numbers r such that 1r ∈ N , i.e. g′k is the largest number dividing gk so that
gcd (g′k, r) = 1 for all such r. Then g′kN = gkN and a similar proof as above shows that
N/gkN = N/g′kN ∼= Z/g′kZ. 
Proposition 6.12. For every 1 ≤ k ≤ |S|, the respective group Ep,02 is isomorphic to a
subgroup of (Z/gkZ)(
k−1
p−1) for 1 ≤ p ≤ k, and vanishes otherwise. Ep,12 vanishes for p ∈ Z.
Proof. Note that N is torsion free and hence a flat module over Z. Thus, an application of
Lemma 6.10 yields
Ep,02 = ker(idN ⊗hp)/ im(idN ⊗hp−1) ∼= N ⊗Z ker(hp)/ im(hp−1)
∼= N ⊗Z (Z/gkZ)(
k−1
p−1) ∼= (N ⊗Z Z/gkZ)(
k−1
p−1) ∼= (N/gkN)(
k−1
p−1)
and Lemma 6.11 shows that N/gkN is isomorphic to a subgroup of Z/gkZ. The second claim
follows from the input data. 
Remark 6.13. Assume that gk = 1 for some 1 ≤ k ≤ |S|, k < ∞, and let k ≤ ` ≤ |S| be
a natural number. If (Ep,qi )i≥1 denotes the spectral sequence associated with α−1∞ (`), then
Proposition 6.12 yields Ep,02 = 0 for all p ∈ Z.
Proof of Theorem 6.4. Let k ≥ 1 be finite with k ≤ |S|. The main idea is to use the E∞-term
of the spectral sequence associated with α−1∞ (k) to compute K∗(Md∞oeα(k)H
+
k ), up to certain
group by employing convergence of this spectral sequence, see Theorem 6.7. Recall the general
form (15) of the extension problems involved. Since FkKq(Mα∞(Md∞,∞)) = 0 and hence
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Fk−1Kq(Mα∞(Md∞,∞)) ∼= Ek,q−k∞ , we face k iterative extensions of the form:
(18)
Ek,q−k∞ ↪−→ Fk−2Kq(Mα∞(Md∞,∞)) − Ek−1,q−k+1∞
Fk−2Kq(Mα∞(Md∞,∞)) ↪−→ Fk−3Kq(Mα∞(Md∞,∞)) − Ek−2,q−k+2∞
...
...
...
F0Kq(Mα∞(Md∞,∞)) ↪−→ F−1Kq(Mα∞(Md∞,∞)) − E0,q∞ .
Using
F−1Kq(Mα∞(Md∞,∞)) = Kq(Mα∞(Md∞,∞))∼= Kk+q(Md∞,∞ oα∞(k) Hk) ∼= Kk+q(Md∞ oeα(k) H+k ),
we will thus arrive at Kk+q(Md∞oeα(k)H
+
k ), see Theorem 6.7. Recall that by Bott periodicity,
Ep,q+2∞ ∼= Ep,q∞ for all q ∈ Z. In addition, we know from Proposition 6.12 that for p ∈ Z, the
group Ep,1∞ is trivial, and Ep,0∞ vanishes unless 1 ≤ p ≤ k, in which case it is a subquotient of
Ep,02 , and thus a subquotient of (Z/gkZ)(
k−1
p−1).
Assume now that g = 1. Clearly, this holds exactly if gk = 1 for some k ≥ 1. For
such k ≥ 1, the corresponding E∞-term is trivial, yielding K∗(Md∞ oeα(k) H+k ) = 0. Using
continuity of K-theory if necessary, we obtain that AS ∼= Md∞ oeα H+ has trivial K-theory.
It follows from Kirchberg-Phillips classification that AS ∼= O2. This proves (a).
If S = {p}, AS ∼= Op by the definition of AS , and (b) follows.
Claim (c) is nothing but Proposition 5.10.
Lastly, let us prove claim (d). Let k ≥ 2, and denote by (E`, d`)`≥1 the spectral sequence
associated with α−1∞ (k). Recall that only those E`,q−`∞ with 1 ≤ ` ≤ k and q − ` ∈ 2Z may be
non-trivial subgroups of (Z/gkZ)(
k−1
`−1). Keeping track of the indices, we get∑
1≤`≤k:
` even
(
k−1
`−1
)
= 2k−2 =
∑
1≤`≤k:
` odd
(
k−1
`−1
)
.
This allows us to conclude that every element in Ki(Md∞ oeα(k) H
+
k ) is a divisor of g2
k−2
k .
This concludes the proof, as gS = gk for k ≤ |S| sufficiently large. 
Remark 6.14. It is possible to say something about the case |S| = 3, though the answer
is incomplete: Noting that E2,−2∞ is a subgroup of (Z/gZ)2, E3,−2∞ and E1,0∞ are subgroups
of Z/gZ, and the remaining terms vanish, we know that K1(Md∞ oeα H+) ∼= E2,−2∞ and
K0(Md∞ oeα H+) fits into an exact sequence
E3,−2∞ ↪−→ K0(Md∞ oeα H+)− E1,0∞ .
But we cannot say more without additional information here.
Remark 6.15. By considering AS as the k-graph C∗-algebra C∗(ΛS,θ) for finite S, see
Corollary 5.8, one could probably also apply Evans’ spectral sequence [Eva08, Theorem 3.15]
to obtain Theorem 6.4 by performing basically the same proof. In fact, Evans’ spectral
sequence is the homological counterpart of the spectral sequence used here.
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