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Abstract
We give a complete classification of 1-dimensional exponential fam-
ilies E defined over a finite space Ω = {x0, ..., xm} whose Hessian scalar
curvature is constant. We observe an interesting phenomenon: if E has
constant Hessian scalar curvature, say λ, then λ = 2
k
for some positive
integer k ≤ m. We also discuss the central role played by the binomial
distribution in this classification.
1 Introduction
Let Ω = {x0, ..., xm} be a finite set endowed with the counting measure and
let E be a 1-dimensional exponential family defined over Ω, with elements
of the form p(x; θ) = exp(C(x) + θF (x) − ψ(θ)), where C,F : Ω → R are
functions, θ ∈ R and ψ : R → R. We denote by hF , ∇(e) and ∇(m), the
Fisher metric, exponential connection and mixture connection, respectively.
As it is well-known, the dualistic structure (hF ,∇(e),∇(m)) is dually flat
[AN00]. Therefore, the tangent bundle TE is naturally a Ka¨hler manifold of
real dimension 2 [Mol13, Shi07]. Let Scal : TE → R be the corresponding
scalar curvature.
In this paper, we classify all 1-dimensional exponential families, as de-
scribed above, for which Scal is constant (see Theorem 7.9). Our proof
is based on the particularly simple expression for the Ricci tensor in com-
plex coordinates (since TE is Ka¨hler), which implies that Scal factorizes as
Scal = S ◦π, where π : TE → E is the canonical projection and S : E → R is
a globally well-defined function. Thus, solving the equation Scal ≡ constant
amounts to solve the simpler equation S ≡ constant, which can be done by
solving elementary differential equations in one variable.
An interesting consequence of the above classification is that if TE has
constant scalar curvature, then Scal = 2
k
for some positive integer k satisfy-
ing 1 ≤ k ≤ m (see Corollary 7.10). For instance, if E = B(n) is the set of
binomial distributions defined over {0, 1, ..., n}, then Scal = 2
n
.
The last section of the paper is devoted to analysing the “internal sym-
metries” of the problem, leading to a somewhat simpler reformulation of the
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classification discussed above that emphasizes the importance of the bino-
mial distribution. For this purpose, we introduce an equivalence relation
∼ on the set Em of all 1-dimensional exponential families defined over the
same set Ω = {x0, ..., xm} by declaring E ∈ Em to be equivalent to E ′ ∈ Em
if and only if they coincide as spaces of maps Ω → R. In Proposition 8.4,
we show that the set of equivalence classes is in one-to-one correspondence
with the affine Grassmannian Graff1(R
m) of 1-dimensional affine subspaces
of Rm, that is,
Em/ ∼ ∼= Graff1(Rm).
Then, given E ∈ Em, we introduce the reduced exponential family of E ,
denoted by Ered (see Definition 8.6). It is an exponential family defined over
a finite set Ωred, with elements of the form exp{Cred(x)+θFred(x)−ψred(θ)}.
Its dualistic structure is isomorphic to that of E , but in general Ωred 6= Ω,
and Fred is always strictly increasing. Then we reformulate the classification
given in Theorem 7.9 as follows (see Proposition 8.8). If E is a 1-dimensional
exponential family defined over Ω = {x0, ..., xm}, then Scal : TE → R is
constant if and only if Ered ∼ B(p), where p+ 1 is the cardinality of Ωred.
For the convenience of the reader, the paper gives a rather detailed dis-
cussion on the relation between Ka¨hler geometry and statistics. The topics
covered include: definition and examples of Ka¨hler manifolds (Section 2),
connections and connectors (Section 3), Dombrowki’s construction (Section
4), Ricci curvature (Section 5) and statistical manifolds (Section 6).
In Section 7, we classify all 1-dimensional exponential families E with
constant scalar curvature on TE (Theorem 7.9).
In Section 8, we reformulate the classification result obtained in the pre-
ceding section by using equivalence classes and reduced exponential families
(Proposition 8.8).
Notations. If M is a manifold, then X(M) will denote the space of
vector fields onM and C∞(M) the space of smooth real-valued functions on
M . TM will denote the tangent bundle of M and TTM the tangent bundle
of the tangent bundle of M (hence if dim(M) = n, then dim(TTM) = 4n).
The derivative of a smooth map f : M → N between manifolds at a point
p ∈M will be denoted by f∗p .
2 Ka¨hler manifolds
General references are [Bal06, Huy05, Mor07].
Definition 2.1. A complex manifold of complex dimension n is a Hausdorff
topological space M together with a family of maps φα : Uα → Cn, α ∈ A,
where each Uα ⊂M is an open set, such that:
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• ∪α∈ A Uα =M ,
• φα(Uα) is an open subset of Cn for all α ∈ A,
• φα is a homeomorphism onto its image for all α ∈ A,
• φβ ◦ φ−1α : φα(Uα ∩Uβ)→ φβ(Uα ∩Uβ) is holomorphic for all α, β ∈ A
(provided Uα ∩ Uβ 6= ∅).
The family A := {(Uα, φα) |α ∈ A} is called a complex atlas.
Just as for smooth manifolds, one defines complex charts and complex
coordinates on a complex manifold M .
In what follows, we will often identify Cn with R2n via the map
R
2n → Cn, (x1, ..., xn, y1, ..., yn) 7→ (x1 + iy1, ..., xn + iyn).
Upon this identification, every complex atlas ofM determines a smooth atlas
of real dimension 2n. Therefore, complex manifolds of complex dimension
n are naturally smooth manifolds of dimension 2n.
Let M be a complex manifold of complex dimension n with complex
atlas A = {(Uα, φα) ∣∣α ∈ A}. For each α ∈ A and each p ∈ Uα, define
(Jα)p : TpM → TpM by
(Jα)p := (φ
−1
α )∗φ(p) ◦ JR2n ◦ (φα)∗p ,
where JR2n : R
2n → R2n is the linear map whose matrix representation in
the canonical basis is [
0 −In
In 0
]
.
It is easy to check that if p ∈ Uα ∩Uβ, then (Jα)p = (Jβ)p. Thus we will use
the notation Jp instead of (Jα)p. Letting p ∈ M vary, we obtain a smooth
tensor J : TM → TM on the smooth manifoldM that satisfies J◦J = −Id.
The tensor J is called the complex structure of the complex manifoldM .
Definition 2.2. LetM be a smooth manifold. A smooth tensor J : TM →
TM satisfying J ◦ J = −Id is called an almost complex structure.
Example 2.3. The complex structure of a complex manifold is an almost
complex structure.
An almost complex structure J on a smooth manifold M is said to be
integrable if there exists a complex atlas onM whose corresponding complex
structure coincides with J . The Newlander-Nirenberg Theorem asserts that
an almost complex structure J is integrable if and only if the Nijenhuis
tensor, defined by
NJ(X,Y ) = [X,Y ] + J [JX, Y ] + J [X,JY ]− [JX, JY ],
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vanishes identically for all vector fields X,Y on M (see [NN57]).
Therefore, a complex manifold can be viewed as a pair (M,J), where M
is a smooth manifold and J : TM → TM is an integrable almost complex
structure.
Definition 2.4. An almost Hermitian manifold is a triple (M,g, J), where
M is a smooth manifold, g is a Riemannian metric and J is an almost
complex structure such that gp(Ju, Jv) = gp(u, v) for all p ∈ M and all
u, v ∈ TpM .
If (M,g, J) is an almost Hermitian manifold, we define a 2-form ω on
M , called the fundamental form, by
ωp(u, v) := gp(Ju, v), (p ∈M, u, v ∈ TpM).
Definition 2.5. AKa¨hler manifold is an almost Hermitian manifold (M,g, J)
satisfying the following analytical conditions:
(i) the fundamental form ω is closed, that is, dω = 0,
(ii) J is integrable.
Example 2.6. The manifold M = Cn ≃ R2n endowed with the Euclidean
metric and the almost complex structure JR2n is a Ka¨hler manifold, whose
fundamental form is
ω =
n∑
k=1
dxk ∧ dyk,
where x1, ...xn, y1, ..., yn are linear coordinates of R
2n.
Example 2.7. The unit sphere S2 ⊆ R3 endowed with the round metric g
induced by R3, and complex structure Jp(u) := −p× u (cross product) is a
Ka¨hler manifold with fundamental form ω given by
ωp(u, v) := −det(p, u, v) = −gp(p, u× v),
where p ∈ S2 and u, v ∈ TpS2 = {plane orthogonal to p}.
Example 2.8. The complex projective space P(Cn) is the set of all complex
lines in Cn passing through the origin. Let π : Cn − {0} → P(Cn), z =
(z1, ..., zn) 7→ [z] = [z1, ..., zn] = Cz. We define a topology on P(Cn) by
declaring U ⊆ P(Cn) to be open if and only if π−1(U) is open in Cn −
{0}. It can be shown that the family of maps φi :
{
[z1, ..., zn]
∣∣ zi 6= 0} →
Cn−1, [z1, ..., zn] 7→
(
z1
zi
, ..., zi−1
zi
, zi+1
zi
, ..., zn
zi
)
, i = 1, ..., n, defines a complex
atlas on P(Cn). The restriction of π to the unit sphere S2n−1 ⊆ R2n ∼= Cn
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yields a surjective submersion π|S2n−1 : S2n−1 → P(Cn) and hence there are
tensors g and ω on P(Cn) characterized by the formulas
(π|S2n−1)∗g = j∗Re〈·, ·〉 and (π|S2n−1)∗ω = j∗Im〈·, ·〉,
where j : S2n−1 →֒ Cn ∼= R2n is the inclusion, Re〈·, ·〉 and Im〈·, ·〉 are
the real and imaginary parts of the standard Hermitian product 〈z, w〉 =
z1w1 + ...+ znwn on C
n.
It can be shown that (P(Cn), g, J) is a Ka¨hler manifold, where J is the
associated complex structure, with fundamental form ω.
3 Connections and connectors
This section follows closely [Dom62]. Let M be a manifold.
Definition 3.1. A linear connection ∇ on M is a map X(M) × X(M) →
X(M), (X,Y ) 7→ ∇XY , satisfying the following properties:
(i) ∇fX+gY Z = f∇XZ + g∇Y Z,
(ii) ∇X(Y + Z) = ∇XY +∇XZ,
(iii) ∇X(fY ) = X(f)Y + f∇XY ,
for all vector fields X,Y,Z ∈ X(M) and for all functions f, g ∈ C∞(M).
In local coordinates (x1, ..., xn) on U ⊆ M , if X =
∑n
k=1X
i ∂
∂xk
and
Y =
∑n
k=1 Y
k ∂
∂xk
, then, by standard computations,
∇XY =
n∑
k=1
(
X(Y k) +
n∑
i,j=1
XiY jΓkij
)
∂
∂xk
, (3.1)
where Γkij : U → R are the Christoffel symbols, defined by the formula
∇ ∂
∂xi
∂
∂xj
=
n∑
k=1
Γkij
∂
∂xk
for i, j = 1, ..., n.
Let π : TM → M be the canonical projection and let (U,ϕ) be a chart
for M with local coordinates (x1, ..., xn). Define ϕ˜ : π
−1(U)→ R2n by
ϕ˜
( n∑
i=1
ui
∂
∂xi
∣∣∣∣
p
)
= (x1(p), ..., xn(p), u1, ..., un).
Then (π−1(U), ϕ˜) is a chart for TM ; let (q1, ..., qn, r1, ..., rn) be the corre-
sponding local coordinates (in particular, qi = xi ◦ π for every i = 1, ..., n).
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Let u =
∑n
k=1 uk
∂
∂xk
∣∣
p
∈ π−1(U) be arbitrary. Define a linear map
Ku : Tu(TM)→ TpM by
Ku
(
∂
∂qa
∣∣∣∣
u
)
:=
n∑
k,j=1
Γkaj(p)uj
∂
∂xk
∣∣∣∣
p
for a = 1, ..., n,
Ku
(
∂
∂ra
∣∣∣∣
u
)
:=
∂
∂xa
∣∣∣∣
p
for a = 1, ..., n.
Lemma 3.2. Let X and Y be vector fields on M . Suppose Y (p) = u. Then
Ku(Y∗pXp) = (∇XY )(p).
Proof. By standard computations,
Y∗pXp =
n∑
a=1
(
Xa(p)
∂
∂qa
∣∣∣∣
u
+Xp(Y
a)
∂
∂ra
∣∣∣∣
u
)
so
Ku(Y∗pXp) =
n∑
a=1
(
Xa(p)
n∑
k,j=1
Γkaj(p)Y
j(p)
∂
∂xk
∣∣∣∣
p
+Xp(Y
a)
∂
∂xa
∣∣∣∣
p
)
,
where we have used uj = Y
j(p). Comparing the above formula with the
local expression for ∇XY in coordinates (see (3.1)), one obtains the desired
formula.
Clearly, vectors of the form Y∗pXp, with Yp = u, generate Tu(TM), and
so the above lemma implies that the definition of Ku is independant of the
choice of the chart (U,ϕ).
The map
K : TTM → TM,
defined for A ∈ Tu(TM) by K(A) := Ku(A), is called connector, or connec-
tion map, associated to ∇.
The following result is an immediate consequence of the definition of K.
Proposition 3.3. Let K be the connector associated to a connection ∇ on
M . The following holds.
(i) For every pair X,Y of vector fields on M , ∇XY = KY∗X, where Y∗X
denotes the derivative of Y in the direction of X.
(ii) For every u ∈ TpM , the restriction of K to Tu(TM) is a linear map
Tu(TM)→ TpM .
If A ∈ Tu(TM) is such that π∗uA = 0 and K(A) = 0, then a simple
calculation using local coordinates shows that A = 0. Therefore,
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Proposition 3.4. Let K be the connector associated to a connection ∇ on
M . Given u ∈ TpM , the map Tu(TM)→ TpM ⊕ TpM , defined by
A 7→ (π∗uA,KA), (3.2)
is a linear bijection.
Thus, given a linear connection ∇, we can identify at any point u ∈ TpM
the vector spaces Tu(TM) and TpM ⊕ TpM via the map (3.2).
4 Dombrowski’s construction
Let M be a smooth manifold endowed with a connection ∇. We will denote
by π : TM →M the canonical projection.
By Proposition 3.4, there is an identification of vector spaces Tu(TM) ∼=
TpM ⊕ TpM , where p = π(u). If there is no danger of confusion, we will
therefore regard an element of Tu(TM) as a pair (v,w), where v,w ∈ TpM .
Let h be a Riemannian metric on M . The pair (h,∇) determines an
almost Hermitian structure on TM via the following formulas:
gu
((
v,w
)
,
(
v,w
))
:= hp
(
v, v
)
+ hp
(
w,w
)
, (metric)
ωu
((
v,w
)
,
(
v,w
))
:= hp
(
v,w
)− hp(w, v), (2-form)
Ju
((
v,w
))
:= hp
(− w, v), (almost complex structure)
where u, v, w, v, w ∈ TpM .
The tensors g, J, ω are smooth (this will follow from their coordinate rep-
resentation, see Proposition 4.5 below) and clearly, J2 = −Id, g(Ju, Jv) =
g(u, v) and ω(u, v) = g(Ju, v) for all u, v ∈ TM such that π(u) = π(v).
Thus, (TM, g, J) is an almost Hermitian manifold with fundamental form
ω. This is Dombrowski’s construction [Dom62].
We now review the analytical properties of Dombrowski’s construction.
We begin with some definitions.
Definition 4.1. A dualistic structure on a manifoldM is a triple (h,∇,∇∗),
where h is a Riemannian metric and where ∇ and ∇∗ are linear connections
satisfying
Xg(Y,Z) = g(∇XY,Z) + g(Y,∇∗XZ)
for all vector fields X,Y,Z on M . The connection ∇∗ is called the dual
connection of ∇ (and vice versa).
As the literature is not uniform, let us agree that the torsion T and the
curvature tensor R of a connection ∇ are defined as
T (X,Y ) := ∇XY −∇YX − [X,Y ],
R(X,Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z,
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where X,Y,Z are vector fields on M . By definition, a linear connection is
flat if the torsion and curvature tensor are identically zero onM . A manifold
endowed with a flat linear connection is called an affine manifold.
Definition 4.2. A dualistic structure (h,∇,∇∗) is dually flat if both ∇ and
∇∗ are flat.
Proposition 4.3. Let (h,∇,∇∗) be a dualistic structure on M and let
(g, J, ω) be the almost Hermitian structure on TM associated to (h,∇) via
Dombrowski’s construction. The following are equivalent.
(i) (TM, g, J, ω) is a Ka¨hler manifold.
(ii) (M,h,∇,∇∗) is dually flat.
Proof. See [Dom62, Mol13].
We now direct our attention to the coordinate expressions for g, J and
ω.
Definition 4.4. Suppose (M,∇) is an affine manifold. An affine coordinate
system is a coordinate system (x1, ..., xn) defined on some open set U ⊆M
such that
∇ ∂
∂xi
∂
∂xj
= 0
for all i, j = 1, ..., n.
It can be shown that for every point p in an affine manifoldM , there is an
affine coordinate system (x1, ..., xn) defined on some neighborhood U ⊆ M
of p (see [Shi07]).
Proposition 4.5. Let (h,∇,∇∗) be a dually flat structure on a manifold
M and let (g, J, ω) be the Ka¨hler structure on TM associated to (h,∇)
via Dombrowski’s construction. Let x = (x1, ..., xn) be an affine coordinate
system with respect to ∇ on U ⊆ M , and let (q, r) = (q1, ..., qn, r1, ..., rn)
denote the corresponding coordinates on π−1(U), as described before Lemma
3.2. Then, in the coordinates (q, r),
g =
[
hij 0
0 hij
]
, J =
[
0 −In
In 0
]
, ω =
[
0 hij
−hij 0
]
, (4.1)
where hij = h
(
∂
∂xi
, ∂
∂xj
)
, i, j = 1, ..., n.
Proof. See [Mol14].
Corollary 4.6. Under the hypotheses of Proposition 4.5, if zk := qk +
irk, k = 1, ..., n, then (z1, ..., zn) are complex coordinates on the complex
manifold (TM, J).
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5 Ricci curvature
Let N be a Ka¨hler manifold with Ka¨hler metric g. We denote by Ric the
Ricci tensor of g,
Ric(X,Y ) := trace{Z 7→ R(Z,X)Y },
where X,Y,Z are vector fields on N and R is the curvature tensor of g.
On the complexified tangent bundle TNC = TN ⊗R C, we extend C-
linearly every tensor of N at every point p ∈ N . For simplicity, we use the
same symbols (g, Ric, etc) to indicate the corresponding C-linear extensions.
Regarding local computations and indices, Greek indices α, β, γ shall run
over 1, ..., n while capital letters A,B,C, ... shall run over 1, ..., n, 1, 2, ..., n.
Let (z1, ..., zn) be a system of complex coordinates on N . We denote by xα
and yα the real and imaginary part of zα, i.e., zα = xα + iyα. With this
notation, the vectors
Zα :=
∂
∂zα
=
1
2
(
∂
∂xα
− i ∂
∂yα
)
and Zα :=
∂
∂zα
=
1
2
(
∂
∂xα
+ i
∂
∂yα
)
,
where α = 1, ..., n, form a basis for TNC. Let RicAB = Ric(ZA, ZB) be
the components of the Ricci tensor in this basis. As it is well-known, these
components are elegantly expressed via the following formulas:
Ricαβ = Ricαβ ≡ 0, Ricαβ = Ricαβ and Ricαβ = −
∂2 ln det(G)
∂zα∂zβ
,
(5.1)
where G := (gαβ)1≤α,β≤n is the associated Hermitian matrix.
We now specialize to the case N = TM , assuming that g is the Ka¨hler
metric associated to a dually flat structure (h,∇,∇∗) on M via Dom-
browski’s construction.
Fix an affine coordinate system (x1, ..., xn) on an open set U ⊆M with
respect to ∇, and let (q, r) = (q1, ..., qn, r1, ..., rn) be the corresponding co-
ordinates on π−1(U), as described before Lemma 3.2, where π : TM → M
is the canonical projection.
Given 1 ≤ α ≤ n, define zα := qα + irα. Then (z1, ..., zn) are complex
coordinates on π−1(U) ⊆ TM . Applying (5.1), we obtain
gαβ =
1
2
hαβ ◦ π and Ricαβ = −
1
4
(
∂2 ln d
∂xα∂xβ
)
◦ π, (5.2)
where d is the determinant of the matrix (hαβ). The second formula in (5.2)
is the local expression for the Ricci tensor in the basis {Zα, Zα}. Returning
to the coordinates (q, r), a direct calculation using
9
∂∂qk
=
∂
∂zk
+
∂
∂zk
and
∂
∂rk
= i
(
∂
∂zk
− ∂
∂zk
)
,
shows the following result (see [Mol14]).
Proposition 5.1. Let (h,∇,∇∗) be a dually flat structure on M and let
g be the Ka¨hler metric on TM associated to (h,∇) via Dombrowski’s con-
struction. If x = (x1, ..., xn) is an affine coordinate system onM with respect
to ∇, then in the coordinates (q, r), the matrix representation of the Ricci
tensor of g is
Ric
(
q, r
)
=
[
βαβ 0
0 βαβ
]
, where βαβ = −1
2
∂2 ln d
∂xα∂xβ
, (5.3)
and where d is the determinant of the matrix hαβ = h
(
∂
∂xα
, ∂
∂xα
)
.
Recall that the scalar curvature is, by definition, the trace of the Ricci
tensor.
Corollary 5.2. Under the hypotheses of Proposition 5.1, the scalar curva-
ture of g is given in the coordinates (q, r) by
Scal(q, r) = −
n∑
α,β=1
hαβ
∂2 ln d
∂xα∂xβ
, (5.4)
where d is the determinant of the matrix hαβ , and where h
αβ are the coef-
ficients of the inverse matrix of hαβ.
Observe that the scalar curvature on TM can be written Scal = S ◦ π,
where S : M → R is a globally defined function whose local expression is
given by the right hand side of (5.4). The function S is called Hessian scalar
curvature (see [Shi07]).
6 Statistical manifolds
General references are [AJLS17, AN00, MR93].
Definition 6.1. A statistical manifold is a pair (S, j), where S is a manifold
and where j is an injective map from S to the space of all probability density
functions p defined on a fixed measure space (Ω, dx):
j : S →֒
{
p : Ω→ R
∣∣∣ p is measurable, p ≥ 0 and ∫
Ω
p(x)dx = 1
}
.
If ξ = (ξ1, ..., ξn) is a coordinate system on a statistical manifold S,
then we shall indistinctly write p(x; ξ) or pξ(x) for the probability density
function determined by ξ.
Given a “reasonable” statistical manifold S, it is possible to define a
metric hF and a family of connections ∇(α) on S (α ∈ R) in the following
way: for a chart ξ = (ξ1, ..., ξn) of S, define(
hF
)
ξ
(
∂i, ∂j
)
:= Epξ
(
∂i ln
(
pξ
)· ∂j ln(pξ)),
Γ
(α)
ij,k
(
ξ
)
:= Epξ
[(
∂i∂j ln
(
pξ
)
+ 1−α2 ∂i ln
(
pξ
)· ∂j ln(pξ)), ∂k ln(pξ)],
where Epξ denotes the mean, or expectation, with respect to the probability
pξdx, and where ∂i is a shorthand for
∂
∂ξi
. It can be shown that if the above
expressions are defined and smooth for every chart of S, then hF is a well
defined metric on S called the Fisher metric, and that the Γ
(α)
ij,k’s define a
connection ∇(α) via the formula Γ(α)ij,k(ξ) = (hF )ξ(∇(α)∂i ∂i, ∂j), which is called
the α-connection.
Among the α-connections, the (±1)-connections are particularly impor-
tant; the 1-connection is usually referred to as the exponential connection,
also denoted by ∇(e), while the (1)-connection is referred to as the mixture
connection, denoted by ∇(m).
In this paper, we will only consider statistical manifolds S for which the
Fisher metric and α-connections are well defined.
Proposition 6.2. Let S be a statistical manifold. Then, (hF ,∇(α),∇(−α))
is a dualistic structure on S. In particular, ∇(−α) is the dual connection of
∇(α).
Proof. See [AN00].
We now recall the definition of an exponential family.
Definition 6.3. An exponential family E on a measure space (Ω, dx) is a
set of probability density functions p(x; θ) of the form
p(x; θ) = exp
{
C(x) +
n∑
i=1
θiFi(x)− ψ(θ)
}
,
where C,F1..., Fn are measurable functions on Ω, θ = (θ1, ..., θn) is a vector
varying in an open subset Θ of Rn and where ψ is a function defined on Θ.
In the above definition it is assumed that the family of functions {1, F1, ...,
Fn} is linearly independent, so that the map p(x, θ) 7→ θ becomes a bijec-
tion, hence defining a global chart for E . The parameters θ1, ..., θn are called
the natural or canonical parameters of the exponential family E .
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Example 6.4 (Normal distribution). Normal distributions,
p(x;µ, σ) =
1√
2πσ
exp
{
−
(
x− µ)2
2σ2
} (
x ∈ R),
form a 2-dimensional statistical manifold, denoted by N , parameterized by
(µ, σ) ∈ R × R∗+, where µ ∈ R is the mean and σ ∈ R∗+ is the standard
deviation (here R∗+ :=
{
x ∈ R∣∣x > 0}). It is an exponential family, because
p(x;µ, σ) = exp
{
θ1F1(x) + θ2F2(x)− ψ(θ)
}
, where
θ1 =
µ
σ2
, θ2 = − 1
2σ2
, C(x) = 0, F1(x) = x, F2(x) = x
2,
ψ(θ) = −(θ1
)2
4θ2
+
1
2
ln
(
− π
θ2
)
.
Example 6.5. Given a finite set Ω = {x1, ..., xn}, define
P×n =
{
p : Ω→ R
∣∣∣ p(x) > 0 for all x ∈ Ω and n∑
k=1
p(xk) = 1
}
.
Elements of P×n can be parametrized as follows: p(x; θ) = exp
{∑n−1
i=1 θiFi(x)−
ψ(θ)
}
, where
θ = (θ1, ..., θn−1) ∈ Rn−1, Fi(xj) = δij (Kronecker delta),
ψ(θ) = − ln
(
1 +
n−1∑
i=1
exp
(
θi
))
.
Therefere P×n is an exponential family of dimension n− 1.
Example 6.6 (Binomial distribution). The set of binomial distributions
defined over Ω := {0, ..., n},
p(k) =
(
n
k
)
qk
(
1− q)n−k, (k ∈ Ω, q ∈ (0, 1)),
where
(
n
k
)
= n!(n−k)!k! , is a 1-dimensional statistical manifold, denoted by
B(n), parametrized by q ∈ (0, 1). It is an exponential family, because p(k) =
exp
{
C(k) + θF (k)− ψ(θ)}, where
θ = ln
( q
1− q
)
, C
(
k
)
= ln
(
n
k
)
, F (k) = k,
ψ(θ) = n ln
(
1 + exp(θ)
)
.
Proposition 6.7. Let E be an exponential family such as in Definition 6.3.
Then (E , hF ,∇(e),∇(m)) is dually flat.
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Proof. See [AN00].
Corollary 6.8. The tangent bundle TE of an exponential family E is a
Ka¨hler manifold for the Ka¨hler structure (g, J, ω) associated to (hF ,∇(e))
via Dombrowski’s construction.
Proof. Follows from Proposition 4.3.
In the sequel, by the Ka¨hler structure of TE , we will implicitly refer to
the Ka¨hler structure of TE described in Corollary 6.8.
Example 6.9 ([Mol12, Mol13]). Let P×n be the statistical manifold defined
in Example 6.5. For an appropriate normalization of the Fubini-Study met-
ric and symplectic form, it can be shown that there exists a map
τ : TP×n → P(Cn)×,
where P(Cn)× = {[z1, ..., zn] ∈ P(Cn) | zk 6= 0 ∀ k = 1, ..., n}, with the fol-
lowing properties:
(i) τ is a universal covering map whose Deck transformation group is
isomorphic to Zn−1,
(ii) τ is holomorphic and locally isometric.
In particular, if Deck(τ) denotes the Deck transformation group of τ , then
TP×n /Deck(τ) ∼= P(Cn)× (isomorphism of Ka¨hler manifolds).
Example 6.10 (Binomial distribution [Mol13]). Let B(n) be the set of
binomial distributions defined over Ω := {0, ..., n}, as in Example 6.6. Let
S2 be the unit sphere in R3. Consider the map τ : TB(n) → (S2)× :=
S2 − {(±1, 0, 0)} given by
τ(q, r) =
(
tanh(q/2),
cos(r/2)
cosh(q/2)
,
sin(r/2)
cosh(q/2)
)
,
where (q, r) are the coordinates on TB(n) associated to the natural param-
eter θ, as described before Lemma 3.2.
It is easy to check that if the Ka¨hler structure of S2 (as described in
Example 2.7) is multiplied by n, then τ is a holomorphic and locally isometric
universal covering map whose Deck transformation group is Deck(τ) ∼= Z.
Therefore TB(n)/Deck(τ) ∼= (S2)× (isomorphism of Ka¨hler manifolds).
Example 6.11 (Normal distributions [Mol14]). Let N be the set of
Gaussian distributions, as defined in Example 6.4. As a complex manifold,
TN is the product H× C, where H := {τ ∈ C | Im(τ) > 0} is the Poincare´
upper half-plane. The metric of the space H×C is the Ka¨hler-Berndt metric
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gKB, which can be described as follows. If τ = u+iv ∈ H and z = x+iy ∈ C,
then in the coordinates
(
u, v, x, y
)
,
gKB
(
τ, z
)
=

v+y2
v3
0 − y
v2
0
0 v+y
2
v3
0 − y
v2
− y
v2
0 1
v
0
0 − y
v2
0 1
v
 .
This metric plays an important role in the context of Number Theory, in
relation to the so-called Jacobi forms [BS98, EZ85].
We end this section with some technical results that we will use in the
next section.
Let E be an exponential family of dimension n defined over the measure
space (Ω, dx), with elements of the form
p
(
x; θ
)
= exp
{
C(x) +
n∑
i=1
θiFi(x)− ψ(θ)
}
,
where C,F1, ..., Fn are measurable functions on Ω, θ = (θ1, ..., θn) is a vector
in an open subset Θ of Rn and where ψ is a function defined on Θ.
Given i = 1, ..., n, we defined ηi : E → R by
ηi
(
θ
)
= Epθ
(
Fi
)
=
∫
Ω
Fi
(
x
)
p
(
x; θ
)
dx.
The functions η1, ..., ηn are called expectation parameters. Note that, if the
functions Fi : Ω → R are not measurable, the existence of the functions ηi
is not guaranteed. However, in the particular case where Ω is finite, the
functions ηi exist and have good properties, as described in the following
result.
Proposition 6.12. Let E be an exponential family defined over a finite set
Ω = {x0, x1, ..., xm} endowed with the counting measure, with C,F1, ..., Fn :
Ω→ R, θ ∈ Θ and ψ : Θ→ R as above. The following holds.
(i) The set Θ can be taken equal to Rn.
(ii)
(
η1, ..., ηn
)
is a global system of affine coordinates with respect to∇(m).
(iii)
∂ψ
∂θi
= ηi for all i = 1, ..., n,
(iv)
∂2ψ
∂θi∂θj
=
∂ηi
∂θj
= hF
( ∂
∂θi
,
∂
∂θj
)
, for all i, j = 1, ..., n.
(v) ψ(θ) = ln
{ m∑
k=0
exp
(
C
(
xk
)
+
n∑
j=1
θjFj
(
xk
))}
for all θ ∈ Rn.
Proof. See [AN00].
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7 Constant scalar curvature
Let Ω = {x0, x1, ..., xm} be a finite set endowed with the counting measure
dx. Let E be a 1-dimensional exponential family defined over (Ω, dx), with
elements of the form
p(x; θ) = exp
{
C(x) + θF (x)− ψ(θ)}, (7.1)
where C,F : Ω → R are functions, θ ∈ R and ψ : R → R is a function. We
denote by η : E → R the expectation parameter.
We will use the following notations:
• Fi := F (xi), Ci := C(xi), i = 0, ...,m,
• Fmin := min{F0, ..., Fm}, Fmax := max{F0, ..., Fm},
• I := {0, 1, ...,m},
• Imin := {k ∈ I | Fk = Fmin},
• Imax := {k ∈ I | Fk = Fmax}.
Note that Fmin 6= Fmax (since the functions 1 and F are assumed to be
linearly independent). Note also that Imin 6= ∅ and Imax 6= ∅.
Lemma 7.1. We have
lim
θ→−∞
η
(
θ
)
= Fmin and lim
θ→+∞
η
(
θ
)
= Fmax.
In particular, η is a bounded function.
Proof. By Proposition 6.12, (iii) and (iv), we have
η
(
θ
)
=
∂ψ
∂θ
=
∂
∂θ
(
ln
{ m∑
k=0
exp
{
C
(
xk
)
+ θF
(
xk
)}})
=
m∑
k=0
Fk
eCk+θFk
eC0+θF0 + · · · + eCm+θFm .
Multiplying the numerator and denominator by e−θFmin yields
η
(
θ
)
=
m∑
k=0
Fk
eCk+θ(Fk−Fmin)
eC0+θ(F0−Fmin) + · · ·+ eCm+θ(Fm−Fmin)
=
∑
k∈Imin
Fmin
eCk∑
i∈Imin
eCi +
∑
i∈Icmin
eCi+θ(Fi−Fmin)
+
∑
k∈Icmin
Fk
eCk+θ(Fk−Fmin)∑
i∈Imin
eCi +
∑
i∈Icmin
eCi+θ(Fi−Fmin)
,
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where Icmin = I − Imin. If k ∈ Icmin, then Fk − Fmin > 0 and so,
lim
θ→−∞
eCk+θ(Fk−Fmin) = 0.
Thus,
lim
θ→−∞
η
(
θ
)
=
∑
k ∈ Imin
Fmin
eCk∑
i ∈ Imin
eCi
= Fmin
∑
k ∈ Imin
eCk∑
i ∈ Imin
eCi
= Fmin.
Analogously,
lim
θ→+∞
η
(
θ
)
= Fmax.
The lemma follows.
Let (g, J, ω) be the Ka¨hler structure on TE associated to (hF ,∇(e)) via
Dombrowski’s construction. We denote by Scal : TE → R the corresponding
scalar curvature.
Proposition 7.2. Suppose the scalar curvature of TE is constant and equal
to λ ∈ R. Then λ 6= 0 and there exist a, b, r, s ∈ R, with a 6= b, such that
ψ
(
θ
)
=
2
λ
ln
{
eaθ+r + ebθ+s
}
for all θ ∈ R. Consequently, the coordinate expression for the Fisher metric
with respect to θ is
hF (θ) =
∂2ψ
∂θ2
=
(a− b)2
2λ cosh2
(
a−b
2 θ +
r−s
2
) ,
where cosh(x) = e
x+e−x
2 is the hyperbolic cosine function.
Proof. By Corollary 5.2,
Scal = −hF
(
θ
)
−1 ∂
2
∂θ2
(
ln
(
hF
(
θ
)))
,
where hF (θ) := hF
(
∂
∂θ
, ∂
∂θ
)
, and so,
Scal = λ ⇔ −hF
(
θ
)
−1 ∂
2
∂θ2
(
ln
(
hF
(
θ
)))
= λ
⇔ ∂
2
∂θ2
(
ln
(
hF
(
θ
)))
= −λhF
(
θ
)
⇔ ∂
2
∂θ2
(
ln
(∂η
∂θ
))
=
∂
∂θ
(−λη),
16
where we have used hF =
∂η
∂θ
(see Proposition 6.12). Integrating we obtain
∂
∂θ
(
ln
(∂η
∂θ
))
= −λη + c1, c1 ∈ R,
which is equivalent to
∂2η
∂θ2
∂η
∂θ
= −λη + c1 ⇔ ∂
2η
∂θ2
=
∂
∂θ
(−λ
2
η2 + c1η + c2
)
⇔ ∂η
∂θ
= −λ
2
η2 + c1η + c2 + c3,
where c2, c3 ∈ R. We conclude that Scal ≡ λ if and only if there exist
a, b ∈ R such that
∂η
∂θ
= −λ
2
η2 + aη + b. (7.2)
Because ∂η
∂θ
= hF
(
θ
)
> 0, Equation (7.2) implies that
−λ
2
η
(
θ
)2
+ aη
(
θ
)
+ b > 0. (7.3)
Therefore we can divide both sides of (7.2) by (7.3). This yields
∂η
∂θ
−λ2η
(
θ
)2
+ aη
(
θ
)
+ b
= 1. (7.4)
Hence it all boils down to integrate the function
1
−12λx2 + ax+ b
, x ∈ R.
Let △ = a2 − 4b(−12λ) = a2 + 2bλ be the discriminant of the polynomial
−12λx2 + ax+ b. We will consider 3 cases.
Case 1: △ < 0. Integration of (7.4) yields:
2√−△ arctan
(−λη + a√−△
)
= θ + c, c ∈ R.
The left hand side of this equation is a bounded function, whereas the right
hand side is not. Thus this case is not possible.
Case 2: △ = 0. First, suppose that λ = 0. Then the condition △ = 0
implies that a = 0, which also implies by (7.3) that b > 0. On the other
hand, it follows from (7.2) that η
(
θ
)
= bθ + c. By Lemma 7.1, the function
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η is bounded, whereas the function bθ + c is not (since b 6= 0). It follows
that λ = 0 is impossible.
Now suppose that λ 6= 0. In this case, there exists α ∈ R such that
−λ
2
η2 + aη + b = −λ
2
(
η + α
)2
.
Integrating (7.4) we obtain
2
λ
1
η + α
= θ + c, c ∈ R. (7.5)
Putting θ = −c in (7.5) yields 1
η(−c)+α = 0, which is not possible.
Case 3: △ > 0. Suppose first that λ = 0 (in particular, this implies
a 6= 0). Then, by (7.4),
∂η
∂θ
aη(θ) + b
= 1,
and so, there exists c ∈ R− {0} such that
η(θ) =
1
a
(ceaθ − b),
which is not possible, since η is bounded.
Suppose that λ 6= 0. In this case, there exist α, β ∈ R with α < β, such
that
−λ
2
η2 + aη + b = −λ
2
(
η − α)(η − β).
Then, integration of (7.4) yields
− 2
λ
1
α− β ln
∣∣∣∣η − αη − β
∣∣∣∣ = θ + c, c ∈ R,
and so ∣∣∣∣η − αη − β
∣∣∣∣ = eλ2 (θ+c)(β−α). (7.6)
It follows from (7.6) that α, β /∈ Im(η). Therefore we have the following
possibilities:
(i) Im
(
η
) ⊆ (−∞, α) ∪ (β,+∞).
In this case, (7.6) becomes
η − α
η − β = e
λ
2 (θ+c)(β−α) ⇔ η − α = (η − β)eλ2 (θ+c)(β−α).
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Putting θ = −c we obtain α = β which is a contradiction.
(ii) Im(η) ⊆ (α, β). In this case,
η − α
β − η = e
λ
2 (θ+c)(β−α),
from which it follows that
η(θ) =
αe
λ
2α(θ+c) + βe
λ
2 β(θ+c)
e
λ
2α(θ+c) + e
λ
2 β(θ+c)
.
Integrating again (remember that ∂ψ
∂θ
= η) we obtain
ψ(θ) =
2
λ
ln
(
e
λ
2α(θ+c) + e
λ
2 β(θ+c)
)
+ 2
λ
ln
(
eω
)
,
where 2
λ
ln
(
eω
)
is a constant. Then,
ψ(θ) = 2
λ
ln
(
e
λ
2 αθ+
λ
2αc + e
λ
2 βθ+
λ
2 βc)
)
+ 2
λ
ln
(
eω
)
= 2
λ
ln
((
e
λ
2αθ+
λ
2 αc + e
λ
2 βθ+
λ
2 βc
)
eω
)
= 2
λ
ln
((
e
λ
2αθ+
λ
2 αc+ω + e
λ
2 βθ+
λ
2 βc+ω
))
.
Letting a := λ2α, b :=
λ
2β, r :=
λ
2αc+ω and s :=
λ
2βc+ω, yields the desired
result.
Corollary 7.3. If the scalar curvature of TE is constant and equal to λ ∈ R,
then λ > 0.
Proof. This follows immediately from the formula hF (θ) =
(a−b)2
2λ cosh2
(
a−b
2 θ+
r−s
2
)
and the fact that hF (θ) > 0 for all θ ∈ R (since hF is a metric).
Remark 7.4. If ψ(θ) = 2
λ
ln
{
eaθ+r+ebθ+s
}
, with a < b, then a = λ2Fmin and
b = λ2Fmax. To see this, it suffices to compute limθ→±∞ η(θ) = limθ→±∞
∂ψ
∂θ
and to compare with Lemma 7.1.
Lemma 7.5. Let α be a nonzero real number and f : R→ R, x 7→ (1+ex)α.
Given k ∈ N = {0, 1, ...}, let Ak be the linear subspace of C∞(R) spanned
by f , f ′,...,f (k) (derivatives of f), that is,
Ak = Span
{
f, f ′, ..., f (k)
}
.
If α /∈ N, then dimAk ≥ k + 1.
Proof. It is easy to see that if α 6∈ N, then the family of linearly independent
functions
φl(x) := (1 + e
x)α−lelx, 0 ≤ l ≤ k,
is contained in Ak.
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Proposition 7.6. Suppose that the scalar curvature of TE is constant and
equal to λ ∈ R. Then there exists a positive integer d such that λ = 2
d
.
Proof. From Proposition 6.12, there exist a, b, r, s ∈ R such that
ψ(θ) =
2
λ
ln
{
eaθ+r + ebθ+s
}
for all θ ∈ R. On the other hand, it follows from Proposition 6.12 that
ψ(θ) = ln
{ m∑
k=0
eCk+θFk
}
.
Thus
2
λ
ln
{
eaθ+r + ebθ+s
}
= ln
{ m∑
k=0
eCk+θFk
}
that is,
(
eaθ+r + ebθ+s
) 2
λ =
m∑
k=0
eCk+θFk .
Multiplying by e−
2
λ
(aθ+r) we obtain
(
1 + ex
)α
=
m∑
k=0
eξkθ+ωk ,
where α := 2
λ
> 0, x := (b− a)θ + s− r, ξk := Fk − 2λa and ωk := Ck − 2λr.
Since θ = x−(s−r)
b−a
, this can be rewritten as
(
1 + ex
)α
=
m∑
k=0
eξ
′
k
x+ω
′
k , (7.7)
where ξ
′
k :=
ξk
b−a
and ω
′
k := − s−rb−aξk+ωk. Note that (7.7) holds for all x ∈ R.
Consider the linear subspace of C∞(R) spanned by the functions eξ
′
k
x+ω
′
k ,
k = 0, ...,m, that is,
E := Span
{
eξ
′
k
x+ω
′
k
∣∣∣ k = 0, ...,m}.
Observe that dimE ≤ m + 1 and that for every h ∈ E, the derivative of h
with respect to x belongs to E, that is, dh
dx
∈ E.
Let f : R→ R be the function defined by f(x) := (1 + ex)α. Because of
(7.7), f belongs to E, and by the observation above, so does its derivatives
of all orders. Therefore Ak := Span{f, f ′, f ′′, ..., f (k)} is a linear subspace
of E for every integer k ≥ 0, which implies dimAk ≤ m + 1 for every k.
According to Lemma 7.5, this is only possible if α ∈ N, that is, if 2
λ
∈ N.
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In what follows, we will use the following notations:
• α0, ..., αp are the unique real numbers such that α0 < ... < αp and
Im(F ) = {α0, ..., αp},
• Ii := {k ∈ I | Fk = αi}, i = 0, ..., p,
• eωi = ∑
k ∈ Ii
eCk .
Note that p ≤ m and that α0 = Fmin and αp = Fmax.
Lemma 7.7. Assume that Scal ≡ 2
d
on TE , with d ∈ N∗. With the notation
of Proposition 7.6, we have
p∑
k=0
eθαk+ωk =
d∑
l=0
e
[
α0+
l
d
(αp−α0)
]
θ+rl+s(d−l)+ln (dl)
for every θ ∈ R.
Proof. We know from Proposition 7.2 and Proposition 7.6 that there are
real numbers a, b, r, s, with a < b, and d ∈ N∗ such that
ψ(θ) = d ln
(
eaθ+r + ebθ+s
)
= d ln
(
e
α0
d
θ+r + e
αp
d
θ+s
)
,
for all θ ∈ R, where we have used a = λ2Fmin = α0d and b = λ2Fmax =
αp
d
(see Remark 7.4). From Proposition 6.12, we also have that ψ(θ) =
ln
(∑m
k=0 e
Ck+θFk
)
. Therefore(
e
αp
d
θ+r + e
α0
d
θ+s
)d
=
m∑
k=0
eCk+θFk . (7.8)
We compute the left and right hand sides of (7.8) separately:
left hand side =
d∑
l=0
(
d
l
)(
e
αp
d
θ+r
)l(
e
α0
d
θ+s
)d−l
=
d∑
l=0
e
[
α0+
l
d
(αp−α0)
]
θ+rl+s(d−l)+ln (dl),
right hand side =
m∑
k ∈ I0
eCk+θα0 + · · ·+
m∑
k ∈ Ip
eCk+θαp
= eθα0
(
m∑
k ∈ I0
eCk
)
+ · · ·+ eθαp
(
m∑
k ∈ Ip
eCk
)
= eθα0+ω0 + · · ·+ eθαp+ωp ,
where we have used eωi =
∑
k ∈ Ii
eCk . The lemma follows by comparing the
left and right hand sides.
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Lemma 7.8. Let {ξi, ηi | i = 0, ..., d} and {αj , ωj | j = 0, ..., p} be families
of real numbers such that ξ0 < · · · < ξd and α0 < · · · < αp. If
eξ0θ+η0 + · · ·+ eξdθ+ηd = eα0θ+ω0 + · · ·+ eαpθ+ωp
for all θ ∈ R, then d = p and for every i = 0, ..., d, ξi = αi and ηi = ωi.
Proof. By hypothesis, we have
1 =
eξ0θ+η0 + · · ·+ eξdθ+ηd
eα0θ+ω0 + · · ·+ eαpθ+ωp =
F (θ)eξdθ+ηd
G(θ)eαpθ+ωp
=
F (θ)
G(θ)
e(ξd−αp)θ+(ηd−ωp)
for all θ ∈ R, where F,G : R→ R are functions that are easily seen to satisfy
limθ→∞F (θ) = 1 and limθ→∞G(θ) = 1. It follows that
lim
θ→∞
e(ξd−αp)θ+(ηd−ωp) = 1,
which forces ξd = αp and ηd = ωp. The lemma is proved by repeating the
same argument.
Theorem 7.9. Let E be a 1-dimensional exponential family defined over a
finite set Ω = {x0, ..., xm}, with elements of the form p(x; θ) = exp{C(x) +
θF (x) − ψ(θ)}, where C,F : Ω → R, θ ∈ R and ψ : R → R. Suppose that
Im(F ) = {α0 < ... < αp}. Given i = 0, ..., p, define ωi ∈ R via the formula
eωi =
∑
k∈F−1(αi)
eC(xk).
Then the scalar curvature Scal : TE → R is constant if and only if there
exist r, s ∈ R such that{
αk = α0 +
k
p
(
αp − α0
)
,
ωk = rk + s
(
p− k)+ ln (p
k
)
,
(7.9)
for all k = 0, ..., p, and in that case, Scal ≡ 2
p
.
Proof. (⇒) This follows from Lemma 7.7 and Lemma 7.8. (⇐) This can be
proved by reversing the reasoning above.
Corollary 7.10. Let E be a 1-dimensional exponential family defined over
a finite set Ω =
{
x0, ..., xm
}
. If the scalar curvature of TE is constant and
equal to λ, then
λ ∈
{2
k
∣∣∣ 1 ≤ k ≤ m}.
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Example 7.11. (Binomial distribution). Recall that elements of B(n)
are parametrized as follows
p(k; θ) =
(
n
k
)
qk
(
1− q)n−k = exp{ ln(n
k
)
+ θk − n ln(1 + eθ)},
where k ∈ {0, ..., n} and θ = ln( q1−q ) ∈ R. In this case, we have p = n and
αk = k and ωk = ln
(
n
k
)
for all k = 0, ..., n. Clearly α0, α1, ..., αn and ω0, ..., ωn are solutions of (7.9)
with r = s = 0. Therefore the scalar curvature of TB(n) is constant and
equal to 2
n
.
8 Equivalent and reduced exponential families
The following notation will be used throughout this section. Given a finite
set Ω = {x0, ..., xm}, let C(Ω) denote the space of maps Ω → R (clearly
there is a natural identification C(Ω) ∼= Rm+1). Given F,C ∈ C(Ω), let EC,F
denote the 1-dimensional exponential family defined over Ω with elements
of the form
pC,F (x; θ) = exp
{
C(x) + θF (x)− ψC,F (θ)
}
,
where x ∈ Ω, θ ∈ R and ψC,F (θ) = ln
(∑m
k=0 exp(C(xk) + θF (xk))
)
. In the
above notation, it is assumed that the function F and the constant function
1 : Ω → R, x 7→ 1 are linearly independent (this guarantees that the map
R→ EC,F , θ 7→ pC,F ( . ; θ) is bijective). In other words, F ∈ Rm+1 − R · 1.
Definition 8.1. Two 1-dimensional exponential families EC,F and EC′,F ′
defined over the same set Ω = {x0, ..., xm} are equivalent if the families of
maps {pC,F ( . ; θ) : Ω→ R}θ∈R and {pC′,F ′( . ; θ) : Ω→ R}θ∈R coincide.
In order to caracterize equivalent exponential families, we introduce the
group of matrices
G :=
{1 b d0 a c
0 0 1
 ∣∣∣∣ a, b, c, d ∈ R, a 6= 0}.
Given an integer m ≥ 1, the group G acts on Um := Rm+1 × (Rm+1 −R · 1)
via the formula1 b d0 a c
0 0 1
 · (C,F ) := (C + bF + d1, aF + c1),
where C ∈ Rm+1 and F ∈ Rm+1 − R · 1.
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Proposition 8.2. Two 1-dimensional exponential families EC,F and EC′,F ′
defined over the same finite set Ω are equivalent if and only if there exists
g =
[
1 b d
0 a c
0 0 1
]
∈ G such that (C,F ) = g · (C ′, F ′). In that case, the following
holds.
(i) pC,F (x; θ) = pC′,F ′(x; aθ + b) for all x ∈ Ω and all θ ∈ R.
(ii) ψC,F (θ) = ψC′,F ′(aθ + b) + cθ + d for all θ ∈ R.
Proof. (⇒) Suppose EC,F ∼ EC′,F ′ . Because the maps R → EC,F , θ 7→
pC,F ( . ; θ) and R → EC′,F ′, θ′ 7→ pC′,F ′( . ; θ′) are bijective, there exists a
bijection φ : R→ R such that
pC,F (x; θ) = pC′,F ′(x;φ(θ)) (8.1)
for all θ ∈ R and all x ∈ Ω. Since F ′ and 1 are linearly independent, there
exist y, z ∈ Ω such that F ′(y) 6= F ′(z). Putting x = y and x = z in (8.1),
we obtain the following system{
C(y) + θF (y)− ψC,F (θ) = C ′(y) + φ(θ)F ′(y)− ψC′,F ′(φ(θ)),
C(z) + θF (z)− ψC,F (θ) = C ′(z) + φ(θ)F ′(z)− ψC′,F ′(φ(θ)).
Subtracting, we obtain
φ(θ) = θ
F (y)− F (z)
F ′(y)− F ′(z) +
C(y)− C(z)− (C ′(y)−C ′(z))
F ′(y)− F ′(z)
for all θ ∈ R. Therefore there exist a, b ∈ R such that φ(θ) = aθ + b for all
θ ∈ R. Note that a is necessarily nonzero. Taking the derivative in (8.1)
with respect to θ and using the formula φ(θ) = aθ + b we find that
F (x)− aF ′(x) = dψC,F
dθ
(θ)− adψC′,F ′
dθ′
(aθ + b)
for all θ ∈ R and all x ∈ Ω. This implies that there exists c ∈ R such that
F (x) = aF ′(x) + c (8.2)
for all x ∈ Ω, and
dψC,F
dθ
(θ) = a
dψC′,F ′
dθ′
(aθ + b) + c
for all θ ∈ R. Integrating the equation above, we obtain
ψC,F (θ) = ψC′,F ′(aθ + b) + cθ + d (8.3)
for all θ ∈ R, where d ∈ R is some constant. Then, using (8.1), (8.2) and
(8.3) we see that
C(x) = C ′(x) + bF ′(x) + d (8.4)
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for all x ∈ Ω. It follows from (8.2) and (8.4) that (C,F ) =
[
1 b d
0 a c
0 0 1
]
· (C ′, F ′),
which concludes one direction of the proof. Note that the computation above
shows that if EC,F ∼ EC′,F ′ , then (i) and (ii) hold.
(⇐) Left as a simple exercice to the reader.
Definition 8.3. Let V be a finite dimensional real vector space and let k
be an integer satisfying 1 ≤ k ≤ dimV . The affine Grassmannian, denoted
by Graffk(V ), is the set of all k-dimensional affine subspaces of V .
It can be shown that Graffk(V ) is a noncompact smooth manifold of
dimension (n− k)(k + 1), where n = dimV (see [LWY19]).
Given an integer m ≥ 1, the space Rm+1 decomposes as the following
direct sum:
R
m+1 = Vm ⊕ R · 1,
where Vm is the orthogonal complement of 1 = (1, ..., 1) in R
m+1 with respect
to the usual inner product 〈, 〉 on Rm+1, that is,
Vm = {u ∈ Rm+1 | 〈u,1〉 = 0}.
Given u ∈ Rm+1, we will denote by u⊥ ∈ Vm the orthogonal projection of u
on Vm.
Finally, given (C,F ) ∈ Um, we will denote by [C,F ] the corresponding
equivalence class in the quotient space Um/G.
Proposition 8.4. For every integer m ≥ 1, the map
f : Um/G→ Graff1(Vm)
given by f([C,F ]) := C⊥ + span{F⊥} is a bijection.
Proof. By a direct verification.
It follows from Proposition 8.2 and Proposition 8.4 that the set of equiv-
alence classes of 1-dimensional exponential families defined over the same
finite set Ω = {x0, ..., xm} is in one-to-one correspondence with Graff1(Vm).
Example 8.5. All 1-dimensional exponential families defined over Ω =
{x0, x1} are equivalent, because Graff1(V1) = {V1} is a single point.
Definition 8.6. Let E = EC,F be a 1-dimensional exponential family defined
over a finite set Ω = {x0, ..., xm}. Let {αi}i=0,...,p and {ωi}i=0,...,p be the
families of real numbers characterized by the following conditions:
(i) ImF = {α0, ..., αp} and α0 < ... < αp,
(ii) eωi =
∑
k∈F−1(αi)
eC(xk).
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Let Ωred = {0, 1, ..., p}. Define Cred, Fred : Ωred → R by
Fred(k) = αk and Cred(k) = ωk,
where k = 0, ..., p. Then Ered := ECred,Fred is a 1-dimensional exponential
family defined over Ωred. We call it the reduced exponential family of E .
Remark 8.7. If E = EC,F is a 1-dimensional exponential family defined
over a finite set Ω, then ψC,F (θ) = ψCred,Fred(θ) for all θ ∈ R.
Proposition 8.8. Let E = EC,F be a 1-dimensional exponential family
defined over a finite set Ω = {x0, ..., xm}. The following are equivalent.
(i) The scalar curvature of TE is constant.
(ii) Ered ∼ B(p), where p+ 1 is the cardinality of Ωred.
Proof. Let ΩB = {0, 1, ..., p} and let CB, FB : ΩB → R be defined by
CB(k) = ln
(
p
k
)
and FB(k) = k. Comparing with Example 6.6, we see that
ECB ,FB ∼ B(p).
If the scalar curvature of TE is constant, then by Theorem 7.9 there are
real numbers r and s such that{
Fred(k) = Fred(0) +
k
p
(Fred(p)− Fred(0)),
Cred(k) = rk + s(p− k) + ln
(
p
k
)
,
(8.5)
for all k = 0, ..., p, which implies that
(Cred, Fred) =
1 r − s sp0 Fred(p)−Fred(0)p Fred(0)
0 0 1
 · (CB , FB).
It follows from this and Proposition 8.2 that Ered ∼ ECB ,FB ∼ B(p).
Conversely, if Ered ∼ B(p), then Ered ∼ ECB ,FB and hence there is g =[
1 b d
0 a c
0 0 1
]
such that (Cred, Fred) = g · (CB , FB), which implies that Cred(k) and
Fred(k) are solutions of (8.5) for all k = 0, ..., p, provided r = b +
d
p
and
s = d
p
. By Theorem 7.9 again, this implies that the scalar curvature of TE
is constant.
Remark 8.9. As we saw in this paper, if the scalar curvature Scal : TE → R
of the tangent bundle of a 1-dimensional exponential family defined over a
finite set is constant, then Scal > 0. This is not true for more general
exponential families. For example, if E = N is the family of Gaussian
distributions over R (see Example 6.4), then Scal : TN → R is constant and
equal to −6 (see [Mol14]).
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