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Abstrak— Pengangguran merupakan salah satu masalah yang 
cukup serius yang dihadapi pemerintah Indonesia. Jawa Timur 
yang merupakan salah satu provinsi terpadat dan penyumbang 
jumlah penganggur terbesar ketiga di Indonesia. Pemodelan 
pengangguran terbuka di Jawa Timur dengan menggunakan 
regresi spline mampu mengestimasi data yang tidak memiliki 
pola tertentu. Model spline terbaik adalah model dengan nilai 
GCV minimum. Penelitian ini bertujuan untuk mengetahui 
faktor yang berpengaruh terhadap pengangguran terbuka di 
Jawa Timur dengan menggunakan regresi spline. Hasil 
pemodelan menunjukkan bahwa dengan regresi spline linier 
kombinasi tiga knot menghasilkan GCV minimum dengan 
persamaan 
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Variabel yang berpengaruh signifikan terhadap pengangguran 
terbuka di Jawa Timur adalah persentase penduduk usia kerja 
berumur 15 tahun ke atas berdasarkan pendidikan tertinggi 
yang ditamatkan adalah SMA/SMK, Angka Partisipasi Kasar, 
dan tingkat investasi menurut kabupaten/kota dengan nilai R2 
sebesar 99,05 persen dan nilai MSE sebesar 0,3264. 
 
Kata Kunci— GCV, Pengangguran Terbuka, R2, Regresi 
Spline 
I. PENDAHULUAN 
ERCAPAINYA kesejahteraan masyarakat merupakan 
wujud dari pemerintah Indonesia dalam meningkatkan 
pembangunan nasional. Salah satu upaya pemerintah dalam 
meningkatkan kesejahteraan adalah meningkatkan stabilitas 
nasional, memacu pertumbuhan ekonomi, mening-katkan 
iklim investasi, dan menekan angka pengangguran. 
Pengangguran merupakan beban pekerjaan penting yang harus 
segera ditangani oleh pemerintah, khususnya Dinas Tenaga 
Kerja. Tingginya angka pengangguran di Indonesia disebab-
kan karena tidak ada kesesuaian antara penawaran tenaga 
kerja dengan kebutuhan di pasar tenaga kerja. Serta jumlah 
penduduk yang semakin meningkat yang tidak diimbangi 
dengan pertumbuhan lapangan usaha yang ada. 
 Jawa Timur adalah salah satu provinsi dengan kepadatan dan 
pertumbuhan penduduk yang cukup tinggi. Pada tahun 2011 
Jawa Timur merupakan penyumbang pengangguran terbesar 
ketiga setelah Jawa Barat dan Jawa Tengah. Hal ini ditunjukkan 
dengan jumlah angkatan kerja sebesar 19,761 juta jiwa dan 
jumlah kesempatan kerja yang terserap sebesar 18,94 juta jiwa. 
Jadi jumlah pengangguran pada tahun tersebut sebesar 821.546 
jiwa. Masalah ketenagakerjaan dipengaruhi oleh tingkat 
ekonomi dari masing – masing daerah. Dimana masing-masing 
daerah memiliki kemampuan yang berbeda untuk 
mengembangkan potensi sektor penunjang perekonomi-an. 
Beberapa sektor penunjang yang menyerap tenaga kerja cukup 
besar adalah sektor per-dagangan, industri, dan per-tanian. 
Dalam penelitian ini memiliki kriteria dalam pembatas-an 
jumlah daerah yang akan dianalisis. Kriteria yang diguna-kan 
berdasarkan data PDRB menurut harga konstan dimana daerah 
yang memiliki peran di sektor perdagangan dan industri di atas 
20 persen dan daerah yang memiliki peran di sektor pertanian 
kurang dari 20 persen merupakan daerah yang akan dianalisis 
lebih lanjut. Pemilihan ini ditujukan untuk menghindari 
kesalahan persepsi adanya pengangguran musiman. 
 Tujuan dari penelitian ini adalah untuk mengetahui variabel 
yang berpengaruh signifikan/nyata terhadap pengangguran 
terbuka di Jawa Timur dengan menggunakan pendekatan regresi 
spline. Penelitian tentang pengangguran telah dilaku-kan dengan 
mengelompokkan faktor-faktor yang mempengaruhi tingkat 
pengangguran terbuka di Jawa Timur [1][2]. Rujukan [3] 
memodelkan faktor yang ber-pengaruh terhadap pengangguran 
terbuka di Jawa Timur dengan menggunakan regresi linier 
multivariate. Pada pe-nelitian ini melihat tidak adanya pola 
tertentu antara variabel respon dengan variabel prediktor – 
prediktornya sehingga didekati dengan menggunakan regresi 
spline. Regresi spline merupakan analisis regresi yang mampu 
mengestimasi data yang tidak memiliki pola tertentu dan 
memiliki kecenderungan dalam mencari sendiri estimasi data dari 
pola yang terbentuk [4]. Dari uraian di atas, maka dilakukan 
penelitian tentang pemodelan pengangguran terbuka dengan 
menggunakan regresi spline. 
II. METODE  PENELITIAN 
A. Regresi Spline Multivariabel 
 Pada penelitian ini menggunakan metode regresi spline 
karena pola hubungan antara variabel respon dengan variabel 
prediktor-prediktornya tidak membentuk suatu pola tertentu. 
Oleh karena itu, metode yang sesuai untuk kasus ini adalah 
regresi spline. Spline adalah salah satu potongan polinomial 
yang memiliki sifat fleksibilitas yang lebih baik dari poli-
nomial biasa. Spline juga memiliki kemampuan yang sangat 
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baik untuk menangani data yang perilakunya berubah-ubah 
pada sub-sub interval tertentu. Secara umum, persamaan 
fungsi spline berorde p dengan titik knot rKKK ,,, 21   dapat 
ditulis sebagai berikut [4] : 
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dimana k  adalah parameter polinomial, j  adalah 
parameter dari potongan polinomial, dan Kj adalah titik knot. 
Titik knot adalah titik perpaduan bersama yang menunjukkan 
perubahan pola perilaku data ([5] dan [4]).  
 Dalam analisis regresi spline, jika diberikan satu variabel 
respon dan variabel prediktornya lebih dari satu maka disebut 
regresi spline multivariabel. Model regresi spline multi-
variabel dapat ditulis sebagai berikut :      
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 Dalam regresi nonparametrik sangat penting dalam 
menen-tukan titik knot optimal. Jika diperoleh titik knot 
optimal maka memberikan fungsi spline yang terbaik. Salah 
satu metode untuk pemilihan titik knot optimal adalah 
Generalized Cross Validation (GCV) ([4]). Fungsi GCV dapat 
ditulis menjadi : 
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adalah titik knot, dan matrik  rKKK ,..,, 21  yang diperoleh dari 
persamaan  yKKKy r,..,,ˆ 21 . 
 Setelah diperoleh model regresi spline terbaik, 
selanjutnya dilakukan pengujian kesesuaian parameter model 
regresi spline. Ada dua macam pengujian parameter model 
yaitu uji secara serentak (uji-F) dan uji secara parsial (uji-t) . 
1. Uji serentak 
 Uji serentak digunakan untuk mengetahui apakah 
parameter model regresi spline sudah signifikan atau belum. 
Pengujian ini dilakukan secara serentak dengan parameter 
yang ada dalam model. Hipotesis untuk uji serentak sebagai 
berikut : 
   .,...,2,1,0satu   ada Minimal :
0...:
1
210
pkH
H
k
p




 
 Statistik uji yang digunakan : 
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 Keputusan : tolak H0 jika Fhitung lebih besar dari Ftabel  ),1(; knkF  . 
2. Uji parsial 
Uji parsial digunakan untuk mengetahui parameter yang 
signifikan secara individu terhadap model. Hipotesis untuk uji 
parsial adalah sebagai berikut : 
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Statistik uji yang digunakan : 
 .ˆerror st. ˆ kkhitungt                   (5)
 
Keputusan : tolak H0 jika |thitung| lebih besar dari ttabel 
  knt ;2 . 
Setelah dilakukan uji kesesuain parameter model regresi 
spline, selanjutnya memeriksa asumsi residual dari model 
regresi spline. Pemeriksaan asumsi residual dari model regresi 
spline bersifat sama seperti halnya pemeriksaan residual 
regresi parametrik yaitu asumsi IIDN. 
 
1. Asumsi residual independen 
 Uji independen digunakan untuk mengetahui ada 
tidaknya korelasi antar residual. Cara mendeteksi residual 
bersifat independen atau tidak ada dua cara yaitu  cara visual 
untuk mendeteksi korelasi antar residual dengan menggunakan 
plot Autocorrelation Function (ACF). Jika hasil plot 
menunjukkan tidak ada lag yang keluar dari batas maka 
residual bersifat independen. Selain itu, untuk lebih 
menyakinkan dilakukan uji Durbin Watson dengan hipotesis 
sebagai berikut [6] : 
   0:0 H (residual independen) 
  0:1 H (residual tidak independen) 
 Statistik uji yang digunakan adalah : 
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2. Asumsi residual identik 
Uji identik digunakan untuk melihat homogenitas dari 
varians residual. Jika tidak homogen maka terjadi 
heterokestisitas. Cara mendeteksi homogen tidaknya residual 
ada dua cara yaitu secara visual dengan membuat scatter plot 
antara residual dangan estimasi variabel respon  yˆ . Jika hasil 
plot menunjukkan suatu pola yang membentuk corong, atau 
garis melengkung maka ada indikasi adanya heterokedastisitas 
atau varians tidak homogen. Yang kedua melakukan uji 
gletser [6]. Hipotesis yang digunakan adalah : 
222
2
2
10 :   nH   
niH i ,,2,1;satu  ada mininal :
22
1    
Statistik uji yang digunakan adalah : 
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Keputusan : : tolak H0 jika Fhitung  lebih besar daripada Ftabel  ),1(; snsF  . Nilai s adalah banyaknya parameter model 
gletser. 
3. Asumsi residual berdistribusi normal 
 Uji normal digunakan untuk melihat apakah residual 
mengikuti distribusi normal atau tidak. Uji yang digunakan 
adalah uji Kolmogorov Smirnov dengan hipotesis sebagai 
berikut [7] : 
    
normal distribusi mengikuti tidak Residual :
normal distribusi mengikuti Residual :
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 Statistik uji yang digunakan adalah : 
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Keputusan : tolak H0 jika hitungZ  lebih besar daripada Z  
B. Sumber Data 
Data yang digunakan dalam penelitian ini adalah data 
yang diambil dari hasil Survey Angkatan Kerja Nasional 
(Sakernas) BPS Provinsi Jawa Timur, data Publikasi Makro 
Sosial dan Ekonomi Jawa Timur, data Produk Domestik 
Regional Bruto (PDRB) Kabupaten/Kota Provinsi Jawa 
Timur, data Provinsi Jawa Timur dalam Angka Tahun 2011, 
dan data investasi dari Badan Penanaman Modal Provinsi 
Jawa Timur pada tahun 2010 yang mencakup tentang 
pengangguran terbuka dan faktor-faktor yang mem-
pengaruhinya. Lokasi penelitian adalah 23 kabupaten / kota di 
Jawa Timur. 
Dalam penelitian ini variabel respon (y) adalah persentase 
pengangguran terbuka dan variabel prediktor (t) terdapat tujuh 
variabel yaitu  
1. Persentase penduduk usia kerja berumur 15 tahun ke atas 
berdasarkan pendidikan tertinggi yang ditamatkan (T1). 
2. Angka Partisipasi Kasar menurut kabupaten/kota (T2). 
3. Laju pertumbuhan ekonomi daerah (T3). 
4. Laju pertumbuhan penduduk menurut kabupaten/kota 
(T4).  
5. Persentase perusahaan menurut kabupaten/kota (T5). 
6. Tingkat investasi menurut kabupaten/kota (T6). 
7. Tingkat upah minimum menurut kabupaten/kota (T7). 
 Penaksiran model yang digunakan dalam regresi spline 
adalah model regresi spline linier dengan menggunakan 3 knot 
dan kombinasinya. Model yang terbaik adalah model yang 
memiliki nilai GCV terkecil dari tiap-tiap kombinasi knot 
yang dihasilkan. 
III. HASIL DAN PEMBAHASAN 
A. Analisis Pengangguran Terbuka di Jawa Timur  
 Setiap kabupaten/kota di Jawa Timur memiliki wilayah 
demografis yang berbeda-beda. Sehingga menyebabkan 
karakteristik perekonomian di masing-masing daerah berbeda 
pula. Akibat adanya perbedaan potensi dari masing-masing 
daerah mengakibatkan tingkat ekonomi dan tingkat ketenaga-
kerjaan berbeda. Jika di daerah yang unggul di sektor per-
tanian, ada kecenderungan dari masyarakat bekerja pada saat 
musim tanam dan musim panen. Jika pada musim itu terlalui, 
biasanya mereka bekerja serabutan. Dan hal ini, juga berbeda 
untuk daerah memiliki potensi industri atau perdagangan, 
hotel, dan rumah makan. Untuk daerah disini, masyarakat 
yang tidak bekerja berarti masyarakat tersebut sedang mencari 
pekerjaan atau menganggur. Berikut ini, gambar dari 
kabupaten/kota yang akan dianalisis : 
 
K ete ra ng an
ka b/k ota  ya ng  tida k  dipilih
ka b/k ota  ya ng  dipilih(dia na lisis )
M A LA N G
JEM BE R
TU B AN
BAN YU W A N G I
BL ITA R
KED IR I
N G AW I
LU M A JAN G
PAC ITA N
BO JO N E G O R O
LA M O N G AN
M A D IU N
SIT U BO N D O
G R ES IK
PAS U R U AN
N G AN J U K
SAM P AN G
PO N O R O G O
SU M EN EP
PR O B O L IN G G O
BO N D O W O SO
JO M B AN G
BAN G KA LA N
TR E N G G A LE K
M O JO K ER TO
M A G ET AN
SID O A R JO
PAM E KAS AN
SU R A BA YA (K O TA )
M A LA N G  (KO T A )
 
Gambar. 1.  Pemilihan Kabupaten/Kota di Jawa Timur.   
Gambar 1 menunjukkan bahwa tidak semua kabupaten / 
kota digunakan, sehingga hanya yang terpilih yang selanjutnya 
akan dianalisis. Beberapa kabupaten /kota yang dianalisis 
yaitu Kota Surabaya, Kota Pasuruan, Kota Batu, Kab. Jember, 
Kab. Gresik, Kab. Sidoarjo dan lainnya. 
 
B. Model Regresi Spline Linier Multivariabel  
Pemodelan dengan menggunakan regresi spline dilakukan 
dengan memodelkan 1, 2, 3, dan kombinasi 3 titik knot. Dari 
hasil pemodelan dihitung pula nilai GCV dari masing-masing 
model. Berikut ini ditampilkan nilai GCV dan pemodelan 
untuk masing-masing titik knot. 
 
Tabel 1.  
Nilai GCV dari Model Regresi Spline 
Model  Regresi  Spline Nilai GCV 
1 knot 1,59 
2 knot 9,85 
3 knot 35,93 
Kombinasi  3  knot 0,81 
 
Berdasarkan Tabel 1 diketahui bahwa model regresi 
spline yang menghasilkan nilai GCV paling minimum adalah 
model regresi spline dengan menggunakan kombinasi tiga 
knot. Nilai GCV paling minimum sebesar 0,81 dimana letak 
titik knot berada di T1=86,10; T2=119,38 dan 119,48; T3=6,83 
dan 6,90; T4=0,33; T5=0,14; T6=10,74 dan 32,52; dan T7=0,18. 
Sehingga model regresi spline terbaik adalah model dengan 
menggunakan kombinasi 3titik knot, yang dapat dituliskan 
sebagai berikut : 
JURNAL SAINS DAN SENI ITS Vol. 1, No. 1, (Sept. 2012) ISSN: 2301-928X  D-239
   
     
   
     1771616
6
1
55
1
44
1
3
1
33
1
2
1
22
1
11
18,008,7533,5152,3220,074,1031,0
16,014,060,5637,2933,041,273,0
90,635,1183,661,946,048,11918
38,11991,1719,010,8603,026,092,3ˆ








tttt
ttttt
tttt
tttty
 
dari model yang telah diperoleh selanjutnya dilakukan uji 
kesesuaian parameter model dan asumsi residual. 
C. Pengujian Parameter Model secara Serentak 
Hipotesis yang digunakan untuk mengetahui pengaruh 
parameter secara serentak terhadap model yang telah diperoleh 
sebagai berikut : 
.17,...,2,1,0 satu ada Minimal :
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Tabel 2   
ANOVA Model Regresi Spline Linier 
Source of 
Variation df Sum of Square 
Mean 
Square Fhitung 
Regression 17 134,7709 7,9277 24,288 
Error 6       1,9584 0,3264  
Total 23 136,7293   
 
Berdasarkan hasil pengujian ANOVA pada Tabel 2 di-
peroleh nilai Fhitung sebesar 24,288, sedangkan nilai F(0,15;17;6) 
sebesar 2,4477. Jadi dari hipotesis di atas dapat diputuskan 
tolak H0 yang berarti dengan uji serentak paling tidak ada satu 
parameter model berpengaruh signifikan terhadap model 
regresi spline linier multivariabel. 
D. Pengujian Parameter Model secara Parsial 
 Setelah dilakukan uji parameter secara serentak maka 
selanjutnya adalah dilakukan pengujian parameter secara 
parsial dengan hipotesis sebagai berikut. 
Hipotesis 
17,...,2,1,0 :
0:
1
0


kH
H
k
k


  
Tabel 3.  
 Pengujian Parameter Model secara Parsial 
Parameter Coef thitung t(0,075;6) Keputusan 
1  -0,2663 1,7641 1,6994 signifikan 
2  -0,0301 0,14403 1,6994 tidak signifikan 
3  0,1932 1,0363 1,6994 tidak signifikan 
4  -17,9198 1,8789 1,6994 signifikan 
5  18,0033 1,8865 1,6994 signifikan 
6  -0,4695 0,60931 1,6994 tidak signifikan 
7  9,6105 0,67524 1,6994 tidak signifikan 
8  -11,3570 0,71934 1,6994 tidak signifikan 
9  0,7387 0,23375 1,6994 tidak signifikan 
10  2,4178 0,77865 1,6994 tidak signifikan 
11  -29,3745 1,10 10-6 1,6994 tidak signifikan 
12  56,6061 0,72906 1,6994 tidak signifikan 
13  0,1677 2,4015 1,6994 signifikan 
14  -0,3062 2,6406 1,6994 signifikan 
15  0,2002 3,3528 1,6994 signifikan 
     
      
Tabel 3. 
  Pengujian Parameter Model secara Parsial (Lanjutan) 
Parameter Coef thitung t(0,075;6) Keputusan 
16  51,3334 1,92 10-6 1,6994 tidak signifikan 
17  -75,0851 0,81463 1,6994 tidak signifikan 
 Tabel 3 menunjukkan bahwa dari keseluruhan parameter 
model yang diperoleh ternyata 151413541  ,,,,,   yang 
berpengaruh signifikan secara parsial terhadap model regresi 
spline linier. Hal ini diketahui karena nilai |thitung| > t(0,075;6). 
Sehingga dari uji parameter secara serentak maupun parsial 
dapat dituliskan model regresi spline linier yang signifikan 
sebagai berikut : 
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. 
 Berdasarkan ketujuh variabel prediktor yang diduga 
berpengaruh terhadap pengangguran terbuka terdapat tiga 
variabel prediktor yang signifikan. Jika diasumsikan (t2) dan 
(t6) adalah konstan maka model spline linier untuk t1 adalah 
126,0ˆ ty  . Dari model tersebut menjelaskan bahwa pengang-
guran terbuka akan bertambah sebesar 0,26 persen jika 
variabel penduduk usia kerja berumur 15 tahun ke atas 
berdasarkan pendidikan tertinggi yang ditamatkan adalah 
SMA/SMK (t1) bertambah satu persen. Dari model tersebut 
menginformasikan bahwa pengaruh pendidikan cukup besar 
terhadap pengangguran terbuka. Hal ini dikarenakan, jika 
seseorang memiliki tingkat pendidikan yang tinggi dan 
ketrampilan yang memadai maka semakin produktif seseorang 
dalam bekerja. Bila hal ini seseorang membuka lapangan 
usaha, maka jumlah pengangguran terbuka akan turun. Sesuai 
dengan penelitian [8] yang menyatakan bahwa peranan 
pendidikan mempengaruhi pengangguran, sehingga perlu 
peningkatan kualitas dan kuantitas. 
 Selanjutnya model spline linier untuk (t2) dengan asumsi 
(t1) dan (t6) konstan adalah 
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 Dari model di atas terdapat dua segmen yang 
menunjukkan pada Angka Partisipasi Kasar (t2) antara 117,38 
sampai dengan 123,48 maka pengangguran terbuka akan 
berkurang sebesar 17,91 persen jika Angka Partisipasi Kasar 
bertambah satu persen. Sedangkan, pada Angka Partisipasi 
Kasar lebih dari 123,48 maka pengangguran terbuka akan 
bertambah sebesar 0,09 persen jika Angka Partisipasi Kasar 
bertambah satu persen. Angka Partisipasi Kasar digunakan 
untuk melihat kesetaraan gender di bidang pendidikan yang 
terserap di pasar kerja. Dari model spine untuk (t2) 
menginformasikan bahwa semakin tinggi Angka Partisipasi 
Kasar maka jumlah pengangguran semakin meningkat. Pada 
pemodelan ini kurang sesuai dengan teori sosial, karena 
seharusnya semakin tinggi Angka Partisipasi Kasar maka 
pengangguran akan turun. Ketidaksesuaian model ini 
disebabkan kemungkinan adanya otonomi daerah dalam 
meningkatkan kualitas pendidikan sehingga terjadi perbedaan 
fasilitas dan kualitas yang di-dapatkan untuk daerah perkotaan 
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dengan pedesaan. Untuk itu, perlu ada upaya dari pemerintah 
untuk meningkatkan fasilitas dan kualitas di pedesaan agar 
tidak tertinggal jauh dengan daerah perkotaan. 
 Selain itu, untuk model spline linier (t6) dengan asumsi 
(t1) dan (t2) konstan adalah    
52,32;
52,3274,10;
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 Untuk model ketiga ini terbagi menjadi tiga segmen yaitu 
untuk segmen pertama tingkat investasi (t6) kurang dari 10,74 
persen maka pengangguran terbuka akan bertambah sebesar 
0,16 persen jika variabel tingkat investasi (t6) bertambah satu 
persen. Untuk segmen kedua  jika tingkat investasi (t6) antara 
10,74 sampai kurang dari 32,52 persen maka pengangguran 
terbuka akan berkurang sebesar 0,15 persen apabila tingkat 
investasi bertambah satu persen. Sedangkan tingkat investasi 
lebih dari 32,52 persen, maka pengangguran terbuka akan 
bertambah sebesar 0,05 persen jika tingkat investasi dinaikkan 
sebesar satu persen.  
 Investasi merupakan salah satu upaya yang dilakukan 
para pelaku pemilik usaha dalam meningkatkan pengem-
bangan usaha mereka, sehingga dengan semakin tinggi nilai 
investasi di suatu perusahaan maka akan menyerap jumlah 
tenaga kerja yang cukup besar. Menurut rujukan [9] 
menyatakan bahwa peningkatan investasi baik dari dalam 
negeri maupun luar negeri berpengaruh terhadap pertumbuhan 
sektor ekonomi dan jumlah tenaga kerja yang terserap. Dari 
model yang dihasilkan di atas diperoleh nilai R2 sebesar 99,05 
persen dan nilai MSE sebesar 0,3264 sehingga model regresi 
spline linier dapat dikatakan baik dalam memodelkan 
pengangguran terbuka di Jawa Timur. 
E. Pemeriksaan Asumsi Residual 
Pengujian asumsi residual meliputi uji independen, 
identik, dan residual berdistribusi normal. Berikut ini akan 
ditampilkan plot dari masing-masing uji asumsi residual.  
Hasil pengujian asumsi residual menunjukkan untuk uji 
residual independen dilihat dari hasil plot ACF residual 
terlihat tidak ada lag yang keluar dari garis sehingga dapat 
disimpulkan bahwa asumsi residual telah independen 
terpenuhi. Untuk uji residual identik terlihat hasil plot antara 
 dengan  menunjukkan pola yang menyebar dan tidak 
terlihat suatu pola corong, garis lurus atau garis melengkung, 
sehingga dari plot di atas dapat disimpulkan bahwa asumsi 
residual bersifat identik telah terpenuhi. Sedangkan untuk uji 
normalitas Gambar 2 (c) diperoleh nilai KS sebesar 0,094 dan 
p-value lebih dari 0,15 berarti bahwa residual mengikuti 
distribusi normal. 
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Gambar. 2.  Uji Pemeriksaan Asumsi Residual (a) Plot ACF dari Residual (b) 
Plot antara y.hat dengan Residual (c) Probability Plot Residual. 
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IV. KESIMPULAN 
Kesimpulan yang dapat diambil dari penelitian ini adalah 
pemodelan persentase pengangguran terbuka di Jawa Timur 
dengan menggunakan regresi spline linier multivariabel adalah 
sebagai berikut : 
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Model regresi spline ini menghasilkan R2 sebesar 99,05 
persen dan nilai MSE sebesar 0,3264. Variabel yang 
berpengaruh signifikan terhadap model persentase 
pengangguran terbuka adalah persentase penduduk usia kerja 
berumur 15 tahun ke atas berdasarkan pendidikan tertinggi 
yang ditamatkan adalah SMA/SMK, Angka Partisipasi Kasar, 
dan tingkat investasi menurut kabupaten/kota di Jawa Timur. 
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