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ABSTRACT

Radiosurgery targets specific anatomical regions with high doses of radia

tion. The goal of this thesis work was to improve an existing experimen
tal proton radiosurgery system at Loma Linda University Medical Center

to reach sub-millimeter accuracy before proton radiosurgery with narrow
beams can be used in a clinical trial. There were two major tasks to be

accomplished: First, to improve stereotactic target localization with CT

scans. Second, to develop a reliable method to aim proton beams at the
target from multiple directions in the proton research room. These tasks
were accomplished by developing and testing advanced image analysis soft

ware tools and a program for correcting translational offsets during tar
get rotation. These tools were then applied to determine the accuracy of

stereotactic targeting with the existing proton radiosurgery equipment us
ing a commercial stereotactic performance phantom. The methods and

tools were continuously improved. At the conclusion of this thesis, it was
found that sub-millimeter targeting accuracy can be achieved with the cur

rent system. The program developed to apply multiple proton beams to
a target from different direction was tested on a live animal. In addition,

an immunohistochemical staining protocol for in vivo verification of proton

beam location in a rat brain was successfully tested.
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1. INTRODUCTION

1,1

Thesis Overview

The primary goal of this thesis was to improve proton beam targeting accuracy and

to verify stereotactic CT localization for experimental proton functional radiosurgery.
Although the current proton therapy system can treat patients with proton radio

surgery, it is planned to further refine the targeting accuracy to the sub-millimeter
range to allow functional radiosurgery treatments.

An important effort of the thesis was to develop an algorithm that will deliver
proton beams from multiple directions to the clinical target. The performance of

the algorithm was verified by analysing dosimetry film in a phantom and cellular
radiation damage in a rat brain. In addition, development of a user-friendly software
interface was an important subject of the thesis.
The layout of this thesis follows the regular report template; Chapter 1 summarizes

the historical background of proton therapy, stereotactic radiosurgery and computed
tomography (CT). An introduction to the principle of proton stereotactic radiosurgery,

CT, error analysis and related research work is also provided.

Chapter 2 describes the technical environment and problem solving approaches of

the thesis as well as the algorithm for beam delivery from multiple angles. Several
algorithms on image analysis of narrow proton beams are presented in Chapter 3.

1

Chapter 4 describes the equipment used to localize phantom markers in stereotac

tic space, as well as the localization software that was developed using pre-existing
programs.

Chapter 5 and 6 list all experiments regarding the verification of CT localization

and proton radiosurgery targeting accuracy. For each experiment, the purpose, a
step-by-step description of the experimental procedure, numerical analysis of the ex

perimental results, and conclusion and further suggestions are given. Since functional
proton radiosurgery is still an evolving field, research and development will continue.

In Chapter 7, the conclusion touches on future continuation of this research and
development.

1.2 Protons for Therapeutic Purpose

Similar to traditional photon radiation therapy, proton therapy is a non-invasive

radiation treatment that delivers high dose proton beams to a localized site with
controllable precision. Protons, different from photons (i.e., x-rays or gamma rays),
are charged particles that slow down in matter and release a bursts of energy near the

end of their range (maximum depth of penetration), which is called the Bragg peak,
named after the physicist William Henry Bragg who discovered it in 1903. This
characteristic allows most of proton energy to be delivered to the target with less
damage and side effects to adjacent normal tissues. Figure 1.1 illustrates the depth

dose characteristic delivered by photon and proton beams. Photon beams deliver
most dose over a large area near the surface while less dose is delivered to deep
tissues. Proton beams, on the other hand, deliver the peak dose at an adjustable

2

Fig. 1.1: Depth-dose distributions of native and modulated proton beams and a 6MV photon beam.
Lee IS. Software-based gradient nonlinearity distortion correction. Masters thesis, California State
University, San Bernardino, 2007.

depth, hence, minimizing side effects on healthy tissues. [24]
Following are merits of protons when compared to photons:

• High-energy proton beams scatter less in tissues.
• Finite proton range can be controlled by adjusting the initial energy.

• Being charged particles, protons can be deflected with magnetic fields with pre
cision and thus controlled in time and space.

These features make proton beams a better choice in certain applications over photon

beams simply because they offer better quality of life to patients. Proton beam ther
apy has been used successfully to treat brain, spinal cord, prostate and lungs tumors
and various other types of cancer. With the successful development of functional

stereotactic radiosurgery (SRS) with proton beams, additional clinical applications
will follow suit.
3

1.2.1 History of Proton Therapy
In 1946, Robert R. Wilson suggested that protons could be used in clinical applica

tion. [23] In 1951, Lars Leksell, a Swedish neurosurgeon, and Borje Larsson, a physi
cist, were the first to use proton radiosurgery at the Uppsala University cyclotron in

experimental animals and performed treatments in a few patients. Yet they did not

use the proton Bragg Peak effect. [2]

In 1954, John Lawrence at the Lawrence Berkley Laboratory used Bragg Peak
protons to treat the pituitary gland of patients with metastatic breast cancer. After

30 patients, they applied helium ions instead of protons for these treatments. [4]

In 1961, Raymond Kjellberg, a neurosurgeon at the Massachusetts General Hospi

tal (MGH) started a collaboration with physicists at the Harvard Cyclotron Labora
tory (HCL) to treat tumors of the pituitary gland with the Bragg peak of 160 MeV
protons. [21]

Fractionated proton therapy and its technology for the treatment of eye tumors

(uveal melanomas) and base of skull tumors was developed at MGH and HCL under
the leadership of Herman Suit during the 1970’s. [11]
Eye tumor proton treatments have also being performed at the Paul Scherrer

Institute (PSI), a physics laboratory in Villigen, Switzerland since 1984. Other physics
laboratories where patients were treated with protons over the last 40 years are located

in England, France, Sweden, South Africa, and the former Soviet Union.

In 1990, the first hospital-based clinical proton facility opened at Loma Linda
I
University Medical Center (LLUMC) in California. Since then, more than 15,000

patients have been treated at the facility. [13] Due to the impressive clinical results,

the interest in clinical use of protons has been steadily rising. Currently, there are 39
proton facilities operating worldwide and many additional facilities are expected to

open in the next 10 years. [3]

1.3 Stereotactic Radiosurgery
Stereotactic radiosurgery (SRS) is a noninvasive surgical procedure using focused

beams of radiation. Frame-based stereotaxis makes use of a three-dimensional stereo

tactic coordinates system and reference markers to locate the target inside the head

or body. The target is localized with the help of imaging systems, such as CT or
magnetic resonance imaging ,(MRI). SRS is used to treat intra- and extra- cranial
tumors and other lesions that are inaccessible to open surgery. A major advantage

of proton SRS over conventional photon SRS with linear accelerators or gamma ray
SRS with the Gamma Knife is that the energy distribution of protons can be directed

and deposited with higher precision.

1.3.1

History of Stereotactic Radiosurgery

In 1908, Sir Victor Horsley and Robert H. Clarke developed the Horsley-Clarke ap
paratus, a Cartesian-coordinate system based stereotactic frame, which was used for
animal experiments, but not for humans. [20]

Between 1947 and 1949, neurosurgeons, Ernest A. Spiegel and Henry T. Wycis,
developed the first stereotactic device for human application, which was based on a
Cartesian/translational coordinate system. [6] At the same time, neurosurgeon Leksell

applied a stereotactic device with a polar/spherical coordinate system, which was
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much easier to use and to calibrate in the operating room. [15]
Starting in 1963, neurosurgeon Raymond Kjellberg treated arteriovenous malfor

mations (AVM) with Bragg peak protons using a stereotactic guidance device, and

angiograms, and in some cases pneumoencephelography. [22]
During the 1960’s, Leksell developed a radiosurgery instrument with multiple

In 1969, he treated the first vestibular

cobalt sources called the Gamma Knife.

schwannoma, a benign tumor of acoustic nerve, with the Gamma Knife. [16]
In 1978, Russell A. Brown, a computer scientist, invented a technique that used
external fiducials visible in CT images. These external landmarks could specify the

spatial orientation of the CT coordinate system with respect to the stereotactic de

vice. [19] This method was adopted by the Brown-Roberts-Wells(BRW) stereotactic

system and the Leksell stereotactic system, which are still widely used for frame-based
stereotaxis today.

1.3.2 Positioning, Alignment and Verification Issues

High-dose proton beams are effective in radiosurgery, but could cause severe side
effects when not placed accurately. This is particularly true for the high doses needed
for functional radiosurgery. Therefore, proton radiosurgery for functional disorders

demands extreme geometric accuracy. It is important to define the location of a lesion
for functional radiosurgery, which relies heavily on the accuracy of imaging (CT or
MRI, etc.) both for landmarks and target localization.

Once the target has been localized with, for example, CT, the target center needs

to be aligned with the proton beam axis. This can be accomplished in several ways,
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Fig. 1.2: Stereotactic cart equipped with a precision collimator (on the left) and an automatic alignment
system, consisting of a pinhole collimator and a photodiode mounted to the stereotactic frame.

The frame also holds the spherical stereotactic performance phantom (Lucy).

however, a stereotactic reference system that is rigidly attached to the patient or
animal is most commonly used if a high degree of precision and accuracy is required.

In order to achieve sub-millimet er accuracy for functional radiosurgery, to be tested
in animals, a stereotactic cart equipped with precision rotational and translational

micro-stages has been installed on one of the fixed horizontal proton beam lines in
the proton research room at LLUMC. See Figure 1.2.

1.4

Computed Tomography

CT is a method for acquiring and reconstructing a digital image of a thin cross section
(slice) of an object. It is based on measurements of X-ray attenuation through the
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section using multiple projections from different directions. Each pixel of a CT image
represents a measurement of the mean X-ray attenuation of a box-like element (voxel)

extending through the thickness of the slice.

1.4.1

History, Development and Principle of Operation

In 1895, William K. Roentgen discovered X-rays, earning him the first Nobel Prize
in Physics in 1901. Since then, X-rays have been widely utilized in the medical
community for non-invasive imaging.

In 1917, Johann Radon, a mathematician at the University of Vienna, devel

oped the mathematical bases for tomographic reconstruction by proving that a twodimensional function can be represented by line integrals of the function along an
infinite numbers of lines from multiple directions in the 2D plane, where the function
is defined. [12]

In 1963, Allan McLeod Cormack of Tufts University used a mathematical process
similar to that of Radon and showed that it can be used for CT image reconstruc
tion. [1] In 1967, Godfrey Newbold Hounsfield constructed the first CT system at

EMI Central Research Laboratories in Hayes, England. Both scientists shared the
Nobel Prize for developing CT in 1979. [9, 10]

In the 1970’s, the first generation of CT scanners required at least five minutes
to complete an acquisition of CT data and 2.5 hours to reconstruct the images.

Initially, CT was strictly limited to brain regions or limbs, and the resulting images

were spatially blurred.

Modern GT uses a fan beam of X-rays rotating around an object on a single
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axis of rotation to create a series of two-dimensional cross sections of the object.

The attenuated beam is measured by an array of detectors containing solid-state
photodiodes, which are smaller and more stable than previous detector designs. These
detectors are coated with a fluorescent rare earth phosphor, enhancing sensitivity and

stability. Since these detectors are very stable, calibration for each image is no longer

required. Not only reduced scan times, but also enhanced imaging quality are the
results. With refinement of reconstruction algorithms and more powerful computers,

CT scanners now provide faster and more accurate image reconstruction for medical

personnel. [17]
When a patient is scanned, the projection of the patient at an arbitrary angle is

composed of a set of line integrals. These line integrals represent the attenuation

of the X-ray beams as they travel in a straight line through the scan region on the
patient. The resulting image is a two-dimensional representation of the attenuation

coefficient. The data that is collected and used to construct the images is simply
a series of parallel rays across a projection at a certain angle. Data is collected at
various angles, and at several positions. It is the X-ray attenuation properties of the

tissue that becomes visible in the images.

1.5 Errors in Stereotactic Targeting
Stereotactic proton radiosurgery procedures require a high degrees of accuracy, or a
small degree of geometric error. The geometric error is defined as the distance of

the intended target from the radiosurgery beam axis, which ideally should be zero.

There are two main components that determine the geometric error in stereotactic
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localization: The CT localization error and the error of the beam axis location. Of

these, the CT localization error is technically more challenging and was, therefore,

investigated in this thesis.

1.5.1

Stereotactic CT Localization Error

The idea of CT localization is to precisely identify the stereotactic location of the
target within the stereotactic coordinate system, which here is defined by the Leksell

coordinate frame. In order to determine the stereotactic coordinates of the target,
there is an indicator frame that contains nine external fiducial markers, which project
on each CT image. These nine fiducial markers have known CT and SRS coordinates

on the indicator frame. Using the distance ratio between the fiducial markers, one can
calculate the transformation matrix and translation vector between the two systems,

CT and SRS. This transformation also converts target coordinates of the CT image
coordinate system to the stereotactic coordinate system. For more information about

the stereotactic localization hardware and transformation, please refer to the thesis

of Fadi Easa Shihadeh. [7]
The stereotactic transformation is not perfect, but produces a geometric error
which is called stereotactic CT localization error. In this thesis, the Lucy phantom, a

precision-machined acrylic sphere that simulates a human head, was used to measure
the CT localization error. The Lucy phantom contains five markers visible on CT
images within a film cassette that holds a radio chromic film in place. In a CT scan, the

markers show as high-density structures over several CT images. The CT coordinates

of the tip of each marker was determined from the most superior image in which the

10

marker clearly showed. The stereotactic coordinates of the marker tips were measured
by a certified Dimensional Metrology Laboratory (DML). In this thesis, the difference

between the stereotactic coordinates derived from the CT localization and from DML
measurements was defined as the stereotactic CT localization error.

1.5.2 Random and Systematic Errors in CT Localization
In general, errors can be categorized as random or systematic. Random errors arise
from variations seen either between different markers within the same CT scan (intra
scan error) or between different scans of the same marker (inter-scan error). The

variations occur randomly around a respective mean error. The variation is usually
specified as the sample standard deviation (SD), which is a measure of the random

error of the stereotactic CT localization. The mean error is a measure of the sys

tematic error of the CT localization. Because it is derived from a finite number of
experiments, it has its own standard deviation (the error of the mean). Note that

each error has three components, corresponding to deviations in x (lateral), y (ver
tical) and z (longitudinal) direction. (R. Schulte personal communication, December

2010)

In this thesis, a series of CT scans of the Lucy phantom was performed to determine

the mean and random errors of the stereotactic CT localization.

1.6 Stereotactic Targets in the Rat Brain

This thesis is directly related to an ongoing radiobiology research project at LLUMC,
entitled ” Molecular and Cellular Mechanisms of Radiation-Induced Growth Hormone
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AIM 1: Selective Proton Irradiation

P-RT

|oand 25 Gy]

P-RT

ELISA

Male Sprague-Dawley, 6 weeks

Fig. 1.3: Ongoing growth hormone deficiency research at Loma Linda University Medical Center; the re

search involved irradiating the hypothalamus alone(Ieft), the pituitary gland alone(center), or both

structures(right) at the same time. Following the procedure, the decline of the insulin-like growth
factors(IGFl) is observed with the ELISA technique.

Deficiency(GHD)”. This project involves two distinct stereotactic targets in the rat
brain, the pituitary gland and the hypothalamus, which are irradiated either alone

or in combination, see Figure 1.3. With the success of the functional radiosurgery
development, radiobiologists can study the effect of radiation on the different cellular
subsystems and pathways of the neuro-endocrine axis. (Y. Nie personal communica

tion, January 2011)

1.6.1

Anatomy and Physiology of the Pituitary Gland and Hypothalamus

Figure 1.4 shows the location of pituitary gland and hypothalamus in the human brain

and the rat brain. The pituitary gland (hypophysis) is an endocrine gland, which se

cretes nine hormones that regulate homeostasis and is connected to the hypothalamus
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Fig. 1.4: Human brain and rat brain.
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via the infundibular stem. In both humans and rats, the pituitary gland is located at

the base of the brain. It is a protrusion off the bottom of the hypothalamus and, in

humans, rests in a small, bony cavity covered by a dural fold. The human pituitary
gland has a size of a pea and weighs 0.5 grams. In the rat, the lateral diameter of the

gland is up to 4.7 mm, but the height is only 2 mm. [5]

All vertebrate animals have a hypothalamus, which is a portion of the brain that
contains several neuronuclei performing a variety of functions, linking the nervous
system to the endocrine system via the pituitary gland. It is responsible for certain

metabolic processes and activities of the autonomic nervous system, such as body
temperature, thirst, fatigue, hunger, sleep, and circadian cycles. It synthesizes and
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Fig. 1.5: Coronal section of a normal rat brain through the hypothalamus. The brain is about 2 cm wide.
Healthduo. cellphone harmony, http://www.healthduo.com/norway/ cellphoneharmony.

secretes certain neurohormones (hypothalamic-releasing hormones) that stimulate or

inhibit the secretion of pituitary hormones. See Figure 1.5 for a section of a rat
brain, which shows the location of the hypothalamus. In humans, the size of the
hypothalamus corresponds roughly to that of an almond. In rats, it is correspondingly

smaller.

1.7 Previous Works

There are two prior CSUSB master thesis projects related to functional proton ra
diosurgery. The work by Fadi Easa Shihadeh focused on an algorithm for positioning

and alignment control using a camera-based system. [7] The master thesis by Tomas

Seward Lee focused on distortion-corrected MRI for stereotactic localization. [25] This
thesis shares the same overall goal of improving targeting accuracy with the previ
ous theses, but mainly focuses on developing an open-loop control software without
a human-in-the-loop for experimental functional proton radiosurgery and on verifi

cation of targeting accuracy with image analysis. Another goal of this thesis is to
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improve the stereotactic CT localization accuracy of the target. This will lead us
closer to the ultimate goal of delivering narrow proton beams to targets inside the

brain of live animals with submillimeter accuracy.

1.8 Significance

Radiosurgery has many advantages over open surgery. Since there is no incision
with radiosurgery, there is no risk of bleeding, infection or other possible surgical
complications. Even if a patient has several metastatic tumors to the brain, they

can be treated within a single session or radiosurgery. While the treatment period
of fractionated radiation therapy usually lasts for several weeks, radiosurgery can be
performed in one or two hours. [14]
Radiosurgery is indicated for patients who are not candidates for traditional inva

sive surgery, because the target is in a deep or critical location. Radiosurgery is not
only able to treat benign and malignant tumors, but also vascular malformations.

By creating small lesions in an area of diseased brain that interrupts pathological
functions, such as abnormal movement and pain, one can treat functional disorders.

This can be done with invasive surgery or functional radiosurgery. Diseases that

are treated with functional radiosurgery includes, trigeminal neuralgia, Parkinson’s
disease and essential tremor.
Nowadays, functional radiosurgery is performed with photons or gamma rays. The

use of high energy protons or Bragg peak protons for functional radiosurgery will be

advantageous when the lesion is in close proximity to critical neural structures. With

a margin of error of 1-2 mm, there is a high risk of delivering a dose to the incorrect
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location, which could result in serious complications for the patient. Working in such

close proximities to critical brain features provides very little margin for error. There
fore, a very accurate method for stereotactic target localization must be developed
prior to deployment of the new system for functional proton radiosurgery.
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2. BACKGROUND AND PRELIMINARIES

This chapter describes the environment in which the research took place and the
general approach to the tasks of this thesis. Section 2.1 describes the proton treatment

and research rooms and how the research room models future functional radiosurgery

procedures in the treatment room. Section 2.2 introduces the approach to align the
target to the beam axis and the main features of the alignment program. Section 2.3
describes the specific structure of the algorithm developed to perform this task.

2.1

Treatment and Research Rooms

LLUMC has three treatment rooms with 90-ton, three-story gantries that can be
rotated 360 degrees to deliver the proton beams at any angle prescribed by the physi

cian. Most of the gantry is concealed inside the walls and floor of the treatment

room, and the patient, lying within the gantry, only sees the front of the proton noz

zle which delivers the proton beam. A conventional proton treatment takes about
15 minutes including alignment and treatment time, and the patient does not feel
physical discomfort. (Figures 2.1). In the future, one of the gantries will also be used
for functional radiosurgery procedures.
The proton research room at LLUMC contains three fixed horizontal beam lines

that deliver the proton beams through evacuated steel tubes (beam pipes), see Fig-
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Fig. 2.1: Proton gantry at Loma Linda University Medical Center.

Seventh-Day Adventist Church. Cutting-edge cancer treatment center improves health of thou
sands. http://news.adventist.org/en/archive /articles/2006/04/13/cutting-edge-cancer-treatmentcenter-improves -health-of-thousands.

ure 2.2. The research of this thesis was performed on the beam line designated p-East.
Figure 2.3 shows the relationship between the beam pipe and the stereotactic cart in

the proton research room.
The purpose of this setup is to simulate the functional proton radiosurgery treat
ment, which in the future will take place in one of the proton treatment rooms. As
such, the stereotactic setup consists of a rotational and three translational micro

stages. The rotational stage rotates the stereotactic system around an axis that
is approximately parallel to the z axis of stereotactic system, thus, simulating the
rotation of the proton beam around the gantry axis in the treatment room. The
translational stages align the target to the beam axis in longitudinal, horizontal and

vertical direction. The control program for this setup, to be developed within this
thesis, requires the following features:
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Fig. 2.2: Fixed horizontal beam line p-East in the proton research room at Loma Linda University Medical
Center.

Fig. 2.3: The stereotactic cart aligned to the proton beam line p-East.
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• to control the rotational micro-stage.

• to acquire the position of the target from the stereotactic localization software.
• to perform translational moves to bring a preselected target into alignment with
the beam axis.

The experimental target objects selected for this research are the Lucy phantom and

a rat. See Figures 2.4, 2.5.

2.2 Approach to the Problem of Aligning the Target
to the Beam Axis
At the beginning of a targeting procedure, the center of the stereotactic coordinate

system is aligned to the proton beam by using a collimated laser beam that is in the

same position as the proton beam. After a calibration procedure, the corresponding

position of the microstages is stored in the alignment program. The rotational micro

stage rotates the Leksell coordinate frame by a given angle. Since the proton beam
axis stays fixed, the target shifts relative to the beam axis and needs to be moved
back to the original proton beam axis after rotation. The following sections describe

the general approach to solve this problem.

2.2.1

How to Calculate Translational Corrections

In order to calculate the translational corrections required after the rotation has been
made, one needs to perform a mathematical 3D rotation and calculate the 3D vector

that shifts the rotated target point back to the beam axis. In case the rotational
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Fig. 2.4: Side view of the Lucy phantom mounted to the micro-stage.
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axis is parallel to the z-axis, only a 2D rotation in the xy-plane is required and the
correction vector becomes a 2D vector.

A 3D rotation describes the motion of a rigid body around a fixed axis in 3D
space, while a 2D rotation describes the motion of a rigid body around a fixed point
in a 2D plane. It is mathematically convenient, to perform a 3D rotation about any

axis in space by first making the rotational axis coincide with one of the axes of the

coordinate system and then to perform a 2D rotation about that axis.

In the present stereotactic setup, the rotational micro-stage axis is approximately
parallel to the z-axis of the stereotactic reference system. To calculate a 3D rotation

of the target point T around the rotational micro-stage axis A by an angle a math
ematically, one first shifts the axis point C that has the same z-coordinate as the

target point to the origin of the stereotactic reference system. The rotational axis A!
now intersects the origin, but is still rotated by the angle fl relative to the z-axis, see

Figure 2.6. The next steps are to align the rotational axis A1 with the stereotactic
z-axis and then to apply the 2D rotation with angle a\ see Figure 2.7.

One now needs to find the translational vector that shifts the target point back

to the fixed beam axis. Instead of rotating the target point, one can also rotate the
beam axis, keeping the target point fixed, see Figure 2.8. The translational correction

is represented by the vector v3 which shifts the target point back to the beam axis.
The components of this vector should be expressed along the axes of the translational

stages which perform the translational corrections. When performed correctly, a series

of rotated beam axis should intersect at the target point, forming a star pattern as
shown in Figure 2.9.
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Fig. 2.6: Geometry of the mathematical steps to perform a target rotation by angle a around a micro-stage

axis A.

Fig. 2.7: Once the micro-stage rotational axis has been shifted to the origin, it needs to be aligned with the

stereotactic z-axis before applying the 2D rotation by angle a.
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Fig. 2.8: Geometric representation of the translational correction. The beam axis is rotated by angle a

relative to the target point T. After rotation, the point on the beam axis originally intersecting
T is now T'. P is the projection of T onto the new beam axis. The translational correction i?3 is

calculated as shown.

Fig. 2.9: Illustrational example of translational corrections for five beam axis(green) rotated in 30 degrees

increment from the original beam axis (magenta). The corrected beam axis (blue) formed a star
pattern.

24

2.2.2 Minimizing Calculation Errors
In the area of numerical analysis, it is well known that the numerical errors grows
with the number of numerical steps, because the calculation results of each step

are rounded and truncated, which leads to an accumulative error carried over from
one step to the next, see Figure 2.10. Thus, although individual errors are small,

cumulative error can grow quickly to a significant amount. By carefully planning the
numerical process, the significance of the individual errors can be reduced drastically.
In order to minimize calculational errors, two strategies are considered here. Firstly,
instead of calculating relative corrections between the current and subsequent rota

tions, the absolute translational corrections for all a number of selected angles are

pre-calculated independently. This way, each correction has the same small numer

ical error and the user has the flexibility to select an arbitrary sequence of rotation
angles. Secondly, when computing translational corrections, a reverse rotation matrix
approach (inverting the sign of the sine functions in the rotation matrix) is preferred

to inverting the matrix itself. Inverting a matrix involves many more numerical steps
and, therefore, results in larger rounding and truncation errors.

2.2.3 First At temp t of Defining the Ro ta tion al Axis
Before coding the program to control the micro-stage system, it is important to
define the location of the rotational axis in the stereotactic coordinate system. To do
this, an aluminium cylinder with axis parallel to the stereotactic z-axis was attached

to the Leksell coordinate frame and shifted until its movement, as measured by a

sensitive dial indicator, was less than 0.025 mm during a full 360-degree rotation. The
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Calculational step

Fig. 2.10: Illustration of error accumulation. The yellow bars represent the error in each calculational step

1 through 6; By carrying over each individual error, the total error (blue bars) grows with the
number of calculational steps.

stereotactic location of the axis of the cylinder was then measured in five different
locations along the z-axis by a certified Dimensional Metrology Laboratory (DML),
see Figure 2.11.

Using these measurements, one can first ask whether the x and y coordinates of
the five measured points are statistically correlated. If they are, this means that the

rotational axis is not parallel to the stereotactic z-axis. The Pearson product-moment

correlation coefficient^) derived from these five measured points equals 0.923 (p =

0.025), which is statistically significant at an accepted a-error level 0.05. This proves
that the rotational axis is not parallel to the stereotactic z-axis. Figure 2.12 shows
the correlation plot.

The rotational axis is best defined by a least-squares line-fitting method. Sev
eral least-squares methods can be used, such as minimizing the sum of squares of

vertical offsets (y-coordinate differences) and orthogonal regression, which minimizes

the sum of squares of the perpendicular distances between each point and the fitted
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(200,200,200)

Fig. 2.13: Leksell coordinate frame and Leksell CT indicator frame.

line. [18] The orthogonal regression technique was chosen here. The vector of the

fitted rotational axis was calculated as (—0.0002, —0.0002,1), which is 0.017 degrees

tilted from the z-axis. With this in mind, the effect of this small deviation of the
rotational axis from the exact z-axis on translational corrections after rotation was

further investigated.
In order to determine the effect of using the exact z-axis (0,0,1) instead of the fitted
rotational axis (-0.0002,-0.0002,1) on translational corrections, take the extreme

point (200,200,200) mm at the upper left corner of the Leksell CT indicator frame
as target point for calculating the translational corrections, see Figure 2.13. The
program will suggest the largest possible translational corrections in this coordinate
system accordingly. Table 2.1 shows the translational corrections for different rotation
angles from 0 to 180 degrees in 30-degree increments associated with tiffs extreme

target point.
The result showed that the root mean square of the differences between the DML
28

Tab. 2.1: Translational corrections(mm).

Axis rotation

30°

60°

90°

120°

180°

DML-Fit

z-axis

Difference

X

0

0

0

y

-36.4011

-36.3942

0.0069

z

0.0607

0

-0.0607

X

0

0

0

y

-35.9266

-35.9201

0.0065

z

0.046

0

-0.046

X

0

0

0

y

1.2964

1.2954

-0.0009

z

0.0435

0

-0.0435

X

0

0

0

y

65.2941

65.2803

-0.0138

z

0.0403

0

-0.0403

X

0

0

0

y

202.4413

202.4008

-0.0405

z

0

0

0
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fitted-axis and the exact z-axis was 0.031 mm, which appeared small enough to be of
no concern. However, it was found in later experiments that the true difference was

larger using different methods to determine the location of the rotational axis.

2.2.4

Important Features of the Alignment Program

Developing a user-friendly graphical user interface (GUI) for the alignment program

was one of the tasks of the thesis. Following is a list of the significant features for the

alignment program, which also determine the design of the software interface shown

in Figure 2.14.
1. The vector of the rotational axis is defined to be parallel with the stereotactic
z-axis (0,0,1), see Section 2.2.3.

2. A positive stage rotation angle is defined as a clockwise rotation of the stereo

tactic x-axis toward the stereotactic y-axis.
3. The input parameters of the alignment program include stereotactic target co
ordinates, the number of beam angles, and the start and stop angles.

4. The stereotactic coordinate system, which is defined by the clinical Leksell co

ordinate frame and the CT indicator frame (see Figure 2.13), is a right-handed

system. If the Leksell coordinate frame is mounted on a human head, the pos

itive x-axis points from the patient’s right to the left, the positive y-axis from
the back of the head to the nose, and the positive z-axis from head to feet. The

Leksell coordinate frame is engraved with a rectilinear coordinate scale, in which

the origin (0, 0, 0) is located superior, lateral, and posterior to the frame on the
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Fig. 2.14: Alignment program graphical user interface. User inputs the stereotactic coordinates of the target,

number of beams, and the start and stop angles. The program controls the rotational micro-stage
to perform the user-selected rotations and performs the translational corrections to bring the
object back into beam focus after each rotation.
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Stage coordinate system

Stereotactic coordinate system

Fig. 2.15: Micro-stage and stereotactic coordinate system.

patient’s superior right side. The coordinates are expressed in millimeters. The
center of the Leksell CT indicator frame is at stereotactic coordinates (100, 100,

133) mm.
5. The stage coordinate system is defined by three orthogonal translational stages,

which move the stereotactic system relative to the beam axis. Imagine one stands
in front of the stage system and the proton beam comes from the left side, refer

to Figure 2.15. The positive x-axis (longitudinal translational stage) coincides
with the stereotactic z-axis, the positive y-axis points to the opposite direction

of the stereotatic y-axis, and the positive z-axis points to the opposite direction
of the stereotatic x-axis.
6. In the proton research room, the radiosurgery cart is aligned to the proton beam

line. When correctly aligned, the proton beam line should pass through the
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center of the Leksell CT indicator frame, which has stereotactic coordinates
(100,100,133) mm. The corresponding stage coordinates (-6.5, 39.5, 0) mm, are
used as the home position of the microstage system.

7. In order to relate the stereotactic coordinates to the micro-stage coordinates, a
transformation which takes into account the different orientation, alignment and

relative position of these two systems is required. Assuming the stage coordinates

(xst,yst, zst)i,i = 1...3 of at least three points with stereotactic coordinates

(xs, ys, zs)i, i = 1...3 are known, the following transformation performs this task.

xst

=

yst
zst
-

all al2 al3

0

0 1

xs

a21 a22 a23

0

1 0

ys

-10 0

zs

a31 a32 a33
«.

tl

+

12

-

(2-1)

£3

The first matrix multiplication, performing a 90 degree rotation about the y axis

and reflections about the x and z axes, takes the different orientation of the two

systems into account; the multiplication by the second matrix

— 1,2,3,

takes into account that the axes of the two systems are not perfectly aligned; the

vector ti, i = 1,2,3 describes the translational offset between the two coordinate

systems.
A calibration procedure to determine the matrix

= 1,2,3 and vector

ti,i = 1,2,3 was developed and described in detail in Section 6.6.

8. To prevent a user from accidentally changing the main program, the home po
sition coordinate and the associated stereotactic coordinates are stored in an
external text file.
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9. The stage rotation: In the home position, the rat is in the orientation shown in

Figure 2.14. This corresponds to an absolute internal rotation of H-90 degrees.
The stage can rotate counterclockwise only up to an angle of -170 degrees and
clockwise up to +360 degrees (a total of 530 degrees range). In order to perform
the stage rotation from the home position by an angle of d) degrees, the stage

needs to be programmed to rotate to an absolute angle of 0 + 90 degrees if </> >

-260 degrees and

+ 450 degrees otherwise.

10. Translational limits: The translational stages can only be moved from -50 mm

to +50 mm in x- and z- direction and from -8 mm to +93 mm in y direction.
In order to detect whether the movement is beyond these limits, the program
first calculates all required translational corrections and validates them against

the limitations. If any correction is beyond the translational limits, the user is
alerted with a warning message.

11. The beam axis is assumed to be parallel to the sterotactic x-axis, represented by

the vector (-1,0,0).
12. The Status & Control color codes: The color code for ’’Off limits” (stage could
not performed move) and ’’Error”(stage did not reach destination) is red; the
color code for ’’Not ready”(moves not yet complete) is yellow, and the color code

for ” Ready” (all moves completed) is green.
13. The GUI shows the beam location relative to the rat, refer to Figure 2.14. Legend

of beam indicator: The beam location at home position, usually at 0 degrees, is
indicated by a grey line; the pre-set beam angles is indicated by a blue line, and
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the selected beam line is indicated by a red line, and once the system is ready

changes to a green line.
14. The user can go to the preselected beam angles in arbitrary sequence.

15. The translational corrections along the beam direction (z-axis of the stage sys

tem) are ignored to prevent collision of the object with the collimator.

2.3 Algorithm for Stage Rotation

A program was developed implementing an algorithm that calculates the translational
corrections in the stage coordinate system. The algorithm assumes that the z-axis is
the rotational axis as discussed above. The structure of the algorithm is as follows:
1. Find the point on the z-axis that intersects the xy-plane containing the stereo

tactic target point (i.e., has the same stereotactic z coordinate). Since the z-axis
is practically perpendicular to the xy-plane, the intersection point will be the

point on the axis closest to the target.
2. Find the translation vector that shifts the point found in step 2 to the origin

of the stereotactic reference system (SRS) and shift the beam axis point (target
point) by adding the same vector to the coordinates of the target point.

3. Perform the stage rotation for a given angle by using a 2D rotation matrix in
the xy-plane and apply it to the beam axis point and beam axis vector.

4. Find the vector that represents the shortest distance from the stereotactic target

point to the beam axis and convert its components to correctional shifts of the
translational stages by applying the reverse rotation matrix.
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3. IMAGE ANALYSIS FOR FINDING THE BEAM AXES AND TARGET
POINTS

To verify the stereotactic targeting accuracy, it is important to image narrow proton

beams with dosimetric (radiochromic) film and to find the beam axis in relation to
target points, also visible on the film. This chapter illustrates methods to digitize

high and low resolution film images and describes algorithms to detect the beam axes

and pin holes representing target points.
Section 3.1 gives a general overview of image analysis techniques used. Section 3.2

describes image analysis algorithm in more detail. Section 3.3 describes the procedure
for digitization and edge detection in low resolution images. Section 3.4 details the
algorithm for data point collection for low resolution images. Section 3.5 describes the

procedure for digitization and edge detection in high resolution images. Section 3.6

details the algorithm for data point collection for high resolution images. Section 3.7
describes the search finding strategies for pin holes in the images.

3.1

Overview

The goal of the stereotactic setup is to allow the proton beam to deposit dose at the

target from different angles. This is accomplished by rotating the target object about

an axis perpendicular to the beam axis, simulating the future treatment procedure
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in the gantry room. To verify the correctness of the procedure, a rectangular radiochromic film (Gaf chromic® film EBT2, International Specialty Products) is used

to record each proton beam in a 2D plane. Proton beams from various angles passing
through the target will create a star pattern focusing on the target. Another applica
tion of beam analysis for beam identification of is to find the stereotactic coordinates

of the rotational axis by creating two hexagon or square beam patterns in different z
locations formed by beams intersecting the film plane from six or four directions.
Each proton beam produces a dark footprint with lateral penumbra on the radiochromic film. In order to digitize the beam image meaningfully and efficiently, the

intensity image is converted to a binary image. Then the Canny Edge Detector, an
algorithm available in Matlab, is applied to define beam edges in the beam penum

bra by looking for local maxima of the intensity gradient of the image. In the Canny
Edge Detector algorithm, the gradient is calculated using the derivative of a Gaussian

filter. Two thresholds are selected to detect strong and weak edges, respectively. The
weak edges will be included in the output only if they are proximity to strong edges.

The Canny Edge Detector is therefore less likely to be affected by noise than other

methods, such as Sobel, Prewitt or Roberts, etc., and more likely to detect true weak
edges.
The Canny Edge Detector is sufficient for low-resolution images with 0.12 to 0.15

mm per pixel, but not for high resolution images with 0.012 to 0.016 mm per pixel.

Therefore, extra work is required before converting a high resolution image to a binary

image.
In addition to finding the beam axis, it is also necessary to define target pins on
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the film, which are represented by small pin holes. These are created by the five pins
that hold the radiochromic film in place in the Lucy phantom. Besides from serving

as target points, they can also be used to determine the length scale (pixel per mm)
of the digital image, as four of the five pins in the Lucy phantom form a square with

40 mm side length.
Once the two edge lines of each beam path are found, the beam axes equations are
determined by averaging parameters of the edge lines.

3.2 Image Analysis Algorithms
After digitizing a radiochromic film, the resulting patterns are converted into a binary

image matrix ([500 x 500] for low resolution; [3000 x 3000] for high resolution). The

collective matrix elements with value one represent edges of the beam path. Once
the beam edges are found, equations to represent them are formulated. These equa

tions are further investigated mathematically depending on which pattern is analyzed.
Following is a list of steps to find the equation that represents each beam path.
1. There can be eight possible incoming or outgoing beam paths visible on the
film: upper left to lower right, left to right, lower left to upper right, bottom

to top, lower right to upper left, right to left, upper right to lower left, and top

to bottom. The specific search functions for each of these patterns used in the
program is decided by the user.

2. Before applying a search function, the starting edge point of the beam path needs

to be found. Generally, the search starts from a corner close to the incoming

or outgoing beam path, then walks along the pixels horizontally or vertically to
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Fig. 3.1: Two beam path examples for finding the first edge point. For a -120 degrees beam path, one can
start from the upper right corner of the image and then walk horizontally to find the starting edge

point; for a 0 degrees beam path, one can start from the upper left comer of the image and then
walk vertically.

find the initial edge point (value 1 in binary image matrix). Take a -120 degrees

beam path as an example, refer to Figure 3.1. In order to apply the upper right
to lower left search function, the search starts from the upper right corner then
horizontally walks toward the left.
3. The search algorithm proceeds until no further edge points are found for a par

ticular incoming or outgoing beam path. This is a case when the search extends
either to the opposite side of the film or the beam path intersect with another

beam.
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-120° incoming segment

-120° outgoing
segment

Fig. 3.2: Another beam path example to find the first edge point. Here three beam paths are intersecting
with each other. To find the starting edge point of the -120 degrees intermediate segment (double

circles), the stop point of the dotted edge line needs to be found first. The circles represent the
starting edge points of each edge line.

4. In case, a particular beam path intersects with more than one beam path, the
intermediate beam segment is found by starting the search from the previously
found stop point of the intersecting beam path segments, see Figure 3.2.
5. Combine the data arrays for the edge line segments belonging to each beam to

form two edge lines per beam path, accordingly.
6. Formulate the equations of each edge line using a least-squares line fitting method. [18]
7. Find the equation of the central beam axis by averaging the coefficients of the

two corresponding edge-line equations.
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3.3 Digitization and Edge Finding in Low Resolution Images
A low resolution image, as defined here, has a matrix size of about [500 x 500] and

a pixel size between 0.12 and 0.15 mm. Following is the procedure to digitize such

images for analysis:

1. Pre-processing of the image patterns to get consistent results for beam edges
is necessary. Matlab’s im2bw function is applied to convert the low resolution
image to a binary image, which becomes a matrix consisting of 0 and 1. The

default threshold of the im2bw function is 0.5, which is used in this thesis.
2. The Canny Edge Detector with appropriate parameters (standard deviation of

Gaussian filter, high and low hysteresis threshold settings) is used to find the
edges of the beam paths. According to the testing results, standard deviation

values between 1 and 3 and tested range of hysteresis threshold settings do not
influence the result. The following parameters are chosen for low resolution

image analysis:

(a) Standard deviation of Gaussian filter: 3.
(b) High and low hysteresis thresholds of gradient magnitude: t-low=0.4 and

t-high=0.5.

3.4 Algorithm for Low Resolution linage Data Point Collection
Following are the algorithms to collect the beam edge points from a low resolution

image. Two scenarios are considered: First, straight or nearly straight beam direction,
e., the angle between beam direction and row or column directions is less than 20
i.
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Fig. 3.3: Low resolution check points for a beam path from top to bottom. The pixel with the star symbol
is the starting pixel, pixels with the circular dots are the check points.

degrees. Second, oblique beam direction, i.e., the angle between beam direction and
row and column directions is 20 degrees or more.

3.4.1

Straight or Nearly Straight Beam Directions

Figure 3.3 shows an example for collecting the edge points from top to bottom. The
walk starts from the first detected edge point. The next edge point is most likely
either the pixel at the lower right corner, or the pixel at the lower left corner, or the

pixel below. However, depending on the quality of the image, it is possible that either
two or three of these pixels have the value 1. The program will then prioritize the

selection based on the beam path direction. If no points can be collected from the
expected neighboring locations, the function will terminate and return.

3.4.2

Oblique Directions

Figure 3.4 shows an example for collecting the edge points from upper right to lower
left. The walk starts from the first detected edge point. The next edge point is most

likely either the pixel to the left, or the pixel to the lower left corner, or the pixel

below. However, depending on the quality of the image, it is possible that either two
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Fig. 3.4: Low resolution check points for a beam path from upper right to lower left. The pixel with the

star symbol is the starting pixel, pixels with the circular dots are the check points.

or three of these pixels have the value 1. The program will prioritize the pick based
on the beam path direction. If no points are collected, the function will terminate

and return.

3.5 Digitization and Edge Finding in High Resolution Images
A high resolution image, as defined here, has a matrix size of about [3000 x 3000] and a
pixel size between 0.012 and 0.016 mm. It is a known fact in image processing that the

higher the resolution the more noise will be introduced. For the high resolution beam
path images, additional pre-processing steps are required to address this problem.

Figure 3.5 shows the results with either no pre-processing or with various forms of high

resolution image pre-processed by the GIMP (GNU Image Manipulation Program)

application, an open software graphics editor. This is followed by application of the
Canny Edge Detection algorithm with different settings.
After extensive testing, the following pre-processing method and parameter set

tings were chosen for digitizing high resolution images.
1. Maximum RGB GIMP application: This filter amplifies pixel contrast by using
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Fig. 3.5: Improvement of image analysis with Matlab by using different methods of GNU Image Manipulation
Program for pre-processing.

1. The black and white image before pre-processing in GNU Image Manipulation Program shows

a single beam with a pin hole. Pre-processing with 2. Threshold 3. Retina, 4. Maximum RGB,
5.

Maximum RGB and Retina, 6.

Maximum RGB and Threshold.

7.

Maximum RGB and

Threshold, 8. Maximum RGB and Threshold. Subsequent Canny Edge Detection had the following

parameters: low and high thresholds 0.4, 0.5 (methods 1-6,8); low and high thresholds 0.3, 0.9

(method 7); standard deviation of Gaussian filter: 1 (method 1-6); 0.1 (method 7); 3 (method 8).
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maximum/minimum color intensity settings. The result is an image with three

colors (RGB) or pure grey pixels.
2. Threshold GIMP application: This feature transforms the current image from
RGB or Grey into a black and white image. The white pixel represents the pixel

whose value is within the threshold range, while the black pixel represents the
pixel value that is out of the threshold range.

3. The Canny Edge Detector with appropriate parameters is used to find the edges

of the beam paths, the following parameters are chosen:
• Standard deviation of Gaussian filter: A standard deviation of 3 was found
to work best for high resolution images.

• Hysteresis threshold setting of gradient magnitude: Low and high threshold
values of gradient magnitude below 0.7 and 0.9, respectively, give acceptable

edge lines that will be continuous and smooth. The low and high threshold
values used in this thesis are specified as t-low=0.4 and t-high=0.5.

3.6 Algorithm for High Resolution Image Data Point Collection

Following is the algorithm to collect the data points from a high resolution image

along the trajectory of the beam path.

3.6.1

Straight or Nearly Straight Beam Directions

Figure 3.6 shows an example for collecting the edge points from top to bottom. The

walk starts from the first detected edge point. The next edge point is most likely either
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Fig. 3.6: High resolution image analysis check points for a proton beam path from top to bottom.

the pixel at the lower right corner, or the pixel at the lower left corner, or the pixel
below (circles). However, due to higher noise inherent in the high resolution image

and a larger potential of fragmentation in the image, five additional check points

are added as shown (triangles and squares). When there is no edge point found in
the three neighboring pixels mentioned above, additional three pixels (triangles) are

examined first; If again no edge points are found, two additional pixels (squares) are
checked. Depending on the quality of the image, there may be cases that either two

or all of these pixels have the value 1. In that case, the program will prioritize the

selection based on the beam path direction. If no points are found, the function will
terminate and return.

3.6.2

Oblique Directions

Figure 3.7 shows an example for collecting the edge points from upper right to lower

left. The walk starts from the first detected edge point. The next edge point is most
likely either the pixel to the left, or the pixel to the lower left corner, or the pixel

below (circles). However, due to higher noise inherent in the higher resolution image

and higher potential of fragmentation in the image, five additional check points, are
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Fig. 3.7: High resolution image analysis check points for a proton beam path from upper right to lower left,

added. When there is no edge point found in the three check locations, additional

three pixels are searched; the pixel to the left, the pixel at the lower left corner and
the pixel below (triangles). If again no edge points are found, two additional pixels
(squares) are checked. Depending on the quality of the image, in some cases, either

two or all of these pixels can have the value 1. The program will then select the pixels

based on the beam path direction. If no edge points are found among these locations,
the function will terminate and return.

3.7 Finding Pin Holes in the Image
To verify the stereotactic targeting accuracy, pin holes created by the metal pins

holding the radiochromic film within the Lucy phantom are chosen as target points.

They are also used to define the scaling factors of each image. The metal pins are
visible on CT images, while the pin holes can be detected on the radiochromic film
using image analysis. The pin locations on the film image are found by detecting the

edge data points of the pin holes. A centroid method is applied to find the center
of each pin hole. In general, either the four pin holes forming a square are detected

or only a single pin hole, representing a target point, is found. In order to find the
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four pin holes efficiently, two search strategies are provided for the different scenario
encountered in this thesis work.

1. In the first scenario, shown in Figure 3.8 as an example, each pin hole was

located between two beam edge lines associated with different beam paths that
intersected at the center of the film. A designated rectangular area represented

by limiting row- and column- indices was used to find the pin hole edge points.
The centroid of these edge points, which represents the center of the pin hole,

was calculated.
2. In the second scenario, encountered in the analysis of hexagon patterns (Fig

ure 3.9), square patterns, and star patterns centered on the pin hole, each pin
hole was located between two edge lines associated with at least one beam path.

A designated rectangular area between these edge lines was selected and edge
point coordinates were collected and the center of the pin hole was found using
the centroid method.

This chapter focused on beam analysis for verification and improvement of stereo

tactic targeting accuracy. The other main topic of this thesis is the analysis and
improvement of stereotactic localization accuracy using CT.
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Fig. 3.8: Strategy to find pin holes in a star pattern image.
The designated rectangular search regions (red), which are used to find the pin-hole edge points,

are defined by the two neighboring beam edge lines (yellow) as shown.

Fig. 3.9: Strategy to find pin holes intersected by at least one beam.

The designated rectangular search regions (red), which are used to find the pin-hole edge points,
are defined by two beam edge lines (yellow) as shown.
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4. CT LOCALIZATION OF TARGET MARKERS

The idea of localization is to precisely identify the location of a designated target
within a coordinate system, such as the stereotactic coordinate system defined by the

Leksell coordinate frame.

In this chapter, Section 4.1 is an overview of the equipment used to identify the tar
get and to verify the localization accuracy in the experiments described in Chapter 5.

Section 4.2 gives a detailed description of the Lucy phantom. Section 4.3 describes
the algorithm for stereotactic target localization based on analysis of multiple CT

slices.

4.1

Equipment for Target Localization

The process of stereotactic target localization and testing its accuracy requires sophis

ticated equipment. The Lucy phantom is a stereotactic quality assurance phantom
that contains targeting markers visible in CT and on beam image films. The stereo

tactic coordinates of the markers are known from measurements by a Dimensional
Metrology Laboratory (DML). The Lucy phantom is a precision-machined acrylic

sphere that simulates a human head. It was developed to simulate clinical situations,
verify hardware and software components, and detect systematic errors in stereotactic

localization.
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The Leksell coordinate frame with the CT indicator frame attached, see Fig
ure 2.13, is used to create a stereotactic coordinate system. During functional proton

radiosurgery, all target regions will be identified by giving them coordinates in this
system. In order to calculate the stereotactic coordinates of a target, it is necessary

to image the object and the CT indicator frame, which projects nine markers onto

each CT image. From the CT coordinate of these markers, the transformation from
the CT image coordinate system to the stereotactic coordinate system can be de

rived. For more information about Leksell hardware specifications and stereotactic

transformation algorithms, refer to subsequent sections and to the theses of Fadi Easa
Shihadeh [7] and Tom Seward Lee [25].

4.2 Specifications of the Lucy Phantom
The Lucy phantom is a useful device for developing and testing stereotactic proce

dures. It consists of two hemispheres that can be separated. One hemisphere contains
four cylinder channels in which cylinders with five CT- or MRI- visible markers can

be placed. A detailed schematic of the phantom is displayed in Figure 4.1. Figure 4.2

shows the Lucy phantom mounted on the Leksell coordinate frame, which is attached
to the CT scanner table.

A central film-cassette holder, embedded into the Lucy phantom, allows placing

a radiochromic film at the equatorial plane of the Lucy sphere. There are five steel
pins to hold the film in place. Four of the markers form the corner points of a square
with 40 mm side length, as mentioned before. The fifth marker is for orientation and
is located outside the square. Figure 4.3 shows the hemisphere of the Lucy phantom
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film cassette

sinr.\iEw (HI-LT)

Fig. 4.1: Detailed schematic drawing of the Lucy phantom, demonstrating the four marker cylinders (Ml-

M4) and the central film cassette.
Lee TS. Software-based gradient nonlinearity distortion correction. Masters thesis, California State
University, San Bernardino, 2007.

that carries the radiochromic film. The pins also serve as target markers for the

experiments of this thesis. The stereotatic positions of the five marker were measured
within 0.1 mm by the DML, see Figure 4.4 for the DML report.

4.3

CT Localization of Target Markers

Stereotactic localization of a target can be performed in two ways: The first method
is to extract the CT coordinates of the nine markers of the CT indicator on the single
CT image that contains the target. The second method is to extract the nine markers
on multiple CT images and to find nine best-fitting 3D lines through the marker sets

using a least squares method. The intersection points of the nine fitting lines with the

CT plane that contains the target then replace the nine markers from the single CT
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Fig. 4.2: Lucy phantom in the CT scanner at Loma Linda University Medical Center.

Fig. 4.3: Radiochromic film in the cassette of the Lucy phantom.
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Fig. 4.4: Dimensional Metrology Laboratory report specifying stereotactic coordinates of the five pins, A-E,

inside the Lucy phantom film cassette.

image in the first method. The second method is potentially more accurate, because

it uses information from more than one CT image.

A pre-existing Matlab program was used to find the five the pixel coordinates of the
five target markers of the Lucy film cassette, see Figure 4.5. A second pre-existing

Matlab program was used to extract the pixel coordinates of the nine markers of
the CT indicator frame in a selected number of CT images, see Figure 4.6.

As

part of this thesis work, the second program was combined with another pre-existing
program that calculates the stereotactic transformation (matrix and vector) based
on the coordinates of the nine CT indicator markers and applies it to transform CT

target coordinates to stereotactic coordinates. All three pre-existing programs were

provided by Dr. Reinhard W. Schulte.
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Fig. 4.5: CT image of the Lucy phantom showing the five film cassette markers A-E (9.6 cm field of view).

Figure 4.7 shows the graphical user interface (GUI) created in this thesis to perform

the stereotactic transformation of target coordinates. The user has to select the
path of the folder containing the DICOM CT image set and enters the starting and

ending number of the slices to be analyzed, as well as the slice interval. The pre

existing algorithm inside the program then extracts the unit-less pixel coordinates
of the nine markers of each slice and converts them to mm-unit coordinates using
the pixel spacing extracted from the DICOM header. Based on this information, a

3D model of the Leksell coordinate frame is constructed by calculating least squares
fitting lines using orthogonal regression, see Figure 4.8. In addition to performing

stereotactic transformation, a functionality was added to allow the user to rename
and sort batches of DICOM images according to study date, series number and image

number. It can be seen under the heading of ” Document Administration” at the top

of the GUI.
Since the x-y origin of the CT reference system (CTRS) is at the center of each im-
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the nine markers of the CT indicator frame (27 cm field of view).
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Fig. 4.8: 3D model of Leksell indicator frame; each slice is a 2D image from which the pixel coordinates of
the nine markers are extracted. The red lines are obtained by a least-squares fitting procedure.

age and the origin of the Matlab reference system (MLRS) is at lower left corner, it is
necessary to convert the target coordinates from the CTRS to the MLRS first. CTRS

coordinates are converted to MLRS coordinates as follows: MLRSX — CTRSX+ the

matrix size /2
pixel
*

spacing, MLRSy = CTRSy+ the matrix size /2
* pixel spacing,

where the matrix size correspond to the dimension of image matrix, e.g, 521 pixels.

Using the z coordinate of the target, z.target, the MLRS coordinates of the inter

section points of the nine fitting lines with the z_target-plane are calculated. These
coordinates then enter the pre-existing software algorithm used to calculate the stereo
tactic transformation. The transformation is applied to the MLRS coordinates of the

target and resulting stereotactic target coordinates are displayed in the GUL
To verify the quality of the transformation performance, an additional feature was
added to the program in the thesis. This feature calculates the the CT coordinates of

the center of the CT indicator frame and transforms them to stereotactic coordinates,
which are known to be (100,100,133) mm.
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5. STUDY OF CT LOCALIZATION ACCURACY AND PRECISION

This chapter describes the methods and results of the experiments performed to study
the accuracy and precision of stereotactic CT localization. Section 5.1 illustrates the

general methodology to collect the data for analysis of CT localization accuracy and

precision. Two series of experiments were designed to serve the purpose. Section 5.2
describes the first series of experiments studying how CT scan parameter settings
affect the stereotactic CT localization. Section 5.3 describes a second series of experi
ments studying the influence of a small vertical rotation of the stereotactic system on

the CT localization accuracy. Section 5.4 summarize the findings of these two series

of experiments.

5.1

General Methodology

The general methodology to collect the data for studying CT localization accuracy
and precision was as follows: The CT coordinates of the five markers of the Lucy film

cassette were extracted by the pre-existing program provided by Dr. Reinhard W.

Schulte. Each marker was treated as a target point and its stereotactic coordinates
were calculated using the two methods of extracting the nine markers of the CT
indicator frame from single and multiple CT images, respectively, and the software

and GUI described in Section 4.3.
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Tab. 5.1: Default CT scanner parameter settings used for all experiments.

Scan type

helical

Rotation time

1.0 s

kV

120

mAs

200

Pitch

0.9368 (standard), 0.5155 (half pitch)

Matrix size

512x512

Slice thickness

0.625

Reconstruction type

standard

Orientation

supine

Field of View(FOV)

small FOV 9.6 cm, large FOV 27 cm

The CT-derived stereotactic coordinates were then compared with DML-measured

stereotactic coordinates to obtain the localization errors in x-, y- and z- direction. Fi
nally, based on the mean and standard deviations of the localization errors, systematic
and random errors within and between experiments were calculated.

All studies were performed on a GE LightSpeed 64-slice volume CT scanner in
the department of radiation medicine at LLUMC. This scanner will also be used for
stereotactic localization in functional radiosurgery in the future. Table 5.1 shows

the default parameter settings that were used for all CT scans in the experiment
described below.
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5.2 First Series of Experiments
The purpose of the first series of experiments was to study the influence of CT scan
ning parameter settings, which may affect the stereotactic localization accuracy and

precision.

5.2.1

Experimental Methodology

For the first series of experiments, each experimental session consisted of five pairs of
small field of view (FOV) and large FOV scans (session). The small FOV scans were

used to extract the CT coordinates of the five Lucy film cassette markers and large
FOV scans were used to extract the CT coordinates of the nine markers of the CT

indicator frame. After each session, the experimental setup was varied in one of the

following ways to study repeatability.
1. Remove and relocate Leksell coordinate frame on CT table mount, CT indicator

frame remains attached to the Leksell coordinate frame.
2. Remove Leksell coordinate frame from CT table mount, remove and relocate CT

table mount and relocate Leksell coordinate frame.
3. Remove Leksell CT indicator frame from Leksell coordinate frame, remove Lek

sell coordinate frame from mount, and remove mount from table, then relocate
all devices in reverse order.
Within this series of experiments, three experiments with different settings were
performed on different days as follows: In the first experiment (12-10-10 study), the

z-starting point for all scans were the same and a standard pitch was chosen. In
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the second experiment (12-14-10 study), the z-starting point for all scans was varied
randomly and a half pitch was selected. In the last experiment of this series (12-15-10

study), the z-starting point was varied randomly again, but the pitch was standard.
One should mention that the table height (y-position) was varied randomly for all

scans.

5.2.2 Data Analysis

The following error quantities were derived from analyzing the experimental data. By
averaging the x, y and z errors across all markers and sessions, the global mean error

(GME) and its standard deviation(GMESD) were calculated for each experiment.
In addition, the global random error (GRE) was calculated by first finding the
SD of each individual marker errors across all experimental sessions, summing up the

squares of these SDs for the five markers, and then taking the square root of the
sum divided by the number of markers (5). The GRE is composed of two additive
components, the random intra-scan and the random inter-scan errors. The random
intra-scan error (RIntra) was calculated by first finding the SD of marker errors in

the given experiment across all markers, summing up the squares of these SDs for
all sessions of one experiment, and then taking the root mean square. Lastly, the
random inter-scan error (RInter) was calculated by subtracting the square of RIntra

from the square of GRE and then taking the square root of the difference.
This error analysis was performed for each of the two methods of extracting the

nine markers of the CT indicator frame from single and multiple CT images described

in Section 4.3.
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5.2.3 Results
The results from this series are summarized in Table 5.2. The findings and their

interpretation are as follows:
1. For the 12-14-10 experiment with half pitch, the GME for single-CT image anal
ysis was 0.65 mm, -0.29 mm, 0.48 mm, and 0.72 mm, -0.27 mm, 0.50 mm for
multiple-CT image analysis for x, y, z, respectively. For the 12-10-10 experiment
with half pitch, the GME for single-CT image analysis was 0.42 mm, -0.26 mm,

0.45 mm, and 0.39 mm, -0.35 mm, 0.35 mm for multiple-CT image analysis for
x, y, z, respectively. Thus, the GME of the experiments with standard pitch was

smaller than that for half pitch. The submillimeter systematic error may have

been introduced by the DML setup or by the assumptions of the stereotactic

localization algorithm about the CT indicator frame geometry.
2. The GMESD was of the order of the 0.1 mm for the standard pitch experiment
and 0.2 mm for half pitch experiment, which again favors the standard-pitch
over the half-pitch mode.
3. Similarly, the GRE, which is a measure of the stereotactic CT localization pre

cision, was of the order of 0.1 mm of standard pitch experiment and of the order

of 0.2 mm in half pitch experiment.
4. Rintra was generally smaller than 0.1 mm, which means that the quality of CT
localization did not depend on the marker location. Rinter was generally between
0.1 and 0.2 mm and, therefore, the main contribution to the GRE.
5. There was no noticeable difference between the method of extracting the nine
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markers of the CT indicator frame from a single CT image and the method of

extracting them from multiple CT images.

6. Generally, the error parameters of the half-pitch setting were larger by a factor

of 2 compared to the standard pitch setting.

5.3

Second Series of Experiments

The purpose of this series of experiments was to study whether a small rotation about
the vertical axis of the stereotactic system (twist) affects the CT localization accuracy

and precision.

5.3.1

Experimental Methodology

Figure 5.1 shows the configuration of the experimental setup which was used for
both series of experiments. In the context of the second series, it is important to
note that the L shaped mount, which is attached to the CT table and carries the

Leksell coordinate frame and CT indicator frame, has a ” twist” feature, which allows
a rotation about a vertical axis of the stereotactic system up to 2 degrees clockwise

and up to 1 degree counterclockwise.
Three mounting configurations were selected as follows:

• No twist (NT): Zero twist of CT mount relative to the table.
• Clockwise twist (CWT): CT mount is set at maximum clockwise twist (2 degrees)
relative to the table.
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Tab. 5.2: Localization errors (mm) of the first series of experiments: GME = Global mean error, GMESD =
Global mean error’s SD, GRE = Global random error, RIntra = Random intra-scan error, RInter

= Random inter-scan error.

Marker Extraction Method

Experiment

12-10-10

12-14-10

12-15-10

Error Quantity

Multiple CT images

Single CT image

X

y

z

X

y

z

GME

0.39

-0.35

0.35

0.42

-0.26

0.45

GMESD

0.10

0.07

0.12

0.11

0.08

0.08

GRE

0.10

0.08

0.11

0.12

0.09

0.08

RIntra

0.03

0.04

0.07

0.03

0.04

0.06

RInter

0.10

0.07

0.01

0.11

0.08

0.05

GME

0.65

-0.29

0.48

0.72

-0.27

0.50

GMESD

0.19

0.09

0.17

0.17

0.09

0.21

GRE

0.20

0.10

0.18

0.19

0.09

0.22

RIntra

0.19

0.05

0.16

0.04

0.06

0.14

RInter

0.04

0.09

0.08

0.18

0.07

0.17

GME

0.49

-0.29

0.23

0.51

-0.23

0.26

GMESD

0.09

0.13

0.16

0.101

0.13

0.17

GRE

0.10

0.14

0.17

0.11

0.15

0.18

RIntra

0.03

0.06

0.05

0.03

0.06

0.05

RInter

0.09

0.13

0.16

0.11

0.13

0.18
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Fig. 5.1: The L shaped mount, which is attached to the CT table, carries the Leksell coordinate frame and
Leksell CT indicator frame. It allows a twist around the vertical axis.

• Counterclockwise twist (CCWT): CT mount is set at maximum counterclockwise

twist (1 degree) relative to the table.
For a given day, each configuration was scanned with one session (pair of small FOV
and large FOV scans) and the experiment extended over five days.

For the second series of experiments, a standard pitch and a random z-starting
point were used for each scan.

5.3.2 Results
The same data analysis technique, described in Section 5.2.2, was also used for this

series of experiment, except that the parameters RIntra and RInter were not calcu

lated. The results from this series are summarized in Table 5.3. The findings and
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their interpretation are as follows:
1. The GME, GMESD and GRE were of the same order of magnitude as in the

first series of experiments.
2. Again, the two methods of two marker extraction performed similarly well.
3. Overall, the CCWT experiment showed slightly larger GRE values than the

CWT and NT experiments, but the errors did not exceed 0.21 mm. In this

regards, it should be kept in mind, that the CCWT rotation was twice as large

as the CWT rotation. Definitely, there was no improvement from using the
twisted setup.

5.4

Summary and Discussion

When reviewing the results from the two experimental series, one can conclude

that better stereotactic localization accuracy and precision is obtained with a stan

dard pitch when compare with a half pitch helical scan.

A comparison with a

conventional(non-helical) scan mode was not done, because it was shown that a helical

scan results in better longitudinal spatial resolution. [8] All other parameter settings
including the randomness of z-starting point and a twist introduced into a CT mount
did not affect CT localization accuracy and precision.

Though there was no significant difference between extraction of marker coordi

nates from the multiple slice CT images and from the single CT image, the multiple
CT images method may be chosen as a standard procedure since it has a theoretical
advantage. It was found that there was a systematic difference between stereotactic
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Tab. 5.3: Localization errors (mm) of the second series of experiments: GME = Global mean error, GMESD

= Global mean error’s SD , GRE = Global random error.

Marker Extraction Method
Experiment

Error Quantity

Multiple CT images

Single CT image

X

y

z

X

y

z

GME

0.44

-0.19

0.32

0.58

-0.15

0.45

GMESD

0.08

0.07

0.14

0.13

0.08

0.15

GRE

0.05

0.06

0.12

0.13

0.07

0.14

GME

0.44

-0.20

0.43

0.43

-0.13

0.45

GMESD

0.08

0.08

0.20

0.12

0.12

0.18

GRE

0.07

0.08

0.22

0.11

0.12

0.19

GME

0.40

-0.21

0.46

0.41

-0.20

0.45

GMESD

0.22

0.11

0.19

0.24

0.09

0.16

GRE

0.20

0.09

0.19

0.21

0.08

0.17

NT

CWT

CCWT
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coordinates determined in this study and the DML-measured coordinates. This sys
tematic error can be practically eliminated by careful calibration of the stereotactic
system.
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6. STUDY, IMPROVEMENT AND VERIFICATION OF STEREOTACTIC

TARGETING ACCURACY FOR RADIOSURGERY

This chapter describes various methods and experiments for studying, improvement
and verification of stereotactic targeting accuracy. Most of these experiments required

the methodology for image analysis of beam patterns developed in this thesis and
described in Chapter 3.

6.1

General Methodology

All experiments were performed on the experimental beam fine p-East in the proton
research room at LLUMC, for additional details see Section 2.1. The following list

describes features of the experimental setup common to all experiments:

• A proton beam of 200 MeV initial energy was used for all experiments. Pro
ton beam delivery was controlled from a separate room adjacent to the proton

research room. See Figure 6.1

• A brass collimator with a circular aperture of 2.5 mm was selected from a set

of clinical proton radiosurgery collimators (Figure 6.2 (left)). More recently, the

clinical radiosurgery cone shown in Figure 6.2 (left) was replaced by a dedicated

experimental radiosurgery cone and a 2 mm circular aperture has been used since
then, refer to Figure 6.2 (right).
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Fig. 6.1: Console for proton beam delivery in the proton research room.

• The Newport micro-st age system, comprised of three translational stages and
one rotational stage was initialized and controlled by the software controller

provided by Newport, see Figure 6.3.

• A room-fixed laser beam centered on the proton beam fine was used in combina

tion with the center of the CT indicator frame to align the experimental setup
to the proton beam before each experiment, see Figure 2.4. The correct beam

alignment and a symmetric beam profile were verified with radiochromic film
placed at the beam line exit window and behind the collimator.
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Fig. 6.2: Left: clinical radiosurgery cone and set of brass collimators used for proton radiosurgery. The
2.5 mm-collimator used in this thesis is inserted in the cone. Right: experimental radiosurgery

cone with 2.0 mm-collimator inserted in the cone.
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Fig. 6.3: Newport graphical user interface for initiation and control of the micro-stage system used in this
thesis.
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6.2 Verification of Alignment Program Performance

To investigate whether the program for translational correction after stage rotation
performed adequately, proton beams were directed tangentially at the film cassette of

the Lucy phantom from five different angles in order to create a star pattern of beam
paths on a radiochromic film. The intersection region of the beams was evaluated.

6.2.1

Methodology

Five proton beams of 2.5 mm diameter were directed at the center of the Lucy phan

tom sphere from angles ranging from -30 degrees to -150 degrees. The beam axes were

parallel to the film in the Lucy phantom cassette. The resulting beam path pattern

is shown in Figure 6.4. The beam paths were analyzed with the methods described
in Chapter 3. Here, the algorithm for low resolution images was used. From the

resulting beam pattern image, the ten intersection points of the five beam axes were

found and their maximum mutual distance determined.

6.2.2 Results

Figure 6.5 shows the beam-axis pattern resulting from the analysis of the image seen
in Figure 6.4.

It is obvious that the ten intersection points of the proton beam axes did not
coincide. The maximum mutual distance between the intersections was 0.58 mm.
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Fig. 6.4: Five proton beams directed at the center of the Lucy phantom with beam angles ranging from

-30 degrees to -150 degrees.

Fig. 6.5: Left: Beam axes pattern resulting from analysis of Figure 6.4. Right: Close-up view of the beam

axis pattern.
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6.2.3 Summary and Discussion

Ideally, the beam axis lines should intersect in a single point. Here, a maximum
separation about half a millimeter between the beam axes intersections was found.
This error can be introduced due to one or several of the following reasons:

• The rotational axis is not parallel to the z-axis, as assumed in the alignment
program.

• Displacement of the Leksell coordinate frame during rotation.
• Misalignment between the micro-stage system and the beam axis, refer to Sec
tion 2.2.

• Mechanical instability of the micro-stage system, including the translational/ro-

tational stages.
• Mechanical instability of the film location during rotation.
• Optical distortion of the film scanner resulting in inaccurate localization of the

beam axes.

• Random or systematic error during film analysis.
• Computational errors during calculation of the translational correction.

In order to confirm this and eliminate other causes, additional experiments were

performed as described in the following sections. The most likely reason for this
inaccuracy, which is too large for the purpose of functional proton radiosurgery, is a

tilt and/or displacement of the rotational axis from the axis measured by the DML.
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6.3 Study of Targeting Accuracy with a Six-Beam Star Pattern
This experiment was performed to quantify the accuracy of CT target localization

and beam targeting by focusing a six-beam star pattern to one of the five marker pins
of the Lucy phantom, which was localized with a stereotactic CT scan. As described
in Chapter 4.

6.3.1

Methodology

The upper right film cassette marker pin was selected as a target and the stereotactic
coordinates were calculated using the method of Chapter 5. Instead of using 2.5 mm

proton beams, 2 mm beams were used for this experiment. An additional proton

beam directed from 0 degrees was added to the previous five-beam star pattern ar
rangement. This was done to measure the targeting error without the confounding

influence from the inaccuracy of the rotational axis. The beam pattern resulting from

this experiment is shown in Figure 6.6. After film analysis using the low resolution
algorithm, the shortest distance between the target point, visible on the film was
determined.

6.3.2 Results
The result of the beam pattern analysis is shown in Figure 6.7. The shortest distances

of the beam axes from the target are summarized in Table 6.1. The largest deviation
was 0.62 mm for the beam at 0 degrees. For subsequent beam angles, the deviation
decreased as the rotation angle increased. At the -150 degrees angle, the deviation

was only 0.09 mm from the target.
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Fig. 6.6: Six beams from 0 degrees to -150 degrees, aiming at the upper right pin of the Lucy phantom
cassette. The location of the marker pin is also visible on the film.

Fig. 6.7: Beam axes pattern resulting from analysis of Figure 6.6. The right half of image shows a close-up
view of the beam-axes intersection region. 1 pixel = 0.0844 mm
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Tab. 6.1: Distance from target to each beam path.

Beam angles

Distance from Target (mm)

0°

0.62

-30°

0.55

-60°

0.49

-90°

0.48

-120°

0.2

-150°

0.09

Average

0.41

SD

0.21

6.3.3 Summary and Discussion
The relative shift of the beam axes during rotation was similar to that observed in

the previous study ( Section 6.2), demonstrating that the effect was reproducible. In

addition, a 0.62 mm distance between the beam axis and the target point was found
for the 0 degrees proton beam angle. Since there was no rotational correction involved

at 0 degrees, this indicates a targeting error, which could be a random or systematic

error. These results led to further experiments designed to study the stereotactic
targeting error.

6.4

Study of the Rotational Axis Location using a Hexagon Pattern

In the previous two experiments, proton beams directed at a fixed target were found to

shift relative to the Lucy phantom after translational correction as the beam direction
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Fig. 6.8: Hexagon image formed by rotating the Lucy phantom with 60 degrees increments without trans

lational corrections.

varied. It was suspected that a small tilt of the rotational axis relative to the assumed
z-axis was the most likely reason for this observation. A hexagon pattern experiment

was performed at this time to further investigate this assumption.

6.4.1

Methodology

By directing 2.5 mm proton beams at the radiochromic film parallel to the x-y plane
using 60 degrees rotational increments without performing translational corrections,

a hexagon pattern image was formed, see Figure 6.8. If the rotational axis coincided

with the z-axis and was mechanically stable, the hexagon should inscribe a perfect
circle. On the other hand, a rotational axis tilt and/or instability would cause the
hexagon to inscribe a distorted circle or ellipse. Moreover, the geometric center of the
hexagon would be an estimate of the location of the rotational axis in the film plane.
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6.4.2 Results
Figures 6.9 and 6.10 show the results of the low resolution image analysis of the

hexagon pattern. Figure 6.9 displays the lengths of the hexagon diagonals and the
lengths between pin holes in number of pixels with each pixel equal to 0.11 mm.
The following results were noted:

1. The length of the three hexagon diagonals agreed within 1 pixel.

2. The intersection point of the hexagon fell within the area of 1 pixel.

3. The horizontal and vertical distances between the marker pin holes varied within
2 pixels
4. The shapes of the pin holes were found to vary considerably.

6.4.3 Summary and Discussion
Even though the diagonals did not intersect in one point, the intersection area was

smaller than 1 pixel, which demonstrates that the rotational axis remained stable

within the length of 1 pixel (0.11 mm). The resolution of the film analysis was not
high enough to detect a noticeable deviation of the rotational axis from the z-axis.

During the film analysis, it was noticed that the pin holes varied in shape, which

may explain the observed variation of the distances between pin holes. This may
also obscure a difference in horizontal and vertical scaling factors of the film scanner.
Therefore, it was decided to improve the shape of the pin holes and to perform the

image analysis with the high resolution algorithm, refer to Section 3.6.
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Fig. 6.9: Hexagon beam pattern with beam edges and beam axes resulting from the image analysis with the
low resolution algorithm. The yellow marks are the intersection points of the beam axes forming

the corners of the hexagon.

The pink lines are the diagonals of the hexagon.

The red marks

correspond to the the location of the Lucy film markers.

Fig. 6.10: Same as Figure 6.9, but with a pixel film scale. The right half of the image is a close-up view of
the intersection area of the hexagon diagonals. The blue mark corresponds to the center of the

gravity of the hexagon diagonal intersection points.
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6.5 Improved Film Preparation, Film Scanning Method

and Image Analysis
In the previous experiment, it was found that the shapes of the pin holes, which are
produced by the Lucy phantom cassette marker pins, were not perfect. Therefore,
a film drilling fixture was built to improve the roundness and consistency of the pin

holes. With this, another hexagon pattern was analyzed with the high resolution
image analysis algorithm.

6.5.1

Methodology

A film drilling fixture was developed to improve the uniformity of the pin holes, which

had been formed by the marker pins. Instead of letting the pins form the holes by
piercing through the film, a film drilling fixture, shown in Figure 6.11, was used to

pre-drill the five pin-holes with a 0.5 mm drill-bit. With this new device in place, the
four pin holes forming an exact square of 40 mm side length were used to determine

the presence of different horizontal and vertical scaling factors in images produced by

the film scanner utilized in this thesis (Epson Stylus NX420 All-in-one Printer).
Whereas the drilling method improved the shape of the pin holes, there was still a

problem with marginal shadows produced by the scanning which affected the accuracy

of finding the hole center. Six different scanning techniques were investigated to
address this issue. These were as follows:

• Scanning with scanner lid closed without additional weight (Method 1).
• Scanning with scanner lid closed with additional weight placed on lid (Method

2)81

Fig. 6.11: Film drilling fixture.

• Scanning with scanner lid open and weight on film (Method 3).
• Scanning with scanner lid open and covering back of holes with masking tape
(Method 4).

• Scanning with scanner lid open and covering back of holes with Teflon tape
(Method 5).

• Scanning with scanner lid open and covering back of film with square acrylic
plate (Method 6).

To determine whether the scanned images had different horizontal and vertical

scaling factors, the film containing four pin holes was scanned at orientations of 0° (3

scans), 90° (2 scans), 180° (1 scan), 270° (1 scan). For each orientation, the film was
analyzed with the high resolution image analysis algorithm to determine the center of

gravity of each hole. Mutual distances between holes were then compared to detect
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Fig. 6.12: Pin hole images produced with six different scanning techniques (see text).

any evidence for different vertical and horizontal scaling factors.

6.5.2 Results
Figure 6.12 shows pin hole images produced by the six different scanning methods.

It is obvious that method 6, scanning with an acrylic plate on the back of the film,

produced a shadow-free image. This method was selected for further analysis. Fig
ure 6.13 confirms that the film drilling fixture produced distinct circular holes with

detected edges forming nearly perfect circles. Thus, the center of these edges should
be a very accurate representation of the center of the marker pins.
Figure 6.14 shows the result of the analysis of the hexagon image obtained with the

improved scanning method. It clearly shows that the vertical distances are 7 pixels

(0.11 mm) larger than the horizontal distances between pin holes. Furthermore, the

length of the horizontal diagonal was 5 and 8 pixels (0.08 mm and 0.13 mm) smaller
than the two oblique diagonals. This points to different scaling factors in horizontal

and vertical direction.
Table 6.2 summarizes the results of this analysis. From these data and the known
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1

2

Fig. 6.13: Image of four pin holes produced by scanning method 6 before (filled circles) and after (open
circles) image analysis.

2511.1 pixels

2512.2 pixels

Fig. 6.14: High resolution image analysis result of the hexagon pattern obtained with scanning method 6.
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Tab. 6.2: Mean and standard deviation of vertical and horizontal distances (pixels) obtained for different
film orientations, 0.016 mm per pixel.

Film Orientation

Vertical Distance(mean ±SD)

Horizontal Distance(mean ±SD)

2516.2 ±1.7

2511.6 ±1.0

2516.5 ±1.8

2514.2 ±0.9

2518.8 ±1.9

2509.8 ±2.1

2517.0 ±2.2

2509.7 ±2.2

2517.8

2511.3

2517.0

2510.2

2519.4

2509.8

2520.4

2508.9

2518.8 ±1.9

2511.1 ±1.6

0.9988

1.0018

0°

90°

180°

270°

Average ± RMS

Scaling factor

horizontal and vertical distance of 40 mm between pin holes, vertical and horizontal
scaling factors were derived. According to these scaling factors, vertical distances
should be decreased to 99.88% and horizontal distances increased to 100.18% of the

distances measured on the film.

6.5.3 Summary and Discussion
This experiment demonstrated that the new drilling fixture successfully created a

better definition of pin holes. A scanning method, placing an acrylic block on the
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back of the film, was found to improve the quality of the pin hole images. The use of
high resolution image analysis allowed to define more accurate vertical and horizontal

scaling factors, which will improve the accuracy of future image analysis. One should
note that the high resolution analysis algorithm introduced additional noise in the

processed image, which can be reduced by cleaning the film with alcohol prior to
scanning.

6.6

Calibration Method for Translational Offset Correction

When performing stereotactic localization and proton beam targeting, one can expect

both random and systematic uncertainties in these procedures, refer to Section 1.5.2.
The systematic uncertainty can be mostly eliminated by a calibration procedure that

was developed in this thesis and is presented below.

6.6.1

Methodology

For the calibration procedure, the Lucy phantom was rotated 90 degrees from its

standard orientation, so that the radiochromic film was perpendicular to the proton
beam. The four Lucy marker pins forming a square were used as stereotactic targets.
The calibration procedure consists of the following steps:
1. Stereotactic CT scan of the Lucy phantom rotated by 90 degrees (film parallel

to the y-z plane).
2. Stereotactic CT localization of the four Lucy marker pins forming a square, refer

to Chapter 4.
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3. Targeting of each marker pin with a 2 mm proton beam perpendicular to the
film plane using the alignment program described in Section 2.2.

4. Image analysis to determine pixel coordinates of marker pin holes and beam
centers.

5. Find the affine transformation between pixel coordinate system and stereotactic

coordinate system.
6. Apply affine transformation to beam center pixel coordinates to determine stereo

tactic beam center coordinates.
7. Calculate differences between stereotactic y and z coordinates of marker pin holes

and beam centers, and calculate corrected stage coordinates of marker pin holes
by subtracting these differences from original stage coordinates.

8. Calculate matrix

= 1,2,3 and vector ti,i = 1,2,3 used in equation 2.1

stereotactic and corrected stage coordinates of marker pin holes, derived in the
previous step.
s.

9. Update the home position of microstages and matrix

= 1,2,3 in the

alignment program.

6.6.2 Results
A calibration experiment based on four beam spots was performed after stereotactic

CT localization of the four marker pins with ten individual CT studies and calculation
of the mean stereotactic coordinates of the marker pins. Using the alignment pro

gram, the four marker pins were targeted three times with 2 mm proton beams. The
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Tab. 6.3: y and z offsets (mm) before and after calibration.

Before Calibration

After Calibration

Marker

y-offset

z-offset

y-offset

z-offset

Upper left

-0.333

0.361

0.067

-0.221

Upper right

-0.258

0.449

0.031

0.060

Lower left

-0.314

0.416

0.026

-0.158

Lower right

-0.224

0.506

0.006

0.107

-0.282+0.050

0.433+0.061

0.032+0.025

-0.053+0.161

Average +SD

resulting films were analyzed and the average differences between stereotactic marker

pin and beam spot center coordinates were calculated. The stage coordinates were
corrected and the matrix aiji.j ~ 1,2,3 and vector ti,i = 1,2,3 were calculated.

The alignment program was updated and the targeting experiment was repeated.

Table 6.3 shows the individual and average coordinate differences and Figure 6.15
corresponding film resulting from targeting the four Lucy marker pins with 2 mm

proton beams before and after the calibration procedure. After the calibration pro
cedure, the residual error was improved to 0.032 mm±0.025 mm in y direction and

-0.053 mm±0.161 mm in z direction.

6.6.3 Summary and Discussion

A method was developed to calibrate the X and Y stage coordinates in order to reduce
the systematic offset between beam centers and marker pins in proton beam targeting.

Note that a calibration of the Z stage coordinates is not required because the Z stage
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i

i

Fig. 6.15: Film resulting from targeting the four Lucy marker pins with 2 mm proton beams before (left)
and after (right) calibration.

movement is parallel to the beam axis. With this calibration, the systematic residual

errors in y and z direction were less than 0.1 mm. The revised home position and
the matrix

= 1, 2, 3 were implemented in the rotational correction algorithm

of the alignment program.

6.7 Accurate Definition of the Rotational Axis
In order to define the stereotactic coordinates of two points on the rotational axis,

several experiments were performed. Inaccurate knowledge of the position and the

orientation of the rotational axis will cause a systematic error in proton beam target
ing. For example, in the previous star pattern experiment it had been found that the
intersection points of the beam axes were separated by up to 0.58 mm and the largest

deviation between beam axes and the target was 0.62 mm, refer to Section 6.2.

6.7.1 Methodology

In initial experiments, two images with hexagon pattern similar to that in Figure 6.8
were produced by rotating the Lucy phantom in 60 degrees increments without per
forming translational corrections. Between the first and the second hexagon pattern,

a 35 mm thick spacer was introduced to shift the phantom in negative stereotactic z
direction in order to find two axis points with different z coordinates. It was found,

however, that these experiments were inaccurate because the Lucy phantom holder

plate had been removed and reinstalled on the Leksell coordinate frame between the
CT study and the beam experiment. This caused a small but noticeable difference
between the stereotactic marker pin coordinates at the time of the CT scan and at

the time of hexagon pattern experiment.
The next series of experiments was done without removing the phantom holder

plate from the Leksell coordinate frame and a square pattern of four 2 mm beams
was used this time. By defining the stereotactic coordinates of the centers of the

square patterns, the location and orientation of the rotational axis was determined.
The individual steps in this procedure were as follows:
1. Perform several CT scans of the Lucy phantom with and without spacer (Fig

ure 6.16), respectively, to find the average stereotactic coordinates of the four

marker pins.
2. Generate the square patterns with and without spacer, see Figure 6.17 (left).
3. Perform image analysis to determine pixel coordinates of marker pin holes and
square centers, see Figure 6.17 (right).
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Fig. 6.16: Lucy phantom in the CT scanner mounted to the Leksell coordinate frame without spacer. Alter
natively, the additional spacer was inserted between the phantom sphere and the existing spacer

(arrow).

4. Find the affine transformation between pixel coordinate system and stereotactic
coordinate system.

5. Apply affine transformation to square centers, which correspond to the rotational
axis points, to determine their stereotactic coordinates.
In addition to the axis point determination with the square beam pattern method

developed in this thesis, a second method using a dial indicator measurement was

performed and analyzed by Dr. Reinhard Schulte and Ford Hurley. The dial indica
tor needle was placed on the lateral surface of the Lucy phantom at distances of 5 mm
in positive and negative stereotactic z-direction from the equator of the Lucy sphere,

see Figure 6.18. The phantom was then rotated in increments of 20 degrees until
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Fig. 6.17: Left: example of a square pattern of four beams. Right: result of the image analysis showing the

location of the four marker pin holes and the square beam axes as well as the center of the square
pattern.

a full rotation was completed. For each needle position, the dial indicator detected

any small deviations of the Lucy phantom in stereotactic x-direction with a resolu
tion of ±0.01 mm. In case the axis was perfectly aligned with the Lucy sphere, no
displacement would be seen. In the experiments, done with and without spacer, dis

placements of the order of a few tens of microns were detected, which means that the

rotational axis had a small offset from the Lucy center. The amount of this offset in

stereotactic x and y directions was determined by fitting a sinusoidal model function
with the offset in x and y direction as parameter to the dial indicator data. In order

to determine the stereotactic coordinates of the Lucy phantom center, the average

stereotactic coordinates of the four Lucy marker pins were calculated. This was done
because the center of the marker square coincides with the center of the Lucy sphere.

The offset determined by the dial indicator experiment was added to the stereotactic

coordinates of the Lucy center in order to obtain the stereotactic coordinates of the
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Fig. 6.18: Dial indicator experiment; a dial indicator was mounted on the radiosurgery cart, and its probe

needle was set to touch the surface of the Lucy phantom as shown.

axis point. By doing the dial indicator experiment with and without spacer, two axis

point in two different z location were determined.

6.7.2 Results

Table 6.4 shows the stereotactic coordinates of the rotational axis points derived from
the four-beam square pattern experiments with and without spacer. One can see that

the axis is near the center of the stereotactic coordinates system (100,100) mm. The

unit vector of the rotational axis was found to be (-0.0021659, 0.0031064, 0.9999928),
which deviates from the z axis (0,0,1) by an angle of 0.217 degrees.

Table 6.5 summarizes the results of the two dial indicator experiments with and
without spacer. The table lists the individual and average (± standard deviation)
values of the rotational axis coordinates from the two runs of each dial indicator

experiment (needle placed ± 5 mm from the Lucy phantom equator). The unit
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Tab. 6.4: Stereotactic coordinates of two rotations axis points obtained from two square pattern experiments

with and without spacer.

Axis point coordinates (mm)
Lucy spacer

X

y

z

with spacer

99.745

98.991

87.785

without spacer

99.669

99.100

122.874

vector of the rotational axis was found to be (-3.71 x 10-4 ± 5.70 x 10-5, 4.50 x 10-3
± 2.85 x 10-4, 0.9999898 ± 1.4 x 10-6), which deviates from the z axis (0,0,1) by an
angle of 0.259 ± 0.017 degrees.

6.7.3

Summary and Discussion

These experiments demonstrated that the rotational axis was tilted relatively to the z
axis by less than 0.3 degrees, with good agreement between the two types of measure
ments of the rotational axis point. Although small, this deviation from the assumed

z axis needs to be taken into account in the rotational axis correction program. The
result of the dial indicator experiment appeared more accurate than those of the

square pattern analysis. Instead of the z-axis, which was initially assumed to be the
rotational axis, the revised rotational axis found in the dial indicator experiments was
therefore implemented in the alignment program, described in Section 2.2.
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Tab. 6.5: Stereotactic coordinates of two rotational axis points obtained from two dial indicator experiments
with and without spacer.

Lucy phantom

mounting

without spacer

with spacer

Axis point coordinates (mm)

Exp

X

y

z

1

99.838

98.782

87.785

2

99.849

98.780

87.785

Average+/-SD

99.844±0.008

98.781±0.002

87.784

1

99.827

98.933

122.874

2

99.835

98.944

122.874

Average-|-/-SD

99.831±0.006

98.939±0.008

122.874

6.8 Stereotactic Targeting Accuracy in the X-Y Plane

Another six-beam star pattern experiment was undertaken to verify the performance
of the alignment program and targeting accuracy in the stereotactic x-y plane using
improved stage coordinate offsets (Section 6.6) and rotational axis definition (Sec

tion 6.7).

6.8.1

Methodology

Ten CT scans of the Lucy phantom in standard orientation were performed to find

the average stereotactic coordinates of four marker pins. For the upper-left marker
pin, a six-beam star pattern was created as described before (Section 6.3).

The

resulting start pattern image was analyzed with the high resolution algorithm to

define the location of the six beam axes and the center of the targeted marker pin hole.
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The alignment program, including revised stage coordinate offset and the accurately

defined rotational axis, was applied to correct the Lucy position before each beam

delivery.

6.8.2 Results

Figure 6.19 shows the six beam star pattern and Figure 6.20 shows the result of the
image analysis of the star pattern image. As can be seen, from the close-up view

of the beam axis, all axis intersected the pin hole, which have a radius of 0.25 mm.

Table 6.6 summarizes the absolute distances between the target and beam axes start
ing from 30 degrees to -120 degrees in -30 degrees increments. The distances ranged

from 0.008 mm to 0.176 mm with an average and standard deviation 0.067 mm

± 0.065 mm. This is a significant improvement when compared to the results of
the previous single-target star pattern experiment (Section 6.3). There, the distances
ranged from 0.090 mm to 0.618 mm with a mean and standard deviation of 0.406 mm

± 0.210 mm.

6.8.3 Summary and Discussion
After defining stage coordinates offset and improving the rotational axis definition, the
performance of the alignment program for translational correction after stage rotation
was greatly improved as shown in the last star pattern experiment. One should notice

that the targeting error was only measured in the stereotactic x-y plane. Therefore,

another experiment was needed to also determine the targeting error in the y-z plane.
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Fig. 6.19: Six proton beams directed at the upper left marker pin of the Lucy phantom with beam angles
ranging from 30 degrees to -120 degrees in -30 degrees increments.

Fig. 6.20: Analysis of the six-beam star pattern image targeting the upper left marker pin.

distance between target and the beam paths was 0.176 mm.
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The largest

Tab. 6.6: Absolute distance(mm) of target from beam axes.

Beam

Upper Left

30°

0.075

0°

0.027

—30°

0.008

-60°

0.014

-90°

0.104

-120°

0.176
0.067 ± 0.065

Average ± SD

6.9 Stereotactic Targeting Accuracy in Z Direction
In the previous experiment, the targeting error in the stereotactic x-y plane was de

termined by targeting the Lucy marker pins with a star pattern. Because the film
was oriented parallel to the x-y plane, the measurement was insensitive to the stereo
tactic targeting error in z-direction. Therefore, it was decided to perform a separate
experiment with a four beams at 0 degrees, 90 degrees, 180 degrees, and 270 degrees

and the Lucy phantom film oriented in the stereotactic y-z plane. Obviously, this did
not result in a star pattern, but in two circular spots and two beams parallel to the

film.

6.9.1

Methodology

To set up the experiment, the Lucy phantom was mounted 90 degrees rotated from

its standard orientation so that the radiochromic film was parallel to the y-z plane.
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The upper left Lucy marker pin, as seen from beam’s eye view, was targeted and its

stereotactic coordinates were averaged from the result of ten stereotactic CT scans.

Each marker pin was targeted by rotating the Lucy phantom in 90-degree increments

starting from 0 degrees to 270 degrees.

Different from the previous experiment, a new film was used for each beam to
avoid overlap beams and beam spot. The resulting four images were analyzed with

the high resolution image algorithm and the distance of the pin hole center from the
beam center or axis was determined in z direction.

6.9.2 Results
Figure 6.21 shows the four films resulting from the targeting experiment with the

Lucy phantom film oriented in the y-z plane. In all cases, the beam axis or beam spot

center stayed very close to the marker pin center. Table 6.7 summarizes the absolute
distances between the target and beam center or axis in stereotactic z direction. These
distances ranged from 0.005 mm to 0.027 mm with a mean and standard deviation

of 0.003 mm ± 0.021 mm.

6.9.3 Summary and Discussion

With this experiment, it was shown the targeting error in stereotactic z direction was

less than 0.1 mm for the four beam direction tested, which extended over the four

beam range from 0 degrees and 360 degrees. Together with the previous star pattern
experiment, one can say that a stereotactic target can be aimed at with a proton

beam within ±0.25 mm, which was the aim of this experimental work.
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Fig, 6.21: Four proton beams directed at the upper left marker of the Lucy phantom, which was rotated by

90 degrees from its standard orientation, with beam angles ranging from 0 degrees to 270 degrees
in 90 degrees increment.

Tab. 6.7: Absolute distance(mm) of target from beam center to axis.

Upper Left

Film
0°

0.005

90°

0.027

180°

0.013

270°

0.022

Average ± SD
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0.003 ± 0.021

6.10 Sensitivity of Image Analysis for Beam Axis Definition to Threshold

Parameter Settings
This experiment was performed to define the sensitivity of the beam axis definition

to the color threshold settings during image analysis.

6.10.1

Methodology

A radiochromic film was exposed to a single tangential proton beam, which was
targeted to a Lucy film marker pin.

Four different color threshold settings were

applied during image analysis. The different settings were created by adjusting the

lower pixel threshold value of the GIMP application, see Section 3.5, between 60 and
150 in increments of 30. The variation of the beam axis and its distance from the
marker pin hole were studied for the different settings. In addition, the number of

points contributing to the continuous beam edges was recorded for each setting.

6.10.2 Results
Figure 6.22 shows the original beam image and the four beam images resulting from
application of different GIMP color threshold settings, and Table 6.8 summarizes the
results of the image analysis. With different color threshold settings, the distance

between the target center and beam axes varied between 0.190 mm and 0.236 mm

with a mean and standard deviation of 0.222 mm ± 0.022 mm. It is of interest to
note that the threshold setting of 60 was an outlier, and after removing this setting
from the analysis, the distance varied only between 0.226 mm and 0.236 mm.
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Original

Fig. 6.22: Four different GNU Image Manipulation Program color threshold settings for the EBT2 QD+

film.

Tab. 6.8: Results of image analysis for different threshold settings.

Threshold

distance (mm)

1

0.190

2

0.226

3

0.226

4

0.236

Average ± SD

0.222 ± 0.022
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6.10.3 Summary and Discussion
This experiment demonstrated that the beam axis definition was stable when the
lower color threshold setting of GIMP application were chosen between 90 and 120.

This threshold range was used for all film analyses presented in the previous chapter.

6.11

Verification of Sterotactic Targeting Accuracy in Rats

In this experiment, the proton beam was directed at the hypothalamus of a live rat.

This was done to test the alignment program developed in this thesis during a live
animal experiment. A second objective was to demonstrate the ability of tracing the

proton beam in a rat brain using an immunohistochemical staining protocol for DNA
radiation damage.

6.11.1

Methodology

The rat was immobilized in a dedicated rat holder, which was attached to the Leksell

coordinate frame, see Figure 6.23. The rat was kept under anesthesia with 1.5-2%
isofiurane and oxygen. The rat first underwent a stereotactic CT localization and
the location of the hypothalamus was identified on the CT console, see Figure 6.24

using skeletal landmarks. The CT coordinates of the target were used to calculate the
stereotactic target coordinates. The rat was then transferred to the proton research

room and the Leksell coordinate frame was attached to the rotational stage. The

stereotactic target coordinates were entered in the alignment program and a single
proton beam at -30 degrees was applied, refer to Figure 6.25.

Thirty minutes after beam delivery, the rat was sacrificed and the brain was har-
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Fig. 6.23: Immobilized rat in a dedicated holder, which is attached to the Leksell coordinate frame,

vested. The brain tissue was placed in formalin and 30% sucrose for fixation and

then frozen in a plastic mold. Consecutive coronal brain sections of 30 /xm thickness

were performed by a cryostat and were placed on glass-slides, see Figure 6.26. Se

lected sections through the hypothalamus were incubated at 4 degrees Celsius with
a primary antibody against phosphorylated H2AX (7H2AX), which is a reliable hi

stone marker of radiation-induced DNA double strand breaks. The stained sections
were imaged using a fluorescence microscope (Olympus Inc.). Digital brain images

of stained sections showing the proton beam trace were acquired on a Zeiss LSM 710
confocal microscope. The animal handling and staining process was performed by
Dr. Ying Nie of LLUMC.
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Fig. 6.24: Identification of the target (red cross) on the CT console.

Fig. 6.25: Anesthetized rat placed close to the beam collimator and rotated by -30 degrees (counterclock
wise).
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Fig. 6.26: Two rat brain sections placed on a glass-slide. The blue circle on the left marks the position of
the hypothalamus, which is less than 2 mm wide.

6.11.2 Results

Figure 6.27 demonstrates the fluorescence signal caused by the proton beam passing
through the rat brain at an angle of -30 degrees. A close-up view of irradiated and
non-irradiated individual brain cells is shown in Figure 6.28. The bright green signal
is composed of 7H2AX foci, which correspond to one or several double strand breaks

located in the nuclei of irradiated brain cells. The concentration of these foci is largest

in regions of high brain cell density, i.e., in the cortex and deep grey matter, including
the hypothalamus.
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Proton beam.«'

Fig. 6.27: Coronal section of a rat brain showing a 2.5 mm proton beam aimed at the hypothalamic region
(yellow circle). Green fluorescence staining of 7H2AX for proton-induced double strand DNA
breaks clearly shows the beam footprint.
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Fig. 6.28: Microscopic sections from the rat brain.

A: unirradiated cell nuclei (red fluorescent). B: irradiated cell nuclei (green fluorescent).
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6.11.3 Summary and Discussion
This experiment has shown that the targeting accuracy can be tested with an im

munohistochemical staining protocol based on 7H2AX fluorescence, which shows the
proton beam path in the rat’s brain. This protocol can be used to verify the accuracy
and precision of the targeting method in further proton radiosurgery research.

6.12 Summary of Targe ting A ccuracy Experim en ts
This chapter contains various methods and experiments for studying, improving and

verifying of stereotactic targeting accuracy with image analysis.

Section 6.2 describes the study of the performance of the alignment program devel

oped in this thesis. Five proton beams were directed tangentially at the film cassette

of the Lucy phantom from different angles in order to create a star pattern of beam
paths on a radio chromic film. The results showed that the intersection points of the
five proton beam axes deviated by upto 0.58 mm. It was suspected that a tilt of
the rotational axis relative to the assumed z-axis was the most likely reason for this

observation.
To quantify the accuracy of CT target localization and beam targeting, a six-

beam star pattern focusing on one of the five marker pins of the Lucy phantom was
created, as described in Section 6.3. The result of this experiment demonstrated

that the deviation from the ideal star pattern observed in the first experiment was

reproducible, and also indicated a targeting error of 0.62 mm. This led to additional
experiments designed to study the stereotactic targeting error more closely and to
develop a calibration method to eliminate systematic targeting error.
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Section 6.4, reports on a hexagon pattern experiment that was performed to further
investigate the stability and angle of the rotational axis relatively to the z axis. The

hexagon pattern of this experiment was analyzed with the low resolution algorithm
developed in this thesis. It was found that the rotational axis remained stable, within

1 pixel (0.11 mm). During this experiment, it was noted that the shape of the marker
pin holes on the radiochromic film was not consistent. At this point, it was decided to

improve the pin-hole shape and to perform the image analysis with the high resolution
algorithm developed in this thesis.
The study described in Section 6.5, was designed to improve the pin-hole shape
and film scanning process. A second goal was to provide an accurate definition of

the scaling factors in vertical and horizontal scanning direction. A drilling fixture
was manufactured, which resulted in a better definition of pin holes. It was found

that the best film scanning method was to place an acrylic block on the back of the
film. The high resolution image analysis allowed accurate definition of vertical and
horizontal scaling factors of the scanner used in this thesis.
Section 6.6 describes a methodology that was developed to calibrate the X and

Y stage coordinates in order to reduce the systematic offset between beam centers
and marker pins in proton beam targeting. The revised stage coordinates defined
with this methodology was implemented in the alignment program for translational

correction after stage rotation.

Section 6.7 describes the experiment that was designed to find two points on the
rotational axis using two hexagon patterns, which were analyzed with the high resolu
tion algorithm. An additional spacer was introduced in the Lucy phantom attachment
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to the Leksell coordinate frame to provide the second z coordinate location for the
axis determination. Two different methods to determine the axis location for two
different z coordinates. The first used a four-beam square pattern and the second a

dial indicator measurement. The results of these experiment demonstrated that the

rotational axis was slightly tilted relatively to the z axis by about 0.25 degree. The

revised rotational axis found in the dial indicator experiment was then implemented
in the alignment program.

Section 6.8 reports another six-beam star pattern experiment that was undertaken

to verify the performance of the alignment program and the targeting accuracy in
the stereotactic x-y plane with the improved calibration method and definition of the

rotational axis. The results showed a great improvement in targeting accuracy in the
x-y plane.

Section 6.9 describes an additional experiment for verification of targeting accuracy

in z direction. The combined results of this and the previous experiment demonstrated
that a targeting accuracy of better than 0.25 mm can be achieved with the current
system.

Section 6.10 describes an additional study that was performed to understand the

sensitivity of the beam axis definition to the color threshold settings of the GIMP
application during image analysis. A lower color threshold between 90 and 150 was
found to result in a stable beam axis definition with variation less than 0.02 mm.

In the last experiment, described in Section 6.11, a proton beam was directed at the
hypothalamus of a live rat using the software developed in this thesis. The experiment
tested an immunohistochemical staining protocol based on 7H2AX fluorescence. The
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result of this experiment showed that a narrow proton beam path can be detected

in the rat’s brain with this protocol. It can thus be used to verify the accuracy and
precision of the targeting method in further proton radiosurgery research.

Ill

7. SUMMARY, CONCLUSION AND FUTURE DIRECTIONS

In this chapter, the most important results of this thesis are summarized and future

directions are suggested. Section 7.1 states the summary and conclusion of this thesis;
Section 7.2 gives suggestions for further improvement; Section 7.3 describes future

work on the proton radiosurgery project.

7.1

Summary and Conclusion

The following is a summary of the most important findings and accomplishments of

this thesis:
The initial proton beams star pattern was not ideal. It was concluded a method

for a more accurate definition of the rotational axis needed to be developed.
During this thesis, improved methods of image analysis were developed. This in

cluded a more consistent definition of marker pin holes, the use of a high resolution
image analysis algorithm, definition of the best practice for film scanning, and meth
ods for taking into account the scanner distortion and measurement of scaling factor

taking into account the scanner distortion.
An alignment program was developed that performs translational corrections af

ter each stage rotation. This allows fast and accurate beam delivery from many
consecutive directions. A user-friendly GUI for this program was also developed.
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Within this thesis, an improved method for stereotactic CT localization, taking
into account multiple CT slices rather than a single CT slice, was implemented in a

pre-existing software. The GUI of this program was also updated.

It was found that with high-resolution stereotactic CT localization (Table 5.3),

a careful translational stage calibration (Table 6.3) and rotational axis definition
(Table 6.5), a targeting accuracy of better than ±0.25 mm with respect to every

stereotactic axis can be achieved (Table 6.6, 6.7).
An immunohistochemical staining protocol based on 7H2AX fluorescence was

shown to be a reliable method to study the targeting accuracy of narrow proton
beams in live animals.

7.2 Suggestions for Improvement
7.2.1

Programm ing Language

Throughout this thesis, Matlab, which is a scripting language, was used for all cal

culations and programs. Though Matlab was capable of handling the calculations
performed, it has computational overhead that depends on memory capacity, like

other scripting tools. Especially when dealing with high resolution image analysis,
it is quite common to come across an ‘Out of Memory’ warning message. Matlab

tended to be slow and consumed a large amount of memory for processing large-scale
images. To improve this, it is suggested to re-write the program code used in this

thesis in C±+ or another compiled language.
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7.2.2 Image Quality
Radiochromic film was used in this thesis to record proton beams and to define proton

beam axes as well as marker pin holes. Some of the image analyses were found to
have less than optimal quality, as they were quite noisy. This resulted in sub-optimal

data. They are different type of radiochromic film available on the market. Based
on the experience on this thesis, it is suggested that the EBT2 radiochromic film is

suitable for future experiments similar to those described in this thesis.

7.3 Future Work

For the future, it is important to develop an algorithm that can correlate proton

beam dosimetry with results of histological image analysis. The use of an immuno

histochemical staining protocol described in this thesis to image the proton beam
path in a rat’s brain points in this direction. It is obvious that the radiation dose
correlates with the intensity of a 7H2AX foci. A program could be developed that
quantifies radiation dose in vivo. This could be used to confirm the dose distribution

calculated with a computer simulation.

7.4 Final Remarks
As stereotactic radiosurgery techniques are gaining popularity, the accuracy of radi
ation delivery has to be guaranteed. In this thesis, software tools and programs were

developed that will help to achieve this goal. Although the methods were developed

for proton radiosurgery, they can also help to improve the accuracy of radiosurgery
with other radiation techniques.
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