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We have investigated the motion characteristics of a movable piston immersed in a one dimensional
gas of hard rods by event-oriented molecular dynamics in the absence of thermal noise. Periodic
and reflecting boundary conditions are explored. It is shown that the piston undergoes system-
atic oscillations with decaying amplitudes in short times before it comes to global thermodynamic
equilibrium. Moreover, the diffusion of the piston is explored and analytical expressions for its
equilibrium mean-squared displacement is obtained. It is shown that MSD of the piston does not
differ much from the normal rods despite its mass and length are significantly larger.
PACS numbers:
I. INTRODUCTION
The rather old but controversial problem of adiabatic
piston [1–3] in equilibrium thermodynamics has recently
given a renewed interest to some statistical physicist es-
pecially after the works of Lieb [4, 5]. The problem con-
sists of an isolated cylinder with two compartments, sep-
arated by an insulating piston which is free to move along
the cylinder axis of symmetry [6–18]. Feynman [19] dis-
cusses this example and gives several hand-waving argu-
ments to convince the reader that the piston will indeed
performs a directed motion under certain conditions. Pi-
aseckia and Gruber proposed a simple one dimensional
model to mimic the basic features of the problem [7, 8].
A massive movable piston with mass M separates left
and right segments ideal gases and is subjected to elas-
tic collisions with gases molecules. Solving the linearised
Boltzmann equation, it was interestingly shown that if
the temperatures of the left and right gases differ, de-
spite having the same pressure P , the piston acquires a
net non zero velocity towards the warmer segment. In the
case where the temperature of the fluids on both sides of
the piston are equal the problem reduces to the classi-
cal Brownian motion of the Rayleigh piston, which has
been extensively studied [20, 21]. Gruber and Morris
gave a detailed analysis of the 2D version of the
problem under the influence of an external force
on the piston [16]. Kestemont et al presented a two
dimensional model in which the fluid particles were hard
disks (Enskog gas) that collided elastically with the pis-
ton (a vertical line in 2D) [10]. Their simulations revealed
some novel aspects the most important of which was the
damped oscillatory motion of the piston [9, 10]. More
recently the two dimensional piston problem was re ex-
amined by White et al [13]. By time series and spectral
analysis of the piston position, they managed to com-
pute the frequency as well as the damping constant of
the piston oscillations. The examination of damping
coefficient and oscillation frequency were nicely
done by Malek Mansour et al in a hydrodynamic
description [22]. Besides piston problem, recently a new
stride has been opened in view of the empirical impor-
tance of the subject of transport in quasi one dimensional
channels [23–25]. In this paper we consider a one dimen-
sional piston problem. The main difference of our model
to the preceding ones is that our fluid particles are not
point-like but are rods. This problem was originally in-
troduced by Tonks [26] and the fluid is known as Tonks
gas in the literature. In this paper we focus our attention
to the motion and diffusion properties of a tracer particle
(the piston) under a fully deterministic hard core poten-
tial among rods and the piston. The tracer mass and
length notably differ from other normal rods. The pis-
ton motion mimics the motion of a Brownian particle
immersed in a gas of smaller rods. From the theoretical
perspective, we also hope that our investigations shed
more light on collective phenomena that arise in 1D flu-
ids.
II. DESCRIPTION OF THE PROBLEM
Imagine N one dimensional rods each having a length
l and a mass m. They are restricted to move along a
straight line. The rods interact via a hard core impul-
sive potential which implies that each rod moves with a
constant velocity between elastic collisions. We consider
two types of boundary conditions: periodic and reflect-
ing. Moreover, the collisions are assumed to be elastic.
See figure (1) for illustration. Recall that in an elastic
collision between two identical particles in 1D they ex-
change their velocities. Since the total energy is purely
kinetic, the temperature remains constant as given in the
initial condition. Lengths and masses are scaled in rod
length l and in rod mass m which are taken as unity
throughout the paper. Time is measured in thermal unit
i.e.; τ = l
√
m
kBT
. We take the system length L and de-
note the number density by ρ = N
L
. The dimensionless
packing fraction η is related to number density as η = lρ
and is restricted between zero and one.
2FIG. 1: A one dimensional gas of hard rods interacting via
a repulsive hard-core potential. Collisions among rods are
elastic and periodic boundary condition is imposed.
We now consider the effect of inserting a piston in the
system. By piston we mean a rod with notably larger
size and mass. The piston or the Brownian particle is
subjected to incessant collisions by normal rods and per-
forms a seemingly stochastic motion. Our piston, placed
initially in the middle of the system, is a rod with a length
lp and mass M which are s times larger than a normal
rod: lp = sl and M = sm (s > 1). The post-collision ve-
locities (V ′ and v′) after a normal rod elastically collides
the piston are simply read from pre-collision ones v and
V via conservation laws of energy and momentum:
V ′ = V − 2m
m+M
(V − v) = V − 2
1 + s
(V − v) (1)
v′ = v +
2M
m+M
(V − v) = v + 2s
1 + s
(V − v) (2)
After experiencing sufficient collisions with normal
rods, the piston thermalises with the gases on its left
and right sides an acquires the system temperature kT .
Before simulating this problem, it would be instructive
to analytically compute the mean-squared displacements
(MSD) 〈[∆x(t)]2〉 = 〈[x(t) − x(0)]2〉. We shall do it for
the reflecting boundary condition. Suppose our N rods
are restricted to move within a one dimensional line of
length L with reflecting boundaries. The origin x = 0 is
taken at the left end. The canonical partition function
can be written as follows:
ZN (L, T ) =
∫ L−Nl+ l
2
l
2
dx1
∫ x3−l
x1+l
dx2×· · ·×
∫ L− l
2
xN−1+l
dxN
Straightforward integration gives the partition func-
tion as ZN (L, T ) =
1
(N)! (L − Nl)N . Comparison to
partition function of the periodic boundary condition
ZcN (L, T ) =
L(L−Nl)N−1
(N−1)! reveals the difference induced
by the type of boundary condition [28]. The averages
however, should remain unchanged in the thermody-
namics limit. Having evaluated Z we are now able to
compute the mean-squared displacement of any parti-
cle. We only express the result and present the de-
tails elsewhere. For the m-th particle we have: 〈xm〉 =
(m − 12 )l + mΦN+1 . This result is in agreement with our
intuition. In fact g = Φ
N+1 is the average gap be-
tween rods when they are placed equi distantly rela-
tive to each other and the walls. It simply states that
the average position of rods coincides with the equi dis-
tance configuration. For the mean-squared 〈x2m〉 we find:
〈x2m〉 = (m− 12 )2l2+
2m(m− 1
2
)lΦ
N+1 +
(m2+m)Φ2
(N+1)(N+2) . The final
stage will be evaluating 〈(∆xm)2〉 = 〈x2m〉 − 〈xm〉2. It
turns out:
〈(∆xm)2〉 = 2mN
2(N −m+ 1)l2
(N + 1)2(N + 2)
(
1 − η
η
)2 (3)
Apparently the saturation value of MSD depends on
number of rods. This is in contrast to higher dimen-
sions where MSD of particles are identical. Moreover,
the symmetry m⇔ N −m+1 is evident. Adjacent rods
to the reflecting boundaries i.e.; rods 1 and N posses the
smallest saturated value of MSD:〈(∆x1)2〉 = 〈(∆xN )2〉 =
l2(1−η
η
)2. The middle rod, m = N+12 , has the largest sat-
urated value of MSD: 〈(∆xmid)2〉 = N4 l2(1−ηη )2. Figure
(2) shows the analytical steady state value of MSD for
different rods.
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FIG. 2: Comparison of analytical saturation values of 〈(∆x)2〉
for all the rods with the corresponding computed ones from
molecular dynamics simulations. The boundary condition is
reflecting, number of rods has been N = 200 with Ncol =
1 × 106 per rod. Solid lines show analytical results whereas
dotted lines correspond to simulation data.
III. SIMULATION OF THE PISTON PROBLEM
In this section we consider the simulation of the piston
problem. The system evolves in an event-oriented molec-
ular dynamics i.e.; the time elapses collision-by-collision
[28]. We initially place the rods in a random manner (no
overlapping). The piston is initially fixed (immobile)
in the system middle. Initial rods velocities are taken
from a Gaussian distribution centred at zero with a
standard deviation σ = kBT . In the paper we take
kBT = 1. We have extensively performed runs having
various initial conditions. Their outcome are similar to
each other within statistical errors. All the results have
3been obtained over a single run unless otherwise stated.
Let us present our simulation data. We first consider
the periodic boundary condition. Figures (3) exhibits
the time evolution of the piston MSD for s = 10 and
s = 100 each for various values of η.
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FIG. 3: Simulation data of 〈(∆x)2〉 of a single piston (s = 10
and s = 100) for various η and N = 1000. The boundary
condition is periodic and the piston has been set as the middle
rod.
Our results demonstrate that 〈(∆x)2〉 shows a nontriv-
ial and interesting behaviour. For short times it increases
linearly in time. In the intermediate times the MSD
undergoes smooth oscillations. For larger η it becomes
almost saturated. Our simulations have been executed
with N = 1000 rods and each rod has, on average, expe-
rienced one million of collisions with its neighbours. The
same results obtained for two millions collisions per rod
(not shown here) are almost identical to the results of one
million collisions. This confirms the time oscillations are
meaningful and are not due to poor statistics. Further-
more, our simulations (not shown here) shows that these
temporal oscillations are not artifacts of finite size. We
speculate that these fluctuations are associated to forma-
tion of standing sound waves (cavity modes) generated
by the density fluctuations in the system [10, 13, 22, 29–
31]. As a matter of fact, the MSD oscillation roots in
the oscillatory behaviour of the piston itself. In a similar
2D problem of adiabatic piston [10, 13], a mobile piston
separates two gases of hard disks. It has been shown
that before reaching to the global thermodynamics equi-
librium the piston undergoes systematic damped oscilla-
tions in short time scale with a characteristic frequency ω.
The density wave ξ(x, t), which drives the piston, obeys
the d’Alembert’s wave equation ρm
∂2ξ(x,t)
∂t2
= K ∂
2ξ(x,t)
∂x2
in
which K = −V ( ∂P
∂V
)s is the adiabatic bulk modulus and
ρm is the gas mass density. The short time oscillations of
the piston has also been numerically reported in a simple
three-particle toy model version of the piston problem
[18]. In our problem the MSD oscillations amplitude be-
come enhanced when the piston becomes larger. It is also
noticeable that despite the larger piston (s = 100) is one
order of magnitude larger than the smaller one (s = 10)
their MSD are close to each other. We now turn to re-
flecting boundary condition. Suppose the piston is the
Mth rod. Calculations for the saturation value of the
piston MSD are similar to the pure system. The final re-
sult yields to be: Z = [Φ−(s−1)l]
N
N ! . Straightforward but
lengthy manipulations gives the saturation value of the
piston MSD as follows:
〈(∆xM )2〉 = 2MN
2(N −M + 1)l2
(N + 2)(N + 1)2
(
1− η
η
− s− 1
N
)2 (4)
The symmetry M ⇔ N −M + 1 is evident in (4). In
the thermodynamics limit there will be no dependence
on piston size s. Figure (4) sketches the piston MSD
for various values of s versus time. Analogous to the
pure system the MSD becomes saturated which is due to
finiteness of the system size. The systematic oscillations
in short time are noticeable. These damped oscillatory
motions are diminished after mechanical equilibrium is
established. Larger amplitudes are associated to larger
pistons. As you see the period of oscillations does not
significantly depend on s. A similar observation has been
reported in the oscillation of piston in a 2D problem [10]
and theoretically analysed in [13, 22].
FIG. 4: 〈(∆x)2〉 of a single piston for various η with s =
10,s = 100 and N = 500 in the reflecting boundary con-
dition. The results of three independent runs are shown
together for each s and η. Analytical equation (5) gives
〈(∆xM)
2〉 = 562, 249, 111 for η = 0.4, 0.5, 0.6 and s = 10
respectively which are in a good agreement with simulation.
In order to convince that MSD oscillations are not ar-
tifact of finite size we have computed it for various sys-
tem size at a fixed η = 0.4. Figure (5) illustrates this
situation and you see that amplitudes survive for larger
system size. We observe the MSD oscillations do not dis-
appear for larger N . We have simultaneously exhibited
three runs associated to different initial velocities. The
graphs confirm that oscillations are not influenced by the
initial conditions.
The type of boundary conditions affects the oscilla-
tions features substantially. In fact, the reflecting bound-
4reduced time
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FIG. 5: The MSD of a s = 100 piston for various system sizes
at η = 0.4 in reflecting boundary condition. For each N the
results of three independent runs each having different initial
conditions are shown.
ary condition highly amplifies the oscillations. Let us
give a quantitative explanation for the piston oscillations.
The piston divides the gas into two segments. Each seg-
ment resembles a Tonk gas confined between a wall and
the massive piston. By fluctuations, the piston moves
and this causes one of the segments to expand whereas
the other one contracts. The compressed Tonks gas ex-
erts restoring force which tries to push the piston back-
ward. Consequently it undergo an oscillatory motion.
By the assumption that the piston motion generates a
quasi standing density wave ξ(x, t) in the left and right
fluids, it would be plausible to assume that the piston is
driven by the sound waves. Consequently one can write
the following equation of motion for the piston [13]:
M
d2X
dt2
= −K∂ξL
∂x
|
x=X− lp
2
+K
∂ξR
∂x
|
x=X+
lp
2
(5)
Here ξL(x, t) and ξR(x, t) are the generated sound
waves in the left and right fluids and X the piston cen-
tre of mass. We estimate the theoretical value of the
oscillations frequency ω by ck in which c is the sound
velocity and k the wave number. Once the system equa-
tion of state is known one can evaluate the isothermal
compressiblity KT by the formula KT = −V ( ∂p∂V )T . In
our 1D model it reduces to:
K = −L( ∂p
∂L
)T (6)
To proceed, we need to know the equation of state
which expresses the pressure p in terms of system length
L. For the Tonks gas with N rods we have [27]:
p =
NkT
L−Nl (7)
After taking the derivative we find the isothermal bulk
modulus KT as follows:
KT =
η
1− η
kT
l
(8)
Approximating the isentropic compressibiltyKs byKT
we find the sound velocity as follows:
c =
√
η
1− η
kT
ρml
=
√
kT
m(1− η) (9)
It remains to determine the wave number k. We es-
timate it by assuming that the only the lowest mode is
exited. In this mode we take the piston to be fixed at its
equilibrium position L2 . Therefore, in the lowest mode we
have L2 =
λ
2 which gives λ = L. Consequently we find:
k = 2pi
λ
= 2pi
L
. We can now estimate the period of oscilla-
tions via ω = ck. Noting that kT = m = 1 equation (9)
gives c = 1√
1−η . This give the angular frequency:
ω =
1√
1− η
2pi
L
=
2piη
Nl
√
1− η (10)
Our naive estimation for the oscillations period T turns
out to be:
T =
2pi
ω
=
√
1− η
η
Nl (11)
Taking N = 500 and η = 0.4 gives T = 970 which is a
qualitative agreement with simulation data of figure (4).
In reference [22] a macroscopic equation, which
includes a damping term, for the motion of the
two-dimensional adiabatic piston immersed in
hard disks fluid is derived within a hydrody-
namics approach. This approach nicely gives the
characteristics (relaxation time and oscillation
period) of damped oscillatory motion of the
piston towards a final equilibrium. It would be
an interesting task to employ this approach in
one dimension. Another interesting point is that not
only the piston but also the other normal rods undergo
such oscillations at short times Fig. (6) sketches the
MSD time evolution of some neighbouring rods to the
piston. The oscillations are in phase to each other. This
suggest the existence of a sort of collective excitements
i.e.; the standing modes in the system. The piston
acts as a slow moving boundary which regulates and
coordinates the motion of normal rods.
IV. SUMMARY AND CONCLUSION
We have explored the diffusion characteristics of pis-
ton immersed in a one dimensional gas of hard rods by
5reduced time
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FIG. 6: Short time behaviour of MSD of adjacent rods to the
piston at its both sides. The numbers in front of the words
left and right (inside figure) refer to the rod number from the
the piston .
event-oriented molecular dynamics simulation. The in-
teraction between rods is assumed to be hard core and no
thermal noise exists. Two boundary conditions namely
periodic and reflecting are investigated. Despite the huge
difference of mass and length between the piston and nor-
mal rods, its MSD differs only slightly with the MSD of
normal rods. Another notable aspect is the oscillatory
behaviour of the piston in short times. Besides the pis-
ton, other normal rods will exhibit similar oscillations
which are in phase and coordination with the piston. We
speculate these oscillations are linked to collective excite-
ments of the density wave. It is shown that the reflecting
boundaries intensifies the MSD oscillation amplitudes.
The oscillations period is theoretically obtained. Besides
numerics, we have also analytically computed the satu-
ration value of MSD in canonical ensemble theory for the
reflecting boundary condition.
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