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Protocolo Border Gateway Protocol (BGP por sus siglas en inglés): Protocolo 
mediante el cual se intercambia información de encaminamiento entre sistemas 
autónomos. 
Protocolo de Enrutamiento de Puerta de enlace Interior Mejorado (en inglés, 
Enhanced Interior Gateway Routing Protocol o EIGRP): Protocolo de 
encaminamiento de vector distancia, propiedad de Cisco Systems, que ofrece lo 
mejor de los algoritmos de vector de distancia. 
Protocolos de red: Conjunto de normas standard que especifican el método para 
enviar y recibir datos entre varios ordenadores. Es una convención que controla o 
permite la conexión, comunicación, y transferencia de datos entre dos puntos 
finales. 
Protocolo Open Shortest Path First (OSPF por sus siglas en inglés): Protocolo de 
red para encaminamiento jerárquico de pasarela interior o Interior Gateway 
Protocol para calcular la ruta más corta entre dos nodos.  
VLAN: Método para crear redes lógicas independientes dentro de una misma red 
física. Varias VLAN pueden coexistir en un único conmutador físico o en una única 
red física.  
VTP: VLAN Trunking Protocol, un protocolo de mensajes de nivel 2 usado para 
configurar y administrar VLANs en equipos Cisco. Permite centralizar y simplificar 
la administración en un dominio de VLANs, pudiendo crear, borrar y renombrar las 










El desarrollo de los escenarios presentes en entornos corporativos propuestos en 
este trabajo permite afianzar los conocimientos adquiridos en el diplomado de 
profundización CISCO CCNP.  
Dichas soluciones son abordadas bajo los conceptos teóricos relacionados con 
protocolos de enrutamiento, conmutación y redes para dar así respuesta a las 
necesidades planteadas y evidenciar la implementación de la electrónica en 
diferentes aplicaciones. 




The development of the scenarios present in corporate environments proposed in 
this work allows to strengthen the knowledge acquired in the CISCO CCNP in-
depth postgraduate. 
Said solutions are approached under the theoretical concepts related to routing, 
switching and network protocols in order to respond to the needs raised and 
demonstrate the implementation of electronics in different applications. 











Con el desarrollo práctico de los dos escenarios presentes en entornos 
corporativos propuestos se pretende evaluar los conocimientos adquiridos 
mediante el desarrollo del diplomado, permitiendo así, fortalecer el uso de 
diferentes comandos de configuración para el direccionamiento IPv4 y IPv6 bajo el 
uso de protocolos de enrutamiento. 
Para dar solución al escenario No. 1 planteado, se hace uso de diferentes 
simuladores que permiten el uso de comandos IOS de configuración avanzada en 
routers, con el fin de construir escenarios LAN/WAN que permitan la evaluación 
del funcionamiento de éstos, una vez aplicados comandos de administración y 
diferentes protocolos. 
Respecto al escenario No. 2, se plantea la configuración de la red de acuerdo a 
las especificaciones establecidas para interconectar a su vez entre si, diferentes 
















1. Escenario No. 1 
 
Figura 1. Escenario 1. 
 
 
1. Aplique las configuraciones iniciales y los protocolos de enrutamiento para los 
routers R1, R2, R3, R4 y R5 según el diagrama. No asigne passwords en los 
routers. Configurar las interfaces con las direcciones que se muestran en la 
topología de red. 
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Figura 2 Escenario 1. 
 
 







R1(config-if)#ip address 10.113.12.10 255.255.255.0 
R1(config-if)#no shutdown 
R1(config-if)#exit 
R1(config)#router ospf 1 






Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)#hostname R2 
R2(config)#interface s0/0/0 
R2(config-if)#ip address 10.113.12.20 255.255.255.0 
R2(config-if)#no shutdown 
R2(config-if)#interface s0/0/1 





R2(config)#router ospf 1 
R2(config-router)#network 10.113.13.0 0.0.0.255 area 5 










R3(config-if)#ip address 10.113.13.10 255.255.255.0 
R3(config-if)#no shutdown 
R3(config-if)#interface s0/0/1 
R3(config-if)#ip address 172.19.34.10 255.255.255.0 
R3(config-if)#no shutdown 
R3(config-if)#exit 
R3(config)#router ospf 1 
R3(config-router)#network 10.113.13.0 0.0.0.255 area 5 
R3(config-router)#exit 
R3(config)#router eigrp 15 






Enter configuration commands, one per line. End with CNTL/Z. 
Router(config)#hostname R4 
R4(config)#interface s0/0/0 
R4(config-if)#ip address 172.19.34.20 255.255.255.0 
R4(config-if)#no shutdown 
R4(config-if)#interface s0/0/1 
R4(config-if)#ip address 172.19.45.20 255.255.255.0  
R4(config-if)#no shutdown 
R4(config-if)#exit 
R4(config)#router eigrp 15 
R4(config-router)#network 172.19.34.0 0.0.0.255 














R5(config-if)#ip address 172.19.45.10 255.255.255.0 
R5(config-if)#no shutdown 
R5(config-if)#exit 
R5(config)#router eigrp 15 
R5(config-router)#exit  
 
2. Cree cuatro nuevas interfaces de Loopback en R1 utilizando la asignación de 




R1(config)#interface loopback 0 
R1(config-if)#ip address 10.1.0.10 255.255.255.0  
R1(config-if)#interface loopback 1 
R1(config-if)#ip address 10.1.1.10 255.255.255.0 
R1(config-if)#interface loopback 2 
R1(config-if)#ip address 10.1.2.10 255.255.255.0 
R1(config-if)#interface loopback 3 
R1(config-if)#ip address 10.1.3.10 255.255.255.0 
R1(config-if)#exit 
R1(config)#router ospf 1 
R1(config-router)#network 10.1.0.0 0.0.0.255 area 5 
R1(config-router)#network 10.1.1.0 0.0.0.255 area 5 
R1(config-router)#network 10.1.2.0 0.0.0.255 area 5 
R1(config-router)#network 10.1.3.0 0.0.0.255 area 5 
R1(config-router)#exit 
R1(config)#end 
3. Cree cuatro nuevas interfaces de Loopback en R5 utilizando la asignación de 
direcciones 172.5.0.0/22 y configure esas interfaces para participar en el Sistema 
Autónomo EIGRP 15. 
R5(config)#interface loopback 0 
R5(config-if)#ip address 10.5.0.10 255.255.255.0 
R5(config-if)#interface loopback 1 
R5(config-if)#ip address 10.5.1.10 255.255.255.0 
R5(config-if)#interface loopback 2 
R5(config-if)#ip address 10.5.2.10 255.255.255.0 
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R5(config-if)#interface loopback 3 
R5(config-if)#ip address 10.5.3.10 255.255.255.0 
R5(config-if)#exit 
R5(config)#router eigrp 15 
R5(config-router)#exit 
4. Analice la tabla de enrutamiento de R3 y verifique que R3 está aprendiendo las 
nuevas interfaces de Loopback mediante el comando show ip route. 
Se aplica el  show ip route en el R3 para validar: 
Figura 3 Enrutamiento de  R3 
 
R3 se encuentra aprendiendo nuevas interfaces de Loopback 
 
5. Configure R3 para redistribuir las rutas EIGRP en OSPF usando el costo de 
50000 y luego redistribuya las rutas OSPF en EIGRP usando un ancho de banda 
T1 y 20,000 microsegundos de retardo. 
R3>enable 
R3#configure t 
R3(config)#router eigrp 15  
R3(config-router)#redistribute ospf 1 metric 10000 100 255 1 1500  
R3(config-router)#network 172.5.0.0 0.0.3.255  
R3(config-router)#auto-summary  
R3(config-router)#exit 
R3(config)#router ospf 1  
R3(config-router)#log-adjacency-changes  
R3(config-router)#redistribute eigrp 15 subnets  





6. Verifique en R1 y R5 que las rutas del sistema autónomo opuesto existen en su 
tabla de enrutamiento mediante el comando show ip route. 
Figura 4 Verificación de R1 
 
 
Figura 5 Verificación de R4. 
 
Se realiza la verificación en R1 y R5 mediante el comando show ip route y se 





2. Escenario No. 2  
 
Una empresa de comunicaciones presenta una estructura Core acorde a la 
topología de red, en donde el estudiante será el administrador de la red, el cual 
deberá configurar e interconectar entre sí cada uno de los dispositivos que forman 
parte del escenario, acorde con los lineamientos establecidos para el 
direccionamiento IP, etherchannels, VLANs y demás aspectos que forman parte 
del escenario propuesto. 




Parte 1: Configurar la red de acuerdo con las especificaciones.  
a. Apagar todas las interfaces en cada switch.  
DLS1#enable 
DLS1#configure terminal 





























Se configuran los switch 3560 y 2960: 
Switch>enable 
Switch#delete flash:vlan.dat 
Delete filename [vlan.dat]? 
Delete flash:/vlan.dat? [confirm] 
%Error deleting flash:/vlan.dat (No such file or directory) 
 
Switch#delete flash:multiple-fs 
Delete filename [multiple-fs]? 
Delete flash:/multiple-fs? [confirm] 
%Error deleting flash:/multiple-fs (No such file or directory) 
 
Switch#erase startup-config 
Erasing the nvram filesystem will remove all configuration files! Continue? [confirm] 
[OK] 
Erase of nvram: complete 
Switch#configure terminal 























Figura 7. Configuración escenario 2. 
 
 
c. Configurar los puertos troncales y Port-channels tal como se muestra en el 
diagrama.  
DLS1>en  
DLS1#conf ter  
DLS1(config)#interface range fa0/11-12  




DLS2#conf ter  
DLS2(config)#interface range fa0/11-12  
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DLS1#conf ter  
DLS1(config)#interface range fa0/7-8  




ALS1#conf ter  
ALS1(config)#interface range fa0/7-8  




DLS2#conf ter  
DLS2(config)#interface range fa0/7-8  




ALS2#conf ter  
ALS2(config)#interface range fa0/7-8  
ALS2(config-if-range)#channel-group 2 mode active  
ALS2(config-if-range)#no shut 
 
1) La conexión entre DLS1 y DLS2 será un EtherChannel capa-3 utilizando LACP. 




DLS1(config)#interface port-channel 12 
DLS1(config-if)#no switchport 
DLS1(config-if)#ip address 10.12.12.1 255.255.255.252 
DLS1(config-if)#exit 











Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#interface port-channel 12 
DLS2(config-if)#no switchport 
DLS2(config-if)#ip address 10.12.12.2 255.255.255.252 
DLS2(config-if)#exit 
DLS2(config)#interface range fa0/11-12 
DLS2(config-if-range)#no switchport 





Figura 8.Configuración DLS2 
 
 
2) Los Port-channels en las interfaces Fa0/7 y Fa0/8 utilizarán LACP.  
DLS1>enable 
DLS1#config t 
Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#interface range fa0/7-8 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#channel-group 1 mode active 
DLS1(config-if-range)# 
















DLS2(config)#interface range fa0/7-8 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)#channel-group 2 mode active 
DLS2(config-if-range)# 








Figura 10. Visualización de configuración DLS2  . 
 
 





ALS1(config)#interface range fa0/7-8 
ALS1(config-if-range)#switchport mode trunk 
ALS1(config-if-range)#channel-group 1 mode active 
ALS1(config-if-range)# 

















ALS2(config)#interface range fa0/7-8 
ALS2(config-if-range)#switchport mode trunk  
ALS2(config-if-range)#channel-group 2 mode active  
ALS2(config-if-range)# 






Figura 14. Configuración ALS2. 
 
Figura 15. Visualización ajustes ALS2. 
 
 




Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#interface range fa0/9-10 
DLS1(config-if-range)#switchport trunk encapsulation dot1q 
DLS1(config-if-range)#switchport mode trunk 
DLS1(config-if-range)#channel-group 4 mode desirable 
DLS1(config-if-range)# 














DLS2(config)#interface range fa0/9-10 
DLS2(config-if-range)#switchport trunk encapsulation dot1q 
DLS2(config-if-range)#switchport mode trunk 
DLS2(config-if-range)#channel-group 3 mode desirable 
DLS2(config-if-range)# 















Enter configuration commands, one per line.  End with CNTL/Z. 
ALS1(config)#interface range fa0/9-10 
ALS1(config-if-range)#switchport trunk encapsulation dot1q 
ALS1(config-if-range)#switchport mode trunk 





Figura 18. Visualización ajustes ALS1. 
 
 









ALS2(config)#interface range fa0/9-10 
ALS2(config-if-range)#switchport trunk encapsulation dot1q 
ALS2(config-if-range)#switchport mode trunk 





Figura 19. Configuración ALS2 en las interfaces F0/9 y fa0/10. 
 
Nota: el comando switchport trunk encapsulation dot1q para el switch 2960 no esta 
soportado 
 






DLS1(config-if)#switchport trunk native vlan 500 
DLS1(config-if)#exit 
DLS1(config)#interface po4 






Figura 20. Configuración DLS1 VLAN 500. 
 
 







DLS2(config-if)#switchport trunk native vlan 500 
DLS2(config-if)#exit 
DLS2(config-if)#interface po3 






Figura 22. Configuración DLS2 VLAN 500. 
 
 








ALS1(config-if)#switchport trunk native vlan 500 
ALS1(config-if)#exit 
ALS1(config)#interface po3 






Figura 24. Configuración ALS1 VLAN 500. 
 
 






ALS2(config-if)#switchport trunk native vlan 500 
ALS2(config-if)#exit 
ALS2(config)#interface po4 






Figura 26. Configuración ALS2 VLAN 500. 
 
 
Figura 27. Ajuste configuración ALS2 VLAN 500. 
 
 





d. Configurar DLS1, ALS1, y ALS2 para utilizar VTP versión 3  
DLS1>enable 
DLS1#config t 
Enter configuration commands, one per line. End with CNTL/Z. 
DLS1(config)#vtp version 3 
^ 
% Invalid input detected at '^' marker. 
DLS1(config)# 





Enter configuration commands, one per line. End with CNTL/Z. 
ALS1(config)#vtp version 3 
^ 









Enter configuration commands, one per line. End with CNTL/Z. 
ALS2(config)#vtp version 3 
^ 
% Invalid input detected at '^' marker. 
ALS2(config)# 
Figura 31. Configuración ALS2 VTP. 
 
Comando solo es posible configurar la versión 2 
 
1) Utilizar el nombre de dominio CISCO con la contraseña ccnp321  
2) Configurar DLS1 como servidor principal para las VLAN.  







DLS1(config)#vtp domain CISCO 
Changing VTP domain name from NULL to CISCO 
DLS1(config)#vtp pass ccnp321 
Setting device VLAN database password to ccnp321 
DLS1(config)#vtp version 2 
DLS1(config)# exit  
DLS1# 






ALS1(config)#vtp domain CISCO 
Domain name already set to CISCO 
ALS1(config)#vtp pass ccnp321 
Setting device VLAN database password to ccnp321 
ALS1(config)#vtp version 2 










ALS2(config)#vtp domain CISCO 
Domain name already set to CISCO. 
ALS2(config)#vtp pass ccnp321 
Setting device VLAN database password to ccnp321 
ALS2(config)#vtp version 2 
ALS1(config)#vtp mode client 
ALS2(config)#exit 
ALS2# 
Figura 34. Configuración ALS2 servidor principal. 
 
 







































f. En DLS1, suspender la VLAN 434.  




Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#vlan 434 
DLS1(config-vlan)#state suspend 
                  ^ 




%SYS-5-CONFIG_I: Configured from console by console 
 
g. Configurar DLS2 en modo VTP transparente VTP utilizando VTP versión 2, 




























Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#vtp mode transparent 
Setting device to VTP TRANSPARENT mode. 









Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#vlan 434 
DLS2(config-vlan)#vlan state suspend 
                  ^ 





i. En DLS2, crear VLAN 567 con el nombre de PRODUCCION. La VLAN de 









DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan except 567 
DLS2(config-if)#interface port-channel 3 






Figura 36. Configuración DLS2 VLAN 567. 
 
 




j. Configurar DLS1 como Spanning tree root para las VLAN 1, 12, 434, 500, 





Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#spanning-tree vlan 1,12,434,500,101,11,345 root primary 





Figura 38. Configuración DLS1 como Spanning tree root. 
 
  
k. Configurar DLS2 como Spanning tree root para las VLAN 123 y 234 y como 





DLS2(config)#spanning-tree vlan 123,234 root primary 
DLS2(config)#spanning-tree vlan 12,434,500,101,111,345 root secondary 
DLS2(config)#exit 
DLS2# 
%SYS-5-CONFIG_I: Configured from console by console 
Exit 
Figura 39. Configuración DLS2 como Spanning tree root. 
 
  
l. Configurar todos los puertos como troncales de tal forma que solamente las 






Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#interface port-channel 1 
DLS1(config-if)#switchport trunk allowed vlan 12,123,234,500,101,111,345 
DLS1(config-if)#interface port-channel 4 











Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#interface port-channel 2 
DLS2(config-if)#switchport trunk allowed vlan 12,123,234,500,101,111,345 
DLS2(config-if)#interface port-channel 3 






Figura 41. Ajuste configuración de puertos como troncales. 
 
 
m. Configurar las siguientes interfaces como puertos de acceso, asignados a 
las VLAN de la siguiente manera: 
 
Tabla 2. Relación de interfaces 
Interfaz  DLS1  DLS2  ALS1  ALS2  
Interfaz Fa0/6  3456  12 , 1010  123, 1010  234  
Interfaz Fa0/15  1111  1111  1111  1111  





Enter configuration commands, one per line.  End with CNTL/Z. 
DLS1(config)#interface fastethernet 0/6 
DLS1(config-if)#switchport mode access 
DLS1(config-if)#switchport access vlan 345 
DLS1(config-if)#spanning-tree portfast 
DLS1(config-if)#no shutdown 
DLS1(config-if)#interface fastethernet 0/15 
DLS1(config-if)#switchport mode access 















Enter configuration commands, one per line.  End with CNTL/Z. 
DLS2(config)#interface fastethernet 0/6 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 12 
DLS2(config-if)#spanning-tree portfast 
 (config-if)#no shutdown 
DLS2(config-if)#interface fastethernet 0/15 
DLS2(config-if)#switchport mode access 
DLS2(config-if)#switchport access vlan 111 
DLS2(config-if)#spanning-tree portfast 
DLS2(config-if)#no shutdown 
DLS2(config-if)#interface fastethernet 0/16-18 
DLS2(config-if)#switchport mode Access 









Figura 43. Configuración DLS2 como puertos de acceso. 
 
 






Enter configuration commands, one per line.  End with CNTL/Z. 
ALS1(config)#interface fastethernet 0/6 
ALS1(config-if)#switchport mode access 
ALS1(config-if)#switchport access vlan 123 
ALS1(config-if)#spanning-tree portfast 
ALS1(config-if)#no shutdown 
ALS1(config-if)#interface fastethernet 0/15 
ALS1(config-if)#switchport mode access 















Enter configuration commands, one per line.  End with CNTL/Z. 
ALS2(config)#interface fastethernet 0/6 
ALS2(config-if)#switchport mode access 
ALS2(config-if)#switchport access vlan 234 
ALS2(config-if)#spanning-tree portfast 
ALS2(config-if)#no shutdown 
ALS2(config-if)#interface fastethernet 0/15 
ALS2(config-if)#switchport mode access 








Figura 46. Configuración ALS2 como puertos de acceso. 
 
  
Parte 2: conectividad de red de prueba y las opciones configuradas. 
 
a. Verificar la existencia de las VLAN correctas en todos los switches y la 
asignación de puertos troncales y de acceso 
se utiliza el comando show vlan para verificar la exitencia de las vlan 




Figura 48. Configuración DLS2 VLAN en switchs. 
 
 









Figura 50. Configuración ALS2 VLAN en switchs. 
 
  
b. Verificar que el EtherChannel entre DLS1 y ALS1 está configurado 
correctamente 
verificar con el comando show etherchannel  







Figura 52. Configuración ALS1 EtherChannel entre DLS1 y ALS1. 
 
 
c. Verificar la configuración de Spanning tree entre DLS1 o DLS2 para cada 
VLAN. 
Verificar con el comando show spanning-tree vlan  







Figura 54. Configuración DLS1 Spanning tree entre DLS1 o DLS2 VLAN. 
 
 









Figura 56. DLS1 Spanning tree entre DLS1 o DLS2 VLAN. 
 
 









El desarrollo de los escenarios permite la aplicación de enunciados con 
direcciones loopback para verificar el funcionamiento y programación con los 
parámetros establecidos para los ejercicios planteados. 
 
Si es necesario redistribuir rutas en un sistema autónomo, se debe tener en 
cuenta que el protocolo EIGRP utiliza cinco métricas. 
 
Con el desarrollo del escenario No.1 se logra implementar el direccionamiento ip y 
las tablas de enrutamiento, a través del uso de los protocolos EIGRP y OSPF para 
establecer rutas para la movilización de datos mediante la conexión entre 
diferentes dispositivos y tipos de red de acuerdo a los requerimientos del usuario. 
 
En el escenario No. 1, no se requiere el uso de enrutamientos estáticos, dado que 
con el uso de los protocolos de enrutamiento configurados, se logró convergencia 
en la red hizo permitiendo con ello la conectividad de extremo a extremo. 
 
En el escenario No. 2 para la transmisión de datos se logró realizar enrutamientos, 
direccionamiento ip y creación de VLAN. 
 
Para el escenario No. 2, fue posible validar a través de diferentes comandos que 
las configuraciones realizadas en los switches y del spanning tree están correctas 
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