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ABSTRACT
The H0LiCOW collaboration inferred via strong gravitational lensing time delays a Hubble constant value of H0 = 73.3+1.7−1.8 km
s−1Mpc−1, describing deflector mass density profiles by either a power-law or stars (constant mass-to-light ratio) plus standard dark
matter halos. The mass-sheet transform (MST) that leaves the lensing observables unchanged is considered the dominant source
of residual uncertainty in H0. We quantify any potential effect of the MST with a flexible family of mass models that directly
encodes it and are hence maximally degenerate with H0. Our calculation is based on a new hierarchical Bayesian approach in
which the MST is only constrained by stellar kinematics. The approach is validated on mock lenses generated from hydrodynamic
simulations. We first apply the inference to the TDCOSMO sample of 7 lenses (6 from H0LiCOW) and measure H0 = 74.5+5.6−6.1 km
s−1Mpc−1.
Secondly, in order to further constrain the deflector mass density profiles, we add imaging and spectroscopy for a set of 33 strong
gravitational lenses from the SLACS sample. For 9 of the 33 SLAC lenses, we use resolved kinematics to constrain the stellar
anisotropy. From the joint hierarchical analysis of the TDCOSMO+SLACS sample, we measure H0 = 67.4+4.1−3.2 km s
−1Mpc−1. This
measurement assumes that the TDCOSMO and SLACS galaxies are drawn from the same parent population. The blind H0LiCOW,
TDCOSMO-only and TDCOSMO+SLACS analyses are in mutual statistical agreement. The TDCOSMO+SLACS analysis prefers
marginally shallower mass profiles than H0LiCOW or TDCOSMO-only. Without relying on the form of the mass density profile
used by H0LiCOW, we achieve a ∼5% measurement of H0. While our new hierarchical analysis does not statistically invalidate
the mass profile assumptions by H0LiCOW – and thus their H0 measurement relying on those – it demonstrates the importance
of understanding the mass density profile of elliptical galaxies. The uncertainties on H0 derived in this paper can be reduced by
physical or observational priors on the form of the mass profile, or by additional data. The full analysis is available  here.
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1. Introduction
There is a discrepancy in the reported measurements of
the Hubble constant from early universe and late uni-
verse distance anchors. If confirmed, this discrepancy
would have profound consequences and would require
new/unaccounted physics to be added to the standard cos-
mological model. Early universe measurements in this con-
text are primarily calibrated with sound horizon physics.
This includes the Cosmic Microwave Background (CMB)
observations from Planck with H0 = 67.4 ± 0.5 km
s−1Mpc−1(Planck Collaboration et al. 2018), galaxy cluster-
ing and weak lensing measurements of the Dark Energy Sur-
vey (DES) data in combination with Baryon Acoustic Oscil-
lations (BAO) and Big Bang Nucleosynthesis (BBN) mea-
surements, giving H0 = 67.4±1.2 km s−1Mpc−1(Abbott et al.
2018), and using the full-shape BAO analysis in the BOSS
survey in combination with BBN, giving H0 = 68.4 ± 1.1
km s−1Mpc−1(Philcox et al. 2020). All these measurements
provide a self-consistent picture of the growth and scales
of structure in the Universe within the standard cosmolog-
? E-mail: sibirrer@stanford.edu
ical model with a cosmological constant, Λ, and cold dark
matter (ΛCDM).
Late universe distance anchors consist of multiple dif-
ferent methods and underlying physical calibrators. The
most well established is the local distance ladder, effec-
tively based on radar observations on the Solar system
scale, the parallax method and a luminous calibrator to
reach the Hubble flow scale. The SH0ES team, using the
distance ladder method with SNe Ia and Cepheids, reports
a measurement of H0 = 74.0 ± 1.4 km s−1Mpc−1(Riess et al.
2019). The Carnegie–Chicago Hubble Project (CCHP) us-
ing the distance ladder method with SNe Ia and the Tip
of the Red Giant Branch measures H0 = 69.6 ± 1.9 km
s−1Mpc−1(Freedman et al. 2019, 2020). Huang et al. (2020)
are using the distance ladder method with SNe Ia and Mira
variable stars and measure H0 = 73.3 ± 4.0 km s−1Mpc−1.
Among the measurements that are independent of the
distance ladder are the Megamaser Cosmology Project
(MCP), which uses water megamasers to measure H0 =
73.9±3.0 km s−1Mpc−1(Pesce et al. 2020), gravitational wave
standard sirens with H0 = 70.0+12.0−8.0 km s
−1Mpc−1
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(Abbott et al. 2017) and the TDCOSMO collaboration1
(formed by members of H0LiCOW, STRIDES, COSMO-
GRAIL and SHARP), using time-delay cosmography with
lensed quasars (Wong et al. 2020; Shajib et al. 2020; Millon
et al. 2019).
Time-delay cosmography (Refsdal 1964) provides a one-
step inference of absolute distances on cosmological scales –
and thus the Hubble constant. Over the past two decades,
extensive and dedicated efforts have transformed time-
delay cosmography from a theoretical idea to a contender
for precision cosmology (Vanderriest et al. 1989; Keeton
& Kochanek 1997; Schechter et al. 1997; Kochanek 2003;
Koopmans et al. 2003; Saha et al. 2006; Read et al. 2007;
Oguri 2007; Coles 2008; Vuissoz et al. 2008; Suyu et al.
2010; Fadely et al. 2010; Suyu et al. 2013, 2014; Sereno &
Paraficz 2014; Rathna Kumar et al. 2015; Birrer et al. 2016;
Wong et al. 2017; Birrer et al. 2019; Rusu et al. 2020; Chen
et al. 2019; Shajib et al. 2020).
The keys to precision time delay cosmography are: (1)
precise and accurate measurements of relative arrival time
delays of multiple images, (2) understanding of the large-
scale distortion of the angular diameter distances along the
line of sight, and (3) accurate model of the mass distribution
within the main deflector galaxy.
The first problem has been solved by high cadence/high
precision photometric monitoring, often with dedicated
telescopes (e.g. Fassnacht et al. 2002; Tewes et al. 2013;
Courbin et al. 2018). The time delay measurement proce-
dure has been validated via simulations by the Time Delay
Challenge (TDC1) (Dobler et al. 2015; Liao et al. 2015).
The second issue has been addressed by statistically cor-
recting the effect of the line of sights to strong gravitational
lenses by comparison with cosmological numerical simula-
tions (e.g., Fassnacht et al. 2011; Suyu et al. 2013; Greene
et al. 2013; Collett et al. 2013). Millon et al. (2019) recently
showed that residuals from the line of sight correction based
on this methodology are smaller than the current overall er-
rors.
Progress on the third issue has been achieved by ana-
lyzing high quality images of the host galaxy of the lensed
quasars with provided spatially resolved information that
can be used to constrain lens models (e.g., Suyu et al. 2009).
By modeling extended sources with complex and flexible
source surface brightness instead of just the quasar images
positions and fluxes, modelers have been able to move from
extremely simplified models like singular isothermal ellip-
soids (Kormann et al. 1994; Schechter et al. 1997) to more
flexible ones like power laws or stars plus standard dark
matter halos (Navarro et al. 1997, hereafter NFW). The
choice of elliptical power-law and stars plus NFW profiles
was motivated by their generally good description of stel-
lar kinematics and X-ray data in the local Universe. It was
validated post-facto by the small residual corrections found
via pixellated models (Suyu et al. 2009), and by the overall
goodness of fit they provided to the data.
Building on the advances in the past two decades, the
H0LiCOW and SHARP collaborations analyzed six individ-
ual lenses (Suyu et al. 2010, 2014; Wong et al. 2017; Birrer
et al. 2019; Rusu et al. 2020; Chen et al. 2019) and mea-
sured H0 for each lens to a precision in the range 4.3-9.1%.
The STRIDES collaboration measured H0 to 3.9% from one
single quadruply lensed quasar (Shajib et al. 2020). The 7
1 http://tdcosmo.org
measurements follow an approximately standard (although
evolving over time) procedure (see e.g. Suyu et al. 2017)
and incorporate single-aperture stellar kinematics measure-
ments for each lens. The H0LiCOW collaboration combined
their six quasar lenses, of which 5 had their analysis blinded,
assuming uncorrelated individual distance posteriors and
arrived at H0 = 73.3+1.7−1.8 km s
−1Mpc−1, a 2.4% measurement
of H0 (Wong et al. 2020). Adding the blind measurement
by Shajib et al. (2020) further increases the precision to ∼
2% (Millon et al. 2019).
Given the importance of the Hubble tension, it is cru-
cial, however, to continue to investigate potential causes
of systematic errors in time delay cosmography. After all,
extraordinary claims, like physics beyond ΛCDM, require
extraordinary evidence.
The first and main source of residual modeling error in
time delay cosmography is due to the mass-sheet transform
(MST) (Falco et al. 1985). MST is a mathematical degen-
eracy that leaves the lensing observables unchanged, while
rescaling the absolute time delay, and thus the inferred H0.
This degeneracy is well known and frequently discussed
in the literature (e.g. Gorenstein et al. 1988; Kochanek
2002; Saha & Williams 2006; Kochanek 2006; Read et al.
2007; Schneider & Sluse 2013, 2014; Coles et al. 2014; Xu
et al. 2016; Birrer et al. 2016; Unruh et al. 2017; Sonnen-
feld 2018; Wertz et al. 2018; Kochanek 2020a; Blum et al.
2020). Lensing-independent tracers of the gravitational po-
tential of the deflector galaxy, such as stellar kinematics,
can break this inherent degeneracy (e.g. Grogin & Narayan
1996; Romanowsky & Kochanek 1999; Treu & Koopmans
2002). Another way to break the degeneracy is to make as-
sumptions on the mass density profile, which is primarily
the strategy adopted by the H0LiCOW/STRIDES collabo-
ration (Millon et al. 2019). Millon et al. (2019) showed that
the two classes of radial mass profiles considered by the
collaboration, power-law and stars and a Navarro Frenk &
White (NFW, Navarro et al. 1997) dark matter halo, yield
consistent results2. Sonnenfeld (2018); Kochanek (2020a,b)
argued that the error budget of individual lenses obtained
under the assumptions of power-law or stars + NFW are
underestimated and that, given the MST, the typical uncer-
tainty of the kinematic data does not allow one to constrain
the mass profiles to a few percent precision3.
A second potential source of uncertainty in the com-
bined TDCOSMO analysis is the assumption of no correla-
tion between the errors of each individual lens system. The
TDCOSMO analysis shows that the scatter between sys-
tems is consistent with the estimated errors, and the ran-
dom measurement errors of the observables are indeed un-
correlated (Wong et al. 2020; Millon et al. 2019). However,
correlations could be introduced by the modeling procedure
and assumptions made, such as the form and prior on the
mass profile and the distribution of stellar anisotropies in
elliptical galaxies.
In this paper we address these two dominant sources of
potential residual uncertainties by introducing a Bayesian
hierarchical framework to analyze and interpret the data.
Addressing these uncertainties is a major step forward in
2 For the NFW profile parameters, priors on the mass-
concentration relation were imposed on the individual analyses.
3 See Birrer et al. (2016) for an analysis explicitly constraining
the MST with kinematic data that satisfies the error budget of
Kochanek (2020a).
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the field, however it should be noted that the scope of this
framework is broader than just these two issues. Its longer
term goal is to take advantage of the expanding quality
and quantity of data to trade theoretical assumptions for
empirical constraints. Specifically, this framework was de-
signed to meet the following requirements: (1) Theoretical
assumptions should be explicit and, whenever possible, ver-
ified by data or replaced by empirical constraints; (2) Kine-
matic assumptions and priors must be justified by the data
or the laws of physics; (3) The methodology must be val-
idated with realistic simulations. By using this framework
we present an updated measurement of the Hubble constant
from time delay cosmography and we lay out a roadmap for
further improvements of the methodology to enable a mea-
surement of the Hubble constant from strong lensing time
delay measurements with 1% precision and accuracy.
In practice, we adopt a parameterization that allows
us to quantify the full extent MST in our analysis, ad-
dressing point (1) listed above. We discuss the assumptions
on the kinematic modeling and the impact of the priors
chosen. We deliberately choose an uninformative prior, ad-
dressing point (2). We make use of a blind submission to
the Time Delay Lens Modeling Challenge (TDLMC) (Ding
et al. 2018) and validate our approach end to end, including
imaging analysis, kinematics analysis and MST mitigation,
addressing point (3) 4.
In our new analysis scheme, the MST is exclusively con-
strained by the kinematic information of the deflector galax-
ies, and thus fully accounted for in the error budget. Under
these minimal assumptions, we expect that the data cur-
rently available for the individual lenses in our TDCOSMO
sample will not constrain H0 to the 2% level.
In addition, we take into account covariances between
the sample galaxies, by formulating the priors on the stel-
lar anisotropy distribution and the MST at the population
level and globally sampling and marginalizing over their
uncertainties.
To further improve the constraints on the mass profile
and the MST on the population level, we incorporate a
sample of 33 lenses from the Sloan Lens ACS (SLACS) sur-
vey (Bolton et al. 2006) into our analysis. We make use of
the lens model inference results presented by Shajib et al.
(prep, 2019), which follow the standards of the TDCOSMO
collaboration. We assess the assumptions in the kinematics
modeling and incorporate Integral Field Unit (IFU) spec-
troscopy from VIMOS 2D data of a subset of the SLACS
lenses from Czoske et al. (2012) in our analysis. This dataset
allows us to improve constraints on the stellar anisotropy
distribution in massive elliptical galaxies at the population
level and thus reduces uncertainties in the interpretation
of the kinematic measurements, hence improving the con-
straints on the MST and H0. Our joint hierarchical anal-
ysis is based on the assumption that the massive elliptical
galaxies acting as lenses in the SLACS and the TDCOSMO
sample represent the same underlying parent population in
regard of their mass profiles and kinematic properties. The
final H0 value derived in this work is inferred from the joint
hierarchical analysis of the SLACS and TDCOSMO sam-
ples.
The paper is structured as follows: Section 2 revisits
the analysis performed on individual lenses and assesses
4 Noting however the caveats on the realism of the TDLMC
simulations discussed by Ding et al. (2020).
potential systematics due to MST and mass profile assump-
tions. Section 3 describes the hierarchical Bayesian analysis
framework to mitigate assumptions and priors associated
to the MST to a sample of lenses. We first validate this
approach in Section 4 on the Time-Delay Lens Modeling
Challenge data set (Ding et al. 2018) and then move to
perform this very same analysis on the TDCOSMO data
set in Section 5. Next, we perform our hierarchical analysis
on the SLACS sample with imaging and kinematics data
to further constrain uncertainties in the mass profiles and
the kinematic behavior of the stellar anisotropy in Section
6. We present the joint analysis and final inference on the
Hubble constant in Section 7. We discuss the limitations of
the current work and lay out the path forward in Section 8
and finally conclude in Section 9.
All the software used in this analysis is open source
and we share the analysis scripts and pipeline with the
community  here5. Numerical tests on the impact of the
MST are performed with lenstronomy6 (Birrer & Amara
2018; Birrer et al. 2015). The kinematics is modeled with
the lenstronomy.Galkin module. The re-analysis of the
SLACS lenses imaging data is performed with dolphin7, a
wrapper around lenstronomy for automated lens model-
ing (Shajib et al. prep) and we introduce hierArc8 (this
work) for the hierarchical sampling in conjunction with
lenstronomy. All components of the analysis - including
analysis scripts and software - were reviewed internally by
people not previously involved in the analysis of the sample
before the joint inference was performed. All uncertainties
stated are given in 16th, 50th and 84th percentiles. Error
contours in plots represent 68th and 95th credible regions.
As in previous work by our team - in order to avoid ex-
perimenter bias - we keep our analysis blind by using previ-
ously blinded analysis products, and all additional choices
made in this analysis, e.g. considering model parameteriza-
tion and including or excluding of data, are assessed blindly
in regard to H0 or parameters directly related to it. All sec-
tions, except Section 8.5, of this paper have been written
and frozen before the unblinding of the results.
2. Cosmography from individual lenses and the
mass-sheet degeneracy
In this section we review the principles of time-delay cos-
mography and the underlying observables (Section 2.1 for
lensing and time delays and Section 2.2 for the kinematic
observables). We emphasize how a MST affects the ob-
servables and thus the inference of cosmographic quantities
(Section 2.3). We separate the physical origin of the MST
into the line-of-sight (external MST, Section 2.4) and mass-
profile contributions (internal MST, Section 2.5) and then
provide the limits on the internal mass profile constraints
from imaging data and plausibility arguments in Section
2.6. We provide concluding remarks on the constraining
power of individual lenses for time-delay cosmography in
Section 2.7.
5 https://github.com/TDCOSMO/hierarchy_analysis_2020_
public/
6  https://github.com/sibirrer/lenstronomy
7  https://github.com/ajshajib/dolphin
8  https://github.com/sibirrer/hierarc
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2.1. Cosmography with strong lenses
In this section we state the relevant governing physical prin-
ciples and observables in terms of imaging, time delays, and
stellar kinematics.
The phenomena of gravitational lensing can be de-
scribed by the lens equation, which maps the source plane
β to the image plane θ (2D vectors on the plane of the sky)
β = θ − α(θ), (1)
where α is the angular shift on the sky between the original
unlensed and the lensed observed position of an object.
For a single lensing plane, the lens equation can be ex-
pressed in terms of the physical deflection angle αˆ as
β = θ − Ds
Dds
αˆ(θ), (2)
with Ds, Dds is the angular diameter distance from the ob-
server to the source and from the deflector to the source,
respectively.
In the single lens plane regime we can introduce the
lensing potential ψ such that
α(θ) = ∇ψ(θ) (3)
and the lensing convergence as
κ(θ) = 1
2
∇2ψ(θ). (4)
The relative arrival time between two images θA and θB,
∆tAB, originated from the same source is
∆tAB =
D∆t
c
(φ(θA, β) − φ(θB, β)) (5)
where c is the speed of light,
φ(θ, β) =
[
(θ − β)2
2
− ψ(θ)
]
(6)
is the Fermat potential (Schneider 1985; Blandford &
Narayan 1986), and
D∆t ≡ (1 + zd) DdDsDds , (7)
is the time-delay distance (Refsdal 1964; Schneider et al.
1992; Suyu et al. 2010). Dd, Ds, Dds are the angular diameter
distances from the observer to the deflector, the observer to
the source and from the deflector to the source, respectively.
Provided constraints on the lensing potential, a mea-
sured time delay allows us to constrain the time-delay dis-
tance D∆t from Equation 5:
D∆t =
c∆tAB
∆φAB
. (8)
The Hubble constant is inversely proportional to the
absolute scales of the Universe and thus scales with D∆t as
H0 ∝ D−1∆t . (9)
2.2. Deflector velocity dispersion
The line-of-sight projected stellar velocity dispersion of the
deflector galaxy, σP, can provide a dynamical mass estimate
of the deflector independent of the lensing observables and
joint lensing and dynamical mass estimates have been used
to constrain galaxy mass profiles (Grogin & Narayan 1996;
Romanowsky & Kochanek 1999; Treu & Koopmans 2002).
The modeling of the kinematic observables in lensing
galaxies range in complexity from spherical Jeans modeling
to Schwarzschild (Schwarzschild 1979) methods. For exam-
ple, Barnabe` & Koopmans (2007); Barnabe` et al. (2009)
use axisymmetric modeling of the phase-space distribution
function with a two-integral Schwarzschild method by Cret-
ton et al. (1999); Verolme & de Zeeuw (2002). In this work,
the kinematics and their interpretation are a key component
of the inference scheme and thus we provide the reader with
a detailed background and the specific assumptions in the
modeling we apply.
The dynamics of stars with the density/luminosity dis-
tribution ρ∗(r) in a gravitational potential Φ(r) follows the
Jeans equation. In this work, we assume spherical symme-
try and no rotation in the Jeans modeling. In the limit of
a relaxed (vanishing time derivatives) and spherically sym-
metric system, with the only distinction between radial, σ2r ,
and tangential, σ2t , dispersions, the Jeans equation results
in (e.g. Binney & Tremaine 2008)
∂(ρ∗σ2r (r))
∂r
+
2βani(r)ρ∗(r)σ2r (r)
r
= −ρ∗(r)∂Φ(r)
∂r
, (10)
with the stellar anisotropy parameterized as
βani(r) ≡ 1 −
σ2t (r)
σ2r (r)
. (11)
The solution of Equation 10 can be formally expressed as
(e.g. van der Marel 1994)
σ2r =
G
ρ∗(r)
∫ ∞
r
M(s)ρ∗(s)
s2
Jβ(r, s)ds (12)
where M(r) is the mass enclosed in a three-dimensional
sphere with radius r and
Jβ(r, s) = exp
[∫ s
r
2β(r ′)dr ′/r ′
]
(13)
is the integration factor of the Jeans Equation (Eqn. 10).
The modeled luminosity-weighted projected velocity
dispersion σs is given by (Binney & Mamon 1982)
Σ∗(R)σ2s = 2
∫ ∞
R
(
1 − βani(r)R
2
r2
)
ρ∗σ2r rdr√
r2 − R2
, (14)
where R is the projected radius and Σ∗(R) is the projected
stellar density
Σ∗(R) = 2
∫ ∞
R
ρ∗(r)rdr√
r2 − R2
. (15)
The observational conditions have to be taken into ac-
count when comparing a model prediction with a data set.
In particular, the aperture A and the PSF convolution
of the seeing, P, need to be folded in the modeling. The
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luminosity-weighted line of sight velocity dispersion within
an aperture, A, is then (e.g. Treu & Koopmans 2004; Suyu
et al. 2010)
(σP)2 =
∫
A
[
Σ∗(R)σ2s ∗ P
]
dA∫
A [Σ∗(R) ∗ P] dA
(16)
where Σ∗(R)σ2s is taken from Equation 14.
The prediction of the stellar kinematics requires a three-
dimensional stellar density ρ∗(r) and mass M(r) profile. In
terms of imaging data, we can extract information about
the parameters of the lens mass surface density with param-
eters ξmass and the surface brightness of the deflector with
parameters ξ light. When assuming a constant mass-to-light
ratio across the galaxy, the integrals in the Jeans equation
can be performed on the light distribution and Σ∗(R) can
be taken to be the surface brightness I(R). To evaluate the
three-dimensional distributions, we rely on assumptions on
the de-projection to the three-dimensional mass and light
components. In this work, we use spherically symmetric
models with analytical projections/de-projections to solve
the Jeans equation.
An additional ingredient in the calculation of the veloc-
ity dispersion is the anisotropy distribution of the stellar
orbits, βani(r). It is impossible to disentangle the anisotropy
in the velocity distribution and the gravitational potential
from velocity dispersion and rotation measurements alone.
This is known as the mass-anisotropy degeneracy (Binney
& Mamon 1982).
Finally, the predicted velocity dispersion requires an-
gular diameter distances from a background cosmology.
Specifically, the prediction of any σP from any model can be
decomposed into a cosmological-dependent and cosmology-
independent part, as (Birrer et al. 2016, 2019)
(σP)2 = Ds
Dds
c2J(ξmass, ξ light, βani) (17)
where J(ξmass, ξ light, βani) is the dimensionless and
cosmology-independent term of the Jeans equation
only relying on the angular units in the light, mass and
anisotropy model.
Inverting Equation 17 illustrates that a measured veloc-
ity dispersion, σP, allows us to constrain the distance ratio
Ds/Dds, independent of the cosmological model and time
delays but while relying on the same lens model, ξ lens,
Ds
Dds
=
(σP)2
c2J(ξ lens, ξ light, βani)
. (18)
We note that the distance ratio Ds/Dds can be con-
strained without time delays being available. If one has
kinematic and time-delay data, instead of expressing con-
straints on Ds/Dds, one can also express the cosmologically
independent constraints in terms of Dd (e.g. Paraficz &
Hjorth 2009; Jee et al. 2015; Birrer et al. 2019) as
Dd =
1
(1 + zd)
c∆tAB
∆φAB(ξ lens)
c2J(ξ lens, ξ light, βani)
(σP)2 . (19)
In this work, we do not transform the kinematics constraints
into Ds/Dds or Dd constraints but work directly on the like-
lihood level of the velocity dispersion when discriminating
between different cosmological models.
In Appendix B we illustrate the radial dependence on
the model predicted velocity dispersion, σP, for different
stellar anisotropy models. Observations at different pro-
jected radii can partially break the mass-anisotropy degen-
eracy provided that we have independent mass profile esti-
mates from lensing observables.
2.3. Mass-sheet transform
The mass-sheet transform (MST) is a multiplicative trans-
form of the lens Equation (Eqn. 1) (Falco et al. 1985)
λβ = θ − λα(θ) − (1 − λ)θ, (20)
which preserves image positions (and any higher order rela-
tive differentials of the lens equation) under a linear source
displacement β → λβ. The term (1 − λ)θ in Equation 20
above describes an infinite sheet of convergence (or mass),
and hence the name mass-sheet transform. Only observables
related to the absolute source size, intrinsic magnification
or to the lensing potential are able to break this degeneracy.
The convergence field transforms according to
κλ(θ) = λ × κ(θ) + (1 − λ) . (21)
The same relative lensing observables can result if the mass
profile is scaled by the factor λ with the addition of a sheet
of convergence (or mass) of κ(θ) = (1 − λ).
The different observables described in Section 2.1 & 2.2
transform by a MST term λ as follow:
The image positions remain invariant
θλ = θ . (22)
The source position scales with λ
βλ = λβ. (23)
The time delay scales with λ
∆tABλ = λ∆tAB (24)
and the velocity dispersion scales with λ as
σPv λ =
√
λσPv . (25)
Until now we have only stated how the MST impacts
observables directly. However, it is also useful to describe
how cosmographic constraints derived from a set of observ-
ables and assumptions on the mass profile are transformed
when transforming the lens model with a MST (Eqn. 8, 18,
19). The time-delay distance (Eqn. 7) is dependent on the
time delay ∆t (Eqn. 5)
D∆t λ = λ−1D∆t . (26)
The distance ratio constrained by the kinematics and the
lens model scales as
(Ds/Dds)λ = λ−1Ds/Dds. (27)
Given time-delay and kinematics data the inference on the
angular diameter distance to the lens is invariant under the
MST
Ddλ = Dd. (28)
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The Hubble constant, when inferred from the time-delay
distance, D∆t , transforms as (from Eqn. 9)
H0λ = λH0. (29)
Mathematically, all the MSTs can be equivalently stated as
a change in the angular diameter distance to the source
Ds → λDs. (30)
In other words, if one knows the dependence of any lensing
variable upon Ds one can transform it under the MST and
scale all other quantities in the same way.
2.4. Line-of-sight contribution
Structure along the line of sight of lenses induce distortions
and focusing (or de-focusing) of the light rays. The first-
order shear distortions do have an observable imprint on
the shape of Einstein rings and can thus be constrained as
part of the modeling procedure of strong lensing imaging
data. The first order convergence effect alters the angular
diameter distances along the specific line of sight of the
strong lens. We define Dlens as the specific angular diame-
ter distance along the line of sight of the lens and Dbkg as
the angular diameter distance from the homogeneous back-
ground metric without any perturbative contributions. Dlens
and Dbkg are related through the convergence terms as
Dlensd = (1 − κd)Dbkgd
Dlenss = (1 − κs)Dbkgs
Dlensds = (1 − κds)Dbkgds .
(31)
κs is the integrated convergence along the line of sight pass-
ing through the strong lens to the source plane and the
term 1 − κs corresponds to a MST (Eqn. 30)9. To predict
the velocity dispersion of the deflector (Eqn. 17), the terms
κs and κds are relevant when using background metric pre-
dictions from a cosmological model (Dbkg). To predict the
time delays (Eqn. 5) from a cosmological model, all three
terms are relevant. We can define a single effective conver-
gence, κext, that transforms the time-delay distance (Eqn.
7)
Dlens∆t ≡ (1 − κext)Dbkg∆t (32)
with
1 − κext = (1 − κd)(1 − κs)(1 − κds) . (33)
2.5. External vs. internal mass sheet transform
A MST (Eqn. 21) is always linked to a specific choice of lens
model and so is its physical interpretation. The MST can be
either associated with line-of-sight structure (κs) not affili-
ated with the main deflector or as a transform of the mass
profile of the main deflector itself (e.g. Koopmans 2004;
9 The integral between the deflector and the source deviates
from the Born approximation as the light paths are significantly
perturbed (see e.g. Bar-Kana 1996; Birrer et al. 2017)
Saha & Williams 2006; Schneider & Sluse 2013; Birrer et al.
2016; Shajib et al. 2020).
There are different observables and physical priors re-
lated to these two distinct physical causes and we use the
notation κs to describe the external convergence aspect of
the MST and λint to describe the internal profile aspect of
the MST. The total transform which affects the time delays
and kinematics (see Eqn. 24 & 25) is the product of the two
transforms
λ = (1 − κs) × λint. (34)
The line-of-sight contribution can be estimated by trac-
ers of the larger scale structure, either using galaxy number
counts (e.g. Rusu et al. 2017) or weak lensing of distant
galaxies by all the mass along the line of sight (e.g. Tih-
honova et al. 2018), and can be estimated with a few per
cent precision per lens. The internal MST requires either
priors on the form of the deflector profile or exquisite kine-
matic tracers of the gravitational potential. The λint com-
ponent is the focus of this work.
2.6. Approximate internal mass-sheet transform
Imposing the physical boundary condition limr→∞ κ(r) = 0
violates the mathematical form of the MST10. However, ap-
proximate MSTs that satisfy the boundary condition of a
finite physically enclosed mass may still be possible and
encompass the limitations and concerns of strong gravita-
tional lensing in providing precise constraints on the Hubble
constant. We specify an approximate MST as a profile with-
out significantly impacting imaging observables around the
Einstein radius and resulting in the transforms of the time
delays (Eqn. 24) and kinematics (Eqn. 25).
Cored mass components, κc(r), can serve as physically
motivated approximations to the MST (Blum et al. 2020).
We can write a physically motivated approximate internal
MST with a parameter λc as
κλc (θ) = λcκmodel(θ) + (1 − λc)κc(θ), (35)
where κmodel corresponds to the model used in the recon-
struction of the imaging data and λc describes the scaling
between the cored and the other model components, in re-
semblance to λint. Approximating a physical cored trans-
form with the pure MST means that:
λint ≈ λc (36)
in deriving all the observable scalings in Section 2.3.
Blum et al. (2020) showed that several well-chosen cored
3D mass profiles, ρ(r), can lead to approximate MST’s in
projection, κc(r), with physical interpretations, such as
ρ(r) = 2
pi
Σc
R2c(
R2c + r2
)3/2 (37)
10 We note that the mean cosmological background density is
already fully encompassed in the background metric and we ef-
fectively only require to model the enhancement matter density
(see e.g. Wucknitz 2008; Birrer et al. 2017).
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resulting in the projected convergence profile
κc(θ) = Σc R
2
c
R2c + θ2
, (38)
where Σc is the projected convergence at the center of the
profile. The specific functional form of the profile listed
above (36) resemble the outer slope of the NFW profile
with ρ(r) ∝ r−3.
Figure 1 illustrates a composite profile consisting of
a stellar component (Hernquist profile) and a dark mat-
ter component (NFW + cored component, Eqn. 37) which
transform according to an approximate MST. The stellar
component gets rescaled by the MST while the cored com-
ponent is transforming only the dark matter component.
It is of greatest importance to quantify the physical
plausibility of those transforms and their impact on other
observables in detail. In this section we extend the study of
Blum et al. (2020). We perform detailed numerical exper-
iments on mock imaging data to quantify the constraints
from imaging data, time delays and kinematics, and we
quantify the range of such an approximate transform with
physically motivated boundary conditions. Further illustra-
tions and details on the examples given in this section can
be found in Appendix A.
2.6.1. Imaging constraints on the internal MST
In this section we investigate the extent to which imaging
data is able to distinguish between different lens models
with different cored mass components and their impact on
the inferred time delay distance in combination with time
delay information. We first generate a mock image and time
delays without a cored component and then perform the in-
ference with an additional cored component model (Eqn
37) parameterized with the core radius Rc and the core
projected density Σc. In our specific example, we simulate
a quadruply lensed quasar image similar to Millon et al.
(2019) (more details in Appendix A and Fig. A.2) with a
power-law elliptical mass distribution (PEMD, Kormann
et al. 1994; Barkana 1998)
κ(θ1, θ2) =
3 − γpl
2

θE√
qmθ21 + θ
2
2/qm

γpl−1
(39)
where γpl is the logarithmic slope of the profile, qm is the
axis ratio of the minor and the major axes of the ellipti-
cal profile, and θE is the Einstein radius. The coordinate
system is defined such that θ1 and θ2 are along the major
and minor axis respectively. We also add an external shear
model component with distortion amplitude γext and direc-
tion φext. The PEMD+shear model is one of two lens models
considered in the analysis of the TDCOSMO sample. For
the source and lens galaxies we use elliptical Se´rsic surface
brightness profiles. We add a Gaussian Point Spread Func-
tion (PSF) with Full-Width-at-Half-Maximum (FWHM) of
0′′.1, pixel scale of 0′′.05 and noise properties consistent
with the current TDCOSMO sample of Hubble Space Tele-
scope (HST) images. The time delays between the images
between the first arriving image and the subsequent images
are 11.7, 27.6, and 94.0 days, respectively. We chose time-
delay uncertainties of ±2 days between the three relative
delays. The time-delay precision does not impact our con-
clusions about the MST. The inference is performed on the
pixel level of the mock image as with the real data on the
TDCOSMO sample.
In the modeling and parameter inference, we add an
additional cored mass component (Eqn 37) and perform
the inference on all the lens and source parameters simul-
taneously, including the core radius Rc and the projected
core density Σc. In the limit of a perfect MST there is a
mathematical degeneracy if we only use the imaging data
as constraints. We thus expect a full covariance in the pa-
rameters involved in the MST (Einstein radius of the main
deflector, source position, source size etc) and the poste-
rior inference of our problem to be inefficient in the regime
where the cored profile mimics the full MST (κc(θ) acts as
Σc for Rc →∞). To improve the sampling, instead of model-
ing the cored profile κc(θ), we model the difference between
the cored component and a perfect MST, ∆κc = κc(θ) − Σc
with λc (Eqn. 35) instead. ∆κc is effectively the component
of the model that does not transform under the MST and
leads to a physical three-dimensional profile interpretation.
Figure 2 shows the inference on the relevant lens model
parameters for the mock image described in Appendix A.
The input parameters are marked as orange lines for the
model without a cored component. We can clearly see that
for small core radii, Rc, the approximate MST parameter λc
can be constrained. This is the limit where the additional
core profile cannot mimic a pure MST at a level where the
data is able to distinguish between them. For core radii
Rc = 3θE, the uncertainty on the approximate MST, λc,
is 10%. For core radii Rc > 5θE, the approximate MST is
very close to the pure MST and the imaging information
in our example is not able to constrain λc to better than
λc ± 0.4. We make use of the expected constraining power
on λc as a function of Rc when we discuss the plausibility
of certain transforms. When looking at the inferred time-
delay distance λcD∆t , we see that this quantity is constant
as a function of Rc and thus the time-delay prediction is
accurately being transformed by a pure MST (Eqn. 24).
Overall, we find that λc ≈ λint is valid for larger core radii.
Identical tests with a composite profile instead of a
PEMD profile result in the same conclusions and are avail-
able  here.
2.6.2. Allowed cored mass components from physical
boundary conditions
In the previous section (2.6.1) we demonstrated that, for
large core radii, there are physical profiles that approximate
a pure MST (λc ≈ λint). In this section we take a closer look
at the physical interpretation of such large positive and neg-
ative cored component transforms with respect to a chosen
mass profile. It is possible that the core model itself does not
require a physical interpretation as it is overall included in
the total mass distribution. The galaxy surface brightness
provides constraints on the stellar mass distribution (mod-
ulo a mass-to-light conversion factor) and the focus here is
a consideration of the distribution of the invisible (dark)
matter component of the deflector. Our starting model is a
NFW profile and we assess departures from this model by
using a cored component.
We apply the following conservative boundary condi-
tions on the distribution of the dark matter component:
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Fig. 1: Illustration of a composite profile consisting of a stellar component (Hernquist profile, dotted lines) and a dark
matter component (NFW + cored component (Eqn. 37), dashed lines) which transform according to an approximate
MST (joint as solid lines). The stellar component gets rescaled by the MST while the cored component transforms the
dark matter component. Left: profile components in three dimensions. Right: profile components in projection. The
transforms presented here cannot be distinguished by imaging data alone and require i.e. stellar kinematics constraints.
 source
1. The total mass of the cored component within a three-
dimensional radius shall not exceed the total mass of
the NFW profile within the same volume, Mcore(< r) ≤
MNFW(< r). This is not a strict bound, but violating
this condition would imply changing the mass of the
halo itself.
2. The density profile shall never drop to negative values,
ρNFW+core(r) ≥ 0.
Those two imposed conditions define a physical interpre-
tation of a three-dimensional mass profile as being a re-
distribution of matter from the dark matter component and
a rescaling of the mass-to-light ratio of the luminous compo-
nent. An independent estimate of the mass-to-light ratio of
few per cent is below our current limits of knowledge about
the stellar initial mass function, stellar evolution models
and dust extinction. Moreover, the mass-to-light ratio can
vary with radius. Figure 3 provides the constraints from
the two conditions, as well as from the imaging data con-
straints of Section 2.6.1, for an expected NFW mass and
concentration profile at a typical lens and source redshift
configuration. The remaining white region in Figure 3 is
effectively allowed by the imaging data and simple plausi-
bility considerations. We conclude that the physically al-
lowed parameter space does encompass a pure MST with
λint = 1+0.07−0.15, with more parameter volume for λint < 1 which
corresponds to a positive cored component. We emphasize
that the constraining power at small core radii may be due
to the angular rather than the radial imprint of the cored
profile (see e.g. Kochanek 2020b). However, such a behav-
ior would not alter our conclusions and inference method
chosen in the analysis presented in subsequent sections of
this work. We also performed this inference for a composite
(stellar light + NFW dark matter) model and arrive at the
same conclusions.
2.6.3. Stellar kinematics of an approximate MST
In this section we investigate the kinematics dependence on
the approximate MST. To do so, we perform spherical Jeans
modeling (Section 2.2) and compute the predicted velocity
dispersion in an aperture under realistic seeing conditions
(Eqn. 16) for models with a cored mass component as an
approximation of the MST.
Figure 4 compares the actual predicted kinematics from
the modeling of the physical three-dimensional mass distri-
bution κλc (Eqn. 35) and the analytic relation of a perfect
MST (Eqn. 25) for the mock lens presented in Appendix
A. For this figure, we chose an aperture size of 1′′ × 1′′ and
seeing of FWHM = 0′′.7 and an isotropic stellar orbit dis-
tribution (βani(r) = 0). For λc in the range [0.8, 1.2], the
MST approximation in the predicted velocity dispersion is
accurate to <1%. We conclude that, for the λint range con-
sidered in this work, the analytic approximation of a perfect
MST is valid to reliably compute the predicted velocity dis-
persion. The precise dependence of the velocity dispersion
only marginally depends on the specific core radius Rc and
the approximation remains valid for all reasonable and non-
excluded core radii and λint. We tested that our conclusions
also hold for different anisotropy profiles and observational
conditions.
2.7. Constraining power using individual lenses
For each individual strong lens in the TDCOSMO sam-
ple, there are four data sets available: (i) imaging data of
the strong lensing features and the deflector galaxy, Dimg;
(2) time-delay measurements between the multiple images,
Dtd; (3) stellar kinematics measurement of the main deflec-
tor galaxy, Dspec; (4) line-of-sight galaxy count and weak
lensing statistics, Dlos.
These data sets are independent and so are their like-
lihoods in a joint cosmographic inference. Hence, we can
write the likelihood of the joint set of the data D =
{Dimg,Dtd,Dspec,Dlos} given the cosmographic parameters
{Dd,Ds,Dds} ≡ Dd,s,ds as
L(D|Dd,s,ds) =
∫
L(Dimg |ξmass, ξ light) (40)
×L(Dtd |ξmass, ξ light, λ,D∆t ) (41)
×L(Dspec |ξmass, ξ light, βani, λ,Ds/Dds)L(Dlos |κext) (42)
×p(ξmass, ξ light, λint, κext, βani)dξmassdξ lightdλintdκextdβani. (43)
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Fig. 2: Illustration of the constraining power of imaging data on a cored mass component (Eqn. 35). Shown are the
parameter inference of the power-law profile mock quadruply lensed quasar of Figure A.2 when including a marginalization
of an additional cored power law profile (Eqn. 37). Orange lines indicate the input truth of the model without a cored
component. λc is the scaled core model parameter (Eqn. 35) resembling the pure MST for large core radii (λc ≈ λint).
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In the expression above we only included the relevant model
components in the expressions of the individual likelihoods.
ξ light formally includes the source and lens light surface
brightness. For the time-delay likelihood, we only consider
the time-variable source position from the set of ξ light pa-
rameters. In Appendix C we provide details on the compu-
tation of the combined likelihood, in particular with appli-
cation in the hierarchical context.
An approximate internal MST of a power law with λint of
10% still leads to physically interpretable mass profiles with
the Hubble constant changed by 10% (see Eqn. 29). Imaging
data is not sufficiently able to distinguish between mod-
els producing H0 value within this 10% range (Kochanek
2020a). The kinematics are changed with good approxima-
tion by Equation 25 through this transform. The kinematic
prediction is also cosmology dependent by Equation 17. The
scalings of a MST are analytical in the model-predicted
time-delay distance and kinematics and thus its marginal-
ization can be performed in post processing given posteriors
for a specific lens model family that breaks the MST, e.g.
a power-law model.
The kinematics information is the decisive factor in dis-
criminating different profile families. The relative uncer-
tainty in the velocity dispersion measurement directly prop-
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agates into the relative uncertainty in the MST as
δλint
λint
= 2
δσP
σP
. (44)
The current uncertainties on the velocity dispersion mea-
surements, of the order of 5-10% (including the uncertain-
ties due to stellar template mismatch and other systematic
errors) limit the precise determination of the mass profile
per individual lens. Uncertainties in the interpretation of
the stellar anisotropy orbit distribution additionally com-
plicates the problem. Birrer et al. (2016) performed such an
analysis and demonstrated that an explicit treatment of the
MST (in their approach parameterized as a source scale)
leads to uncertainties consistent with the expectations of
Kochanek (2020a). Because the kinematic measurement of
each lens is not sufficiently precise to constrain the mass
profile to the desired level, in this work we marginalize over
the uncertainties properly accounting for the priors.
3. Hierarchical Bayesian cosmography
The overarching goal of time-delay cosmography is to pro-
vide a robust inference of cosmological parameters, pi, and
in particular the absolute distance scale, the Hubble con-
stant H0, and possibly other parameters describing the ex-
pansion history of the Universe (such as ΩΛ or Ωm), from a
sample of gravitational lenses with measured time delays.
Based on the conclusions we draw from Section 2, it is abso-
lutely necessary to propagate assumptions and priors made
on the analysis of an individual lens hierarchically when
performing the inference on the cosmological parameters
from a population of lenses. In particular, this is relevant
for parameters that we cannot sufficiently constrain on a
lens-by-lens basis and parameters whose uncertainties sig-
nificantly propagate to the H0 inference on the population
level. In this section, we introduce three specific hierarchical
sampling procedures for properties of lensing galaxies and
their selection that are relevant for the cosmographic anal-
ysis. In particular, these are: (1) an overall internal MST
relative to a chosen mass profile, λint, and its distribution
among the sample of lenses; (2) stellar anisotropy distribu-
tion in the sample of lenses; (3) the line-of-sight structure
selection and distribution of the lens sample.
In Section 3.1 we formalize the Bayesian problem and
define an approximate scheme for the full hierarchical infer-
ence that allows us to keep track of key systematic uncer-
tainties while still being able to re-use currently available
inference products. In Section 3.2 we specify the hyper-
parameters we sample on the population level. Section 3.3
details the specific approximations in the likelihood calcula-
tion. All hierarchical computations and sampling presented
in this work are implemented in the open-source software
hierArc.
3.1. Hierarchical inference problem
In Bayesian language, we want to calculate the probability
of the cosmological parameters, pi, given the strong lensing
data set, p(pi |{Di}N ), where Di is the data set of an individ-
ual lens (including imaging data, time-delay measurements,
kinematic observations and line-of-sight galaxy properties)
and N the total number of lenses in the sample.
In addition to pi, we introduce ξ that incorporates all
the model parameters. Using Bayes rule and considering
that the data of each individual lens Di is independent, we
can write:
p(pi |{Di}N ) ∝ L({Di}N |pi)p(pi) =
∫
L({Di}N |pi, ξ)p(pi, ξ)dξ
=
∫ N∏
i
L(Di |pi, ξ)p(pi, ξ)dξ . (45)
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In the following, we divide the nuisance parameter, ξ ,
into a sub-set of parameters that we constrain indepen-
dently per lens, ξ i, and a set of parameters that require
to be sampled across the lens sample population globally,
ξpop. The parameters of each individual lens, ξ i, include the
lens model, source and lens light surface brightness and any
other relevant parameter of the model to predict the data.
Hence, we can express the hierarchical inference (Eqn. 45)
as
p(pi |{Di}N ) ∝
∫ ∏
i
[L(Di |Dd,s,ds(pi), ξ i, ξpop)p(ξ i)]
× p(pi, {ξ i}N, ξpop)∏
i p(ξ i)
dξ {i }dξpop (46)
where {ξ i}N = {ξ1, ξ2, ..., ξN } is the set of the param-
eters applied to the individual lenses and p(ξ i) are the
interim priors on the model parameters in the inference
of an individual lens. The cosmological parameters pi are
fully encompassed in the set of angular diameter distances
{Dd,Ds,Dds} ≡ Dd,s,ds and thus, instead of stating pi in Equa-
tion 46, we will now state Dd,s,ds(pi). Up to this point, no
approximation was applied to the full hierarchical expres-
sion (Eqn. 45).
From now on, we assume
p(pi, ξ {i }, ξpop)∏
i p(ξ i)
≈ p(pi, ξpop), (47)
which states that, for the parameters classified as ξ {i }, the
interim priors do not propagate into the cosmographic in-
ference and the population prior on those parameters is
formally known exactly. The population parameters, ξpop,
describe a distribution function such that the values of
individual lenses, ξ ′pop,i, follow the distribution likelihood
p(ξ ′pop,i |ξpop).
With this approximation and the notation of the sample
distribution likelihood, we can simplify expression 46 to
p(pi |{Di}N ) ∝
∫ ∏
i
L(Di |Dd,s,ds, ξpop)p(pi, ξpop)dξpop (48)
where
L(Di |Dd,s,ds, ξpop) =∫
L(Di |Dd,s,ds, ξ ′pop,i)p(ξ ′pop,i |ξpop)dξ ′pop,i (49)
are the individual likelihoods from an independent sam-
pling of each lens with access to global population param-
eters, ξpop, and marginalized over the population distribu-
tion. The integral in Equation 49 goes over all individual
parameters where a population distribution p(ξ ′pop,i |ξpop) is
applied. Equation 40 is effectively expression 49 without the
marginalization over parameters assigned as ξpop.
For parameters in the category ξ {i }, our approximation
implies that there is no population prior and that the in-
terim priors do not impact the cosmographic inference. This
approximation is valid in the regime where the posterior
distribution in ξ {i } is effectively independent of the prior.
Although formally this is never true, for many parameters
in the modeling of high signal-to-noise imaging data the in-
dividual lens modeling parameters are very well constrained
relative to the prior imposed.
In the following we highlight some key aspects of the cos-
mographic analysis and in particular the inference on the
Hubble constant where the approximation stated in expres-
sion 47 is not valid and thus fall in the category of ξpop. We
give explicit parameterizations of these effects and provide
specific expressions to allow for an efficient and sufficiently
accurate sampling and marginalization, according to Equa-
tion 49, for individual lenses within an ensemble.
3.2. Lens population hyper-parameters
In this section we discuss the choices of population level
hyper-parameters we include in our analysis.
3.2.1. Deflector lens model
The deflectors in the quasar lenses with measured time de-
lays of the TDCOSMO sample are massive elliptical galax-
ies. These galaxies, observationally, follow a tight relation in
a luminosity, size and velocity dispersion parameter space
(e.g. Faber & Jackson 1976; Auger et al. 2010; Bernardi
et al. 2020), exhibiting a high degree of self-similarity
among the population.
In Section 2.6 we defined λc as the approximate MST
relative to a chosen profile of an individual lens and estab-
lished the close correspondence to a perfect MST (λc ≈ λint).
For the inference from a sample of lenses, the sample dis-
tribution of deflector profiles is the relevant property to
quantify. For the deflector mass profile, we do not want to
artificially break the MST based on imaging data and re-
quire the kinematics to constrain the mass profile. To do
so, we chose as a base-line model a PEMD (Eqn. 39) to be
constrained on the lens-by-lens case and we add a global
internal MST specified on the population level, λint.
The PEMD lens profile inherently breaks the MST and
the parameters of the PEMD profile can be precisely con-
strained (within few per cent) by exquisite imaging data.
In this work, we avoid describing the PEMD parameters at
the population level, such as redshift, mass or galaxy en-
vironment, and make use of the individual lens inference
posterior products derived on flat priors. We note that the
power-law slope, γpl, of the PEMD profile inferred from
imaging data is a local quantity at the Einstein radius of
the deflector. The Einstein radius is a geometrical quan-
tity that depends on the mass of the deflector and lens and
source redshift. Thus, the physical location of the measured
γpl from imaging data depends on the redshift configuration
of the lens system. In a scenario where the mass profiles of
massive elliptical galaxies deviate from a MST transformed
PEMD resulting in a gradient in the measured slope γpl
as a function of physical projected distance, a global joint
MST correction on top of the individually inferred PEMD
profiles may lead to inaccuracies.
To allow for a radial trend in the applied MST relative
to the imaging inferred local quantities, we parameterize
the global MST population with a linear relation in reff/θE
as
λint(reff/θE) = λint,0 + αλ
(
reff
θE
− 1
)
, (50)
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where λint,0 is the global MST when the Einstein radius is
at the half-light radius of the deflector, reff/θE = 1, and αλ is
the linear slope in the expected MST as a function of reff/θE.
In this form, we assume self-similarity in the lenses in re-
gard to their half-light radii. In addition to the global MST
normalization and trend parameterization, we add a Gaus-
sian distribution scatter with standard deviation σ(λint) at
fixed reff/θE.
Wong et al. (2020) and Millon et al. (2019) showed that
the TDCOSMO sample results in statistically consistent
individual inferences when employing a PEMD lens model.
This implies that the global properties of the mass profiles
of massive elliptical galaxies in the TDCOSMO sample can
be considered to be homogeneous to the level to which the
data allows to distinguish differences.
3.2.2. External convergence
The line-of-sight convergence, κext, is a component of the
MST (Eqn. 34) and impacts the cosmographic inference.
When performing a joint analysis of a sample of lenses,
the key quantity to constrain is the sample distribution of
the external convergence. We require the global selection
function of lenses to be accurately represented to provide
a Hubble constant measurement. A bias in the distribution
mean of κext on the population level directly leads to a bias
of H0.
In this work, we do not explicitly constrain the global
external convergence distribution hierarchically but instead
constrain p(κext) for each individual lens independently.
However, due to the multiplicative nature of internal and
external MST (Eqn. 34), the kinematics constrains foremost
the total MST, which is the relevant parameter to infer H0.
The population distribution of p(κext) only changes the in-
terpretation of the divide into internal vs. external MST
and the scatter in each of the two parts.
3.2.3. Stellar anisotropy
The anisotropy distribution of stellar orbits (Eqn. 11) can
alter significantly the observed line-of-sight projected stel-
lar velocity dispersion (see Section 2.2 and Appendix B).
The kinematics can constrain (together with a lens model)
the angular diameter distance ratio Ds/Dds (Eqn. 17, 18).
Having a good quantitative handle on the anisotropy be-
havior of the lensing galaxies is therefor crucial in allowing
for a robust inference of cosmographic quantities. As is the
case for an internal MST, the anisotropy cannot be con-
strained on a lens-by-lens basis with a single aperture ve-
locity dispersion measurement, which impacts the derived
cosmographic constraints. It is thus crucial to impose a pop-
ulation prior on the deflectors’ anisotropic stellar orbit dis-
tribution and propagate the population uncertainty onto
the cosmographic inference.
Observations suggest that typical massive elliptical
galaxies are, in their central regions, isotropic or mildly
radially anisotropic (e.g. Gerhard et al. 2001; Cappel-
lari et al. 2007); similarly, different theoretical models of
galaxy formation predict that elliptical galaxies should have
anisotropy varying with radius, from almost isotropic in the
center to radially biased in the outskirts (van Albada 1982;
Hernquist 1993; Nipoti et al. 2006). A simplified description
of the transition can be made with an anisotropy radius pa-
rameterization, rani, defining βani as a function of radius r
(Osipkov 1979; Merritt 1985)
βani(r) = r
2
r2
ani
+ r2
. (51)
To describe the anisotropy distribution on the population
level, we explicitly parameterize the profile relative to the
measured half-light radius of the galaxy, reff , with the scaled
anisotropy parameter
aani ≡ ranireff . (52)
To account for lens-by-lens differences in the anisotropy
configuration, we also introduce a Gaussian scatter in the
distribution of aani, parameterized as σ(aani), such that
σ(aani)〈aani〉 is the standard deviation of aani at sample mean
〈aani〉.
3.2.4. Cosmological parameters
All relevant cosmological parameters, pi, are part of the hier-
archical Bayesian analysis. Wong et al. (2020) and Tauben-
berger et al. (2019) showed that when adding supernovae
of type Ia from the Pantheon (Scolnic et al. 2018) or JLA
(Betoule et al. 2014) sample as constraints of an inverse dis-
tance ladder, the cosmological-model dependence of strong-
lensing H0 measurements is significantly mitigated.
In this work, we assume a flat ΛCDM cosmology with
parameters H0 and Ωm. We are using the inference from
the Pantheon-only sample of a flat ΛCDM cosmology with
Ωm = 0.298 ± 0.022 as our prior on the relative expansion
history of the Universe in this work.
3.3. Likelihood calculation
In Section 3.1 we presented the generic form of the like-
lihood L(Di |Dd,s,ds, ξpop) (Eqn. 49) that we need to evalu-
ate for each individual lens for a specific choice of hyper-
parameters, and in Section 3.2 we provided the specific
choices and parameterization of the hyper-parameters used
in this work. In this section, we specify the specific like-
lihood of Equation (49), L(Di |Dd,s,ds, ξ ′pop,i), that we use,
since it is accessible and sufficiently fast to evaluate so that
we can sample over a large number of lenses and their pop-
ulation priors.
Specifically, the parameters treated on the popula-
tion level are ξ ′pop,i = {λint,0, αλ, σ(λint), 〈aani〉, σ(aani)}. Our
choice of hyper-parameters allows us to re-utilize many of
the posterior products derived from an independent analy-
sis of single lenses (Eqn. 40). None of the lens model param-
eters, ξmass, except parameters describing λint and none of
the light profile parameters, ξ light, are treated on the pop-
ulation level and thus we can sample those independently
for each lens directly from their imaging data
L(Di |Dd,s,ds, ξ ′pop,i) =
∫
L(Di |Dd,s,ds, ξ ′pop,i, ξmass, ξ light)
× p(ξmass, ξ light)dξmassdξ light (53)
Furthermore, κext and λint can be merged to a total MST
parameter λ according to their definitions (Eqn. 34). All
observables and thus the likelihood only respond to this
overall MST parameter.
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4. Validation on the Time-delay Lens Modeling
Challenge
Before applying the hierarchical framework to real data,
we use the Time-Delay Lens Modeling Challenge (TDLMC
Ding et al. 2018, 2020) data set to validate the hierarchical
analysis and to explore different anisotropy models and pri-
ors. The TDLMC was structured with three independent
submission rungs. Each of the rungs contained 16 mock
lenses with HST -like imaging, time delays and kinematics
information. The H0 value used to create the mocks was
hidden from the modeling teams. The Rung1 and Rung2
mocks both used PEMD (Eqn. 39) with external shear lens
models. The Rung3 lenses were generated by ray-tracing
through zoom-in hydrodynamic simulations and reflect a
large complexity in their mass profiles and kinematic struc-
ture, as expected in the real Universe.
In the blind submissions for Rung1 and Rung2, different
teams demonstrated that they could recover the unbiased
Hubble constant within their uncertainties under realistic
conditions of the data products, uncertainties in the Point
Spread Function (PSF) and complex source morphology. In
particular, two teams used lenstronomy in their submis-
sions in a completely independent way and achieved precise
constraints on H0 while maintaining accuracy. For Rung1
and Rung2, the most precise submissions used the same
model parameterization in their inference, thus omitting
the problems reviewed in Section 2.
It is hard to draw precise conclusions from Rung3 as
there are remaining issues in the simulations, such as nu-
merical smoothing scale, sub-grid physics, and a truncation
at the virial radius. For more details of the challenge setup
we refer to Ding et al. (2018) and on the results and the sim-
ulations used in Rung3 to Ding et al. (2020). For a recent
study comparing spectroscopic observations with hydrody-
namical simulations at z = 0 we refer to e.g. van de Sande
et al. (2019).
Despite the limitations of the available simulations for
accurate cosmology, the application of the hierarchical anal-
ysis scheme on TDLMC Rung3 is a stress-test for the flex-
ibility introduced by the internal MST and the kinematic
modeling. Furthermore, the stellar kinematics from the stel-
lar particle orbits provides a self-consistent and highly com-
plex dynamical system. The analysis of TDLMC Rung3 can
further help in validating the kinematic modeling aspects in
our analysis. However, the removal of substructure in post-
processing and truncation effects do not allow, in this re-
gard, conclusions below the 1% level (see Ding et al. 2020).
For the effect of substructure on the time delays we refer to
e.g. Mao & Schneider (1998); Keeton & Moustakas (2009)
and for a study including the full line-of-sight halo popula-
tion to Gilman et al. (2020).
We describe the analysis as follow: In Section 4.1 we
discuss the modeling of the individual lenses. In Section 4.2
we describe the hierarchical analysis and priors, and present
the inference on H0.
4.1. TDLMC individual lens modeling
For the validation, we make use of the blind submissions
of the EPFL team by A. Galan, M. Millon, F. Courbin
and V. Bonvin. The modeling of the EPFL team is per-
formed with lenstronomy, including an adaptive PSF re-
construction technique and taking into account astrometric
uncertainties explicitly (e.g. Birrer & Treu 2019). Overall,
the submissions of the EPFL team follow the standards of
the TDCOSMO collaboration. The time that each inves-
tigator spent on each lens was substantially reduced due
to the homogeneous mock data products, the absence of
additional complexity of nearby perturbers and the line of
sight, and improvements in the modeling procedure (Shajib
et al. 2019). The EPFL team achieved the target precision
and accuracy requirement on Rung2, with and without the
kinematic constraints, and thus showed reliable inference
of lens model parameters within a mass profile parameter-
ization for which the MST does not apply. We refer to the
TDLMC paper (Ding et al. 2020) for the details of the per-
formance of all of the participating teams.
We use Rung2 as the reference result for which the MST
does not apply, and Rung3 as a test case of the hierarchical
analysis. In particular, we make use of the EPFL team’s
blind Rung3 submission of the joint time-delay and imag-
ing likelihood (Eqn. C.11) of their PEMD + external shear
models to allow for a direct comparison with the Rung2
results without the kinematics constraints. From the model
posteriors of the EPFL team submission, we require the
time-delay distance D∆t , Einstein radius θE, power-law slope
γpl and half-light radius reff of the deflector. The added ex-
ternal convergence is specified in the challenge setup to be
drawn from a normal distribution with mean 〈κext〉 = 0 and
σ(κext) = 0.025. The EPFL submission of Rung3, which is
used in this work, consists of 13 lenses out of the total sam-
ple of 16. 3 lenses were dropped in their analysis prior to
submission due to unsatisfactory results and inconsistency
with the submission sample. The uncertainty on the Ein-
stein radius and half-light radius is at sub-percent value for
all the lenses and the power-law slope reached an absolute
precision ranging from below 1% to about 2% for the least
constraining lens in their sample from the imaging data
alone.
In this work, we perform the kinematic modeling and the
likelihood calculation within the hierarchical framework.
We use the anisotropy model of Osipkov (1979) and Merritt
(1985) (Eqn. 51) with a parameterization of the transition
radius relative to the half-light radius (Eqn. 52). We as-
sume a Hernquist light profile with reff in conjunction with
the power-law lens model posteriors θE and γpl to model
the dimensionless kinematic quantity J (Eqn. 16, 17), in-
corporating the slit mask and seeing conditions (slit 1′′×1′′,
seeing FWHM = 0′′.6), as specified in the challenge setup.
4.2. TDLMC hierarchical analysis
For the setting of the TDLMC we only sample H0 as
a free cosmology-relevant parameter. The matter density
Ωm = 0.27 is provided in the challenge setup. We extend
the EPFL submission by adding an internal MST distribu-
tion with a linear scaling of reff/θE described by λint,0 and
αλ (Eqn. 50) and Gaussian standard deviation σ(λint) of
the population at fixed reff/θE. The anisotropy parameter
aani is also treated on the population level with mean 〈aani〉
and Gaussian standard deviation σ(aani) for the population.
In the hierarchical sampling we ignore the covariances be-
tween D∆t and the model prediction of the kinematics J.
This is justified because of the precise γpl constraints from
the imaging data and the inference from the EPFL team.
The summary of the parameters and prior being used
in this inference on the TDLMC is presented in Table 1.
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We chose two different forms of the prior on the anisotropy
parameter 〈aani〉, one uniform in 〈aani〉 and a second one uni-
form in log(〈aani〉), covering the same range in the parame-
ter space, to investigate prior dependences in our inference.
To account for the external convergence, we marginalize for
each individual lens from the probability distribution p(κext)
as specified in the challenge setup.11
Figure 5 shows the posteriors of the hierarchical analysis
with the priors specified in Table 1.
We recover the assumed value for the Hubble constant
(H0 = 65.413 km s−1Mpc−1) within the uncertainties of
our inference. We find H0 = 66.9+4.2−4.2 km s
−1Mpc−1for the
U(log(aani)) prior and H0 = 68.4+3.4−3.7 km s−1Mpc−1for theU(aani) prior. We note that a uniform prior in log(aani) is
a slightly less informative prior than a uniform prior in
aani in the same range, as already pointed out by Birrer
et al. (2016). In the remaining of this work U(log(aani)) is
the prior of choice in the absence of additional data that
constrain the stellar anisotropy of massive elliptical galax-
ies to provide H0 constraints. The hierarchical analysis and
the additional degree of freedom in the mass profile allows
us to accurately correct for the insufficient assumptions in
the mass profiles on the simulated galaxies. The kinematics
modeling indicates that there is more mass in the central
part of the galaxies than is modeled with a single power-law
profile and infers λint > 1.
We notice a non-zero inferred scatter in the internal
MST distribution. One contributing source to this scatter
is the fact that the external convergence component was
added in post-processing in the TDLMC time delays (Eqn.
24). The re-scaling was not applied to the velocity disper-
sion (Eqn. 25), leading to an artificial scatter in this relation
equivalent to the distribution scatter of κext, σ(κext) = 0.025.
As the mean in the convergence distribution in the TDLMC
is 〈κext〉 = 0, we do not expect biases beyond a scatter to
occur.
The velocity dispersion measurements allow us to con-
strain λint and effectively probe a more flexible mass model
family. Generally, the velocity dispersion estimates have a
5% relative uncertainty on each individual mock lens. As
an ensemble, the 13 lenses of the EPFL submission in the
TDLMC Rung3 provide information to infer λint to 2.8%
precision (see Eqn. 44) in the limit of a perfect anisotropy
model.
The final achieved precision on H0 from the sample of
lenses, however, is 8%, dominated by the uncertainty in
λint. The fact that, within our chosen priors, the kinematics
cannot constrain λint to better than 8% comes from the un-
certainty in the anisotropy model. More constraining priors
on the anisotropy distribution of the stellar orbits in the
lensing galaxies are the key to reducing the uncertainty in
the H0 inference (see e.g. Birrer et al. 2016; Shajib et al.
2018; Yıldırım et al. 2020).
5. TDCOSMO mass profile and H0 inference
Having verified the hierarchical approach introduced in Sec-
tion 3 in simultaneously constraining mass profiles and H0
with imaging, kinematics and time-delay observations in
the TDLMC (Section 4) we employ the inference on the
11 Alternatively, we could have also transformed the D∆t pos-
teriors accordingly to account for the external convergence for
each individual lens.
TDCOSMO sample set to measure H0. The inference on
the TDCOSMO data is identical to the validation on the
TDLMC, apart from some necessary modifications due to
the additional complexity in the line-of-sight structure of
the real data. In Section 5.1 we summarize the data and
individual analyses for each single lens of the TDCOSMO
sample. In Section 5.2 we describe the hierarchical analysis
and present the results.
5.1. TDCOSMO sample overview
The analysis presented in this work heavily relies on data
and analysis products collected and presented in the litera-
ture. We give here a detailed list of the references relevant
for our work for the seven lenses of the TDCOSMO sample.
1. B1608+656: The discovery in the Cosmic Lens All-Sky
Survey (CLASS) is presented by Myers et al. (1995)
with the source redshift by Fassnacht et al. (1996). The
imaging modeling is presented by Suyu et al. (2009)
and Suyu et al. (2010). The time-delay measurement is
presented by Fassnacht et al. (1999, 2002). The veloc-
ity dispersion measurement of 260 km/s presented by
Suyu et al. (2010) is based on Keck-LRIS spectroscopy.
The statistical uncertainty is ±7.7 km/s with a system-
atic spread of ±13 km/s depending on wavelength and
stellar template solution. The combined uncertainty is
260 ± 15 km/s. A previous measurement by Koopmans
et al. (2003) with 247 ± 35 km/s with ESI on Keck-II
is consistent with the more recent one by Suyu et al.
(2010). The line-of-sight analysis is presented by Suyu
et al. (2010), based on galaxy number counts by Fass-
nacht et al. (2011).
2. RXJ1131-1231: The discovery is presented by Suyu
et al. (2013) and Sluse et al. (2003). The imaging mod-
eling is presented by Suyu et al. (2014) (for HST) and
Chen et al. (2019) (for Keck Adaptive Optics data). An
independent analysis of the HST data was performed
by Birrer et al. (2016). The time-delay measurement is
presented by Tewes et al. (2012). The velocity disper-
sion measurement of 323 ± 20 km/s presented by Suyu
et al. (2013) is based on Keck-LRIS spectroscopy and
includes systematics. The line-of-sight analysis is pre-
sented by Suyu et al. (2013).
3. HE0435-1223: The discovery is presented by Wisotzki
et al. (2002). The image modeling is presented by Wong
et al. (2017) (for HST) and Chen et al. (2019) (for Keck
Adaptive Optics data). The time-delay measurement is
presented by Bonvin et al. (2016). The velocity disper-
sion measurement of 222 ± 15 km/s presented by Wong
et al. (2017) is based on Keck-LRIS spectroscopy and
includes systematic uncertainties. An independent mea-
surement of 222±34 km/s by Courbin et al. (2011) using
VLT is in excellent agreement. The line-of-sight analysis
is presented by Rusu et al. (2017).
4. SDSS1206+4332: The discovery is presented by Oguri
et al. (2005). The image modeling is presented by Bir-
rer et al. (2019). The time-delay measurement is pre-
sented by Eulaers et al. (2013) with an update by Bir-
rer et al. (2019). The velocity dispersion measurement of
290±30 km/s presented by Agnello et al. (2016) is based
on Keck-DEIMOS spectroscopy and includes systematic
uncertainties. The line-of-sight analysis is presented by
Birrer et al. (2019).
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Table 1: Summary of the model parameters sampled in the hierarchical inference on TDLMC Rung3 in Section 4.
name prior description
Cosmology (Flat ΛCDM)
H0 [km s−1Mpc−1] U([0, 150]) Hubble constant
Ωm = 0.27 current normalized matter density
Mass profile
λint,0 U([0.5, 1.5]) internal MST population mean for reff/θE = 1
αλ U([−1, 1]) slope of λint with reff/θE of the deflector (Eqn. 50)
σ(λint) U([0, 0.2]) 1-σ Gaussian scatter in λint at fixed reff/θE
Stellar kinematics
〈aani〉 U([0.1, 5]) or U(log([0.1, 5])) scaled anisotropy radius (Eqn. 51, 52)
σ(aani) U([0, 1]) σ(aani)〈aani〉 is the 1-σ Gaussian scatter in aani
Line of sight
〈κext〉 = 0 population mean in external convergence of lenses
σ(κext) = 0.025 1-σ Gaussian scatter in κext
5. WFI2033-4723: The discovery is presented by Mor-
gan et al. (2004), the image modeling by Rusu et al.
(2020) and the time-delay measurement by Bonvin et al.
(2019). The velocity dispersion measurement from VLT
MUSE is presented by Sluse et al. (2019) with 250 ± 10
km/s only accounting for statistical error and 250 ± 19
km/s including systematic uncertainties. The line-of-
sight analysis is presented by Rusu et al. (2020).
6. DES0408-5354: The discovery is presented by Lin et al.
(2017); Diehl et al. (2017). The imaging modeling is pre-
sented by Shajib et al. (2020). A second team within
STRIDES/TDCOSMO is performing an independent
and blind analysis using a different modeling code
(Yildirim et al in prep). The time-delay measurement
is presented by Courbin et al. (2018). The velocity dis-
persion measurements are presented by Buckley-Geer
et al. (2020). We used the values from Table 3 in Shajib
et al. (2020). The measurements are from Magellan with
230 ± 37 km/s (mask A) and 236 ± 42 km/s (mask B),
from Gemini with 220 ± 21 km/s and from VLT MUSE
with 227 ± 9 km/s. The reported values do not include
systematic uncertainties and covariances among the dif-
ferent measurements. Following Shajib et al. (2020) we
add a covariant systematic uncertainty of ±17 km/s to
the reported values. The line-of-sight analysis is pre-
sented by Buckley-Geer et al. (2020).
7. PG1115+080: The discovery is presented by Weymann
et al. (1980). The image modeling is presented by Chen
et al. (2019) using Keck Adaptive Optics. The time-
delay measurement is presented by Bonvin et al. (2018),
while the line-of-sight analysis by Chen et al. (2019).
The velocity dispersion measurement of 281 ± 25 km/s,
presented by Tonry (1998), is based on Keck-LRIS spec-
troscopy. In this work we add new acquired integral-field
spectroscopy obtained with the Multi-Object Survey
Explorer (MUSE) on the VLT in March 2019 (0102.A-
0600(C), PI Agnello), and we thus go in some detail
about the observations. The details and the data will be
presented in a forthcoming paper by Agnello et al. (in
prep). At the location of the lens, 3h of total exposure
time were obtained, in clear or photometric conditions
and nominal seeing of 0.8′′ FWHM. Due to the prox-
imity of the four quasar images to the main galaxy, a
dedicated extraction routine was used in order to op-
timally deblend all components. We followed the same
procedure as by Sluse et al. (2019) and Braibant et al.
(2014), fitting each spectral channel as a superposition
of a Sersic profile (for the main lens) and four point
sources as identical Moffat profiles. The separation be-
tween the individual components is held fixed to the
HST -NICMOS measurements (Sluse et al. 2012).
A nearby star in the MUSE field-of-view was used as a
reference PSF. From this direct modeling, the FWHM
of the PSF was found to be 0′′.67 ± 0′′.1, with some
variation with wavelength that was accounted for in
the model-based deblending. This procedure produced
an optimal subtraction of the quasar spectra, at least
within 1′′ from the center of the lens. The lens galaxy
1D spectra were then extracted in two square apertures
(R < 0′′.6, 0′′.6 < R < 1′′.0), and processed with the
Penalized PiXel-Fitting (ppxf) code presented in Cap-
pellari & Emsellem (2004) and further upgraded in Cap-
pellari (2017) to obtain velocity dispersions.
The velocity dispersion measurement results from a lin-
ear combination of stellar template spectra to which
a sum of orthogonal polynomials is added to adjust
the continuum shape of the templates to the observed
galaxy spectrum. The spectral library used for the fit
is the Indo-US spectral library, 1273 stars covering the
region from 3460 - 9464 A˚ at a spectral resolution of
1.35A˚ FWHM (Valdes et al. 2004).
We measure for the inner aperture (R < 0.6′′) a stellar
velocity dispersion value of 277 ± 6.5 km/s and for the
outer (0′′.6 < R < 1′′.0) a value of 241 ± 8.8 km/s. The
uncertainties only include the statistical errors.
In order to estimate the systematics, we performed a
number of ppxf fits on the smaller aperture, changing
each time the wavelength range, the degree of the ad-
ditive polynomial and the number of stellar templates
used to fit the galaxy spectra. We obtained a system-
atic uncertainty of ±23.6 km/s that, as for the case of
DES0408, we treat as fully covariant among the two
aperture measurements. With the spectral resolution of
MUSE, systematic uncertainties are within ≈ 10% and
about three times larger than the nominal, statistical
uncertainties thanks to the high S/N of the spectra.
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input value H0 =  65.413 [km/s/Mpc]
H0 = 68.4+3.43.7 [km/s/Mpc] with prior (aani)
H0 = 66.9+4.24.2 [km/s/Mpc] with prior (log(aani))
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Fig. 5: Mock data from the TDLMC Rung3 inference with the parameters and prior specified in Table 1. Orange contours
indicate the inference with a uniform prior in aani while the purple contours indicate the inference with a uniform priors
in log(aani). The thin vertical line indicates the ground truth H0 value in the challenge.  source
All the TDCOSMO analyses of lenses used uniform pri-
ors on all relevant parameters when performing the infer-
ence with a PEMD model 12. Six out of the seven lenses
were modeled blindly13, i.e. H0 values were never seen by
the modeler at any step of the process.
Detailed line-of-sight analyses for each lens have been
performed based on weighted relative number counts of
galaxies along the line of sight on deep photometry and
spectroscopic campaigns (e.g. Rusu et al. 2017). Further-
more, for a fraction of the lenses, we have used also an exter-
nal shear constraint inferred by the strong lens modeling to
inform the line-of-sight convergence estimate. The weighted
galaxy number count and external shear summary statistics
have been applied on the Millenium Simulation (Springel
et al. 2005) with ray-tracing (Hilbert et al. 2009) to ex-
tract a posterior in p(κext) with the prior from the Millenium
Simulation and semi-analytic galaxy evolution model with
painted synthetic photometry on top (De Lucia & Blaizot
12 For the composite models, priors on the mass-concentration
relation of the dark matter profiles were imposed.
13 The first lens, B1608+656, and the re-analysis of RXJ1131-
1231 with AO data were not executed blindly.
2007)14. The external convergence and shear values from
the Millenium simulation are computed from the observer
to the source plane, κext ≈ κs. The coupling of the strong lens
deflector (e.g. Bar-Kana 1996; McCully et al. 2014; Birrer
et al. 2017) is not included in the calculation of κs. Fig-
ure 6 shows the κext posteriors for the individual lenses. For
the overall sample mean, we get 〈κext〉 = 0.035+0.021−0.016 with a
scatter of σ(κext) = 0.046 around the mean. Nearby massive
galaxies along the line of sight were included explicitly in
the modeling where required, and the external convergence
term was adapted accordingly in order to not double count
mass structure in the analysis.
Table 2 presents the redshifts and the relevant lens
model posteriors that are used in our analysis.
14 The Millenium Simulation uses the following flat ΛCDM cos-
mology: Ωm = 0.25, Ωb = 0.045, H0 = 73 km s−1Mpc−1, n = 1,
and σ8 = 0.9.
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Table 2: Overview of the TDCOSMO sample posterior products used in this work. We list lens redshift zlens, source
redshift zsource, half-light radius of the deflector reff , Einstein radius of the deflector θE, power-law slope γpl, external
convergence κext and inferred time-delay distance from the power-law model based on imaging data and time delays, not
including external convergence or internal MST terms, Dpl
∆t
.
name zlens zsource reff [arcsec] θE [arcsec] γpl κext D
pl
∆t
[Mpc]
B1608+656 0.6304 1.394 0.59 ± 0.06 0.81 ± 0.02 2.08 ± 0.03 +0.103+0.084−0.045 4775+138−130
RXJ1131-1231 0.295 0.654 1.85 ± 0.05 1.63 ± 0.02 1.95 ± 0.05 +0.069+0.043−0.026 1947+35−35
HE0435-1223 0.4546 1.693 1.33 ± 0.05 1.22 ± 0.05 1.93 ± 0.02 +0.004+0.032−0.021 2695+159−157
SDSS1206+4332 0.745 1.789 0.34 ± 0.05 1.25 ± 0.01 1.95 ± 0.05 −0.004+0.036−0.021 5846+628−608
WFI2033-4723 0.6575 1.662 1.41 ± 0.05 0.94 ± 0.02 1.95 ± 0.02 +0.059+0.078−0.044 4541+134−152
PG1115+080 0.311 1.722 0.53 ± 0.05 1.08 ± 0.02 2.17 ± 0.05 −0.006+0.032−0.021 1458+117−115
DES0408-5354 0.597 2.375 1.20 ± 0.05 1.92 ± 0.01 1.90 ± 0.03 −0.040+0.037−0.024 3491+75−74
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Fig. 6: External convergence posteriors for the individual
TDCOSMO lenses.  source
5.2. TDCOSMO hierarchical inference
We use for each lens the individual time-delay distance like-
lihood according to Equation C.11 that was derived in pre-
vious works of this collaboration from a lens model inference
on imaging data and the time-delay measurements from
the PEMD inference, not including external convergence or
internal MST, Dpl
∆t
. We add the same MST transform as
a distribution mean λint,0 and scaling alphaλ with reff/θE,
and with Gaussian scatter across the data set, identical to
the TDLMC validation in Section 4. The individual p(κext)
distributions are added for each lens and in the inference
combined with the internal MST parameters.
For the kinematic modeling, we make the same assump-
tions as for the TDLMC sample (Section 4.1) with the
anisotropy model of Osipkov (1979); Merritt (1985) (Eqn.
51) with a parameterization of the transition radius rel-
ative to the half-light radius (Eqn. 52). The approach is
consistent with the previous kinematic analysis and suffi-
ciently verified on the TDLMC to the level of accuracy we
can expect from this analysis. We also assume a Hernquist
light profile with reff , in conjunction with the power-law lens
model posteriors θE and γpl to model the dimensionless kine-
matic quantity J (Eqn. 16, 17), also incorporating the slit
mask and seeing conditions of the individual observations.
For each of the lenses in the TDCOSMO sample, we use
the distribution p(κext) as derived on the individual blinded
analyses and do not invoke an additional population param-
eter. We leave the hierarchical analysis of the line-of-sight
selection to future work. We want to stress that the overall
selection bias in this hierarchical approach does not impact
the H0 constraints as the kinematics constrains the overall
MST (Eqn. 34). An overall shift in the distribution of κs
will be compensated by λint in the inference, thus leaving
the H0 constraints invariant.
We assume a flat ΛCDM cosmology with a uniform
prior on H0 in [0, 150] km s−1Mpc−1. For Ωm we chose the
prior based on the Pantheon sample (Scolnic et al. 2018),
N(µ = 0.298, σ = 0.022). We also perform the inference
with a flat prior on Ωm in [0.05, 0.5] to allow for comparison
with the previous work by Wong et al. (2020) and Millon
et al. (2019) and to illustrate cosmology dependences in the
time-delay cosmography inference. Table 3 summarizes all
the hierarchical hyper-parameters sampled in the analysis
of this section. The posteriors of the TDCOSMO sample
inference are presented in Figure 7.
For the tight prior on Ωm, we measure H0 = 74.5+5.6−6.1km
s−1Mpc−1. For an unconstrained relative expansion history
with a prior on Ωm uniform in [0.05, 0.5], we measure H0 =
75.5+7.0−6.9km s
−1Mpc−1.
The 9% precision on H0 is significantly inflated relative
to previous studies with the same data set (Wong et al.
2020; Millon et al. 2019). The increase in uncertainty with
respect to the H0LiCOW analysis is attributed to two main
factors: 1) we relaxed the assumption of NFW+stars or
power-law mass density profiles; 2) we considered the im-
pact of covariance between lenses when accounting for un-
certainties potentially arising from assumptions about mass
profile and stellar anisotropy models. As we will show in the
next sections, however, this uncertainty can be reduced by
adding external information to further constrain the mass
profile and anisotropy of the deflectors. The inferred scatter
in λint, σ(λint), is consistent with zero. This is a statement
on the internally consistent error bars on H0 among the
TDCOSMO sample (Wong et al. 2020; Millon et al. 2019).
6. SLACS analysis of galaxy density profiles
Gravitational lenses with imaging and kinematics data can
add valuable information about the mass profiles of the
lenses. Even though the kinematics data in the current TD-
COSMO sample is limited, an additional sufficiently large
data set with precise measurements can significantly im-
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Table 3: Summary of the model parameters sampled in the hierarchical inference on the TDCOSMO sample in Section
5 and posteriors presented in Figure 7.
name prior description
Cosmology (Flat ΛCDM)
H0 [km s−1Mpc−1] U([0, 150]) Hubble constant
Ωm U([0.05, 0.5]) or N(µ = 0.298, σ = 0.022) current normalized matter density
Mass profile
λint,0 U([0.5, 1.5]) internal MST population mean for reff/θE = 1
αλ U([−1, 1]) slope of λint with reff/θE of the deflector (Eqn. 50)
σ(λint) U(log([0.001, 0.5])) 1-σ Gaussian scatter in λint at fixed reff/θE
Stellar kinematics
〈aani〉 U(log([0.1, 5])) scaled anisotropy radius (Eqn. 51, 52)
σ(aani) U(log([0.01, 1])) σ(aani)〈aani〉 is the 1-σ Gaussian scatter in aani
Line of sight
κext p(κext) of individual lenses (Fig. 6) external convergence of lenses
H0 = 75.5+7.06.9 km s 1Mpc 1; p( m) = ([0.05, 0.5])
H0 = 74.5+5.66.1 km s 1Mpc 1; p( m) = ( = 0.298, = 0.022)
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Fig. 7: Hierarchical analysis of the TDCOSMO-only sample when constraining the MST with kinematic information.
Parameter and priors are specified in Table 3. Orange contours correspond to the inference with uniform prior on Ωm,
U([0.05, 0.5]), while the purple contours correspond to the prior based on the Pantheon sample with N(µ = 0.298, σ =
0.022).  source
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prove the precision on the mass profiles of the popula-
tion and thus on the Hubble constant. Resolved kinemat-
ics observations may in addition provide constraints on the
anisotropy distribution of stellar orbits.
When incorporating external data sets as part of the
hierarchical framework, it is important that those external
lenses are drawn from the same population as the time-
delay lenses - unless explicitly marginalized over popula-
tion differences. Provided that (i) the lensing sample has
a known selection function, (ii) the lens modeling is per-
formed to the same level of precision and with the same
model assumptions as the time-delay lenses, (iii) the kine-
matic modeling assumptions are identical and (iv) the
anisotropy uncertainties are mitigated on the population
level, we can fold in the extracted likelihood (Eqn. C.12)
into the hierarchical analysis, applying the same popula-
tion dependence on λint and aani.
Selection biases can arise from different aspects. Elliptic-
ity and shear naturally increase the abundance of quadru-
ple lenses relative to double lenses. Holder & Schechter
(2003) use N-body simulations to estimate the level of ex-
ternal shear due to structure near the lens and conclude
that the local environment is the dominant contribution
that drives the external shear bias in quadruple lenses.
Huterer et al. (2005) investigate the external shear bias
and conclude that this effect is not sufficient to explain
the observed quadruple-to-double ratio. Collett & Cunning-
ton (2016) conclude, based on idealized simulations, that
selection based on image brightness and separation leads
to significant selection bias in the slope of the mass pro-
files. In addition, Collett & Cunnington (2016) also find a
line-of-sight selection bias in quadruply lensed quasars rel-
ative to the overall population on the level of 0.9%. The
bias is less prominent for doubly imaged quasars. The spe-
cific discovery channel can also lead to selection effects.
Dobler et al. (2008) note that a spectroscopically selected
search, as performed for the Sloan Lens ACS (SLACS) sur-
vey (Bolton et al. 2006), can lead to significant biases on the
selected velocity dispersion in the resulting sample. How-
ever, Treu et al. (2006) show that, at fixed velocity dis-
persion, the SLACS sample is indistinguishable from other
elliptical galaxies.
In this section we present a hierarchical analysis of the
SLACS sample (Bolton et al. 2006, 2008) following the same
hierarchical approach as the TDCOSMO sample, based on
the imaging modeling by Shajib et al. (prep). The SLACS
sample of strong gravitational lenses is a sample of massive
elliptical galaxies selected from the Sloan Digital Sky Sur-
vey (SDSS) by the presence in their spectra of emission lines
consistent with a higher redshift. Follow-up high-resolution
observations with HST revealed the presence of strongly
lensed sources. The SLACS data set allows us to further
constrain the population distribution in the mass profile pa-
rameter λint and the anisotropy distribution aani and, thus,
can add significant information to the TDCOSMO sample
to be used jointly in Section 7 to constrain H0.
In Section 6.1 we describe the imaging data and lens
model inference. In Section 6.2 we describe the spectro-
scopic data set used and how we model it, including VLT
VIMOS Integral Field Unit (IFU) data for a subset of the
lenses. We analyze the selection effect of the SLACS sample
in Section 6.3 and in Section 6.4 we constrain the line-of-
sight convergence for the individual lenses. In Section 6.5 we
present the results of the hierarchical analysis of the SLACS
sample in regard to mass profile and anisotropy constraints.
6.1. SLACS imaging
To include additional lenses in the hierarchical analysis, we
must ensure that the quality and the choices made in the
analysis are on equal footing with the TDCOSMO sam-
ple. Shajib et al. (prep) presents a homogeneous lens model
analysis of 23 SLACS lenses from HST imaging data. The
lens model assumptions are a PEMD model with exter-
nal shear, identical to the derived products we are using
from the TDCOSMO sample. The scaling of the analysis
was made possible by advances in the automation of the
modeling procedure (e.g. Shajib et al. 2019) with the dol-
phin pipeline package. The underlying modeling software is
lenstronomy (Birrer & Amara 2018; Birrer et al. 2015)
for which we also performed the TDLMC validation (Sec-
tion 4).
Shajib et al. (prep) first select 50 SLACS lenses for uni-
form modeling from the sample of 85 lenses presented by
Auger et al. (2009). The selection criteria for these lenses
are: (i) no nearby satellite or large perturber galaxy within
approximately twice the Einstein radius, (ii) absence of
multiple source galaxies or complex structures in the lensed
arcs that require large computational cost for source recon-
struction, and (iii) the main deflector galaxy is not disk-like.
These criteria are chosen so that the modeling procedure
can be carried out automatically and uniformly without
tuning the model settings on a lens-by-lens basis. Using
the dolphin package on top of lenstronomy, a uniform
and automated modeling procedure is performed on the 50
selected lenses with V-band data (Advance Camera for Sur-
veys F555W filter, or Wide Field and Planetary Camera 2
F606W filter).
After the modeling, 23 lenses are selected to have good
quality models. The criteria for this final selection are: (i)
good fitting to data by visually inspecting the residual be-
tween the image and the model-based reconstruction, and
(ii) the median of the power-law slope does not diverge
to unusual values (i.e., . 1.5 or & 2.5)15. For the TD-
COSMO sample, iterative PSF corrections have been per-
formed, based on the presence of the bright quasar images,
to guarantee a well matched and reliable PSF in the mod-
eling. For the SLACS lenses, such an iterative correction
on the image itself cannot be performed due to the absence
of quasars in these systems. Nevertheless, extensive tests
with variations of the PSF have been performed by Sha-
jib et al. (prep) and the impact on the resulting power-law
slope inference was below ∼0.005 on the population mean
of γpl. The half light radius for the deflector galaxies are
taken from Auger et al. (2009) in V-band (measured along
the intermediate axis).
6.2. SLACS spectroscopy
The constraints on the MST rely on the kinematics observa-
tions. In this section we provide details on the data set and
reduced products we are using in this work, on top of the
already described ones for the TDCOSMO lenses. These
include SDSS’s Baryon Oscillation Spectroscopic Survey
15 We note that the prior on the power-law slope γpl is chosen to
be uniform in [1, 3] during the Bayesian inference with MCMC.
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(BOSS) fiber spectroscopy (Dawson et al. 2013) and VLT
VIMOS integral field unit observations.
6.2.1. SDSS fiber spectroscopy
All the SLACS lenses have BOSS spectra available as part
of SDSS-III. The fiber diameter is 3′′ and the nominal seeing
of the observations are 1′′.4 FWHM. The measurements of
the velocity dispersion from the SDSS reduction pipeline
were originally presented by Bolton et al. (2008). However,
in this work, we use improved measurements of the velocity
dispersion, determined using an improved set of templates
as described in Shu et al. (2015). The SDSS measurements
are in excellent agreement with the subsample measured
with VLT X-shooter presented by Spiniello et al. (2015).
6.2.2. VLT VIMOS IFU data
The VLT VIMOS IFU data set is described in Czoske
et al. (2008) and subsequently used in Barnabe` et al. (2009,
2011); Czoske et al. (2012). The VIMOS fibers were in a
configuration with spatial sampling of 0.67′′, and the see-
ing was 0′′.8 FWHM.
The first moment (velocity) and second moment (ve-
locity dispersion) of the individual VIMOS fibers are fit
with a single stellar template for each fiber individually and
the uncertainties in the measurements are quantified within
Bayesian statistics. Templates were chosen by fitting a ran-
dom sample of IndoUS spectra to the aperture-integrated
VIMOS/IFU spectra and selecting one of the best-fitting (in
the least-squares sense) template candidates (we refer to de-
tails to Czoske et al. 2008). Marginalization over template
mismatch adds another 5–10% measurement uncertainties.
Within this additional error budget, the integrated velocity
dispersion measurements of Czoske et al. (2008) are consis-
tent with the SDSS measured values of Bolton et al. (2008).
We bin the fibers in radial bins in steps of 1′′ from the center
of the deflector. The binning is performed using luminos-
ity weighting and propagation of the independent errors to
the uncertainty estimate per bin. Where necessary, we ex-
clude fibers that point on satellite galaxies or line-of-sight
contaminants. In this work, we make use of the relative
velocity dispersion measurements in radial bins when infer-
ring H0. We do so by introducing a separate internal MST
distribution λifu, effectively replacing λint when evaluating
the likelihood of the IFU data. λifu is entirely constrained
by the IFU data. The MST information that propagates in
the joint constraints of TDCOSMO+SLACS analysis, λint,
(Section 7) is derived from the SDSS velocity dispersion
measurements only. In this form, the IFU data informs the
anisotropy parameter but not the mass profile directly. We
leave the amplitude calibration and usage of this data set
to constrain the MST for future work.
From the original sample of 17 SLACS lenses with VI-
MOS observations, we drop 5 objects that are fast rotators
(when the first moments dominate the averaged dispersion
in the outer radius bin) and one slow rotator with velocity
dispersion >380 km/s. This is necessary to match this sam-
ple with the TDCOSMO one in velocity dispersion space;
the fast rotators are, in fact, all in a lower velocity disper-
sion range (σP in [185, 233] km s−1). Finally, we excluded
one more galaxy for which there is no estimate of the Ein-
stein radius, and thus we cannot combine lensing and dy-
namics. In this way, we end up with a sample of 10 lenses,
prior to further local environment selection.
6.3. SLACS selection function
The SLACS lenses were pre-selected from the spectroscopic
database of the SDSS based on the presence of absorption-
dominated galaxy continuum at one redshift and nebular
emission lines (Balmer series, [OII] 3727 A˚, or [OIII] 5007 A˚)
at another, higher redshift. Details on the method and selec-
tion can be found in Bolton et al. (2004, 2006) and Dobler
et al. (2008). The lens and source redshifts of the SLACS
sample are significantly lower than for the TDCOSMO sam-
ple.
Treu et al. (2009) studied the relation between the inter-
nal structure of early-type galaxies and their environment
with two statistics: the projected number density of galaxies
inside the tenth nearest neighbor (Σ10) and within a cone
of radius one h−1 Mpc (D1) based on photometric redshifts.
It was observed that the local physical environment of the
SLACS lenses is enhanced compared to random volumes,
as expected for massive early-type galaxies, with 12 out of
70 lenses in their sample known to be in group/cluster en-
vironments.
In this study, we are specifically only looking for lenses
whose lensing effect can be described as the mass profile
of the massive elliptical galaxy and an uncorrelated line-
of-sight contribution. Assuming SLACS and TDCOSMO
lenses are galaxies within the same homogeneous galaxy
population and with the local environment selection of
SLACS lenses, the remaining physical mass components in
the deflector model are the same physical components of
the lensing effect we model in the TDCOSMO sample. The
uncorrelated line-of-sight contribution can be characterized
based on large scale structure simulations.
6.3.1. Deflector morphology and lensing information selection
Our first selection cut on the SLACS sample is based on
Shajib et al. (prep), which excludes a subset of lenses based
on their unusual lens morphology (prominent disks, two
main deflectors, or complex source morphology) to derive
reliable lensing properties using an automated and uniform
modeling procedure.
This first cut reduced the total SLACS sample of 85
lenses, presented by Auger et al. (2009), to 51 lenses16. Out
of these 51 lenses, 23 lenses had good quality models from
an automated and uniform modeling procedure as described
in Section 6.1. Producing good quality models for the rest
of the SLACS lenses would require careful treatment on
a lens-by-lens basis, which was out of the scope of Shajib
et al. (prep).
6.3.2. Mass proxy selection
We want to make sure that the deflector properties are as
close as possible to the TDCOSMO sample. To do so with-
out introducing biases regarding uncertainties in the veloc-
ity dispersion measurements, we chose a cut based on Sin-
16 To use the IFU data set more optimally, we add the lens
SDSSJ0216-0813, which is the remaining lens within the IFU
quality sample that was not selected by Shajib et al. (prep)
from the original SLACS sample.
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gular Isothermal Sphere (SIS) equivalent dispersions, σSIS,
derived from the Einstein radius and the lensing efficiency
only. The deflectors of the TDCOSMO sample span a range
of σSIS in [200, 350] km s
−1 and we select the same range
for the SLACS sample.
6.3.3. Local environment selection
We use the DESI Legacy Imaging Surveys (DLS) (Dey et al.
2019) to characterize the environment of the SLACS lenses.
We query the DR7 Tractor source photometry catalogue
(Lang et al. 2016) removing any object that is morpholog-
ically consistent with being a point source convolved with
the DLS point spread function. We use the R band data
to count objects with 18 < R < 23 within 120′′ of the lens
galaxy but more than 3′′ from the lens.
We quantify the environment with two numbers: N2′ ,
the total number of galaxies within 2 arcminutes and an
inverse projected distance weighted count N1/r within the
same 2 arcminutes aperture, defined as (Greene et al. 2013)
N1/r ≡
∑
i;r<2′
1
ri
. (54)
N2′ and N1/r are physically meaningful numbers for our
analysis as N2′ should approximately trace the total mass
close enough to significantly perturb the lensing (see Collett
et al. 2013), and N1/r should be skewed larger by masses
close along the line of sight of the lens which are likely to
have the most significant perturbative effect. We assess the
uncertainty on N2′ and N1/r by taking every object within
120′′ of the lens and bootstrap resampling from their R
band magnitude errors, before reapplying the 18 < R < 23
cut. Where the SLACS lens is not in the DLS DR7 footprint
we queried the DLS DR8 catalogue instead. To put N2′ and
N1/r into context, we perform the same cuts centered on 105
random points within the DLS DR7 footprint. Dividing the
SLACS N2′ and N1/r by the median 〈N2′〉rand and 〈N1/r 〉rand of
the calibration lines of sight allows us to assess the relative
over-density of the SLACS lenses as
ζN ≡ N2
′
〈N2′〉rand (55)
and
ζ1/r ≡
N1/r
〈N1/r 〉rand . (56)
We compare this metric on our sample with the overlap-
ping sample of Treu et al. (2009) where local 3-dimensional
quantities in the form of D1 are available, and we find good
agreement between these two statistics in terms of a rank
correlation.
We remove lenses that have ζ1/r > 2.10 within the 2
arcminutes aperture from our sample. This selection cut
corresponds to D1 = 1.4 Mpc−3 for the subset by Treu
et al. (2009). Independently of the ζ1/r cut, we check and
flag all lenses within the Shajib et al. (prep) sample that
have prominent nearby perturbers present in the HST data
within 5′′. We do not find any additional lenses with promi-
nent nearby perturbers not already removed by the selec-
tion cut of ζ1/r > 2.10.
6.3.4. Combined sample selection
With the combined selection on the SLACS sample based
on the morphology, mass proxy, local environment, and for
the IFU lenses also rotation, we end up with 33 SLACS
lenses of which 9 lenses have IFU data. 14 lenses out of
the sample have quality lens models by Shajib et al. (prep),
including 5 lenses with IFU data. Figure 8 shows how the
individual lenses among the different samples, TDCOSMO,
SLACS and the subset with IFU data are distributed in key
parameters of the deflector.
We discuss possible differences between the SLACS and
TDCOSMO samples and the possibility of trends within
the samples impacting our analysis in a systematic way in
Section 8.3.2 after presenting the results of the hierarchical
analysis of the joint sample. We list all the relevant mea-
sured values and uncertainties of the 33 SLACS lenses in
Appendix E.
6.4. Line of sight convergence estimate
We compute the probability for the external convergence
given the relative number counts, P(κext |ζ1, ζ1/r ), following
Greene et al. (2013) (see e.g., Rusu et al. 2017, 2020; Chen
et al. 2019; Buckley-Geer et al. 2020). In brief, we select
from the Millennium Simulation (MS; Springel et al. 2005)
line of sights which satisfy the relative weighted number
density constraints measured above, in terms of both num-
ber counts and 1/r weighting (Eqn. 54). While the MS con-
sists only of dark matter halos, we use the catalogue of
galaxies painted on top of these halos following the semi-
analytical models of De Lucia & Blaizot (2007). We imple-
ment the same magnitude cut, aperture radius etc. which
were employed in measuring the relative weighted number
densities for the SLACS lenses, in order to compute ζ1, ζ1/r
corresponding to each line of sight in the MS. We then use
the κ maps computed by Hilbert et al. (2009) and read
off the values corresponding to the location of the selected
line of sight, thus constructing the p(κext |ζ1, ζ1/r ) probability
density function (PDF). The Hilbert et al. (2009) maps were
computed for a range of source redshift planes. Over the
range spanned by the source redshifts of the SLACS lenses,
there are 17 MS redshift planes, with spacing ∆z ∼ 0.035
- 0.095. We used the maps best matching the source red-
shift of each SLACS lens. For 23 of the SLACS lenses there
are available external shear measurements by Shajib et al.
(prep), which we used, optionally, as a third constraint.
Compared to previous inferences of p(κ) for the TDCOSMO
lenses, we made two computational simplifications to our
analysis, in order to be able to scale our technique to the sig-
nificantly larger number of lenses: 1) We did not re-sample
from the photometry of the MS galaxies, taking into ac-
count photometric uncertainties similar to those in the ob-
servational data. A toy simulation showed that this step
results in negligible differences. 2) We use only 1/8 of the
lines of sight in the MS. We then checked that this results
in ∆κ . 0.001 offsets, negligible for the purpose of our anal-
ysis.
Figure 9 shows the p(κext |ζ1, ζ1/r ) distributions for the
sub-selected sample based on morphology and local envi-
ronment. As expected from the significantly lower source
redshifts of the SLACS sample compared to the TDCOSMO
lenses, most of p(κ) PDFs for the individual lenses are very
narrow and peak at ∼zero, with dispersion ∼ 0.01. This
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TDCOSMO: 7 lenses
SLACS quality: 14 lenses
SLACS quality + IFU: 5 lenses
SLACS all: 33 lenses
SLACS all + IFU: 9 lenses
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Fig. 8: Sample selection of the SLACS lenses being added to the analysis and comparison with the TDCOSMO data set.
The comparisons are in lens redshift, zlens, source redshift, zsource, measured velocity dispersion, σP, half light radius of
the deflector, reff , Einstein radius of the deflector, θE, the ratio of half light radius to Einstein radius, reff/θE, and the SIS
equivalent velocity dispersion estimated from the Einstein radius and a fiducial cosmology, σSIS. Open dots correspond to
lenses included in our selection without quality lens models. Red points correspond to SLACS lenses which have VIMOS
IFU data.  source
is because the volume is smaller and thus there are rela-
tively few structures in the MS at these low redshifts to
contribute. In fact, the relative weighted number density
constraints have relatively little impact on most of the p(κ)
distributions, which resemble the PDFs for all lines of sight.
Finally, we note that, while our approach to infer p(κ) for
the SLACS lenses is homogeneous, this is not the case for
the TDCOSMO lenses. This is by necessity, as the environ-
mental data we used for the TDCOSMO lenses has varied
in terms of depth, number of filters and available targeted
spectroscopy. Nonetheless, as we have shown through simu-
lations by Rusu et al. (2017, 2020), such differences do not
bias the p(κ) inference.
6.5. SLACS inference
Here we present the hierarchical inference on the mass pro-
file and anisotropy parameters from the selected sample
of the SLACS lenses. We remind the reader that we use
33 SLACS lenses, of which 14 have imaging modeling con-
straints on the power-law slope γpl. 9 of the lenses in our
final sample have also VLT VIMOS IFU constraints in ad-
dition to SDSS spectroscopy (5 of which have imaging mod-
eling constraints on the power-law slope). The separate in-
ference presented in this section is meant to provide consis-
tency checks and to gain insights into how the likelihood of
the SLACS data set is going to impact the constraints on
the mass profiles, and thus H0, when combining with the
TDCOSMO data set.
We are making use of the marginalized posteriors in
the lens model parameters of Shajib et al. (prep) in the
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same way as for the TDLMC and TDCOSMO sample. For
SLACS lenses that do not have a model and parameter in-
ference by Shajib et al. (prep), we use the Einstein radii
measured by Auger et al. (2009) derived from a singular
isothermal ellipsoid (SIE) lens model. For the power-law
slopes of those lenses we apply the inferred Gaussian pop-
ulation distribution prior on γpl from the selected sample
which has measured values, with γpl,pop = 2.10±0.16. Figure
10 presents the imaging data inferred γpl for the 14 quality
lenses selected in our sample by Shajib et al. (prep).
Table 4 presents the parameters and priors used in the
hierarchical inference of this section. In particular, we fix
the cosmology to assess constraining power and consistency
with the TDCOSMO data set. We separate the inference
on λint,0 of the VIMOS IFU data set from the SDSS mea-
surements to assess systematic differences between the two
data products. Further more, we use a uniform prior in
aani, U(aani), rather than a logarithmic prior U(log(aani)),
to assess and illustrate the information on the anisotropy
parameter from the IFU data set.
For the analysis of the SLACS-only sample in this sec-
tion, we fix the cosmological model. The cosmological de-
pendence folds in the prediction of the velocity dispersion
through the distance ratio Ds/Dds (Eqn. 17). This ratio is
not sensitive to H0 and the SLACS-only data set is not con-
straining H0. When combining the SLACS and TDCOSMO
sample in the next section, the cosmology dependence is
fully taken into account.
We perform two posterior inferences: one with the SDSS
velocity dispersion data only, and one combining SDSS
and VIMOS IFU binned dispersions. Figure 11 shows the
two different posteriors. The constraints on λint (parameters
λint,0, αλ, σ(λint)) come for all three cases entirely from the
kinematics of the SDSS measurements.
All the parameters are statistically consistent with each
other and the TDCOSMO analysis of Section 5 except the
posterior in the scatter of the internal MST, σ(λint). The
TDCOSMO constraints of σ(λint) are consistent with zero
scatter in the mass profile parameter and 2-sigma bound at
0.1, while the inference of the SLACS sample results in a
larger scatter. An underestimation of uncertainties in the
velocity dispersion measurements, if not accounted for in
the analysis, will directly translate to an increase in σ(λint).
We point out the excellent agreement of the anisotropy dis-
tribution with the TDLMC Rung3 hydrodynamical simu-
lations (Section 4).
7. Hierarchical analysis of TDCOSMO+SLACS
We describe now the final and most stringent analysis of
this work, obtained by combining the analysis of the TD-
COSMO lenses, presented in Section 5, and that of the
SLACS sample, presented in Section 6. The parameteriza-
tion and priors have been validated on the TDLMC mock
data set in Section 4. We remind the reader that the choices
of the analyses are identical and thus we can combine the
TDCOSMO and SLACS sample on the likelihood level. We
define the parameterization and priors of our hierarchical
model in Section 7.1 and present the result and the H0 mea-
surement in Section 7.2.
7.1. Parameterization and priors
For our final H0 measurement, we assume a flat ΛCDM cos-
mology with uniform prior in H0 in [0, 150] km s−1Mpc−1and
a narrow prior on Ωm with N(µ = 0.298, σ = 0.022) from
the Pantheon SNIa sample (Scolnic et al. 2018, see Section
3.2.4).
For λint, we assume an identical distribution for the se-
lected population of the SLACS lenses and the TDCOSMO
sample for the scaling in reff/θE (Eqn. 50). We also assume
the same stellar anisotropy population distributions for the
SLACS and TDCOSMO lenses. To account for potential
systematics in the VIMOS IFU measurement (see Section
6.2.2), we introduce a separate a separate internal MST
distribution λifu, effectively replacing λint when fitting the
IFU data. This approach allows us to use the anisotropy
constraints from the IFU data while not requiring a perfect
absolute calibration of the measurements. For the external
convergence we use the individual p(κext) distributions from
the two samples.
As discussed in Section 6, there is an inconsistency in the
inferred spread in the λint distribution between the SLACS
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Table 4: Summary of the model parameters sampled in the hierarchical inference on the SLACS sample of Section 6.
The SLACS-only analysis is for the purpose of illustrating the constraining power on the mass profile and to assess
consistencies with the TDCOSMO sample. For this purpose, we fix the cosmology to a fiducial value in the SLACS-only
inference.
name prior description
Cosmology (Flat ΛCDM)
H0 [km s−1Mpc−1] = 73 Hubble constant
Ωm = 0.3 current normalized matter density
Mass profile
λint,0 U([0.5, 1.5]) internal MST population mean for reff/θE = 1
αλ U([−1, 1]) slope of λint with reff/θE of the deflector (Eqn. 50)
σ(λint) U([0, 0.5]) 1-σ Gaussian scatter in the internal MST from SDSS
Stellar kinematics
〈aani〉 U([0.1, 5]) scaled anisotropy radius (Eqn. 51, 52)
σ(aani) U([0, 1]) σ(aani)〈aani〉 is the 1-σ Gaussian scatter in aani
Normalization of IFU data
λifu U([0.5, 1.5]) internal MST population constraint from IFU data
σ(λifu) U([0, 0.5]) 1-σ Gaussian scatter in λifu
Line of sight
κext p(κext) of individual lenses (Fig. 9) external convergence of lenses
and TDCOSMO sample. We attribute this inconsistency
to uncertainties that were not accounted for in the veloc-
ity dispersion measurements of the SDSS data products.
In our joint analysis, we add a parameter that describes
an additional relative uncertainty in the velocity disper-
sion measurements, σσP,sys, such that the total uncertainty
in the velocity dispersion measurements is the square of
the quoted measurement uncertainty plus this unaccounted
term,
σ2
σP,tot = σ
2
σP,measurement + (σPσσP,sys)2. (57)
σσP,sys is the same for all the SDSS measured velocity dis-
persions. Table 5 presents all the parameters being fit for,
including their priors, in our joint analysis of the SLACS
and TDCOSMO sample. 17
7.2. Results
Here we present the posteriors of the joint hierarchical anal-
ysis of 33 SLACS lenses (9 of which have IFU data) and
the 7 quasar time-delay TDCOSMO lenses for the param-
eterization and priors described in Table 5. To trace back
information to specific data sets, we sample different com-
binations of the TDCOSMO and SLACS data sets under
the same priors. The TDCOSMO-only inference was al-
ready presented in Section 5 and results in H0 = 74.5+5.6−6.1 km
s−1Mpc−1. Besides the TDCOSMO-only result, we perform
the inference for the TDCOSMO+SLACSIFU data set, ef-
fectively allowing anisotropy constraints being used on top
of the TDCOSMO data set, resulting in H0 = 73.3+5.8−5.8 km
s−1Mpc−1; the TDCOSMO+SLACSSDSS data set, using the
SLACS lenses with their SDSS spectroscopy to inform
the analysis, results in H0 = 67.4+4.3−4.7 km s
−1Mpc−1. For
our final inference of this work of the joint data sets of
17 The notebooks are publicly available and we facilitate the use
of different priors and cosmological models. All choices presented
here are made blindly in regard to H0.
TDCOSMO+SLACSSDSS+IFU, we measure H0 = 67.4+4.1−3.2 km
s−1Mpc−1.
Figure 12 presents the key param-
eter posteriors of the TDCOSMO-only,
TDCOSMO+SLACSIFU, TDCOSMO+SLACSSDSS, and
the TDCOSMO+SLACSSDSS+IFU analyses. Not shown on
the plot are the Ωm posteriors (effectively identical to
the prior), the σσP,sys posteriors for the SDSS kinematics
measurements, the distribution scatter parameters σ(λint
and σ(aani), and the IFU calibration nuisance parameter
λifu. All the one-dimensional marginalized posteriors,
except for the nuisance parameter λifu, of the different
combinations of the data sets are provided in Table 6.
We compare the best fit model prediction of the joint
TDCOSMO+SLACSSDSS+IFU inference to the time-delay
distance and kinematics of the TDCOSMO data set in Fig-
ure 13, to the SDSS velocity dispersion measurements in
Figure 14 and to the the IFU data set in Figure 15. The
model prediction uncertainties include the population dis-
tributions in λint and aani and the measurement uncertainty
in the SDSS and VIMOS velocity dispersion uncertainties
include the inferred σσP,sys uncertainty.
In Figure 16 we assess trends in the fit of the kinematic
data in regards to lensing deflector properties. We see that
with the reff/θE scaling by αλ (Eqn. 50) we can remove sys-
tematic trends in model predictions. We do not find statis-
tically significant remaining trends in our data set beyond
the ones explicitly parameterized and marginalized over.
8. Discussion 18
In this section, we discuss the interpretation of our measure-
ment of H0, the robustness of the uncertainties, and present
an avenue for further improvements in the precision while
18 This section, with the exception of Section 8.5, was written
before the results of the combined TDCOSMO+SLACS analysis
were known to the authors and, thus, reflect the assessment of
uncertainties present in our analysis agnostic to its outcome.
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maintaining accuracy. We first summarize briefly the key
assumptions of this work, and give a physical interpreta-
tion of the results (Section 8.1). Second, we estimate the
contribution of each individual assumption and dataset to
the total error budget of the current analysis on H0 (Sec-
tion 8.2). Third, we discuss specific aspects of the analysis
that need further investigations to maintain accuracy with
increased precision in Section 8.3. Fourth, in Section 8.4 we
present the near future prospects for collecting data sets
and revising the analysis to increase further the precision
on H0 with strong lensing time-delay cosmography. Finally,
in Section 8.5, we compare and discuss the H0 measure-
ment of this work with previous work by the TDCOSMO
collaboration.
8.1. Physical interpretation of the result
While consistent with the results of Wong et al. (2020);
Millon et al. (2019), our inference of H0 has significantly
lower precision for the TDCOSMO sample, even with the
addition of external datasets from SLACS. The larger un-
certainty was expected and is a direct result of relaxing the
assumptions on the mass profile. By introducing a mass-
sheet degeneracy parameter, we add the maximal degree of
freedom in H0 while having minimal constraining power by
lensing data on their own. This is the most conservative
approach when adding a single degree of freedom in our
analysis. While mathematically this result is clearly under-
stood, it is worth discussing the physical interpretation of
this choice.
If we had perfect cosmological numerical simulations or
perfect knowledge of the internal mass distribution within
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Table 5: Summary of the model parameters sampled in the hierarchical inference on the TDCOSMO+SLACS sample.
name prior description
Cosmology (Flat ΛCDM)
H0 [km s−1Mpc−1] U([0, 150]) Hubble constant
Ωm N(µ = 0.298, σ = 0.022) current normalized matter density
Mass profile
λint,0 U([0.5, 1.5]) internal MST population mean
αλ U([−1, 1]) slope of λint with reff/θE of the deflector (Eqn. 50)
σ(λint) U(log([0.001, 0.5])) 1-σ Gaussian scatter in the internal MST
Normalization of IFU data
λifu U([0.5, 1.5]) internal MST population constraint from IFU data
σ(λifu) U(log([0.01, 0.5])) 1-σ Gaussian scatter in λifu
Stellar kinematics
〈aani〉 U(log(aani)) for aani in [0.1, 5] scaled anisotropy radius (Eqn. 51, 52)
σ(aani) U(log([0.01, 1])) σ(aani)〈aani〉 is the 1-σ Gaussian scatter in aani
σσP,sys U(log([0.01, 0.5])) systematic uncertainty on σPSDSS measurements (Eqn. 57)
Line of sight
κext p(κext) of individual lenses (Fig. 6 & 9) external convergence of lenses
Table 6: Marginalized posteriors of our hierarchical Bayesian cosmography inference based on the priors and parameter-
ization specified in Table 5 for a flat ΛCDM cosmology.
Data sets H0 [km s−1Mpc−1] λint,0 αλ σ(λint) aani σ(aani) σσP,sys
TDCOSMO-only 74.5+5.6−6.1 1.02
+0.08
−0.09 0.00
+0.07
−0.07 0.01
+0.03
−0.01 2.32
+1.62
−1.17 0.16
+0.50
−0.14 -
TDCOSMO + SLACSIFU 73.3+5.8−5.8 1.00
+0.08
−0.08 −0.07+0.06−0.06 0.07+0.09−0.05 1.58+1.58−0.54 0.15+0.47−0.13 -
TDCOSMO + SLACSSDSS 67.4+4.3−4.7 0.91
+0.05
−0.06 −0.04+0.04−0.04 0.02+0.04−0.01 1.52+1.76−0.70 0.28+0.45−0.25 0.06+0.02−0.02
TDCOSMO + SLACSSDSS+IFU 67.4+4.1−3.2 0.91
+0.04
−0.04 −0.07+0.03−0.04 0.06+0.08−0.04 1.20+0.70−0.27 0.18+0.50−0.15 0.06+0.02−0.02
elliptical galaxies, we would not have to worry about the
internal MST. The approach chosen by our collaboration
(Wong et al. 2020; Shajib et al. 2019; Millon et al. 2019) was
to assume physically motivated mass profiles with degrees
of freedom in their parameters. In particular, the collabora-
tion used two different mass profiles, a power-law elliptical
mass profile, and a composite mass profile separating the
luminous component (with fixed mass-to-light ratio) and a
dark component described as a NFW profile. The good fit
to the data, the small pixellated corrections on the profiles
from the first lens system (Suyu et al. 2010), and the good
agreement of H0 inferred with the two mass profiles was a
positive sanity check on the result (Millon et al. 2019).
In this paper we have taken a different viewpoint, and
asked how much can the mass profiles depart from a power-
law and still be consistent with the data. By phrasing the
question in terms of the MST we can conveniently carry out
the calculations, because the MST leaves the lensing observ-
ables unchanged and therefore it corresponds to minimal
constraints and assumptions, and thus maximal uncertain-
ties with one additional degree of freedom. However, after
the inference, one has to examine the inferred MST trans-
formed profile and evaluate it in comparison with existing
and future data to make sure it is realistic. We know that
the exact MST cannot be the actual answer because profiles
have to go zero density at large radii, but the approximate
MST discussed in Section 2 provides a convenient interpre-
tation with the addition of a cored mass component.
Figure 17 illustrates a cored mass component approxi-
mating the MST inferred from this work, λint = 0.91± 0.04,
in combination with a power-law model inferred from the
population mean of the SLACS analysis by Shajib et al.
(prep).
The analysis presented here guarantees that the inferred
mass profile is consistent with the properties of TDCOSMO
and SLACS lenses. We will discuss below how additional
data may allow us to constrain the models even further
and thus reduce the overall uncertainty while keeping the
assumptions at a minimum.
8.2. Statistical error budget and known systematics
The total error budget of 5% on H0 in our combined TD-
COSMO+SLACS analysis can be traced back to specific
aspects of the data and the uncertainties in the model com-
ponents/assumptions. Fixing λint to a single-valued number
(i.e. λint = 1) is equivalent to assuming a power-law pro-
file and leads to an uncertainty in H0 of 2% (Millon et al.
2019). By subtracting in quadrature 2% from our total un-
certainty, we estimate that the total error contribution of
the MST (λint) to the error budget is 4.5%. Once the MST
is introduced, the uncertainty in the mass profile is dom-
inated by uncertainties in the measurement and modeling
assumptions of the velocity dispersion. The statistical con-
straints on the combined velocity dispersion measurements
of 33 SLACS lenses with SDSS spectroscopy, accounting
for the σσP,sys contribution, and the TDCOSMO spectro-
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Fig. 12: Posterior distributions of the key parameters for the hierarchical inference. Blue: constraints from the TDCOSMO-
only sample. Violet: constraints with the addition of IFU data of 9 SLACS lenses to inform the anisotropy prior
on the TDCOSMO sample, TDCOSMO+SLACSIFU. Orange: constraints with a sample of 33 additional lenses with
imaging and kinematics data (HST imaging + SDSS spectra) from the SLACS sample, TDCOSMO+SLACSSDSS.
Purple: Joint analysis of TDCOSMO and 33 SLACS lenses with SDSS spectra of which 9 have VIMOS IFU data,
TDCOSMO+SLACSSDSS+IFU. Priors are according to Table 5. The 68th percentiles of the 1D marginalized posteriors are
presented in Table 6. The posteriors in H0 and λint,0 were held blinded during the analysis.  source
scopic data set contribute 3% to the total error budget.
The remaining 3.5% error contribution (in quadrature) to
the total H0 error budget arises in equal parts from the un-
certainty in the anisotropy prior distribution (〈aani〉, σ(aani))
and the MST dependence with reff/θE (αλ). The uncertainty
in the line-of-sight selection effect of the SLACS sample
contributes a statistical uncertainty smaller than 0.5%. We
note that an overall unaccounted-for shared κext term of
the ensemble of lenses in our sample would be mitigated
through our MST parameterization and thus not affect our
H0 inference.
8.3. Unaccounted-for systematics
Our framework is conservative in the sense that it imposes
minimal assumptions of the mass profile in regards to H0.
Furthermore, the methods presented here have been inter-
nally reviewed and validated on the hydrodynamical simu-
lations used in the TDLMC (Ding et al. 2018, 2020) (Sec-
tion 4). Despite the known limitations of current numerical
simulations at the sub-kpc scale, the blind validation on ex-
ternal data corroborates our methodology. In this section,
we discuss aspects of our analysis that are not part of our
validation scheme. In particular, we discuss uncertainties
and potential systematics in the kinematics measurements
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TDCOSMO data set. Blue points are the measurements with the diagonal elements of the measurement covariance
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and selection effects of the different lens samples used in
this work. At the current level of precision, these are all
sub-dominant effects, but they may be relevant as we fur-
ther increase the precision.
8.3.1. Uncertainties in the kinematics measurement and
modeling
Under the assumptions of this analysis, aperture stellar
kinematic measurements drive the overall precision by pro-
viding the information needed to mitigate the MST. Given
its crucial role, we highlight here the limitations of our
kinematic treatment, in order to point the way to further
improvements. First, we used a heterogeneous set of stel-
lar velocity dispersions. The TDCOSMO measurements are
based on large telescope high-quality data and were the sub-
ject of extensive tests to assess systematic measurements,
sometimes through repeated measurements. The nominal
uncertainties are thus accurate, resulting in the internal
consistency of all the TDCOSMO systems with a scatter
on λint consistent with zero19.
The SLACS-only analysis with the reported uncertain-
ties of the stellar velocity dispersions leads to an inferred
scatter in λint of about 10%. Assuming the same scatter
in λint among the TDCOSMO and SLACS lenses, the dis-
crepancy in the inferred σ(λint) between the two samples
indicates that the reported uncertainties of the stellar ve-
locity dispersions of the SLACS lenses do not reflect the to-
tal uncertainty. For the present analysis, we have addressed
this issue by adding additional terms of uncorrelated errors.
However, future work should aim to improve the determi-
19 This statement has been tested with a flat prior on σ(λint).
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nation of systematics going back to the original data (or ac-
quiring better data), and contemplate the possibility of cor-
related calibration errors, as due for example to the choice
of stellar library or instrumental setup. Second, our analysis
is based on spherical Jeans models, assuming anisotropy of
the Osipkov–Merritt form. These approximations are suf-
ficient given the current uncertainties and constraints, but
future work should consider at least axis-symmetric Jeans
modeling (e.g., Cappellari 2008; Barnabe` et al. 2012; Po-
sacki et al. 2015; Yıldırım et al. 2020), and consider alter-
nate parameterizations of anisotropy. Another possibility is
the use of axisymmetric modeling of the phase-space distri-
bution function with a two-integral Schwarzschild method
by Cretton et al. (1999); Verolme & de Zeeuw (2002) as
performed by Barnabe` & Koopmans (2007); Barnabe` et al.
(2009).
The addition of more freedom to the kinematic mod-
els will require the addition of more empirical information
that can be obtained by spatially resolved data on distant
lens galaxies, or from high-quality data (including absorp-
tion line shapes) of appropriately selected local elliptical
galaxies.
8.3.2. Selection effects of different lens samples
One key pillar in this analysis to improve the precision
on the H0 measurement from the TDCOSMO sample is
the information on the mass profiles of the SLACS sam-
ple. The SLACS sample differs in terms of the redshift dis-
tribution and reff/θE relative to the TDCOSMO sample.
Beyond our chosen explicit parameterized dependence of
the MST parameter λint as a function of reff/θE we do not
find trends in the predicted vs measured velocity dispersion
within the SLACS sample. However, we do find differences
in the external shear contributions between the SLACS and
TDCOSMO sample (Shajib et al. prep). This is expected
because of selection effects. The TDCOSMO sample is com-
posed of quads at higher redshift than SLACS. So it is not
surprising that the TDCOSMO lenses tend to be more elon-
gated (to increase the size of the quad cross section) and
be more impacted by mass structure along the line of sight
than SLACS. Nonetheless, based on previous studies, we
have no reason to suspect that the deflectors themselves
are intrinsically different between SLACS and TDCOSMO.
Complex angular structure of the lenses might also affect
the inference in the power-law slope γpl, as the angular de-
gree of freedoms in our model assumptions are, to some de-
gree, limited (Kochanek 2020b). A study with more lenses
and particularly sampling the redshift range of the TD-
COSMO sample (see Fig. 16) would allow us to better test
our current underlying assumption and in case of a signifi-
cant redshift evolution to correct for it.
8.3.3. Line-of-sight structure
The investigation of the line-of-sight structure of strong
gravitational lenses of the TDCOSMO and the SLACS sam-
ple follows a specific protocol to provide an individual PDF
of the external convergence, p(κext). In our current analy-
sis, the statistical uncertainty of the SLACS line-of-sight
structure is sub-dominant.
In the future – as the other terms of the error budget
shrink and this one becomes more relevant – the following
steps will be necessary. First, the specific choice of N-body
simulation and semi-analytic galaxy evolution model will
need to be re-visited. Second, it will be necessary to in-
vestigate how to improve the comparison with simulation
products in order to further mitigate uncertainties. For in-
stance, beyond galaxy number count statistics, weak grav-
itational lensing observations can also add information on
the line-of-sight structure (Tihhonova et al. 2018, 2020).
Ideally, we aim for a validation based on simulations
in the full cosmological context. These future simulations
should include the presence of the strong lensing deflector,
to further quantify non-linear effects from the line-of-sight
structure on the main deflector modeling as well as the main
deflector impact on the line-of-sight light path differences
(see e.g. Li et al. 2020). Meeting the line-of-sight goal will
require large box simulations, and for the main deflector
this demands a very high fidelity and resolution at the 10-
100pc scales dominated by baryons in the form of stars and
gas.
8.3.4. More flexible lens models and extended hierarchical
analysis
Getting the uncertainties right requires careful judgment
in the use of theoretical assumptions, validated as much as
possible by empirical data. Previous work by TDCOSMO
assumed that galaxies were described by power laws or stars
plus an NFW profile, leading to a given precision. In this
work, we relax this assumption, with the goal to study the
impact of the MST. As part of this investigation, we intro-
duce the MST parameter λint in our hierarchical framework
and use a PEMD + shear model as baseline. We demon-
strate, based on simulations, that these choices are suffi-
cient to the level of precision currently achieved. It is not,
however, the end of the story. Additional information will
enable better constraints on the mass density profiles. As
the precision improves on H0, it will be necessary to keep
re-visiting our assumptions and validating on a sufficiently
large and realistic mock data set.
In the future, additional model flexibility may demand
a treatment of more lens model parameters in the full hi-
erarchical context of the inference. Currently, our baseline
model is constrained sufficiently by the imaging data of the
lensing sample.
However, the development of a hierarchical treatment
of additional lensing parameters may also allow us to in-
corporate lenses with fewer constraints on the lensing na-
ture, such as doubly lensed quasars, or lenses with missing
high resolution imaging, or other partially incomplete data
products. By pursuing further this development in hierar-
chical lens modeling, the total number of usable systems
can improve, thus, in turn improving the constraints on the
Hubble constant.
Substructure adds 0.6%-2% of uncorrelated and un-
biased uncertainties on the D∆t inference(Gilman et al.
2020) for individual lenses. Thus, substructure adds a 0.5%
uncertainty in quadrature on the combined H0 constraints
from the 7 TDCOSMO lenses. This effect is highly sub-
dominant to other sources of uncertainties related to the
MST in our work and we note that this effect might par-
tially be encapsulated in the scatter in λint, σ(λint), as in-
ferred to be few percent.
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8.4. A pathway forward for time-delay cosmography
After having discussed current limitations on the precision
and accuracy of our new proposed hierarchical framework
applied to time-delay cosmography, we summarize here the
key steps to take in the near future, in terms of improve-
ments on the analysis and addition of data, to improve both
precision and accuracy in the H0 measurements.
Given the new hierarchical context, our largest statis-
tical uncertainty on H0 arises from the stellar anisotropy
modeling assumptions and the precision on the velocity dis-
persion measurements. Multiple and spatially resolved high
signal-to-noise velocity dispersion measurements of grav-
itational lenses are able to further constrain the stellar
anisotropy distribution. This can be provided by a large
VLT/MUSE and Keck/KCWI campaign of multiple lenses
and we expect significant constraining power from JWST
(Yıldırım et al. 2020). A complementary approach of study-
ing the mass profile and kinematic structure of the deflector
galaxies, is to study the local analogues of those galaxies
with high signal-to-noise ratio resolved spectroscopy. As-
sumptions about potential redshift evolution need to be
mitigated and assessed within a lensing sample covering
a wide redshift range.
A more straightforward approach in extending our anal-
ysis is by incorporating more galaxy-galaxy lenses, in par-
ticular lenses that populate a similar distribution to the
lensed quasar sample. Such a targeted large sample can
reduce potential systematics of our self-similarity assump-
tions, as well as increase the statistical precision on the
mass profiles.
Recent searches for strong gravitational lenses in current
and ongoing large area imaging surveys, such as the Dark
Energy Survey (DES) and the Hyper-Supreme-Cam sur-
vey (HSC) have resulted in hundreds of promising galaxy-
galaxy scale candidate lenses (see e.g. Jacobs et al. 2019;
Sonnenfeld et al. 2020) and dozens of lensed quasars (see
e.g. Agnello et al. 2018; Delchambre et al. 2019; Lemon
et al. 2020).
With the next generation large ground and space based
surveys (Rubin Observatory LSST, Euclid, Nancy Grace
Roman Space Telescope), of order 105 galaxy-galaxy lenses
and of order 103 quasar-galaxy lenses will be discovered
(Oguri & Marshall 2010; Collett 2015). Limited follow-up
capabilities with high resolution imaging and spectroscopy
will be a key limitation and needs to be mitigated with
strategic prioritization of targets to maximize resulting pre-
cision and accuracy.
Beyond the addition of external data sets, we empha-
size the further demand on the validation of the modeling
approach, both in the imaging analysis as well as the stellar
anisotropy modeling. Detailed investigation and data chal-
lenges based on realistic data with the same complexity
level as the real analysis are a useful tool to make progress.
To ensure that the requirements are met in the modeling of
the deflector galaxy and the local and line-of-sight environ-
ment, validation on realistic simulations in the full cosmo-
logical context, including selection effects and ray-tracing
through the line-of-sight cone of a cosmological box are re-
quired.
Moreover, we also stress that assessing and tracking sys-
tematics at the percent level and the mitigation thereof on
the joint inference on H0 would be much facilitated by an
automatized and homogenized analysis framework encap-
sulating all relevant aspects of the analysis of individual
lenses.
Finally, a decisive conclusion on the current Hubble ten-
sion demands for a rigorous assessment of results by dif-
ferent science collaborations. We stress the importance of
conducting the analysis blindly in regard to H0 and related
quantities to prevent experimenter bias, a procedure our
collaboration has incorporated and followed rigorously. In
addition, all measurements of H0 contributing to a decisive
conclusion of the tension must guarantee reproducibility.
In this work, we provide all software as open-source and
release the value-added data products and analysis scripts
to the community to facilitate the needed reproducibility.
8.5. Post-blind discussion of the results and comparison with
previous time delay cosmography work 20
In this Section we discuss how the measurement presented
in this paper related to previous work by members of this
collaboration as part of the H0LiCOW, STRIDES, and
SHARP projects. We then discuss the relationship between
the multiple measurements obtained within the hierarchi-
cal framework introduced in this paper. All the relevant
measurements are summarized in Figure 18 for quick visu-
alization.
The result of our hierarchical TDCOSMO-only analy-
sis is fully consistent with the assumptions on the mass
profiles made in previous H0LiCOW/SHARP/STRIDES
work (see e.g. Wong et al. 2020; Shajib et al. 2020; Mil-
lon et al. 2019). The consistency is reinforced by (Yang
et al. 2020) who concluded that the combination of kine-
matics and time-delay constraints are consistent with Gen-
eral Relativity, an underlying assumptions of time de-
lay cosmography. The only difference with respect to the
H0LiCOW/STRIDES/SHARP analysis is that the uncer-
tainty has significantly increased. This was expected, be-
cause we have virtually eliminated the assumptions on the
radial mass profile of elliptical galaxies and, due to the
MST, the only source of information left to enable a H0
measurement is the stellar kinematics. Without lensing in-
formation, due to the well known mass-anisotropy degener-
acy, unresolved kinematics has limited power to constrain
the mass profiles. Since our parametrization is maximally
degenerate with H0 and our assumptions are minimal, this
9% error budget accounts for potential effects of the MST.
Another set of results is obtained within the hierarchical
framework with the addition of external information. Under
the additional assumption that the galaxies in the external
datasets are drawn from the same population as the TD-
COSMO deflectors, these results achieve higher precision
than TDCOSMO alone. Adding the SLACS dataset shrinks
the uncertainty to 5% and shifts the mean inferred H0 to
a value about 6 km s−1Mpc−1lower than the TDCOSMO-
only analysis. This shift is consistent within the uncertain-
ties achieved by the TDCOSMO-only analysis and can be
traced back to two factors: (i) the anisotropy constraints
prefer a lower aani value and this moves H0 down relative
to the chosen prior on aani. The VIMOS+IFU inference is
about 2 km s−1Mpc−1lower than the equivalent TDCOSMO-
only inference. (ii) The SLACS lenses prefer an overall
lower – but statistically consistent – λint,0 value for a given
20 This section was written after the results were known to the
authors.
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anisotropy model by about 8%. The negative trend of λint
with reff/θE (αλ) partially mitigates an even lower λint value
preferred by the SLACS sample relative to the TDCOSMO
sample.
The shift between the TDCOSMO and TD-
COSMO+SLACS results can have two possible ex-
planations (if it is not purely a statistical fluctuation).
One option is that elliptical galaxies are more radially
anisotropic (and therefore have a flatter mass density
profile to reproduce the same velocity dispersion profile)
than the prior used to model the TDCOSMO galaxies.
The alternative option is that the TDCOSMO and SLACS
galaxies are somehow different. Within the observables
at disposal, one that may be indicative of a different line
of sight anisotropy is the higher ellipticity of the surface
brightness and of the projected total mass distribution
(Shajib et al. prep) of the TDCOSMO deflectors in
comparison to the SLACS deflectors. As mentioned in
Section 6.3, this is understood to be a selection effect
because ellipticity increases the cross section for quadruple
images and TDCOSMO is a sample of mostly quads
(6/7), while SLACS is mostly doubles (Treu et al. 2009).
Departure from spherical symmetry in elliptical galaxies
can arise from rotation or anisotropy. If flattening arises
from rotation (which we have neglected in our study) more
flattened systems are more likely to be seen edge-on. If it
arises from anisotropy, the observed flattening could be
due to tangential anisotropy that is not included in our
models, or to a smaller degree of radial anisotropy than
for other orientations. These two options result in different
predictions that can be tested with spatially resolved
kinematics of the TDCOSMO lens galaxies. If the shift is
just due to an inconsistency between the TDCOSMO prior
and the SLACS likelihood, spatially resolved kinematics
will bring them in closer alignment. If it is due to intrin-
sic differences, spatially resolved kinematics will reveal
rotation or tangential/less radial anisotropy. In addition,
spatially resolved kinematics of the TDCOSMO sample
will reduce the uncertainties of both measurement, and
thus resolve whether the shift is a fluctuation or significant.
The other potential way to elucidate the marginal dif-
ferences between the TDCOSMO and SLACS sample is to
obtain precise measurements of mass at scales well beyond
the Einstein radius. As seen in Figure 17, a pure power law
and the transformed profile differ by up to 50% in that re-
gion (depending on the choice of Rc). Satellite kinematics
or weak lensing would help reduce the freedom of the MST,
provided they reach sufficient precision.
9. Conclusion
The precision of time delay cosmography has improved sig-
nificantly in the past few years, driven by improvement in
the quality of the data and methodology. As the precision
improves it is critical to revisit assumptions and explore
potential systematics, while charting the way forward.
In this work, we relaxed previous assumptions on the
mass-profile parameterization and introduced an efficient
way to explore potential systematics associated to the mass-
sheet degeneracy in a hierarchical Bayesian analysis. In this
new approach, the mass density profile of the lens galaxies is
only constrained by basic information on stellar kinematics.
It thus provides a conservative estimate of how much the
mass profile can depart from a power law, and how much the
error budget can grow as a result. Based on the consistent
results of the power law and stars plus NFW profiles in the
inference on H0 (Millon et al. 2019), we expect very similar
conclusions had we performed this analysis with a stars plus
NFW profile.
We validated our approach on the Time-Delay Lens
Modeling Challenge sample of hydrodynamical simulations.
We then applied the formalism and assumptions to the TD-
COSMO data set in a blind fashion. Based on the TD-
COSMO data set alone we infer H0 = 74.5+5.6−6.1 km s
−1Mpc−1.
The uncertainties on H0 are dominated by the precision
of the spectroscopic data and the modeling uncertainties
therein. To further increase our precision, we added self-
consistently to our analysis a set of SLACS lenses with
imaging modeling and independent kinematic constraints.
We characterized the candidate lenses to be added and ex-
plicitly selected only lenses that do not have significantly
enhanced local environments. In total, we were able to add
33 additional lenses with no time delay information of which
9 have additional 2D kinematics with VIMOS IFU data
that allowed us to further constrain uncertainties in the
anisotropy profile of the stellar orbits. Our most constrained
measurement of the Hubble constant is H0 = 67.4+4.1−3.2 km
s−1Mpc−1from the joint TDCOSMO+SLACS analysis, as-
suming that the two samples are drawn from the same pop-
ulation.
The 5% error budget reported in this work addresses
conclusively concerns about the MST (Schneider & Sluse
2013; Sonnenfeld 2018; Kochanek 2020a,b). If the mass den-
sity profiles of lens galaxies are not well described by power-
laws or stars plus NFW halos, this is the appropriate un-
certainty to associate with current time-delay cosmography.
Additional effects are very much sub-dominant for now as
compared with the effect of the MST. For example, the
small level of pixelated corrections to the elliptical power-
law model obtained in our previous work suggests that the
departure from ellipticity is not required by the data.
Based on the methodology presented and the results
achieved, we lay out a roadmap for further improvements
to ultimately enable a 1% precision measurement of the
Hubble constant, which is a clear target both for resolving
the Hubble tension and to serve as a prior on dark energy
studies (Weinberg et al. 2013).
The key ingredients required to reduce the statistical un-
certainties are i) spatially resolved high signal-to-noise kine-
matic measurements; ii) an increase in the sample size of
both lenses with measured time-delays and lenses with high-
resolution imaging and precise kinematic measurements.
Potential sources of systematic that should be investi-
gated further to maintain accuracy at the target precision
are those arising from: (i) measurements of the stellar veloc-
ity dispersion; (ii) characterization of the selection function
and local environment of all the lenses included in the in-
ference; (iii) mass profile modeling assumptions beyond the
MST and stellar anisotropy modeling assumptions.
Upcoming deep, wide-field surveys (such as those en-
abled by Vera Rubin Observatory, Euclid and the Nancy
Grace Roman Observatory) will discover many thousands
of lenses of which several hundred will have accurate time
delay measurements (see e.g. Oguri & Marshall 2010; Col-
lett 2015; Huber et al. 2019). The analysis framework pre-
sented in this work will serve as a baseline for the analysis of
these giant samples of lenses; simultaneously enabling pre-
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Fig. 18: Comparison of different blind H0 measurements by the TDCOSMO collaboration, based on different mass profile
assumptions and data sets incorporated. All measurements presented on this plot were performed blindly with regard to
the inference of H0. The measurement on top is the combined H0LiCOW 6 lenses constraints presented by Wong et al.
(2020), when averaging power-law and composite NFW plus stars (with constant mass-to-light ratio) on a lens-by-lens
basis without correlated errors among the lenses. The next two measurements are from Millon et al. (2019) of the 7
TDCOSMO time-delay lenses (6 H0LiCOW lenses and 1 STRIDES lens by Shajib et al. (2020)), when performing the
inference assuming either a composite NFW plus stars (with constant mass-to-light ratio) or the power-law mass density
profile for the galaxy acting as a lens. In the lower panel, we show the results from this work. The main difference with
respect to previous work is that we have made virtually no assumption on the radial mass density profile of the lens galaxy,
and taken into account the covariance between the lenses. The analysis in this work is constrained only by the stellar
kinematics and fully accounts for the uncertainty related to the mass sheet transformation (MST). In this framework, we
obtain four measurements according to the datasets considered. The TDCOSMO-only inference is based on the same set
of 7 lenses as those by Millon et al. (2019). The inferred median value is the same, indicating no bias, and the uncertainties,
as expected, are larger. The next three measurements rely on external datasets from the SLACS survey, by making the
assumption that the lens galaxies in the two surveys are drawn from the same population. The TDCOSMO+SLACSIFU
measurements uses, in addition to the TDCOSMO sample, 9 lenses from the SLACS sample with IFU observations to
inform the anisotropy prior applied on the TDCOSMO lenses. The TDCOSMO+SLACSSDSS measurement comes from the
joint analysis of the TDCOSMO sample and 33 SLACS lenses with SDSS spectroscopy. The TDCOSMO+SLACSSDSS+IFU
presents the joint analysis of all three data sets, again assuming self-similar distributions of the mass profiles and stellar
anisotropy. The TDCOSMO-only and TDCOSMO+SLACSIFU analyses do not rely on self-similar mass profiles of the
SLACS and TDCOSMO sample while the TDCOSMO+SLACSSDSS and TDCOSMO+SLACSSDSS+IFU measurements
(orange and purple) do. All the measurements shown in this plot are in statistical agreement with each other. See Section
8.5 for a discussion and physical interpretation of the results.  source
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cise and accurate constraints on the Hubble constant and
the astrophysics of strong lensing galaxies.
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Appendix A: Internal MST + PEMD
Figure A.1 shows different approximate MST’s with a core
radius of 10 arcseconds on top of a power-law profile (see
also Blum et al. 2020).
Figure A.2 shows the mock lens used in Section 2.6.1 to
perform the imaging modeling inference on the lens model
parameters, including the cored component resembling the
MST.
Appendix B: Mass-anisotropy degeneracy
Figure B.1 shows the predicted projected velocity disper-
sions (Eqn. 16) in radial bins form the center for PEMD
profiles with different logarithmic mass-profile slopes and
half-light radii. We chose a fiducial seeing of FWHM=1′′.0.
Alternatively, we display the results assuming a constant
anisotropy βani(r) = const in Figure B.2.
In Figure B.3 we plot, without seeing and under fixed
anisotropy model, the predicted radial change in the veloc-
ity dispersion for different core masses, λc, and core radii,
Rc.
Appendix C: Likelihood calculation
In this Section, we provide the specifics of the likelihood cal-
culation for individual lenses and how we efficiently evaluate
the likelihood in the hierarchical context. This includes the
imaging likelihood (Section C.0.1), time-delay likelihood
(Section C.0.2) and velocity dispersion likelihood (Section
C.0.3). Section C.0.4 describes our formalism to track co-
variances and the marginalization as implemented in hier-
Arc.
Appendix C.0.1: Imaging likelihood
The likelihood and the lens model inference is not promi-
nently featured in this work, as we are making use of prod-
ucts being derived by our collaboration presented in other
work. Nevertheless, the high resolution imaging data and
lens model inferences on the likelihood level are essential
parts of the analysis.
Given a lens model with parameters ξmass and surface
brightness model with parameters ξ ligth, a model of the
imaging data can be constructed, dmodel. The likelihood is
computed at the individual pixel level accounting for the
noise properties from background and other noise proper-
ties (i.e. read-out) as well as the Poisson contribution from
the sources. The imaging likelihood is given by
p(Dimg |ξmass, ξ ligth)
=
exp
[
− 12 (ddata − dmodel)T Σ−2pixel (ddata − dmodel)
]
√
(2pi)kdet(Σ2pixel)
, (C.1)
where k is the number of pixels used in the likelihood and
Σpixel is the error covariance matrix. Current analyses as-
sume uncorrelated noise properties in the individual pixels
and the covariance matrix becomes diagonal. The model
of the surface brightness of the lensed galaxy requires high
model flexibility. The surface brightness components can
be captured with linear components and solved for and
marginalized over analytically. TDCOSMO uses pixelized
grids as well as smooth basis sets (see e.g. Suyu et al. 2006;
Birrer et al. 2015, for the current methods in use).
Appendix C.0.2: Time-delay likelihood
The likelihood of the time delay data Dtd given a model
prediction is
p(Dtd |ξmass, ξ ligth,D∆t/λ)
=
exp
[− 12 (∆tdata − ∆tmodel)T Σ−2∆tdata (∆tdata − ∆tmodel)]√
(2pi)kdet(Σ2∆tdata)
,
(C.2)
with ∆tdata is the data vector of relative time delays, Σ
2
∆tdata
is the measurement covariance between the relative delays
and
∆tmodel = λ
D∆t
c
∆φFermat(ξmass, ξ light) (C.3)
is the model predicted time-delay vector (Eqn. 5) with
∆φFermat is the relative Fermat potential vector (Eqn. 6).
Effectively, the time-delay distance posterior transform ac-
cording to Equation 26 under a MST.
Appendix C.0.3: Velocity dispersion likelihood
The model prediction of the velocity dispersion transforms
under MST according to Equation (25) and cosmological
distance ratio relevant for the kinematics is Ds/Dds and
scales according to Equation (17). We can write the likeli-
hood of the spectroscopic data, Dspec, given a model as
p(Dspec |ξmass, ξ light, βani,Ds/Dds, λ)
=
exp
[
− 12
(
σPdata − σPmodel
)T
Σ−2σdata
(
σPdata − σPmodel
)]
√
(2pi)kdet(Σ2σdata)
, (C.4)
where σPdata is a vector of velocity dispersion measurements,
Σ2σdata is the measurement error covariance between the
measurements (including e.g. stellar template fitting, cal-
ibration systematics etc.) and(
σPmodel
)2
= λc2
Ds
Dds
JA j (ξmass, ξ light, βani) (C.5)
is the model prediction.
The impact of the anisotropy distribution depends on
the specific lens and light configuration. We can compute
numerically the change in the model predicted dimension-
less velocity dispersion component for each individual aper-
ture A j , JA j (ξmass, ξ light, βani)
JA j (ξmass, ξ light, βani) = φA j (βani) × JA j 0(ξmass, ξ light). (C.6)
Appendix C.0.4: Marginalization and covariances
The marginalization over ξmass and ξ light (Eqn. 53) affects
the relative Fermat potential ∆φFermat in the time-delay like-
lihood (Eqn. C.3) and the dimensionless factors
√
JA j (Eqn.
C.5, C.6).
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Fig. A.1: Illustration of the power-law profile (Eqn. 39) in three dimensions (left panel) and in projection (right panel)
under an approximate MST with a cored mass component (Eqn. 37). The transforms presented here were indistinguishable
by the mock imaging data of Figure A.2.  source
Fig. A.2: Mock HST image with a power-law mass profile
for which we perform the inference on the detectability of
an approximate MST.  source
We can compute the marginalized likelihood over ξmass
and ξ light under the assumption that the posteriors in ξmass
and ξ light transform to co-variant Gaussian distributions in
∆φFermat and
√
JA j as a model addition to the error covari-
ances, such that
Σ2marg = Σ
2
data + Σ
2
model. (C.7)
The model covariance matrix for the time delays can be
expressed as
Σ2∆tmodel = cov (∆φFermat,∆φFermat)
(
λ
D∆t
c
)2
, (C.8)
the covariance matrix on the kinematics as
Σ2σmodel = cov
(√
JAi0,
√
JA j 0
)
c2
Ds
Dds
λ
√
φAi (βani)φA j (βani)
(C.9)
and the cross-covariance between the kinematics and the
time delays as
Σ2∆tσmodel = cov
(
∆φFermat,
√
JA j 0
)
D∆t
√
Ds
Dds
λ3/2
√
φA j (βani).
(C.10)
In this form, the model covariances are explicitly dependent
on the anisotropy model, the MST and the cosmology.
The covariance between the kinematics and the time
delays, Σ2
∆tσmodel, above in Equation (C.10) is primarily im-
pacted by the average density slope parameter γ of the mass
model. γ affects both the kinematics and the Fermat poten-
tial and uncertainty in γ can lead to covariances. However,
if the density slope parameter is well constrained by imag-
ing data (modulo explicit MST), the covariance in Equation
(C.10) becomes sub-dominant relative to the uncertainty in
the measurement of the kinematics.
When setting Σ2
∆tσmodel = 0, we can separate the infer-
ence of D∆t/λ from the kinematics likelihood and can work
directly on the D∆t/λ posteriors from the inference from the
image data, Dimage, and the time-delay measurement, Dtd,
p(Dtd,Dimage |D∆t/λ) =
∫
p(Dimage |ξmass, ξ light)
× p(Dtd |ξmass,D∆t/λ)p(ξmass, ξ light)dξmassdξ light. (C.11)
This allows us to use individually sampled angular diameter
distance posteriors (expression 40) without sampling an ad-
ditional MST and then transform them in post-processing.
This is applicable for both, external convergence and inter-
nal MST and we effectively evaluate the likelihood on the
one-dimensional posterior density in D∆t/λ.
In the same way as for the time-delay likelihood, we can
perform the marginalization of the kinematics likelihood
over the imaging data constraints
p(Dspec,Dimg |βani,Ds/Dds, λ) =∫
p(Dimg |ξmass, ξ light)p(Dspec |ξmass, ξ light, βani,Ds/Dds, λ)
× p(ξmass, ξ light)dξmassdξ light. (C.12)
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Fig. B.1: Radial dependence on the projected velocity dispersion measurement for an Osipkov–Merritt anisotropy profile
(Eqn. 51). Top to bottom: Increase in the half light radius of the deflector. Left to right: Change in the mass profile
slope.  source
Appendix D: TDLMC inference with more general
anisotropy models
In this work, we presented inferences based on the
anisotropy parameterization by Osipkov (1979); Merritt
(1985) (Eqn. 51). In this Appendix we perform the inference
on the TDLMC with a more general anisotropy parameteri-
zation. Agnello et al. (2014a) introduced a generalization of
the Osipkov–Merritt profile with an asymptotic anisotropy
value, β∞, different than radial
βani(r) = β∞ r
2
r2
ani
+ r2
. (D.1)
We perform the identical analysis as presented in Sec-
tion 4 except for the addition of one free parameter, β∞.
Table D.1 presents the parameters and priors used in the
hierarchical analysis on the TDLMC data set. Figure D.1
shows the results of this inference for the two different priors
in aani. The additional degree of freedom in the anisotropy
is not constrained by the mock data and leads to a prior-
volume effect. The constraining power on the mass pro-
file relies on the mean anisotropy in the orbits within the
aperture of the measurement, and not particularly on the
parameterization of the radial dependence (see also e.g. Ag-
nello et al. 2014b). It is more challenging to find uninfor-
mative priors in higher dimension. As we found an uninfor-
mative prior in a simpler parameterization that leads to a
consistent result on the TDLMC data set, we do not explore
more degrees of freedom in the anisotropy parameterization
in this work.
On the mock data with known input cosmology, we can
also reverse the problem and ask which anisotropy parame-
ter configurations result in statistically consistent cosmolo-
gies. To do so, we fix the cosmology to the input values
and only perform the inference on the anisotropy parame-
ters. Figure D.2 presents the results for the Osipkov–Merritt
model of Section 4 and Figure D.3 presents the results for
the generalized Osipkov–Merritt profile of this Appendix.
The posterior on the anisotropy parameter can be inter-
preted as an informative prior on the anisotropy model
parameters from the hydrodynamical simulations of the
TDLMC. We do not make use of such a prior in this work
but note the consistent inference of the anisotropy parame-
ters for the TDCOSMO+SLACS analysis with this exercise
performed on the TDLMC.
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Fig. B.2: Radial dependence on the projected velocity dispersion measurement for a constant anisotropy βani. Top to
bottom: Increase in the half light radius of the deflector. Left to right: Change in the mass profile slope.  source
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Fig. B.3: Radial dependence on the projected velocity dispersion measurement for different cored components 37 on top
of a PEMD profile approximating a pure MST, with normalization λc and core radii, Rc. The projected radius from the
center of the galaxy is extended to 5 arcseconds to visibly see the impact on the kinematic of larger cored components.
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Appendix E: SLACS sample details
In this Appendix we provide the detailed numerical num-
bers used in this analysis for the SLACS lenses. Table E.1
lists the data derived from external works that are used in
our analysis for the 33 lenses of the SLACS sample. Red-
shifts are from SDSS presented by Auger et al. (2009), Ein-
stein radii from Auger et al. (2009) and Shajib et al. (prep)
(where available), half-light radii, reff , from Auger et al.
(2009), power-law slopes from Shajib et al. (prep) (where
available) and velocity dispersions are based on Bolton et al.
(2008) and Shu et al. (2015). Local environment statistics
ζ1/r and external shear κext are derived in this work (see
Section 6.3 and Section 6.4).
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Table D.1: Summary of the model parameters sampled in the hierarchical inference on TDLMC Rung3 with the anisotropy
model of Equation D.1.
name prior description
Cosmology
H0 [km s−1Mpc−1] U([0, 150]) Hubble constant
Ωm = 0.27 current normalized matter density
Mass profile
λint U([0.8, 1.2]) internal MST population mean
σ(λint) U([0, 0.2]) 1-σ Gaussian scatter in the internal MST
Stellar kinematics
〈aani〉 U([0.1, 5]) or U(log([0.1, 5])) scaled anisotropy radius (Eqn. 51, 52)
σ(aani) U([0, 1]) σ(aani)〈aani〉 is the 1-σ Gaussian scatter in aani
β∞ U([0, 1]) anisotropy at infinity (Eqn. D.1)
σ(β∞) U([0, 1]) 1-σ Gaussian scatter in β∞ distribution
Line of sight
〈κext〉 = 0 population mean in external convergence of lenses
σ(κext) = 0.025 1-σ Gaussian scatter in κext
input value H0 =  65.413 [km/s/Mpc]
H0 = 71.5+3.74.4 [km/s/Mpc] with prior (aani)
H0 = 70.4+3.84.5 [km/s/Mpc] with prior (log(aani))
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Fig. D.1: TDLMC Rung3 inference with fixed Ωm to the
correct value and a generalized Osipkov–Merritt anisotropy
profile (Eqn. D.1). Blue contours indicate the inference with
a uniform prior in aani while the red contours indicate the
inference with uniform priors in log(aani). The thin vertical
line indicates the ground truth H0 value in the challenge.
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Fig. D.2: TDLMC Rung3 inference on the profile and
anisotropy parameter when assuming the correct cosmol-
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Table E.1: Summary of the parameters being used of the individual 33 SLACS lenses selected in Section 6 to infer mass
profile constraints in combination of imaging and kinematics. Aside the name, lens and source redshift, the Einstein radius
θE , half-light radius of the deflector reff , imaging data-only inference on the power-law slope γpl (where available), 1/r
weighted galaxy number count ζ1/r , external convergence κext, measured velocity dispersion σSDSS and whether VIMOS
IFU data is available are provided.
name zlens zsource θE [arcsec] reff [arcsec] γpl ζ1/r κext σSDSS[km/s] IFU
SDSSJ0008-0004 0.44 1.192 1.159±0.020 1.710±0.060 - 1.47 +0.019+0.040−0.021 228±27 no
SDSSJ0029-0055 0.227 0.931 0.951±0.004 2.160±0.076 2.46±0.10 1.14 −0.002+0.015−0.008 216±15 no
SDSSJ0037-0942 0.195 0.632 1.503±0.017 1.800±0.063 2.19±0.04 1.60 +0.012+0.020−0.010 265±8 yes
SDSSJ0044+0113 0.12 0.197 0.795±0.020 1.920±0.067 - 1.68 −0.001+0.005−0.002 267±9 no
SDSSJ0216-0813 0.3317 0.5235 1.160±0.020 2.970±0.200 - 0.83 −0.005+0.005−0.003 351±19 yes
SDSSJ0330-0020 0.351 1.071 1.079±0.012 0.910±0.032 2.16±0.03 1.32 +0.006+0.021−0.013 273±23 no
SDSSJ0728+3835 0.206 0.688 1.282±0.006 1.780±0.062 2.23±0.06 1.12 −0.002+0.012−0.006 210±8 no
SDSSJ0912+0029 0.164 0.324 1.627±0.020 4.010±0.140 - 1.71 +0.001+0.010−0.004 301±9 yes
SDSSJ0959+4416 0.237 0.531 0.961±0.020 1.980±0.069 - 1.41 +0.003+0.012−0.006 242±13 no
SDSSJ1016+3859 0.168 0.439 1.090±0.020 1.460±0.051 - 1.58 +0.005+0.012−0.007 255±10 no
SDSSJ1020+1122 0.282 0.553 1.200±0.020 1.590±0.056 - 0.54 −0.006+0.005−0.003 282±13 no
SDSSJ1023+4230 0.191 0.696 1.414±0.020 1.770±0.062 - 1.65 +0.016+0.016−0.010 272±12 no
SDSSJ1112+0826 0.273 0.629 1.422±0.015 1.320±0.046 2.21±0.06 1.96 +0.035+0.043−0.021 260±15 no
SDSSJ1134+6027 0.153 0.474 1.102±0.020 2.020±0.071 - 1.49 +0.003+0.012−0.006 239±8 no
SDSSJ1142+1001 0.222 0.504 0.984±0.020 1.240±0.043 - 1.18 −0.001+0.008−0.005 238±16 no
SDSSJ1153+4612 0.18 0.875 1.047±0.020 1.160±0.041 - 1.55 +0.017+0.026−0.014 211±11 no
SDSSJ1204+0358 0.164 0.631 1.287±0.009 1.090±0.038 2.18±0.08 1.89 +0.023+0.023−0.013 251±12 yes
SDSSJ1213+6708 0.123 0.64 1.416±0.020 1.500±0.052 - 1.00 −0.004+0.008−0.004 267±7 no
SDSSJ1218+0830 0.135 0.717 1.450±0.020 2.700±0.095 - 1.40 +0.006+0.014−0.008 222±7 no
SDSSJ1250+0523 0.232 0.795 1.119±0.029 1.320±0.046 1.92±0.05 1.57 +0.021+0.034−0.017 242±10 yes
SDSSJ1306+0600 0.173 0.472 1.298±0.013 1.250±0.044 2.18±0.05 1.79 +0.011+0.022−0.012 248±14 no
SDSSJ1402+6321 0.205 0.481 1.355±0.003 2.290±0.080 2.23±0.07 1.73 +0.008+0.013−0.008 274±11 no
SDSSJ1403+0006 0.189 0.473 0.830±0.020 1.140±0.040 - 1.51 +0.004+0.010−0.006 202±12 no
SDSSJ1432+6317 0.123 0.664 1.258±0.020 3.040±0.106 - 1.77 +0.021+0.016−0.011 210±6 no
SDSSJ1451-0239 0.1254 0.5203 1.040±0.020 2.640±0.200 - 1.08 −0.001+0.006−0.005 204±10 yes
SDSSJ1531-0105 0.16 0.744 1.704±0.008 1.970±0.069 1.92±0.11 1.36 +0.010+0.023−0.013 261±10 no
SDSSJ1621+3931 0.245 0.602 1.263±0.004 1.510±0.053 2.02±0.06 0.97 −0.005+0.008−0.004 234±15 no
SDSSJ1627-0053 0.208 0.524 1.227±0.002 1.980±0.069 1.85±0.14 1.47 +0.004+0.014−0.007 274±11 yes
SDSSJ1630+4520 0.248 0.793 1.786±0.029 1.650±0.058 2.00±0.03 1.29 +0.004+0.019−0.010 283±13 no
SDSSJ1644+2625 0.137 0.61 1.267±0.020 1.550±0.054 - 1.86 +0.023+0.027−0.014 208±9 no
SDSSJ2303+1422 0.155 0.517 1.613±0.007 2.940±0.103 2.00±0.04 1.56 +0.006+0.020−0.008 251±13 yes
SDSSJ2321-0939 0.082 0.532 1.599±0.020 4.110±0.144 - 1.23 +0.000+0.008−0.005 240±6 yes
SDSSJ2347-0005 0.417 0.714 1.107±0.020 1.140±0.040 - 1.39 +0.006+0.015−0.008 404±59 no
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Fig. D.3: TDLMC Rung3 inference on the profile and
anisotropy parameter when assuming the correct cosmology
for a generalized Osipkov–Merritt anisotropy profile (Eqn.
D.1).  source
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