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PERIODIC VARIABLE STAR DATA
By James P. Long∗, Eric C. Chi† and Richard G. Baraniuk†
Texas A&M University∗ and Rice University†
We consider the estimation of a common period for a set of func-
tions sampled at irregular intervals. The problem arises in astron-
omy, where the functions represent a star’s brightness observed over
time through different photometric filters. While current methods
can estimate periods accurately provided that the brightness is well–
sampled in at least one filter, there are no existing methods that
can provide accurate estimates when no brightness function is well–
sampled. In this paper we introduce two new methods for period
estimation when brightnesses are poorly–sampled in all filters. The
first, multiband generalized Lomb-Scargle (MGLS), extends the fre-
quently used Lomb-Scargle method in a way that na¨ıvely combines
information across filters. The second, penalized generalized Lomb-
Scargle (PGLS), builds on the first by more intelligently borrowing
strength across filters. Specifically, we incorporate constraints on the
phases and amplitudes across the different functions using a non–
convex penalized likelihood function. We develop a fast algorithm
to optimize the penalized likelihood by combining block coordinate
descent with the majorization-minimization (MM) principle. We il-
lustrate our methods on synthetic and real astronomy data. Both
advance the state-of-the-art in period estimation; however, PGLS
significantly outperforms MGLS when all functions are extremely
poorly–sampled.
1. Introduction. Periodic variable stars play an important role in several areas
of modern astronomy, including extragalactic distance determinations and estimation
of the Hubble constant (Shappee and Stanek, 2011; Riess et al., 2011). To effectively
use periodic variables, astronomers need accurate period estimates. For instance, in
classification studies, periodic variables are assigned labels representing the underlying
astrophysical reason for brightness variation. Period is one of the most useful features
for determining a star’s class, and incorrect period estimates are a leading cause of
misclassifications (Richards et al., 2011; Dubath et al., 2011).
Astronomers estimate periods using the light curve of a star. A light curve is a set of
brightness measurements of a star taken over time. Many astronomical surveys measure
the brightness of stars in several photometric filters, or bands. Multiband data is useful
because differences in brightness across bands is a strong indicator of stellar class. Fig-
ure 1a displays the light curve of the periodic variable OGLE-LMC-T2CEP-041 observed in
the I band (orange ×) and V band (blue ◦) by the Optical Graviational Lensing Experi-
ment (OGLE) (Udalski et al., 2008). This star has been observed 702 times in the I band
and 76 times in the V band over the course of roughly 4000 days. The intervals between
brightness measurements are irregular and the star is observed at different times in the
different bands. This is typical for light curves. Many stars are behind the sun for part
of the year, leading to months long gaps between observations. Additionally, weather
MSC 2010 subject classifications: Primary 60K35, 60K35; secondary 60K35
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(a) Light Curve
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Fig 1: (a) The light curve of the star OGLE-LMC-T2CEP-041 in the I band (orange ×) and
V band (blue ◦). Given these measurements, astronomers seek to estimate the common
period (in this case 2.48 days) of the I and V bands. (b) The pattern of brightness
variation becomes apparent when we plot brightness (i.e. magnitude) versus time modulo
period. This is known as the folded light curve. Note, the phase of maximum brightness
in the I band and V band are similar. In this work we propose using correlations between
phase of maximum brightness in different bands in order to improve period estimation.
can disrupt planned observation times. The vertical bars around each point (not always
visible due to being very small) are one-standard deviation uncertainty measurements
on brightness. The size of the error bars relative to the amount of variation in brightness
demonstrate that OGLE-LMC-T2CEP-041 is a variable star.
OGLE-LMC-T2CEP-041 is a periodic variable with period of approximately 2.48 days.
The pattern of variation in OGLE-LMC-T2CEP-041 can be observed by plotting the bright-
ness of the star versus phase (time modulo period). This is known as the folded or phased
light curve. Figure 1b displays the folded light curve in each band.
Accurate estimation of OGLE-LMC-T2CEP-041’s period is fairly easy, because the star
has been observed hundreds of times in the I band. However some astronomical surveys
collect many fewer measurements per band. For example, in Stripe 82, the Sloan Digital
Sky Survey I (SDSS–I) collected light curves for ∼ 700, 000 stars in five bands with
a median of 10 observations per band. Sesar et al. (2007) identified several hundred of
these stars as candidate periodic variables belonging to the class RR Lyrae but could not
estimate periods due to the lack of available methodology for estimating periods with
poorly–sampled light curves. Later, the Sloan Digital Sky Survey II (SDSS–II) roughly
tripled the number of observations per light curve to a median of 30 observations per
band. In a follow-up study, Sesar et al. (2010) used this expanded set of data to estimate
periods. More recently, the PanSTARRS1 survey has collected five band variable star
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data with a median of 4 observations per band (Schlafly et al., 2012). In this article,
we develop methology for estimating periods with this quality of data. Historical data
consisting of well–observed light curves, such as SDSS-II, enables testing of algorithms
on real data.
Period estimation is challenging when stars are poorly observed in multiple bands,
because one must model brightness variation for several functions, thus using many
degrees of freedom. For example, consider a model with r parameters to describe the
shape of the light curve in each band. If one collects data in 5 bands with 10 observations
per band, then the model will have 5r+ 1 parameters (1 for the period), constrained by
a total of 50 observations. In contrast with 50 observations all taken in a single band,
there are only r + 1 parameters to fit.
Light curve shapes across different bands, however, are not independent. For exam-
ple, periodic variables typically reach their peak brightness at similar points in phase
space in each band (see Figure 1b). Enforcing such physical constraints in models may
improve the accuracy of period estimation procedures by reducing the effective degrees
of freedom that must be used to fit the curves. We now present an illustrative example
that confirms this intuition and motivates our strategy for borrowing strength across
multiple photometric bands.
As a test, we use a sample of well–observed (≥ 50 measurements / band) periodic
variable stars observed in the I and V bands collected by the OGLE survey (Udalski
et al., 2008). We estimate their periods using a simple multiband extension of Generalized
Lomb–Scargle (GLS). GLS models the brightness variation as sinusoidal and finds the
best fitting period (see Section 2.3 for details). These periods are nearly correct for
every star, because the light curves are well–observed. Figure 2a shows the GLS phase
estimates in the I and V bands. Phase is the location (here measured on a [−pi, pi) scale)
in the phased light curve where the brightness reaches a maximum.1 From the plot, it
is evident that there is a strong correlation between the I and V band phases. This was
also evident for OGLE-LMC-T2CEP-041 in Figure 1b, where both I and V bands peaked
near phase −pi/3.
Now consider downsampling these light curves to 10 measurements in both the I
and V bands. The data now resemble the quality, in terms of number of photometric
measurements per band, of SDSS-I. We again apply the GLS algorithm and plot the
phase estimates in Figure 2b. The points are colored and marked by whether the period
is estimated to within 1% of its true value. By this measure, 36.5% of the periods are
estimated incorrectly. Note that the phase estimates do not appear strongly correlated
in the two bands. The GLS algorithm does not force the phases to be similar in different
bands. An algorithm that uses the known phase correlations may be able to estimate
periods more accurately. In Figure 2c we plot the phase estimates using a modified GLS
algorithm, termed Penalized GLS (PGLS), that we develop in Section 3. PGLS enforces
phases constraints across the bands using a penalized likelihood. The result is tightly
correlated phase estimates that are physically realistic. Importantly, incorrect period
estimates have fallen to 31.5% from 36.5%.
The remainder of this paper is structured as follows: In Section 2 we discuss additional
astronomy background and existing methodology for estimating periods of variable stars.
In Section 3 we introduce a penalized likelihood method for estimating periods that uses
known correlations in phase and amplitude across bands. In Section 4 we develop a fast
algorithm to maximize the likelihood by combining block coordinate descent with the
1A light curve with a phase of −pi is brightest at time modulo period equals 0. A light curve with a
phase of 0 is brightest at time modulo period equals half the period.
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(a) GLS on well–observed.
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(b) GLS on poorly observed.
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(c) PGLS on poorly observed.
Fig 2: (a) Phase estimates using GLS period estimates on light curves with many ob-
servations in both I and V bands. (b) When the light curves are downsampled to 10
observations per band, GLS produces phase estimates that are only weakly correlated.
Furthermore, 36.5% of periods are estimated incorrectly (red ×). (c) Using the same data
as in 2b, PGLS produces more correlated phase estimates. Incorrect period estimates
drop to 31.5%.
majorization-minimization (MM) principle. In Section 5 we discuss selection of tuning
parameters. We apply our algorithm to simulated and real data in Section 6. We finish
with conclusions in Section 7.
2. Astronomy Background and Existing Period Estimation Methods.
2.1. Photometry. Telescopes take images of the sky using a particular filter, also
known as passband or band. From these images, stars are identified and their bright-
nesses estimated. Let mbi be the brightness of a star observed in band b for an image
taken at time tbi. The standard unit of brightness in astronomy is magnitude. Magnitude
is a negative log transform of luminosity, thus brighter objects have lower magnitudes.
An uncertainty on mbi, denoted σbi, is also typically recorded. Often the observed mag-
nitude mbi is modeled as being some true, unobserved magnitude plus Gaussian error
with standard deviation σbi. Using this notation, the light curve for a particular star is
{{(tbi,mbi, σbi)}nbi=1}Bb=1 where B is the number of bands and nb is the number of images
of the star taken in band b. Modern astronomy surveys collect millions of light curves.
2.2. Identifying Variable Stars. Before period estimation is performed, astronomers
typically separate the non–variable and variable stars in a survey using variability detec-
tion methods. Simple methods involve computing the difference between the magnitudes
and the mean magnitude for each band. Large absolute differences suggest the star is a
variable. This approach does not use any time information. The Welch–Stetson statis-
tics developed in Welch and Stetson (1993) and Stetson (1996) use time correlations in
residuals. These statistics are designed for multiband data where images are taken nearly
simultaneously in different bands.
2.3. Period Estimation. From the set of variable stars, the periodic variables are
identified and characterized. Astronomers and statisticians have developed many meth-
ods for estimating periods. Nearly all of the existing methodology has been designed for
single band data observed many times. We refer interested readers to Reimann (1994)
Chapter 3.1 and Graham et al. (2013) for reviews of existing methodology.
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Here we describe a pair of approaches, known in astronomy as Lomb–Scargle (LS) and
generalized Lomb–Scargle (GLS). The multiband period estimation method developed
in this article is an extension of GLS. LS and GLS both model the magnitudes as a
sinusoid plus measurement error. The period estimate is the period that maximizes the
likelihood. With LS the magnitudes are scaled to mean 0, and a sinusoid without an
intercept is fit to the data (Lomb, 1976; Scargle, 1982). Zechmeister and Ku¨rster (2009)
proposed a modification of LS, GLS, in which the magnitudes are not normalized to
mean 0 and an intercept term is used in the sine fit. Specifically let
mi = β0 + a sin(ωti + ρ) + i,
where β0, a, ρ, and ω are the magnitude offset, amplitude, phase, and frequency of
the star. The measurement error i ∼ N(0, σ2i ) is assumed to be independent across
i. Although the model is non-linear in the frequency ω, one can nonetheless compute
maximum likelihood estimates by selecting a grid Ω of possible frequencies ω and solving
a linear regression at each frequency in the grid. We describe this procedure in Section
4.1.
The sinusoidal model is an approximation, as most light curves exhibit at least some
degree of non–sinusoidal variation. However, LS and GLS have proven to be effective
period estimation algorithms in many settings. Reimann (1994) (Section 3.3) found that
for periodic light curves with unimodal behavior over phase, LS estimated frequency
as well as more sophisticated approaches, including sinusoidal models with harmonic
terms, periodic cubic splines, and SuperSmoother.2 In a study of periodic variables with
a variety of light curve shapes, Dubath et al. (2011) found that GLS outperformed
competing period estimation methods. Part of the success of LS and GLS is due to
being computationally fast relative to many alternatives. LS and GLS have been used in
many recent studies of periodic variable stars (Richards et al., 2011; Debosscher et al.,
2009; Watkins et al., 2009; Suveges et al., 2012).
2.4. Multiband Period Estimation Methods. While many period estimation proce-
dures exist for single band data, few methods have been developed for multiband light
curves. With multiband data, practitioners typically use single band period estimation
procedures individually on each band and then combine or choose between the single
band estimates based on some criteria. For example Watkins et al. (2009) used the LS
sinusoid model run separately on g and r band light curves to select candidate periods
that were then analyzed using a string–length period algorithm to determine a single
best estimate.
Suveges et al. (2012) applied GLS to multiband data by first combining the bands
together using a robust version of principal components analysis. Their method assumes
that brightness measurements in the different bands are taken at the same time, limit-
ing its applicability. The two methods we introduce below do not require simultaneous
measurements.
3. A Penalized Maximum Likelihood Multiband Period Estimator.
3.1. Multiband Lomb Scargle. We begin by proposing a simple generalization of the
single–band GLS algorithm of Zechmeister and Ku¨rster (2009) to multiple bands. We
call this first method MGLS for multiband GLS. To our knowledge MGLS is the first
work to formally define GLS for multiple bands.
2See Friedman (1984) for a description of SuperSmoother.
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Throughout, scalars are denoted by lowercase letters (u), vectors by boldface lowercase
letters (u), and matrices by boldface capital letters (U). We denote the standard dot
product between vectors a and b by 〈a,b〉 = aTb. We denote the vector of all ones with
1.
Let D = {{(tbi,mbi, σbi)}nbi=1}Bb=1 denote the data, namely the triples of times, magni-
tudes, and magnitude error measurements in the B bands. Let ω be the frequency that
is shared across all bands. Brightness at time t in band b is modeled using the sine curve
µb(t) = ab sin(ωt+ ρb) + β0b
where ab, ρb and β0b are the amplitude, phase, and magnitude offset for band b. For
notational efficiency we refer to vectors of amplitudes, phases, and magnitude offsets as
a = (a1, . . . , aB)
T
ρ = (ρ1, . . . , ρB)
T
β0 = (β01, . . . , β0B)
T.
We bundle these parameters into the vector θ = (ω,aT,ρT,β0
T) ∈ R3B+1. The observed
magnitude mbi is a noisy measurement of µb at time tbi, namely
mbi = µb(tbi) + bi,
where bi ∼ N(0, σ2bi). Assuming mutual independence of all bi, the likelihood function
becomes
p(D | θ) =
B∏
b=1
nb∏
i=1
1√
2piσbi
e−[mbi−µb(tbi)]
2/(2σ2bi).(3.1)
Note that to ensure identifiability of this model we require that the elements ab be non-
negative and the elements ρb reside in the interval [0, pi). To keep our notation readable,
we do not explicitly write out these constraints in the rest of the paper.
The negative log likelihood (NLL) of p(D | θ) is
`(ω,β0,a,ρ | D) = 1
2
B∑
b=1
nb∑
i=1
(
mbi −Ab sin(tbiω + ρb)− βb0
σbi
)2
(3.2)
The solution to the NLL at frequency ω is
`(ω) = min
a,ρ,β0
`(ω,β0,a,ρ)
and the maximum likelihood estimate for ω is
ω̂ = argmin
ω∈Ω
`(ω).(3.3)
Equation 3.3 is a straightforward generalization of the GLS algorithm to multiple bands.
We discuss the computation of ω̂ in Section 4.1.
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Fig 3: Amplitude correlations in the I and V bands for classes of periodic variable stars.
3.2. Penalty Terms. We now propose a generalization of GLS which penalizes un-
likely values of a and ρ. We call this method PGLS for penalized generalized Lomb-
Scargle. The penalized negative log likelihood (PNLL) is
f(ω,β0,a,ρ | D; γ1, γ2) = `(ω,β0,a,ρ | D) + γ1J1(a) + γ2J2(ρ).(3.4)
The minimal PNLL at frequency ω is
f(ω | D; γ1, γ2) = min
β0,a,ρ
f(ω,β0,a,ρ | D; γ1, γ2),(3.5)
and the PGLS frequency estimate is
ω̂(D; γ1, γ2) = argmin
ω∈Ω
f(ω | D; γ1, γ2).(3.6)
Note that we often suppress dependence of f and ω̂ on D, γ1 and γ2 when these quantities
are fixed. The penalties J1 and J2 (see (3.7) and (3.8)) are chosen to be large for values
of a and ρ that are unlikely.
We motivate the form of J1 and J2 using periodic variable star data from the OGLE
survey (Udalski et al., 2008). We fit MGLS to 100 well–observed stars in the I and V
bands for four classes of periodic variables (Type I Cepheid, Type II Cepheid, RR Lyrae
AB, RR Lyrae C). Since these stars have been well–observed in the I and V bands (at
least 50 measurements / band), the parameter estimates should be quite accurate. In
Figure 3 we plot the maximum likelihood estimates of amplitude in the I and V bands
for the four classes of periodic variables. In each plot, the line is chosen to pass through
(0, 0) and the mean of the amplitudes in each band. Amplitudes cluster around these
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Fig 4: Phase correlations in the I and V bands for four classes of periodic variable stars.
lines. The slope of these lines is greater for the RR Lyrae classes than for either Cepheid
class. Let a˜ be the vector of mean amplitudes in each band. We propose penalizing the
amplitude vector with
(3.7) J1(a) =
1
2
aT
(
I− a˜a˜T
)
a =
1
2
‖a− a˜Taa˜‖22.
where a˜Ta˜ = 1. In words, J1(a) is half the squared norm of the amplitude component
orthogonal to a˜.
In Figure 4 we plot the maximum likelihood estimates for I band and V band phases
by class along with a line with slope 1 and y–intercept of 0. For each class, phase esti-
mates usually are close to the vector 1, implying that the light curve reaches maximum
brightness in I and V bands at approximately the same point in phase space. Since a
phase of −pi and a phase of pi are the same, the light curves represented by points in
the upper left (near (−pi, pi)) and lower right (near (pi,−pi)) in each plot are not actually
outliers.3 Based on these plots, ρ is penalized with
(3.8) J2(ρ) =
1
2
ρT
(
I− 1
B
11T
)
ρ =
1
2
‖ρ− 1
Tρ
1T1
1‖22.
In words, J2(ρ) is half the squared norm of the component of ρ that is orthogonal to 1.
The parameter γ2 controls how strongly phase estimates are forced towards a multiple
of the vector 1. This parameter may be set based on the type of periodic variable.
3Note that for the Type I and Type II Cepheid classes, the V band phase is slightly larger on average
than the I band phase, implying the peak brightness occurs earlier in I band slightly earlier than V band.
This has been documented in the astronomy literature; see Table 5 of Freedman (1988).
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For example, if a practitioner is attempting to find periods for a class of variable stars
where the phases in different bands are expected to be nearly identical, then γ2 may be
made very large. In contrast, if only a weak relationship is expected, γ2 may be made
much smaller. In Figure 4, there is roughly the same scatter for all classes, so a single
γ2 may be appropriate. We discuss selection of γ2 further in Section 5. Note that with
a˜ = (B−1/2, . . . , B−1/2), J1 has the same form as J2.
In the remainder of this section, we discuss the existing literature on penalities similar
to J1 and J2. To our knowledge there is no existing work on using these penalties
for period estimation. An algorithm for computing ω̂ in 3.6 is discussed in Section 4.
Methodology for choosing γ1 and γ2 is discussed in Section 5.
3.3. Discussion of the Penalties. Both penalties terms can be written generically as
J(ν) = νTΛ ν where Λ is positive semidefinite. When Λ is the identity matrix, we
recover the classic ridge penalty (Hoerl and Kennard, 1970). When Λ encodes a discrete
differential operator, we recover the quadratic penalty broadly used in smoothing splines,
reproducing kernel Hilbert spaces, and functional data analysis (Ramsay, 2004). In fact
such quadratic penalties have garnered attention in functional principal components
analysis (Huang, Shen and Buja, 2009; Tian et al., 2012; Allen, 2013; Allen, Grosenick
and Taylor, 2014) when there is a natural “adjacency” among parameters and as well as
a prior belief that variation among adjacent parameters should be smooth.
Here we propose using the discrete first order differential operator that corresponds to
taking Λ to be the graph Laplacian (Chung, 1997) of a completely connected network of
B nodes where each node corresponds to a variable (amplitude or phase) of a given band.
The graph Laplacian has been previously employed to enforce smoothness of regression
parameters corresponding to neighbors in a gene network (Li and Li, 2008). It has also
been applied in enforcing smoothness in spatial parameters for estimating allele frequen-
cies across populations in neighboring geographic regions (Gelfand and Vounatsou, 2003;
Ran˜ola, Novembre and Lange, 2014).
4. Minimizing the Penalized Likelihood. In this section we discuss computa-
tion of the PGLS frequency estimate ω̂ in (3.6). The algorithm consists of:
1. Choosing a grid of possible frequencies Ω.
2. Minimizing the negative log likelihood (NLL) for every frequency in the grid.
3. Minimizing the penalized negative log likelihood (PNLL) using a block coordinate
descent algorithm for a sufficient subset of the frequencies in the grid.
In Section 4.1 we discuss steps 1 and 2. The frequency that minimizes the NLL is the
MGLS frequency. In Section 4.2 we show that in order to obtain the PGLS frequency
estimate, it is necessary only to minimize the PNLL on a subset of Ω. In Section 4.3 we
discuss step 3.
4.1. Choice of Frequency Grid and Minimizing the Negative Log Likelihood. The grid
of frequencies Ω is typically chosen on a linear scale with endpoints representing the phys-
ical minimium and maximum frequencies possible for the periodic variables of interest.
For example, RR Lyrae type stars are known to have periods ranging from 0.1 days to
1 day (Chapter 6.8 of Percy (2007)). Therefore the grid endpoints for Ω will occur at
(2pi)/1 ≈ 6.28 and (2pi)/0.1 = 62.8. In contrast, Cepheids generally have periods ranging
from 1 day to 100 days, and thus a grid of frequencies from 0.06 to 6.28 is appropriate
(Chapter 6.9 of Percy (2007)). In periodic variable classification studies where a wide
set of periodic variable classes are of interest, periods may range from a few hours to
hundreds of days (Richards et al., 2011).
10 J. P. LONG ET AL.
The grid spacing generally depends on the length of time between the first and last
observation. As a star is observed for a longer and longer time, small errors in frequency
result in larger and larger shifts in phase space for the folded light curve. Richards et al.
(2011) used a grid with frequencies spaced 0.1/(max−min) where max and min are the
maximum time and minimum times of all star observations. We use this spacing in all
examples here. For the SDSS-II RR Lyrae light curves studied in Section 6.2, there are
around 20,000 frequencies in Ω.
The MGLS frequency estimate
ω̂ = argmin
ω∈Ω
min
a,ρ,β0
`(ω,β0,a,ρ)
is determined by minimizing ` with respect to β0,a,ρ at every frequency in the grid. The
function ` can be minimized with respect to β0,a,ρ by performing B linear regressions.
In particular, with the first equality by definition and the third equality by the angle
addition formula
min
a,ρ,β0
`(ω,β0,a,ρ)
= min
a,ρ,β0
1
2
B∑
b=1
nb∑
i=1
(
mbi −Ab sin(tbiω + ρb)− βb0
σbi
)2
=
1
2
B∑
b=1
min
ab,ρb,β0b
nb∑
i=1
(
mbi −Ab sin(tbiω + ρb)− βb0
σbi
)2
=
1
2
B∑
b=1
min
ab,ρb,β0b
nb∑
i=1
(
mbi −Ab cos(ρb) sin(tbiω)−Ab sin(ρb) cos(tbiω)− βb0
σbi
)2
.
The summand is the residual sum of squares when regressing (mb1, . . . ,mbnb) on to the
predictors (sin(tb1ω), . . . , sin(tbnbω)) and (cos(tb1ω), . . . , cos(tbnbω)) with known observa-
tion weights σ−2b1 , . . . , σ
−2
bnb
.
4.2. Minimizing the PNLL for a Necessary Subset of Ω. Compared to minimizing
the NLL at a fixed ω, minimizing the PNLL is computationally expensive (see Section
4.3). Thus we do not want to compute the PNLL at every element in a potentially large
grid Ω. Here we show that it is possible to only compute the PNLL on a subset of Ω and
still be guaranteed of finding the frequency that minimizes the PNLL. The basic idea is
to use the NLL ` as a pointwise lower bound of the PNLL f in order to quickly check
whether a frequency is a potential minimizer of f . More specifically, since `(·) ≤ f(·),
if for two frequencies ω and ω′ the inequality `(ω) > f(ω′) holds, then ω cannot be
the frequency that minimizes f since f(ω) ≥ `(ω) > f(ω′). The details for an iterative
procedure based on this idea are given in Algorithm 1.
The following proposition shows that ω̂ determined by Line 11 of Algorithm 1 is the
global minimizer of f across Ω.
Proposition 4.1. Under the notation of Algorithm 1
argmin
j∈{1,...,R}
f(ωj) = argmin
ω∈Ω
f(ω).
Proof. By Line 8 of Algorithm 1, for any r > R there exists h ≤ R such that
`(ωr) > f(ωh). Since f(·) ≥ `(·) for all ω we have
f(ωr) ≥ `(ωr) > f(ωh).
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Algorithm 1 Compute the penalized neg. log-likelihood (PNLL) on a subset of Ω
1: compute `(ω) = mina,ρ,β0 `(ω,β0,a,ρ) at every ω ∈ Ω . NLL Algorithm
2: let ω1, . . . , ωG be ordering such that `(ωk) ≤ `(ωk+1)
3: i← 0
4: Ωu(0)← ∅
5: repeat
6: i← i+ 1
7: f(ωi)← mina,ρ,β0 f(ωi,β0,a,ρ) . PNLL BCD Algorithm
8: Ωu(i) = {ω ∈ Ω : l(ω) > f(ωi)} ∪ Ωu(i− 1)
9: until ωi+1 ∈ Ωu(i) or i = G
10: R← i
11: ω̂ = argmin
j∈{1,...,R}
f(ωj)
Thus ωr is not the minimizer of f .
Algorithm 1 can greatly reduce the number of frequencies for which the PNLL must be
minimized. For instance, with the SDSS-II RR Lyrae of Section 6.2 we use an Ω grid with
around 20,000 frequencies for each star. However, by using Algorithm 1 typically only
a few hundred of these frequencies are possible minimizers of the PNLL. Additionally,
by running Algorithm 1 one obtains the a, ρ, and β0 minimizers of the NLL at each ω,
which serve as good initialization values in the block coordinate descent algorithm for
solving f(ω), which we turn to next.
4.3. A Block Coordinate Descent Algorithm. We now describe an algorithm for min-
imizing the PNLL, (3.4), at a particular frequency ω. Since the frequency ω is fixed in
this section, we drop dependence on ω in the NLL (`(ω,β0,a,ρ) becomes `(β0,a,ρ))
and PNLL (f(ω,β0,a,ρ) becomes f(β0,a,ρ)). Let wbi = σ
−2
bi , sbi(ρ) = sin(ωtbi + ρ),
and cbi(ρ) = cos(ωtbi + ρ). Thus, we will view the PNLL as the following function of
β0,a, and ρ
f(β0,a,ρ) = `(β0,a,ρ) + γ1J(a) + γ2J(ρ),(4.1)
where
`(β0,a,ρ) =
1
2
B∑
b=1
nb∑
i=1
wbi [βb0 + absbi(ρb)−mbi]2
J1(a) =
1
2
aT
(
I− a˜a˜T
)
a
J2(ρ) =
1
2
ρT
(
I− 1
B
11T
)
ρ.
The criterion to be minimized in (4.1) is non-convex. Consequently, finding a global
optimizer may be too much to ask. Nonetheless, we can obtain a local minimizer effi-
ciently using an inexact block coordinate descent (BCD) algorithm. In practice, a local
minimizer typically suffices. Our numerical and real data examples demonstrate that the
local optimizer provides better solutions than the current state of the art.
We first describe the BCD algorithm at a high level before detailing the individual
steps. We minimize the PNLL (4.1) in round robin fashion with respect to the three
blocks of variables β0,a, and ρ holding two of them fixed while minimizing with respect
to the third one. At the k+ 1th round of updates, we solve in sequence the three smaller
optimization problems:
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Update 1: β
(k+1)
0 = argmin
β0
`(β0,a
(k),ρ(k))
Update 2: a(k+1) = argmin
a
`(β
(k+1)
0 ,a,ρ
(k)) + λ1J1(a)
Update 3: ρ(k+1) = argmin
ρ
`(β
(k+1)
0 ,a
(k+1),ρ) + λ2J2(ρ).
We clarify that we do not impose constraints on a and ρ in performing individual block
updates, but rather impose the constraints at the termination of the BCD algorithm. We
discuss later why we can make this simplification, when we derive the individual block
updates.
Our motivation for using BCD is that the individual updates are simple and fast to
compute. We next derive these updates. To streamline our derivations we define a few
terms more compactly. Let sb(ρ) = (s1b(ρ), . . . , snbb(ρ))
T. Define cb(ρ) analogously. Let
mb = (m1b, . . . ,mnbb)
T.
Update 1: the intercepts β0. Fix a and ρ. Let β0
+ = arg minβ0 f(β0,a,ρ) denote
the update for β0. The update for β0 separates in its B elements and is given by the
minimizers to B univariate convex quadratic functions
β+b0 = argmin
β
[β1 + absb(ρb)−mb]TWb[β1 + absb(ρb)−mb],(4.2)
where Wb ∈ Rnb×nb is a diagonal matrix with ith diagonal element wbi. It is straight-
forward to show that the solution to the optimization problem (4.2) is given by
β+b0 =
〈1,Wb[mb − absb(ρb)]〉
〈1,Wb1〉 .(4.3)
Update 2: the amplitudes a. Fix β0 and ρ. Let a
+ = arg mina f(β0,a,ρ) denote the
update for a. To obtain the update a+, we minimize a convex quadratic function
a+ = argmin
a
1
2
B∑
b=1
nb∑
i=1
wbi [absbi(ρb)− µbi]2 + γ1
2
aT[I− a˜a˜T]a,(4.4)
where µbi = mbi − βb0. Let µb = mb − βb01. Setting the derivative of the quadratic
function in (4.4) with respect to ab equal to zero yields the B stationary conditions
sb(ρb)
TWbsb(ρb)ab − 〈sb(ρb),Wbµb〉+ γ1 [ab − 〈a˜,a〉a˜b] = 0.
The stationarity conditions imply that the update a+ is the solution to the following
linear system of equations [
E− γ1a˜a˜T
]
a = ξ,
where E is a diagonal B×B matrix with bth diagonal element ebb = sb(ρb)TWbsb(ρb)+γ1
and
ξ =
 〈s1(ρ1),W1µ1〉...
〈sB(ρB),WBµB〉
 .
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Applying the matrix inversion lemma enables us to solve the system with a single matrix-
vector multiply
a+ = E−1
[
I +
1
1
γ1
− a˜TE−1a˜ a˜a˜
TE−1
]
ξ.(4.5)
We now address why we are able to drop the nonnegativity constraints on a. Suppose
that the mean brightness for a star at time t in some band varies according to
µ(t) = a sin(ωt+ ρ),
where the amplitude a is negative. Then
µ(t) = −|a| sin(ωt+ ρ) = |a| sin(ωt+ ρ+ pi)
and so having a “negative amplitude” a with phase ρ is equivalent to having a positive
amplitude |a| with phase ρ+pi. Consequently, if at the termination of PGLS an amplitude
is negative, we can simply shift the estimate of the corresponding phase by pi.
Update 3: the phases ρ via MM. Fix β0 and a. Unlike the previous two updates,
which required minimizing a convex function, the update for ρ requires minimizing a
non-convex function. Nonetheless, it can be effectively attacked using a majorization-
minimization (MM) algorithm (Becker, Yang and Lange, 1997; Lange, Hunter and Yang,
2000) to get an approximate solution to the problem
ρ
(k+1)
0 = argmin
ρ
`(β
(k+1)
0 ,a
(k+1),ρ) + λ2J2(ρ).(4.6)
The basic principle behind an MM algorithm is to convert a hard optimization prob-
lem into a sequence of simpler ones. The MM principle requires majorizing the objective
function f(y) by a surrogate function g(y | x) anchored at the current point x. Ma-
jorization is a combination of a tangency condition g(x | x) = f(x) and a domination
condition g(y | x) ≥ f(y) for all y ∈ Rd. The associated MM algorithm is then defined
by the iterates
xk+1 := argmin
y
g(y | xk).(4.7)
Because
(4.8) f(xk+1) ≤ g(xk+1 | xk) ≤ g(xk | xk) = f(xk),
the MM iterates generate a descent algorithm driving the objective function downhill.
To update ρ, we take advantage of the fact that for each b
fb(ρb) =
1
2
nb∑
i=1
wbi [absbi(ρb)− µbi]2
is Lipschitz differentiable. This fact can be leveraged to construct a simple convex
quadratic majorization of f as a function of ρ.
Proposition 4.2. The following function majorizes
∑
b fb(ρb) at the point ρ˜:
g(ρ | ρ˜) =
B∑
b=1
[
fb(ρ˜b) + f
′(ρ˜b)(ρb − ρ˜b) + Lb
2
(ρb − ρ˜b)2
]
,
where
Lb = ab [abκb +
√
nb‖Wbµb‖2] and κb = 1TWb1.
14 J. P. LONG ET AL.
The proof is given in the Appendix A. The MM algorithm generates an improved
estimate ρ+ of the solution to (4.6) given a previous estimate ρ˜ using the following
update rule
ρ+ = argmin
ρ
g(ρ | ρ˜) + γ2J2(ρ).(4.9)
There is always a unique minimizer ρ+ to (4.9), since g(ρ | ρ˜) is strongly convex in ρ.
We now show how ρ+ can be expressed explicitly in terms of ρ˜. Note that
∂
∂ρb
[g(ρ | ρ˜) + γ2J2(ρ)] = f ′b(ρ˜b) + Lb(ρb − ρ˜b) + γ2
[
ρb − 1
B
B∑
b′=1
ρb′
]
.(4.10)
The stationarity conditions imply that the update ρ+ is the solution to the linear system
of equations [
F− γ2
B
11T
]
ρ = ζ(ρ˜),(4.11)
where F is a diagonal B ×B matrix with bth diagonal element fbb = Lb + γ2 and
ζ(ρ˜) =
 L1ρ˜1 − f
′
1(ρ˜1)
...
LB ρ˜B − f ′B(ρ˜B)
 .
Again we turn to the matrix inversion lemma to solve (4.11) with a single matrix-vector
multiply
ρ+ = F−1
[
I +
1
B
γ2
− 1TF−1111
TF−1
]
ζ(ρ˜)(4.12)
Similar to the nonnegativity constraint on the amplitude, we “enforce” the box con-
straint on the phase at the termination of the BCD algorithm. Since the criterion (4.1)
is periodic in ρ, we choose the solution that is within the constraint set [0, pi]B.
Finally, we note that it is sufficient to perform a single MM update (4.12) and set
ρ˜ = ρ(k) and ρ(k+1) = ρ+. Applying multiple MM updates (4.12) to get a more precise
update for ρ typically does not pay in practice as β0 and a may change quite a bit during
early rounds of updates. Moreover, as discussed below, taking only a single MM update
is taken per round of block coordinate updates does not change the overall convergence
of the BCD algorithm.
Complexity and Convergence of BCD. Algorithm 2 provides pseudocode of the BCD
algorithm. We update the intercepts β0, amplitudes a, and phases ρ in round robin
fashion until the relative change in the variables falls below a defined tolerance.
A single round of block updates is computationally efficient. Updating β0 requires
O(N) operations where N = ∑Bb=1 nb. Updating a requires computing the diagonal
matrix E ∈ RB×B and vector ξ ∈ RN which requires O(N) operations. Solving the
linear system in Line 7 of Algorithm 2 requires O(B) operations according to the explicit
update given in (4.5). Similarly, setting up and solving the linear system in Line 9 to
update ρ requires O(N) and O(B) operations. Thus, the total amount of work per round
of block coordinate descent is O(N) or in other words linear in the size of the data.
We end this section with the following convergence result for Algorithm 2
Proposition 4.3. The iterates (β0
(k),a(k),ρ(k)) of Algorithm 2 tend to stationary
points of the PNNL at a fixed frequency ω.
The proof is contained in Appendix B.
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Algorithm 2 Block Coordinate Descent + MM for penalized GLS (PGLS)
Initialize β(0),a(0), and ρ(0) as the solutions to multiband GLS (MGLS).
1: k ← 0
2: repeat
3: for b = 1, . . . , B do . Update β0
4: β
(k+1)
b0 ← 〈1,Wb[mb − a(k)b sb(ρ(k)b )]〉/〈1,Wb1〉
5: end for
6: Update E ∈ RB×B and ξ ∈ RB with ρ(k) and β(k+1)0 . Update a
7: a(k+1) ← [E− γ1a˜a˜T]−1 ξ
8: Update F ∈ RB×B and ζ ∈ RB with a(k+1),β(k+1)0 , and ρ(k) . Update ρ
9: ρ(k+1) ← [F− γ211T]−1 ζ
10: k ← k + 1
11: until convergence
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Fig 5: Historical periodic variable star data comprised of well–sampled light curves pro-
vide a guide towards selecting tuning parameters. The scatter variables sa and sρ are
estimated on historical data. A subset of the new data of poorly–sampled light curves, for
example the first 100 light curves, is used to select the tuning parameters γ1 and γ2. We
set γ1 and γ2 such that the scatter of amplitudes and phases approximately matches the
scatter of the historical data. The ith lightcurve in the new data is used to estimate the
ith set of model parameters θi, namely the ith period, amplitude, phase, and intercept.
5. Selection of γ1 and γ2. Judiciously choosing the amount of regularization in
PGLS is critical to its performance. In practice, regularization parameters are often
selected using cross-validation (Hastie, Tibshirani and Friedman, 2001). The main draw-
back to cross-validation is that it is computationally intensive. Here we propose a com-
putationally efficient and simple data-driven alternative that leverages the availability
of historical data of well–observed periodic variables.
Recall that the regularization parameter γ1 controls the degree of shrinkage in the
amplitude vector a. Small values of γ1 lead to less shrinkage (amplitudes far from a
multiple of a˜), and large values of γ1 lead to more shrinkage (amplitudes close to a
multiple of a˜). In astronomy, there is an abundance of well–observed light curves where
methods such as MGLS correctly estimate periods, amplitudes, and phases. Using this
historical data we can estimate the scatter of the amplitudes around a˜ and the phases
around 1. We tune γ1 and γ2 so that the scatter for the poorly observed amplitude and
phase estimates approximately matches the scatter observed in the historical data.
We detail this process now for selecting γ1. Selection of γ2 is analogously accomplished
by substituting the vector B−1/21 for the vector a˜. Let a′1, . . . ,a′m be the amplitudes
from a historical set of well–observed light curves. One could use MGLS to estimate
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these quantities. We assume these quantities have little measurement error, because the
light curves have been well–observed. In the simulated and real data examples of Section
6, we assume we have access to m = 100 light curves. Let a˜ be the normalized mean of
the amplitudes and define the scatter of the amplitudes around a˜ as
(5.1) sa = median
i∈{1,...,m}
a′Ti
(
I− a˜a˜T
)
a′i.
Given a set of poorly observed light curves D1, . . . , Dn, we expect the scatter in the
amplitudes to approximately match sa. For some trial value of the tuning parameter γ1
define the amplitude fit for Di using PGLS as
ai(γ1) = argmin
a
min
ω,β0,ρ
f(ω,β0,a,ρ | Di; γ1, 0)
and the resulting scatter in amplitudes as
(5.2) sa(γ1) = median
i∈{1,...,n}
ai(γ1)
T
(
I− a˜a˜T
)
ai(γ1).
As γ1 increases, the amplitude estimates ai(γ1) are pulled towards a˜, causing sa(γ1)
to decrease. As γ1 decreases, the amplitude estimates ai(γ1) are pushed away from a˜,
causing sa(γ1) to increase. We tune γ1 such that sa(γ1) is approximately equal to sa. Since
sa(γ1) is inversely proportional to γ1, we perform a binary search to find the optimal
value of γ1, using a log linear grid to find initial lower and upper bounds. We terminate
the search when an update to γ1 does not alter any of the period estimates more than
1%, implying that further changes to γ1 will not significantly alter the resulting period
estimates. An analogous procedure is used for selecting γ2. Since the total number of
stars for which we want to estimate periods can be large, we select 100 light curves for
determining sa(γ1) in (5.2), rather than the full set of light curves for which we seek to
estimate periods. A schematic of how historical and new data are used to estimate the
various parameters is summarized in Figure 5.
6. Data Analysis.
6.1. Simulations. We compare MGLS and PGLS by simulating sinusoids and deter-
mining period estimation accuracy of each method. We generate 500 5–band light curves
from the sinusoidal likelihood model. Figures 6a and 6b show the distribution of phases
and amplitudes. These amplitudes and phases are drawn from distributions meant to
approximately match correlations seen in real data such as Figures 3 and 4. The periods
are drawn uniform on [0.2, 1.0] days. This represents the plausible range of periods for
RR Lyrae type stars which we study using real data in the following section.
We divide the light curves into two groups: 100 historical/training light curves used
for estimating a˜ and sa (see (5.1)) and 400 light curves for testing. We downsample
the test light curves to 5, 10, and 15 observations per curve to simulate difficult period
recovery regimes. For each number of observations per light curve we tune γ1 and γ2
according to Section 5.
Scatterplots of true period versus period estimate for MGLS and PGLS for 5, 10, and
15 observations per band are contained in Figure 7. PGLS improves period estimates in
each case.
In Figure 8 we plot phase estimates for MGLS and PGLS for 5 and 10 observation
per band test sets. As expected PGLS phases are more concentrated around the vector
1. For 15 observations per band, MGLS estimates show significant concentration around
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(a) Simulated phases.
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(b) Simulated amplitudes.
Fig 6: Correlations in simulated (a) phases and (b) amplitudes. These approximately
match correlations observed in real data, such as in Figures 3 and 4.
Table 1
Fraction of period estimates within 1% of truth.
obs. / band GLS PGLS
5 0.19 0.34
10 0.51 0.59
15 0.64 0.64
1, indicative that MGLS is estimating phases correctly with 15 observations per band.
Notice that the PGLS eliminates phase estimates near (−pi, pi) and (pi,−pi). Since these
are plausible phases, this tendancy could result in incorrect period estimates for some
stars. A more refined penalty term for phase (J2) in PGLS could address this issue.
6.2. SDSS Stripe–82 Data. Sesar et al. (2010) identified 483 periodic variable stars
of the class RR Lyrae in the Sloan Digital Sky Survey II (SDSS-II). These light curves
were sampled approximately 30 times per band in five bands. Sesar et al. (2010) esti-
mated periods for these stars using a Supersmoother routine in Reimann (1994). Visual
inspection suggests these period estimates are accurate.
While Supersmoother is accurate with well–sampled light curves, with poorly–sampled
light curves it suffers the same problems as MGLS. This is why Sesar et al. (2007) did
not attempt period estimation when SDSS-I collected a median of only 10 observations
per band for these stars. Ongoing surveys, such as PanSTARRS1, currently have data
roughly the quality of SDSS-I in terms of number of observations per band (Schlafly
et al., 2012). Here we study period estimation with poorly–sampled light curves by
downsampling SDSS-II data and comparing MGLS and PGLS period estimates to the
Supersmoother estimates computed using the entire light curves.
We obtained 450 of 483 Sesar et al. (2010) RR Lyrae light curves from a public data
repository (Ivezic´ et al., 2007). To test period estimation with poorly–sampled light
curves we split the 450 light curves into 100 training and 350 test. As with the simulated
data, we downsample the test light curves to 5, 10, and 15 measurements per band and
18 J. P. LONG ET AL.
l
l
l
l
l
l
l
l
l
l
l
l
l
0.2 0.4 0.6 0.8 1.0
0.
2
0.
4
0.
6
0.
8
1.
0
True Period
G
LS
 P
e
rio
d
(a) MGLS with 5 points.
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(b) PGLS with 5 points.
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.2 0.4 0.6 0.8 1.0
0.
2
0.
4
0.
6
0.
8
1.
0
True Period
G
LS
 P
e
rio
d
(c) MGLS with 10 points.
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(d) PGLS with 10 points.
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(e) MGLS with 15 points.
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(f) PGLS with 15 points.
Fig 7: Scatterplots of true period versus estimate for MGLS and PGLS with 5, 10, and
15 observations per band for the test set. The MGLS estimates are in the left column
and the PGLS estimates are in the right column. The red × are estimates further than
1% away from truth while the black ◦ are estimates within 1% of truth. PGLS estimates
are significantly more accurate.
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Fig 8: Correlations in phase estimates with (a) 5 observations per band and (b) 15
observations per band. The upper diagonal in each plot are PGLS estimates. The lower
diagonal are MGLS estimates. The phases estimates using PGLS appear more realistic
than MGLS, especially for light curves with 5 observations per band.
compare MGLS and PGLS for period recovery.
Table 1 shows the fraction of period estimates within 1% of their true value of MGLS
and PGLS. PGLS increases the fraction of periods estimated correctly for 5 and 10
observations per band. Scatterplots of true period versus period estimate for MGLS
and PGLS are contained in Figure 9. In general, the improvement of PGLS over MGLS
appears less for the SDSS data here than the simulated data.
The scatterplots in Figure 9 suggest that both MGLS and PGLS are not converging
to the truth for some stars. In particular, Figures 9e and 9f show that period estimates
are either very nearly correct (on the identity line) or some non–linear function of the
true period (visible below the identity line). The reason for this phenomenon is likely
that RR Lyrae stars exhibit some degree of non–sinusoidality, causing the MGLS period
estimate to not be consistent for certain stars. Since PGLS estimates become MGLS
estimates as the number of observations increases (and the likelihood washes out the
penalty), PGLS is also not consistent for these stars. PGLS appears to increase the rate
of convergence of the period estimates to the limiting (in number of observations per
band) MGLS value, even when this limit is an incorrect period estimate. For instance,
in Figure 9b PGLS period estimates concentrate around the non–linear function of the
true period more than MGLS estimates in Figure 9a.
In Figure 10 we plot phase correlations using MGLS and PGLS for 5 and 15 mea-
surements per band. For both 5 and 15 observations per band, PGLS produces realistic
phase estimates concentrated around the identity line. With 15 observations per band
the concentration exhibited by MGLS and PGLS is quite close. This is evidence that
the penalty terms J1 and J2 are working well.
7. Conclusions. Multiband period estimation is a fundamental problem in modern
astronomy. Current methods, however, fail when light curves are poorly–sampled in
20 J. P. LONG ET AL.
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(a) MGLS with 5 points.
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(b) PGLS with 5 points.
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(c) MGLS with 10 points.
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(d) PGLS with 10 points.
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(e) MGLS with 15 points.
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(f) PGLS with 15 points.
Fig 9: Scatterplots of true period versus estimate for MGLS and PGLS with 5, 10, and
15 observations per band for the test set.
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(a) 5 observations.
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(b) 15 observations.
Fig 10: Correlations in phase estimates with (a) 5 observations per band and (b) 15
observations per band for the SDSS-II. The results are similar to simulated data. In
particular, MGLS period estimates with 5 observations per band show little clustering
around 1. The PGLS estimates are more physically realistic.
all measurement bands. To address this deficiency, we introduced two new methods
MGLS and PGLS. Both methods generalize a well–known approach to period estimation
in astronomy. However, PGLS is the first multiband period estimation algorithm for
variable stars that uses known correlations in amplitude and phase across bands to
improve accuracy. With simulations and real data, PGLS outperformed MGLS.
Computing the PGLS estimate requires minimizing a more complicated function than
computing the MGLS estimate. Nonetheless, the PGLS estimate can be rapidly obtained
using our inexact BCD algorithm which requires computational effort that scales lin-
early with the size of the data. We also showed that even faster PGLS estimates can
be obtained by first estimating the computationally cheaper MGLS estimator at dif-
ferent candidate periods and using these estimates to reduce drastically the number of
candidate periods on which to compute the PGLS estimate.
We emphasize that both methods, and PGLS in particular, advance the state-of-the-
art in multiband period estimation where there are no practical existing alternatives. To
the best of our knowledge, even our simple generalization MGLS has not been consid-
ered in the astronomy literature. Consequently, we anticipate that further work on our
approaches can yield even more accurate estimates.
For example, PGLS was highly effective in simulations where the underlying sinusoidal
model is correct. Thus, PGLS will be effective for light curves that are roughly sinusoidal,
such as Type II Cepheid variables. In our real data experiments, however, non–sinusoidal
behavior in light curve variation decreased period estimation accuracy. This suggests
exploring models of light curve variation that are non–sinusoidal.
Furthermore, the penalty terms we developed increased the rate of convergence to the
limiting maximum likelihood estimates, suggesting that our penalty terms combined with
a non–sinusoidal base model may be effective at estimating periods for poorly–sampled
22 J. P. LONG ET AL.
stars that have non–sinusoidal behavior.
The software for implementing MGLS and PGLS can be found in the multiband
package for R and will be available on CRAN.
APPENDIX A: MAJORIZATION IN PHASE UPDATE
We provide the proof of Proposition 4.2.
Proof. Since the function we wish to majorize is Lipschitz differentiable, we can
apply the quadratic upper bound principle to construct a convex quadratic majorization
(Bo¨hning and Lindsay, 1988). The gradient and Hessian of fb(ρ) are given by
f ′b(ρ) = ab〈absb(ρ)− µb,Wbcb(ρ)〉
and
f ′′b (ρ) = ab [〈abcb(ρ),Wbcb(ρ)〉+ 〈µb − absb(ρ),Wbsb(ρ)〉] .
It is straightforward to establish the following global upper bound on the Hessian. Let
κb = 1
TWb1.
f ′′b (ρ) ≤ ab
[
abcb(ρ)
TWbcb(ρ) + 〈Wbµb, sb(ρ)〉
]
≤ ab [abκb + 〈Wbµb, sb(ρ)〉]
≤ ab [abκb + ‖Wbµb‖2‖sb(ρ)‖2]
≤ ab [abκb +√nb‖Wbµb‖2] .
(A.1)
The exact second order Taylor expansion of fb(ρb) about a point ρ˜ is given by
fb(ρ) = fb(ρ˜) + f
′
b(ρ˜)(ρ− ρ˜) +
1
2
f ′′b (ρ
?)(ρ− ρ˜)2,(A.2)
where ρ? ∈ αρ + (1 − α)ρ˜ for some α ∈ (0, 1). The relations (A.1) and (A.2) together
yield the desired result.
APPENDIX B: CONVERGENCE OF THE BCD-MM ALGORITHM
We provide the proof of Proposition 4.3.
Proof. The convergence theory of monotone algorithms, like BCD and MM, hinge
on the properties of the algorithm map ψ(x) that returns the next iterate given the last
iterate. For easy reference, we state a simple version of Meyer’s monotone convergence
theorem (Meyer, 1976), which is instrumental in proving convergence in our setting.
Theorem B.1. Let f(x) be a continuous function on a domain S and ψ(x) be a
continuous algorithm map from S into S satisfying f(ψ(x)) < f(x) for all x ∈ S with
ψ(x) 6= x. Suppose for some initial point x0 that the set Lf (x0) ≡ {x ∈ S : f(x) ≤ f(x0)}
is compact. Then (a) all cluster points are fixed points of ψ(x), and (b) limm→∞‖xm+1−
xm‖ = 0.
In the context of Algorithm 2, the function f is the PNLL (4.1). Since Algorithm 2
optimizes over the triple x = (β0,a,ρ) for a fixed candidate frequency ω, we take the
set S = R× R× [−pi/2, pi/2] .
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We first use Theorem B.1 to establish that the iterates of the inexact BCD algorithm
tend towards the fixed points of an algorithm map. We then show that the fixed points
of the algorithm map correspond to the stationary points of the PNLL.
In order to apply Theorem B.1, we need to i) identify a continuous algorithm map
ψ(x) that corresponds to Algorithm 2, ii) check that f(x) > f(ψ(x)) if x 6= ψ(x), and
iii) identify an x0 ∈ S so that the set Lf (x0) is compact.
The first step is to identify an algorithm map ψ(x) and check that it is continuous.
We formalize how to obtain x+ ≡ ψ(x) from x via the composition of three sub-maps,
each of which corresponds to a block variable update.
ψ1(x) = argmin
β0
`(β0,a,ρ),
ψ2(x) = argmin
a
`(β0,a,ρ) + λ1J1(a),
ψ3(x) = argmin
ρ′
g(ρ′ | ρ) + λ2J2(ρ′).
Then the algorithm map that corresponds to the BCD algorithm is
ψ(x) =
 ψ1(β0,a,ρ)ψ2(ψ1(β0,a,ρ),a,ρ)
ψ3(ψ1(β0,a,ρ), ψ2(ψ1(β0,a,ρ),a,ρ),ρ)
 .
Inspecting the block updates (4.3), (4.5), and (4.12), we see that the sub-maps ψ1, ψ2,
and ψ3 are each continuous. Therefore, the composition map ψ is also continuous.
The second step is to verify that f(x) > f(ψ(x)) if x 6= ψ(x). Consider the interme-
diate iterates
β0
+ ≡ ψ1((β0,a,ρ))
a+ ≡ ψ2((β0+,a,ρ))
ρ+ ≡ ψ3((β0+,a+,ρ)).
For any x ∈ S, we have
f(x) ≥ f((β0+,a,ρ)) ≥ f((β0+,a+,ρ)) ≥ f(x+).
If, however, x is not a fixed point of ψ, namely ψ(x) 6= x, then at least one of the above
inequalities is strict and therefore, f(x) > f(ψ(x)).
The third step is to identify an x0 ∈ S so that the set Lf (x0) is compact. Note that
f blows up for ‖a‖ → ∞ or ‖β0‖ → ∞. Therefore, the set Lf (x0) is compact for any
initial x0 ∈ S.
By Theorem B.1, it follows that the cluster points of the iterates of Algorithm 2 are
fixed points of the algorithm map ψ(x) corresponding to Algorithm 2. To complete the
proof we just need to show that every fixed point of ψ(x) is a stationary points of the
PNLL (4.1). If x is a fixed point of ψ then,
∂
∂β0
f(x) = 0,
∂
∂a
f(x) = 0,
∂
∂ρ
[g(ρ | ρ) + λ2J2(ρ)] = 0.
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In light of (4.10) it is clear that the last condition is equivalent to
∂
∂ρ
f(x) = 0.
Therefore, every cluster point of the iterate sequence generated by Algorithm 2 is a
stationary point of the PNLL (4.1).
REFERENCES
Allen, G. I. (2013). Sparse and Functional Principal Components Analysis. arXiv:1309.2895 [stat.ML].
Allen, G. I., Grosenick, L. and Taylor, J. (2014). A generalized least-square matrix decomposition.
Journal of the American Statistical Association 109 145-159.
Becker, M. P., Yang, I. and Lange, K. (1997). EM algorithms without missing data. Statistical
Methods in Medical Research 6 38-54.
Bo¨hning, D. and Lindsay, B. G. (1988). Monotonicity of quadratic-approximation algorithms. Annals
of the Institute of Statistical Mathematics 40 641–663.
Chung, F. R. K. (1997). Spectral Graph Theory. CBMS Regional Conference Series in Mathematics.
American Mathematical Society, Washington, DC.
Debosscher, J., Sarro, L., Lo´pez, M., Deleuil, M., Aerts, C., Auvergne, M., Baglin, A.,
Baudin, F., Chadid, M., Charpinet, S. et al. (2009). Automated supervised classification of variable
stars in the CoRoT programme. Astronomy and Astrophysics 506 519.
Dubath, P., Rimoldini, L., Su¨veges, M., Blomme, J., Lo´pez, M., Sarro, L., De Ridder, J.,
Cuypers, J., Guy, L., Lecoeur, I. et al. (2011). Random forest automated supervised classification
of Hipparcos periodic variable stars. Monthly Notices of the Royal Astronomical Society 414 2602–
2617.
Freedman, W. L. (1988). New Cepheid Distances To Nearby Galaxies Based on BVRI CCD Photom-
etry. I. IC 1613. The Astrophysical Journal 326 691–709.
Friedman, J. (1984). A variable span smoother. Technical Report, Technical report, Stanford University,
Stanford, CA.
Gelfand, A. E. and Vounatsou, P. (2003). Proper multivariate conditional autoregressive models for
spatial data analysis. Biostatistics 4 11–15.
Graham, M. J., Drake, A. J., Djorgovski, S., Mahabal, A. A., Donalek, C., Duan, V. and
Maker, A. (2013). A comparison of period finding algorithms. Monthly Notices of the Royal Astro-
nomical Society 434 3423–3444.
Hastie, T., Tibshirani, R. and Friedman, J. (2001). The Elements of Statistical Learning. Springer
Series in Statistics. Springer New York Inc., New York, NY, USA.
Hoerl, A. E. and Kennard, R. W. (1970). Ridge regression: Biased estimation for nonorthogonal
problems. Technometrics 12 55–67.
Huang, J. Z., Shen, H. and Buja, A. (2009). The analysis of two-way functional data using two-
way regularized singular value decompositions. Journal of the American Statistical Association 104
1609-1620.
Ivezic´, Zˇ., Smith, J. A., Miknaitis, G., Lin, H., Tucker, D., Lupton, R. H., Gunn, J. E.,
Knapp, G. R., Strauss, M. A., Sesar, B. et al. (2007). Sloan digital sky survey standard star
catalog for stripe 82: The dawn of industrial 1% optical photometry. The Astronomical Journal 134
973.
Lange, K., Hunter, D. R. and Yang, I. (2000). Optimization transfer using surrogate objective
functions. Journal of Computational and Graphical Statistics 9 1–20.
Li, C. and Li, H. (2008). Network-constrained regularization and variable selection for analysis of ge-
nomic data. Bioinformatics 24 1175-1182.
Lomb, N. R. (1976). Least-squares frequency analysis of unequally spaced data. Astrophysics and Space
Science 39 447–462.
Meyer, R. R. (1976). Sufficient conditions for the convergence of monotonic mathematical programming
algorithms. Journal of Computer and System Sciences 12 108–121.
Percy, J. R. (2007). Understanding variable stars. Cambridge University Press Cambridge, UK.
Ran˜ola, J. M., Novembre, J. and Lange, K. (2014). Fast Spatial Ancestry via Flexible Allele Fre-
quency Surfaces. Bioinformatics 30 2915–2922.
Ramsay, J. O. (2004). Functional Data Analysis In Encyclopedia of Statistical Sciences. John Wiley &
Sons, Inc.
Reimann, J. D. (1994). Frequency estimation using unequally-spaced astronomical data PhD thesis,
University of California.
ESTIMATING A COMMON PERIOD 25
Richards, J. W., Starr, D. L., Butler, N. R., Bloom, J. S., Brewer, J. M., Crellin-Quick, A.,
Higgins, J., Kennedy, R. and Rischard, M. (2011). On machine-learned classification of variable
stars with sparse and noisy time-series data. The Astrophysical Journal 733 10.
Riess, A. G., Macri, L., Casertano, S., Lampeitl, H., Ferguson, H. C., Filippenko, A. V.,
Jha, S. W., Li, W. and Chornock, R. (2011). A 3% solution: determination of the Hubble constant
with the Hubble Space Telescope and Wide Field Camera 3. The Astrophysical Journal 730 119.
Scargle, J. D. (1982). Studies in astronomical time series analysis. II-Statistical aspects of spectral
analysis of unevenly spaced data. The Astrophysical Journal 263 835–853.
Schlafly, E., Finkbeiner, D., Juric´, M., Magnier, E., Burgett, W., Chambers, K., Grav, T.,
Hodapp, K., Kaiser, N., Kudritzki, R.-P. et al. (2012). Photometric calibration of the first 1.5
years of the Pan-STARRS1 survey. The Astrophysical Journal 756 158.
Sesar, B., Ivezic´, Zˇ., Lupton, R. H., Juric´, M., Gunn, J. E., Knapp, G. R., De Lee, N.,
Smith, J. A., Miknaitis, G., Lin, H. et al. (2007). Exploring the variable sky with the Sloan Digital
Sky Survey. The Astronomical Journal 134 2236.
Sesar, B., Ivezic´, Zˇ., Grammer, S. H., Morgan, D. P., Becker, A. C., Juric´, M., De Lee, N.,
Annis, J., Beers, T. C., Fan, X. et al. (2010). Light Curve Templates and Galactic Distribution of
RR Lyrae Stars from Sloan Digital Sky Survey Stripe 82. The Astrophysical Journal 708 717.
Shappee, B. J. and Stanek, K. (2011). A new Cepheid distance to the giant spiral M101 based on image
subtraction of Hubble Space Telescope/Advanced Camera for Surveys observations. The Astrophysical
Journal 733 124.
Stetson, P. B. (1996). On the Automatic Determination of Light-Curve Parameters for Cepheid Vari-
ables. Publications of the Astronomical Society of the Pacific 851–876.
Suveges, M., Sesar, B., Varadi, M., Mowlavi, N., Becker, A., Ivezic, Z., Beck, M., Nienar-
towicz, K., Rimoldini, L., Dubath, P. et al. (2012). Search for high-amplitude Scuti and RR Lyrae
stars in Sloan Digital Sky Survey Stripe 82 using principal component analysis. Monthly Notices of
the Royal Astronomical Society 424 2528–2550.
Tian, T. S., Huang, J. Z., Shen, H. and Li, Z. (2012). A two-way regularization method for MEG
source reconstruction. The Annals of Applied Statistics 6 1021–1046.
Udalski, A., Szymanski, M., Soszynski, I. and Poleski, R. (2008). The Optical Gravitational Lensing
Experiment. Final Reductions of the OGLE-III Data. Acta Astronomica 58 69–87.
Watkins, L., Evans, N., Belokurov, V., Smith, M., Hewett, P., Bramich, D., Gilmore, G.,
Irwin, M., Vidrih, S., Zucker, D. et al. (2009). Substructure revealed by RR Lyraes in SDSS
Stripe 82. Monthly Notices of the Royal Astronomical Society 398 1757–1770.
Welch, D. L. and Stetson, P. B. (1993). Robust variable star detection techniques suitable for
automated searches-New results for NGC 1866. The Astronomical Journal 105 1813–1821.
Zechmeister, M. and Ku¨rster, M. (2009). The generalised Lomb-Scargle periodogram. A new formal-
ism for the floating-mean and Keplerian periodograms. Astronomy and Astrophysics 496 577–584.
J. P. Long
Department of Statistics
Texas A&M University
College Station, TX 77843
USA
E-mail: jlong@stat.tamu.edu
E. C. Chi
Department of Electrical
and Computer Engineering
Rice University
Houston, TX 77005
USA
E-mail: echi@rice.edu
R. G. Baraniuk
Department of Electrical
and Computer Engineering
Rice University
Houston, TX 77005
USA
E-mail: richb@rice.edu
