We establish novel methods for quantum state and process tomography based on compressed sensing. Our protocols require only simple Pauli measurements, and use fast classical post-processing based on convex optimization. Using these techniques, it is possible to reconstruct an unknown density matrix of rank r using O(rd log 2 d) measurement settings, a significant improvement over standard methods that require d 2 settings. The protocols are stable against noise, and extend to states which are approximately low-rank. The acquired data can be used to certify that the state is indeed close to a low-rank one, so no a priori assumptions are needed. We present both theoretical bounds and numerical simulations.
The tasks of reconstructing the quantum states and processes produced by physical systems -known respectively as quantum state and process tomography [1] -are of increasing importance in physics and especially in quantum information science. Tomography has been used to characterize the quantum state of trapped ions [2] and an optical entangling gate [3] among many other implementations. But a fundamental difficulty in performing tomography on many-body systems is the exponential growth in the state space dimension [17] . For example, to get a maximum-likelihood estimate of a quantum state of 8 ions, Ref. [2] required 656,100 measurements and weeks of post-processing! Therefore, one is naturally led to consider methods for performing tomography on special classes of quantum states [4] . One broad class of great interest is the set of pure or nearly pure quantum states, states with low entropy. To be more precise, consider quantum states which are essentially supported on an r-dimensional space. A naive implementation of tomography would be based on d 2 measurement settings where d = 2 n for an n-qubit system. But a simple parameter counting argument suggests that O(rd) settings could possibly suffice -a significant improvement. However, it is not clear how to achieve this performance in practice, i.e., how to choose these measurements, or how to efficiently reconstruct the density matrix. Indeed, least-squares optimization over the space of rank r states is in general NP-hard and thus unlikely to allow efficient algorithms with runtime polynomial in d.
In this Letter, we introduce a method to achieve such drastic reductions in measurement complexity while preserving the polynomial-time computational complexity, based on, and further developing, ideas that have recently been studied under the label of "compressed sensing". Compressed sensing [5] provides techniques for recovering a sparse vector from a small number of measurements [6] . Here, sparsity means that this vector contains only a few non-zero entries in a specified basis, and the measurements are linear functions of its entries. When the measurements are chosen at random (in a certain precise sense), then with high probability two surprising things happen: the vector is uniquely determined by a small number of measurements, and it can be recovered by an efficient convex optimization algorithm [5] .
Matrix completion [7, 8, 9 ] is a generalization of compressed sensing from vectors to matrices. Here, one recovers certain "incoherent" low-rank matrices X from a small number of matrix elements X i,j . The problem of low-rank quantum state tomography bears a strong resemblance to matrix completion. However, there are important differences: First, we wish to use measurements that can be more easily implemented in an experiment than obtaining elements ρ i,j of density matrices. Also, we would like to avoid any unnatural "incoherence" assumptions crucial in previous results [7] .
Our first result is a protocol for tomography that overcomes both of these difficulties: it uses Pauli measurements only, and it works for arbitrary density matrices. We prove that only O(rd log 2 d) measurement settings suffice. What is more, the protocol is robust to noise, and gives accurate results even when the true state is only approximately low-rank.
We then consider a practical issue: making classical postprocessing fast enough to handle a large number of qubits. In principle, this is not a problem; classical post-processing consists of solving a semidefinite program (SDP), which can be done in polynomial time. However, in practice, generalpurpose SDP solvers are too slow to handle more than, say, 8 qubits. On the other hand, there exist specialized algorithms for matrix completion that can solve matrices as large as 30,000 by 30,000 [10] . These methods take advantage of certain sparsity properties of the matrix completion problem. We show how to achieve similar performance for low-rank quantum state tomography, using a hybrid protocol that combines Pauli measurements with matrix completion. This protocol works well in practice, which we show numerically.
While our methods do not overcome the exponential growth in measurement complexity (which is provably impossible for any protocol capable of handling generic pure states), they do significantly push the boundary of what can be done in a realistic setting. If previously full tomography of a relatively pure "qu-byte" was barely achievable [2] , our protocols could put "qu-words" within realistic reach (i.e., roughly 16 qubits).
Matrix recovery using Pauli measurements. We consider the case of n spin-1/2 systems in an unknown state ρ. An n-qubit Pauli matrix is of the form w = n i=1 w i , where 
Theorem 1 (Low-rank tomography) Let ρ be an arbitrary state of rank r. If m = cdr log 2 d, then ρ is the unique solution to (1) with probability of failure exponentially small in c.
The proof is inspired by, but technically very different from, earlier related results [7] , which crucially relied on the fact that matrix elements -not Pauli expectation values -were measured. Our methods seem to be more general, can be tuned to give tighter bounds, and are much more compact, allowing us to present a fairly complete argument in this Letter. A more detailed presentation of this technique -covering the reconstruction of low-rank matrices from few expansion coefficients w.r.t. general operator bases (not just Pauli matrices or matrix elements) -will be published elsewhere [16] .
Proof:
We have uniqueness in (1) if for all deviations ∆ either ρ + ∆ 1 > ρ 1 or R∆ = 0. Let E be the projection onto the range of ρ, and let T be the space of of operators whose row or column space is contained in range ρ. The inner product between Hermitian operators is (ρ, σ) = tr ρσ. Finally, let P T be the projection onto T , P ⊥ T onto the orthogonal complement. Accordingly, we decompose ∆ = ∆ T +∆ ⊥ T . We will distinguish two cases:
. A tool essential for both cases is a non-commutative largedeviation bound from Ref. [13] 
It is simple to derive a Bernstein-type inequality from (2) .
Eq. (3) will be used to prove the technical estimates (5), (6), quantifying two aspects of R's deviation from its mean. Let F ∈ T . We will use Eq. (3) to bound the operator norm of P
having used that P ⊥ T w(a) ≤ 1 and that the {d −1/2 w(a)} form a normalized basis for d × d matrices. Thus, setting κ = m/(dr),
Likewise, we need a bound on A−½ T , for
. This quantity can be bounded along the lines of Eq. (5) 
We are ready to treat case (i) above. Many assertions hold only up to an exponentially small probability of failure. We will defer the calculation of these probabilities to the very end, when all parameters have been chosen. Assume that event in Eq. (6) holds with t ≤ 1 2 . Denote the probability of that event not occuring by p 1 . Then
and one easily finds R∆
. We turn to case (ii). Vaguely following Ref. [7] , assume there is a Y ∈ range R such that
Let F project onto range ∆
having used the "pinching inequality" [14] in the first step. It remains to prove the existence of such a Y . To that end, divide the sampled coefficients into l i.i.d. batches of κ 0 rd samples each (so that m = lκ 0 rd). Define recursively
Denote the probability of this event not occuring by p 2 . Then
Hence, Y = Y l fulfills the first part of (7), as soon as l ≥ log 2 (2d 2 √ r).
holds, with p 3 the probability of failure. Then
which is the second part of (7).
We have yet to bound the total probability of failure p f ≤ p 1 + p 2 + p 3 . Set κ 0 = 64µ(1 + ln(8dl)), which means that m = dr(ln d)
2 O(1) coefficients will be sampled in total. Using (5), (6) and the elementary union bound, one easily finds p f ≤ e −µ . This completes the proof of our main result. In the remaining space, we address the important aspects of resilience against noise, certified tomography, and numerical performance. Owing to space limitations, the presentation will focus on conceptual issues, with the details in [15] .
Robustness to noise. Realistic situations will differ from the previous case in two regards. First, the true state ρ t may not be low-rank, but only well approximated by a state ρ of rank r: ρ t − ρ 2 ≤ δ 1 . Second, due to systematic and statistical noise, the available estimates for the Pauli expectations are not exactly tr ρw(a), but of the form tr ωw(a) for some matrix ω. Assume ω − ρ t 2 ≤ δ 2 (in practical situations, δ 2 may be estimated from the error bars associated with the individual Pauli expectation values [12] ). In order to get an estimate for ρ t , choose δ ≥ δ 1 + δ 2 and solve
Theorem 2 (Robustness to noise) There is a constant c 2 such that if m = c 1 dr log 2 d, then the solution σ ⋆ of (9) fulfills
δ with probability of failure exponentially small in c 1 .
The proof combines ideas from Ref. [9] with our argument above [20] . The main difference to the noise-free case occurs in (8) , where instead of using (Y, ∆) = 0, we must now work with |(Y, ∆)| ≤ Y 2 δ. With this estimate, Theorem 2 follows from the noise-free proof, together with some elementary calculations. Details and improved bounds appear in [15, 16] .
Certified tomography of almost pure states. The preceding results require an a priori promise: that the true state ρ t is δ 1 -close to being compatible with a rank-r state. However, when performing tomography of an unknown state, neither r nor δ are known beforehand. Fortunately, it is possible to obtain estimates for r and δ 1 from only O(d) Pauli expectation values without any assumptions. In this section, we sketch a simple scheme based on this observation: it outputs a reconstructed density matrix σ, together with a certified bound on the deviation σ − ρ t 1 . The algorithm takes two inputs:
Pauli expectation values, and the experimentalist's estimate of the measurement precision δ 2 . The simple scheme performs well if ρ t is almost pure, i.e., close to rank-one. More general methods can be conceived [12, 15] .
Concretely, we set r = 1 and aim to put a bound on δ 1 = ρ t − |ψ ψ| 2 , where |ψ is the eigenvector of ρ t corresponding to the largest eigenvalue. Such a bound can be obtained in terms of the purity tr ρ 2 t = ρ t 2 2 . E.g.
(valid for ρ t ≥ 1/2). Estimating the purity is done in a way analogous to the proof of Theorem 1. Choose m
, and define
1/2 − δ 2 . We can bound the deviation of S from its expected value by the standard (commutative) Chernoff bound. One finds for the variance Var((d/m)| tr w(A)ω|
Choose m = 4µd/t 2 for some µ > 1 to ensure that
Combining the previous equation with (10), we have arrived at a certified estimate for δ 1 . Summarizing, we find:
Observation 1 (Certified tomography) Assume that the unknown physical state is close to being pure. Then one can find a certificate for that assumption, and reconstruct the state with explicit guarantees on the reconstruction error, from O(cd log 2 d) Pauli expectation values. The probability of failure is exponentially small in c.
A hybrid approach to matrix recovery. Matrix recovery using Pauli measurements does lack one desirable feature: the classical post-processing (solving the convex programs) is more costly, compared to matrix completion [7, 8] . This is due to the role of sparse linear algebra in the SVT (singular value thresholding) algorithm [10] . The basic issue is that SVT must handle matrices of the form R(ρ). For matrix completion, R(ρ) is sparse, so basic operations such as matrix-vector multiplication take time O(d); but when we use random Pauli measurements, R(ρ) is dense, and basic operations take time O(d 2 ). We now describe a "hybrid" approach that avoids this difficulty, and works well in practice. The main observation is that for certain, carefully selected sets of Pauli matrices, R(ρ) is sparse after all.
Any Pauli matrix is of the form w(u, v) =
n . Plainly, the position of the d non-zero matrix elements of w(u, v) depends only on u (v encodes only phase information). Now choose a random subset S ⊂ {0, 1}
n of size O(r polylog(d)), and then for all u ∈ S and v ∈ {0, 1} n , measure the Pauli matrix w(u, v). Formally, this means R(ρ) ∝ u∈S,u∈{0,1} n w(u, v) tr(ρw(u, v)). It follows that R(ρ) is sparse with only |S|d non-zero matrix elements.
While the hybrid algorithm works well for generic states, certain input states may fail to be "incoherent enough" w.r.t. the very specific set of matrix elements obtained (c.f. [7, 8] ). To make the approach truly universal, one can optionally perform a pseudo-random unitary U prior to measuring the Pauli matrices. One then uses the hybrid method on U ρU † , and finally applies U −1 to recover ρ. If U is chosen e.g. from an approximate unitary k-design [11] , it can be shown [15] that U ρU † has sufficient incoherence properties with high probability, while ensuring that U may be cheaply implemented.
Numerical results. We numerically simulated both the random Pauli and hybrid approachs discussed above. For both approaches, we used singular value thresholding (SVT) [10] . Instead of directly solving Eq. (9), SVT minimizes τ σ 1 + σ 2 2 /2 subject to | tr[(σ − ω)w(A i )]| ≤ δ, which is a good proxy to Eq. (9) when τ dominates to the second term; the programs are equivalent in the limit τ → ∞ (provided Eq. (9) has a unique solution) [10] . Estimating the second term for typical states suggests choosing 2τ r ≫ 1; we use τ = 5.
To simulate tomography, we chose a random state from the Haar measure on a d × r dimensional system and traced out the r-dimensional ancilla, then applied depolarizing noise of strength γ. We sampled expectation values associated with randomly chosen operators as above, and added additional statistical noise (respecting Hermiticity) which was i.i.d. Gaussian with variance σ 2 and mean zero. We used SVT and quantified the quality of the reconstruction by the fidelity and the trace distance for various values of m, each averaged over 5 simulations. This dependence is shown in Fig. 1 . The reconstruction is remarkably high fidelity, despite severe undersampling and corruption by both depolarizing and statistical noise. Using the hybrid method with 8 qubits on a rank 3 state plus γ = 5% depolarizing, and statistical noise strength σd = 0.1, we typically achieve 95% fidelity reconstructions in under 10 seconds on a modest laptop with 2 GB of RAM and a 2.2 GHz dual-core processor using MATLAB -even though 90% of the matrix elements remain unsampled. Increasing the number of samples only improves our accuracy and speed, so long as sparsity is maintained. Because of the dense matrix multiplications involved in the random Pauli case, processing 8 qubits takes longer -about one minute -but achieves even better performance with respect to errors, as seen in Fig. 1 .
Discussion. We have presented novel methods for low-rank quantum state tomography, which require only O(rd log 2 (d)) measurements, where r is the rank of the unknown density matrix and d is the Hilbert space dimension. Our methods are based on and further develop the new paradigm of compressed sensing, and in particular, matrix completion [7, 8] . We use measurements that are experimentally feasible, together with fast classical post-processing. The methods perform well in practice, and are also supported by theoretical guarantees. It would be interesting to further flesh out the trade off between the need for measurements that can be performed easily in an experiment and the need for sparse matrices during the classical post-processing step. It is the hope that this work stimulates such further investigations.
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