ABSTRACT Recent research on Internet of Things (IoT) has focused on the adaptation of the autonomic computing paradigm to make IoT self-sufficient. Service arbitration is one aspect which can greatly benefit from the adoption of the autonomic theory. Instead of allowing all deployed devices to be active, only a selected set of devices can be utilized to provide a particular service. This paper proposes a dynamic service arbitration scheme for this purpose. The approach for the service arbitration scheme is based on the technique for order preference by similarity to ideal solution (TOPSIS) algorithm. This method supplements existing autonomic frameworks with the aim to minimize user intervention as well as imparting self-configuration in the system. The analysis through TOPSIS can be extended to any number of permutations and combinations of alternatives and system policies.
I. INTRODUCTION
The management of devices and data is an important research problem in the Internet of Things (IoT). One approach to solving the management problem is to apply the theory of autonomic computing to aid decision making in the management process [1] . The application of the autonomic control loop should, in theory, make IoT self-sufficient. Recently, [2] , [3] have attempted to employ concepts of autonomic computing in IoT. However, as [3] point out, full autonomy is not currently possible in IoT. Currently, what exists is partial autonomy, which is based on the fulfillment of a particular set of autonomic requirements.
Devices in IoT, ranging from smart phones to embedded sensor devices, fulfill three important requirements of computation, organization and communication. These three requirements are essential to allow for device connectivity in IoT [4] . A question that arises is concerned with the distribution of ownership of the data, the devices as well as the services for a complex IoT ecosystem. This complexity, arising because of the different owners of services, becomes a big stumbling block in implementation efforts [5] . Such complexity will defeat the purpose of IoT to fuse different data sources. As an analogy, this is similar to the practice of building cellular base stations at the same location which provides same coverage to users. Investment could be highly minimized if the same cellular towers are re-used across various cellular operators. Such a solution is highly cost efficient due to the presence of hundreds of such sensors in IoT as replication of same sensors at the same locations by each IoT company is impractical. The problem that arises now is to solve the manner in which same sensors can provide services to different stakeholders.
To mitigate this confusion, the concept of sensing as a service (SaaS) was discussed by Zaslavsky et al. in 2013 [6] . SaaS is implemented through an owner of sensing elements who provides data services on demand for a small fee or discount. The owners could be either ''a person, private organization, public organization, or government'' [6] . Not having a single owner complicates the IoT ecosystem tremendously, and it is important to deal with just the data instead of the owners. In implementation of smart street lights, for instance, the system supports a large number of different devices mounted on street lights and connected on a mesh network. In a typical setting, the city owns the street assets and pays for the electricity, a third party installs and maintains the lights, and the management is sourced to somewhere else. Combining different data and systems to create new services is going to be an important creator of innovative businesses and new revenues for the infrastructure providers. SaaS solves this by exposing the data as application program interfaces (APIs) [7] . Perhaps a third party utility may want to pay the city to put a new sensor up on the street lighting infrastructure. The communication network may provide services to others that the city has no involvement in -perhaps smart meters. Ideally, each bit of the infrastructure should be treated as a service. That takes a bit of a shift in approach by the city and the companies servicing the infrastructure.
To achieve management of such a large number of devices, offering different services becomes a difficult task due to the problems highlighted above. In addition, there is the issue of scalability. Scalability is defined differently in different contexts. For the case of IoT, scalability is the ability of a system to not undergo significant loss in performance when subjected to an increased load, and increased number of constituent elements [8] . Furthermore, it is extremely inefficient to allow all constituent end devices 1 to be active all the time to provide for a general set of services. Dynamic management of sleeping cycles in the devices allows for a more efficient solution. In this method, some devices are sent to a low power state temporarily while other devices are kept in the active state [9] . In real time systems, such a decision cannot be made through human contact and this decision will have to be assigned to a computer. This is where autonomic computing can play its part in decision making. Various IoT devices are capable of providing different sensing and routing functionalities. Autonomic computing will simplify the complexity involved to arrive at a decision with all the variables in the scene. The autonomic computing paradigm provides a general management scheme that caters for the requirements from all the devices [10] . Also, currently, there is no standardized autonomic scheme that allows the system to harness the value of heterogeneity for management [11] . In the example above, the duty cycle decision will have to be based on the resources provided by the IoT devices. For example, some devices may have higher battery energy levels whereas other devices may be running out of battery energy. Such variety demands that both sets of devices be treated differently. Thus, a decision will have to be made to assign different duty cycles based on the current context to maximize operational or sensing efficiency. It is also essential to keep track of their status as well as details at a central management entity which further complicates device management [12] .
The most important contribution of this paper is a scheme for service arbitration and selection for use in IoT. This contribution is a solution for 1) the problem of service arbitration in IoT, 2) using Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) numerical modeling method, as well as 3) implementing the concepts of autonomic computing. The methodology is demonstrated for duty cycle decision making for heterogeneous set of devices. This paper is organized as follows. Section II presents the preliminaries and Section III presents the related work and the motivation behind this research. Section IV presents the proposed scheme and its analysis. Section V presents the conclusion.
II. PRELIMINARIES A. AUTONOMIC CONTROL LOOP
The autonomic control loop provides the foundation of the theory of autonomic computing [13] . It provides the definition of the essential functions that are needed in an autonomic system. Thus, implementing the theory of autonomic computing in the service arbitration scheme means to follow the style and architectural elements suggested by the autonomic control loop: the elements to monitor, analyze, plan and execute (MAPE). These four elements have been discussed next on the basis of their functionality in the context of the service arbitration process:
1) THE MONITOR MODULE
As the name suggests, this module is responsible for generating the input to any autonomic system, and essentially observes parameters of the environment. This allows the autonomic system to be aware about its state, and to observe any possible changes. Service arbitration can greatly benefit from a wealth of parameters that can be monitored in terms of device states as well as environment states [14] . Monitoring properties such as energy remaining, memory resources, as well as sensor availability in the resources in a network can allow innovative decision making. The more variables that are monitored, the greater is the impact on decision making.
2) THE ANALYZE MODULE
The monitoring phase results in the collection of a large amount of control and sensor data. The analyze module works on this collected data to derive benefit for the autonomic system. Essentially, for the proposed service arbitration method, the analysis is performed through the application of the TOPSIS scheme which will be discussed later. The main responsibility is to provide a mechanism to select the most appropriate alternative for a set of devices. A proper analysis suitable under the applied context will allow the system to manage its resources in the most efficient way.
3) THE PLAN MODULE
The responsibility of the plan module is to highlight the goal of the system or scheme. For example, in our context, the goal is to maximize the network efficiency by implementation of a dynamic duty cycle scheme. The plan module sets down guidelines and targets for the scheme to achieve. Over time, the goals may keep on changing, and the autonomic system has to acknowledge the changes. In our scheme, this is achieved by varying the parameter weights in the TOPSIS algorithm. The plan module works with higher level, user defined policies, rules and regulations which are basically system level constraints.
4) THE EXECUTE MODULE
The execute module controls the execution of the formulated plan. It is also responsible for offering feedback to the monitor module. In our scenario, execution of the plan takes effect in the form of self-configuration of the duty cycle.
B. AUTONOMIC SYSTEM MODEL FOR IoT
This work is motivated by the self-configuration scheme previously proposed in [2] . The scheme attempts to achieve management of resource constrained devices using service arbitration. The design is modular in nature as the functionality is divided between a hierarchy of layers based on their respective roles, functionalities and capabilities. Similar to the use case previously discussed in [15] , we assume that a gateway device takes the role of the autonomic manager (AM) and the IoT devices fulfill the role of the managed devices (MD). This has been exhibited in Fig. 1 . AMs are the basic building blocks of autonomic systems, and the gateway is responsible for the analysis through TOPSIS. In a high level overview, they can be considered as services within service oriented architectures, and can simultaneously be providing and consuming services [16] . 
C. SERVICE ARBITRATION
Before going into the description of the scheme, it is important to understand the concept related to service arbitration that is being applied here. This definition may vary with other definitions for service based computing such as those provided for web services and related architectures. We define service arbitration as ''the selection of system resources such that the system as a whole meets a specific set of requirements to provide and consume specific services''. Subsequently, service arbitration can be either static or dynamic:
1. In static service arbitration, the user selects a value for a set of parameters such as the recommended dimming level for an IoT street light, duty cycle for a temperature sensor or transmit power for an IoT device as shown in Algorithm 1. These values are obtained from the user via appropriate interfaces from the application such as a middleware or a
Algorithm 1 Example for Static Service Selection at Auto
web interface. Here, the service levels required are set manually according to plan. 2. In dynamic service arbitration, the higher level policy, as well as the current service levels, are checked first, and then the AM selects the service parameters appropriately. In our proposed design, the ''Monitor'' module will allow gathering of current service levels as well as the sensor data for feedback. The ''Plan'' module will check the requirements in the higher level policy, such as the number of temperature readings needed from the network in one minute, or the percentage of electricity to be saved. The ''Analyze'' module will compute the alternatives using the TOPSIS model. Finally, the ''Execute'' module will deliver service information accordingly and configure the duty cycle of the IoT devices. Algorithm 2 summarizes the dynamic service arbitration example.
Algorithm 2 Example for Dynamic Service Selection Set by a Function in Autonomic Manager
Service arbitration has been used in a variety of wireless devices to impart network dynamism as well as improved management. It is considered to be the future of intelligent computing in IoT. Many different proposals of service arbitration mechanisms based on context and state parameters have emerged and new ones are still being published. Recently, [17] presented CASSARAM to address the research challenges of selecting sensors when large numbers of sensors with overlapping and redundant functionality are available. CASSARAM proposes the search and selection of sensors based on user priorities. CASSARAM considers a broad range of characteristics of sensors for search such as reliability, accuracy, and battery life, just to name a few. Sensors are ranked and indexed using a preset user based priority. CASSARAM is evaluated with the metrics of processing time and accuracy in percentage. However, the parameters to compare performance over a set of multiple nodes are not considered in this study. Furthermore, user interference is needed to specify priorities at higher layers.
The same authors [18] present CA4IOT as a middleware IoT platform. CA4IOT automates the task of selecting the sensors according to the problems/tasks at hand. This is done to enable the paradigm of SaaS. The focus is on automated configuration using filtering and reasoning mechanisms. The decisions are made using higher level user problems. This method is similar to that being applied in CASSARAM [17] . However, the information regarding the best service is filtered out only at the higher level, and all of the nodes will continue to function at the highest service levels. The actual configuration of nodes does not take place which means that all nodes continue normal functioning. Therefore, the system is more concerned about data management than actual device management.
Some works focus entirely on the scheduling and duty cycle service management. Research in [19] consider an adaptive energy efficient sensor scheduling mechanism to choose sets of active sensors to work alternatively to meet different type of queries. They consider simulation for up to 1000 sensors and work in multi-hop scenario. The queries are formed from a set of requirements. However, the difference between this study and ours is that their scheme is valid only for multi-hop scenarios whereas we are considering a single hop setup.
Authors of [20] study the node sleep scheduling problem in the context of clustered sensor networks. They propose Linear Distance-based Scheduling (LDS) technique for sleeping in each cluster and evaluate using analytical procedures. The LDS scheme selects a sensor node to sleep with higher probability when it is situated far away from the cluster head.
Authors of [21] in a filed patent state that the network can be efficiently configured if the configuration device reaches out to non-reporting nodes. The configuration device is required to do so when it does not expect to use its transmission resources to configure a reporting node. This can be accomplished by maintaining a list of nodes yet to be configured, using the node configuration and reporting times to determine periods in which the configuration device's transmission resources will be idle, contacting non-reporting nodes during those periods.
Authors of [22] propose a novel Fault Tolerant Service Selection Framework (FTSSF). They model various factors such as the jobs that can be completed by various service providers, and evaluate it using simulation methodology. They limit selection criteria to only 10, and consider up to 1000 nodes.
Authors of [23] propose a Quality of Service (QoS) aware service selection approach. The approach first employs cloud model to compute the QoS uncertainty for pruning redundant services while extracting reliable services. Then, mixed integer programming is used to select optimal services. They compare the computation time to evaluate the performance. However, only the computation time is used to evaluate the performance of the service arbitration. There are no available measurements for other metrics such as change in duty cycle, or other QoS metrics.
The authors of [24] propose a USPIOT (Ubiquitous Services Platform for IOT) for screening a variety of heterogeneous devices so that a variety of ubiquitous services can be achieved. They describe services using XML and use ANN (Artificial Neural Network) selection algorithm to find the best service. Evaluation metrics consider reliability and the number of learning. However, it is hard to compare the performance as the number of learning is specific for Neural Network based methods. It is not possible to evaluate our nonneural network based decision process in similar performance metrics.
Authors of [25] study the resource virtualization and service encapsulation of a logistics center. They consider service selection/arbitration as an optimization problem and establish a Particle Swarm Optimization (PSO)-based web service selection model with QoS constraints. The feasibility and effectiveness of the model are verified by several experiments for fitness function and cost metrics. However, their concept of service selection deals with web services whereas our scope is limited to end resources contributing to overall service delivery. Some sort of abstraction can be enabled, but the service arbitration is residing in different networking layers.
B. TOPSIS APPROACH TO DECISION MAKING
Multi attribute decision making methods (MADM) are extensively used to solve optimization problems. Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) is a MADM method and appears to be encouraging to be applied to the problem of service arbitration. TOPSIS was first developed by Yoon and Hwang [26] and Tzeng [27] . Typically, MADM techniques are based on a deterministic approach, used in decision making where results can be affected by several factors [28] . With the help of MADM, ranking of alternatives with respect to given criteria can be determined, and thus eventually can influence a decision. Different alternatives are defined by different attributes, and decisions are influenced by the weights associated with each attribute. The attributes which play a higher role in the decision making process are to be assigned a higher weight.
In [29] , the attributes used in the MADM process include signal-to-noise ratio, residency time, power level, security, moving speed and effective capacity to decide on the selection of neighbors for streaming. The key criteria is the path that the data will take, essentially the number of hops from source to the destination. Once a mobile node joins the network, its necessary details are collected by the gateway, similar to the registration scheme in [30] . It is important to realize that a single neighbor is not being selected. Instead, a set of the best neighbors is being selected. We apply a similar approach to select a set of best devices instead of selecting just a single device. We take the devices and divide them into many sets. Each set will have a different average/aggregate value for its properties. Then the best alternative set can be determined.
Open Issues: Devices in IoT are highly dynamic and the same device may require providing different services in different network environment. For example, a dynamic node that is equipped with temperature and humidity sensors may only require providing temperature sensing functionality in one instance but both the sensing capabilities in another instance. The node may also be required to calculate average temperature in a day in one network environment but only transfer the temperature data in another network environment. These types of service flexibilities on a mobile node are highly anticipated in IoT. The open issues with these dynamic nodes to provide different services in different network environment can be summarized as follows:
• It is difficult to anticipate the type of service that is required to be loaded at any given point of time.
• Existing mobile nodes are not dynamic and automatic to be able to manipulate services without user intervention.
IV. SERVICE ARBITRATION USING TOPSIS
In our context, service 2 arbitration refers to the decision of choosing the most appropriate set of devices based on the parameters associated with the service and the available resources. As mentioned earlier, this decision takes place at the AM represented by the gateway. For our use case, the goal is to select the duty cycle for the devices connected to the gateway. Figure 2 shows the relationship between services and configuration parameters. One service may be defined by one or a multitude of configuration parameters. Following the autonomic framework, the monitor module is responsible to collect attributes and state information. For the service selection problem, the following is a representative set of attributes that are considered in the decision making process using TOPSIS:
• Energy Used. This is the measurement for the average amount of energy already used by the set of devices (expressed in percentage).
• Sensing Frequency. This specifies how often the set of devices update the sensor readings. It is measured as total number of times per hour. 2 Services may refer to a broad array of functionalities arising in the end device such as frequency of sensing, frequency of update, duty cycle, sensor data type and security functionality. In middleware based perspectives, services refer to web application level functionalities that are provided by the Internet cloud. Services presented by devices will vary according to the host network and the available resources.
• Number of Neighbors. This parameter specifies measurements for the rounded average number of neighboring nodes within one hop of the constituent.
• Memory Resources. This parameter highlights whether the set of devices have enough memory resources for loading new configuration parameters (such as by using over the air programming). This is a Boolean variable and can take only true or false values. For demonstration, we assume that the constraint policy in the plan module is that only 20 nodes with the highest energy levels and near to many nodes should be active at a given time. Service selection would refer to the dynamic decision of selecting the best set of devices according to these variables which is processed in the analysis module. Once the decision for the best alternative is made, the constituent devices will be configured to be active all of the time, whereas the other devices will be put to sleep. The service selection algorithm can allow dynamic decision making using feedback from the available resources in even real-time. Table 1 shows sample values that could be collected by the monitor module for six randomly generated alternatives containing 20 devices each. This data will be used to demonstrate the method and results later. 
A. DESIGN ASSUMPTIONS
1. There is not a specific general operating system present in the nodes. The framework and the service arbitration method can also be used by specific implementations which are looking to include autonomic self-configuration and benefit from the same.
2. The framework proposed in [2] basically provides for 1) device registration, 2) configuration of parameters upon device registration, 3) updating of configuration, as well as 4) configuration delivery. The service arbitration which was kept as future work is being discussed in this paper.
3. The alternatives will have different parameters which are represented by the set of P n , where n differentiates the parameter. The plan module will assign each parameter a weight denoted by w n . Thus, an alternative can have n number of configuration parameters associated with it. In our example, P 1 = EU, P 2 = SF, P 3 = NN, and P 4 = MR. 
B. THE APPROACH FOR ANALYSIS
For simplicity in explaining, we are assuming six sets of alternatives, A 1 -A 6 containing 20 randomly selected devices each from a total of 50 devices. At the end of the decision, one of the alternatives will be selected and the remaining devices which are not in that alternative will be sent to sleep.
Step 1: The first step is to construct the decision matrix with all alternatives and their monitored values:
Where, x kn is the value in the alternative k for the parameter n.
Step 2: The next step is to normalize the decision matrix using the following formula:
This step adds the squared values for a specific parameter P n and finds the square root of the total. It then normalizes the decision variables by dividing them with this sum. Step 3: The next step is to decide on the relative importance of each of the attributes involved in the decision about service arbitration. For this purpose, each of the attribute is assigned a weight and the weighted decision matrix is constructed: 
Where, w n is the weight of criterion for the service level.
We will select the two most important parameters i.e. energy used (EU) and number of neighbors (NN) according to the policy specified in the plan module. Each is assigned a weight of 0.4. Others are assigned a weight of 0.1, and thus, will also contribute to the decision making process. Thus, w 1 = 0.4, w 2 = 0.1, w 3 = 0.4 and w 4 = 0.1.
Step 4: The next step is to find the best and the worst value for each of the attribute. highest energy. Figure 4 displays results after re-performing the TOPSIS algorithm using equal weights of 0.25 for each parameters. In this case, alternative 6 still presents the worse choice. However, the candidate for the best choice is changed to alternative 4. The results indicate that even in case of different weights, the same alternative can be the worst choice, which needs to be avoided at all costs. Recalling the assumption earlier, the weights are determined solely by the system designer. This level of user intervention occurs only when the system designer wants to change the behavior of the system, and is therefore minimal. The user plays no part in the actual decision making analysis, and no human feedback is required. The application of TOPSIS model effectively finds the optimal balance between service demands, user demands, as well as available resources. The detailed calculations can be found in the supplementary file included with this manuscript.
The results are benchmarked with a decision making method using the popular weighted distribution method. The same weights with the same values of variables are used. Table 2 highlights the results. For weight set 1, it can be seen that the ideal candidate is Alternative 3 with a score of 44.5, whereas the least ideal candidate is Alternative 5. Similarly for weight set 2, the ideal candidate is also Alternative 3, and the least ideal candidate is Alternative 5. Thus, the proposed scheme performs better in service arbitration related performs as it is more sensitive to change in weights. Using a powerful computational platform or hardware, the number of randomly generated alternatives can be extended to cover all permutations and combinations, and this algorithm can be run to obtain the best alternatives for service execution in IoT.
This will help achieve management of a large number of devices where offering different services becomes a difficult task due to the problems highlighted earlier. Using such a dynamic selection scheme in real-time decreases the decision making time as the decision making process is moved from the user to the machine. As a result, more data sets with increasing number of permutations and combinations can be processed and analyzed. In our presented use case, it was assumed that it is extremely inefficient to allow all constituent end devices to be active all the time, and consuming energy. Some of these devices may have significant energy resources, whereas some of them may be at the verge of switching off.
The proposed dynamic scheme was able to cater for such a situation, while keeping the higher level policies in mind as well. The state variables for all the elements were collected and organized into sets of alternatives. The choice of the number of alternatives is dependent on the system designer as well as the requirements of the context scenario. Similarly, MADM schemes, other than TOPSIS, can be used to come up with different analysis for dynamic service selection in the IoT. By supplementing the analysis with the framework of autonomic computing theory, IoT devices can actively take contribute to make the decision making process more efficient. The constant monitoring and feedback from the systems allows catering for the requirements from all the devices.
It should be noted that it is not possible to objectively measure the accuracy of the rankings obtained by an MADM method. It is quite possible that different MADM algorithms will provide different rankings for alternatives with the same attribute values and decision criteria (weights). The TOPSIS method employed in this thesis, however, is capable of processing a large number of alternatives, and is of providing the best alternative in many scenarios. Upon its application, decision making for persistent actions is automated, and user intervention is kept at a minimum for the selection of the decision criteria.
V. CONCLUSION
This paper proposed a dynamic service arbitration scheme for dynamic selection of services in an IoT setup. The approach for the service arbitration scheme is based on TOPSIS algorithm. This method supplements existing autonomic framework with the aim to minimize user intervention as well as imparting self-configuration. The analysis through TOPSIS can be extended to any permutations and combinations of alternatives and system policies. 
