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THE GROUPS OF TWO BY TWO MATRICES IN
DOUBLE AND DUAL NUMBERS, AND
ASSOCIATED MO¨BIUS TRANSFORMATIONS
KHAWLAH A. MUSTAFA
Abstract. Mo¨bius transformations have been studied over the
field of complex numbers. In this paper, we investigate Mo¨bius
transformations over two rings which are not fields: the ring of dou-
ble numbers and the ring of dual numbers. We give types of con-
tinuous one-parameter subgroups of GL2(
2R), SL2(
2R), GL2(D),
and SL2(D).
1. Introduction
Mo¨bius transformations, invented in 19th century [37], have been ex-
tensively studied over the field of complex and real numbers, see [44,
Ch. 9] for a comprehensive presentation. The purpose of this pa-
per is to expand these ideas to double and dual numbers. Some new
and unexpected phenomena will appear in those cases. Relying on the
four types of continuous one-parameter subgroups of SL2(R), we build,
up to similarity and rescaling, all different types of continuous one-
parameter subgroups of GL2(
2R), SL2(
2R), GL2(D) and SL2(D) where
2
R = R⊕ R. The rest of the introduction gives a detailed overview of
this work. In the first subsection, we start from a review of Mo¨bius
transformations over the real and complex field. The second subsec-
tion explains the link between Clifford algebras and generalisation of
Mo¨bius transformations. The third subsection introduces the projec-
tive lines and Mo¨bius transformations over two rings, the ring of double
and dual numbers. The last subsection presents our main results and
the outline of the paper.
1.1. Real and Complex Projective Lines and Mo¨bius Transfor-
mations. Our results for dual and double numbers will be compared
with the known constructions in R and C. For a reader’s convenience,
we briefly recall main points in a suitable form, further particularities
can be found in [44]. Let K be a field of real or complex numbers.
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Let ∼ be an equivalence relation on K2\{(0, 0)} defined as follows:
(z1, z2) ∼ (z3, z4) if and only if there exists a non-zero number u ∈ K
such that z1 = uz3 and z2 = uz4. The set of all equivalence classes
K2/ ∼ is called the projective line over K. It is denoted by K2/ ∼
or by P(K), for short. The point of the projective line corresponding
to a vector
(
x
y
)
is denoted by [x : y]. There is a natural embedding
x 7→ [x : 1] of the field K into the projective line. The only point,
[1 : 0], not covered by this embedding is associated with infinity (ideal
element) [6; 31, Ch. 8; 33; 45].
A linear transformation of K2 can be represented by a 2 × 2-matrix(
a b
c d
)
multiplying two-dimensional vectors. The transformation is
not degenerate (i.e., it is invertible) when ad − bc 6= 0. The collection
of all 2 × 2-matrices, A =
(
a b
c d
)
, such that ad − bc 6= 0, is a group
denoted by GL2(K). The collection of all 2 × 2-matrices A =
(
a b
c d
)
such that ad − bc = 1 is denoted by SL2(K). It is a subgroup of
GL2(K). A linear map K
2 → K2 is a class invariant for ∼ . Thus, the
linear transformation of K2 produces the map P(K)→ P(K) as follows:(
a b
c d
)
[x : y] = [ax+ by : cx+ dy], ad− bc 6= 0,
where a, b, c, d ∈ K. For any u 6= 0,
(
a b
c d
)
and
(
ua ub
uc ud
)
define the
same map of P(K). In other words, for all A =
(
a b
c d
)
∈ GL2(K) such
that ad− bc > 0 for K = R and ad− bc 6= 0 for K = C, there is
A′ =
1√
det(A)
(
a b
c d
)
∈ SL2(K)
such that both A and A′ define the same map. This map is called
a K-Mo¨bius map. It is clear that P(K) is the orbit of [1 : 0] with
respect to SL2(K). This implies that SL2(K) acts transitively on P(K).
If cx+ dy 6= 0 then the map(
a b
c d
)
: [x : 1] 7→ [ax+ b : cx+ d] ∼
[
ax+ b
cx+ d
: 1
]
can be abbreviated as g(x) = ax+b
cx+d
[31, Ch. 2; 32; 33]. In the following,
this formula will be used as a notation for more accurate discussion in
terms of the projective line.
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Given a Mo¨bius map g, tr2(g) is defined to be tr2(g) = (a+ d)2, where
the representative matrix of g is A =
(
a b
c d
)
in SL2(K).
Suppose that g is not the identity map. Then, eigenvalues of A are
solutions
λ1,2 =
d+ a∓√(d+ a)2 − 4
2
of the quadratic characteristic equation with (a + d)2 = tr2A being
the principal part of the discriminant. An eigenvector
(
x
y
)
of A corre-
sponds to a fixed point [x : y] of g. Then, we can classify Mo¨bius maps
through the eigenvalues of A.
(1) A has two different complex-conjugated eigenvalues if and only
if 0 ≤ tr2(g) < 4. That means, g fixes two distinct complex-
conjugated points in P(C) and fixes no point in P(R). Such
map is called elliptic.
(2) A has a double eigenvalue if and only if tr2(g) = 4. That means,
g fixes a double point. Such a map is called parabolic.
(3) A has two distinct real eigenvalues if and only if tr2(g) > 4.
That means, g fixes two distinct points. Such a map is called
hyperbolic.
(4) For K = C, there is an extra class as follows. A has two distinct
non-real eigenvalues if and only if tr2(g) /∈ [0,∞). In other
words, A has two distinct complex eigenvalues if Im(
√
tr2(g)) 6=
0. That means, g fixes two distinct complex points. Such a map
is called strictly loxodromic.
The last type of transformation is not possible for K = R. The class,
which contains the classes of hyperbolic and strictly loxodromic maps,
is called the class of loxodromic maps.
Obviously, SL2(C) is the disjoint union of {I} and the above four
classes (parabolic, elliptic, hyperbolic and strictly loxodromic) of maps.
SL2(R), which is a subgroup of SL2(C), splits into the disjoint union
of {I} and the three classes of parabolic, elliptic and hyperbolic maps.
It is important that continuous one-parameter subgroups of SL2(K)
consist only of maps of the same type [5, Ch. 4; 22; 31, Ch. 3].
1.2. Generalisation of Mo¨bius Transformations and Clifford
Algebras. The importance of Mo¨bius transformations prompts their
generalisation from R2 to Rn or even some pseudo-Euclidean spaces.
Clifford algebras Cℓ(n) allow us to generalise Mo¨bius transformations
from R2 to Rn [35, Ch. 9]. Afterwards, Clifford algebras Cℓ(p, q) allow
us to consider Mo¨bius maps on a pseudo-Euclidean space Rp,q.
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Clifford algebra Cℓ(V,Q) is an algebra generated by a real vector space V
with a quadratic form Q. If
Q(x) = x21 + · · ·+ x2p − x2p+1 − · · · − x2p+q,
then notation Cℓ(V,Q) is replaced with Cℓ(p, q) where n = p + q is
the dimension of the vector space. Usually generators of Cℓ(p, q) are
denoted by ej (1 ≤ j ≤ n), and they satisfy relations
eiej = −ejei when i 6= j,
e2i = −1 when 1 ≤ i ≤ p and e2i = 1 when p+ 1 ≤ i ≤ p + q.
For further study, see [1; 2; 4; 7; 10; 14; 15; 19; 35, Ch. 9; 36; 41, Ch.
15; 46, Ch. 10].
Note that complex numbers can be recovered as an even sub-algebra
of Cℓ(2, 0), that is, the sub-algebra spanned by {1, e1e2}. Thus, the
theory of complex Mo¨bius maps can be obtained as a special case of
general Clifford algebra setup. The corresponding even sub-algebra of
Cℓ(1, 1) is isomorphic to double numbers (see below). Thus, the main
topic of this paper can be viewed as investigation of special cases of
lower dimensional Clifford algebras. Our consideration of dual numbers
brings a new case of degenerate quadratic forms, which are usually
omitted in the Clifford algebra framework. Indeed, the presence of a
nilpotent element (ǫ2 = 0) makes many standard tools unsuitable. This
paper presents some initial steps in this case.
1.3. Double and Dual Projective Lines and Mo¨bius Transfor-
mations. Double (resp. dual) numbers form a two-dimensional com-
mutative algebra over R spanned by 1 and j (resp. ǫ) such that j2 = 1
(resp. ǫ2 = 0). [31, App. A1; 43]. The set of all double (resp.
dual) numbers is denoted by 2R (resp. D). It is known that any two-
dimensional commutative algebra over R is isomorphic to either C, D,
or 2R [9; 31, App. A1]. D and 2R are interesting complements to the
field C because they contain nilpotent and idempotent elements and
are the simplest models for more complicated rings. The hypercomplex
number systems are strongly connected to the theory of Clifford alge-
bras and Lie groups [11–13, 16–18, 20, 21, 39–41, 45]. Algebraic prop-
erties of higher dimensional geometric spaces can be investigated in
terms of hypercomplex matrix representations of Clifford algebras [45].
Our main aim is to investigate Mo¨bius transformation over these two
commutative algebras.
Let A be a ring of complex, double or dual numbers. Let ∼ be an
equivalence relation on A2\{(0, 0)} defined as follows: (z1, z2)∼(z3, z4)
if and only if there exists a unit (an invertible element) u ∈ A such that
z1 = uz3 and z2 = uz4. The set of all equivalence classes is denoted by
A2/ ∼ . The point ofA2/∼ corresponding to a vector
(
x
y
)
is denoted by
THE GROUPS OF TWO BY TWO MATRICES IN DOUBLE AND DUAL NUMBERS5
[x : y]. Therefore, A/∼ contains the following two types of equivalence
classes:
(1) [x : y] such that xA+ yA = A.
(2) [x : y] such that xA+ yA 6= A.
Equivalence classes of the first type are points of the projective line
over A which is denoted by P(A). There is a natural embedding r :
x 7→ [x : 1] of A into the projective line. For 2R and D, P(A)\r(A) has
more than one ideal element [47, Suppl. C].
A linear transformation of A2 can be represented by a 2 × 2-matrix(
a b
c d
)
applied to two-dimensional vectors. The transformation is not
degenerate if ad− bc is a unit in A. The collection of all 2×2-matrices,
A =
(
a b
c d
)
, such that ad−bc is a unit, is a group denoted by GL2(A).
The collection of all 2×2-matrices, A =
(
a b
c d
)
, such that ad−bc = 1
is a group denoted by SL2(A). It is a subgroup of GL2(A). A linear
map A2 → A2 is a class invariant for ∼. Therefore, it produces the map
A
2/∼ → A2/∼ as follows:(
a b
c d
)
[x : y] = [ax+ by : cx+ dy],
(
a b
c d
)
∈ GL2(A).(1.1)
For any unit u ∈ A,
(
a b
c d
)
and
(
ua ub
uc ud
)
define the same map
(1.1). This map is called a A-Mo¨bius map. Recall that, K/∼ is the
only GL2(K)-orbit. In contrast, A/∼ has more than one GL2(A)-orbit.
GL2(K) and SL2(K) have the same number of types of non-equivalence
connected continuous one-parameter subgroups. While the number
of types of non-equivalence connected continuous one-parameter sub-
groups of GL2(A) and SL2(A) is different for A = D. This shows that
the theory of Mo¨bius maps for double and dual numbers is different
from C and deserves a special consideration.
A wider context for our work is provided by the Erlangen programme
of F. Klein, cf. [30, 31]. Similarly to the case of SL2(R) [27, 29, 31],
we want to characterise all non-equivalent homogeneous spaces G/H ,
where G is one of the groups GL2(
2R), GL2(D), SL2(
2R), SL2(D), and
H is a closed continuous subgroup of G. The natural action of G on the
homogeneous space G/H is geometrically represented by Mo¨bius trans-
formations. The respective conformal geometry is intimately connected
with various physical models [28; 31; 34; 47, Suppl. C]. Geometrical
language provides an enlightening environment for many related ques-
tions, e.g., continued fractions [24], analytic functions [23,24], spectral
theory [25, 26, 30], etc.
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1.4. Main Results and the Outline. This paper considers the fol-
lowing four questions. For A = 2R or D :
(1) How many GL2(A)-orbits does A
2/∼ have?
(2) Is there a useful classification of A-Mo¨bius map based on fixed
points?
(3) How many types of continuous one-parameter subgroups does
GL2(A) have?
(4) Do we lose any type of continuous one-parameter subgroups
when we move from GL2(A) to SL2(A)?
Our study prompts a conclusion that Mo¨bius transformations of 2R
and D have many similarities to Mo¨bius transformations of R [31]
rather than C. This is essentially due to the fact, 2R and D are
not algebraically closed. In particular square root, that is solutions
of x2 − u = 0, does not exist.
The outline of the paper is as follows.
In the next section, we provide preliminary material about the rings of
double and dual numbers.
In the third section, we discuss the general linear groups and their
action on the cosets A2/∼. In particular, we will see in Propositions 3.5
and 3.7 that the projective lines do not coincide with A2/∼ (in contrast
to the cases of the fields).
In the fourth section, we define Mo¨bius transformations over P(A)
where A is the ring of double or dual numbers. Lemma 4.8 states
that SL2(A) acts transitively on P(A). Proposition 4.9 (resp. Proposi-
tion 4.12) shows that the action of GL2(
2
R) (resp. GL2(D)) over
2
R
2/∼
(resp. D2/ ∼) has more than one orbit.
The last section contains our main results. In this section, relying on
the four types of continuous one-parameter subgroups of SL2(R), we
build, up to similarity and rescaling, the different types of continuous
one-parameter subgroups of GL2(
2R), SL2(
2R), GL2(D) and SL2(D).
Proposition 5.8 gives the equation of the orbit of an arbitrary element
in P(2R) concerning one of the continuous one-parameter subgroups
of SL2(
2R). Proposition 5.14 gives the equation of the orbit of an ar-
bitrary element in P(D) concerning one of the connected continuous
one-parameter subgroups of GL2(D).
2. Preliminaries
We follow notation and terminology on algebraic structures like rings,
ideals, etc. of [3, 42], to which the reader is referred for all standard
notions.
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2.1. Double Numbers. The double numbers (2R,+, ·) is a two-dimensional
commutative and associative real algebra with unity spanned by 1 and
j, where j has the property j2 = 1.
If we define P± =
1
2
(1 ± j), then we can write the set of all double
numbers as 2R = {a+P++a−P− : a+, a− ∈ R}. Therefore, the following
properties hold:
(1) P 2± = P±, P+P− = 0.
(2) Let a = a+P+ + a−P− ∈ 2R. Then,
(a) is an invertible double number if and only if a+a− 6= 0, and
the inverse of a is a−1 = a−1+ P+ + a
−1
− P−.
(b) The conjugate a = a1 − ja2 of a = a1 + ja2 is a = a−P+ +
a+P−.
(c) The square roots of a, that is, solutions of the equation
a = x2, have up to four values:
±(√a+P+ +√a−P−) or ± (√a+P+ −√a−P−)
if a+, a− ≥ 0 and are not defined otherwise.
Remark 2.1.
(1) Since (2R,+, ·) is a commutative ring with unity then 0 and 1
are idempotent elements. In fact, from the definition of P+ and
P−, we can see that both of them are idempotent elements too.
Moreover, 0, 1, P+, and P− are the only idempotents of
2R.
(2) Because (2R,+, ·) is a commutative ring with unity, 0 is a nilpo-
tent element. Moreover, the ring of double numbers does not
contain any non-zero nilpotent elements.
2.2. Dual Numbers. The dual numbers (D,+, ·) is a two-dimensional
commutative and associative real algebra with unity spanned by 1 and
ǫ, where ǫ has the property ǫ2 = 0.
Remark 2.2.
(1) Let a = a1 + ǫa2 ∈ D. Then,
(a) The inverse of a is
a−1 =
{
a−11 − ǫ(a−11 )2a2, if a1 6= 0;
undefined, otherwise.
(b) The square root of a is, that is, solutions of the equation
a = x2,
√
a =

±(√a1 + ǫ a2
2
√
a1
), if a1 > 0;
0, if a1 = a2 = 0;
undefined, otherwise.
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(2) Because (D,+, ·) is a commutative ring with unity, 0 and 1 are
idempotent elements. Moreover, the ring of dual numbers does
not contain any other idempotent element.
(3) 0 is a nilpotent element in D. Furthermore, for all a ∈ R, ǫa is
a nilpotent element.
3. General Linear Group and the Projective Line
Hereafter, R is a commutative associative ring with unity 1. The fol-
lowing notion is at the core of our study:
Definition 3.1.
GL2(R) =
{(
a b
c d
)
: a, b, c, d ∈ R and ad− bc is invertible in R
}
.
The multiplication on GL2(R) is defined as the usual multiplication of
matrices.
Clearly, because for any two matrices A and B in GL2(R), we have
det(AB) = det(A) det(B) as GL2(R) is closed under multiplication.
The identity matrix is the identity element of GL2(R). Obviously, for
any commutative associative ring R with unity, GL2(R) is a group
called a general linear group of R.
The following notion will be relevant to our study.
Definition 3.2. A pair (a, b) ∈ R2 is called admissible if there exist
c, d ∈ R such that
(
a b
c d
)
is an invertible matrix [8].
Remark 3.3. Let (a, b) ∈ R2 be an admissible pair and c, d ∈ R. If(
a b
c d
)
∈ GL2(R) then (c, d) is an admissible pair too.
Let ∼ be the equivalence relation over R, which is defined in section
one. An R-linear map R2 → R2 is a class invariant for ∼ [33]. The
point of R2/∼ corresponding to a vector
(
x
y
)
is denoted by [x : y]. By
R2/∼, we mean the set of all equivalence classes. Thus, the projective
line over a ring R is defined as follows:
Definition 3.4. P(R) = {[a : b] : a, b ∈ R2\{(0, 0)} and (a, b) is admissible}
is the projective line over the ring R [8].
The projective line over a ring is an extension of the concept of the
projective line over a field.
The following propositions give us two examples of projective lines,
[47, Suppl. C] gives the result without a proof which we give here.
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Proposition 3.5. Any element [a : b] of the projective line P(2R)
belongs to exactly one of the following six distinct classes:
[1 : 0], [a : 1], [1 : λP+], [1 : λP−], [P+ : P−] or [P− : P+],
where a ∈ 2R and λ ∈ R\{0}.
Proof. The set of all double numbers is a disjoint union of the following
three sets: U(2R) (the set of all invertible elements), {0}, and 2˜R (the
set of all zero divisors). We can also divide 2˜R into two disjoint sets
{aP+} and {aP−}, where a is a non-zero real number. Then, we have,
in 2R2/∼, the following different types of equivalence classes:
(1) If a ∈ 2R and b = 0, then (a, b) ∈ [1 : 0].
(2) If a ∈ 2R and b ∈ 2R, then (a, b) ∈ [a
b
: 1].
(3) If a = a+P+ + a−P− ∈ 2R and b = b±P± ∈ 2˜R, then (a, b) ∈ [1 :
λP±], where λ =
b±
a±
.
(4) If a = a1P±, b = b1P∓, then (a, b) ∈ [P± : P∓].
(5) If both a, b ∈ {λP±} ∪ {0}, then (a, b) ∈ [a1P± : b1P±].
Thus, any element in 2R2/∼ belongs to one of the following different
classes:
[1 : 0], [a : 1], [1 : λP±], [P± : P∓] or [a1P± : b1P±],
where a ∈ 2R, λ ∈ R\{0} and a1, b1 ∈ R. Here, we are going to show
that why [a1P± : b1P±], for all a1, b1 ∈ R, does not belong to the
projective line P(2R). From Definition 3.1, clearly,
I =
(
1 0
0 1
)
,
(
a 1
1 0
)
,
(
1 λP±
0 1
)
,
(
P± P∓
1 1
)
∈ GL2(2R)
while for all a, b ∈ 2R,
(
a1P± b1P±
a b
)
/∈ GL2(2R). Thus, the pairs
(1, 0), (a, 1), (1, λP±), and (P±, P∓) are admissible pairs while the pairs
(a1P± : b1P±) are not. 
Thus 2R parametrises almost whole projective line over 2R as [a : 1], for
all a ∈ 2R, except for the classes [1 : 0], [P+ : P−], [P− : P+], [1 : λP−]
and [1 : λP+] for all non-zero λ ∈ R.
Notation 3.6. A suggestive notation for [a : 1] (resp. [1 : 0], [1 : a1P−],
[1 : a1P+], [P+ : P−], [P− : P+]) is a (resp. ∞, 1a1ω1, 1a1ω2, σ1, σ2), where
a ∈ 2R and a1 is a non-zero real number [31, Ch. 8; 47, Suppl. C]. In
other words,
P(2R) = 2R ∪ {∞, σ1, σ2} ∪ {a1ω1, a1ω2 : a1 ∈ R\{0}},
for any non-zero real number a [31, Ch. 8; 47, Suppl. C].
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Proposition 3.7. Any element [a : b] of the projective line, P(D),
belongs to exactly one of the following three classes:
[1 : 0], [a : 1] or [1 : a1ǫ],
where a ∈ D and a1 ∈ R\{0}.
Proof. Let U(D) be the set of all invertible elements in D, and let
D˜ ∪ {0} denote the remaining elements in D.
Then, we have, in D2/∼, four different types of equivalence classes:
(1) If a ∈ D and b ∈ D, then (a, b) ∈ [a
b
: 1].
(2) If a ∈ D and b = 0, then (a, b) ∈ [1 : 0].
(3) If a = a1+ǫa2 ∈ D and b = ǫb1 ∈ D˜, then (a, b) ∈ [1 : ǫλ], where
λ = b1
a1
.
(4) If both a and b in D˜ ∪ {0}, then (a, b) ∈ [ǫλ1 : ǫλ2], where
λ1, λ2 ∈ R.
Therefore, any element in D2/∼ belongs to one of the following four
distinct classes:
[a : 1], [1 : 0], [1 : ǫa1] or [ǫλ1 : ǫλ2],
where a ∈ D, a1 is a non-zero real number and λ1, λ2 ∈ R. Here, we are
going to show why the class [λ1ǫ : λ2ǫ] does not belong to the projective
line. From Definition 3.1, obviously,
I =
(
1 0
0 1
)
,
(
a 1
1 0
)
,
(
1 ǫa1
0 1
)
∈ GL2(D),
while for all a, b ∈ D,
(
ǫλ1 ǫλ2
a b
)
/∈ GL2(D). Therefore, the pairs,
(1, 0), (a, 1), and (1, ǫa1) are admissible while the pairs (ǫλ1, ǫλ2) are
not. 
Thus D parametrises almost whole projective line of D as [a : 1], for all
a ∈ D, except classes [1 : 0] and [1 : ǫλ] for all non-zero λ ∈ R.
Notation 3.8. A suggestive notation for [a : 1] (resp. [1 : 0], [1 : ǫa1])
is a (resp. ∞, 1
a1
ω), respectively, where a ∈ D and a1 is a non-zero real
number [31, Ch. 8; 47, Suppl. C]. In other words,
P(D) = D ∪ {∞} ∪ {a1ω : a1 ∈ R\{0}}
[31, Ch. 8; 47, Suppl. C].
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4. Mo¨bius Transformations
In this section, we study P(R) as a GL2(R)-homogeneous space.
Definition 4.1. Let f : S → S be a transformation. We say that
X ⊆ S is an f-invariant if f(X) ⊆ X [31, Ch. 2].
Definition 4.2. Let G be a group acting on a set S. A subset X of S
is called G-invariant if f(X) ⊆ X for all f ∈ G.
The following lemma shows that P(R) is a GL2(R)-invariant set.
Lemma 4.3. If
(
a b
c d
)
∈ GL2(R) and
(
x
y
)
∈ R2 is an admissible
pair, then
(
a b
c d
)(
x
y
)
=
(
ax+ by
cx+ dy
)
is an admissible pair too.
Proof. Let
(
x
y
)
∈ R2 be an admissible pair and M =
(
a b
c d
)
∈
GL2(R) such that M
(
x
y
)
=
(
w1
w2
)
. Because
(
x
y
)
is an admissible
pair, there exists
(
s1
s2
)
∈ R2 such that M ′ =
(
x s1
y s2
)
∈ GL2(R).
Thus, M ·M ′ =
(
w1 t1
w2 t2
)
∈ GL2(R), where t1 = as1 + bs2 and t2 =
cs1 + ds2. 
Corollary 4.4. If
(
a b
c d
)
∈ GL2(R) and
(
x
y
)
∈ R2 is not an admis-
sible pair, then
(
a b
c d
)(
x
y
)
=
(
ax+ by
cx+ dy
)
is not an admissible pair
too.
The proof follows from Lemma 4.3.
Proposition 4.5. Let M =
(
a b
c d
)
∈ GL2(R) and define a mapping
M : P(R)→ P(R) as
M [x : y] =
(
a b
c d
)
[x : y] = [ax+ by : cx+ dy].
Then, this mapping is class-preserving.
Proof. Recall, [x : y] = [v : w] means there exists an invertible element
u ∈ R such that x = uv, and y = uw.
M [x : y] =
(
a b
c d
)
[x : y] = [ax+ by : cx+ dy]
= [u(av + bw) : u(cv + dw)] =M [v : w].
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Definition 4.6. Let M =
(
a b
c d
)
∈ GL2(R). Let TM : P(R)→ P(R)
be a function defined by
TM([x : y]) = M [x : y] = [ax+ by : cx+ dy].
The map TM is called Mo¨bius transformation.
If cx+ dy is a unit in R then the map(
a b
c d
)
: [x : 1]→ [ax+ b : cx+ d]∼
[
ax+ b
cx+ d
: 1
]
can be abbreviated to g(x) = ax+b
cx+d
[31, Ch. 2; 32; 33]. In the following,
this formula will be used as a notation for more accurate discussion in
terms of the projective line.
Let A be one of R, 2R, or D. Let A,A′ ∈ GL2(A) be such that A = uA′,
where u is a unit. If Mo¨bius transformations TA and TA′ are considered,
then TA = TA′. The algebraic structure of A shows that for any matrix
A ∈ GL2(A) such that det(A) = u2 and u is an invertible element in
A, there is A′ = 1
u
A ∈ GL2(A) such that det(A′) = 1.
Thus, we define
SL2(A) = {A ∈ GL2(A) : det(A) = 1},
which is a subgroup of GL2(A).
Let A ∈ SL2(A) and let TA be the Mo¨bius transformation of P(A)
defined by A. Then, A is called a representative matrix of TA. The
set of all Mo¨bius maps of P(A) is denoted by Mo¨b(A). Clearly, Mo¨b(A)
is a group.
Proposition 4.7. Let A be one of R, 2R, or D. Let π : SL2(A) →
Mo¨b(A) be a map defined as π(A) = TA. Then, π is a group homo-
morphism.
By a direct check, π(AB) = TAB = TA ◦ TB.
If A = R then the kernel of π is {±I}. Therefore, Mo¨b(R) ∼= SL2(R)/{±I}
[6, 38].
If A = 2R then the kernel of π is {±I,±jI}. Therefore,
Mo¨b(2R) ∼= SL2(2R)/{±I,±jI}.
If A = D then the kernel of π is {±I}. Thus, Mo¨b(D) ∼= SL2(D)/{±I}.
The proof of the next lemma follows immediately from Lemma 4.3.
Lemma 4.8. GL2(R) acts transitively on P(R).
Theorem 4.9. The set 2R2/∼ is a disjoint union of the following three
orbits of GL2(
2R):
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(1) The orbit of [1 : 0] is the projective line over 2R.
(2) The orbit of [P+ : 0] is the set
PR+ = {[λ1P+ : λ2P+] : λ1, λ2 are real numbers not both 0}.
(3) The orbit of [P− : 0] is the set
PR− = {[λ1P− : λ2P−] : λ1, λ2 are real numbers not both 0}.
Proof. Recall,
GL2(
2
R) =
{(
a b
c d
)
: a, b, c, d ∈ 2R and ad− bc is a unit in 2R
}
.
(1) Immediate from Lemma 4.8.
(2) For all A =
(
a b
c d
)
∈ GL2(2R), we have
A[P+ : 0] = [aP+ : cP+].
Therefore, the orbit of [P+ : 0] is a subset of PR+. Conversely, let
[λP+ : µP+] be any element in PR+. Clearly,
A[P+ : 0] = [λP+ : µP+],
where
A =
(
λP+ P−
µP+ + P− P+
)
or
(
λP+ + P− P+
µP+ P−
)
.
Therefore, [λP+ : µP+] is in the orbit of [P+ : 0], i.e., PR+ is a subset
of the orbit of [P+ : 0]. So, the orbit of [P+ : 0] equals the set PR+.
(3) By using the same approach as in (2). 
From the previous proposition, we can split 2R2/∼ into three sets: The
orbit of [1 : 0], the orbit of [P+ : 0], and the orbit of [P− : 0]. The next
proposition explains an isomorphism between the orbit of [P± : 0] and
P(R).
Proposition 4.10. Let X be the GL2(
2R)-orbit of [P± : 0]. There is a
projection p± : SL2(
2R)→ SL2(R) defined by
p±(g) = g± for g = g+P+ + g−P− ∈ SL2(2R)
and a bijection f : P(R)→ X defined by
f [x : y] = [xP± : yP±] for x, y ∈ R.
I omit the proof as it is a straightforward result.
The following lemma, whose proof is by direct calculation, will be useful
later.
Lemma 4.11. Let A∓ ∈ M2(R). If A = A+P++A−P− ∈ M2(2R) then
det(A) = det(A+)P+ + det(A−)P−.
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Clearly, A = A+P+ + A−P− ∈ SL2(2R) if and only if A± ∈ SL2(R).
Theorem 4.12. The set D2/∼ is a disjoint union of the following two
GL2(D)-orbits:
(1) The orbit of [1 : 0], which is the projective line over D.
(2) The orbit of [ǫa : 0], which is the set
PR = {[ǫλ1 : ǫλ2] : λ1, λ2 are real numbers not both 0}.
Proof. Recall,
GL2(D) =
{(
a b
c d
)
: a, b, c, d ∈ D and ad− bc is a unit in D
}
.
(1) Immediate from Lemma 4.8.
(2) Let A =
(
a b
c d
)
∈ GL2(D). Then, A[ǫ : 0] = [ǫa : ǫc]. Therefore,
the orbit of [ǫ : 0] is a subset of PR. Conversely, let [ǫλ : ǫµ] be any
element in PR. Clearly,
A[ǫ : 0] = [ǫλ : ǫµ],
where A =
(
λ+ ǫ −µ
µ+ ǫ λ
)
, i.e., PR is a subset of the orbit of [ǫ : 0]. So,
the orbit of [ǫ : 0] equals the set PR. 
As a consequence of the above proposition, we see that D2/∼ splits
into two sets: the orbit of [1 : 0] and the orbit of [ǫ : 0]. The next
proposition explains an isomorphism between the orbit of [ǫ : 0] and
P(R).
Proposition 4.13. Let X be the GL2(D)-orbit of [ǫ : 0]. There is a
projection p : SL2(D)→ SL2(R) defined by
p(g) = g1 for g = g1 + ǫg2 ∈ SL2(D)
and a bijection f : P(R)→ X defined by, for all [x : y] ∈ P(R),
f [x : y] = [ǫx : ǫy] for x, y ∈ R.
I omit the proof as it is a straightforward result.
Definition 4.14. Let A =
(
a b
c d
)
∈ M2(R). We define Â as follows:
Â =
(
d −b
−c a
)
.
The following lemma, whose proof is by direct calculation, will be useful
later.
Lemma 4.15. Let A1, A2 ∈ M2(R). If A = A1 + ǫA2 ∈ M2(D) then
det(A) = det(A1) + ǫ tr(A1Â2).
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Clearly, A = A1 + ǫA2 ∈ SL2(D) if and only if A1 ∈ SL2(R) and
tr(A1Â2) = 0.
5. Continuous One-Parameter Subgroups
This section investigates, up to similarity and rescaling, the number
of different types of continuous one-parameter subgroups of GL2(
2R),
SL2(
2R), GL2(D) and SL2(D).
Definition 5.1. A continuous one-parameter group is a group
homomorphism φ : R → G, where G is a topological group, and we
have
(1) φ(t1 + t2) = φ(t1) · φ(t2), for t1, t2 ∈ R,
(2) φ(0) = e where e is the identity element in G.
Lemma 5.2. Let gt be a continuous one-parameter subgroup. Let t0 6=
0. If z is a fixed point of gt0 then gt fixes z for any t.
Proof. Let t0 6= 0. Let z be a fixed point of gt0 , that is, gt0(z) = z. Let us
assume that for some t1, gt1 does not fix z. Let gt1(z) = z
′. Because gt is
a continuous one-parameter subgroups, gt0(z
′) = gt0gt1(z) = gt1gt0(z) =
z′. Therefore, z′ is another fixed point of gt0 . By repeating this step,
we find that gt0 fixes an infinite number of points which implies t0 = 0,
and this is a contradiction to our assumption. 
It is shown that there are only four different equivalence classes, up
to similarity and rescaling, of continuous one-parameter subgroups of
SL2(R) [31, Ch. 3; 33]. Therefore, there are only the following four
types of continuous one-parameter subgroups of GL2(R) (up to simi-
larity and rescaling):
A′(t) = eλt
(
cosh t sinh t
sinh t cosh t
)
,(5.1)
N ′(t) = eλt
(
1 0
t 1
)
,(5.2)
K ′(t) = eλt
(
cos t − sin t
sin t cos t
)
,(5.3)
I ′(t) = eλt
(
1 0
0 1
)
.(5.4)
To give a unified form for these classes, that is work for all contin-
uous one-parameter subgroups of GL2(R), we let σ ∈ {−1, 0, 1} and
introduce the following notation [31, Ch. 9]:
cosσ t =

cos t, if σ = −1;
1, if σ = 0;
cosh t, if σ = 1.
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sinσ t =

sin t, if σ = −1;
t, if σ = 0;
sinh t, if σ = 1.
tanσ t =

tan t, if σ = −1;
t, if σ = 0;
tanh t, if σ = 1.
With this notation, formulas (5.1,5.2,5.3) can be written as:
H ′σ(t) = e
λt
(
cosσ t σ sinσ t
sinσ t cosσ t
)
=

K ′(t), if σ = −1;
N ′(t), if σ = 0;
A′(t), if σ = 1.
Clearly, there are, up to similarity and rescaling, the following three
types of non-trivial continuous one-parameter subgroups of SL2(R) [31,
Ch. 3],
Hσ(t) =
(
cosσ t σ sinσ t
sinσ t cosσ t
)
=

K(t), if σ = −1;
N(t), if σ = 0;
A(t), if σ = 1.
5.1. Continuous One-Parameter Subgroups of GL2(
2R) and SL2(
2R).
We are going to classify all different types of connected continuous one-
parameter subgroups in GL2(
2R) and SL2(
2R). Our main technique is
the (P+, P−) decomposition.
Proposition 5.3. Let B+(t) and B−(t) be two one-parameter subsets
of GL2(R) and
B(t) = B+(t)P+ +B−(t)P−
be the corresponding one-parameter subset of GL2(
2
R). B(t) is a con-
tinuous one-parameter subgroup of GL2(
2R) if and only if both B+(t)
and B−(t) are continuous one-parameter subgroups of GL2(R). Fur-
thermore, B(t) is non-trivial if and only if at least one of B+(t) or
B−(t) is non-trivial.
Necessity. LetB(t) = B+(t)P++B−(t)P− be a continuous one-parameter
subgroup of GL2(
2R). Hence, B(t1 + t2) = B(t1)B(t2) for any two real
numbers t1, t2. Therefore,
B+(t1)B+(t2)P+ +B−(t1)B−(t2)P− = B+(t1 + t2)P+ +B−(t1 + t2)P−,
B(t1)B(t2) = B+(t1 + t2)P+ +B−(t1 + t2)P−,
which means
B+(t1)B+(t2) = B+(t1 + t2) and B−(t1)B−(t2) = B−(t1 + t2).
So, both B+(t) and B−(t) are continuous one-parameter subgroups.
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Sufficiency. Let B+(t), B−(t) be two continuous one-parameter sub-
groups of GL2(R). This means that, for any two real numbers t1, t2,
B+(t1)B+(t2) = B+(t1 + t2) and B−(t1)B−(t2) = B−(t1 + t2).
This leads to
B+(t1)B+(t2)P+ +B−(t1)B−(t2)P− = B+(t1 + t2)P+ +B−(t1 + t2)P−,
B(t1)B(t2) = B+(t1 + t2)P+ +B−(t1 + t2)P−,
i.e., B(t1)B(t2) = B(t1+ t2). Thus, B(t) is a continuous one-parameter
subgroup of GL2(
2
R). Let B(t) = B+(t)P+ +B−(t)P− be a non-trivial
continuous one-parameter subgroup of GL2(
2R) and B+(t), B−(t) be
two trivial continuous one-parameter subgroups of GL2(R).That means
that
B(t) = Iˆ(t)P+ + Iˆ(t)P−.
Thus, B(t) is a trivial continuous one-parameter subgroup of GL2(
2R).
This is a contradiction of our assumption. Thus, at least one of B+(t)
or B−(t) is a non-trivial continuous one-parameter subgroup of GL2(R).
The opposite statement is obvious as well: if at least one of B+(t) or
B−(t) is not trivial then B(t) = B+(t)P+ +B−(t)P− is not trivial. 
By direct calculations, we prove our next proposition.
Proposition 5.4. Let
B(t) = B+(t)P+ +B−(t)P− and B˜(t) = B˜+(t)P+ + B˜−(t)P−
be two continuous one-parameter subgroups of GL2(
2R). B(t) is similar
to B˜(t) if and only if there exist K+, K− ∈ GL2(R) such that
K+B+(t)K
−1
+ = B˜+(t) and K−B−(t)K
−1
− = B˜−(t).
In such a case,
B(t) = (K+(t)P+ +K−(t)P−)B˜(t)(K
−1
+ (t)P+ +K
−1
− (t)P−).
Short calculation shows that a function f : GL2(
2R) → GL2(2R) de-
fined as
f(X+(t)P+ +X−(t
′)P−) = X−(t
′)P+ +X+(t)P−,
is a group homomorphism.
Theorem 5.5. Any continuous one-parameter subgroup of GL2(
2R)
has, up to similarity and rescaling, the following form
H+(t)P+ +H−(at)P−,
where H± is a subgroup similar to H
′
σ±
for σ± ∈ {−1, 0, 1, r} and Hr =
I ′.
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Proof. If B(t) is a trivial continuous one-parameter subgroup then
B(t) = I ′P+ + I
′P−.
Let B(t) be a non-trivial continuous one-parameter subgroup. Then
either B+(t) or B−(t) does not equal I
′.
(1) If B+(t) 6= I ′, then up to scaling it is similar to H ′σ+(t), where
σ ∈ {−1, 0, 1}. Then B−(t) is either I ′ or, up to rescaling with
a 6= 0 and similarity, H ′σ−(t), where σ ∈ {−1, 0, 1}.
(2) The case of B−(t) 6= I ′ is treated the same way.

Corollary 5.6. Any continuous one-parameter subgroup of SL2(
2R)
has, up to similarity and rescaling, the following form
H+(t)P+ +H−(at)P−,
where H± is a subgroup similar to Hσ± for σ± ∈ {−1, 0, 1, r} and Hr =
I.
Proof. If B(t) is a trivial continuous one-parameter subgroup then
B(t) = IP+ + IP−.
Let B(t) be a non-trivial continuous one-parameter subgroup. Then
either B+(t) or B−(t) does not equal to I.
(1) If B+(t) 6= I, then up to scaling it is similar to Hσ+(t), where
σ ∈ {−1, 0, 1}. Then B−(t) is either I or, up to rescaling with
a 6= 0 and similarity, Hσ−(t), where σ ∈ {−1, 0, 1}.
(2) The case of B−(t) 6= I is treated in the same way.

Clearly, we do not lose any interesting types of connected continuous
one-parameter subgroups when we move from GL2(
2R) to SL2(
2R).
From the previous, there are, up to similarity and rescaling, the fol-
lowing types of isomorphic non-trivial continuous one-parameter sub-
groups of SL2(
2R):
(1) B(t) = Hσ+(t)P+ +Hσ−(at)P−, where a is a positive real num-
ber;
(2) B(t) = Hσ(t)P+ + IP−, where a = 0;
and, Hσ+(t) (resp. Hσ−(at)) is similar to one of A(t), N(t) or K(t)
(resp. A(at), N(at) or K(at)).
Let f = [y+P+ + y−P− : 1] be an arbitrary non-fixed point in P(
2R).
Next proposition gives the orbit of f concerning the continuous one-
parameter subgroup Hσ+(t+)P+ +Hσ−(t−)P− where t− = at+.
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Proposition 5.7. Let B(t) = Hσ+(t)P+ +Hσ−(at)P− be a continuous
one-parameter subgroup of SL2(
2R), where a is a non-zero real number.
If a point [u + jv : 1] ∈ P(2R) belongs to the B(t)-orbit of a point
[y+P+ + y−P− : 1] ∈ P(2R), then
tan−1σ+
y+ − (u+ v)
y+(u+ v)− σ+ =
1
a
tan−1σ−
y− − (u− v)
y−(u− v)− σ− .
Proof. Let a be a non-zero real number.
B(t)[y+P+ + y−P− : 1] =[
y+ + σ+ tanσ+(t)
y+ tanσ+(t) + 1
P+ +
y− + σ− tanσ−(at)
y− tanσ−(at) + 1
P− : 1
]
.
Let us define
u′ =
y+ + σ+ tanσ+(t)
y+ tanσ+(t) + 1
, v′ =
y− + σ− tanσ−(at)
y− tanσ−(at) + 1
.
A simple calculation leads to
t = tan−1σ+
y+ − u′
u′y+ − σ+ , at = tan
−1
σ+
y− − v′
v′y− − σ− .
u′ = u+ v and v′ = u− v. Thus, we obtain
tan−1σ+
y+ − (u+ v)
y+(u+ v)− σ+ =
1
a
tan−1σ−
y− − (u− v)
y−(u− v)− σ− .
There are several cases which admit a simpler description.
Corollary 5.8. Let B(t) = N(t)P+ + N(at)P− be a continuous one-
parameter subgroup of SL2(
2R), where a is a non-zero real number. If
a point
[u+ jv : 1] ∈ P(2R)
belongs to the B(t)-orbit of a point
[y+P+ + y−P− : 1] ∈ P(2R),
then
u2 − v2 + (a− 1)y+y−
y+ − ay− u−
(a + 1)y+y−
y+ − ay− v = 0.
Proof. The proof follows immediately from Proposition 5.7. 
If one of the components is the identity matrix, then the orbit of
[y+P+ + y−P− : 1] ∈ P(2R)
is a line as we are going to see in the next proposition.
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Proposition 5.9. Let B(t) = Hσ(t)P+ + IP− be a continuous one-
parameter subgroup of GL2(
2R), where a is a non-zero real number. If
a point
[u+ jv : 1] ∈ P(2R)
belongs to the B(t)-orbit of a point [y+P+ + y−P− : 1] ∈ P(2R), then
2v = u2 − v2 − y−(u− v).
Proof. Clearly,
B(t)[y+P+ + y−P− : 1] =
[
y+ cosσ t + σ sinσ t
y+ sinσ t + cosσ t
P+ + y−P− : 1
]
.
Let us define
u′ =
y+ cosσ t+ σ sinσ t
y+ sinσ t+ cosσ t
,
which means that
tanσ t =
y+ − u′
y+u′ − σ and v
′ = y−.
Since u′ = u+ v, v′ = u− v, therefore
1
v′
− 1
u′
=
u′ − v′
u′v′
=
2v
u2 − v2 ,
and this gives
2v
u2 − v2 =
u+ v − y−
y−(y−(u+ v)
.
A simple calculation yields 2v = u2 − v2 − y−(u− v). 
5.2. Continuous One-Parameter Subgroups of GL2(D) and SL2(D).
This subsection shows that GL2(D) has, up to similarity and rescaling,
three types of continuous one-parameter subgroups associated with a
non-trivial Mo¨bius map.
Lemma 5.10. Let A(t) be a continuous non-trivial one-parameter sub-
group of GL2(R), and let σ ∈ {−1, 0, 1} be such that A(t) similar and
re-scalable to Hˆσ. Let B be any constant matrix in GL2(R). Then,
A(s)B = BA(s),
for some s such that sinσ(s) 6= 0, if and only if for some s0 and a
non-zero real number λ, we have B = λA(s0). Therefore, B belongs to
the centralizer of A(t).
Necessity. Let B = C−1
(
a b
c d
)
C ∈ GL2(R). Let
A(s) = C−1eλs
(
cosσ s σ sinσ s
sinσ s cosσ s
)
C
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be a continuous one-parameter subgroup of GL2(R). Assume that
BA(s) = A(s)B,
that is,(
a b
c d
)(
cosσ s σ sinσ s
sinσ s cosσ s
)
=
(
cosσ s σ sinσ s
sinσ s cosσ s
)(
a b
c d
)
.
Therefore,
a cosσ s+ b sinσ s = a cosσ s+ cσ sinσ s,(5.5)
aσ sinσ s+ b cosσ s = b cosσ s+ dσ sinσ s,(5.6)
c cosσ s+ d sinσ s = a sinσ s+ c cosσ s,(5.7)
cσ sinσ s + d cosσ s = b sinσ s + d cosσ s.(5.8)
From equations (5.5) or, equivalently, (5.8), cσ sinσ s = b sinσ s, or,
b = cσ. Likewise, from (5.6) or, equivalently, (5.7), d sinσ s = a sinσ s,
or, a = d. Therefore,
B =
(
a σc
c a
)
.
Thus, B = λA(s0), where tan
−1
σ (s0) =
c
a
. Because A(t) is a continuous
one-parameter subgroup of GL2(R), B is commuting with every ele-
ment of A(t). Thus, B belongs to the centralizer of A(t) of GL2(R).
Sufficiency. Demonstration of the sufficiency is straightforward. 
Theorem 5.11. Any continuous one-parameter subgroup of GL2(D)
has, up to similarity and rescaling, the form
H˜ ′σ(t) = H(t) + ǫλH(t+ t0)t,
where t0 ∈ R, λ ∈ R\{0} and H is a subgroup similar to H ′σ for
σ ∈ {−1, 0, 1, r} and where H ′r = I ′.
Proof. Let B(t) = B1(t) + ǫB2(t) be a continuous one-parameter sub-
group in GL2(D). That means that B(t) = e
Bt and B′(0) = B, where
B ∈ M2(D). Let B = B1 + ǫB2, for some B1, B2 ∈ M(R). Therefore,
the continuous one-parameter subgroup
B(t) = B1(t) + ǫtB1(t)B2,
where B1(t) is a continuous one-parameter subgroup of GL2(R) and
B2 is a constant matrix in M2(R). If B1(t) is a trivial continuous one-
parameter subgroup of GL2(R), then B(t) = I
′. If B1(t) is a non-trivial
continuous one-parameter subgroup of of GL2(R), then B(t) is similar
to
H ′σ(t) + ǫH
′
σ(t)B2t
where σ ∈ {−1, 0, 1}. For any s0, s1 ∈ R,
B(s0) = H
′
σ(s0) + ǫH
′
σ(s0)B2s0 and B(s1) = H
′
σ(s1) + ǫH
′
σ(s1)B2s1
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are two continuous one-parameter subgroups of GL2(D). Then,
B(s0)B(s1) = H
′
σ(s0)H
′
σ(s1) + ǫ(H
′
σ(s0)H
′
σ(s1)B2s1 +H
′
σ(s0)B2s0H
′
σ(s0)),
B(t + s) = H ′σ(s0 + s1) + ǫ(H
′
σ(s0 + s1)(B2 · (s0 + s1)).
Because B(t) is a non-trivial continuous one-parameter subgroup of
GL2(D), B(t)B(s) = B(t+ s). This means that
B1(t)B1(s) = B1(t+ s)
and
H ′σ(s0 + s1)(B2 · (s0 + s1)) = H ′σ(s0)H ′σ(s1)(B2s1) +H ′σ(s0)(B2s0)H ′σ(s1)),
H ′σ(s1)(B2 · (s0 + s1)) = H ′σ(s1)(B2s1) + (B2s0)H ′σ(s1).
So,
H ′σ(s1)B2s0 = B2s0H
′
σ(s1).
This means B2H
′
σ(s1) = H
′
σ(s1)B2. Therefore, by Lemma 5.10, there
are t0 ∈ R and λ ∈ R\{0} such that B2 = λH ′σ(t0). Thus,
B2(s1) = λH
′
σ(s1)H
′
σ(t0)s1,
B(s) = H ′σ(s1) + ǫλH
′
σ(s1)H
′
σ(t0)s1 ∈ GL2(D).
From the preceding, we obtain that, for all t0 ∈ R, there are the fol-
lowing types of continuous one-parameter subgroups of GL2(D) :
H˜ ′σ(t) = H
′
σ(t) + ǫλH
′
σ(t+ t0)t;
where H ′σ(t) is similar to one of A
′(t), N ′(t), K ′(t) or I ′, and λ ∈ R\{0}.
Corollary 5.12. Any non-trivial continuous one-parameter subgroup
of SL2(D) has the following form:
H˜σ(t) = Hσ(t) + ǫλte
λ1t0(Hσ(t+ t0)− cosσ(2t+ t0)Hσ(t)),
where t0 ∈ R and σ ∈ {−1, 0, 1}.
Proof. Let
H˜ ′σ(t) = H
′
σ(t) + ǫλH
′
σ(t+ t0)t = e
λ1tHσ(t) + ǫλte
λ1(t+t0)Hσ(t+ t0)
be a non-trivial continuous one-parameter subgroup of GL2(D). Clearly,
det(H˜ ′σ(t)) = e2λ1t + ǫλ2teλ1(2t+t0) cosσ(2t+ t0),√
det(H˜ ′σ(t)) = ±eλ1t ± ǫλteλ1(t+t0) cosσ(2t+ t0),
1√
det(H˜ ′σ(t))
= ±e−λ1t ∓ ǫλteλ1(t0−t) cosσ(2t+ t0),
1√
det(H˜ ′σ(t))
H˜ ′σ(t) = Hσ(t)+
ǫλteλ1t0(Hσ(t+ t0)− cosσ(2t+ t0)Hσ(t)).
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It is evident that we do not lose any interesting types of connected
continuous one-parameter subgroups when we move from GL2(D) to
SL2(D).
Next proposition gives sufficient conditions for the similarity between
two continuous one-parameter subgroups in GL2(D) and a simple cal-
culation provides a proof.
Proposition 5.13. Let B1(t) and Bˆ1(t) be two continuous one-parameter
subgroups of GL2(R). Then,
(a) B(t) = B1(t) + ǫλB1(t + t0)t and Bˆ(t) = Bˆ1(t) + ǫλBˆ1(t + t0)t
are two continuous one-parameter subgroups of GL2(D).
(b) Bˆ(t) is similar to B(t) if and only if there exists an invertible C
in GL2(R) such that Bˆ1(t) = CB1(t)C
−1.
Proposition 5.14. Let H˜σ(t) be a continuous one-parameter subgroup
of SL2(D). If [u+ ǫv : 1] belongs to the H˜σ(t)-orbits of f = [a+ ǫb : 1],
then:
v − λeλ1t0 tan−1σ
(
a− u
au− σ
)(
(b− a)(u2 − σ)
(a2 − σ) −
a2
(
(u2 + σ)(a2 + σ)− 4σau
(a2 − σ)2 cosσ t0 + 2σ
(a− u)(au− σ)
(a2 − σ)2 sinσ t0
)
−
σ
(
2
(a− u)(au− σ)3
(u2 − σ)(a2 − σ)3 cosσ t0+
((u2 + σ)(a2 + σ)− 4σau)(au− σ)2
(u2 − σ)(a2 − σ)3 sinσ t0
)
×(
((u2 + σ)(a2 + σ)− 4σau)(au− σ)2
(u2 − σ)(a2 − σ)3 cosσ t0+
2σ
(a− u)(au− σ)3
(u2 − σ)(a2 − σ)3 sinσ t0
))
= 0.
Proof. For an arbitrary non-zero point t ∈ R and t0 ∈ R,
H˜σ(t)f =
[
a cosσ t+ σ sinσ t
a sinσ t+ cosσ t
+
ǫλteλ1t0
b− a− a2 cosσ(2t+ t0) sinσ t0 − σ2 sinσ(4t + 2t0))
(a sinσ t+ cosσ t)2
: 1
]
.
Let us define
u =
a cosσ t + σ sinσ t
a sinσ t + cosσ t
=
a+ σ tanσ t
a tanσ t + 1
.
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A simple calculation gives tanσ t =
a−u
au−σ
. Then,
v = λteλ1t0
b− a− a2 cosσ(2t + t0) sinσ t0 − σ2 sinσ(2(2t+ t0))
(a sinσ t+ cosσ t)2
=
λteλ1t0
(a sinσ t + cosσ t)2
(b− a−
a2(((cos2σ t+ σ sin
2
σ t) cosσ t0 + 2σ sinσ t cosσ t) sinσ t0)−
σ(2 sinσ t cosσ t cosσ t0 + (cos
2
σ t+ σ sin
2
σ t) sinσ t0)×
((cos2σ t + σ sin
2
σ t) cosσ t0 + 2σ sinσ t cosσ t sinσ t0))
=
λteλ1t0
(1− σ tan2σ t)(a tanσ t+ 1)2
((b− a)(1− σ tan2σ t)2−
a2((1 + σ tan2σ t)(1− σ tan2σ t) cosσ t0+
2σ tanσ t(1− σ tan2σ t)) sinσ t0−
σ(2 tanσ t cosσ t0 + (1 + σ tan
2
σ t) sinσ t0)×
((1 + σ tan2σ t) cosσ t0 + 2σ tanσ t sinσ t0)).
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After substituting tanσ t for v, one obtains the following result:
v =
λ tan−1σ
a−u
au−σ
eλ1t0(au− σ)4
(u2 − σ)(a2 − σ)3
(
(b− a)(u
2 − σ)2(a2 − σ)2
(au− σ)4 −
a2
(
((u2 + σ)(a2 + σ)− 4σau)(u2 − σ)(a2 − σ)
(au− σ)4 cosσ t0
+ 2σ
(a− u)(u2 − σ)(a2 − σ)
(au− σ)3
)
sinσ t0 − σ
(
2
a− u
au− σ cosσ t0
+
(u2 + σ)(a2 + σ)− 4σau
(au− σ)2 sinσ t0
)(
(u2 + σ)(a2 + σ)− 4σau
(au− σ)2 cosσ t0
+2σ
a− u
au− σ sinσ t0
))
= λeλ1t0 tan−1σ
(
a− u
au− σ
)
×(
(b− a)(u2 − σ)
(a2 − σ) − a
2
(
(u2 + σ)(a2 + σ)− 4σau
(a2 − σ)2
cosσ t0 + 2σ
(a− u)(au− σ)
(a2 − σ)2
)
sinσ t0 − σ
(
2
(a− u)(au− σ)3
(u2 − σ)(a2 − σ)3 cosσ t0
+
((u2 + σ)(a2 + σ)− 4σau)(au− σ)2
(u2 − σ)(a2 − σ)3 sinσ t0
)
×(
((u2 + σ)(a2 + σ)− 4σau)(au− σ)2
(u2 − σ)(a2 − σ)3 cosσ t0+
2σ
(a− u)(au− σ)3
(u2 − σ)(a2 − σ)3 sinσ t0
))
.
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