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ОПТИМИЗИРУЮЩИЕ МУЛЬТИВСТАВКИ В ЗАДАЧАХ
МАРШРУТИЗАЦИИ С ОГРАНИЧЕНИЯМИ
Рассматривается задача последовательного обхода мегаполисов (непустых конечных множеств) с усло-
виями предшествования и функциями стоимости, зависящими от списка заданий. Постановка ориенти-
рована на инженерные задачи, возникающие в атомной энергетике и связанные со снижением облуча-
емости работников, а также в машиностроении (маршрутизация движения инструмента при листовой
резке на машинах с ЧПУ). Предполагается, что исследуемая задача дискретной оптимизации имеет
ощутимую размерность, что вынуждает к использованию эвристик. Обсуждается процедура локаль-
ного улучшения качества последних посредством применения оптимизирующих мультивставок, опре-
деляемых всякий раз в виде конечного дизъюнктного набора вставок. Предполагается, что в каждой
вставке используется процедура оптимизации на основе широко понимаемого динамического програм-
мирования. Показано, что в «аддитивной» маршрутной задаче вышеупомянутого типа (с ограничени-
ями и усложненными функциями стоимости) улучшения достигаемого результата также агрегируются
аддитивно. Предлагаемая конструкция допускает реализацию в виде параллельной процедуры с ис-
пользованием МВС; при этом отдельные вставки выделяются вычислительным узлам и формируются
независимо.
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Введение
Настоящая работа продолжает [1–4], где рассматривались процедуры локального улучше-
ния эвристик в задаче последовательного обхода мегаполисов с условиями предшествования
и усложненными функциями стоимости. Прототипом упомянутой задачи является известная
труднорешаемая задача коммивояжера (ЗК) или TSP (см. [5–11] и др.). Трудности вычисли-
тельной реализации, присущие ЗК, в упомянутой усложненной задаче только усугубляются.
Все это делает актуальным исследование методов работы с эвристиками и возможностей улуч-
шения результатов, доставляемых этими эвристиками. Такая возможность может, в частно-
сти, осуществляться посредством оптимизирующих вставок, при построении которых можно
использовать широко понимаемое динамическое программирование (ДП). Однократное приме-
нение оптимизирующей вставки умеренной размерности приводит, как правило, лишь к несу-
щественному улучшению достигаемого результата. Можно, однако (см. [1–3]), использовать
итерационные процедуры с последовательным изменением локализации вставки. В настоящей
работе предлагается другой прием: для улучшения качества эвристики планируется исполь-
зовать сразу конечный набор оптимизирующих вставок, то есть мультивставку. Это приводит
к более сильному преобразованию исходной эвристики. Вставки (точнее, элементарные встав-
ки), составляющие мультивставку, могут обслуживаться, как показано в работе, различными
вычислителями, что открывает возможность применения параллельных алгоритмов.
Отметим, что исследованию как самой ЗК, так и задач типа ЗК посвящено большое число
работ в России и за рубежом (см., в частности, [5–12]). Вопросы, связанные с применением
«маршрутного» ДП в задачах атомной энергетики, см. в монографии [13] и в большой серии
предваряющих ее журнальных статей авторов. Задача управления инструментом при листовой
резке на машинах с ЧПУ рассматривалась, в частности, в [14–21].
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В связи с применением параллельных алгоритмов для решения задач маршрутизации
с ограничениями отметим [22–25]. Однако схема распараллеливания, связанная с мультивстав-
кой, существенно отличается от [22–25], где объектами построения были слои функции Белл-
мана. В настоящей работе распараллеливание связано с распределением вычислительных ре-
сурсов по каналам, связанным каждый с «элементарной» вставкой, являющейся фрагментом
мультивставки.
§ 1. Общие понятия и обозначения
Ниже используются кванторы, пропозициональные связки,
△
= — равенство по определе-
нию, ∅ — пустое множество; def заменяет фразу «по определению»; семейством называем
множество, все элементы которого являются множествами. Если x — объект, то {x} есть def
синглетон, содержащий x (то есть x ∈ {x}). Для каждого множества S через P(S) обозна-
чаем семейство всех подмножеств (п/м) S, то есть булеан S; P
′
(S)
△
= P(S)\{∅} (семейство
всех непустых п/м S), а Fin(S) есть def семейство всех конечных множеств из P
′
(S) (итак,
Fin(S) — семейство всех непустых конечных п/м S). Если S — непустое конечное множество,
то P
′
(S) = Fin(S).
Если p и q — объекты, то {p; q} есть def единственное множество, содержащее p, q и не
содержащее никаких других элементов; {p; q} = {p} ∪ {q}. Если p = q, то в виде {p; q} по-
лучаем синглетон. Множества являются объектами, а потому для произвольных объектов a
и b определяем, следуя [26, с. 67], упорядоченную пару (УП) (a, b)
△
= {{a}; {a; b}} с первым
элементом a и вторым элементом b. Если же z есть УП, то через pr1(z) и pr2(z) обознача-
ем соответственно первый и второй элементы этой УП z, однозначно определяемые условием
z = (pr1(z),pr2(z)). Если α, β и γ — три объекта, то (α, β, γ)
△
= ((α, β), γ) (триплет, отвечающий
α, β и γ). В этой связи напомним (см. [27, с. 17]), что для любых трех множеств A,B и C
полагается A×B × C
△
= (A×B)× C (нам понадобится случай непустых множеств), а потому
при x ∈ A×B и y ∈ C непременно
(x, y) = (pr1(x),pr2(x), y) ∈ A×B × C. (1.1)
Если X и Y — непустые множества, то через Y X обозначаем (непустое) множество всех
отображений (функций) из X в Y , что соответствует [26]; если f ∈ Y X и Z ∈ P(X), то f1(Z)
△
=
△
= {f(z) : z ∈ Z} ∈ P(Y ) (при x ∈ X в виде f(x) ∈ Y имеем значение f в точке x) есть образ Z
при действии f ; ясно, что (Z 6= ∅) ⇒ (f1(Z) 6= ∅). Если A,B,C и D — непустые множества,
ϕ ∈ DA×B×C , x ∈ A × B и y ∈ C, то (см. (1.1)) определено ϕ(x, y) = ϕ(x1, x2, y) ∈ D, где
x1
△
= pr1(x) и x2
△
= pr2(x).
Если P и Q — непустые множества, то через (Bi)[P ;Q] обозначаем множество всех биекций
[28, с. 87] множества P на Q. Для любых непустых множеств S, T и биекции ψ ∈ (Bi)[S;T ]
определена биекция ψ−1 ∈ (Bi)[T ;S], для которой
(ψ(ψ−1(t)) = t ∀t ∈ T )&(ψ−1(ψ(s)) = s ∀s ∈ S).
Перестановка непустого множества A определяется как биекция A на себя; итак, (Bi)[A;A]
есть множество всех перестановок A. Для произвольных непустых множеств P,Q и R, отобра-
жений g ∈ QP и h ∈ RQ полагаем, как обычно, что h ◦ g ∈ RP есть композиция g и h (итак,
(h ◦ g)(x)
△
= h(g(x)) ∀x ∈ X); при g ∈ (Bi)[P ;Q] и h ∈ (Bi)[Q;R] непременно h ◦ g ∈ (Bi)[P ;R].
Как обычно, R — вещественная прямая, N
△
= {1; 2; . . .} (натуральный ряд), N0
△
= N ∪ {0} =
= {0; 1; 2; . . .} и
p, q
△
= {k ∈ N0|(p 6 k)&(k 6 q)} ∀p ∈ N0 ∀q ∈ N0.
Непустому конечному множеству K сопоставляются его мощность |K| ∈ N и непустое мно-
жество (bi)[K]
△
= (Bi)[1, |K|;K] всех биекций 1, |K| на K. Полагаем, как обычно, |∅|
△
= 0. Пусть
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R+
△
= {ξ ∈ R|0 6 ξ} и для всякого непустого множества S R+[S]
△
= (R+)
S есть множество всех
неотрицательных вещественнозначных (в/з) функций на S.
§ 2. Основная задача маршрутизации
Всюду в дальнейшем фиксируем непустое множество X, точку x0 ∈ X, число n ∈ N, n > 3,
множества
L1 ∈ Fin(X), . . . ,Ln ∈ Fin(X), (2.1)
а также (непустые) отношения
L1 ∈ P
′
(L1 × L1), . . . ,Ln ∈ P
′
(Ln × Ln). (2.2)
Полагаем в дальнейшем, что выполнены следующие условия:
(x0 /∈ Lj ∀j ∈ 1,n)&(Lp ∩ Lq = ∅ ∀p ∈ 1,n ∀q ∈ 1,n \ {p}).
Множества (2.1) именуем мегаполисами; с каждым из мегаполисов связываем варианты
выполнения работ, именуемых внутренними. Рассматриваем процессы следующего вида:
x0 → (x1,1 ∈ Lα(1)  x1,2 ∈ Lα(1))→ . . .→ (xn,1 ∈ Lα(n)  xn,2 ∈ Lα(n)) (2.3)
при ограничениях (x1,1, x1,2) ∈ Lα(1), . . . , (xn,1, xn,2) ∈ Lα(n). Здесь α — перестановка в 1,n,
также удовлетворяющая ограничениям. Кортеж (α, (x1,1, x1,2), . . . , (xn,1, xn,2)) выбирается, как
и в [1–4], с целью минимизации аддитивного критерия. Прямые стрелки в (2.3) отвечают внеш-
ним (по смыслу) перемещениям, а волнистые — выполнению внутренних работ; x0 — база
процесса, а отношения (2.2) определяют возможные варианты выполнения внутренних работ.
Пусть P
△
= (bi)[1,n] (множество всех перестановок индексного множества 1,n, именуемых
(полными) маршрутами); итак, в (2.3) α ∈ P. Возможны, однако, ограничения и на выбор α.
Для целей их формализации введем множество K ∈ P(1,n × 1,n), элементами которого явля-
ются УП индексов, именуемые адресными. Тогда [3, (2.6)]
A
△
= {α ∈ P| ∀z ∈ K ∀t1 ∈ 1,n ∀t2 ∈ 1,n ((pr1(z) = α(t1))&(pr2(z) = α(t2)))⇒
⇒ (t1 < t2)} = {α ∈ P|α
−1(pr1(z)) < α
−1(pr2(z)) ∀z ∈ K}
есть множество всех маршрутов (исходной задачи), допустимых по предшествованию, или,
короче, K-допустимых. Следуя [3, (2.7)], полагаем, что
∀K0 ∈ P
′
(K) ∃z0 ∈ K0 : pr1(z0) 6= pr2(z) ∀z ∈ K0.
Тогда [29, часть 2] A 6= ∅, то есть A ∈ P
′
(P). Отметим, что
X
△
= {x0} ∪
(
n⋃
i=1
Li
)
∈ Fin(X),
Z˜
△
= (X× X)0,n ∈ Fin((X ×X)0,n). Если α ∈ P, то в виде
Zα
△
= {(zi)i∈0,n ∈ Z˜|(z0 = (x0,x0))&(zt ∈ Lα(t) ∀t ∈ 1,n} ∈ Fin(Z˜) (2.4)
имеем множество всех трасс или траекторий, согласованных с маршрутом α; если α ∈ A
и z ∈ Zα, то УП (α, z) рассматриваем как допустимое решение (ДР) «большой» задачи. То-
гда
D
△
= {(α, z) ∈ A× Z˜|z ∈ Zα} ∈ Fin(A× Z˜) (2.5)
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есть множество всех ДР исходной задачи. Каждое ДР имеет иерархическую структуру: выбор
трассы подчинен выбору маршрута.
В части определения функций стоимости следуем [3, (2.12)]: при N
△
= P
′
(1,n) полагаем
заданными функции
c♮ ∈ R+[X× X×N], c
♮
1 ∈ R+[X× X×N], . . . , c
♮
N ∈ R+[X× X×N], f
♮ ∈ R+[X]. (2.6)
В терминах (2.6) определяется аддитивный критерий: если α ∈ P и z ∈ Zα, то качество УП
(α, z) оцениваем значением
Gˆα[z]
△
=
n∑
t=1
[c♮(pr2(z(t− 1)),pr1(z(t)), α
1(t,n)) + c♮
α(t)(z(t), α
1(t,n))] + f ♮(pr2(z(n))).
Основная (аддитивная «большая») задача имеет следующий вид:
Gˆα[z]→ min, α ∈ A, z ∈ Zα. (2.7)
Она характеризуется значением (экстремумом)
V
△
= min
α∈A
min
z∈Zα
Gˆα[z] = min
(α,z)∈D
Gˆα[z] ∈ R+ (2.8)
и непустым множеством оптимальных решений. Однако в случае, когда задача (2.7) имеет до-
статочно большую размерность (прежде всего при большом значении n), нахождение V и ДР,
доставляющих V (2.8), крайне затруднено, хотя общие принципы здесь известны (см., в частно-
сти, процедуры на основе широко понимаемого ДП [3,30,31]). В этой связи основное внимание
в дальнейшем изложении уделяется вставкам и мультивставкам на основе ДП (см. [1–4]).
§ 3. Оптимизирующие вставки: общие свойства
Всюду в дальнейшем фиксируем N ∈ 2,n− 1 в качестве «длины» возможной (однократной)
вставки; в конкретных построениях полагается, конечно, что значение N является «умерен-
ным»; последнее связано с возможностью применения ДП в пределах вставки. Локализация
вставки определяется [1–4] значением ν ∈ 0,n−N . Фиксируя ν, мы заменяем фрагмент ДР
«большой» задачи локально оптимальным. В настоящем разделе ограничимся конструировани-
ем однократных вставок, как и в [1–4]. В этой связи совсем кратко напомним построения [1–4],
несколько изменяя обозначения, с тем чтобы в дальнейшем применять данные построения уже
для исследования мультивставок.
Итак, при α ∈ A и ν ∈ 0,n−N полагаем, что Λν [α]
△
= (α(ν+ s))s∈1,N , получая инъективное
отображение 1, N в 1,n, а также конечное множество — образ («окно» на маршруте α)
Γν [α]
△
= Λν [α]
1(1, N ) ∈ P
′
(1,n), (3.1)
для которого, конечно, Λν [α] ∈ (bi)[Γν [α]]. С (3.1) связываем «окно» условий предшествования:
при α ∈ A и ν ∈ 0,n−N множество
Qν [α]
△
= {z ∈ K|(pr1(z) ∈ Γν [α])&(pr2(z) ∈ Γν [α])} ∈ P(K) (3.2)
индексных УП «большой» задачи порождает локализацию (адресных пар)
Kν [α]
△
= {(Λν [α]
−1(pr1(z)),Λν [α]
−1(pr2(z))) : z ∈ Qν [α]} ∈ P(1, N × 1, N ) (3.3)
(случай Kν [α] = ∅ не исключается) со свойством [3, с. 127]
∀K0 ∈ P
′
(Kν [α]) ∃z0 ∈ K0 : pr1(z0) 6= pr2(z) ∀z ∈ K0. (3.4)
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Полагая далее P
△
= (bi)[1, N ], из (3.4) извлекаем [29, часть 2] свойство
Aν [α]
△
= {β ∈ P|β−1(pr1(z)) < β
−1(pr2(z)) ∀z ∈Kν [α]} 6= ∅, (3.5)
определяющее существование Kν [α] — допустимых маршрутов вставки; итак, (3.5) — множе-
ство всех допустимых маршрутов вставки.
Вклеивание локального маршрута. Если α ∈ A, ν ∈ 0,n −N и β ∈ P, то (β−sew)[α; ν] ∈
∈ P [3, (3.9)] определяется условиями
((β − sew)[α; ν](t)
△
= α(t) ∀t ∈ 1,n \ ν + 1, ν +N)&((β − sew)[α; ν](t)
△
=
△
= (Λν [α] ◦ β)(t− ν) ∀t ∈ ν + 1, ν +N).
(3.6)
Вклеивание (3.6) сохраняет [3, предложение 3.3] допустимость по предшествованию:
(β − sew)[α; ν] ∈ A ∀α ∈ A ∀ν ∈ 0,n−N ∀β ∈ Aν [α]. (3.7)
Пусть e ∈ P — тождественная перестановка 1, N : e(s)
△
= s ∀s ∈ 1, N . Ясно, что e при
вклеивании по схеме (3.6) не изменяет [3, (3.10)] исходный маршрут:
(e− sew)[α; ν] = α ∀α ∈ A ∀ν ∈ 0,n−N. (3.8)
Свойство (3.8) дополняется очевидной допустимостью e:
e ∈ Aν [α] ∀α ∈ A ∀ν ∈ 0,n−N. (3.9)
Приступая к определению локальных трасс, отметим естественную редукцию X § 2: ∀α ∈ A
∀ν ∈ 0,n−N ∀s ∈ 1, N
(Ms[α; ν]
△
= LΛν [α](s))&(Ms[α; ν]
△
= LΛν [α](s)). (3.10)
Вышеупомянутая редукция сводится при α ∈ A, z ∈ Zα и ν ∈ 0,n−N к замене X множеством
X[α; z; ν]
△
= {pr2(z(ν))} ∪
( N⋃
s=1
Ms[α; ν]
)
∈ Fin(X),
где pr2(z(ν)) играет роль локальной базы; полагаем также
Z[α; z; ν]
△
= (X[α; z; ν] × X[α; z; ν])0,N .
Если α ∈ A, z ∈ Zα, ν ∈ 0,n−N и β ∈ P, то множество локальных трасс, согласованных
с маршрутом β, имеет вид
Zβ[α; z; ν]
△
= {h ∈ Z[α; z; ν]|(h(0) = (pr2(z(ν)),pr2(z(ν))))&(h(t) ∈
∈Mβ(t)[α; ν] ∀t ∈ 1, N)} ∈ Fin(Z[α; z; ν]).
(3.11)
Решение каждой локальной задачи является, по сути, иерархическим: выбор трассы подчинен
выбору маршрута. При α ∈ A, z ∈ Zα и ν ∈ 0,n−N в виде
D˜[α; z; ν]
△
= {(β, h) ∈ Aν [α]× Z[α; z; ν]|h ∈ Zβ[α; z; ν]} ∈ Fin(Aν [α] × Z[α; z; ν]) (3.12)
имеем множество всех ДР соответствующей локальной задачи.
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Всюду в дальнейшем N
△
= P
′
(1, N ). С каждым триплетом (α; z; ν) ∈ D×0,n−N связываем
конкретный набор функций стоимости:
c[α; z; ν] ∈ R+[X[α; z; ν] × X[α; z; ν] ×N],
c1[α; z; ν] ∈ R+[X[α; z; ν] × X[α; z; ν]×N], . . . ,
cN [α; z; ν] ∈ R+[X[α; z; ν] ×X[α; z; ν] ×N], f [α; z; ν] ∈ R+[X[α; z; ν]].
(3.13)
Упомянутые функции определяем отдельно для случаев ν < n−N и ν = n−N . Итак, если
(α; z; ν) ∈ D× 0,n− (N + 1), то полагаем, что при h ∈ X[α; z; ν]× X[α; z; ν] и K ∈ N
(c[α; z; ν](h,K)
△
= c♮(h,Λν [α]
1(K) ∪ α1(ν +N + 1,n)))&(cj [α; z; ν](h,K)
△
=
△
= c♮Λν [α](j)(h,Λν [α]
1(K) ∪ α1(ν +N + 1,n)) ∀j ∈ 1, N );
(3.14)
кроме того, при x ∈ X[α; z; ν] полагаем, что
f [α; z; ν](x)
△
= c♮(x,pr1(z(ν +N + 1)), α
1(ν +N + 1,n)). (3.15)
Итак, посредством (3.14) и (3.15) конкретизированы функции (3.13) в случае ν < n−N .
Если (α, z, ν) ∈ D× {n−N}, то полагаем при h ∈ X[α; z; ν] × X[α; z; ν] и K ∈ N. что
(c[α; z; ν](h,K)
△
= c♮(h,Λν [α]
1(K))) & (cj [α; z; ν](h,K)
△
=
△
= c♮Λν [α](j)(h,Λν [α]
1(K)) ∀j ∈ 1, N );
(3.16)
кроме того, полагаем, что при x ∈ X[α; z; ν]
f [α; z; ν](x)
△
= f ♮(x). (3.17)
Посредством (3.16), (3.17) конкретизированы функции (3.13) для случая ν = n−N ; в данном
случае имеется особенность в определении этих функций, отмеченная в (3.16), (3.17).
Сейчас, располагая во всех возможных случаях функциями (3.13), введем аддитивные
критерии для соответствующих локальных задач: при (α; z; ν) ∈ D × 0,n−N , β ∈ Aν [α]
и h ∈ Zβ[α; z; ν] полагаем, что
Bβ[h|α; z; ν]
△
=
N∑
s=1
[c[α; z; ν](pr2(h(s − 1)),pr1(h(s)), β
1(s,N )) +
+ cβ(s)[α; z; ν](h(s), β
1(s,N))] + f [α; z; ν](pr2(h(N))).
(3.18)
Теперь каждому триплету (α, z, ν) ∈ D× 0,n−N сопоставляем локальную задачу
Bβ[h|α; z; ν] → min, (β, h) ∈ D˜[α; z; ν]. (3.19)
С каждой задачей (3.19) связываем значение (экстремум) и непустое множество оптимальных
решений: если (α, z, ν) ∈ D× 0,n−N , то
V[α; z; ν]
△
= min
(β,h)∈D˜[α;z;ν]
Bβ [h|α; z; ν] ∈ R+, (3.20)
и при этом
(SOL)[α; z; ν]
△
= {(β0, h0) ∈ D˜[α; z; ν]|Bβ0 [h0|α; z; ν] = V[α; z; ν]} ∈ Fin(D˜[α; z; ν]). (3.21)
Решение каждой локальной задачи связываем с определением (3.20) и какого-либо элемента
множества (3.21). В этой связи отметим процедуры [4, §§ 3–6].
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Вклеивание локальных трасс. Если α ∈ A, z ∈ Zα, ν ∈ 0,n−N и h ∈ Z[α; z; ν], то
полагаем, что (sew)[h|α; z; ν] ∈ Z˜ определяется условиями
((sew)[h|α; z; ν](t)
△
= h(t− ν) ∀t ∈ ν + 1, ν +N)&((sew)[h|α; z; ν](t)
△
=
△
= z(t) ∀t ∈ 0,n \ ν + 1, ν +N).
(3.22)
В частности, (3.22) применимо в случае, когда β ∈ P и h ∈ Zβ[α; z; ν].
Предложение 1. Если α ∈ A, z ∈ Zα, ν ∈ 0,n −N , β ∈ P и h ∈ Zβ[α; z; ν], то
(sew)[h|α; z; ν] ∈ Z(β−sew)[α;ν]. (3.23)
Д о к а з а т е л ь с т в о. Фиксируем α, z, ν, β и h в соответствии с условиями; полагаем для
краткости, что y
△
= (sew)[h|α; z; ν]. В силу (3.10), (3.11) и (3.22) при t ∈ ν + 1, ν +N
y(t) = h(t− ν) ∈Mβ(t−ν)[α; ν],
где Mβ(t−ν) = L(Λν [α]◦β)(t−ν) и согласно (3.6) (Λν [α] ◦ β)(t− ν) = (β − sew)[α; ν](t), то есть
y(t) ∈ L(β−sew)[α;ν](t). (3.24)
Если же τ ∈ 1,n \ ν + 1, ν +N , то согласно (2.4) и (3.22) y(τ) = z(τ) ∈ Lα(τ), где согласно (3.6)
α(τ) = (β − sew)[α; ν](τ), а потому
y(τ) ∈ L(β−sew)[α;ν](τ). (3.25)
Поскольку выбор t и τ был произвольным, установлено (см. (3.22), (3.24), (3.25)), что
y(s) ∈ L(β−sew)[α;ν](s) ∀s ∈ 1,n. (3.26)
Наконец, из (2.4) и (3.22) получаем цепочку равенств y(0) = z(0) = (x0,x0). Используя
(2.4), (3.7) и (3.26), получаем, что y ∈ Z(β−sew)[α;ν]. C учетом определения y получаем (3.23).
Из (3.7) и предложения 1 вытекает (см. (2.5), (3.7)), что
((β − sew)[α; ν], (sew)[h|α; z; ν]) ∈ D ∀α ∈ A ∀z ∈ Zα ∀ν ∈ 0,n−N ∀(β, h) ∈ D˜[α; z; ν]. (3.27)
Посредством (3.27) определена процедура вклеивания локального ДР в глобальное (в обоих
случаях ДР определяется в виде пары «маршрут–трасса»). В частности (см. (3.21)), таким
образом определено вклеивание локально оптимальных ДР в глобальные.
При α ∈ A, z ∈ Zα и ν ∈ 0,n−N имеем [4, §§ 4, 5] трассу
(nar)[z|α; ν] ∈ Ze[α; z; ν], (3.28)
для которой
((nar)[z|α; ν](0)
△
= (pr2(z(ν)),pr2(z(ν))))&((nar)[z|α; ν](t)
△
= z(t+ ν) ∀t ∈ 1, N ). (3.29)
Трасса (3.28), (3.29) является, по сути дела, сужением z на ν, ν +N с естественным сдвигом,
отвечающим перемещению данного сужения во вставку. Из (3.9), (3.12) и (3.28) имеем, что
(e, (nar)[z|α; ν]) ∈ D˜[α; z; ν].
Поэтому при α ∈ A, z ∈ Zα и ν ∈ 0,n−N
κ[α; z; ν]
△
= Be[(nar)[z|α; ν]|α; z; ν] − V[α; z; ν] ∈ R+. (3.30)
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С учетом (3.28), (3.29) получаем, что (3.30) определяет потенциальные возможности улуч-
шения фрагмента исходного ДР за счет применения однократной оптимизирующей вставки.
При этом
Gˆ(β0−sew)[α;ν][(sew)[h0|α; z; ν]] = Gˆα[z]− κ[α; z; ν] ∀α ∈ A ∀z ∈ Zα
∀ν ∈ 0,n−N ∀(β0, h0) ∈ (SOL)[α; z; ν].
(3.31)
Как следствие, получаем, что
V 6 Gˆα[z]− κ[α; z; ν] ∀α ∈ A ∀z ∈ Zα ∀ν ∈ 0,n−N. (3.32)
Нашей целью является, в частности, распространение (3.32) на случай, когда используется
несколько оптимизирующих вставок. Поскольку рассматривается задача, осложненная огра-
ничениями и возможной зависимостью функций стоимости от списка заданий, потребуется
дополнительное исследование конструкций, связанных со вставками, чему и посвящается сле-
дующий параграф.
§ 4. Некоторые общие свойства вставок
Настоящий параграф является вспомогательным. Мы рассматриваем здесь вопросы, свя-
занные со склеиванием маршрутов и трасс, и ограничиваемся случаем однократных вставок.
Предложение 2. Если α1 ∈ A, α2 ∈ A и ν ∈ 0,n−N , то
(α1(t) = α2(t) ∀t ∈ ν + 1, ν +N)⇒ (Aν [α1] = Aν [α2]). (4.1)
Д о к а з а т е л ь с т в о. Пусть α1, α2 и ν удовлетворяют условиям предложения, включая
условие истинности посылки доказываемой импликации (4.1). Тогда
Λν [α1] = Λν [α2], (4.2)
а потому Γν [α1] = Γν [α2] в силу (3.1) и, как следствие (см. (3.2)), Qν [α1] = Qν [α2]. С учетом
(3.3) и (4.2) получаем равенство Kν [α1] = Kν [α2], а тогда из (3.5) следует требуемое равенство
Aν [α1] = Aν [α2]. Истинность импликации (4.1) установлена.
Весьма очевидно (см. (3.29)) следующее свойство: если α1 ∈ A, z1 ∈ Zα1 , α2 ∈ A, z2 ∈ Zα2
и ν ∈ 0,n−N , то
(z1(t) = z2(t) ∀t ∈ ν, ν +N)⇒ ((nar)[z1|α1; ν] = (nar)[z2|α2; ν]). (4.3)
Предложение 3. Если ϕ ∈ A, z1 ∈ Zϕ, ψ ∈ A, z2 ∈ Zψ и ν ∈ 0,n− (N + 1), то ((ϕ(t) = ψ(t)
∀t ∈ ν + 1, ν +N)&(z1(t) = z2(t) ∀t ∈ ν, ν +N)&(pr1(z1(ν +N + 1)) = pr1(z2(ν +N + 1)))&
&(ϕ1(ν +N + 1,n) = ψ1(ν +N + 1,n )))⇒ (V[ϕ; z1; ν] = V[ψ; z2; ν]).
Д о к а з а т е л ь с т в о легко следует из определений (см. (3.11), (3.14), (3.15), (3.18), а также
предложение 2). С учетом (3.16), (3.17) устанавливается
Предложение 4. Если ϕ ∈ A, z1 ∈ Zϕ, ψ ∈ A, z2 ∈ Zψ и ν = n − N , то ((ϕ(t) = ψ(t)
∀t ∈ ν + 1, ν +N) & (z1(t) = z2(t) ∀t ∈ ν, ν +N)) ⇒ (V[ϕ; z1; ν] = V[ψ; z2; ν]).
Из (3.14), (3.15), (3.30), (4.3) и предложения 3 вытекает, что ∀ϕ ∈ A ∀z1 ∈ Zϕ ∀ψ ∈ A
∀z2 ∈ Zψ ∀ν ∈ 0,n− (N + 1)
((ϕ(t) = ψ(t) ∀t ∈ ν + 1, ν +N)&(z1(t) = z2(t) ∀t ∈ ν, ν +N)&(pr1(z1(ν +N + 1)) =
= pr1(z2(ν +N + 1)))&(ϕ
1(ν +N + 1,n) = ψ1(ν +N + 1,n)))⇒
⇒ (κ[ϕ; z1; ν] = κ[ψ; z2; ν]).
(4.4)
Из (3.16), (3.17), (3.30), (4.3) и предложения 4 следует, что ∀ϕ ∈ A ∀z1 ∈ Zϕ ∀ψ ∈ A ∀z2 ∈ Zψ
((ϕ(t) = ψ(t) ∀t ∈ n−N + 1,n)&(z1(t) = z2(t) ∀t ∈ n−N,n))⇒
⇒ (κ[ϕ; z1;n−N ] = κ[ψ; z2;n−N ]).
(4.5)
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§ 5. Оптимизирующие мультивставки
Рассмотрим конструкцию, направленную на улучшение эвристик посредством примене-
ния мультивставки, компонентами которой являются оптимизирующие вставки в смысле [1–4].
Данная конструкция ориентирована на применение параллельных алгоритмов с реализацией
на МВС и многоядерных ПЭВМ.
Всюду в дальнейшем фиксируем ДР исходной «большой» задачи:
(λ,h) ∈ D; (5.1)
тогда λ ∈ A и h ∈ Zλ. Кроме того, фиксируем m ∈ N, m > 2, и кортеж индексов
(νi)i∈1,m : 1,m→ 0,n. (5.2)
Полагаем, что νm 6 n−N , a индексы в (5.2) упорядочены и, более того,
νj +N < νj+1 ∀j ∈ 1,m− 1; (5.3)
дизъюнктные «промежутки» ν1 + 1, ν1 +N, . . . , νm + 1, νm +N отвечают применению одно-
кратных вставок; совокупность последних рассматривается в качестве мультивставки. Заме-
тим, что из (5.3) вытекает очевидная цепочка неравенств
0 6 ν1 < . . . < νm 6 n−N.
При этом, конечно, νj ∈ 0,n−N ∀j ∈ 1,m. Поэтому мы можем использовать построе-
ния предыдущих разделов применительно к каждой отдельно взятой вставке, определяемой
для ДР (5.1). С учетом этого полагаем, что
((ρj , uj))j∈1,m ∈
m∏
j=1
(SOL)[λ;h; νj ], (5.4)
то есть (ρ1, u1) ∈ (SOL)[λ;h; ν1], . . . , (ρm, um) ∈ (SOL)[λ;h; νm]. Конкретное построение дан-
ных УП — оптимальных решений локальных задач — может быть реализовано по схеме [4, § 3].
Впрочем, для некоторых наших целей достаточным будет лишь сам факт существования кор-
тежа (5.4) (см. в этой связи алгоритм 10 работы [4]). При этом
(ρj , uj) ∈ D˜[λ;h; νj ] ∀j ∈ 1,m.
Следовательно (см. (3.12), (5.4)), при j ∈ 1,m имеем ρj ∈ Aνj [λ] и uj ∈ Zρj [λ;h; νj ], причем
Bρj [uj |λ;h; νj ] = V[λ;h; νj ].
В терминах кортежа (5.4) конструируем далее два специальных «протяженных» кортежа.
Итак, пусть η : 1,n → 1,n определяется условиями(
η(t)
△
= λ(t) ∀t ∈ 1,n \
( m⋃
j=1
νj + 1, νj +N
))
&(η(t)
△
= (Λνs [λ] ◦ ρs)(t− νs)
∀s ∈ 1,m ∀t ∈ νs + 1, νs +N).
(5.5)
По аналогии с (5.5) введем при k ∈ 1,m кортеж ηk : 1,n→ 1,n по следующему правилу:(
ηk(t)
△
= λ(t) ∀t ∈ 1,n \
( k⋃
j=1
νj + 1, νj +N
))
&(ηk(t)
△
= (Λνs [λ] ◦ ρs)(t− νs)
∀s ∈ 1, k ∀t ∈ νs + 1, νs +N).
(5.6)
Посредством (5.6) определены кортежи η1, . . . , ηm, причем (см. (3.6), (5.5), (5.6))
(η1 = (ρ− sew)[λ; ν1])&(ηm = η). (5.7)
Предложение 5. Каждый из кортежей, определяемых в (5.6), является K-допустимым
маршрутом в исходной задаче: ηk ∈ A ∀k ∈ 1,m.
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Д о к а з а т е л ь с т в о. Пусть Ω
△
= {k ∈ 1,m|ηk ∈ A}. Тогда 1 ∈ Ω в силу (3.7) и (5.7).
Покажем, что Ω = 1,m. Допустим противное: Ω 6= 1,m, а тогда 1,m \Ω 6= ∅ и
θ
△
= inf(1,m \ Ω) ∈ 1,m \Ω;
в частности, θ 6= 1, а потому θ ∈ 2,m и θ − 1 ∈ 1,m− 1, причем ηθ−1 ∈ A по определению Ω.
Легко видеть, (см. (5.6)), что ρθ ∈ Aνθ [ηθ−1] и
ηθ = (ρθ − sew)[ηθ−1; νθ],
а потому согласно (3.7) ηθ ∈ A вопреки предположению.
Следствие 1. Если k ∈ 1,m− 1, то ηk+1 = (ρk+1 − sew)[ηk; νk+1].
Д о к а з а т е л ь с т в о сводится к достаточно понятной комбинации (5.6) и предложения 5.
С учетом (5.7), предложения 5 и следствия 1 получаем, что
η = (ρm − sew)[ηm−1; νm] ∈ A.
Итак, посредством (5.5) определяется K-допустимый (допустимый по предшествованию) марш-
рут «большой» задачи.
Отметим, что при j ∈ 1,m имеем, в частности, что uj : 0, N → X × X. С учетом этого
полагаем, что w : 0,n→ X× X есть такая функция, что
(w(t)
△
= h(t) ∀t ∈ 0,n \
( m⋃
j=1
νj + 1, νj +N
))
&(w(t) = us(t− νs)
∀s ∈ 1,m ∀t ∈ νs + 1, νs +N).
Кроме того, введем вспомогательную систему отображений w1, . . . , wm. Итак, если p ∈ 1,m, то
wp : 0,n→ X× X
определяется следующими условиями:
(
wp(t)
△
= h(t) ∀t ∈ 0,n \
( p⋃
j=1
νj + 1, νj +N
))
&(wp(t)
△
=
△
= us(t− νs) ∀s ∈ 1, p ∀t ∈ νs + 1, νs +N).
(5.8)
Легко видеть, что (см. (3.22)) справедливы свойства
(w1 = (sew)[u1|λ;h; ν1])&(w = wm). (5.9)
Как следствие, имеем с учетом (5.7) и (5.9), что (см. предложение 1)
η1 ∈ A : w1 ∈ Zη1 ; (5.10)
тогда (η1, w1) ∈ D.
Предложение 6. Если k ∈ 1,m, то wk ∈ Zηk .
Д о к а з а т е л ь с т в о. Полагаем, что Ω
△
= {k ∈ 1,m|wk ∈ Zηk}. Тогда в силу (5.10) 1 ∈ Ω,
а потому Ω 6= ∅. Покажем, что Ω = 1,m. Допустим противное: Ω 6= 1,m. Тогда 1,m \ Ω 6= ∅,
и при этом
θ
△
= inf(1,m \ Ω) ∈ 1,m \Ω,
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в то время как θ − 1 ∈ Ω. Тогда, по определению Ω,
ηθ−1 ∈ A : wθ−1 ∈ Zηθ−1 ; (5.11)
поскольку ρθ ∈ P, определено (ρθ− sew)[ηθ−1; νθ] ∈ P (см. § 3), и при этом согласно следствию 1
ηθ = (ρθ − sew)[ηθ−1; νθ] ∈ A.
С учетом (5.6) и (5.11) нетрудно показать, что wθ(t) ∈ Lηθ(t) ∀t ∈ 1,n. Кроме того, с учетом (5.8)
получаем равенство wθ(0) = (x0,x0). Согласно (2.4) wθ ∈ Zηθ и, как следствие, θ ∈ Ω, что
невозможно. Требуемое противоречие получено.
Мы установили, что (ηk, wk) ∈ D ∀k ∈ 1,m. Вместе с тем с учетом (5.4), (5.6) и предложе-
ний 2, 6 получаем, что
(ρk+1, uk+1) ∈ (SOL)[ηk;wk; νk+1] ∀k ∈ 1,m− 1 (5.12)
((5.12) следует из определений; при этом, однако, следует отдельно рассматривать при k ∈
∈ 1,m− 1 случаи νk+1 < n−N и νk+1 = n−N). Отметим теперь, что в силу предложения 1,
следствия 1 и (5.12)
(sew)[uk+1|ηk;wk; νk+1] ∈ Zηk+1 ∀k ∈ 1,m− 1.
При этом (см. (3.21), (3.30), (5.12)) определены значения κ[ηk;wk; νk+1] ∈ R+ при k ∈ 1,m− 1.
Предложение 7. Если k ∈ 1,m− 1, то справедливо равенство
wk+1 = (sew)[uk+1|ηk;wk; νk+1].
Д о к а з а т е л ь с т в о. Фиксируем k ∈ 1,m−1 и полагаем для краткости w˜k
△
= (sew)[uk+1|ηk;
wk; νk+1]; w˜k ∈ Z˜. Тогда (см. (3.22))
(w˜k(t) = uk+1(t− νk+1) ∀t ∈ νk+1 + 1, νk+1 +N)&(w˜k(t) =
= wk(t) ∀t ∈ 0,n \ νk+1 + 1, νk+1 +N).
(5.13)
С другой стороны, в силу (5.8) wk+1 ∈ Z˜ таково, что(
wk+1(t) = h(t) ∀t ∈ 0,n \
(k+1⋃
j=1
νj + 1, νj +N
))
&(wk+1(t) =
= us(t− νs) ∀s ∈ 1, k + 1 ∀t ∈ νs + 1, νs +N).
(5.14)
Наконец, wk ∈ Z˜ имеет следующий вид:(
wk(t) = h(t) ∀t ∈ 0,n \
( k⋃
j=1
νj + 1, νj +N
))
&(wk(t) =
= us(t− νs) ∀s ∈ 1, k ∀t ∈ νs + 1, νs +N).
(5.15)
Из (5.14) и (5.15) получаем, в частности, что
wk+1(t) = h(t) = wk(t) ∀t ∈ (0,n \ νk+1 + 1, νk+1 +N) \
( k⋃
j=1
νj + 1, νj +N
)
. (5.16)
С другой стороны, из (5.14) и (5.15) следует, что
wk+1(t) = wk(t) ∀t ∈
k⋃
j=1
νj + 1, νj +N. (5.17)
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Поэтому (см. (5.16), (5.17)) имеем следующее свойство:
wk+1(t) = wk(t) ∀t ∈ 0,n \ νk+1 + 1, νk+1 +N. (5.18)
Из (5.13), (5.18) получаем теперь, что
w˜k(t) = wk+1(t) ∀t ∈ 0,n \ νk+1 + 1, νk+1 +N. (5.19)
Вместе с тем согласно (5.13)–(5.15)
w˜k(t) = uk+1(t− νk+1) = wk+1(t) ∀t ∈ νk+1 + 1, νk+1 +N. (5.20)
Из (5.19) и (5.20) получаем требуемое равенство w˜k = wk+1.
Из предложения 6 получаем после простых преобразований (см. (3.31)), что
Gˆηk+1 [wk+1] = Gˆηk [wk]− κ[ηk;wk; νk+1] ∀k ∈ 1,m− 1. (5.21)
В то же время с учетом (5.7) и (5.9)
Gη1 [w1] = Gλ[h]− κ[λ;h; ν1]. (5.22)
Предложение 8. Если k ∈ 1,m− 1, то κ[ηk;wk; νk+1] = κ[λ;h; νk+1].
Д о к а з а т е л ь с т в о сводится к применению (4.4), (4.5). Теперь уже из (5.21) получаем,
что Gˆηk+1 [wk+1] = Gˆηk [wk]−κ[λ;h; νk+1] ∀k ∈ 1,m− 1. Учитывая (5.7), (5.9) и (5.22), получаем
следующее положение.
Теорема 1. Справедливо равенство Gˆη[w] = Gˆλ[h]−
m∑
i=1
κ[λ;h; νi].
Из теоремы 1 вытекает очевидная оценка
V 6 Gˆλ[h]−
m∑
i=1
κ[λ;h; νi], (5.23)
подобная по смыслу (3.32). Для получения оценки (5.23) достаточно найти (см. (3.30)) значения
V[λ;h; ν1] ∈ R+, . . . ,V[λ;h; νm] ∈ R+;
для определения этих значений (экстремумов локальных задач) можно использовать алго-
ритм 1◦ [4], что приводит к некоторой экономии ресурсов памяти соответствующего вычислите-
ля. Такой подход может быть, в частности, использован в интересах оптимизации кортежа (5.2),
что полезно на этапе поиска локализации мультивставки. На этапе построения склеенного ДР
большой задачи, то есть УП (η,w), в каждой из «элементарных» вставок, составляющих муль-
тивставку, следует уже использовать алгоритм 2◦ работы [4] для поиска кортежа (5.4). При
этом обслуживание «элементарных» вставок может осуществляться независимо работающими
процессорами (узлами).
§ 6. Вычислительный эксперимент
В данном параграфе описывается практическая реализация решения маршрутной зада-
чи, осложненной условиями предшествования и функциями стоимости, зависящими от списка
невыполненных заданий. Рассматривается задача демонтажа системы излучающих элементов
(см. [33]). Для решения упомянутой задачи реализована схема на основе вышеупомянутой кон-
струкции с использованием мультивставки (см. § 5). Данный метод позволяет решать марш-
рутные задачи существенной размерности.
Далее приведен алгоритм решения задачи (2.7) с использованием мультивставки.
1. На начальном этапе выполняется считывание исходных данных, таких как:
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– координаты городов мегаполисов и точки старта,
– координаты излучающих элементов,
– мощность излучающих элементов,
– скорость перемещения работника,
– условия предшествования (адресные пары).
Затем выполняется расчет функций стоимости (2.6) по формулам, приведенным в [33].
Так как процесс вычисления этих функций является достаточно трудоемким при боль-
шом количестве мегаполисов, то для ускорения вычислений используется параллельный
алгоритм на базе библиотеки OpenMP с общей памятью.
2. На данном этапе выполняется построение эвристического решения при помощи алгоритма
[32, § 6], который учитывает ограничения в виде условий предшествования и функции
стоимости, зависящие от списка невыполненных заданий.
3. Далее выполняем улучшение найденного на предыдущем этапе маршрута при помощи
мультивставки. Для этого разбиваем найденный маршрут на фрагменты по 25 мегаполи-
сов, при этом оставляя между фрагментами «перемычку» — один мегаполис. Каждый та-
кой фрагмент передаем при помощи протокола MPI отдельному вычислительному узлу.
Затем каждый вычислительный узел по отдельности выполняет построение оптималь-
ного маршрута выделенного ему фрагмента. В качестве инструмента для вычисления
оптимального маршрута используется ДП. Для ускорения вычислений используется па-
раллельный алгоритм с общей памятью на базе библиотеки OpenMP. Так как изначаль-
но переданные фрагменты маршрута были просчитаны приближенно, после вычислений
происходит улучшение результатов.
4. После того как каждый вычислительный узел обработал свой фрагмент первоначального
решения, он передает получившийся результат на главную управляющую машину, где
происходит склеивание улучшенных фрагментов в одно большое решение, которое не
является, вообще говоря, оптимальным, но является «более близким» к таковому за счет
оптимизирующих фрагментов, из которых оно состоит.
Рассмотрим модельный пример решения задачи маршрутизации процесса демонтажа радио-
активного оборудования на плоскости (см. [33]). Пусть мегаполисы, имитирующие возможные
входы/выходы помещений с источниками излучения, получены дискретизацией окружностей:
на каждой окружности на равном угловом расстоянии, начиная с точки с 0-й угловой коор-
динатой, располагаются 30 точек. Каждому мегаполису соответствует точечный объект, ими-
тирующий источник излучения в помещении. Пусть стартовая точка (она же база процесса
демонтажа) совпадает с началом координат, т. е. x0 = (0, 0). Полагаем, что скорость движе-
ния исполнителя, выполняющего демонтаж, вне помещений в 4 раза больше, чем внутри, что
призвано моделировать сложность перемещения внутри каждого мегаполиса, обусловленную
наличием тех или иных конструкций и механизмов, мешающих быстрому перемещению внутри
помещения.
Далее приведен результат расчета одного модельного эксперимента на супервычислителе
«УРАН». Для модельного примера использовался вариант с 255 мегаполисами и 45 адресными
парами, соответствующими условиям предшествования, размер фрагмента вставки — 25 мега-
полисов. Были получены следующие результаты:
1) суммарная величина дозы облучения, полученная при помощи эвристического алгоритма,
составила 3.61487.
2) суммарная величина дозы облучения, полученная после применения мультивставок со-
ставила 2.96104.
526 А. Г. Ченцов, А.М. Григорьев
МАТЕМАТИКА 2018. Т. 28. Вып. 4
Рис. 1. Графическая иллюстрация одной элементарной вставки (до улучшения)
3) степень улучшения результата составила 18%.
4) время вычислений составило 22 мин 35 с.
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We consider a problem of sequential traversal of megalopolises (nonempty finite sets) with travel cost functions
depending on the set of pending tasks and precedence constraints. Its formulation is aimed at engineering
problems in fission power generation connected with minimizing the exposure of staff to radiation and in
machine engineering (routing of a CNC sheet cutting machine’s tool). This discrete optimization problem is
assumed to be sufficiently large-scale to necessitate the use of heuristics. We consider a procedure of local
improvement for heuristics through a successive application of optimizing multi-inserts—finite disjoint sets
of inserts. Each insert is assumed to be optimized by means of a broadly understood dynamic programming
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procedure. We show that in an “additive” routing problem of this kind (with precedence constraints and
complex travel cost functions) the result’s improvements are also aggregated additively. The proposed con-
struction admits a parallel implementation for multiprocessor systems; in this case, the inserts are distributed
to computational nodes and formed in an independent way.
Funding. This work was supported by the Russian Science Foundation (project no. 14–11–00109).
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