We consider protocols that serve communication requests arising over time in a wireless network that is subject to interference. Unlike previous approaches, we take the geometry of the network and power control into account, both allowing to increase the network's performance significantly. We introduce a stochastic and an adversarial model to bound the packet injection. Although taken as the primary motivation, this approach is not only suitable for models based on the signal-to-interference-plus-noise ratio (SINR). It also covers virtually all other common interference models, for example the multiple-access channel, the protocol model, the radio-network model, and distance-2 matching. Packetrouting networks allowing each edge or each node to transmit or receive one packet at a time can be modeled as well.
INTRODUCTION
In order to exploit the full potential of wireless communication, it is crucial to suitably deal with the effect of interference, being one of the main limits of a wireless network's performance. Simultaneous transmissions may collide but only if they are not far enough apart. So in order to utilize the available time as efficient as possible, parallel communication has to be going on in spite of interference. In recent time, the resulting algorithmic problems have attained much interest, particularly the ones in the SINR model. Here, interference constraints are modeled much more realistically than in conventional models derived from graph theory. The SINR model takes accumulation of interference into account and allows to consider the effects of power control. That is, for each transmission an individual power can be selected. Theoretical and practical studies have shown that this way the network's performance can be drastically improved. So far, algorithmic studies in the SINR model have mainly considered problems of a static nature. In a typical problem formulation, one is given a set of n transmission requests and has to compute a schedule of minimum length such that all transmissions can be carried out successfully, possibly with the freedom of selecting the transmission powers. Although algorithmically challenging, this is a very limited view as neglects the fact that transmission requests actually arise over time.
For communication requests arriving in a network by adversarial injection or a stochastic process over time, algorithmic research has mainly considered two scenarios. In packet-routing networks the focus lies on multi-hop communication in a wireline network. That is, packets have to use intermediate nodes until reaching their target node. The restriction is that on each communication link only a single packet may be transmitted in a time slot. In scheduling problems on a multiple-access channel, a number of users have to share a channel but only one user can successfully transmit over the channel at a time. Although both approaches have also been applied in the context of wireless networks, they do not take the geometry of the network into consideration. Packet routing networks neglect all effects of interference between communication links. In contrast, the multiple-access-channel model overestimates interference as it does not take the locality of interference into consideration.
In this paper, we aim at bridging the gap between these different settings. We consider a general model for dynamic packet injection that allows to take the aspects of interference into account. For example, this includes the mentioned advantages of the SINR model such as the spatial separation of transmission but also different transmission powers and the fact if transmission powers are fixed or if they can be chosen by the protocol. In order to cover these different variants, our approach is quite general. Although the SINR model was the primary motivation, this has the interesting consequence that virtually all interference models are covered, such as the multiple-access channel, the radio-network model, the protocol model, and distance-2 matching. Furthermore packet-routing networks allowing that each edge or each node transmits or receives one packet at a time can be modeled as well.
We study stable scheduling protocols. That is, the expected time for each packet from injection until delivery (latency) is bounded. Our objective is to build protocols of maximal throughput that guarantee stability. In order to express this performance, we say that a protocol is γ-competitive if the following holds. Assuming that there is some way an optimal protocol could serve all arising transmission requests, our protocol would be able to do so as well if time was stretched by the factor γ. Technically, we consider transmission requests arising from stochastic and adversarial injection. In the stochastic model, the injection by a finite number of independent users has to be a convex combination of feasible sets, scaled by factor γ. In addition to that, we adapt the popular model of a window adversary. During each interval of length w, the adversary may only inject packets that could be served in that time, scaled by γ.
We make use of the results for scheduling static transmission requests by giving a black-box transformation to the dynamic model. For a number of algorithms, the exact throughput bound can be transferred to the dynamic case. Using comparisons to the optimal static schedule length, this yields competitive ratios that are as good as the approximation factor of the static algorithms.
Our Contribution
We introduce a model for adversarial and stochastic packet injection in a wireless network that is suitable for SINR models. Like in a packet-routing network, injected packets may have to use intermediate nodes in order to reach the final destination. For this purpose, the network nodes correspond to vertices of a graph that are connected by an edge if a transmission can take place between them. Due to the diversity in assumptions, we model the aspects of interference in a generic and abstract way. We choose a suitable matrix W quantifying the relative amount of interference of one edge on another one. Based on this matrix, we define an adversarial and a stochastic injection model, limiting the average amount of packets injected per time slot by the injection rate ρ as follows. If F (e) is the average number of packets injected by time step using edge e then each entry of the vector W · F has to be bounded by ρ.
The definition is motivated by linear contention measures as they are used in the SINR model. They quantify the amount of contention that has to be resolved in a static scheduling instance. Considering a static single-hop instance in which n packets have to be transmitted from their sender to the respective receiver, the contention measure defined by the matrix W is given as C = maxe∈E e ∈E W e,e R(e ). Here, R(e) denotes the number of packets that have to be transmitted via the edge e. Examples of existing static scheduling algorithms generate schedules of length O(C · log n) or O(C + log 2 n) with high probability for the respective contention measure C.
In related work [18, 34, 37] typically a protocol for dynamic injection is built by repeatedly running a static algorithm for a suitably long time. In our case this does not have the desired effect in general. For example, when scaling the number of communication requests per edge, an O(C · log n) schedule length increases super-linearly since both C and n increase. Thus, having more packets the throughput decreases. In order to deal with this problem we show in the first step how to transform these algorithms to ones that are suitable for dense instances. We exploit the fact that there are only m possible communication links. This allows us to improve the scaling behavior of an algorithm computing schedules of length f (n) · I with high probability to O(f (m log m)) · I + g(m, n), where f (m) only depends on the network size and g(m, n) grows sub-linearily in n.
The algorithms resulting from the first transformation are suitable to be used in the dynamic scenario. Here, we divide time into sufficiently long time frames. In each of them, the static algorithm is executed with the intention that each injected packet is transmitted via one hop in each time frame. However, packets may fail due to too many injected packets or collisions in the algorithm. These packets are treated by separate executions of the algorithm. This protocol is shown to be stable for injection rates corresponding to the throughput of the respective static algorithm. As a result, we obtain the static approximation factor as the competitive ratio. In particular, for the SINR model we achieve competitive ratios between constant and O(log 2 m). The expected latency of a packet is also shown to be poly-logarithmic in the size of the network.
Depending on the properties of the algorithm, we obtain a distributed protocol. In order to run the transformation, the network nodes only need the knowledge of a global clock, and the size of the network, the injection rate, and (for the case of adversarial injection) the window size. It is reasonable that this information is available to each network node as it is static, that is, it does not depend on the packet injections and can be set at the deployment time. Furthermore, we show that being aware of a global clock is inevitable. When assuming only local clocks, no protocol for the SINR model with uniform transmission powers can be m/2 ln mcompetitive. Achieving O(m)-competitiveness is trivial by falling back to the multiple-access channel model.
Related Work
The analysis of stochastically arriving transmission requests in a wireless network has first been considered in the context of ALOHA [1] . Here, a multiple-access channel is considered, that is only one transmission request can be served at a time. Over the years, this work has been continued under a large number of different assumptions, e.g. if there are finitely or infinitely many users or how much feedback the transmitters get, see e.g. [24, 35, 18, 17] or [9] for an overview.
A different approach for dynamic scheduling in wireless networks has been considered by Tassiulas and Ephremides [38] . They consider a network with arbitrary interference constraints, where in each round transmission requests arise by an independently, identically distributed process. Tassiulas and Ephremides prove optimality of a protocol that selects in each round a maximum weight set of communication links. The protocol is optimal because it is stable for any injection for which there is some stable protocol. However, this protocol is neither distributed nor can it be computed in polynomial time in general. Viewed from this perspective, we show how to approximate this optimal protocol. Very recently and independently of our work, there has been some similar progress having the same aim by Asgeirsson et al. [5] and Pei and Kumar [33] . The fundamental difference between these protocols and ours lie in the amount of information that is assumed to be known to the network nodes. In contrast to Asgeirsson et al. [5] we assume to have access to a global clock, which allows to obtain significantly better results as we show in Section 8. Pei and Kumar [33] in turn do not only need a global clock but assume that even more information on the geometry of the network is available, which makes more coordination possible.
The probably most popular approach to bound adversarial packet injection was presented by Borodin et al. [8] and refined by Andrews et al. [3] . The general idea is that there is some window size w. The adversary is (λ, w)-bounded if during any interval of w time steps for any edge e ∈ E at most λ · w packets are injected having the edge e on their path. Andrews et al. show that very simple local policies such as shortest-in-system (SIS) guarantee that for each λ < 1 the number of undelivered packets in the system is bounded at any time. The protocol by Aiello et al. [2] achieves essentially the same result but does not have to know the routing paths. It only suffices that there are paths (only known to the adversary) that make the adversary (λ, w)-bounded.
The model of a (λ, w)-bounded adversary has also been applied to the multiple-access channel [7, 11, 10] . The idea is that in each time interval of length w at most λ · w packets can arrive. Chlebus et al. [11] show that quite simple deterministic protocols are stable for all λ < 1, whereas stability for λ = 1 is impossible for distributed protocols. Further adaptations of the window adversary also consider wireless networks [4, 12] . However, in these cases interference is again completely neglected. To the best of our knowledge adversarial injection taking locality of interference into account has not yet been considered.
While commonly the only criterion is bounded delay, Rabani and Tardos [34] , and Scheideler and Vöcking [37] show how to achieve small delays by transforming static packetrouting algorithms. The second part of our transformation is inspired by the one of Scheideler and Vöcking and structurally similar. However, in order to achieve stability they use SIS as a fallback solution, which is known to yield stability. This is not possible in our case since no stable protocols have been known up to now. Furthermore, their analysis and way to cope with dependencies is complex and tailored to the packet-routing case. For this reason, our analysis does not have much in common with the one by Scheideler and Vöcking.
Since a seminal work by Moscibroda and Wattenhofer [31] , algorithmic research has started considering scheduling wireless transmissions in the SINR model. As already mentioned, this model takes accumulation effects of interference and the possibility of selecting transmission powers into account. These different transmission powers offer a new degree of freedom to the problem depending on if the powers are specified as part of the input or if they can be set by the algorithm. For the first problem of dealing with fixed transmission powers, e.g. uniform powers, a number of algorithms have been proposed, centralized [19, 23] and distributed [16, 29, 21] ones. For the problem in which transmission powers can be set by the algorithm one approach is to set transmission powers obliviously, depending on the distance between the sender and the receiver [15, 20, 22] . While this approach can achieve only trivial approximation factors in terms of n, there is also a centralized algorithm achieving an O(log n) approximation guarantee [27] .
When considering conflict graphs with a small inductive independence number [26, 25] , a similar abstraction as in this paper is used. However, we aim at building distributed protocols in this paper whereas the approach in [26] is rather appropriate for centralized, LP-based approximations.
FORMAL DEFINITION OF THE NETWORK MODEL
We assume the wireless network to be modeled as a directed graph G = (V, E). The vertex set V corresponds to the set of network nodes. The set E indicates the set of possible communication links between two nodes. As the graph is not necessarily complete, we assume that packets might need to be transmitted via intermediate nodes before reaching their final destination. These paths are fixed for each packet, e.g., by routing tables. They may, in principle, visit nodes multiple times. They are only restricted to have length at most D. We will use m := max{|E|, D} as the significant network size.
Via each communication link at most one packet may be transmitted per time step. Furthermore, transmissions on different links are also subject to interference. Generalizing multiple variants of the SINR model but also packetrouting networks, the multiple access channel and a broad class of wireless interference models (see Sections 6 and 7), we employ a linear contention measure. It quantifies the contention in a static single-hop scheduling instance. We will assume that there is some algorithm computing a solution for the static scheduling problem that can be bounded in terms of the measure. Furthermore, to get a bound on the competitiveness, we will need the property that the contention measure can also serve as a lower bound on the optimal schedule length.
To define the measure formally, we assume that there is some matrix W expressing the (relative) impact that a transmission on one link has to a transmission on another one. It is chosen later on based on the geometry and the interference assumptions. More precisely, for two edges e and e , the quantity W e,e ∈ [0, 1] indicates, how much a transmission on e is interfered by a transmission on e . We assume that We,e = 1 for all e ∈ E. Given a set of paths let R(e) denote the number of paths including edge e somewhere. The contention measure induced by the vector R is now given by C := W · R ∞ = maxe e W e,e · R(e ).
For example, the case of packet-routing networks can be captured by setting W to the identity matrix and receive the congestion as the contention measure. For the multipleaccess channel, we can set W to the matrix whose entries are all 1. In this case C is simply the total number of packets to be delivered. In both cases the contention measure is trivially a lower bound on the optimal schedule length. The respective algorithms for the static scenario are discussed in Section 7.
Note that we do not state explicitly here what makes a transmission successful. In our final protocol, all transmissions will be carried out by the algorithm our transformation is applied on. We will only assume that there is some algorithm generating schedules of length at most f (n) · C or f (m) · C + g(n, m) in case of n packets. For our considerations, it is not important if, for example, acknowledgment transmissions have to be carried out.
Injection Models
For communication requests arising over time, we adapt two famous models: time-independent, finite-user stochastic injection and injection by a window adversary. In either case, the injected packets are assumed to have a fixed path through the network. We bound the average contention measure of all communication requests injected per time slot. If F (e) is the average number of packets that have to be transmitted via edge e, the injection rate λ is the largest component of the vector W · F .
For the stochastic model, we take the following assumptions. We assume that there is a finite number of packet generators each of which injects at most one packet per time slot at random. The probability distribution is identical in each time slot and independent among different generators or different time slots. Formally, let X t g,P be 1 if generator g injects in time slot t a packet that shall be routed along path P . We assume these random variables to have the following three properties. (a) The injection in each time step is identically distributed. That is for any pair t1 and t2 the random variables X t 1 g,P and X t 2 g,P have to be identically distributed for all g and P . (b) The injection of different generators and in different time slots is independent. Formally, we require independence of any subset of random variables X t g,P in which no pair shares both the same t and the same g. (c) Each generator only injects a single packet per time slot. That is for any fixed t, and g only one of the X t g,P can be 1. We require each component of W · F to be bounded by λ, where F (e) = g P :e∈P E X t g,P . Furthermore, we consider a (w, λ)-bounded adversary for an arbitrary w ∈ N. That is, considering an arbitrary interval of w time slots, we require that the contention measure induced by all links of the respective paths is at most w · λ. Formally, let R(e) be the number of packets including edge e on the path injected during that interval. Then each component of the vector W · R is bounded by w · λ.
STATIC ALGORITHMS FOR LARGE PACKET NUMBERS
All existing approaches to use static scheduling algorithms in a dynamic environment [18, 34, 37] share the idea of running the algorithm repeatedly for a suitably long time. As in these cases the schedule length grows linearly, this does not decrease the throughput and at the same time failures are less likely. In our case, however, the situation is different. Consider for example an algorithm that computes a schedule of length O(C · log n) for n packets with high probability. Then doubling all packets does not only double the number of time slots used as both C and n are doubled. Our solution to this problem is to exploit that there are only m different links that can be used for transmissions. Starting e.g. from an O(C · log n) algorithm, our transformation yields an O(C · log m + log n · log 2 m + log 2 n · log m)-algorithm. That is, for sufficiently many transmission requests, the schedule length becomes linear in C.
More precisely, we assume that there is some algorithm A(C, n) that generates a schedule of length f (n) · C with probability 1 − 1 /n if the contention measure is at most C and the number of packets is at most n. Algorithm 1 runs A repeatedly on randomly selected subsets of the communication requests. Each edge randomly selects delay values for all waiting packets. The algorithm is then executed on all packets having received the same delay, assuming the contention measure of these packets to be at most χ = 6(ln m + 9). Having an contention measure of at most χ, the number of packets can also be at most m · χ as we have We,e = 1 for all e ∈ E. Thus, we know that f (mχ) · χ time slots suffice for the execution with probability at least 1 − 1 /mχ. For each packet not being successfully transmitted, the same step is repeated with a smaller maximum delay. At some point not many packets remain. These are dealt with by running A without using the random-partition technique.
Algorithm 1: Transformation to get a schedule length that is independent of the number of packets set χ = 6(ln m + 9); for i := 1 to ξ = log(C/2φχ log n) do assign each remaining packet a delay of at most 2 −i+1 ·C /χ ; execute A(χ, m · χ) for f (mχ) · χ steps on all packets that received the same delay;
for i := 1 to φ + 1 do execute A(2φχ log n, n) on the remaining packets;
In the analysis, we show that with high probability the contention measure induced by the remaining transmission requests reduces by a factor of two in each iteration of the for loop. Thus, after ξ iterations, the contention measure has become as small as O(log n · log m) and for this reason the original algorithm can schedule all remaining packets with it in O(f (n) · log n · log m) steps. Theorem 1. If A(C, n) uses at most f (n) · C steps with probability at least 1 − 1 /n, then, for each constant φ, Algorithm 1 uses at most 2 · f (mχ) · C + O(f (mχ) · log n · log m + f (n) · log n · log m) steps with probability at least 1 − 1 /n φ .
Proof. The number of time slots Algorithm 1 uses can be obtained by summing up the numbers of time slots used by all iterations of A. In order to bound the success probability, let C (i) be the contention measure induced by the remaining transmission requests after the ith iteration of the for loop, C (0) = C. We claim that with probability at least 1 − 1 /n φ all of the following events occur: For all i ∈ [ξ], we have C (i) ≤ 2 −i · C, and all remaining packets are successfully transmitted in one of the last φ + 1 executions of A.
In order to bound the probability of a failure, we consider the first event that does not occur. That is, let us assume that for i, we have
Given this event, we now bound the probability that
Proof (Outline). Let i ∈ [ξ] be fixed. In the ith iteration each of the remaining packets is assigned a delay value uniformly at random from the set [ψ], where ψ =
Let R
In the first case, we set Yj = W · R 
Let us now turn to the random variables Zj. We have Zj = 1 if the respective execution of A failed in spite of the fact that the contention measure was small enough. By assumption, the probability of this event is at most . As these are independent 0/1 random variables, we can apply a a Chernoff bound to get
Combining the two bounds and using the definition of ψ, we have
This completes the proof of the claim.
Having shown this bound for each iteration, we can now take the sum over all i ∈ [ξ] to get
Now let us consider the last φ + 1 executions of A. Provided that C (ξ) ≤ 2 −ξ ·C ≤ 2φχ log n, by our assumption the probability that not all packets are successfully transmitted in one execution is at most 1 /n. Having φ + 1 independent repeats, this failure probability reduces to 1 /2n φ . Taking another union bound, this shows that the combined failure probability is at most 1 /n φ .
DYNAMIC SCHEDULING PROTOCOL FOR STOCHASTIC INJECTION
We are now prepared to transform the static algorithm into a protocol for dynamic packet injection. In this section, we consider the stochastic injection. In the next section, the results are transferred to the adversarial injection model. The assumption we make is that there is some algorithm A(C, n) for static scheduling instances. Given at most n communication requests of contention measure at most C, it computes a schedule of length f (m) · C + g(m, n) with probability at least 1 − 1 /2n 4 . Here, f is a function independent of n, and g is a function growing sublinearily in n. Such an algorithm can, for example, be obtained by the transformation presented in the previous section. Given this algorithm, we build a stable protocol for each injection rate
Without loss of generality, we assume that ε ≤ 1 /2. We divide time into frames of length T . We require that T ≥ . Furthermore, we set J = (1 + ε) · λ · T . Each time frame of length T itself consists of two phases. Each packet is intended to make one hop towards its final destination during the first phase of a time frame. In order to achieve this goal, after injection a packet waits for the next time frame to begin. Here, A(J, m · J) is executed for T = f (m) · J + g(m, m · J) time slots on the set containing the respective next hop on the path of each packet that has not failed so far. In this execution packets can fail to reach their next hop destination. If this happens, a packet is referred to as failed and will from now on be only scheduled for transmission in the second phase, the clean-up phase. The clean-up phase consists of the remaining T − T time slots of the time frame. Here, the algorithm is executed another time but only on the following set of packets. Each edge e with a non-empty buffer of failed packets performs a random experiment. With probability 1 /m it selects the failed packet from its buffer whose failure is longest ago. With the remaining probability no packet from the buffer of failed packets on this edge is selected in this round. On the selected packets, we execute A(1, m · J) for f (m) · 1 + g(m, m · J) time steps. If T fulfills the bounds mentioned before, these are at most T − T steps. So both phases fit into a time frame.
In order to prove stability, we have to consider the failed packets. Each packet that does not fail will reach its final destination after at most D time frames. The central question is therefore whether the clean-up phases are able to keep the buffers of failed packets small. In the following two sections, we show that both queue lengths and packet latency are bounded in expectation, proving the protocol to be stable.
Queue Lengths
In order to show the stability of the protocol, we show in this section that in expectation queue lengths are bounded. As previously stated, it suffices to bound the lengths of buffers for failed packets. Packets that do not fail spend at most D + 1 time frames in the system. Having a bounded (expected) number of packets injected per time step, they do not have to be considered anymore.
Theorem 3. The expected queue lengths (i.e. number of undelivered packets) are bounded at any time.
To prove the theorem, we consider as a potential function Φ the sum of the numbers of remaining hops all failed packets have to cross. In a clean-up phase this quantity reduces if a transmission is successfully carried out. Obviously, this potential function is an upper bound on the summed buffer sizes as well.
First, we bound the increase of the potential function in a time frame. This is due to colliding packets. The increase may depend on the previous value of the potential function. For example, if all packets collided in the previous time frames, collisions are less likely. Fortunately, we can use the following pessimistic assumption. The probability of a collision is maximal (and therefore the potential increase) if no packets have collided before. Therefore we will assume for the bound on the potential increase that all injected packets have reached the current time frame without failing. This may yield that we account for failed packets multiple times: We add its contribution to the potential function in each time frame it would fail. However, this assumption allows us to treat the potential like a Markov chain. Lemma 4. For each i ∈ N the probability that the potential increases by at least i · m 2 J + 1 is at most (mJ) −4−i .
Proof (Outline for i = 0). Let C be the contention measure of all transmission requests that were originally meant to be served in this phase. As we have We,e = 1 for all e ∈ E and path lengths are at most D, the potential increase in case of a failure can be bounded by D · |E| · C ≤ m 2 C. Using a Chernoff bound, one can show that
As mentioned earlier there are two possible reasons for this event to occur. On the one hand, the network is overloaded in the time frame, that is C > J. We use the fact that
to get λT ≥ A · ln (mJ), where
. Combined with Equation (1), we get
Still, in the case C ≤ J, packets may fail. This is due to the fact that internal randomization of the algorithm can result in failures. We required the algorithm to have a failure probability of at most 1 /2(mJ) 4 in this case. Combining the two bounds, this shows the claim for the case i = 0.
For the potential decrease in clean-up phases we use a very pessimistic but simple assumption. In the worst case all failed packets are in the same buffer. Even in this case, the potential decreases with probability at least 1 /2em.
Lemma 5. The probability that a non-zero potential decreases is at least 1 /2em.
Proof. Having non-zero potential, at least one buffer contains failed packets. For this reason, the probability that at least one packet is selected is at least 1 /m. With probability at least (1 − 1 /m) m−1 ≥ 1 /e no other packet is selected. The success probability of the algorithm is at least 1 /2. All events are independent.
Combining these two bound we get the following facts on the Markov chain's drift, that is, its expected change. The drift is finite for each state and in the case of nonzero potential it is negative. This already yields that the Markov chain is ergodic [32] . However, we can also bound the probability distribution quantitatively.
Lemma 6. Let ∆ be an integer random variable that only values −1, 0, i · H + 1 for some H ∈ N, having the following distribution: 
Using the definitions and the independence, this is at most
.
We now apply the fact that b ≤ 1 /8 and H ≥ 2. This yields
For this reason, the probability is at most
As we have a ≤ q 4H
, this is at most 1 − 
Packet Latency
Keeping the insights from the previous section in mind, we can now bound the expected time that a packet spends in the network between the time of injection and reaching its final destination (latency). In particular, we show that for each packet with a path length d, the expected latency is O(d · T ). That is, it takes O(d) time frames. Starting from an O(C · polylog n)-algorithm, this means the expected latency is bounded by O(d · polylog m).
Theorem 7. The expected latency of a packet of path length d is O(d · T ).
Due to space limitations, the full formal proof can only be found in the full version. Nevertheless, we strive to give an overview over the main ideas here.
For packets that do not fail, this bound is trivial since they take one hop in each time frame. Therefore, it is crucial how much time it takes from the moment a packet fails until its delivery. Fortunately, this can be related to the potential after the time frame of failure.
Observation 8. The expected remaining number of time frames a packet spends in the network between failure and reaching its destination is at most 2emΦ, where Φ is the potential after the time frame of failure.
Proof. In order to show this claim, we consider the following simplified model that works as an upper bound for the clean-up phases. At the time of failure, all remaining hops of a packet are added to the tail of a FIFO queue. In each time frame, one hop is dequeued with probability 1 /2em. If the queue length is Φ after adding the hops of a packet, this packet will spend in expectation 2em · Φ time frames in the queue.
For the actual network, the potential Φ after the time frame of failure is exactly the number of successful transmission the failed packet has to wait for until it is delivered. Just as in the FIFO queue, in each time frame there is a successful transmission with probability at least 1 /2em. Therefore, the expected number of time frames the packet spends in the network is at most 2em · Φ.
We can combine this insight with the bounds on the probability distribution of Φ obtained in the previous section. This way, we get bounds on the probability distribution of time a failed packet spends in the system. To show the theorem, we take into consideration that it is very unlikely for a packet to fail. This step has to be done carefully because the involved random variable can be correlated. Nevertheless, we can show that in each time frame for each packet the probability of a failure in this time frame multiplied by the expected remaining time in case of this failure is bounded by a constant.
DYNAMIC SCHEDULING PROTOCOL FOR ADVERSARIAL INJECTION
In order to transfer the achieved results of the previous section to the adversarial injection model, we adapt an approach by Scheideler and Vöcking [37] . The idea is to assign each packet a random delay at the time of injection. Then this packet is kept at the generator node until the delay has elapsed. After this time it is treated as if it was actually injected at this time.
We consider an adversarial injection of rate λ = (1 − ε)/f (m). For each packet a delay value δ from 0 to δmax − 1 is chosen uniformly at random, where δmax = 2(D + w)/ε . Like in the stochastic model, it waits until the beginning of the next time frame, but now it spends another δ time frames waiting. Afterwards it is treated like in the stochastic model with λ = (1 − ε /2)/f (m). 
APPLICATION TO SINR-BASED ALGORITHMS
In the SINR model, the network nodes are assumed to be located in a metric space. This allows to model the signal propagation as follows. If some node transmits at power level p then at distance d this signal is received at a strength of p /d α , where α is the so-called path-loss exponent. A transmission can successfully be received if the signal-tointerference-plus-noise ratio (SINR) is above some threshold β. That is, a transmission via a link = (s, r) if for the set S ⊆ E of simultaneous transmissions we have
We choose the impact matrix W depending on whether the transmission powers are fixed for the respective links or they can be chosen for each transmission by the protocol.
Fixed Power Assignments
Let us first consider the case in which the network links use fixed transmission powers. That is the power value used for a transmission over link is always p( ). We define the weight matrix W based on the the relative amount of interference of one link on another one, the so-called affectance [23, 29] . For two links , ∈ E it is defined as
We achieve the best competitive ratios when dealing with a linear power assignment. That is, p( ) is proportional to d( ) α for each link -and thus the received signal strength is the same for any link. In this case, we set the matrix entries to W , = ap( , ). With this definition the contention measure C is apart from constant factors the measure of interference defined in [16] . For this reason, we can use the algorithm from [16] that achieves a schedule length of O(C + log 2 n) whp. Applying the transformation, we get a protocol allowing for injection rates Ω(1). The lower bound on C in [16] states that for each set of transmission requests that can be served in a single step we have C = O(1). Thus the optimally achievable injection rate is O(1) as well. That is, independent of the network size we are only a constant factor worse.
Corollary 10. For linear power assignments there is a stable, constant-competitive distributed protocol.
Generalizing linear power assignments, we consider power assignments that are (sub-)linear and monotone. That is for two links , ∈ E with d(
In this case, we set the matrix W to W , = max{ap( , ), ap( , )} if d( ) ≤ d( ) and W , = 0 otherwise. We apply the distributed algorithm in [29] . This algorithm needs for n packet O(Ā · log n) steps, whereĀ denotes the maximum average affectance that is defined byĀ = max
Here, R denotes the multiset of all transmission requests. We observe that for the contention measure C defined by the matrix W , we have C ≥Ā/2. Therefore, we can apply the transformation from Section 3 to get a distributed algorithm computing schedules of length O(C · log m + log m · log 2 m) with high probability. This yields a protocol that is stable for all injection rates in Ω(1/ log m). Furthermore, the lower bounds on the optimal schedule length in [29] show that all stable protocols are limited by some injection rate O(log m).
Corollary 11. For monotone (sub-)linear power assignments there is a stable, O(log 2 m)-competitive distributed protocol.
At this point, one has to remark that in [21] an improved analysis of the algorithm in [29] has been presented. It remains an open problem to fit this analysis into our framework.
Powers Chosen by the Algorithm
There are two approaches to face the setting in which each transmission may use an individual power. On the one hand, one can still define fixed transmission powers for each link in an oblivious fashion, that is, without taking into consideration which transmissions actually take place. Using linear power assignments as described in the previous section, the results in [16] yield a O(log ∆ · log m)-competitive protocols. Here, ∆ is the ratio between the length of the longest and the shortest link. Using square-root power assignments [15, 20] , we get O(log log ∆ · log 2 m)-competitive protocols. Considering fading metrics, that is the setting where α is greater than the doubling dimension, the protocols are O(log ∆) respectively O(log log ∆ · log m)-competitive.
We can also exploit the possibility of selecting powers for each transmission individually. For this case only centralized approximation algorithms are known [27] . In this case, we set for two links = (s, r), = (s , r ) ∈ E the weight
otherwise. The algorithm in [27] yields schedule lengths of O(C · log n) with this measure. We have lower bounds of O(1) in fading metrics resp. O(log m) in general metrics. This protocol has the drawback of being centralized and for this reason not being applicable in practical settings. However, this results shows the problem tractable is in general. In order to construct a distributed protocol, a possible solution could be to spend some time for preprocessing. Even an O(C · log m + poly(m)) algorithm could be used to get the same competitive ratio.
FURTHER APPLICATIONS
Defining the matrix W and using the right static algorithm, we can immediately get results for old and new models. For example, for packet routing, setting W to the identity matrix and using the trivial single-hop algorithm, we get stable protocols for all λ < 1. For the multiple-access channel we set W e,e = 1 for all e, e ∈ E. Using an algorithm that is acknowledgement-based and works without station ids, we can build stable protocols for all λ < 1 /e. When using station ids and also the other transmissions as feedback, we achieve stability for all λ < 1. See the full version for the algorithms and [18] for details on this duality.
Going beyond these models, we can introduce a conflict graph on the network links. In this graph, the set of vertices is the set of network links E and (possibly weighted) directed edges indicate if (or to what extent) a transmission on one link is interfered by a transmission on another link. Implementing for example the node constraint model, that is that each node can only transmit or receive a single packet in each step, we have edges between links that share an endpoint. In this case, we can get constant-competitive since the conflict graph has bounded independence and the algorithm from [16] can be adapted.
For the more general case that the conflict graph has inductive independence number ρ, we can build O(ρ · log m)-competitive protocols. Conflict graphs with constant ρ for example result from the radio network model in disk graphs, the protocol model or distance-2 matching in disk graphs. For the definition of the inductive independence number and the respective algorithm see the full version.
ASPECTS OF DISTRIBUTED PROTOCOLS
In general, it is desirable to design distributed dynamic scheduling protocols. In order to apply our transformation we require the nodes to have access to a global clock (in order to build the time frames), and to know the network size m, the injection rate λ and (in the adversarial model) the window size w. The other properties depend on the algorithm the protocol was derived from. Particularly, the amount of feedback the protocol needs is identical to the one of the static algorithm. For example, we can start from a static acknowledgement-based algorithm, that is, the only feedback it gets is whether it its own transmission was received. Transforming this algorithm, the dynamic protocol will also be acknowledgement-based. Furthermore, if the algorithm is the same for all nodes, we derive a symmetric protocol.
Fortunately, the required information for the transformation does not depend on the state of the network and is thus available at the time of deployment. So our protocol can be considered distributed if the static algorithm is. However, at this point the natural question arises whether all these assumptions are necessary, particularly the knowledge of a global clock, allowing the construction of common time frames. For the multiple-access channel it can be shown that having only local clocks does not weaken the protocols significantly. Even with an acknowledgement-based protocol local clocks can be synchronized [18] . In our case this is different.
Theorem 13. There is no stable acknowledgement-based protocol with local clock for the SINR model with uniform transmission powers that is m/2 ln m-competitive.
The formal proof of this theorem can be found in the full version. The main idea is to exploit the inherent asymmetry of the SINR model. In the multiple-access-channel model, we have that in case of a collision due to interference all involved transmissions fail. In the SINR model this is different. A transmission can be successful but harm another one at the same time. The instance considered in the proof of Theorem 13 consists of a number of small parallel links (Figure 1 ). These links are not able to coordinate each other because they do not interfere. Hence, a transmission via the large link is impossible in almost every step.
DISCUSSION AND OPEN PROBLEMS
In this paper we have shown a general technique to transfer results from static to dynamic packet scheduling in a wireless network. This transformation is independent of the respective interference model. All accesses to the wireless network are performed via a given algorithm for static problems. Improving, adapting or extending this static algorithm suffices to build a new dynamic protocol. This gives a strong motivation for studies of the static scheduling problems.
A possible direction for future work could be considering unreliable networks in the given models. Unreliable communication has been an emerging topic in related fields. For example, stochastic interference constraints based on Rayleigh fading have been considered [13] . As shown in [13] , the static single-hop algorithms applied in Section 6 yield very similar results in the Rayleigh-fading setting. Hence, our transformation directly applies. For adversarial interference constraints, an adversarial jammer [6, 36] and unreliable transmission links [30] in the radio-network model have been considered. In principle, our transformation can also be applied to these settings by adapting the respective static algorithm.
Another possible future direction includes the study of flexible data rates. That is, wireless devices adapt to the current interference conditions, e.g., by slowing down a file transfer. Very recently [28] , centralized algorithms for static scheduling problems have been presented. Combining these results with distributed algorithms and dynamically arising communication requests remains an open problem.
Furthermore, it could be interesting which information is really necessary in which model to design the protocol. We have shown that the global clock is inevitable for our transformation. However, it remains an open question whether knowing the network size, the injection rate, and the window size is really necessary to build a protocol.
The last aspect to be mentioned here is that we sticked to the traditional notions of stability here. That is, queue lengths and packet latencies were analyzed in expectation. In a practical environment, however, packets waiting too long for their delivery will presumably be outdated and thus have to be dropped. Probably, by allowing packet losses, one could develop protocols that are closer to actual applications.
