Let g be a finite dimensional simple Lie algebra over an algebraically closed field K of characteristic 0. A linear map ϕ : g → g is called a local automorphism if for every x in g there is an automorphism ϕ x of g such that ϕ(x) = ϕ x (x). We prove that a linear map ϕ : g → g is local automorphism if and only if it is an automorphism or an anti-automorphism.
Introduction
Mappings which are close to automorphisms and derivations of algebras have been extensively investigated: in particular, since the 1990s (see [17] , [18] , [19] ), the description of local and 2-local automorphisms (respectively, local and 2-local derivations) of algebras has been deeply studied by many authors.
Given an algebra A over a field k, a local automorphism (respectively, local derivation) of A is a k-linear map ϕ : A → A such that for each a ∈ A there exists an automorphism (respectively, a derivation) ϕ a of A such that ϕ(a) = ϕ a (a). A map ϕ : A → A (not k-linear in general) is called a 2-local automorphism (respectively, a 2-local derivation) if for every x, y ∈ A, there exists an automorphism (respectively, a derivation) ϕ x,y of A such that ϕ(x) = ϕ x,y (x) and ϕ(y) = ϕ x,y (y).
In [18] the author proves that the automorphisms and the anti-automorphisms of the associative algebra M n (C) of complex n × n matrices exhaust all its local automorphisms. On the other hand, it is proven in [10] that a certain commutative subalgebra of M 3 (C) has a local automorphism which is not an automorphism.
Among other results (see the Introduction of [4] for a detailed historical account), assuming the field k is algebraically closed of characteristic zero, in [1] the authors proved that every 2-local derivation of a finite dimensional semisimple Lie algebra is a derivation; in [2] it is proved that every local derivation of a finite dimensional semisimple Lie algebra is a derivation. As far as automorphisms are concerned, in [9] the authors proved that if g is a finite dimensional simple Lie algebra of type A ℓ (ℓ ≥ 1), D ℓ (ℓ ≥ 4), or E i (i = 6, 7, 8), then every 2-local automorphism of g is an automorphism. This result was extended to any finite dimensional semisimple Lie algebra in [3] . On the other hand, for local automorphisms of simple Lie algebras it is only known that the automorphisms and the anti-automorphisms of the special linear algebra sl(n) exhaust all its local
The main purpose of this paper it to extend this result to any finite dimensional simple Lie algebra: namely we prove that a K-linear endomorphism of a finite dimensional simple Lie algebra g over the algebraically closed field K of characteristic zero is a local automorphism if and only if it is an automorphism or an anti-automorphism of g.
Let G be the connected component of the automorphism group of g: then G is the adjoint simple algebraic group over K with the same Dynkin diagram as g. It is clear that every automorphism of g is a local automorphism: we show that every anti-automorphism of g is a local automorphism too. For this purpose we make use of the Bala-Carter theory for the classification of nilpotent elements in g.
To show that a local automorphism of g is an automorphisms or an anti-automorphisms, we make use of the Tits' Building ∆(G) of G (as definend in [22, Chap. 5.3] ) and the classification theorem [22, Theorem 5.8] which in particular describes the automorphisms of ∆(G).
Preliminaries
Throughout the paper K is an algebraically closed field of characteristic zero. We denote by R the reals, by Z the integers.
Let A = (a ij ) be a finite indecomposable Cartan matrix of rank n. To A there is associated a root system Φ, a simple Lie algebra g and a simple adjoint algebraic group G over K. We fix a maximal torus T of G, and a Borel subgroup B containing T : B − is the Borel subgroup opposite to B, U (respectively U − ) is the unipotent radical of B (respectively of B − ). We denote by h, n, n − the Lie algebra of T , U , U − respectively. Then Φ is the set of roots relative to T , and B determines the set of positive roots Φ + , and the simple roots ∆ = {α 1 , . . . , α n }. The real space E = RΦ is a Euclidean space, endowed with the scalar product (α i , α j ) = d i a ij . Here {d 1 , . . . , d n } are relatively prime positive integers such that if D is the diagonal matrix with entries
For α, β ∈ Φ, we put β, α = 2(β,α) (α,α) . We denote by W the Weyl group; s α is the reflection associated to α ∈ Φ, we write for short s i for the simple reflection associated to α i , w 0 is the longest element of W . We put Π = {1, . . . , n}, ϑ the symmetry (called the opposite involution) of Π induced by −w 0 and we fix a Chevalley basis {h i , i ∈ Π; e α , α ∈ Φ} of g (see [7, Chap. 4.2] ). We put h β = [e β , e −β ] for β ∈ Φ (hence
We use the notation x α (ξ), for α ∈ Φ, ξ ∈ K, as in [7] , [21] . For α ∈ Φ we put X α = {x α (ξ) | ξ ∈ K}, the root-subgroup corresponding to α. We identify W with N/T , where N is the normalizer of T .
We choose the x α 's so that, for all α ∈ Φ, n α = x α (1)x −α (−1)x α (1) lies in N and has image the reflection s α in W . The family (x α ) α∈Φ is called a realization of Φ in G.
Given an element w ∈ W we shall denote a representative of w in N byẇ. We can, and shall, takeẇ defined over Z.
For algebraic groups we use the notation in [14] , [8] . In particular, for J ⊆ Π, ∆ J = {α j | j ∈ J}, Φ J is the corresponding root system, W J the Weyl group, P J the standard parabolic subgroup of G, L J = T X α | α ∈ Φ J the standard Levi subgroup of P J . For w ∈ W we havė
We denote by GL(g) the group of automorphisms of g as a K-vector space. The group AUT(g) of automorphisms of g as a Lie algebra is completely described in [15, Chap. IX], [13, 16.5] .
We denote by N B(g) the set of the nilradicals of Borel subalgebras of g. This is a unique orbit under G: if n 1 ∈ N B(g) then, by the Bruhat decompositon in G, there exists a unique w ∈ W and a unique u ∈ẇU −ẇ−1 ∩ U such that n 1 = Ad uẇ.n.
The main result
We recall that a parabolic subgroup P is called
Here R u P is the unipotent radical of P and (R u P ) ′ is the derived subgroup of R u P (see [8, p. 167]). Two parabolic subgroups are said to be opposite if their intersection is a common Levi subgroup (see [5, 14.20] ). If P is a parabolic subgroup and L is a Levi subgroup of P , then there exists a unique parabolic subgroup opposite to P containing L. Any two opposite parabolic subgroups of P are conjugate by a unique element of R u P ([5, Proposition 14.21]).
Lemma 3.1 Let P be a distinguished parabolic subgroup of a semisimple algebraic group R and let P op be an opposite parabolic subgroup of P . Then P and P op are conjugate in R.
Proof. It is enough to assume R simple,
0 . We are left with the cases where R is of type A n , n ≥ 2, D n with n ≥ 5, n odd, E 6 . From the tables in [8] , p. 174 -176, one checks that again P op =ẇ 0 Pẇ −1 0 , since in each case the diagram of P is invariant under the opposite involution ϑ of the Dynkin diagram.
Proof. Let x ∈ g. We have to show that there exists α ∈ AUT(g) such that α(x) = −x. Let O be the G-orbit of x: it is enough to show that this holds for a certain y ∈ O. In fact, if x = Ad g.y and β(y) = −y for certain g ∈ G, β ∈ AUT(g), then α(x) = −x, where α is the automorphism of g given by α = (Ad g)β(Ad g) −1 . Let x = s + e be the Jordan-Chevalley decomposition of x, i.e. s is semisimple, e is nilpotent,
. This is a Levi subgroup of G and, up to conjugacy in G, we may assume that H is the standard Levi subgroup L J of G. Moreover the centralizer of s in g is the Lie algebra l J of L J , e lies in l J , and s lies in the center Z(l J ) ⊆ h. Let m be a minimal Levi subalgebra of l J containing e. Let M be the Levi subgroup of H such that m = Lie(M ), and let M ′ be the semisimple part of M and m ′ = Lie(M ′ ). Then e lies in m ′ and e is distinguished in m ′ . There exists a distinguished parabolic subgroup P M ′ of M ′ such that e lies in the dense orbit of P M ′ on the Lie algebra u P M ′ of its unipotent radical. Up to conjugation by an element of H, we may assume that
Now we consider an automomorphism ı of G satisfying
[16, proof of Corollary 1.16, p. 189]. Then the differential dı is an automorphism of g satisfying
show that dı(e) and −e are conjugate by an element of H.
Since a parabolic subgroup has a unique dense orbit on the Lie algebra of its unipotent radical, and clearly −e lies in the dense orbit of P M ′ on u P M ′ , and dı(N ) lies in the dense orbit of ı(P M ′ ) on dı(u P M ′ ), its is enough to show that P M ′ and ı(P M ′ ) are conjugate in H.
From Lemma 3.1 it follows that P M ′ and ı(P M ′ ) are already conjugate in M ′ , and we are done.
We denote by AUT * (g) the group of automorphisms of the K-vector space g which are either automorphisms or anti-automorphisms of the Lie algebra g. Then AUT * (g) = AUT(g) ⋊ −i g .
We observe that if ϕ is a local automorphism of g, then ϕ is invertible and its inverse is a local automorphism. It is also clear that the composite of local automorphisms is a local automorphism, therefore the set LAut(g) of local automorphisms of g is a subgroup of GL(g). By Theorem 3.2 we have Corollary 3.3 Every anti-automorphism of g is a local automorphism, i.e. AUT * (g) ≤ LAut(g).
We shall prove that LAut(g) = AUT * (g).
Lemma 3.4 Let ϕ be in LAut(g). Then ϕ leaves invariant the set N of nilpotent elements and the set S of semisimple elements of g.
Proof. Let x ∈ g. There exists ϕ x ∈ AUT(g) such that ϕ x (x) = ϕ(x). Since automorphisms map nilpotent (respectively, semisimple) elements to nilpotent (respectively, semisimple) elements, it follows that ϕ(N ) ⊆ N and ϕ(S) ⊆ S. Since ϕ −1 is also a local automorphism, we conclude that ϕ(N ) = N and ϕ(S) = S.
A classical theorem of Gerstenhaber [12] states that any vector space consisting of nilpotent n × n matrices has dimension at most 1 2 n(n − 1), and that any such space attaining this maximal possible dimension is conjugate to the space of upper triangular matrices. In [11] the authors generalized this result to the Lie algebra of any reductive algebraic group over any algebraically closed field, under certain conditions in case the characteristic of the field is 2 or 3. We restate this generalization for our purposes. For short we say that a subspace V of g is nilpotent, if V consists of nilpotent elements. In particular the nilpotent subspaces of maximal dimension are the maximal nilpotent subalgebras g: they constitute the set N B(g) defined in the Preliminaries.
Proposition 3.6 Let ϕ be in LAut(g). Then ϕ induces a permutation of the set N B(g).
Proof. Let V be any nilpotent subspace of g. By Lemma 3.4 ϕ(V ) and ϕ −1 (V ) are nilpotent subspaces of g. Therefore ϕ induces a permutation V → ϕ(V ) of the set of all nilpotent subspaces of g. In particular ϕ induces a permutation of N B(g).
We introduce the canonical Tits' Building ∆(G) associated to G. always contains a maximal torus of G, this is equivalent to the condition that the codimension (as k-vector spaces) of n 1 ∩ n 2 in n 1 (and n 2 ) is 1, where n i is the nilradical of the Lie algebra of B i for i = 1, 2. Definition 3.9 Let δ be a symmetry of the Dynkin diagram of g . We denote by d δ both the isometry of E and the graph automorphism of g defined respectively by for every α, β ∈ Φ, so that
for every w ∈ W , β ∈ Φ. Now fix any α ∈ Φ, h ∈ h. There exists g ∈ G, δ ∈ Diagr such that
δ h α ∈ h, which means that the elements h α and c d −1 δ h α of h are conjugate under G, and therefore they are conjugate under W , i.e. there exists w ∈ W such that Ad g.h α = Adẇ.h α = h w(α) . Hence c d
It follows that β = ±α, i.e. c = ±1.
A semilinear isomorphism between two Lie algebras is a bijective semilinear mapping of the underlying vector spaces which respects Lie multiplication.
Definition 3.11 Let f ∈ Aut K. We denote by a f both the field automorphism of G (as an abstract group) and the f -semilinear automorphism of g defined respectively by
Proposition 3.13 Let ϕ ∈ GL(g) and f ∈ Aut K be such that ϕ(X) = a f (X) for every X ∈ N B(g). Then f = i K and there is c ∈ K * such that ϕ = c i g .
Proof.
We have a f (n) = n and a f (n − ) = n − . It follows that
for every α ∈ Φ, k ∈ K, since we fixed the representativesẇ over Z, and therefore a f (ẇ) =ẇ for every w ∈ W .
We shall repeatedly use the fact that if n 1 , n 2 ∈ N B(g) are such that n 1 ∩n 2 = v with v = 0,
For every i ∈ Π we have
Let α ∈ Φ. There exists w ∈ W , i ∈ Π such that w(α i ) = α. Then
Hence, for every α ∈ Φ there exists c α ∈ K * such that ϕ(e α ) = c α e α .
By [7, p. 64] , for every α ∈ Φ, k ∈ K we have
In particular, for k = 1 we get
2) we obtain c −α i e −α i + ky i e −α i = p 1 e −α i and kx i e α i − k 2 c α i e α i = −p 1 k 2 e α i for every k ∈ Q * , so that y i = 0, c −α i = p 1 , x i = 0 and c α i = p 1 . We have proved that
Moreover, from (3.2) it follows that
for every k ∈ K, hence p k = c α i and f (k) = k for every k ∈ K, i.e. f = i K .
So far we have proved that f = i K , and that for every i = 1, . . . , n we have ϕ(e α i ) = c α i e α i ,
Our aim is to show that c α = c β for every α, β ∈ Φ. We prove that c α = c β for every α, β ∈ Φ + . With a similar procedure it will follow that c α = c β for every α, β ∈ Φ − , so that c α = c β for every α, β ∈ Φ by (3.3).
By [7, p. 64] , for linearly independent roots α, β we have
where M α,β,0 = 1, M α,β,r = ± p+r r for r ≥ 1, −pα + β, . . . , β, . . . , qα + β is the α-chain through β with p and q non negative integers. In particular, for t = 1 we get
We begin by showing that c α i = c α j for every i, j ∈ Π.
There exists c ∈ K * such that
Since M α i ,α j ,r = 0 for every r = 0, . . . , q, we get for every r = 0, . . . , q, and in particular c α j = c, c α i +α j = c, so that c α j = c α i +α j = c. Similarly, by considering Ad x α j (1).e α i , we obtain c α i = c α j +α i : hence c α i = c α j = c. Since the Dynkin diagram is connected, we get c α i = c α j = c for every i, j ∈ Π (incidentally, the previous argument
shows that c α = c β = c for positive roots α, β of height at most 2).
Assume that β is a positive root of height m with m ≥ 2. Then we may write β = γ + α i , for a certain γ ∈ Φ + (of height m − 1) and a certain i ∈ Π. Then
with q ≥ 1. From Adṡ i .n − ∩ n = e α i we get
There exists d ∈ K * such that
Since M γ,α i ,r = 0 for every r = 0, . . . , q, we get
for every r = 0, . . . , q, and in particular c α i = d, c β = c γ+α i = d, so that c β = c α i = c. We have therefore proved that c α = c for every α ∈ Φ + . Similarly one can prove that c α = c ′ for every α ∈ Φ − for a certain c ′ ∈ K * . Since by (3.3) we have c −α i = c α i we get c ′ = c, i.e. c α = c for every α ∈ Φ. But we also have ϕ(h i ) = c h i for every i ∈ Π, we conclude that ϕ = c i g .
Theorem 3.14 Let g be a finite dimensional simple Lie algebra over the algebraically closed field K of characteristic zero. Then a linear map ϕ : g → g is local automorphism if and only if it is an automorphism or an anti-automorphism, i.e. LAut(g) = AUT * (g).
Proof. The case when g is of type A n , n ≥ 1, is dealt with in [4] . For completeness, here we give a proof also for this case. By Corollary 3.3 we have AUT automorphism of g. We show that there exists an automorphism β of g and c ∈ K * such that
Assume first that g has rank 1, i.e. g = sl (2) . Then the result follows from the main theorem in [6] (see Remark on page 45). So assume rk g ≥ 2. By Proposition 3.8, ϕ induces an automorphism ρ ϕ of the building ∆(G) of G. By the structure theorem on isomorphisms of buildings ([22, Theorem 5.8]), there exists an automorphism α of G (as an algebraic group) and a field automorphism a f of G such that ρ ϕ (P ) = α a f (P ) for every parabolic subgroup P of G. It follows that, for β = dα, the differential of α, we get
for every X in N B(g). By Proposition 3.13, β −1 ϕ = c i g for a certain c ∈ K * .
Finally, from Proposition 3.10, we get c = ±1, and ϕ = ±β ∈ AUT * (g).
Remark 3.15 From the structure of the automorphism group of g, it follows that any ϕ ∈ LAut(g)
is of the form ϕ = ±d δ (Ad g) for a unique g ∈ G and a unique graph automorphism d δ .
