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Abstract
As genome sequencing is becoming faster and
cheaper, an abundance of DNA and protein se-
quence data is available. However, experimen-
tal annotation of structural or functional informa-
tion develops at a much slower pace. Therefore,
machine learning techniques have been widely
adopted to make accurate predictions on unseen
sequence data. In recent years, deep learning has
been gaining popularity, as it allows for effec-
tive end-to-end learning. One consideration for
its application on sequence data is the choice for
a suitable and effective sequence representation
strategy. In this paper, we investigate the signif-
icance of three common encoding schemes on
the multi-label prediction problem of Gene On-
tology (GO) term annotation, namely a one-hot
encoding, an ad-hoc trainable embedding, and
pre-trained protein vectors, using different hyper-
parameters. We found that traditional unigram
one-hot encodings achieved very good results,
only slightly outperformed by unigram ad-hoc
trainable embeddings and bigram pre-trained em-
beddings (by at most 3% for the Fmax score),
suggesting the exploration of different encoding
strategies to be potentially beneficial. Most in-
terestingly, when analyzing and visualizing the
trained embeddings, we found that biologically
relevant (dis)similarities between amino acid n-
grams were implicitly learned, which were con-
sistent with their physiochemical properties.
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1. Introduction
With recent improvements in sequencing technology, ge-
nomic sequence data are becoming ubiquitous. Many en-
deavors are currently being conducted to map those se-
quence data to structural and functional information, aiming
to understand different parts of our genome and the influ-
ence of mutations with regard to particular phenotypes.
A major initiative concerning protein function representa-
tion is the Gene Ontology (GO), in which each protein is
mapped to a set of hierarchically structured GO terms, yield-
ing insight into molecular functions (MF), the biological
processes (BP) the protein is related to, or the cellular com-
ponents (CC) in which the protein operates (Ashburner et al.,
2011).
As many sources of sequence data are available, but with
GO term annotations lacking for many proteins, a variety
of prediction strategies has been explored. Initial predic-
tion strategies are based on sequence homology, which as-
sumes similar functionality for similar sequences (Gillis &
Pavlidis, 2013). However, as this assumption is often inac-
curate, more specific techniques are required. Therefore,
multiple signature-based databases have been established,
where conserved local signatures and sequence motifs are
connected to specific GO terms, such as PFam (El-Gebali
et al., 2019), PRINTS (Attwood et al., 2012), PROSITE,
(Hulo et al., 2006) and others. Finally, given the increas-
ing popularity of machine learning techniques in various
domains, they have also been successfully applied to this
prediction task (Kulmanov et al., 2018; Fa et al., 2018).
Deep learning, a specific branch of machine learning that
typically makes use of (deep) artificial neural networks, has
been gaining popularity in genomics in recent years, follow-
ing the state-of-the-art results achieved in other domains.
Successful applications have been implemented for a va-
riety of use cases (Eraslan et al., 2019; Alipanahi et al.,
2015; Zeng et al., 2016; Kelley et al., 2016; Kulmanov et al.,
2018).
One challenge of doing sequence-based predictions with
neural networks is finding the optimal way to represent the
input data. Three main strategies are frequently used:
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• One-hot encoding. The most straightforward method
is a one-hot encoding for n-grams (Alipanahi et al.,
2015; Zeng et al., 2016; Kelley et al., 2016). This
method maps each n-gram to a vector of all zeros,
except for one position. For instance, nucleotide uni-
gram representations imply that vector [1, 0, 0, 0] rep-
resents the A nucleotide, [0, 1, 0, 0] the C nucleotide,
etc. Typically, this encoding is then followed by a con-
volutional layer, in which filters are trained that can
be perceived as genomic consensus logos. The vector
size increases for growing n-grams or when working
with amino acids. A one-hot vector for amino acid
trigrams would imply the use of a vector of size 203
(assuming an alphabet of 20 possible amino acids). As
a downside however, one-hot vectors are sparse and
there is no notion of similarity between the vectors of
related n-grams. For instance, in the case of amino
acid unigrams, the interchangeable amino acids leucine
(L) and isoleucine (I) are regarded to be as (dis)similar
as any two amino acids.
• Ad-hoc trainable embeddings. Each possible n-
gram is given a vector embedding, which is trainable
as part of the neural network. The vector size can be
freely chosen. For instance, in (Kulmanov et al., 2018),
trainable embeddings for amino acid trigrams of size
128 are used. This strategy allows for the modeling
of similarities between related n-grams. For instance,
in the case of unigrams, quasi-identical embeddings
might be determined for leucine (L) and isoleucine (I).
• Pre-trained embeddings. It is possible to pre-train
vector embeddings for n-grams in an unsupervised
way. In previous studies (Asgari & Mofrad, 2015;
Yang et al., 2018), the Skip-gram model (Mikolov et al.,
2013) has been used to generate trigram embeddings
from a body of protein sequences. As shown in Fig-
ure 3a, the model is trained on sentences that are com-
posed of non-overlapping amino acid trigrams, where
one sentence is constructed from each out of three pos-
sible reading frames. It was shown that embeddings
for trigrams with similar physiochemical properties
clustered together to some extent (Asgari & Mofrad,
2015).
In this paper, we investigate the biological relevance of the
trained embeddings for the described encoding approaches,
and apply them to the use case of GO term prediction in
order to compare their performance.
Figure 1. An illustration of one-hot encoding when applied to uni-
grams.
2. Methodology
Encoding strategies
Our datasets, which are described in more detail in Sec-
tion 3, contain input sequences that consist of up to 1002
amino acids, with 20 different amino acids possible. Each
sequence is encoded using one of the three strategies ex-
plained below. Visual illustrations of each strategy can be
found in Figures 1, 2, and 3.
ONE-HOT ENCODING
Each amino acid n-gram is encoded as a one-hot vector
of size 20n (all zeros except for the position linked to the
n-gram). When n > 1, overlapping n-grams are selected.
We tested this encoding with n = 1, n = 2, and n = 3.
AD-HOC TRAINABLE EMBEDDINGS
Initially, randomly generated vectors of size v are created for
each amino acid n-gram. These encodings are then trained
along with all other network parameters when optimizing for
the classification task. We tested this encoding with v = 5,
v = 10, and v = 15 for n = 1, n = 2, and n = 3, and
additionally with v = 32, v = 64, v = 128, and v = 256
for n = 2 and n = 3.
PRE-TRAINED EMBEDDINGS
Vector embeddings for each n-gram are generated in an
unsupervised way, by using the Skip-gram model on a set
of sentences, derived from protein sequences. For each
protein sequence, n sentences are derived, one for each
reading frame. An example of this is given in Figure 3a. We
generated embeddings for combinations of the following pa-
rameters, within the given ranges: 1 ≤ n ≤ 5 (higher values
for n gave memory problems, as the number of possible n-
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Figure 2. An illustration of ad-hoc trainable embeddings when ap-
plied to unigrams. The vector for each distinct unigram is randomly
initialized and then optimized during training.
Figure 3. An illustration of pre-trained embeddings when applied
to trigrams. First (a), three sentences of non-overlapping trigrams
are extracted per sequence and a Skip-gram model is trained. Then
(b) and (c), input sequences are converted to overlapping trigrams,
which are then encoded using the pre-trained embeddings.
Figure 4. An illustration of K-max pooling, given two activation
maps of length 11 and 7, respectively, with two channels, for
K = 3.
grams grows exponentially), embedding size 16 ≤ v ≤ 256,
(except for unigrams where 5 ≤ v ≤ 15, bigrams where
16 ≤ v ≤ 64, and 5-grams, where we got memory problems
above embedding size 64), and window size (maximum
distance to the neighboring words to be predicted by the
Skip-gram model) 1 ≤ w ≤ 16. Each Skip-gram model
was trained for 10 epochs.
Network architecture
We used the same network architecture for the different
encoding experiments. The prediction task at hand is a
multi-label classification task, with one class per GO term,
starting from a protein sequence. After the encoding layer,
the architecture consists of a series of convolutional lay-
ers, max pooling layers, and dropout layers, followed by a
dynamic K-max pooling layer. This layer is described in
(Kalchbrenner et al., 2014), and its purpose is to transform
an input of varying length to a fixed output size. Instead
of regular max pooling keeping one value for each pooling
window, dynamic K-max pooling collects the K highest
activations in each channel in the same order of occurrence.
An illustration of this pooling strategy can be found in Fig-
ure 4. This layer is followed by a subnetwork for each GO
term to predict, with each subnetwork consisting of a fully-
connected layer, which is then connected to a single sigmoid
output.
The network architecture and other hyperparameters were
determined by performing a grid search (with a unigram
one-hot encoding) on the number of layers, the filter sizes
and the number of filters, the max pooling sizes, the number
of neurons in the fully-connected subnetwork layers, the
dropout rate, the update strategy, the learning rate, and the
K-max pooling size. Simultaneously, we were restrictive on
the total number of trainable parameters, keeping the small-
est network for which a consistent increase in effectiveness
was noticed. The hyperparameter values of our network
architecture are listed in Table 1.
Each model was trained using the Adam optimizer with
learning rate 0.001, over 15 epochs with batch size 64. At
training time, we used 7/8th of the dataset available for
training and 1/8th for validation. The model with the lowest
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Layer Details
encoding layer
conv layer (+ ReLU) 64 filters of size 9
dropout layer p = 0.2
max pooling layer pool size 3, stride 3
conv layer (+ ReLU) 64 filters of size 7
dropout layer p = 0.2
max pooling layer pool size 3, stride 3
conv layer (+ ReLU) 64 filters of size 7
dropout layer p = 0.2
max pooling layer pool size 3, stride 3
K-max pooling K = 10
One subnetwork for each predicted GO term:
fully-connected layer 32 neurons
sigmoid output 1 neuron
Table 1. Layer details of the neural network used.
validation loss (categorical cross-entropy) over the different
epochs was chosen for evaluation.
3. Experimental Setup
Data
DATA FOR (UNSUPERVISED) EMBEDDING MODEL
TRAINING
Vector embeddings are generated from a body of pro-
tein sequence data, which are extracted from SwissProt
(https://www.uniprot.org/uniprot/, downloaded December
2018), retaining only reviewed sequences. This resulted in
558 899 sequences to train on.
DATA FOR (SUPERVISED) GO TERM PREDICTION
Experiments were executed on the same train and test
datasets as constructed in (Kulmanov et al., 2018). For
the three GO subontologies molecular function, biological
process and cellular component, a separate dataset was con-
structed, each with a specific set of GO terms. Sequences
longer than 1002 amino acids were dropped, as well as se-
quences with any of the ambiguous amino acid codes (B,
J, O, U, X, Z). For the GO term annotations, only the ones
with experimental evidence codes (EXP, IDA, IPI, IMP, IGI,
IEP, TAS, and IC) were kept, and only GO terms with a
minimum of 250 (for BP) or 50 (for MF/CC) annotations
were considered. Additionally, only proteins annotated with
at least one of those GO terms were retained. The details of
the datasets are listed in Table 2.
Benchmark approaches
As a prediction baseline, results for the following three
approaches are also listed:
subontology classes training
samples
test sam-
ples
molecular
function
589 25 224 6306
biological
process
932 36 380 9096
cellular com-
ponent
439 35 546 8887
Table 2. The distribution of samples (protein sequences) in the
dataset for each subontology.
• A naı¨ve baseline, which is also used as a baseline in the
Critical Assessment of protein Function Annotation
(CAFA) challenges (Jiang et al., 2016). Here, each
sequence results in the same prediction for each term,
being the frequency of that term within the training set.
• The BLAST baseline (also used in the CAFA com-
petitions), which transfers the annotations from the
most similar protein sequence in the training set for
any given sequence in the test set.
• DeepGOSeq (Kulmanov et al., 2018), a sequence-
based convolutional neural network utilizing ad-hoc
trainable embeddings and hierarchically structured sub-
networks for related terms.
Evaluation metrics
We evaluated the effectiveness using the protein-centric
Fmax metric as defined by the CAFA challenges. There,
precision (pr), recall (rc), and Fmax are calculated as fol-
lows:
pr(t) =
1
m(t)
∗
m(t)∑
i=1
∑
f I(f ∈ Pi(t) ∧ f ∈ Ti)∑
f I(f ∈ Pi(t))
,
rc(t) =
1
n
∗
n∑
i=1
∑
f I(f ∈ Pi(t) ∧ f ∈ Ti)∑
f I(f ∈ Ti)
,
Fmax = max
t
{
2 ∗ pr(t) ∗ rc(t)
pr(t) + rc(t)
}
,
where f is a GO term, Pi(t) the set of terms with predicted
scores higher than a threshold t for a protein i, Ti the set
of annotated terms (ground truth) for a protein i, n the total
number of proteins, and m(t) the number of proteins with
at least one prediction score above the threshold t.
To obtain the final results, we calculated the average Fmax
score over 10 experiments per encoding setup.
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4. Results and Discussion
Evaluation
In Figure 5, the results on the datasets for the respective sub-
ontologies BP, MF, and CC are shown. The network is able
to outperform the baselines using any of the three encoding
strategies, except for one case. As already observed on this
dataset (Kulmanov et al., 2018), BLAST performs very well
on the MF subontology, achieving a higher score than the
sequence-based deep learning approach.
Despite being the most rudimentary form of encoding, one-
hot encoding performed very well when applied to unigrams.
It reached Fmax scores of 0.358, 0.411, and 0.595 for BP,
MF, and CC, respectively, whereas Fmax scores for the
optimal encoding of each subontology amounted to 0.362,
0.423, and 0.600, respectively (implying a relative increase
of at most 3.0%). It is also clear that the performance drops
for bigram and trigram one-hot encodings, as the input
matrices become too sparse.
For ad-hoc trainable embeddings, we observed the same
behavior, regardless of embedding size. The ability of the
network to learn meaningful representations dropped as n
(and as a result, the number of possible n-grams) grew larger.
For instance, for trigrams, there are already 8000 possibili-
ties per position, each with its own embedding to train, and
this on a training set of only 25 000 to 35 000 sequences.
When working with unigram trainable embeddings, how-
ever, the approach outperformed one-hot encodings on each
subontology. They obtained an Fmax score of 0.360 for
BP (v = 15), 0.415 for MF (v = 10), and 0.596 for CC
(v = 10).
When comparing pre-trained embeddings, smaller window
and embedding sizes were more effective. For BP and
CC, Fmax scores of 0.362 and 0.600, respectively, were
obtained (using bigrams) and for MF, the highest score
obtained was 0.423 (using trigrams). We noticed a drop
in effectiveness when increasing n, and for a fixed value
of n, the effectiveness tended to decrease for embedding
sizes above 64. Finally, we obtained the best results with a
window size w = 2, with the effectiveness again dropping
as soon as we increased this to a window size of 8 and
onwards.
Visualization of ad-hoc trained embeddings
As a reference for the 2-D embedding visualizations in this
section, Figure 6 shows a visualization of the Grantham
matrix (Grantham, 1974), which provides a distance metric
between amino acids based on composition, polarity, and
molecular volume. The distance matrix was transformed to
a 2-D representation using metric multidimensional scaling
(Borg & Groenen, 2005).
The intuition behind trainable embeddings is that amino acid
n-grams that share certain characteristics can be encoded
in a similar way, in contrast to one-hot encodings where
different n-grams are always equally (dis)similar. Deep
learning models are able to train ad-hoc trainable embed-
dings according to the similarities that are useful with regard
to the prediction task at hand. To verify this hypothesis, we
visualized the embeddings that were trained in the above
experiments with embedding size v = 10 and v = 15. This
was done using Principal Component Analysis (PCA), of
which results are shown in Figure 7.
In both the experiments for s = 10 and s = 15, we observed
visualizations that were consistent with known amino acid
characteristics. Aspartic acid (D) and glutamic acid (E)
are consistently clustered together (in all 6 experiments),
often as outliers. The smallest amino acids alanine (A)
and glycine (G), having a very similar structure, are also
clustered together in 5 out of 6 cases. The quasi-identical
hydrophobes valine (V), isoleucine (I), and leucine (L) are
clustered together, in the proximity of other hydrophobes.
In half of the experiments, we observed cysteine (C) as an
outlier, which could be expected due to its specific charac-
teristics. Moreover, in each of our experiments, we found
the largest amino acid, tryptophan (W), as an outlier, with the
other (large) hydrophobic aromatic amino acids tyrosine (Y)
and phenylalanine (F) often as closest neighbours. Finally,
we could also observe that the amino acids with basic side
chains arginine (R), lysine (K), and histidine (H) are found
in the proximity of each other as well.
The consistency found across the different independent ex-
periments is remarkable, given that all embeddings are ran-
domly initialized and that optimization is only done ac-
cording to GO term prediction, indicating that the shared
characteristics are indeed relevant for predicting protein
function.
Visualization of pre-trained embeddings
Unsupervised pre-training of n-gram embeddings based on
their contexts is a very different approach, yet similarities
are found when comparing their respective 2-D visualiza-
tions. We generated scatter plots using PCA for n = 1,
and t-Distributed Stochastic Neighbor Embeddings (t-SNE)
(van der Maaten & Hinton, 2008) for n = 2 and n = 3.
Analogously to the ad-hoc trained embeddings for unigrams,
the pre-trained unigrams as shown in Figure 8 were also
visualized using PCA. The results are very consistent when
training the Skip-gram model with different v. However,
the results do seem less coherent with regard to amino acid
characteristics. Hydrophobes are not clustered together as
strongly as with the ad-hoc trained embeddings. Neverthe-
less, we still observe outliers for tryptophan W and cysteine
C, as well as groups of acidic amino acids (ED), large hy-
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Figure 5. Results for the neural network models when employing the specified encoding strategy. The code O-n denotes a one-hot
encoding using n-grams, the code T-n-v denotes the usage of trainable embeddings for n-grams with an embedding vector size v, and
the code P-n-v-w denotes pre-trained embeddings for n-grams with an embedding vector size v and a context window size of w.
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Figure 6. 2-D representation of the Grantham matrix, calculated
with metric multi-dimensional scaling.
drophobes WYF, and the quasi-identical hydrophobes valine
(V), isoleucine (I), and leucine (L).
The 2-D visualizations (using t-SNE) of pre-trained embed-
dings for bigrams proved more solid. As shown in Fig-
ure 9, we found that bigrams were often grouped together
according to the presence of specific amino acids. The most
obvious cluster is one of embeddings that contain cysteine
(C) (red color), confirming what the other visualizations
already pointed out. Next, we find that hydrophobes are
again clustered together, which is shown very clearly when
taking the average locations per amino acid in Figure 9d.
Serine (S) and threonine (T), having similar side chains,
are located close to each other, and aspartatic acid (D) and
glutamic acid (E) are again spatially related. Finally, in Fig-
ure 9c, it is also interesting to observe that there are many
tyrosine (Y) and phenylalanine (F) pairs found in the center
of the hydrophobic cluster. The bigrams in those positions
are identical, apart from the Y-F amino acid (for instance,
YQ is located right next to FQ), indicating that the model
recognizes an interchangeability between both.
In Figure 10, where we analyze the embeddings for pre-
trained trigrams, the same clusters are confirmed: cysteine
(C) is again a strong outlier, hydrophobics are grouped to-
gether, as are the amino acids with electrically charged side
chains and serine (S) and threonine (T).
5. Conclusions and Future Work
In this paper, we first compared the effectiveness of different
encoding schemes for protein sequences when targeting the
use case of GO term prediction. Remarkably, a rudimental
unigram one-hot encoding performed very well. We found
only a slight relative Fmax improvement of 0.8%, 1.0%, and
0.1% (on the BP, MF, and CC experiments, respectively)
when we moved from a unigram one-hot encoding to ad-hoc
trainable embeddings, and of 1.3%, 3.0%, and 0.8% when
we moved to pre-trained embeddings.
More interestingly, visualizations showed that when learn-
ing ad-hoc trained embeddings, the neural networks learn
similarities between amino acids in order to exploit shared
characteristics when predicting GO terms from sequence
data, such as hydrophobics clustering together and cysteine
(C) and thryptophan (W) being recognized as outliers. When
analyzing pre-trained (in an unsupervised manner) embed-
dings, this was consistently confirmed when we found clus-
ters for unigrams, bigrams, and trigrams that share the same
amino acids, with those clusters also being organized ac-
cording to physiochemical properties.
With the research effort presented in this paper, we con-
firmed that it can be beneficial to explore different encoding
schemes when analyzing genomic sequence data with neu-
ral networks. However, it would be of interest to see how
the different encoding strategies compare on a broader set
of use cases. Additionally, an optimal network architecture
hyperparameter search for each encoding strategy would be
beneficial for a thorough comparison between each strategy.
Given the good effectiveness of the rudimental unigram one-
hot encodings, we also want to further investigate whether
the biological relevance that we noticed for the other ap-
proaches, is perhaps captured by the convolutional filters.
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window size of 4. The different colors indicate the following amino acid groups: hydrophobics are found in green, the (positively charged)
amino acids with basic side chains in blue, and the (negatively charged) amino acids with acidic side chains in purple.
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Figure 9. Visualizations of the pre-trained embeddings for n = 2, v = 32, and w = 2, generated using t-SNE (with a perplexity of 10),
presented using different color schemes. (a) Colors according to the number of hydrophobic amino acids that are present in each bigram,
with the exception of the cluster of bigrams that contain cysteine (C). (b) Each bigram is colored according to the sum of hydrophobicity
of each amino acid therein, using the same value scale as listed in (Manavalan & Ponnuswamy, 1978). (c) Bigrams are colored according
to the presence of specific amino acids: first, bigrams that start with cysteine (C) are colored red, followed by the remaining bigrams that
end with cysteine, to then color the bigrams that do not contain cysteine but that do contain tryptophan (W), etc. Finally, for (d), we used
the same colors as for (c), but now representing the average position for each amino acid when occurring in the bigrams.
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Figure 10. Visualizations of the pre-trained embeddings for n = 3, v = 32, and w = 2, generated using t-SNE (with a perplexity of 40),
presented using different color schemes. (a) Colors according to the number of hydrophobic amino acids that are present in each trigram,
with the exception of the cluster of trigrams that contain cysteine (C). (b) Each trigram is colored according to the sum of hydrophobicity
of each amino acid therein, using the same value scale as listed in (Manavalan & Ponnuswamy, 1978). (c) Trigrams are colored according
to the presence of specific amino acids: first, trigrams that start with cysteine (C) are colored red, followed by the remaining trigrams that
have cysteine in the middle, followed next by the remaining trigrams that end with cysteine, to then color the trigrams that do not contain
cysteine but that do contain tryptophan (W), etc. Finally, for (d), we used the same colors as for (c), but now representing the average
position for each amino acid when occurring in the trigrams.
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