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Mehdi Darouich(1), St́ephane Guyetant(1) et Dominique Lavenier(2)
(1) CEA, LIST, PC94, 91191 Gif sur Yvette
(2) IRISA, Campus de Beaulieu, 35042 Rennes
I. I NTRODUCTION
La st́eŕeovision permet l’extraction de la profondeur d’une
sc̀ene à partir des images de deux capteurs vidéo. Dans le
domaine automobile, elle est principalement utilisée pour la
détection et la localisation d’obstacles. Les avantages apportés
par la st́eŕeovision peuvent b́eńeficier à plusieurs applications
d’aide à la conduite (ou Advanced Driver Assistance System,
ADAS) comme la d́etection de píetons, la mesure de distance
de śecurit́e, l’adaptation des phares̀a la situation età la
topologie ou la d́etection de panneau de signalisation. Outre
les aspects de sûret́e, ces applications doivent répondreà de
fortes contraintes du temps-réel et de l’embarqúe. Pour la
plupart des traitements mis en jeu, un compromis doitêtre fait
entre la qualit́e des ŕesultats et le besoin en ressources. Notre
objectif est de proposer une solution architecturale assurant la
meilleure efficacit́e énerǵetique tout en garantissant la qualité
du ŕesultat. Nous nous intéressons plus particulièrementà la
création de la carte de disparité qui permet l’extraction de la
profondeur et qui est unétape tr̀es calculatoire. L’objectif ici
est d’obtenir une carte de disparité dense et d’extraire le plan
de la route de manière robuste.
II. PRINCIPE DE LA DISPARITÉ
La disparit́e est la diff́erence de position entre un point
de l’image de la première caḿera et son correspondant sur
l’image de la deuxìeme caḿera. L’information de disparité d,
coupĺee aux param̀etres physiques de la paire stéŕeoscopique
- base de la paireB et distance focale des camérasf - permet
d’obtenir la profondeurP du point consid́eŕe selon la formule
P = B.f/d.
Fig. 1. Carte de disparité et ŕesultat de la d́etection de píeton
L’objectif de l’estimation de disparité est de trouver la
correspondance entre les points des images de droite et de
gauche. Une rectification préalable des deux images permet
de limiter le champ de recherche : les deux points correspon-
dants se trouve sur la m̂eme ligne des deux images. Malgré
cette simplification, cette phase de recherche est hautement
calculatoire et la qualité des ŕesultats influe fortement sur les
performances des traitements en aval comme la segmentation
et la classification. Le plus souvent, un compromis doitêtre
fait entre le temps de calcul et la qualité de l’image de disparité
(densit́e et niveau d’erreur).
III. ÉTUDE ALGORITHMIQUE
Les algorithmes de mise en correspondance peuventêtre
clasśes selon trois familles : ḿethodes locales, globales et
semi-globales. Les ḿethodes locales basent leur analyse
sur une fen̂etre de comparaison autour des pixelsà mettre
en correspondance. Dans la zone de recherche, un coˆ t
d’appariement est obtenu par corrélation entre les deux
fenêtres. Les ḿethodes les plus couramment employées sont
la somme desécarts quadratiques (SSD), la somme des
écarts absolus (SAD) ou l’intercorrelation normalisée centŕee
(ZNCC). Par la suite, la disparité pour laquelle on obtient le
meilleur score d’appariement est retenue (approche Winner-
Take-All). Ces ḿethodes simples présentent l’avantage de
nécessiter le moins de ressources et de géńerer des images de
disparit́e denses, mais elles présentent un fort taux d’erreurs,
notamment dans les zones d’occlusion et dans les zones peu
textuŕees - par exemple pour une route neuve.
D’autres approches, regroupées sous le nom de méthodes
globales, consistent̀a optimiser une fonction d’énergie
définie sur toute l’image. La fonction d’énergie impose les
contraintes auxquelles la carte de disparité doit ŕepondre :
par exemple la continuité de la disparit́e sur les objets.
Par la suite, l’ensemble des disparités qui minimisent cette
fonction d’energie est recherché. La ḿethode de coupure
de graphes (Graph-Cut, GC) et la propagation de croyance
(Belief Propagation, BP) sont les deux méthodes globales les
plus étudíees. Ces ḿethodes donnent des images de disparité
denses et comportant très peu d’erreurs. Elles sont cependant
complexesà mettre en place et nécessitent des ressources
de calcul et de ḿemorisation tr̀es importantes, incompatibles
avec les contraintes matérielles de l’embarqúe (cf. tableau I).
Les ḿethodes semi-globales se basent sur le même principe
que les ḿethodes globales mais sur des sous-parties de
l’image (des lignes ou des blocs). Le d´ coupage du problème
d’optimisation en sous-problèmes permet de diminuer le
besoin en ressources de calcul et en ressources mémoires
par rapport aux ḿethodes globales, mais entraı̂ne cependant
l’apparition d’artefacts sur l’image de disparité. Une ḿethode
de propagation de croyance appliquée à des blocs de pixels
(Block-BP) [1] permet la mise en place d’un traitement en
parall̀ele. L’optimisation de la disparité suivant les lignes
épipolaires peut s’effectuer par programmation dynamique
(DP). Dans cette ḿethode, l’objectif est de trouver le chemin
qui minimise la fonction d’́energie à travers l’espace des
disparit́es possibles sur une ligne (Disparity Space Image ou
DSI) dont la repŕesentation est donnée figure 2. La program-
mation dynamique extrait l’ensemble des disparités donnant la
meilleure corŕelation tout en respectant la contrainte de conti-
nuité, ce qui permet l’obtention de cartes de disparité denses,
homog̀enes, mais présentant des défauts sur les contours qui
peuvent d́eformer certains objets.
Fig. 2. Image d’espace de disparité (DSI) de la ligne marqúee d’une fl̀eche
figure 1. Plus la corŕelation estélev́ee, plus le pixel du DSI est sombre.
Le chemin blanc dans les zones sombres représente la disparité extraite par
programmation dynamique
Nous avons impĺement́e et test́e les principaux algorithmes
sur des paires d’images stéŕeoscopiques de situations routières.
Plusieurs ḿetriques ont́et́e introduites pouŕevaluer ces algo-
rithmes. Le besoin en ressources est mesuré par le nombre
d’opérations (normaliśees en 8 bits) ńecessaires par seconde.
L’occupation ḿemoire repŕesente la taille minimale du buffer
nécessaire au traitement. La bande passante mémoire est le
débit d’information entre une ḿemoire externe et le buffer
préćedemment d́efini. Les ŕesultats de notréetude sont re-
grouṕes dans le tableau I. Les images en niveau de gris 8
bits ont une ŕesolution de 640x480, la fréquence des images
à traiter est de 40 fps, le niveau de disparité maximum est de
60, et la fen̂etre de traitement a pour taille 5x5.
TABLE I
ÉVALUATION DES ALGORITHMES DE CRÉATION D’ IMAGE DE DISPARITÉ
Besoin en Occupation Bande
ressources mémoire passante
(GOPS) mémoire
Méthodes SAD 56 7ko 135Mo/s
locales ZNCC 225 7ko 135Mo/s
Méthodes BP 71541 442Mo N/A
globales
Méthodes DP 74 182ko 135Mo/s
semi-globales Block-BP 2120 737ko 36,9Mo/s
IV. A RCHITECTURES POURADAS
Il existe plusieurs architectures matérielles visant les appli-
cations d’aidèa la conduite. L’architecture EyeQ2 de Mobileye
[2], qui sera commercialiśe d́ebut 2009, associe deux pro-
cesseurs RISC̀a virgule flottante MIPS34K, trois processeurs
vectoriels, cinq blocs de traitement dédíes, dont un pour le
calcul de la disparit́e et 1Mo de ḿemoire SRAM. Cette solu-
tion permet d’impĺementer un grand nombre d’applications de
vision. Cependant, l’utilisation de blocs de traitement dédíes
ne permet pas d’évolution dans les traitements qu’ils adressent,
et la flexibilité ŕeside seulement dans la programmation des
processeurs.
IMAP-CE [3] est une architecture SIMD composée de 128
processeurs VLIẀa 4 voies 8 bits possèdant chacun 2ko de
buffer mémoire. Elle peut fournir 51,2 GOPS de performance
crête en exploitant le parallélisme de donńees, pour une
consommation de 2W. La version commerciale, IMAPCAR,
permet d’obtenir de meilleures performances, environ 100
GOPS, en int́egrant des oṕerateurs 16 bits. L’implémentation
d’un algorithme baśe sur la programmation dynamique aét́e
effectúe sur la version préćedente, IMAP-VISION, constitúee
de 256 processeurs RISC 8 bits avec 1ko de mémoire chacun.
Le syst̀eme ǵeǹere l’image de disparité dense sur 64 niveaux
d’une ŕegion d’int́er̂et de 128x128 pixels en 100ms.
V. CONCLUSION
Ce poster pŕesente notre d́emarche de conception d’une
architecture flexible pour la stéŕeovision appliqúee aux
syst̀emes d’aideà la conduite. L’́etude algorithmique des
diff érentes solutions de création de carte de disparité nous
a permis d’extraire les besoins en ressources, mémoire et
bande passante pour ce type d’applications. Ces mesures et le
niveau de performances qu’offrent les architectures existantes
montrent que, dans le cas d’images de haute résolution ou
des ḿethodes semi-globales, les contraintes temps-réels fortes
sont difficilement atteignables. Une solution possible serait
l’augmentation du nombre d’éléments de calculs et de la taille
mémoire, impliquant cependant une surface silicium plus
importante. Les solutions̀a base d’acćelérateurs matériels
poss̀edent une excellente performance au détriment de la
flexibilit é algorithmique.
Nous consid́erons l’int́egration d’́elements de calcul recon-
figurables comme une solution pour augmenter cette flexibilité
et c’est cette approche que nous visons dans la suite de
l’ étude. L’extraction des opérations ńecessaires nous permettra
de d́efinir une ou plusieurs briqueśelémentaires reconfig-
urables ainsi qu’une topologie mé oire adapt́ee. Enfin, la
validation de l’architecture ńecessite la d́efinition d’une châıne
algorithmique adaptée aux contraintes routières et borńee en
complexit́e calculatoire.
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