Interaction domains in Drosophila chromosomes form by segregation of active and inactive chromatin in the absence of CTCF loops, but the role of transcription versus other architectural proteins in chromatin organization is unclear. Here, we find that positioning of RNAPII via transcription elongation is essential in the formation of gene loops, which in turn interact to form compartmental domains. Inhibition of transcription elongation or depletion of cohesin decreases gene looping and formation of active compartmental domains. In contrast, depletion of condensin II, which also localizes to active chromatin, causes increased gene looping, formation of compartmental domains, and stronger intra-chromosomal compartmental interactions. Condensin II has a similar role in maintaining inter-chromosomal interactions responsible for pairing between homologous chromosomes, whereas inhibition of transcription elongation or cohesin depletion has little effect on homolog pairing. The results suggest distinct roles for cohesin and condensin II in the establishment of 3D nuclear organization in Drosophila.
Correspondence
In Brief
Using Hi-C analyses, Rowley et al. show that Drosophila genes form loops between the TSS and TTS, which in turn interact to form compartmental domains. Cohesin and condensin act in opposite ways on the formation of gene loops and domains.
INTRODUCTION
Inter-and intra-chromosomal interactions among DNA-bound proteins establish patterns of chromatin organization detectable by Hi-C (Rowley and Corces, 2018) . The original low-resolution genome-wide Hi-C maps described the segregation of active and inactive chromatin into A and B compartments (Lieberman-Aiden et al., 2009) . Later, higher-resolution maps identified domains characterized by preferential intra-versus inter-domain contacts. Interaction domains have been described in different organisms and are commonly referred to as topologically associating domains (TADs) (Dixon et al., 2012; Hou et al., 2012; Nora et al., 2012; Sexton et al., 2012) . In addition to these features, intense point-to-point loops have been detected by high-resolution Hi-C in mammals . The anchors of these loops are enriched in CTCF and cohesin, and predominantly contain CTCF motifs in convergent orientation (Guo et al., 2015; Rao et al., 2014; Tang et al., 2015) .
CTCF loops are an important component of chromatin organization in vertebrates, yet plants and invertebrates either lack a homolog or CTCF does not appear to form stable loops (Dong et al., 2017; Rowley et al., 2017) . Instead, chromosomal domains in these organisms, including Drosophila, correspond to the transcriptional state of specific sequences in the genome. Borders between these domains form at discontinuities between active and inactive regions containing proteins and histone modifications characteristic of their transcriptional state. This pattern of 3D organization is similar to that observed in mammals after depletion of CTCF or Rad21 and has been studied in detail in Drosophila, where analyses of high-resolution Hi-C data show that chromatin is predominately organized by the fine-scale segregation of active and inactive chromatin into A and B compartmental domains . Indeed, transcriptional state alone can be used to computationally simulate the experimental Hi-C interaction pattern at 1-kb resolution with great accuracy . In further support for a role of transcription or factors associated with the transcriptional state of genes in chromatin organization, inhibition of transcription initiation and subsequent degradation of RNA polymerase II (RNAPII) using triptolide disrupts Drosophila compartmental domains and their interactions (Hug et al., 2017; Rowley et al., 2017) . Interestingly, the extent of disruption of 3D organization correlates with the levels of RNAPII after triptolide treatment (Hug et al., 2017; Rowley et al., 2017) . Drosophila Hi-C maps also show a few hundred punctate signals corresponding to specific point-to-point interactions, but these loops are not associated with CTCF. Instead, the loop anchors are enriched for developmental enhancers, Pc, and Rad21 (Cubeñ as- Eagen et al., 2017; Ogiyama et al., 2018; Rowley et al., 2017) . It is unclear whether these Pc loops are formed by cohesin-mediated loop extrusion as it has been proposed for CTCF loops in mammals.
In addition to inter-and intra-chromosomal interactions, Drosophila chromosomes participate in extensive pairing with their homologs. Pairing between homologs is responsible for the transvection phenomenon, which involves interactions between enhancers and promoters of genes located in two homologous chromosomes (Geyer et al., 1990; Lim et al., 2018) . Analysis of the extent of this pairing typically makes use of fluorescence in situ hybridization (FISH) probes hundreds of kilobases long, making it difficult to determine whether pairing occurs at discrete loci or in large regions (Joyce et al., 2012; Williams et al., 2007) . Several proteins have been shown to affect homolog pairing including condensin II, the levels of which are regulated by the SCF Slimb ubiquitin ligase (Joyce et al., 2012; . Depletion of Slimb increases levels of condensin II and decreases homolog pairing, while depletion of condensin II increases homolog pairing, suggesting that condensin II antagonizes chromosome pairing. While the role of condensin II in this aspect of nuclear organization is well known, its relationship to other aspects of chromosome organization is largely unexplored.
Here, we examine the contribution of condensin II, cohesin, and the distribution of RNAPII to the establishment of various features of Drosophila 3D chromatin organization. Furthermore, analysis of homologous pairing interactions using Hi-C data suggests that pairing occurs at discrete loci with an average length of 6.4 kb enriched for architectural proteins. The results highlight the importance and distinct roles of RNAPII or other components of the transcription complex, cohesin, and condensin II in the establishment of nuclear organization.
RESULTS

Genes Form Small Interaction Domains That Correlate with the Presence of RNAPII in Gene Bodies
We have previously shown that contacts between the transcription start site (TSS) and the transcription termination site (TTS) of Drosophila active genes result in the formation of gene loops. Interactions between sequences located inside the loop give rise to mini-domains . These mini-domains correlate with gene expression, but it is unclear whether they depend on actual transcription. To gain insights into the mechanisms by which gene loops and their associated mini-domains are established, we examined the correlation between their formation and the degree of transcription elongation. To this end, we first calculated a pausing index based on the relative RNAPII chromatin immunoprecipitation sequencing (ChIP-seq) signal at TSSs compared to gene bodies (Zeitlinger et al., 2007) (Figure 1A ). We confirmed that this index accurately detects pausing levels using information of nascent transcription from global run-on sequencing (GRO-seq) experiments (Figure S1A ). We grouped genes containing RNAPII into three categories: paused, intermediate, and elongating ( Figure 1B, left) . We also classified genes without RNAPII in the gene body or at the TSS as a fourth category (Figure 1B, right) . To examine interactions between the TSS and TTS of genes with different pausing indexes, we used Hi-C data with approximately 1 billion mapped reads in Kc167 cells that provide 250-bp resolution . The results show an enrichment of interactions within the bodies of elongating genes, that is, intra-genic interactions, and these interactions decrease with the increase in pausing index ( Figure 1C ). To test whether these interactions are random or are mediated by RNAPII or other components of the transcription complex as it travels the gene body, we performed HiChIP for RNAPII using an antibody for RPB1 (Table S1 ). We combined these data with previously published RNAPII chromatin interaction analysis by paired-end tag sequencing (ChIA-PET) data and examined interactions at genes categorized by the pausing index as above. Metaplots of RNAPII HiChIP signal at 250-bp resolution show high contact frequencies between the TSSs and TTSs, and within the body, of elongating genes, and the frequency of these contacts correlates with the amount of pausing ( Figure 1D ). Paused genes display weak intragenic contacts, yet the frequency of interactions is higher than in genes without RNAPII ( Figure 1D ). These results suggest that sequences in elongating genes undergo frequent contacts mediated by RNAPII, since these interactions can be identified using RNAPII HiChIP. For example, the Diap1 gene contains high levels of RNAPII within the gene body indicative of transcription elongation ( Figure 1E , bottom tracks). This gene shows frequent interactions within the gene body in RNAPII HiChIP ( Figure 1E ) and . We compared the two datasets at elongating genes and found that RNAPII HiChIP enriches for interactions within elongating genes with respect to Hi-C ( Figure S1C ). We then used these data to estimate the relative frequency of intra-genic interactions by calling significant interactions from the RNAPII HiChIP data (see STAR Methods). First, we determined how many genes contained at least one significant intra-genic interaction, that is, where both anchors reside within the gene, and found that more elongating genes have intra-genic interactions than paused genes ( Figure S1D ). This analysis found that a large proportion of elongating genes contain at least one intra-genic interaction. We then asked whether elongating genes have a higher number of intra-genic interactions per gene compared to other gene categories by measuring the number of significant intra-genic interactions within each gene normalized by the total possible intra-genic bins. The results show that elongating genes form more intra-genic interactions per gene ( Figure 1F ). These observations indicate that transcription elongation or the presence of RNAPII in gene bodies correlates with a tendency to form intra-genic interactions.
We used flavopiridol to inhibit transcription elongation without loss of RNAPII at TSSs. This can be seen by comparing ChIP-seq signal for RNAPII along genes in control and flavopiridol-treated cells ( Figure S1E ). To examine the effect of flavopiridol-induced RNAPII pausing on intra-gene interactions, we performed Hi-C after flavopiridol treatment and combined our data with a previously published dataset . This tripled the number of Hi-C contacts in the dataset (Table S2) , thereby providing sufficient resolution to examine intra-genic interactions by metaplot analysis. We found that genes undergoing elongation in the control show decreased intra-genic interactions after flavopiridol treatment ( Figure 1G ). Interestingly, the decrease in Hi-C signal was strongest for interactions extending from near the TSS to the TTS of genes ( Figure 1G ). This decrease occurs despite retention of RNAPII ChIP-seq signal at TSSs of these genes (Figure S1E) , indicating that intra-genic interactions, sometimes referred to as gene loops or crumples (Chowdhary et al., 2017; O'Sullivan et al., 2004) , are not solely mediated by RNAPII at TSSs but are dependent on either transcription elongation itself or on the presence of RNAPII within gene bodies, which is lost Figure S1 and Tables S1 and S2. after flavopiridol treatment. We note that the Hi-C signal is also decreased outside of scaled genes after flavopiridol treatment, especially downstream of the gene. This is likely due to inefficient transcription termination, which is consistent with enriched GRO-seq signal downstream of genes ( Figure 1G ).
Compartmental Interactions Depend on RNAPII in Gene Bodies
Since transcription elongation, or the distribution of components of the transcription complex along gene bodies, is important for intra-genic interactions, we asked whether these factors could also play a role in the establishment of other features of 3D chromatin organization. We have previously shown that the Drosophila genome is organized into small compartmental domains formed by the segregation of active and inactive chromatin . Analysis of Hi-C data suggests that interactions between active compartmental domains, that is, A-A interactions, appear much stronger than interactions between inactive compartmental domains, that is, B-B interactions ( Figure 2A ). This is more easily seen in distance normalized Hi-C heatmaps, where the signal at each site is divided by the average signal at the corresponding distance ( Figure 2B ). We confirmed this observation at a genome-wide level by obtaining metaplots of intercompartmental domain interactions ( Figure 2C ). This indicates that A-A compartmental domain interactions are a predominant feature of high-resolution Hi-C heatmaps in Drosophila.
Because Drosophila A compartmental domains are enriched for RNAPII (Figure 2A , see tracks on top of Hi-C heatmap), we tested whether RNAPII HiChIP data are enriched for these interactions. We detect A-A compartmental interactions by RNAPII HiChIP at example loci ( Figure S2A ) and find enrichment in A versus B compartmental domains in RNAPII HiChIP compared to Hi-C ( Figure S2B ). We then examined the distribution of significantly called RNAPII HiChIP interactions and found that they occur either inside active compartmental domains, that is, intra-A, or between two distinct active compartmental domains, that is, inter-A ( Figure S2C ). RNAPII is highly enriched at TSSs of paused and elongating genes and in the bodies of elongating genes ( Figure 1A ); thus, we tested whether A-A interactions occur between TSSs or if they also incorporate gene bodies. We found that while many of the RNAPII HiChIP A-A interactions have at least one 250-bp anchor at the TSS, a large proportion of interactions occurs solely between gene bodies ( Figure 2D ). To further examine the composition of A-A interactions, we examined the frequency of overlap with each gene category. We found the TSSs of paused, mid, and elongating genes have an equal probability of forming A-A interactions ( Figure S2D , red). However, gene bodies of elongating genes are more likely to form A-A interactions than the bodies of paused genes ( Figure S2D , yellow and purple). This indicates that the presence of RNAPII, whether at paused TSSs or in gene bodies, correlates with the formation of A-A compartmental interactions. To examine this more closely, we calculated the Hi-C A/B compartmental signal at 1-kb resolution as determined by positive or negative eigenvector, respectively (see STAR Methods). We then compared the eigenvector to RNAPII signal in each 1-kb bin and found a correlation between A/B compartmental signal and RNAPII genome-wide ( Figure 2E ). This indicates that levels of RNAPII occupancy correlate with formation of A or B compartments. To test whether the amount of RNAPII within gene bodies correlates with compartmental signal, we created 11 equal categories of genes based on the pausing index ( Figure S2E ) and then plotted the median Hi-C A/B compartmental signal from the eigenvector across genes. Genes without RNAPII at the TSS or in the gene body have negative eigenvector signal corresponding to their presence in B compartments ( Figure 2E , black). Meanwhile, elongating genes that have RNAPII throughout the gene body have positive eigenvector signal both at the TSS and throughout the gene body indicative of complete incorporation into A compartments ( Figure 2E , red). Interestingly, paused genes that have RNAPII only at the TSS have positive eigenvector at the TSS and negative eigenvector throughout the gene body indicative of incorporation of only the TSS into A compartments ( Figure 2F ). These results show compartmentalization of the genome at an unprecedented scale, such that the TSSs of paused genes associate with A compartments, while their bodies, which lack RNAPII, associate with B compartments.
Due to the correlation between the bodies of elongating genes and A-A compartmental interactions, we tested whether RNAPII within gene bodies is important for A-A interactions by comparing Hi-C data between control and flavopiridol-treated cells. First, we plotted the difference in the eigenvector on paused and elongating genes and found that, while paused genes show no change, elongating genes have decreased eigenvector signal, indicating a movement away from A compartments ( Figures 2G and S2F ). We then examined what happens to compartments in general using a metaplot analysis of inter-compartmental interactions. We found overall decreased A-A interactions after inhibition of transcription elongation (Figure 2H) . This reflects the decrease in A-A compartmental interactions seen when comparing Hi-C heatmaps at individual loci ( Figure S2G ). Altogether, these data indicate that RNAPII within gene bodies is important for active compartment interactions.
Transcription Elongation versus RNAPII in Gene Bodies in Mediating Chromatin Organization
Although we find a correlation between intra-genic interactions, inter-compartmental domain interactions, and transcription elongation, it is unclear whether these organizational features result from the presence of RNAPII within the gene body or arise due to the transcription elongation process. If the transcription elongation process is the defining factor in gene loop formation, we reasoned that the interaction frequency should be constant throughout elongating genes. However, if the presence of RNAPII is important, then the interaction frequency should correspond to distinct local levels of RNAPII within the gene body. We identified genomic regions located between the TSS and TTS of transcribed genes that have elevated RNAPII ChIP-seq signal compared to the rest of the gene body excluding 500 bp near the TSS and the TTS ( Figure 3A , black). We then plotted the Hi-C interaction signal between the TSS and the rest of the gene via virtual 4C in 250-bp bins and found that interactions are highest at the summit of internal RNAPII peaks ( Figure 3A , blue). We obtained similar results with RNAPII HiChIP (Figure S3A) . Thus, sub-genic RNAPII signal correlates with interaction signal. Flv treatment results in inhibition of transcription Figure S2 and Table S2. elongation and a decrease of RNAPII signal within gene bodies; therefore, we tested whether changes in intra-genic interactions correlate with either widespread changes distributed across the gene or to more localized changes coinciding with changes to sub-genic RNAPII sites of enrichment. We plotted the average difference in interaction signal across genes in 250-bp bins and found that the largest interaction differences coincide with the largest sub-genic RNAPII differences ( Figure S3B ). This suggests that RNAPII occupancy, rather than transcription elongation, is the determinant of intragenic interaction frequency.
To further address the question of whether the process of transcription elongation or the presence of RNAPII are responsible for intragenic interactions, we examined published Hi-C data from mouse sperm (Jung et al., 2017) . Mouse sperm do not actively transcribe yet retain RNAPIISer2ph binding at thousands of genes (Y.H. Jung, personal communication; GSE116857) and display clear A and B compartments by Hi-C ( Figure 3B ). By comparing RNAPIISer2ph ChIP-seq data in mouse sperm to compartment calls at 25-kb resolution, we found that 95% of RNAPIISer2ph peaks are found in A compartmental domains ( Figures 3B and S3C) . We then categorized genes by levels of RNAPIISer2ph ( Figure S3D ) and plotted the average intra-genic interaction signal for each category. Genes with low levels of RNAPIISer2ph display weak interaction signal ( Figure 3C, left) . However, genes with high levels of RNAPIISer2ph display strong intra-genic interactions ( Figure 3C, right) . Indeed, the levels of RNAPIISer2ph in genes correlate with the intra-genic interaction frequency ( Figure S3E ). Therefore, sperm genes are not transcribed but display clear intra-genic interactions and compartments, suggesting that these interactions are most likely mediated by RNAPII or other components of the transcription complex.
Cohesin and RNAPII Maintain Chromatin Organization in Genes and Active Compartments
In mammalian cells, cohesin depletion has a large effect on chromatin organization Schwarzer et al., 2017; Wutz et al., 2017) . We thus asked whether cohesin plays a role in chromatin organization in Drosophila by performing HiChIP for Rad21 and identifying significant interactions (Table S3) . We examined Rad21 interactions and found that 77% of contacts mediated by Rad21 occur between anchors containing both Rad21 and RNAPII, rather than Rad21 alone ( Figure 4A ). Furthermore, the presence of RNAPII at Rad21 interaction anchors is higher than expected from genome-wide overlap of RNAPII and Rad21 ChIP-seq peaks ( Figure 4A ). Since we saw an enrichment of RNAPII at Rad21 interaction anchors, we examined whether we could detect Rad21 interactions in the RNAPII HiChIP data. We performed a metaplot analysis of significantly called Rad21 interactions and did indeed find an enrichment of RNAPII HiChIP signal at Rad21 anchors ( Figure 4B ). These results indicate that cohesin interactions often coincide with RNAPII interactions.
Elongating genes have a high degree of intra-genic interactions that are reduced upon depletion of RNAPII from gene bodies via inhibition of transcription elongation. Because of the high overlap between Rad21 interactions and RNAPII, we next asked whether intra-genic interactions are dependent on cohesin. First, we plotted Rad21 ChIP-seq signal on genes and found that the bodies of elongating genes show higher Rad21 ChIPseq signal than paused genes ( Figures 4C and S4A ). We then tested whether intra-genic interactions are enriched in Rad21 HiChIP data (Table S3) . Indeed, the level of intra-genic interactions in Rad21 HiChIP signal corresponds to the elongation status of genes ( Figure S4B ). Furthermore, Rad21 HiChIP enriches for intra-genic interactions more when compared to Hi-C (Figure 4D) . To test whether intra-genic interactions depend on cohesin, we examined the effect of Rad21 knockdown (KD) (Figure S4C ) on interactions at elongating genes using Hi-C. We found a decrease in intra-genic Hi-C signal in Rad21 KD compared to the control ( Figure 4E ), which was similar to what we saw when inhibiting transcription elongation ( Figure 1F ). These results suggest that intra-genic interactions depend on both elongating RNAPII and cohesin.
To further characterize the effects of cohesin depletion on chromatin organization, we examined the distribution of cohesin interactions identified by HiChIP. We found enrichment of cohesin interactions inside and between A compartmental domains ( Figure S4D ). We also found that Rad21 HiChIP shows enrichment of signal for A-A interactions compared to , which is consistent with Rad21 occupying transcriptionally active regions. Since we saw a decrease in intra-genic interactions within genes undergoing elongation in Rad21 KD cells, we examined how depletion of this protein affects interactions between active compartmental domains. We tested whether the A-A interaction frequency depends on cohesin by comparing Hi-C after RAD21 KD to the control and found a decrease in A-A interactions in cells depleted of Rad21 (Figure 4F) . These results contrast with those obtained in mammalian cells, where depletion of cohesin results in more nuanced changes to compartmental organization Schwarzer et al., 2017; Wutz et al., 2017) .
Altogether, these observations suggest that gene loops and A-A inter-compartmental interactions in Drosophila depend on both cohesin and RNAPII. Transcription has been proposed to influence cohesin distribution in yeast and mammals, and thus may influence 3D chromatin organization by pushing cohesin (Busslinger et al., 2017; Davidson et al., 2016; Ocampo-Hafalla et al., 2016) . We tested this hypothesis by performing ChIPseq for Rad21 after flavopiridol treatment for 3 h as was done for the Hi-C experiments. We found no apparent change to Figure S4 and Table S3. cohesin enrichment in gene bodies after this treatment (Figure S4F ). It has also been suggested that cohesin may help RNAPII transition from a paused to elongating state in Drosophila (Schaaf et al., 2013) . We tested whether cohesin may affect the distribution of RNAPII by performing ChIP-seq for RNAPII in control and Rad21 KD cells. As previously shown (Schaaf et al., 2013) , we found a slight increase of RNAPII at TSSs after Rad21 KD, but these effects were small ( Figure S4G) . Therefore, the loss of intragenic interactions cannot be attributed to changes to RNAPII distribution via cohesin. Because depletion of RNAPII and depletion of cohesin each affect chromatin organization without an obvious effect on each other, we conclude that cohesin and RNAPII independently contribute to chromatin organization.
Condensin II Inhibits Chromatin Interactions in Genes and Active Compartments
Condensin II has a similar ring structure as cohesin, and there is evidence that this complex is also important for proper chromatin organization, although most studies in mammals have focused on its role during mitosis. We used ChIP-seq to examine the location of Cap-H2, a subunit of condensin II, and found extensive co-localization of this protein with RNAPII See also Figure S5 and Table S4. ( Figures 5A and S5A ). We also find that Cap-H2 is enriched in the bodies of genes undergoing transcription elongation as is the case for cohesin ( Figure 5B ). We examined the relative distribution of cohesin and condensin II using Rad21 and Cap-H2 ChIP-seq data, and found extensive enrichment of Cap-H2 at Rad21 sites ( Figure S5B ). Given the overlap in the localization of these two proteins, we decided to examine the role of condensin II in 3D chromatin organization. We first examined intra-genic interactions using Hi-C after Cap-H2 knockdown ( Figure S5C ) . Despite the correlation between Cap-H2 and Rad21 genome distribution, depletion of Cap-H2 results in an increase in intra-genic interactions, which is opposite to the effect seen by depletion of Rad21 ( Figure 5C ). We note that this increase was highest within genes. Levels of condensin II are regulated by the SCF/Slimb ubiquitin ligase, which promotes degradation of Cap-H2 ( Figure S5C ) . We performed Hi-C after Slimb knockdown to test whether elevated levels of Cap-H2 have the opposite effect of Cap-H2 depletion on chromatin organization (Table S4) . Differential metaplot analysis of elongating genes shows decreased intra-genic interactions after Slimb knockdown ( Figure 5D ), the opposite effect to Cap-H2 knockdown. Together with the effects of Cap-H2 knockdown, these results suggest that condensin II binds to active genes and inhibits intra-genic interactions. Because we detected enrichment of Cap-H2 inside elongating genes, we examined whether the inhibition of transcription elongation or the depletion of Cap-H2 affected each other. We performed ChIP-seq for Cap-H2 in control and flavopiridol-treated cells and found no change in Cap-H2 signal within gene bodies (Figure S5D) . We also performed ChIP-seq for RNAPII after Cap-H2 knockdown and found no change in its intragenic distribution ( Figure S5E ). These results suggest that transcription elongation and Cap-H2 act independently of each other in the establishment of gene loops.
We next tested whether condensin II plays a role in compartmental interactions. We found that 95% of Cap-H2 peaks occur inside A compartmental domains, which is consistent with the enrichment of this protein at RNAPII bound loci ( Figure S5F ). Metaplot analysis of compartmental interactions found that Cap-H2 knockdown results in increased A-A interactions (Figure 5E ). In agreement with this finding, Slimb knockdown has the opposite, yet more modest effect ( Figure 5F ). Because Cap-H2 is highly enriched in A compartmental domains, these results suggest that condensin II inhibits interactions in active chromatin, where it is present. On the other hand, increasing the levels of Cap-H2 by knocking down Slimb results in a decrease in interactions between A compartmental domains ( Figure 5F ). Altogether, these observations suggest that the role of Cap-H2 in 3D chromatin organization counteracts that of cohesin and transcription elongation. An example of this is shown in Figure S5G , where each A compartmental domain displays increased interactions with every other A compartmental domain after Cap-H2 knockdown ( Figure S5G, left) . In contrast, interactions between A compartmental domains are decreased after Rad21 knockdown ( Figure S5G , right).
Pc Loops Are Independent of Transcription Elongation, Cohesin, and Condensin II In mammalian cells, Hi-C maps show thousands of intense punctate signal representing CTCF/cohesin loops . The loss of Rad21 or CTCF results in the demise of these loops (Nora et al., 2017; Rao et al., 2017; Schwarzer et al., 2017; Wutz et al., 2017) . Intense punctate signal can also be observed in , 2017) , suggesting that these loops could be formed by cohesin-mediated extrusion ( Figure 6A ). We thus asked whether cohesin is required for the establishment of these loops by examining Hi-C obtained in cells knocked down for Rad21. Metaplot analysis of these loops shows no difference in intensity after Rad21 KD, indicating that their formation is not dependent on cohesin ( Figure 6B , top right). Because we found that transcription elongation was important for other features of chromatin organization, we asked whether Pc loops are affected by flavopiridol treatment. Pc loops were not decreased after inhibiting transcription elongation, indicating that they are formed independent of this process ( Figure 6B , bottom left). Condensin has been shown to extrude loops in vitro (Ganji et al., 2018) . However, condensin II is not found at these loop anchors (see Figure 6A for an example) (Cubeñ as-Potts et al., 2017). We nevertheless tested whether condensin II depletion in Cap-H2 KD cells affects the formation of these loops but found no difference with respect to control cells ( Figure 6B , bottom right). These results suggest that Pc loops form independently of the major candidate molecules that could perform loop extrusion.
Homolog Pairing Is Distinct from Long-Range Intrachromosomal Interactions Homologous chromosomes are closely paired in Drosophila cells. This close pairing is responsible for the phenomenon of inter-allelic complementation known as transvection (Fukaya and Levine, 2017) , which has been explained by the ability of enhancers in one chromosome to activate transcription from a promoter located in the other paired homolog (Geyer et al., 1990) . One well-studied function of condensin II in Drosophila is its ability to partially inhibit pairing between homologous chromosomes in interphase (Hartl et al., 2008; Smith et al., 2013; Wallace et al., 2015) . Interactions between homologs have traditionally been studied by FISH, which uses probes that recognize hundreds of kilobases or even multi-megabases of sequence, thereby limiting resolution (Joyce et al., 2012; Wallace et al., 2015) . Results from this type of experiments have not been able to conclude if homolog pairing takes place continuously throughout the length of the chromosomes or at specific sites bound by distinct proteins. To examine homologous chromosome pairing at high resolution, we developed a pipeline to detect homolog pairing interactions using Hi-C data. In Hi-C, paired-end reads that map to the same DpnII restriction fragment represent a mixture of two distinct ligation types: self-circularization within a single fragment of DNA, or ligation between homologous chromosomes due to chromosome pairing (Figure 7A) . Based on the orientation of paired reads with respect to each other, we filtered out all possible self-circularization events. This approach also filters reads where interactions between homologs are indiscernible from self-circularization (Figure 7A) . Using this dataset, we created profiles of chromosome pairing between homologous regions across the genome (Figure 7B) . We refer to data derived by this method as hd-pairing (Hi-C-derived pairing).
Because Hi-C was performed on unsynchronized Kc167 cells that reside mainly in G2 (Williams et al., 2007) , this method might detect pairing between homologs as well as pairing between sister chromatids. To test this possibility, we examined hd-pairing signal using Hi-C data obtained in unsynchronized and G1 S2 cells (Wang et al., 2018) . hd-pairing is similar between G1 and unsynchronized cells at example loci ( Figure S6A ). Additionally, we compared hd-pairing signal in 1-kb bins genome-wide and observed a high correlation between G1 and unsynchronized cells (Pearson R = 0.86). Furthermore, differential peak calling using MAnorm (Shao et al., 2012) found 99.6% of peaks were common to both datasets ( Figure S6B ). This indicates that hdpairing signal detects homolog pairing and not sister chromatid pairing. This could indicate that sister chromatid pairing does not occur at discrete sites, resulting in no sister chromatid specific peaks in hd-pairing data. Alternatively, because the mechanism of pairing may be similar between homologs and sister chromatids, it is possible that both types of pairing occur at the same sites (Senaratne et al., 2016) . In this scenario, sister chromatid and homolog pairing would be indistinguishable by our method. To further confirm that hd-pairing detects interactions between homologs, we examined known loci where pairing has been measured by FISH (Williams et al., 2007) corresponding to cytobands 16E1, 8C8, 44F1, and 28B1 and calculated the pairing within these regions as the average hd-pairing signal across DpnII bins. The hd-pairing signal between these loci matches the ranking of pairing signal reported by FISH but provides more dynamic range between loci ( Figure 7C ).
Visual inspection of hd-pairing data in 1-kb bins shows distinct peaks of high-frequency pairing ( Figure 7B ). Using MACS2, we identified 14,727 peaks in Kc167 cells (q < 1e-10) with an average size of 6.4 kb and an average distance of 2.9 kb between peaks ( Figure S6C ). The finding of specific peaks spaced a few kilobases apart, rather than signal of uniform frequency, supports a ''button''-type model of chromosome pairing. Results from FISH experiments have previously shown that euchromatin engages more frequently in homolog pairing than heterochromatin (Williams et al., 2007) . We therefore tested whether hd sites of chromosome pairing are enriched in active regions of the genome. Indeed, boxplots of hd-pairing frequency in A and B compartmental domains indicate slightly higher chromosome pairing in active regions present in A compartmental domains ( Figure 7D ). Since the average size of hd peaks is 6.4 kb and the average sizes of A and B compartmental domains in Drosophila are 25 and 63 kb, respectively, these results suggest that pairing ''buttons'' are smaller than A and B compartmental domains ( Figure 7B ).
Because Cap-H2 affects transvection in Drosophila, we next evaluated the role of Cap-H2 on pairing interactions at high resolution. We utilized the pipeline described in Figure 7A to identify hd-pairing reads from Hi-C performed in Cap-H2 knockdown Kc167 cells. Cap-H2 is known to at least partially inhibit pairing between homologous chromosomes ), yet Cap-H2 is only present in A compartmental domains, where hd-pairing is slightly higher than in other regions of the genome ( Figure 7D ). This suggests that Cap-H2 may bind to hd-paired regions to mediate a limited degree of unpairing. We examined hdpairing after Cap-H2 knockdown and found a general increase of hd-pairing signal in A compartmental domains ( Figure 7E ). This confirms that Cap-H2 either inhibits pairing or may actively unpair active chromatin in the regions where it is bound in the genome. To more precisely examine the effect of Cap-H2 on homologous chromosome pairing, we plotted the average profile of hd-pairing reads around the summit of Cap-H2 binding sites. The resulting profiles indicate that hd-pairing at Cap-H2 binding sites is higher than random regions ( Figure 7F , solid line compared to dashed line). Interestingly, hd-pairing signal dips at the Cap-H2 summit, which could suggest partial inhibition by Cap-H2. We then plotted hd-pairing reads obtained from Hi-C after Cap-H2 or Slimb knockdown and found that Cap-H2 depletion results in increased hd-pairing ( Figures 7F and S6D) , whereas depletion of Slimb, which causes an increase in Cap-H2, results in decreased hd-pairing ( Figures 7F and S6E ). These changes in pairing occur in the $2-kb region surrounding Cap-H2 peaks, providing further support to the finding that pairing buttons are very short regions of the genome, and that changes after Cap-H2 depletion occur directly at Cap-H2 binding sites.
It is possible that interactions between homologous chromosomes are regulated by similar mechanisms that regulate longrange intra-chromosomal interactions. For instance, we found that Cap-H2 localizes to active compartmental domains where it inhibits intra-chromosomal interactions as well as interactions between homologous chromosomes. We therefore used Hi-C from Kc167 cells depleted of Rad21 or treated with flavopiridol to inhibit transcription elongation to examine whether hd-pairing is affected under either of these conditions. We calculated the approximate number of 1-kb bins with decreased or increased hd-pairing signal and found that the effects of Rad21 depletion and inhibition of transcription by flavopiridol are comparatively minor ( Figures S6D and S6E ). This is consistent with analyses of homolog pairing after Rad21 depletion using FISH at specific loci (Joyce et al., 2012; Senaratne et al., 2016) . These results suggest that Rad21 and RNAPII do not play a major role in homolog pairing.
It was recently found that transvection and the stability of pairing between homologous chromosomes depends on the presence of architectural proteins (Lim et al., 2018) . We tested these observations by plotting hd-pairing signal across architectural protein binding sites and found that higher pairing signal coincides with the presence of more architectural proteins, that is, higher architectural protein binding site (APBS) occupancy (Figure 7G) (Van Bortle et al., 2014) . However, some of these architectural proteins may bind to pairing sites to mediate unpairing, as is the case for Cap-H2. To further test the correlation between the presence of architectural proteins and hd-pairing sites, we overlapped hd-pairing peaks with ChIP-seq peaks for 18 different architectural proteins and created an odds ratio that describes this overlap compared to the overlap with random ATACseq peaks. Results from this analysis confirm that higher APBS occupancy coincides with a higher overlap between architectural protein and hd-pairing peaks ( Figure 7H ). To test whether any single or pairs of architectural proteins could account for pairing, we compared the hd-pairing odds ratios for each protein as well as for each pair of proteins. Results suggest that no one single architectural protein of the 18 tested can explain pairing ( Figure S6E, diagonal) . Additionally, pairing is generally slightly more likely when two architectural proteins are bound than just one. IBF1 and IBF2 showed the highest overlap with pairing sites; however, no single or double combination of architectural proteins was particularly high ( Figure S6F ). Interestingly, Su(Hw), Mod(mdg4), L(3)MBT, and CP190 overlap less with hd-pairing peaks than expected by chance, but this depletion of hdpairing is not seen when found in combination with any other architectural protein, indicating that multiple architectural proteins promote pairing ( Figure S6F ). Overall, these results suggest that loci where architectural proteins cluster in the genome may represent the buttons responsible for the maintenance of pairing between homologous chromosomes in Drosophila.
DISCUSSION
Results presented here support a model of chromatin organization where RNAPII and cohesin promote interactions within genes to create small gene domains. Interactions between adjacent gene domains result in the formation of active compartmental domains, and interactions among these domains give rise to the characteristic plaid pattern of Hi-C heatmaps often referred to as the A compartment. The frequency of interactions within and between genes and A compartmental domains correlates with the amount of RNAPII and cohesin, which co-localize extensively in the genome. Because of this, the allocation of a specific sequence to the A compartment should not be done in absolute terms. Rather, sequences in the A compartment have different positive eigenvector values that correlate with the amount of RNAPII and cohesin. Contiguous sequences lacking RNAPII and cohesin have a negative eigenvector value and form B compartmental domains. Interactions among B compartmental domains in Drosophila are more infrequent compared to those among A compartmental domains, that is, the plaid pattern of Hi-C heatmaps in Drosophila arises in large part due to interactions between A compartments. However, sequences within B compartmental domains interact as frequently as those located in A domains. These interactions may arise as a consequence of proteins present in silenced genes. Alternatively, or in addition, interactions within B compartmental domains may result from interactions between adjacent A domains, which enclose B domains within loops similar to those formed by CTCF/cohesin in vertebrates. This is supported by results showing that inhibition of transcription initiation with triptolide or using the heat shock response, which result in the loss of A compartmental domains, also result in decreased interaction frequencies within B domains .
Our findings suggest that, whereas interaction frequency of sequences in active genes correlates with transcription elongation, it is likely that the presence of RNAPII, or other components of the transcription/elongation complexes, is a better candidate to explain the correlation between transcription and 3D organization. Inhibition of transcription results in dramatic changes to chromatin domains in Drosophila (Hug et al., 2017; Li et al., 2015; Rowley et al., 2017 ), yet transcription inhibition was reported to have little effect in mammalian embryonic nuclei Ke et al., 2017) . We speculate that transcription inhibition studies in mammalian cells could be affected by the prevalence of CTCF loop domains. These loops may tether chromatin together such that inhibition of transcription for short periods of time is insufficient to disrupt chromatin organization. Meanwhile, in organisms that lack CTCF loops, such as Drosophila and prokaryotes, the larger effect of transcription inhibition may be due to the lack of point-to-point chromatin tethering by CTCF loops.
It would be interesting to analyze whether absence of transcription or depletion of RNAPII with inhibitors such as triptolide have a stronger effect in cells depleted of CTCF.
Previous results have shown a role for condensin II in chromatin structure during interphase (Cobbe et al., 2006) . Condensin II colocalizes extensively with Drosophila architectural proteins (Van Bortle et al., 2014) , but in spite of the similar distribution, some observations suggest a distinct role for Cap-H2 in chromatin biology with respect to other architectural proteins. For example, all architectural proteins, including Rad21, are re-distributed during the heat shock response and they accumulate at enhancer sequences. However, the amount of enhancer-bound Cap-H2 and the number of occupied enhancers decreases after temperature stress . These observations may be explained by the opposing roles that condensin II and cohesin play in mediating intra-chromosomal interactions. Condensin II is present in active chromatin but it antagonizes the formation of gene domains and A compartmental domains, and condensin II depletion results in an increase to long-range A-A compartmental interactions. These results are in line with recent observations indicating that chromosome volume, as detected by Oligopaint, increases in Cap-H2 knockdown Drosophila cells (Rosin et al., 2018) . The mechanisms by which these two SMC motors play opposing role in chromatin interactions is unclear. Presumably, their function in chromatin 3D organization is related to their ability to extrude loops, as was proposed for cohesin in mammals. Condensin has also been shown to extrude loops in vitro (Ganji et al., 2018) , and it would be interesting to understand whether its role, opposite to that of cohesin, is based on different potential extrusion mechanisms between these two complexes. Thus, condensin II could antagonize cohesin interactions by directly inhibiting these same interactions or by promoting different interactions.
Drosophila chromosomes participate in extensive homologous chromosome pairing, but the details of the mechanisms underlying this phenomenon are not well understood . Analysis of Hi-C data support a button model of pairing, where the buttons are short pairing sites likely corresponding to binding sites for specific proteins, rather than large domains. These pairing sites are enriched in architectural proteins, including Rad21 and Cap-H2. Although depletion of Rad21 only has no effect on pairing, it is possible that some architectural proteins may promote pairing while others act as anti-pairers, as is the case for Cap-H2. The general antagonistic role of condensin II in the establishment of interactions between homologs as well as short-and long-range intra-chromosomal contacts suggests common mechanisms responsible for these apparently different phenomena.
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METHOD DETAILS
Isolation of mouse sperm To obtain mature sperm, the cauda epididymis was dissected from 8-10-week-old CD1 mice (Charles River Labs) after euthanasia via CO 2 asphyxiation. To eliminate blood vessels and fat, the cauda epididymis was rinsed and deposited in Donners medium, punctured with a needle, and the sperm were allowed to swim out for 10-15 min. Sperm suspension was transferred to a tube, pelleted, and rinsed in PBS twice.
bins calculated with n 2 . Differences between HiChIP and Hi-C or between treated and control Hi-C datasets were computed using the subtraction of distance and read normalized signal. Differential metaplots used the sum of this difference. In order to estimate A and B compartmental association, we calculated the eigenvector from the Pearson correlation matrix of Hi-C data at 1 kb resolution. We initially use KR or VC_SQRT normalized reads, which have been shown to be very similar , and divide these by an expected distribution based on the distance decay. Due to computational limitations and in consideration of the small size of compartments previously identified in Drosophila, each chromosome was read into a distance normalized matrix in 5.25 Mb sized chunks which is a matrix size that holds $250 different compartmental domains . Rows and columns with more than 98% of bins having zero reads were removed to eliminate repetitive regions. The entire matrix was than globally transformed by z-score estimation and the Pearson correlation was calculated. We noticed that despite distance normalization, the correlation matrix was heavily biased toward short-range interactions, therefore we calculated z-scores at each distance. This decreased the range of correlation values at the diagonal and increase the range of correlation values at long distances (compartmental interactions). We then used this distance-normalized correlation matrix to calculate the eigenvector. To ensure that compartment calling functioned properly, the eigenvector was visually inspected to ensure it matched the compartment pattern seen by eye and compared to previous compartment calling at 10 kb resolution using the eigenvector . In addition, the eigenvector was compared to compartment calling that used HiChIP data for H3K27ac and H3K27me3 . Published compartments were used for mouse sperm Hi-C data.
hd-pairing hd-pairing reads were obtained by reprocessing Hi-C fastq files. Left end (R1) and right end (R2) reads from paired-end sequencing were mapped to the dm6 Drosophila genome separately using bowtie (Langmead et al., 2009) . R1 and R2 reads were then joined and only those mapping to the same DPNII fragment were kept. These were further filtered to eliminate self-ligated fragments based on strand information as depicted in Figure 7A . Separately, unmapped reads with a ligation motif present inside the read were also processed. These were kept when the mapped portion on either side of the ligation motif overlapped each other. This kept reads where the sequenced portion dictated that they came from homologous chromosomes. PCR duplicates were then removed. To ensure that enrichment in hd-pairing was not affected by any potential digestion or ligation preferences in Hi-C, we compared the hd-pairing signal to the Hi-C coverage normalization vector in 1 kb bins. We found no correlation between hd-pairing signal and the Hi-C coverage vector (Pearson R = À0.08) indicating that enrichment at hd-pairing sites is not due to potential accessibility biases in Hi-C. hd-pairing signal within sequences matching mappable non-repetitive FISH probes (Williams et al., 2007) or within compartmental domains was calculated by the sum of signal divided by the number of DPNII fragments within the region. Profiles of pairing were calculated using ngsplot (Shen et al., 2014) . hd-pairing peaks were identified by placing reads in 1 kb bins and using MACS2 with DPNII locations as a background control with broad calling a band-width of 1000 and post filtering for a q-value of less than 1e -10 . The odds-ratio was calculated using the standard formula (a/c)/(b/d) where a = APBSs overlapping with hd-pairing peaks, b = APBSs not overlapping with hd-pairing peaks, c = ATAC-seq peaks overlapping with hd-pairing peaks, d = ATAC-seq peaks not overlapping with hd-pairing peaks. ATAC-seq in Kc167 cells was published previously .
QUANTIFICATION AND STATISTICAL ANALYSIS
Hi-C and HiChIP data represent the signal obtained from a population of cells, n = 20 million or n = 100 million respectively. Mapping statistics for Hi-C and HiChIP data were generated using Juicer and are displayed in Tables S1-S4 . Metaplots of Hi-C or HiChIP data represent the median signal in each bin surrounding a central point or the median signal across bins scaled for features of non-uniform sizes, e.g., genes. Central point enrichment in Hi-C or HiChIP metaplots, termed the APA score , was calculated by dividing the signal in the center bin by the average signal across a 3x3 square in the upper right corner. The results of this test are labeled in the figures where applicable. Profiles of sequencing data across genomic loci represent the average or median signal as described on each figure and were generated using ngs.plot (Shen et al., 2014) or by using custom scripts. Correlations were evaluated using a Pearson correlation test and are displayed in the figures and in the figure legends. Overlaps of architectural proteins with hd-pairing sites were evaluated by an odds ratio using custom scripts.
Boxplots were generated in R and the center line represents the median, the box represents the interquartile range (IQR) of quartiles Q1-Q3, and lower and upper whiskers represent the Q1 -1.5*IQR or Q3 + 1.5*IQR. Significant differences were evaluated by the Wilcoxon Rank Sum test in R, the results of which are described in the figure legends.
DATA AND SOFTWARE AVAILABILITY
The accession numbers of the ChIP-seq, Hi-C, and HiChIP data reported in this paper are GEO: GSE116857, GSE118756.
