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The advent of cloud computing alongside with pervasive  form  factors  such as  smart devices, 
introduces  a  new  meaning  to  asymmetric  system  models.  These  new  clients  act  as  a 
presentational  layer  alleviating  much  of  the  computational  and  storage  concerns  to  cloud 
services. The application platforms associated with  these creates new opportunities  for  third 
party  developers  to  provide  domain  specific  applications  (apps)  to  smart  devices. Restricted 
interaction  surfaces on  smart device  introduce new challenges  to how apps are managed on 
these. Moreover, for security purposes as well as strict resource requirements, apps running in 
these environments are commonly subject to very strict isolation. 





The concrete asymmetric  system explored  in  this  thesis  is  the Windows 8 app platform. This 
platform  poses  several  hindrances  to  our  conjecture.  For  security  reasons,  automatic 
configuration  of  apps  onto  a  client  system  is  prohibited.  Apps  run  inside  a  sandboxed 
environment where they are  isolated  from the system and other apps. Access to resources  is 
prohibited unless explicitly allowed by  the user. As a  consequence,  communication between 
apps  is  forbidden.  This  is  further  complicated by  the  fact  that  apps  in  this  environment  are 
suspended when not in use. 
This thesis introduces Javza, a runtime to support dynamic app configuration and integration in 
Windows  8.  Javza  provides  support  for  automatic  installment  of  apps  based  on  simplified 
contextual  information.  Furthermore,  it  provides  app  integration  by  allowing  apps  to  share 
data, both within the same and across different systems. 
We  present  and  evaluate  the  associated  performance  costs  of  deploying  Javza  inside  a 
Windows  8  environment. We  further  evaluate  the  applicability  of  Javza  by  implementing  a 
specific  use  case  involving  collaborative  search.  Lastly  we  discuss  some  of  the  security 
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The advent of  cloud  computing has  introduced a new paradigm  in  systems design  [1]. Cloud 
providers deliver computational power and storage as a service to consumers at different levels 
of abstraction. 







survey  [2]  asked 1300  important  IT decision‐makers worldwide  about  their  companies  cloud 
migration  strategy.  A  large  percentage  of  these  answered  that  they  have,  or  at  least  are 
planning to migrate much of their corporate infrastructure into the cloud.  
Private users also follow this trend and are becoming increasingly dependent on the cloud. The 
cloud  provides  services  including  everything  from  email  and  social  networking  services,  to 
productivity  and  collaborative  tools. All  of which  are  directly  consumable  by  end  users.  The 
clients of these cloud services are becoming increasingly pervasive and are no longer restricted 
to desktop computers. They now include more light weight form factors such as smart phones 
and  tablets.  International Data Corporation  (IDC)  [3]  reports  that nearly  a billion  such  smart 




the  server.  Light weight  clients  act  as  a presentational  layer of  the  system, while  the  server 
provides the storage and computational power. Smart devices act as these  light clients which 
then consume cloud services, bringing content and functionality to the devices. 
With  the  introduction  of  these  light  weight  form  factors  come  new  application  platforms 
delivering  third  party  application  support.  These  provide  generic  and  open APIs  for  creating 
apps specifically targeted towards these smart devices. 





cloud  services.  These  could  either  be  platform  provided  service  accessible  from  all  platform 
apps or third party services associated with a particular app. 




their  device  explicitly.  Some  of  these  are  only  necessary  in  special  cases  and  under  certain 
conditions.  The  applications  that  aren’t  in  use,  hog  up  space,  and  even  resources  on  the 




scenario where  a  set of  apps with different usage domains  are  installed on  the  same  smart 
device system. They are being used by a single individual as a part of achieving a goal, satisfying 
different parts of  it. These apps  should be able  to  share data  in order  to  contribute  to each 





data  in  their own domain  aren’t  able  to do  so.    In order  for  the  scenario  to have  the  same 

















The underlying platform of  interest  to our  thesis  is  the Windows 8 application platform. We 
conjecture that asymmetric system models will benefit  from allowing dynamic and automatic 
application  management  and  integration,  both  across  and  inside  asymmetric  resource 
constrained  environments.  We  will  implement  a  prototype  for  dynamic  application 













 Theory  is  rooted  in  mathematics  and  includes  four  steps  in  the  development  of  a 
coherent  and  valid  theory.  (1)  First  one  characterizes  the  objects  of  study.  (2)  Then 
hypothesize  possible  relationships  between  these  (theorem).  (3)  Following  this  one 
seeks out to falsify or prove the relationship. (4)  Lastly the result is interpreted. 
 Abstraction is rooted in the experimental sciences, and follows four steps to research a 
phenomenon.  (1) One  forms  a hypothesis  relating  to  the phenomenon.  (2) Then one 
creates a model based on this and makes predictions. (3) Following this an experiment is 
constructed and the resulting data is collected. (4) Lastly the results are analyzed. 
 Design  is rooted  in engineering, and follows four steps  in the process of constructing a 
system.  (1) One states the requirements and  (2) specifications of the system.  (3) Then 
design and  implements  the  system.  (4)  Lastly  the  system  is  tested  to  conform  to  the 
initial requirements and specifications. 
In this thesis we utilize the design paradigm. We state the requirements and specifications of 











 Chapter  3  details  the  architecture  of  Javza,  a  runtime  to  support  dynamic  app 
configuration and integration. 
 Chapter  4  explains  the  implementation  of  Javza,  evading  the  restrictions  posed  by 
Windows 8  
 Chapter 5 evaluates the associated performance costs of deploying Javza in Windows 8. 
 Chapter  6  presents  a  specific  use  case  and  evaluates  the  usability  of  Javza  in  this 
context. 










it  relates  to  the  asymmetric  system model. We will  give  a  brief  introduction  to  the major 
components that often exist  in such, often referred to as an app platform, and relate them to 
existing systems. We then proceed to describe the new Windows 8 app model, our subject of 
interest  in this thesis and  its major components. We conclude the chapter by  looking at some 






between personal computers and smart devices  is no  longer binary and we see users being  in 
possession of a multitude of computing devices of different sizes. Hardware configurations are 
becoming more powerful, and it is no longer uncommon to see multicore processors in mobile 
devices  or  tablets.  Many  configurations  exist  for  each  use  case,  trading  portability  for 
complexity of work.  
Smart  devices  typically  have  specialized  application  platforms  associated  with  them  which 
enable  development  of  third‐party  applications  for  the  devices.  These  applications,  often 
referred to as apps, are very restrictive in domain and functionality. 
Such apps exist on top of several other abstractions as well. These range from low level mobile 
operating  system  platforms  such  as  Android1  and  iOS2  up  to  the  ones  residing  inside 
applications themselves, such as Facebook3, Spotify4 and Skype5. The only requirement for an 
app  platform  is  that  the  underlying  system  function  is  broad  enough  to  provide  a  rich  API 
available  to  developers.  The  collection  of  cloud  services,  and  internal  systems  APIs  should 
enable developers  to create new apps with non‐existing  features.   These apps  then drive  the 
innovation of the platform further by introducing functionality not originally thought of by the 
creators of the underlying system. 




























































































































































































these  services may  be  provided  directly  to  the  system  and  through  it  consumable  by  apps. 
Other cloud services again are proprietary and only accessible to a particular app.  
The  runtime  is  the underlying  software  component  that  the  system  runs on  top of with  the 
associated  system  support.  This  component  manages  resources,  thread  scheduling  and 
everything associated with the execution of an app. Different runtimes provide varying levels of 
isolation and portability. Some execute  inside an  interpreter engine, while other are executed 
inside an  isolated virtual machine environment. Others yet again, are  implemented  in native 
machine  language  executing  as  common  processes  directly  on  top  of  the  operating  system. 
Common  for  them all  is  that  they  in  some  form provide  resource management and  isolation 
from other app instances. 
Digital distribution platforms, more commonly referred to as app stores, provide a uniform and 
secure mechanism  to  distribute  apps  to  consumers.  The  distribution  services  often  require 





The  Android  platform  is  the most widely  deployed  app  platform  in  the world.  At  the  first 
quarter of 2012 it a 59% share of the smart device market [6]. The Android operating system is 
deployed  on  a wide  range  of  device  types,  including  smart  phones,  tablets  and  even media 
center computers. 




































































































































































register with a Google account. This account  connects all of Google’s  cloud  services,  ranging 
from email,  cloud  storage  to  social networks  in Google+. Apps  implemented  for  the android 
platform are able to consume these cloud services by approval from the user. 
2.2 Windows	8	









Windows 8 unlike  its predecessors  include a brand new app platform  [7]. The system will be 
released  in  several  versions, one of which will  run on  the ARMv7  architecture.  This  version, 
officially called Windows RT, will be available for tablet form factors. This is not to be confused 
with the Windows Runtime, the environment in which apps for this platform run. 
Windows  RT will  not  be  released  to  customers  as  an  installation  package.  Instead  it will  be 
preinstalled on the devices coming from the OEM partners. Each OEM is responsible for rolling 
out  updates  to  its  own  devices. Windows  RT  appears  to  enable  some  form  of  the  classic 
desktop  environment.  The  package  will  come  preconfigured  with  touch  optimized  desktop 
versions  for both  Internet  Explorer  and  the Microsoft Office  suite. On  the other hand,  third 
party developers will not be able  to provide or  install software  for  the desktop environment. 
Microsoft has announced  that  they will  themselves produce a  tablet based on  this operating 
system,  called  Surface9.  This  tablet will  come  in  two  versions, both based on  x86  and ARM.  









exclusively  through  the  Windows  Store,  and  are  available  for  both  the  ARM  and  X86/64 
architectures. They  get an entirely new,  touch  friendly,  immersive  interface which embraces 
Microsoft’s new design language Metro. It is already integrated into their services ranging from 
Windows Phone 7  to  the Xbox Media Center. The  form dictates  strict  and  clear  typographic 
design with emphasis on  the  functional aspects of  the user  interfaces. The principal axiom of 
the  language  is to avoid diluting the visual presentation of the data with superfluous content. 







Windows 8  is heavily  integrated with Microsoft’s own  cloud  services, accessible  through  the 











Capabilities are explicitly declared  intents to  interact with the environment, embedded  in the 
app  manifest.  The  app  manifest  associated  with  each  app  contains  metadata  about  the 
activation  and  execution  of  the  app.  These  declarations  are made  during  development  and 
invoked during installation. They describe specific features of the system that the app requires 
to  function,  and  upon  installation  the  user  is  asked  to  approve  of  this.  The APIs  that  these 
capabilities control, consists of an array of application layer constructs to interface with devices 




Apps  implement  a  specific  behavior when  activated  in  the  context  of  these  contracts.  The 
contracts that are available for a given app is specified in the app manifest.  
The search contract  is an example of this. This contract  is activated through the systems new 
search  functionality which allows users  to  search  through content  inside of apps. The way  in 
which each app chooses to implement this search contract is open. Apps can display which ever 
results  it  deems  fitting  in whatever way  they wishes  to  present  it.  Other  similar  contracts 
include sharing between apps. In this, both apps implement the two way functionality and how 
the apps respond when being activated.  




Included  in Windows 8  is  a new digital distribution platform  called  the Windows  Store.  This 
store  is  the  only  way Metro  Style  Apps  can  be  distributed  to  private  consumers. When  a 
developer prepares a package for submission to this store, the app manifest, together with the 
compiled binaries are stored in a compressed app package. 
Before  submission all apps must pass  the Windows Store  certification process, ensuring  that 





Before  installation,  apps  are  further  inspected  by  the  operating  system.  The  app  package  is 
verified for a correct signature. This signature must be made by a trusted certificate authority. 














Enterprise  consumers  are  able  to  install  apps  outside  the  store  by what  is  refers  to  as  side 






















The Windows  Runtime  objects  are  themselves  built  directly  on  top  of  the Windows  kernel 
services.  To  enable  consumption  from multiple  languages, Microsoft  has  designed  language 







or C# code run on  top of  the  Just‐In‐Time  (JIT) compiler and  the Common Language Runtime 
(CLR),  just  like all other  .NET applications. The  JavaScript  language projection  is run on top of 
the Chakra JavaScript engine, while the C++ apps are compiled into native code.  
Through the Windows Runtime, there are over 800 objects available for interfacing with system 





and  apps  are  constructed  as  Windows  Runtime  objects  and  developers  can  themselves 










Windows  8  with  Windows  Runtime  included,  is  designed  specifically  for  this  purpose.  In 
comparison with  the  Android  platform’s multitasking  abilities, Windows  Runtime’s  is much 
more  restrictive. When  installed and activated, Windows 8 Metro Style Apps  run  in  separate 
processes. They go through what is called an app lifecycle similar to the multitasking abilities in 
iOS [12]. 













Despite  being  suspended  or  terminated  these  apps  are  able  to  register  several  types  of 
background processing, if proper contracts are in place. 
Background  tasks allow apps  to  remain  responsive  to major events. Triggers  include network 
coverage  change,  incoming data  through  connections,  system events, push notifications  and 




Because  of  the  low  resource  consumption  design  of  Windows  Runtime,  there  are  many 
restrictions as to how often and how frequent these background tasks can be executed. Every 








For  security  reasons  as  well  as  resource  control,  Metro  Style  Apps  are  executed  inside  a 
sandboxed environment. The consequence of  this  is  that apps are restricted  from consuming 
system resources without being explicitly allowed access.  
The Windows Integrity mechanism was first introduced in Windows Vista, and its main purpose 
is  to  restrict access permissions of applications  that are  less  trusted. Regular applications are 




Most  system  calls  from  an  app  go  straight  to  the  kernel  while  other, more  restricted,  go 
through a broker process. This process  is responsible for managing the apps system access,  in 
accordance to their specifications in the app manifest, and accesses privileged data and devices 












renders  the  tiles  according  to  an  XML  specification  of  the  tile  layout  without  the  app 
interacting. In the event of a resume, the app notices this update and can then request the new 
information from its third‐party service. 
Setting  up  the  push  notification  capability  for  an  app  in  a  third‐party  service  involves  the 
following steps. First, a developer license needs to be acquired, which provides credentials that 
the  developer  can  use  to  authenticate  his  own  cloud  service with WNS.  These  credentials 
consist of a package security  identifier and a secret key. Each app has  its own set of security 













































































































































asynchronous  programming  is  known  to  have  its  performance  advantages,  especially  with 
regard to scalability.  





method  finishes. The  function  thus executes  in a perceived  sequential  fashion. The  returning 
thread  is  then  able  to  do  other  computations  in  the meanwhile,  such  as  keeping  the  GUI 





conforms  to our  requirements. The  first part will defend  the  choice of platform and  identify 














having  10  automatically  configured  apps  simultaneously  working  together  without  such 
restrictions  would  hold  a  significant  overhead,  especially  on  low  powered  devices.  The 











The  operating  system  do  support  some  type  of  perceived multitasking  by  allowing  apps  to 
register background tasks, but these are subject to the same isolation and resource restrictions 
as well. These tasks are able to trigger on  important system events and  it  is our opinion that 
apps  should  also  remain  active  in  response  to  events  occurring when  other  apps  inside  the 
system change as well.  
Apps should be able to cooperate on best aiding the user  in achieving his goal, much  like the 
intent  system exposed  in  the Android platform. The contracts available  in Windows Runtime 
aim  at  serving  a  similar  purpose  to  this.  The major  drawback  of  this  is  that  they must  be 
activated explicitly by user  interaction. This  invalidates the dynamic properties we seek  in our 
system. A simple example highlighting this inefficiency follows.  
Consider  a  user  involved  in  a work  session  solving  problems  at  different  domains,  aided  by 
different app  instances.  It would be reasonable to assume that these apps should respond to 
state  changes  in  the  others.  In Windows  8 Metro  Style  Apps,  this  functionality  is  explicitly 




underlying  system. More  specifically, metro  apps  are  not  allowed  to  install  other  apps.  This 
functionality  is  only  available  to  desktop  applications.  This  complicates  our  idea  of  dynamic 
configuration of an entire app environment  through metro apps. Furthermore,  the Windows 
operating  system will not  install any metro app not  signed by a  trusted  certificate authority. 
Under  normal  circumstances  this would  be  the Windows  Store.  But,  it  does  not  provide  a 
mechanism for automatically configuring an entire app environment.   
Software developers have already expressed their concerns about this closed up platform, one 
of which  is Mozilla.  Their  intent  to make  a metro  enabled  browser  for  this  new  operating 
system is impeded by the restrictions that Windows Runtime imposes.  
In  a  document  on  their  web  side  [16]  they  evaluate  the  runtime  and  expose  the  major 
properties  of  the  model  that  restricts  this,  one  of  which  is  the  lack  of  Inter‐Process 





built  in  browser,  Internet  Explorer  10  and  discovered  that  a  lot  of  the  restrictions  put  into 
Metro Style Apps are effectively avoided by this app. This on the other hand proves that there 
are use cases and workaround for a  lot of the  limitations  in existence. They therefore restrict 
third‐party browsers from using the same capabilities as their solution does. 
2.4 Summary	
In  this chapter we have detailed  the app platform  type as a  type of asymmetric  system. We 




and  security. Because of  this, Windows  8 poses  several hindrances  to our  initial  conjecture. 
Automatic configuration of apps onto a client system  is prohibited  in  this platform. Apps  run 











































































































































































































perhaps  not  very  efficient,  especially  on  restricted  display  spaces  quite  common  for  smart 
devices.  This  requires  us  to  rethink  the model  and  introduce  an  alternative, more  efficient 
approach.  
We  have  designed  a  service  resembling  that  of  the Windows  Store. However,  the Windows 
Store  also  requires  the  user  to  explicitly  search  for,  download,  validate  and  install  apps.  To 
adhere  to  our  initial  requirements  we  instead  implement  a  model  which  installs  apps 
automatically,  pushing  the  apps  to  the  end  users  instead  of  pulling  them.  To  differentiate 
between the two types we refer to our model as an App Provider.  
Automatically  downloading  and  installing  apps  do  not  come without  its  consequences with 
regards  to  the  integrity  and  security  of  the  client  system.  Downloaded  executable  code  is 
generally considered very unsecure and Windows 8 enforces strict policies to guard against this 
from  occurring.  Furthermore,  this  approach  to  app management  could  provide  issues with 
privacy  and  could  be  considered  intrusive  if  not  properly  handled. We  abstract  away  these 







be  anything  that  describes  the  environment  and  situation  the  user  is  involved  in.  This  data 
could be explicitly provided, such as the case of the common search engine query. Or  it could 
be  implicitly  inferred by  available  context. Mobile devices  contain  an  abundance of  sensors, 
able  to  provide  implicit  contextual  data.  These  include  GPS  link,  Altimeter, Magnetometer, 


































































































































































































































































































































































































































































































































































































































































































































































































































We  explained  the  benefits  of  allowing  apps  to  share  data,  and  contribute  to  a  richer  user 
experience.  The  Arbitrator  has  been  designed  to  complement Windows  8,  and  provide  this 
feature both within and across hosts. 
To allow related app instances across users to be able to share data, we have designed the GRS. 
This  service  issues  recommendations  to  users  with  similar  intents  to  join  into  groups.  The 
service enables users of users to communicate implicitly. 
We have  identified the most relevant requirements for the storage server  in order to provide 











This  chapter  details  the  prototype  implementation  of  Javza,  which  we  will  further  use  to 
evaluate  our  initial  conjecture.  In  section  4.1  we  detail  the  server  side  components which 
provide group  recommendations and apps  to  clients.  Section 4.2  then explain  the Arbitrator 
implementation,  our  client  side  runtime  which  provides  automatic  configuration  and 
integration of apps. 
We should mention the difficulty of researching a yet to be released proprietary system such as 
Windows  8.  In  parallel  to  our  research  efforts,  this  system  has  been  released  in multiple 
versions. To adapt we have made modifications to our system during this phase which will be 
detailed later in this chapter. 
Windows  Runtime  and  Windows  8  gave  us  four  language  choices  for  implementing  our 
prototype, C++, Visual Basic, JavaScript and C#. Visual Basic was deemed too old a technology 
and JavaScript too restrictive. C# was then chosen based on a tradeoff between performance 
and  speed  of  development.  Although  native  code  execution  is  faster  than  managed  code 
execution,  prototyping  in  C#  is much  faster  than  the  native  alternative  C++.  The  underlying 
frameworks used are the .NET platform and the Windows Runtime.  
The  custom  communication  protocol we  implemented  uses  the  same  underlying messaging 
format throughout the entire prototype  implementation.  It  is  implemented exclusively on top 
of  regular  TCP  which  gives  us  total  control  of  the  performance.  We  exclude  unwanted 
functionality by  stripping  the communication down  to  the bare bones. Other communication 
mechanisms  such  as web  services  and  Remote  Procedure  Calls  are more  costly  if  not  used 
efficiently  and without  expert  knowledge. We  are  quite  familiar with  TCP  sockets  and  they 
provide the basic properties we require in communication channels, reliability, synchrony, and 
congestion control.  






We  will  now  explain  the  implementation  of  the  server  side  of  Javza.  Although  the  design 






Our motivation  for  designing  the  App  Provider  is  to  enable  dynamic  app  configuration. We 
redefine  the  app  store model  by  installing  apps  automatically  to  the  end  user.  In  order  to 




form  of  strings.  Apps  are  then  based  on  these  tags  grouped  into  sets.  These  sets will  then 
contain apps with similar capabilities.  
Implementing an  interface  for app submission  is outside of the scope of this assignment. The 
current  implementation  is statically configured with apps that are tagged and stored  into the 
database. Furthermore, our focus for this thesis is not on app development so to limit the scope 
we refrain from developing many complex apps. We have however implemented 5 apps which 
use  Javza, with  related  functionality. These apps are based on a developer  sample  retrieved 




are returned  for  installation  instead of particular set of apps corresponding  to  this. However, 
the  App  Provider  supports  grouping  apps  into  sets  using  the mechanism  detailed  below  in 
subsection 4.1.4, although our implementation does not utilize it. 
Furthermore,  the App Provider also collects usage  information provided by  the clients of  the 
system and stores them together with the apps  located  in the storage server. These statistics 
come in three types on a per‐app granularity: the installation count, an uninstallation count and 
the  number  of  activations.  This  information  could  help  precision  in  searching  for  apps  by 
providing  information  valuable  in  ranking. However, because of  the  same  reason mentioned 
above we refrain from using this functionality.  
When a client reports back some contextual information, the App Provider then stores this and 
returns the apps to the client for  installment. The package format of these apps  is  identical to 
the ones downloaded  from  the Windows Store, as explained  in  subsection 2.2.3, except  that 
these are signed by our own  temporary certificate. Upon compilation of  the apps,  the Visual 
Studio  IDE  creates  a  temporary  certificate  for  the  app,  and  signs  the  app  package  with  it 











Our  requirements dictate  that  the storage server should hold structured data. As depicted  in 
Figure  13,  the  data  requirements we  presented  in  section  3.3 map  fairly well  to  the  entity‐
relationship  model.  The  schema  of  this  component  is  a  relational  database  schema 
implemented through the ADO  .NET Entity Framework15 on top of a Microsoft 2012 RTM SQL 
Express Server.  






fashion. Furthermore, because of  its  integration with  .NET we are provided with  LINQ query 



















The  GRS  performs  analysis  on  this  data  retrieved  from  the  storage  server  within  regular 
intervals. The data is consumed by an analysis algorithm which will detect if users with similar 







As explained  in 3.1.2, GRS does not reason about users consent to participate  in a group.  In a 
real  life scenario we would have to address these privacy  implications but as  it  is outside the 
scope  of  our  thesis, we  abstract  away  from  this  issue.  In  our  system,  all  active  clients  are 
interested in being connected to a group.  
User records are admitted into storage on a first encounter policy. The first time a user contacts 
the  App  Provider  he  is  admitted  into  the  data  records  and  is  then  able  to  receive 
recommendations from the GRS. 
4.1.4 Detecting	groups	
This  subsection  describes  the  algorithm  used  by  the  GRS  for  detecting  objects with  similar 
contexts.  Our  choice  of  method  for  analyzing  contextual  data  comes  from  two  basic 
requirements. The method should provide a more sophisticated analysis than simply comparing 





















[18].  It  is  a  classical  clustering  algorithm which  classifies  output  cluster  patterns  from  input 
samples. 
It starts out using k initially chosen vectors in the Euclidian space. These are chosen either from 
the  set  of  input  vectors  or  randomly  distributed  throughout  the  space.    For  each  vector 
evaluated  the algorithm computes  the Euclidian distance  from  that vector  to  the k vectors  in 
the cluster.  It  then assigns  the vector  to  the closest one, and  re‐computes  the center of  that 
cluster by arithmetic mean. The process continues until the clusters converge towards a single 









the  data  set.  We  have  no  way  of  knowing  the  amount  of  natural  clusters  in  advance. 
“Increasing  the  number  of  clusters  will  always  decrease  the  amount  of  error  in  the  result, 
converging in the case where each cluster contains only a single point. Choosing k should strike 




each  row  corresponding  to  a  single  vector.  The  number  of  clusters  is  determined  by  the 
formula:   
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scope  of  this  thesis  to  evaluate  sophisticated  document  analysis methods, we  refrain  from 
implementing this. 
The approach taken here boils down to a comparison of values represented  in vector form. A 
more  sophisticated  alternative  to  detecting  objects  with  similar  interests  would  be  to  use 
semantic  textual  analysis.  In  such  an  approach,  one would  instead  try  to  infer  the meaning 






This  section describes  the  implementation of  the Arbitrator,  the client  side  runtime of  Javza. 
Our  design  dictates  that  we  require  a  runtime  which  can  automatically  install  apps. 
Furthermore, it must function as an integration point between apps at the same host and those 
receding  at  different  hosts.  In  order  to  fulfill  this  purpose  it  must  remain  in  continuous 
operation  regardless  of  apps  being  suspended  by  Windows.  The  Arbitrator  is  therefore 
implemented within in the desktop environment and not the Windows Runtime environment.  
It consists of an app management component and a communications component. Though they 




from  the  App  Provider.  Administering  communication  between  apps  requires  proper 
addressing, and  in order to address apps we need to know which ones are  installed.  If a user 
should  choose  to  uninstall  an  app  our  runtime  should  reflect  these  changes.  Since  the App 
Provider pushes apps to the clients it should be notified of this event, to record what apps are 
already associated with users. Furthermore, knowing how each app is used in our system could 
prove  an  important  contribution  when  ranking  these.  The  AMC  therefore  consists  of  two 
mechanisms, one that provides dynamic installation of apps and one that performs monitoring. 
To manage app packages we use the Windows Package Manager. This  is an operating system 
provided  asynchronous  API which  enables  us  to  query,  install  and  remove Metro  style  App 
packages  from  the  system.  This API  is  only  available  for desktop  applications, which  further 







In subsection 2.2.3 we explained  the difficulties of  installing apps outside  the Windows Store 
and  that packages must be  signed by  a  trusted  certificate. However, Windows provides  two 
mechanisms  that  allow  developers  to  deploy  their  temporary  applications  while  in 
development on the local system, 
For  this purpose,  the Visual Studio  IDE creates  temporary certificates  for app deployment on 
local  computers outside  the Windows Store.  It  signs  these packages with  this  certificate and 
upon deployment the certificate is installed into Windows Trusted Root Store. The compilation 
of app packages include a batch file script for installing both the certificate and the app at the 
same  time,  and  the  AMC  provides  functionality  to  execute  these  with  each  app  package. 
However, our  requirements  imply  that  the  installation process  should be as  swift as possible 
and  installing certificates  into  the Trusted Root Store costs  time. We  therefore only  installed 




system.  We  automate  this  procedure  and  check  whether  a  developer  license  is  already 
registered upon initialization of the Arbitrator runtime and if not, we acquire one. This must be 
performed within  the  context  of  a  developer  account,  so  the  system  then  prompts  us  for 

















































































































































































































































































this  could be  a  session where  the users  are within  a  close  range,  such  as  in  a  collaborative 
setting.  This  would  be  even more  pressing  if  the  users  are  within  a  network  with  limited 
coverage  or  a  metered  network.  In  metered  networks  the  payment  plan  of  a  mobile 
subscription dictates how much data could be transferred, and at what cost.  
We  consider  a  case  involving  the  Windows  8  app  platform  where  one  app  wishes  to 
communicate with another app located on different devices. In Windows 8 apps are suspended 
when not  in use and can  therefore not  receive communication. However, notifications about 
important events could be relayed through the Windows Notification Service to these devices 




1. First  the  initiating  app  (C2)  on  the  client  smart  device  sends  the  message  to  its 
centralized server or cloud service. 
2. This  service  again,  through Windows Notification  Service,  sends  a  notification  to  the 
other participant (C1).  

































































































































































































shared  within  the  group,  the  overlay  network  should  support  broadcasting.  Peer‐to‐peer 
approaches provide very efficient ways of broadcasting. This is done by distributing information 
or state to multiple receivers through epidemic protocols such as gossip based dissemination.  
In our  implementation, as with Chord, all participants  in  this network are coordinated  into a 
ring where their placement in the ring is guided by a unique key. The next consecutive key held 




ring can hold a maximum of N participant where N  is exactly 2   for any given m. This  table 
could be  compared  to an address book  for quick access  to other participants  in  the  ring. To 
obtain  the properties explained  later  in  this  subsection we use a  formula  to  compute which 
participants should be present in the finger table. The node address residing in the ith entry of 
the finger table of node n is calculated by the given formula: 
	 2 	2 	  
X is the key of that particular node. It requires exactly 2  keys for an m length finger table. 
Each participant is assigned a set of keys between its own and its predecessor. We refer to this 
















3. The  participant  corresponding  to  this  entry  is  then  queried,  and  this  process  is 
continued until the participant who owns the key requested is found.  
The  guarantee  for  finding  the  key  requested  using  this  algorithm  is  given  in  the  strict 
organization of the key range and finger table entries. Furthermore, this also guarantee that a 
lookup  of  any  given  node  in  the  ring will  take  no more  than  Log(N)  hops, where  N  is  the 
maximum  allowed members  in  the  ring. By  the  randomness  property  of  consistent  hashing, 
each  participating  node  is  likely  to  be  evenly  distributed  across  the  ring,  providing  optimal 




to‐one. Both modes again provide  two  types of messaging objects,  serialized objects or  files. 




broadcasting  messages  through  the  peer‐to‐peer  network  we  use  a  gossiping  data 
dissemination inspired approach.  








Entry  into the ring  is controlled by the same algorithm as for  lookups. The key of an entering 
participant is decided by hashing down his own unique credentials. These credentials could be 
anything  from  a  Windows  GUID  and  IP/Port  address  pairs  to  nicknames.  A  joining  node 
requests the closest one to this key and by  iterations of the algorithm he  is forwarded to the 
owner of that key. The owner’s key range is then split into two on the joining participant’s key. 







To exit the ring  in a planned manner, the node who wishes to depart,  informs  its predecessor 
and  successor of  this  fact. The predecessor updates  its  successor  information  to  contain  the 
departed nodes successor. The successor of  the departing node  then  inherits  that key  range. 
Under normal circumstances not involving failures, the rule dictates that key ranges are always 
split  from  and  merged  to  the  successor  in  the  ring.  The  finger  table  entries  of  both  the 
predecessor and  the successor are also updated  to  reflect  this change  in membership. Other 














This  algorithm  executes  in  a  similar  manner  to  how  congestion  control  works  in  the  TCP 
protocol. The updater thread execution interval starts out at the lower bound of the threshold. 
It  then  updates  this  frequency  every  time  it  runs  increasing  the  interval with  0.5  seconds, 




unplanned  departure  of  the  ring  happens.  Since  the  finger  table  entries  require  the 




absorbing  the key  range  left unused by  the departing node. He  is  responsible  for  letting  the 
given  node  know  he  is  the  new  successor. We  find  the  leaving  successor’s  successor  in  the 
second entry of the finger table if it is up to date. As previously mentioned, we do not support 
fault  tolerance  in  this prototype and  in  the event  that  the  finger  tables are not updated,  the 
communication  fails  over. During  experimentation we  only  encountered  this  situation when 
removing a large portion of the nodes in within a given range of the ring in rapid succession.  
The execution architecture of the communication component is illustrated in subsection 4.2.3.2 
in Figure 21. Communication  is  implemented as both a server and a client.  It  is  listening on a 
socket for incoming connections as well as providing an app level interface for interacting with 
the  provided  services.  When  a  request  is  inbound,  the  server  creates  a  new  thread  for 










This  subsection  details  two  different  implementations  of  IPC  between  apps  inside  the  same 
host. We implement it to avoid Windows’s restrictive app sandbox and address the likelihood of 
apps being suspended while in the midst of communicating. Located in the Arbitrator, it allows 
apps  to  adapt  to  the usage of other  apps without  the user having  to  explicitly provoke  this 
behavior.  Furthermore,  it  allows  multiple  apps  to  adapt  to  this  usage  simultaneously  by 
broadcasting data. 





Based  on  the  restrictions  of Windows  8  our  requirements  to  an  IPC mechanism  in  the  app 
environment can be summarized in the following steps: 













20.  It  is  a  quite  crude way  of  implementing  communication  between  processes,  but  to  our 
knowledge,  it was  the only  realistic  approach  at  the  time.  The main disadvantage using  this 
approach is latency. Each side requires a separate thread performing I/O accesses continuously 
by polling the disk. If instead given simple intervals for polling this would further hurt latency.  
Both Windows  Runtime  and  the  .NET  platform  provide  file  system  APIs  for  inserting  event 


































































































































































developers  to  test  their networked  apps  locally using  the  local host  communication without 
these  restrictions. More  specifically, we  can use TCP  sockets  to  relay messages  to processes 
inside  the  same  system  by  addressing  the  local  host  IP  address  (127.0.0.1). We  exploit  this 
property and re‐implemented the IPC mechanism.  








required  to  rethink  our  design.  We  need  the  Arbitrator  to  act  as  mediation  step  in 
communication and save message objects in‐flight.  
There are two parts to this IPC mechanism and for clarity we will here refer to them as the app 
side  and  the  desktop  side.  The  desktop  side  is  listening  in  on  a  specific message  header  to 
initiate communication with the app side. We use the same listener socket as the for the peer‐
to‐peer functionality.  
If we  recall  the  app  life  cycle  explained  in  2.2.5,  apps  receive  an  event  from  the  operating 
system when they are suspended or resumed. When these occur apps are required to perform 
an open or  close  call on  the  communication  channel.   The open  call on  the  app  side  library 
creates a TCP  connection  to  the desktop  side and a  separate  thread  continuously  listens  for 
messages on  this connection. On  the desktop  side  this connection  is managed by a  separate 
thread in the Arbitrator for each app. 
When  the  app  is  suspended,  this  connection  is  closed  and  the  thread  resources  are 
relinquished. Messages  relayed  to  suspended apps are put on a queue.   When  the app  then 
resume  and  the  connection  is  reestablished,  the  desktop  side  forwards  these  queued  up 
messages to the app. 
Both the desktop side and app side threads are blocking on receive calls, and therefore  incur 























































































































































































































































































































































located  on  any  host  in  the  connected  network  including  its  own,  both  one  to  one  and 
broadcast. To structure this in a form usable by the Arbitrator for correctly conveying messages 





for each participant  in  the  ring, which  is hashed down  to  the destination  key usable by  the 
underlying  peer‐to‐peer  network.  App  name  refers  to  the  app  name  inside  a  node,  de‐


























This  Chapter  evaluates  the  performance  of  Javza,  in  context  with  our  initial  system 
requirements  stated  in  section  1.2.  We  conjecture  that  the  system  should  provide  app 





In  this  section we  evaluate  the  throughput  and  latency of  the  Inter‐Process Communication 
(IPC)  mechanism  for  communication  between  different  apps  inside  the  same  system 
implemented  in  the  Arbitrator.  To  properly  evaluate  this  we  need  a  fair  baseline  for 
comparison. We evaluate a  system provided mechanism  that exposes  the  same  functionality 
we  listed  in  our  requirements  (4.2.3).  Eligible  IPC  mechanisms  should  therefore  have  the 
following properties: 
1. Should  be  able  to  send  structured  object  data  across  the  connection,  to  increase 
interoperability and simplify consumption of data across different types of apps.  
2. Should be bidirectional, the mechanism should be able to send data in both directions. 
























































































































































































































































































































































































































An  interesting  feature  of  this  experiment  is  that  communication  handled  by  the  Arbitrator 
experience  throughput  of  the  same  magnitude  as  Named  Pipes  do,  but  both  experience 
relatively low performance.  
The  low  throughput  is  contributed  to  the  serialization/deserialization  procedure,  which  is 

















































control mechanism, which  could  further  impact  performance.  The  packages  are  instead  put 
back onto the input queue up to the transport layer, and delivered to the receiving socket.  
Prior to the release of Windows 8 Consumer Preview, the disk based approach was the method 






same  file.  File  access  is  non‐blocking,  and  the  call  throws  an  exception when  permission  is 
declined. This  requires  the participant  to  retry until  success,  triggering  file access  contention 
even with events instead of polling.  
As observed  in Figure 25 the average disk communication throughput  is about 1.1 megabytes 
per  second.  For  this experiment we used directly  connected pipes  in between  two  separate 
processes as observed  in Figure 24. The sole purpose for  including this in the experiment  is to 
provide  some  insight  into  the  developmental  improvements  we  made  during  the 
implementation  phase  of  Javza.  Therefore,  we  did  not  deem  it  necessary  to  include  the 










The  average  rotational  latency  on  hard  disk  drives  is  about  4 milliseconds.  Adding  the  file 











Each message  touches  the  IP  stack,  and  up  again  to  the  Arbitrator  process.  The  Arbitrator 
process must  deserialize  the message  in  order  to  know where  to  forward  it.  After  this  the 
message is then serialized, and travel down the IP stack again to be received back at the other 









































being  able  to  share  data.  Furthermore,  we  anticipate  that  not  all  scenarios  are  efficiently 
servable  from  a  centralized  approach  to  mediate  this  communication.  To  enable  app 
integration across hosts without the need for server support, we  implemented a peer‐to‐peer 
based approach to communication. This was inspired by the Chord internet lookup service [20]. 
In  this  section we evaluate  the  same metrics as  in  the previous  section, but across different 
host systems. 
5.2.1 Experimental	Setup	
The  setup  consists  of  two  computers  interconnected,  running  Windows  8,  achieving  a 
maximum  bandwidth  of  100  megabits  per  second.  One  of  these  is  the  Dell  Precision 
Workstation 390 used in the previous experiments. The other is a Dell Vostro 1500 Laptop with 
an Intel Core 2 Duo 2.2 GHz processor with 2 GB of memory. 
The comparative approach  to  inter‐host communication we use  is  regular TCP.  It  is  the most 
optimal  and  reliable  communication  mechanism  in  its  segment,  available  for  commodity 
operating systems. Our peer‐to‐peer solution  is  in  fact built upon  this very mechanism and  it 
should serve as a good baseline for comparison. In order for us to accurately test the round‐trip 
time we must disable Nagle’s algorithm for buffer management. This means that TCP packets 
are  sent  across  the  link  as  fast  as  they  are  written  to  the  socket.  As  with  the  previous 
experiments,  we  require  that  the  comparative  communication  methods  are  able  to  send 











































































































































required  for each transfer. With  further hops  in the peer‐to‐peer network, we anticipate that 
the throughput will drop. 
Another interesting observation is that the Arbitrator slightly outperforms the TCP connection. 
This  is due  to  the  fact  that  the Arbitrator’s peer‐to‐peer mechanism  is multithreaded.  It will 
stress  the maximum  bandwidth  capacity  by  issuing multiple  parallel  TCP  connections  to  the 





Figure  30  depicts  the  round‐trip  time  measurements  for  the  Arbitrator  and  the  TCP 
communication. We observe that the average round‐trip time for the Arbitrator  is around 8.1 
milliseconds. The round‐trip time for the TCP connection is around 0.8 milliseconds. This clearly 
illustrates the overhead of  indirection  in the Arbitrator nodes, depicted  in Figure 27. Since we 
have an extra level in comparison to the inter‐process measurements, the average is about 2.5x 
over  the  results  gathered  from  subsection  5.1.3.  This  corresponds  fairly  well  to  IPC  time 




the  Arbitrator  measurements.  However,  the  standard  deviation  measurements  for  the 






































were  reported  back  to  the  App  Provider,  the  throughput  dropped  and  the  round  trip  time 
increased.  
The cause of  this  is  lock contention. We restrict  finger  table access by mutual exclusion  from 
other parts of the Arbitrator while in the midst of updating these. Since the IPC experiments do 













As mentioned  in  subsection  4.2.2.1.6,  the  peer‐to‐peer  communication  employs  an  update 



































processes. Measuring CPU would only make  sense  if processes did not  impact  the CPU  time 
available for others. The Windows scheduler does not perform such isolation.  
I/O  resources  are  one  of  the most  expensive  resources  in  smart  devices,  and  an  important 
metric to measure in ubiquitous scenarios. Contributing factors to this are real expenses such as 





deploy  and  connect  on  the  same  computer, while maintaining  stability  in  the  peer‐to‐peer 
network. 
We have chosen to monitor a single random Arbitrator  instance  for performance. Because of 
the  symmetric  properties  in  the  peer‐to‐peer  implementation,  we  expect  similar  behavior 
across all. We used Windows own performance monitoring tool called “perfmon” for  isolating 
the performance metrics of a single process and a snapshot of this  is depicted  in Figure 31.  It 
shows the overhead in terms of total data written or read from I/O per second in kilobytes.  
We can be confident that we are only measuring network bandwidth because the only type of 
I/O performed by our app at  idle‐time  is network I/O. We started 39  instances and connected 
them  together  in  the exact same way  that a recommendation  triggers group connection. We 
wait until the update control algorithm has stabilized before starting the experiment.  
The spikes that occur every 20 seconds or so is the finger table update procedure. At this point 
the  frequency  is  at  its  upper  bound,  triggering  every  20  seconds.  In  a  stable  peer‐to‐peer 
network, without membership changes, we only  require outbound communication while  idle 
every  20  seconds.  The  constant  cycles  below  the  spikes  are  triggered  by  the  Arbitrator 
reporting back app state and responding to update requests from other instances. The vertical 
range of  the  graph  goes  from  0‐1000  kilobytes per  second,  and  these  contribute  about  100 











We  now  wish  to  evaluate  how  the  update  control  algorithm  operates  in  the  face  of 






The  large  quantities  of  data  are  caused  by  XML  serialization.  Furthermore,  all  packages  are 
wrapped  inside  use  our  own  custom  message  format  which  incurs  more  overhead.  This 
message  format  is  on  the  other  hand  necessary  to  address  recipients  correctly  inside  the 
Arbitrator  runtime  and  throughout  the  peer‐to‐peer  network.  An  example  of  how  much 
overhead  this  incurs  could  be  illustrated  by  sending  a  single  integer  through  our message 
format. This will generate a network  load of about 5.6 kilobytes. However, this  is only a static 
cost and includes the whole message header in our custom protocol format.  
Despite  the  overhead  of  serialization,  we  can  still  argument  towards  the  benefit  of 
implementing  a  threshold  based  approach  to  updating  finger  tables.  As  observed  in  this 
experiment, the frequency of updates  is responsive with regards to the peer‐to‐peer network 
state.  If we were  to adopt a more optimized  serialization  scheme,  this would  reduce  the  I/O 
costs drastically. 
5.3 App	Installation	
In order  for  Javza  to provide dynamic  configuration of apps we  require  the overhead of app 
installment  to  be  low. We  therefore  conducted  an  experiment where we measure  the  time 




computer.  The  graph  illustrates  a  linear  increase  in  app  install  time  as  the  concurrent  job 
number increases. We observed in the course of the experiment that installing apps were disk 
bound. The utilization of the disk was at peak capacity throughout each run of the experiment. 
The  CPU metric,  on  the  other  hand,  remained  within  the  15‐25%  region.  Using  our  initial 
approach where we  installed  a  separate  certificate  for  each  deployment,  the  time  per  app 
increased to about 10s.  
Another observation we made during  this experiment was  that  the  install process  tended  to 












evaluated  this  conjecture  and  the  associated  cost  of  supporting  it  at  the  client  system  in 
Windows 8. 
We  have  conducted  experiments  on  the  inter‐process  as well  as  inter‐host  communication 
implemented in Javza to expose the overhead related with providing app integration. We have 
further  illustrated the cost of dynamically  installing apps  into this system. We also expose the 
idle‐time  overhead  of  our  peer‐to‐peer  service  in  a  connected  environment  to  provide  app 
integration across hosts. Lastly we implemented a use case, which exposes a usable scenario in 
which an asymmetric system would benefit from our prototype. 
In  section  5.1 when measuring  the  IPC  performance  in  terms  of  common  benchmarks, we 
observed the system‐provided Named Pipe outperforms our service. The latency is an order of 
magnitude slower  in our case, and the throughput  is cut  in half. We contributed much of the 
extra cost  to serialization and communications  indirection.  If Named Pipes were available  for 
Metro  Style  Apps  this  would  not  be  an  issue  as  they  satisfy  our  requirements  for 

































process was  disk  bound,  and  that  the  install  time  scales  linearly  as  the  number  of  installs 










The  Javza  prototype  provides  dynamic  app  configuration  in  Windows  8.  Furthermore,  it 
provides app  integration by enabling communication between apps residing at the same host 
and across different hosts.  In  this chapter we design and  implement a case study  involving a 
concrete scenario which utilizes  this. The motivation behind  this  is  to evaluate  if  there exists 
some scenarios in which smart devices could benefit from our initial conjecture and Javza.  
The outline of this chapter is as follows: We first explain the concept of collaborative software 
and  collaborative  search. We  then explain  some of  the  associated difficulties with  this  field. 
Then we design a specific scenario involving a collaborative search experience running on top of 




The  term  collaboration  is  defined  as  a  group  of  individuals  working  together  to  achieve  a 
common goal. Collaborative software, or group‐ware,  is a branch of application software that 
aims  at  aiding  this process. This  type of  software  is difficult  to develop  and  involves  several 
research disciplines [24].  
One  needs  to  understand  the  psychological  and  social  mechanisms  involved  in  solving  a 
problem  in plenum, which  is  challenging.  The  social hierarchy of  a  group of people working 
together  to achieve a common goal  is also dynamic  in nature and can change as  the process 
continues. Another crucial aspect  in developing this type of software  is  interaction, with both 
computers  and  other  individuals.  This  requires  understandable  and well  defined  interfaces, 
which involves interaction design and graphical design. 
The scenario we  implement  is closely  related  to a concept called collaborative search.  In  this 
type of collaboration users are able to cooperate in searching, aiding one another in finding the 
correct result or goal [25].  
There  exist  two  major  sub  categories  of  collaborative  searches,  explicit  and  implicit 
collaboration.  In  explicit  collaboration  the  users  share  a  common  agreed  upon  basis  of 
information  and  already  acknowledge  the  cooperation.  The  users  then  guide  each  other  by 
performing  searches,  refining  results,  and  agreeing  upon  the  most  relevant  information 
gathered. 
The  implicit  type  revolves  around  users with  similar  information  needs,  but  not  a  common 






risk. However,  if one accepts the premise that collaboration  is  inherently public  in some way, 
there might still be some benefits from adopting it. 
6.2 Scenario	
To  explain  the  usage  of  an  asymmetric  system model  relative  to  our  conjecture  we  have 
designed  an example  scenario.  In  this  scenario we  consider  a  group of people  involved  in  a 
project. They need  to obtain some  information  regarding  this project and  in order  to do  this 
efficiently they are required to collaborate closely. They realize their information need through 
search.  The  required  information  involves  different  areas  of  study,  and  they  must  all  be 
researched  to  satisfy  the  information  need  required  by  the  project.  For  efficiency  work  is 
delegated  inside  the  group  and  each  participant  is  responsible  for  a  given  sub  category. 
Although separated, the domains are overlapping, and require everyone to participate and aid 
one another in achieving the goal.  
Each of  the participants  in  this group  is  in possession of some  type of smart device,  typically 
either a tablet or smart phone. Upon initiating their collaborative session, triggered perhaps by 
a contextual change,  they are all connected  together  into a group. Furthermore, all  the apps 
they  require  to  collaborate  are  automatically  configured  into  their  smart  device,  each 
concerned with a  separate domain. These apps now have  the ability  to  communicate across 
smart devices with all apps  inside all the other smart devices the group. The participants can 
now perform their delegated work by the aid of these apps. Furthermore, these apps are also 








of  the  apps  to  enable  search  in  a  separate  domain.  In  an  asymmetric  system  model,  as 
described in chapter 2, lightweight clients are pulling content and functionality from the cloud. 
To model this we have  implemented  five Metro Style Apps which retrieve their content  from 







Amazon Book Search19  Delivers  purchasable  books  through  Amazon 
as the result 












help  of  the  Arbitrator.  Because  the  other  apps, with  high  probability,  are  suspended  these 
terms are queued by the arbitrator and forwarded only when the app resumes execution.  
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the  figure, delivering app packages back  to  the AMC  for  installation. The Arbitrator  retrieves 
contextual data and usage  statistics and  sends  this  to  the App Provider. The  communication 
component manages IPC and inter‐host communication. It connects to a peer‐to‐peer network 










6. Upon completion of  the  installation, each of  the apps have  the  search  term put onto 
their  input queue  inside the Arbitrator. When activated by the user they open the  IPC 




same  thing  and  issues  a  recommendation  to  join  them  together  in  a  group.  The 
Arbitrator  instances  located  on  each  of  these  smart  devices  are  then  grouped  into  a 
peer‐to‐peer  network.  The  apps  are  also  notified  about  this  event  with  a  special 
message sent through the IPC mechanism. 






Inside  each  app,  when  a  user  clicks  on  an  item  in  the  result  presentation,  a  group  wide 
broadcast is issued to the same app installed at all other users. Furthermore, when connected 
together, each of  these apps provide users with  the ability  to communicate using messaging 
































Although  a  centralized  server  connection  is  a  viable  alternative,  one  can  argue  that  not  all 
collaborations are organized in the presence of a third party server. Ad hoc collaboration could 
occur  in  any mobile environment where  smart devices  are  a  realistic  choice  as  aid.  In  these 
settings a centralized approach is out of the question. As in situations with restricted bandwidth 
or metered internet. In these scenarios an ad hoc connected network would perhaps be more 
fitting.  In  this case users could  instead  share  the actual apps between  them  instead of all of 
them  being  pushed  to  devices  by  a  server  such  as  the  App  Provider.  An  existing  system 
supporting  ad hoc networking between  apps on different  smart devices will be explained  in 
section 7.3  
The  issue of privacy  is  less  important within  such  a  group of peers because of  the  inherent 
public  properties  of  collaboration.  However,  communication  should  be  secured  from 
eavesdropping  by  outsiders.  Furthermore,  the  system  should  support  authentication  of 
membership  inside the ring. The security concerns of  installing apps automatically require the 
eligible apps  to be  conveyed and  installed  in a  secure manner onto  the devices. These apps 







smart  devices.  Environmental  changes  can  also  mean  a  change  in  usage,  and  in  our 
implementation this change  in usage  is manifested  in the search terms submitted to the apps 
by users. Another environmental change that could trigger the configuration could be that the 
GPS  coordinates  inside  the  smart devices  reveals  that  certain  smart devices are within  close 
range of one another, perhaps in a meeting room. 
We  realize  the  collaborative  effort without  the  time  consumed  in manual  app  installment. 
Furthermore, by automatically  integrating apps, both within smart devices and  inside groups, 
we remove this overhead as well. The implementation of this scenario is rudimentary, but the 








there are several  reasons  for why  these asymmetric systems  refrain  from providing  it.  In  this 
chapter  we  highlight  some  of  the  implications  of  providing  automatic  app  installation  and 








Pushing  apps  to  smart  devices  for  automatic  installation  could  put  this  at  risk.  Generally 
executing  downloaded  code  without  proper  security  mechanisms  in  place  could  have 
potentially  disastrous  consequences.  Systems  that  provide  this  capability  commonly  provide 
some sort of elevated security for executing this code. 
Isolation  and elevated  security  capabilities exist on  top of  several  abstractions  in  computing 
systems. System  that  implement  this generally provide an environment  for running code  in a 
more secure and less privileged mode, where resources are managed by the underlying system.  
Hardware  virtual machines  execute  entire  operating  systems  in  guest mode,  an  example  of 





[26].  This  is  an  abstract  concept  in  operating  system  architectures.  A  reference  monitor 
mechanism control system access by enforcing an access control policy on subjects, controlling 
their  ability  to  perform  operations  on  objects  inside  the  system.  All  access  from  untrusted 
subjects  to  any  object  is  mediated  through  this  monitor.  The  mechanism  requires  three 
properties to be considered a valid reference monitor. The mechanism must always be invoked, 









A  related and perhaps overlapping concept  to  this  is  sandboxing. The  term was  first used  to 
describe a method of fault isolation, but is more commonly known for secure isolation of guest 
programs  [27].  These  are  executed  in  a  tightly  controlled  environment  where  access  to 
resources  or  other  parts  of  the  system  are  prohibited  or  strictly managed. Guest  programs 
typically only have very restricted resources available, in memory or on disk, for which to run in. 
An  example  system  which  utilizes  sandboxing  is  available  in  the  Chromium  open  source 







does  not  require  a  rigorous  install  procedure  when  executing  in  the  client  browser.  As 












If we  then assume  that we are able  to  install apps automatically  to client environments  in a 
secure manner,  there are  still other aspects  to  consider. Users might perceive  it  intrusive  to 








In  Javza we  remove  the  isolation  between  apps  and  allow  them  to  communicate with  each 
other.  This  creates  an  even  broader  attacks  surface  for  intruders.  The  contents  of  these 
messages can be sniffed, modified, stolen, replaced or even forged, which can compromise user 
privacy, and violate security.  In  [29]  the Android platform’s  IPC mechanism  is analyzed  in  the 
context of possible security infringements, and several such are found. 
In subsection 3.1.2 we explained how we limit the scope of this thesis by abstracting ourselves 
away  from  group  membership  management.  We  rather  declared  that  all  active  users  are 
interested in participating in a group. However, we must address the intricacies of dynamically 





Another  consequence  of  our  design  is  resource  costs,  both  in  terms  of money  and  power. 
Providing  the  capability  of  automated  app  installation  and  cross  host  integration  requires 
devices  to  remain connected. Wireless connections are often disabled when not used due  to 








redesign  the  security  policies  from  scratch.  It  is  clear  that  they  are  reflecting  on  past 
experiences, because  they are now  taking all precautions possible  to guard against malicious 




This  thesis  illustrates  that  it  is  possible  to  implement  a  dynamic  app  environment  enabling 
communication  between  apps.  However,  as  observed,  this  is  not  without  performance 















we will  see  in  section 7.3,  research has already been done on how  to  infer  this  type of app 
usage.  
Another lack in Windows 8 that has caused some commotions in the development community 






and  embedded  into  the  app  manifest.  Communication  could  be  organized  by  a 
publish/subscribe  mechanism  requiring  apps  present  to  subscribe  to  other  apps  upon 
installation, in order to be able to communicate. This mechanism works fine with suspending in 
place and apps can receive data upon reactivation, if available.  
Furthermore, we propose extending  this  across different hosts.    The platform  could provide 














two‐week  experiment  to  better  understand  mobile  information  needs  and  how  they  are 
addressed. The trials consisted of 20 participants constituting a diverse populous. These were 




This  study  provides  great  insight  into  what  information  needs  are  addressable  in  given 
contextual situations. And further what types are addressable, and which should be postponed 
to a  later time where the context  is more fitting.  In the context of our work, this could prove 
valuable knowledge in determining what apps to push to a user at a given time. 
Microsoft  Research  in  collaboration with  the University  of Massachusetts, Amherst  [34]  has 
implemented  a  prototype modification  to  the Windows  Phone  7.5  operating  system which 
allows apps to launch faster. The motivation behind it is that app launching on mobile devices is 
slow and it is not uncommon for these to have a 20 second delay. What they do to remedy this 
is  predict  apps  launching  prior  to  when  they  are  launched  by  the  user.  To  perform  this 
prediction they collect contextual data from the abundance of sensors commonly available on 
mobile devices. The  contextual data  is  fed  to a  learning algorithm which  then  computes  the 




algorithms  to  reason  about  app  management  decisions  in  a  system.  This  prototype  only 
involves  launching  apps  already  installed,  and  not  automatic  app  installment. However,  this 
further validates our prototype  implementation by  illustrating that  it  is possible to  infer what 
apps a user needs, based solely on the contextual data provided by the smart device sensors. 
We  previously  mentioned  the  Android  intent  system,  which  is  similar  to  what  we  have 
implemented  here.  Another  interesting  inter‐app  communication  system  which  is  in  fact 
modeled after this is Web Intents [35]. This system provides communication between different 
web  applications.  It  consists  of  a  lightweight  RPC mechanism  for  communication  between 
applications  distributed  across  the web.  It  also  contains  a  discovery mechanism,  for  finding 
these abilities. This technology is in the process of being adopted by the W3C organization. 







Qualcomm  Innovation  Center  Inc.  It  enables  ad  hoc,  Proximity‐based  device‐to‐device 
communication.  This  supports  the  development  of  peer  to  peer  connected  apps  without 









asymmetric  system  environment,  more  specifically  Windows  8.  The  runtime  supports 
integration across apps on the same host system, as well as apps receding on different hosts.  
8.1 Concluding	remarks	
Smart devices have  introduced new application platforms  for  implementing apps. These apps 
are  fairly  restricted  in  resources  and  domain,  and  they  commonly  utilize  cloud  services  to 
provide content and functionality. We refer to this symbiosis between smart devices and cloud 
services  as  a new  type of  asymmetric  system.  The  restricted display  space on  these devices 





















located  at  the  same  host  by  means  of  IPC.    With  the  same  unified  interface  we  also 
demonstrated that apps located on different hosts can be integrated in a decentralized peer‐to‐














 The  communication mechanism  used  throughout  the  prototype,  is  in  clear  text,  and 
should  be  encrypted.  One  way  of  realizing  this  is  to  have  the  server  component 
implement some type of public key infrastructure.  
 










want  to  investigate how  to evade Windows RT’s metro‐app‐only policy, and provide a 
workaround for this, to allow the Arbitrator to compile to ARM architectures. 
 
 In  order  to  provide  relevant  apps  grouping  and  user  grouping  recommendations, we 





peer‐to‐peer  scenario,  but  in  a  realistic  case  this would  be  needed. One method  of 







per‐host  granular  level.  We  would  like  to  adopt  an  approach  to  manage  the 
participation into multiple groups, and be able to seamlessly switch between these.  
 
 Furthermore, we would  like to  investigate how we could employ the UDDI description 
and  binding  mechanisms  for  web  services  to  couple  users  with  apps.  This  service 
couples webs services with consumers on basis of properties described in metadata, and 
any  subject  corresponding  to  the  requirements are applicable. We  could  for example 
create app requirements descriptions based on contextual information and use a similar 
approach to match users with apps. 
 
 Since we adopt a non‐novel approach to app management and  installment, we should 
investigate what implications this would have on adding a payment model into this. The 
obtrusive nature of pushing apps instead of requesting them requires us to rethink how 
we implement this feature. Users cannot be expected to pay for apps that they have not 
explicitly purchased. A possible solution to this could be delivering apps in a subscription 
based service. 
Chapter 8: Conclusion  8.3 Future work 
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Appendix	A	
One CD‐ROM containing the Javza prototype source code and experimental data. 
