Introduction
The goal of this paper is the analysis of the potential use and effective integration of photogrammetric and laserscanning data based on the edges of selected objects. Both the photogrammetric technology and the laser scanning technology have their pluses and minuses. In the authors' opinion the best solution is the fusion of both methods based on edge extraction. In this paper the authors demonstrate the difference between laser data originating from terrestrial and mobile scanners. Since a few years both techniques have been very popular in the area of integration.
The issue of integration is a relatively broad one. The goal of such integration is to utilize a spatial model of an object obtained from the point cloud and to support it with a photogrammetric model in those places, where scanner measurements may be hard to perform, or even impossible. Since the image offers a possibility of texturing objects obtained most often from digital metric images, integration makes it possible to create a model that resembles the actual one.
Related Works
A very big increase in the popularity of laser scanning in recent years has caused that photogrammetric data in the form of images were pushed into the background. Point cloud has become a new form of data, which more and 38 S. Mikrut, A. Moskal, U. Marmol more often was to replace other measuring techniques by virtue of data acquisition speed. Digital models of land surfaces or of small objects can be obtained with that technique quickly, and with a dense number of data, dependant actually on parameters set by the user.
With increasing of scanner operation efficiency rates, we can also notice development of photogrammetric cameras, and by extension, of high-resolution image processing algorithms. New cameras are built, whose resolution and high-quality lenses enable generating point clouds directly from images (the so-called dense matching). New algorithms have been created, such as SGM (Semi Global Matching), which provided a new quality of data, mainly for the reconstruction of 3D models, as mentioned at the end of this section.
The question that is raised now, whether a model from a point cloud is better than a model from an image is a new issue, examined today in several scientific and research centres all over the world.
Another question is: isn't it so that a combination of those two techniques can yield better results? One knows that the merit of scanning is its speed of data acquisition, while the merit of an image is the "continuity" of data, meant in relation to an area that is defined pixel by pixel, hence it is possible to read their values at any moment. The first tests were published by the authors in [5] and [6] . In literature on the subject one can also find some interesting works related to the field of research under discussion, such as e.g. [6, 3, 4, 10] .
One of the solutions is the combination of a panoramic camera and a 3D LIDAR system as shown in paper [8] .
The author presented techniques of 3D feature extraction that highly compresses 3D range data based on Principal Components Analysis (PCA). Since PCA can provide a highly compressed vector set data representing the dominant directions of data points, they can be grouped into planes and lines. It is shown however, that the naive application of PCA to full, 3D point cloud data sets results in a poor representation of dominant data directions. Therefore, a combination of a panoramic camera and 3D laser range finder is used to extract robust planes from 3D range data [8] .
Another solution is a proposal made by the authors of publication [9] . LIDAR points are interpolated to grids by the method of edge detection directly from an image.
This reduces the accuracy (destroys the precise position) of edge points. The authors presented in their paper a method of using height difference and spatial structure information of the point cloud. Using the method of transition from a 2D to a 3D level, they get a clear edge, which retains the precise position of edge points. They were able to achieve especially good results in the case of extracting edges from complex building structures. Those algorithms that are aiming in that direction (i.e. a dense cloud of points from an image) provide another dimension to data obtained not from laser scanning. This causes that we somehow are getting back to image data as being equally useful. The authors of this paper are trying to prove that data obtained solely from a point cloud are not sufficient to obtain a full-value product, whereas combining them in the form of an integrated product has its purpose and merits. Photogrammetric images were obtained with the use of an Olympus FE-240 camera (7.1 Mpixels) and a RolleiMetrex camera (16 Mpixels). More information can be found in reference papers [7] . X ,Y ,Z world coordinates get transformed into x, y -image coordinate. For every image they are known from the IOE (internal orientation elements) system and EOE (external orientation elements) system derived from a simple collinearity equation (1):
where:
x, y -coordinates of the image point Next a common georeference must be determined for both the image and the point cloud (i.e. elements of external orientation for the image) and field layout for the point of cloud, common for both data types. As a rule, this is done my measuring common reference points (reference balls or tergets). In the case of mobile scanning, it is the GPS that takes care of that.
Another step is the common feature extraction and superimposition of final data, that is the image and the point cloud, or an extracted object with an image in the background (Fig. 4(b) and Fig. 7(a) ). The next example is shown in Fig. 5 , where the edge vectors are extracted from the point cloud on the door and the house edge. The orange points define "starts" and "ends" of particular lines. Fig. 4 (a) also shows discontinuity between the lines, similar to the one depicted above in 
