Measuring the absolute calibration constant is crucial for the radiometric calibration of synthetic aperture radar (SAR) systems. However, it is expensive to monitor the calibration constant continuously using manmade calibrators, and it is regionally restricted using the rainforest as the calibration field. In this study, the stability of SAR backscattering for common objects on the earth surface was analyzed, expecting to find the stable backscattering feature that could be used for maintaining absolute radiometric calibration. A database was established using Sentinel-1 dataset, and a classification model based on neural networks was proposed to extract the image slices of proper objects. Based on these, a temporal stable backscattering feature with a standard deviation of 0.19 dB was obtained from urban areas, and it was proved to be even more stable than the rainforest. Finally, the calibration scheme was given using this stable feature as a reference, which provided a new means of monitoring the SAR radiometric calibration constant.
Introduction
The measurement of the absolute calibration constant is vital to the radiometric calibration of synthetic aperture radar (SAR) systems, which influences the quantitative application of SAR, such as soil moisture mapping, marine parameters measurement, and biomass retrieval [1] [2] [3] [4] . Manmade calibrators, like transponders, corner reflectors, and ground receivers, are commonly used to measure the calibration constant. They have known radar cross sections (RCSs) with a high radiometric accuracy (better than 0.2 dB) [5] [6] [7] . The calibrators are usually placed in a uniform and low noise field. The calibration constant is calculated as the difference between the calibrator's true RCS and its image intensity. However, the layout and maintenance of calibrators is costly; therefore, the calibrator-based method can only be conducted a few times in the whole lifetime of the SAR [5] , which influences the measurement accuracy of the constant. Monitoring of the constant is usually undertaken by the measurement of Amazon rainforest, which is a temporal stable and azimuthally isotropic natural target [8] [9] [10] . The measurements of Radarsat-1 show that, if it chose a suitable area in Amazon, the backscatter coefficients of rainforest in C-band SAR are concentrated on −6.5 dB with a standard deviation of less than 0.3 dB [11] . Therefore, its backscatter coefficient can be used as a calibration reference. However, the Amazon rainforest is located in a specific geographical area, so it can only be
Sentinel-1 Dataset
The Sentinel-1 mission comprises a constellation of two satellites loaded with the C-band SAR. This mission's revisit time of six days around the world provides numerous multi-temporal images. Its absolute radiometric accuracy is 1 dB (3σ) and the relative radiometric accuracy is 0.5 dB (3σ) [18, 19] , which meets the requirements of radiometric accuracy for analyzing backscattering stability.
Images that are used in this paper are L1-level ground range detected (GRD) products from Houston and Chicago in the United States of America. All of the images have been focused, detected, multi-looked, noise removed, and projected to the ground range using an earth ellipsoid model. The detailed parameters are shown in Table 1 , and the locations are given in Figure 1 . The first dataset is used for analysis, whereas the second and the third datasets are used for validation. Its absolute radiometric accuracy is 1 dB (3σ) and the relative radiometric accuracy is 0.5 dB (3 σ ) [18, 19] , which meets the requirements of radiometric accuracy for analyzing backscattering stability.
Images that are used in this paper are L1-level ground range detected (GRD) products from Houston and Chicago in the United States of America. All of the images have been focused, detected, multi-looked, noise removed, and projected to the ground range using an earth ellipsoid model. The detailed parameters are shown in Table 1 , and the locations are given in Figure 1 . The first dataset is used for analysis, whereas the second and the third datasets are used for validation. 
Database Establishment
To perform rapid classification on a large number of SAR images, we proposed a method that used MODIS Land Cover Type product (MCD12Q1). MODIS is loaded on two satellites named Terra and Aqua, which are owned by the United States of America. MCD12Q1 combines the annual observations from Terra and Aqua and classifies targets into 17 categories based on the International GeosphereBiosphere Programme (IGBP). Using a sinusoidal (SIN) grid, the MCD12Q1 data is provided as tiles that are approximately 10° × 10° at the equator with a spatial resolution of 500 m [20, 21] .
The classification method based on MCD12Q1 (see Figure 2 ) mainly consisted of three parts: (i) MCD12Q1 preprocessing, which used the MODIS reprojection tool (MRT) to mosaic all tiles around the world and converted the sinusoidal projection into geographic coordinates; (ii) SAR images preprocessing, which used the sentinel application platform (SNAP) to perform radiometric calibration that generated 0 σ images, geometric calibration, and conversion from the Universal Transverse Mercator (UTM) projection to the geographic coordinate; and, (iii) SAR image slices generation, which obtained each SAR image pixel's latitude and longitude, and then queried the category label of this location using the MODIS data. The size of each SAR image slice is R R × , which corresponds to a pixel in MCD12Q1. The formula for calculating R is as follows:
where     means rounding down;
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are the ground-range resolutions of MCD12Q1 and the SAR images, respectively. 
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To perform rapid classification on a large number of SAR images, we proposed a method that used MODIS Land Cover Type product (MCD12Q1). MODIS is loaded on two satellites named Terra and Aqua, which are owned by the United States of America. MCD12Q1 combines the annual observations from Terra and Aqua and classifies targets into 17 categories based on the International Geosphere-Biosphere Programme (IGBP). Using a sinusoidal (SIN) grid, the MCD12Q1 data is provided as tiles that are approximately 10 • × 10 • at the equator with a spatial resolution of 500 m [20, 21] .
The classification method based on MCD12Q1 (see Figure 2 ) mainly consisted of three parts: (i) MCD12Q1 preprocessing, which used the MODIS reprojection tool (MRT) to mosaic all tiles around the world and converted the sinusoidal projection into geographic coordinates; (ii) SAR images preprocessing, which used the sentinel application platform (SNAP) to perform radiometric calibration that generated σ 0 images, geometric calibration, and conversion from the Universal Transverse Mercator (UTM) projection to the geographic coordinate; and, (iii) SAR image slices generation, which obtained each SAR image pixel's latitude and longitude, and then queried the category label of this location using the MODIS data. The size of each SAR image slice is R × R, which corresponds to a pixel in MCD12Q1. The formula for calculating R is as follows: 
Analysis Method
After establishing the sample database, we can use it to analyze and extract the stable backscattering feature of the ground objects. The method is shown in Figure 3 . Firstly, we need to determine a description feature of backscatter coefficients in an image slice, and then compare the temporal stability of this feature among different ground categories to select the most stable category. Secondly, we propose a classification method based on neural networks to finely filter the more stable image slices of this category, using, respectively, SAR images and the combination of SAR and optical images. After filtering, stable image slices are selected; then, we can use them to obtain a more stable backscattering feature. 
Selecting a Stable Ground Category
We have found that the median value is an appropriate description feature of backscatter coefficient through a theoretical analysis in (Yang, J) [17] ; therefore, we compared the stability of this feature among different categories. In particular, the stability that is mentioned in this paper mainly refers to the temporal stability, the characteristic that the backscatter coefficient changes little in the long term. To describe temporal stability, we introduced the concept of "identical slices" to refer to slices that are corresponding to the same geographical area in different images, as shown in Figure 4 . The temporal stability was measured by the standard deviation of the identical slices' medians. The ground category with the smallest standard deviation will be selected. 
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Selecting a Stable Ground Category
We have found that the median value is an appropriate description feature of backscatter coefficient through a theoretical analysis in (Yang, J) [17] ; therefore, we compared the stability of this feature among different categories. In particular, the stability that is mentioned in this paper mainly refers to the temporal stability, the characteristic that the backscatter coefficient changes little in the long term. To describe temporal stability, we introduced the concept of "identical slices" to refer to slices that are corresponding to the same geographical area in different images, as shown in Figure 4 . The temporal stability was measured by the standard deviation of the identical slices' medians. The ground category with the smallest standard deviation will be selected. In the experiment, we used 33 multi-temporal images that operated on beam S3 in Houston and classified them into 17 categories of slices that were based on the method mentioned in Section 2.2. The classification result of the identical slices is shown in Figure 5 . For each slice, we calculated a median value of backscatter coefficients. For each group of identical slices, we determined the standard deviation of 33 medians. To evaluate the backscattering stability of each category, we calculated the minimum, lower quartile, median, mean, higher quartile, and maximum of all the standard deviations of the same category. These values are shown as a box plot in Figure 6 . In the experiment, we used 33 multi-temporal images that operated on beam S3 in Houston and classified them into 17 categories of slices that were based on the method mentioned in Section 2.2. The classification result of the identical slices is shown in Figure 5 . For each slice, we calculated a median value of backscatter coefficients. For each group of identical slices, we determined the standard deviation of 33 medians. To evaluate the backscattering stability of each category, we calculated the minimum, lower quartile, median, mean, higher quartile, and maximum of all the standard deviations of the same category. These values are shown as a box plot in Figure 6 . In the experiment, we used 33 multi-temporal images that operated on beam S3 in Houston and classified them into 17 categories of slices that were based on the method mentioned in Section 2.2. The classification result of the identical slices is shown in Figure 5 . For each slice, we calculated a median value of backscatter coefficients. For each group of identical slices, we determined the standard deviation of 33 medians. To evaluate the backscattering stability of each category, we calculated the minimum, lower quartile, median, mean, higher quartile, and maximum of all the standard deviations of the same category. These values are shown as a box plot in Figure 6 . The quantities of categories 1, 3, 4, 7, 9, and 15 are too small; these categories have not been included in the analysis because conclusions that are based on them are not representative in the statistical sense. Among the remaining 11 categories, the box of the 13th category named "Urban and built-up" (hereinafter "urban areas") was the flattest with the lowest position; this indicated that the median standard deviations of the identical slices in urban areas were concentrated on a smaller value, and their average was 0.42 dB. Some types of vegetation cover, such as the 14th category of cropland/natural vegetation mosaic, the 12th type of croplands, and the 10th type of grasslands, have certain growth cycles. Therefore, different growth stages and different water contents can lead to large changes in their backscatter coefficients with changing seasons. However, artificial objects, such as buildings, roads, and bridges in urban areas are not so easily influenced by the season as natural objects; thus, their backscatter coefficients are relatively more stable over time. Therefore, we selected urban areas as a stable ground category. 
Extracting the Stable Backscattering Feature Using Synthetic Aperture Radar (SAR) Images
Although urban areas' backscattering was generally stable, we could see from Figure 6 that the median standard deviations of identical slices in urban areas ranged from 0.1 dB to 2.5 dB, that is, stable or unstable differences were still present among the slices of urban areas. In order to figure out the spatial distribution of the stable or unstable urban slices, we drew the median standard deviations of all the groups of identical slices in urban areas, as Figure 7 shows. We can see that the image brightness of the stable slices is overall uniform with a few strong scattering points. The corresponding actual objects are mainly low residential areas having similar heights and shapes. Unstable slices behave very brightly in the images, and the corresponding actual objects are mainly downtown areas and buildings having very different heights and shapes.
Remote Sens. 2018, 10, x FOR PEER REVIEW 6 of 19
The quantities of categories 1, 3, 4, 7, 9, and 15 are too small; these categories have not been included in the analysis because conclusions that are based on them are not representative in the statistical sense. Among the remaining 11 categories, the box of the 13th category named "Urban and built-up" (hereinafter "urban areas") was the flattest with the lowest position; this indicated that the median standard deviations of the identical slices in urban areas were concentrated on a smaller value, and their average was 0.42 dB. Some types of vegetation cover, such as the 14th category of cropland/natural vegetation mosaic, the 12th type of croplands, and the 10th type of grasslands, have certain growth cycles. Therefore, different growth stages and different water contents can lead to large changes in their backscatter coefficients with changing seasons. However, artificial objects, such as buildings, roads, and bridges in urban areas are not so easily influenced by the season as natural objects; thus, their backscatter coefficients are relatively more stable over time. Therefore, we selected urban areas as a stable ground category.
Although urban areas' backscattering was generally stable, we could see from Figure 6 that the median standard deviations of identical slices in urban areas ranged from 0.1 dB to 2.5 dB, that is, stable or unstable differences were still present among the slices of urban areas. In order to figure out the spatial distribution of the stable or unstable urban slices, we drew the median standard deviations of all the groups of identical slices in urban areas, as Figure 7 shows. We can see that the image brightness of the stable slices is overall uniform with a few strong scattering points. The corresponding actual objects are mainly low residential areas having similar heights and shapes. Unstable slices behave very brightly in the images, and the corresponding actual objects are mainly downtown areas and buildings having very different heights and shapes. Since there were obvious differences in the stable and unstable SAR images, we used a two-class classification model to finely filter the urban slices-the unstable ones were filtered out, and the stable ones were chosen. We determined the positive and negative samples by using a threshold of the median standard deviation of the identical slices. Figure 7 shows that 0.3 dB is a suitable threshold to distinguish two kinds of SAR image slices. Therefore, positive samples were those identical slices whose median standard deviations were less than or equal to 0.3 dB, whereas the negative samples were those whose median standard deviations were greater than 0.3 dB. Figure 8 shows some examples of positive and negative slices. To evaluate the model's classification performance, recall ratio, and precision ratio were used; they were calculated as follows: Since there were obvious differences in the stable and unstable SAR images, we used a two-class classification model to finely filter the urban slices-the unstable ones were filtered out, and the stable ones were chosen. We determined the positive and negative samples by using a threshold of the median standard deviation of the identical slices. Figure 7 shows that 0.3 dB is a suitable threshold to distinguish two kinds of SAR image slices. Therefore, positive samples were those identical slices whose median standard deviations were less than or equal to 0.3 dB, whereas the negative samples were those whose median standard deviations were greater than 0.3 dB. Figure 8 shows some examples of positive and negative slices. To evaluate the model's classification performance, recall ratio, and precision ratio were used; they were calculated as follows:
where TP, FN, and FP are, respectively, the number of times that the model identified the positive samples as positive, the positive samples as negative, and the negative samples as positive. A higher recall ratio indicates that the model can classify more positive slices as positive ones; a higher precision ratio indicates that more slices of those that are classified as positive by the model are actually positive. We randomly chose 15 SAR images in Houston (S3) as the training set and the other 18 images were the test set, with each image containing 9826 slices of urban areas. We used a full-connected neural network (FNN) as the classification model (as shown in Figure 9 ). The input was the urban slice's image intensity. To make pre-calibrated images and after-calibrated images equivalent to the model, the inputs were preprocessed by converting to the decibel form and then reducing the average level, since the after-calibrated images differ by only a calibration constant from pre-calibrated images, according to the Equation (3):
where 0 σ is the backscatter coefficient; DN is the image intensity after internal calibration, antenna pattern correction, and slant range normalization; and, K is the absolute calibration constant; all variables are in decibels. We randomly chose 15 SAR images in Houston (S3) as the training set and the other 18 images were the test set, with each image containing 9826 slices of urban areas. We used a full-connected neural network (FNN) as the classification model (as shown in Figure 9 ). The input was the urban slice's image intensity. To make pre-calibrated images and after-calibrated images equivalent to the model, the inputs were preprocessed by converting to the decibel form and then reducing the average level, since the after-calibrated images differ by only a calibration constant from pre-calibrated images, according to the Equation (3):
where σ 0 is the backscatter coefficient; DN is the image intensity after internal calibration, antenna pattern correction, and slant range normalization; and, K is the absolute calibration constant; all variables are in decibels. We randomly chose 15 SAR images in Houston (S3) as the training set and the other 18 images were the test set, with each image containing 9826 slices of urban areas. We used a full-connected neural network (FNN) as the classification model (as shown in Figure 9 ). The input was the urban slice's image intensity. To make pre-calibrated images and after-calibrated images equivalent to the model, the inputs were preprocessed by converting to the decibel form and then reducing the average level, since the after-calibrated images differ by only a calibration constant from pre-calibrated images, according to the Equation (3):
where 0 σ is the backscatter coefficient; DN is the image intensity after internal calibration, antenna pattern correction, and slant range normalization; and, K is the absolute calibration constant; all variables are in decibels. Testing on 18 Houston (S3) images, the FNN model obtained an average recall ratio of 97.98% and an average precision of 80.39%. Figure 10 draws the histogram of the median standard deviations of the identical slices before and after filtering. We could see that almost all of the positive samples were identified as positive, and only a few of those slices identified as positive were actually negative. Therefore, the FNN model has good filtering ability, which also indicates that the two classes divided Testing on 18 Houston (S3) images, the FNN model obtained an average recall ratio of 97.98% and an average precision of 80.39%. Figure 10 draws the histogram of the median standard deviations of the identical slices before and after filtering. We could see that almost all of the positive samples were identified as positive, and only a few of those slices identified as positive were actually negative. Therefore, the FNN model has good filtering ability, which also indicates that the two classes divided by 0.3 dB are separable. However, when the model trained by Houston (S3) images was applied on Houston (S6) and Chicago (S4) datasets, the filtering performance got worse. From Table 2 , it could be seen that the precision recall of Houston (S6) was only 59.02%. For Chicago (S4) dataset, there were only two actually positive samples, but the model classified about 1128 slices as positive ones, indicating that the model had poor classification ability on this dataset. The model that was trained by S3 dataset has bad generalization ability on datasets from other beam or other city. One possible reason is that the resolution of images that were used in this study is not high enough and the ability of SAR images to express information is relatively weaker than that of optical images. Thus in next section, we proposed a method that used both SAR and optical images to finely filter the urban slices. 
Extracting the Stable Backscattering Feature Using the Combination of Synthetic Aperture Radar (SAR) and Optical Images
Optical images have better information expression ability; therefore, they were added to the classification model to achieve better filtering performance. The features that were extracted from the optical and SAR images were different in the physical sense. Thus, they were used to train two separate models. Then, the results of these two models were combined by voting to produce the final classification result, that is, the final result was positive only when the results of both models were positive. Since the SAR model has been described in Section 3.2, we introduced how to train an optical model in this section.
Firstly the optical image slices of urban areas should be obtained. We used the software named BIGEMAP (Chengdu BIGEMAP Data Processing Co., Ltd., Chengdu, China, version 20.0.0) to crop the optical images in Houston and Chicago from Google Earth, with a resolution of 4.78 m. Then, the However, when the model trained by Houston (S3) images was applied on Houston (S6) and Chicago (S4) datasets, the filtering performance got worse. From Table 2 , it could be seen that the precision recall of Houston (S6) was only 59.02%. For Chicago (S4) dataset, there were only two actually positive samples, but the model classified about 1128 slices as positive ones, indicating that the model had poor classification ability on this dataset. The model that was trained by S3 dataset has bad generalization ability on datasets from other beam or other city. One possible reason is that the resolution of images that were used in this study is not high enough and the ability of SAR images to express information is relatively weaker than that of optical images. Thus in next section, we proposed a method that used both SAR and optical images to finely filter the urban slices. 1 Actual value is calculated by those actually positive slices. 2 Number of slices indicates the number of urban slices that are extracted by model in each image. Because the numbers of extracted slices in different image are distinct, we give an average value. 3 For each image of Chicago (S4), there are only two positive samples; therefore, the recall and the precision ratios are not shown in the table.
Firstly the optical image slices of urban areas should be obtained. We used the software named BIGEMAP (Chengdu BIGEMAP Data Processing Co., Ltd., Chengdu, China, version 20.0.0) to crop the optical images in Houston and Chicago from Google Earth, with a resolution of 4.78 m. Then, the urban slices were extracted from these images using the method that was mentioned in Section 2.2. Since a group of identical slices in the SAR images corresponded to the same slice in the optical image, the quantity of optical slices that could be used to train the model were much smaller than that of SAR slices. There were only 9826, 6809, and 4296 optical slices of Houston (S3), Houston (S6), and Chicago (S4) datasets, respectively. Since the quantity of the optical slices was small, we used a pre-trained CNN model named SqueezeNet as the optical classification model and used the optical slices in Houston (S3) to fine-tune the model. SqueezeNet is a small deep learning neural network structure (see Figure 11) ; it can achieve the accuracy that is comparable to AlexNet with 50 times fewer parameters [22] . Chicago (S4) datasets, respectively. Since the quantity of the optical slices was small, we used a pretrained CNN model named SqueezeNet as the optical classification model and used the optical slices in Houston (S3) to fine-tune the model. SqueezeNet is a small deep learning neural network structure (see Figure 11) ; it can achieve the accuracy that is comparable to AlexNet with 50 times fewer parameters [22] . Figure 11 . The structure of SqueezeNet [22] . Fire is a key module in SqueezeNet that reduces the numbers of parameters effectively.
The weights of the pre-trained SqueezeNet model were downloaded from Github (https://github.com/rcmalli/keras-squeezenet/releases). We used 80% of the optical slices of Houston (S3) dataset as the training set and 20% as the validation set. After fine-tuning, SqueezeNet achieved 86% and 85% accuracy on training and validation set, respectively. The filtering performance of optical model on three datasets is shown in Table 3 . When compared to the SAR model, the optical model improved the precision ratio of the Houston (S6) dataset and classified less slices of the Chicago (S4) dataset as positive. However, the recall and precision ratio on Houston (S3) got lower. In order to utilize the advantages of two models, we combined their classification results by voting. The performance of the combined model is shown in Table 4 . We could see that, when compared with the SAR model and the optical model, the combined model increased the precision ratio at the expense of the reduction of recall ratio, both for Houston (S3) and Houston (S6) datasets. Since the purpose of filtering is to obtain stable urban slices and then use them to extract stable feature, the precision ratio is more important than recall ratio. In this sense, the combined model performed well, with the precision ratios of 96.40% and 90.16% on two Houston datasets. For Chicago, there were only 131 slices extracted, which was in line with the reality. Therefore, we can use this combined model to classify all of the urban slices; then, select the positive samples and only use them to extract stable backscattering feature. The weights of the pre-trained SqueezeNet model were downloaded from Github (https://github. com/rcmalli/keras-squeezenet/releases). We used 80% of the optical slices of Houston (S3) dataset as the training set and 20% as the validation set. After fine-tuning, SqueezeNet achieved 86% and 85% accuracy on training and validation set, respectively. The filtering performance of optical model on three datasets is shown in Table 3 . When compared to the SAR model, the optical model improved the precision ratio of the Houston (S6) dataset and classified less slices of the Chicago (S4) dataset as positive. However, the recall and precision ratio on Houston (S3) got lower. In order to utilize the advantages of two models, we combined their classification results by voting. The performance of the combined model is shown in Table 4 . We could see that, when compared with the SAR model and the optical model, the combined model increased the precision ratio at the expense of the reduction of recall ratio, both for Houston (S3) and Houston (S6) datasets. Since the purpose of filtering is to obtain stable urban slices and then use them to extract stable feature, the precision ratio is more important than recall ratio. In this sense, the combined model performed well, with the precision ratios of 96.40% and 90.16% on two Houston datasets. For Chicago, there were only 131 slices extracted, which was in line with the reality. Therefore, we can use this combined model to classify all of the urban slices; then, select the positive samples and only use them to extract stable backscattering feature. In order to clarify how the spatial distribution of urban slices changes after combined model filtering, we draw the figures as below. When compared with all urban slices in Figure 12a , the stable urban slices in Figure 12b ,c correspond to those areas where the image brightness is not very strong. In addition, the stable slices that were extracted by the model (see Figure 12c ) are similar to the actually stable slices (see Figure 12b ) in the terms of spatial distribution. Therefore, the stable slices after combined model filtering are still representative to estimate the calibration constant. In order to clarify how the spatial distribution of urban slices changes after combined model filtering, we draw the figures as below. When compared with all urban slices in Figure 12a , the stable urban slices in Figure 12b ,c correspond to those areas where the image brightness is not very strong. In addition, the stable slices that were extracted by the model (see Figure 12c ) are similar to the actually stable slices (see Figure 12b ) in the terms of spatial distribution. Therefore, the stable slices after combined model filtering are still representative to estimate the calibration constant. 
Results and Validation
Stability of the Extracted Feature
Through the above analysis, we knew that urban areas had good temporal stability compared to other categories. Thus, we considered the average of all medians of slices in urban areas as a stable backscattering feature (hereinafter "median center"). Therefore, identical slices were only used in the measurement of temporal stability, but not in the final calibration process, which reduced the demand for the accuracy of geographical registration. In Figure 13 , each curve represents the distribution of all urban slices' medians in the same image. We could see that all of the centers of curves were very close although each curve spread a wide range (−1 dB~−10 dB), which also proved that the median center could be used as a stable feature. 
Results and Validation
Stability of the Extracted Feature
Through the above analysis, we knew that urban areas had good temporal stability compared to other categories. Thus, we considered the average of all medians of slices in urban areas as a stable backscattering feature (hereinafter "median center"). Therefore, identical slices were only used in the measurement of temporal stability, but not in the final calibration process, which reduced the demand for the accuracy of geographical registration. In Figure 13 , each curve represents the distribution of all urban slices' medians in the same image. We could see that all of the centers of curves were very close although each curve spread a wide range (−1 dB~−10 dB), which also proved that the median center could be used as a stable feature. For each image, a median center of all urban slices can be calculated. For a set of images, we can compute an average and a standard deviation of all median centers, as shown in Table 5 . The curves in Figure 14 depict how the median centers vary as time changes. The standard deviations of median centers of S3, S6, and S4 datasets were 0.31 dB, 0.27 dB, and 0.52 dB, respectively. All of these have good temporal stability, especially the datasets in Houston. The precipitation in Chicago varies at a higher degree with time changes than that in Houston; this may be one of the reasons that urban areas in Chicago perform worse on stability. However, when compared with the existing calibrators' radiometric accuracy, the stability of urban areas must be further improved. In Section 3.2, we introduced the method of finely filtering the urban slices with SAR images. Then, we only took those urban slices that were classified as positive by the model into account and used them to calculate the median center. The stability of median centers after SAR model filtering is shown in Table 6 and Figure 15 . The standard deviation of the median center of Houston (S3) dataset was reduced from 0.31 dB to 0.21 dB, that is, the median center got more stable after filtering. But, for Houston (S6) and Chicago (S4) datasets, due to the bad generalization ability of the model that was trained by SAR images, the stability of their median centers had not been improved significantly or even got worse. For each image, a median center of all urban slices can be calculated. For a set of images, we can compute an average and a standard deviation of all median centers, as shown in Table 5 . The curves in Figure 14 depict how the median centers vary as time changes. The standard deviations of median centers of S3, S6, and S4 datasets were 0.31 dB, 0.27 dB, and 0.52 dB, respectively. All of these have good temporal stability, especially the datasets in Houston. The precipitation in Chicago varies at a higher degree with time changes than that in Houston; this may be one of the reasons that urban areas in Chicago perform worse on stability. Table 5 . The stability of median centers (before filtering).
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Houston ( For each image, a median center of all urban slices can be calculated. For a set of images, we can compute an average and a standard deviation of all median centers, as shown in Table 5 . The curves in Figure 14 depict how the median centers vary as time changes. The standard deviations of median centers of S3, S6, and S4 datasets were 0.31 dB, 0.27 dB, and 0.52 dB, respectively. All of these have good temporal stability, especially the datasets in Houston. The precipitation in Chicago varies at a higher degree with time changes than that in Houston; this may be one of the reasons that urban areas in Chicago perform worse on stability. However, when compared with the existing calibrators' radiometric accuracy, the stability of urban areas must be further improved. In Section 3.2, we introduced the method of finely filtering the urban slices with SAR images. Then, we only took those urban slices that were classified as positive by the model into account and used them to calculate the median center. The stability of median centers after SAR model filtering is shown in Table 6 and Figure 15 . The standard deviation of the median center of Houston (S3) dataset was reduced from 0.31 dB to 0.21 dB, that is, the median center got more stable after filtering. But, for Houston (S6) and Chicago (S4) datasets, due to the bad generalization ability of the model that was trained by SAR images, the stability of their median centers had not been improved significantly or even got worse. However, when compared with the existing calibrators' radiometric accuracy, the stability of urban areas must be further improved. In Section 3.2, we introduced the method of finely filtering the urban slices with SAR images. Then, we only took those urban slices that were classified as positive by the model into account and used them to calculate the median center. The stability of median centers after SAR model filtering is shown in Table 6 and Figure 15 . The standard deviation of the median center of Houston (S3) dataset was reduced from 0.31 dB to 0.21 dB, that is, the median center got more stable after filtering. But, for Houston (S6) and Chicago (S4) datasets, due to the bad generalization ability of the model that was trained by SAR images, the stability of their median centers had not been improved significantly or even got worse. Table 6 . The stability of median centers (after synthetic aperture radar (SAR) model filtering). While considering the good classification ability of the combined model in Section 3.3, we used those urban slices that were identified as positive by the combined model to calculate the median center; the results are shown in Table 7 . It could be seen that the stabilities of median center of S3, S6 and S4 datasets after filtering were 0.19 dB, 0.19 dB, and 0.45 dB, respectively. When compared with the results before filtering (in Table 5 ) and the results after SAR model filtering (in Table 6 ), the stability of median center after combined model filtering had been obviously improved. Particularly, the result of Houston (S3) dataset was quite ideal; its median centers were almost identical to that of the actually stable slices (see Figure 16) . Furthermore, the stabilities of both datasets in Houston reached the level of the actual value. Although the result in Chicago could not be compared with the actual value (since it was computed by only two actual positive slices), the stability of the median center after combined filtering got more stable than that before filtering. Therefore, this model not only promotes the performance on the dataset from the same city and the same beam with the training set, but it also improves the ability to generalize on datasets from other cities or beams. Table 6 . The stability of median centers (after synthetic aperture radar (SAR) model filtering).
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Chicago (S4) While considering the good classification ability of the combined model in Section 3.3, we used those urban slices that were identified as positive by the combined model to calculate the median center; the results are shown in Table 7 . It could be seen that the stabilities of median center of S3, S6 and S4 datasets after filtering were 0.19 dB, 0.19 dB, and 0.45 dB, respectively. When compared with the results before filtering (in Table 5 ) and the results after SAR model filtering (in Table 6 ), the stability of median center after combined model filtering had been obviously improved. Particularly, the result of Houston (S3) dataset was quite ideal; its median centers were almost identical to that of the actually stable slices (see Figure 16) . Furthermore, the stabilities of both datasets in Houston reached the level of the actual value. Although the result in Chicago could not be compared with the actual value (since it was computed by only two actual positive slices), the stability of the median center after combined filtering got more stable than that before filtering. Therefore, this model not only promotes the performance on the dataset from the same city and the same beam with the training set, but it also improves the ability to generalize on datasets from other cities or beams. Table 7 . The stability of median centers (after the combined model filtering).
Houston (S3) Houston (S6) Chicago (S4)
Average/dB After filtering by the combined model, the temporal stability of the median center in the urban areas has been further improved. Finally, we extracted a backscattering feature (median center) in urban areas with the temporal stability of 0.19 dB in Houston and 0.45 dB in Chicago. This result shows that there are differences in the backscattering stability of urban areas in different cities, which may be related to various factors, such as the distribution form of buildings or the ratio of artificial targets and natural objects.
Validation of the Stability
Through the analysis of ground objects' backscattering characteristics, we extracted the median center of urban areas with a temporal stability of 0.19 dB. In order to determine whether this feature could be used for long-term system monitoring, we compared its stability with the Amazon rainforest, a natural target that has long been considered uniform and stable. Finally, we proposed a calibration scheme that is based on the stability of this feature and tested its accuracy.
Comparison with the Rainforest
Because the 0 σ of rainforest at C-band follows a cosine law as the incidence angle changes, its 0 γ is almost independent on the incidence angle, as Equation (4) depicts [23] :
where θ is the incidence angle. Therefore, 0 γ is usually used as the description of rainforest's backscattering coefficient to avoid the impact of incidence angle. The rainforest dataset consisted of 64 images ranging from 64.15°W to 72.61°W and from 3.46°S to 11.74°S. These images were collected during the period from October 2014 to August 2016, with six different strip mode beams. The mean levels of 0 γ ranged from approximately −6.5 dB to −5 dB with a standard deviation of 0.46 dB. In particular, the ascending orbit and the descending orbit are performed in the evening and morning at the Amazon, respectively, which causes a difference of vegetation water content and affects the backscattering level. Therefore, this dataset was further analyzed by distinguishing the orbit direction, as shown in Figure 17 . As a result, the mean 0 γ from the ascending and descending orbit were present at the mean level of −6.05 dB and −5.74 dB, respectively, and the standard deviation in the ascending orbit mode (0.37 dB) was lower than that in the descending one (0.49 dB). Therefore, we can conclude that the median center of 0 σ in urban After filtering by the combined model, the temporal stability of the median center in the urban areas has been further improved. Finally, we extracted a backscattering feature (median center) in urban areas with the temporal stability of 0.19 dB in Houston and 0.45 dB in Chicago. This result shows that there are differences in the backscattering stability of urban areas in different cities, which may be related to various factors, such as the distribution form of buildings or the ratio of artificial targets and natural objects.
Validation of the Stability
Comparison with the Rainforest
Because the σ 0 of rainforest at C-band follows a cosine law as the incidence angle changes, its γ 0 is almost independent on the incidence angle, as Equation (4) depicts [23] :
where θ is the incidence angle. Therefore, γ 0 is usually used as the description of rainforest's backscattering coefficient to avoid the impact of incidence angle. The rainforest dataset consisted of 64 images ranging from 64.15 • W to 72.61 • W and from 3.46 • S to 11.74 • S. These images were collected during the period from October 2014 to August 2016, with six different strip mode beams. The mean levels of γ 0 ranged from approximately −6.5 dB to −5 dB with a standard deviation of 0.46 dB. In particular, the ascending orbit and the descending orbit are performed in the evening and morning at the Amazon, respectively, which causes a difference of vegetation water content and affects the backscattering level. Therefore, this dataset was further analyzed by distinguishing the orbit direction, as shown in Figure 17 . As a result, the mean γ 0 from the ascending and descending orbit were present at the mean level of −6.05 dB and −5.74 dB, respectively, and the standard deviation in the ascending orbit mode (0.37 dB) was lower than that in the descending one (0.49 dB). Therefore, we can conclude that the median center of σ 0 in urban areas is more stable than the mean γ 0 of rainforests, and it can be used as a stable calibration reference. 
Calibration Scheme Using the Stable Feature
Using the stability of the median center in filtered urban areas, we presented an estimation scheme of the calibration constant, as shown in Figure 18 . If there are several calibrated multitemporal images from the same beam in a certain city, their corresponding optical images can be available from Google Earth. Then, the SAR and the optical image slices in urban areas can be extracted using the MODIS products, which can train a SAR-model and an optical-model. After these two models are combined by voting, we can use the combined model to filter urban slices from these training images, and obtain the median center ( image to be calibrated, we can extract its SAR and optical urban slices, and then input them into the classification model. Subsequently, the SAR images of those slices that are identified as positive are involved to calculate the median center ( org Med ). Finally, the calibration constant K of this image can be calculated, as follows:
where all of the variables are in decibels. This scheme can be used to monitor the calibration constant after the system is absolutely calibrated by the traditional methods, such as corner reflectors and transponders. It uses accumulated images to obtain the reference value of the median center in urban areas and then take advantage of this feature's temporal stability to estimate the calibration constant of the newly acquired images. Therefore, this scheme can monitor the calibration constant's changes over time. 
Using the stability of the median center in filtered urban areas, we presented an estimation scheme of the calibration constant, as shown in Figure 18 . If there are several calibrated multi-temporal images from the same beam in a certain city, their corresponding optical images can be available from Google Earth. Then, the SAR and the optical image slices in urban areas can be extracted using the MODIS products, which can train a SAR-model and an optical-model. After these two models are combined by voting, we can use the combined model to filter urban slices from these training images, and obtain the median center (Med re f ) calculated by all of the positive slices. For an image to be calibrated, we can extract its SAR and optical urban slices, and then input them into the classification model. Subsequently, the SAR images of those slices that are identified as positive are involved to calculate the median center (Med org ). Finally, the calibration constant K of this image can be calculated, as follows:
where all of the variables are in decibels. This scheme can be used to monitor the calibration constant after the system is absolutely calibrated by the traditional methods, such as corner reflectors and transponders. It uses accumulated images to obtain the reference value of the median center in urban areas and then take advantage of this feature's temporal stability to estimate the calibration constant of the newly acquired images. Therefore, this scheme can monitor the calibration constant's changes over time.
In particular, due to the bias of the median center's average levels between different datasets, this scheme can only be used to monitor the absolute calibration constant for images from the same beam and the same city with the training set. For images from other beams or cities, it can only be used to conduct relatively radiometric calibration; however, once several absolutely calibrated images are available, all of the images' calibration constants can be estimated.
The estimated RMSEs of the calibration constant that was validated by 18 Houston (S3) images, 34 Houston (S6) images, and 31 Chicago (S4) images were 0.17 dB, 0.21 dB, and 0.47 dB, respectively.
For the S6 and S4 dataset, we assumed that the first three images were calibrated, and then used the average of their median centers as a reference. In particular, due to the bias of the median center's average levels between different datasets, this scheme can only be used to monitor the absolute calibration constant for images from the same beam and the same city with the training set. For images from other beams or cities, it can only be used to conduct relatively radiometric calibration; however, once several absolutely calibrated images are available, all of the images' calibration constants can be estimated.
The estimated RMSEs of the calibration constant that was validated by 18 Houston (S3) images, 34 Houston (S6) images, and 31 Chicago (S4) images were 0.17 dB, 0.21 dB, and 0.47 dB, respectively. For the S6 and S4 dataset, we assumed that the first three images were calibrated, and then used the average of their median centers as a reference.
From Figure 19 , we could see that the model trained by 15 SAR images and one optical image in Houston (S3) performed well on the other 18 images in Houston (S3) and 34 images in Houston (S6), but got relatively worse on 31 images in Chicago (S4). This is because the median center of urban slices in Houston is stable, both on beam S3 and beam S6, but it behaves less stable in Chicago. The performance of this scheme in different cities depends on the stability of the city itself. From Figure 19 , we could see that the model trained by 15 SAR images and one optical image in Houston (S3) performed well on the other 18 images in Houston (S3) and 34 images in Houston (S6), but got relatively worse on 31 images in Chicago (S4). This is because the median center of urban slices in Houston is stable, both on beam S3 and beam S6, but it behaves less stable in Chicago. The performance of this scheme in different cities depends on the stability of the city itself. In particular, due to the bias of the median center's average levels between different datasets, this scheme can only be used to monitor the absolute calibration constant for images from the same beam and the same city with the training set. For images from other beams or cities, it can only be used to conduct relatively radiometric calibration; however, once several absolutely calibrated images are available, all of the images' calibration constants can be estimated.
From Figure 19 , we could see that the model trained by 15 SAR images and one optical image in Houston (S3) performed well on the other 18 images in Houston (S3) and 34 images in Houston (S6), but got relatively worse on 31 images in Chicago (S4). This is because the median center of urban slices in Houston is stable, both on beam S3 and beam S6, but it behaves less stable in Chicago. The performance of this scheme in different cities depends on the stability of the city itself. 
Discussion
Since it is difficult for exiting methods to monitor the absolute calibration constant continuously, we need to find a stable backscattering feature in common scenes and use it as a calibration reference. In this paper, we proposed a method of analyzing and exacting the stable backscattering feature, and finally determined that the median center of backscatter coefficients in urban areas is a stable feature with a temporal standard deviation of 0.19 dB. A contrast experiment suggests that this feature is even more stable than the 0 γ of the Amazon rainforest. Then, we provided a scheme of calculating the calibration constant using this feature. The estimation errors were within 0.5 dB when it was tested by three datasets.
Different from those distributed targets that are concentrated in a specific area, urban areas are dispersedly distributed in common imaging scenes. Therefore, the radar can easily obtain urban images while completing the normal observation tasks and monitor the calibration constant from these images without the regional restriction of calibration field. Thus, it can increase the measurement frequency of the constant and is then beneficial for improving the accuracy of the calibration constant. Furthermore, this feature has a better temporal stability than the distributed targets.
When compared with the method based on PSs, this scheme reduces the demanding for registration, although these two methods have similar estimated accuracy. The PSs-based method needs lots of long-term and coherent PSs in the imaging scenes, whereas the feature used in this 
Since it is difficult for exiting methods to monitor the absolute calibration constant continuously, we need to find a stable backscattering feature in common scenes and use it as a calibration reference. In this paper, we proposed a method of analyzing and exacting the stable backscattering feature, and finally determined that the median center of backscatter coefficients in urban areas is a stable feature with a temporal standard deviation of 0.19 dB. A contrast experiment suggests that this feature is even more stable than the γ 0 of the Amazon rainforest. Then, we provided a scheme of calculating the calibration constant using this feature. The estimation errors were within 0.5 dB when it was tested by three datasets.
When compared with the method based on PSs, this scheme reduces the demanding for registration, although these two methods have similar estimated accuracy. The PSs-based method needs lots of long-term and coherent PSs in the imaging scenes, whereas the feature used in this scheme is the statistical median center of urban slices, which is more fault-tolerant, and therefore is simpler to implement.
Nevertheless, there are still several problems. The stability analysis requires multi-temporal images from the same city, so we used only two cities for analysis and validation due to the lack of data. Verification experiments on other cities need to be conducted to draw a more general conclusion. Despite this, the difference in backscattering stability between these two cities is still obvious, as we find that the stability of urban areas in Houston is 0.19 dB but 0.45 dB in Chicago. Further studies should be carried out to figure out the reasons, such as the influence of the precipitation, and then eliminate the differences. The SAR images that are used in this paper have a relatively low resolution, which affects the classification results of the model. If there are images with higher resolution available, then the filtering performance may be better.
Conclusions
We analyzed the stability of C-band backscattering using a σ 0 sample database and determined that the median center of the backscatter coefficients in urban areas would be a statistically stable feature. After finely filtering by a classification model based on neural networks, the temporal standard deviation of this feature can be as low as 0.19 dB. Finally, we proposed a calibration constant monitoring scheme using this feature and achieved good results on a dataset from different cities and beams, with the estimated RMSEs within 0.5 dB. Therefore, urban areas can be used as a viable calibration reference to be further studied and applied. 
