This paper continues an investigation intothe merits of an alternative approach to the statistical evaluation of qualitycontrol rules. In this report, computer simulation is used to evaluate and compare quality-control rules designed to detect increases in within-run or between-run imprecision. When out-of-control conditions are evaluated in terms of their impact on total analytical imprecision, the error detection ability of a rule depends on the relative magnitudes of the between-run and within-run error components under stable operating conditions. A recently proposed rule based on the F-test, designed to detect increases in between-run imprecision, is shown to have relatively poor performance characteristics. Additionally, several issues are examined that have been difficult to address with the traditional evaluation approach.
In two recent papers, I introduced and discussed approaches to evaluating the power of quality-control rules to detect persistent systematic error (1, 2). I showed that estimating and displaying the cumulative probability of rejection as a function of the number of runs since an out-of-control condition began provided greater insight into the performance characteristics of quality-control rules to detect persistent systematic error than did the more conventional method of estimating and displaying the probability of error detection by a quality-control rule (3). Here I continue investigating the merits of this approach by examining the ability of mance. Thus, knowledge of the ability of quality-control rules to detect these out-of-control events when they occur is important. For the situation in which an increase in within-run imprecision occurs and persists until detection, I will compare the range rule, used in many of the multirules evaluated by Westgard For situations where a persistent increase in betweenrun imprecision occurs, I will compare a rule based on the F-test with a rule that computes a sample variance from the averages of the control observations within each run. An F-test rule that uses r consecutive runs of control observations to test every rth run for an increase in between-run imprecision is described in detail by Linnet (6). The variance of the distribution of the averages of the N control observations in each run depends on the between-run and within-run imprecision. A quality-control rule based on an unbiased estimate of this variance, which is based on r consecutive runs of control observations (denoted s,r), is given in the Appendix and can be used to test for increases in between-run imprecision.
The evaluation and comparison of these quality-control rules will provide the opportunity to address several issues that either have not been addressed before or have been difficult to investigate with the traditional evaluation approach.
Methods
The appropriate statistical model allowing for both between-run and within-run error components is
where C denotes the measured value of the jth control sample in the ith run, denotes the true value of the control sample, E, is the random between-run error, and e is the random within Estimates of the power characteristics of the qualitycontrol rules are obtained by using a simulation approach that has been described and investigated previously (1). This approach estimates the cumulative error detection capabilities of the various quality-control rules on the assumption that an out-of-control condition occurs after some period of in-control operation. The simulation approach can be described as follows:
1. Set the number of control samples per run (N), the true concentration of the control (p.), the total inherent imprecision of the analytical method (o) , the relative magnitude of between-run to within-run imprecision (4) , and the magnitude of the error (RE). 11. Repeat steps 7 through 10 until all quality-control rules being compared have rejected a run, storing the run number (counting from the first run with error) where rejection occurred for each rule.
Simulate between-run error E [E is normally distributed with
12. Repeat steps 2 through 11 for 1000 times. 13. For each control rule calculate the average run length to rejection and the cumulative probability of rejection at the ith run (the fraction of the 1000 trials that were rejected on or before the ith run with error). Both of these rules use control observations only within the current run, so their probabilities of rejection are constant from run to run and equal 1 divided by the average run length to rejection. Therefore, each graph plots the probability of rejection as a function of RE, the relative increase in total imprecision caused by the increase in within-run imprecision.
The interesting thing to note in Figure 1 is that the power of the control rules is greater when the relative magnitude of stable between-run imprecision to stable within-run imprecision () is larger. This increased probability of error detection in situations where cb8 is large reflects the larger increase in within-run imprecision necessary to increase total imprecision by a factor RE when the within-run component is a relatively small contributor to total imprecision (which is the case when cb5is large). Table 1 illustrates the relationship between cb8and the increase in between-run or within-run imprecision necessary to increase total imprecision by a factor RE. This is a larger increase in the within-run component in both relative and absolute terms than for the case where 4 = 0.0. Conversely, the increase in between-run imprecision necessary to increase total imprecision by a factor RE is smaller when 4 is large, because the between-run component is a larger contributor to total imprecision. Therefore, the ability to detect an increase in between-run imprecision that increases total analytical imprecision by a factor RE should be smaller for large values of 4,. Figure 2 compares the power of the s with the s rule when 4' = 0.0 or 1.0. The w,5 rule is applied once per run, with five consecutive runs of control observations, so the probability of rejection is not independent from run to run. Therefore, the conventional power function graphs are not used. Instead, each graph plots the cumulative probability of rejection as a function of run number (counting from the first run with error) for a particular value of RE. The graphs with RE = 1.0 are in-control cases, demonstrating that the rules have equivalent false-rejection rates. Figure 2 shows that increasing the number of consecutive runs of control observations used by the rule results in relatively minor differences in error detection ability, especially when compared with the differences seen in the detection of One rule tests every fifth run, using five consecutive runs of control observations. This is the approach discussed by Linnet (6) . The other rule uses five consecutive runs of control observations, but applies the rule to every run. I compared these two rules with the rule and with the mean rule that utilizes control observations from the current run only (denoted X1). As Figure  3 shows, the !i rule and rule perform substantially better than the two F-test rules.
Discussion
When evaluating the performance of quality-control rules to detect increases in random error, it is the impact of an out-of-control condition on total analytical error that is of fundamental importance, regardless of whether the out-of-control condition is caused by an increase in within-run imprecision or between-run imprecision (4). Therefore, all of the error conditions discussed here have been examined in terms of increases in total analytical error. Previous work investigating the performance of quality-control rules to detect increases in within-run or between-run random error have specified the out-of-control condition in terms of the specific error component rather than total analytical error (6, 7) .
The ability of a quality-control rule to detect an increase in total imprecision depends on the relative magnitude of the between-run and within-run error components under stable operating conditions (reflected in the value of 4.) Figure 1 demonstrates that, if between-run error exists, then ignoring the betweenrun component and assuming that total analytical imprecision is composed solely of within-run imprecision gives an overly pessimistic view of the ability of a quality-control rule to detect increases in within-run imprecision. Figure 1 also shows, as others have observed, that for a given value of 4 , as the number of control observations per run increases, the error detection ability of the 4 rule increases relative to the range rule, but the improvement up to N = 6 is minor (6, 8) . Note, that when N = 2, the range rule and the 4 rule are identical except for rounding-off differences in the control limits. Figure 2 suggests that the strategy of creating a multirule based on multiple 4,,. tests will produce substantially less improvement in the within-run error situation than was seen with the multimean rule for the detection of a persistent systematic error (2). In the case of within-run error, the differences between the 4 and 4 rules when N = 2 are much smaller than the differences between the mean rules in the systematic error case; even when N = 4, the differences are small except when RE <2.0 and 418 = 0.0.
Four major conclusions can be drawn from Figure 3 . First, when the F-test rule is applied to every run rather than every fifth run, there is significant improvement in error detection ability. Linnet (6) proposed an F-test rule that utilized r consecutive runs of control observations, but applied the rule only to every rth run, rather than to every run. Presumably this was done so that successive applications of the rule would be independent, thereby allowing the power of the rule to be evaluated by traditional methods. However, the evaluation approach used here does not require independence. The simulation allows equal probability that the error condition begins in any of the runs used by the F-test rule that tests only every fifth run. Because the graphs plot the probability of rejection as a function of the number of runs since the out-of-control condition began, the rule has the possibility of rejecting at any run number after the error begins, even though the rule is applied only once every five runs. Figure 3 demonstrates that for small increases in between-run imprecision there is little difference between the two F-test rules. However, as RE increases, the performance of the F-test rule applied to every run progressively improves relative to the F-test rule applied to every fifth run. The reason for this behavior is that, as RE increases, the probability of detecting the out-of-control condition in an early run increases. The F-test rule applied to every run has the opportunity to detect the out-of-control condition from the first run in which it occurs. On the other hand, the F-test rule applied only to every fifth run may not have the opportunity to test for the out-of-control condition until the error has already existed for as many as four runs.
Second, Figure 3 shows that the ! rule is substantially more powerful than the F-test rule. Linnet (6) , in an attempt to compare the relative power of the rule (which uses control observations only in the current run) with his F-test rule (which uses control observations from six consecutive runs) for detecting an increase in between-run error, admitted the difficulty of using the traditional evaluation approach to compare the power of two rules that span different numbers of runs of control observations (6). The approach described here, however, allows a straightforward comparison. Third, Figure 3 shows that the power of the si,. rule to detect increases in between-run imprecision is slightly less than the power of the 4,,. rule to detect increases in within-run imprecision. It is easy to verifr that the !i rule is equivalent to the square root of the s1 rule. Thus, the; rule and s rule in Figure 3 can be directly compared with the 4 rule and 4, rule for the case when N = 2 in Figure 2 (bottom panels) This emphasizes the fact that for the current run, the between-run error is a systematic shift in the qualitycontrol mean. When dealing with the current run only, there is no statistical way of distinguishing a persistent systematic shift in the quality-control mean from a persistent increase in between-run imprecision. To distinguish between the two cases, one must examine multiple consecutive runs of control observations with the out-of-control condition.
Fourth, Figure 3 shows that either of the sb?, rules significantly outperform either of the F-test rules. There are two main reasons for this superior performance. First, the F-test rules estimate the true in-control concentration of the control samples rather than using the known value (p), thereby losing one degree of freedom (with a resulting loss of power). This degree of freedom can easily be regained by using si,. in the numerator of the F-test rules. However, the main reason for loss of power is because the F-test is based on a ratio of two variance estimates. Consequently, the dispersion of the F-distribution is greater than the dispersion of the chi-square distribution associated with Statistical evaluation of the ability of a qualitycontrol rule to detect an out-of-control condition that persists until detection must take into account the length of time the error condition has existed without detection. By examining the cumulative probability of rejection by a quality-control rule as a function of the number of runs since the out-of-control condition began, we can obtain insights (that would not have been apparent otherwise) into the performance characteristics of quality-control rules designed to detect increases in random error. When added to the findings reported for systematic errors (2), these results provide persuasive evidence that this approach should be used when evaluating the performance characteristics of qualitycontrol procedures in the laboratory.
