Abstract. We show that if two gradient Ricci solitons are asymptotic along some end of each to the same regular cone ((0, ∞) × Σ, dr 2 + r 2 g Σ ), then the soliton metrics must be isometric on some neighborhoods of infinity of these ends. Our theorem imposes no restrictions on the behavior of the metrics off of the ends in question and in particular does not require their geodesic completeness. As an application, we prove that the only complete connected gradient shrinking Ricci soliton asymptotic to a rotationally symmetric cone is the Gaussian soliton on R n .
Introduction
In this paper, by a shrinking (gradient) Ricci soliton structure, we will mean a triple (M, g, f ) consisting of a smooth manifold M , a Riemannian metric g, and a smooth function f satisfying the equations (1.1) Rc(g) + ∇∇f = 1 2 g and R + |∇f | 2 = f on M . Since ∇(R + |∇f | 2 − f ) ≡ 0 whenever g and f satisfy the first equation, the second equation is merely a convenient normalization and can be achieved by adding an appropriate constant to f on every connected component of M . When the potential is well-known or can be determined from context, we often will refer simply to the metric g as the soliton (or the shrinker ) on M .
Beyond their intrinsic interest as generalizations of positive Einstein metrics, shrinking solitons occupy a prominent place in the analysis of singularities of the Ricci flow (1.2) ∂ ∂t g(t) = −2 Rc(g(t)), where they correspond to shrinking self-similar solutions -the fixed points of the equation modulo the actions of Diff(M ) and R + on the space of metrics on M . They are the critical cases in Perelman's entropy monotonicity formula and an important class of ancient solutions, arising frequently in applications as limits of rescalings of solutions to (1.2) about developing singularities. It is a fundamental problem to extend the classification of shrinking solitons, which, at present, is only fully complete in dimensions two and three. Hamilton [31] proved that the only complete nonflat two-dimensional shrinking solitons are the standard round metrics on S 2 and RP 2 , and, with a combination of results from his later paper [32] and the work of Ivey [33] , Perelman [44] , Ni-Wallach [43] , Date: March 2013. The first author was supported in part by NSF grant DMS-1160613. The second author was supported in part by an AMS-Simons Travel Grant.
and Cao-Chen-Zhu [14] , it follows that the only nonflat complete three-dimensional examples are quotients of either the standard round or standard cylindrical metrics on S 3 and R × S 2 , respectively. In higher dimensions, there are a number of partial classifications for solitons satisfying certain auxiliary (and typically pointwise) conditions on the curvature tensor. For example, Naber [41] has shown that a four-dimensional complete noncompact nonflat shrinker of bounded nonnegative curvature operator must be a quotient of the standard solitons on R × S 3 or R 2 × S 2 , and the theorem of Böhm-Wilking [2] implies that compact shrinkers with two-positive curvature operator must be spherical space forms. Also, from [16] , [26] , [30] , [38] , [43] , [46] , and [53] , it follows that the only complete nonflat shrinking solitons of vanishing Weyl tensor (even harmonic Weyl tensor) in dimensions n ≥ 4 are finite quotients of the standard metrics on S n or S n−1 × R. A further classification, under the still weaker condition of vanishing Bach tensor, can be found in [13] . We refer the reader to the two surveys [11] , [12] of Cao for a detailed picture of the current state of the art.
Our specific interest is in complete noncompact shrinking Ricci solitons. Here, one might optimistically interpret the sharp estimates now known to hold on the growth of the potential f [15] and the volume of metric balls (see, e.g., [15] , [17] , [39] ) as indicators of an enforcement of some broader principle of asymptotic rigidity, however, the catalog of nontrivial examples is still exceedingly slim. Excluding products and otherwise locally reducible metrics, to the authors' knowledge, the only complete noncompact examples in the literature belong either to the family of Kähler-Ricci solitons on complex line bundles constructed by Feldman-IlmanenKnopf [29] or to those of their generalizations in Dancer-Wang [24] (see also [51] ). Both of these families possess conical structures at infinity, and it is their example which motivates the investigation of the rigidity of such asymptotic structures in this paper. We approach this as a question of uniqueness: if two gradient shrinking solitons are asymptotic to the same cone along some end of each, must they be isometric on some neighborhoods of infinity on those ends?
1.1. Asymptotically conical shrinking Ricci solitons. We now make precise the sense in which we will understand a soliton to be asymptotic to a cone. First let us make a preliminary definition and fix some notation. By an end of M , we will mean a connected unbounded component V of M \ Ω for some compact Ω ⊂ M . We will denote by ((0, ∞) × Σ, g c ) a regular (i.e., Euclidean) cone, where g c = dr 2 + r 2 g Σ and (Σ, g Σ ) is a closed (n − 1)-dimensional Riemannian manifold, and write E R (R, ∞) × Σ for R ≥ 0. Finally, for λ > 0, we define the dilation by λ to be the map ρ λ : E 0 → E 0 given by ρ λ (r, σ) (λr, σ). Definition 1.1. Let V be an end of M . We say that (M, g) is asymptotic to the regular cone (E 0 , g c ) along V if, for some R > 0, there is a diffeomorphism Φ : E R → V such that λ −2 ρ * λ Φ * g → g c as λ → ∞ in C 2 loc (E 0 , g c ).
We will say that the soliton (M, g, f ) is asymptotic to (E 0 , g c ) along V if (M, g) is.
Our main result is the following theorem. Note that neither (M ,ḡ) nor (M ,ĝ) is assumed to be complete, and no restriction is made on the topology or geometry of (M ,ḡ) and (M ,ĝ) off of the ends in question. Theorem 1.2. Suppose that (M ,ḡ,f ) and (M ,ĝ,f ) are shrinking gradient Ricci solitons that are asymptotic to the regular cone (E 0 , g c ) along the endsV ⊂M andV ⊂M , respectively. Then there exist endsW ⊂V andŴ ⊂V and a diffeomorphism Ψ :W →Ŵ such that Ψ * ĝ =ḡ.
Together with the local analyticity of Ricci solitons [34] and a standard monodromy argument (see, e.g., Theorem 3 of [40] or Corollary 6.4 of [35] ), Theorem 1.2 implies the following global statement. Corollary 1.3. Suppose (M ,ḡ,f ) and (M ,ĝ,f ) are complete gradient shrinking Ricci solitons, andḡ 0 andĝ 0 are the metrics induced byḡ andĝ on the universal coversM 0 andM 0 ofM andM , respectively. Then, if (M ,ḡ,f ) and (M ,ĝ,f ) are asymptotic to the same regular cone along some end of each, (M 0 ,ḡ 0 ) and (M 0 ,ĝ 0 ) must be isometric. Theorem 1.2 can also be used to rule out the possibility of nontrivial complete shrinking solitons asymptotic to a rotationally symmetric cone. As we prove in Appendix B, for each α ∈ (0, ∞), there exists a rotationally symmetric shrinking gradient Ricci soliton ((0, ∞) × S n−1 , g α , f α ) asymptotic to the rotationally symmetric cone ((0, ∞) × S n−1 , dr 2 + αr 2 g S n−1 ). By Theorem 1.2, if (M, g, f ) is any complete shrinking gradient Ricci soliton asymptotic to the same cone on some end V ⊂ M , there exists an isometry ϕ : (V ′ , g) → (E ′ , g α ) between some ends V ′ ⊂ V and E ′ ⊂ (0, ∞) × S n−1 . But g is then rotationally symmetric (and so also locally conformally flat) on V ′ . Appealing to analyticity, we may then argue in dimensions n ≥ 4 that the Weyl curvature tensor vanishes identically on M . From the aforementioned classification theorems in dimensions two and three and the locally conformally flat case, it follows that (M, g) must be flat.
Corollary 1.4.
A complete connected shrinking gradient Ricci soliton (M, g, f ) is asymptotic to a rotationally symmetric cone ((0, ∞) × S n−1 , dr 2 + αr 2 g S n−1 ) along some end V ⊂ M if and only if M ≈ R n and g is flat.
Corollary 1.4 has some precedent in the category of steady and expanding gradient Ricci solitons. Brendle [5] has proven that any three-dimensional nonflat κ-noncollapsed steady gradient Ricci soliton must be rotationally symmetric and hence, up to homothety, identical to Bryant's soliton [7] . This was also asserted by Perelman [44] , who further conjectured that Bryant's soliton is the unique complete, noncompact, three-dimensional κ-noncollapsed ancient solution to the Ricci flow of bounded positive sectional curvature. Brendle's approach in [5] combines the construction of "approximate Killing vector fields" with a careful blow-down analysis and a Liouville-type theorem for solutions to the Lichnerowicz PDE. The essential dimension-specific aspects of his argument are, first, that the sectional curvature of a complete steady three-dimensional soliton is (by the Hamilton-Ivey estimate in its local [19] and global [32] forms) necessarily nonnegative and, second, that the asymptotic shrinking soliton obtained by parabolic blow-down from a positively curved κ-noncollapsed steady soliton is known to be a cylinder. In a later paper, following the same general outline, Brendle [6] extended his theorem to higher-dimensional steady solitons of positive curvature operator which blow-down similarly to a cylinder.
Using a modification of this "approximate Killing vector" technique, Chodosh [20] has proven that if a complete expanding gradient Ricci soliton with nonnegative sectional curvature is asymptotic to a rotationally symmetric cone ((0, ∞) × S n−1 , dr 2 +αr 2 S n−1 ) for α ∈ (0, 1], then the soliton must itself be rotationally symmetric. Where the parabolic blow-down procedure in [5] , [6] is inapplicable in the expanding setting, Chodosh substitutes an argument based on the elliptic maximum principle and a judicious choice of barrier functions constructed from the potential f . Arguing along these lines, in their very recent paper [21] , Chodosh-Fong further prove that any Kähler-Ricci expanding soliton of positive holomorphic bisectional curvature asymptotic to a U(n)-invariant cone must be itself U(n)-invariant and so identical to one of the family of expanding solitons constructed by Cao [10] .
1.2.
Overview of the proof of Theorem 1.2. Brendle's technique, however, does not seem to extend in the same straightforward way to the case of shrinking Ricci solitons. According to [17] , a complete Ricci shrinker with nonnegative Ricci curvature must have vanishing asymptotic volume ratio and so cannot be asymptotically conical. An assumption of positive curvature of any kind is therefore undesirable for our purposes, yet, in its absence, it is unclear how to develop the Liouville-type theorem needed to pass from approximate to exact Killing vector fields (cf. the concluding comment in [21] ). The positive coefficient of the metric in (1.1) also generates a zeroth-order term of uncooperative sign in the associated Lichnerowicz PDE.
We pursue instead a completely different strategy and convert Theorem 1.2 -on its face, an assertion of unique continuation at infinity for the weakly elliptic system (1.1) -into an assertion of backwards uniqueness for the weakly parabolic system (1.2). By the same general strategy, the second author in [49] recently obtained an analogous uniqueness result for asymptotically conical self-shrinking solutions to the mean curvature flow. The key idea can be summarized very succinctly: after appropriate normalizations on the endsV andV , the self-similar solutions to the Ricci flow associated to the solitons in Theorem 1.2 can be made to coincide in finite time with the conical metric g c . Thus the problem in Theorem 1.2 becomes a clean (if analytically somewhat subtle) problem of backwards uniqueness. We describe this conversion in greater detail below.
1.2.1. Self-similar solutions to the Ricci flow. Recall that a family g(t), t ∈ I, of metrics on M is said to be a shrinking self-similar solution to (1.2) if there is a smooth family of diffeomorphisms Ψ t : M → M and a positive decreasing function c(t) defined for t ∈ I such that (1.3) g(t) = c(t)Ψ * t (g(t 0 )) for some t 0 ∈ I. As is well-known (see, e.g., Lemma 2.4 in [22] ), one can construct a local shrinking self-similar solution from a shrinking gradient Ricci soliton structure (M, g, f ) in an essentially canonical fashion. Moreover, when ∇f is complete as a vector field, (e.g., as happens when g is complete, according to [52] ), this construction produces a globally defined ancient solution to the Ricci flow.
In the setting of Theorem 1.2, on our (typically incomplete) endsV andV , we will obtain solutions g(t) = −tΨ conclude thatḡ andĝ are isometric on some end, it is then enough to show that g(t) = −tΨ * tḡ andg(t) = −t Ψ * tĝ agree identically on W ′ ⊂ W for t ∈ (−ǫ, 0], and this is the backwards uniqueness problem we seek to solve.
The model Euclidean problem.
A distinctive feature of Theorem 1.2 (and of the corresponding result, Theorem 1.1, in [49] ) is that its conclusion is valid without any restrictions on the soliton structures off of the particular endsV andV . The analytic artifact of this flexibility is that we have no control on g(t) andg(t) at the spatial boundary of the end, and the backwards uniqueness problem described above is considerably more delicate than, e.g., the global problem considered in [36] for complete solutions to (1.2).
For a model of an attack on this problem, as in [49] , we can look to the paper of Escauriaza-Seregin-Šverák [28] . There it is proven that any smooth function u on (R n \ B R (0)) × [0, T ] which satisfies
must vanish identically. The significance of their result is that it makes no restriction on the behavior of u on the parabolic boundary of (R n \ B R (0)) × [0, T ]; it was previously known that this particular formulation would settle a longstanding open question in the regularity of solutions to the Navier-Stokes equations.
Since (1.2) is only weakly-parabolic, there is no direct generalization of this result which we may apply to our backwards uniqueness problem, nor is there, as there is for the mean curvature flow, a convenient means of breaking the gauge-invariance of the equation to reduce the problem to one for a corresponding strictly parabolic equation. (See, e.g., the first section of [36] for an explanation of the inapplicability of DeTurck's method to backwards-time uniqueness problems.) Nevertheless, as in [36] , we can embed the problem into one for a prolonged "PDE-ODE" system of mixed differential inequalities for which an analog of the above theorem can be shown to hold. It is worth remarking that the elliptic unique continuation problem implied by Theorem 1.2 is itself somewhat nonstandard, even neglecting the complications arising from the gauge-degeneracy which the system (1.1) shares with (1.2) -see Section 3 of [49] for some discussion of the features of the corresponding equation in the related case of self-shrinking solutions of the mean curvature flow.
1.2.3. Structure of the paper. In Section 2, we construct fromḡ andĝ the self-similar solutions to the Ricci flow described above and carry out the reduction of Theorem 1.2 to a specific problem of backwards uniqueness (Theorem 2.2). In Section 3, we convert this backwards uniqueness problem into one for a larger coupled system of mixed differential inequalities (a "PDE-ODE" system). The technical heart of the paper is contained in Sections 4 and 5 where we develop two pairs of Carleman inequalities for time-dependent sections of vector bundles on a self-similar Ricci flow background. We then combine these estimates in Section 6 to prove Theorem 2.2. We conclude the paper with two technical appendices. In Appendix A, we record some some elementary consequences of Definition 1.1 and give a proof of a normalization lemma for shrinking solitons with quadratic curvature decay. In Appendix B, we construct a rotationally symmetric gradient shrinking soliton asymptotic to each rotationally symmetric cone ((0, ∞) × S n−1 , dr 2 + αr 2 g S n−1 ). These examples furnish the rotationally symmetric "competitor" solitons we need to deduce Corollary 1.4 from Theorem 1.2.
Reduction to a problem of backwards uniqueness
Going forward, as in the statement of Theorem 1.2, (Σ, g Σ ) will denote a closed Riemannian (n − 1)-manifold and g c = dr 2 + r 2 g Σ a regular conical metric on E 0 = (0, ∞) × Σ. We will use r c : E 0 → R to denote the radial distance from the vertex relative to the conical metric g c (so in coordinates (r, σ) on E 0 , we have r c (r, σ) = r) and will use the shorthand
Our aim in this section is to take the soliton structures (M ,ḡ,f ) and (M ,ĝ,f ) from Theorem 1.2 and construct from them self-similar solutions to the backwards Ricci flow on E R × (0, 1], for some sufficiently large R, which flow smoothly from the cone g c at the singular time τ = 0 to isometric copies of (restrictions of)ḡ andĝ. This construction converts Theorem 1.2 into the assertion of parabolic backwards uniqueness stated in Theorem 2.2 below.
2.1. An asymptotically conical self-similar solution to the Ricci flow. Proposition 2.1. Suppose (M ,ḡ,f ) is a shrinking Ricci soliton asymptotic to the regular cone (E 0 , g c ) along the endV ⊂M . Then there exist K 0 , N 0 , and R 0 > 0, and a smooth family of mapsΨ τ : E R0 →V defined for τ ∈ (0, 1] satisfying:
an end ofV . 
Here | · | = | · | g(τ ) and ∇ = ∇ g(τ ) denote the norm and the Levi-Civita connection associated to the metric g = g(τ ). 
, and
Therefore, Theorem 1.2 reduces to the following assertion of backwards uniqueness.
Theorem 2.2. Suppose that g andg are self-similar solutions to (2.1) on E R0 × (0, 1] for some R 0 ≥ 1 that extend smoothly to g c on E R0 × {0} and with their potentials f andf satisfy (2.2) -(2.4) for some constants K 0 and N 0 . Then there exists R ≥ R 0 and τ
For the application to Theorem 1.2, note that g(1) andg(1) are isometric to τ −1 g(τ ) and τ −1g (τ ), respectively, for any τ ∈ (0, 1]. We will postpone the proof of this theorem to Section 6, until after we have developed the necessary ingredients in Sections 3 -5.
2.2. Proof of Proposition 2.1. There are three main steps. First, we show that if a shrinking soliton (M ,ḡ,f ) is asymptotically conical along an endV , it has quadratic curvature decay, and so, on some endV ′ ⊂V , admits a reparametrization that is compatible in a certain sense with the level sets off . Second, we show that a shrinking soliton with quadratic curvature decay gives rise to a self-similar solution to the backwards Ricci flow that extends smoothly to a conical metric on sufficiently distant regions at the singular time. (In particular, this shows that a soliton on a cylinder of the form (a, ∞) × Σ for some compact Σ with quadratic curvature decay must be asymptotically conical.) Finally, we argue that this conical limit metric and the original asymptotic cone g c are isometric. With a further adjustment by a diffeomorphism, we can then arrange that our self-similar solution interpolates between a soliton asymptotic to g c and the cone g c itself.
2.2.1. Initial technical simplifications. To eliminate some notational baggage that we do not wish to carry with us through the entire proof, we make a couple of up-front reductions. First, if Φ : E R →V is the map from Definition 1.1, then, replacingḡ andf by Φ * ḡ and Φ * f , we may as well assume that Φ = Id and V = E R . Second, Lemma A.1 (b)-(c) and Lemma A.2, after pulling-back by an additional diffeomorphism (and relabeling R) we may as well also assume thatf andḡ are defined onĒ R/2 = (R/2, ∞) ×Σ for some smooth closed (n − 1)-manifold Σ, and that, writingr(x) dḡ(x, ∂Ē R ), there are constants K and N such that the conditions
are satisfied for all x = (r,σ) ∈Ē R . As we have only modified our soliton structure by diffeomorphisms, our "normalized" (Ē R/2 ,ḡ,f ) will still be asymptotic to (E 0 , g c ) along an end of the closure ofĒ R in the sense of Definition 1.1 (that we can adjust the domain of the diffeomorphism required by this definition to have the form E S for some S, follows from Lemma A.1(b) and (A.5)). We do not assume here that Σ andΣ are diffeomorphic.
2.2.2.
Distance estimates on the trajectories of∇f . We now examine the relationship between the integral curves of the vector field∇f and the radial trajectories.
In what follows, we will use r to denote both the global coordinate on the factor (0, ∞) and the function onĒ 0 given by r(r,σ) = r.
Claim 2.3. There exists R ′ > R depending only on R, K, and N , and a oneparameter family of local diffeomorphisms Ψ s :Ē R ′ →Ē R ′ , defined for s ≥ 0, which satisfy
Moreover, for all (r,σ)
Proof. First, by the local existence and uniqueness theory for ODE, for each initial point x ∈Ē R/2 , the trajectory Ψ s (x) of∇f with Ψ 0 (x) = x exists for small s. Moreover, sincef = r 2 /4, and
it follows that r s (x) > r(x) for all x and all s ≥ 0 for which the trajectory is defined.
In particular, Ψ s (Ē R ) ⊂Ē R , i.e., trajectories which begin inĒ R stay inĒ R . Using the second equation in (1.1) and the boundedness of the scalar curvaturē R = scal(ḡ), we can obtain even better control on the distance, namely,
So, if R ′ ≥ R is sufficiently large (depending only on n, K, and R), then
onĒ R ′ . Integrating this last equation with respect to s yields (2.7) and also proves the existence of the local diffeomorphisms Ψ s :
2.2.3. Derivative estimates. Now, continuing from the statement of Claim 2.3, we set s(t) − log(−t) for t < 0 and define the family of metrics
. Then, as in Section 2.1 of [22] , g(t) solves (1.2) with initial condition g(−1) =ḡ.
Using the self-similarity of g(t), we can parlay the quadratic decay of Rm(ḡ) into decay estimates for the higher derivatives of Rm(g(t)). First, by the quadratic curvature decay and (2.7), it follows that
Then, according to the estimates of Shi [48] , we have
. (Here and below, K m denotes a constant that changes from inequality to inequality but depends only on m, n, and K.) Thus, by the definition of the metrics g(t), the distance estimate (2.7), and the estimate on | Rm(g)| g above, we have (2.10) sup
Consequently, from a scaling argument akin to the one above, we have the following estimate on the higher derivatives of Rm(g(t)).
Claim 2.4. For all m ≥ 0, there exists a constant K m = K m (n, K) such that the curvature tensor of the solution g(t) = −tΨ * s(t)ḡ satisfies
SinceΣ is compact, we may find a finite atlas forĒ R ′ for which we have uniform estimates on the derivatives of the charts, and argue as in the proofs of Theorem 6.45 and Proposition 6.48 of [22] to see that g(t) converges smoothly to a smooth metric g 0 = g(0) onĒ R ′ × {0}.
2.2.4.
The potential function f and limit metric g(0). Now define f onĒ R ′ ×[−1, 0) by f = Ψ * s(t)f . Then f and g together form a shrinking soliton structure onĒ R ′ for each t ∈ [−1, 0), albeit one with the constant −1/(2t) in place of 1/2 on the right side of (1.1). The following identities are standard (see, e.g., Section 4.1 of [23] ) and follow easily from the definition of f , g, and equation (1.1).
Given the estimates (2.11) on the derivatives of curvature, it follows from these identities that −tf converges locally smoothly as t ր 0 to a smooth limit function q onĒ R ′ . Moreover, there exists N > 0, depending only on K, such that
The first inequality implies that q is proper (on the closure ofĒ R ′ ) and positive on sufficiently distant regions, which, with the second identity, implies that the level sets of q corresponding to sufficiently large values are smooth and diffeomorphic to a common closed (n − 1)-manifoldΣ. Moreover, the second inequality implies the integral curves of 2 √ q are geodesic. As in Section 1 of [18] , this and the third identity in (2.12) implies that g 0 is conical, i.e., there existsR > 0, and a diffeomorphismΦ fromÊR (R, ∞) ×Σ to an end of the closure ofĒ R ′ satisfying (q •Φ)(r,σ) =r 2 
4
, andΦ * (g 0 ) =ĝ c dr 2 +r 2 gΣ.
2.3.
A final reparametrization. Now consider the family of metricsΦ * (g(t)) onÊR for t ∈ [−1, 0]. Each member of this family is uniformly equivalent tô g c =Φ * (g 0 ) in view of the boundedness of Rc(g(t)), and from this equivalence, the identityΦ
the second and third inequalities in (2.5), and equation (2.12), it follows that there is a constant N such that
onÊR. Writingρ λ for the dilation map onÊ 0 , it follows immediately that the family of metrics λ
On the other hand, we assume thatḡ is asymptotic to (E 0 , g c ) along an end ofĒ R . SinceĒ R \Ē R+1 is bounded relative toḡ (implying in particular, that (Ē R ,ḡ) has at most one end relative to any compact set), Lemma A.3 implies that (E 0 , g c ) and (Ê 0 ,ĝ c ) are isometric. Call the isometry between them F . Replacing g(t) and f (t) with their pull-backs byΦ • F , on a sufficiently distant end we then achieve g(0) = g c exactly and that −tf converges smoothly to r 2 c /4 as t ր 0. The estimates (2.2) and (2.3), which hold in terms of the radial parameter r for f and g prior to their replacement by their pull-backs will then also hold (for possibly larger constants) in terms of r c . Setting τ = −t completes the proof.
A PDE-ODE System
Next, as in Section 2 of [36] , we convert the backwards uniqueness problem in Theorem 2.2 into one for solutions to a PDE-ODE system of inequalities that are amenable to the development of parabolic-type Carleman inequalities. The idea is to try to build a closed system out of sufficiently many components of the form
Here and in what follows we will simply write Rm and Rm for the (3, 1) curvature tensors of the solutions g andg.) The curvature tensors Rm and Rm will independently satisfy strictly parabolic equations, and their differences will satisfy parabolic equations up to lower order differences of these derivatives and error terms involving the tensors
. In turn, the norms of these latter tensors can be controlled by the norms of the tensors
Rm via their evolution equations by a simple ODE comparison.
We will only summarize the construction of this system below and refer the reader to [36] for more details. The use of such PDE-ODE systems originated in the work of Alexakis [1] on the problem of unique continuation for the vacuum Einstein equations. (See also [50] .) 3.1. Elements of the prolonged system. The PDE part of our system will be composed of the tensors (3.1)
S Rm − Rm and T ∇ Rm − ∇ Rm, and the ODE part of the tensors
Here V is a (2, 1)-tensor, given in local coordinates by
, and smooth families of sections
We will use g = g(τ ) and its Levi-Civita connection, ∇ = ∇ g(τ ) , as a reference metric and connection in our calculations (and will use the same symbols to denote the metrics and connections they induce on X and Y and the other tensor bundles we consider). We will also write ∆ = g ab ∇ a ∇ b for the induced Laplacian on X , and use | · | | · | g(τ ) for induced family of norms on each fiber of X and Y.
Evolution equations.
We now import from [36] the following evolution equations for the components of X and Y, correcting some typographical errors in that reference. Here the notation A * B represents a linear combination of contractions of tensors A and B with the metric g. 
and
( 3.7) 3.3. A coupled system of inequalities. The key feature of equations (3.3) -(3.7) is that each term on the right-hand side contains at least one factor of a (possibly contracted) component of either X, ∇X, or Y. Our assumptions guarantee that the other factors in each term will be at least be uniformly bounded on E 1 R0 . Thus using the Cauchy-Schwarz inequality, we can organize the evolution equations for X and Y into the following closed system of inequalities. Proposition 3.2. There exists N > 0, depending only on n, K and K, such that S, T , U , V , and W satisfy (3.8) sup
and the coupled system of inequalities
(3.10)
for N sufficiently large on E 1 R0 . Proof. The argument goes essentially as in Proposition 2.1 of [36] . By (2.2), we know the derivatives of the curvature tensors of both solutions have at least quadratic decay relative to r c , so the coefficients of the form ∇ (m) Rm and the extralinear factors of S and T in equations (3.3) -(3.7) have at least quadratic decay. (Note that the curvature bounds, together with the fact that g andg agree identically on E R0 × {0} in particular imply that the metrics are uniformly equivalent, so that the bounds on ∇ (k) Rm are also valid in the g(τ )-norm.) The same goes for the extra-linear factors of U , V , W , since, just as in [36] , they can be estimated at each fixed x by simply integrating their τ -derivatives, and these are controlled in turn by the pointwise values of |∇ (m) Rm | and | ∇ (m) Rm|. On the other hand, not every term in the evolution equations for U , V , and W has a coefficient with quadratic decay, and so in (3.11) the coefficient of |X| and |∇X| in the second equation is merely constant.
Carleman estimates to imply backwards uniqueness
The key technical components which we will need to prove Theorem 2.2 are two pairs of Carleman estimates. In this section, we establish the first of these, the pair which ultimately will imply the vanishing of X and Y. A model for the sort of thing we are after is estimate (1.4) of [28] (cf. Proposition 3.5 in [49] ), which states that, for all R > 0, there is a constant α
We devote most of this section to proving a generalization of this result applicable to the components of the PDE portion of (3.11), and then prove a compatible "Carleman-type" estimate for the ODE portion; these estimates are contained in Proposition 4.9 below. 4.1. Notation and standing assumptions. It will be convenient to perform our calculations relative to the metric g = g(τ ) from Theorem 2.2 and its Levi-Civita connection. Thus, in this section and the next we will operate under the standing assumption that R 0 ≥ 1 and 0 < τ 0 ≤ 1 are given, and g and its potential f = f (τ ) satisfy (2.1) -(2.4) for some constant K 0 , relative to the regular cone (E 0 , g c ). In most places, we will suppress the dependency of the norms and connections on g, and simply write
, and dµ = dµ g(τ ) . We will continue to use r c (x) to denote the radial distance in the conical metric g c , and use A 0 vol gΣ (Σ) for the area (relative to the conical metric g c ) of the cross-section of E 0 at distance one from the vertex. Also, for the next two sections, Z = T κ ν (E R0 ) will denote a generic tensor bundle over E R0 . Most of our constants will depend on some combination of the "background" parameters n, A 0 , K 0 , κ and ν; for completeness, we add that we will say that a constant depends on K 0 only if it depends on max{K 0 , 1} (and similarly for A 0 , κ and ν).
4.2.
A divergence identity. Both of the primary estimates (4.7) and (5.23) arise from the following divergence identity, which generalizes Lemma 1 of [28] and Lemma 3.2 of [49] to time-dependent backwards-heat operators acting on sections of tensor bundles. Here the Laplacian on Z is defined by ∆Z g ij ∇ i ∇ j Z. We will use F and G to denote arbitrary smooth functions on E τ0 R0 with G > 0, and write φ log G.
By analogy with [28] , we then consider the operators
. Unlike their counterparts in [28] , A and S will not be quite antisymmetric and symmetric, respectively, in L 2 (Gdµ dτ ), but will nevertheless be close enough to being so that we may prove a useful perturbation of the formula in that reference. The proof of the identity below is a straightforward if somewhat lengthy verification.
Lemma 4.1. The following identity holds on
) and all smooth F and G > 0:
where ∂g ∂τ represents the τ -derivative of the metrics induced by g on Z and T * (E R0 )⊗ Z, E(Z, ∇Z) denotes the sum of commutators
and Θ p q is the operator
Remark 4.2. We note for later an important observation regarding (4.3). In our applications below, we will have ∇φ = Υ∇f for some function Υ and since
on all of E τ0 R0 , i.e., we may control E(Z, ∇Z) by Υ, Rc, ∇ Rc, Z and ∇Z alone, and eliminate the dependency of the estimate on ∇φ.
A weighted L
2 -inequality for the operator ∂ τ + ∆. When Z(·, τ ) has compact support in E R0 for each τ and vanishes at τ = 0, the above identity can be integrated and used to control |Z| and |∇Z| by |(∂ τ +∆)Z| in a suitably weighted
to obtain some cancellation of terms on the right-hand side of (4.2), integrating over E τ0 R0 and using the Cauchy-Schwarz inequality, we obtain the following analog of Lemma 2 in [28] .
is compactly supported in E R0 for each τ and satisfies Z(·, 0) = 0, then, for any smooth G > 0, we have
where E(Z, ∇Z) is given by (4.3), F G −1 (∂ τ G − ∆G) + R, and
(4.8)
4.4.
A weighted L 2 -inequality for the ODE component. Next, we establish a matching L 2 -inequality for the ODE component of the system; its proof is essentially trivial.
is compactly supported in E R0 for each τ and satisfies Z(·, 0) = 0, then, for all smooth G > 0,
Proof. Note that
The inequality (4.9) then follows upon integrating (4.10) over E τ0 R0 and applying the Cauchy-Schwarz inequality together with (2.2).
4.5.
An approximately radial function. Our next task is to construct a suitable weight function G 1 to substitute for G in inequalities (4.7) and (4.9). As a first step we introduce the function h :
which will prove to be a useful approximation of the (conical) radial distance on our evolving solution. Observe first that h ∈ C ∞ (E τ0 R0 ); indeed, using the asymptotics we have established for f in Proposition 2.1, lim τ ց0 h(x, τ ) = r c (x) in every C knorm and satisfies
on E R0 . Also, from (2.3), we see that
R0 ; in view of (2.2), we consequently have the inequalities
R0 for some universal constant C. The identities (2.3) and (2.4) also directly imply the following expressions for the derivatives of h for τ > 0.
Equation (4.17) can be used to obtain a useful refinement of (4.13).
Lemma 4.6. There exists a universal constant C such that
Proof. Fix an arbitrary x ∈ E R0 and integrate both sides of (4.17) with respect to τ . Using (4.14) and that we have normalized to achieve h(x, 0) = r c (x), we obtain that |h
and the claim follows.
4.6.
A weight function of rapid growth. With h in hand, we now construct our weight function G 1 . We fix δ ∈ (0, 1) and define, for all α > 0, the function
and, writing φ 1 φ 1,α,τ0 log G 1 , also define (4.20)
Using Lemma 4.5 we may obtain expressions for the derivatives of φ 1 up to second order. Eventually, we will simply estimate away the terms involving curvature, but we must be reasonably precise about them at this point, since we will later need to compute two additional derivatives of φ 1 in order to estimate the expression involving F 1 in (4.7).
Lemma 4.7. For any α and any τ 0 , δ ∈ (0, 1), φ 1 = φ 1;α,τ0 satisfies
In particular, there exists a constant R 1 ≥ R 0 depending only on n, δ, and
for all α ≥ 1.
Proof. Equations R by selecting R ≥ R 0 sufficiently large. Since |τ 0 | ≤ 1, the first term on the right in (4.23) is then bounded below by g on this set, and the tensor in the right factor of the second term is bounded below by ((1 + δ)/2)g − δ∇h ⊗ ∇h. For each (x, τ ) ∈ E τ0 R0 , the restriction of this latter tensor to the orthogonal complement of ∇h(x, τ ) is clearly positive definite, and since
by invoking (2.2) and increasing R if necessary, we may achieve that this same tensor is fully positive definite on E τ0 R . This implies the desired inequality on ∇∇φ 1 . For the second inequality in (4.24), we begin with (4.21) and note that
if α ≥ 1. Then since our previous inequality for ∇∇φ 1 implies ∆φ 1 ≥ n on E τ0 R for R sufficiently large, we also have
after using (2.2) and possibly increasing R again by an amount determined by n and K 0 . This gives the upper bound on F 1 .
For the lower bound, note that equations (4.22) and (4.23) give that
which, in combination with (4.16) and (4.21), yields
So, using (4.14), we have
R . Next we seek a lower bound on (∂ τ + ∆)F 1 in order to bound Q 2 in (4.8) from below. We first return to the detailed expression (4.25) and group the terms with like powers of α, writing
Before differentiating, we note that the derivatives of h and R are bounded on E τ0 R0 by (2.2) and (4.15)-(4.17), and since we also have 0 ≤ τ ≤ τ 0 ≤ 1 we will really only need to consider carefully the terms of highest order in h in each B i . From (4.25), we see that we in fact have
where P 0 , P 1 , and P 2 satisfy ∂P 0 ∂τ
for some constant C = C(n).
Lemma 4.8. For all δ ∈ (0, 1), there exists R 2 ≥ R 0 depending only on n, δ, and K 0 , such that the function F 1 = F 1;α,τ0 satisfies
R2 for all α ≥ 1 and τ 0 ∈ (0, 1]. Proof. Using Lemma 4.5, we have
for any β. Consequently, using the definition of the B i , we have
for some C = C(n). Thus, since α ≥ 1 and δ ∈ (0, 1), we obtain that
on
) , (4.28) where
Proof. We apply Lemmas 4.7 and 4.8 and let R 3 ≥ max{R 1 , R 2 } initially. Below, N will denote a series of constants depending only on n and K 0 . If α ≥ 1, then (4.13) and (4.24) imply that
Then, from (4.24) and (4.26) (and since 0 ≤ (τ 0 − τ ) ≤ 1), we have
So, enlarging R 3 if necessary, we can arrange that
R3 . For (4.27), then, it remains only to estimate the E(Z, ∇Z) term from Lemma 4.3. Writing ∇φ 1 = Υ 1 ∇f , where Υ 1 2τ (α(2 − δ)(τ 0 − τ )h −δ + 2), we may apply (4.6) of Remark 4.2 to obtain
for some N = N (n, κ, ν, K 0 ). Thus after potentially increasing R 3 again, we have
R3 , and (4.27) follows from Lemma 4.3.
For inequality (4.28), observe that
from (4.21), and thus the desired inequality follows from (4.9), by choosing R 3 sufficiently large.
Carleman estimates to imply rapid decay
Since the weight function G 1;α,τ0 in the previous section has growth of order exp(N r 2 c ) at infinity, we cannot make use of estimates (4.27) -(4.28) until we guarantee that any solution to the PDE-ODE system (3.11) which vanishes on E R0 × {0} decays at a correspondingly rapid rate. We verify this decay with the help of another pair of Carleman estimates. Our preliminary model is inequality (1.4) of [28] , which, writing σ a (τ ) = (τ +a)e −(τ +a)/3 , asserts that, for some constant
We wish to find a generalization of this inequality to our geometric setting.
Replacing α with α + n/2 in the above inequality, for example, one can see that the basic ingredient in the weight is the time-shifted Euclidean heat kernel (τ + a)
−n/2 e −|x−y| 2 /(4(τ +a)) . The proof and subsequent application of this estimate in [28] are considerably simplified by the fact that the weight is an exact solution to the heat equation and possesses a translational invariance in y. Neither of these properties, however, are essential to verifying the decay we are after, and with "approximately radial, approximately caloric" weight G 2 , we are able to prove a weaker but still sufficiently powerful variant of their estimate applicable to the PDE component of our system. Our prototype is the inequality
with σ a as above and γ ≥ 1 some fixed number, valid for all
It is worth remarking that, e.g., via a scaling argument applied relative to a finite fixed atlas, the decay condition we seek can be reduced in principle to a local verification. Escauriaza-Fernandez [27] (cf. [42] ) have considered such problems for a very general class of parabolic equations with time-dependent coefficients, and their estimates offer another potential model for the estimate on our PDE component. However, since the elliptic operators in our problem are actually Laplacians relative to g(τ ) (and so also perturbations of a conical Laplacian), our situation is fundamentally simpler than that of [27] , and we find that the approach of [28] yields estimates with somewhat more transparent geometric interpretations. In this approach it is possible to get by with far less complicated weights, the use of which also greatly simplifies the proof of the corresponding estimates for the ODE components.
5.1. Another divergence identity. As in the previous section, our estimate will follow from integrating a general divergence identity against an appropriate weight. In this case, our choice of weight G will be a perturbation of a fundamental solution and so not itself be logarithmically convex. In order to use an inequality of the form in Lemma 4.3 to control |∇Z| above by |(∂ τ + ∆)Z|, we must first tinker with the divergence identity to increase the effective logarithmic convexity of G.
Thus, as in [28] , we introduce additional positive time dependent functions σ = σ(τ ) and θ = θ(τ ), stipulating only for the time-being that σ be increasing. Replacing G in (4.2) by σ −α G, multiplying both sides by θ, and using the product rule to bring the θ factor inside the time-derivative of the last term on the left-hand side of that equation, we obtain the following perturbed identity.
) with G > 0, and positive functions σ, θ ∈ C ∞ ([0, τ 0 ]) with σ increasing, the following identity holds for any
Here, A and E(Z, ∇Z) are defined as in (4.1) and (4.3), respectively, and the instances of ∂g ∂τ are to be interpreted as in Lemma 4.1.
Two variations on the weighted L
2 -inequality for the PDE component. In our application of interest, we will first choose
to eliminate the fourth term on the right-hand side of (5.1). Then, choosing θ σ/σ as in [28] , we haveθ
which leads to a useful cancellation among the coefficients of |Z| 2 in (5.1):
Finally, using the good −2|AZ| 2 term in (5.1) together with the Cauchy-Schwarz inequality, we obtain the following estimate upon integration over E τ0 R0 .
Lemma 5.2. There exists a constant N = N (n, κ, ν, K 0 ) such that, for any α and any Z ∈ C ∞ (Z × [0, τ 0 ]) that is compactly supported in E R0 × [0, τ 0 ) and vanishes on E R0 × {0}, the inequality
holds, where
In order to use the above inequality to control |∇Z| above by |(∂ τ + ∆)Z|, we require an additional inequality to help us estimate |Z| above by controllably small multiples of |∇Z| and |(∂ τ + ∆)Z|. Its proof is very simple. Observe that, on one hand, we have the identity
while on the other (withF = G −1 (∂ τ G − ∆G) + R as before), we have
The inequality follows by integrating (5.6) over E τ0 R0 for appropriately supported sections Z, and using (5.5) together with Cauchy-Schwarz. Lemma 5.3. There exists a constant N = N (n, κ, ν, K 0 ) such that, for all α > 0, all smooth positive G = G(x, τ ), and all positive increasing σ = σ(τ ), we have the inequality
An approximate solution to the conjugate heat equation. Let h : E τ0
R0 → R be as defined in Section 4.5 and, for any a ∈ (0, 1) and ρ ∈ (R 0 , ∞), define
R0 . In view of the bounds (4.13), G 2 is localized around the set { r c (x) = ρ}, and, in a manner we will make precise below, approximately solves the (forwards) conjugate heat equation in τ . Note that G 2;0,0 = τ −n/2 e −f exactly satisfies ∂ τ G 2;0,0 − ∆G 2;0,0 + RG 2;0,0 = 0.
5.3.1.
Estimates on the derivatives of G 2 . We first use Lemma 4.5 to compute the derivatives of G 2 = G 2;a,ρ . We have
, (5.9) and since G −1 + a) )∇h, we compute that
∇∇h
Thus, combining the above equations, we obtain
(5.13)
We now combine the above observations with (4.14), using the notation
Lemma 5.4. For all a ∈ (0, 1), γ > 0, and ρ > R 0 ≥ 1, there exists a constant C = C(n, γ) > 0 and R 4 ≥ R 0 , depending only on n, γ and K 0 , such that G 2 = G 2;a,ρ andF 2 =F 2;a,ρ satisfy (5.14)
, and (5.15)
and φ 2 log G 2 satisfies
Proof. First note that, using our curvature decay assumption (4.14), (4.18), and our assumption that a, τ 0 ≤ 1, we have that
Thus (5.14) is valid on E τ0 R for R ≥ R 0 sufficiently large. For (5.15), observe that we may estimate the second term on the right side of (5.13) by
for C ′ = C ′ (n) and, using ρh
, the third term on the right of the same equation by
for C ′′ = C ′′ (γ, n) Summing these two inequalities, we see that by choosing R large enough, we can ensure that (
For (5.16), we may use Lemma 4.5 to compute that
and from the bounds | Rc | ≤ C(n)K 0 h −2 and |∇h|
Thus, for large R we may achieve C ′′′ K 0 /h ≤ 1/96 and hence the inequality (5.16) on (E R ∩ E γρ ) × [0, τ 0 ].
5.3.2.
Estimates on the derivatives ofF 2 . In order to estimate the Q 4 term from (5.2), we still need to compute (∂ τ + ∆)F 2 . Returning to (5.13), we group terms with like powers of h −1 and writeF 2 in the form
Then, differentiating, we obtain the equations
Put together, we have
which, after applying Lemma 4.5 and rearranging terms, becomes
Fortunately, we will not need to analyze the complicated right-hand side of this equation too carefully. For our purposes, the dominant term is the first -the others, as we see next, are either of lower order in (τ + a) −1 , or higher order in h −1 (e.g., through factors of | Rc | or R) and can be made to be as small as we like after further shrinking our end by a fixed amount.
Lemma 5.5. For all a ∈ (0, 1), γ > 0, and ρ > R 0 , there exist constants N and R 5 ≥ R 0 both depending only on n, γ and K 0 such thatF 2 =F 2;a,ρ satisfies
Proof. Observe that, for R ≥ R 0 sufficiently large (depending only on γ), we can ensure that
Indeed, estimating τ /(τ + a) and a/(τ + a) above by 1, and using that h/ρ ≤ γ −1 , we see that each term in H is bounded above by a constant depending only on γ, and the statements for H s (ρh −1 , τ ) and H ss (ρh −1 , τ ) follow from the fact that H is polynomial in s. By similar reasoning, we obtain a bound of the form
R for R taken sufficiently large (depending on n, γ, and K 0 ). Using Lemma 4.5 and (4.14), we can bound all the remaining terms similarly.
5.4.
A Carleman inequality for the PDE component. Now we return to the integral inequality (5.2) and substitute G 2 = G 2;a,ρ for the weight G. For the time-dependent weight σ, following [28] , we define σ(τ ) τ e −τ /3 and its translates σ a (τ ) σ(τ + a) for a ∈ (0, 1). Note that σ a is approximately linear in that 1 3e
.
We now verify lower bounds for the forms Q 3 and Q 4 from Lemma 5.2.
Lemma 5.6. For all α > 0, a ∈ (0, 1), and γ > 0, there exist N and R 6 ≥ R 0 depending on n, γ, κ, ν, and K 0 , such that the quadratic forms Q 3 and Q 4 from (5.3) and (5.4) and the commutator term E(Z, ∇Z) from (4.3) (depending on φ 2;a,ρ = log G 2;a,ρ ) satisfy
Proof. We begin by assuming that R > max{R 3 , R 4 , R 5 }. In the argument that follows, N will denote a sequence of positive constants depending on n, γ, κ, ν, and K 0 that may vary from line to line. First, from (5.3), (5.16), and (5.19) we have
Similarly, from (5.4), on the same set we have
while from (5.15), (5.17), and (5.19), we have 1 2
and therefore, from the previous two inequalities and (5.18) , that
for R sufficiently large. Now observe that we may write
γρ . By (4.6) we then have
which, with (5.21) and (5.22), implies (5.20) after increasing R still further.
We are now ready to prove our second Carleman estimate.
Proposition 5.7. For any a ∈ (0, 1), γ > 0, and ρ ≥ R 0 , there exists C > 0 depending only on n, and α 0 > 0, R 7 > R 0 depending only on n, γ, κ, ν, and K 0 such that for any smooth section Z of Z × [0, τ 0 ] which is compactly supported in
for all α ≥ α 0 , wherê
Remark 5.8. An essentially identical inequality holds with G 2 = G 2;a,ρ in place ofĜ 2 -in fact, we will prove it first for G 2 and appeal to (5.14) to obtain (5.23).
We find the inequality easier to apply with the weightĜ 2 , but easier to prove with G 2 .
Proof. We begin by choosing R 7 to be greater than the constant R 6 from Lemma 5.6, and we will continue to increase it as necessary as the argument progresses.
To further reduce clutter, we will use the temporary shorthand
, and use C and N to denote sequences of positive constants depending, respectively, only on n, and on n, γ, κ, ν, and K 0 . First, combining (5.2) with (5.20) yields the estimate Next, observe that, by (5.15) and our choice of R 7 , we haveF 2 ≤ 0 on supp Z. Using Lemma 5.3, we can therefore choose an α 0 = α 0 (n, γ, κ, ν, K 0 ) ≥ 1 such that
for all α ≥ α 0 . Increasing α 0 , if necessary, to ensure that 12e(N + α/5000) ≤ α/40 for all α ≥ α 0 , we may combine (5.24) and (5.25) to obtain that
for all α ≥ α 0 . An appropriate further combination of (5.25) and (5.26) implies (5.23) with the substitute weight G 2 . Then, using (5.14), we can replace G 2 witĥ G 2 at the expense of increasing the constant C by a factor of 4. Finally, relabeling α once more to be α − n/4, and using (5.18) to adjust the constant by another universal factor, we obtain (5.23).
5.5.
A Carleman-type inequality for the ODE component. Now we derive a matching L 2 -estimate for the ODE portion of our system. Since we will not perform any spatial integrations-by-parts and the metrics g(τ ) are uniformly equivalent, it will suffice to first prove the estimate relative to the fixed metric g c = g(0) and measure dµ gc = dµ g(0) , and doing so will eliminate some extra terms in our computations. We will also work with the functionĜ 2 =Ĝ 2;a,ρ from the outset.
Thus far the parameter a has only been restricted to lie in (0, 1); we will assume further now that 0 < a ≤ a 0 for some 0 < a 0 ≤ 1/8. We will also assume that 0 < τ 0 ≤ 1/4 and that Z ∈ C ∞ (Z × [0, τ 0 ]) is both compactly supported on E R0 × [0, τ 0 ) and vanishes identically on E R0 × {0}. For convenience, we extend Z to a piecewise smooth family of smooth sections of Z by declaring Z(x, τ ) = 0 for τ = [0, τ 0 ]. The basis for our estimate is the simple identity 27) valid for any α and ρ. From it we derive the inequalities
R0 using Cauchy-Schwarz. Consider the sets
For fixed x ∈ E R0 , the intervals
Then, upon integration, we obtain from (5.28) that
and, similarly, from (5.29), that
When combined, the above inequalities yield
for some C = C(n), for all a ∈ (0, a 0 ), α > 0, ρ > 0, and x ∈ E R0 . We pause to estimate the last term in (5.31). Note that, if
Then, using the definition of b ′ (x), we see that
for some C = C(n), by (5.32).
Continuing on now from (5.31), upon integration over E R0 and an application of Fubini's theorem, we obtain that
where
By an argument similar to that in the preceding paragraph, on Ω a,α,ρ ∩ E τ0 R0 , the integrand in the penultimate integral in (5.33) can be bounded above by Ca −1 (ae 1/8 ) −2α Z ∞,gc , and the (space-time) measure of the set Ω a,α,ρ is again bounded above by CA 0 (ρ + √ α) n . Thus, combining (5.33) with the equivalence of the norms | · | gc and | · | = | · | g(τ ) and the measures dµ gc and dµ = dµ g(τ ) , we arrive at our desired Carleman-type estimate.
Proposition 5.9. Suppose a 0 ∈ (0, 1/8), τ 0 ∈ (0, 1/4), and R 0 ≥ 1. Then there exist constants N and R 8 ≥ R 0 , depending only on n, κ, ν, A 0 , and K 0 , such that, for any smooth family Z = Z(τ ) of sections of Z with compact support in E R8 × [0, τ 0 ) and which satisfies Z(·, 0) ≡ 0, we have
for all α > 0.
Proof of backwards uniqueness
We now have the components we need to assemble our proof of Theorem 2.2. Below, we will continue to use one of the metrics, g = g(τ ), from the statement of that theorem as a reference metric in our estimates, and so will continue to assume that g and its potential f satisfy equations (2.1) -(2.4) of Proposition 2.1. By the arguments in Sections 2 and 3, it is enough to show that the sections X = S ⊕T and Y = U ⊕ V ⊕ W defined in Section 3.1 vanish identically on E τ ′ R for R sufficiently large and τ ′ ∈ (0, 1) sufficiently small. To begin, we observe that, from Proposition 3.2, there exists a constant N = N (n, K 0 ) and, for any ǫ > 0, another constant R 9 = R 9 (ǫ, n, K 0 , R 0 ) ≥ R 0 such that
Next, we describe the basic spatial cutoff function we will use in our argument.
Lemma 6.1. Given ρ > 12R 0 and ξ > 4ρ, there exists a smooth function
whose derivatives satisfy
Proof. It is a routine matter to construct such a function in the form
The only potentially nonstandard detail to verify is the two-sided bound on the Laplacian, which may be derived from the identity ∇∇ gc r c = r c g Σ , the uniform equivalence of the metrics g and g c , and the pointwise estimate on |Γ − Γ gc | one obtains from the bounds on ∇ Rc.
From this point onwards, the proof consists of two general steps. First, we apply the PDE and ODE Carleman inequalities of Section 5 to (suitably cut-off versions of) X and Y, and use them to verify that X and Y have quadratic exponential decay in space if they vanish at τ = 0. This ensures the validity of our second step, in which we apply the Carleman estimates in Section 4 to deduce that X and Y vanish identically. 6.1. Exponential Decay. We now proceed with the first of these steps, verifying the following ancillary claim. Claim 6.2. There exist constants s 0 = s 0 (n), C = C(n), N = N (n, K 0 ), and R 10 = R 10 (n, K 0 ) with s 0 ∈ (0, 1] and R 10 ≥ R 0 , such that, for all R ≥ R 10 ,
Cs , for any s ∈ (0, s 0 ] and ρ > 12R. Here A(r 1 , r 2 ) denotes the annular region E r1 \E r2 .
Proof. We follow the broad outline of the proof of Lemma 4 of [28] , making adjustments where necessary to handle the additional error term contributed by the inequality (5.35), the lack of consistent scaling among the components of X and Y, and the somewhat different form of our Carleman estimates. Let R 7 and R 8 be the constants guaranteed by Propositions 5.7 and 5.9 with the choice γ = 1/12. We take s 0 = 1/4 and R 10 = max{R 7 , R 8 } initially, and adjust them as the argument progresses, always assuming R ≥ R 10 . We then let ρ be a positive parameter satisfying ρ ≥ 12R and choose a further large number ξ ≥ 4ρ.
Below, C will denote a series of constants depending only on the parameter n and N a series depending only on n, A 0 and K 0 .
Take ψ ρ,ξ to be the cutoff function guaranteed by Lemma 6.1, and choose a temporal cutoff function ϕ ∈ C ∞ (R, [0, 1]) with ϕ ≡ 1 for τ ≤ 1/6 and ϕ ≡ 0 for τ ≥ 1/5. Then X ρ,ξ ϕψ ρ,ξ X and Y ρ,ξ ϕψ ρ,ξ Y are compactly supported in A(ρ/6, 3ξ) × [0, 1/4). Applying Propositions 5.7 and 5.9, respectively, to the components of X ρ,ξ and Y ρ,ξ , summing the result, and using (6.1), we obtain constants k 0 and N such that
for any a ∈ (0, 1/8) and any k ≥ k 0 . HereĜ 2 =Ĝ 2;a,ρ . Now, by (6.2), for all ǫ > 0, there is R 9 = R 9 (ǫ) such that the pair of inequalities
. Thus if ǫ is taken sufficiently small, and k 1 ≥ k 0 sufficiently large, we may increase R 10 to ensure R 10 ≥ R 9 , assume k ≥ k 1 , and return to the preceding inequality to absorb the terms proportional to |X ρ,ξ |, |∇X ρ,ξ |, and |Y ρ,ξ | on the right into the left-hand side. (Here we also use that σ a ≤ 1.) We obtain the inequality
valid for all k ≥ k 1 and all 0 < a < 1/8. Consider the penultimate term in (6.5). Since ξ ≥ 4ρ, we have r c − ρ ≥ 7ξ/4 on A(2ξ, 3ξ) × [0, 1/5] and thus, for some universal β, we have
where we have used the uniform equivalence of the metrics g(τ ) and g c to estimate the volume. It follows that this term tends to 0 as ξ → ∞. In fact, from (6.1) and the quadratic exponential decay ofĜ 2 we see also that the integrals in the other terms in (6.5) will be finite as ξ → ∞. Therefore, upon sending ξ → ∞ in (6.5), using the monotone convergence theorem, and shrinking the domain of integration on the left side, we obtain
for some universal constant C. The inequality is valid for all k ≥ k 1 and a ∈ (0, 1/8). Now, by (6.1), the first term on the right side of (6.6) can be estimated as
for all k ≥ k 1 and a ∈ (0, 1/8). On the domain of the second term on the right side of (6.6), we have e
, and, by Stirling's formula,
so, invoking (6.1), we can estimate this term as
for a universal constant C and all a ∈ (0, 1/8) and k ≥ k 1 . Returning to (6.6) with these two estimates in hand, we obtain
for all l ≥ 0 and all a ∈ (0, 1/8). Noting that (l + k 1 )! ≤ C k1+l (l!)(k 1 !) and l n/4 e −l/16 ≤ C for some universal C, we can multiply both sides of (6.7) by ρ 2l /((2C) l l!) and sum over all l ≥ 0 to obtain The e 1/16 factor in the denominator of the exponent in the last term on the right is crucial here, as it enables us to achieve a slightly smaller relative value in the denominator of the exponent of the corresponding factor on the left by suitably restricting τ . Specifically, if we write e 1/16 = 1 + 2δ, then
on the same parameters as N ), it follows that there is C = C(n) sufficiently large such that
Ca .
for all 0 < a ≤ 1/C. On the other hand, e −|rc−ρ| Claim 6.3. There exist τ ′ ∈ (0, 1) and R 11 = R 11 (n, K 0 ) such that X ≡ 0 and
Proof. Below, we will continue to use N to denote a series of constants which depend at most on the parameters n, A 0 , K 0 , and R 0 . We first show that the (space-time) L 2 -norms of X and ∇X, weighted by e 
In particular, by the mean value theorem, there is at least one τ * ∈ (0, s 1 ) such that (6.11)
Now we are ready to apply our first Carleman estimate. By (6.2), we can choose R 12 ≥ R 0 to ensure that
(6.12)
Next, as in Section 4, we take
for α ≥ 0 and (x, τ ) ∈ E τ * R0 . Observe that, by (4.13), we have 
, and so, by Proposition 4.9, we have
for all α ≥ 1 where
On the other hand, by (6.12),
for all α ≥ α 4 . Now,
for some constant L ′ = L ′ (α, δ), and since
so, in view of (6.10) and (6.11), sending ξ → ∞ in (6.13), we obtain
But then, for any θ ≥ 1, we have
64θR , while we will have
Choosing θ such that θ 2−δ > R δ , we can send α → ∞ to conclude at last that X and Y must vanish identically on E τ * /2
64θR .
Appendix A. Asymptotically conical metrics
In this appendix, (Σ, g Σ ) and (Σ, gΣ) will denote closed (n − 1)-dimensional Riemannian manifolds and g c andĝ c regular cones on E 0 (0, ∞) × Σ andÊ 0 (0, ∞) ×Σ, respectively. We will denote the associated dilation maps by ρ λ andρ λ and use C E 0 ∪ {O} andĈ Ê 0 ∪ {Ô} to denote the (completed) metric cones with vertices O andÔ and metrics d C and dĈ.
A.1. Some elementary consequences of Definition 1.1.
Lemma A.1. Let (M, g) be a Riemannian manifold, V an end of M , and Φ : E a → V a diffeomorphism for some a > 0. For all k = 0, 1, 2, . . ., define the proposition
Then (a) (AC k ) holds if and only if
for each l = 0, 1, 2, . . . , k. (b) If (AC 0 ) holds, then the metrics Φ * g and g c are uniformly equivalent on E b for any b > a, and, for all ǫ > 0, there exists b > a such that, for
Proof. The proof of (a) is a direct application of the identity
valid for any k, λ ≥ 1, and b > a. The uniform equivalence assertion in (b) follows immediately from (a). To prove the estimate (A.1) in (b), first we invoke (a) to obtain b > a + 1 such that
and so it follows from d gc (x, ∂E b ) = r − b that
Finally, for the curvature estimate in (A.2), fix any b > a and note that, according to (a) and the uniform equivalence of Φ * g and g c in E b , we have
for some K depending on b and the curvature of g Σ . On the other hand, by (A.1), there exists b ′ > 0 (independent of b) such that for any x = (r, σ) ∈ E b ′ , after possibly enlarging K,
Thus, for a still larger K,
completing the proof.
A.2. Reparametrizing an asymptotically conical soliton. In the next lemma, we will show that a shrinking soliton asymptotic to a cone along some end admits a reparametrization on that end in which the level sets of the potential function coincide with those of the radial coordinate. We include the details since the ends we are working on are incomplete (complete with boundary), but we note that there are very precise estimates (see e.g., [15] ) on the growth of f on arbitrary complete shrinking gradient solitons. Given the quadratic decay of the curvature tensor, our situation is actually far simpler, and an elementary argument in the spirit of the first portion of Lemma 1.2 of [45] suffices.
Lemma A.2. Suppose (E R , g, f ) is a shrinking soliton satisfying
for some K, wherer(x) d g (x, ∂E 2R ), and lim ri→∞r (r i , σ i ) → ∞ for all sequences (r i , σ i ) ∈ E R with r i → ∞ as i → ∞. Then there exists S > 0, a closed (n − 1)-dimensional manifoldΣ, and a mapΦ :Ē S → E R , whereĒ S (S, ∞) ×Σ, with the following properties:
(1)Φ is a diffeomorphism onto its image, andΦ(Ē S ) is an end of the closure of E 2R . Here,f f •Φ,ḡ Φ * g, ands(x) dḡ(x, ∂Ē 2S ).
Proof. For any x ∈ E 2R , if γ : [0, l] → E 2R is a unit speed geodesic with γ(0) = x 0 ∈ ∂E 2R , γ(l) = x, and l =r(x) , then γ([0, l]) ⊂ E 2R and, by (1.1) and the assumed quadratic curvature decay, we have
for some constant N ′ depending on K ′ and sup ∂E2R (|f | + |∇f |). In particular, by the second equation in (1.1) (and the boundedness of R), it follows that f is proper and ∇f = 0 on
This diffeomorphism may be taken to satisfy
Observe thatΣ must be connected since we assume Σ to be. For supposeΣ = ∪ m i=1Σ i for disjoint closedΣ i . Equation (A.5) implies that E R ′′ ⊂ U b for some R ′′ > 0, and so ϕ
ThusΣ =Σ i0 and is connected. Note also that E 2R \U b is a closed subset of E 3R/2 \E R ′′ , hence compact. So, taking S 2 √ b, and definingΦ : (S, ∞) ×Σ → E R byΦ(s,σ) ϕ b (s 2 /4,σ), we obtainΦ satisfying (1) and (2) .
For the first inequality in (3), note that, for any x = (s,σ) ∈Ē S , it follows from (A.5) that
for some N depending on N ′ and d g (∂E 2R , ∂U 4b ). The second inequality in (3) follows directly from (A.4) and (A.5) after suitably enlarging N .
A.3. Uniqueness of asymptotically conical models. Next we wish to determine conditions under which the two cones (E 0 , g c ) and (Ê 0 ,ĝ c ) must be isometric if (M, g) is asymptotic to them both along some common end V ⊂ M . We will argue broadly as follows: if g is asymptotic to (E 0 , g c ) and (Ê 0 ,ĝ c ) along V , then g c will be asymptotic toĝ c along some end of E 0 in the sense of Definition 1.1. But then, the asymptotic cones of (C, d C ) and (Ĉ, dĈ) (defined in the pointed Gromov-Hausdorff sense) must be isometric, and these are separately isometric to the original cones. The following lemma gives the precise (and somewhat more general) statement. Now, applying the second assertion of Lemma A.1 (b) to Φ * g c andĝ c for some sufficiently large b 2 , we claim that we have E 4b2 ⊂ V = Φ(Ê a0 ). To see this, observe that, since V is an end of E b0 , V is the unique unbounded connected component of E b0 \ Ω for some compact Ω. Thus, there exists b 2 such that E 4b2 ∩ Ω = ∅, and since E 4b2 is connected and unbounded, we must have E 4b2 ⊂ V .
Next, observe that, by Lemma A.1 (b), for all ǫ > 0, there exists a = a(ǫ) > a 0 such that wheneverx = (r,σ) ∈Ê a , the inequality for some constant C independent of λ, and it follows that r λ (r,σ)/r = d C (Φ λ (r,σ), O)/r converges uniformly to 1 as λ → ∞ onÊ a ′ for any fixed a ′ > 0. In particular, there is a 1 > a 0 and λ 0 > 0 such that Φ λ (r, ·) ∈ Er /2 \ E 2r whenever λ ≥ λ 0 andr ≥ a 1 /λ.
With this and the local uniform convergence of Φ * λ g c toĝ c , we can then find a sequence {λ i } ∞ i=1 such that Φ λi (r, ·) ∈ Er /2 \ E 2r and |dĝ c (x 1 ,x 2 ) − d gc (Φ λi (x 1 ), Φ λi (x 2 ))| ≤ N 0 i onÊ 1/4i \Ê 4i for some N 0 depending only on the diameters of (Σ, g Σ ) and (Σ, gΣ).
We define a sequence of maps F i : (BĈ(Ô, i), dĈ) → (C, d C ) by
Using the F i in conjunction with the convergence of r λi (r,σ) tor and the distance comparison above, the constant sequence {(Ĉ, dĈ,Ô)} ∞ i=1 can be seen to converge to (C, d C , O) in the pointed Gromov-Hausdorff sense, and it follows (see, e.g, Theorem 8.1.7 in [8] ) that there exists a pointed isometry ϕ : (Ĉ, dĈ,Ô) → (C, d C , O). The classical theorem of Calabi-Hartman [9] then gives that the restriction of ϕ toÊ 0 must in fact be a smooth isometry between (Ê 0 ,ĝ c ) and (E 0 , g c ).
Appendix B. Existence of rotationally symmetric shrinking ends
In this appendix, we construct (incomplete) rotationally symmetric gradient Ricci solitons on topological half-cylinders asymptotic to prescribed rotationally symmetric cones. Our construction is based on the analysis of a system of ODE which has been carefully treated, particularly in the steady and expanding cases, in the unpublished notes [7] of Bryant; the argument we present below is heavily indebted to that reference.
Let g S n−1 be the standard round metric on the sphere S n−1 of constant sectional curvature 1 and, for 0 < R < R, consider the warped product metric g = dr 2 + a(r) 2 g S n−1 on the annulus A(R, R) (R, R) × S n−1 . The Ricci curvature tensor of g is given by
Rc(g) = −(n − 1) a ′′ a dr 2 + (n − 2) − aa ′′ − (n − 2)(a ′ ) 2 g S n−1 , and the hessian of an arbitrary radial function f = f (r) relative to g has the form
where the prime denotes differentiation with respect to r, Thus, (A(R, R), g, f ) satisfies (1.1) if and only if a and f satisfy the system 2f ′′ = 1 + 2(n − 1)
with a(r) > 0 for r ∈ (R, R). Given α ∈ (0, 1) ∪ (1, ∞), we seek to find solutions of the system (B.1) with R > 0 and R = ∞ that satisfy a(r) > 0 and the asymptotic conditions (B.2) a(r) r → √ α, and 4f (r) r 2 → 1 as r → ∞. We will be working exclusively in the region where a ′ > 0, and there (following [7] ) it is convenient to change the radial coordinate from r to a(r). In terms of a, g assumes the form g = da Remark B.2. The case n = 2 was proven in Section 5 of [47] ; see also [4] .
Proof. Through the rest of the proof, we fix α ∈ (0, 1) ∪ (1, ∞) and suppose n ≥ 3. Our strategy is to seek to obtain solutions of (B.4) with the desired asymptotic behavior as limits of sequences of solutions to (B.4) on finite intervals satisfying appropriate initial conditions. Given S 0 > 1, the local theory of ODE implies that there is S 1 ∈ [0, S 0 ) and a unique solution, w S0 (s), of (B.4) on (S 1 , S 0 ] with initial conditions w S0 (S 0 ) = α and w ′ S0 (S 0 ) = 0, such that (S 1 , S 0 ] is the maximal subinterval of (0, S 0 ] on which w S0 exists and is positive. Note that, if 0 < α < 1, w ′′ S0 (S 0 ) < 0 by (B.4) so w S0 is increasing in some interval (S 0 − δ, S 0 ). Moreover, by the strong maximum principle, there are no local minimum points in the strip {0 < w S0 (s) < 1, s > 0}. Thus w S0 is increasing in the interval (S 1 , S 0 ) for α ∈ (0, 1). A similar argument gives that w S0 is decreasing in the interval (S 1 , S 0 ) for α ∈ (1, ∞).
Next we define S 2 inf{s ∈ (S 1 , S 0 ) : α/2 ≤ w S0 (s) ≤ 2α}. It follows from the monotonicity of w S0 that α/2 ≤ w S0 (s) ≤ 2α for S 2 < s ≤ S 0 , and so the equation Furthermore, we may obtain a uniform upper bound for S 2 independent of S 0 : if S 2 ≥ 4(n − 2), integrating (B.6) from S 2 to S 0 implies that
