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INTRODUCCION
El disefio de un programa que resuelva un cierto problema, para 
una maquina matematica o real, lleva asociado el problema de su co 
rreccidn. La verificacidn de un programa es un problema complejo en 
ciertos casos, y que, en general, se resuelve mas por la intuicion 
y el "convencimiento" del dise&ador, que usando un metodo general y 
adecuado.
El use de la logica en este problema es una vieja idea ya expre- 
sada por Turing (44) y McCarthy ( 30), cuyos primeros trabajos se de- 
ben a Naur (32) y Floyd (14 ) y que ya fueron formalizados por Hoare 
(22) y Dijkstra (10). Surgen asi las logicas de la programacion. Pr£ 
bablemente la logica de Hoare es el formalisme mas popular para pro­
bar la correccion parcial de programas, aunque se ha establecido su 
incompletitud.
Una précisa formulae ion de un sistema logico de razonamiento 
acerca de programas fue dada por Pratt (36), basandose en la logica 
modal y en los trabajos de Engeler (12) y Salvicki (39), y posterior 
mente desarrollada por Harel (18) y otros, y se le conoce por el nom 
bre de Logica Dinamica. Basicamente los programas se integran en un 
lenguaje de aserciones y se tratan como operadores modales en la ca­
tégorie de las formulas, que expresan propiedades de los programas.
Para la logica dinamica solo se consiguen teoremas de completi­
tud con ca"iculos infinitarios a causa del operador de iteracion* .
6Desde el pimto de yista de la implementacion de sistenas de ayuda a 
la verificacion estos calculos son poco utiles.
/ / /
Dentro de la logica dinamica solo es posible obtener calculos H
nitarios completos para ciertas estructuras. El teorema de completi­
tud de Harel (18) demuestra la completitud de un calculo finitario 
en estructuras aritmeticas (estructuras que contienen a los numéros 
naturales). Los numéros naturales y sus operaciones son utilizados 
para "contar" el numéro de iteraciones de un programa. Este teorema 
generalize el conocido teorema de completitud de Cook para la logica 
de Hoare sobre estructuras expresivas.
En todo caso este resultado presents el inconveniente de necesi- 
tar como axiomas toda la estructura de primer orden de la estructura 
con la que se trabaje, y estas teorias son altamente indecidibles.
Con el fin de evitar estos problemas algunos autores ban propues 
to alterar la semantica de los programas. Estas semantics "no stan­
dard" afectan a la iteracion. Si admitimos modèles no standard de la 
teoria de numéros se pueden obtener iteraciones, finitas en nuestras 
estructuras, pero que son intuitivamente infinitas.
Hajek (17), con estas ideas, enuncicT y probo un teorema de com­
pletitud semejante al de Harel sobre modelos de la aritmetica de Pea 
no. La logica résultante es recursivamente axiomatizable.
Aunando estas ideas con otras de la logica temporal de programas, 
Andréka, Nemeti,y Sain desarrollaron independientemente la Logica 
Dinamica No Standard. Las estructuras con las que trabaja son de très 
generos e incluyen, ademas de la estructura de datos (objetos que ma­
ne jan los programas) una estructura temporal (los distintos instantes 
de la ejecûcion de un programa) y un conjunto de sucesiones (de es- 
tados de computo a lo largo del tiempo).
/ / /
A esta logica se la puede dotar de un calculo completo. Ademas
de ofrecer un formalisme adecuado para razonar acerca de propiedades
de programas esta logica puede emplearse para investigar las relacio-
nes entre otras logicas de programas.
Otro ejemplo de una logica que usa semantica no standard es la 
lojgica de primer orden de Cartwright ( 6 ) para programas recursivos. 
Las ideas no standard y en particular la nocion de minimo punto fijo 
definible, permiten concilier la semantica de punto fijo y la logica 
de primer orden, pese a las conocidas criticas de Hitchock y Park(2l).
Estas logicas permiten concluir que la semantica no standard es 
la que se corresponde adecuadamente con el empleo de formalismes de 
primer orden para derivar propiedades de programas.
/ /
Dada la importances y el interes de la programacion logica en los
/ / 
ultimos afios hemos desarrollado en el présente trabajo una logfica no
standard para el razonamiento acerca de propiedades de programas log^
8cos que amplian los conocidos programas de Horn sobre interpretacio- 
nes de Herbrand.
/ / /
Esta logica toma ideas de los trabajos de Andreka, Nemeti y Satn
usando sus estructuras de très generos (las sucesiones codifican ca­
denas de formulas que representan deduceiones, que se pueden imagi-
y / .
nar como computes de programas logicos) y de los de Cartwright en lo 
referente a minimos puntos fijos definibles.
r /
Se prueba que esta logica es compléta, y que permite simular los
t '
programas de la logica dinamica y los programas recursivos. Ademas 
los programas logicos pueden considerarse como conjunto de formulas 
de primer orden lo que les da una semantica declarativa natural, he- 
redada de la logica. Estos resultados generalizan los obtenidos por 
van Emdem - Kowalski (il) y Apt - van Emdem (3) para programas de 
Horn e interpretaciones de Herbrand.
El trabajo esta organizado como sigue:
En el capitulo 1 se présenta la Logica Dinamica y se prueba un 
teorema de completitud para un calculo infinitario (con una demostra 
cion propia basada en la idea de Schmitt (40) de sumergir la logica 
dinamica en la logica L^^ ^  ) y el teorema de completitud de Harel 
para estructuras aritmeticas.
/ / •
El capitulo 2 se ocupa de algunas logicas de la programacion con
/  / 
semantica no standard, investigadas en los ultimos afios por varios
9
autores. Se estudiara la logica dinamica no standard de Andreka, N_e 
meti y Sain en particular el calculo completo y la caracterizacion 
dentro de esta logica del calculo de Harel para logica dinamica (e^ 
ta demostracion desarrolla el brevisimo esquema de la prueba que
ofrece Sain en (38)).
/
Tambien se présenta la logica de primer orden para programas re­
cursivos de Catvright adaptada a nuestro contexto, consiguiendo asi 
una simplificacion en la exposicion y facilidad en el trabajo.
En el capitulo 3 presentamos nuestra logica no standard para pr£
/ y /
gramas logicos. Este capitulo es el nucleo del trabajo, aunque los
y /
capitulos anteriores sirven para ver los antecedentes historicos de 
lo trabajado en el tema y detallar los estudios en los que nos basa- 
mos. Demostramos los resultados antes mencionados: Existencia de un 
calculo finitario completo y equivalencia entre très caracterizacio- 
nes semanticas, empleando las ideas de estructura admisible y de mi­
nimo punto fijo definible.
La ultima seccion es de caracter mas aplicado. En ella présentai
mos la metodologia propuesta por Clark y TGrnlud ( 7 ) para la espe-
/ / X
cificacion, disefio y verificacion de programas logicos, y mostrare- 
mos por medio de ejemplos que las pruebas de correccion de programas 
empleadas por estos autores pueden ser formalizadas en el marco de 
nuestra logica.
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CAHTULO 1: LOGICA DINAMICA STANDARD PARA PROGRAMAS REGULARES.
1.1- Introduccion. Antecedentes historicos.
La idgica dinamica es una formulacidn précisa de un sistema idgi- 
co de razonamiento acerca de programas. Fue enunciada por Pratt(36), 
basaadose en la idgica modal. Esta emparentada con la idgica de pro- 
granas de Salvicki (39) y fue posteriormente desarrollada por Harel(l8i). 
Su iiea es integrar los programas en un lenguaje de aserciones, tra- 
tand) los programas como operadores modales en la categoria de las for 
mules, las cuales expresan propiedades de los programas.
El trabajo, ya clasico, de Fischer y Ladner (13) sobre logica di- 
nami:a proposicional, fue punto de partida para los estudios en esta 
logi:a, proseguidos por otros investigadores(cfr. (34) y (19)).
La logica dinamica proposicional PDL mantiene con la logica dina­
mica de primer orden DL la misma relacion que el calculo proposicional 
tien; con la Idgica de primer orden. El problema de validez de PDL es 
decilible, mientras que el de DL es , por lo que no es recursivamen 
te aiiomatizable.
La idgica dinamica de primer orden DL es definida en 1.2 y su ca- 
pacilad de expresion es discutida en 1.3.
Debido al operador de iteracion * se requieren calculos infinita-
/ /
rios para obtener teoremas de completitud para esta logica. Un calcu—
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lo infinitario IDL (propuesto por Harel en (l8)) es presentado en 1.4, 
y demostrada su completitud mediante una inmersidn de DL eù la logica 
(segun idea de Schmitt en (40)).
Desde el punto de vista de la implementacidn de estos sistemas pa 
ra ayuda a la verificacion son deseables, sin embargo, calculos efec- 
tivos y finitarios.
Estos teoremas de completitud con calculos finitarios solo son 
conseguidos en forma relative, es decir, para ciertas estructuras. El 
teorema de completitud aritmetica de Harel ( (l8)) prueba la com­
pletitud en estructuras aritmeticas (definidas en 1.5) del calculo P. 
Este calculo y el teorema y su demostracion pueden encontrarse en 1.8, 
asi como sus relaciones con el conocido teorema de completitud relati­
ve de Cook para la logica de Hoare (cfr. (22) y ( 9)).
Sin embargo, estos resultados siguen presentando el inconvenien­
te de que la teoria de primer orden de una estructura aritmetica es 
altamente indecidible. En capitulos posteriores mostraremos que es po­
sible dotar a la logica dinamica de un calculo finitario completo, si 
bien a costa de alterar la semantica de los programas.
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1.2.- Definicion de DL.
DL es la Idgica dinamica de primer orden para programas regulares.
Sintaxis de DL:
Trabajaremos con un tipo de similaridad dado d (llamado tipo de 
similaridad de los datos) que incluye una serie de simbolos de funcidn 
f^^^y de simbolos de predicado entre los que suponemos se haya
la igualdad
Se definen recursivamente los termines de tipo d TS^, las formu­
las de primer orden de tipo d:FS^, los programas regulares de tipo d 
PS^ y las formulas dinamicas de tipo d:DFS^.
Definicion 1.2.1: TS^, FS^, PS^, DFS^
TS^
c f d (c constante) = >  c e TS^
X e V(conjunto de variables del lenguaje) xe TS,
n » ..... e TS
^(n)  ^ ^ y  ^ f (  Tj,...... .. )  ^ TS,
true. false FS
-r , cr € TS^ => r  = a- e FS^
e d
1 »..... « ^ n ^
P( ......   ) f PS,
d
, Ÿ  e F S ^ , X 6 V =» -ly, (f A f ), axf ( FS^
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ps^ y DPS^
X t V y c TS^ s >  (x: = T ) e PS^
o:,^ £ PS^ e> ( a ; f  ), ( *  u A ), (<t* ) f PS^
# 6 DPS^ s >  c PS^
f  € FS^ y € DFS^
(p, f  € DFS^, X 6 V, (X £ PS^ = >  if , ( y  A ^  ), 3 x ?  , <«> f» e DFS^
Abreviaturas:
f V n( if A 11^ )
Vx y = 1 3 X ly
[q(] f = K c O i f
Observacion: Los programas PS^ son programas no deterministas• ( oC ; ^ ) 
corresponde a la idea de concatenacion de programas, ( à: u fi ) supone 
la ejecucion de a o fi de forma no determinista, supone una pre-
gunta: si la formula if es cierta el programa continua, si no el progra 
ma fa11a, d *  es la iteracion no determinista del programa oL .
La formula <o^> P se lee " es posible despues de ejecutar cC 
que se cumpla ^ " y por dualidad [oc] p signifies " despues de eje­
cutar oc, necesariamente se cumple P
/
Esta idea intuitiva es lo que express la semantics de programas 




STR^es la clase de las estructuras de tipo de similaridad d
3 ) = ( D , ( f  ( a* ( ^ )p « d )
con f ®  : d“ — V D si f= f
P ®  ! dP {0,1} si P es p(")
La idea es que 3) es el tipo de datos o la estructura de datos.
Definicion 1.2.3.- Estados sobre 3): V«|^
D^ es el conjunto de estados sobre 3) . Llamamos a los esta­
dos sobre 3) (V^ = D^) y los elementos s,t,r... € son aplica-
ciones que asignan valores en D a las variables,
Por induccion definiremos simultaneamente , el significado de 
y en 3) , y qf ®  , significado de of en 3) .
Vj — a [0,1] y £ DFS^
— » (Ofl) <t€PS d
y, por convenio escribiremos
î ) n == f <=*> y®(s)=i
s t *=» «®(s,t)=l
Definicion 1.2.4.- Semantica de formulas y programas de DL
3) T = o  4=> T^(s)= tr®(s)g
( T^(s) se define de la manera habituai en logica de primer orden) 
S) f== P( T^) 4=» P ®  ( Tj^(s),.....,
3) ^  true , 3) Vh falses s
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3) -ly 4— >3))=^ f
3) ( f A  TK ) < = > 3 ) h = = f  y 3 ) h ^  P
3) #= 3x y -e=> existe a e D tal que 3) \ =  £a/x”! ^
3) t=^  <«> y <= >  existe t f Vjp tal que s q ^ t y 3)|=^ ^
8 (x: = T ) ^ t  <=^ t=s[r^^(s)/x]
s y ? ^ t  4=^ 3) #= y y t=s
q\ ID ID
s ( a ; ) t <=:=> existe r e tal que s oi r f i t
s ( of u ^ t <c=> s a ® t  o
s(rt* ) ^ t  <— => existen s=rQ, r^,...,r^=t tal que t t t  ^
(n >0)
Definicion 1.2.5
es satisfactible sobre 3) : S a t ^ y  4=*-
existe s c tal que 3) ^
es satisfactible ; Sat f Sat® f para a 1 gun 9)
(f es valida en 3) î ^ <=a 3) l=g= f para todo s e
y es valida : )= f 4==^ para cualquier 9) • 3 ) ^ =  P
y es consecuencia de f  : f )= p4=a para cualquier 3)
( 3 ) i = «  =a 3)f=y )
16
1,3.- Capacidad de expresion de DL.
Tomemos d= ( 0, suc, +, *,^)y
n  =( N, 0^, suc^, ^ )
el tipo de similaridad de la aritmetica y el modelo standar de la 
aritmetica.
Usaremos libremente simbolos para funciones y relaciones defi­
nibles, como > (relacion inversa de <), m.c.d. (maximo comun divi­
sor), etc.
Las siguientes formulas dinamicas son validas en X l 
<(x:=x-l) > x=0 Todo numéro es standar
y >0 y<V=0?>true Todo numéro es positive o 0
(u=x A A x y > 0)— <(u^?; ( (u >v?;u:=u-v) u (v > u?;v:=v-u) ) ) *;
u=v?> u=m.c.d.(x,y)
Correccion total de un programa que calcula el m.c.d. de dos numéros 
Este programa es el habituai:
Vhile Uj4v ^
if u > V then u:=u-v
else V :=v-u f^ od
Mas en general, las construcciones ^  y while pueden expresarse 
en el lenguaje de los programas regulares como sigue: 
if f (x) then se expresa (( f(x)?; et ) u ( if(x)?;^))
else f i £i 
suponiendo od y ^ ya traducidos.
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Vhile (x) do od se expresa ( ( f { x ) ? ; o t )  ; -if(x)?)
suponiendo cl ya traducido.
Las siguientes formulas dinamicas son ejemplos de formulas validas: 
[(x==u A y=v)?; (u:s=f (u) u v:=f (v) ) ] (x=u v y=v)
Una de las dos alternativas de u no es ejecutada.
x=y ► [(x:=f(f(x)))* J <(y:=f(y))*>
El proceso de iterar fof es un caso particular del proceso de 
iterar f.
x=y— ► [(x:=f(x))*] ( y — ► (x=y v  <y:=f (y) ; (y: =f (y))* > jO [y/x] )
con y no libre en p
Si x=y inicialmente y si la iteracion de f dota a x de la propie- 
dad y el proceso puede repetirse para y.
Algunas proposiciones acerca del comportamiento de programas que 
se pueden expresar en DL son:
. Correccion parcial de oc con respecto a y , ÿ : f —
• Correccion total débil de a con respecto a, f  , Ÿ : y — V'
• Correccion total fuerte de a con respecto a P , f : P ^ A <  «r> ÿr)
• El programa oC es determinista
V u  (< a >  x=u — ► [ a  j x=u ) con x todas las variables 
de ûf y u dis junto de x.
• Los programas ci y son équivalentes (en cuanto a posibles resul­
tados de computes convergentes)
V u ( < «f> X = u 4—^ < /8 > X = u ) con X todas las varia-
18
bles de c( y ^  y u dis junto de x.
Observacion; Para evitar problemas con la nocion de variable li­
bre en una formula dinamica 9 vamos a adoptar una idea propuesta por
Harel (l8). Para un programa a que use variables y=y^ ..... ,y^ y i f
una formula de DPS^ solo aceptamos < y:=x ; or ; x:=y > Ÿ  tal que en V
no aparecen y ^  .... ,y^ y en cf no aparecen x^ ......  x^, como posibili-
dad de generar una nueva fo^rmula de DFS^ usando < > .
Es decir, restringimos < gf> y  de manera que las variables de 
entrada/salida x de of no se puedan utilizer en la ejecucion de of y 
las variables de trabajo y no aparezcan en la formula y  .
y := X es una abreviatura de y^:=x^;.... ;y^:=x^
Para simplificar la notacion seguiremos escribiendo < of >y
Con esto, una aparicion de una variable z en una f o r m u l a Y  ^  DFS^
se llama ligada si aparece:
( i ) dentro de una subformula de la forma 3 z
(ii) dentro de una subformula de la forma . ;z:=x;, . ; oC;.. ;x:=z;. .>=Y
(iii) dentro de una subformula de la forma
< . . ;y:=z;..; of ;..;z:=y;,.> considerando no ligada la aparicion
en y: =*
Toda aparicion de una variable que no es ligada se llama libre. 
Para (t un te^mino, x una variable y DFS^ obtenemos Yjj^/x] sustitu- 
yendo todas las apariciones libre# de x en Y  por el termine . Solo permi 
timos esta operacion si ninguna variable de C queda ligada en 'V[^/x]«
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Le ma 1.3.1.- ( Lema de suititucion )
Para cualquier 3) fSTR^, *f V* , feDPS^, «r e TS^
®  ^  (.)a>Aj'’
Demostracion;
Por 'induccion sobre la estructura de la formula f
P f PS^ es conocido.
y = Tf Por hipotesis de induccion 3) 1=^ ^ [®’/z] 4=^ 3)|=^ C*)® /z]^
e iqmediatamente se concluye 3) ) =  f[*/z] <=^ 3) (s)® / z l ^
y =  y  A % Como y A aplicando la hipote­
sis de induccion obtenemos el resultado.
= 3 % y
Si z = X = y y el resultado es inmediato
Si z ^ X aplicamos la hipotesis de induccion a Y  y tenemos 
el lema
y = < y:=x; c< ;x:=y >y y = var( a i) = y^,... ,y^ no aparecen en # ,
X = x^,...x^ no aparecen en of
Si z no esta en x ni en y =< y : =x ; of ; x : -y > y[^/z] y
por hipotesis de induccion 3) )=== y[o/z] <=> 3)|==j^^^j3)
® l = ^  y:=x; of ;x:=y > 4=^ existe te V* s (y ; =x; ;x : =y) ^ t  y
•D }=^ 4= >  (z no aparece en x ni en y e hipotesis de induccion)
s [c^(s) ^ /z] (y:=x; of ;x:=y)^ t [<r (s) ®/z] y 4=^
Si z = y ^  y [°"/z] = y y el resultado es inmediato pues z no apa-
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rece en y
Si z€x podemos suponer % = x^
f =< yi:=«';y2'=*25**»yn‘“*n'*^ ;*:=ÿ > T ’
3) f [""/z] t t w, »(yi!= <z »y^:=* ; «f ;xî=^) t
y ®l=x '*  ^ » [f (»)^ /yJ(y2:=Zg;.. ;yg:=Xg: t y
®  1^ T  s [ »(z)®/z](yj:=Xj^;..;yj^:=x^; «:;x:=ÿ)®t y ®
Lema 1.3.2.-
Para cualquier a, c PS^, Ÿ  $ ^   ^DFS^
(») ^  ( < x : = T » — ♦  )
(b) N = ( < X ? > y  . w  ( X A Ÿ  ))
(c) M= ( < <a><^> V  )
(d) N (  < a U  ^ > ^  ^  <«>-)>• V  <P>f )
Demostracion:
Sea s V ^
(a) 3)$== < x:=r>if existe t € s(x; = t )^t y 3))^= V"
t=8 [t  (s)®/x] y 3) ^  y
® » r i T  (»)®/x]’^
por el lema 1.3.1 3)|== T^[^/x]
 ^ 3)|^ < X? > "p existe tcVj) s( %?) t y 3)^1*^
<==> s=t,3))^ .V y 3 ) ^  >■
3))^ %  A ÿ
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3)
(c ) 3)^^ < a  ; P >  i f 4=^  existe t f s ( o ; jg ) t y A =
existen t,r c s a®rj5®t y 9)f= 
existe r c Vj) s a®r y 3)|== <^>
3)>== < cK></i> f
(d) 3)#= < oc ü 4 = ^  existe t<Vg)s(<rU|^ )^t y ®  )= y
4 = ^  existe t c V® (s a^t y 3)f= ^  o s ^ ® t  y 3)^^4K ) 
4==4> 3)):p<ùf>Ÿ o 3)^^<yS > Ÿ
4 =^ 3)»=< ûc>t V < ^  > t
22
1.4.- Axiomatizacion infinitaria para DL. El calculo IDL. Teorema de 
completitud.
Un calculo completo para DL fue propuesto por Mirkovska (31) y 
estructurado por Harel (l8). Se basa en las ideas de los calculos 
para PDL y la logica de primer orden, con una regia infinitaria (oo ).
Definicion 1.4.1.- Calculo infinitario IDL para DL 
Axiomas
(T3) Todas las instancies de tautologies del calculo proposicional 
y axiomas para el 3 y la igualdad, résultantes de sustituir consis- 
tentemente variables proposicionales o formulas por formulas de DFS^
(:=) < x : = T > p  *-*■ p[T/x]
(?) <X?> f ^  X  A f
( u )  <«-u "W. <*> f v<f> y
(;) <* ; •*-*■ < o c X ^ > f
( * )  <ce* )
R e g l ^
(MP) » , f — », f
(13) f[w/x]
V variable o constante
3 x  — »
(Gl) f f
23
(G2) Y — 4. Y
3x Y — ► 3 x V
( 00 ) { f — Y  } n (N
*
f — ►  [or
En (Ta) hay axiomas como las leyes de Morgan, axiomas para cuan- 
tificadores como f^[^/x] — >  3 x  p , axiomas para = como x=x 
x=y A y — > f[y/x] ( P atomica o negacion de atomica)
La aplicacion de la régla (la) solo esta permitida si se cumple 
una condicion critica: la premise de la régla debe haberse derivado 
de un conjunto ÿ  tal que v no aparezca (o no aparezca libre si es
una variable) en ÿ ni en la conclusion de la régla.
Definicion 1.4.2.- Derivabilidad en IDL :
ÿ f  significa que existe una demostracion formai de ^ a
partir de ÿ en . Esta es un arbol con formulas en los nodos
que cumple:
(a) p esta en la raiz
(b) la formula de cada nodo y  es un axioma de IDL o una hipotesis 
tomada de ÿ , o el resultado de aplicar una régla de IDL al conjunto 
de formulas de los hijos del nodo, tomadas como premisas.
(c) si un nodo / con formula 3 x f — ^ y résulta de aplicar (13) a la 
formula f [w/x] — ». V  del unico hijo y  * de y , entonces v no apa­
rece (no aparece libre si es una variable) en 3 x ^  » y  ni en nin-
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guna de las formulas de ^ ’ o de les descendientes de /' que hayan
side introducidas en la demostracion come hipotesis de f
Teorema 1.4.1.- Correccion de
Para cualquier $ Ç DFS^, ^ c DFS^
$  i~-—  ^ = >  $  M= (P
Demostracion:
Basta comprobar que los axiomas son valides en cualquier estruc-
tura 3) y para las reglam si las premisas son validas en S) ( 3) $ )
lo es tambien la conclusion.
La correccion de (:=), (?), (;) y ( U ) se pueden encontrar en el 
lema 1.2.2.
Correccion de (* )
3) 1= ( y V < > y )
4r^) Sea s <
3 ) k = = ( ^ existen s=r , . . .,r c %Ltal que r et® r, •.. • flC® r ' 6 o n ^ o -i n
y 3)t= f
n
Si n=0 3 ^ 1 = ^
Si n >0 =$► >Ÿ y . . * r ^  =$> ® t =
Luego 3) P 
" ^ ) Sea 8 c Vg)
Si 3 ) ^  f =as^ existe r^= s tal que 3)^= f 3)lj<a?
Si existe tal que s sC ^ T j^ y 3) #=
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existen con s ... a ®  r y 3) f= #1 D 1 n r ’n
J )  >y
Correccion de (Gl)
Sean f , "ÿ" formulas de DFS^ y eC e PS^ y 3) estructura con 
3)f= f — V *V» entonces 3)f=<(X> if — ^ Ÿ
Sea S€ V#
3) y = >  existe te con s a ® t  y 3) ^  f
S X
Como 3)^f^ ——^ tenemos 3) Ÿ =*^ 3)^ ^
Correccion de (co)
Si para todo n c N  3) N  f 3 ) ^ ^  — ^[ct 2Ÿ^
Sea 8 c ; para todo n el* se tendra
3) f — ^ y supongamos 3) f
4)
Sea tc Vg> con a ùL t =-> existen r^= s .....,r^= te tal que
r o ® r . û ®  ... a ®  r s a*^  to 1 n
Como 3)&= ^  3 ) ^  E oc =>- (s t ) 3)s s X
ÎDÇt«t*
Correccion de (13)
La correccion de (13) se enuncia:
V no aparece (no aparece libre) en $ ni en 3% ^  ^ ÿ'
y[v/x] — y  Ÿ  =s=y $t=3x y ÿ
y se comprueba usando el lema de sustitucion.
El resto de axiomas y reglas son claramente valides.
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Lema 1.4.1.- Axiomas y reglas duales del calculo IDL 
Axiomas duales de IPL
(: = ') [x:= %] Y  ^[^/x]
(?•) [%?] Y ^  { X — » <e )
(u*) [ V  Y A  )
( ; ’ ) P]Y [a][ fly
{ * ' ) [of ] Y  — ^ [ or Y para cualquier n cN
Réglas duales de IDL
(Gl' ) If — ► r
— » [ * ] Y  
(02' ) <p— » y
Vx (f — ». V X Y
(IV) V — » v[Vxj
V — .. Vx V
( 00' ) < « “ > (f — » Y  n c N
f
Demostracion; Derivacion de estas reglas en IDL: 
(:=')
(:=) : = T)> -I Y n
(T3) /x] -i<x:=T>ny
(T3) tp[T/x] [x: = T] Y




(Gl) <<»>TV — *.<«> T f
(T3) -,<»> i f — ►n<'a>TV
(i®L — »[»] Y
(G2*), (IV), (00') se demuestran analogamente. Para aplicar (IV) se 
necesita la misma condicion vista para (I3)
( *')
Analogamente a lo anterior se puede probar
(1)
Por induccion sobre n 
n=o = P
(T3) k *  ] f * - * .  Y  „  [K][<X*]f  (1)
(T3) [« * ]f — <► t
n+1 supuesto para n
Por hipotesis j ^ Icx*^ ] Y
(Gl') JY — *■ [%][**]?
(T3) A [«][«.*J Y  )— * [a] [ * * ] ?
(1), (MP) [(X* [ « K o ( “]'f
(T3),(MP),(;‘)>i2i [Ok * ] Y — * Y
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El calculo es complete para DL. Para probarlo traducire-
mos DL a un fragmente de la logica (Lco^uj y aplicaremos el teo­
rema de existencia de modèles (cfr. (26)).
Para simplificar llamaremos Lw^w a (Lwiuu )^ ( que es la logica 
infinitaria Luo^co para los simbolos de d).
En este desarrollo no conviene tratar las abreviaturas dadas (V , 
V ,I ]) como negaciones, sino como casos distinguidos. Âsi lo ha- 
remos.
Definicinn 1.4.3.- Complejidad de programas y formulas de DL
Definimos una funcion de complejidad de programas y formulas: c 
que toma ordinales como valores. 
c (x: = t ) = 1
c ( of ; /S ) = c( a ) + c( # ) + 2 
c ( «C U /»> ) = max |c(oc), c(/i)j 4- 1
c ( (\^ ) = c ( a )  + U) 
c ( ? ) = c ( f ) + 1
c( Y) = 0 si Y de primer orden libre de cuantificadores
c ( ^ v Y )  = c ( ^ A Y  ) = max ^ c('Y), c ( "4» ) j + 1
c( V x ^  ) = c( 3x Y) = c ( % )  + 1
c ( ["( ] Y ) = c ( < > Y ) = c ( ) 4" c ( ^ ) + 1
C ( 1 ^  ) = c ( ^ )  4- 1 salve en los casos anteriores.
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Lema 1.4.2.-
Existe una traduccion V  de formulas de DL a formulas de Lcu, 
tal que para cualquier estructura 2) y estado s « Vg)
Dt~
Demostracion:
Se define la traduccion
V Y ) = f si Y es de primer orden
V ^ A V ) = v( Y) >\ y( Y )
V V T  ) = V( Y ) V v( Y )
V 3x  Y) = 3X V( Y)
y Vx Y) = V X ÿ { Y )
V < X : = r  > ^ ) = V( Y [ V x ]  )
V Lx :=  r ]  Y ) = V( Y [ V x ]  )
V < * ; & > Y ) = V'( «x></i> Y )
V ) = V( B x ] [  f ]  Y )
V <0( U /3>Y) = y ( < « >  Y ) V y( <A> Y )
V l« u/3] Y ) = y (  t « 3  Y ) A V( t/JJ Y )
V (%?) ) = X ) A V (Y  )
V Ü ? ]  Y ) = 1?( X ) — *  V ( Y  )
V * >\p ) V  ,n>0 ; (  <o(“ > Y  )
V t «  * ) = V( C « ° 3 Y  )
V 1 ^  = •> 1;  ( Y ) salvo en los casos
La demoâtraciôn del lema es ahora inmediata por induccion sobre la 
complejidad c (Y )
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La traduccion y no se comporta todo lo bien que fuera deseable. 
Por ejemplo, V ( Y )  puede ser de la forma v , mientras Y no
es una disyuncion ( si Y es <x:= T> v ^ 2) ®
Esto complica las demostraciones por induccion sobre la complejidad.
Para evitar esto se utilisa una tecnica propuesta por Keisler 
en (26), definiendo .
Y*i es una formula équivalente a 1 Y pero introduciendo la nega 
cion hasta que solo afecte a formulas atomicas y eliminando las apari- 
clones de negaciones consecutivas.
Definicion 1.4.4.-
Para <€ e DPS^ o t (Lcu^cv
= l 'Ç si es atomica 
A ^ ) T = V y-i
= 'Çn A "Yi
3 x Y ) i  = V x Y i  
Vx Y )T  = 3x
<*>  ^  )i = [*]
)i = <«<> Y-«
d C b = n Y o f n ' '
nVo Y n ^ Y n "*
1 Y ) = Y salvo en los casos anteriores
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Lema 1.4.3
Para cualquier Y t DPS^ I^DL Y *e—
Demostracion;
Inmediata usando (T3), (Gl), (G2) y las définieiones de ^  y  ^ 3 .
Lema 1.4.4.—
Para cu a lq u ie r  foVmula * DFS^
(a )  V ( ) = V ( 'f ) 1
(b )  ( Y L V x ]  ) = y ( Y )  [ V x ]
Demostracion;
Inmediata de las definiciones de V y ^i , por induccion sobre 
la complejidad c ( Y ).
Notaciones;
C dénota un conjunto infinite numerable de constantes que no apa- 
recen en d
d = d o C
L U>1 U> = ( L LU» (JU ) ^
L u>i u> (c) = (L LU )^
DFS(C) = DFSj
Con^^^( ) indica que false
<con 4>SDPS(C), DFS(C)) y Con^®^( ) ti.n.n sig-
nificados analogos permitiendo si^mbolos de d (ver definicion 1.4.2)
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Lema 1.4.5.-
Para cualquier t DPS(C ) se verifica
(i) V ( Y ) = K. atofflica o atomica negada = >  Y
(ii) V( Y ) = -it = >  existe YeDFS(C) tal que
VCvf) = y V*-» If
(iii) V ( Y )  = % A = >  existen DPS(C) tal que
V( Yj) = TC^, V( fg) = % 2 y ^  ( Yi Af;) Y
(iv) V ( Y )  = V existen Y ^ , Y  ^  ^ DPS( C ) tal que
y ( Y i )  = Xj, v( Yg) = y ’W '  ( V Yg) <-+ Y
(v) V(S?) = =>• existe [« * J “V  e d p S(C) tal que
v( ) = V  ^  para cualquier n e H y t<x* J V  Y*
(vi) y ( Y )  = 2^0 ^ n  existe <« * > H' « DPS(C) tal que
V ( <0<**>''P) = %  ^  para cualquier n eN ÿ <ix * > "'P ^
(vii) V( Y) = 3x t  ==> existe 3xVeDFS(C) talque
V ( t )  = X  y , 1 ^  3x-Y- ^
(viii) V ( Y ) = V x t  =*=y existe Vx'YcDFS(C) talque 
y C v ) = ' X  y V x Y
Demostracion;
Se procédé en las ocho partes por induccion sobre c ( Y )  
(i) V ( Y ) = t atomica o atomica negada 
c( Y ) = 0  =?> Y ®s de primer orden y V ( Y )  = Y =  t
Con (T3) l-î^ Y %
33
c( Y ) >0
• Y =  A ^ 2
V ( f ) = V("Y ) A y( Yj) “® ®® atomic* ni atomica
negada, luego este caso no es posible.
Y - ’M'2 este caso tampoco es posible.
IY =  V %  V casos no posibles
V ( Y ) =  y ( ^  o ) = V ( ) = X  y  X  debe ser una f ormula
atomica negada t  = 1 t  ^ con t ^  atomica y V ( ' V
Ademas c ( Y ) = c ( + 1 c ( *Ÿ^) < c ( Y ) # luego podemos apli­






. Y = C x : = r > ' ^o
= Y( [T/xj ) = X
c ( ^ )  = c(-y^) + 2 < c ( V g )  = c ( y ^  L V x ]  ) 
Podemos aplicar la hipotesis de induccion y
Æ  4" [f/x] XU o
(:=),(T3),(MP) ,15^ <%:= r>^K^
IDL
c
Y  = £x;= r l V ^  analogo al anterior usando (: = ’)
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Y = ; /i>
V ( Y )  = V( < o ^ X f > >  = t
c ( <•< > ) = c ( d )  +c(/t) ■♦■c (N^q ) + 2 < c (<^‘^ ; 3 > ' Y q ) =
c ( o( ) + cj/î>) 4- c('Y^) 4- 3
Aplicamos la hipotesis de induccion a <’o( > <^ /!>> "Y©
[içi; <«></i>'y^ -f—  %
(î),(T3),(MP)fi^
• If = < 4  V (3>'Y„
V ( f ) = 7 ( < X > ' Y  V V( ) que no es atomica ni ato-
mica negada, luego este caso no es posible.
Y = ;/^] ^ es analogo al caso con < > usando ( ; * )
Y  = [c( V 'V ^  caso no posible
• Y  = C Y ^ ? > " Y 2
y( Y) = Y  ( ) A V( "4^2 ) que no es atomica ni atomica negada,
luego este caso no es posible.
Y = 2 caso no posible
• Y =  < **
y ( Y ) = V ( que no es atomica ni atomica negada,
luego este caso no es posible.
Y = r®< * J "Vq caso no posible
(ii) y ( Y) = it
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c( Y ) = 0 Y de primer orden sin cuantificadores•
y ( Y ) = Y = “i t  f luego X tambien es de primer orden sin cuanti- 
ficadores. Tomamos Y  = Xi y résulta Y ( *V ) = X i  
y h— ► Y porque V — ^  t  por el lema 1.4.3
c( )^ > e
Los unices casos posibles son:
M ( iç ) = T V  ( y )  = T % V ('4' ) = X
Tomamos V  y = y ( ^ ) = y( (Lema 1.4.4)
Por el lema 1.4.3 IDL Y
(( = <’x:= r>'4'^ 
Y = <x:= r > T o  
Y =  <«; /i>Yo
M’= <«(; /S>'Yg
'f = <«( V /J>'f
analogo a (i)
v('€)= v(<«>'A’^ ) v y (  </i>y = t ( t V ( < « > ' 4 ' ^ ) a  iv(^/i>f^))
=  ”1 % X =  -1 Y( "Y ) A 1 Y( )
Tomamos "ry = <'«>'4’ v y
vcN') = V ( <"«> V  ^) V y( y
y por ( U )
.IDL
Tomamos 'H’= 




(iii) '/('?) = X  j A % 2
c(Y ) = 0  = >  Y de primer orden libre de cuantif icadores
V( If) = Y = X j   ^ %  = 'fi A Yg  con ^2 de
primer orden sin cuantificadores
Y (Ifi) =
Y (^,) = > ,
IDL
(T3) A Yg) Y
c( Y ) >0
Los unicos casos posibles son:
• >« = "Yi A -^2
Y ( ' f  ) =  Y  ( V ^ )  A V C M ' 2 )  =  A Y g
^I='^l
V (Vj) = 
V C Y 2) = X  2
Tomando (T3) ( ?! A f  2>
. Y  = <x:= T > Y
Y = [x;= ■c^'Y
Y =
Y =  [ « % & ]  Y
analogos a (i)
Y = [ «
V( Y) = Y( U ] ' Y ^ )  A V( C/i3X>^) =
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Tomando
^ 2 =  V ( L/jn-Yj V  [ft:"Y*
IDL( U') H ^ ( Y j a Y2)
Y = < Y j ?>'Y2




X 2 = vCY2) Y g =  Y g
(?),(T3) ( Yi A Yg) Y
(iv) Dual de (iii)
(V) y ( Y ) = ^ % „
c ( Y ) = 0 es un caso no posible 
c ( ^ ) >0 Los unicos casos posibles son
• Y = < x : = - c > Y „  . Y = C x ; = r 3 f „ ,  Y =  < « A j / t> ‘Y^ , lo(-,/i2\
analogos a (i)
. Y = L « < * J - Y O
Y) = - A ^  v( = = »  X ^ =  v( E o<“3'V^) n » o
Tomando *Vp = tenemos (T3) 3'H'.e—»- Y
(vi) Dual de (v)
(vii ) y ( Y )  = 3 x t
c (Y ) = 0 es un caso no posible
c ( Y )> 0 Los unicos casos posibles son
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• Y = 3x
V ( Y ) = 3 x Y ( aV ) = 3 x X  = = ^ V C Y ) = Xo o
y tomando *V = (T3) ( 3x"Ÿ Y )
• ^ = < x ; = - e > y ^ ,  < e = l x : = Z j \ ,  Y =  , Y =
analogos a (i)
(viii) Dual de (vii)
Notese que todas las formulas que se concluye que existen son 
sentencias si Y lo es.
Teorema 1.4.2.- Completitud de
Sea ÿ & DFS^ a lo sumo numerable y Y t DFS^. Se verifica 
^  t= Y  = = >  $  Y
Demostracion;
Partiremos de suponer que Y  y construiremos una estruc­
tura 2) tal que 2) ^  y 9 DM Y
Para ello aplicaremos el teorema de existencia de modèles para Lcujco
Definicion 1.4.5.- Propiedad de consistencia
Una propiedad de consistencia S es una familia de conjuntos 
de sentencias de Lcuju> (C)( formulas de Ltoju) (C) sin variables libres) 
tal que para todo s cS se verifican las siguientes propiedades:
(cl) - Coherencia: Para cualquier formula atomica %  a Lwjuu (C)
O % ^ S  O "% X  ^  8
(c2) 1- Propiedad: Si ^ %  € a entonces s v ij a S
(c3) A- Propiedad: Si t  as, 0 < m < w  entoncesn< m n
s u a S para todo n 0 a: n < m
(c4) V -  Propiedad: Si V x K. a s entonces s v | X [ c / x J j  6 S
para cualquier c a C
(c5) V- Propiedad: Si " V  as- 0 < m «uj entoncesn<in n
para algun n < m s u ^ t ^ j a S  
(c6) 3- Propiedad: Si 3 x %  as entonces s v  ^%[c/x ] j 6 :S
para algun c a C 
(c7) - Propiedades de igualdad:
Para cualquier termino sin variables c y c , d aC
(a) Si (c = d) a s entonces s v^(d = c ) J eS
(b) Si (c = o ), X  [®^/xJes para alguna formula 
atomica o atomica negada entonnes s v ^Xfc/xjjaS
( c ) Para algun e c C  s u ^ ( e = a ) j e S
El teorema de existencia de modèles se enuncia:
Teorema de existencia de modèles.-
Si S es una propiedad de consistencia y  s e S entonces s tiene 
un modelo.
La demostracion puede encontrarse en (26).




Definimos S como la familia de todos los conjuntos s de senten­
cias de L Wi LU (c) de la forma
s = V ( V )  = ^ V ( ’V)/ siendo V  un conjunto de sen­
tencias de DFS(C) que verifique:
(a) Hay infinités constantes de C que no aparecen en y
(b) Con^ç^ îp*
Lema 1.4.6.- Lema de consistencia
S es una propiedad de consistencia.
Demostracion:
Sea s eS, s = V(V')
(cl) Sea % atomica
Si 1 1  s y 1 t  e s entonces existen , Y 2 ^ V  con
V ( Y j )  = X  Yj-f-vX
For el lema 1.4.5 (i)
v C f g )  = i X
Luego (MP), (T3) y X  * 1 X  y no Con^®^ y
(c2) 1 t-ts, luego existe Y ^ V  con V ( Y ) = I X
Por el lema 1.4.5 (ii) existe V  sentencia de DFS(C) con V ( V) = ’X t
y -Y ^  Y Como ademas ConJ®^ y  tenemos
ConJ^^( y  V s u  ^Xxj 6 S
A  ^ n  *  *
Si m finito podemos suponer, sin perdida de generalidad, que m = 2 
X  j A X g  e s existe Y  ^  V  con "^ ( Y ) = A
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Usando el el lema 1.4.5 (iii) obtenemos 
s ü ^ S
s u ‘ S
Si m = ijü Existe Y  t V  con V ( Y ) = Xn^ü n
Por el lema 1.4.5 (v) existe [oC * J sentencia de DFS(C) tal que
v ( [ < ^ “ j - y ) = X n  y [o( * j v i - a Y
Como, ademas, con (* ') [«< * J Y — ► C "4’para cualquier n
tenemos Con^^^( X|T u luego s v ^^ g, S para cualquier n « N
(c4) V x X e s ,  luego e x is te  Y t V* con V( Y ) = V x t
Por el lema 1.4.5(viii) existe "V sentencia de DFS(C) con V ( Y )  = t
y Vx "Y Y
Tenemos T|T Y
(T3),(MP) V ) ~  Vv'Y
(MP),(T3) [c/x ] para cualquier c e C
Obtenemos Con^^^( V  v {"Y[c /xJ j )
Por el lema 1.4.4 V ( T  [c/x] ) = % [  c/x] y concluimos s v  ^t[c/x]jeS 
para cualquier c c C
( = 5) X m ' ^ n * *
Si m finito es dual a (c3)
Si m = tü existe Y c V  con V ( Y  ) = X  ^
Por el lema 1.4.5 (vi) existe *Y sentencia de DFS(C) tal que
V( >"Y) = %  para cualquier n y < cx * >  Y Y
Si para todo n s ^ g tenemos
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y  y false j>ara todo n, luego para todo n
XpT— Q- < t< ^  false
( oo ' — ► false
( M P ) , ( T a ) V ^  f — false 
Luego no ConJ^^ ^  y llegamos a contradiccinn.
(c6) 3 X t  es, luego existe Y t y  con ' » ( Y ) = 3 x t
Por el lema 1.5.5 (vii) existe 3 x Y  sentencia de DFS(C) con
v C y )  = X  y -e-»- v
Por el lema 1.4.4 V(^fLc/x]) = X  Lc/x]
Si s u |^'V[c/xjj^ S para cualquier c € C tenemos
y  V ["Vlc/xj} false , luego
‘Y[c/xJ— >» false
Por como hemos escogido X|7 podemos elegir c eC con c no apareciendo 
ni en y  ni en 3x*Y y para dicha c puedo aplicar la régla (13)
(13) y  G x Y  — y false
(MP)y Y — ► false llegando a contradiccion con ConJ®^ y
(c7) Para cualquier termino sin variables <y y c, d e C
(a) (c = d) e s, luego existe Y V "  con V ( Y ) = (c = d)
Por el lema 1.4.5 (i) ^ (c = d)
(MP),(T3) (d c)
Luego y  (d = c) y por tante Conç®^( V" v [ (d = c)})
y como y (d = c)=(d= c‘)jS o^(d = c)Jc S
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(b )  (c = d ) ,  % L ^ / x ]  t  8 e x i s t e n  Yg 6 con
y ( Y j ^ )  = (c = cr) = s ^  ( lema 1 . 4 . 5  ( i ) )  (c = <r ) < ■» Y  j
Y ( Y 2 ) = %  [^/x] (lema 1.4.5 (i)) Xl°"/x] -e-e- Y  2
(T3),(MP) ( Y j  A ^ 2 ) - ^  ((c = a  ) A %  [r/xl)
(T3) j î^ ((c = <T ) A t  r*^/xl) « ► X E c /x J
y con (MP) obtenemos ^ Y 2 • Luego Con^ ( V  u^Xtc/xlJ)
y como V(t[c/x]) = %[c/x] s u  (Xtc/xH^ ^ S
(c) Supongamos que para cualquier e c C  s v^(e = ejj^S 
y  u [(e = CT )] false
(x = cr )[e/x] — ». fal
C
se
Escojemos e eC con e no apareciendo ni en V n i  en cr y aplicamos (13)
y  3 X (X = a )— ». false
Como por (T3) f~î^3x(x = O" ) concluiimos no Con^^^ y
llegando a contradiccion
El teorema se demuestra ahora con los siguientes pasos:
(1) $  Y  = = > ( donde Y ^  représenta el cierre
universal: cuantificar universalmente todas las variables libres, ÿ V  
es la generalizacion obvia a conjuntos de formulas)
(1) es cierto ya que
|_IDL ^  V 0  Y  gracias a que para cualquier
Ap € DFS^:
^Jb^BL aplicando reiteradamente (G2*)
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"Y aplicando reiteradadanente (MP) y axiomas
de (T3) de la forma V x Y  —^  Y
(2) y  = V  [  1 J cumple Con^^^ y
(3) Con^^^ty ==4> Con^^^ Tp*
ya que y  es un conjunto de sentencias, luego hay infinitas varia­
bles V que no aparecen libres en y  . Si ocurriese y > ^ ~  false 
podriamos reemplazar las constantes de C usadas en la demostracion 
por variables, obteniendo y  false , que contradice Con^^^ y
(4) s = V (y )€ S por (2) y (3). Por serS una propiedad de consis­
tencia concluimos Sat s • Como la traduccion Y respeta la semantica 
(lema 1.4.2), tambien se cumple Sat y  , esto es, obtenemos una es­
tructura 9) c STR^ tal que ^ i
En esta 2) ocurre 2)f= $  , 2)t^ 'f , luego Y
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1.5.- Estructuras aritmeticas.
En las secciones anteriores hemos presentado un calculo comple- 
to IDL para la logica DL.IDL utiliza una regia con infinitas premisas 
( c d ) ,  lo que lo convierte en poco util para su utilizacion practice.
Es posible construir un calculo finitario completo para ciertas 
estructuras especiales que llamaremos estructuras aritmeticas (porque 
contienen a los numéros naturales).
/ / f
Los numéros naturales y sus operaciones seran usados en las for­
mulas de primer orden para "contar" el numéro de veces que es ejecu- 
tado o( en o(. . Para cada Y  c DFS^ podremos construir una formula de
primer orden YXFS^ équivalente a Y  sobre 9) . Esta propiedad, llamada 
de expresividad, es decisiva en la demostracion del teorema de complje 
titud para este calculo.
Necesitaremos tomar como axiomas adicionales al calculo todas 
las formulas de primer orden validas en la estructura.
Obtendremos el teorema de completitud aritmetica de Harel, que 
generalize el teorema de Cook para la logica de Hoare sobre una es­
tructura expresiva.
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Definicion 1.5.1.- Estructuras aritmeticas
9) €STR^ es una estructura aritmetica si y solo si:
• Su dominio incluye una copia isomorfa de los numéros natnrales: N & D  
® En d hay simbolos 0 (constante), suc, comp (de funcion), Nat, < (pre- 





< = <  N
%
comp \ DxN — » D es tal que dados n e N y a^,... ,a^ e D existe a t D 
tal que comp (a,i)=a^ para 0 ^  i^ n
Un ejemplo de estructura aritmetica es:
Sea M  = (N, 0^, suc^, *^, < ^) modelo standard de la aritmetica.
Falta définir la funcion de decodificacion comp.
Sea TT N* N N definida por TI ^(a,b) =?(a+b)(a+b+l) + a
2 2 2 Sean TT T% g las proyecciones de la inversa de TI y sea
S : N N — ^ N definida por &(a,i)= TT ^(a)mod 1 + ( i+1 ) .TT ^(a )
Usando el teorema chino de los restos puede demostrarse que
V n , a ^ , . . . , a ^  t  N, 3 a t  N V  i  $ n & ( a , i ) = a ^  ( f u n c io n /3  de G8del ).
S es d e f i n i b l e  en Yt y  permite a m p l ia rY l  a una e s t ru c tu ra  a r i t m e t i c a .
Teorema 1.5.1.-




Sin perdida de generalidad podemos suponer N 6 D
Sea K. : D^ — »D una biyeccion ( D* = U D^). Afiadimos a 9) la funcionn
3)
comp poniendo:
g  I si R - l ( a ) = a , n > i
comp (a,i)= {
[ i en otro caso con i e D fijo
A 9) ^Nat , <T , 0  , suc son faciles de afiadir.
Definicion 1.5.2.-
SD es expresiva con respecto a PS^ si y solo si para cada o( PS^ 
con variables x existe una formula ^^^FS^ con variables libres u, v 
que define en 2) :
Para s , t c V  sor^t 2 W =  T s (x)/ü, t(x)/vj
Teorema 1.5.2.- Expresividad
Si 9) es aritmetica entonces S) es expresiva con respecto a PS^
y cada formula de DFS^ es équivalente en 9) a una formula de FS^.
Demostracion:
Como abreviaturas usaremos en la demostracion;
(x)^ = comp(x,i)
i = suc^(O)
(v).= u es (u =((w).) A .....  A u =((w).)1 o 1 o n * n
La demostracion para probar que &  es expresiva con respecto a PS^ 
se realiza por induccion sobre la estructura de or
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• or- (x^;- r ) _(v^l A ... A *1+1 ^
AV^=t[u/xJ )
' o( = Y ? Por hipotesis de induccion existe Y'ePS^ con %=( Y"<—
Tomamos j^= Y Lu/x] a  v=u
• = u /Î' fd = *fo'
• o( = /i ;/V ' ("'*) ^ f^>(w,v))
Aqai (u,vj , (w,v) indican la sustitucion natural.
• or = /?>* Llamamos compute ^  (w,u,v,x)= (Nat(x) a  (w)^^ u a  (w)^= v a
V y((Nat(y) ^  y< x)— *. ((w)y,(*)suc(y))))
= 3 z3v compute a (w,u,v,z)
s(/i* ) t existe m y existen s=r^,... ,r^=t con r^/) ^  r^/%^ .. r^
'4 = ^  (Por hipotesis de induccion) existe m y existen s=r , ...,r =t con
o m
Q-^^g^j|Jrj(x)/u,rg^^^j^(x)/v] Con la funcion comp
2) h== [s(x)/u,t(x)/v ]
La segunda parte del teorema afirma que para cualquier Y 6 DFS^
existe una formula tal que 3)t= ( +-► Y  ‘ )
Procedemos por induccion sobre la estructura de If
• Y e s  de primer orden Y = Y
. ^  = T Y Y'= t V  y 2)N=( Y  t - * -  'f')
. 'f’ = V A X '  y 3)1= (Y 4-*%')
• Y = 3x"Y '€'= 3x-V*y î)t= ( 'e-*-Ve')
= < «  >'4’ Sea x=var( ) *6' = 3 v ( [ x/u J a f l ' r / x J i  )
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1.6.- El calculo P . Teorema de conpletitud de Harel.
Definicion 1.6.1.- Calculo P para DL 
Axiomas:
(Ta) Todas las instancias de tautologias del calcule proposicional y 
axiomas para e l 3 y la igualdad résultantes de sustituir consistante, 
mente variables proposicionales o de formulas por formulas de DFS^.
( :  = ) <x :  = T > t ^  [ V x ]
(?) <'Y?>^ "Y \ ^
(;) ^




(Gl) Y — » ^ _______
Y — ^ < * > Y
(02) ^ ______
a x ^ — » 3 x Y
(I) Y  — »
'f— *•
(G) (Nat(z) A 'CIsuc(z)/z3 )— » < ° < > ^  t PS , z libre en V
(Nat(z)». 4! )----------- >Y[0/z] Z)ÉTar(<x)
La régla (I) se llama régla de invariancia y (C) régla de convergencia.
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Th (ID ) es la teoria de primer orden de 9)
Th ( %  ) = { ^  6FSj/ j
Teorema 1.6.1.- Correccion
Para cualquier estructura aritmetica 2) y formula 6 DFS^
Th( 2» ) 2)t=
Demostracion!
Basta probar que los axiomas son validos en 9) y que las reglas 
conservan la validez en 9).
Por el lema 1.3.2 los axiomas son validos. En el teorema 1.4.1 
tenemos una prueba de la correccion de (Gl).
Queda probar la correccion de (I ) y (C)
Correccion de (l)
Para cualquier ^ t DFS^ y t PS^
9) *= ( X" — ^ [Af 3 Y  ) entonces ( Y — ^ [ot* J ^  )
Sea s € Vg y supongamos 3)#^ Y
2) llW-* 3 Y  para todo n 9)^:= C a 3 Y
y esto vamos a probarlo por induceion sobre n 
n=0 Y  = Y  y por hipotesis ^
Supuesto para n veamoslo para n+l 
Por hipotesis Y  — > 3 ^
Por la correccion de (Gl) 9)*= Y  -— ^ C ^  ^ J ^
Por la correccion de ( ; ) 3) ^ ^ [o/ Y
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y como por hipotesis de induccion % =  Cof ^ concluinos 9) [af n+lj 
Correccion de (C)
Para cualquier ^  (s) e F8^, « € PS^ y z ^ var( «< )
0  t= (Nat(z) A V[suc(z)/z] — ) entonces
9) *= (Nat(z) A ^ ^  * >^[0/z]
Sea s t y supongamos 9) *== ( N a t ( z ) A  ^  )
Lo probaremos por induccion sobre el valor de z en s m=s(z) 
m=0
3)#= Y — ’■> (s(z)=0) 9)^ == ^fo/zj — ®|== ^ [o/zj >
9 ) ^  ^ ^ [ O/z J




9)#= ( N a t ( z ) A ^  ) por hipotesis. Tomando s'=s[ k/z ] | - >i :ri l
tenemos S)l=^(Nat(z) a f[suc(z)/z])
Como (Nat(z) a  Y[suc(z)/z]——* <Üo<>Y ) obtenemos
luego existe t € con s ' « ^  t y ^
Como z f . var(o( ) t(z) = s*(z) = k podemos aplicar la hipotesis de 
induccion al estado t.
Asi existe t cV^con s t y ®  ^ ^ Eo/z] =#»
9 ) 1 ^  ^  C O /z ]  ==> 2 ) ^  K oi* >  Y [ o / z ]
(z no aparece en Y[o/z] ) 9)^^ ^  «* -^^[o/z]
Con lo que concluimos que el calculo P es correcte con respecte 
a cualquier estructura aritmetica. Mais aun, lo unico que hasta ahora 
hemos usado de la hipotesis de aritmeticidad es que 0^ y suc^ gens-
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ran una copia isomorfa da N dantro de 9) (para razonar por induccion 
an la demostracion de correccion de (C)).
Lema 1.6.1.-
Las siguisntes son réglas derivadas de P
(Gl') (G2') Y  —
V x f — ♦ V x Y
(!•) » X
(C ' ) V — *3z(Nat(z) ^ ^  ). (Nat(z) * [sue (z)/z] )— . ^lo/zl—
n v — »> >1L











l ^ T V —
(1)(T3)(MP) I-L V — • r«* (2 )
— * a
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(Gl') |JL c«f* t« *3X
(2)(T3)(MP) i^N '— t«* 3X
( C )  se demuestra analogamente
Lema 1.6.2.- Lema del invariante
Sea 2) una estructura aritmetica.
Para cualquier o( e PS^ y "X € DFS^ 
si SD (= ("Y— ) entonces existe una formula Y  de primer or­
den tal que 9) ®  k= { Y — ^  [o( 3 Y )♦ 9) #= ( Y — )
Demostrac ion;
Por el teorema 1.5.2 existe Y  de primer orden con Y [* * J %
Como Z)k= (Y — > ro ^* JX  ) por hipotesis tenemos Î)N=Y— > Y
Como ►= Loc*^ 3 X — ^ C«^ 3 * 3 X. tenemos que 2) 1= Y — > Cex3 Y
Como ®  >= Y J X  en particular 3)*= Y  — > [ of °J X , luego
% ^ = Y — ^ x
La formula Y  del lema se llama invariante de o( .
Teorema 1.6.2.- [3-Completitud
Sea D  una estructura aritmetica.
Para cualquier oc t PS^ y ^  , X de primer orden 
3C)^ == ( Y — > C®<3 X  ) entonces T h ( ® ) p ^ ( N ' — [of ] X  )
Demostracion:
Por induccion sobre la estructura de 0(
Si (X es una asignacion o pregunta ? el problema se reduce por (;=') y
(?') (vease lema 1.4.1 ) a probar una formula de primer orden valida
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en 3) , que esta disponible como hipotesis en Th(0 ).
S i  o< = /î> ü *
% h =  -Y— 4. [ ^ 3 X  y SR*=-t— >[/?> M X
y ambas son demostrables por hipotesis de induccion. Oon el axioma 
dual ( u') y (T3) queda demostrada la formula.
Si a =/î;/î, *
2) N= -Y— 2) -Y X
Por el teorema 1.5.2 existe Y de primer orden con 2)^= Y E/3'jX 
Ahora como %  W= "Y— ^ Y  tenemos Th(D ) — *Y*— Y  por hipote­
sis de induccion. Tambien por hipotesis de induccion Th(2) )|-^ Y  I/^']X 
y por (Gl ' ) (MP) (T3) y (;') obtenemos Th(9) )}-^ 'Y — ^ [</] X  
Si o( = ^  * usamos el lema 1.6.2 y existe Y de primer orden tal que
9)^= ("Y— » Y  ), 9 ^ N = ( Y  — ► E^3 Y  ) f 3) ( Y — ► X  ) . Por hipotesis
de induccion Th(9^)f-^ Th(S) ) k ^  Y — »
Th(2) )î-^ —  Y  — > X  • Usando (I') obtenemos Th(® )l-^ 'Y— X
r
Para esta demostracion hemos usado los axiomas duales a los del 
calculo para [ ] . Estos axiomas es tan demostrados en el lema 1.4.1 pa^ * ,
/  r /  /
ra el calculo IDL, pero la demostracion es valida para el calculo P.
Lema 1.6.3.- Lema de convergencia
Sea una estructura aritmetica.
Para cualquier ^  t PS^,*Y, X  & DFS^
Si ^ > = ( Y — ¥<«<* > "X) existe una formula Y  de primer orden con va­
riable libre z, z t var ( ) tal que
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4 — » 3z(Nat(z ) A Y  ), 9) (Nat(z) a Y C s u c  (z )/zJ > Y  >
2 ) ^  Y[0/z] — ^ X
Demostracion;
Basandonos en la  demostracion de l  teorema 1 . 5 . 2  podemos d é f i n i r  
^(z)  = 3 w 3  y ( computo ( w , x , y , z )  a  X l ÿ / x ]  ) con x = var(o( ) y  
tenemos 2) # =  [ n / z ]  cu a lq u ie ra  que sea n.
Si 2) > =  "Y < « *  > X  entonces existe n con S)k= "Y — >X.
Luego 2) j=Y "Y ^  3z(Nat(z)AV )
Evidentemente 2) N= YTo/zI— > < 0^  ^ es decir 9) #= Y  Co/zJ— > X
Si 9) ^  (Nat(z ) A Y {sue (z )/z ] ) y s(z)=n entonces &
Por correccion de (;) tenemos 2) X ^ Of X  y por tanto
2) 1=^ pues z no aparece en oc
A la formula Y  del teorema se le llama formula de convergencia de OC
Teorema 1.6.3.- < > -Completitud
Sea S) una estructura aritmetica.
Para cualquier €. PS^, # X  6 PS^
si — > <of > X  entonces Th( 3) ) |-Z_ ^  <of > X
Demostracion:
Induccion sobre la estructura de OC 
Con (:=), (?), ( u ) ,  ( ; ) y  (Gl) se demuestran los casos de la asigna­
cion, pregunta, U  y ;
Si oc = usamos el lema 1.6.3 y la regia ( C) y obtenemos el teorema.
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Teorema 1.6.4.- Teorema de completitud de Harel (18)
Para cualquier Jû e STR^ aritmetica y Y  fc DFS^
2)  t=  Th(Sb)|-£-
Demostracion;
Por el axioma (T9) podemos suponer Y en forma normal conjun- 
tiva. Procedemos ahora por induccion sobre m = suma de apariciones 
de los simbolos < >» ü 3 , y cuantificadores no triviales (cuaatifi- 
cadores que afectan a formulas que no son de primer orden)
Si m = 0 Y es de primer orden, y Y esta en Th(tD).
Si m >0 supongamos el teorema cierto para formulas con menos 
de m apariciones de < >, [ ] y cuantificadores no triviales.
Si = "y; A K  * = *  9) M  "4" y 2)  N= y
y si Th(2) "Y y Th(2) )(-£- X  => Th(2 ))-^ 'V A "X 
luego el caso de la conjuncinn queda reducido a los demas casos.
Solo queda probar el caso de la disyuncion. Sin perdida de ge- 
neralidad podemos suponer que Y  es de una de estas formas:
"Y V <01 >X-, Y  V [o( ] X  , Y  V 3 x X  o Y  V V x X
Notese que 1) Y  esta en forma normal conjuntiva 
2 ) Y  puede ser una formula vacia.
En estos casos y  y  X  tienen menos de m apariciones de < > » C 3 y 
cuantificadores no triviales.
üsaremos el sfmbolo A para denotar , 3x, Vx dependien-
do del caso, de manera que los cuatros casos se generalizan en v A X
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Ahora 2) ^  Y  v A X  4=^ ? Y — ^ A X
Por el teorema 1.5.2 existen y X* de primer orden tales que
2) 1= Y
2) N= %  "4-*. %  ‘
Luego S)p= "I Y ’ —4. A X  
Ahora si A = <^ of ^  usamos el teorema 1.6.3 ( < >  -Completitud)
A= [oC] usamos el teorema 1.6.2 ( [ ] -Completitud)
A = 3 X, A = V X entonces i Y — ^ A X  es de primer orden y 
esta en Th(Ê) ) 
y tenemos Th( )^2_ -i Y ‘ — >  A X.' ( 1 )
Ademas -lY—
2if=X‘— V  t
Como en ambos casos Y  y X  son de primer orden se puede aplicar la 
hipotesis de induccion y tenemos
Th(â))V^ (2}
Th(g))t^ Y  — ». Y  (3)
Con (3) y XÇl)* (G2) o (Gl*), ^G2*) segun el caso 
Th(2))l^ A U ' — .. A X  (4)
Con (1), (2), (T3) y (MP) tenemos
Th(SD)|Z- 1 -4/ _ »  A X' (5)
T con (4), (5), (T3) y (MP)
Th(î))Ll_ 1-4' — A  X
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Con (MP) y (T3) concluimos
Th(2))tZ- V  V A X  
y el teorema queda demostrado.
El calculo P es una extension del calculo de H o a r e propuésto 
para la correccion parcial de programas (cfr. (22)). Cook en (9 ) 
investigo^la completitud del sistema de axiomas H.
Para Cook un ccTlculo ^  , correcto, se dice complete para L* rela­
tive a L (L,L* lenguajes con LçL') si para cualquier estructura 
expresiva para L' con respecte a L, es complete para L' con respec­
te a 9).
Si llamamos ^ Y  — V  [o( ] Y  / Y formulas del lenguaje Lj
con L lenguaje de primer orden, obtenemos:
Teorema de Cook.-
H es complete para Lg relative a L
El teorema es en esencia el teorema 1.6.2 de C ] -Completitud.
Es de destacar que en las pruebas de los teoremas 1.6.2 (t3 -Com­
pletitud), 1.6.3 (4 > -Completitud) y 1.6.4 ( Completitud) es decisi­
ve el concepto de expresividad y el teorema 1.5.2 de expresividad.
Esta tecnica sera repetida para probar otros teoremas de completitud 
en otras logicas de programas.
CAPITUIiO 2: LOGICAS SE LA PROGRAMACION CON SIMANTICA NO STANDARD.
2.1.- Introduceion.
Como Yifflos en el capitulo 1 para la logica dinamica hay calcules 
infinitarios completes y calcules finitarios relativamente completes 
con respecte a estructuras aritmeticas. Sin embargo no existen calcu­
les finitarios completes (en el sentido absolute), ya que la coleccion 
de sentencias validas de DL esH^-compléta (cfr. (1$)). Para evitar es­
tos problemas algunos autores han propuesto trabajar con semantica no 
standard.
Estas nuevas semanticas afectan a la iteracion * . Un ejemplo de 
esto puede verse en el trabajo de Ha^jek (17). Usando modelos no stan­
dard de la teoria de numéros se pueden obtener iteraciones finitas en 
nuestras estructuras, pero que corresponden intuitivamente a iteracio­
nes infinites.
Hajek demostro un teorema de completitud con semantica no standard 
semejante al de completitud de Harel. Las estructuras con las que tra- 
baja son modelos de la aritmetica de Peano y por lo tanto la logica r^ 
sultante es recursivamente axiomatizable, lo que no ocurre con DL.
Basa^ndose en ideas semejantes a estas y en la logica temporal de 
programas (confronter (l5) y (3f))» Andreka, Nemeti y Sain presenta- 
ron su logica NDL. Los programas y formulas son esencialmente los de 
DL, y las estructuras de NDL, definidas en 2.2, comprenden très partes:
60
la del tiempo (que incluyea los distintos instantes de la ejecucion de 
un programa), la de los datos (que son los objetos con los que traba- 
ja el programa) y la de las sueesiones (que codifican las trazas de 
los programas: a cada instante le corresponde un valor de las varia­
bles). Al separar explicitamente el tiempo en las estructuras, se ev^ 
tan de raiz los problemas de inexpresividad, sin que sea preciso como 
en el trabajo de Hajek , restringir la atencion a modelos de la arit­
metica de Peano.
La intenciun es conseguir calcules finitarios y completes en un 
sentido absolute, es decir capaces de derivar formalmente todas las 
consecuencias de cualquier conjunto de axiomas. En 2.3 se define el 
calculo NP y es probada su completitud. Elle puede considerarse como 
un primer objetivo de la logica dinamica no standard:ofrecer un for­
malisme adecuado para razonar acerca de programas.
Un segundo objetivo consiste en emplear la logica dinamica no 
standard para investigar las relaciones entre otras logicas de progra 
mas. La seccion 2.4 présenta algunos resultados en esta linea.
Aâadiendo ciertos axiomas al calculo NP, se rstringen las estru£ 
turas con las que se trabaja. Con esto podemos conseguir reforzar el 
sistema de inferencia. Esto es lo que se pretende con el conjunto de 
axiomas DAX.
Por otro lado, modificando dichos axiomas, podemos llegar a carac-
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terizar dentro de NDL diverses sistemas de inferencia de otras logicas.
Un teorema "caractérisa" el calculo P del capitulo 1 en un cierto sen­
tido. La carac ter izacio^n proporciona de hecho, un sistema formal équi­
valente a la logica dinamica no standard de Hajek.
Finalmente la seccion 2.5 présenta sumariamente la logica de pri­
mer orden para programas recursivos de Cartwright (cfr. (6)). Esta 
gica plantea otro ejemplo de semantica no standard como significado de 
programas, ahora funcionales y recursivos. Veremos como las ideas no 
standard permiten conciliar la semantica de punto fijo y la logica de 
primer orden, pese a las conocidas criticas de Hitchcock y Park (21).
La idea clave va a ser aqui la del minimo punto fijo definible. Como 
se mostrara mas tarde en el capitulo 3, esta nocion introduce tambien, 
aunque de forma implicita, un tiempo de computo no standard.
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2.2.- La logica NDL. Definicion.
Definicion 2.2.1.- Tipo de similaridad td. Estructuras de tipo td 
td es un tipo de similaridad de très generos t,d,2 (llamados tiem­
po, datos y sueesiones respectivamente).
Los simbolos de td son:
- Los simbolos <, +, *, 0, suc de la aritmetica de Peano son del gene- 
ro t y forman el tipo de similaridad t del tiempo.
- Los simbolos de d, tipo de similaridad de los datos, son del genero d
- ext es un simbolo de funeion con des argumentes de g e n e r o  ^  y  t  y va­
lor de genero d
Las variables V^= i,j,k.... , V^= x,y,z... y V^= u,v,w...
son las correspondientes a los generos t , £ respectivamente.
De la forma habituai se definen los termines de t , d, £.
son las formulas de primer orden heterogeneas de tipo td 
(donde r = c solo se adsiite ooms formula si r y o' son del mismo genero)
Una estructura del tipo td sera:
YV) = ( r.2), s, ext^) 
donde ^  es una estructura del tipo de similaridad de la aritmetica de
Peano, 9) estructura del tipo de similaridad d, S conjunto no vacio y
m  ,
ext: S T — » D ( donde T es el universo de C y D es
el universo de 3) )
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generos t tiempo d datos à sueesiones
simbolos





Intuitivamente los elementos de S son sueesiones (indexadas en T) 
de elementos de D.
Como notacion tomaremos:
son las formulas de primer orden del tipo de similaridad d 
son los terminos del tipo d (con las variables las de V^) 
Para a^bcT a < b <s=$> (a C b Ala = b)
Definicion 2.2.2.- Programas y formulas de NDL. PS^ y NDFS^
PS.
T €. T ,, X eV
Y £ NDFS
(x:=Tj6PS
■d ^  ( Y ? ) (P S d
a , /3iPS^ (a.; fi ), (oiu/i), ( OC* )ePS^
NDPS,
f t P t d  ==» 'PeNDFS^
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<P,YeNDFS^, iïV^, xtV^, utV^ y«((PS^ =*» i Y, f  a 'V , 3 i ^  , 3 x Y ,
au Y , <«> Y t NDFS.
Los programas PS^ de esta définieioTn eoineiden eseneialmente 
eon los de la definicion 1.2.1, de aqui que conservemos su nombre.
La construccinn de las formulas NDFS^ es tambien analoga a DPS^. La 
principal diferencia esta en que NDFS^ incorpora caracteristicas de 
la logica temporal (cfr. (35)) a travels de los generos t y s.
Usaremos las abreviaturas de 1.2 V, v , C J .
Definicion 2.2.3.- Estados sobre ^  . V...  xci
Vd V V
Sean V^= D , V^= T , V^= S (aplicaciones que asignan valo-
res a las variables de cada genero).
''td = ''t ''d “ ''a
Definiremos, por induccion sobre la estructura, simultaneamente
, significado de NDFS^ en , y o(  ^significado de ex ePS^ en
f'" : ''td-* lO'l}
: ''td"''td - *  (O'ij
Como notacion escribiremos:
* ® ''td ^  ^  * ) = 1
* w «  ^  n ^ = >  = 1
Definicion 2.2.4.- Semantica de programas y formulas de NDL 
Sea w = (g, s, r)6V^^ , w*€ 
n (x: = r)"^  n * n * = (g, 8[t(s)^ /xj, r)
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n = n ’ y ^  Y
If
If 1» ' <==> existe w "tV^^ con w ” /J^ W
n ; o( u/î> )*^ n * 4 = >  w * o w /i^ n ’
P a n  définir (oc* ) suponemos elegido n<N de forma que x = x^,...,x^ 
incLuya todas las variables de genero d que aparecen en oc . Dados un 
estido ff =( g, s, y una tupla 1 = 1^,.,.,1^ de elementos de S,
convenimos en que l^(b) désigna al estado:
( g, s[ext^ (l^,b)/x^, ,ext**^  (l^,b)/x^l,
pari cada instante btT.
Decimos que 1 describe una traza de oc en VV( partiendo d e w  en­
tre los instantes 0 y atT, y escribimos Trz^^ ^(a,l) si y solo si se 
cumple
1 ^ 0  ) = w y
1 ^ b ) OC^ 1 (sue ^(b)) para todo btT, b<**^a
Finalmente, definimos 
w ((X * )^ w * » existen atT, leS^^^ tal que
Trz ^ ^  (a;T) y T^(a) = w ' 
Como se vera mas adelante esta nocidh de traza es definible en F. ,tu.
El resto de la semantica de NDL es como sigue
^tF,, *VK # =  Y  se define de la forma habituaita w
Y ,'^cNDFS^, xtV^, itV^, utVg
1 Y  "Mi ^  Y
> V < » = Y  y ' W » = V  
W W w
^  exist, a tT con ^ ^ / i D  .s.r)*^
Y-4* existe ed) con ’V'f ^¥7»[e/xj,r)*^
*vM ^ 3 u Y 4 = ^  existe l.S con
Yt. NDFS^, K t PSg
W ' =  < « > Y  <— =»  existe w'tW , con w o<^ w ' y ^  f
w ta w
Esta definicion de semamtica de formulas y programas es analoga 
a la definicion 1.2.4. De hecho la unica diferencia se halla en la 
definicion de («* )
La "formula" Trz ^  ^ (a,l) indica que les una "ejecucion" del
programa ( o( * ) "hasta"a(en el sentido de la relacion < ^ )
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Notese que para cualquier o< t PS^ si w =  ( g, s, r ), w '= (g*,s',r*) 
y w tenemos g = g ' y r = r * .  Es decir, la ejecucion de cual­
quier programa no afecta a las partes g,r (de V^, ) del estado.
Por la definicion 2.2.4 tenemos:




VK *= Y  Para todo w (V., *= Yta n
y se lee ^ es valida en VK .
Las definiciones de validez, consecuencia, etc. son las habituales (ver 
definicion 1.2.5).
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Asi queda definida la logica NDL, Logica Dinamica no standard.
El termine no standard hace referenda por un lado a la semantica de 
la iteracion *, que no es la habitual, y por otro lado indica que las 
estructuras del tiempo 7  y de los datos 9) pueden ser cualquier mo­
dèle de su tipo de similaridad.
En particular 7  puede ser cualquier modelo de la aritmetica de 
Peano, en contraste con lo visto en el capitule 1, donde la copia de 
N incluida en una estructura aritmetica tenia que ser forzosamente 
standard
Pero ademas esta logica permits trabajar en estructuras con dichas 
caracteristicas. Si definimos dichas estructuras con una axiomatiza- 
cicm AXçNDFS^ podemos trabajar solo con modelos que cumplan
# =  AX . Las trazas de los programas se comportan en W  de 
manera mas intuitiva, definiendo mas claramente la semantica de los 
programas. En 2.4 discutiremos estos posibles axiomas con mas detalle.
Aunque no entraremos en ello en el presente trabajo, tambien es 
posible en principio emplear el marco de NDL para estudiar estructu­
ras de tiempo no secuencial, aptas, por ejemplo, para la programacion 
paralela. Esta posibilidad ha sido sugerida por Andreka, Nemeti y Sain 
en ( 2).
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2.3.- El calculo NP. Teorema de completitud.
Notaciones y abreviaturas;
X = x^,...,x^ = var(oc ) es el conjunto de variables (de genero d) que
aparecen en el programa c( c. PS^. A cada x asi definido asociamos un
vector de variables de V de la misma dimension u = u ,...,us o ' n
Abreviaremos 3x^3 x^... 3 x^ por 3 x. Analogamente abreviaremos 
V X ,  3 u, Vu.
Ademas escribiremos u^(i) en lugar de ext(u^,i) y u(i) en lugar 
de (u^(i),...,u^(i)).
La definicion de sustitucion Y  J ( t T ^ ) es la dada en 1.3.
Se sigue verificando un lema de sustitucion:
Sea w = (g,8,r)tW^^ Z Z { s ) ' * < / x J  , r ) ^
La generalizaci^n de sustitucion a vectores de variables x es la na­
tural.
Definicion 2.3.1.- Formula traza^^(i.u)
t r a z a ^ ^ ( i . u )  = Vj ( j  < i  >• 3  x (x = u ( j )  x  = u(suc ( j  ) )J)
traza^^(i.u) 6 NDFS^
Definicion 2.3.2.- Calculo NP
Axiomas
(T^) Todas las instancias de tautologias del calculo proposicional 
résultantes de sustituir consistentemente variables proposicio­
nales por formulas de NDFS^
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(T^) Un conjunto de axiomas para que junto con las réglas (MP)
y (G2) forme un sistema de inferencia complete para F^^
(:=) <x:=r>Y-«— » Y  [^/X ]
(?) < X ? > Y  ^  X  A Y
(;) <o(; /5> Y  ^  <=1></S>Y
( U  ) <(A>Y v < / i > Y
( * ) <<X ^ > Y  — ► 3 u 3i (traza (i,u)Au(0) = x a Ylu(i )/x J )
u e i no aparecen en ^
Réglas 
(MP) Y  , Y —
(Gl) Y — ^  V
<o(>Y— ► <*>"'y
(G2) Y — ► ■V Y — » V  Y —
3 i Y — » 3i*V 3 x Y — ^ 3  3 u Y — ► 3 u V
Teorema 2.3.1.- Correccion de NP
Para cualquier $ & N D F S ^ ,  ^tNDFS^ $  f  ^  1= Y
Demostracion.-
Sea una estructura de tipo td con |= $  . Basta probar
la validez de los axiomas en y para las réglas, si las premisas 
son validas en ‘VH , tambien lo es la conclusion.
7
La validez de los axiomas (:=),(?),(;),(U) se demuestra de ma­
nera analoga al lema 1.3.2 y es consecuencia inmediata de la defini­
cion de . La valides de las reglas tambien es inmediata.
En cuanto a la validez en ^  del axioma ( *) basta comprobar que 
la formula traza^%(i.u) refleja trivialmente lo que hemos definido co 
mo semantica de la iteracion.
Teorema 2.3.2.- Expresividad
Para cualquier Y t N D F S , existe una formula Y'e F .. con las mis-d ta
mas variables libres que Y  y tal que ( Y  ♦  Y* )
Demostracion.-
Por induccion sobre la estructura de Y
(f « = »  Y'- V  y (T^)
Y  = A y *=> por hipotesis de induccion I— —  ( Y  ‘'F')
)
con Y, . Toroamos Y  '= "Y \  y (T^),(MP) I ( Y  ► Y* )
= 3 i Y  o Y = 3x "Y o Y = 3 u Y  como por hipotesis de induccion 
existe Y  con ( Y  4—* ) tomando Y' = 3 i ,
Y^ = 3 X Y' f Y' = 3u  Y' segun el caso
(G2),(T^),(MP) ( Y -f* Y')
Y = 1 N' y ( Y  V  ) con por hipotesis de induccion,
tomamos Y'= T V '  y (T^),(MP) ( Y  Y" )
Y  = <ot> Y  procedemos por induccion sobre la estructura de o( ,
Por hipotesis de induccion existe Y'tF, , con ( Y  )
vd
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0^ = (x: = t)
(T^),(MP),(G1) 1-^ <x:= t > V . - *  <x:=T>V
(:=) < X ! = X > Y * — ► Y  [t/x]
(MP),(T^) <x:=x>Y*»—  "^‘[Vx]
y obtenemos el resultado tomando Y* = Y  C^/x3
*  = ( X ? )
Por hipotesis de induccion existe con v5£ ( X  ► X' )
(T^),(MP),(G1) t - ^  <X?>'Y — * < % ? > V
(?) <y?>V .-♦ ( X A V ' )
(T^),(MP) ( X  A V )  4-* ( X W "  )
(T^),(MP) < X ? ( X ' * V  )
y obtenemos el resultado tomando Y  = ( X ’ a Y' )
o( = /& V
( U) t - ^  < /i ♦_* V </V‘> V
Por hipotesis de induccion existen *^ *2 ^  ^ td
, NP ►Y ' ,
(T^),(MP) l-HE <Au/3'>Y Y ’^  V Y j
Obtenemos el resultado tomando Y' = Y \  v Y ô
«< =/J;A’
(;) </î;/V'>Y A-i- </îX^'>Y
Por hipotesis de induccion existe ^^td
(T^),(MP) </?5/S'>Y
Por hipotesis de induccion existe ^  ^ e con
^  < f t  >Y^ ‘ Y g
(T^),(MP) </!,;/&'> Y  Y j
y el resultado se obtiene con Y  = Y i
<X =/b*
(T^),(MP),(G1) < /%* > "f ^  > Y '
( *  ) <  /2>* >  Y *  ►  3 u  3 i (traza^^(i.u) a  u(0) = x
Y  [ u(i)/ X ] )
Por hipotesis de induccion existe Y  ^  ^  ^^d
h - ^  </^> (x = u(suc(j))
(T^),(MP),(G2) traza^.(i.ïï) Y'j
con Y  2= V  j ( j < i— ^ 3  X (x = u( j ) a Y ^  )
(T^),(MP) < / 4 * > Y ^ - * Y ' j
con V ^ =  3 u 3i { Y ^  A u(0) = x a Ylu(i)/ xJ ) y Y ^  ^  F^^, 
luego con ^ = Y ^  obtenemos el teorema.
Teorema 2.3.3.- Completitud de NP
Para cualquier $ Ç NDFS^, ^ t NDFS^
$  1 =  Y  = - >  $  Y
Demostracion.-
Por el teorema 2.3.2 existe Y'eF., con
ta
hHZ- ( Y  .^-»Y' )
Como 0  h =  Y  por correccion de NP ^  l« Y'
Ahora con (T^ ), (MP), (G2) $  Y' pue» Yép td
(T^)j(MP) $  f
El calculo NP es similar al calculo P (ver definicion 1.6.1) pa­
ra DL, reemplazando las reglas (I) y (C) por el axioma ( * ) de NDL.
El axioma { *  ) describe la semantica de la iteracion mediante una 
formula de NDFS^, que solo hace referenda a o( . Ello hace posible la 
prueba del teorema 2.3.2, que puede entenderse como un resultado de ex 
presividad similar al teorema 1.5.2, decisive en la demostracion del 
teorema de completitud de Harel*
Por supuesto, la expresividad que ahora conseguimos se debe a que 
la semantica de la iteracion no es la standard.
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2.4.- Potencia de la logica NDL. Com-paracion con otras logicas dina-
micas.
Como vimos en 1.4 el calculo F es complete con respecte a cual- 
quier estructura aritmetica 3). Puesto que la teoria de primer orden 
de una estructura aritmetica es altamente indecidible, en la practi- 
ca se trabajara con una subteoria recursivamente axiomatizable de 
Th(3))« Résulta natural imaginar que esa subteoria contenga les axio 
mas de Peano.
De la misma forma se pueden a&adir a NDL ciertos axiomas comply 
mentarios para reforzar el sistema. Este nos permitira primero traba 
jar con modèles que cumplan una cierta especificacion.
Los nuevos axiomas postularan propiedades acerca de la estructu 
del tiempo y del conjunto de sucesiones S, tendiendo a que expre- 
sen nuestras ideas intuitives acerca del tiempo y de las trazas.
En segundo lugar estes axiomas nos permitiran comparer la poten 
cia deductive de NDL con otros sistemas. En particular caracterizare 
mes el calcule P dentro de NDL en un cierto sentido.
Definicion 2.4.1.- SDF^, SPS^
SfSd
XfcV,, t&T .  = >  ( x : = t ) 6 S P S j  
f t  SDFj =#► ( f ? ) t S P S ,
o( , /4 «. SPS^ ==^ ( <* i H  ) t («U/Î), (oc*)e SPS^
SDF^
Fd- SDF,
f  , -YfcSDP^, xtV^ =*. i f ,  f A f ,  3xffcSDF 
c<feSPS,, f  6 SDF, ==» < < x > f  fcSDF,
d
La diferencia entre NDFS^ y SDF^ esta en que NDFS^ esta basado 
en F^^ y SDF^ esta basado en F^. SDF^ son las formulas que solo hablan 
de los datos. De hecho SDF^ puede considerarse igual al conjunto DFS^
de la definicion 1.2.1.
Definicion 2.4.2.-
PA^ son los axiomas de Peano para el genero
con i n d ^ ( ^ ) =  ( ( Y F o / i ] *  V i (  Y f  [sue ( i  ) / i ]  ) ) — ► V i  ^  )
DIA^^=|ind^(f) :
con indj( Y )  = (( ^  [0 ' /x] a  Vx ( ^  — > ^ t sue * (x)/x3) )— » V x ^  )
suponiendo que 0*, suc' t d
PA^ son los axiomas de Peano para el genero d, supuesto que O', sue',
, +', •’c d
DIAj- indjf Y ) : F^ j suponiendo que O', sue'6 d
EXT=[ e ^ (  ^ ) : F^^J
con ext( ^  )= V j 3 x ^  — ^ 3 u Vj f[u(j)/xj
EXt ‘’= |*xt'’( f ) : ft F^^j
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con ext^( Y )= V j ( j i— » 8!x Y )— ► 3u V  j ( j < i— ► ^ [u(j)/x])
Ademas podemos considerar el calculo P (ver definicion 1.6.1) 
enunciado en NDL sustituyendo (T3) por (T^) y (T^) definiendo:
(T^) Un conjunto de axiomas para que junto con las réglas (MP) 
y (G2) forme un sistema de inferencia complete para F^
Para no complicar la notacion lo continuaremos llamando P.
Definicion 2.4.3.- 
1 2Sean i—  , \—  dos sistemas de inferencia en NDL, y sean AXl,
AX2 t NDFS, a
(AXll^ ) ^  (AX21^ ) Para cualquier $  S-SDF , f t SDP
SDF
f > u A X H - ^ f  = >  $  u AX2l-^ f
(AXlt^ ) <  (AX2l-^ ) (AXlh^ ) ^  (AX2t-^ ) y no
SDF SDF
(AX2t^ ) (AXlt-^ )
SDF
(AXli-^) =  (AX2l^ ) .$=» (AXl|i ) ^  (AX2F^ ) y (AX2|-^ ) ^  ( A X l A  )
SDF SDF SDF
Estas definiciones nos van a permitir comparar sistemas de infe­
rencia a partir de ciertos conjuntos de axiomas. En particular nos 
va a permitir comparar NP y P
Teorema 2.4.1.-
Sea d un tipo de similaridad que contiene una copia disjunta
del tipo de similaridad de la aritmetica de Peano. Entonces:
(PA^ U  DIA^|-£-) =  (PA^ U  TIA^a U  PAj U  DIA^^ V  EXT** | - ^  )
SDF
Demostrac ion.-
En lo que sigue llamaremos AX1= PA^ u DIA^ , AX2= PA^ v TIA^^ u
PA^ u DIA^a u EXT^.
( ^  )' SDF '
Para cualquier Y  t SDF^, $  G SDF^
AXl u $  1-^ f  ==#■ AX2 u $  f
Sea Mrl t= a X2 u $
Si probamos que k= ^  entonees por completitud del calculo 
NP tendremos AX2 U $  Y
Sea ^,..., Y V  la i-^ demos trac ion de Y
Probemos por induce ion que VH 1 =  para cualquier i O ^ i ^ n  
Para i, O ^ i ^ n  Y ^ e s u n  axioma de P o u AXl o se ob-
tiene por aplicacion de una régla de P
Por el teorema de correccion (teorema 2.3.1) todos los axiomas 
de P son validos en .
Si 6 $  u AXl tambien podemos asegurar que (pues
DIAdS DIAtd)
Ademas las reglas (MP), (Gl) y (G2) tambien son validas, por co­
rreccion, en .
Queda probar que para las reglas (I) y (C) si las premisas son 
validas en VH  ^ tambien lo son las conclusiones.
(I) Y  —
Y  — Co<*3Y
Supongamos VK Y — ^ [«( 3 Y
Sea w =(g, 8, r) 6%^^ y supongamos Y
Hemos de probar
[o(*3 Y  VVt t= Vi  Vu (traza „(i,u) a u (0)=x — ^ Y  [u(i)/Q)
n  n o< *
con X = var ( o( )
Consideremos la formula
Y  = V u ( traza ^(i.u) a u (0) = x — ^ ^  lu(i)/ x3 ) que tiene a i entre
sus variables libres. Por el teorema 2.3.2 existe "Y*6 F. , con i entreta
sus variables libres tal que VW *= a'Y'




Como V( •=  f tenemos VJ # =  Y[0/i] y por tanto "VM t= f  [O/i]
U w w
• y '— • Y'fsuc(i)/i]
Supongamos f =  Y' y para 1 t
VI
Y A  ^  traza ^(suc(i).l) 1(0) = x
Vt *= Y' supone W N =  Y  . Ademas como W  != PA. la relacion < ^
vr V? t
es transitiva y ^  t =  traza (suc(i),l)— ► traza (i,l)
VI ^  ^
Por tanto *W\I= 1 ( i )/ x 3 y por el lema de sustitucion
w
’H t  ^  _ Y
(g,sCÎ(i)^ /x],r)
Como *VVtN ^  — » [ 0(3 Y tenemos Y i i 1 =  Cd ]Y
(g,s[l(i)^*/xj,r)
Por otra parte traza * ( suc ( i ). 1 )
VI ^
Como se cumple lü *= i < suc ( i ) y tenemos
H t  N= B x(x = l(i) A <o<>(x = l(suc(i)))
Vf
H t  M =  _ ^  > (x = l(suc(i)))
(g,s[l(i) */xj,r)
^ e x i s t e  Vf ' =  (g ,  t ,  r )  con
( g , s [ l ( i ) ^ * / x j , r )  Vf ' y H t  #= x = l ( s u c ( i ) )
(x = v a r (  ) y oc no a f e c t a  a la s  o t r a s  v a r i a b l e s )  
( g , s [ l ( i ) ^ * / x ] , r )  ( g , s [ l ( s u c ( i ) ) * *  / x ]  , r )
Como H t  3 ^  para  todo Vf ' a V  , con
( g , s [ î ( i ) « / 7 j , r )
( g , s C l ( i ) * / x 3 , r )  Vf' entonces H t  > =  ^
Vf'
Luego H t  I  _  ^ y por e l  lema de s u s t i t u c i o n
( g , s [ l ( s u c ( i ) ) ^ t / ^ j , r )
VVt #=;= Y  [ T ( s u c ( i ) ) / x  ]
Vf
Por t a n t o  H t  fc= ^ "Y [suc ( i ) / x  ]  y
Vf
H t  ^  *'V'— »  Y  [suc ( i  ) / x  ]
Con e l  axioma de in d u c c io n  in d ^ ( "Y ' )  concluimos H t > =  V i  Y '  
y como consecuencia  H t  C<x *  J Y
^  C 3 u c ’ ( x ) / x ] - >  < o ( > f  ,  no aparece  an oT
f  — ► <'o< *  > f [ 0 ' / x ]
Supongamos H t ^ =  Y [suc ' ( x ) / x ] — < 'c < > Y
Sea w = (g ,  s ,  r )  6 y  supongamos H t * = ^  Y
Hemos de prob ar  que H (  # =  >YC 0 * / x  3
w
8Por el teorema 2.3.2 existe Y  t con
*
"%< «  >Tp[0'/x] — .-V*
Demostraremos *= * > ' f t O ' / x ]  por induccio'n sobre s(x) = m t D
*
ind^ aplicado a V
y simultaneamente para todo 5 , usando ai asquema de induccion de 
DIA.
Supondremos x = var( X ) y que x no esta"' en x 
m = 0 '
Como H t  ^  EXT^ tenemos
H t  ^  ext^(y = s (x ) ) ...........   ext^(y = s(x )) y dado que
Vf °  Vf “
H t  1 =  3!y(y = s(x )),.........  M<fc= 3!y(y = s(x )) tenemos
Vf °  Vf “
ju V  j(j ^  0— > u (j) = s(x )),
Vf °  °  °
H t ^  j ( j 6  0— ► u ^ ( j )  = a ( X j j ) )  y  c la ram ente
^ u t r a z a _ .* (0 .u )
Vf *
Como H t  ^  Y  y  s(x) = 0 '  tenemos H t ^ Y t O ' / x J  y  por ta n to  
Vf Vf
H t  1 =  3  u ( t r a z a ^ x ( 0 . u )  a u ( 0 )  = x a Y [ 0 '  / x j  )
Vf
Luego ^  ^ [O'/x] y H t  "Y'
m* = suc *(m)
Consideremos s^= s[m/x] y a '= (g, s^, r )
Ht N =  Y  H t  ^  Y  [suc'(x)/x]
Vf Vf'
Como Ht Y[suc ' (x)/xj— ^  ^o< > Y  por hipotesis tenemos
^  < <x >Y , luego existe w *' = (g, t, r) con vf ‘ o<*^ vf “ y
Dado que x no aparece en (/ tenemos Vf (X Vf” y ademas t(x) = s^(x) = m
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Podemos splicar la hipotesis de induccion al estado v" y obtenemos 
VU < « *  >'i [ O ' / x ]
*— n^l 
Sean 1 1 S , a e T con
V K  traza „(a,l) a 1(0) = x a l(&)/ x,0'/x] 
w " **
Para cada k, 0 4 k< n consideramos la formula (con parametros)
Yjç= ( ( j = 0— ^  y = s(x^l) A ( Tj = 0— ► 3 j ' (suc(j ' ) = j A X = 1^( j ' )))) 
Como V K  ^  EXT^ para cada k tenemos N= ext^( Y^)
Ademas TfVl N= Vj ( a— ^  3!x Yj^) » luego existen 1^,...,1^ = 1 ' 6 
con M= l'(0) = s(x) A V  j ( j i: a— ► l*(suc(j)) = l(j))
usando tambien H l  3=^PA^
De H f  ^  traza _(ael) tenemos que 
w   " ^
Vj (suc (0) ^  j < suc (a)— » 3x(x = l'(j) a <<x> (x  = 1' (suc(j) ) ) ))
w
Ademas *Wl M= 1(0) = x y w w” por tanto 
w ”
Ht )=3x(x = î'(0) A <cX> (x = î'(suc(0)))) 
w
Luego W traza^»(suc(a).l') a 1’(0) = x
V *
Como )/ x,0'/x] se tiene
V  "
H t ^  Y t  1'( s u c (a))/ x,0'/x]
V
y obtenemos





Con indj( V  ) concluimos T M  N =  [o' /x]
8Para cualquier $  5 SDF^ y Y  € SDF^
AX2 U 5  =». AXl u $  f
Definicion 2.4.4.- Modelo de trazas internas
Sea d un tipo de similaridad que incluye una copia disjunta de
los simbolos de la aritmetica de Peano (JO’, sue', +', •', ^ ^  cd)
y 3D estructura de tipo d tal que 3) *=PA^. Se define el modelo de 
trazas internas: , 9) , D, e x t ^ ®  )
con D universo de jD , se obtiene tomando como universo D e in-
terpretando los simbolos de t en con las interpretaciones de
O', sue', +' , ' ', ^ ' en 3) , y ext ^ : D % D — * D con ext *'^®=comp^
/ / / 
donde comp es la funcion vista en la definicion 1.3.1 segun la
fune ion beta de Gddel.
Veamos, previamente a la demostracion, dos lemas sobre el com- 
portamiento de H t g  y un lema de expresividad para AXl.
Lema 2.4.1.-
k p q k p q
Para cada formula Y  = Y(i, x, u) € DFS^ (donde i, x, u indican
las variables libres de genero i» d y ^ respectivamente) puede cons-
d a k P 4
truirse una formula Y  = Y  (z, x, y)e que verifica:
Ch k p q
Si .(/#= PA^ y m, n, 1 eD entonces:
k k p p q q  ^  ,_k k p p q q ^
Hig) *= Y  [ m/ z,n/ x,l/ u ] Y [m/ z,n/ x,l/ yl
Demostrac io^n. -
Por el teorema 2.3.2 sabemos que para cada Y^DFS^ puede construir
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se las mismas variables libres que Y y équivalente a Y
en cualquier Üt . Basta pues construir para Y 6 y poner
Y^=(Y')^ para las restantes formulas.
Sea X el conjunto de las infinitas variables de que no apare^
can (ni libres ni ligadas) en Y . Por cada variable i de que apa-
rezca (libre o ligada) en Y  elegimos una variable z de X. Analoga-
mente, por cada variable u t escojemos una variable y de X. De esta
k q
forma quedan definidas en particular z, y.
Sea beta(xj^.x^.x^) la formula de F^ que define la funcion beta 
de Gbdel en PA^. Para construir Y ^ reemplazamos cada subformula de 
Y del tipo ext(u,o ) = r por beta(y. «j , r ) que abreviaremos por
y( ct) = r .
Reemplazaremos ademas cada aparicion de i por z y cada cuanti- 
ficacion de u por una cuantificacion de y. Es obvio que esta cons- 
truccion tiene las propiedades deseadas.
Lema 2.4.2.-
Sea d tipo de similaridad que incluye una copia disjunta de los 
simbolos de la aritmetica de Peano, y 3) estructura de tipo d 
9) h= AXl ==» AX2
Demostracion.-
1. - )= PA^ ya que 9 ) ^ P A ^
2.- PA^ pues 2) PA^ y es una "copia restringida a
t" de 2)
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3.- Hig) b =  DIA^a
Dada Y  e el que h= ind^( Y) es consecuencia de que
2) M= indj( Y  ^ ) « pues 2)^= DIA^, y del lema 2.4.1.
4. - TIA^^ ana logo a 3
5.- H i <3)1= EXT^
Cada axioma de EXT^ es de la forma 
ext^(Y) = V j ( j ^ i — ^ a !x Y )— » 3u V j ( j ^  i— v Y [ u ( j ) / x l )
Segun el lema 2.4.1 basta demostrar que 2) N= (ext^(Y ))^
(ext^( Y ) )^= Vz(z^‘z^— ► 3 !x Y^)— e- 3 y Vz(z^'z^— ^ Y^Cy(z)/x]) 
Ahora bien, suponiendo que 2) t=Vz(z^'Zj^— y 3 !xY^) la existen- 
cia de y, tal que 2)#= Vz(z^'z^— ► Y^Ty(z)/x]) se puede demostrar 
por induccion sobre (induccion valida pues 2)N=DIA^) utilizan- 
do propiedades de la funcion beta que son demostrables a partir de 
los axiomas de Peano (validos en 9)). Mas en concrete, la induccion
sobre z^ es informalmente:
z^= 0* Sea x^ el unico x de D tal que 2) )= Y [O'/z^/x^/x].
En D hay un elemento y^ que cumple comp^ ty^fO') = x^ y este es el 
buscado.
/ \ ^  ^z^= sue'(n) Por hipotesis de induccion existe y en D que verifi­
ca 2 ) N = V z ( z ^ ‘n— » Y^r(y(z)/xl)
Ademas sabemos que 9) 3!x Y^Csuc ' (n )/z^]
Sea Xg^^ el unico x tal que 2)^= ' (n)/zj^,x^^^/x] y sea y' e D
tal que comp (y*,z) = comp"(y,z) para z ^ n  y comp (y',suc'(n))= X^^^ 
Entonces y ' cumple lo deseado.
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Ij0id& 2 • 4 # 3 •
Para cualquier Y& SDF^ PA^ I-— ( Y  Y  **)
Demostracion.-
Procedemos por induccion sobre la estructura de Y  
< e 'f y (T^) AXl h i  ( <—  f
*^  = T "V f T y por hipotesis de induccion
AXl h i -  "Y , luego (T^),(MP) AXl (i- i * - *  T Y  ^
Y = 3x ■'*' — » *Y = 3x Y  y por hipotesis de induccion
AXl hi- "Y—  . y (T^),(MP),(G2) AXl hi- 3x "Y 3x Y ^
Y  = Y  V  *^ = Y** A y por hipotesis de induccion
AXl i-i- Y-*-*
luego
AXl hi- > - > 7 - ' *
(T^),(MP) AXl hi- Y  /vY 
tp= <0(>-VF
Probaremos el resultado por induccion sobre ex
/ y
Ademas probaremos simultaneamente, y como lema auxiliar que: 
(b) para todo X e PS^, "Y e F^, x = var(o< )
AXl hi- <«> X  3x'( Y[x'/ x]  A < c( >x & X' )
• o( = (x: = T  )
(a) ( Y[Vx])"^=
Por hipotesis de induccion AXl (i— Y  •< > Y
(Tj),(MP),(G2) AXl |i- YC-T/xj ^  CVx]
(:=) AXl » i - Y  C V x ]
8(T^),(MP) AXl t-i C V x ]
AXl h i  <€*-♦
(b)
(:=) AXl h2 <x:= x>*X %  C V x  ]
(Tp,(MP),(G2) AXl 1
p
- A  [^/x] <--» 3x'(XCx'/x] AX* = C )
(: = ) AXl 1
p <x : = T > X G X* X ’ = X
(T^).(MP) AXl 1
p - <x;= Z > X  -4-» 3 x ' ( X  [x*/xj A <'x: = r>
• <V = (Yj?)
(a) f ^ = ( Y ^  A Y  )^ = A Y**
Con la hipotesis de induccion aplicada a y a "Y y (T^), (MP) 
tenemos AXl Y  ^  a "Y
(?) AXl A T  < Y j ? >  V
(T ),(MP) AXl (i-
(b)
(?) AXl hi- <Y^?> y  •*-* Y j  A-X
(?) AXl | i - < Y , ? > x  = X' -»-♦ Y, A X i X ’
(Tj)j(MP),(G2) AXl hi- 3x'(X [ x ' /  x] a < Y ^ ? > x  = x') -4— h
3 X ' ( 7.[x'/ X ] A A x = x')
(T^),(MP),(G2) AXl hi- 3x'( Irx'/ 7 ] A  T - a Y^
(T^),(MP) AXl hi- 3x'( X[x'/ x] A <Y  ^ ?> X & I' ) ^  X  A
(T^),(MP) AXl hi- ■»-* 3x'( X[x'/ X 3 A < Y j ? >  X = X')
• o( = ( /b Ü / i ’ )
(a) ( </i> Y  V </)->Y )^= ( </)>Y )^ V ( </S->Y )**
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Con las hipotesis de induccion aplicadas a "4^ y a
AXl < ^ >  V  )“ V ( </&'> "4» )'






^P </S o/S‘>')C </S> 11 V
AXl  ^P ^ /î>> ^  * a X* ( % [ x ' /  x ]  A </4>> X = X»)
AXl j P 3 x ’( Y C x */ x 1 a ^/^‘> x = X*)
 ^P
< /b u/&'> Y 3X* ( Y [ X ' /  X ]  A
(<A> X = X* V </%* > X = x' ) )
AXl u /!>‘> Y ^ ^  3 x * ( Y t x ' /  X ] y\
(a)
d
</i 0 /i‘> X = x * )
( < /SX/&V ( </^> (</»>*> V
Por hipotesis de induccion aplicada a
AXl
(T„),(MP),(G1) AXl
(</S'> V  )
For hipotesis de induccion aplicada a ^ V Y  )
AXl </i> - *  ( < ^ >  (</%‘> ^  )4)d
( </i> (</»■> ■H’ )d)d
(b)
(;) AXl l-£- It —
88
Por hipotesis de induccion para ft*
AXl a%'(K.[x'/ xl A < f i '  > I  L X') (1)
Por hipotesis de induccion de (a) aplicada a Z f t * > K .
AXl
(T^),fMP),(Gl) AXl
Por hipotesis de induccion para /h
AXl (</'■>Tt ■*-*■ 3 x " { { < f t ' > X  ) H x " /  xl
^ < f t > x  = x ” )
Usando (1) y lorn axiomas de la logica de primer orden ((T^),(MP) y 
(G2)) tenemos AXl jJL </*, ;/s'> Y  «  3x" ( 3 x ’ ( Y  C x » / x 3 a
(^/b‘> X = x')^[x"/ x] ) ^ ^ /3> X = x") 
(T\),(MP),(G2) AXl 1-2- < ft Y  ax' ( YLx'/ I] a
a x" ( ( < X = X ’ )^[x'V x] A < /% > X = x" ) )
(2)
Ademas
(;) AXl h ^ < / \  ;/S'> X = x' *-* - i f h X / i ' y  x A x'
Por hipotesis de induccion de (a) aplicada a < x = x'
AXl (-£-</»•> X = X' ■*-* (<: A'> X = x')^
Y por hipotesis de induccion aplicada a f t  y  con (T^),(MP) te­
nemos AXl < ft ; f t *> X = X* -e— ► 3x"((</%‘> x = x*)^x"/ x ]
^ ^  f t y  X = x" )
Con esto y (2) obtenemos con (T^),(MP),(G2)
AXl 1-2- ^ f t ; /S‘> ^— ► 3 x » ( Y [ x ' /  X 3 ^  < f t ;  f t ' > x = x')
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• o( = /b*
(a) 3 z 3 y(traza^a^(z.y) A y(O') = x A ^Y^[y(z)/ x] )
con traza^g(z.v) = Vz^ (z^<" z— ► 9x(x = y(z^) ^ { < f t >  x = y (sue ’ (z^) ) )^ 
Hemos de probar
(i) AXl l ^ ' C — *• Y"*
(ii) AXl
y con (T^),(MP) concluimos el resultado.
Prueba de (i)
AXl h-L <'/!*> N- — . Y
Lo haremos usando una regia dual a (l). Es facil probar que la regia 
(I') < o<> y f @g valida en el calculo P (cfr. Le-
<<% *
ma 1.6.1)
Para aplicarla probaremos 
AXl |-Z_
Por hipotesis de induccion de (b) tenemos
AXl |-^ < ^  ^ 4— » 3x*('?^[x'/ X ] A < /% > X = x')
/ ,
Ademas por las propiedades de la funcion beta de Gbdel, deduci-
bles de AXl AXl 3y'(y'(0*) = x a  Vz^(z^a' z— > y ’ (suc ' (z^ ) )
= y(zj)))
es decir, podemos ampliar la "traza" y concatenando x como primer 
elemento.
Claramente empleando dicha y* se tiene
(T^),(MP),(G2) AXl — p- 3 y ' (traza^^(suc ' (z) ,y') a
y'(O') = X A '4'^ Cy'(sue ' (z) )/ x ] )
y por tanto 
(T^),(MP),(G2) AXl
Por la regia (I') tenemos
AXl ^ (1)
Ademas, tambien por las propiedades de la funcion beta, tenemos 
(T^),(MP),(G2) AXl 3ÿ(ÿ(0') = x) y
(T^), (MP), (G2) AXl — » 9 v(traza^ (O' .y) a y(O') = x
z' "Y^[y(0')/ X])
Por hipotesis de induccion 
AXl I-i '4'*-*
y obtenemos
(T^),(MP) AXl fi-4'— ►»(> ^
Con (Gl) AXl *>M* — ►</!,’'> f ^
y con (1),(MP),(T^) concluimos
AXl |i<(i *> Y  — *■ 'f
Prueba de (ii)
AXl | i  f  ^ . C/*> * > t  
Consideremos la formula 
Y 2= 3y(traza^^(z.y) * y(O') = x A f^[y(z)/ x]) 
que tiene a z entre sus variables libres
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Usaremos la regia (C). Para ello probaremos
AXl 1-2- ^ ^[suc ' (z)/zj — » Y ^
Y^Tsuc'fzi/z] = 3y(traza^»(suc* (z).y) a  y(0')=x  A*y^Cy(suc » ( z )  )/ xj)
Por las propiedades de la funcion beta tenemos 
(T^),(MP),(G2) AXl 9y* z— ► y'(z^) = y(suc'(z^)))
Es decir, podemos simplificar la traza quitandole el primer ele­
mento. Claramente empleando dicha y* résulta
(T^),(MP),(G2) AXl ^^[suc(z)/z]— ^ 3 y*(traza^^(z,y') a
y'(O') = y (sue* (O')) a  ^ [ y  ' (z)/ xj) a ^/b>x = y (sue '(O')) 
y tomando x ' =ry(suc*(0')) tenemos
(Tj^),(MP),(G2) AXl I-i *fj[suc'(z)/z]— • ;3 x'( YjLx'/ x3 * </»>x = x' ) 
y por hipotesis de induccion de (b) y (T^),(MP)
AXl b-2- If ^ [suc ' (z )/z]— # ^
Con la regia (C) tenemos
AXl | i  f — *  < ^  * >  fjtO'/z]
Ademas
(T^) AXl [ i  3  z H’j
(T ),(MP),(G2) AXl ( i  f * < /b * >  '?jtO'/z3o
Como
(T^),(MP),(G2) AXl | i  j[0'A]-—  T  




(T^),(MP),(G1) AXl * > y\[0'/z]— *.</&*> "Y
y por tanto
(T^),(MP) AXl t-L f
(b)
Si aplicamos la hipotesis de induccion de (a) a ^  f t *  ^ %  y 
4, f t * > x  = x' tenemos
AXl * > Y  * 3 z 3y(traza^y(z«y) a  y(0' ) = x
A Y  C y(z)/ x3)
AXl 1—  i f t  > X = x' ^ j z 3 y (traza (z.y) a
Jy*
ytO’ ) = X A y(z) = x' )
Ahora tomando x' = y(z) concluimos
P , . *(T^),(MP),(G2) AXl > Tt a x'(%cx'/ x ] a. </4*>x = x')
Con estos tres lemas estamos en condiciones de probar lo que 
queriamos.
Supongamos AX2 v $  ^  . Existira entonces una sentencia
9 9 conjuncion finita de cierres universales de ciertas formulas de
$9 tal que AX2»^^ 6  — » . Por la correccion del calculo NP t£
nemos AX2 #= 0 — ^ Y
Ahora AXl 1= ( 0 — > Y  )^, ya que si 3 ) ^  AXl entonces S) N=AX2
por el lema 2*4.2, y por tanto W g ) N =  ( Q — ^  Y  ) y 3) ( 6 — >()*
por el lema 2.4.1
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/ / /
Como el calculo P encierra un calculo complete para la logica
de primer orden y ( © — ♦ Y  obtenemos
AXl ( i  ( G — » V
Con el lema 2.4.3 y la regia (MP)
AXl ( i ( 9 — * Y
y concluimos AXl v $  h-2— Y  por la eleccion de ©
Este teorema caractérisa el calculo P en NDL, o mas exactamente 
la derivabilidad en P a partir de PA^ U DIA^. Es posible interpre­
ter el teorema como un resultado de completitud, de la siguiente for
ma: Si llamamos admisibles a las estructuras de tipo td que sean
modelo de TIA^^ u PA^ v  DIA^^ u  EXT^, el teorema garanti-
za para $  6 SDF^, Y  t SDF^ cualesquiera, que PA^ U  DIA^ u  $  )-2- Y
si y solo si Y ®s valida en todo modelo admisible VW de PA^ U  
DIA^ U $  .
Otros resultados en esta linea pueden encontrarse en ( 2),(33). 
Caracterizan dentro de NDL el metodo modal de Burstall, la logica 
temporal de Pnueli, el metodo de Floyd - Hoare y el metodo de Manna- 
- Cooper.
Un sistema razonable de axiomas para el trabajo con NDL puede 
ser el siguiente:
Definicion 2.4.3.- DAX
Sea d tipo de similaridad que contiene los simbolos O' y suc'
DAX = PA^ u TIA.^ u DIA^a U EXT
En (34) puede encontrarse el siguiente resultado para DAX
H i  ( D A X ^ )
Mas aun, existen una formula Y  y un programs tales que 
[ «( ] y DAx 3£- Co(3>f
lo cual demuestra que el calculo NP usando a DAX como axiomas es 
mas potente que P. De hecho la potencia deductiva de P para formu­
las de la forma [«x 3 "V es la del calculo de Hoare, y el re­
sultado recien citado implica en particular la conocida incompleti- 
tud de e s^te (cfr. (18)).
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2.5.- Una logica de la programacion de primer orden para programas 
recursivos.
Cartwright en ( 6) propuso el uso de la logica de primer orden 
como base para razonar acerca de programas recursivos. Esta seccion 
supone una concisa exposicion de sus planteamientos, ligeramente mo 
dificados para adoptarlos a nuestro contexto y los cuales intentare 
mos relacionar con las ideas no standar de NDL, en el siguiente ca­
pitule.
Definicion 2.5.1.-
(1) Un orden parcial complete sobre un conjunto S es una relacion 
binaria G  sobre S con
(i) G  es un orden parcial sobre S
(ii) S contiene un elemento minime para la relacion G
(iii) Cualquier subconjunto X de S que sea dirigido (en el sen­
tido de que para todo x,y e X existe z € X con x & z , y £ z )  posee una 
cota superior minima Li X en S
(S,5) se denomina c.p.o. (orden parcial complete).
(2) Sean (S^,— ^), (Sg, — g) c.p.o.s.
f : S^ — ^  S2 es continua si cumple que para todo X SS^^ dir^
gido f(X) es dirigido y f ( U ) = U^f (X)
Un resultado conocido para c.p.o. y funciones continuas es el 
teorema de Kléene:
Teorema de Kleene; Si (S,c ) es un c.p.o. con elemento minimo _Ly 
f : S — S es continua, entonces f tiene un minimo punto fijo 
calculable como f^(l).
Este teorema puede encontrarse en (29) y se remonta a ideas de 
Tarski (cfr. (43)), quien demostro una proposicion mas general para 
operadores monotones.
Siguiendo a Cartwright, atribuiremos a Kleene la forma particu- 
larmente simple que toma el resultado cuando el operador es conti­
nue.
Definicion 2.5.2.-
Sea 3) una estructura de tipo de similaridad d.
Un programs recursive sobre ^  es un conjunto finite de ecuacio- 
nes F = | f j ^ ( x ^ ) = T j ^ , . . . , f ^ ( x ^ ) = ' C ^ | c o n n > 0 ,  simbo­
los de funcion que no aparecen en d y cada f^ de m^ argumentes, y
T, ,.. ., T  e TRJ, tal que ~C . solo utilizâ las variables x 1 n d' ^ 1 1
TR^ se define recursivamente como:
• x^ 6 T R ,1 a
• g( O ^ ) e TR^ si ,..., &TR^ y g es una funcion de m ar­
gumentes de d
• f.( C'a,) tTR^ si cr^,..., ®TR^> K i ^ n
• cr^ then^ r ’i _else. C'2 ® TR^ si O*^,..., <3“^ , r t^eTR^
Q simbolo de predicado de m argumentes de d
Este ultimo termine corresponde al if— then— else—  habitual.
Si r = if Q ^1 ' " " " * ^  m else c ’^ tendremos C'^si se ve-
<3) 4
r if ica Qcr ,...,<7 y L = T _  si se verifica i Q cy ,,, , , o- 
i m 6 X m
Cada programs recursive F sobre 3) lleva asociado un operador 
con Tp (Aj^ ,.*.,A^) = (A^,.«*,A^) si
A^ = [ (a^,...,a^ ,b) / a^,...,a^ e D y existe b eD que se obtiene
i i
de calcular t^ en 5) sustituyendo x^ por a^,...,a^ y cada apari­
cion de f (c) por c ’e D con (c.,...,c ,c')eA. i
J X ™ j J
Si Tp opera sobre funciones parciales entendidas como grafos, 
el resultado es a su vez el grafo de una serie de funciones parcia­
les .
r\ m,+l ^  m +1
Si consideramos T  (D ) x .. . y T  (D ) y la relacion binaria
definida por
A^,,,,,A^ — V A ç ,. • • , A ^ O
m^+1 m^+1
( J (D ) X ... X y(D ), ) es un c.p.o. (el elemento minimo es
(0,....,0) y la cota superior de conjuntos dirigidos se obtiene con 
la U  conjuntista), y Tp es continue.
Por el teorema de Kleene podemos considerar P = ,... ,F^j las
relaciones de Tpfn) minimo punto fijo de T^
F puede considerarse la semantica del programs recursive F, to­
mando cada P^ como el grafo de la funcion f^ de F. Podemos conside-
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rar el tipo de similaridad d^= d u con F^,...,F^ sim­
bolos de predicado que no aparecen en d con F^ de m^+1 argumentes, 
y 3)^ la estructura de tipo de similaridad d^ con igual dominie 
que D  y que interpréta los simbolos de d como en S  y F^,...,F^ 
como F.
En 3)^  podemos probar ciertas propiedades del programs F. Si S) 
cumple unos ciertos axiomas A X^ podemos utilizer AX ^  y las ecua# 
ciones de F para probar dentro de la logica de primer orden propie, 
dades de F.
Esto es lo que Cartwright llama "logica de la programacion de 
primer orden".
En particular Cartwright enuncia un resultado para estructuras 
3) accesibles(todo elemento de D es el valor en D  de un termine 
cerrado de tipo d. Estas estructuras se estudiaran con mas detalle 
en el capitule 3).
En estas estructuras se verifica un axioma de induccion ind^ ( Y )
para re la c io n e s  Y (x )  sobre J)
in d ^ ( Y )  = V x ^ , . . . , ^ i g (  Y f x ^ /x J   ^ . . .  A Y f x ^ g / x ] — »
 ^  Vx Y
(donde # g indica el numéro de argumentes de la funcion g).
El teorema fundamental de Cartwright afirma que en se veri­
fica el axioma de induccion ind _ ( Y ) para cualquier formula Y  de t,i
po d .
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La prueba es inmediata dado que el dominie de D  es el mismo 
de t) , luego todo elemento de 9)^ es el valor de un termine cerrado, 
y per elle el axioma de induccion se satisface para cUalquier pro- 
piedad Y t en particular para las definibles mediante formulas de
4. • j +tipo d .
La importancia de este resultado radica en que el principle de
induccion puede usarse en 3)^ para establecer en 9)^ propiedades de
las funciones introducidas per el programa F.
Un ejemplo de este es el siguiente:
Consideremos la estructura de las listas generates
SÛ = (D, 1® , 0®, car^ , cdr* , lista® , atome^ ) donde 1® es la
funcion de dos argumentes que genera listas a partir de atomes o li^
tas, lista^ y atome ^  son predicados de un argumente que deciden si
un miembro de D es lista o es atome, lista^ y atome ^  dividen D en
.2)
dos partes dis juntas, es una constante que indica la lista va-
cia y car ^  y cdr ^ son las proyecciones de 1^ . Abreviaremos l(x,y) 
corne x.y
En concrete en D  se verifican les siguientes axiomas:
AO: Vx (atome(x) v lista(x))
Al : lista ( )
A2: Vx V y (lista(x.y) 4— » lista(y))
A3; V x V y  car(x.y) = x
A4: VxV y cdr(x.y) = y
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A5; ( Y  l^/xl A Vx(atomo(x)— ^ Y  ) ^ Vx Vx' ( Y  /\ Yfx'/x]— ►
YCx.x'/x]))— ^ V X  Y 
Consideremos el programa recursive 
F = ^rel(x) = rell(x,0)
rell(x,z) = ^  X = 0 then z
else (if atomo(x) then x.z
else
rell(car(x) ,rell(cdr(x) ,z ))) 
que genera una lista rel(x) con todos les atomes de la lista x 
Si X = (a.((b.c).d). 0)) tenemos rel(x) = (a.(b.(c.d)))
Entre las propiedades que podemos probar acerca de F esta la ter- 
minacion del programa.
Probemos que Vx Jy (lista(y) a Rel(x,y))
Para elle basta probar que
Vx V z (lista(z )— » 3 y ( 1 i s ta ( y ) a Rell (x, z ,y ) ) ) 
y lo haremos usando el axioma de induccion A5 para 
^  = V z (lista(z)— * 3 y(lista(y) a Rell( x , z,y)))
Y C0/x2
rell(0,z) = z, luego tomando z = y tenemos
Vz(lista( z ^  3 y(lista(y) a Rell(0 ,z,y)))
V x ( a"^tomo(x)— ► Y )
Si atome(x) supone rell(x,z) = x.z, luego tomando y = x.z tenemos 
atome (x )— *» V z ( lista ( z )— » 3 y ( lista (y) a Rell (x , z  ,y ) ) )
101
Vx Vx * ( ^  A YCx ' /x]— ^ ^  fx.x’/x])
For A2 lista(x.x')——* lista(x')
For A4 c d r ( x . x *) = x '
y  con l a  h i p o t e s i s  de in ducc ion  ^ [ x ' / x ]  tenemos 
V X V x  ' ( Y  A Y [x ' / x ] — » V z ( l i s t a ( z ) — ► 3 y  * ( l i s t a  (y  * )
A Relï(cdr(x,x' ) , z , y  »)))
For A3 car(x.x*) = x 
y  con la hipotesis de induccion Y  tenemos
Vx VX ' ( ^  A YCx'/x]— » V z (lista (z )— » 3 y 3 y  ' (lista(v) a lista(y * )
A Rell(car(x.x*),y',y) a Relï(cdr(x.x* ) ,z,y *))) 
Y como rell(x.x’,z) = rell(car(x.x*),rell(cdr(x.x*)«z)) tenemos 
V x V x ’( ^ A ^ f x ' / x ]  — ^ Y [x.x*/x])
Concluimos Vx V z(lista(z)— » 3 y (lista ( y ) a Rell(x,z , y )))
En todo caso considerar como semantica de programas recursivos el 
minimo punto fijo del operador T® tiene sus problemas.
Consideremos el programa recursivo 
F = ^cero(x) = x = 0 then 0 else cero(x-l)}
para la estructura accesible TT modelo standard de la aritmetica.
Sea Y l' un modelo no s ta n d a r d  de T h ( 'V l ) .
Con el axioma de induccion ind^ para Vt podemos probar con la 
logica de primer orden que Vx cero(x) = 0 ( o mas exactamente que 
Vx Cero(x,0)).
Sin embargo el minimo punto fijo de nos da la funcio^n par-
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cial (su grafo) Coro(x,0) solo para los x standard.Como el conjunto 
de estos no es definible en Vt los axiomas de induccion que justi- 
fican la demostracion de V x  Cero(x,0) no valen en H*
Esto parece apoyar las conocidas criticas de Hitchock y Park r 
(cfr. (21)), en el sentido de que "terminacion" y "totalidad" no son 
nociones de primer orden.
Para conciliar esto con la intuicion de que, pese a todo,
Vx Cero(x,0) es demostrable por induccion sobre x, puede alterarse 
la interpretacion de los programas recursivos.
Para ello Cartwright introduce la nocion de minimo punto fijo d£ 
finible. La interpretacion alternativa de las funciones del programa 
seran las funciones parciales determinadas por el minimo punto fijo 
definible de T^ , .
Asi se obtiene un resultado que generalize el teorema fundamen­
tal. Como, ademas, el minimo punto fijo de es definible en estru£
turas standard el teorema fundamental se mantendra como un caso par­
ticular de su generalizacion.
En todo caso, el minimo punto fijo definible del operador no 
siempre existe.
La solucion a este problema ofrecida por Cartwright es trabajar 
con una clase de estructuras, las estructuras que soportan sintaxis
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que en esencia aseguran la existencia de mécanismes de codificacio'n 
que representan en D secuencias finitas de elementos de D ( y este
concepto de finitud es "en 3) ", y puede no correspondér con la no­
cion intuitiva desde "fuera de 3) "). Estas estructuras son similares 
a las estructuras aritméticas de Harel (ver definicion 1.4.1) aun- 
que mas générales.
Nosotros vamos a desarrollar esto de una manera mas simple, he- 
redando de NDL su nocion de sucesiones en estructuras de très gene- 
ros. Trabajaremos con estructuras de tipo td
= ( r , 9) , s, ext"^  )
con analogas definiciones a las de 2.2 pero restringiendo el tipo de 
similaridad t a los simbolos de la aritmetica de Peano 0, 1, +. Ve-
remos estas estructuras con mas detalle en el capitulo 3.
Definicion 2.3.3.-
AX^ = {a i = ( Vi 1 (i+1 =0)),
A2 = ( Vi Vj(i+1 i j+1— * i = j)),
A3 = ( Vi(i+0 = i)),
A4 = ( Vi Vj(i+(j+l) = (i+j)+D)
AX^ son los axiomas a exigir a las estructuras temporales
= { ind (^ Y  ) / donde
ind^(<f) = ( %[0/i] Vj( If [ j + i / i ] ) ) _  V i  If
son los axiomas de induccion para el tiempo para formulas de
10
primer orden de tipo td.
AXg = [ u n i t , conc } donde 
u n it  = V x j u  V i ( u ( i )  = x )
conc = Vu V i V v V j  3 w V k ( ( k < r  i — ► w (k )  = u ( k ) )  A
(i < k^ i+j+1— ► 31(1 4 j A 1+i+l = k Aw(k) =v(l))))
unit indica que existen todas las sucesiones constantes y conc 
que las sucesiones se pueden concatenar.
Son los axiomas que vamos a exigir para S.
Las relaciones < , y ^ se definen: 
i < j < = >  3k(i+(k+l) = j)
i « j <£=±> (i < j V i = j )
Definicion 2.5.4.- Estructuras admisibles
Una estructura admisible de tipo td "Wt = ( ^  » 2) » S, e x t ^  ) 
es cualquier ^  , con ^  #= AX^ u vj AX^
Lema 2.5.1.- (Teorema de Kleene generalizado)
Sea estructura admisible de tipo td y F un programa recursi­
vo sobre 2)
Entonces tiene un minimo punto fijo definible por una formu­
la de F^d-
Una demostracion a un resultado semejante se présenta en el capi­
tule 3, y por eso no incluimos esta . La prueba con la terminologia 




Sea \Vl una estructura admisible V( = ( ^  , 3) , S, ext ^  ) con 
^ 1 =  [ indd(Y) / .
Sea F un programa recursivo sobre ® y sea F* el minimo punto fi­
jo definible de T^ . Consideremos 2 ) ^ = ( T  , 2)^» S, ext^  ) con 
2)^  construido como hemos visto ( interpretando F^,...,F^ como F*). 
Entonces en 'WI ^  se verifies ind^f Y ) para formulas Y  de tipo td^.
Demostrac ion.-
El lema 2.5.1 nos asegura la existencia de F . Como F* es defini­
ble por una formula de F^^ puede reemplazar en cualquier formula 
Y  las apariciones de los simbolos F^,...,F^ por las definiciones de 
F'^,...,F*^, obteniendo una formula de F^^ équivalente a Y en ^ 
para la que si se verifies el axioma de induccion por hipotesis.
Este teorema nos asegura la validez del axioma de induccion en 
estructuras admisibles para formulas que utilicen los simbolos F^,.. 
.,F^. Asr podemos utilizar dicho axioma para probar propiedades so­
bre el programa F. Para dichas pruebas usaremos axiomas para 3) , mas 
los axiomas de induccion ind^( Y )  y las ecuaciones del programa F. 
Como se vio en el ejemplo los axiomas de induccion son decisivos en 
estas demostraciones, en especial al tratar de probar propiedades de 
totalidad.
Asi pues la logica de programas de primer orden es un sistema 
formai apropiada (y comodo por la utilizacion de los axiomas de in­
duccion) para razonar acerca de las propiedades de loS programas r£
cursivos.
En el capitulo siguiente se tomaran algunas de estas ideas para 
desarrollar una logica para programacion logica. Se trabajara con 
predicados en lugar de con funciones y el marco de trabajo seran e£ 
tructuras de très generos similares a las de 2.2. Con ello consegu^ 
mos una codificacion de sucesiones de datos como "trazas internas" 
en la estructura (el conjunto de sucesiones S). Aparté de la simply 
ficacion formai, obtenemos algunas ventajas. Por ejemplo si consid£ 
ramos el lenguaje de la aritmetica y los programas recursivos 
F 2 ={g(x) = g(x)} y = (g(x) = g(x) + l}
ambos definen la funcion totalmente indefinida, por lo que se tiene 
Y  = Vx V y  1 G(x,y)
Sin embargo de AX-y^  ^ mas los axiomas de induccion para formulas 
que usen G, mas la ecuacion de F^ no puede inferirse Y , debido a
que adroite otros puntos fijos. Y  si puede inferirse para F_
^1  ^
%T
pues F 2 tiene un unico punto fijo.
Como veremos mas adelante, la logica propuesta en el capitulo 3 
no tiene este problema.
Ademas Cartwright para resolverlo recurre a construir un progra 
ma recursivo F*  , con con un unico punto fijo definible el cual
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détermina el minimo punto fijo definible de T® . Este programa F* 
solo existe con esta propiedad en estructuras con representacion in­
terna de sucesiones de datos. Es decir, en estructuras admisibles en 
nuestra terminologia. Dado que las "trazas internas" acaban siendo 
necesarias, es natural incluirlas en las estructuras.
Por otro lado las nociones de minimo punto fijo y minimo punto 
fijo definible volveran a utilizarse.
Todo esto es ilustrativo de las diferencias que bay entre usar
/ X
semantica tradiccional o semantica no standard.Resumiendo la discu- 
sion anterior, consideramos que esta ultima es la que se correspon­
de adecuadamente con el empleo de formalismes de primer orden para 
derivar propiedades de programas.
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CAPITULO 3: UNA LOGICA NO STANDARD PARA PROGRAMAS LOGICOS.
3.1.- Introduccion; La logic* NPL para programacion logica.
Desde hace algun tiempo esta tomando importancia la programacion 
logica. Surge de los intentes para mecanizar el razonamiento logico 
(confronter los trabajos de Green (l6 )) y del desarrollo de la inte- 
ligencia artificial. Kowalski y Colmerauer ((28) y ( 8 )) dieron la 
idea fundamental de que la logica puede ser usada como lenguaje de 
programacion. Se ha desarrollado, incluse, un lenguaje de programa­
cion concrete: el PROLOG (cuyo primer interprète fue desarrollado 
por Roussell (37)).
La programacion logica trabaja con los programas de Horn y dentro 
de interpretaciones de Herbrand.
En este capitulo proponemos una logica para el razonamiento acer 
ca de propiedades de programas logicos. La logica NPL se define en 
la seccion 3.2 y esta inspirada tante en lo realizado para programa­
cion logica (confronter (29)) en cuanto a la definicion de programas 
(aunque los nuestros generalicen a los programas de Horn) e intencioi 
nés, como en la logica NDL del capitulo 2. De esta ultima tomamos la 
idea del trabajo en estructuras de très generos, que incluye una co­
dificacion interna de sucesiones de datos y una estructura temporal. 
Mientras que en NDL el papel de las "trazas internas" era codificar 
sucesiones de estados que representasen computes de programas itéra-
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tivos, aqui se tratara de representar sucesiones de formulas que re- 
presenten deducciones, las cuales imaginaremos como computes de pro­
gramas logicos.
La logica NPL es compléta con el calculo LNP (la definicion del 
calculo y el teorema de completitud pueden encontrarse en 3.2).
La seccion 3.3 se ocupa de comparer la sema^ntica de NPL con la 
semantica habitual de programas logicos. Considerados como conjuntos 
de formulas de primer orden, estos tienen una semantica declarativa 
natural heredada de la logica, y es posible dotarlos tambien de una 
semantica de punto fijo y de una semantica procedural indueida por 
una variante especial del procedimiento de resolucion. Se conocen r£ 
sultados que establecen la equivalences entre estos tres tipos de s£ 
mantica para programas de Horn, sobre interpretaciones de Herbrand 
(cfr.( 3 ) y (11)).
Nosotros estableceremos la equivalences entre semantica declara­
tiva y semantica de punto fijo para una clase de ppogramas mas am- 
plia que los programas de Horn y sobre las estructuras standard, que 
incluyen en particular a las de Herbrand. A fin de relacionar estas 
dos semanticas con la semantica de NPL definiremos las estructuras 
admisibles (vistas en 2,5) y demostraremos que la semantica de NPL 
para programas logicos en estructuras admisibles es equivalents a 
una semantica de minimo punto fijo definible (similar a la de Cart-
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vright) y coincide tambien con la semantica declarativa sobre aque- 
llas estructuras admisibles que sean standard.
La seccion 2.4 discute la potencia de NPL. Alli se demuestra que 
los programas regulares y los programas recursivos pueden ser simula 
dos como programas logicos, englobando asi en nuestro formalisme los 
resultados de Andreka, Nemeti, Sain y Cartwright que se discutieron 
en el capitulo precedents.
Ademas se desarrollan una serie de aplicaciones practices del 
uso de esta logica para razonar acerca de propleda^s de programs 
logicos y de estructuras de datos manipuladas por ellos.
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3.2.- Definicion de NPL. Kl calculo LNP. Teorema de conrpletitud.
Definicion 3.2.1.- Tipo de similaridad td. Estructuras de tipo td
td es un tipo de similaridad de tres generos t, d, £ ( t se
le llama tiempo, d datos y s sucesiones)
Los simbolos de td son:
- Los simbolos 0, 1, + de la aritmetica de Peano son del genero t, y 
forman el tipo de similaridad t del tiempo.
- Los simbolos de d, tipo de similaridad de los datos, son del gene­
ro d. Se supone que 0, 1, + no aparecen en d
- ext es un simbolo de funcion con dos argumentes de genero S. y  t  y
valor de genero d, y se supone que no aparece ni en t ni en s .
Las variables del lenguaje son V^= i, j ,k,... J del genero t ,
V^= {x,y,z,... J del genero d y V^= ^u,v,v,... J del genéro a .
De la forma habituai se definen los terminos de t, d, £.
son las formulas de primer orden del tipo td (donde "Cg
solo se admite como formula si y son del mismo genero).
Una estructura de tipo td sera:
v/l = ce, 3), s, ext^)
con %  estructura del tipo de similaridad t, 9) estructura del tipo
de similaridad d, S es un conjunto no vacio y ext*^ : S» T — ^  D
(donde T es el universo de 72 y D es el universo de D  ).
11
generos t tiempo d datos _s secuencias
simbolos
0,1,+ simbolos de d
e X t
variables X,y,z, » • • u,v,v,.*.
0,1,+
Notacion y abreviaturas:
son las formulas de primer orden del tipo de similaridad d
son las formulas de primer orden del tipo de similaridad t
i < j se define como Bk ( i + (k + 1) = j)
i^ j se define como (i < j v i = j)
u(i) = ext(u,i)
son los simbolos de predicado del tipo de similaridad d 
son los terminos de tipo d.
Definicion 3.2.2.- Variables de programas VP
VP = I , ^2  f • • •  9 , • • •, ^2 * ^2 ***** ***** f m 0 • 0 J
Las variables de programas representan predicados sobre D. X™ es un
predicado de m argumentes X ™ S ? ( D ™ ) »
Para simplificar la notacion, y si no hay posibilidad de error, 








x“tVPnNo primitivos x”n i  m
m d
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Definicion 3.2.4.- CD», PL», LPP»
CD^ Clausülas definidas simples 
o( atomo no primitivo
Para todo j l ^ j ^ q ,  q > 0  atomo^
of
PL^ Programas logicos simples
F





Y *  LPF
Tî x^(-c^,...,r„KLPP»
'f , N” fe LPF
1 (f , , 3x'<, au>^ e LPf'
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Definicion 3.2.5.- CD^, PL^, LPF^
CD, Clau^ulas definidasa — ■ - ..-
o< atomo no primitivo 
Para todo j 1 « j « q 
q > 0
A . atomo o
'a )
Aj= T g
T > ‘ PLa’ ^ ......' « ‘ ■'d*
(X ,.,, t c
/ .PL^ Programas logicos 
Cj^ ,...,Cj^  tCD^ —-V ^C^,...,C^jePL^
LPF^ Formulas de programas logicos
"^*Ptd f'LPPd
ntPL^ y x” .TP, Ti,.... r^eTd = »  n  x"(r^,...,r j€LPF^
n f  , , 3iif , a x f  , a u f  e LPF,
(f , 4" k LPF,
itV^,xtVd,utV^ J
Estos programas suponen una generalizacion de los programas de 
Horn para programacion logica en estructuras de Herbrand (cfr. (29))
La idea de los programas es bastante habituai en programacion. 
Hay procedimientos internos (las clausulas) y procedimientos externos 
(los programas que aparecen én las clausulas), Los procedimientos in­
ternos dan un resultado (el atomo o( ) si se cumplen todos los ^
Si los j son no primitivos supone una llamada a otro procedimiento 
interno del mismo programa. Si jh ^ es ( n ^  ^ 1 * • * • * ^  m *stamos ha- 
ciendo una llamada a un proôedimiento externo: otro programa.
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No todos estos programas son ejecutables en la practice, pero 
los programas logicos simples (que incluyen a los programas de Horn) 
si pueden, en principle, imaginarse como ejecutables.
Definicion 3.2.6.-
Una aparicion de una variable xeV^ en una formula ^  se dice 
libre si no esta dentro de una subformula 3x de Y * Analogas defi-
Vs
niciones se tienen para i&V^, ut
Pefinicion 3.2.7.-
Sea "n t PL , a
• es el conjunto de las variables de programas que aparecen 
en T|
• grado(Tl ) = max|m/ X™ t Vn |
• Pj^ es el conjunto de programas de PL^ que aparecen en el lado 
derecho de alguna clausula de T1
En lo que sigue asumimos que en existe una sucesion infinita 
de terminos cerrados diferentes que llamaremos 0, 1^, £,....
Definicion 3.2.8.- Formula demostracion^
Sea un programa logico, grado(TI ) = r
demostracion^  (u^.....u^.v.w.i) = V j( j < i — ^ ^ç(u^^,... ,u^,v,w, j ) )
donde si C es la clausula definida de x” (T^,..., T  ^  )<— ^^,...,^1^ 
y X engloba todas las variables que aparezcan libres en el lado dere­
cho de C
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lfç(u^,...,u^,v,w,j)=(v(j)= n A w(j)= m a 3 x (/^*a *i(j)=
con:
si atomo primitivo o #j = (i ) Tl ' cX
si  ^ atomo no primitivo ^ 1 ' * * * ’ ^ m ' ^
A j= j»v(j')= n»Av(j')= m ’A u^(j')=(f^A .. A '^ n,i(j') = ^ „,i)
Ejemplo:
9) = (N, 0^, suc^)
T1 - [ xJ(o) ,
x|(suc(suc(x))) 4— xj(x) J
demostracion^ (u,v,v,i)=Vj(j^ i— y ( (v( j )=1^  a v( j )=1^^ u( j )= O) v 
(v( j )=1^  A v( j )=i A 3x(u( j )=suc(suc (x)) A 3 j ’(j'< j Av(j')=iAv(j»)=i
A u(j')=x))))
Definicion 3.2.9.- Estados sobre ^ ,
■ ■-------- - -------- ta
Sea 5),S, ext*^ ) estructura de tipo td. Si T es el uni­
verso de T , D universo de 9)
Vt V
= T < D  x S ®  es el conjunto de estados sobre *W1 .
Cada estado w« es una aplicacion de las variables de V^, y
en T, D y S.
Definicion 3.2.10.- Validez de formulas de LPF, en eatructuras
■ d
Sea *VVt estructura de tipo td, Y& LPF^ y ve 
X  «c define
• ^  € F^^ W  Y se define del modo habituai
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' W  ^  11 X™ r = grado(T\ )
^  3u^,....u^.v.v.i(demostracion^ (u^,...,u^,v,w,i) a v(i)= n a
w(i)= m A u- (i) = ^  , A ... A u (i)= r ) i 1 m m
^ N = - > ^ ,  W|f= a i f  , M(t= 3x<< , V < l =  3 u Y s ew ' w  ' W ' V ' w
definen del modo habitual.
^ es valida en *W1 * W 1 ^ Y  para todo v * V  , f= Y^ td V
Las definiciones de consecuencia,satisfactibilidad,..son las habituales.
De esta manera queda definida la lo'gica NPL (Logica no standard 
para programas logicos).
Como en el capitulo anterior el termino no standard hace referen­
d a  tanto a la semantica de los programas logicos, que no es la habi­
tual (cfr. (2.9) y la discusion en la seccion 3.3), como a las estruc­
turas con las que trabajamos. Tanto la estructura temporal 7T como la 
estructura de datos 3) pueden ser cualquier modelo de su tipo de si­
milaridad.
En el resto de la seccion propondremos un calculo para NPL y proi 
baremos su completitud. La definicinn del calculo LNP es bastante ev^ 
dente, ya que hemos definido la semantica de la formula TlX(c2,..., r^) 
con una formula de LPF^. La completitud de LNP se obtiene con un teo­
rema de expresividad similar a los vistos en los capitulos 1 y 2. 
Definicion 3.2.11.- Calculo LNP
Axiomas
(T ) Todas las instancias de tautologias del calculo proposicional
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résultantes de sustituir consistentemente variables proposicionales 
por formulas de LPP^
(T^) Un conjunto de axiomas para de manera que junto con las re­
glas Modus Ponens (MP) y Generalizacion (G) formen un sistema de in- 
ferencia complete para F^^.
(T1 ) in X^^x^,...,x^)<— ^ 3u^ u^ ,v.v.i(demostracion^ (u^....u .v.w.^,
A v(i)= nAw(i)= mAU-(i)= x , a . . . a u  (i)= x )” — i l  m m
r = grado ("H )
Reglas
V  (f - u/ 
(MP) Modus Ponens ^ *
*V
(G) Generalizacion Y > Y   ^ Y i > Y  ^ f
3i Y — 4,Bi Y  3 x f - ^ 3 x Y  3u Y — ^ u Y
Teorema 3.2.1.- LNP es correcte
Sean $ S  LPF,, Y « LPF^ u. a
5» 1 ^ = 1 ,  $  t =  (f
Demostrac ion.-
Evidentemente cada axioma de LNP es valide en cualquier estruc­
tura *VA (el axioma ( Tl ) es la definicion de validez de formulas con 
programas).
Tambien es inmediato que si las premisas de las reglas son vali­
das en tambien lo es la conclusion.
Por tanto si ^  Y  tenemos ^  Y
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Teorema 3.2.2.-
Para cualquier Yt LPF^ puede construirse Y'e F^^ con
kM E  ( ^  )
Demostracion.-
Por induccion sobre la estructura de ^
• S i  "f t tomamos '6 '=  ^  y  (T ^ ) )
• S i  <^  = n Y  por hipotesis de induccion ■ ( H* •.—♦Y' ) con
Y' t Tomando ' ^ ' = T V  (T^),(MP) Y  Y' )
Si f  = 4'''^ por hipotesis de induccion I ( "t •— . V  ) f'e .
h M L  ( X  ^  X  ) X'eFj,j
Tomando ^ ' = 4 ''a V  (T^),(MP) f  )
• S i  *^  = 3 i Y  por hipotesis de induccion ( Y  *— fc Y' ) YeF, .
Tomando i^' = 3iY' (T^), (MP), (G) > 0 - 0 . /' )
Analogamente se prueban los casos ^=3x*'P o Y = d u Y  
• S i  Y = TI , ' ' ' , r Consideremos la formula
demostrac io'n^ (u^ u^ .v.w.i)= V .i(.j f i— . ^  0 p(u^,.,. ,u^, v, w, j )
donde si C = ^ 1(^2* * * * °*m*^ ^ 1’* * ’ ^  q ^ * engloba todas las varia­
bles libres del lado derecho de C
Y Q= v( j )= n* A w( j )= m* A 3  x( A .. .A A u^( j )= <r^  A ... A u^,=
con /!>*• = A . si /) • = ( i )T1 ’ v  atomo no primitivo.
J J J
Por hipotesis de induccion para estos f l  ^ existe /^ 'j  ^^td
3
Tomando A' • = si A . atomo tenemos (T ),(MP) \ ( ï p-#— ► f _}c
' J J ' J o L u
I 12
ï  ç= v(j)= n' A v(j)= tt» A g *( A 2^ A  u^^(j)= x ^ u^,(j)=c^g,
y X ’p € Ftd
Si llamamos demostracion ^  ^ j ( j ^  i-— » Y  6 y obtenemos
(Tg),(MP),(G) (demostracion — » demostracion ^  )
Tomando Y = 3  .v.w.ifdemostracion  ^ (u^,...,u^,v,w,i) a
v(i)= n A w(i)= m a  n_(i)=r a ... a u  (i)= T )— — 1 1 m m
concluimos (T1 ) , (T^ ), (MP), (G) (Tl X^(r ^ ,... , r ^ )*-e )
Teorema 3.2.3.- Completitud de LNP
Para cualquier $  s LPF^, Y t  LPF^
$ t =  ^  $  I w
Demostracion.-
Es inmediata con el teorema 3^2.2. Para Y existe Y' t F. , conxa
LNP
( Y  ^ Y' ). Como Y  y LNP es correcte $ # =  Y
Dado que (T^),(MP),(G) forman un sistema complete para F.^  ^ tenemos
y con (T^),(MP) f
/ / 
Observese que, de nuevo, el paso clave de la demostracion de la
completitud del calcule es el teorema 3.2.2, un teorema de expresivi­
dad similar a los vistos en capitules anteriores.
Ejemplos del uso de LNP:
El calculo LNP puede ser utilizado en algunos casos para demos- 
trar la equivalences de programas logicos.
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(0)






Intuitivamente tanto T1  ^ como H  ^ definen el conjunto de los nu­
méros pares. Por tanto parecen équivalentes y de hecho se tiene que
VxCn^ xJ(x) *-*11 2x|(x))
Segun el teorema de completitud para LNP basta demostrar que
V x(Tl ^ xj^(x) "4— k T1 gX^tx)) cualquiera que sea la es­
tructura de tipo td.
Pero esto es consecuencia de que dada y fijados u,v,veS, 
i € T en se tiene
W .  ^  demostracion ^  (u,v,w,i) M l  demostracion (u,v,w,i)
2
lo cual es una simple consecuencia de la forma de las formulas 
demostracion y del hecho de que dos objetos de 9) de las formas 
suc(suc(y)), suc(suc(suc(suc(y)))) son en particular de las formas x, 
suc(suc(x)).
Notese que la formula afirma que si Tl  ^ computa xj(x) tambien lo 
computa Tlg (y viceversa), pero no afirma que pueda computar algo
Desgraciadamente, el conjunto de resultados posibles utilizando
12
/
LNP y apoyandose en el conjunto vacio de hipotesis no es muy amplio.
Esto es debido a la falta de informacion sobre el conjunto de secuen­
cias S y la estructura temporal T  .
Por ejemplo consideremos el programa





(sue (sue (0) ) ) }
(sue (sue (sue (sue (0) ) ) ) ) -4—  xj(suc (sue (0) ) ) ^
Intuitivamente H   ^ sigue siendo équivalente a T(  ^y & Tl pero
las formulas que expresan las equivalencias
V % c n ^ x | ( x )  — n 3xJ(x)) Vxcn^xjcx) ii^x^fx))
ya no son logicamente validas en NPL.
Para comprobarlo consideremos la siguiente estructura de tipo td
yA = ( r , 3) , s, ext’*’ )
con r  = (N, 0^, 1” , +” )
S) = (N,0'^, suc*^)
S =|a e a^^ 0'j 
ext^ (a,i)= a^= a(i)
S son todas las sucesiones de numéros naturales que no empiezan por O' 
Si u(0) no puede ser O',para cualquier u e S  tenemos
’m 1= Vx nTl j^ xJ(x)
y sin embargo
^  ^xj(suc (sue (O* ) )
cogiendo ut S con u(0) = sue ( sue (0 ' ) ), v y w con v(0) = i y v(0) = 1^
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tenemos inmediatamente
M t  f= demostracion (u,v,w,0)
En la seccion 3.3 estudiaremos como fortalecer nuestro sistema 
de inferencia, exigiendo como axiomas ciertas propiedades para T  ,
S y ext, analogamente como sucedia en 2.4. Basandonos en estos axio­
mas LNP SI sera capaz de inferir propiedades interesantes acerca de 
programas logicos.
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3.3.- Estructuras standard y estructuras admisiblaa. Samantica de
programas logicos simples sobre estructuras standard y estruc­
turas admisibles.
En esta seccion discutiremos y compararemos las distintas seman- 
ticas propuestas para programas logicos.
Trabajaremos con los programas logicos simples (una clase mas am- 
plia que los programas de Horn) y sobre estructuras standard en las 
cuales la estructura de los datos es accesible (todo elemento del do- 
minio es el valor de un termine cerrado). Estas estructuras incluyen 
a las interpretaciones de Herbrand.
Los programas logicos simples pueden considerarse como un conjun- 
to de formulas de primer orden, lo que supone una semantica declara- 
tiva natural, heredada de la logica. Tambien se les puede dotar de una 
semantica de punto fijo. Para programas de Horn es conocida la equiva- 
lencia de ambas semanticas sobre interpretaciones de Herbrand. Noso- 
tros generalizaremos este resultado a los programas logicos simples so 
bre estructuras standard.
Ademas, probaremos que la semantica de NFL para programas logicos 
en ciertas estructuras (las estructuras admisibles, ya definidas en 
2.3) es équivalente a una semantica de minime punto fijo definible,
(con similitudes con los resultados de Cartwright comentados en 2.3) 
y coincide con la semantica declarativa para las estructuras admisi-
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bles y standards
Definicion 3.3.1.- Tipos de datos accesibles y sus diagramas
Un tino de datos accesible es cualquier estructura 2) de tipo de
similaridad d, tal que todo elemento del dominio de 9) es el valor
en 3) de un termine cerrado del lenguaje de 9) .
Para un tipo de datos accesible 3) , el diagrama de 9) , , es
el conjunto de sentencias atomicas del tipo t =<r , =
T Q (t  ^,. . , X )del lenguaje de 9) , verdaderas en 2) .
Proposicion 3.3.1.-
Sea 9) un tipo de datos accesible y 9) ' una estructura del mismo 
tipo de similaridad que 3)
JD C 3) • S '  [ =
y SD ' y 2) ’ accesible ==> 2)’ —  2)
( 2 ) ^  2)’ indica que 5) es, salve isomorfismo, subestructura de 2)’)
Definicion 3.3.2.-
Sea ®  estructura de tipo de similaridad d.OMj) = ( , 3) , S,ext^®)
es la estructura standard de tipo td sobre 3D si
(1) C  = ( N, 0**, 1^, +” )
(2) S = =neNy(0f“
(3) Si s e D** ext (s,i) =
s(i) = s^ si i 4 n
s(n) = s^ en otro caso
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Semantica de programas logicos simples sobre structuras standard.
Cada variable X e VP se puede interpretar como un nuevo predicado 
sobre 2) , Un programs logico TT puede entenderse como una definicion 
implicita de nuevos predicados sobre 2) (las variables de programas 
X e VP).
Los programas logicos simples pueden, entonces, representar for­
mulas de primer orden:
^ fi ^
at 4—  : ( a )^
donde ( )^ represents el cierre universal de todas las variables
libres.
Estas formulas, asociadas a cada programs logico simple, dan el 
significado logico de 77 en 2) ampliada con las interpretaciones pa­
ra los elementos de V^ .
Definicion 3.3.3.- B? , )
Sea 9) un tipo de datos accesible y TÏ un programs logico simple.
La base de Herbrand de TT sobre 2) ( ) son todos los atomos no pri-
mitivos X(t ^,..., donde X e V^ y  ^i > • * • > ^  jn termines cerra-
dos de T^.
I S es 9)-cerrado si y solo si X^^,..., or I si X (% ^ ,. . , t   ^I
y y -----y < r ^  =x.®
y ^ ( B ®  ) = I / I c , I es % -cerrado j
I c ?  (B$ ) se le llama interpretacion libre de TT sobre 2) .
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Los elementos de 9  (B® ) pueden identificarse con las estruc­
turas que amplian a 3) dando una interpretadion para cada X de
Definicion 3.3.4.-
C  es una instancia basica sobre 3) de una clausula C de 71 si 
C  résulta de C sustituyendo las variables por termines cerrados de
1, interpretacion libre de TT sobre 3D , es un modelo de C ’
( I [=C* ) C ’ = si y solo si ==>
I h =  ûf ’ (donde I j =  ’ < = >  a  ' e 1 y  1 | =  fi a  ... a  ^  ^  ' 4 = >  para todo
j, 1 a j a q  u I )
I, interpretacion libre de TI sobre 3D , es un modelo de C
(m=C) si y solo si I es modelo de C  para cada instancia basica C*
de C sobre 3) .
Una interpretacion libre I de TT sobre 9) es un modelo libre de
77 sobre 2) (I|=77 ) si y solo si I es modelo de cada clausula C de 77
Proposicion 3.3.2.-
^  ) es un reticulo complete con respecte al orden par-
cial C
Demostrac ion.-
La cota superior minima se obtiene con la u conjuntista y la c£ 
ta inferior maxima con la PI conjuntista. Claramente las uniones (f^
nitas o infinitas) de partes SD-cerradas de B^ son S)-cerradas.
El elemento minime es 0 y el maxime B%  (trivialmente 3)-cerra
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dos ).
Ademas si una coleccion de elementos de ÿ. ),
(^i^ifM cota superior minima (cota inferior maxima) en 5^^(B^ )
que se obtiene con U^I ( i l l . )^ leM 1 16 M 1
Proposicion 3.3.3.- (Lema de interseccion de modelo^)
Sea TT un programa logico simple. Si es un conjunto no
vacio de modelos libres de TT sobre 9) entonces 0,, I. es un modeloleM 1
libre de 77 sobre 3) .
/
Demostrac ion.-
Por la proposicio^n 3.3.2 como cada I. c 9 ^  (B ^  j tenemos
Sea or ,. . . , j) ^  instancia basica de una clausula definida
de TT
Si para todo j, l « j ^ q  -
^ j atomo primitivo => /5^  e A ^
j atomo no primitivo e 0
, para todo i fi. € 1.
^ J 1
Como cada I^ es un modelo libre de 77 sobre 3) tenemos que para todo 
i of € Of e O
Luego es un modelo libre de 77 sobre 2) .
/ Ç)
Si 77 es un programa logico simple denominaremos I^ a la inter­
seccion de todos los modelos libres de 77 sobre 3) .
Como B ^  es un modelo libre de 77 sobre 2) la coleccion de mode­
los es no vacia, y por la proposicion 3.3.3 es un modelo libre de
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77 sobre 3) . Con ello I* es el menor modelo libre de 77 sobre jD 
(en el sentido de la relacion Ç).
Definicion 3.3.3.- TT , C , C
Sea C una clausula definida sin variables X ( t ^ , . , . , t  ^ 1 *""* ^ q
C = [ ^ l ’'**»^q}
C^ = j X ( a a  )/ a a  termines cerrados de Td y 
L# X ID X fn
Sea T7 un programa logico simple. 71 es el conjunto de todas las 
instancias basicas de clausulas definidas de 77 .
Definicion 3.3.6.-
Sea 77 un programa logico simple
Tj" : )  > 5>^{B* ) con
T ®  ( l ) = | ^ a r eB ^ / existe CeTT tal que C 6 I v A #  y cXeC j
T ^  esta bien definido pues si I f ? ^ ^ ( B ^  ) entonces ( I ) € B ^
po r definicion y T ^  (l) es claramente 9)-cerrado por la definicicon
de C^.
Proposicion 3.3.4.-
Sea TT un programa logico simple. El operador T ^  es continue 
en el reticulo 9^^ (B ^  )
Demostracion.-
Sea X un conjunto dirigido, X ç ? ^ ( B ®  )
(1) U T ®  ( X ) ç T *  (UX)
Si o( € T ®  (X) existe I c X con a e (I) existe C tTI
130
con Of e y C"ç I \j (I e X) existe C € TT con o< € y
C ' ç U X  u A #  = »  a € T ® (UX)
(2) (U X) S U T „ ^  (X)
Si a e T* (UX) existe C eT7 con c " s U X u  Aj> y * * C
r (i primitivo = >  e
C S U X  u A 3) para todo €. C
(i no primitivo = >  
existe con /} t I ^
Como X es dirigido existe I e X con ç I para cada no primi­
tivo.
Luego si C”c U  X u A 3) entonces C~S I u A y tenemos que si
* ( T* (U X) = >  o( e T ®  (I) ==► o< e U  T ®  (X)
/
Proposicion 3.3.5.-
Sea 77 un programa logico simple.
I es un modelo libre de 77 sobre 2) <— >  T (l)c I
Demostrac ion.-
I es un modelo libre de 71 sobre 2) <-=:^  I es 2)—cerrado y para 
cualquier Ce TT ( para todo A  c C’ tenemos A  € I u «. € I )
4=^ para toda C e H  ( C~£ I u A g) ==>« C^ç I ) < = >  T ^  ( I ) c I
Por la proposicion 3.3.4 es continue en ® ). Por el
teorema de Kleene (enunciado en 2,5 para c.p.o.s) existe un minimo 
punto fijo c 9 ^  )
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Teorema 3.3.1.-
Sea T\ un programa logico simple.
In = T®  îw
Demostrac ion.-
Probaremos que I ^  es punto fijo y que es minimo.
(1) T ^  (I^ ) 5  I ^  pues In es modelo libre de n  sobre 9)
(Proposicion 3.3.3 y Proposicion 3.3.5)
(2) Por (1) I n 9 (I ^  )] es un conjunto dirigido con
cota superior minima . Como es continue tenemos
T ®  (T? (I? )) ç tf (I? )
Luego por la proposicion 3.3.5 (I^ ) es un modelo libre de
71 sobre 3) . Como es el menor modelo libre de T7 sobre 2)
T® (I? ) 2 In
(3) Hemos visto que I ^  es punto fijo. Queda ver que es el mi­
nimo. Si I' es punto fijo de T ^  tenemos T ?  (I’)c J', Luego por la
proposicion 3.3.5 I' es modelo libre de Tl sobre 2) , y por lo tanto 
In & I'
Definicion 3.3.7.- C^
Sea Tl un programa logico simple.
C ^ ( X(xT 2 # * " * # ^m^ ^ x ^ X( o* ,.. ., ^  ^  /
Xq,..., termines cerrados de y X € j
C^ es un conjunto de sentencias que nos van a servir para carac- 
terizar, en la logica proposicional, las interpretaciones ^-cerradas.
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Proposicion 3.3.6.- (Adaptacion del Teorema de Herbrand).
Sea D  un tipo de datos accesible y sea Tt un programa logico 
simple. Son équivalentes:
(1) n  tiene un modelo libre sobre 3).
(2) T\ u es satisfactible en el sentido de la logica de primer 
orden con igualdad.
(3) m  u u es satisfactible en el sentido de la logica pro­
posicional.
Demostracion.-
(1) =^(2) Evidente, pues un modelo libre de TV sobre ^  define una 
estructura 2)' que es ampliacion de ^  con una interpretacion de los 
X que aparecen en H  , tal que f)* %= TV u Af) . Esto ya se ha c omenta 
do antes.
(2) (3) Sea d* el tipo de similaridad résultante de ampliar d 
con los simbolos de .
(2) signifies que î)'N= 71 u A  g para cierta estructura D  * de 
tipo d '.
Sea A ^  la coleccion de todos los atomos cerrados primitivos de 
tipo d. Definimos v  : A^ u — »^0,lj con:
V  (oc ) =
1 si D '  «
,0 en otro caso
Es facil comprobar que V  |=g= 71 ü C ^  U A %
(3) (1) Suponemos que existe V  : A ®  u — ^1^0,1} tal que
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\ f  #= n  u C u A$) . Sea I & B „ definida como
I = € B* / v(of ) = 1 }
Como V  C<q , I es 3) -cerrado. Como V  »= TV u A ^  puede
comprobarse que I \ =  T] .
Teorema 3.3.2.-
Sea Tl un programa logico simple.
Demostracion.-
Para cualquier * t B ^
Tl U t== o<
Tl u V Q(j es insatisfactible
4=^ (Proposicion 3.3.6) Cualquier modelo libre de T\ sobre *3) no es 
modelo de 7 «f
V  es cierta en todos los modelos libres de 71 sobre 9}
« e I®
Desde un punto de vista logico la semantica idonea para un pro­
grama logico simple 71 es la del conjunto de consecuencias logicas 
de Tl u A 9) . A esta semantica se la llama declarativa. El teorema 
3.3.2 nos asegura que el conjunto de atomos que son consecuencia l£ 
gica de Tl u Ag) es ij .
Ademas por el teorema 3.3.1 I ^  minimo punto fijo
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de T^ . Por consiguiente la semantica declarativa y la de punto fi­
jo (o denotacional) de Tl sobre 2) coinciden.
Esto supone una analogia con los programas d e ü n r n  sobre iataf- 
pretaciones de Herbrand. En estas, la semantica denotacional habituai 
es la de minimo punto fijo de (definido similarmente: todo esto
puede encontrarse en (29)).
Mas adelante probaremos que la semantica en NPL de Tl sobre la 
estructura standard ^ 9 )  (ver definicion 3.3.2) coincide con la se- 
mantica de minimo punto fijo de
Sin embargo, la semantica para programas logicos simples del ml-
4)
nimo punto fijo del operador T ^  tiene sus dificultades desde el pun 
to de vista de la logica NPL.
Considereraos el programa Tl = { X(0) ;
X(suc(x)) —  X(x) j  
para el tipo de datos accesible 9D = (N, 0^, suc^)
Es facil comprobar que la semantica de minimo punto fijo dada 
por coincide con la semantica de NPL (definicion 3.2.10) en
’'^ 5) = ( C  y 2) , S, ext ^ ®  ).
Se tiene que ) =  V x T lx (x )
Si tomamos un modelo no standard IrVt —  ( %  *, 9) \  S *, ext* ^
de Th( ) seguira siendo cierto que *VVl ' VxTIX(x) ya que
* 5 ^  . Sin embargo, si extendemos la definicion de 1% como
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punto fijo minimo de a 2)' vamos a obtener que I ^  interpréta
X en 3)' como el conjunto de los numéros standard y no cumple 
V xT| X(x).
Es decir: la semantica de minimo punto fijo no es compatible con 
la logica de primer orden, mientras que la semantica de la defini­
cion 3.3.2 si lo es.
Vamos a ver que los dos puntos de vista pueden conciliarse si se 
introduce la idea de minimo punto fijo definible.
Para ello es necesario extender la nocionide interpretation 
libre sobre 2) y al caso en que 2) es una estructura arbitraria
de tipo d, no necesariamente accesible.
Definicion 3.3.8.-
Sea d^ el resultado de ampliar el tipo de similaridad d con una 
nueva constante a por cada elemento a del dominio D de 2) :
Aj) es ahora la coleccion de atomos n O , . ,a^ ) ,0(a^ «... ,a ). 
a^ = a^, ^a^ = a^ verdaderos en 9) (al interpretar a^ como a^).
<3\ / /
La base de Herbrand B q es la coleccion de todos los atomos 
% (a^,... ,1^  donde X t V^  ^ y a^,...,a^tD.
Las interpretaciones libres de TV sobre 2) se identifican con sub- 
conjuntos Is B* . Cada una de ellas corresponde a la ampliacion de 
3) que interpréta cada X de V^ como la coleccion de las m-tuplas
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e D® tales que X(a^,... I
Dada C eT\ si las variables de C se sustituyen por elementos de 
D  , se evaluan todos los termines que queden, y se escribe cada va­
lor a que resuite mediante su constante asociada a, résulta una clau 
sula definida de la forma V 4—  ^ ..., donde es de la forma 
X(a^,... » ^ ) y  cada f i   ^ es de la forma X(aq,... ( 1 )Q(a^,... ,a^,
o (7 ) a^ = a^. Este tipo de clausulas diremos que son instancias ba 
sicas sobre 3) de clausulas de H  .
El operador queda definido:
T ®  : y  (B® ) — > 9  (B? ) y
(I) = [ o( / existe «V 4—  instancia basica de una clau
sula de Tl sobre D  tal que T U Aj) j
Con estas definiciones es sencillo generalizar los resultados vi£
tos :
• I c es modelo libre de Tl si y solo si (l)£ I
g) /
' T n es continue y su minimo punto fijo es el menor modelo libre
de T\ sobre 2) ; j ®
• Para B *  : * € I* Tl u A 30 * =  *
(equivalencia entre las semanticas declarativa y denotacional).
Con estas definiciones podemos hablar del minimo punto fijo defi-
ble (en *Wl ) del operador T ^  para cualquier estructura. Esta es la
/
semantica alternativa que se va a proponer.
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En una estructura standard (cfr. definicion 3.3.2) el minime
g)
punto fijo de T n es definible (y es un modelo libre de 71 sobre 3) ). 
Esta afirmacion sera demostrada mas adelante.
En general no en todas las estructuras de tipo td =(T , 2) ,S,ext^ 
existe el minimo punto fijo definible en ^  del operador . Vamos
a définir ciertas estructuras (las estructuras admisibles) en las cua
les no solo existe el minimo punto fijo definible, sino que ademas la 
formula que lo define corresponde con la semantica de Tl en segun
la logica NPL.
Definicinn 3.3.9.- AX^, , AX_ — X X  s
AX^ = t Al: V i  T(i + 1 = 0) ,
A2: V i V j  (i + l = j + l — . i i j )  ,
A3: Yi (i + 0 = 0) ,
A4: V i  V j (i + (j + 1) = (i + j) + 1) ]
AX^ son los axiomas que vamos a exigir a las estructuras tempo­
rales T
I* = { dond.
indj'f ) = {»? to/i) A V j (% ^
con j no libre en ^  .
AXg = ^ unit, conc J donde
unit = V X 3 u V i u(i) = x ’
conc = V u V i V v V j 3 v V k ( ( k ^ i  —^  w(k) = u(k)) * (i < k 4 i+j+1 — >
31(1^ j A 1+i+l & k A v(k) = v(l))))
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unit indica que exieten todas las sucesiones constantes y conc que 
las sucesiones se pueden concatenar.
Son los axiomas que vamos a exigir para S y ext.
AX
e f n t N ^  axiomas de étiquetas.
Definicion 3.3.10.- Estructuras admisibles de tipo td
Una estructura admisible de tipo td es cualquier estructura 
de tipo td con 1 =  AX^ U 1.^. U AX^ V AX^
En lo que sigue vamos a necesitar una serie de propiedades acer 
ca de 0, +, 1, 4 ,<  en estructuras admisibles.
PI: V i ( i  i  = 0 — » 3 j ( j  + 1 = i ) )
P2: V i  V j ( i  + j  & j  + i )
P3: V i  V j  V k ( i  + ( j  + k)  & ( i  + j ) + k)
P4: V i V j V k  ( i  + k = j  + k — » i  ;= j )
P5: V i V j ( i  + j  = 0 — »  i  = 0 A j  := 0)
P6: V i  i< i
P7: V i V j V k ( i  A j  4  k — » i  4 k )
P8: V i V j ( i <  j  V i  & j  V j  < i  )
P9: V i  V j  ( i  < j  i  + 1 4 j  )
PIO: V k  V i ( k 4  i  V i  + l ^ k )
Pll: V j  V k V  i ( k <  j  — k + i  < j  + i )
P12: V i  V j ( i 4  i < j  + 1)
P13: V k  V j ( j 4  k  + 1 ^  j  = k + 1 V j f k )
P14: V i  04 i
P15; V j ( j 40  — ► j  = 0 )
P16:[ iDdt'(^) / f t  Ptdl




Veremos solo algunas con details. El resto se prueban de manera 
analoga.
PI: Aplicamos ind  ^a ^  = l i  = 0— ^3 j ( j + 1 = i)
Y  [o/il =10  = 0 -+3j(j + 1 & 0)
y AX^ V I t =  'Cro/i] pues 0 = 0  es una formula valida, 
t  [k/il -*t[k+l/i]
^fk+l/i] =1 k + 1 = 0  — (j + 1 = k + 1) es t r iv ia lm e n t e  c ie r t a .
P4: Aplicamos ind. a = V i V j ( i  + k = j + k —^i = j)
^  [0/k] = Y i V j ( i  + 0 = j  + 0 - » i  = j )
y es cierta por A3 
'€[k'/kl-^ *^rk’+l/kl
' £ [ k ' + l / k ]  = V i V j ( i  + ( k '  + 1) & j  + (k' + 1)-* i  = j )
Por A4 i + (R> + 1) i (i + k') + 1 ■
y por A2
j  + ( k '  + 1) = ( j  + k ' )  + 1 ,
i + (k* + 1) = j  + (k*  + 1) — ^i + k* = j  + k* y por hipotesis de
induccion t k * / k l  — [ k * + l / k ]
P16: i n d t ' ( ^ )  = V j ( V k  ( k <  j  [ k / i ]  ) - » f [ j / i ]  ) - ^ Y i \ (
con j , k  no l ib r e s  en ^
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Consideremos la formula *Ÿ = V j ( j <: i— ) (donde j no libre 
en Y  )
Probaremos ind^*( ^ ) a partir de ind^ ( f )
Supongamos V j (Vk (k < j — [k/i] ) — Cj/i] ) (1)
Hemos de deducir V i 'f . Para ello es suficiente probar Vi Y  
puesto que Y  — ^ f gracias a que i 4 i (P6). Usaremos ind (^ "Y )
Y  Lo/il
Y[0/il = V j ( j 4  0 — ^fCj/i]) que équivale a f CO/i] por P15.
Usando Al tenemos V k i k < 0 y por tanto f Lo/il se concluye de (1)
Y  [i*/il -»Y[i*4-l/i1 
Y [ i ’/il = Vj(j4 i* )
Por P12 esto équivale a Vj(j < i*+l — > Y[j/i] ).
Por (1) obtenemos 'f [i *+l/i] . De esto y Y  [i */i] obtenemos con P13
Y  [i'+l/i]
Definicion 3.3.11.-
Sea =( ^  , 3) , S,ext ) una estructura de tipo td y H  un pro
/   ^
grama logico simple. Diremos que una interpretacion libre IS sç>
bre C  es definible en si existen formulas Y  (x_,...,x )
' ^ m i m
m *
(una por cada variable X^eVj^ ) taies que para a^,...,a^e D cuales-




Si = ( ?T f «D » S, ext ) es una estructura admisible de tipo
td y n  es un programa logico simple, entonces T ^  tiene un minimo
punto fijo definible en . Ademas para cada X® fc puede to-
marse Y  ) como la formula de F,, équivalente a T \ x ”lx-,.,x )
' Y®  ^ ® xo n i  m
n
es decir:
^  ^ ^ 1......... V. y. i( demos trac ion ^  (u^..... u^.v.v.i) a
^n
v(i) = n A w(i) = m A u,(i) = x, a ... a u (i) = x )*— “* 1 1  m m
siendo r el grado de Tl .
Demostracion. -
Enunciaremos y demostraremos un lema previo sobre el comporta- 
miento de la formula demostracion^ en estructuras admisibles nece^ 
sario para el teorema.
Dados Uq,...,Up,v,w,i taies que N =  demostracion p (uq...u .v.w.i) 
dénotâmes por C^^(u^,..,u^,v,w,i) al conjunto de atomos X^(a^«...a^) 
de taies que para algun j 4 ^  i se tenga v(j) = n, v(j) = m,
= ±i''''*u^(j) =
No^tese que hemos usado u^,... ,u^,v,v, i para denotar elementos de
S y T, cuando son nombres de variables. En lo que sigue, y mientras
/
no haya lugar a error, seguiremos usandolo con el fin de no compli- 
car la notacion.
Lema 3.3.2.-
Sea = ( %  , 3) , S, ext*^ ) estructura admisible de tipo td y 
se& Tl un programa logico simple con grado (Tl ) = r.
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(1) Sea Uq,...,Up,v,v,i con W  t=s demostracion -p (u^«....u^.v.v.i) 
Entonces para cualquier j con j 4 ^  i Mi |=demo8tracion^(uj^.. ,u^ .v.w.i )
(2) Sean u^',...,Up',v*,v*,i,u^",...,Up",v",w",i' con 
’VK 1= demostracion,^ (u^*,...,Up',v*,w',i)
^  \= demostracion^ (uq",...,Up",v",w",i*)
Entonces existen Uq,...,u^,v,v con
YK t= d e m o s t r a c i o n (u^ u .v.w,i+i*+l) a V j ( ( j 4 i - ^
u^tj) = u^'(j)A...AUp(j) = Up'(j) I v(j) = v * ( j ) A
w(j) =w'(j)) A (i < j 4 i+i'+l — ^ 3k(k4 i a k+i »+l = j a  
v(j) = v"(k) A w(j) = w ”(k) A u^(j) = u^"(k)A ... A
Up(j) = Up"(k))))
(3) Sean Uj^  u^ ’ ,v » ,w*, i con
*VY( h= demostracion^ (u^' u '.v'.w'.i)
y X“(a^,...,a^e (C^^(Uq*,...,Up',v',v',i))
Entonces existen Uq,...,u^,v,v con
demostracion ^  (u^,... ,u^,v,w,i+l) a  u^(i+l) =  a^ a  ... a
u (i+1) = a A v(i+l) = n A w(i+l) = m a V j ( j4 i — »
m “TD “ •”
u^(j) = u ^ * (j ) A  ...A Up(j) = Up'(j) A v(j) = v»(j) A 
w(j) = V*(j))
Demostracion.-
(1) Es inmediato a partir de la definicion y del lema 3.3.1
(2) Como a d m i s i b l e ,  | = c o n c  y por tanto existen u^,...,Up,
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v,v con
^  l = V  j((j 4  »  u^( j) = u ^ ' ( j ) A  . . . A U ^ ( j )  = U p ' ( j )  A v ( j )  = v * ( j )
A v(j) = v ' ( j ) )  A (i < j 4 i+i'+l — + 3k(k ^  i a k+i'+1 = j a  
u^(j) = Ui"(k)A...AUp(j) = u^"(k) A v(j) = v ”(k) A 
v(j) = w"(k)))) (1)
Ademas




T por (1) y el lema 3.3.1
^  M= Vj ( ( j4 i-^  ^ n ^ C^'^1’ * '*Ur'V,w,j)) A (i < j >< i+i'+l —  
Vïç(u^,..,u^,y,v,j)))
Y de nuevo con las propiedades del lema 3.3.1 
’W  h = V j ( j 4  i+i'+l— >^^^îTç(uj^,...,u^,v,v,j)) 
y por tanto
M= demostracion ^  (u^,...,Up,v,w,i+i'+l)
(3) Como admisible y = unit, luego existen u^",...,u^",v",w" 
con ' W  k =  V j(u^"( j) = a^  ^A .. A u^”( j) = A v"(j) = n Av"(j) = m)
Si ahora aplicamos conc a u^',...,Up',v',w',u^",...,Up",v",w" 
tenemos que existen u^,.••,u^,v,v con
' M  l = V j ( j f i _ *  Uj(j) =Uj^'(j)A ... kUp(j) = Upf(j) A v(j) =v'(j)
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Llamamos a la interpretacion libre de 71 sobre 2) definida
pn por las formulas Tl X^( . ,x^) con
Para obtener el teorema basta probar:
punto fijo de
(1) s (iT
(2) T: ( C )£ i T
(3) i T S I para cui
(1) c S Tn ( C
Sea " • ’An
1N= ^u
V (i) = m A
Por tanto para u
En particular para j = i usando el lema 3.3.1 existe C e Tl con 
I— ■ l^Q(u^,...,u^,v,v,i) A u^(i) = s^ 2 ^  ^ u^ ( i ) — a^ *
v(i) = n A w(i) = m 
Es decir existe una instancia basica de C
con
j primitivo = >  TK b= /5^  ^  j ^
Aj = X™' (-1»' • •  ^ ' ^ N = 3 j * ( j * <  i AUj^(j') = A ... A
u^,(j*) = ^ ,  A v(j') = n* A v(j') = m') 
Ahora por el lema 3.3.2 (1) se tiene 
W  N= demostracion (ù^,..,Up,v,w,j') A u^(j') = b^A ... A u^,(j') = b^, 
A v(j *) = n* A v(j *) = m*
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A v( j) = w' ( j )) A U^(i+1) = A ... A u^(i+l) & a^  ^A 
v(i+l) = n A v(i+l) = m (2)
Ademas como X™ (a^ ,^... ,aj c (C^ (uj^  *,.. • ,u^ * ,v * ,v', i ) exis­
te x” (a^ aJ "A—  A 2^ ..... A q instancia basica de C clausula
definida de T| con 1 • • • t/i £  Aj) U C ®  (u^  ^*,... ,u^ ', v ' ,v*, i )
Esto supone que para todo j, 14 j4 q
. primitivo ft . €, Aj) Ml ft .
J J J
ft j ~ ^  j ^  t » • • • »km C (n^*,...,Up',v',w',i)
existe j j 4*^ i y v*(j) = n*,w*(j) = m* y u^'(j) = 
u^,*(j) = k^t (De (2) y las propiedades del lema 3.3.1)
^  t =  3 j (j < i+1 A v(j) = n* A v(j) = m* A u^(j) = A ... a
Luego ’VH |-= Ï ^(u^,... ,Up,v,w,i+l)
Como ^  t =  demostracion^ (uq*,...,u^*,v',w',i) tenemos 
^  l = V j (  i — ^(u^' , ...,Uy',v',w',j)) y por (2)
1% ( = V j  ( j4 i — ... ,u^,v,w, j ) ) y con el lema 3.3.1 conclu^
mos ^  H =  V j(j4i+l-+^^Yç(uj^,...,u^,v,v,j)) luego
’VH N =  demostrac ion ^  (u^ u^ .v.w.i+l)
El lema afirma:
(1) Todo prefijo de una "demostracion" es una"demostracion"
(2) Las "demostraciones" se pueden concatenar.
(3) Una "demostracion" se puede ampliar aplicando a lo ya ob-
tenido
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y por tanto (bj^,... I r,
Con lo-cual x” (oj^,... t T ®  (I^ )
(2) T ®  ( C  )S i T
Sea x” (a^,. •. ,|^€ t J? (I*n ) existe una instancia basica
de una clausula definida de "H X*(a.,...,a )<— f t An ""1 "Tn i ' q
c on •••,/) S Af) u I %
Esto supone que para cada /b € [ , ft ^  j
/î> primitivo ==^ /i 4 AJ)
fh no primitivo ft = X^^( b^ 4 = ^
’VK ^== 3 u J , ...,u^ ,v^ ,w^ , i^ (demostracion ^ (u^ ,..,u^ ,v^,v^,i^ )
A v^ (i ^  ) =  n^ A (i ^  ) = m ^  a  u ^  (i^ ) =  a  ... a
<  ) = ïm» )
Aplicamos sucesivamente el lema 3.3.2 (2) para los ft con 
ft Q { ft ^ ,...,ft q] atomos no primitivos y existen u^*,...,Up',v*,v*,i' 
con Yd k= demostrac ion (uq',...,Up',v ,w',i') y para cada ft con 
ft atomo no primitivo X^^( b^ ....,b^2 ^ C*^(uq',..,u^',v',v',i')
Por tanto X^(aj^,... T ^ (C* ( u ^ * , . . . , U p * , v * , w * , i * ) )
y por el lema 3.3.2 (3) existen u ^ , . . . , u ^ , v , v , i  con 
’W  b== d e m o s t r a c i o n (u. , . . . , u _ , v , v , i )  a u. ( i )  = a. a ... a u  ( i )  = a
X F X *X in "DB
A v(i) = n A v(i) = m 
y concluimos X^(a^^,... , ^ e  I ^
(3) %r^ ç I para cualquier I punto fijo definible en de T?
Como I es definible existen formulas ^  (x.,...,x )e P.. para





Y  (x.,...,x ) es de la forma 
' Y® i m
n
3i 3 u^.... .u .v.vCdemostracion ^  (u^......v.w.i) a v(i) = n a
v(i) = m A u^(i) = Xj^A ... A Up(i) = x^)
que abreviaremos como 9  i Y  _(x_,...,x ,i)
^Y ® 1 m
n
Para probar (3) aplicaremos el axioma de ind^' (ver lema 3.3.1)
a las formulas Y" ^ (x.,... ,x ,i) — _(x_,...,x_)
 ^Y® i m Y® 1 ®
n n
Supongamos (x_,...,x ,k) — » ^  (x_,...,x ) para cualquier
^nx X Di wJn X  xn
n n
k < j y probemoslo para j
Si ’VK ^  3uj^ u^ .v.v{ demostrac ion ^  (u^,...,Up,v,v,j) a v(j) = n
A w(j) = m A u^(j) = a^A ...Au^(j) = a^) 
como demostracion^ (uq,..,Up,v,w,j) = V j * ( j »4 j — »
 "r'T'W'j'))
en particular para j (lema 3.3.1) obtenemos
|b= cf'^l» • • •  ^’ luego existe una instancia basica de
una clausula definida de Tl X°( a^.... >a^)^—  ft , ft ^  tal que
para cada ft ( [ft^,...,ft 
ft primitivo — \ =z ft —^ ft € Aj)
ft = X ™ ,( ,... ’VM k=%3k(k < j A v(k) = n* a v(k) = m'
A u^(k) = bj^  A ...A u^,(k) = b^,)
y por el lema 3.3.2 (1) tenemos
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Wt .... .v.vCdemostracion ^  .v.w.k) a r(k) = n*
A w(k) = m *  A u, (k) = b.A ...A u (k) = b )
—" A “”A o  “ in
I
Es decir Jb ^ / x ^.....b^ . /x^. ,k/i3 y por hipotesis de
induccion
I—  l^^l* * * * * ^ *  decir /i < I
^n'
y esto para cada ft no primitivo.
Luego x“ (aj^,... , ^ G  T (I) y por ser I punto fijo T ?  (I)S I
y por tanto ^  i = ^  I a^^/xj^,...
n
Notese que tambien hemos probado que es menor que todas las
le definibles en *VK que verifiquen (l)S I.
Corolario 3.3.1.-
Si es la estructura standard sobre 2) (estructura arbitra­
ria de tipo d ) entonces I ^  es definible en y corresponde
a la semantica de H  en segun NFL,
Demostracion.-
es una estructura admisible y segun el teorema la semanti- 
ca de Tl en g) corresponde al menor punto fijo I ^  de de­
finible en . Por otra parte, la definicion de V^Kj) y i& carac-
^ 2) 0 *
terizacion del menor punto fijo Iq de T „ como T n Tlu garantizan
que corresponde a la semantica de H en ^3) .
Luego tio es definible en <^(«5 segun la se-
maTntica NPL de Tl en ’TWj) •
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El resultado obtenido asi afirma que para cualquier estructura 
admisible nuestra senantica NPL de progranas logicoe define el mini­
me punto fijo definible de cierto operador asociado al programa.
Todo esto es analogo a lo desarrollado por Cartwright (ver la 
seccion 2.5) para sus programas recursivos, pero, como veremos en
3.4, nuestros programas son, en cierto sentido, mas générales que
/ / /
aquellos. Âdemas evitamos algunos de sus problemas. En la seccion
2.5 definiamos los programas recursivos
^1 = g(x)j y F2 ^ I g(x) = g(x) l]
para el lenguaje de la aritmética. Ambos definen g como la funcion
totalmente indefinida, por l o que se tiene V x V y i G ( x , y ) .  Pero
usando una ax io m a tiza c io n  A X u  p araV l (modelo standard  de la  a r i tm é t ic a )
axiomas de induccion y la ecuacion de no podiamos deducirlo,
pues Tp tiene otros puntos fijos. Para si conseguiamos deducir 
1*1 i  -
/
lo pues tiene un unico punto fijo.
2
En nuestro planteamiento, y F^ corresponden a los dos progra 
mas logicos:
^ 1  ^ ( ^(x,y) ^  X(x,y) } T! 2 = X(x,y+1) ^  X(x,y) j
y usando induccion sobre la longitud de las "demostraciones" pode- 
mos demostrar que :
V x  \fy 1 T1 j^X(x,y) y que V x Y y  iTI ^ x(x,y).
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Como conclusion de lo trabajado en esta seccion, tenemos que nues 
tra semantics NPL para programas logicos ae comporta como la semanti­
cs natural en estructuras standard ( que generalize la semantics de 
programas de Horn sobre interpretaciones de Herbrand). Incluso es vali 
da para trabajar en estructuras no standard siempre que sean admisi- 
bles.
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3.4.- Potencia de NPL. Aplicacion practica de NPL a la derivacion 
formal de propiedades de_programas logicos.
En esta seccion estudiaremos la potencia de NPL y  veremos alguna 
aplicacion de LNP para demostrar ciertas propiedades de programas lo 
gicos.
Para comprobar la potencia de NPL simularemos los programas regu 
lares de la definicion 1.2.1 y los programss recursivos de la défini 
cion 2.5.2 como programas logicos. Probaremos que en estructuras 
standard y en estructuras admisibles esta simulacion es adecuada.
En la practica interesa conocer el comportamiento de los progra­
mas en estructuras standard sobre tipos de datos accesibles. Puesto
que tales estructuras son admisibles, todo lo que se pruebe en LNP
/  / 
apoyandose en los axiomas de admisibilidad sera valido en el caso
standard. Ademas necesitaremos apoyarnos en algunas otras propieda­
des de la estructura de datos standard que nos interesen en cada ca 
so ( si d = |0, sue, +, ',^ j podemos considerar los axiomas de 
Peano ; si D  es finitamente generahle con un conjunto de fun-
ciones G c  d, G finito, podemos pedir el esquema de induccion:
— '([z^/x] -*'f[g(z^,...,»^)/x] ) - * V x K !  
donde z ^ , . . . , z ^ ^  no aparecen l ib r e s  en 4  ) .
Todas estas propiedades las expresaremos con un conjunto de axio 
mas AX y trabajaremos con AXI--^ ^  similarmente a lo que haciamos 
con NDL en la seccio^n 2.4
Simulacion de programas regulares como progranas logicos.
Los programas regulares se interpretan como relaciones entre es- 
tados (cambios en las variables del programa).
Para simular un programa CX definiremos un programa logico H  , 
con una unica variable de programa en si x = (x^,...,x^)
var( o( ) son las variables del programa o( .
Intuitivamente X ^  représenta el grafo de en el sentido de
” “ 2ni "v
que x o < y  <=» (x,y)
Definiremos H  recurs ivamente sobre la estructura de % ,
Podemos suponer que las variables de todos los subprogramas de 
son también x.
0( = (x^ := x)
T\^ X^ * * • • •  ^ ^ ' J
o( = ? procedemos por induccion sobre la estructura de ^  .
Si ^ es de primer orden libre de cuantificadores podemos poner
^  en forma normal disyuntiva ^  ^  ^ v ...  ^^  ^  y cada es
una conjuncion de atomos primitives ^  J'a ... ^1 1  q




^  A X  
If = T Y
= t X^“(x,x) •*—■*^ ^,X^“(x.x) ]
f  =9  X. Y
" ^ ( ^ 7  =  ( ^ ( ^ ^ ( X f X )  n ^ ^ X y ^ ( X j ^ > * ♦ j y , * .  , x ^ , X j ^ ,  • • j X ^ ^ j  , y ,, * , x ^ ^
'f = </%>Y
■n^, = I x";(x,x) x f ( x j )  , Tl ^,x2“ (ÿ,ÿ) }
0( = /Î) u /3 '
T \ ^  = {  X^“ (x,y) ^ T l ^ X ^ “ (x,y) ,
X^(x,y) X^™(x,y) }
«  = /i ; /5 *
Tiof = { x^“ (x,y) ^ T l ^ x ^ “ (x,I) , T1 ^ x4“ (z,y) }
*
V  = / 3
n  %< = {  X^(x,x) ^—  7
X^“ (x,y) ^  X^®(x,z) , T\^x^®(z,y) }
Si o( es un programa regular simple ( en el sentido de que Y  es 
de primer orden sin cuantificadores si ^ ? aparece en ^  ) es facil 
modificar esta construccion para conséguir que el programa logico que 
simula of sea simple.
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Un ejemplo de la simulacion es:
= ((n = Xg)? ; x^:=f(x^))* ; (x^ = x^)?
simula con programas regulares el programa 
While (x^ ^ x^) ^  x^:= f(x^) od
Tomando
^ 2 " (^ ~ *2^^ 
h 2 ~ 1^ * ~ ^( 2^)
A 3 = ( *1 = *2^’ 
^ A  = 6 1'A 2
/^5 = 
résulta :
T1 « = t X* (xi,%2'yi«y2) <—
p,%A2(:i.z2'yi'y2) j
i X%g(*l'*2'*l'*2) *
(Xi,x2,yj,y2) —  X- (x^,x2,z^,z2).T1. X (zj.Zj.y^.yj)}5 5 ' 4 4
^ \  H  (*i'*2'yi'y2) *— ^ 0  (x^.xg.z^.zg),4 4 1 1
T'p\3%.(=i'=2'yi'y2) }2 '2
^ ^ 3  ^  ^Xp (x^.Xg.x^.Xg) V -  Xj = Xj }
^  “ l X^ (x^fX2»f(Xj^) JX2) }
Tl p = {, Xp^(xj,X2,Xj,X2) *— 1x^ = X2 ]
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Teorema 3.4.1.-
Sea 5b estructura de tipo de similaridad d y a,b m-tuplas de èle 
mentos de 3) , o< c PS^.
b <=4. W a  ■n^x2"(;,b)
(donde W  g) es la estructura standard de tipo td sobre 3) )
Este teorema demuestra que la simulacion de programas regulares 
como programas logicos es valida sobre estructuras standard. La prue 
ba se obtiens por induccion sobre la estructura de o( .
Ademas si conaideramos una estructura de tipo td e interpre-
/ / 
tamos Of como en la definicion 2.2.4 pero sustituyendo los sim-
bolos suc(x) por x + 1 y  ^  por su definicion en ’VM obtenemos el
siguiente teorema:
Teorema 3.4.2.-
Si ^  = ( % , % ,  S, ext^ ) estructura admisible de tipo td, 
t PS^ y a,b m-tuplas de elementos de 2) se tiene:
b ^  1 =  n.,xt” (i,b)
Este teorema nos afirma la validez de la simulacion tambien para 
la semantica NDL de programas regulares. Las hipotesis de admisibi­
lidad de las "trazas internas" para of dan "demostraciones" para ’FI 
y viceversa.
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Simulacion de programas recursivos funcionalea como programas logi­
cos simples.
Sea d un tipo de similaridad y F un programa recursivo de de t^
po d F = " ^ 2*"''"* ^n^^n^ ~ ^n ^
con nuevos simbolos de funcion que no estan en d con f^ de
argumentes.
La simulacion de un programa recursivo se bara calculando los
m.+l
grafos de cada f. en las variables de programas que simpli-
 ^ i
ficaremos por X. . La idea es f.(a) = b si y solo si X. (a,b)
i ^i
For cada subtérmino T  t TR, de T . definiremos un programa Tl %
m.+l
con una variable de programa X ^  (abreviado X^ ) que lo calcula 
para los valores de las variables x^ X ^  si X(x^) = C
Definimos 11 % recursivamente:
r = xj 
1
Tl-C * —  }
TTx = ^ Xf (x^,g(y^,...,y^)) <—  Xg (x^.y^)....... Xg. (Xj.y„) ]
1 m
u  Tl (T u  u  n  g.
1 m
XI — f.(cr ,,,^cj )
3 1 «j
TT r = [ x^(x^.y) x^ (x^ ,y^ ),..., Xg (x^  .y^  ). x^  (y^ .*. «y^g ,■ *y ) J
1 m. j j d
u u  u n  g.
1 m
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% = Q(cr    J  then ' else.
"Hr = ( X t(x^,y) 4—  Xg. (x^,y^),..., x^ (x^.y^,)»Q(yj y^),
1 n
X r  • (*i»y) >
1 ^
X T  (x\,y) •«—  Xg. (xL,y^),..., Xg (x^fy^), 1 Q(y^,...,y^),
1 m
X ç  , (x^,y) J
^  T l g - U   U  Tl g  U  Tl ,g ( U ' T I f  I
1 m 1 2
El programa logico Tl^ asociado al programa recursivo F es:
Tl p = ( %f (^I'^ l)'
Xf (x^,y^) <—  x ^  (x^,y^) } U  T T ^ u  ... U TT ^
n h I n
Un ejemplo posible es un programa recursivo que calcula el fac­
torial es:
F = I f(x) = if x = 0 then 1 else x-f(x-l) } 
y su traduccion es:
Tl p = ( Xj(x,y) t—  X-Ç (x,y) ,
X^ (x,y) t—  X = 0 , X^(x,y) ,
X^(x,y) 1 X & 0 , *
%x.f(x_i)(*'yi:y2) Xxfx'fi) ' Xf(x_i)(*'y2) »
X % ( x , x )  •*—  ,
^Y(x-i)(*'y) ■*—  Xf(yi*y) • %x_i(*'yi) *
Xx_i(x, y^ -yg) 4—  X^ fx.yg) , X^ (x.yj^ )
Xj(x,l) J
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Como en el caso de los programas regulares se pueden enunciar t£ 
oremas que expliquen en que sentido el programa logico Tl ^  represen­
ts el programa recursivo F
Teorema 3.4.3.-
Sea 3D una estructura de tipo d, F un programa recursivo de tipo 
d y F =( F^,..., F^ ) el minimo punto fijo del operador
Para cualquier i, 1^ i^ n, a^,...,a^ , b € D
F^ (a^,...y a^ #b) 4=^ H  F^f
con ^ la estructura standard de tipo td para SD .
La demostracion se consigne reconstruyendo los pasos para obte-
n e r F  (a_,...,a ,b). Como P es el minimo punto fijo F  (a_,...,a ,b)1 1  m . 1 1  m .1 1
se obtiene con una deduce io^ n fini ta de las ecuaciones de F. Al seguir 
esta reconstruccion en sentido contrario se obtiene la "demostracion" 
(para TT buscada , y siguiendo la "demostracion" se obtiene
y
i(a^;* • • #b).
Teorema 3.4.4.-
Si IrM = ( T  , %  , S, ext^ ) es una estructura admisible de tipo 
td F es un programa recursivo de tipo d y Tl ^  su traduccion a progra­
ma logico simple, entonces el significado de H ^ en (que como sa- 
bemos es el minimo punto fijo definible en ^  de T ^  ) se correspon­
de con el minimo punto fijo definible en ^  de T.^ .
F
Este teorema generalize el anterior y establece la validez de
la simulacion. Los puntos fijos de y se obtienen de mane-
F
ra similar y eso demuestra el teorema.
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Aplicacion practica del uso de NPL a la derivacion formai de propie­
dades de programas logicos.
En este apartado vamos a ver dos ejemplos del uso de nuestra lo- 
gica en la verificacion de programas logicos. Nos basaremos en un 
trabajo de Clark y T&'rnlund (7 ) para program&s de Horn sobre inter­
pretaciones de Herbrand. Su propuesta, que en el fondo es la propue^ 
ta de la programacion logica, consiste en que para calcular una cie£ 
ta relac ion R sobre una estructura 3) podemos conséguir especificar 
en primer orden:
• Propiedades del tipo de datos 3) mediante una axiomatizacion AX^ .
• La relacion R a calcular.
• Las relaciones auxiliares necesarias para obtener R.
Con esta especificacion E podemos obtener dos cosas:
1) El programa logico TT que compute R convirtiendo las dobles i m p M  
caciones que definan R en implicaciones simples separando las disyun
clones en dis tintas clausulas definidas (lo que puede suponer hacer
lo mismo para las relaciones auxiliares).
Ejemplo:
V X V  y(R(x,y) (x = a * y & b) v S(x,f(x)))
VxV y(S(x,y) 4-^ (x = a A y = a) v 3z(y = f(x) a S(x,z))) 
da el programa
TT = [ R(a,b) -•—  , R(x,y) —  S(x,f(x)) ,
S(a,a) , S(x,f(x)) S(x,y) J
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2) La verificacion de propiedades del programa T l basandonos en AX^.
Como metodo a seguir es interesante conséguir que E *= 71 aunque 
no es una condicion necesaria (cfr.(24)).
Asi, la logica de primer orden la hemos usado;para:
/
- La espeoificacion del problems.
- La programacion de TT , que resuelve el problems.
- La verificacion de propiedades de Tl .
es decir, todas las etapas quedan dentro de la logica.
En NPL la verificacion de programas se obtiene con los axiomas
AX = AX, V  AX U  I. u  AX U  AX, , es decir los axiomas de admi- t S X  e d
/ f
sibilidad mas los axiomas de tipo de datos, y el calcule LNP. Obten- 
dremos una propiedad Y de un programs Tl si probamos AX Y  •
Cabe plantearse que propiedades verificaremos de T| . Si TT calcu
la especificada como grafo de una funcion, las principales
propiedades a varificar son analogas a la correccion parcial y a la
terminacio^n de programas imperatives convene ions les :
Correccion parcial.- V x V y  ( ^ "H R(x,y) — outt**^))
donde Y. decide los valores que admitimos como entradas y Y  .in ^ •' eut
las propiedades que debe cumplir la respuesta del programa 
Terminacion.- V x ( — ►3yTlR(x,y))
El método general de prueba sera utilizar un axioms de induccion 
sobre los datos (que debe estar disponible en AX^) para probar la ter
16
/ t
minacion y los axiomas de I^, axiomas de induccion aplicados sobre la 
"longitud de la demostracion" que hace que se cumpla Tl R(x,y) para 
probar la correccion parcial.
Si R no puede interpretarse como el grafo de una funcion el pro­
blems sigue en pie. Hogger en (24) ha estudiado este tema. El distin­
gue tres tipos de propiedades a probar:
- Correccion (todo lo que calcula Tl esta^ en la relacion que queremos 
calcular).
- Completitud (si una tupla esta en la relacion que Tl debe calcular, 
Tf la computa).
- Terminacion (para que tipo de objetivos el programa calcula algo).
Para Hogger las dos primeras propiedades solo dependen del pro­
grama Tl y de la especificacion para R, mientras que la tercera pue­
de depender de la estrategia de control que se utilice para computar 
un determinado objetivo. Es decir, si interprétâmes los computes de 
un programa logico como un arbol en el que cada nodo se bifurca en 
tantes hijos como clausulas se puedan aplicar para intentar obtener 
el nodo y considérâmes nodes soluciones a aquellos que solo tengan 
relaciones de 3) verdaderas en 9), la estrategia de control decide 
como se ha de recorrer ese arbol, recorrido que en ocasiones puede 
no ser finito y por tanto el compute no acaba nunca, aunque el pro­
blème pueda tener solucion. Una exposicion mas clara y detallada pu£ 
de encontrarse en (29).
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Aun siendo un tema interesante esto se aparta un poco de los ob 
jetivos del trabajo y los ejemplos que vamos a estudiar corresponden 
a programas con funciones interpretadas como grafos.
X /
Ejemplo 1 : Insercion en arboles ordenados.
Los arboles son una estructura de datos muy usada en programa­
cion. Como mostro Knuth (27) se pueden representar arboles générales 
como arboles binaries. Los arboles binaries (simplemente arboles) o 
son vacios o estan compuestos de un atome (que define el tipo de el£ 
mentos de los arboles) y un arbol derecho y un arbol izquierdo que 
tambien son arboles.
En la estructura de datos de los arboles tendremos segun esto 
los predicados arbol y atome que separan en el dominio los arboles 
de los elementos que ocupan los nodos de los arboles. Ademas existe 
una constante 9  ^ para representar el arbol vacio (sin informacion) y 
una funcion constructora de arboles t (que toma como argumentes dos 
arboles x, y y un atome z y construye el arbol t(x,z,y) z
3, n A'
Tambien tendremos un predicado € para indicar si un atome esta
o no en un arbol. < sera un orden entre atomos lo que nos permitira
/ / , 
tener los arboles ordenados (donde el atome raiz z de un arbol sepa-
/ ! 




do y los mayor#s que el que se encuentran en el arbol derecho, estan
do los dos arboles tambien ordenados). Estos arboles se distinguiran
con el predicado ordenado.
/
Para formular propiedades de estos arboles distinguiremos x,y,x^, 
y^,..« como las variables para arboles y z,z^,z',... como las varia­
bles para atomos. La cuantif icacion V x Y supone V x (arbol (x)— » Y ) 
y V z Y  supone V z (atomo(z )— » Y ) «
El tipo de similaridad es d = arbol. atomo. t , (f) , ordenado. € ,<j
Una axiomatizacion de esta estructura de datos es: 
arbol( 0  )
Al
V x V  y V Z (arbol(t(x.z.y) ^ (arbol (x ) a arbol (y)  ^atomo(z) ) 
V x V z V y  ( n 0  = t(x,z,y))
A2
V x V z V y V x ' V  7'V y* (t(x,z,y) = t(x*,z',y') *-
y = y ' A z = z ’ )
(axiomas de ig u a ld ad )
V z 1 z € 0
A3
V z V z ' V x V y  (z'€t(x,z,y) 4— ^z* = Z V  2* é X  v z ' c y )
X  = x ' A
ordenado( 0 )
A4
V x V  zV  y  ( ordenado ( t ( x . z . y ) )  > ordenado (x )  a  ordenado ( y )  a
V z ’ ( z ' e x  —v z * <  z A z * € y  —► z < z ' ) )
A5 VzVz' (z = z' V z < z ’ v z*<z) (axioma d e l  orden e n t r e  atomos)
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A6 ( 'f L^/xl A VxV z V y ( Y  ^ ^ [y A l  — ^ Y[t(x,z,y)Al) — + V  x Y  
(axioma de induccion para los datos)
Todos estos axiomas conforman AX^«
/ / /
La operacion a realizar es insertar un atomo en un arbol ordenado
de manera que el arbol résultante tambien este ordenado. La relacion
ha définir es Insertar(t^.a.t^) que se cumplira si t^ es el arbol t^
ordenado con el atomo a insertado.
Haciendo un analisis de los casos tenemos
1) t^ = 0  entonces t^ = t( ^  ,a, ^ )
2) t^ = t(x,b,y) entonces podemos distinguir tres casos segun el axio 
ma A5
(i) a = b entonces t^ = t^
(ii) a > b  entonces t^ = t(x,b,y') con y' el arbol résultante de 
insertar a en y
(iii) dual a (ii).
Este analisis nos lleva a la siguiente especificacioTn de la rela* 
cion Insertar
Insertar( 0,z*,t(x,z,y) <— ^ x = 0  a y A z = z *
Insertar(t(x.z.y).z* .t(x'.z".v' ))’»— » z = z" a  ( (z = z* a  x  = x ' a  y  = y »
V (z< z* A X = x ’ A Insertar (y. z » .y'))
V (z*< z A y = y» A Insertarfx.z* .x')))
De aqui obtenemos el siguiente programa logico (donde hemos dado
16
a las variables de programas nombres mas intuitives) 
n  = I Insertar( 0  ,z ♦, t( 0,z',ç^)) ,
Insertar(t(x,z,y),z,t(x,z,y)) —  ,
Insertar(t(x,z,y),z*,t(x,z,y')) «—  z<z', Insertar(y,z',y*) ,
Insertar(t(x,z,y),z',t(x',z,y)) 4—  z'< z, Insertar(x,z',x*)J
Las propiedades a probar de Tf son:
Terminacion AX ^  V x V  z (ordenado(x) — ^ 3 vTI Insertar (x. z.y) )
Correccion Parcial AX V x V z V y  (ordenado(x) a  Tl Insertar(x,z,y)
— + ordenado(y) a Vz*(z*€ y z * = 7 v z ' e x ) )
La prueba de la terminacion se realize como indicamos, usando el 
axioma de induccion A6 para la formula
Y  (x) = Vz (ordenado(x) — ^ 3 yTl Insertar (x,z,y) )
T [ * / x ]
Se obtiene con unit y la clausula definida de T7 
Insertar(^ ,z,t(0 ,z,^ )) 4 —
V x V z V y ( Y * \ Y  [y/xj — ^ Yt*t(x,z,y)/x] )
Con las hipotesis de induccion Y [y/x] y A4 tenemos 
AX ( Y  A Y  fy/x] ) — ^ V  z V z ' (ordenado( t(x, z ,y) )— ^
3-yj^ T] Insertar (x,z* ,y^) a 3 y^TI Insertar (y,z * ^ yg) ) 
y distinguiendo los casos de la relacion entre z y z* con A5 y usan­
do la clausula adecuada an cada caso mas unit y cone para crear y 
concatenar sucesiones obtenemos 
AX |M F  Y  A Y  [y/x] — » Y [t(x,z,y)/x]
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La prueba de la correccion parcial de T\ se obtiene similarmente 
por induccion (axiomas de I^) sobre i, "longitud de la demostracion".
Ejemplo 2; Algoritmo Quicksort de ordenacion de listas.
Otra conocida estructura de datos de uso habituai son las listas 
lineales. Estas listas se construyen a partir de la lista vacia aha- 
diendo cada uno de sus elementos una vez. Los predicados lista y ato­
mo separan en el dominio las listas de los atomos que las componen. 
Para construir listas tenemos la constante que représenta la lista 
vacia 0  y una funcion (en forma de operador) que notaremos • , que 
toma un atomo a y una lista 1 y construye la lista a.l. Tambien ten­
dremos el predicado de pertenencia e de un atomo a una lista; una re 
lac ion de orden entre atomos < y una relac ion de orden entre listas 
\  basandose en su longitud.
Con esto podemos imaginar las listas en su representacion encade-
nada
représenta la lista 1 = (a.(b.(c. 0 )))
Esta situacion 
1 -- 0
nos représenta las listas 1 = (a. (b. (c. (d. 0  ) ) ) ) y 1' = (c.(d.0)) 
y es posible imaginar que el par de listas 1,1* es la lista (a.(b.0))
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Podemos introducir este concepto en nuestro domunio con la ope­
racion ^ 9 y que nos da un par de listas. Pero no todos los pares de 
listas representan listas (en el ejemplo < 1 , 1 ’> no représenta nin- 
guna lista). El predicado d-lista nos distingira unos de otros.
Este concepto de d-lista (listas diferencia) ha sido introducido 
por algunos autores y tiene la ventaja de que su utilizacion évita el 
calcule de la concatenacion de listas. Eso hace mas efectivo el tra­
bajo con ellas, como podemos ver en este ejemplo.
Pares de
Atomos Lis tas listas
1-1 is ta s
Tendremos tambien un predicado de pertenencia a d-listas (que se-
guiremos llamando € ) y un predicado ordenada que nos indica cuando 
una d-lista esta ordenada (los elementos de la d-lista estan en orden 
creciente de la relacion < entre atomos).
Como en el caso de los arboles llamaremos a las variables para 
las listas x,y,x’,y’,... y a las variables para los atomos z , z ' , . . . ,  
y con el fin de simplificar la notacion la cuantificacion V x Y ( Vz Y ) 
supone Vx (lista(x) — ►'f ) ( Vz  (atomo(z) — , y en general la 
aparicion de los pares <x,y> tambien supone su relativizacinn a 
d-listas.
El tipo de similaridad es d =  ^ lista. atomo, d-lista. ÿ) , .,
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< > > » C (para d-listas), 6 (para listas), < , ^ , ordenada j- 
y su axiomatizacion: 
lista( 0  )
Al
V z V x  (lista(z.x) — ^ atomo(z) a lista(x))
V z V x  1 0  = z.x
A2
V z V x V z ' V  x ’ (z.x = z'.x’ V-^ Z = Z * A X = x ’)
(axiomas de igualdad entre listas)
V z 1 z € 0
A3
V z V z ' V x  ( z ^  z'.x 4— ¥ Z = Z ’ V Z £ x)
(pertenencia a listas)
Vz Y z * (z = z'v z < z ' v  z'<z)
A4
V z V z * V z "  (z < Z ' a Z * < z " "> z < z")
(axiomas del orden para atomos)
A 5 V X V y (x 4 y ► ( x = 0  a 3 z B y ’ (y = z.y')) 'Z 3 z 3 z * 9 x * 3 y *
(x = z ’.x' A y = z.y’ A x ’< y ’))
(axiomas del orden para listas)
V X V y (d-lista( < x,y > ) 4— ► x = y ^ 3 z 9 x ’ (x = z.x’ a
d-lista( < x ’,y > )))
A6
V X V y (d-lista( <x,y> ) > 9 y ’ (d-lista( < x , y ’> ) a
d-lista( <y*,y> )))
V x V y V y '  ( <x,y> = < y ’,y’> x  = y)
A7
V x V y V z V x ’V y ’ (<z.x,y> = ^ z ’.x’,y’> (y = z.x a y» = z ’.x’)
V (z = z ’ A 4 x,y > = < x ' , y ’>))
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V zV X 1 z e <x,x>
A8 V z V z ' V x  ( z 4 < z ' . x , x >  -4— > z = z ' )
V z V x V y  (z e < x , y >  *4— ^ ^ y * (z G < x , y ’> ^ z a <y',y> ))
( axiomas de pertenencia a d-listas)
V X ordenada( < x,x > )
A9 V X V z ordenada( <z.x,x> )
V X V y (ordenada( < x,y> ) ^ 3 y'(ordenada( < x,y'> ) a
ordenada ( < y ' , y > ) ^ V z V z '  ( z t < x , y ' > A  z ' 6 < y ' ,y> z ^  z')))
AlO ( (p [^/x] A V zV y( Y [y/x] — ». Y [z.y/xj ) ) — » V x Y 
(axioma de induccion)
Ail ( ^  [9^/x] A  V y  ( V y ' ( y ' <  y — » f [y Vx] ) — >Y [ y/x] ) — » Vx Y  
(axioma de induccion para ^ ).
AX^ = I Al,...,Ail j son los axiomas para los datos.
El programa que se desea es el algoritmo Quicksort de Hoare para 
ordenacion de listas: un atomo a de la lista que va a ser ordenada se 
usa para conséguir una particion del resto de atomos en dos sublistas:
1' que guarda todos los elementos menores que el atomo a y 1” que 
guarda todos los elementos mayores que a. Estas dos sublistas son tam 
bien ordenadas con Quicksort y conseguimos la lista general ordenada
concatenando las dos sublistas con a entre las dos.
Ouicksort(x. <y,y’> ) es un predicado que ordena la lista x en 
la d-lista < y ,y'^ . Usaremos una relacion auxiliar Particion(z.x.x*.x")
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que divide la lista x segun z en x* y x"
Un analisis de los casos nos lleva a esta especificacion:
V y V y ' (Quicksort( 0 , y,y ' > ) y = y')
V z V x V y V y »  (Quicksort ( z. x . < y,y’> ) 2 y" 9 x' 3 x"
(Particion(z.x.x».x") a Quicksort(z.x,<y,y’>) a Ouicksort(x",<y",y'>t ) )  
para Quicksort, y a esta para la relacion auxiliar Particion ;
Vx' V x" V z (Partici6n(z. 0 ,x' ,x") ^ x' = 0 a x " =  0 )
V-z V z ' V xV X ' V x" (Particion(z. z '.x,x',x") »
(z'^ z A a y (y = z'.x' a Particion(z .x.y.x")) v 
(z< z' A a y (y = z'.x" A Partie ion ( z. X . x ' .y) ) )
Obtenemos los programas:
Tl ' = [ Particion(z, 0 , 0 ,  0 ) —^  ,
Particion(z,z'.x,z'.y,y') <— z z , Particion(z,x,y,y') , 
Particion(z,z '.x,y,z'.y') — z < z ', Particion(z,x,y,y') J
Tl = Quicksort( 0 , < y,y > ) ^  ,
Quicksort(z.x,< y,y'> ) f— ll'Particion(z,x,x',x"),
Quicksort(x',< y,z.y"> ), 
Quicksort(x", <y",y’> ) j
Verificar H supone probar:
Terminacion AX ^ V x V y â y T j  Quicksort(x, < y ' ,y > )
Correccion Parcial AX V x V  y V y ' (Tl Quicksort (x, < y* ,y> ) — »
perm(x. < y* .y> ) a ordenada( < y ' .y> ))
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donde perm(x, < y* , y  > ) Vz(z ^  x z t < y \ y  > )
La prueba de la terminacion se realiza por induccion con el axio­
ma Ail (de forma similar al ejemplo anterior). Es necesario probar
previamente la terminacion de Tl ';
AX ) = z = V z V x 3 y 3 y '  Tl * Partie ion( z , x , y , y *  ) 
por simple induccion sobre listas (AlO) en LNP.
La prueba de correccion se realiza con los axiomas de I^. Concre-
tamente usaremos el esquema de induccion ind^' (cfr. P16 del lema
3.3.1) aplicado a la fo^rmula
Y(i) = 3 u ^ , U 2 ,v,w ( dem ostrac ion   ^(u^^jU^iv,v,i) a u^(i) = x a
u ^ ( i )  = < y \ y  > A v ( i )  = 2  A w ( i )  = 2 )  — ^ perm( x ,  < y '  , y >  ) a
ordenada( < y ' , y  > )
Hemos de probar
V j  ( V k ( k  < j  —» 'f [ k / i ]  ) —> Y  [ j / i ]  )
Por la definicion de la formula demostracion^ y  las propiedades 
de 0, 1, ^ < tenemos
AXI-^^ demostracion^ (u^.u^.v.w.j) — » ^
Si C es la clausula Quicksort( 0 ,< y , y > )
— ^u^(j) = 0 A U2(j) = < y,y>
y  por la definicion de perm y A9 y (T^), (MP)
AX îç(Uj,U2,v,w, j ) — . perm(uj(j),U2(ô)) ^ ordenada (u^ C.i ) ) (1)
A X f ^
Si C es la clausula
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Quicksort(z.x,< y,y’> ) ^— Tl *Particion(z,x,x',x” ),
Quicksort(x*,<y,z.y"> ),
Quicksort(x",< y",y’> )
AX LNP ç(u^,U2»v,v, j ) — ^3x*,x",y" ( T'Particion(z,x,x* ,x”) a
3k (k < j A u^(k) = X* A Ug(k) = < y , z . y ” > )
2k' (k'< j A u^(k') = x" A u^(k') = < y" ,y ' > ))
Ed este punto hace falta probar ciertas propiedades de Tl '• En 
particular su correccion parcial
Vz V X V X ' V x" (Tl 'Particion(z,x,x',x") — ^ V z ' ( ( z ' e x ' — ► z ' ^  z ) a
(z'e x" — » Z < Z ' ) A (z'e X (z't X ' V Z ' 4 X " ) ) ) )
que se puede probar con los axiomas de induccion I^.
Ademas por el lema 3.3.2 (i) todo prefijo de una "demostracion" 
es una "demostracion". Asi para k y k ' podemos aplicar la hipotesis 
de induccion y tenemos
(T^),(MP) V k ( k <  j Ck/i3) ---► ( X a
u^(j) = z.x A U2(j) = < y , y ’> — ► 3x',x",y"
(Vz'((z'c X  ' — ^ z'^ z) A (z'€ x" — » z < z ' ) A (z'fc X  z 'g X  ' V z'ex")) 
A perm(x'. <y,z.y"> ) a perm(x", < y",y' > ) a ordenada( <y,z,y"> )
A ordenada( < y ",y’> )))
Con los axiomas para logica de primer orden de LNP ((T^),(MP),(G)) 
y los axiomas AX^ podemos concluir
Ax^ME. Y-k (k < j — ^ Y  [k/i] ) — » ( g" ^ (u^,U2,v,v, j ) A u^( j ) = z.x a
^2 (3 ) = < y,y' > — f perm(z.x, < y , y >  ) a ordenada( < y,y'> ))
(2)
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demostrando la propiedad de que dos particiones ordenadas en el sent^ 
do visto se pueden concatenar dando una d-lista ordenada.
De (1) y de (2) con (T^),(MP) y la definicion de la formula 
demostracion ^  podemos concluir
V j  ( y  k ( k <  j  - ► f C k / i l )  — [ j / i ]  )
y por tanto
A X V i  ^ que con el axioma (H ) équivale a
AX '^xVyVy' (Tl Quicksort(x,< y ’ ,y> ) ^  pe£m(x, < y ’ ,y> ) a
ordenada(< y ',y > ))
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