Abstract. Botnet is one of the most significant threats to the Internet so that many botnet detection approaches have been proposed based on machine learning techniques. But botnets evolve more and more rapidly and over 70% malware created today uses one or more evasion techniques to avoid detection. Consequently, botnet detection models based on static threshold is facing the concept drift challenge. In this paper, we introduced Venn-Abers algorithm into detection model to mitigate concept drift problem. We selected KNN and KDE as scoring classifier to build a Venn-Abers predictor. The experiments show that each prediction has a probability interval output by a Venn-Abers predictor that accurately indicate the quality of prediction. The drop of prediction quality is a signature for concept drift even when the prediction result is correct.
Introduction
Botnet is a network of compromised computers, known as bots or zombies, that could be instructed by a controller in the Internet, so-called bot-master. Currently, botnet is one of the most significant threats to the Internet. With enormous cumulative bandwidth and computing capability, botnet is the most important and powerful tool available for cheaper and faster deployment of malware across the Internet, and easier and broader scale attacks for non-professional attackers with relatively little to no experience.
Nowadays, machine learning is widely used in botnet detection system as a core component [1] [2] [3] . However, with financial motivation, attackers keep generating new variants and evolving their evasion schemes. As reported by AV-Test 1 , over 390,000 new malicious programs are detected every day. And over 70% of the advanced malware created today uses one or more evasion techniques to avoid detection 2 . Attackers collect the knowledge of machine learning based detection approach and develop new evasion techniques, such as new communication channel [4] [5] [6] [7] [8] , mimicry attack [9, 10] , gradient descent attack [9, 10] , poison attack [11] , and so on.
Consequently, detection models building on known malware samples often make poor decisions when faced with well-crafted modern malware, known as concept drift.
In order to build secure and sustainable models for malware classification, it is very important to recognize the concept drift of detection model.
In this paper, we introduce Venn-Abers prediction into botnet detection systems to get the insight of prediction quality. Venn-Abers prediction could produce probability-type predictions for the labels of test object that is based on the idea of isotonic regression. We implement a prototype system that select KNN and KDE as the underlying scoring classifier for Venn-Abers predictor. The testing data include three categories of botnet: IRC, HTTP and P2P. Venn-Abers predictor could provide a probability interval for each prediction which could be a significant indicator for recognizing concept drift of malware detection models.
Venn-Abers Prediction
In this section, we describe the Venn-Abers prediction [12] that a new Venn prediction based on the isotonic regression for multi-probability prediction. Many machine-learning algorithms for classification are in fact scoring classifiers that can be used as underlying scoring function to build Venn-Abers predictor. When trained on a training sequence of observations and fed with a test object x , they output a prediction score ( ) x s ; we will call R X → : s the scoring function for that training sequence.
Venn-Abers predictor applies an increasing function g to ( ) x s ; in an attempt to "calibrate" the scores, so that
can be used as the predicted probability that the label of x is 1. The Venn-Abers predictor is described in Algorithm 1.
Train the scoring classifier on the training sequence and compute the score ( ) 
Such a function g is indeed unique and can be easily found using the "pair-adjacent violators algorithm" (PAVA). We will say that g is the isotonic calibrator for
To predict the label of a test object x , the direct method finds the closest ( ) 
Underlying Scoring Classifier
In this section, we describe the detailed construction of underlying scoring classifiers that contains feature extraction and scoring functions.
Features Extraction
The dataset used in this paper includes real network communication traffic of IRC-based, HTTP-based and P2P-based botnet families. A net flow is a collection of network packages belonging to the same network communication session. The network trace is a group of net flows that have the same source IP, destination IP, destination port and protocol. We extract 8 features associated with each network trace. The features include frequency, duration, send and received bytes, send and received packages, protocol, port range 3 . Each network trace is represented by a feature vector. The vector is fed to scoring function that assign a value to indicate the similarity between the network trace and a botnet family.
Scoring Functions
Many machine learning algorithms are in fact scoring classifiers: when trained on a set of observations and fed with a test object x , they could calculate a prediction score ( ) x s called scoring function. In this work, we select KNN and KDE as the underlying scoring functions.
The k-nearest neighbor's algorithm (KNN) is a supervised classification algorithm, in which the label of an unknown sample is decided by a majority vote of its neighbors. k is a positive integer and the prediction is the most common label among the k nearest neighbors around the testing object. 
Experiments
In our dataset, there are three botnet categories including IRC, HTTP and P2P. Figure 1 shows the architecture of our ensemble predictor. The whole process of prediction includes four steps: First, the scoring classifiers give a test sample three scores for each botnet category to indicate the similarity between the new sample and three botnet categories; Second, based on the best scores (the minimum one in this work), to make the prediction and produce the confusion matrix for all testing samples; Third, the Venn-Abers predictor calculates the statistical probability interval for each scores given by underlying scoring classifiers and generate the quality matrix for all samples; Four, analyzing the confusion matrix and quality matrix to recognize conception drift. As demonstrated in the confusion matrices in Table 1 , 2, the KNN and KDE achieve good performance especially for P2P botnets. Figure 2,3 show the isotonic calibrators for each botnet category. Each figure has two isotonic calibrators to represent. Based on the two calibrators, each testing sample could get a probability interval to achieve probabilistic prediction. Tables 3,4 show the insight quality of KNN and KDE predictions that the true positive predictions all have good average probability intervals. It is a sign for concept drift when the false positive predictions have good average probability intervals.
Related Work
Nowadays, machine learning is widely used in malware detection system as a core component. However, Arce [13] pointed out that machine learning itself could be the weakest link in the security chain. By exploiting the knowledge of the machine learning algorithm, many well-crafted evasion approaches have been proposed.
Mimicry attack refers to the techniques that mimic benign behaviors to reduce the differentiation between the malicious events and benign events. Wagner and Soto [14] demonstrated the mimicry attack against a host-based IDS that mimics the legitimate sequence of system calls. Srndic and Laskov [15] presented a mimicry attack against PDF Rate [16] , a system to detect malicious pdf files based on the random forest classifier.
The gradient descent is an optimization process to iteratively minimize the distance between malicious points and benign points. Srndic and Laskov [9] applied a gradient descent-kernel density estimation attack against the PDF Rate system that uses SVM and random forest classifier. Biggio et al. [10] demonstrated a gradient descent component against the SVM classifier and a neural network.
Poisoning attacks work by introducing random noise or carefully crafted noise into the training data. Biggio et al. [11] proposed poisoning attacks to merge the benign and malicious clusters that make detection system unusable.
Therefore, malware problems are not stable but change with time. For machine learning based malware detectors, they are designed under the assumption that the training and testing data follow the same probability distribution which make them vulnerable to concept drift problem that the underlying data distribution are changing with time. One of the concept drift mitigation approach is to recognize and react to recently concept changes. Demontis et al. [11] proposed an adversary-aware approach to proactively anticipates the attackers. Deo et al. [17] present a probabilistic predictor to assess the underlying classifier and retraining model when recognized concept drift. Conformal evaluation [18] is an evaluation framework to assess the quality of underlying learning models and understand the statistical distribution of data.
Conclusions and Future Work
For the financial motivation, malware keeps evolving perpetually and introducing more and more sophisticated evasion tricks to avoid learning model detection. To build a sustainable and secure learning model, we need to quickly recognize and react to the concept drift of underlying well-crafted malware data. In this paper, we proposed a ensemble predictor based on Venn-Abers prediction using KNN and KDE as the underlying scoring classifiers. Currently, this ensemble predictor maintains a set of concept descriptions, KNN and KDE, which are combined using weighted voting based on the probability interval. The ensemble predictor is an open and scale platform that other scoring classifiers can easily be integrated into. Venn-Abers prediction is applied only to binary classification problem, but by using one vs all approach, our ensemble predictor could identify multiple malware family types. In the future, we will integrate more diverse scoring classifiers into this prototype platform such as vertical correlation classifiers and horizontal correlation classifiers. And we are going to improve the efficiency of this predictor that introduce sliding window to online learning the latest concepts and remove aging data dynamically.
