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Abstract 
In interactive software design more emphasis is being placed on the user interface 
• 
-
because of users demands for more usable systems. Principles for designing usable 
systems are discussed, and the principle of empirical evaluation is demonstrated by . 
an experim~ntal desjgn to evaluate human-computer interaction. Communication· 
from the co,nputer is called feedback and is useful for guiding users to commands 
and for letting them know whether the commands are accepted and performed or 
whether an error has . occurred. A between-subjects experiment was designed to 
test the effects of feedback on task performance when using an interactive graphic 
. 
Computer Aided Design (CAD) program. Eighteen subjects, randomly assigned to 
feedback and limited-feedback groups, used a gr~phical waveform editor to create 
/ 
' 
and edit waveforms. The task time, number of errors, and number of keystrokes 
were measured. The results showed a significant performance advantage for the 
feedback group who, on average, took less time to complete the task, made fewer 
errors, and used fewer keystrokes. The use of experimental evaluation in the 
' 
design of user interfaces is discussed. 
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Introduction 
Increasingly, users of computers are demanding systems that are easy to use. 
Users' perceptions of ease of use depends on their knowledge ·and their attitude . 
toward computers. . Users from the engineering sciences have adapted to 
unfriendly. systems because of the function they provide for doing their job. 
For example, a CAD application such as electrical circuit simulation, used for 
verifying a design, provides a function that would be time consuming and 
tedious, even for a small design. By using a CAD prqgram designers can try 
many design variations and observe their effects without having to build any 
hardware. Users are willing to tolerate systems that are difficult to use only 
because of the increased productivity they provide. Some users see systems 
that are difficult to use as a challenge that only an elite few will overcome . 
.. 
Others believe the difficulty of use may outweigh the benefit of the provided 
functionality. 
However as compµters become more· pervasive they are being used by more 
non-technical people for· jobs that were: previously odone manually, such as 
office tasks. These users along with casual users, those who use a system 
infrequ~ntly, want a system that is easy to learn, use, and understand. 
Designers of systems must provide a system that gives the user a function that 
meets or exceeds the equivalent manual task· and at the same time is easy to 
use. The designer can usually design a system to perform a.,given function, ~ut 
I l 
- 2 -
' ' 
' 
. (. 
. ,, 
how can he or she design the· user interlace so it is usable? Gould and Lewis 
( (1985) recommend three principles for designing systems for usability: (1') 
early focus on users and_ tasks, (2) empirical measurement, and (3) iterative 
design. These principles evolved through the design of IBM's Audio 
Distribution System (ADS), which is a computer-based message system that 
uses a touch-tone phone. Early focus on users means the designer must find 
out who the users are and what they will do with the system. The empirical 
measurement principle states that performance and behavioral data should be 
,._, J 
collected from target users µsing a prototype system to perform actual tasks. 
The iterative design principle means that there should be a design-evaluate-
design cycle so that the design can be improved by correcting problems found 
by user testing. Gould ( 1987) later added a fourth principle, integrated design. 
Integrated design means that all aspects of system usability (e.g. user interface, 
users manual, help system, etc .. ), should be designed in parallel with one ·· 
person guiding the design. 
The first principle, early focu·s on users and tasks, seems obvious. That is, 
before the system design begins designers must know the task they are . 
automating and the target users of the system. The designer must consider the 
target population of users and ask questions such as, how often they will use 
the system, how much experience they have with computers, how they will use 
the system, and what they expect the system to do. Gould and Lewis ( 1987) 
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make a distinction between understanding potential users and identitying, 
describing, stereotyping, and ascertaining them, and they recommend direct 
contact with the target users. The designer should meet with the users to learn 
the task and understands their needs for the proposed system. Also, if a system 
l) 
currently exists, the designer should learn how to use that system; this 
experience is extremely valuable in understanding the users' needs. When 
designers are redesigning a previous· system or adding a new feature to one, 
users are easy to find. However, if the system to be designed is for an 
unexplored area users may be hard to. find; therefore, more emphasis should be 
placed on the empirical and iterative design principles. The principles of 
. 
empirical measurement and iterative design form the design-evaluate-design 
cycle. 
Empirical measurement allows users to use the· prototype system for real tasks 
and allows the designer to collect objective ~d subjective behavioral data. 
Objective data collected may be performance measurements such as, time 
required to perform a task, counting of keystrokes, and countffi.g of errors. 
Subjective data such as the users attitude toward the system and users 
~ 
suggestions are also useful. Subjective data can be collected through inf onnal 
·,. 
I 
interviews with the users, and objective data cim. be collected by controlled 
. experiments where the users behavior is recorded. Problems discovered 
through user testing of prototypes can be corrected in subsequent prototypes. 
- 4 -
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Empirical evaluation is useful f~ stimulating the interaction between the user 
and the designer and can provide valuable insigb.t for both. 
Integrated design keeps the focus of usability under the control of one person. 
This person may have others working for him or her, with each subordinate 
being responsible for a specific aspect of the design _ (i.e. interface dialogue, 
' documentation, help system, etc, .. ). For integrated design . to be useful one 
//-- ~ 
group must be given control of the design and must be responsible for; Seei:rig ~ 
that the other design principles, early focus on users and task, empirical design, 
and iterative design, are used throughout the· design. 
Scientific methods for collecting behavioral span the continuum from 
naturalistic observation to laboratory research (Ray & Ravizza 1981) each of 
which will be discussed in more detail below. How these methods· are used are 
described by techniques used to implement them. Five of the most useful 
1 techniques for empirical evaluation of user interfaces and the study of human-
computer interaction are suggested by Haecker and Buxton (1987): Three of 
these techniques surveying users, detailed observation of users, and field tests, · 
are f onns of naturalistic observation. Evaluating user inte.tf aces· by using 
controlled experiments lies at the~ opposite end of the scientific methods 
continuum from naturalistic observation, and quasi-experimental designs falls 
between naturalistic observation and controlled experiments. The fram.ework 
for these techniques is provided by the methods of naturalistic observation and 
~5-
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controlled experimentation. 
Naturalistic observation is a method where the scientist observes a phenomenon 
., 
to see how it evolves naturally. This method is ·not intended to detennine the 
cause of any observed event, ]?ut rather to describe the overall picture of the 
phenomenon and to suggest hypotheses for further evaluation. Naturalistic 
observation is used when little is known about the subject. The scientist plays 
a passive role and does not interfere in any way with the phenomenon. 
Although the researcher does not interfere, the observations may be distorted 
"" 
because of unintentional influences on the researcher or the phenomenon. 
Two things that can distort the observations are reactive behavior and selective 
perception (Ray & Ravizza 1981 ). Reactive behavior occurs when the subjects 
~' 
know they are being observed, and therefore, their behavior is different from 
normal circumstances. Reactive behavior can be eliminated by concealing the 
observer. These observations, called unobtrusive observations, can be achieved 
by observing the subject through a one-way mirror or a hidden camera. The 
.... 
accuracy of the observation is also influenced by selective perception, which is 
the bias of the observers to see what they expect to see. The effects of 
selective perception can be overcome by training the observer to observe more 
accurately by emphasizing the effects of selective perception. Another way to 
increase the accuracy of the observation is to have several observers. By 
having several observers the effects of random observations will be decreased 
t 
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compared to the systematic observations and can be treated as noise. However ,v 
I 
the data are collected, e.g. note taking, video taping, or recording of computer 
interaction, there is usually large amounts of data to be analyzed. 
Analysis of naturalistic data involves looking for common and atypical 
~ behavior. Common behavior is behavior that exhibited by most subjects. For 
example, when observing users of a computer system, several users may chose 
the same commands or have similar problems performing a particular task. 
Another type of behavior to look for is atypical behavior. Common and 
atypical behavior can be isolated by organizing all behaviors by relative 
frequency to easily identify the extreme values. As the. data are analyzed 
' insight can be gained about why certain behaviors occur; v controlled 
experiments can be designed to test this insight to detennine the effects of 
these behaviors. 
(t 
Controlled experiments are often used to isolate the cause of a particular effect 
in hope of answering a specific question. The question is stated as a 
hypothesis and describes the relationship between the cause and effect variables 
in the experiment. The variables are called the independent and dependent 
variables respectively. The independent variable is the behavior varied by the 
researcher. The dependent variable is the behavior to be measured, and 
changes in this variable are believed to be caused by changes in the 
independent vari~ble on the as~umption that all· other variables affecting the 
,I 
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behavior do · not vary. The variables of the hypothesis must be stated 
operationally, that is, they must be defined by the operations and measures that 
will be used in the experiment. The variables must be translated from a 
conceptual meaning to. an operational one by defining the behavior or events 
that are used to generate it in the experiment. For example, frustration may be 
' 
. ., 
operationally defined as asking subjects to perform some task and telling them 
that it can easily be completed by the average person in ten minutes when 
actually the task will take much longer. 
To vary the ipdependent variable, it must be presented in at least two ways to 
the subjects. This variation may be simply absence versus presence or it may 
. ' 
be different levels or types of the variable. A variation of the independent 
variable, called the treatment, is given to the experimental group. The group 
that receives no treatment is called the C<Jntr<Jl gr<Jup. The dependent variable 
should be sensitive to changes in the inclependent variable and must be reliable 
and valid. Reliable means that consistent measurements can be obtained by 
many researc.,,hers under similar circumstances. Valid means -that : the 
measurements taken actually represent the dependent variable that was intended 
to be measured. A dependent variable is · valid when its observed effect is a 
direct cause of the independent variable. Measurements of the dependent 
variable taken for each group are used to determine if the groups differ because 
of the treatment. 
' 
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To confirm the hypothesis, the cause of the difference between the control and 
experimental groups, if any, must be narrowed · down by examining three 
possibilities: (l) The differences are due to chance factors; (2) Variables other 
than the independent variable influenced the groups; (3) Toe· differences 
' 
between the groups -are due to the treatment. 
The possibility that there is no difference between the groups is called the null 
hypothesis. The decision to reject the .null hypothesis (i.e. the groups are 
different), is determined statistically by the variation between ancl within the 
groups. The within-groups variance is affected by chance factors such as 
fatigue, present emotional state, time of day, etc .. , and has a random effect on 
the group as a whole. Between-groups variance is affectecl by the systematic 
influence ·of the treatment and other factors called confounds. The ratio of the 
/' 
I 
between-groups variance over the within-groups variance determines whether 
the null hypothesis is accepted or rejectecl. The closer the ratio is to one, the 
greater the probability that there is no difference between the two groups. The . 
larger the ratio, the greater the probability that the differences in the group are · 
not caused by chance factors. If the· null 1hypothesis is accepted, the 0 
independent variable had no effect on the dependent variable. However, if the 
null hypothesis is rejected, meaning that the difference is . not due to chance 
factors, other possibilities must :~ investigated to explain the differences. 
. ~ 
I r . 
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Variables other -than the independent variable, called confouncls or extraneous 
variables, can confound the results of the experiment. An extraneous variable 
can be. introduced, for example, if groups are divided between men and women 
or inexperienced and experienced people. In these cases one group may 
perform substantially better that the other but not because of the change in the 
_indepen(lent variable. Other factors such as variability in measurement 
equipment or techniques can also confound the results. Many of these 
confounds can be controlled. For example, randc>mly assigning subjects to 
groups can control t~e effects of unbalanced groups. When extraneous 
variables properly controlled there is a greater chance of determining the effects 
of the treatment. However, if they are uncontrolled they can affect the validity 
of the results. 
~ 
Validity can be of two types internal and external (Campbell & Stanley, 1963 ). 
Internal validity is the extent to which the indepenclent variable causecl an 
observed effect in the dependent variable in the experimental, setting. Campbell 
& Stanley ( 1963) list possible threats to internal validity: History, maturation, 
, testing, instrumentation, statistical regre~~si<Jn selecti.<Jn, mortality, selection-
maturation interaction, and diffusi<Jn or imitation of treatments. Exfernal 
validity is the extent to which the effect of the experiment can be generalized 
to other environments. Extraneous variables can affect the validity of the 
experiment and must be' controlled. Examples of these are age, prior 
- 10 -
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experience, attitude, and fatigue. Campbell and Stanley ( 1963) list the· effects 
. 
of extraneous variables that. can confound the· effects of the experiment. With 
experimental designs the researcher knows what he or she is looking for and 
can usually control variables that confound the outcome. 
To repeat, the scientific methods of naturalistic observation and controlled 
experimentation provide a framework fo~ implementing techniques f<Jr specific 
types of experiments. 
The technique of surveying users is a means of subjectively evaluating a 
system. It uses a naturalistic ob~ervation method, therefore, no manipulation of 
variables is perfonned by the researcher. Surveys are done by interviewing 
subjects or by having them fill out a questionnaire. Chin, Diehl, and Norman 
( 1988) haved developed a questionnaire to evaluate user interface satisfaction 
and discuss the problems with this type· of evaluation. Their first cut at the 
questionnaire started with 90 questions using a teh point scale. With furtl1er 
refinement of the questionnaire they found that it could be reduced to 27 
questions without affecting the reliability. Ten point scales were used because 
they found that larger scales would not increase the reliability of the 
questionnaire. They note that a small sample size and the possibility of a 
respondent choosing the same response for many questions can lead to an 
unreliable questionnaire. There are three potential biases when measuring 
attitudes with questionnaires, Halo effect, Acquiescen,-e, and Cognitive. 
- 11 ~ 
1._\ 
• 
dissonance (Rubenstein & Hersh 1984). The halo effect is the bias of the· 
respondent to respond positively or negatively to all statements without 
considering the individual statement. The halo effect can be reduced by 
phrasing half of the statements positively and half negatively. Acquiescence is 
the bias in which the respondent agrees with every statement. This can also be 
reduced by equal positive and negative phrasing. Another potential bias, 
cognitive dissonance is the tendency of respondent not to a(lmit to being biased 
or inconsistent. The technique of surveying users is sometimes used with a 
controlled experiment to get the users feedback following the experiment. 
Another technique for evaluating computer-human interaction (CHI) is Detailed 
observation of users which is a microscopic observation of real users working 
with a system under laboratory ·conditions. It usually involves the recorcling of 
keystrokes, timing of subtasks, and audio and vicleo taping. An example of this · 
technique can be found in the study of text editors by Mack, Lewis, and Carroll 
( 1987). Their study was aimed at making text processors easier to learn by 
finding out how people learn to use text editors ancl what problems people have 
using them. In their study ten subjects were asked to think a/cJud as t)?ey . 
learned to use a text editor. Du_ring the session the researcher remained with 
the subject to prompt him or her to keep verbalizing; the researcher did. not try 
to suggest what the subject should think about. Each· subject spent 12 hours, 
four half days, doing the experiment. The results of this study summarize the 
( 
' >
- 12 -
( . 
' 
.1 ;·~.~· 
( 
' 
~ .. , ·1 '•' ... -
,". 
\ ' 
most common problems users have when learning a system. For example, 
users try to generalize about how the system works by trying what they know 
··about other systems or what they know about the manual task. Users also have 
problems following instructions and do not unclerstand j~gon. 
~ .. 
Field tests are similar to detailed observations but are conducted in the field, 
rather than the laboratory, on systems that are currently in use. An example of 
,, 
" 
a field test for evaluating nine text editors is presented by R<Jberts and Moran 
( 1983 ). This study evaluate(! the nine ed~tors along four dimensic>ns: ( 1) the 
time it takes experts to perf<lrm basic editing tasks, (2) the err(Jr c·tJst fiJr expert 
users, ( 3) the learning of basic editing l'(Jmmands by n<Jvices, and ( 4) the 
· func·ti<Jnality over a wide range fJf editifl;g task,\' . The -results form a database 
of information about the editors and the differences among users that use them. 
Quasi-experimental designs are ones that fall between naturalistic observation 
and controlled experiments. They are not true experimental clesigns because 
they are not perf onned in the laboratory an<l therefore do not have as much 
control over the variables as a controlled experiment does; however, they are 
useful to study a system as it evolves over time. One type of quasi-
experimental design is a pretest-p<Jsttest design. With this type- of design 
measures of the · dependent variable are taken before and after the treatment; 
this is known as a single pretest-posttest design. A weakness of this design is 
.,, 
that since only two values are compared the difference between them may be 
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due to nonnal variation and not to the treatment. To correct this problem an 
· interrupted time series design can be used, which makes several p(etests and 
posttests. Bewley, Roberts, Schroit, and Verplank ( 1983) used a single 
pretest-posttest to evaluate a graphics interface. Subjects were given a training 
session on how to use the system, then they' were asked to cre·ate and 
manipulate some objects. Five weeks later they perftJnned the task again 
without the training session. 
C<Jntrt>lled experiments allow the experimenter to rnanipulate certain aspects t)f 
the clesign and observe the results. This type of research is useful to isolate the 
cause of a particular effect. The most formal and objective methocl for 
evaluating CHI' s is the controlled experiment. Controllecl experiments can be 
designed to answer a specific question such as, are long menus better than short 
hierarchical ones or is a direct rnanipulation interface better than a com1nand 
language interface. The results obtaine{l from the experiment reflect the state 
of the system at the time the experiment was dore. Naturalistic observations 
can show how the system changes over ·time. Naturalistic observation has the 
advantage of observing behavior in real-life settings with no manipulation; 
however, it does not provide an answer to cause and effect relationships as 
controlled experiments do. Although naturalistic methods are not seeking cause 
and effect relationships, it is important to know whether the observations are 
valid. Naturalistic observation results are subjective and their validity can be 
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influenced by selective perception whereas controlled experiments are objective 
and if design~d prc,perly can be verified by other researchers. 
The focus of this paper is the des·ign of a controlled experiment tc> tleteRnine 
the effects of feedback on task performance. 
In designing an experiment fc>r the evaluation of CHI many of the same 
problems exists as f<.)r any psychological experin1ent. There are many 
questions that need t<J be answere(I, such as, how many subjects sl1ould be 
used, what equip111ent will be needed, what data sh<.1uld be collecte(J, and how 
long will it take. "fhe researcher mu~t also be concemecl with ethical issues 
relating tc, the subjects. Ethical problems cc,ncerning pl1ysical harm in user 
interface evaluations are minimal since the subject is usually not hannecl in any 
physical way. However, psycholc>gical l1ann is a more complex issue and must 
be consiclerecl when using human subjects. 
The majc,r ethical issues the researcher must c<.1nsicler when dealing with human 
. subjects are V<Jlu~ntary participati<Jn and injrJrmed ('<Jn,\'ent. (Ray & Ravizza 
1981 ). Voluntary participation means the subject has the choice to participate 
and the freedom to leave the experiment at any ti.me. Voluntary participation is 
complicated · by issues that· affect the meaning of vc,l untary. For example, 
subjects from a captive audience, such as students taking the researchers' class, 
may feel obligated to participate for fear of getting a lower 1grade. However, if 
the researcher gives extra credit to those who participate, their decision would 
- 15 -
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not be -a free one. It may be difficult to find circumstances where the subjects 
( 
participation is free. In any case, for the subject to choose to participate they 
must have information about the experiment. The researcher must state what is 
required of ~he subject and warn the subject of any potential harm; this is 
known as informed consent. Since issues concerning the researcher-subject 
.) 
relationship are complex, the American Psychological Association (AP A) has 
developed a set of principles to guide the researcher. These principles are not 
rules that the researcher. must foll_ow explicitly, instead they are used to guide 
the researcher's thinking when considering ethical treatment of subjects. It is 
ultimately the responsibility of the researcher to decide what is ethical; 
.Ji-, 
however, if the researcher deviates from the principles, he or she should consult 
a professional from the field of psychology. It is also the responsibility of the 
researcher to guarantee the anonymity of the subject and the confiden.tiality of 
the results. In addition, following the experiment the researcher should clear 
up any misconceptions about the experiment with the subject. 
The number of subjects used in CHI experiments vary with the type of 
experiment being conducted. Experiments with a small number of subjects run 
the risk of committing a Type II error, which is failing to reject the null 
hypothesis when it is false, and_ concluding that the outcome was due to chance 
factors rather than the independent variable. Generally user interface 
experiments with 10 to 24 subjects will yield significant results, which is 
,, 
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evidence that a Type II error is not a major threat in these design, as is shown 
by the following experiments: . ( 1) Perlman ( 1987) used 16 subjects in an 
experiment to evaluate menu length, order, and selection method. He 
determined that people are sensitive to menu length and use simple search 
strategies to locate an item. He also found that sorted menus are easier to 
search. (2) Ledgard, Singer, · and Whiteside ( l 981) determine(! that natural 
language interface for text editors was easier t<.1 use· than cc>mman(l language by 
having 24 subjects perfonn tasks with each type of interface. (3) Mckendree 
ancl Carroll ( 1987) used 24 subjects to evaluate the effects of feedback cc>ntent 
on users learning an <.)ffice management system. Even with small numbers of 
subjects, CHI experirnents can provide significant results. 
The equipment varies with the type. and complexity of experiment. 
Experiments with software system& usually require only a cc>mputer terminal <.1r 
workstation; however, special equipment such as audio ancl video or eye 
movement recorders may be neeclecl. Performance measurements such as 
timing require changes in the software. These are usually only minor changes 
to allow the software to count perf onnance indicators such as, time, keystrokes, 
and errors. Subjective measurements us.,ually include interviews, questionnaires, 
and protocol analysis, a thinking aloud process where the subject verbaljzes his 
or her thoughts while doing some tas~. Protocol analysis may also require the 
use of video or audio taping ·equipment. 
- - l7 - ~· 
. 
_., ' 
• 
'.,. 
,, ' 
•i 
' ' 
- . .! \'" 
.. 
,, . 
. ' 
The time needed for the experiment also depends on the type and complexity 
of the experiment plus the availability of the subjects. Total user testing time 
of one to two hours should be enough to obtain useful results; otherwise, 
fatigue may affect the quality of the results particularly if the task is tedious. 
Training may also be required which can add the the length of the experiment. 
In addition, it may be easier to recruit subjects, especially volunteers, if the 
experiment is short, say one to two hours. 
The software being evaluated in this experiment was designed to replace a 
manual task of creating and editing input waveforms for electrical circuit 
··simulation. Previously, users would create w avef onns with a text editor by 
specifying the parameters for the waveform as defined by the simulator. The 
waveform file would be combined with a circuit description file for input to the 
simulator. Problems with hand editing occur when there are typographical 
errors in the file; this type of error will usually be caught by the input parser of 
· the simulator and could quickly be corrected. However, if an inappropriate yet 
valid parameter value was specified it would not be detected until the results of 
the simulation were analyzed; this could be a costly in both time wasted and 
computer charges since some simulations may take several hours. It is easier 
for a person to detect an~_ error in a pattern represented graphically than to 
detect it in a text representation of the pattern. Similar problems occur in the 
circuit description file, which, at one time, was also created by hand. This part 
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of the design has been replaced by a schematic capture program which places 
and interconnects circuit components such as resistors, capacitors, and 
transistors and writes the description of the· circuit to a file. The designers use 
a· schematic capture program to create a circuit graphically by using 
components that are familiar to them. The picture on the sc,een will be 
converted· into the appropriate format for the simulator, and the designer does 
not neecl to know how the circuit is representecl for the simulator. This type of 
system is sometimes called a What Y(JU See ls What You Get or WYSIWYG 
system. 
The waveform editor was designed to be used with a schematic capture 
program and would be invoked · when a power source component was aclded to 
the circuit. The waveform editor would be used to graphically describe the 
characteristics of a waveform representing the power source, and the parameters 
describing the wavefon11 would be automatically combined with the circuit 
description file for the simulator. This frees the users from having to create the 
waveform with a text editor, but now they have to learn how to use another 
program. 
CAD programs used in the process of a design are used infrequently, and users 
canriot be expected to consult a manual every time they use the program; the 
program should be easy to use and remember. 
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· One way to design a program that is easy to use is to reduce the amount of 
information the user must remember ... Menu driven programs do this by 
changing the cognitive task to recognition of commands rather than recall 
I 
(Mcnulty 1965). Another way to help the user is to provide prompts or 
feedback to guide the user to next . command. Both of these techniques were 
used in the design of the waveform editor. 
' Since the waveform editor was to be implemented on a Sun workstation it was 
decided that it should be menu driven. Many Sun· applic·ations are menu 
driven, therefore the waveform editor would conform to the look and feel of 
a 
other application programs on the Sun, and the user would not have to learn a 
new type of interlace. The menus provided are context sensitive, that is, the 
current mode of the program will determine what menu will appear when the 
right-hand mouse button is pressed. The user will only see commands on the 
menu that are needed for the current task. Three types of feedback are used: 
text, graphic, and audio. Text feedback is one of three types: a brief 
instruction message, a message telling users when an error has occurred and 
,t. 
why, or a dynamic display of the current value of the cursor when editing a 
A 
waveform. All of these feedback messages are displayed in a one line region 
of the screen called the message region. 
Graphical feedback is used to identify the selected waveform or to dynamically 
update the screen as the waveform is edited. Although several waveforms can 
,- 20 -
\• ~· ,,.,, 
.. 
'' 
• 
! 
. ' 
be displayed on the screen at the same time only one waveform may be edited; 
\ 
the waveform to be edited is identified by highlighting the waveform. When 
editing predefined waveforms certain points on the waveform can be used to 
change its shape; these points are identified by double headed arrows which 
indicate directions in which the point can be moved. Directions can be 
up/down, left/right, or both. When the direction of the selected point is either 
, ~ 
up/down or left/right a rubberband line will extend only in that direction as the 
cursor moves from the selected point. When the direction of the selected point 
is both up/down and left/right the selected point will act as a pivot with the 
rubberband line extending from it in any direction. With user defined . 
waveforms any vertex may be moved so no marker is drawn on them; instead, 
if the user selects a point to move a marker will be drawn over it and this point 
will be the pivot for the rubberband line which will extend from it in any 
direction with the movement of the mouse. Since the graphic package used to 
implement the waveform editor only supports rubberband lines from one pivot 
point, interior points· will have the pivot attached to the leftmost point. In 
addition, if the user is copying a section of a user defined waveform the copy 
of this section will be attached to the cursor. 
The third type of feedback is audio feedback. Audio feedback is an audible 
. . beep and is given when the user selects a point to edit or when the user trys to 
move a point to an invalid region of the · screen. With feedback the program 
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should be easier to use and learn. Such feedback is an attempt to simulate 
conversation between humans. 
Interaction between the human and the computer is similar to the interaction 
between humans who are conversing. One rule about conversation is that 
humans generally expect a response to their communication. Fo~ example, if 
you would try to join in a conversation with several people but founcl that your 
input was ignored you might feel frustratecl and clejected; users of computers 
might have the same feelings if a computer system clid not respond to them. 
(Rubenstein & Hersh, 1984 ). Casual users of software often need help to 
remember the steps necessary to do some task. This help or feedback is useful 
for guiding users to commands and for letti.ng them know whether the 
commands are accepted and performed or whether an error has occurred. Also, 
feedback can help users understand how the system works, which gives them <, 
confidence in the output of the system. Feedback is defined as the infonnation 
that is sent from the computer to the display screen in response to a user 
command. Continuous feedback would result in something being sent to the 
'.. \ 
\ 
screen with each command sent by the user. 
To_ determine whether the feedback used in waveform editor was useful or just 
an unnecessary distraction to the user, a controlled experiment was designed. 
The general question asked by the experiment described in this paper is "does a 
),. 
· program that provides continuous feedback make it easier to learn, use, and 
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understand than one that provides only limited feedback?" Stated as a 
hypothesis, A program that provides te.ttua/ and graphical feedback ab<>ut what 
the user did and what he or she shou/d'.do next, will result in fewer errors by 
the user and a faster task completion time. 
Method 
Software 
The software used in the experiment was a modified version of a CAD software 
tool, the 11,'aveform editor, used for graphically creating and editing waveforms 
for i_nput to CAD electrical circuit simulators. The waveform edjtor creates 
two classes of waveforms, predefined waveforms of the type, sine, exponential, 
·' 
and pulse, and user defined, where the user specifies the shape by clicking the 
mouse cursor to draw from point to point. 
0 
The waveform editor used by the subjects runs on a Sun workstation and uses a 
graphical package written using Sunview™ System functions. The mouse is 
used to select commands from the menu or to select and edit the waveforms. 
The screen layout contains five regions, a status region, a message region, a 
• 
\1 
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waveform region, a button region, and a history region (See Figure 1). 
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Figure I. A picture of the waveform editor screen layout showing the different 
• 
regions. 
The status region is the top portion or title of the· window and it contains the 
program name, the number of waveforms in the editor, and the name and type 
of the selected wave, if one is selected. The message region, located below t.he 
• 
status region, is used to display a brief message about the state of the program. 
For example, when the editor is started the message region contains the 
message, Press right mouse button to .display the menu. The menu would 
.., 
' 
contain conunands to read a file of waveforms or to create waveforms. If · 
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there are waveforms on the screen the message region would contain the 
· message Select waveform with left button or use right button to display menu .. 
A waveform is selected by placing the · mouse pointer over the desired 
wavef onn and clicking the left mouse button; this causes the wavef onn to be 
highlighted, by inverting the color of the background of the waveform, and the 
status region to be updated to contain the name of the waveform that is 
selected. 
The waveform region is located in the center of the window and is the largest 
region of the window. It contains the time scale axis, which is common to all 
waveforms, and up to five waveforms stacked one above the other; each 
waveform has its own vertical scale. On a color workstation, each waveform 
would be drawn in a different color. 
Below the waveform region are the button regi,on and the history region. The 
· button region contains buttons which are objects identified by a text label 
representing the command associated with the button. The command is 
executed by placing the mouse pointer over the button and clicking the left 
mouse button. Buttons are always displayed and· are used for global commands 
such as quit and redraw. The history region is a scrollable text window that 
contains a list of the commands selected. The user may also type commands 
into this region;· however, this is not necessary since all commands are 
available through buttons or menus. 
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The changes made to the program included limiting feedback and suppressing 
commands that were not needed for the task. Feedback was limited for the 
three types of feedback text, graphic, and audio. The text and audio feedback 
·• 
were completely removed. The following graphical feedback was removed: 
highlighting of selected wavef onns 
rubberbanding of lines 
redrawing of screen after a time scale change 
redrawing of screen after a waveform was cleleted 
drawing of 1narkers on selected points f (>r user defined waveforms 
Commands that were not needed for task such as reading waveforms from a 
file or scrolling through waveforms were removed for both groups . 
. subjects 
The 20 subjects who volunteered for the experiment were technical people who 
had experience using interactive CAD software for designing integrated circuits 
(IC's) and worked in CAD software design and IC clesign fields .. Since the 
subjects were not allowed to practice with the software, they were required to 
have experience using interactive software on the Sun workstation (i.e. they had 
to know how to use the mouse and make selections from menus). The subjects 
were randomly divided between the feedback an(l limited feedback group. Of 
the twenty subjects who were asked to participate in the experiment one did not 
show up and one was disqualified for trying to restart the session after 
practicing with the software. The experiment was run with 18 subjects with 
nine in each group. 
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Procedure 
Alt subjects performed the task using the same room, terminal, and instructions. 
None of the subjects h~d used the CAD program before, and they were told 
they would be evaluating it by using it to create and edit wavefo~s. Each 
subject was asked to read the instructions which explained the software 
terminology and the basics about select commands and editing waveforms. In 
addition, the steps for each subtask were listed along with diagrams of the 
waveforms they were to create (see appendix A for instructions). The subjects 
were given unlimited time for the task and were not allowed to practice. 
Subjects took ~pproximately 10 to 15 minutes to read the instructions but this 
time was not recorded or counted as part of the task petfonnance. After 
reading the instructions they were asked if they had any questions about the 
task. Some asked questions about the type of waveforms or clarification on the 
numbers printed with each wavef onn. When they were ready to begin they 
were told that if they had any serious problems with doing the task to contact 
the experimenter; they were then left alone to do the task. 
The terminal screen contained a window in the center for the user to enter the 
command to start the waveform editor. When the editor started, the window 
disappeared and the waveform editor window appeared. The scree~ contained 
' 
no other windows and the user was prevented from accessing any commands 
outside the editor. 
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The last steps of the instructions asked the user to write the waveform onto a 
file and quit the editor. This output file was then compared to a correct file to 
determine the number of errors made. Each waveform in the output file is 
described by the format: TYPE NAME parameter 1, parameter 2, ... parameter 
n. Each parameter that did not match the correct output file was counted as an 
error. In the case where a waveform was copied, errors in the source 
waveform were also counted as errors in the destination waveform. When the 
editor ended a message appeared in the center of the screen thanking the 
. . 
subject for his or her participation, and then the screen and keyboard would 
lock preventing the user from restarting the task. Before the editor ended, a 
file was created containing the elapsed time, from the time the editor was 
started until quit was typed, and the number of keystrokes .. 
Following the experiment the· experimenter explained the purpose of the 
' 
experiment. They were told which version of the program they were using to 
evaluate the effects of feedback on the task performance. 
Results 
The individual scores for the 18 subjects are shown in Table 1 along with the 
sum and ~eans for · both groups. The subjects in the feedback group took less 
time to complete the task than the limited feedback group (1319.78 versus 
} 
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Sum 
,• 
2342.67, t = 2.918, p < .005), they made fewer errors (29 versus 236, t = 
2.035, p < .005), and they used fewer keystrokes (1756 versus 5300, t = 3.408, 
p < .005). 
) 
) 
Table 1 
Individual and Group Mean Scores of Subjects in Feedback and 
Limited Feedback Groups Performing the Waveform Editing Task 
Feedback Limited Feedback 
Time Errors Keystrokes Time Errors Keystrokes 
(Seconds) (Seconds) 
731 0 142 1199 0 290 
1339 3 219 1590 l 447 
1077 0 143 1556 70 350 
1255 3 288 3299 2 891 
1991 0 167 2278 0 481 
711 0 113 1825 0 438 
2233 12 250 3537 70 1315 
1183 0 172 3057 51 557 
1358 11 262 2743 42 531 
11878 29 1756 21084 236 5300 
Mean 1319.78 3.222 195.111 2342.67 26.222 588.89 
Discussion-
The results of this experiment showed that the feedback group had performed 
significantly better than the limited feedback group. When being debriefed 
after the experiment, some subjects volunteered information about the problems 
they had doing the task. Many times the limited feedback group was led to 
. .. 
~ 
believe that they had·· done something wrong when they gbt no response from 
.. 
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the program. When this happened they tried to repeat the command or search 
for other ways to achieve the goal. For example, when they changed the 
horizontal time scale no visual feedback was given to reflect the change; 
subjects would try the command again or look· for other ways to change the 
scale such as resizing the window. Others found that the Redraw command 
would redraw the screen and show the new scale values. However, it was only 
by searching for other commands that subjects found the redraw command; if 
the screen was automatically refreshed they would not have had to search for 
other methods. The problem with the scale, aside from being frustrating, caused 
no work to be lost. However, when limited feedback subjects deleted a 
waveform it would not be erased from the screen without a redraw; this led 
many to believe that the command was not done. Some tried to use the delete 
~ 
command again and found no change; however, they were actually deleting 
another waveform. In. their attempt to find out if something was happening, 
previous work was being deleted. It could be argued that any change that 
affects the_ graphic display should updated immediately; however, in some 
applications it may not be possible to repair only the affected region of the 
screen and full screen redraw would be too time consuming; in this case, it 
should be left up to the user to choose how often the screen should be updated 
by providing a command to do so. While it may be too expensive to redraw 
the entire screen, some feedback should be given to the user to let them know 
f. 
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that something has changed. 
i, • 
The subjects were told that if they had any serious problems with the task they 
. . 
should ask for help. Five subjects in the limited feedback group needed help· 
. 
creating and selecting TABLE waveforms. The TABLE or user defined 
waveform caused problems because is empty when created and no shape is 
displayecl. Unlike predefined waveforms, where a default shape is displayed to 
be modified, user defined waveforms are created by using the mouse to digitize 
the shape. In the feedback version of the program a message was displayed in 
place of the waveform telling the user to select and graphically edit the 
wavef onn to create it. Limited feeclback group had no message and had . 
trouble determining where to begin. To create a TABLE waveform the limited 
feedback subjects had to select the waveform, select graphically edit from the 
menu, select add points from the menu, and digitize the shape of the wave with 
the mouse; these steps are not obvious and without feedback the subject diet not 
know what to do. The waveform had to be created to the specifications given 
in the instructions; this required that the subject knew the value of the current 
pos~tion of the mouse cu~sor so the correct point could be digitized. The 
feedback subjects were automatically shown the current value of cursor each 
time the cursor was still for one fifth of a second; however, the limited 
feedback had to. explicitly ask for the cursor value by using the measure 
co!]llllahd. Again, it was not obvious to the subjects to use the measure 
• 
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command. Some learned how to use the measure command by trial and error · 
and were able to successfully create the waveform. Others who were 
. 
unsuccessful in detennining how to measure eventually ask for help on how to 
create the wavef onn. 
.. 
Half of the limited feedback subjects interrupted the experiment to ask for help 
when they could no longer continue the task. The experimenter gave the 
subjects just enough help to allow them resume the task. Although help was 
given to the limited feedback subjects, it clid not confound tl1e outcome of the 
experiment because without this help the limitecl feedback group performance 
would have been worse. 
\ 
One problem that occurred in both groups was due to a design flaw. Four 
subj~cts hacl problems changing the time scale because they omittecl the unit 
notation letter N for nano seconds (i.e. l O was typed instead of 1 ON); this 
caused the program to appear to hang but it was actually working computing 
many plot points. The program should warn the user that there may be a 
possible delay when the time scale is very large and wait for confirmation from 
the user. Subjects who had this problem immediately contacted the 
experimenter, and the problem was quickly corrected. 
In discussing the task with the subjects after the experiment, half of the limited 
feedback subjects said that once they realized the deficiencies of the program 
' 
they were able to adapt to it and complete the task with few or no errors. The 
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other half, became frustrated and had a difficult time doing the task. 
;~ . 
The results of this experiment showed that feedback can be useful - at least for 
;/ 
an interactive graphic program - for guiding a user through a task and helping 
them understand the state of the program. Designers of systems often overlook 
feedback when designing an . interface. They may consider feedback 
unnecessary because the commands and the actions performed by the 
commands should be obvious. Other possibilities for excluding· feedback may 
be due to cultural or historical biases. Most designers' expertjse is in computer 
science, and they have. learned to write software by taking courses at colleges 
or universities. Most colleges and universities do not require students pursuing 
computer science degrees to take courses in human factors or user interface 
design. Many courses in the curriculum are concerned with data structures, 
algorilruns, and software techniques for creating good programs, such as 
modular design. Software design is oriente·d: towards the programmers point of 
· view to design software that is efficient, readable, and maintainable. Adding 
functions to the software to display feedback may degrade the performance of 
·the software and clutter the source code. It also conflicts with what designers 
were taught to do. 
Historical biases are the result of inexperienced designers using and enhancing 
existing software. Many changes made to the software will conform to existing 
standards thus allowing poor error messages such as "ENCOUNTERED 
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ERROR #5" to remain. When designers start the design of a new product 
they tend to bring many influences and styles from their previous project thus 
allowing poor interface styles to propagate. Other historical influences are the 
tools designers use such as text editors, compilers, debuggers, and other 
operating system utilities. Feedback from compilers is notoriously cryptic; 
messages such. as "SYNTAX ERROR ON LINE 24", give no indication what 
the error is or how to correct it. Through experience, designers learn to accept 
this type of feedback. However, these poor examples of feedback may 
" unknowingly influence their designs. Many operating system commands and
. 
utilities give little or no feedback. Commands for deleting files rarely inform 
the user that a file has been deleted. Also, most compilers do not tell the users 
that an output file has been created. In fact one version of a C compiler, which 
requires source filenames to have a '.c' extension, returns no response when a 
filename without a '.c' extension is passed to it; it also returns no response 
• 
when a correct file is passed to it and an output file has been created. 
Although many of these operating system commands and utilities were 
designed for batch systems, they are now more widely used on interactive 
system·s. Some of these utilities have be rewritten or retrofitted with an 
friendly user interface. 
Gould and Lewis ( 1985) have demonstrated t~at their design principles early 
focus on users and tasks, empirical measurement, and iterative design, can lead 
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to a usable system. However, these principles are not intuitive and are rarely 
used by designers. To find out why, Gould and Lewis (1985) surveyed 447 
designers who were attending a human factors talk. Before the talk began, the 
designers were · asked to write down five of the most important steps they 
would use when designing a new system. Each step was graded by three 
independent judges to determine whether it was close enough to be considered 
one of the suggested design principles; credit was given for even the slightest 
mention of one of the principles. The percentage of users mentioning each 
principle is as follows: 62 percent menti(Jnecl early focus on users, 4() percent 
mentioned empirical testing, and 20 percent mentioned iterative clesign based 
on the results of empirical testing. A closer examination of the survey results 
showed that there was a difference between what designers thought was a 
design principle and what was actually meant by the principle. For example, 
some believed that finding out about users through user profiles was enough to 
understand the user; however, Gould and . Lewis ( 1985) believe that direct 
contact is necessary to understand user needs. They recommend interviews and 
discussions with the users, and if possible, the designer should learn to clo the 
users task. Some designers also felt that users participation should end after 
they agree to the design specifications. Users should be consulted throughout 
the design and if possible they should be involved in it. Particularly when 
designing in-house system users should work with designers and actively 
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participate in the design. I 
When considering the empirical evaluation principle many were given credit for 
mentioning some sort of testing. To many this meant system testing by 
. ' 
designers for evaluating system performance measures such as cpu time. The 
purpose of empirical evaluation is to get real users' reaction· to a prototype 
system by having them perform a real task while measuring behavioral factors, 
such as number of errors made and attitude toward the system. It is important 
that real users be used to evaluate the system not designers; since designers 
know much about how the system works their use of it will be different from 
that of real users. The results of these evaluations should be incorporated into 
the design of subsequent prototypes and re-evaluated; this is what is meant by 
iterative design. Many designers believed that iterative design meant 
incorporating changes to increase performance and to correct problems found 
. 
by the designer without mentioning changes from user evaluation. Gould and 
Lewis (1985) suggest five reasons why their principles are not used: (1) not 
worth following, (2) confusion with similar but critically different ideas, (3) the 
" 
value of interaction with users is misestimated, (4) competing approaches make 
more sense, and (5) the principles are impractical. 
First, even though the designers may understand the principles, they question 
their value. Second, as pointed out by the survey, designers do not 
differentiate between what the principle states and what they ~ctually do. For 
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example, it was pointed out that designers confused user testing with system 
testing. Third, designers do not have an appreciation for the benefits gained 
through interaction with users. Many designers have only limited contact with 
users and because of this designers do not realize how diverse users really are. 
Designers usually do not have any problems using a system they designed, 
therefore, it is difficult to imagine what problems users will have using a 
system. Users of systems often encounter problems using the system where it 
becomes impossible for them to recover. Other designers have the opposite 
opinion of users, that is, since users are so diverse there is no point to conduct 
test with only a few people, and the testing of many users would be too time 
consuming. Even if the testing of only a few users does not uncover all the 
problems, it is better to find some problems than not to find any at all. Also, it 
is usually the case that serious problems will be discovered by more than one 
user. 
Another belief designers have about users is that they do not know what they 
need. It is usually not sufficient for a designer to simp!y ask users what their 
needs are because they may not have thought about alternatives to the task or 
they may not know what technologies are available. Showing users the design 
in a form that can be related to their task will help them to discover problems 
and alternatives. Designers can write a users manual or construct detailed 
scenarios describing the system. This type of interaction with users may be 
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necessary when the users time is limited. It its sometimes difficult for users to 
give up time to interact with designers of future systems. Interaction with the 
user cannot guarantee that the final design will be good; however, many clesign 
issues can be resolved more effectively if the user is involved from the start. 
Fourth,· designers believe that there are other ways to design usable systems. 
One of these ways is to use guidelines clerived from cognitive psychology. 
These guidelines can be useful for giving the designer suggestions to begin the 
initial design. However, guidelines are limited by user interface cht)ices that 
are dependent on the task. 
Fifth, designers believe that the principles are impractical to apply. A major 
objection to the principles is that the design schedule will be lengthenecl if user 
testing is done. However, it can be argued that user testing is always done. 
Either it is done fonnally by the experimenter or informally when the user 
begins to use the system. Formal user testing done by the clesigner can 
uncover problems with the system that may not be discoved until the software 
is delivered to the users. Problems discovered after the software is delivered 
are costly to fix, and many times the solutions may not be ideal because 
minimal inconvenience to the users is a high priority. For example, if the 
format of data read or written by a program changes the original f onnat should 
also be accepted to preserve data the user may have created. Seemingly simple 
changes such as the changing of a system message may require training and 
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document materials to be reprinted and distributed, which is costly in both time 
and money. 
Empirical evaluation is becoming more popular in the design of user interfaces 
and is ·suggested as a method for improving system design (Monk 1985), 
(Rubenstein & Hersh 1984 ), (Gould & Lewis 1985). It is central to the design 
principles discussed above by combining user input and iteration to improve a 
design. For empirical evaluation to improve a design in a reasonable time, 
there must be an efficient way to investigate other interface styles. Two means 
for doing this are toolkits which provide user interface components that can be 
easily interchanged and user interface management systems (UMIS) for 
,_ 
separating the user interface from the application. 
The feedback experiment took three weeks to conduct. The results of this 
experiment provicled useful information about how users use this program; this 
resulted in changes to the interface. 
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APPENDIX A 
" 
1. Task Instructions 
You will be evaluating a CAD program to create input waveforms for ·electrical 
circuits by using it to create and graphically edit some waveforms. The steps needed 
· are listed below; please follow them carefully and d,J fJnly these steps because time 
performance will be measured. The goal is to create the wavef onns as specified and 
graphically manipulate their shape. Please read the following and ask any questions 
before beginning. 
1.1 Some Basics and 'fermin<Jlogy 
The waveforms represent input signals that are applied to a circuit as it is simulated. 
The Y axis (magnitude) may change in value as the X axis (time) increases. As 
waveforms are createcl they are displayed on the screen, one on top of another, with 
each waveform having its own Y axis (vertical scale) but all waves sharing the X axis, 
(time scale). The most recently created waveform will be at the bottom of the screen. 
1.1.1 Units 
The units for the vertical. and horizontal scales represent voltage and time respectively. 
For this task voltage values will range from -l O to l O volts. Tune units for this task 
are very small, (e.g. le-09), and are represented using a Numherletter notation such as 
90N which is 9e-08 or 90 nano seconds. For this task all time units will be in nano 
seconcls. 
1.2 Selecting C<,mn1t1nds 
All commands will be selected fr(lm the menu. 
To display a menu, place the mouse cursor in the graphics region and press and hold 
the· right mouse button. To make a selection from the menu move the mouse up or 
down to highlight the selection and release the button. Some menus have sub-menus, 
indicated by an arrow in the selection, which are displayed by moving the mouse 
pointer off the right of the arrow. 
1.3 Entering 1,ext 
When text input is required, (e.g. waveform names or time values) a prompt box will 
be displayed in the center of the screen. This box will contain text entry fields with a 
prompt message before each field specifying the type of input expected. To change 
text place the cursor at the desired field by clicking the left mouse button over the 
field and then type the text; the delete key can be used to delete characters, one at a 
time. After the text is entered, press the () K button to accept the text or use the 
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Cancel button to cancel the prompt box . 
1.4 c;raphically Editing Waveforms 
•• • l 
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To edit a waveform you must first select it by placing the mouse pointer anywhere on 
the waveform you want to edit and clicking the left mouse button. A waveform can 
be unselected by clicking the middle mouse button, which will restore the main menu. 
After selection, the menu will contain commands appropriate for the type of waveform 
selected. The selection Graphically Edit will enter the ecliting loop, allowing the 
shape to be manipulated by selecting and moving specified points on the waveform; 
this loop is continued until Save or Cancel is selected. An Undo command is 
available to undo the last edit. 
1.4.1 Editing SINE, EXP()NENTIAL, ·and PULSE. Waveforms 
These types of waveforms are created with defaul_t values and are automatically drawn 
on the screen. To edit them select the waveform and choose f;raphically Edit from 
the menu; this will cause the waveform to be redrawn with markers at certain points. 
The shape is changed by selecting one of the markers, (double arrows), and moving 
that point in a direction indicated by the arrows. A marker is selected by placing the 
cross hairs in the center of the double arrows and clicking the left mouse button. 
After the marker is selected the menu will contain a Measure command which can to 
used to display the current value of the cross hairs. After the point is moved the 
waveform will be redrawn showing the result of the edit. 
1.4.2 Editing TABLE Waveforms 
When TABLE are created they contain no points. The waveform must first be 
selected and graphically edited to Add points by digitizing. As each point is added a 
line is drawn from the previous point. For TABLE waveforms, any of the vertices 
may be selected but none are marked. For this type of waveform the menu is used to 
select the type of editing command (See below). 
Add Points --- digitize points to create TABLE wave 
Copy Points --- select starting, ending, and destination point 
Delete Point --- select point to be deleted 
Move Point --- select point to be move and digitize new location 
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2. Task Steps 
[1] Begin by typing wavedit to start the waveform editor (it takes a few seconds for 
the window to appear) 
· [2] Create SINE waveform and name it w I 
[3] Create PULSE waveform and name it w2 
' . 
[4] Select and Graphically Edit SINE wave w I make the changes shown below 
~. 
Move this point to 25N 
." 
...... 
~...---{.} - .. ). 
\ -
'· _,. _ _..., 
[5] Save changes made to wl 
[6] Select and Graphically Edit PULSE w2 make the changes shown below · 
[7] Save changes made·to· PULSE w2 
[8] Create TABLE waveform and name it w3 
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Move point 1 to 5N, 10 
Move point 2 to 26N, 
. 
Move point 3 to 40N, 0 
'1'·. 
.. ';jl 
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[9] Select and Ora hically Edit TABLE w3 to add points to the table (See below) 
8 5:N 15N 27N 29N 33N · 341'1 38N 40N 
0 
20N 25N 30N 32N :35N 37N 
[10] Save changes made to TABLE w3 
[ 11] Select SINE w I and copy it to w4 
[ 12] Change time scale to 
start time ;::. 0 
stop time = 150N 
time step = lN 
... 
41N 
\. 
I . 
,,, 
[13] Select and Graphically Edit TABLE w3 copy points shown below and place them 
at 120N, 0 
I copy 
........ 
• ' . .. 
~ .. 
...... ., 
.... 
..... 
....... 
..... , 
'" ............. 
''\., 
''...... ~ -
'/" .... ,. 
-------------+(_. -\ 
I . 
.. 1111 
-._ 
[14] Save changes made to TABLE w3 
[15] Create EXPONENTIAL waveform and name it w5 
[ 16] Select and Delete SINE w4 
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[ 17] Change time scale to 
start · time = 0 
... 
stop time = 90N 
time step = 1 N 
r ··--·- ·, 
' 
I 
I 
/ 
'· . 
. -·- -,. ------.....-. ~
--------. ...... , 
(18] Select and Graphically Edit EXP w5 m~ changes shown below 
'---------
----:-,----- ~- -
[ 19] Save changes ma(le to EXP wS 
[2()] Select and Copy TABLE wJ to w6 
[21] Change time scale to 
start time = 0 
stop time = 150n 
time step = 1 N 
Move point 1 to 15N, 8 
Move point 2 to 16N 
[22] Select and Graphically Edit TABLE w6 and make the changes shown below 
I 
... .. 
... .. 
. 
Delete tr,ese points ,. 
'• 
' 
'• 
... 
....... 
• 
~ .. 
··,. ' •, 
.,-, 
--. -~(~ .... 
I 
·, 
• • I -.. • l, . \,., .J •. 
··- ·-
----
(23] Save changes made to TABLE w6 
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[24] Write waveforms to file waves 
)1 
[25] Type the command gtlit 
·"' 
,, -,ft' 
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