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Abstract
We consider the problem of reconstructing the characteristic polynomial of a graph G from
the collection P(G) of characteristic polynomials of vertex deleted subgraphs of G. We study
properties and invariants of G that can be derived from P(G). Under the assumption that the
reconstruction of the characteristic polynomial is not unique, we describe some properties of
graphs in question. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let
PG() = det(I − A) = n + a1n−1 +   + an−1+ an
be the characteristic polynomial of (the adjacency matrix of) a graph G on vertices
x1; x2; : : : ; xn. The roots of PG() are called eigenvalues of G. The largest eigenvalue is
called the index of the graph. Let P(G) be the collection of characteristic polynomials
PG−xi() of vertex deleted subgraphs G − xi (i = 1; 2; : : : ; n) of G. We consider the
following reconstruction problem.
Problem 1. Is it true; that for n> 2 the characteristic polynomial PG() of a graph
G is determined uniquely by the collection P(G) of characteristic polynomials of
vertex deleted subgraphs of G.
Problem 1 was posed by the author at the XVIII International Scientic Colloquium
in Ilmenau in 1973. First results were obtained by Gutman and Cvetkovic [9] (see also
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[5, p. 267], [4, pp. 68{70]). The same problem was independently posed by Schwenk
[10].
Since P0G() =
∑n
i=1 PG−xi() (cf. [5, p. 60]), we can readily determine the charac-
teristic polynomial PG() except for the constant term an.
If we know an eigenvalue of G, the constant term an is uniquely determined [9]. In
particular, any multiple root of any of the polynomials PG−xi() would cause (by the
well-known interlacing theorem) the existence of the same eigenvalue in the spectrum
of G.
By the observations from Gutman and Cvetkovic [9] Problem 1 is solved armatively
for regular graphs and a broad class of bipartite graphs. In [11] the problem is solved
for connected graphs in which eigenvalues of vertex deleted subgraphs are bounded by
−2 (from below). The line graph case has been treated in [8]. Some relations between
Problem 1 and the Ulam reconstruction problem for graphs are described in [6].
No examples of non-unique reconstruction of the characteristic polynomial are known.
For further discussion we need also the concept of graph angles.
Let G be a graph with vertices 1; : : : ; n and let A = A(G) be the (0; 1)-adjacency
matrix of G. Let 1; : : : ; m (1>   >m) be the distinct eigenvalues of G with cor-
responding eigenspaces E(1); : : : ;E(m). Let fe1; : : : ; eng be the standard orthonormal
basis of Rn.
Denition 1. The numbers ij=cosij (i=1; : : : ; m; j=1; : : : ; n), where ij is the angle
between E(i) and ej, are called angles of G. The m  n matrix A = (ij) is called
the angle matrix of G.
We may order the columns of A lexicographically so that A becomes a graph
invariant. Rows of A are associated with eigenvalues and are called eigenvalue angle
sequences, while columns of A are associated with vertices and are called vertex angle
sequences.
2. Reconstructing some graph properties and invariants
It was proved in [9] that the vertex degrees d1; d2; : : : ; dn and the property of G
of being bipartite can be established from the collection P(G). Here we go one step
further.
Theorem 1. The length of a shortest odd circuit of a graph G and the number of
such circuits can be determined by the collection P(G).
Proof. According to Theorem 3:10 from Cvetkovic et al. [5, see p. 87], the length f
of a shortest odd circuit of G is equal to the index of the rst non-vanishing coecient
among a1; a3; a5; : : : ; while the number of shortest odd circuits is equal to − 12af. Hence,
we have proved the statement of the theorem unless n is odd and a2j+1=0 for 2j+1<n.
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Now, we have, either an=0 and G is bipartite or an 6= 0, f= n; G=Cn and an=−2.
In the last case, all graphs G− xi (i=1; 2; : : : ; n) are paths Pn−1 and this graph can be
recognized by its characteristic polynomial.
This completes the proof.
Corollary. The number of triangles of G is equal to − 12a3.
Theorem 2. The number Nik of closed walks of length k which start and terminate
at a vertex xi of G can be calculated from the collection P(G) for k=0; 1; : : : ; n− 1.
Proof. Let Hi(t) =
∑+1
k=0 N
i
k t
k be the generating function for numbers Nik . According
to Cvetkovic and Rowlinson [7, p. 83], we have
Hi(t) =
PG−xi(1=t)
tPG(1=t)
:
This formula implies an equality of two power series in t. Then it is easy to see that
numbers Ni0; N
i
1; : : : ; N
i
n−1 do not depend on an.
This proves the theorem.
Theorem 3. Spectral moments S0; S1; : : : ; Sn−1; of a graph G can be determined
from P(G).
Proof. We have S0 =n; S1 =0; S2 =a1. The remaining spectral moments S2; S3; : : : ; Sn−1
can be obtained from a2; a3; : : : ; an−1 by the well-known Newton's formulas.
Theorem 4. The number of quadrangles of G can be determined from P(G).
Proof. We have S4 =2m+4f+8q where m is the number of edges, f the number of
pairs of incident edges and q the number of quadrangles of G. Since f =
∑n
i=1 (
di
2 ),
the theorem follows.
Theorem 5. The number of pentagons of G can be determined from P(G).
Proof. We have S5=10m+10s+30t where m is the number of edges, t is the number
of triangles and s is the number of subgraphs consisting of a triangle with a pendant
edge attached. Thus s=
∑n
i=1N
i
3(di − 2) which proves the theorem.
If we knew the coecient an, we could determine graph angles [7, p. 83]. There
are a number of results on graph reconstruction from eigenvalues and angles (see [7,
Section 5:3]). Although there is a parallel between these results and results presented
in our paper, graph reconstruction from the collection P(G) is more dicult since we
have less information. Of course, if one proves that an can be uniquely determined
from P(G), both reconstruction problems are equivalent.
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3. Seeking counterexamples
It was established in [9] that coecient an can be uniquely determined from the
collection P(G) for all trees except perhaps for trees G having a 1-factor. In this section
we shall describe some properties of graphs H having the same collection P(H) as
P(G) but with dierent an. Some properties of hypothetical graphs H have been already
mentioned in [2,3]. We shall present also some general observation about hypothetical
counterexamples to the unique reconstruction of the characteristic polynomial.
Remark 1. There are many examples of pairs of graphs whose characteristic polyno-
mials dier in the constant term only. The smallest example is provided by 2K1 and
K2 with characteristic polynomials 2 and 2− 1. The collection of characteristic poly-
nomials of vertex deleted subgraphs is the same in both graphs and the constant term
cannot be uniquely reconstructed. Of course, this case is excluded in Problem 1 by the
condition n> 2. Another example is provided by graphs G = K1;3 and H = P4 with
characteristic polynomials 4 − 32 and 4 − 32 + 1. Here, of course, P(G) 6= P(H).
We present also the graphs G and H in Fig. 1 whose characteristic polynomials are
8 − 96 + 184 − 82 and 8 − 96 + 184 − 82 + 1 with P(G) 6= P(H).
Remark 2. There are non-isomorphic graphs G; H with P(G) =P(H). However, in
all examples we know the graphs G and H are cospectral. This further means that
G and H have the same graph angles. Hence, several known examples of cospectral
graphs with the same angles [7, Chapters 4 and 5], can serve as example in our case.
In particular, a construction of cospectral trees with the same angles has been described
in [1].
Remark 3. Problem 1 for digraphs is solved by counterexamples from Stockmeyer
[12] to the Ulam reconstruction problem. In these counterexamples digraphs have the
same collection of vertex deleted subgraphs and their characteristic polynomials dier
just in the constant term.
Remark 4. If a graph is disconnected, its index is equal to the maximal index of its
vertex deleted subgraphs. This means that a counterexample to the positive solution
of Problem 1 cannot consist of two disconnected graphs. In particular, this means
that a hypothetical counterexample G1; G2 cannot be extended to G1 [ H; G2 [ H
(H an arbitrary graph) in such a way that the two new graphs represent another
counterexample. This can be veried also directly.
Fig. 1.
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Now, we assume the following
Hypothesis. Let G and H be graphs on vertices x1; x2; : : : ; xn such that
PG−xi() = PH−xi() for i = 1; 2; : : : ; n. Let G be a tree with a 1-factor and let the
characteristic polynomials PG() and PH () dier.
At the moment we do not know whether such graphs G and H exist but if they do
then the following statements hold.
Of course, n is even and the constant term of PG() is equal to (−1)n=2 and each
polynomial PG−xi() has a root 0 with multiplicity 1.
Proposition 1. H is disconnected.
Proof. If we suppose that H is connected, then H must be a tree. The constant term
an of the characteristic polynomial of a tree is 0 or (−1)n=2 (cf. [5, p. 37]). If an = 0
for the tree H , then some of polynomials PH−xi() would have a root zero with the
multiplicity greater than 1. Hence an = (−1)n=2 contradicting the hypothesis.
This completes the proof.
Proposition 2. H is bipartite and has no quadrangles.
The proposition follows from Theorems 1 and 4 and from the hypothesis that G is
bipartite and has no quadrangles.
Proposition 3. All components of H have an even number of vertices. At least one
component is a tree. At least one component is not a tree.
Proof. Suppose, contrary to the rst statement, that there exist two components of H
with an odd number of vertices. Each such component has an eigenvalue 0. Hence, H
has an eigenvalue 0 with multiplicity at least 2. G has at least two vertices of degree 1
(one being, say xi) and so does H since the vertex degrees of each vertex are the same
in both G and H . Then H − xi has an eigenvalue 0 with the multiplicity of least 3.
This means that an is uniquely reconstructed thus contradicting the hypothesis.
If in each component the number of edges were at least the number of vertices, this
property would hold for H , which is not true, hence the second statement.
If all components were trees, the number of edges of H would be smaller by at
least 2 than the number of vertices (since there are at least two components in H),
contradicting the hypothesis.
Proposition 4. All graphs H − xi have simple eigenvalues.
Proof. Otherwise, by the interlacing theorem, an would be uniquely recon-
structable.
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Corollary. Any component of H has simple eigenvalues. The multiplicity of any eigen-
value of H is at most 2. No two components of H are isomorphic.
Proposition 5. No eigenvalue of H is equal to 0.
Proof. Suppose the contrary. Since all components of H have an even number of
vertices, at least one component of H would have eigenvalue 0 with the multiplicity
at least 2. Hence, at least one subgraph H − xi would have the eigenvalue 0 with
multiplicity at least 2, which contradicts Proposition 4.
Corollary. If H has 2k vertices then the sign of the constant term of its characteristic
polynomial is equal to (−1)k .
Proposition 6. Each automorphism of any component of H is an involution.
Proof. This follows by Theorem 5:1 from Cvetkovic et al. [5] from the fact that
eigenvalues of each component of H are simple.
Let xi be a vertex of degree 1 in G and H . Let xj be the neighbour of xi in G and
let xk be the neighbour of xi in H . The following three propositions have been proved
in [3].
Proposition 7.
an = lim
!0
PG−xk ()

:
Proposition 8. We have PG−xj ()− PG−xk () = q for some integer q.
Proposition 9. Vertices xj and xk are dierent but have the same degree.
Remark 5. Propositions 7{9 hold even if we omit from the Hypothesis the assumption
that G is a tree with a 1-factor. Having this fact in mind, Propositions 7{9 have an
illustration by graphs G and H from Fig. 1. Namely, we have
PG−x() = 6 − 64 + 52; PH−y() = 6 − 64 + 52 − 1:
Proposition 10. The characteristic polynomial, eigenvalues and angles of H can be
determined from P(G).
Proof. The proposition follows from Remarks 4 and 2.
Remark 6. It follows from Proposition 1 and Remark 4 that the index of H is smaller
than the index of G and PH () = PG() + a with a> 0. Let an and hn be constant
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terms of PG() and PH (), respectively. Hence hn = an + a. By Proposition 5, hn 6= 0.
If n=4k (k 2 Z), then an=1 and hn > 1. For n=4k+2, we have an=−1 and hn>1.
Proposition 11. The number of components of H can be determined from P(G).
Proof. The number of components can be determined from eigenvalues and angles
[7, p. 97].
Proposition 12. If H has at least three components; then we can determine for each
component its vertex set, eigenvalues and angles.
Proof. H has no two-fold eigenvalues since otherwise at least one subgraph H − xi
would also do so, contradicting Proposition 4. Our proposition now follows from results
in Section 4:4 of Cvetkovic and Rowlinson [7].
Proposition 12 enables one to apply to each component the reconstruction procedures
based on eigenvalues and angles described in Chapter 5 of Cvetkovic and Rowlinson
[7]. In particular, we can recognize the component which is a tree (see Proposition 3)
and reconstruct it using procedure from Cvetkovic [1] (see also [7, p. 112]).
Theorem 6. H has 4k vertices for some integer k.
Proof. If H has n= 4k + 2 vertices, then hn =−1 by the Corollary to Proposition 5.
On the other hand hn>1 by Remark 6. This contradiction shows that n= 4k.
Remark 7. Since n= 4k we have hn > 1. This means that among the components of
H there is at least one in which the constant term of the characteristic polynomial is
greater than 1 in absolute value.
4. Concluding remarks
In spite of our knowledge of many properties of hypothetical graphs H we are still
not able to construct examples or prove the non-existence of such graphs.
However, considerations from Section 3 enable the creation of a computer program
for direct checking of whether for a given G obeying the Hypothesis the corresponding
H exists.
Theorem 6 can be reformulated in the following way.
Theorem 7. Let G be a tree on n = 4k + 2 vertices having a 1-factor. Then an can
be uniquely reconstructed from P(G).
The case n= 4k remains open.
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Fig. 2.
Remark 8. Using existing tables of graph spectra we found the graphs of Fig. 2 which
full requirements of Remark 7 for a component of H .
However, if either of these graphs were to be a component of H then H − x would
have not all eigenvalues simple, in contradiction of Proposition 4 (the second graph is
excluded also by Proposition 2). These considerations show that a possible graph H
has at least 16 vertices. This fact discourages further ad hoc search for H and makes
the use of a computer necessary. The other possibility is, of course, further theoretical
study of properties of hypothetical graphs H .
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