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Abstract
The goal of this study is to develop and analyze mul-
timodal models for predicting experienced affective re-
sponses of viewers watching movie clips. We develop hybrid
multimodal prediction models based on both the video and
audio of the clips. For the video content, we hypothesize
that both image content and motion are crucial features for
evoked emotion prediction. To capture such information,
we extract features from RGB frames and optical flow us-
ing pre-trained neural networks. For the audio model, we
compute an enhanced set of low-level descriptors includ-
ing intensity, loudness, cepstrum, linear predictor coeffi-
cients, pitch and voice quality. Both visual and audio fea-
tures are then concatenated to create audio-visual features,
which are used to predict the evoked emotion. To classify the
movie clips into the corresponding affective response cate-
gories, we propose two approaches based on deep neural
network models. The first one is based on fully connected
layers without memory on the time component, the second
incorporates the sequential dependency with a long short-
term memory recurrent neural network (LSTM). We perform
a thorough analysis of the importance of each feature set.
Our experiments reveal that in our set-up, predicting emo-
tions at each time step independently gives slightly better
accuracy performance than with the LSTM. Interestingly,
we also observe that the optical flow is more informative
than the RGB in videos, and overall, models using audio
features are more accurate than those based on video fea-
tures when making the final prediction of evoked emotions.
1. Introduction
Human emotional experiences can be evoked by watch-
ing audio-visual content, such as movies. In psychology,
evoked emotions have been extensively studied [1, 2, 3, 4].
Being able to automatically predict which emotions multi-
media content might evoke has a wide range of applications.
For instance, it can be a tool for multimedia producers in
Figure 1. Our proposed multimodal architecture for emotion clas-
sification using fully connected layers.
advertisement or film industry. Yet, in computer science,
most of the current and previous research focuses on emo-
tion recognition of people in videos, and they are based on
facial expressions and audio signals [5, 6, 7]. Predicting the
viewers’ emotion evoked by videos and multimedia content
has received little attention so far.
For measuring affective responses, some researchers
have proposed to use emotional categories and suggested
that the number of distinct emotional categories may vary
from two to twenty seven [8, 9]. Although the precise cat-
egories can be different in studies, the two most common
ones are arousal and valence, which were originally pro-
posed in [10], and have been used in most predictive mod-
els, e.g. [11, 12, 13, 14]. Arousal ranges from calm to excit-
ing, while valence represents how positive or negative the
emotion is [9]. Russell [10] also proposed another factor,
namely dominance, which refers to the sense of “control” or
“attention” [9]. Dominance, however, has been known to
introduce complexity in the annotation process and is diffi-
cult to computationally predict [12], hence, it is often omit-
ted.
In this work, we propose a model for predicting evoked
emotion from videos. We use the two-dimensional model
of affective content, in which arousal and valence are pre-
dicted separately. For doing so, we leverage the power of
deep convolutional neural networks (CNNs), a type of net-
work that has led to considerable advances in image classi-
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fication [15, 16, 17, 18] and action recognition [19, 20, 21].
We apply deep CNNs for extracting image and motion fea-
tures from static RGB frames and optical flow fields respec-
tively. This approach is similar to the two-stream ConvNet
architecture in [20], in which spatial and temporal networks
are integrated for action recognition. The spatial network is
used to capture features from scenes and objects in videos,
while the temporal network carries information about the
motion of camera and objects across frames. The audio
features are computed using OpenSMILE [22], and include
intensity, loudness, cepstrum, linear predictor coefficients,
pitch, voice quality, among others.
We explore two models based on deep neural networks
that ingest the extracted features. The first one consists of
fully connected layers without memory on the time com-
ponent, as shown in Figure 1. The second model that
we explore uses long-short term memory (LSTM) struc-
tures, which are recurrent neural networks with memory
that can learn temporal dependencies between observations.
LSTMs have been successfully applied in sequence predic-
tion problems including emotion recognition of subjects in
a video [23, 24].
We perform experiments on the extended COGNIMUSE
dataset [25], which consists of 12 movie clips: seven half-
hour continuous movie clips from the original COGN-
IMUSE dataset [26] and five extra half-hour Hollywood
movie clips. Valence and arousal are annotated in the range
of [−1, 1] by several subjects. We perform a throughout
analysis of the importance of the video and audio feature
set. Our results suggest that audio contains most of the
evoked emotion content, and for videos, motion is more
important than the RGB frames. We also observe that our
model with fully connected layers outperforms the model
with an LSTM structure, as well as a previous approach in-
troduced with the extended COGNIMUSE dataset [25].
2. Related work
In computer vision, emotion prediction from video has
been mostly studied from the perspective of predicting fa-
cial expressions of humans in the videos, c.f . [27, 28]. Yet,
predicting evoked emotion has received surprisingly little
attention so far.
In most current research in video-based emotion recog-
nition [29, 23, 30, 31, 5], multimodal approaches have been
applied to integrate information from different modalities.
The recent breakthrough of deep convolutional neural net-
works (CNNs) for object recognition [15, 16, 17] has been
adapted to the problem of emotion recognition in videos,
in which deep CNNs such as VGG [16] and Inception-
ResNet v1 [32] are used to extract facial expression fea-
tures from RGB frames [23, 31, 24]. In addition to fea-
tures extracted from still frames, motion plays an important
role in emotion recognition. Actions represented by facial
muscles or body actions in videos may be estimated using
optical flow [33, 20]. Mase [33] recognizes four basic fa-
cial expressions including surprise, happiness, disgust and
anger based on optical flows. The appearance and action
information can be handled separately in two streams us-
ing CNNs [20, 34] or extracted simultaneously using deep
three-dimensional convolutional networks [23, 24].
Many studies have shown that there is a powerful
connection between sound and emotion [35, 36, 1, 37,
38], therefore, it is necessary to add the audio modal-
ity into emotion recognition models. Audio features can
be extracted using toolkits such as OpenSMILE [22],
YAAFE [39] or deep neural networks such as Sound-
Net [40], AlexNet, Inception, ResNet architectures [41]. In
this study, we opted for the OpenSMILE toolkit as it has
shown its efficiency in emotion recognition models from
voice.
Another important aspect for predicting evoked emotion
from movies might be the temporal component. To deal
with sequences, recurrent neural networks have been suc-
cessfully used in many applications. However, they are lim-
ited by their long-term dependency, where the state infor-
mation is integrated over time resulting in gradient explod-
ing/vanishing when training them to learn long-term dy-
namics. In order to overcome this limitation, the LSTM cell
was first introduced by Hochreiter and Schmidhuber [42]
and later simplified in [43, 44]. LSTMs have a good perfor-
mance in a wide range of sequence processing research and
have also been widely used in video-based emotion recog-
nition [23, 24, 31].
Most previous work focuses on predicting the emotion
of humans in a video instead of evoked/experienced emo-
tion from viewers of videos. This is in part due to the lack of
available labeled datasets. Recently, to fill this gap, Zlatintsi
et al. [12] introduced the COGNIMUSE dataset, which is a
multimodal video dataset including seven half-hour Holly-
wood movie clips. Malandrakis et al. [25] use the extended
version of this dataset, which includes 12 movies clips and
classify emotion in terms of seven valence and arousal cate-
gories at the frame level using independent hidden Markov
models (HMMs). A wide range of visual and audio features
are extracted, but finally only a small feature set including
mel-frequency cepstral coefficients (MFCCs), their deriva-
tives, maximum color value and maximum color intensity
is selected. A follow up approach including a mixture of
expert models to select the audio and video features dy-
namically is introduced by Goyal et al. [45], and Sivaprasad
et al. [46], who improve their results by using the LSTM
structure, yet they predict valence and arousal only every 5
seconds instead of at every frame. In [25, 12], instead of
predicting continuous values of affective content, they dis-
cretize those values in equally spaced ranges, and assign a
label to each of them. They show that predicting labels and
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then interpolate them to continuous values gives better re-
sults than regressing the emotion values.
In this work, we use the extended COGNIMUSE
dataset to learn multimodal models for predicting
evoked/experienced emotion, in terms of valence and
arousal, from videos. Interestingly, this dataset also
contains video frames in which people do not appear, hence
previous approaches based on facial expression recognition
cannot be applied. In the following, we elaborate on our
approach and describe our hybrid multimodal model, which
is based on deep neural networks. In the result section, we
provide an analysis of the features and components that
contribute most to the prediction accuracy.
3. Approach
We propose a multimodal approach that uses both video
and audio features for emotion prediction. For the former,
we use pre-trained CNNs to extract image features from
static RGB frames and motion features from optical flow
fields. The latter is based on features from the OpenSMILE
toolkit [22]. Each of these feature sets are passed through
fully connected layers for dimensionality reduction and rep-
resentation adaptation to emotion prediction, before being
concatenated to create audio-visual features. The weights
of these fully connected layers are learned jointly with our
proposed network architecture during training. We explore
two network architectures. The first model uses fully con-
nected layers without temporal memory component (Fig-
ure 1), while the second one is based on LSTMs to take
the sequential dependency of emotion into account (Fig-
ure 2). Both of these two approaches are followed by a
fully connected layer and a softmax layer to classify arousal
and valence separately, as it has been shown that those are
orthogonal emotion characteristics [10], and their accuracy
prediction suffers when being estimated jointly. Details on
each of the components of our proposed models are fur-
ther discussed below. In the experimental section, we report
the results of an analysis of the importance of each feature
for evoked emotion prediction in videos. The code to re-
produce our results and with the models’ implementation
is available at: https://github.com/ivyha010/
emotionprediction.
3.1. Visual feature extraction
We extract spatial features from the static RGB frames
and motion cues from the optical flow of consecutive
frames, similarly to the two-stream ConvNet approach in
[20]. The spatial component provides information about
objects and scenes in single still RGB frames. The tem-
poral component contains information about motion. Each
of these components are extracted using pre-trained CNN.
This approach has similarities to the two-stream ConvNets
used for action recognition, as those also use both optical
Figure 2. A multimodal architecture for emotion classification us-
ing an LSTM structure.
flow and still RGB frames as input [20]. Yet, in [20], each
of the CNN streams is relatively shallow in comparison with
CNNs trained on ImageNet [17, 16, 15]. It is advantageous
for us to use a pre-trained CNN as our dataset is relatively
small.
Semantic content from still frames For the spatial com-
ponent, image features from still RGB frames are ex-
tracted using a CNN with pre-trained weights on the Ima-
geNet dataset for object classification task, namely ResNet-
50 [17]. We extract the representation from the second-to-
last layer, i.e. after forward passing the image to all the lay-
ers except for the last fully-connected classification layer.
Optical Flow In our framework, we estimate a dense op-
tical flow using PWC-Net [47] pre-trained on MPI Sintel
final pass dataset [48]. It is a CNN model designed ac-
cording to three principles: pyramid processing, warping,
and the application of a cost volume. It computes the opti-
cal flow fields between pairs of successive frames. We use
PWC-Net since it has a smaller size than FlowNet2.0 [49],
which makes it easier to train, however, it outperforms many
other dense optical flow methods such as SPyNet [50], DC
Flow [51] and flow fields [52] on MPI Sintel final pass.
The estimated optical flow fields are transformed into
integers in [0, 255] as in [34] to store them in two chan-
nels of JPEG images, values in the third channel are set to
255. We use a stack of 10 sequential optical flows, as it car-
ries more motion information than the optical flow between
two consecutive frames, as suggested in [34]. The stack
serves as the input to the ResNet-101 model that has been
pre-trained on the ImageNet classification task, except for
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Figure 3. The three types of input used: image, optical flow stack,
and audio segment.
the first convolutional layer and the last classification layer,
which had been fine-tuned to be able to ingest 10 stacks
of sequential optical flows to predict action recognition on
UCF-101 [34]1. We remove the last fully connected classi-
fication layer in the ResNet-101 model and freeze the rest.
We thus extract a 2,048-dimensional feature vector from ev-
ery stack of 10 optical flows.
3.2. Audio feature extraction
The audio present in movie clips typically consists of a
combination of speech, music, and sound effects meant to
engage the audience in the stories that filmmakers want to
deliver. In our proposed system, audio features are extracted
using the OpenSMILE toolkit with a frame size of 400ms
with a hop size of 40ms. The frame size corresponds to a
time period of a stack of 10 optical flows as shown in Fig-
ure 3. We use a configuration file named “emobase2010”,
which is based on INTERSPEECH 2010 paralinguistics
challenge [53] to extract 1,582 features including low-level
descriptors (e.g. pitch, loudness, jitter, MFCCs, mel filter-
bank, line spectral pairs) with their delta coefficients, func-
tionals, the number of pitch onsets, and the duration in sec-
onds [54]. This set of audio features is relatively large in
comparison to those created by other OpenSMILE configu-
ration files.
3.3. Fusion of extracted features
We analyze the effect of multimodal inputs including im-
age features, motion features and audio features on predict-
ing evoked emotion that viewers actually encounter when
watching movie clips. Image features are extracted from
single RGB frames while motion features and audio fea-
tures come from 10-optical flow stacks and 400ms-audio
segments respectively, as shown in Figure 3. Each extracted
feature is normalized using min-max normalization follow-
ing this formula: Vnormi =
Vi−min(V)
max(V)−min(V) , in which Vi is
the i-th data point in vector V that contains the same feature
element for all data points.
In order to reduce the dimension of the extracted feature
vectors, we pass the extracted features of each modality to
1Pre-trained model available at: https://github.com/jeffreyhuang1/two-
stream-action-recognition
a fully connected layer of 128 units as showed in Figures 1
and 2. The weights of this layer are learned during training
and optimized for predicting emotion. Then, the output of
these fully connected layers are concatenated before being
fed into another two fully connected layers as described in
Figure 1 or the LSTM structure in Figure 2.
3.4. Models for emotion recognition
We propose two variants of the model for emotion clas-
sification. The first one includes only fully connected layers
without memory on the time component, while the second
one takes the sequential dependency of emotion responses
into account by using a LSTM structure. Each of these mod-
els are created for arousal and valence separately. Both of
these approaches are followed by a fully connected layer
and a softmax layer to classify arousal and valence. Since
valence and arousal are real values in the range [−1, 1], we
convert the prediction problem into classification problem
by quantizing the real values into 7 bins. In this way, we
are be able to use the cross-entropy loss, which gives better
results in practice than optimizing the mean squared error
loss. The same binning has been performed in [25], which
allows us to benchmark our results.
Model with no sequential memory The audio-visual
features are fed into two fully connected layers after the fu-
sion of extracted features. We use 64 units per layer, as
described in Figure 1. The outputs of the two fully con-
nected layers are then passed to a smaller fully connected
layer consisting of 7 units followed by a softmax layer that
provides the final probability output for each of the seven
binned emotion responses.
Model with sequential memory We implemented an
LSTM in order to incorporate the time dependencies
when predicting the affective response of viewers watching
movies. The basic architecture of an LSTM cell includes a
cell ct, remembering values over time and three gates: input
gate it, forget gate ft, and output gate ot. The LSTM cell
can be described using the following equations [55]:
ft = sigmoid (Wxfxt +Whfht−1 + bf ) (1)
it = sigmoid (Wxixt +Whiht−1 + bi) (2)
gt = tanh (Wxcxt +Whcht−1 + bc) (3)
ct = ft  ct−1 + it  gt (4)
ot = sigmoid (Wxoxt +Whoht−1 + bo) (5)
ht = ot  tanh (ct) (6)
in which xt is the input (t = 1, . . . , T ), T is the input se-
quence length, ht ∈ RN is the hidden state with N be-
ing the number of hidden units; Wxf , Whf , Wxi, Whi,
Wxc, Whc, Wxo and Who are matrices of weights; bf ,
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bi, bc and bo are biases; sigmoid is the sigmoid function
sigmoid(x) = 11+e−x ;  is element-wise product. The for-
get gate is the first and most important gate, which resets
the LSTM cell state using a sigmoid function (Equation 1).
The input gate decides which values will be updated using a
sigmoid function (Equation 2), and a tanh function is used
to create a vector gt of new updated values (Equation 3).
The cell state is computed from the forget gate, the pre-
vious cell state, input gate and the vector of new updated
values (Equation 4). At the output gate, a sigmoid function
is used to decide which part of the cell state is going to be
the final output (Equation 5). The cell state is put through
a tanh function to convert the values into the range [−1, 1]
and multiplied by the output (Equation 6).
In our network, we use a two-layer LSTM structure, each
with a hidden size of 64 units. The LSTM model works on
overlapping input sequences, which are sequences of audio-
visual feature vectors, and provides only one output for each
sequence of inputs. We use a sequence length of 5 time
steps, which is equivalent to 2 seconds. The 64-dimensional
output of the last time step of the LSTM model is passed
through a fully-connected layer of seven units followed by
a softmax layer as shown in Figure 2.
4. Experimental Set-up
We detail the dataset and the implementation of our ex-
perimental set-up in what follows.
Dataset We report results on the extended COGNIMUSE
dataset [25], which consists of seven half-hour continuous
movie clips from the COGNIMUSE dataset [26] and five
half-hour additional Hollywood movie clips. This dataset
includes annotation for sensory and semantic saliency,
events, cross-media semantics and emotion, however, in this
study we focus on the emotion annotation. Emotion is rep-
resented in continuous arousal and valence values in the
range [−1, 1]. There are three types of annotated emotions:
intended, expected and experienced emotion [12], however,
expected emotion is computed from the experienced emo-
tion annotations, therefore, only intended and experienced
emotions are rated in this dataset. We focus mainly on ex-
perienced emotion, which is equivalent to the evoked emo-
tion, and described in terms of valence and arousal values
computed as the average of twelve annotations. To be able
to compare to previous work, we also report results on in-
tended emotions, which represent the intention of film mak-
ers, and are also annotated in terms of valence and arousal
values, computed as the average of three annotations done
by the same expert at frame level. In both cases, the emotion
values (valence and arousal), which range between −1 and
1, are quantized into seven bins as suggested in [25]. This
enables us to tackle the problem as a labeling task, which
results in better results.
Data pre-processing The movie clips all have a frame
rate of 25 frames per second, but vary in frame resolution.
Seven movies in the dataset have a height under 214 pixels,
therefore, we resize their raw RGB video frames to meet
the size requirement of 224 for each dimension of images
to be fed into the ResNet-50 pre-trained on ImageNet. For
movies with larger frame size, we take a random crop of a
224 × 224 region. In all cases, we scale the RGB channels
by substracting the mean and dividing by the standard devi-
ation of the RGB frames from the ImageNet dataset. For the
optical flow network, we keep the original size of the RGB
frames as the input, and rescale the optical flow outputs to
match the size of 224× 224 required by the ResNet-101.
Evaluation metrics The proposed models are evaluated
based on leave-one-out cross-validation, in which the accu-
racy and accuracy±1 (i.e, predictions of the class label ad-
joined to the real class is also considered as correct) are used
for emotion classfication. We refer to this evaluation as the
”discrete case”. We also compute the mean absolute error
(MAE), mean squared error (MSE) and Pearson correlation
coefficient with respect to the ground truth by converting the
discrete predicted outputs of valence and arousal to continu-
ous values (i.e., ”the continuous case” in the tables below).
This is done by following Malandrakis’ approach [25], in
which a low pass filter is applied on classification outputs
to eliminate the noise before using the Savitzky-Golay fil-
ter [56] and rescaling into the range [−1, 1].
Implementation details The models that classify valence
and arousal separately into seven classes are trained using
stochastic gradient descent (SGD) with a learning rate of
0.005, a weight decay of 0.005, and the softmax function
with a temperature of T = 2. We train the models for 200
epochs, each with a batch size of 128 and early stopping
with a patience of 25 epochs. For the LSTM, we set a fixed
sequence length equal to 5. All the models are implemented
in Python 3.6 and the experiments were run on a NVIDIA
GTX 1070.
5. Experimental Results
The models are trained and validated on the experienced
and intended emotion annotations in the extended COGN-
IMUSE dataset. The results are summarised in Table 1 and
Table 2 for experienced emotion prediction, and in Table 3
and Table 4 for intended emotion prediction.
Analysis of the importance of each audio-visual feature
component We analyze the effect of the different modal-
ities on classifying emotion of viewers. We use the net-
work with the fully connected layers for this analysis (Fig-
ure 1). The architecture is kept the same, varying only
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Discrete case Continuous case
Accuracy (%) Accuracy ± 1 (%) MAE MSE Correlation
Model with FC layers
RGB frame 49.04 92.84 0.17 0.05 0.31
Optical Flow (OF) 51.08 93.90 0.18 0.05 0.34
Audio 51.10 95.67 0.15 0.04 0.44
RGB frame + OF + Audio 53.32 94.75 0.15 0.04 0.46
Model with LSTM
RGB frame + OF + Audio 48.64 95.28 0.37 0.17 0.43
Table 1. Leave-one-out cross-validation results for the arousal dimension in experienced emotion using different input modalities.
Discrete case Continuous case
Accuracy (%) Accuracy ± 1 (%) MAE MSE Correlation
Model with FC layers
RGB frame 38.60 90.24 0.20 0.06 0.05
Optical Flow (OF) 42.35 90.12 0.19 0.06 0.15
Audio 42.53 89.01 0.19 0.06 0.15
RGB frame + OF + Audio 43.10 90.51 0.19 0.06 0.18
Model with LSTM
RGB frame + OF + Audio 37.20 89.22 0.22 0.07 0.05
Table 2. Leave-one-out cross-validation for the valence dimension in experienced emotion using different input modalities.
Discrete case Continuous case
Accuracy (%) Accuracy ± 1 (%) MAE MSE Correlation
Model with FC layers
RGB frame 27.63 64.89 0.34 0.20 0.42
Optical Flow (OF) 28.39 66.89 0.35 0.21 0.46
RGB frame + OF 28.98 66.43 0.35 0.21 0.40
Audio 30.81 72.90 0.28 0.13 0.59
RGB frame + OF + Audio 31.20 72.94 0.27 0.13 0.62
Model with LSTM
RGB frame + OF + Audio 30.80 71.69 0.41 0.22 0.58
Malandrakis et al. [25] 24.00 57.00 0.32 0.17 0.54
Table 3. Leave-one-out cross-validation for the arousal dimension in intended emotion using different input modalities.
Discrete case Continuous case
Accuracy (%) Accuracy ± 1 (%) MAE MSE Correlation
Model with FC layers
RGB frame 24.87 59.23 0.35 0.18 0.27
Optical Flow (OF) 26.75 59.36 0.38 0.24 0.21
RGB frame + OF 24.54 56.28 0.37 0.21 0.16
Audio 29.53 65.56 0.33 0.19 0.20
RGB frame + OF + Audio 30.33 66.95 0.32 0.19 0.25
Model with LSTM
RGB frame + OF + Audio 22.54 57.63 0.44 0.26 0.17
Malandrakis et al. [25] 24.00 64 0.37 0.24 0.23
Table 4. Leave-one-out cross-validation for the valence dimension in intended emotion using different input modalities.
the input using only one of the following features: RGB
frame features, optical flow features, audio, and combina-
tions of those. We observe in Tables 1 and 2 that models
based on audio features have a higher classification accu-
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Figure 4. Continuous arousal (a) and valence (b) values for expe-
rienced emotion of the “Gladiator” movie clip from the extended
COGNIMUSE dataset.
racy than other modalities (image and motion), when pre-
dicting experienced emotion. This may indicate that either
the audio features have a larger influence on emotions than
visual features, or the audio features used are better suited
for emotion prediction than the video features. In fact, the
extended Cognimuse dataset includes famous Hollywood
movie clips, and hence, speech, sound effects as well as
music are used by filmmakers to describe the inner thoughts
of characters in movies and deliver some messages to audi-
ence. By using a fusion of all feature modalities, we are able
to reach the highest performance, slightly improving the re-
sults with only audio features, for both arousal and valence
classification.
Similar conclusions can be drawn for predictions of in-
tended emotion (Tables 3 and 4). Yet, we observe that
for both models, fully connected layers and LSTM struc-
ture, the accuracy for predicting experienced emotion is
higher than that of intended emotion. However, the Pearson
correlation between the predicted and ground-truth experi-
enced valence is lower than in the case of intended emotion.
This corresponds with the inter-annotator agreement statis-
tics shown in Table 11 in [12], which indicate that individ-
ual experienced annotations are highly subjective and can
vary between annotators, whereas intended annotations are
of one subject only.
Analysis of the importance of temporal memory As de-
scribed above, we propose two models, one with only fully
connected layers and the other with the LSTM structure.
Using a fusion of features extracted from RGB frames, op-
tical flow, and audio, the model with fully connected layers
has a higher accuracy than the LSTM approach in all pre-
dicted emotion values. It is surprising that the LSTM does
not bring any improvement in the accuracy performance.
We believe this may be because in both the fully connected
model and the LSTM, we use audio and optical flow fea-
Figure 5. Continuous arousal (a) and valence (b) values for experi-
enced emotion of the “Ratatouille” movie clip from the extended
COGNIMUSE dataset.
Figure 6. Continuous arousal (a) and valence (b) values for in-
tended emotion of the “Gladiator” movie clip from the extended
COGNIMUSE dataset.
Figure 7. Continuous arousal (a) and valence (b) values for in-
tended emotion of the “Ratatouille” movie clip from the extended
COGNIMUSE dataset.
tures that span 400ms in the past, and this might be suf-
ficient to carry the emotional content of the current time
point.
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Comparison to state-of-the-art results We compare our
approach to Malandrakis et al. [25] for emotion prediction,
in which several video, audio and music features are used as
inputs of Hidden Markov Models to estimate valence and
arousal values separately. Results are shown in Tables 4
and 3 for valence and arousal prediction respectively. We
compare these results for intended emotion values, as previ-
ous work used these annotations to report their results. Our
model outperforms the previous research, even when single
feature modalities are used in our case.
We note that while we treat all videos equally, Malan-
drakis et al. [25] do not extract image features from cartoon
movies, as they argue that the video at the image level is
very different from other movies. Using optical flow and
pre-trained CNNs comes with an advantage since image
features capture the semantic information and the motion,
regardless of the intensity, color, and if it is a cartoon or a
movie with real people.
Visualization of the predicted Valence/Arousal values
We visualize the ground truth and predicted continuous
arousal and valence values for two movie clips namely,
“Gladiator” (a movie with actors) and “Ratatouille” (an an-
imated movie) for both experienced (Figures 4 - 5) and in-
tended emotion (Figures 6-7) predicted by our model with
fully connected layers. We observe that the arousal predic-
tions closely match the ground truth for intended and expe-
rienced emotion for both movies. The Pearson correlation
coefficients for arousal and valence are 0.77 and 0.75 re-
spectively for ”Gladiator” and 0.74 and 0.41 respectively
for “Ratatouille”. We notice that the prediction and ground
truth curves are less correlated for the valence dimension.
The Pearson correlation coefficients of intended and expe-
rienced emotion in terms of arousal and valence are 0.34
and 0.24 respectively for “Gladiator”, while those coeffi-
cients are 0.16 and 0.29 respectively for the ”Ratatouille”
movie clip.
6. Conclusion
In this study, we presented a multimodal approach to
predict evoked/experienced emotions from videos. This
approach was evaluated using both experienced and in-
tended emotion annotations from the extended COGN-
IMUSE dataset. In contrast to many existing studies, we
do not predict emotion from faces in the videos, but rather
focus on the emotion that the film evokes in its viewers.
We trained multiple models, both with an without LSTM
component, and evaluated their performance when using
different input modalities (only audio features, only motion
features, only image features) and their combinations. The
resulting models show a very good performance for the au-
dio based models, which may indicate that either the audio
features are better able to capture the evoked emotion than
the video features, or that audio may have a bigger influence
on emotions than images. When combining all features, we
are able to reach the highest performance.
We also compared the effect of taking into consider-
ation the sequential dependency of emotion by using an
LSTM based model, with a model that does not include a
temporal component but uses only fully connected layers.
While both models provide high-accuracy prediction for the
arousal dimension, the model with only fully connected lay-
ers achieves a significantly higher performance for the va-
lence prediction task. In future research, this model may
be further improved upon by including more audio / video
features and exploring other neural network architectures.
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