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In the set of limit cycles of a polynomial vector field X= (P, Q) in the plane two 
equivalence relations are defined. Their classes of equivalence introduce the notions 
of fan and nest of limit cycles. By using them we obtain information about the con- 
figurations of limit cycles of A’ taking into account the degrees of the polynomials 
P and Q. 0 1989 Academic Press, Inc. 
0. INTRODUCTION 
Hilbert’s sixteenth problem asks for the maximum number and position 
of limit cycles for a differential system of the form 
i = PC% Y), 3 = ecx, Y), (0.1) 
where P and Q are polynomials of degree n in x and y. 
Recall that a solution of (0.1) is a limit cycle if it is an isolated periodic 
orbit. A more precise statement of Hilbert’s sixteenth problem is to find the 
bound of the number of limit cycles of system (0.1) with degree (P) = n, 
degree(Q) = m, and not necessarily n = m. 
Let .!&,, be the set of real polynomial vector fields X= (P, Q) defined in 
R2 such that the degrees of P and Q are n and m, respectively. Let G,, be 
the set all XE%~,, such that 
Card { c1 E C2 : P(a) = 0, Q(u) = 0} = degree(P) .degree(Q). 
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It is not hard to see that %” ,\G,,, is contained in an algebraic hyper- 
surface of X,,, (for more details see [GLl]). 
Let X= (P, Q) be the polynomial vector field associated to the system 
(0.1). If C is a limit cycle, we denote by Int(C) the region bounded by C. 
The set s(C) is formed by the critical points of X which are in Int(C), while 
s+(C) denotes the critical points of s(C) with index 1. 
We shall say that two limit cycles C, and C, are f-equivalents if and only 
if s( C,) = s( C,). We shall call each class of f-equivalents a fun of limit 
cycles, and we denote by C the fan which is represented by the limit cycle 
C. The set s(C) is defined by s(C) is defined by s(c) = s(C) for some C E C. 
Let C,, c, be two fans of limit cycles. We shall say that C, < c, if and 
only if s(c,) c s(C,). This is an order relation. For each fan C we define 
L(C) and U(C) in the following way: L(C) = Int( C’) where C’ E C satisfies 
C’ c Int( C) for all C E C, C # C’ and U(C) is the closure of Int(C’) where 
C’ E C satisfies C c Int( C’) for all C E C, C # C’. 
We shall say that the fans Cr, Cs, . . . . C, form a chain of length k 
associated to C if 
We shall say that a fan c is of order k if there exists a chain of length k 
associated to C and every chain associated to C has length not greater 
than k. 
We shall say that two limit cycles C, and C2 are n-equivalents if and only 
if SC,) c s(C,) (resp. s(C,) c s(C,)) and there does not exist another limit 
cycle C, # Cr such that C3 c Int(C,)\Int(C,) (resp. C3 c Int(C,)\Int(C,) 
with C, # C,). We shall call each class of n-equivalents a nest of limit cycles 
and we denote by c the nest which is represented by the limit cycle C. For 
each nest c, let s(c) be defined by s(c) = s(C), where C E C satisfies 
C’ c Int(C) for each C’ E C, c’ # C. The sets L(c) and U(c) are defined 
similarly to L(C) and U(C). The definition of nest of order k is also given 
similarly to that of fan of order k. Notice that if 2; is a nest of order k and 
is a chain of maximal length, then for each i = 1,2, . . . . k - 1 there exists at 
least a limit cycle C E L(ci+ r)\U(ci). To clarify the notions of fan and nest 
see Fig. 0.1. 
In Section 1 we give some results which we shall use in the next sections. 
Some of these results are proved in the Appendix. In Section 2 we study the 
configurations of fans and nests of limit cycles. We summarize here the 
main results of Section 2. First we give a bound for the number of fans and 
nests. Let XE?&, and let I be the number of fans (resp. nests) of X. 
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FIG. 0.1. The limit cycles C1, C2, C, belong to the same nest, while C, (or C,) and C, 
defme different fans. c is a nest of order three while c is a fan of order four. 
(a) If n =rn (mod 2) then 1~ nm, and if n $ m (mod 2) then 
IQnm- 1. 
Next we state the maximum number of fans (resp. nests) of order 1. Let 
XE X,,, and let Ci, Cz, . . . . C, be r fans (resp. c,, zi2, . . . . e, r nests) with 
(Ci) n U(cj) = @ for all i # j (resp. U(z’,) n U( z;i) = 0 for all i # j). 
Assume m < n. 
(b) If n =rn (mod 2) then r d (nm + m)/2, and if n f m (mod 2) then 
r < nm/2. 
In general the bounds given in (a) and (b) are not the best ones (see for 
instance in Section 3 the case XE !&). We have the following results on 
the configurations of fans and nests. 
(c) If X~%~,,has a fan (resp. a nest) of order k, then 
k Q E((nm + 1)/2) (here E denotes the integer part function). 
(d) Let XEX,,, and let Ci, . . . . C, be r fans (resp. zii, c2, . . . . c, r 
nests) of orders k,, . . . . k,, respectively. Assume that U( Ci) n U( Cj) = 0 
(resp. U(ci) n U(z’,= 0) f or all i#j and that m<n. Then n-m (mod2) 
implies that k, + ... +k,dmin{(nm+r)/2, (nm+m)/2}, and n & m 
(mod 2) implies k, + . . . + k, < nm/2. 
Note that (b) follows immediately from (d). 
The following result takes into account the orientations of the limit 
cycles. 
(e) Assume that we have k + 1 limit cycles C,, C,, . . . . C,, I of 
XE !&,, with Cic Int(C,+i) and Ci having opposite orientation to Ci+ i 
for i= 1,2, 1, . . . . k. Then k<(m-1)/2 if m<n. 
All these results are used in Section 3 to obtain all the possible configura- 
tions of nests of limit cycles of XE X”,,, for some concrete values of n and 
m. Of course it is also possible to obtain the configurations of fans of limit 
cycles in these cases. It is unknown which of these configurations of nests 
are realizable. 
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1. PRELIMINARY RESULTS 
Let M be a compact manifold and X be a smooth vector field on M with 
isolated critical points. Then the Poincare-Hopf Theorem states that the 
sum of the indices at the critical points of X is equal to the Euler-Poincart 
characteristic of the manifold M (see [Ml). Hence, this index sum does not 
depend on the particular choice of the vector field. Now, let M = R2 and 
let X= (P, Q) be a polynomial vector field with isolated critical points on 
the Poincare sphere (see [G] or [S] ). Then X has finitely many critical 
points and the sum of the indices at the critical points of X, Cr i, is finite. 
THEOREM 1.1. Let X = (P, Q) be a polynomial vector field defined on R2 
with isolated critical points on the Poincar&sphere. Then 
(i) & iI < min{ degree(P), degree(Q)}. 
(ii) If degree(P) & degree(Q) (mod 2) and XE G,,, then cr i= 0. 
A geometric and simple proof of Theorem 1.1 can be found in the 
Appendix. Similar results to Theorem 1.1 are true for polynomial vector 
fields on R”; see [K]. A bound for the number ‘& Ii1 is given in the 
following theorem, also proved in the Appendix. 
THEOREM 1.2. Let X = (P, Q) be a polynomial vector field defined on R* 
with isolated critical points. Then 
c (iI < degree(P) .degree(Q), 
where the sum is over all the critical points of X. 
THEOREM 1.3. Let X = (P, Q) be a polynomial vector field defined on R2 
with degree(P) = n and degree(Q) = m. Let o! (resp. p) be the number of criti- 
cal points of X with index 1 (resp. - 1). Assume m < n. Then the following 
hold. 
(i) Ifn urn (mod 2) then ~1, /I? 6 (m + nm)/2. 
(ii) Zfn & m (mod 2) then c(, B < (nm)/2. 
Proof Assume n = m (mod 2). Then Theorems 1.1 and 1.2 give 
I& il dm and & (iI <nm, respectively. Let i,, i,, . . . . i, be the indices at 
the critical points of X with ii # 1 for j= 1, 2, . . . . d. Then & Ii1 = 
ct+Cy,, Iii/ <nm. So IC,“=, ii1 <zy=, /ii1 <nm-a. Hence 
d 
a-nm< - 1 ij<nm-cr. 
j=l 
(1.1) 
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On the other hand, If i = a + xi”= i ii < m. From (1.1) it follows that 
CI < (m + nm)/2. In a similar way we can prove that b < (m + nm)/2, and (i) 
follows. 
Now assume that n & m (mod 2). Then nm is even. Let XEG,,,. By 
Theorem 1.1 c/ i = 0 and since & i = CI - /I, we have that c1= 8. By the 
Bezout Theorem 01+ j3 <nm. Hence CI = /I < (nm)/2 when XE G,,; i.e., 
generically. Now, assume that XEX,,,\G,,,. Let X,EG,,, be a family of 
vector fields with t E [0, 1) such that X, tends to X when t tends to 1. Let 
p be a critical point of X with index 1 (resp. - 1). From the additivity 
property of the index (see [A]), ix(p) is equal to the sum of the indices at 
the critical points of X, which tend to p when t tends to 1 for t sufficiently 
close to unity. Since the indices at the critical points of X, are either 1 or 
- 1, if t is close to unity for each critical point p of X with index 1 (resp. 
- l), there exists a least a critical point of X, with index 1 (resp. - 1). 
Hence, calling a, (resp. b,) the number of critical points of X, with index 
1 (resp. - 1 ), we obtain 
a<a,<$nm and fi<B,<+nm. 
Therefore, (ii) is proved. 1 
Let b be a critical point of X= (P, Q), i.e., P(a) = Q(a) =O. Assume 
a=(O,O) and write P=P,+P,+i+ ... +P,, where Pi is the 
homogeneous part of P of degree i and P, 8 0. The multiplicity of P at 
(0,O) is defined by m = mO(P). If P, = n L:, where Lj = six + bi y (here ai 
and bi can be complex numbers), the lines Li are defined to be the tangent 
lines to P at (0,O). It is possible to extend these definitions to a point 
a# (0,O) by using the translation which takes (0,O) as a. The intersection 
number of X at a, Z(a; P n Q), is defined by the formula 
where fJa(C2) is the ring of rational functions on C2 which are defined at 
a and (P, Q) is the ideal generated by the polynomials P and Q in O,(C’). 
Every element of 0JC2) has a representation of the form F/G, where 
F, GE C[x,, x2] and G(a) # 0. This number has, among the others, the 
following properties (see [F] ): 
(1) Z(a; P n Q) is a non-negative integer for any P, Q, and a such 
that P and Q intersect properly at a (i.e., P and Q have no common com- 
ponent which passes through a), and Z(a; Pn Q) = co if P and Q do not 
intersect properly at a. 
(2) Z(a; P n Q) = 0 if and only if P(a) # 0 or Q(a) # 0. 
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(3) I(a;pnQ)>m JQ), with equality occurring if and only if P and 
Q have no tangent lines in common at a. 
(4) If T is an alline change of coordinates, then Z( T(a); T(P) n T(Q)) 
= Z(a; P n Q). 
We shall simply write Z or Z(a) if there is no confusion. 
In fact the intersection number of X at a computes the number of points 
near a in C2 satisfying X= E, E a small regular value of X (see [AVG, 
Chapter I] or [CL2]). 
LEMMA 1.4. Let X be a polynomial vector field defined on R* and let a 
be a critical point of X. Let i be the index of X at a and let Z be the intersec- 
tion number of X at a. 
(i) Z= 1 if and only if the determinant of the linear part of X at a is 
not zero. 
(ii) I> /ii’. 
Proof Set X= (P, Q). There is no loss of generality in supposing that 
a= (0,O). By Property (3) of the intersection number, it is clear that Z= 1 
if and only if m,,(P) = m,,(Q) = 1 and P and Q have no tangent lines in 
common at a. It is well known that this last condition can be written as 
al b, 
I I b #’ a2 2 
if P,(x, y) = a,x + b, y and Qi(x, y) = a, y. In short, (i) is proved. 
To see (ii) let m =min{m,(P), m,(Q)} be the degree of X (see the 
Appendix). Using Property (3) of the intersection number we have that 
ZBmo(P)mo(Q)>m2, and so m < ,/?. By applying Lemma 1.1 of the 
Appendix we obtain 
Remark 1.5. Theorem 1.2 can be deduced directly from Lemma 1.4(ii) 
and the Bezout Theorem (see [F] ). The Bezout Theorem states that the 
sum of the intersection numbers at the common zeros of P and Q in the 
complex projective plane is equal to degree(P) .degree(Q). 
The following result was already known by Poincart. 
PROPOSITION 1.6. Let X = (P, Q) be an analytical vector field defined on 
R2 such that P = 0 has no multiple points. Let p, , p2 be two consecutive criti- 
cal points on a real convex component of P= 0 with ApI # 0 and A,, #O, 
where A,, is the determinant of the linear part of X at pi. Then A,, Ap2 < 0. 
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Proof. Assume that At,, > 0, A,, > 0 (the case A,, < 0, A,, <O follows 
similarly). Since the gradient of Q at pi, (Q,, QY), is orthogonal to Q = 0 
and always follows the direction of maximal increase of Q, we can draw the 
gradient of Q at p1 and p2 as in Fig. 1.1. The third component of the cross 
product of (P,, P, , 0) and (Q,, Q,,, 0) at pi gives A,. Assuming A, > 0, 
we have that sin Bi > 0, where ei is the angle formed by gradient of P and 
gradient of Q at pi with the positive orientation in the plane. Since 
Bj~ (0, rc), we can now draw the gradient of P at P at pi as in Fig. 1.1. 
Then, by continuity, there exists a point between pi and p2 on P = 0 such 
that the gradient vector of P is zero, i.e., there exists a multiple point on 
P = 0, which is a contradiction. [ 
Remark 1.7. Since the sign of A,, determines the index of X at pi, from 
Proposition 1.6 we can perceive (generically) the rules of compensation of 
the indexes at the critical points expressed and measured in Theorem 1.1. 
To say somethin about the orientations we use the following result (see 
[ Ll ] for the proof). 
PROPOSITION 1.8. Let X= (P, Q) be a polynomial system such that the 
origin is a critical point and max{degree(P), degree(Q)} = 3. Suppose that 
Cl 3 cz, ..., C, with n > 1 are limit cycles of X encricling the origin such that 
CicInt(C,+,) for i= 1,2, . . . . n - 1. If they do not have the same orientation, 
then the following hold. 
(i) There is r, with 1 < r < n, such that C,, . . . . C, have one orientation 
and C, + 1, . . . . C, the other. 
(ii) If 8 is the angular polar coordinate, then 0 # 0 inside C, and out- 
side Cr+l. 
(iii) There are no critical points of X at infinity (i.e., on the equator of 
the Poincare sphere). 
Q ‘0 
Q=O Q=O ’ P=O 
FIG. 1.1. Consecutive critical points p, and pz on a real convex component of P= 0. 
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2. GENERAL RESULTS ON THE CONFIGURATIONS OF FANS AND NESTS 
Let X= (P, Q) be a polynomial vector field defined on R* and let C be 
a limit cycle. Then Cc i, xc i, and Ce i denote the sums of the indices at 
the critical points in s(C), s(C), and s(c), respectively. Similar meanings 
have Cc Ii/, Cr Iii., and Cc [iI, where Ii1 is the absolute value of the index; 
and x,c Z, Cc; Z, and Cc Z, where Z is the intersection number at a critical 
point. 
The following result is well known. 
LEMMA 2.1 (Corollary 1 of Theorem 29 [ALGM, p. 1651). Zf C is a 
limit cycle, then CC i = 1. 
PROPOSITION 2.2. Let c be a fan of X of order k. Then 
Proof. We shall prove this by induction on k. If k = 1, by Lemmas 1.4 
and 2.1 we have that 
Now, let C be a fan of order k>l and let C,$c2$ ... $C,=C be a 
chain of length k associated to C. Then C, ~ i is a fan of order k - 1. So, 
by the induction hypothesis, Cc;-, ZZ 2k- 3. On the other hand, since 
C,-, #c, = c there exist some critical points pi, p2, . . . . pI of X in 
S=L(c,)\U(c,-,) with C;=i i(p,)=O (by Lemma2.1), where i(p,) 
denotes the index of X at pj. 
Now, assume r = 1, i.e., there exists a unique critical point of X in S and 
it has index zero. We claim that Za 2, where Z is the intersection number 
of X at p,. If not, it would be one, i.e., the linear part of X at p1 has deter- 
minant different from zero (see Lemma 1.4). In this case, it is well known 
that Ii = 1 (see [ALGM]). So the claim follows. In short, 
CZ= 1 Z+xZ32k-1. 
Ck Ck-1 s 
If r > 2, then trivially & I3 2 and the result follows as above. 1 
COROLLARY 2.3. Let C be a fan of X of order k. Then 
FANS AND NESTS OF LIMIT CYCLES 79 
Proof By Proposition 2.2 and the Bezout Theorem, 2k - 16 nm. 1 
Corollary 2.3 proves (c) of Section 0 for fans. 
THEOREM 2.4. Let XE X,,, with m < n and assume that C, , C,, . . . . C, are 
r fans with orders k, , k,, . . . . k,, respectively. Suppose that U(Ci) n U(Cj) 
= @for all i # j. Then the following hold. 
(i) n=m (mod2) implies k, + ... + k, < min{(nm + r)/2, 
(nm + m)/2}. 
(ii) n & m (mod 2) implies k, + ... + k, 6 nm/2. 
Proof By Proposition 2.2, Cr; I> 2kj - 1 for j = 1, 2, . . . . r. Hence 
2(k, + ... +k,)-r= i (2kj-1)g c I<nm. 
J=l 
u;=, cl 
So k,+ . . . + k, < (nm + r)/2. 
Assume that XEG,,,. Since all the critical points of X have index 1, if 
Cj is of order k, there exist at least kj critical points of X with index 1 in 
U(cj). So C;= 1 kj < a, where a is the number of critical points of X with 
index 1. From Theorem 1.3 the result follows provided that XE G,,. 
Now, assume XE %&,,\G,,,. For each j = 1,2, . . . . r let Cj, $ CjZ$ . . . 2 
Cjk = Cj be a chain of length kj associated to Cj. Since Cj. Since C, 2 Cjr+, 
for each ii = 1, 2, . . . , _k, - 1, there exist some critical points pl, pz, . . . . p, with 
s > 0 of X in L(Cj,+,)\U(Cj,), and C;= 1 i(pj) = 0. Consider a family 
X, E G,, with t E [0, 1) such that X, tends to X when t tends to one. Since 
the critical points of X, tend to the critical points of X when t tends to one, 
there exists tj, such that for values of t > tjf, t < 1, there exist some critical 
points pi, pi, . . . . Ph of Xt such that {Pi, Pi, -5 P;} ~L(~j,+~)\u(~j,), 
Ck= 1 i(p;) =O, and (pi, pi, . . . . pb} tend to {p,, pz, . . . . p,>. Now, let 
tj=maX{t,,, tj*3 -, /k, t _, }. Then it is clear that for values of t 2 tj, there are 
at least kj critical points of X, with index 1 in L(cj). Taking t,, = 
max{ t,, t,, . . . . t,}, we have that Es= 1 kj< al, where a, is the number of 
critical points of X, with index one for t > to. From Theorem 1.3 the result 
follows. i 
From Theorem 2.4, there follows (d) of Section 0 for fans. 
COROLLARY 2.5. Let X E Xn m with m < n and assume that C, , C,, . . . . C, 
are r fans such that U(c,) n U(ej) = 0 f or all i # j. Then the following hold. 
(i) Zf n = m (mod 2) then r < (nm + m)/2. 
(ii) If n f m (mod 2) then r < nm/2. 
Proof rdk,+ ... +k,. 1 
50532 ‘I -6 
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THEOREM 2.6. Let XE .!&, and let 1 be the number of fans of X. Then the 
following hold. 
(i) If n=m (mod2) then ldnm. 
(ii) Zf n f m (mod 2) then l<nm- 1. 
Proof: Let C,, C,, . . . . C,, be all the fans of X. We claim that 
Card(Ui, i s(C,))) 2 1. We shall prove it inductively on 1. 
If we have a unique fan C and C represents it, then there is at least a 
critical point inside C (see Lemma 2.1). So Card(s( C)) > 1 = 1. 
Assume I> 1. With the order relation <, there exists at least one maxi- 
mal element in {C, , C,, . . . . C,}. Let C, be a maximal element. Then, either 
s(C,) n s( Ci) = 0 for all i = 1, 2, . . . . I- 1, or s(C,) c s(C,) for some 
i = 1, 2, . . . . I - 1. In the first case, since s(C,) # (21, by application of induc- 
tion to the 1- 1 fans C,, C,, . . . . C,- ,, the claim follows. In the second one, 
let Ci,, Ci,, . . . . <., be the maximal fans among the fans contained in L(c,). 
If r = 1, then C, = Ci and since ci$ C,, there exists at least a critical 
point x E s( C,)\s(Ci). Since x # s( Cj) for j # Z, by application of induction 
to the I- 1 fans C,, C,, . . . . C,- , , the claim follows. If I > 1, letting 
S = L( C,)\U;=, U( C.$ we have that Es i = 1 - r < 0. Hence, there exists at 
least a critical point m S. As above, the claim follows. From the claim and 
the Bezout Theorem, I< nm and (i) is proved. 
We proceed to prove (ii). Let XE G,,, with n & m (mod 2). We claim 
that I fans C,, CZ, . . . . C, contain at least (1+ 1)/2 critical points with 
index 1, i.e., Cf=, Card(s+(Cj))a (I+ 1)/2. If the claim is true, then 
(I+ 1)/2 < nm/2 (see Theorem 1.3(ii)), i.e., I< nm - 1 and the result follows. 
If I = 1, by Lemma 2.1, the claim works. If 1> 1, then either there exists 
a unique maximal element with the order relation <, or there exist k > 1 
maximal elements. 
In the first case, let C, be the maximal element and let Ci,, . . . . C, be the 
maximal fans among the fans contained in L(c,). For each j= 1, 2, . . . . r 
let Z, be the number of fans contained in U(c,). Then 1 + C;=, lj = 1. By 
applying the induction hypothesis to all the fans contained in U(C,), 
we have that Card(s + (C,)) > (Zi + 1)/2 for each j = 1, 2, . . . . r, and hence 
i Card(s+(Ci))> i Card(s+(CJ) 
i=l j=l 
2 i (j,+ 1)/2=(l+r- 1)/2>(l+ I)/2 
j=l 
provided that r 2 2. If not, r = 0, 1. In the case r = 0, since C, is the unique 
maximal element in {C, , Cz, . . . . C,} with the order <, I= 1, a contradic- 
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tion. If r = 1, since Ci, # C,, there exists at least a critical point with index 
1 in L(c,)\U(ci,). Then, by the induction hypothesis, we have 
Card(s+(C,))ZCard(s+(C,,))+1~[(11+1)/2]+1=(I+2)/2>(Z+1)/2, 
and the claim follows. 
In the second case let c,, cz, . . . . c, be the maximal elements among 
c, ) c,, . ..) C,. Let fi be the number of fans contained in U(c,) for 
i = 1, 2, . ..) k. Then, by the above paragraph Cf= i Card(s+(Ci)) > 
(fi + 1)/2. so 
i Card(s+(CJ)> i Card(s+(Ci)) 
i=l i=l 
2 i (fi+1)/2=(Z+k)/2>(1+1)/2, 
i= I 
and the claim follows. If XEX,,,\G,,, we use Theorem 1.3 and perturba- 
tion techniques as we did in the proof of Theorem 2.4. 1 
From Theorem 2.6 we obtain (a) of ection 0 for fans. 
Similar results can be obtained for nests of limit cycles. We shall need the 
following lemma. 
LEMMA 2.7. Let C be a limit cycle of X. Assume that the order of the fan 
C (resp. nest c) is k (resp. k’). 
(i) k’<k. 
(ii) CcZ>2k’- 1. 
Proof We note that if C, and C2 are f-equivalents then there are 
n-equivalents. Therefore, for each limit cycle C, cc ?. Now, from the 
definition of order of a fan and a nest, (i) follows. 
Since ccc, we have &Z>&Z. From Proposition 2.2 and (i), there 
follows 
~Z>~Z>2k-1>2kf-1, 
c c 
and (ii) is proved. 1 
Now from Lemma 2.7(ii) we have Proposition 2.2 and its Corollary 2.3 
for nests. By Lemma 2.7(i) and Theorem 2.4 for fans we obtain 
Theorem 2.4 and its Corollary 2.5 for nests. Since the number of fans 
always is greater than or equal to the number of nests, from Theorem 2.6 
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for fans we obtain Theorem 2.6 for nests. Hence, properties (ak(d) of 
Section 0 follow for nests. 
Now, we shall generalise Proposition 1.8, by using the same tools of 
[Ll]. Let X= (P, Q) E Xn,, with n > m. In polar coordinates the system X 
takes the form i=C;=, f,(e)r’, b=C;:d gi+i(0)ri, where fi and g, are 
homogeneous polynomials in cos 0 and sin 8 and degree(fi) = 
degree( gi) = i + 1. We note that the critical points at infinity are given by 
the zeros of g,(B) (see [G] or [S]). 
PROPOSITION 2.8. Let XE X”,, such that the origin is a critical point of 
X. Let C,, C,, . . . . C,,, be k + 1 limit cycles of X E XU,, encircling the origin 
such that C,cInt(C,+,) and Ci, Ci+l have opposite orientations for all 
i = 1, 2, . . . . k. Assume n 2 m. Then the following hold: 
(i) k < (m - 1)/2. In particular, in each fan and each nest there are at 
most (m - 1)/2 changes of orientation. 
(ii) Assume n = m odd and k = (n - 1)/2. Then 4 # 0 outside Ck + 1. In 
particular, there are no critical points outside Ck + , . Furthermore, X has no 
critical points at infinity. 
Proof. In the hypotheses the vector field X has on each line through the 
origin (at least) 2k + 1 reversals of direction: the origin itself, and k on each 
side of the origin. This means that for each t?= 8,, F(r) = 0 and G(r) = 0 
have at least k positive real roots, where F(r) = t$ e = B0 and G(r) = 81 B = s0 + A. 
Since F(r) = 0 if and only if G( -r) = -F(r) = 0, we deduce that 
F(r)=g,(Q+g,(Qr+ ... +g,(e)r+’ has at least 2k real roots, k 
positive and k negative. We note that gi(0) = -sin(e) P,(cos(B), sin(B)) for 
each i = m + 1, . . . . n. So, taking B,, such that sin(8,) = 0, F(r) is a polyno- 
mial of degree m - 1 in r. This implies that 2k < m - 1, i.e., k < (m - 1)/2. 
If n = m and k = (n - 1)/2, then on each line through the origin there are 
exactly n reversals of direction. If 4 = 0 at some pointp outside Ck + i and 
8 = 8,, is the ray passing through p, we have at least n + 1 contact points 
on the line of slope tan eO, which is a contradiction. If X has a critical point 
at infinity, then g,(8,) =0 for some 8,. So, F(r) has, at most n-2 real 
roots, which is a contradiction again. 1 
Property (e) of Section 0 follows from Proposition 2.8(i). 
3. APPLICATIONS 
Let X = (P, Q) be a polynomial vector field on R*. We say that X is a 
quadratic system (resp. cubic) if max{degree(P), degree(Q)} = 2 (resp. 3). It 
is clear that every quadratic system satisfies either X E X2, i or XE X2,*. 
FANS AND NESTSOF LIMIT CYCLES 83 
For XE%&, Corollaries 2.5 (ii) and 2.3 show that we have at most one 
nest of order one. However, more is known about these systems (see for 
instance [Co]): 
PROPOSITION 3.1. Every X E &,, has at most one limit cycle. 
For Xc%+ Corollary 2.3 tells us that every nest has order k< 2. We 
know that if C,, . . . . C’, are r nests in the hypotheses of Corollary 2.5, then 
r < 3. However, for X E 5&, these two bounds are not the best ones. 
In what follows (k,, k,, . . . . k,) will denote a configuration of r nests of 
orders k,, k2, . . . . k, with U(Ci) n U(Cj) = 0. 
The next proposition is known, see [Co]. 
PROPOSITION 3.2. Assume that XEX~,~. Then the following hold: 
(i) Let C1, . . . . c;, be r nests of X with U( cj) n U(z’,) = /2/ for i # j. 
Then r d 2. 
(ii) All the limit cycles of one nest have the same orientation. 
(iii) Let c be a nest of X of order k. Then k = 1. 
(iv) Topological configurations of nests of X are drawn in Fig. 3.1. In 
the configuration (1, 1) the two nests have opposite orientation. 
Proof Let X= (P, Q) E X,,, and let D = P, + Q, be its divergence. For 
a quadratic system the divergence is a straight line. The solutions of the 
system 
D = 0, D,P+D,Q=O (3.1) 
are the contact points of X with the straight line D = 0. By the Bezout 
Theorem, system (3.1) has at most two isolated solutions. 
On the other hand, by the Green Theorem, inside the region bounded by 
a limit cycle of X, the divergence D must change sign. So every limit cycle 
of X meets the straight line D =O. Then by continuity, inside any limit 
cycle, System (3.1) has a solution. Hence, if c;, , . . . . c, are r nests with 
U(Z’,)n U(z’,)=@ f or i # j, it follows that r 6 2, and (i) is proved. From 
Proposition 2.8, (ii) follows. 
To prove (iii) suppose that X has a nest c of order k > 1. This implies, 
by Corollary 2.3 for nests, that k = 2. So we have three nests el, c2, c, 
0 00 
FIG. 3.1. Possible configurations of nests of XE!&,. Here each topological circle 
represents a nest. 
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FIG. 3.2. Solutions of System (3.1) when XE!& inside a nest of order 2 
such that c, 2 c3, t, $ zi3, and U( c,) n U(c,) = 0. Then there are two 
soutions of System (3.1) in L(c,) and L(c,). If c, has the same orientation 
as G, by continuity we have another solution of system (3.1) in 
L( e,)\U := i U( c,), which is a contradiction (see Figure 3.2 (a)). So c, 
and i?, have different orientations. If the orientation on c, is positive 
(resp. negative) then we have again a solution of system (3.1) in 
U&)\U?=, Vz’i) ( F’g see 1 ure 3.2 (b) and (c)). In any case, we have three 
contact points, a contradiction, and (iii) is shown. 
From (i) and (iii) it is clear that the only possible configurations of nests 
of XE~& are as in Figure 3.1. In (1, 1) the two nests have opposite orien- 
tations, if not, System (3.1) has at least three isolated solutions (see 
Fig. 3.2). 1 
Remark 3.3. It is known that the two configurations of nests of Fig. 3.1 
are realizable (see [CJ]). 
PROPOSITION 3.4. Topological configurations of nests of A’ E X,, 1 are 
drawn in Fig. 3.3. In each configuration, all the nests have the same orienta- 
tion. 
Proof From Corollary 2.3 for nests the order k of one nest c of X 
satisfies k < 2. Let c,, c2, . . . . e, be all the maximal nests of X in the order- 
ing <. By Corollary 2.5 for nests r 6 2. If r = 1 then k is either 1 or 2 and 
we claim that the possible configurations are (1) or (2) of Fig. 3.3. To 
prove this we must show that inside a nest of order 2 there are exactly two 
nests of order one, and this follows from taking into account the number 
of critical points of the system. If r = 2 and ki is the order of ci for i = 1,2, 
by Theorem 2.4 for nests we have k, + k,<2. Therefore k, = k, = 1 and 
(1, 1) is the only possible configuration. 
0 @J 00 
(1) (2) (1,1) 
FIG. 3.3. Possible configurations of nests of XE Tj;. , 
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TABLE 3.1 
r Possible configurations 
1 (I), (2h (3) 
2 (1, lb (172) 
3 (1, 1, 1) 
By Proposition 2.8, the orientations of all the limit cycles of conligura- 
tion (2) of Fig. 3.3 are the same. In order to study the orientations of (1, 1 ), 
from the inequality ICf iI < 1 (Theorem 1.1 (i)) it follows that there is at 
least a critical point in S = R2\( U(z’,) u U(c,)). So there are exactly three 
critical points pi, p2, pj with i( pi) = 1 for j= 1, 3 and i(p2) = - 1. From 
Proposition 1.6 pz is between pi, pj on the straight line Q = 0. Since 
P 1 a=0 is a cubic with three real roots, P changes its sign at each pj on 
Q = 0. Consequently, C, and Cz have the same orientation. 1 
In order to obtain the possible configurations of nests of XE%‘&, we 
take into account the inequalities k < 3, r < k, + . . . + k, < 3, by obtaining 
Table 3.1 (here r is the number of maximal nests of X). 
From Table 3.1, we obtain the next proposition in the following way. 
First we draw the possible topological configurations for r = 1 and then for 
r = 2, 3, taking into account the inequalities CY Ii1 < 6 and ICr il < 2. The 
orientations are determined by Proposition 2.8. 
PROPOSITION 3.5. Topological configurations of nests of XE ?Ext2 are 
drawn in Fig. 3.4. In (2),, (2)2, and (3) all the limit cycles have the same 
orientation. The limit cycles which form the nest of order two in (1,2) also 
have the same orientation. 
A similar study for XEX& gives n, = 21, n2 = 12, n3 = 13, n4 = 5, n5 = 2, 
and n6 = 1, where n, denotes the number of topological possible conligura- 
tions of r maximal nests. 
()@@J@ 
(1) (2) (2) (3) 
00 o@ 000 (1.1) Cl,21 (l,l,l) 
FIG. 3.4. Possible configurations of nests of XE .!&,. 
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In [LL] there are different examples of configurations of nests of order 
two for XE%3,s. They give configurations with 1 nests of order 1 inside a 
nest of order 2, for values of I = 2, 3,4. 
APPENDIX: INDICES OF POLYNOMIAL VECTOR FIELDS 
Let X= (P, Q) be a polynomial vector field defined on RZ with isolated 
critical points on the Poincarb sphere. Our goal is to give the bound of the 
sum of the indices at the critical points of X, Is i, depending on the degrees 
of P and Q. The main results of this appendix are: 
(1) &-il <min{degree(P), degree(Q)}. 
(2) If degree (P) & degree (Q) (mod 2) then generically Cr i = 0. 
(3) Cr 1 iI < degree(P) .degree(Q). 
After proving some of these results we learned that Khovanskii [K] had 
obtained them in 1978. We note that our proofs are geometric and elemen- 
tal while Khovankii’s are algebraic and more sophisticated. In any case 
Khovanskii shows that similar results to (1) and (2) are true for polyno- 
mial vector fields on R”. 
Section 1 introduces Poincart compactilication and the Poincart index. 
In Section 2 we prove results (1) and (2); we consider separately the 
generic case, the case degree(P) & degree(Q) (mod 2), and the case 
degree(P) z degree(Q) (mod 2). In Section 3 we prove (3). 
1. The PoincarC Compactification and PoincarP Index 
Let X= (P, Q) be a planar polynomial vector field with 
n=max{degree(P), degree(Q)}. To study the behaviour of X in a 
neighbourhood at infinity, we shall use the Poincart: compactification 
(see [S] and [G]). C onsider the hyperplane J7= (xER~: x3 = l} 
and let S2 = { y E R3: 11 yll = 1 } be the two-sphere in R3. For 
each p=(x1,x2, l)czZ7 the vector (l/d(x))(x1,x2, 1) with d(x)= 
(1 + x: + xi)l12 belongs to H, = { y E S*: y, > 0) while the vector 
(- ll4X))(Xl, x27 1) belongs to HP = (YES’: y, ~0). Thus we can define 
the diffeomorphisms f + : R* + H + and f ~ : R2 --) H _ by f+(x)= 
(l/~)(x)(xl,x2, l)andf~(x)=(-lld(x))(x,,~~, 1). 
Then X induces a vector field 2 in H, u HP defined by f(y) = 
(Df+)XX(x) if y=f+(x) and g(y)=(Df-)J(x) if y=f-(x). We shall 
consider the vector field y;- ‘w( y), which is an analytical vector field 
defined in the whole S2. This vector field is called the Poincark compac- 
@cation of X and it is denoted by p(X). To study the analytical expression 
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of p(X), the two-sphere shall be considered as a differentiable manifold. 
We choose six coordinate neighbourhoods given by Ui= S* n { yi> 0} 
and Vi = S* n { yi < 0 > for i = 1, 2, 3. The corresponding coordinate 
maps Fi: Ui-+ R* and Gi: Vi + R* are defined by F,(y) = Gi(y) = 
( yj y;‘, y, y;‘) for j< k and j, k # i. We shall denote by (y, z), (x, z), and 
(x, v) the value of Fj( y) or Gi( y) for i = 1, 2, 3, respectively. Notice that the 
points of S’ in any local chart have z = 0. Writing P = P, + P, + . . + P, 
and Q=QO+QI+ ... + Q,, where Pi and Qi are the homogeneous part of 
P and Q of degree i, after a scaling of the independent variable t, we obtain 
that the expressions of p(X) are 
B= C-YP,(L ~)+Qn(l, Y)I 
+zC-~f’n-,(L y)+Q,-,(A Y)I+ ... +z”C-yP,+Q,l, 
i= -zP,(l, y)-z2Pnpl(l, y)- ... -Zn+'Po 
(1.1) 
and 
i = C -xQ,,(x, 1) + P,k 1 )I 
+z[-xQ,-,(x, l)+P,_,(x, l)]+ ... +z”[-xQ,+P,], 
i= -zQ,(x, 1)-z*Q,p,(x, l)- ... -zn+‘Q,. 
(1.2) 
in the local charts U1 and U2, respectively. Their expressions in Vi are the 
same as in Ui multiplied by ( - 1)+-l for i = 1, 2. We shall say finite (resp. 
infinite) critical points of X or p(X), the critical points of p(X) which lie in 
S*\S’ (resp. S’). We note that the integral curves in S* are always sym- 
metric respect to the origin of R3, but p(X) is only symmetric when n id 
odd. For instance, if n = 2 and y E S* is a contracting node of p(X), then 
-y is an expanding node. Furthermore, due to this symmetry, if YES’ is 
an infinite critical point, then -y is another one. So the number of infinite 
critical points is even. Note that from (1.1) and (1.2) the critical points on 
the equator correspond with the directions in which the homogeneous 
polynomial yP,(x, y) - xQ,(x, y) vanishes. 
Now we shall introduce the Poincart definition of the index. 
Let C be a simple closed curve of R*, X be a vector field defined on a 
simply connected open region of R* which contains the curve C, and d be 
some straight line in the (x, y)-plane. Suppose that there exist only finitely 
many points M, (k= 1,2, . . . . n) on C at which the vector X(M) is parallel 
to d. Let A4 be a point describing the curve in counterclockwise sense, and 
let p (resp. q) be the number of points M, at which the vector X(M) passes 
through the direction of d in the counterclockwise (resp. clockwise) sense. 
Points M, at which the vector field X(M) assumes the direction of d while 
moving, say, in the clockwise sense and then begins to move in the 
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opposite sense (or vice versa) are not counted. Then the index of C, i(C), 
is defined by i(C) = (p - q)/2. If we have a critical point M we define the 
index at M by i = i(M) = i(C), where C is a simple closed curve on which 
there are no critical points and such that it surrounds only the critical 
point M. 
On the other hand, let (0,O) be an isolated critical point of a real 
analytic vector field 
i = pk(x, Y) + f pj(x, Y), PC Q/c(x, Y) + f QjCx, Y), (1.3) 
j=k+l j=k+l 
where Pi, Q, are homogeneous polynomials of degree j and 
PJ?(x, y) + Q:(x, y) f 0. We shall call the integer k 2 1 the degree at 
0 = (0,O). Let F be a real analytic function such that F(0, 0) = 0 and let U 
be a sufficiently small neighbourhood of 0. Each one of the components of 
the set (F=O} n U\(O) is a O-branch of the curve F = 0. 
The following result is well known, but lacking a reference where it is 
proved, we prove it here. 
LEMMA 1.1. Let (0,O) be an isolated critical point of degree k B 1 of the 
real analytic vector field (1.3) and i the index at (0,O). Then Ii1 <k. 
Proof. If the degree at 0 = (0,O) is k, then P, & 0 or Qk $ 0. Assume 
P, & 0. Then the number of O-branches of the curve P = 0 does not exceed 
2k (see Lemma 1 of [B]). Let C be a simple closed curve on which there 
are no critical points, such that it surrounds only the critical point 0 and 
it crosses each O-branch of P = 0 only once. By computing Poincart’s index 
taking d in the direction x =O, we have that p + q < 2k, implying Ii/ = 
l(p-q)/21<2k/2=k. I 
LEMMA 1.2. Let X = (P, Q) be a polynomial vector field of degree n and 
let (y,, 0) be an isolated infinite critical point on the local chart U, with 
index i. Zf the multiplicity of y, as root of F( y) = -yP,( 1, y) + Q,,( 1, y) is 
k then lil < k. 
ProoJ: Without loss of generality we can take y, = 0. Since 
n + 1 F”‘(O) 
I;(Y)= c i’yi i-k ’ 
and flk)(0) # 0, from (1.1) we deduce that if (0, 0) is an isolated critical 
point of system (1.1) with degree m then m < k. By Lemma 1.1, we obtain 
lil<m<k. 1 
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2. The Absolute Value of the Index Sum of a 
Polynomial Vector Field (P, Q) is < min (degree P, degree Q > 
2.A. Generic Case 
Let XV,m be the set of polynomial vector fields X= (P, Q) defined on R* 
such that the degrees of P and Q are n and m, respectively. Let 9&,, be the 
set of vector fields X= (P, Q) E XU,, such that all the common points of 
P= 0, Q = 0 lie in the finite part of R*. More precisely, if P(x, y, z) and 
Q(x, y, z) are the homogeneous polynomials in the variables x, y, z with 
degree(P) = degree(P), degree(Q) = degree(Q) such that P(x, y, 1) = 
P(x, y) and Q(x, y, 1) = Q(x, y), XE%~,, means that the system P=O, 
Q = 0, z = 0 has only the trivial solution x = y = z = 0. Note that this condi- 
tion is equivalent to saying that the polynomials P, and Q, are relative 
prime. et G,,, be the set of all X= (P, Q) E X,,, such that 
Card{a E C’: P(a) = 0, Q(a) = 0} = degree(P) .degree(Q) 
Note that XE G,,, implies that all the real critical points of X are simple 
and that XE~~,,. It is not hard to see that X”,,,\?&,, (resp. Xn,,\G,,) is 
contained in an algebraic hypersurface of Xn,,, (for more details see 
CCLll). 
THEOREM 2.1. Let XE gn,,, such that all the finite critical points of X are 
isolated. Then 
I I 1 i 6 min{n, m}. f 
Proof In the hypotheses of the theorem, if X has no isolated infinite 
critical points, then - yP,(x, y) + xQ,(x, y) = 0, and so P,(x, y) = 1x and 
QJx, y) = 1~. Therefore X= (P, Q) is a linear system and the theorem 
follows easily. From now on, we assume that all the infinite critical points 
of X are isolated and that n 2 m. 
Let p be an infinite critical point of X. We claim that the index at p for 
X is the same as the index at p for X’ = (P,, Q,). If this is true, denoting 
by i the index at (0,O) for the vector field x’, by Lemma 1.1 we have that 
Ii1 < m. Therefore, from the Poincart-Hopf Theorem on S, 
2(1-m)dCi<2(1+m). 
m 
From this claim, the last inequality works for both vector fields, X and X’. 
Again by the Poincare-Hopf Theorem, we obtain that I’& iI < m for X, 
and the theorem follows. 
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Now, we start the proof of the claim. We distinguish two cases. 
Case l:n=m. Let p be an infinite critical point of X. Without loss of 
generality we may suppose that p is in the local chart U, and that its local 
coordinates are (0,O). This implies that y = 0 is a root of -yP,(x, y) + 
x&(x, y). So Q,(x, 0) = 0 and since XE gn,,, we have that P,(x, y) and 
Q”(x, y) are relative primes. In particular, Q,J 1,0) = 0 and P,( LO) # 0. 
To obtain an estimate of the index at p, we shall use Poincare’s defini- 
tion of index with the direction determined by z =O. If i =O, then from 
(l.l), either z=O or P(1, y,z)=P,(l, y)+zP,-,(l, y)+ ... +z”P,=O. 
Since P,(l, 0) #O, we obtain that the algebraic curve B(1, y, z) does not 
pass through the origin (y, z) = (0,O). Let E be such that P(1, y, z) does 
not change its sign inside the circle S” = {( y, z): y2 + z2 = E’}, and such 
that S” contains in its interior the unique critical point ( y, z) = (0,O). This 
implies that there are only two points, (E, 0) and (-E, 0), on the circle S” 
such that i = 0. The index at (0,O) shall be determined by the behaviour 
of the vector field near the points (E, 0) and (-E, 0). Crossing the straight 
line z = 0 through S”, j = -yP,( 1, y) + QJ 1, y) and i z -zP,( 1, y). Then 
the index depends only on P,(x, y) and Q,(x, y). 
Case 2: n # m. Then n > m. The critical points at infinity are determined 
by the zeros of -yP,(x, y) = 0. Except for the critical point determined by 
y = 0, the critical points are in U2 u V,. The expression of X in the local 
chart U2 is 
i=PJx, l)+ ... +z~-~[P,(x, 1)-xQ,(x, l)]+ ... +z”[P,-xQ,], 
j= -Zn-m+l lIQ,(x, 1) + zQ,,- I+ . . . + z”Q,,l. 
The local coordinates at the infinite critical points of U, are (xl, 0), where 
xi is a root of P,(x, 1). Since XE F&,, and x-xi is a factor of P,(x, 1) we 
obtain that x-xxi is not a factor of Q,Jx, 1); i.e., Q,(xi, 1) #O. Then, suf- 
ficiently close to (xi, 0), i = 0 implies that z = 0. Therefore, taking the circle 
s;= {(x,z): (x-xJ2+Z2=&f}, with &i suhiciently small, the points 
(xi + si, 0) and (x, - .si, 0) are the unique ones on Sy with i = 0. Crossing 
the straight line z = 0 through S;, i = P,(x, 1) and i z -z”-~+ ‘QJx, 1). 
Hence, the index depends only on P, and Q,. 
To end the proof of the claim, we must analize the critical point 
( y, z) = (0,O) of the local chart U,. The expression of X in the local 
chart U, is 
i= -yP,(L Y)+ ... +z”-“II-YP,(L ~,+Q,n(l, Y)I 
+ . . . + z”[ -yP, + Q,], 
i= -zP,(l, y)-z2P,_,(1, y)- ... -zn+IP(), 
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or equivalently 
p= -$s(l, J4Z)+Zn-mQ(l, y,z), i= -z&l, y, z). 
If P,( 1,O) # 0, as above, the index at (0,O) depends only on P,. 
Suppose that P,(l, 0) =O, and let a and p be such that 
P,(l,y)=~ly~+O(y~+~),withcc#O.SinceX~~~,,,a~abovewehavethat 
Q,(l, 0) #O. Let E >O be such that &I, y, z) does not change its sign 
inside the circle S” = {( y, z): y* + z* = E*} and such that S” contains the 
unique critical point ( y, z) = (0,O). Consider the direction determined by 
z=O;ifi=O,thenz=Oor~(1,y,z)=O.Thealgebraiccurve~(1,y,z)=O 
meets S” in some points; in these, i = 0 and j = z” -“‘Q( 1, y, z). Crossing 
the straight line z = 0 through S”, 9 z -c(yp+’ and i x -uypz. Now we 
consider the case c( > 0 and Q,J LO) > 0 (the other three cases are similar). 
Then we easily obtain Fig. 2.1. 
Consider the case p even, n - m even. We begin at point a and we travel 
counterclockwise along the curve S”. Since Q( 1, y, z) > 0 in S”, when we 
arrive again at point a, the vector field has turned a counterclockwise 
revolution around the critical point. So the index at (y, z) = (0,O) is + 1. 
In short, it is clear that Fig. 2.1 depends only on P,,(x, y) and Q,(x, y). We 
can analyze the other three pictures of Fig. 2.1, and by similar arguments 
we see that the index depends only on PJx, y) and Q,(x, JJ). Hence, the 
claim is proved. 1 
2.B. Case: degree P & degree Q (mod 2) 
We shall begin with a result for XE g,,,, and n & m (mod 2). 
THEOREM 2.2. Let XE 3,,, be such that all the finite and infinite critical 
points of X= (P, Q) are isolated, and assume that n & m (mod 2). Then 
Proof. From the Poincare-Hopf Theorem it will be enough to show 
that C, i = 2. Since n & m (mod 2) without loss of generality we assume 
p t?Yl+” p eYen p odd p odd 
n-m eYen n-m odd n-m eYen n-m odd 
i=l 1=1 i=2 i=l 
FIG. 2.1. The behaviour of the vector field near the infinite critical point (0, 0) on the local 
chart U1 in the generic case. 
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-q+ q+ 
p odd p even 
i=O i=O 
FIG. 2.2. The vector field near the infinite critical point (xi, 0) on the local chart CJ, in the 
generic case when n & m (mod 2). 
that n > m. Then the critical points at infinity are determined by the zeros 
of yP,(x, y) = 0. Note that except the critical point determined by y = 0, 
the critical points are in U2 u V2. 
Let (xi, 0) be an infinite critical point in U,. By the same arguments as 
in the proof of Theorem 2.1, the index at (xi, 0) is determined by the 
behaviour of the vector field near the invariant straight line z =O. More 
precisely, since PJx, 1) = a(x - xi)J’ + O((x - xi)P+l) with c1# 0, crossing 
the straight line z = 0 through a small circle centered at (xi, 0) we find that 
C?ZCC(X-X~)~ and 2% -znPm+l Qm(xi, 1). Taking into account that n & m 
(mod 2) we obtain Figure 2.2 when a > 0 and Q,(xi, 1) < 0. Hence, in the 
two pictures of Fig. 2.2, the index at (xi, 0) is zero. The same is true for the 
three cases taking into account different values of a and Q,(xi, 1). 
To end the proof we must analyze the critical point ( y, z) = (0,O) in the 
local chart U, and prove that its index is + 1. If P,(l, 0) # 0, since the 
linear part of the vector field at ( y, z) = (0,O) is 
( 
-P,(L 0) 0 
0 1 -P,(LO) ’ 
we obtain that it is a node. So its index is equal to 1. 
If P,( 1,0) = 0, we can write P,( 1, y) = By4 + 0( yq+‘) with B # 0. Since 
n & m (mod 2) and Q,(l, 0) # 0 (because XE ‘Z&I,), we obtain Fig. 2.3 
q odd 
Q,,,(l ,O) ‘0 
i=l 
z 
E3 
(O,O) 
Y 
z 
e (080) Y 
z 
E3 
(0.0) y 
q odd 
Q,,,(',O) <O 
i=l 
9 eYen 
Qm(l,O) >O 
9 eYe” 
Q,,,(l,O) <O 
i=l i=l 
FIG. 2.3. The vector field near the infinite critical point (0,O) on the local chart CJ, in the 
generic case when n & m (mod 2). 
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when p < 0. Hence, in all the cases, the index at (y, z) = (0,O) is + 1. 
Therefore, C, i = 2. 1 
THEOREM 2.3. Let XE f&,, be such that all the critical points of p(X) are 
isolated, and assume n & m (mod 2). Then 
I I C i < min{n, m}. / 
Prooj Since n & m (mod 2), without loss of generality we assume that 
n > m. From the Poincare-Hopf Theorem it will be enough to show that 
2(1 -m)<C, i<2(1 +m). 
Note that the critical points at infinity are determined by the zeros of 
yP,(x, y) = 0. Let (xi, 0) be for i = 1, 2, . . . . r all the infinite critical points of 
X on Uz ; i.e., Pn(xi, l)=O. We can assume that Q,(xj, l)#O for 
i = 1, 2, . ..) s and Q,(xi, 0) = 0 for i = s + 1, s + 2, . . . . r. From the proof of 
Theorem 2.2, the index at the points (xi, 0) for i= 1, 2, . . . . s is zero. So they 
do not contribute to C, i. 
Since Pn(xi, 1) = Q,(xi, 1) = 0 for each i= s + 1, s + 2, . . . . r, the algebraic 
curves P(x, 1, z) = 0 and Q(x, 1, z) = 0 pass through the points (xi, 0) for 
i=s+ 1, s+2,..., r. Writing Q,(xi, 1) = pi(x - x,)~I+ O((x - xi)P1+‘) with 
pi # 0 and taking E, sufficiently small, the curve Q(x, 1, z) = 0 meets the 
circle S” = {(x, z) : (x-xi)* + z* = sf } in at most 2qi points. 
Since the expression of X in the local chart U2 is 
.t=F(x, l,Z)-xzn-mQ(x, 1, z), i = -irm+ ‘Q(x, 1, z), 
we see that i = 0 meets S&l in at most 2q, + 2 points. Crossing the straight 
line z = 0 through S”l we havve that 4 z --piznp”‘+ ‘(x - xJql. Since 
n -m + 1 is even, by the Poincart definition of the index, we can see that 
the points (xi+ si, 0) and (xi- sj, 0) do not contribute to the index (see 
Fig. 2.2). So /i(x,, O)l <qi for each i=r+ 1, r+2, . . . . s, where i(x,, 0) 
denotes the index at point (xi, 0). 
It remains to analyze the critical point determined by the direction y = 0, 
that is, the critical point ( y, z) = (0,O) of the local chart U, . The expression 
of X in this local chart is j = -yP(l, y, z) + znmmQ(l, y, z), 
i=-zB(l,~,z). If P,(l,O)#O or Q,(l,O)#O, as in the proof of 
Theorem 2.2 it follows that the index at point (y, z) = (0,O) is 1. Now, 
assume P,(l,O)=O and Q,(l,O)=O and write P,(l,y)=cryp+O(yp+‘) 
withcr#OandQ,(l,y)=BY4+0(Y4+1)withp#O.Weclaimthat1-q~ 
~(0, 0) < 1 + q, where ~(0, 0) is the index at the critical point (y, z) = (0,O) 
of u,. 
We start the proof of the claim. Let S” be the circle centered at 
( y, z) = (0,O) of radius E sufficiently small. If i = 0, we obtain either z = 0 
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FIG. 2.4. Here r and s are two consecutive O-branches of &(l, y, z) which together with 
S” determine the sector R. 
or P(l, y, z) = 0. Note that on P(1, y, z) = 0, we have that 
j = z”-~& 1, y, z). The algebraic curve z’--e( 1, y, z) meets S” at most in 
2q + 2 points. The O-branches of znmm&( 1, y, z) determine at most 2q + 2 
sectors around the critical point. Note that the sign of j is constant in the 
points which lie in the interior of each one of these sectors and i = 0. On 
the other hand, by the Poincare definition of the index, it follows easily 
that 
(1) if we have two consecutive points of S” n i = 0 in the same sector 
which contribute to the index, then if one of the points contributes with 1 
(resp. - 1 ), the other one contributes with - 1 or 0 (resp. + 1 or 0) (see 
Fig. 2.4). Therefore, 
(2) in the interior of each sector all the points of S” n {i = 0} 
contribute globally to the index with either + 1, or - 1, or 0. 
Now, we shall analyze the regions which have z =0 in the boundary. 
First of all, note that 
(3) the points (a, 0) and ( -E, 0) contribute with one to the index (see 
Fig. 2.5), and the sign of j in (E, 0) and (-E, 0) depends only on P,( 1, y). 
Let R, and R, be two consecutive sectors which have (E, 0) in their 
boundary, R, contained in z > 0 and R, contained in z < 0. Without loss of 
generality we may assume that j > 0 in S” n {P( 1, y, z) = 0} n R, and 
j(s, 0) > 0. In order to compute the index, we consider (E, 0) in the sector 
R, . Then, from (1) and (3), it follows that 
(4) the sector R, contributes to the index with 1 or 0. 
@y*@y-@y Qy 
p odd p eYen p odd p eYe” 
cI< 0 a< 0 co 0 a> 0 
FIG. 2.5. The vector field on S” near the points ( *E, 0). 
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If there are points of S” n {P( 1, y, z) = 0} n R, which contribute to the 
index, then the nearest one to (E, 0) contributes with 1 (see Fig. 2.6). So 
(5) the sector R, contributes to the index with 1 or 0. 
Since we have at most 2q + 2 sectors, by (2) (4), and (5) we have that 
i(O,O)<(2q+2)/2=q+l. 
We denote by Ri, i= 1, 2, 3,4, the sectors which have z= 0 as a 
boundary. If Ri # Rj for i # j, then, since we have at most 2q + 2 sectors, we 
obtain i(0, 0) > - (29 - 2)/2 = 1 -4. If only two of them coincide, then 
i(0, 0) > - (2q - 1)/2 = l/2 -q and so i(0, 0) 2 l-q. In the case that we 
have only two different sectors we see that Q( 1, y, z) does not change sign 
in a neighbourhood of (y, z) = (0, 0), and this is in contradiction with the 
fact that Q,(l, y)=/?y4+0(y4+‘) with /?#O. 
In short, we have that -CS,,+l qi<Cf=l i(xi,O)<CS=l+l qifor all the 
infinite critical points in the local chart Uz, and 1 -q < i(0, 0) 6 1 + q 
for the critical point (y, z) = (0,O) of the local chart U,. Since 
(CsCl+,qi+q)<m, we have that 2(1-~~)<C,d2(1+m). 1 
2.C. Case: degree P s degree Q (mod 2). 
To show the inequality in this case we shall use perturbation techniques. 
The key of the proof of Theorem 2.5 is the next proposition. 
PROPOSITION 2.4 (see [K] ). Assume that m = n (mod 2) and XE G,, . 
Then, for every open strip U, contained between two parallel straight lines, 
ICU, i( < min{ n, m}, where Co,, t denotes the sum of the indices of the finite 
critical points of X which lie in UO. 
THEOREM 2.5. Let XE Z”,,,, be such that all the finite critical points of X 
are isolated, and assume n -m (mod 2). Then 
JC iI <min{n, m}. 
FIG. 2.6. The contribution of two consecutive sectors to the index. 
505/82/1-l 
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ProoJ Since ?&,\G,, is contained in an algebraic hypersurface, for 
every XE X”‘,,, we can find a one-parameter family of vector fields X, E G,, 
with t E [0, 1) such that lim,, i X,=X. The critical points of the vector 
field X, move along analytic curves as t varies, and when t + 1, some of 
these curves tend to he critical points of X, and others go off to infinity. If 
a is a critical point of X, then by the additivity of the index of a vector 
field, the index at a is the sum of the indices at the critical points of X, 
which tend to a when t + 1 (see [A]). 
If X has all the finite critical points isolated, we can take a strip U, such 
that all the finite critical points of X are inside U, and such that the direc- 
tion determined by U,, is not a root of P, = 0 and Q,,, = 0 simultaneously. 
Then, for values of t close to unity, CUO i,, = &ix. This is due to the 
fact that the critical points which go off to infinity are outside the strip 
U0 if t is close to 1. By applying Proposition 2.4 to X,, we obtain 
ICv,, i,J Q min{n, m>. So the result follows. [ 
3. SUM OF THE AB,WLUTE VALUES OF THE INDICES 
FOR POLYNOMIAL VECTOR FIELDS 
THEOREM 3.1. Let X = (P, Q) be a polynomial vector field in R2 such 
that all the critical points of X are isolated. Then 
c 1 iI < degree(P) degree(Q), 
where the urn is over all the finite critical points of X. 
Proof: Let A be the set of critical points in C2 and let B be the set 
A n R2. If XE G,, then Card(A) = degree(P) degree(Q), and the index of 
X at a, ix(a) is f 1. So 
F lil= aFB lix(a)l = Card(B) < Card(A) = degree(P) .degree(Q), 
and the theorem is proved for XE G,,. 
Now let XE !&,\G,,,, and consider a one parameter family of vector 
fields X, with t E [0, l] such that X, E G, for t c 1 and X, =X. If a is a 
critical point of X, then by the additivity of the index of a vector field, ix(a) 
is the sum of the indices ix,(uj) of the real critical points aj for 
j = 1, 2, . ..) N, of X, for values of t close to unity. That is, ix(a) = 
Cy: 1 ix,(uj) for t x 1. So, [ix(a)1 < Cy: 1 Ii,( = N,. Taking the sum over 
all a E B, we obtain 
F lil = 1 lix(a)l < 1 N,<Card(B,) <degree(P).degree(Q), 
CZEB LZEB 
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where B, denotes the set of critical points of X, in R” for t FZ 1. Note that 
the critical points of X, which go off to infinity give no contribution in 
these computations. 1 
Remark. The proof of Theorem 3.1 also works for polynomial vector 
fields in Rk. 
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