A geometric setting for systems of ordinary differential equations by Bucataru, Ioan et al.
ar
X
iv
:1
01
1.
57
99
v1
  [
ma
th.
DG
]  
26
 N
ov
 20
10
A GEOMETRIC SETTING FOR SYSTEMS OF ORDINARY DIFFERENTIAL
EQUATIONS
IOAN BUCATARU, OANA CONSTANTINESCU, AND MATIAS F. DAHL
Abstract. To a system of second order ordinary differential equations (SODE) one can assign
a canonical nonlinear connection that describes the geometry of the system. In this work we
develop a geometric setting that allows us to assign a canonical nonlinear connection also to a
system of higher order ordinary differential equations (HODE). For this nonlinear connection
we develop its geometry, and explicitly compute all curvature components of the correspond-
ing Jacobi endomorphism. Using these curvature components we derive a Jacobi equation that
describes the behavior of nearby geodesics to a HODE. We motivate the applicability of this
nonlinear connection using examples from the equivalence problem, the inverse problem of the
calculus of variations, and biharmonicity. For example, using components of the Jacobi endo-
morphism we express two Wuenschmann-type invariants that appear in the study of scalar third
or fourth order ordinary differential equations.
1. Introduction
It is well known that to a system of second order ordinary differential equations (SODE) one
can associate a nonlinear connection in a canonical way. This nonlinear connection further induce
various geometric objects useful for the study of the SODE such as the dynamical covariant deriv-
ative, parallel transport, torsions, curvatures, and the Jacobi equation [7, 17, 24, 25, 27, 35]. There
are various attempts to define a similar canonical nonlinear connection also to systems of higher
order ordinary differential equations (HODE), [5, 6, 18, 20, 31, 33, 34]. A difficulty with this task
is that to a HODE one can associate a number of nonlinear connections, and each of these offer
different information about the HODE, [1, 8, 9, 12, 16, 36].
The purpose of this work is to develop a unifying geometric setting for studying systems of second
and higher order ordinary differential equations. Our approach is focused on two ideas of Kosambi
[27, 28]. First, in [27], Kosambi states that a "system of differential equations can be dealt with
geometrically by means of the tensorial operator of differentiation, called the bi-derivative". In this
work we propose a global expression, called the dynamical covariant derivative, for the bi-derivative
operator introduced by Kosambi. The dynamical covariant derivative we propose, is associated to
a system of differential equations, of second or higher order, and a nonlinear connection that is not
fixed yet. We determine the nonlinear connection by requiring the compatibility of the dynamical
covariant derivative with some geometric structure, introduced by the equations of variation of the
system of differential equations. This follows the statement of Kosambi, [28], that for a system of
HODE, "the connection cannot be determined without the recourse to the equations of variation".
In Section 2 we review the geometrical setting for systems of second order ordinary differential
equations. We describe the canonical nonlinear connection [17, 24], the dynamical covariant de-
rivative [10, 14], symmetries, newtonoid vector fields [32, 40], the Jacobi endomorphism and the
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Jacobi equation [19, 25]. The purpose of this section is to present these objects such that their
generalization to systems of higher order ordinary differential equations will be natural.
In Section 3 we start with a system of HODE, identified with a vector field S, which is called
a semispray, on the k-th order tangent bundle T kM of the configuration manifold M . In this
part of the work we show what are the advantages of using a specific nonlinear connection if we
want to obtain information about the first order variation and the symmetries of a system of
higher order differential equations. This connection has been proposed in a coordinate form by
Miron and Atanasiu in [36] and has its origins in the work of Kosambi [28]. In Proposition 3.8
and Theorem 3.10 we fix this nonlinear connection, among the other ones that can be associated
to a semispray of order k, using the following structures: the dynamical covariant derivative ∇,
the Jacobi endomorphism Φ, and an algebraic structure of the set of newtonoid vector fields
of order k. In Theorem 3.11 we use the chosen nonlinear connection to characterize the set of
symmetries of a semispray of order k using higher order dynamical covariant derivatives and the
Jacobi endomorphism. We provide explicit formulae for all curvature components of the Jacobi
endomorphism. In the last part of this section we discuss the first order geodesic variation and
obtain the corresponding Jacobi equations for a semispray of order k.
In Section 4 we discuss the applicability of the theory developed in this paper in various fields,
using examples from the equivalence problem, the inverse problem of the calculus of variation, and
biharmonicity. In Subsection 4.1 we consider a second order Lagrangian L2 that represents the
second order prolongation of a Riemannian structure [9]. Its variational semispray is a semispray
of order 3 and the corresponding Jacobi endomorphism encodes information about the curvature
of the Riemannian structure, and their first and second order covariant derivatives. The second
order Lagrangian L2 has been used also in [13] to prove that biharmonic curves are variational.
We further show that some invariants that have been associated to third or fourth order ordinary
differential equations can be expressed in a geometrical way in terms of the curvature components of
the Jacobi endomorphism and their dynamical covariant derivatives. In Subsection 4.2 we provide
a geometric reformulation for one of these invariants, called the Wuenschmann invariant. The
Wuenschmann invariant represents the obstruction for the existence of an associated conformal
Lorentzian structure on the 3-dimensional solution space of a third order differential equation,
[20, 23]. Also, it has been shown that the Wuenschmann invariant represents an obstruction
for an equivalence problem of third order ordinary differential equations, [38]. In Subsection
4.3 we provide a geometric reformulation for an invariant that was proposed by Fels in [22] for
characterizing variational fourth order ordinary differential equations. This invariant has been also
considered by Dridi and Neut in [21] for studying the equivalence problem of fourth order ordinary
differential equations.
2. Symmetries and first order variation for systems of second order differential
equations
In this section we reformulate some results about the geometry of a system of second order
ordinary differential equations such that each of them has a generalization to system of higher
order ordinary differential equations.
2.1. Systems of SODE and geometric structures on TM . ConsiderM a real, n-dimensional
manifold, which is a topological Hausdorff space with countable base that is locally homeomorphic
to Rn, and with C∞-smooth transition maps. We assume that all objects are smooth where
defined. For a manifold M , its tangent bundle (TM, pi,M) is denoted by TM , the ring of smooth
functions on M is denoted by C∞(M), and the set of vector fields on M is denoted by X(M). The
canonical submersion of the tangent bundle, pi : TM → M , induces a natural foliation on TM ,
whose leaves are tangent spaces pi−1(p) = TpM , for p ∈M . Local coordinates on the base manifold
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M are denoted by (xi), while induced coordinates on TM will be denoted by (xi, yi). Consider
also TM \ {0} = {(x, y) ∈ TM, y 6= 0}, the tangent bundle with the zero section removed.
Throughout the paper we will consider I a nonempty open interval in R. For a curve c : I →M ,
c(t) = (xi(t)), denote by c′ : I → TM , c′(t) = (xi(t), dxi/dt), its tangent lift. We say that curve c
is a regular curve if c′(t) ∈ TM \ {0} for all t ∈ I.
The tangent structure (or vertical endomorphism) is the (1, 1)-type tensor field on TM defined
as J = ∂/∂yi ⊗ dxi. The vertical distribution is the n-dimensional distribution given by V : u ∈
TM 7→ VuTM = KerJu = Im Ju = KerDupi ⊂ TuTM , where Dupi denotes the tangent map of pi
at u ∈ TM . This distribution is integrable being tangent to the natural foliation of the tangent
bundle.
In this section we pay attention to the geometry of a system of second order ordinary differential
equations. Such a system of SODE on M can be represented using a semispray, which is a special
vector field on TM \ {0}.
A semispray on M is a vector field S ∈ X(TM \ {0}) such that any integral curve of S,
γ : I → TM \ {0}, is of the form γ = (pi ◦ γ)′. The reason that a semispray S is only defined
on TM \ {0} and not on the whole tangent bundle TM is to include also semisprays induced by
Finsler metrics [4, 43]. In induced coordinates (x, y) for TM \ {0}, a semispray S is given by
S = yi
∂
∂xi
− 2Gi(x, y)
∂
∂yi
,(2.1)
for some functions Gi defined on domains of (x, y). For an integral curve γ : I → TM \ {0} of S,
we say that curve c : I →M , c = pi ◦ γ is a geodesic of S. Therefore, a regular curve c : I →M is
a geodesic of S if and only if S ◦ c′ = c′′. Locally, a regular curve c : I → M , c(t) = (xi(t)), is a
geodesic of S if and only if it satisfies the system of second order ordinary differential equations
d2xi
dt2
+ 2Gi
(
x,
dx
dt
)
= 0.(2.2)
Thus a semispray describes systems of SODE with regular curves on M as solutions.
A geometric structure useful for the geometry of a system of SODE is that of nonlinear con-
nection. An n-dimensional distribution H : u ∈ TM \ {0} 7→ HuTM ⊂ TuTM that is supple-
mentary to the vertical distribution is called a nonlinear connection, or horizontal distribution.
Therefore, for a nonlinear connection, we have the following decomposition: TuTM = Hu ⊕ Vu,
for all u ∈ TM \ {0}. We will denote by h and v the horizontal and vertical projectors that
correspond to the above decomposition, and since h + v = Id, either of these two projectors
characterizes the nonlinear connection H . We will denote by Xh(TM \ {0}) = h (X(TM \ {0}))
and Xv(TM \ {0}) = v (X(TM \ {0})) the C∞(TM \ {0})-modules of horizontal and respectively
vertical vector fields.
In induced coordinates (xi, yi) for TM , the vertical distribution is spanned by ∂/∂yi. Therefore,
the horizontal distribution is locally spanned by vector fields of the form
δ
δxi
= h
(
∂
∂xi
)
=
∂
∂xi
−N ji (x, y)
∂
∂yj
,
for some functions N ij defined on domains of induced coordinates on TM \{0}. The corresponding
horizontal and vertical projectors can be written as
h =
δ
δxi
⊗ dxi, v =
∂
∂yi
⊗ δyi.
The 1-forms δyi = dyi+N ijdx
j are annihilators for the horizontal distribution. A change of induced
local coordinates (xi, yi) → (x˜i(x), y˜i(x, y)) on TM induces the following transformation rule for
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the basis δ/δxi, ∂/∂yi and its dual basis dxi, δyi
δ
δxj
=
∂x˜i
∂xj
δ
δx˜i
,
∂
∂yj
=
∂x˜i
∂xj
∂
∂y˜i
, dx˜i =
∂x˜i
∂xj
dxj , δy˜i =
∂x˜i
∂xj
δyj .
Therefore the components of a tensor field on TM , with respect to these bases, will transform as
the components of a tensor field on the base manifold M .
Although a semispray S always induces a canonical nonlinear connection, we will not yet assume
any relation between S and (h, v) at this point. For a semispray S and an arbitrary nonlinear
connection (h, v), consider the vertically valued (1, 1)-type tensor field on TM \ {0},
Φ = −v ◦ LSv = v ◦ LSh = v ◦ LS ◦ h,
which will be called the Jacobi endomorphism. Here, for a (1, 1)-type tensor field A, we denote
LSA = LS ◦A−A ◦ LS ,
the Frölicher-Nijenhuis bracket of S and A. Locally, the Jacobi endomorphism can be expressed
as follows
Φ = Rij(x, y)
∂
∂yi
⊗ dxj , Rij = 2
δGi
δxj
− S(N ij) +N
i
kN
k
j .(2.3)
The components Rij of the Jacobi endomorphism have been considered be Kosambi [27] as the
second geometric invariant of the semispray. From this invariant one can determine two other
geometric invariants, namely the curvature of the nonlinear connection and one component of the
curvature of the Berwald connection [2]. In the Riemannian context, the components Rij of the
Jacobi endomorphism are related to the curvature Rijkl, [37], of the Levi-Civita connection as
follows Rij(x, y) = R
i
kjl(x)y
kyl. A similar formula holds true also in the Finslerian context, [42,
(8.15)], where Rij is called the Riemann curvature. For the Jacobi endomorphism Φ in formula
(2.3), we will refer to its components as to the curvature components.
For a pair (S, (h, v)), consider the map ∇ : X(TM \ {0})→ X(TM \ {0}), given by
∇ = h ◦ LS ◦ h+ v ◦ LS ◦ v = LS + h ◦ LSh+ v ◦ LSv(2.4)
that will be called the dynamical covariant derivative. By setting ∇f = S(f), for f ∈ C∞(TM \
{0}), using the Leibniz rule, and the requirement that ∇ commutes with tensor contraction, we
extend the action of ∇ to arbitrary tensor fields and forms on TM \ {0}, see [10, Section 3.2]. For
example, if ω is a 1-form on TM \ {0}, then its dynamical covariant derivative is given by
(∇ω) (X) = S(ω(X))− ω (∇X) .(2.5)
For a (1, 1)-type tensor field A on TM \ {0}, its dynamical covariant derivative is given by
∇A = ∇ ◦A−A ◦ ∇.(2.6)
From first formulae in (2.4) and (2.6) it follows that ∇h = 0 and ∇v = 0. Hence ∇ preserves the
horizontal and vertical distributions H and V . However, ∇ does not act in a similar way on these
two distributions. This can be seen locally as follows. Using formulae (2.4) and (2.5) we have
∇
δ
δxi
= N ji
δ
δxj
, ∇dxi = −N ijdx
j ,(2.7)
∇
∂
∂yi
=
(
2
∂Gj
∂yi
−N ji
)
∂
∂yj
, ∇δyi = −
(
2
∂Gi
∂yj
−N ij
)
δyj .
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The action of the dynamical covariant derivative ∇ on the components of a horizontal vector field
X = hX is given by
∇X = ∇
(
X i
δ
δxi
)
= ∇X i
δ
δxi
, ∇X i = S(X i) +N ijX
j.(2.8)
In formula (2.8) both components X i and ∇X i transform, under a change of induced coordinates
on TM , as the components of a vector field from the base manifold M . The first order differential
operator∇X i was introduced by Kosambi [27] with the name of bi-derivative. The term "dynamical
covariant derivative" was introduced by Cariñena and Martinez in [14].
Next lemma gives some compatibility conditions between some of the geometric structures
introduced so far. Let us emphasize that in the next lemma we do not yet assume any relation
between the semispray S and the nonlinear connection (h, v). However, we will use this lemma to
fix a nonlinear connection in Proposition 2.7.
Lemma 2.1. Consider a semispray S, a nonlinear connection (h, v), and the dynamical covariant
derivative ∇ associated to the pair (S, (h, v)). Then,
h ◦ LS ◦ J = −h, J ◦ LS ◦ v = −v,(2.9)
LSJ + Id−2v = ∇J, ∇J = 2
(
∂Gj
∂yi
−N ji
)
∂
∂yj
⊗ dxi.(2.10)
Proof. For an arbitrary vector field X ∈ X(TM \ {0}) we have X + [S, JX ] ∈ Xv(TM \ {0}).
Composing from the left with h it follows that hX = h[JX, S], which shows that first formula
(2.9) is true. Similarly, composing by J , setting JX = vZ for some Z ∈ X(TM \ {0}) gives the
second equality in formula (2.9).
Using formula (2.4) and formulae (2.9) we obtain that
∇ ◦ J = v ◦ LS ◦ v ◦ J = v ◦ LS ◦ J = (Id−h) ◦ LS ◦ J = LS ◦ J + h,
J ◦ ∇ = J ◦ h ◦ LS ◦ h = J ◦ LS ◦ h = J ◦ LS ◦ (Id−v) = J ◦ LS + v.
Using the above two formulae and formula (2.6) we obtain that ∇J = LSJ + Id−2v, which
is formula (2.10). Second formula (2.10) follows directly from the local expressions (2.7) of the
dynamical covariant derivative. 
We note that from formula (2.10), the (1, 1)-type tensor ∇J = LSJ + Id−2v represents the
difference between an arbitrary nonlinear connection (h, v), which is not fixed yet, and the canonical
nonlinear connection associated to a semispray S that will be fixed in Proposition 2.7.
2.2. Symmetries for systems of SODE. It is well known that a semispray induces a canonical
nonlinear connection which in turn, determines the five geometric invariants of the semispray. This
is known as KCC theory, after Kosambi, Cartan, and Chern [2]. In this section we show that this
connection can be fixed using symmetries of the semispray. This approach follows the statement of
Kosambi [28] "the connection cannot be determined without recourse to the equations of variation".
In the next section we show that this approach of fixing a connection also generalize to systems of
higher order differential equations.
Definition 2.2. A vector field X ∈ X(TM \ {0}) is a dynamical symmetry of a semispray S if
[S,X ] = 0.
A direct calculation shows that a vector field on TM \ {0}, locally expressed as
X = X i(x, y)
∂
∂xi
+ Y i(x, y)
∂
∂yi
,(2.11)
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is a dynamical symmetry if and only if Y i = S(X i) and
S2(X i) +X(2Gi) = 0.(2.12)
It follows that, while studying dynamical symmetries for a semispray S, the following set of vector
fields on TM \ {0} plays an important role:
X
1
S =
{
X ∈ X(TM \ {0}), X = X i
∂
∂xi
+ S(X i)
∂
∂yi
}
.(2.13)
A vector field X ∈ X1S is called a newtonoid [32]. Without local coordinates, the set of newtonoid
vector fields can be expressed as follows
X
1
S = Ker (J ◦ LS) = Im (Id+J ◦ LS) .(2.14)
For a vector field X = X i∂/∂xi ∈ X(M) the complete lift, X1,1 ∈ X(TM \ {0}), is the vector
field defined by
X1,1 = X i(x)
∂
∂xi
+
∂X i
∂xj
(x)yj
∂
∂yi
.(2.15)
The vertical lift of a vector field X ∈ X(M) is the vector field X1,0 ∈ X(TM \ {0}) given by
X1,0 = J(X1,1) [45]. We denote by X1,1(TM \ {0}), the set of complete lifts of vector fields on M ,
and by X1,0(TM \ {0}) = J
(
X
1,1(TM \ {0})
)
, the set of vertical lifts of vector fields on M .
From expression (2.13) and formula (2.15) it follows that complete lifts and newtonoid vector
fields are related by
X
1,1(TM \ {0}) ⊆
⋂
S semispray
X
1
S ,
and equality holds if and only if dimM ≥ 2. If dimM = 1 the above inclusion is strict due to the
fact that the fibers of TM \ {0} are not connected.
Definition 2.3. A vector field X ∈ X(M) is a Lie symmetry of a semispray S if its complete lift,
X1,1, is a dynamical symmetry, which means that [S,X1,1] = 0.
Next, we define a C∞-module structure on the set of newtonoids. This module structure was
introduced in [40] for discussing adjoint symmetries for systems of ordinary differential equations.
In proposition 2.7 we show that this structure can be used to characterize the canonical nonlinear
connection associated to a semispray.
Remark 2.4. For f ∈ C∞(TM \ {0}) and X ∈ X1S , we define the product
f ∗X = (Id+J ◦ LS) (fX) = fX + S(f)JX.
i) With respect to the product ∗, the set X1S has the structure of a C
∞(TM \ {0})-module,
and the set X1,1(TM \ {0}) has the structure of a C∞(M)-module.
ii) The maps J : (X1S , ∗) → (X
v(TM \ {0}), ·) and h : (X1S , ∗) → (X
h(TM \ {0}), ·) are
isomorphisms between C∞(TM \ {0})-modules. The map Dpi :
(
X
1,1(TM \ {0}), ∗
)
→
(X(M), ·) is an isomorphism between C∞(M)-modules.
iii) A vector field X on TM \ {0} is a newtonoid if and only if it can be expressed as follows
X = X i(x, y) ∗
∂
∂xi
.
We have seen that a vector field X on TM \ {0} is a dynamical symmetry if and only if it is a
newtonoid and satisfies equation (2.12). Therefore, a vector field X = X i(x)∂/∂xi on M is a Lie
symmetry if and only if components X i satisfy the system of equations (2.12). Our aim now is
to rewrite equations (2.12) such that its terms will have a covariant character. Note that neither
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S2(X i), nor X(2Gi) in formula (2.12), has such a covariant character. For this we evaluate first the
horizontal and vertical components of a vector field, which behave as the components of a vector
field from the base manifold. This will allow us to characterize newtonoid vector fields using the
dynamical covariant derivative.
Lemma 2.5. Consider a semispray S, a nonlinear connection (h, v), and the dynamical covariant
derivative ∇ associated to the pair (S, (h, v)). A vector field X on TM \ {0} is a newtonoid if and
only if v(X) = J(∇X), which locally is equivalent to
X = X i
δ
δxi
+∇X i
∂
∂yi
,(2.16)
for some functions X i defined on the domain of induced coordinates on TM \ {0}, where ∇X i is
defined in formula (2.8).
Proof. Since J ◦ ∇ = J ◦ LS + v it follows that J [S,X ] = 0 if and only if v(X) = J(∇X). The
local formula (2.16) follows by formulae (2.8) and (2.13). 
Proposition 2.6. Consider a semispray S, a nonlinear connection (h, v), and the dynamical
covariant derivative ∇ associated to the pair (S, (h, v)). A vector field X ∈ X(TM \ {0}) is a
dynamical symmetry if and only if X is a newtonoid and satisfies
∇(J∇X) + Φ(X) = 0.(2.17)
Proof. A vector field X ∈ X(TM \ {0}) is a dynamical symmetry if and only if h[S,X ] = 0 and
v[S,X ] = 0. Composing by J shows that the first condition is equivalent to J [S,X ] = 0, which in
turns is equivalent to X ∈ X1S. If X ∈ X(TM \ {0}) we have
v[S,X ] = v[S, vX ] + v[S, hX ] = ∇(vX) + Φ(X).
Thus X is a dynamical symmetry if and only if X ∈ X1S and ∇(vX) + Φ(X) = 0 and the result
follows by Lemma 2.5. 
We note that in the first term of formula (2.17), J∇X only contain horizontal derivatives of
X , while the outer ∇ acts on the vertical vector field J∇X . According to formula (2.7), the two
actions might be different. The next proposition shows that the two actions of the dynamical
covariant derivative ∇ coincide if and only if ∇J = 0 is satisfied. Moreover, this condition is only
satisfied for one nonlinear connection. In terms of S this unique nonlinear connection is explicitly
given through its vertical projector 2v = Id+LSJ , which is the canonical nonlinear connection in
[24]. The advantage of this method of assigning a nonlinear connection to a semispray is that the
method also generalize to systems of higher order ODEs. This is the topic of Section 3.
Proposition 2.7. Consider a semispray S, a nonlinear connection (h, v), and the dynamical co-
variant derivative ∇ associated to the pair (S, (h, v)). Then, the following conditions are equivalent:
i) ∇ restricts to a map ∇ : X1S → X
1
S that satisfies the Leibniz rule with respect to the ∗
product;
ii) ∇J = 0;
iii) LSJ + Id−2v = 0;
iv) N ij = ∂G
i/∂yj.
Proof. The formulae in (2.10) show that conditions ii), iii) and iv) are equivalent.
To prove implication ii)⇒ i), let X ∈ X1S. According to Lemma 2.5, we have that vX = J∇X .
We apply ∇ to both sides of this equality, use ∇v = 0 and ∇J = 0, and obtain v (∇X) = ∇vX =
∇ (J∇X) = J∇ (∇X) , which according to Lemma 2.5 shows that ∇X ∈ X1S.
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Let f ∈ C∞(TM \ {0}) and X ∈ X1S . Since f ∗X = fX + S(f)JX and ∇ satisfies the Leibniz
rule for the · product, it follows that
∇(f ∗X) = S(f)X + f∇X + S2(f)JX + S(f)∇(JX),(2.18)
∇(f) ∗X + f ∗ ∇X = S(f)X + f∇X + S2(f)JX + S(f)J(∇X).
Using the condition ∇J = 0 we obtain ∇(f ∗X) = ∇(f) ∗X + f ∗ ∇X .
To prove implication i) ⇒ ii), we will show that the (1, 1)-type tensor field ∇J vanishes on
the set X1S ∪ X
v(TM \ {0}), which is a set of generators for X(TM \ {0}). By formulae (2.4)
and (2.6), ∇J vanishes on Xv(TM \ {0}). Since ∇ satisfies the Leibniz rule with respect to the
∗ product, it follows from the two formulae (2.18) that S(f)(∇J)X = 0 for an arbitrary function
f ∈ C∞(TM \ {0}) and arbitrary vector field X ∈ X1S . Therefore, ∇J = 0 on X
1
S, and this
completes the proof of the proposition. 
For a semispray S, we say that the nonlinear connection characterized by any of the four
conditions of Proposition 2.7 is the canonical nonlinear connection of S. For the remaining of
this section we will consider only this canonical nonlinear connection induced by a semispray S.
The next proposition characterizes the dynamical and Lie symmetries of a semispray S using the
dynamical covariant derivative ∇ associated to S and its canonical nonlinear connection.
Proposition 2.8. Consider a semispray S.
i) A vector field X ∈ X(TM \ {0}) is a dynamical symmetry of S if and only if it is a
newtonoid and
∇2JX +Φ(X) = 0.(2.19)
ii) Locally, a newtonoid vector field X ∈ X(TM \ {0}) is a dynamical symmetry of S if and
only if its horizontal components satisfy
∇2X i +RijX
j = 0,(2.20)
where ∇X i is defined in equation (2.8).
iii) A vector field X ∈ X(M) is a Lie symmetry of S if and only if
∇2X1,0 +Φ(X1,1) = 0.(2.21)
Proof. Since we are using the canonical nonlinear connection, we have that ∇J = 0. The first
claim follows using Proposition 2.6. For the second claim we use local formulae (2.8) and (2.3).
Therefore, the local components of the vertical vector field ∇2JX+Φ(X) are ∇2X i+RijX
j . Hence
formulae (2.19) and (2.20) are equivalent. For the third claim consider a vector field X ∈ X(M).
Its complete lift X1,1 is a newtonoid for S and formula (2.21) follows from formula (2.19) since
JX1,1 = X1,0. 
Equation (2.20) represents the covariant reformulation of equation (2.12), both terms ∇2X i and
RijX
j behave as components of a vector field from the base manifold.
2.3. First order variation and Jacobi fields for systems of SODE. Consider c : I → M
a geodesic of a semispray S. A geodesic variation of c is a smooth map V : I × (−ε, ε) → M ,
V = V (t, s) such that
i) V (t, 0) = c(t), for all t in I,
ii) V (t, s) is a geodesic of S for all s in (−ε, ε).
Definition 2.9. A vector field ξ : I → TM , along a geodesic c = pi ◦ ξ of a semispray S, is called
a Jacobi field of S if ξ is the variation vector field, ξ(t) = ∂sV (t, s)|s=0, of some geodesic variation
V .
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Next we characterize the Jacobi fields of a semispray, and hence the geodesic variation, in terms
of a system of differential equations, using the dynamical covariant derivative and the curvature
components of the Jacobi endomorphism. We define first the dynamical covariant derivative of a
vector field along a curve.
Consider ξ : I → TM , ξ(t) =
(
xi(t), ξi(t)
)
, a vector field along a regular curve c = pi ◦ ξ. Then
the complete lift of ξ is the vector field ξ1,1 : I → T (TM \ {0}) along c′, defined as ξ1,1(t) =(
xi(t), dxi/dt, ξi(t), dξi/dt
)
. The vertical lift of ξ is the vector field ξ1,0 : I → T (TM \ {0}) along
c′, defined as ξ1,0(t) =
(
xi(t), dxi/dt, 0, ξi(t)
)
. Since ξ is a vector field along c, for each t ∈ I,
we can find a vector field X ∈ X(M) such that X ◦ c = ξ near t. Then ξ1,1 = X1,1 ◦ c′ and
ξ1,0 = X1,0 ◦ c′. Assume now that c is a geodesic, which means that c′ is a geodesic of a semispray
S. Then, we define
∇ξ1,0 =
(
∇X1,0
)
◦ c′.
If locally ξ = (xi, ξi), then ∇ξ1,0 = ∇ξi∂/∂yi, where
∇ξi =
dξi
dt
+N ij
(
x,
dx
dt
)
ξj .(2.22)
Thus ∇ξ1,0 does not depend on the choice of X .
Proposition 2.10. Consider a bounded interval I. A vector field ξ : I → TM , along a geodesic
c = pi ◦ ξ, is a Jacobi field if and only if
∇2ξ1,0 +Φ(ξ1,1) = 0.(2.23)
If locally ξ(t) =
(
xi(t), ξi(t)
)
, equation (2.23) is equivalent to
∇2ξi +Rij
(
x(t),
dx
dt
)
ξj = 0.(2.24)
Proof. Let ξ : I → TM , ξ(t) =
(
xi(t), ξi(t)
)
be a vector field along the geodesic c = pi ◦ ξ. Using
formula (2.22), we have
∇2ξ1,0 +Φ(ξ1,1) =(2.25) (
d2ξi
dt2
+ 2
∂Gi
∂yj
(
x,
dx
dt
)
dξj
dt
+ 2
∂Gi
∂xj
(
x,
dx
dt
)
ξj
)
∂
∂yi
∣∣∣∣
c′(t)
.
If ξ is a Jacobi field then there is a geodesic variation V (t, s) such that V (t, 0) = c(t),
∂V i
∂s
(t, 0) = ξi(t), and
∂2V i
∂t2
+ 2Gi
(
V,
∂V
∂t
)
= 0, ∀(t, s) ∈ I × (−ε, ε).
Differentiating the last equation with respect to s and setting s = 0 we obtain that the right hand
side in formula (2.25) vanish and equations (2.23) and (2.24) follow.
Conversely, if ξ : I → TM , ξ(t) =
(
xi(t), ξi(t)
)
is a solution of the Jacobi equations (2.24) then
right hand side in formula (2.25) vanish. Using the assumption that the interval I is bounded and
[11, Theorem 4.4] it follows that ξ is a variation vector field for some geodesic variation. Therefore
ξ is a Jacobi field. 
Consider c(t) = (xi(t)) a geodesic of a semispray S. Its tangent vector field c′(t) = (xi(t), dxi/dt)
is a Jacobi field of S. This can be seen either from the fact that the right hand side in formula
(2.25) vanish for ξi = dxi/dt or from the fact that c′ is the variation vector field of the geodesic
variation V (t, s) = c(t + s). In the Riemannian or the Finslerian context [4, 15] we can also see
that the tangent vector field c′ of a geodesic c satisfies the Jacobi equations (2.24) and hence it is a
Jacobi field since the geodesic equations (2.2) can be written as ∇
(
dxi/dt
)
= 0 and the curvature
components satisfy Rij (x, dx/dt) dx
j/dt = 0, [42, 43].
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For a geodesic c(t) = (xi(t)) of a semispray S, the vector field (xi(t), tdxi/dt) is a geodesic of S
if and only if yj∂Gi/∂yj = 2Gi. This condition means that functions Gi are 2-homogeneous in the
fibre coordinates y. In this case S is called a spray and this includes Riemannian and Finslerian
cases.
The second implication of Proposition 2.10 is proved in the Riemannian [15] or Finslerian context
[4] using the exponential map. In the general context of a semispray, due to the lack of homogeneity,
this exponential map cannot be defined and the proof in [11, Theorem 4.4] uses the flow of the
complete lift of a semispray.
In the covariant form of the Jacobi equations (2.24), the components Rij of the Jacobi endo-
morphism contain information about the geodesic behavior and the stability of the geodesics of a
semispray S. If the real part of the eigenvalues of the curvature components Rij are negative then
the geodesics will spread out and will be unstable, while if they are positive the geodesics will be
stable [39].
3. Symmetries and first order variation for systems of higher differential
equations
In this section we will extend the geometric theory for systems of SODE, developed in the
previous sections, to systems of HODE. A system of (k + 1) order ordinary differential equations
can be associated with a semispray S of order k, which is a special vector field on the k-th
order tangent bundle. For a semispray of order k there are various nonlinear connections one can
associate to it [1, 9, 12, 16, 18, 20]. In the first part of the section we consider a semispray of
order k and an arbitrary nonlinear connection. For this pair we define the dynamical covariant
derivatives of first and higher order, and the Jacobi endomorphism. The main contribution is to
describe a particular nonlinear connection that yields covariant expressions for symmetries and
first order variation of the system of HODE. For this nonlinear connection we explicitly compute
all components of the Jacobi endomorphism and use these components to provide a geometric
expression for the Wuenschmann invariant [20, 21, 38].
3.1. Systems of HODE and geometric structures on T kM . The framework for studying
systems of (k + 1) order ordinary differential equations on a manifold M is the tangent bundle
T kM = Jk0M of order k ≥ 1 [18, 30, 34, 44]. This is the k-th order jet bundle of curves c from a
neighborhood of 0 ∈ R to M . For a curve c : I →M , c(t) = (xi(t)), denote by jkc : I → T kM , its
k-th jet lift, defined as
jkc(t) =
(
xi(t),
1
1!
dxi
dt
(t), . . . ,
1
k!
dkxi
dtk
(t)
)
.
If c is a regular curve, then jkc(t) ∈ T kM \ {0} for all t ∈ I. Local coordinates on M are denoted
by (xi) and the induced local coordinates on T kM are denoted by (xi, y(1)i, · · · , y(k)i), where
y(α)i(jk0 c) =
1
α!
dα(xi(c(t))
dtα
∣∣∣∣
t=0
, α ∈ {1, .., k}.
Let also y(0)i = xi. Denote T 0M = M . For each α ∈ {0, 1, ..., k − 1}, the canonical submersion
pikα : T
kM → TαM induces a natural foliation of T kM . Consider also the subbundle T kM \ {0} =
{(x, y(1), · · · , y(k)) ∈ T kM, y(1) 6= 0}. Note that T kM \ {0} =
(
pik1
)
−1
(TM \ {0}).
The tangent structure (or vertical endomorphism) of order k is the (1, 1)-type tensor field on
T kM defined as
(3.1) J =
∂
∂y(1)i
⊗ dxi +
∂
∂y(2)i
⊗ dy(1)i + · · ·+
∂
∂y(k)i
⊗ dy(k−1)i.
It has the following properties: Jk+1 = 0, Im Jα = KerJk−α+1, α ∈ {1, ..., k}.
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The foliated structure of T kM determines k regular vertical distributions
Vα(u) = KerDupi
k
α−1 = Im J
α
u = KerJ
k−α+1
u , for u ∈ T
kM,α ∈ {1, ..., k}.
For each α ∈ {1, ..., k}, the distribution Vα is tangent to the fibers of pi
k
α−1 : (x
i, y(1)i, · · · , y(k)i)→
(xi, y(1)i, · · · , y(α−1)i), and hence it is integrable. Note that dimVα = (k − α+ 1)n, α ∈ {1, ..., k}
and Vk(u) ⊂ Vk−1(u) ⊂ · · · ⊂ V1(u), for each u ∈ T
kM .
In this section we pay attention to the geometry of a system of (k+1) order ordinary differential
equations. Such a system of HODE on M can be represented using a semispray of order k, which
is a special vector field on T kM \ {0}.
A semispray of order k on M is a vector field S ∈ X(T kM \ {0}) such that any integral curve
of S, γ : I → T kM \ {0} is of the form γ = jk(pik0 ◦ γ). In induced coordinates for T
kM \ {0}, a
semispray of order k is given by
S = y(1)i
∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ · · ·+ ky(k)i
∂
∂y(k−1)i
− (k + 1)Gi
∂
∂y(k)i
,(3.2)
for some functions Gi defined on domains of induced local charts. For an integral curve γ : I →
T kM \ {0} of S, we say that curve c = pik0 ◦ γ is a geodesic of S. Therefore, a regular curve
c : I → M is a geodesic of S if and only if S ◦ jkc = (jkc)′. Locally, a regular curve c : I → M ,
c(t) = (xi(t)), is a geodesic of S if and only if it satisfies the system of (k + 1) order ordinary
differential equations
1
(k + 1)!
dk+1xi
dtk+1
+Gi
(
x,
dx
dt
, · · · ,
1
k!
dkx
dtk
)
= 0.(3.3)
Thus a semispray of order k describes systems of HODE with regular curves on M as solutions.
Following the line developed in Section 2 we will show that the geometry of a semispray of
order k can be determined from a canonical nonlinear connection, associated to the semispray. An
n-dimensional distribution H0 : u ∈ T
kM \ {0} 7→ H0(u) ⊂ TuT
kM , that is supplementary to the
vertical distribution V1(u), is called a nonlinear connection, or horizontal distribution. Therefore,
for a nonlinear connection, we have the following decomposition TuT
kM = H0(u) ⊕ V1(u), for
all u ∈ T kM \ {0}. For a nonlinear connection H0, consider also the n-dimensional distributions
Hα = J
α(H0), for α ∈ {1, ..., k − 1}. Therefore, for a nonlinear connection, we have the following
decomposition:
TuT
kM = ⊕k−1α=0Hα(u)⊕ Vk(u), ∀u ∈ T
kM \ {0}.(3.4)
The set of k distributions H0, H1, ..., Hk−1 is called a multi-connection in [41]. We will denote by
h0, h1, ..., hk−1, vk the projectors that correspond to decomposition (3.4), which characterizes the
nonlinear connection. Sometimes, for uniform notations, we also denote hk = vk. Decomposition
(3.4) induces also a decomposition of the vertical subspaces
Vα(u) = ⊕
k−1
β=αHβ(u)⊕ Vk(u), ∀u ∈ T
kM \ {0}, ∀α ∈ {1, ..., k − 1}.(3.5)
Decomposition (3.5) implies that Id |Im Jα = Id |KerJk−α+1 =
∑k
β=α hβ, for all α ∈ {0, ..., k}.
Therefore, for all α ∈ {0, ..., k} we have the following identities
Jα =
k∑
β=α
hβ ◦ J
α, Jk−α+1 =
α−1∑
β=0
Jk−α+1 ◦ hβ .(3.6)
For α, β ∈ {0, ..., k}, one can reformulate the above identities as follows
hβ ◦ J
α =
{
0, if β ≤ α− 1,
Jα ◦ hβ−α, if β ≥ α,
(3.7)
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Jα ◦ hβ =
{
0, if α+ β ≥ k + 1,
hα+β ◦ J
α, if α+ β ≤ k.
(3.8)
For α ∈ {0, ..., k − 1}, we denote by Xhα(T kM \ {0}) = hα
(
X(T kM \ {0})
)
, Xvk(T kM \ {0}) =
vk
(
X(T kM \ {0})
)
, the C∞(T kM \ {0})-modules of horizontal and respectively vertical vector
fields.
For a semispray of order k, S, and a nonlinear connection (hα, vk), consider the vertically valued,
(1, 1)-type tensor field on T kM \ {0}
Φ = −vk ◦ LSvk = vk ◦
k−1∑
α=0
LShα = vk ◦
k−1∑
α=0
(LS ◦ hα)(3.9)
that we will call the Jacobi endomorphism. Here, for a (1, 1)-type tensor field A on T kM \ {0},
LSA = LS ◦A−A◦LS denotes the Frölicher-Nijenhuis bracket of S and A. We will obtain now the
local expression of the Jacobi endomorphism. On the domain of induced local charts on T kM \{0},
consider the vector fields
δ
δxi
= h0
(
∂
∂xi
)
=
∂
∂xi
−
k∑
β=1
N j(β)i
∂
∂y(β)j
,
δ
δy(α)i
= Jα
(
δ
δxi
)
,(3.10)
for α ∈ {1, ..., k}, which form a basis for X(T kM \ {0}), adapted to the decomposition (3.4).
Functions N i(α)j are locally defined on T
kM \ {0} and are called the coefficients of the nonlinear
connection. The dual basis to the basis (3.10) is given by the following locally defined 1-forms on
T kM \ {0}:
dxi, δy(α)i = dy(α)i +
α∑
β=1
M i(β)jdy
(α−β)j, α ∈ {1, ..., k},(3.11)
where the dual coefficients M i(β)j are given by [34]
M i(1)j = N
i
(1)j , M
i
(α)j = N
i
(α)j +
α−1∑
β=1
N i(α−β)sM
s
(β)j, α ∈ {2, ..., k}.(3.12)
A change of induced local coordinates
(
xi, y(α)i
)
→
(
x˜i(x), y˜(α)i
(
x, y(β)
))
on T kM induces the
following transformation rule for the basis (3.10) and its dual basis (3.11)
δ
δxj
=
∂x˜i
∂xj
δ
δx˜i
,
δ
δy(α)j
=
∂x˜i
∂xj
δ
δy˜(α)i
,
∂
∂y(k)j
=
∂x˜i
∂xj
∂
∂y˜(k)i
, α ∈ {1, ..., k − 1}
dx˜i =
∂x˜i
∂xj
dxj , δy˜(α)i =
∂x˜i
∂xj
δy(α)j , α ∈ {1, .., k}.
Therefore the components of a tensor field on T kM , with respect to these bases, will transform as
the components of a tensor field on the base manifold M .
The projectors (hα, vk) that correspond to the decomposition (3.4) can be expressed, with
respect to the bases (3.10) and (3.11) as follows
h0 =
δ
δxi
⊗ dxi, hα =
δ
δy(α)i
⊗ δy(α)i, α ∈ {1, ..., k − 1}, vk =
∂
∂y(k)i
⊗ δy(k)i.
With respect to the bases (3.10) and (3.11) the tangent structure of order k has the following
expression:
J =
δ
δy(1)i
⊗ dxi +
δ
δy(2)i
⊗ δy(1)i + · · ·+
∂
∂y(k)i
⊗ δy(k−1)i.(3.13)
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Locally, the Jacobi endomorphism can be expressed as follows
Φ =
k−1∑
α=0
Ri(α)j
∂
∂y(k)i
⊗ δy(α)j .(3.14)
Under a change of induced local coordinates on T kM , the k components Ri(α)j of the Jacobi
endomorphism transform as the components of a (1, 1)-type tensor field on the base manifold.
We will refer to Ri(α)j as to the curvature components. In Subsection 4.1 we will show that in
the Riemannian context, these components are functions of the Riemannian curvature and its
dynamical covariant derivatives.
We will provide now explicit formulae for the curvature components Ri(α)j of the Jacobi endo-
morphism. For a semispray of order k, S, and a nonlinear connection with coefficients N i(α)j we
introduce the following notations:
Ii(2)j = 2N
i
(2)j − S(N
i
(1)j) +N
s
(1)jN
i
(1)s,
Ii(α)j = αN
i
(α)j − S(N
i
(α−1)j) +N
s
(1)jN
i
(α−1)s +
α−1∑
β=2
Is(β)jN
i
(α−β)s,(3.15)
for α ∈ {3, ..., k}. With respect to these notations we have the following formulae for the Lie
bracket of the semispray S and the vectors of the basis (3.10)
[
S,
δ
δxj
]
= N i(1)j
δ
δxi
+
k∑
β=2
Ii(β)j
δ
δy(β−1)i
+
(k + 1)δGiδxj − S(N i(k)j) +Ns(1)jN i(k)s +
k∑
β=2
Is(β)jN
i
(k+1−β)s
 ∂∂y(k)i ,(3.16)[
S,
δ
δy(α)j
]
= −α
δ
δy(α−1)j
+N i(1)j
δ
δy(α)i
+
k−α∑
β=2
Ii(β)j
δ
δy(α+β−1)i
+
{
(k + 1)
δGi
δy(α)j
− αN i(k+1−α)j − S(N
i
(k−α)j) +N
s
(1)jN
i
(k−α)s
+
k−α∑
β=2
Is(β)jN
i
(k+1−α−β)s
 ∂∂y(k)i ,
for each α ∈ {1, ..., k− 1}. From formulae (3.16) it follows that δy(α)i[S, δ/δy(β)j] behave as (1, 1)-
type tensors on M , for all α 6= β ∈ {0, 1, ..., k}. Therefore, Ii(α)j , for α ∈ {2, ..., k}, behave as
(1, 1)-type tensors on M .
From formulae (3.9) and (3.14) it follows that the curvature components of the Jacobi endo-
morphism can be computed as follows
Ri(α)j
∂
∂y(k)i
= vk
[
S,
δ
δy(α)j
]
, α ∈ {0, 1, ..., k− 1}.
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Using the expressions (3.16) we obtain the following formulae for Ri(α)j , for α ∈ {0, 1, ..., k − 1}
Ri(α)j = (k + 1)
δGi
δy(α)j
− αN i(k+1−α)j − S(N
i
(k−α)j) +N
s
(1)jN
i
(k−α)s
+
k−α∑
β=2
Is(β)jN
i
(k+1−α−β)s.(3.17)
For a k-semispray S and a nonlinear connection (hα, vk), consider the map ∇ : X(T
kM \{0})→
X(T kM \ {0}), given by
∇ =
k−1∑
α=0
hα ◦ LS ◦ hα + vk ◦ LS ◦ vk = LS +
k−1∑
α=0
hα ◦ LShα + vk ◦ LSvk.(3.18)
We call ∇ the dynamical covariant derivative associated to the pair (S, (hα, vk)). By setting
∇f = S(f), for f ∈ C∞(T kM \{0}), using the Leibniz rule, and the requirement that ∇ commutes
with tensor contraction, we extend the action of∇ to arbitrary tensor fields and forms on T kM\{0}.
Formula (3.18) implies that∇hα = 0 for every α ∈ {0, ..., k−1}. Hence∇ preserves all distributions
Hα. Similarly, we obtain that ∇vk = 0, hence it preserves the vertical distribution Vk. From
formula (3.5) it follows that ∇ preserves also all the vertical distributions Vα. Dynamical covariant
derivative ∇ acts in a similar way on the distributions Hα, but has a different action on the vertical
distribution Vk. This can be seen locally as follows. Using formulae (3.16) and (3.18) we obtain
∇
δ
δy(α)i
= hα
[
S,
δ
δy(α)i
]
= N j(1)i
δ
δy(α)j
, α ∈ {0, ..., k − 1}(3.19)
∇
∂
∂y(k)i
= vk
[
S,
∂
∂y(k)i
]
=
(
(k + 1)
∂Gj
∂y(k)i
− kN j(1)i
)
∂
∂y(k)j
.
The action of the dynamical covariant derivative ∇ on a horizontal vector field X = hαX , for
α ∈ {0, 1, ..., k − 1}, is given by
∇X = ∇
(
X i
δ
δy(α)i
)
= ∇X i
δ
δy(α)i
, ∇X i = S(X i) +N i(1)jX
j.(3.20)
The first order differential operator∇X i and its higher order iterations were considered by Kosambi
[28]. For k = 2, iterated actions of ∇ where also considered in [9] in order to fix a nonlinear
connection for a second order Lagrange space.
Next lemma gives some compatibility conditions between the geometric structures introduced
so far. In this lemma we do not assume any relation between the semispray and the nonlinear
connection. However, we will use this lemma to fix partially the nonlinear connection later on.
Lemma 3.1. Consider a semispray S, a nonlinear connection (hα, vk), and the dynamical covari-
ant derivative ∇ associated to the pair (S, (hα, vk)). Consider α, β ∈ {0, ..., k}. Then, the following
formulae are true:
J ◦ LSJ
α = −αJα,(3.21)
hβ ◦ LS ◦ J
α =
{
−(β + 1)hβ ◦ J
β , if β = α− 1
0, if β < α− 1,
(3.22)
Jβ ◦ LS ◦ hα =
{
−αJk−α ◦ hα, if α = k − β + 1
0, if α > k − β + 1,
(3.23)
∇Jα ◦ Jk−α = ∇Jk = LSJ
k + (khk−1 − vk) ◦ J
k−1, if α ≥ 1,(3.24)
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∇Jα = (k + 1)
(
∂Gi
∂y(k)j
−N i(1)j
)
∂
∂y(k)i
⊗ δy(k−α)j , if α ≥ 1,(3.25)
LSJ + Id−(k + 1)vk =(3.26)
∇J +
k−1∑
α=1
(k + 1)
(
δGj
δy(α)i
−N j(k+1−α)i
)
∂
∂y(k)j
⊗ δy(α−1)i.
Proof. From formula (3.1), a local computation shows that for every α ∈ {1, ..., k} and for every
X ∈ X(T kM \ {0}) we have
[S, JαX ]− Jα[S,X ] + αJα−1X ∈ KerJ = Im Jk.(3.27)
For α ∈ {1, ..., k}, formula (3.21) follows by composing in formula (3.27) to the left with J . For
α = 0, formula (3.21) follows since LS Id = 0.
Formulae (3.22) follow from formula (3.27) by composing to the left with hβ and using the
identities (3.7).
Formulae (3.23) follow from formula (3.27) by composing to the right with hβ and using the
identities (3.8).
From formulae (3.18), (3.7), (3.8), (3.22), and (3.23) for β = k, we obtain
∇ ◦ Jk = vk ◦ LS ◦ J
k = LS ◦ J
k − (h0 + · · ·+ hk−1) ◦ LS ◦ J
k
= LS ◦ J
k + khk−1 ◦ J
k−1,
Jk ◦ ∇ = Jk ◦ LS ◦ h0 = J
k ◦ LS − J
k ◦ LS ◦ (h1 + · · ·+ hk−1 + vk)
= Jk ◦ LS + J
k−1 ◦ h1 = J
k ◦ LS + vk ◦ J
k−1.
Now the second equality in formula (3.24) follows using the fact that ∇Jk = ∇ ◦ Jk − Jk ◦ ∇.
We will prove now the first equality of formula (3.24). Since ∇Jα◦Jk−α = ∇◦Jk−Jα◦∇◦Jk−α,
it remains to show that Jα ◦ ∇ ◦ Jk−α = Jk ◦ ∇, for α ∈ {1, ..., k}. Using formula (3.18) we have
Jα ◦ ∇ ◦ Jk−α = Jα ◦ hk−α ◦ LS ◦ hk−α ◦ J
k−α = vk ◦ J
α ◦ LS ◦ J
k−α ◦ h0.
In formula (3.21), we replace α by k − α, compose to the left with Jα−1 and obtain
Jα ◦ LS ◦ J
k−α = Jk ◦ LS − (k − α)J
k−1.
Using the above two formulae and the fact that vk ◦ J
k−1 ◦ h0 = 0, we obtain
Jα ◦ ∇ ◦ Jk−α = Jk ◦ LS ◦ h0 = J
k ◦ ∇.
Formula (3.25) follows from expression (3.13) and the local expression of the dynamical covariant
derivative (3.19).
By direct calculation it follows that for α ∈ {0, ..., k − 1}
(Id+LSJ)
(
δ
δy(α)i
)
= (k + 1)
(
δGj
δy(α+1)i
−N j(k−α)i
)
∂
∂y(k)j
,
(LSJ)
(
∂
∂y(k)i
)
= k
∂
∂y(k)i
.
Using these formulae and (3.25) for α = 1 it follows that formula (3.26) is true. 
When β = 1 formulae (3.22) and (3.23) read as follows
h0 ◦ LS ◦ J = −h0, J ◦ LS ◦ vk = −kvk.(3.28)
Formula (3.26) generalizes formula (2.10). In the case k = 1 the tensor ∇J uniquely determines the
tensor LSJ +Id−2v that fixes the canonical nonlinear connection. For the case k > 1, a nonlinear
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connection can be fixed using the (1,1)-type tensor LSJ + Id−(k + 1)vk. Using formula (3.26), in
Theorem 3.10, we will determine this tensor by fixing ∇J and
k−1∑
α=1
(k + 1)
(
δGj
δy(α)i
−N j(k+1−α)i
)
∂
∂y(k)j
⊗ δy(α−1)i.(3.29)
Therefore, in Theorem 3.10, we will determine a nonlinear connection for a semispray S by fixing
∇J and the (1, 1)-type tensor whose local expression is given in formula (3.29).
3.2. Symmetries for systems of HODE. For a semispray of order k there are various nonlinear
connections one can associate to it [1, 6, 16, 18, 36]. In this section we will show what are the
advantages of using the nonlinear connection proposed by Miron and Atanasiu [36]. We show that
this connection is very useful for studying the symmetries and the first order variation of a system of
higher order ordinary differential equations. Moreover, we show that with respect to this nonlinear
connection one can explicitly write down all components of the Jacobi endomorphism. We use
these components to provide a geometric expression for the Wuenschmann invariant [20, 21, 38] as
well as for an invariant introduced by Fels [22] for the inverse problem of a fourth order ODE.
Definition 3.2. A vector field X ∈ X(T kM \ {0}) is a dynamical symmetry of a k-semispray S if
[S,X ] = 0.
A direct calculation shows that a vector field on T kM \ {0},
X = X i
(
x, y(β)
) ∂
∂xi
+
k∑
α=1
Y (α)i
(
x, y(β)
) ∂
∂y(α)i
,(3.30)
is a dynamical symmetry if and only if its components satisfy α!Y (α)i = Sα(X i), for all α ∈
{1, ..., k} and
Sk+1(X i) + (k + 1)!X(Gi) = 0.(3.31)
It follows that, while studying dynamical symmetries for a k-semispray S, the following set of
vector fields on T kM \ {0} plays an important role:
X
k
S =
{
X ∈ X(T kM \ {0}), X = X i
∂
∂xi
+
k∑
α=1
1
α!
Sα(X i)
∂
∂y(α)i
}
.(3.32)
A vector field X ∈ XkS is called a newtonoid of order k. Next, we will provide global characteri-
zations, in terms of some differential operators for the set of newtonoid vector fields XkS and their
images Jα
(
X
k
S
)
, for α ∈ {1, ..., k}.
Consider pikS : X(T
kM \ {0})→ X(T kM \ {0}) the differential operator of order k defined as
pikS = Id+
1
1!
J ◦ LS + · · ·+
1
k!
Jk ◦ LkS .
The form of the differential operator pikS was inspired by the generalized Cartan operator acting on
1-forms on T kM , considered in [18, 40].
Lemma 3.3. For each α ∈ {0, ..., k}, the set Jα
(
X
k
S
)
can be expressed, without local coordinates,
as follows
Jα
(
X
k
S
)
= Ker (J ◦ LS + α Id) ∩ Im J
α = Im(Jα ◦ pikS).(3.33)
16
Proof. First, we prove the two equalities in formula (3.33) for α = 0. Consider a vector field X on
T kM \{0}, given locally by formula (3.30). It follows that J [S,X ] = 0 if and only if its components
satisfy β!Y (β)i = Sβ(X i), for all β ∈ {1, ..., k}. This proves first equality in formula (3.33).
From formula (3.21) we have J ◦LS ◦J = J
2 ◦LS−J . Using this formula recurrently, we obtain
that (J ◦ LS) ◦ pi
k
S = 0. Therefore, Impi
k
S ⊂ Ker (J ◦ LS).
For the converse inclusion, consider a vector field X on T kM \ {0} such that J [S,X ] = 0. It
follows that LβSX ∈ KerJ
β, for all β ∈ {1, ..., k}. Hence,
(
Jβ ◦ LβS
)
X = 0 and X = pikS(X).
Consider now α ∈ {1, ..., k}. Using the above considerations it follows that Jα
(
X
k
S
)
= Im(Jα ◦
pikS). We prove now the first equality in formula (3.33). Consider Z = J
αX for X ∈ XkS . Therefore
J [S,X ] = 0 and using formula (3.21) we have J [S, JαX ] + αJαX = Jα+1[S,X ] = 0. It follows
that Z ∈ Ker (J ◦ LS + α Id) ∩ Im J
α.
For the converse inclusion, consider Z = JαX for X ∈ X(T kM \{0}) such that J [S,Z]+αZ = 0.
Using again formula (3.21) it follows that Jα+1[S,X ] = 0. If X is given locally by formula
(3.30), then its components satisfy β!Y (β)i = Sβ(X i), for all β ∈ {1, ..., k − α}. It follows that
Z = JαpikSX ∈ J
α
(
X
k
S
)
. 
For a vector field X = X i∂/∂xi ∈ X(M), the complete lift, Xk,k ∈ X(T kM \ {0}), is the vector
field defined as
Xk,k = X i(x)
∂
∂xi
+
k∑
α=1
1
α!
dαT (X
i(x))
∂
∂y(α)i
,(3.34)
where dT is the Tulczyjev operator [44]
dT = y
(1)i ∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ · · ·+ ky(k)i
∂
∂y(k−1)i
.
For each α ∈ {0, ..., k − 1}, the vertical lift of a vector field X ∈ X(M) is the vector field Xk,α =
Jk−α
(
Xk,k
)
∈ X(T kM \ {0}), [18, 29]. We denote by Xk,k(T kM \ {0}), the set of complete lifts
of vector fields on M and by Xk,α(T kM \ {0}), for α ∈ {0, ..., k − 1}, the set of vertical lifts of
vector fields on M. From expressions (3.32) and (3.34) it follows that complete lifts, vertical lifts,
and newtonoid vector fields are related by
X
k,α(T kM \ {0}) ⊆
⋂
S semispray
Jk−α
(
X
k
S
)
,(3.35)
for all α ∈ {0, ..., k}, and the equality holds if and only if dimM ≥ 2 and α = k. If dimM = 1 the
above inclusion is strict due to the fact that the fibers of T kM \ {0} are not connected.
Definition 3.4. A vector field X ∈ X(M) is a Lie symmetry, or a point symmetry, of a k-semispray
S if the complete lift Xk,k is a dynamical symmetry, which means [S,Xk,k] = 0.
Next, we define a C∞-module structure on the set of newtonoid vector fields of order k. This
structure is inspired by a module structure on a set of 1-forms associated to adjoint symmetries of
a system of HODE, [40]. In proposition 3.8 we show that this structure can be used to fix a part
of a canonical nonlinear connection one can associate to a semispray.
Remark 3.5. For f ∈ C∞(T kM \ {0}) and X ∈ XkS , we define
f ∗X = pikS(fX) =
k∑
α=0
1
α!
Sα(f)JαX.(3.36)
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i) With respect to the product ∗, the set Jα
(
X
k
S
)
has the structure of a C∞(T kM \ {0})-
module and the set Xk,α(T kM \ {0}) has the structure of a C∞(M)-module, for all α ∈
{0, 1, ..., k}.
ii) The map hα :
(
Jα
(
X
k
S
)
, ∗
)
→ (Xhα(T kM \ {0}), ·) is an isomorphism of C∞(T kM \ {0})-
modules, for all α ∈ {0, ..., k}. The map Dpik0 : (X
k,k(T kM \ {0}), ∗) → (X(M), ·) is an
isomorphism of C∞(M)-modules.
iii) A vector field X on T kM \{0} belongs to the set Jα
(
X
k
S
)
if and only if it can be expressed
as
X = X i
(
x, y(1), ..., y(k)
)
∗
∂
∂y(α)i
, ∀α ∈ {0, 1, ..., k}.
As we have seen, a vector field X on T kM \ {0} is a dynamical symmetry if and only if it is
a newtonoid and satisfies equations (3.31). Our aim now is to rewrite equations (3.31) such that
its terms have a covariant character. Note that neither one of the two terms of equation (3.31),
Sk+1(X i) and X(Gi), has such a covariant character. To accomplish this goal, we first characterize
newtonoid vector fields in terms of their expressions in the adapted basis (3.10). The components
of a newtonoid vector field in the adapted basis (3.10) will behave as the components of a vector
field on the base manifold M .
Lemma 3.6. Consider a semispray S, a nonlinear connection (hα, vk), and the dynamical covari-
ant derivative ∇ associated to the pair (S, (hα, vk)). A vector field X on T
kM \ {0} is a newtonoid
if and only if
(3.37) X = X i
δ
δxi
+
1
1!
∇(1)X i
δ
δy(1)i
+
1
2!
∇(2)X i
δ
δy(2)i
+ · · ·+
1
k!
∇(k)X i
∂
∂y(k)i
,
where for α ∈ {1, ..., k} we denote
1
α!
∇(α)X i =
1
α!
Sα(X i) +
α∑
β=1
1
(α− β)!
M i(β)jS
α−β(Xj).(3.38)
For a vector field X ∈ Jk−1X(T kM \ {0}) we have that X ∈ Jk−1
(
X
k
S
)
if and only if
vk(X) = J(∇X).
Proof. Consider a vector field X ∈ X(T kM \ {0}). In view of local expression (3.32) and using
notation (3.38), we obtain that X is a newtonoid of order k if and only if for α ∈ {1, ..., k} we have
hαX =
1
α!
∇(α)X i
δ
δy(α)i
,
which is equivalent to formula (3.37).
For a vector field X ∈ Jk−1
(
X
k
S
)
let Z ∈ XkS be such that X = J
k−1Z. Using formula (3.18) it
follows that
J(∇X) = (J ◦ ∇ ◦ Jk−1)Z = (J ◦ hk−1 ◦ LS ◦ hk−1 ◦ J
k−1)Z
=
(
J ◦ hk−1 ◦ LS ◦ (J
k−1 − vk ◦ J
k−1)
)
Z.
Using J ◦ hk−1 = vk ◦ J , the fact that for Z ∈ X
k
S we have (J ◦ LS ◦ J
k−1)Z = (1− k)Jk−1Z, and
the second formula in (3.28) we obtain J(∇X) = vk(X).
Suppose X = Jk−1Z for some Z ∈ X(T kM \ {0}). Starting with vk(X) = J(∇X) then the
arguments used to prove the first implication show that vkJ
kLSZ = 0. Then
Jk−1pikSZ = J
k−1(Id+JLS)Z = J
k−1Z + JkLSZ = X,
and X ∈ Jk−1 ImpikS = J
k−1
X
k
S . 
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For α = 1, formula (3.38) reduces to formula (3.20), which represents the action of the dynamical
covariant derivative∇ on the horizontal components of a vector field. Using formula (3.37) it follows
that ∇(α)X i, which are given by formula (3.38), represent the components of a newtonoid vector
field of order k with respect to the basis (3.10). Therefore ∇(α)X i, behave as the components of a
vector field on the base manifold, for arbitrary components X i that behave as the components of
a vector field on the base manifold. This observation will allow us to extend the action of ∇(α) to
arbitrary vector fields on T kM \ {0} as follows. Consider a vector field X on T kM \ {0} expressed
in the basis (3.10) as follows
X =
k∑
β=0
X(β)i
δ
δy(β)i
.(3.39)
Hence, for each β ∈ {0, 1, ..., k}, X(β)i behave as the components of a vector field on the base
manifold. Accordingly, for each α ∈ {1, ..., k}, the components ∇(α)X(β)i will have the same
property. Therefore, we can define the α-th dynamical covariant derivative of X by
∇(α)X =
k∑
β=0
∇(α)X(β)i
δ
δy(β)i
, α ∈ {1, ..., k}.(3.40)
Denote ∇(0) = Id. For each α ∈ {1, ..., k}, we set ∇(α)f = Sα(f), for f ∈ C∞(T kM \ {0}). Then,
∇(α) satisfies a Leibniz-type rule of order α:
∇(α)(fX) =
α∑
β=0
(
α
β
)
∇(β)f · ∇(α−β)X.
Using the Leibniz-type rule of order α, and the requirement that ∇(α) commutes with tensor
contraction, we can extend the action of ∇(α) to arbitrary tensor fields. For example, consider ω
a 1-form on T kM \ {0}. Then, for an arbitrary vector field X on T kM \ {0}, we have(
∇(α)ω
)
(X) = Sα(ω(X))−
α∑
β=1
(
α
β
)(
∇(α−β)ω
)(
∇(β)X
)
.(3.41)
We emphasize that, for the moment, ∇(α) may not be the α-th iteration of the dynamical covariant
derivative∇, unless a specific nonlinear connection will be chosen. In Theorem 3.10 we characterize
when ∇(α) = ∇α for all α ≥ 0.
Proposition 3.7. Consider the dynamical covariant derivative ∇ associated to a pair (S, (hα, vk)).
A vector field X ∈ X(T kM \ {0}) is a dynamical symmetry if and only if it is a newtonoid and
1
k!
∇
(
Jk∇(k)X
)
+Φ(X) = 0.(3.42)
Proof. A vector field X ∈ X(T kM \{0}) is a dynamical symmetry if and only if hα[S,X ] = 0, for all
α ∈ {0, ..., k−1}, and vk[S,X ] = 0. The first set of conditions hα[S,X ] = 0 for all α ∈ {0, ..., k−1}
(or the first k conditions) are equivalent with [S,X ] ∈ KerJ , which is equivalent with X ∈ XkS.
For any X ∈ X(T kM \ {0}) we have
∇(vkX) + Φ(X) = vk[S,X ].
For any for X ∈ XkS (with h0X = X
iδ/δxi), formulae (3.37) and (3.40) imply that
vkX =
1
k!
∇(k)X i
∂
∂y(k)i
=
1
k!
Jk∇(k)X.
Using the above observations the result follows. 
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From formula (3.19) we see that the dynamical covariant derivative ∇ has a different action on
distributions H0, . . . , Hk−1 than on distribution Vk. The next proposition characterize when these
actions coincide. For example, one sufficient condition is that ∇J = 0. When k = 1 we know that
the canonical nonlinear connection for a semispray is uniquely determined by ∇J = 0. Proposition
3.8 shows that when k > 1 there is more freedom, and ∇J = 0 determines only part of a nonlinear
connection. To uniquely determine a non-linear connection from a semispray one needs stronger
conditions. Such conditions will be given in Theorem 3.10.
Proposition 3.8. Consider a semispray of order k, S, a nonlinear connection (hα, vk), and the
dynamical covariant derivative ∇ associated to the pair (S, (hα, vk)). Then, the following conditions
are equivalent:
i) ∇ restricts to a map ∇ : Jk−1(XkS)→ J
k−1(XkS) that satisfies the Leibniz rule with respect
to the ∗ product;
ii) ∇Jα = 0, for some α ∈ {1, ..., k};
iii) (k + 1)vk ◦ J
k−1 = Jk−1 + LSJ ◦ J
k−1;
iv) N i(1)j = ∂G
i/∂y(k)j;
v) ∇ = ∇(1), where ∇(1) is defined in formula (3.40).
Proof. We first prove that ∇Jk = 0 if and only if ∇Jα = 0, for some α ∈ {1, ..., k}. In view of first
formula (3.24) it follows that if ∇Jα = 0, for some α ∈ {1, ..., k}, then ∇Jk = 0. For the converse
we will show that ∇Jk = 0 implies ∇J = 0, which will also imply ∇Jα = 0, for all α ∈ {1, ..., k}.
From first formula (3.24), we have that ∇Jk = ∇J ◦Jk−1 and therefore the (1, 1)-type tensor field
∇J vanishes on vector fields in Im Jk−1 = Vk−1. From local formulae (3.25) it follows that ∇J
vanishes on vector fields in
⊕k−2
α=0Hα, and hence ∇J = 0.
Using the above considerations, formulae (3.24) and (3.25), and the identity LSJ
k = LSJ ◦
Jk−1 − (k − 1)Jk−1 we have that conditions ii), iii), and iv) are equivalent.
We prove implication ii) =⇒ i). Consider X ∈ Jk−1
(
X
k
S
)
. According to Lemma 3.6, we have
that vkX = J∇X . If we apply ∇ to both sides of this equality and use ∇vk = 0 and ∇J = 0
we obtain vk(∇X) = J∇ (∇X), which by Lemma 3.6 implies that ∇X ∈ J
k−1
(
X
k
S
)
. Hence, ∇
preserves the set Jk−1(XkS).
For f ∈ C∞(T kM \ {0}) and X ∈ Jk−1
(
X
k
S
)
, formula (3.36) reduces to f ∗X = fX+S(f)JX .
Using the fact that ∇ satisfies the Leibniz rule for the usual · product it follows that
∇(f ∗X)−∇(f) ∗X − f ∗ ∇X = ∇(f) (∇J)X.(3.43)
Since ∇J = 0 it follows that ∇ satisfies the Leibniz rule for the ∗ product.
We prove now the implication i) =⇒ ii). By formula (3.25), which gives the local expression
for ∇Jα, we only need to show that ∇J = 0 on vector fields in Im Jk−1. A set of generators
for vector fields in Im Jk−1 is given by Jk−1
(
X
k
S
)
∪
(
X
vk(T kM \ {0})
)
. Since ∇J vanishes on(
X
vk(T kM \ {0})
)
, it remains to show that ∇J vanishes on Jk−1
(
X
k
S
)
. Since ∇ satisfies the
Leibniz rule for the ∗ product, using formula (3.43) it follows that S(f) (∇J)X = 0, for an
arbitrary function f ∈ C∞(T kM \ {0}) and an arbitrary vector field X ∈ Jk−1
(
X
k
S
)
. Therefore,
∇J = 0 on the set Jk−1
(
X
k
S
)
.
Using formulae (3.19), (3.38), and (3.40) we have that ∇(1) = ∇ if and only if ∇J = 0. Hence
conditions ii) and v) are equivalent. 
Up to this point, the structure of Section 3 follows the structure of Section 2, and each result for
a system of SODE has a counterpart for a system of HODE. Due to the complications imposed by
the geometry of a system of HODE we will have results that are specific only to the higher order
case.
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Although Proposition 3.8 fixes only a part of the nonlinear connection, we can obtain now an
explicit covariant form for the equations of variation (3.31), given by the following Jacobi-type
equations (3.44).
Proposition 3.9. Consider ∇ the dynamical covariant derivative associated to a pair (S, (hα, vk)),
and suppose that ∇J = 0. Then, a vector field X on X(T kM \ {0}) is a dynamical symmetry if
and only if X is a newtonoid and
1
k!
∇
(
∇(k)X i
)
+
k−1∑
α=0
1
α!
Ri(α)j∇
(α)Xj = 0,(3.44)
where X i are the horizontal components of X such that h0X = X
iδ/δxi.
Proof. If X is a newtonoid, then formulae (3.14) and (3.37) imply that
Φ(X) =
k−1∑
α=0
1
α!
Ri(α)j∇
(α)(Xj)
∂
∂y(k)i
,
and the result follows by Proposition 3.7. 
Note that while using formula (3.42) in Proposition 3.7, to characterize a newtonoid X on
T kM \ {0}, we essentially need the assumption ∇J = 0. This implies that the two actions of ∇ in
formulae (3.19) coincide. Therefore, the action of ∇ on the components of the vertical vector field
vkX is given by the second formula (3.20).
Next theorem will completely determine the nonlinear connection and this will allow us to
provide simpler expressions for the k curvature components, Ri(α)j , of the Jacobi endomorphism
Φ.
Theorem 3.10. Consider a semispray of order k, S, a nonlinear connection (hα, vk), and the
dynamical covariant derivative ∇ associated to the pair (S, (hα, vk)). Then, the following conditions
are equivalent:
i) LSJ + Id−(k + 1)vk = iJΦ;
ii) ∇(α) = ∇α, for all α ∈ {1, 2, ..., k};
iii) M j(1)i = ∂G
j/∂y(k)i and αM i(α)j = S
(
M i(α−1)j
)
+Mp(α−1)jM
i
(1)p, for all α ∈ {2, ..., k};
iv) N j(1)i = ∂G
j/∂y(k)i and αN i(α)j = S
(
N i(α−1)j
)
−N i(α−1)pN
p
(1)j, for all α ∈ {2, ..., k}.
Proof. Using formulae (3.14) and (3.26) we obtain that equality i) holds true if and only if ∇J = 0
and for each α ∈ {1, ..., k − 1} we have
Ri(α)j = (k + 1)
(
δGi
δy(α)j
−N i(k+1−α)j
)
.(3.45)
In view of formulae (3.17), for α in {1, ..., k − 1}, above equations (3.45) are equivalent to
(k + 1− α)N i(k+1−α)j = S(N
i
(k−α)j)−N
s
(1)jN
i
(k−α)s −
k−α∑
β=2
Is(β)jN
i
(k+1−α−β).(3.46)
When α ∈ {1, ..., k − 1}, equality (3.46) is equivalent with Ii(k−α+1)j = 0. Hence condition i)
holds if and only if ∇J = 0 and Ii(α)j = 0 for all α ∈ {2, ..., k}. Induction and equation (3.15) show
that the latter conditions are equivalent with the second formulae in iv).
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Let us first note that condition ii) is equivalent with ∇J = 0 and ∇(α) = ∇ ◦ ∇(α−1) for all
α ∈ {2, . . . , k}. For α ∈ {1, . . . , k}, and β ∈ {0, ..., k}, equations (3.38) and (3.40) imply that
∇(α)
δ
δy(β)j
= α!M i(α)j
δ
δy(β)i
,
and when α ∈ {2, . . . , k} we have(
∇ ◦∇(α−1)
) δ
δy(β)j
= (α− 1)!
(
S
(
M i(α−1)j
)
+Mp(α−1)jM
i
(1)p
) δ
δy(β)i
.
It follows that ii) and iii) are equivalent.
Using formulae (3.12) and (3.41), and induction for α ∈ {1, ..., k}, it follows that ∇(α) has the
following action on the dual basis (3.11)
∇(α)δy(β)i = −α!N i(α)jδy
(β)j, β ∈ {0, 1, ..., k}.
From this formula, using the action of the dynamical covariant derivative ∇ on 1-forms, we obtain,
for each β ∈ {0, 1, ..., k},(
∇ ◦∇(α−1)
)
δy(β)i = (α− 1)!
(
S
(
N i(α−1)j
)
−N i(α−1)pN
p
(1)j
)
δy(β)j.
In view of the above two formulae it follows that condition ii) for α ∈ {2, ..., k} and the second
formulae in condition iv) are equivalent. 
The (1, 1)-type tensor LSJ − Id+(k + 1)vk in the first item of Theorem 3.10 can be used to
characterize some other nonlinear connections. For example if we require it to vanish, we obtain a
nonlinear connection studied in [1, 6, 18, 20].
For a semispray S of order k, we say that the nonlinear connection characterized by any of the
four conditions in Theorem 3.10 is called the canonical nonlinear connection of S. For the remaining
of this section we will consider this canonical nonlinear connection induced by a semispray S. The
dual coefficientsM i(α)j of this connection were considered first by Miron and Atanasiu in [36]. Next
theorem characterizes the symmetries of a semispray S using the dynamical covariant derivative
∇ associated to a semispray S and its canonical nonlinear connection.
Theorem 3.11. Let (hα, vk) be the canonical nonlinear connection induced by a semispray S, and
let ∇ be the corresponding dynamical covariant derivative.
i) A vector field X on T kM \ {0} is a dynamical symmetry if and only if X is a newtonoid
and
1
k!
∇k+1JkX +Φ(X) = 0.(3.47)
ii) A vector field X ∈ X(M) is a Lie symmetry if and only if
1
k!
∇k+1Xk,0 +Φ(Xk,k) = 0.(3.48)
iii) Locally, a newtonoid vector field X on T kM \ {0} is a dynamical symmetry of S if and
only if its horizontal components satisfy the Jacobi equation
1
k!
∇k+1X i +
k−1∑
α=0
1
α!
Ri(α)j∇
αXj = 0.(3.49)
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iv) The components of the Jacobi endomorphism are given by
Ri(α)j = (k + 1)
(
δGi
δy(α)j
−N i(k+1−α)j
)
, α ∈ {1, ..., k − 1}(3.50)
Ri(0)j = (k + 1)
δGi
δxj
− S
(
N i(k)j
)
+N i(k)lN
l
(1)j .
Proof. Part i) follows by combining Proposition 3.7 and Theorem 3.10. Part ii) follows from Part
i) using the fact that JkXk,k = Xk,0. Part iii) represents the local expression of Part i). In part
iv), the first formula in (3.50) was proven in the proof of Theorem 3.10. The second formula in
(3.50) follows by setting α = 0 and Ii(2)j = 0, . . . , I
i
(k−1)j = 0 in formula (3.17). 
3.3. First order variation for systems of HODE. Let c : I →M be a geodesic of a semispray
S of order k. A geodesic variation of c is a smooth map V : I × (−ε, ε) → M , V = V (t, s) such
that
i) V (t, 0) = c(t), for all t in I,
ii) V (t, s) is a geodesic for all s in (−ε, ε).
Definition 3.12. A vector field ξ : I → TM , along a geodesic c = pi ◦ ξ of a semispray S, is called
a Jacobi field of S if it is the variation vector field ξ(t) = ∂sV (t, s)|s=0 of a geodesic variation V .
Next we provide a sufficient condition for a vector field ξ : I → TM to be a Jacobi field. This
sufficient condition generalizes the traditional Jacobi equation to a semispray of order k.
For a vector field ξ : I → TM , ξ(t) =
(
xi(t), ξi(t)
)
, along a regular curve c = pi ◦ ξ, and
α ∈ {0, ..., k}, we define the lifted vector fields ξk,α : I → T (T kM \ {0}), along the k-th jet lift jkc
of c, as follows
ξk,α =
(
xi(t),
1
1!
dxi
dt
(t), ...,
1
k!
dkxi
dtk
(t), 0, ..., 0, ξi(t),
1
1!
dξi
dt
(t), ...,
1
α!
dαξi
dtα
(t)
)
.
Since ξ is a vector field along c, for each t ∈ I, we can find a vector field X ∈ X(M) such that
X ◦ c = ξ near t. Then ξk,α = Xk,α ◦ jkc, for all α ∈ {0, ..., k}. We assume now that c is a geodesic,
which means that jkc is an integral curve of a semispray S. For α ≥ 0 we define
∇αξk,0 =
(
∇αXk,0
)
◦ jkc.(3.51)
If locally ξ = (xi, ξi) and X = X i∂/∂xi, then ∇ξk,0 = ∇ξi∂/∂y(k)i, where
∇ξi =
(
∇X i
)
◦ jkc =
dξi
dt
+N i(1)j
(
x,
1
1!
dx
dt
, ...,
1
k!
dkx
dtk
)
ξj .(3.52)
By induction on α we find that
∇αξi =
(
∇αX i
)
◦ jkc, α ≥ 0,
where ∇αX i are iterations of formula (3.20), that correspond to formulae (3.38) for the nonlinear
connection determined by Theorem 3.10. Hence, using ∇αXk,0 = ∇αX i∂/∂y(k)i,
∇αξk,0 = ∇αξi
∂
∂y(k)i
, α ≥ 0.
It follows that definition (3.51) does not depend on the choice ofX , and components∇αξi transform
as a tensor on M .
Proposition 3.13. Let ξ be a vector field ξ : I → TM along a geodesic of a semispray S of order
k. If ξ is a Jacobi field of S then it satisfies the following Jacobi equation
1
k!
∇k+1ξk,0 +Φ(ξk,k) = 0.(3.53)
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If locally ξ(t) =
(
xi(t), ξi(t)
)
, equation (3.53) is equivalent to
1
k!
∇k+1ξi +
k−1∑
α=0
1
α!
Ri(α)j
(
x,
1
1!
dx
dt
, ...,
1
k!
dkx
dtk
)
∇αξj = 0.(3.54)
Proof. By induction on α we have that
δy(α)iξk,k =
1
α!
∇αξi, α ∈ {0, . . . , k}.
Hence formulae (3.53) and (3.54) are equivalent. To prove that formula (3.53) holds, let c : I →M
be the geodesic c = pi ◦ ξ of S, let t ∈ I, and let X be a vector field X ∈ X(M) such that X ◦ c = ξ
on some interval I0 ∋ t. Since ξ is a Jacobi field there is a geodesic variation V (t, s) such that
V (t, 0) = c(t), ∂V i/∂s(t, 0) = ξi(t), and
∂k+1V i
∂tk+1
+ (k + 1)!Gi
(
V,
1
1!
∂V
∂t
, ...,
1
k!
∂kV
∂tk
)
= 0, ∀(t, s) ∈ I0 × (−ε, ε).
Differentiating the last equation with respect to s and setting s = 0 gives
dk+1ξi
dtk+1
+ (k + 1)!
(
∂Gi
∂xj
ξj +
∂Gi
∂y(1)j
1
1!
dξj
dt
+ · · ·+
∂Gi
∂y(k)j
1
k!
dkξj
dtk
)
= 0.
Since c is a geodesic, it follows that Sα(f) ◦ jk(c) = dα(f ◦ jkc)/dtα for all α ≥ 0 and f ∈
C∞(T kM \ {0}). Thus (
Sk+1(X i) + (k + 1)!Xk,k(Gi)
)
◦ jkc = 0.
By Lemma 3.3 and inclusion (3.35) it follows that J [S,Xk,k] = 0. Then
vk[S,X
k,k] =
1
k!
Sk+1(X i) +Xk,k(Gi),
and [S,Xk,k] ◦ jkc = 0. Repeating the argument in Proposition 3.7 shows that
1
k!
∇k+1(JkXk,k) ◦ jkc+Φ(Xk,k) ◦ jkc = 0.
Equation (3.53) follows. 
A proof for the converse of Proposition 3.13 will require to extend all the techniques developed
in [11]. Another aspect that will have to be addressed in the future is the role of the curvature
components Ri(α)j for the geodesic behavior.
4. Applications
In this section we motivate the applicability of the geometric theory developed in this paper
using examples from various fields such as: the equivalence problem, the inverse problem of the
calculus of variations, and biharmonicity.
First, we consider a second order Lagrangian, L2, [9] derived from a Riemannian structure. The
corresponding Euler-Lagrange equations form a system of fourth order differential equations, whose
solutions are biharmonic curves [13]. For this system of differential equations, the components of the
Jacobi endomorphism are functions of the curvature of the Riemannian metric and its dynamical
covariant derivatives. This will motivate the use of curvature components for the components of
the Jacobi endomorphism.
We also show that the curvature components of the Jacobi endomorphism are useful to express
geometric invariants that were associated previously to third or fourth order ordinary differential
equations. See [20, 21, 22, 38].
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4.1. Prolongation of a Riemannian structure. In this section we start with a Riemannian
space (M, g) and construct a 2-nd order Lagrangian L2 ∈ C
∞(T 2M) [9]. The Euler-Lagrange
equations for L2 determine a system of fourth order ordinary differential equations and hence a
semispray of order 3. Solutions of this system are biharmonic curves for the Riemannian space [13].
The 3 components Ri(α)j , α ∈ {0, 1, 2}, of the Jacobi endomorphism can be expressed in terms of
the curvature components Rijkl and their first and second order dynamical covariant derivatives.
Consider g = gij(x)dx
i⊗dxj a semi-Riemannian metric onM and denote by γijk(x) its Christoffel
symbols. The geodesic spray of the Riemannian metric g has the following components of the Jacobi
endomorphism Rij(x, y
(1)) = Rikjl(x)y
(1)ky(1)l. We denote
z(2)i = y(2)i +
1
2
γijk(x)y
(1)jy(1)k.(4.1)
It follows that z(2)i behave as the components of a vector field on M . These components were
interpreted as the covariant form of acceleration in [9, (6.5)] and as half of the components of the
tension field in [13]. Therefore, the function L2 : T
2M → R, given by
L2(x, y
(1), y(2)) =
1
2
gijz
(2)iz(2)j ,(4.2)
is a second order Lagrangian, [9, 13]. The variational problem for L2 leads to the following Euler-
Lagrange equations
∂L2
∂xi
−
d
dt
(
∂L2
∂y(1)i
)
+
1
2
d2
dt2
(
∂L2
∂y(2)i
)
= 0,(4.3)
which form a system of fourth order ordinary differential equations. Consider S ∈ X(T 3M)
S = y(1)i
∂
∂xi
+ 2y(2)i
∂
∂y(1)i
+ 3y(3)i
∂
∂y(2)i
− 4Gi
∂
∂y(3)i
,(4.4)
the corresponding semispray of order 3. This semispray is uniquely determined by the following
equation
∂L2
∂xi
− S
(
∂L2
∂y(1)i
)
+
1
2
S2
(
∂L2
∂y(2)i
)
= 0.(4.5)
Indeed, the functions Gi, of the semispray S, uniquely determined by equation (4.5), are given by
6gjiG
j =
∂L2
∂xi
− dT
(
∂L2
∂y(1)i
)
+
1
2
d2T
(
∂L2
∂y(2)i
)
,(4.6)
where dT is the Tulczyjew operator on T
3M . Although, above expression for the coefficients Gi of
the semispray S is not so easy to handle with, we will show that one can obtain the corresponding
nonlinear connection, which is determined by any of the four equivalent conditions in Theorem
3.10. In formula (4.5) we apply ∂/∂y(3)k, use the fact that the Lagrangian L2 and its partial
derivatives are functions on T 2M we obtain
∂Gi
∂y(3)j
= N i(1)j(x, y
(1)) = M i(1)j(x, y
(1)) = γikj(x)y
(1)k.
For the other two coefficientsN i(2)j(x, y
(1), y(2)), N i(3)j(x, y
(1), y(2), y(3)), of the nonlinear connection
we use formulae iv) from Theorem 3.10.
Consider ∇ the dynamical covariant derivative associated to the semispray S and the corre-
sponding nonlinear connection. It follows that
z(2)i =
1
2
∇y(1)i,
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hence the name of covariant form of acceleration for z(2)i. Equation (4.5) is then equivalent to
δL2
δxi
−∇
(
δL2
δy(1)i
)
+
1
2
∇2
(
δL2
δy(2)i
)
= 0.(4.7)
Using the following formulae
δz(2)i
δy(1)j
= 0, 2gik
δL
δxk
= Rikz
(2)k, 2
(
δz(2)i
δxj
+ γijkz
(2)k
)
= Rij ,
we can rewrite equation (4.7) as follows
∇2z(2)i +Rijz
(2)j = 0.(4.8)
Note that this equation is equivalent to
∇3y(1)i +Rij∇y
(1)j = 0.
Therefore the Euler-Lagrange equations (4.3) can be written as follows
∇3
(
dxi
dt
)
+Rij∇
(
dxj
dt
)
= 0,
which is the system of differential equations for biharmonic curves [13, (1)]. Since a geodesic of
the Riemannian metric g is a solution of the system ∇(dxi/dt) = 0, it follows that any geodesic
is a biharmonic curve. Conversely, if the sectional curvature is non-positive then any biharmonic
closed curve is a geodesic, see [26]. However, if we change the parameter of an arbitrary geodesic
by a third order polynomial, the new curve is no longer a geodesic but a biharmonic curve, see [3].
Using any of the equivalent form (4.8), (4.6), or (4.7), of equations (4.5), we can express the
components Ri(α)j , α ∈ {0, 1, 2} of the Jacobi endomorphism in terms of the curvature tensor R
i
jkl
of the Riemannian metric. Two of them are
3Ri(2)j = 2R
i
j = 2R
i
sjky
(1)sy(1)k,
3Ri(1)j = ∇R
i
j +R
i
jsk∇y
(1)sy(1)k,
The other component Ri(0)j , has a more complicated formula, but it is a function of the curvature
tensor Rijkl, its first, and second order dynamical derivative.
4.2. The Wuenschmann invariant. A geometric invariant that relates third order ordinary
differential equations with certain classes of conformal Lorentz metrics on three dimensional mani-
folds, was proposed by K. Wuenschmann in his Ph.D thesis of 1905. The role of the Wuenschmann
invariant for the geometry of a third order differential equation under contact transformations was
discussed in [38]. See also [21] for a generalization of the problem to fourth order ordinary differ-
ential equations, where the equivalence problem leads to three invariants. A geometric method for
obtaining the Wuenschmann invariant for a system of third order ordinary differential equations
was proposed in [20]. In this section we show that the Wuenschmann invariant can be obtained
from the components of the Jacobi endomorphism.
On a 1-dimensional manifold M , consider a third-order differential equation
d3x
dt3
+ 3!G
(
x,
1
1!
dx
dt
,
1
2!
d2x
dt2
)
= 0,
and the corresponding semispray S of order 2. There exists an associated conformal Lorentzian
structure on the 3-dimensional solution space of this equation if and only if an invariant vanishes,
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[20, 23]. This invariant is called the Wuenschmann invariant and it is given by [38, eq. (4)]
W3 = −
1
2
S2
(
∂G
∂y(2)
)
− 3
∂G
∂y(2)
S
(
∂G
∂y(2)
)
+ 3S
(
∂G
∂y(1)
)
− 2
(
∂G
∂y(2)
)3
+ 6
∂G
∂y(1)
∂G
∂y(2)
− 6
∂G
∂x
.
Consider the two curvature components given by formula (3.50) of the Jacobi endomorphism:
R(0) = 3
∂G
∂x
− 3
∂G
∂y(1)
∂G
∂y(2)
−
1
2
S2
(
∂G
∂y(2)
)
+
(
∂G
∂y(2)
)3
,
R(1) = 3
∂G
∂y(1)
−
3
2
(
∂G
∂y(2)
)2
−
3
2
S
(
∂G
∂y(2)
)
.
It follows that the Wuenschmann invariant and the components of the Jacobi endomorphism are
related as follows
W3 = ∇R(1) − 2R(0).(4.9)
It is important to note that same formula (4.9) was obtained in [20] for two other different nonlinear
connections.
4.3. The inverse problem of Lagrangian mechanics for scalar fourth-order ordinary
differential equations. In [22], Fels has shown that a scalar fourth-order ordinary differential
equation admits a variational multiplier if and only if two invariants vanish. These two geometric
invariants were associated with a fourth-order equation using Cartan’s equivalence method. One
of these invariants appears also in the list of invariants proposed by Dridi and Neut in [21] for
studying the equivalence problem for fourth order differential equations under fiber preserving
diffeomorphisms. In this section we show that this invariant can be expressed in terms of the
components of the Jacobi endomorphism using a very similar formula as in the previous section.
On a 1-dimensional manifold M , consider a fourth-order differential equation
d4x
dt4
+ 4!G
(
x,
1
1!
dx
dt
,
1
2!
d2x
dt2
,
1
3!
d3x
dt3
)
= 0,
and the corresponding semispray S of order 3. Consider the following Wuenschmann-type invariant
W4 = −
2
3
S2
(
∂G
∂y(3)
)
− 4
∂G
∂y(3)
S
(
∂G
∂y(3)
)
+ 4S
(
∂G
∂y(2)
)
−
8
3
(
∂G
∂y(3)
)3
+ 8
∂G
∂y(2)
∂G
∂y(3)
− 8
∂G
∂y(1)
.
The invariant W4 is related to the invariant I1 considered by Fels in [22] as follows W4 = −3I1.
Also (8/3)W4 is the numerator of I9 in [21].
Consider two curvature components R(1) and R(2) given by formula (3.50) of the Jacobi endo-
morphism:
R(1) = 4
∂G
∂y(1)
− 4
∂G
∂y(2)
∂G
∂y(3)
−
2
3
S2
(
∂G
∂y(3)
)
+
4
3
(
∂G
∂y(3)
)3
,
R(2) = 4
∂G
∂y(2)
− 2
(
∂G
∂y(3)
)2
− 2S
(
∂G
∂y(3)
)
.
It follows that the invariant W4 and the components of the Jacobi endomorphism are related as
follows
W4 = ∇R(2) − 2R(1).(4.10)
We note the similarities for expressing the two invariantsW3 and W4 in formulae (4.9) and (4.10).
27
As an example consider the classical spinning particle [31]. The motion of a particle rotating
about a translating center is governed by the following system of fourth order differential equations
d4xi
dt4
+ ω2
d2xi
dt2
= 0, i ∈ {1, 2, 3},(4.11)
where ω is a real, non-zero constant. For this system of fourth order we have
Gi =
1
12
ω2y(2)i, N i(1)j = N
i
(2)j = N
i
(3)j = 0.
The only non-vanishing component of the Jacobi endomorphism is
Ri(2)j =
1
3
ω2δij .
Therefore, the Wuenschmann invariant is W4 = ∇R(2)− 2R(1) = 0. Note that the system (4.11) is
separable and hence we can view each of the three equations of the system separately. For each of
them, the Wuenschmann invariant vanishes and therefore each equation is a Lagrangian equations.
A second order Lagrangian for the system (4.11) is the following
L(x, y(1), y(2)) = δijy
(2)iy(2)j −
ω2
2
δijy
(1)iy(1)j .
For the system (4.11), the Jacobi equations are
∇4ξi + ω2∇2ξi = 0,
which can be integrated. Therefore we can obtain all geodesic variations of the system (4.11).
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