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Randomized benchmarking is a useful scheme for evaluation the average fidelity of a noisy quantum
circuit. However, it is insensitive to the unitary error. Here, we propose a method of randomized
benchmarking in which a unitary t-design is applied and by which the unitary error estimation can
be converted to analysis of pseudo-randomness on a set of unitary operators. We give a bound on
the number of randomized benchmarking sequences, when performing a unitary t-design on n-qubit
d-dimensional system. By applying local random unitary operators, a decomposition of a unitary
t-design, the bound is more practical than the previous bound for multi-qubit circuit. We also give
a rigorous bound of a diamond norm between arbitrary and uniform distributions of a set of unitary
operators to form an ǫ-approximate unitary t-design. It can be used to quantitatively analyze the
corresponding average fidelity and errors in a large-scale quantum circuit.
I. INTRODUCTION
To implement fault-tolerant quantum computation [1]
is to design highly reliable quantum circuits. However,
there always exists errors for various noise. To remove
or decrease the error, we must characterize the errors of
quantum circuits first. Use of quantum process tomog-
raphy (QPT) [2–4] for error characterization is feasible.
In QPT, a known quantum state is used to probe an un-
known quantum process to obtain a description of the
circuit. These methods can be divided into two types:
direct and indirect [5].
In indirect method [6–10], the QPT is derived from
quantum state tomography [11]. Generally, the known
input state and the corresponding output results are
used to estimate the transfer matrix. However, the in-
direct QPT approach to noise estimation suffers from
several practical deficiencies. Firstly, it is sensitive to
state preparation and measurement (SPAM). Secondly,
the number of experiments grows exponentially in accor-
dance with increasing the number of qubits and dimen-
sions. Finally, in each experiment, we must calculate an
approximated result iteratively; the accuracy of this re-
sult is limited by the high computational complexity.
On the other hand, in the direct method, experimental
results rather than the transfer matrix directly provide
the required information. There has been growing inter-
est in the development of direct QPT for diagnosing noise
in quantum circuits, through methods such as direct fi-
delity estimation [12, 13], gate set tomography [14–16],
and randomized benchmarking [17–26]. Direct fidelity
estimation is a simple method for providing an estimate
of the fidelity between a desired quantum process Λ and
the actual result obtained in the laboratory, up to a con-
stant additive error. However, direct fidelity estimation,
which gives an unconditional estimate of the average gate
fidelity, is susceptible to SPAM. Gate set tomography
∗
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provides a full and accurate tomographic description of
every gate with confidence bounds. However, although
it eliminates the impact of SPAM, considerable resources
are required. Randomized benchmarking measures an
average error rate that closely estimates the average pro-
cess infidelity. It is also insensitive to SPAM; thus, it is an
efficient method for estimation of the coherence of chan-
nel noise [27, 28]. However, it is insensitive to unitary
errors [14, 29] and, therefore, cannot measure diamond
norm error [30] precisely.
In randomized benchmarking, the average survival
probability [31] over all randomized benchmarking se-
quences Csi of length r is
Pr =
1
|C|r
∑
s
tr(ECs−1Csr · · ·Cs1ρ), (1)
where E is the measurement operator, ρ is the in-
put state and Cs−1 is the Clifford gate, which satisfies
Cs−1Csr · · ·Cs1 = |C|rI. The motivation is that the uni-
tary invariance of the Fubini-Study measure make us to
turn any Fubini-Study integral into an integral over the
Haar measure on U(dn). The average fidelity E(F (ψ,U))
with an input state |ψ〉 and set of unitary operators can
be defined as
E|ψ〉(F (ψ,U)) ≡ E{U}(F (ψ0, U))
=
∫
F−S
F (|ψ〉, U)dψ
=
∫
U(dn)
F (|ψ0〉, U)µHaar(dU),
(2)
where the integration of F-S is with respect to the Fubini-
Study measure, µHaar(dU) denotes the Haar measure,
and |ψ0〉 denotes an arbitrary input state. Because the
uniform distribution over the Clifford group is an exact
unitary 2-design [32], the average survival probability Pr
of a sequence of Clifford gates can be efficiently estimated
[23].
However, how to construct a multi-qubit Clifford group
is currently unknown. For the number of qubit n = 1, we
2generally use Clifford gates (i.e. CNOT gates, Hadamard
gates and π/4 phase gates) to construct a Clifford group
in randomized benchmarking. For n ≥ 2, it is not effi-
cient to construct a Clifford group on n qubits for uni-
tary 2-design. Hence, we consider the randomized bench-
marking sequences Csi as a polynomial t-design (defined
in Definition 1). It is equal to the definition of a unitary
t-design. The advantage of this method is to efficiently
construct a random circuit for multi-qubit system.
In this paper, we extend the unitary t-design concept,a
scheme by which the unitary group is distributed to imi-
tate the characterization of the Haar measure for polyno-
mials of degree up to t [33], for error estimation of a large-
scale quantum circuit. It can also be represented in the
tensor power U⊗t⊗(U †)⊗t of the representation U and its
conjugate. There are also many applications of the uni-
tary t-design. For example, t = 1 corresponds to the case
of a private quantum channel [34], whereas t = 4 corre-
sponds to the conditions of the state-distinction problem
[35, 36]. Following the extension of the unitary t-design,
we use local random unitary operator to construct an
ǫ-approximate unitary t-design, which can be used to an-
alyze the diamond norm error between the arbitrary and
uniform distributions of the unitary group. By applying
this method, we convert unitary error analysis in prac-
tice into an investigation of the pseudo-randomness of the
unitary group distribution, which can performed through
the analysis of the random walk.
We show below that an exact unitary t-design can be
constructed using local random unitary operators over a
Clifford group on a Markovian noise channel for average
fidelity estimation. It is an efficient way to construct the
randomized benchmarking sequences for multi-qubit sys-
tem. We extend the proof of Dankert et al. [32], i.e., that
the uniform distribution over the Clifford group is a uni-
tary 2-design, to a general t by applying a specific decom-
position of the local random unitary operators. We then
extend the bound of BHH [33] and prove the connection
of the spectral gap with a random walk of n steps. We
give a bound on the number of sequences required, when
performing a unitary t-design on n-qubit d-dimensional
system, to obtain an ǫ-approximate unitary t-design for
arbitrary distribution of a set of unitary operators. Fi-
nally, we apply an ǫ-approximate unitary t-design to a
kind of linear large-scale quantum circuit to estimate the
average fidelity and errors caused by practical implemen-
tation.
II. DEFINITIONS AND RESULTS
We derive a definition of a polynomial t-design as fol-
lows, based on Refs. [32, 37].
Definition 1 Let ν be a distribution over a finite
set {Um}Mm=1 ⊂ U(dn) on n-qubit d-dimensional sys-
tems. Define a polynomial t-design for every polynomial
P(t,t)(U) of degree at most t in the matrix elements of U ,
and at most t in the complex conjugates of those matrix
elements,
1
M
M∑
m=1
P(t,t)(Um) =
∫
U(dn)
P(t,t)(U)ν(dU). (3)
The above definition gives a method in which the
average polynomial over a finite set of unitary opera-
tors is rated to an integral with a kind of distribution
over U(dn). In randomized benchmarking, a sequence
of monomials over a set of unitary operators is gener-
ally used to estimate the average infidelity. Meanwhile,
a unitary t-design is a distribution of a set of unitary op-
erators which mimic properties of the Haar measure for
polynomial t-design in the tensor power U⊗t,t of the fun-
damental representation U and its conjugate. Therefore,
a unitary t-design can be expressed in terms of quantum
operations as follows.
Definition 2 Let Λ be a general quantum channel on n-
qubit d-dimensional quantum state ρ. There exists a ν-
twirl process that transforms the superoperator Λ to the
superoperator ∆tν through application of unitary t-design.
The resulting superoperator satisfies
∆tν : ρ 7→
∫
U(dn)
U⊗t,tΛ(U †)⊗t,tρν(dU)
=
∫
U(dn)
U⊗tΛ((U †)⊗tρU⊗t)(U †)⊗tν(dU)
(4)
From the above definitions, we derive a strong defini-
tion of the ǫ-approximate unitary t-design from Ref. [33].
If N1, N2 are superoperators on n-qubit d-dimensional
systems and |Φdn〉 = d−n/2
∑dn
i=1 |i, i〉 is the maximally
entangled state, we can define a symbol  as the usual
semidefinite ordering such that N1  N2 satisfies
(N1 ⊗ I)|Φdn〉  (N2 ⊗ I)|Φdn〉. (5)
Definition 3 Let ν and µHaar be the arbitrary and uni-
form Haar distributions on U(dn), respectively. Then,
the ǫ-approximate unitary t-design satisfies
(1− ǫ)(∆tµHaar ⊗ I)|Φdn〉  (∆tν ⊗ I)|Φdn〉
 (1 + ǫ)(∆tµHaar ⊗ I)|Φdn〉.
(6)
To simplify the definition, we define an ǫ-approximate
unitary t-design in terms of the diamond norm i.e.,
‖∆tν −∆tµHaar‖3 ≤ 2ǫ, (7)
where the diamond norm of a superoperator ∆ is defined
as in Ref. [38]:
‖∆‖
3
= sup
d
‖∆⊗ Id‖1→1. (8)
Here, the p→ q induced Schatten norm is ‖∆(X)‖1→1 =
supX 6=0
‖∆(X)‖
p
‖X‖
q
. The diamond norm is generally used as
3the quantity to prove the fault-tolerance thresholds [39].
Moreover, the diamond norm can be used to indicate the
worst-case error rate, where
ǫ(Λ) =
1
2
‖Λ− I‖
3
= sup
|Φdn 〉
‖(Λ ⊗ Idn − Id2n)‖1. (9)
There is no specific experimental process correspond-
ing to the diamond norm. Therefore, we must scale the
bound of the results. However, the complexity of a fi-
delity estimation increases with the number of qubits n.
Therefore, it is difficult to find a general solution to di-
rectly scale the bound. Here, we follow the approach of
Brandao and Horodecki in Ref. [38], using a local random
circuit to construct a unitary t-design combined with the
properties of the random walk to scale the bound.
Definition 4 (Local random unitary operators) In each
step of the walk, an index i is chosen uniformly at random
from the set {1, · · · , n}. A two-qubit unitary Ui,i+1 drawn
from a set of Haar measures U(dn) is applied to the two
neighboring qubits i and i + 1. (Because of the finite
numbers of the qubits, we arrange the (n+1)-th qubit as
being equal to the first qubit.)
The operator Hn,t is a quantum local Hamiltonian
composed of local normalized operators Hi,i+1 of ordered
neighboring subsystems, such that
Hn,t =
1
n
n∑
i=1
Hi,i+1, (10)
with local terms Hi,i+1 = I − Pi,i+1, Here, Pi,i+1 is the
projector of two neighbors i, i+ 1, on U(dn), such that
Pi,i+1 =
∫
U(dn)
Ui,i+1
⊗t,tµHaar(dU). (11)
The properties of local random unitary operators are
as follows [38, 40]:
• (Periodic boundary conditions) The (n+1)-th sub-
systems is identified with the first.
• (Zero ground-state energy) λmin(Hn,t) = 0, with
λmin(Hn,t) being the minimum eigenvalue of Hn,t.
• (Frustration-freeness) Every state |ψ〉 in the
groundstate manifold, composed of all eigenvectors
with eigenvalue zero, is such that Hi,i+1|ψ〉 = 0, for
all i ∈ {1, · · · , n}.
Our first contribution is to extend the results of Refs.
[32, 41].
Theorem 1 A unitary t-design can be constructed us-
ing a local random unitary operator with a uniform dis-
tribution over the Clifford group acting on a completely
positive linear superoperator.
It is difficult to provide a representation of a large com-
plex multi-qubit system. Therefore, we use the model of
local random unitary operators to consider the interac-
tion between two ordering qubits only. Through this ap-
proach, the complexity of fidelity estimation is reduced
to a great extent. Although this method limits the con-
struction of the practical implementation, it is efficient
for obtaining a result to estimate the average fidelity of
a quantum process.
Our second contribution is to extend the proof of the
results in Ref. [33] rigorously, considering n steps of a
random walk.
Theorem 2 Consider a unitary t-design formed by local
random unitary operators with size r. Let ν and µHaar
be the arbitrary and uniform distributions on U(dn), re-
spectively. The diamond norm of the ǫ-approximate uni-
tary t-design over a Markov channel Λ on (n + 1)-qubit
d-dimensional systems satisfies
‖∆tν −∆tµHaar‖3 ≤ (2t)
1
nrC
1
n2 , (12)
where
C = 1− 1
en(d2 + 1)n−1
. (13)
Because of the normalized local random unitary oper-
ator, the diamond norm satisfies
‖∆tν −∆tµHaar‖3 ≤ 1. (14)
Inserting inequality (12) into inequality 14, we obtain
r ≥ n ln
1
2t
lnC
. (15)
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FIG. 1. Size r vs number of qubits n. For illustration purpose,
we assume d = 2
From FIG. 1, we note that the size of a unitary t-
design for an arbitrary distribution exhibits exponential
growth with increasing n. If we take a unitary t-design
with size larger than r in randomized benchmarking, we
4can estimate the error caused by pseudo-randomness. In
other words, an ǫ-approximate unitary t-design with an
arbitrary distribution can be used to estimate the unitary
error, when its size is larger than r. Compared with the
factor n, the change of t has little effect on r.
We can further improve the bound of the diamond
norm by relating it to the spectral gap of the local ran-
dom unitary operator. The aim is to reduce the influ-
ence of n. Although the error is increased, this approach
greatly improves the estimation efficiency.
Our third contribution is to extend the bound of Ref.
[33].
Theorem 3 An ǫ-approximate unitary t-design in terms
of the diamond norm on n-qubit d-dimensional systems
satisfies
‖∆tν −∆tµHaar‖3
≤1− (e2(d2 + 1)[2t(t− 1)]3⌈0.8 logd[2t(t− 1)] + 1⌉2 + 1)−1.
(16)
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FIG. 2. Relationship between 1 − ‖∆tν − ∆
t
µHaar
‖
3
and t.
For illustration, we assume d = 2. The blue line represents
the result of the ǫ-approximate unitary t-design given in Ref.
[33]. To obtain an approximate result, we let r approach
infinity and take n as having minimum value of 2. The red
line corresponds to simulated results obtained for r ≥
n ln 1
2t
lnC
.
From FIG. 2, arbitrary distribution ν yields an er-
ror approaching 1. However, we can use the scheme in
Ref. [42] to construct the unitary t-design in an ex-
periment. Then, we can estimate the error obtained
for a real distribution by applying this method. Hence,
we convert the unitary error to an investigation of the
pseudo-randomness of a set of unitary operator distri-
butions. The error caused by the experimental pseudo-
randomness has a considerable influence on the estima-
tion of the result.
In theory, we establish a boundary for the range of the
diamond norm of a given ǫ-approximate unitary t-design.
In practice, we can recognize the diamond as a quality
factor by applying a unitary t-design. We can evaluate
the randomness by varying the number of unitary selec-
tions, which is dependent on only three factors n, r and t.
From FIG. 2, it is apparent that use of small t and large r
for estimation of the average fidelity is preferable. How-
ever, increased r creates greater complexity with regard
to constructing a quantum circuit. Decreased t makes
greater needs of unique unitary operators to construct
a random circuit in practical randomized benchmarking.
Further, from FIG. 1, the change of t has little effect on
r. Therefore, it is preferable to use the smallest r and
largest t to fit the experimental requirements.
Following the noise circuit in Ref. [25], we construct a
quantum circuit that consists of K rounds of subsystems.
using a model of a single-qubit unitary 1-design to tailor
the gates, Wallman and Emerson separated the circuit
into easy and hard gates. However, in the fragment con-
sidered here, which is presented in FIG. 3, we use local
random unitary operators to construct a unitary t-design
that can be applied in a kind of large-scale quantum cir-
cuit. We separate the circuit into gates constructed using
non-trivial Clifford gates and non-Clifford gates. (Note
that we add gate I to the group of non-Clifford gates
and use non-Clifford gates as a general designation.) We
also denote the noise channel in the circuit as a trace-
preserving channel to neglect certain attenuation param-
eters.
FIG. 3. (a) Fragment of noisy gate-independent circuit, with
k-th round indicated by dashed box. GCk represents a non-
trivial Clifford gate and GnCk is the general designation of a
non-Clifford and gate I. Λk represents k-th round of the com-
pletely positive trace-preserving (CPTP) gate-independent
noise channel. (b) Unitary t-design acting on k-th CPTP
noise channel. (c) Fragment of noisy gate-dependent circuit
with the k-th round represented by the dashed box. Λ(GCk )
and Λ(GnCk ) represent the noise channels dependent on gates
G
C
k and G
nC
k , respectively. (d) Unitary t-design acting on
k-th round of circuit.
We first consider a Markovian noise channel indepen-
dent of the gates in the circuit shown in FIG. 3 (a). The
5circuit consists of only K-rounds of subsystems, includ-
ing a Clifford gate GCk , a non-Clifford gate G
nC
k , and a
gate-independent channel Λk. The fidelity for the input
state |ψ〉 and a group of quantum algorithms {Uj} follows
F (|ψ〉, {Uj})
=tr(ρ|ψ〉G
C
KUKΛKU
†
KG
nC
K · · ·G1U1Λ1U †1GnC1 ρ|ψ〉).
(17)
Our fourth contribution is a fidelity estimation applica-
tion, performed using an ǫ-approximate unitary t-design.
Theorem 4 We consider a quantum circuit C consisting
of only K-rounds of subsystems arranged linearly, includ-
ing a Clifford gate GCk , a non-Clifford gate G
nC
k (includ-
ing the trivial gate I), and a completely positive trace-
preserving (CPTP) gate-independent Markovian noise
channel Λk. If we take a unitary t-design on each of
the subsystems, the ε(U⊗t,t)-approximate average fidelity
of the circuit C satisfies
F (C) ≤ ‖
K∏
i=1
GCi G
nC
i ‖1
tr(
∏K
j=1∆
t
µHaar ,j
) + dn
d2n + dn
+2ε(U⊗t,t),
(18)
where
ε(U⊗t,t) = Fg(ρ|0〉,
K∏
i=1
GCi G
nC
i ) ·
K∑
j=1
ǫj . (19)
Fg(ρ|0〉,
∏K
i=1G
C
i G
nC
i ) denotes the gate fidelity between
ρ|0〉 and the gate
∏K
i=1G
C
i G
nC
i .
Because it is difficult to find a way to prove that a non-
Clifford gate can constitute a unitary t-design, we can-
not directly estimate the fidelity of the gate-dependent
noise channel circuit in FIG. 3 (c). Instead of analyzing
the specific noise channel model, however, we can calcu-
late the difference between the gate-dependent and gate-
independent noise channel to estimate the approximate
range of the results.
Our fifth contribution is the following theorem:
Theorem 5 Let CGD and CGI be circuits to which uni-
tary t-designs are applied, having gate-dependent and
gate-independent trace-preserving noise channels, respec-
tively. The difference of the diamond norm between these
two circuits satisfies
‖CGD − CGI‖3
≤‖
K∏
l=1
GCl ‖1‖
K∏
m=1
GnCm ‖1
K∑
k=1
(‖Λ(GCk )Λ(G
nC
k )− Λk‖3
+ 2εdif,k),
(20)
where
2εdif,k = 1− 1
‖GnCk ‖
Fg(ρ|ψ〉, G
nC
k ) + 2ǫk. (21)
III. METHODS
A. Proof of Theorem 1
We consider a completely positive superoperator Λ
linear mapping expressed as Λ(ρ) = AρB only, where
A,B ∈ L(C(dn)). Our approach is to construct a unitary
t-design by local random unitary operators on a subset of
the Clifford group C(dn). Note that the generalized Pauli
group P(dn), which consists of all n-fold tensor products
of the one-qubit Pauli operators {I, X, Y, Z}, is a normal
subgroup of C(dn). Therefore, it is sufficient to consider
the sympathetic group SL(dn) = C(dn)/P(dn) [43].
WE define
Sumdtn(ρ,Λ)
=
1
|C(dtn)|
∑
U∈C(dn)
M(t,t)(U)Λ(M
†
(t,t)(U)ρM(t,t)(U))M
†
(t,t)(U),
(22)
and
Intdtn(ρ,Λ)
=
∫
U(dtn)
U⊗tΛ((U †)⊗tρU⊗t)(U †)⊗tµHaar(dU),
(23)
whereM(t,t)(U) is the random polynomial circuit consist-
ing of the unitary operators.(Generally, we often make
M(t,t)(U) as a random monomial circuit normalized as a
unitary operator on C(dtn).) Our approach is to prove
that the above two equalities are equal.
We can use the local random unitary operators to sim-
plify the above definition. In practice, we can construct
a parallel random unitary operator on n qubits using the
even and odd unitary operators [42]. In this paper, how-
ever, we only explicitly consider the original proposal in
Definition 4. We redefine
Sumdtn(ρ,Λ)
=
1
|C(dtn)|
∑
Mn,t∈C(dtn)
Mn,tΛ(M
†
n,tρMn,t)M
†
n,t,
(24)
and
Intdtn(ρ,Λ)
=
1
n
n∑
i=1
∫
U(dn)
U⊗ti,i+1Λ((U
†
i,i+1)
⊗tρU⊗ti,i+1)(U
†
i,i+1)
⊗t
· µHaar(dUi,i+1),
(25)
where Mn,t = 1/n
∑n
i=1Mi,i+1 and
Mi,i+1 =
∫
U(dn)
U⊗ti,i+1µHaar(dUi,i+1). (26)
As shown in Ref. [17], Schur’s lemma (for a detailed
derivation and application, please refer to Ref. [44]) im-
6plies that Λˆ is a U(dtn)-invariant trace-preserving super-
operator given by
Λˆ(ρ) = pρ+ (1 − p)Tr(ρ) I
dtn
,
=
∫
U(dn)
U⊗tΛ((U †)⊗tρU⊗t)(U †)⊗tµHaar(dU),
(27)
where
p =
tr(Λˆ)− 1
d2tn − 1 . (28)
Now, we consider the completely positive channel
Λ(ρ) = AρB combined with Schur’s lemma, such that
Intdn(ρ,Λ)
=
1
n
n∑
i=1
∫
U(dn)
U⊗ti,i+1A(U
†
i,i+1)
⊗tρU⊗ti,i+1B(U
†
i,i+1)
⊗t
· µHaar(dUi,i+1),
=
dtntr(A)tr(B) − tr(AB)
dtn(d2tn−1)
ρ+
dtntr(AB) − tr(A)tr(B)
dtn(d2tn − 1) tr(ρ)I.
(29)
Then, we denote the elements of P(dtn) as {Pj}d2tnj=1 ,
where P1 is the nt-fold tensor product of I. We can
define A =
∑dtn
a=1 αaPa, B =
∑dtn
b=1 βbPb, and ρ =∑dtn
j=1 γjPjρPj . The expression of the Pauli-twirled su-
peroperator is given by
ΛP (ρ) =
1
d2tn
d2tn∑
j=1
PjAP
†
j ρPjBP
†
j ,
=
1
d2tn
d2tn∑
a=1
d2tn∑
b=1
αaβb
d2tn∑
j=1
ω(j,a−b)SpPaρP
†
b ,
=
d2tn∑
a=1
αaβaP1ρPa,
(30)
where
d2tn∑
j=1
ω(j,a−b)Sp = d2tnδa,b. (31)
From the above equalities, the SL(dtn)-twirl yields
ΛU (ρ)
=
1
|SL(dtn)|
∑
Mn,t∈SL(dtn)
Mn,tΛP (M
†
n,tρMn,t)M
†
n,t,
=
|P(dtn)|
|C(dtn)|
∑
Mn,t∈SL(dtn)
d2tn∑
j=1
αjβjMn,tPjM
†
n,tρMn,tP
†
jM
†
n,t,
=(α1β1 − 1
d2tn − 1(
d2tn∑
j=2
αjβj))ρ+
d2tn
d2tn − 1(
d2tn∑
j=2
αjβj)tr(ρ)I.
(32)
The definition of C(dtn) = SL(dtn) ◦ P(dtn) implies
Sumdtn(ρ,Λ) = Intdtn(ρ,Λ). (33)
B. Proof of Theorem 2
Following the work of Brandao, Harrow, and Horodecki
[33], we further prove the connection of the spectral gap
ofHn,t with the random walk. Hn,t is defined as the local
random unitary operators on n d-dimensional systems.
We use the convergence time of the random walk [45, 46]
to lower the bound of the spectral gap.
We consider an intermediate notion of convergence to
the random walk based on the Lp Wasserstein distance
between two probability measures µ and ν [47]. The Lp
Wasserstein distance is expressed as
Wp(ν, µ) := inf{(E[d(Uν , Uµ)p]) 1p }, (34)
where (Uν , Uµ) is a pair of random variables coupling
(ν, µ). We note that
W (ν, µ) =W1(ν, µ) ≤W2(ν, µ). (35)
In this paper, we use
∫
fdν to estimate the fidelity of
the system for any Lipschitz f , such that
W1(ν, µ) := sup{
∫
U(d)
f(U)ν(dU)−
∫
U(d)
f(U)µ(dU) :
f : U(d)→ R is 1− Lipschitz under d}.
(36)
Lemma 1 (Ref. [47]) A map f :M → N between Polish
length spaces (M,dM ) and (N, dN ) is said to be locally
C-Lipschitz (for some C > 0) if, for all x, y ∈M ,
lim sup
y→x
dN (f(x), f(y))
d(x, y)
≤ C. (37)
Suppose P is a Markov transition kernel on (M,d) sat-
isfying x → Px from (M,d) to (Prp(M),Wp), is locally
C-Lipschitz. Moreover, P is locally C-Lipschitz on M .
Then, for all ν1, ν2 ∈ Prp(M), we also have ν1P, ν2P ∈
Prp(M),and
W2(ν1P, ν2P )
W2(ν1, ν2)
≤ C. (38)
Lemma 2 For every integer n > 1, there exists an n-
fold local random Hamiltonian distribution (νLR,n+1,d)
∗n,
which implies that n steps of a random walk acting on
(n+ 1)-qubit systems are taken, satisfying
W ((νLR,n+1,d)
∗n, µHaar) ≤ (1− 1
en(d2 + 1)n−1
)
1
n
√
2d
n+1
2 .
(39)
7Proof: We use mathematical induction to prove the
above inequality.
(1) Firstly, for n = 2, it is shown in Ref. [33] that two
steps of a random walk on three-qubit systems establish
the inequality. (The specific proof is given in Appendix
A.)
(2) Then, consider n − 1 steps of a random walk
on n-qubit systems satisfying Lemma 2. Let R1,n−1
and R2,n−1 be two unitary operators on n-qubit d-
dimensional systems. For n − 1 steps of the walk, there
are (n − 1)n−1 possibilities, each occurring with proba-
bility 1/(n− 1)n−1; therefore,
R2,n−1 → R′2,n−1 = Uin−1,in−1+1 · · ·Ui1,i1+1R2,n−1.
(40)
We also have n! possibilities of a non-trivial coupling for
which
R1,n−1 → R′1,n−1 = Uin−1,in−1+1Vin−1,in−1+1 · · ·Ui1,i1+1R1,n−1,
(41)
where the unitary operator Vin−1,in−1+1 depends on
Uij ,ij+1, with j and ij ∈ {1, · · · , n − 2}. The average
of two infinitesimally close unitaries is given as
inf
Vin−1,in−1+1
E(‖R′1,n−1 −R′2,n−1‖22)
=2(tr(I)− E(‖tri1···in−2(Uin−2,in−2+1 · · ·Ui1,i1+1
· R1,n−1R†2,n−1U †in−2,in−2+1 · · ·U †i1,i1+1)‖1)),
=ε2[tr(H2)− 1
dn−2
E(tr((tri1 ···in−2(Uin−2,in−2+1 · · ·Ui1,i1+1
· R1,n−1R†2,n−1U †in−2,in−2+1 · · ·U †i1,i1+1))2))] +O(ε3),
≤ε2(1− 1
(d2 + 1)n−2
)tr(H2) +O(ε3).
(42)
(3) Finally, we consider n steps of a randomwalk acting
on (n + 1)-qubit systems. Let R1,n and R2,n be two
unitary operators on (n+1)-qubit d-dimensional systems.
We consider the same transformation as defined above,
i.e.,
R1,n → R′1,n,
=Uin,in+1Vin,in+1Uin−1,in−1+1 · · ·Ui1,i1+1R1,n,
=Uin,in+1V
′
in,in+1R
′
1,n−1,
R2,n → R′2,n,
=Uin,in+1Uin−1,in−1+1 · · ·Ui1,i1+1R′2,n,
=Uin,in+1R2,n−1,
(43)
where the unitary operator Vin,in+1 depends on Uij ,ij+1,
with j and ij ∈ {1, · · · , n− 1}. Then, we define
V ′in,in+1 = Vin,in+1Uin−1,in−1+1V
†
in−1,in−1+1
U †in−1,in−1+1,
(44)
where V ′in,in+1 also depends on Uij ,ij+1, and j and ij ∈{1, · · · , n− 1}.
As a result of the permutation symmetry of j and ij ∈
{1, · · · , n}, we must only compute
inf
Vin,in+1
E(‖R′1,n −R′2,n‖22)
= inf
V ′in,in+1
E(‖Uin,in+1V
′
in,in+1R
′
1,n−1 − Uin,in+1R′2,n−1‖22),
=ε2[tr(H2)− 1
d
E(tr((trin+1(Uin,in+1R
′
1,kR
′†
2,kU
†
in,in+1
))2))],
+O(ε3)
≤ε2(1 − 1
(d2 + 1)n−1
)tr(H2) +O(ε3).
(45)
From the above inequality, we are aware that n steps
of a random walk on (n+ 1)-qubit systems also satisfies
Lemma 2. Therefore, we can use Lemma 1 for an (n+1)-
qubit system to prove the inequality in Lemma 2.
2
We have nn − n! paths of the walk for which we have
no shrinking (as our coupling was trivial for those paths),
and n! paths in which we have a shrinking factor of 1 −
(d2 + 1)−(n−1). This gives
E(‖R′1,n+1 −R′2,n+1‖22) ≤ ε2C‖R1−R2‖22+O(ǫ3), (46)
where
C =1− n!
nn
1
(d2 + 1)n−1
,
≤1− 1
en(d2 + 1)n−1
,
(47)
where we apply the bound n! ≥ nne−n.
Applying Lemma 1, we have
lim sup
ε→0
sup
U1,U2∈U(dn)
{W2((νLR,n+1,d)
∗nνU1 , (νLR,n+1,d)
∗nνU2)
‖U1 − U2‖2
: ‖U1 − U2‖2 ≤ ε} ≤ C = 1−
n!
nn
1
(d2 + 1)n−1
.
(48)
Then, we have
W ((νLR,n+1,d)
∗nr , µHaar)
=W2((νLR,n+1,d)
∗nr ∗ δI, (νLR,n+1,d)∗nr ∗ µHaar),
≤C rnW2(δI, µHaar),
≤(1− 1
en(d2 + 1)n−1
)
r
n
√
2d
n+1
2 .
(49)
Lemma 3 (Ref. [33]) For every integer t, d ≥ 1 and
every measure ν on U(dn), the normalized difference sat-
isfies
‖∆νLR,n,d,t−∆µHaar ,t‖3 ≤
√
2t
d
n
2
W (νLR,n,d, µHaar). (50)
By applying Lemmas 2 and 3, we can prove Theorem
2 directly.
8C. Proof of Theorem 3
With the properties of the quantum local Hamiltonian
given in Definition 4, an ǫ-approximate unitary 2-design
in terms of the diamond norm relating to the spectral
gap is given by
‖∆tν −∆tµHaar‖3 = 1−
∆(Hn,t)
n
. (51)
Then, we can substantially improve the scale of the spec-
tral gap. We consider a chain of subsystems with the
local finite dimensional Hilbert space H ⊂ Cdn−m+1 . We
also consider a family of Hamiltonians
H[m,n] =
1
n−m+ 1
n∑
i=m
Hi,i+1 (52)
on H⊗(n−m+1) ⊂ Cd2(n−m+1) , where the Hi,i+1 are the
nearest-neighbor interaction terms, which are assumed
to be projectors. H[m,n] consists of all interaction terms
for which both subsystems belong to the interval {m,m+
1, · · · , n}. From the properties of the local Hamiltonian,
the minimum eigenvalue of H[m,n] is 0 for all m,n. We
define the projector of its groundstate G[m,n] acting on
the ground space G[m,n], i.e.,
G[m,n] = {|ψ〉 ∈ H⊗(n−m+1) : H[m,n]|ψ〉 = 0}. (53)
Lemma 4 (Ref. [48]) Suppose there exist positive inte-
gers l and nl, and a real number ǫl ≤ 1/
√
l, such that for
all nl ≤ m ≤ n,
‖IA1 ⊗GA2B(GA1A2 ⊗ IB −GA1A2B)‖∞ ≤ ǫl, (54)
with A1 = [1,m − l − 1], A2 = [m − l,m − 1], B = m.
Then,
∆(H1,n) ≥ ∆(H[1,l]) (1− ǫl
√
l)2
l − 1 . (55)
Lemma 5 For every integer t and n ≥ 2⌈0.8(logd(4τ) +
2)⌉,
∆(Hn,t) ≥
∆(H⌈0.8(logd(4τ)+2)⌉,t)
4⌈0.8(logd(4τ) + 1)⌉
, (56)
where τ = t(t− 1)/2.
Proof: We apply Lemma 4 with nl = 2l and ǫl =
1/(2
√
l). Then, for 2l ≤ m ≤ n, let
M = ‖IA1 ⊗GA2B(GA1A2 ⊗ IB −GA1A2B)‖∞ ≤
1
2
√
l
,
(57)
with A1 = [1,m− l−1], A2 = [m− l,m−1], and B = m.
Further, let
Xk :=
∑
π∈St
(|ψπ,d〉〈ψπ,d|)⊗k. (58)
To obtain the bound of ‖G[1,k]−Xk‖∞, we first calcu-
late
∑
π∈St
|〈ψσ,d|ψπ,d〉|n = (d
n + t− 1) · · · (dn + 1)dn
dtn
. (59)
The specific derivation process of the above equality [36]
is presented in Appendix B.
Now, we scale the above equality as follows:
∑
π∈St
|〈ψσ,d|ψπ,d〉|n =
t−1∏
i=1
(1 +
i
dn
),
≤exp(
t−1∑
i=1
i
dn
) = e
τ
dn ,
(60)
with τ = t(t−1)/2. The inequality follows ln(1+x) ≤ x.
Let B :=
∑
π∈St
|π〉〈ψπ,d|⊗n, with {|π〉}π∈St being an
orthonormal set of vectors; then,
‖BB† −
∑
π∈St
|π〉〈π|‖∞ ≤
∑
π 6=σ
|〈ψσ,d|ψπ,d〉|n ≤ e τdn − 1.
(61)
Note that BB† has the same eigenvalues as B†B. We let
Xn =
∑
π∈St
(|ψπ,d〉〈ψπ,d|)⊗n = B†B. (62)
Gn,t is the projector onto the support of Xn, where
‖Xn −Gn,t‖∞ ≤ e
τ
dn − 1. (63)
Further, we can determine the range of Xn, such that
(2− e τdn )Gn,t ≤ Xn ≤ e τdn . (64)
From the above inequality, we have
‖G[1,k] −Xk‖∞ ≤ e
τ
dk − 1, (65)
where τ = t(t− 1)/2. Therefore, ‖IA1 ⊗GA2B(GA1A2 ⊗
IB −GA1A2B)‖∞ is given by
M ≤‖IA1 ⊗Xl+1[Xm−1 ⊗ IB −Xm]‖∞
+ (e
τ
dm−1 − e τdm )‖IA1 ⊗Xl+1‖∞
+ (e
τ
dl+1 − 1)‖Xm−1 ⊗ IB −Xm‖∞
+ (e
τ
dl+1 − 1)(e τdm−1 − e τdm ),
≤‖IA1 ⊗Xl+1[Xm−1 ⊗ IB −Xm]‖∞
+ e
τ
dl+1 (2e
τ
dm−1 − e τdm − 1)− (e τdm−1 − 1).
(66)
Let
Yπ :=
∑
π 6=σ
(|ψσ,d〉〈ψσ,d|)⊗l(|ψπ,d〉〈ψπ,d|)⊗l
⊗ (|ψσ,d〉〈ψσ,d|(IB − |ψπ,d〉〈ψπ,d|)).
(67)
9Then, the first item of inequality (66) is given by
‖IA1 ⊗Xl+1[Xm−1 ⊗ IB −Xm]‖∞
=‖
∑
π∈St
(|ψπ,d〉〈ψπ,d|)⊗(m−l−1) ⊗ Yπ‖∞,
=‖
∑
π∈St
(Bm−l−1|π〉〈π|B†m−l−1)⊗ Yπ‖∞,
≤‖Bm−l−1B†m−l−1‖∞maxπ ‖Yπ‖∞.
(68)
Inequality (66) can be further scaled, with
M ≤e τdm−l−1 max
π
‖Yπ‖∞
+ e
τ
dl+1 (2e
τ
dm−1 − e τdm − 1)− (e τdm−1 − 1),
≤(2e τdl−1 − 1)(e τd2l−1 − 1).
(69)
For every τ < dl−1, we have
M ≤(1 + 2τ
dl−1
+O(
2τ2
d2l−2
))(
τ
d2l−1
+O(
τ2
d4l−2
)),
≤(1 + 2τ
dl
)
τ
d2l−2
,
≤ 2τ
d2l−2
≤ 1
2
√
l
.
(70)
Then, choosing l ≥ ⌈0.8(logd(4τ) + 2)⌉, we find M ≤
1/(2
√
l).
2
Lemmas 2 and 3 indicate that, for every integer n, t
‖∆tν −∆tµHaar‖3 = 1−
∆(Hn,t)
n
,
≤(2t) 1r(n−1) (1 − 1
en−1(d2 + 1)n−2
)
1
(n−1)2 .
(71)
Inequality (15) is substituted into inequality 71, we have
∆(Hn,t) ≥n(2t)
1
(n−1)2en−1(d2+1)n−1 ln 1
2t
e[e(d2 + 1)]n−2(n− 1)2 ,
≥ n
(n− 1)2en−1(d2 + 1)n−2 + 1 ,
(72)
where the second inequality follows the Taylor expansion
e1+δ ≈ e(1 + δ), when δ → 0.
Applying Lemma 5 with n = ⌈0.8 logd(2t(t− 1)) + 2⌉,
we can eliminate the effects of n, with
∆(Hn,t)
≥ n
e2(d2 + 1)[2t(t− 1)]3⌈0.8 logd[2t(t− 1)] + 1⌉2 + 1
,
(73)
where we use 0.8 logd[e(d
2 + 1)] ≤ 3.
Finally, we can scale the range of the ǫ-approximate
unitary t-design by eliminating the influence of n, such
that
‖∆tν −∆tµHaar‖3
≤1− (e2(d2 + 1)[2t(t− 1)]3⌈0.8 logd[2t(t− 1)] + 1⌉2 + 1)−1.
(74)
D. Proof of Theorem 4
Firstly, we consider the j-th round of circuit C. We
can obtain the Haar-averaged noise superoperator with
unitary t-design, such that
∆tµHaar ,j =
∫
U(d)⊗n
U⊗tj Λj(U
†
j )
⊗tµHaar(dUj). (75)
Secondly, we take a distribution ν instead of uniform dis-
tribution µHaar . We can obtain the j-th ǫ-approximate
unitary t-design over averaged noise channel, where
‖∆tν,j −∆tµHaar ,j‖3
=‖
∫
U(d)⊗n
U⊗tj Λj(U
†
j )
⊗tν(dUj)
−
∫
U(d)⊗n
U⊗tj Λj(U
†
j )
⊗tµHaar(dUj)‖3,
≤2ǫj .
(76)
Finally, we let the input state be |0〉. Because the gate
is independent of the noise, we obtain the approximate
average fidelity of the circuit C as
F (C)
=tr(ρ|0〉
K∏
j=1
[GCj
∫
U(d)⊗n
U⊗tj Λj(U
†
j )
⊗tν(dUj)G
nC
j ]ρ|0〉),
≤tr(ρ|0〉
K∏
j=1
[GCj (
∫
U(d)⊗n
U⊗tj Λj(U
†
j )
⊗tµHaar(dUj) + 2ǫj)
·GnCj ]ρ|0〉),
≤tr(ρ|0〉
K∏
j=1
[GCj
∫
U(d)⊗n
U⊗tj Λj(U
†
j )
⊗tµHaar(dUj)G
nC
j ]ρ|0〉)
+ Fg(ρ|0〉,
K∏
i=1
GCi G
nC
i ) · 2
K∑
j=1
ǫj ,
(77)
where Fg(ρ|0〉,
∏K
i=1G
C
i G
nC
i ) represents the gate fidelity
Fg(ρ|0〉,
K∏
i=1
GCi G
nC
i ) =(tr
√√√√√|0〉〈0|
K∏
i=1
GCi G
nC
i
√
|0〉〈0|)2,
=(tr
√√√√|0〉〈0|
K∏
i=1
GCi G
nC
i )
2.
(78)
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The gate-independent noise channel can be expressed in
the form
tr(ρ|0〉
K∏
j=1
[GCj
∫
U(d)⊗n
U⊗tj Λj(U
†
j )
⊗tµHaar(dUj)G
nC
j ]ρ|0〉)
=‖
K∏
i=1
GCi G
nC
i ‖1
tr(
∏K
j=1∆
t
µHaar ,j) + d
n
d2n + dn
.
(79)
E. Proof of Theorem 5
Let
CGD,k =U
⊗t
k G
C
k Λ(G
C
k )Λ(G
nC
k )G
nC
k (U
†
k)
⊗t,
CGI,k =G
C
k U
⊗t
k Λk(U
†
k)
⊗tGnCk ,
(80)
where CGD,k and CGI,k denote the k-th rounds of the
CGD and CGI circuits, respectively. G
C
k and G
nC
k rep-
resent a non-trivial Clifford gate and non-Clifford gate
(the non-Clifford is redefined by adding gate I) in the
k-th round, respectively. Then, we have
CGD =
∫
U(d)⊗n
CGD,K:1(
K∏
k=1
µHaar(dUk)),
CGI =
∫
U(d)⊗n
CGI,K:1(
K∏
k=1
µHaar(dUk)).
(81)
The difference in the diamond trace between the gate-
dependent and gate-independent circuit satisfies
‖CGD − CGI‖3
≤
∫
U(d)⊗n
K∑
k=1
‖CGD,K:k+1(CGD,k − CGI,k)CGI,k−1:1‖3
· (
K∏
k=1
µHaar(dUk))
≤
∫
U(d)⊗n
‖
K∏
l=1,l 6=k
GCl G
nC
l ‖1
K∑
k=1
‖CGD,k − CGI,k‖3
· (
K∏
k=1
µHaar(dUk)).
(82)
Now, we consider the k-th round of the circuit only
‖CGD,k − CGI,k‖3
=‖U⊗tk G
C
k Λ(G
C
k )Λ(G
nC
k )G
nC
k (U
†
k)
⊗t
−GCk U⊗tk Λk(U †k)⊗tGnCk ‖3,
≤‖GCk ‖1‖Λ(GCk )Λ(GnCk )− Λk‖3‖GnCk ‖1.
(83)
From the above inequality, by applying the Haar mea-
sure, we can obtain the diamond trace between the gen-
eral circuit CGD and CGI as
‖CGD − CGI‖3
≤‖
K∏
l=1
GCl ‖1‖
K∏
m=1
GnCm ‖1
K∑
k=1
‖Λ(GCk )Λ(G
nC
k )− Λk‖3.
(84)
Now, we use a practical distribution ν to estimate the
approximate difference between the gate-dependent and
gate-independent forms of the circuit. From Eq. (83) in
the k-th round, we have
‖CGD,k − CGI,k‖3
≤‖U˜⊗tk GCk Λ(GCk )Λ(GnCk )−GCk U⊗tk Λk‖3‖GnCk ‖1,
≤(‖U˜⊗tk GCk Λ(GCk )Λ(GnCk )− U⊗tk GCk Λ(GCk )Λ(GnCk )‖3
+ ‖U⊗tk G
C
k Λ(G
C
k )Λ(G
nC
k )−GCk U⊗tk Λk‖) · ‖GnCk ‖1,
≤(‖ 1
‖GnCk ‖
2 (G
nC
k )
†U⊗tk G
nC
k − U⊗tk ‖3‖GCk ‖1
+ ‖U⊗tk G˜
C
k (U
†
k)
⊗tΛ(GCk )Λ(G
nC
k )− G˜Ck Λk‖) · ‖GnCk ‖1,
≤(1 − 1
‖GnCk ‖
Fg(ρ|ψ〉, G
nC
k ) + 2ε(Λ(G
C
k )Λ(G
nC
k )) + 2ε(Λk)
+ 2ǫk) · ‖GCk ‖1‖GnCk ‖1,
(85)
where we use U˜⊗tk =
1
‖GnC
k
‖2
(GnCk )
†U⊗tk G
nC
k in the first
inequality. In the third inequality, we take G˜Ck =
GCk U
⊗t
k . In the fourth inequality, Fg(ρ|ψ〉, G
nC
k ) =
(tr
√
|ψ〉〈ψ|GnCk )2 is the gate fidelity between ρ|ψ〉 and
the k-th round non-Clifford gate GnCk , and ǫk denotes the
error generated by the ǫ-approximate unitary t-designs.
ε(Λ(GCk )Λ(G
nC
k )) and ε(Λk) indicate the errors of the
gate-dependent and gate-independent channels, respec-
tively.
IV. DISCUSSION
We can substantially improve the result for the proof
of Theorem 5 by leaving the (k − 1)-th round inside the
diamond trace in Eq. (82) and substituting Eq. (85) for
every term except k = 1. Therefore,
‖CGD − CGI‖3
≤
∫
U(d)⊗n
‖
∏
l=1,l 6=k,k−1
GCl G
nC
l ‖1
K∑
k=1
‖(CGD,k − CGI,k)
·
∫
U(d)⊗n
GCmU
⊗t
m Λm(U
†
m)
⊗tGnCm ν(dUm=k−1)‖3
· (
K∏
k=1,k 6=m
ν(dUk)) + 2εdif ,
(86)
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where
2εdif
=
K∏
l=1
(‖GCl ‖1‖G
nC
l ‖1)
K∑
k=1
(1 − 1
‖GnCk ‖
Fg(ρ|ψ〉, G
nC
k ) + 2ǫk).
(87)
Then, we let Λm = (Λm − I) + I, such that
‖(CGD,k − CGI,k)
∫
U(d)⊗n
GCmU
⊗t
m Λm(U
†
m)
⊗tGnCm
· ν(dUm=k−1)‖3
≤‖(CGD,k − CGI,k)
∫
U(d)⊗n
GCmU
⊗t
m (Λm − I)(U †m)⊗tGnCm
· ν(dUm=k−1) + (CGD,k − CGI,k)‖GCk−1GnCk−1‖1‖3.
(88)
Inserting Eq. (88) this into Eq. (86), we obtain
‖CGD − CGI‖3
≤
K∏
l=1
‖GCl G
nC
l ‖1‖CGD,1 − CGI,1‖3
+
∫
U(d)⊗n
∏
l=1,l 6=k
(‖GCl ‖1‖G
nC
l ‖1)
K∑
k=2
‖(CGD,k − CGI,k)
· (‖Λk−1 − I‖3 + 2ǫk−1 + 1)‖3(
K∏
k=2
ν(dUk)) + 2εdif ,
≤
K∏
l=1
(‖GCl ‖1‖G
nC
l ‖1)
K∑
k=1
‖Λ(GCk )Λ(G
nC
k )− Λk‖3 + 2εimpdif ,
(89)
where
2εimpdif
=
K∏
l=1
(‖GCl ‖1‖G
nC
l ‖1)
K∑
k=1
(2ǫk−1‖Λ(G
C
k )Λ(G
nC
k )− Λk‖3
+ (1− 1
‖GnCk ‖
Fg(ρ|ψ〉, G
nC
k ) + 2ǫk)(2ǫk−1 + 2)).
(90)
Finally, we estimate the average fidelity of K rounds
of a large-scale quantum circuit.The Haar-averaged fi-
delity can be related to the entanglement fidelity Fe,
which has been proposed as a means of characterizing the
noise strength in a physical quantum channel Λ [32, 49].
Therefore, we obtain
tr(ρ|0〉
K∏
j=1
[GCj
∫
U(d)⊗n
U⊗tj Λj(U
†
j )
⊗tµHaar(dUj)G
nC
j ]ρ|0〉)
=‖
K∏
i=1
GCi G
nC
i ‖1
dnFe(
∏K
j=1 Λj) + 1
dn + 1
,
≤‖
K∏
i=1
GCi G
nC
i ‖1
dn
∏K
j=1 Fe(Λj) + 1
dn + 1
,
(91)
where Fe(
∏K
j=1 Λj) denotes the noise strength of the en-
tire sequence and Fe(Λj) denotes the single round noise
strength of the sequence, which is based on ancilla-
assisted process tomography.
Now, we consider the average gate fidelity error
2ε(U⊗t,t) only, which is caused by applying the ν dis-
tribution of the unitary t-designs. The overall error is a
linear superposition of the errors of each round. Because
every unitary operator is randomly chosen from the Clif-
ford group, this is the same as taking unitary t-designs
over the entire sequence C K times. Then, we have
2εk(U
⊗t,t)
=2‖
∫
U(d)⊗n
U⊗t ·
K∏
k=1
(GCk ΛkG
nC
k ) · (U †)⊗tν(dU)
−
∫
U(d)⊗n
U⊗t ·
K∏
k=1
(GCk ΛkG
nC
k ) · (U †)⊗tµHaar(dU)‖3.
(92)
For all i ∈ [1,K], we have
2ε(U⊗t,t) = 2Kmax
i
εi(U
⊗t,t). (93)
V. CONCLUSION
We have proven that local random unitary operators
can be used to construct a unitary t-design for fidelity
estimation. Upon application of unitary t-design, an er-
ror is generated by the pseudo-randomness of the dis-
tribution of the Clifford unitary operator. Therefore,
we quantitatively analyzed the ǫ-approximate unitary t-
design and obtain a better bound for the arbitrary dis-
tribution of the unitary operator. From the analysis re-
sults, we can conclude that increasing r is more conducive
to achieving randomness and increasing t is easier to
construct random circuit in randomized benchmarking.
The ǫ-approximate unitary t-design is also robust against
SPAM. Then, we applied this method to a large-scale
quantum circuit for average fidelity estimation. Hence,
the proposed approach was to be an effective tool for
estimating channel noise in practice.
However, there are still some shortcomings requiring
resolution. We do not known whether a non-Clifford gate
12
can be applied to a unitary t-design, nor do we have
knowledge of the resultant error. Further, the circuit
model considered in this study was linear. Therefore,
we must consider a more general circuit and find a more
effective method of estimating the error.
An open question remains as to whether we can use
the specific distribution of the unitary operators to es-
timate the error caused by unitary t-design application
and to give a robust fault-torrent threshold of the circuit
in theory. Another open question is whether we can ap-
ply our results to randomness evaluation in practice. We
can use error bars [50–52] to evaluate the experimental
results and take the ǫ-approximate unitary t-design as a
quality factor acting in the confidence interval.
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Appendix A: Two steps of random walk acting on
three qubit systems
Now we will prove two steps of random walk acting
on three qubit systems. Let R1 and R2 be two unitaries
acting on three qubit d-dimensional systems. Consider
two steps of the walk. Then we have four possibilities,
each occurring with probability 1/4,
R1 → {U˜12U12R1, U˜23U12R1, U˜12U23R1, U˜23U23R1},
(A1)
for independent Haar distributed unitaries
U12, U23, U˜12, U˜23, and likewise for R2. Here the
different indices of the unitaries label in which different
subsystems they act non-trivially.
In trivial coupling, the two unitaries R1 and R2 must
be the same transformation. Then we should consider
the nontrivial coupling. We modify the transformation
with the unitary V23 and V12, so that U˜23V23 and U˜12V12
are Haar distributed for U˜23 and U˜12, respectively. We
have
R1 →R′1
={U˜12U12R1, U˜23V23U12R1, U˜12V12U23R1, U˜23U23R1}
(A2)
where the unitary V23 and V12 depend on U12 and U23,
respectively. And the unitary R2 undergoes the same
transformation as before
R2 → R′2 = {U˜12U12R2, U˜23U12R2, U˜12U23R2, U˜23U23R2}.
(A3)
Then we will show the average of the distance between
two unitaries R1 and R2 becomes closer after random
walk transformation.
E(‖R′1 −R′2‖2)
=
1
4
(E(‖U˜12U12R1 − U˜12U12R2‖22)
+E(‖U˜23V23U12R1 − U˜23U12R2‖22)
+E(‖U˜12V12U23R1 − U˜12U23R2‖22)
+E(‖U˜23U23R1 − U˜23U23R2‖22)),
(A4)
with the expectation taken over Haar distributed
U˜12, U12, U˜23, U23. We can rewrite the equation as
E(‖R′1 −R′2‖) =
1
4
(2‖R1 −R2‖22
+E(‖V23U12R1 − U12R2‖22) + E(‖V12U23R1 − U23R2‖22)).
(A5)
Since V12 and V23 can depend in arbitrary way on U23
and U12, respectively, we can take the minimum over V12
and V23 to get
E(‖R′1 −R′2‖2)
=
1
4
(2‖R1 −R2‖22
+E(min
V23
‖V23U12R1 − U12R2‖22)
+E(min
V12
‖V12U23R1 − U23R2‖)).
(A6)
Then, for any two unitaries R1 and R2 we have
‖R1 −R2‖22 = 2(tr(I) −Re(tr(R1R†2))). (A7)
Since R1 and R2 are infinitesimally close we can write
R = R1R
†
2 = e
iǫH = I+ iǫH − ǫ
2
2
H2 +O(ǫ3) (A8)
for a Hermitian matrix H with ‖H‖2 ≤ 1. Then we get
‖R1 −R2‖22 = 2(tr(I) −Re(tr(R1R†2)))
=2(tr(I) −Re(tr(I+ iǫH − ǫ
2
2
H2 − i ǫ
3
6
H3 +O(ǫ4))))
=ǫ2tr(H2) +O(ǫ4)
(A9)
Consider the term E(minV12 ‖V12U23R1 − U23R2‖22) in
the right side of the above equation. (The other terms
have the similar results.) We have
E(min
V12
‖V12U23R1 − U23R2‖22)
=2(tr(I) − E(max
V12
|Re(tr(V12U23R1R†2U †23))|))
=2(tr(I) − E‖tr3(U23RU †23)‖1),
(A10)
where, ‖X‖1 = maxU∈U |tr(UX)|. Then, we get
‖tr3(U23RU
†
23)‖1
=‖tr3(I+ iǫU23HU
†
23 −
ǫ2
2
U23H
2U †23 +O(ǫ
3))‖1
=‖tr3(I+ iǫU23HU
†
23)−
ǫ2
2
tr3(U23H
2U †23) +O(ǫ
3)‖1
=‖tr3(e
iǫU23HU
†
23 +
ǫ2
2
(U23HU
†
23)
2)− ǫ
2
2
tr3(U23H
2U †23) +O(ǫ
3)‖1
=tr(I) +
ǫ2
2
1
d
tr((tr3(U23HU
†
23))
2)− ǫ
2
2
tr(H2) +O(ǫ3),
(A11)
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so that we get
E inf
V12
‖V12U23R1 − U23R2‖22
=ǫ2[tr(H2)− 1
d
E(tr((tr3(U23HU
†
23))
2))] +O(ǫ3).
(A12)
Now our goal is to compute the average
E(tr((tr3(U23HU
†
23))
2)). We note that for any op-
erator C123 we have [53]
tr(C212) = tr((C123 ⊗ C123)(F12:12 ⊗ I3:3)) (A13)
where systems with bars are copies of original systems,
and F is the operator which swaps systems 12 with 12.
Therefore
E(tr((tr3(U23HU
†
23))
2))
=E(tr((H123 ⊗H123)(U †23 ⊗ U †23)(F12:12 ⊗ I3:3)(U23 ⊗ U23))).
(A14)
We now compute
E((U †23⊗U †23)(F2:2⊗I3:3)(U23⊗U23)) =
d
d2 + 1
(I23:23+F23:23).
(A15)
Using the fact that the tensor product of swap operators
is again a swap operator(e.g. F12:12 = F1:1 ⊗ F2:2), we
obtain
E(tr((tr3(U23HU
†
23))
2))
=
d
d2 + 1
(tr((H123 ⊗H123)F123:123
+(H123 ⊗H123)F1:1 ⊗ I23:23))
=
d
d2 + 1
(tr(H2) + tr(H21 ))
≥ d
d2 + 1
tr(H2).
(A16)
Hence we obtain
inf
V12
E(‖V12U23R1−U23R2‖22) ≤ ǫ2(1−
1
d2 + 1
)tr(H2)+O(ǫ3).
(A17)
Finally, we get
E(‖R′1−R′2‖2) ≤ ǫ2(1−
1
2
1
d2 + 1
)tr(H2)+O(ǫ3). (A18)
The fact that
∫
U(dn) U
⊗t,tν(dU) is a projector that
g(ν∗k, t) = g(ν, t)k. (A19)
Then, applying Lemma 1
lim sup
ε→0
sup
U1,U2∈U(d3)
{W2((ν3,d)
∗2νU1 , (ν3,d)
∗2νU2)
‖U1 − U2‖2
:
‖U1 − U2‖2 ≤ ε} ≤ C := (1−
2
4
1
d2 + 1
)
1
2 .
(A20)
Since maxU1,U2 ‖U1 − U2‖2 ≤
√
2d3/2 with U1, U2 ∈
U(d3), we get
W (ν, µHaar) ≤W2((ν3,d)∗2νU1 , (ν3,d)∗2νU2)
≤(1 − 1
2
1
d2 + 1
)
1
2
√
2d
3
2 .
(A21)
Appendix B: Haar measure of Monomials
We followed the generalization of Haar average of state-
component monomials in Ref. [36].
∑
π∈St
|〈ψσ,d|ψπ,d〉|n = 1
dtn
∑
π∈St
tr(Vdn(π)Vdn(σ)
T )
=
1
dtn
∑
π∈St
tr(Vdn(πσ
−1))
=
1
dtn
∑
π∈St
tr(Vdn(π))
=
t!
dtn
tr(Psym,t,dn),
(B1)
with Psym,t,dn the projector onto the symmetric subspace
of (Cd
n
)⊗t:
Psym,t,dn =
1
t!
∑
π∈St
Vdn(π). (B2)
Consider a set of unitary operators in dn-dimensional
Hilbert space, H = Cdn consisting of the set of normal-
ized pure states. These states correspond to the points
of a unit sphere S2d
n−1 which is the ”surface” of a ball
in 2dn real dimensions. There exists a unique natural
measure that is induced by the invariant (Haar) mea-
sure on the unitary group U(dn): a uniformly random
pure state can be defined by the action of a uniformly
random unitary matrix on an arbitrary reference state.
The measure on pure states is distinguished by the ro-
tational invariance of the Haar measure, which we will
denote as µHaar(U|ψ〉). Choosing a fixed representation,
U|ψ〉 = |ψ〉〈ψ| =
∑
i c
2
iU|i〉 where |ψ〉 =
∑
i ci|i〉. The
uniform measure for normalized vectors in H can be ex-
pressed using the Euclidean parametrization,
µHaar(dU|ψ〉 : ψ ∈ Sd
n
) = (
dn∏
i=1
d2ci)δ(
dn∑
l=1
|cl|2 − 1) (B3)
where δ is the Dirac delta function.
The average value of any function f : H → C takes the
explicit form,
〈f(U)〉ψ =
1
VS2dn−1
f(U)µHaar(dU〈ψ〉 : ψ ∈ S2d
n−1).
(B4)
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Consider first calculating the volume of the unitary op-
erators. We have
VS2dn−1 =
∫
S2d
n−1
µHaar(dU) (B5)
=
∫
S2d
n−1
(
dn∏
i=1
d2
ui
r
)(
∑dn
l=1 |ul|2
r2
− 1) (B6)
=
∫
S2d
n−1
(
dn∏
i=1
d2ui)r
−2dn(
√∑dn
l=1 |ul|2
r
− 1) (B7)
=
∫
S2d
n−1
(
dn∏
i=1
d2ui)r
−2dn+1(
√√√√ dn∑
l=1
|ul|2 − r), (B8)
where we have made the change of variables ci =
ui
r
in equality (B6). And in the equality (B7) we use
δ(
√∑dn
l=1 |ul|2 − r) instead of δ(
∑dn
l=1 |ul|2 − r2) for the
variable radius r2 =
∑dn
l=1 |cl|2. We used the identity
δ(ab − 1) = bδ(a− b) to get the equality (B8). Collecting
factors of r on the left hand side, we can use the char-
acteristics of Γ(z) =
∫∞
0
e−ttz−1dt, Rez > 0 to solve the
problem.
VS2dn−1
∫ ∞
0
drr2d
n−1e−r
2
=
∫ ∏
i=1
d2uie
−
∑
dn
l=1 |ul|
2
(B9)
VS2dn−1
Γ(N)
2
= [Γ(
1
2
)]2d
n
= πd
n
(B10)
VS2dn−1 =
2πd
n
(dn − 1)! (B11)
where we have used Γ(n) = (n − 1)!,Γ(12 ) =
√
π and∫∞
0
r2qe−r
2
dr = Γ(q+1/2)2 .
Now we can calculate the correlation function for a
k-body product of distinct unitary operators.
I(k, t) ≡ 〈|c1|2t1 |c2|2t2 · · · |ck|2tk〉
=
1
VS2dn−1
∫
S2d
n−1
µHaar(dU)|c1|2t1 |c2|2t2 · · · |ck|2tk ,
(B12)
which corresponds to the expectation of a homogeneous
monomial of degree t, where t =
∑k
j=1 tj . Here we use
U|i〉 instead of U|ψ〉. Similarity, we have
I(k, t)VS2dn−1
∫ ∞
0
drr2d
n−1+2
∑
k
j=1 tje−r
2
=
∫ dn∏
i=1
d2uie
−
∑
dn
l=1 |ul|
2
k∏
j=1
|uj|2tj .
(B13)
Inserting the equality (B10) and (B11), we have
I(k, t)
2π
(dn − 1)!
Γ(dn +
∑k
j=1 tj)
2
=[
∫
d2ue−|u|
2
]d
n−k
k∏
j=1
∫
d2uje
−|uj|
2 |uj |2tj .
(B14)
We used
∫
d2ue−|u|
2
= π to get
I(k, t) =
(dn − 1)!
πk(dn + t = 1)!
k∏
j=1
∫
d2uje
−|uj |
2 |uj|2tj .
(B15)
In order to evaluate the remaining factor we change to
polar coordinates, with uj = x + iy, and dxdy = rdrdθ,
giving for each uj the factor,
∫
d2uje
−|uj|
2 |uj |2tj = 2π
∫ ∞
0
dre−r
2
r2tj
= 2π
Γ(tj + 1)
2
= πtj !
(B16)
Hence,
I(k, t) ≡ 〈|c1|2t1 |c2|2t2 · · · |ck|2tk〉
=
t1!t2! · · · tk!
(dn + t− 1)(dn + t− 2) · · · dn .
(B17)
Following the definition of Psym,t,dn , we get
tr(Psym,t,dn) = I(1, t)
−1. Then, we have
∑
π∈St
|〈ψσ,d|ψπ,d〉|n = (d
n + t− 1) · · · (dn + 1)dn
dtn
.
(B18)
