Abstract Protein networks, describing physical interactions as well as functional associations between proteins, have been unravelled for many organisms in the recent past. Databases such as the STRING provide excellent resources for the analysis of such networks. In this contribution, we revisit the organisation of protein networks, particularly the centrality-lethality hypothesis, which hypothesises that nodes with higher centrality in a network are more likely to produce lethal phenotypes on removal, compared to nodes with lower centrality. We consider the protein networks of a diverse set of 20 organisms, with essentiality information available in the Database of Essential Genes and assess the relationship between centrality measures and lethality. For each of these organisms, we obtained networks of highconfidence interactions from the STRING database, and computed network parameters such as degree, betweenness centrality, closeness centrality and pairwise disconnectivity indices. We observe that the networks considered here are predominantly disassortative. Further, we observe that essential nodes in a network have a significantly higher average degree and betweenness centrality, compared to the network average. Most previous studies have evaluated the centrality-lethality hypothesis for Saccharomyces cerevisiae and Escherichia coli; we here observe that the centralitylethality hypothesis hold goods for a large number of organisms, with certain limitations. Betweenness centrality may also be a useful measure to identify essential nodes, but measures like closeness centrality and pairwise disconnectivity are not significantly higher for essential nodes.
Introduction
Protein networks, describing functional associations as well as physical interactions between proteins, have been unravelled for several organisms in the recent past. A number of methods have been developed to identify protein-protein interactions, using both experimental (Shoemaker and Panchenko 2007a) and computational techniques (Shoemaker and Panchenko 2007b) . Databases such as the DIP (Xenarios et al. 2002) and STRING (Szklarczyk et al. 2011) provide excellent resources for building and analysing networks of proteins. The organisation of these protein networks have been studied in the past, particularly examining the importance of highly connected proteins, or 'hubs', in terms of their essentiality, or lethality (Batada et al. 2006; He and Zhang 2006; Jeong et al. 2001; Ning et al. 2010; Rodrigues et al. 2011; Song and Singh 2013) . Previous studies have also addressed how complex networks can be attacked, by targeting specific nodes, based on centrality properties (Holme et al. 2002) . Many of the previous studies (Batada et al. 2006; He and Zhang 2006; Jeong et al. 2001 ) have focussed on budding yeast, Saccharomyces cerevisiae, as the model organism, while some focus on yeast and Escherichia coli (Ning et al. 2010) .
In this contribution, we revisit the organisation of protein networks, particularly the centrality-lethality hypothesis (He and Zhang 2006; Jeong et al. 2001) , assessing the importance of a set of network parameters and centrality measures, for protein networks of a diverse set of 20 organisms. The networks we consider are functional association networks from the STRING database; however, we consider only the interactions and associations reported with high confidence. We analyse various network parameters, such as degree centrality, betweenness centrality, closeness centrality and pairwise disconnectivity index.
In particular, we seek to answer the following questions, across a diverse set of 20 organisms: How are protein networks organised, structurally, in terms of the connectivity of essential and non-essential proteins? Does the centralitylethality hypothesis hold good for different types of organisms? Do essential proteins hold a special position in the network organisation? What are the important network metrics that can decide if a protein is likely to be essential?
Methods

Data
We obtained the protein networks for 20 organisms from the STRING database (STRING version 9.0; http://string. embl.de/; file protein.links.v9.0.txt.gz). We chose these 20 organisms, because they had essentiality data available from the Database of Essential Genes (see below). The STRING database (Szklarczyk et al. 2011 ) includes interactions from published literature describing experimentally identified protein interactions, as well as functional associations from genome sequence analysis using many wellestablished methods based on phylogenetic profiling, domain fusion and gene neighbourhood concepts. For each organism, we considered only the high-confidence interactions, i.e. interactions with a STRING score greater than 700.
Data on essential genes were obtained from the Database of Essential Genes (DEG version 5.0; http://tubic.tju. edu.cn/deg/). While the DEG indexes proteins using the NCBI GI numbers (GenInfo Identifiers), the STRING indexes proteins using RefSeq/ENSEMBL identifiers. We translated the DEG identifiers to STRING identifiers, using the aliases file provided in the STRING database (file protein.aliases.v9.0.txt.gz) . Based on the data in the DEG, we annotated proteins in the networks derived from STRING as essential or non-essential. Some essential proteins may not have high-confidence interactions; this leads to a small discrepancy in the number of proteins listed as essential in DEG for an organism, and the number in the third column of Table 1. The table also lists all the organisms considered in this study, along with statistics on network size, number of essential proteins, as well as the total number of interactions considered. Network analyses A number of biological networks have been analysed using concepts from graph theory in computer science. An excellent introduction to network biology, the science of analysing biological networks, can be found elsewhere (Barabási and Oltvai 2004) . For the protein networks we discuss here, the nodes are proteins, and the interactions between proteins comprise edges. Nodes in networks can be characterised by several parameters, which evaluate their importance in the network's structure, from different perspectives. We here describe only few of the important network parameters, which we have used in our study. A more comprehensive review of networks and network parameters can be found elsewhere (Boccaletti et al. 2006; Newman 2003b ).
Degree centrality
Degree centrality, or degree, represents the number of edges or links that a node has to other nodes in the network.
Betweenness centrality
Betweenness centrality (C B ) measures the participation of a node in the shortest parts in a network. For a graph G(V,E) with n vertices (nodes), the betweenness centrality of a vertex v is defined as:
Here, r st is the number of shortest paths from s to t, and r st (v) is the number of shortest paths from s to t that pass through the vertex v. Betweenness centrality was first defined by Freeman (1977) .
Closeness centrality
Closeness centrality (C C ) is defined as the reciprocal of the sum of all geodesic distances from one vertex to all other vertices in the graph (Sabidussi 1966) :
Here d G (v,t) represents the distance between v and t in the graph. Note that closeness centrality can generally be computed only for a fully connected graph.
Pairwise disconnectivity index
The pairwise disconnectivity index was defined by Wingender and co-workers earlier (Potapov et al. 2008) , as the ''fraction of those initially connected pairs of vertices in a network which become disconnected if vertex v is removed from the network'':
Here, N 0 is the total number or vertex pairs in the network that are connected by a path of any length in the network, and N -v is the number of vertex pairs that remain connected following the removal of vertex v. We computed these values for every node in each of the networks, using MATLAB and the Boost Graph Library for MATLAB (http://dgleich.github.io/matlab-bgl/).
Assortativity
Newman (2003a) defined a measure to quantify the assortativity of networks with discrete types of nodes. In our networks, we have two types of nodes-essential and nonessential. We compute the assortativity coefficient as defined by Newman:
where e is a 2 9 2 matrix indicating the fraction of edges between nodes of different types (essential and nonessential). e ij in the matrix represents the fraction of edges in the network between a node of type i and a node of type j. The trace of a matrix is the sum of the main diagonal elements, while Á k k denotes the sum of all the elements in the corresponding matrix.
Results
We analysed the relationships between essentiality and network parameters such as degree centrality, betweenness centrality, closeness centrality and pairwise disconnectivity index. We performed these analyses for 20 organisms with data available in the DEG. While Arabidopsis thaliana had the smallest fraction of essential genes, some of the very small organisms had very large fractions of essential genes, viz. Mycoplasma genitalium (81.4 %) and M. pulmonis (46.8 %). This is understandable, given that these organisms have very small genomes, and that a large number of genes in their genomes might not be redundant, but rather have very important functions for the survival of the organism. S. cerevisiae has its 5,477 proteins connected through a large number of high confidence interactions. About 20 % of the proteins in S. cerevisiae are essential. E. coli has 3,789 proteins in its network, with about 18 % of its nodes being essential.
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Protein networks are predominantly disassortative/ essential proteins tend to connect to non-essential proteins
We observe that nearly all of the protein networks studied here show low assortativity. Table 2 illustrates the distribution of various edge types (essential-essential, nonessential-non-essential and essential-non-essential) as well as the assortativity coefficients, computed according to Newman (2003a) . If a network is assortative, then a vast majority of the edges must connect like nodes. In the protein network of S. typhi, which has an assortativity coefficient of 0.55, we observe that 85 % of the connections are between like nodes. In all the other networks, the assortativity coefficient is less than 0.5; even though a number of edges connect non-essential nodes amongst themselves, relatively few edges connect essential nodes amongst themselves, leading to low overall assortativity.
Do essential nodes differ significantly in certain metrics?
Many previous studies have highlighted the critical roles played by 'hubs', or highly connected proteins in protein networks (He and Zhang 2006; Jeong et al. 2001) ; the centrality-lethality hypothesis essentially implies that proteins essential for an organism's survival are likely to have a higher degree (Jeong et al. 2001) . We here examine multiple metrics, in addition to degree, as to whether essential proteins in the networks differ in terms of metrics such as betweenness centrality, closeness centrality and pairwise disconnectivity index. We address this question by means of a simple statistical test: our null hypothesis is that essential nodes have the same average value of a metric (degree, betweenness centrality, etc.) as the entire set of nodes in the network. We consider the set of essential nodes (E) as a particular subsample of the entire set of nodes (N). Following this, we create 10 6 random subsamples of size |E| from N. We then compute a p-value, as the probability of observing a mean value of the metric (in these random subsamples) greater than equal to that of E. Table 3 lists these values for degree, betweenness centrality, closeness centrality and pairwise disconnectivity index, for each of the 20 organisms. For example, in S. cerevisiae, we observe that the degree and betweenness centrality are significantly higher for essential nodes, vis-à-vis the entire network (p \ 10 -6 ). Indeed, it can be clearly seen that the average degree for essential nodes is significantly higher than the network average, for each of the 20 organisms considered. Interestingly, in addition to degree centrality, betweenness centrality also is significantly higher (p \ 0.01), for 15 of the 20 organisms considered here. In stark contrast, closeness centrality and pairwise disconnectivity index for yeast are not significantly different for essential nodes compared to the entire network (p = 0.28 and p = 0.09 respectively). It is clear from the table that metrics such as closeness centrality and pairwise disconnectivity index do not vary significantly for essential nodes, for all of the organisms considered here.
Degree and betweenness centrality correlate with lethality in many organisms Does degree or betweenness centrality form a strong indicator of lethality? To address this, we computed the fraction of nodes that are essential, in a set of proteins having a degree greater than a specified value. Table 4 summarises the N 90 data for degree and betweenness centrality. Overall, we observe that, for most organisms, there is a clear increase in the fraction of essential nodes (albeit gradual), with increase in degree or betweenness centrality.
Closeness centrality and pairwise disconnectivity index are not strong indicators of essentiality We computed closeness centrality for every node in the 20 different networks. Online Resource 3 indicates the variation of the fraction of essential nodes in the 20 organisms with increasing closeness centrality. Clearly, we observe . We also computed the pairwise disconnectivity index (Potapov et al. 2008) for every node in each of the organisms. Online Resource 4 indicates the variation of the fraction of essential nodes in the 20 organisms with increasing pairwise disconnectivity indices. The sparse plots and the large gaps between successive points in the plots indicate that a very large fraction of nodes share the same pairwise disconnectivity index; further, the fraction of essential nodes does not increase very much with an increase in pairwise disconnectivity index, suggesting that this is not a very powerful metric to evaluate the lethality of a node. These observations reiterate the statistical tests illustrated in Table 3 , which showed that the set of essential nodes do not differ significantly from the set of all nodes in the network, in terms of metrics such as closeness centrality or pairwise disconnectivity index.
Discussion
Understanding the structural organisation of protein networks holds the key to understanding biological function, as well as the design principles of biological networks. As several protein networks have become readily available, it is now possible to ask several questions about the structural organisation of these networks, and examine the roles played by different proteins in such networks. The identification and analysis of essential proteins in an organism serves more than one purpose: (1) such proteins may be functionally very important, and mediate a number of biological processes (Batada et al. 2006) , (2) such proteins, particularly in a pathogenic organism, may be of particular interest as drug targets (Flórez et al. 2010; Verkhedkar et al. 2007 ). The identification of essential genes/proteins in an organism experimentally is a challenging, expensive and time-consuming task. Therefore, it is important to identify likely essential proteins in organisms through computational analyses. It is already possible to identify important metabolic enzymes through computational techniques such as flux balance analysis (Joyce and Palsson 2008; Kauffman et al. 2003) . While such methods are powerful, they also require data on the stoichiometry of individual reactions, and are restricted to enzymes/metabolic genes. Protein networks, on the other hand, encompass the entire proteome of an organism-therefore, an analysis of protein network structure may provide a better picture of essential proteins in an organism.
Although there are many metrics commonly used in graph theory and network biology, there is no clear understanding of the best metric to predict essentiality/ lethality in biological systems. For example, even though betweenness centrality has been suggested as an important metric to identify critical nodes in a network (Holme et al. ), other researchers have argued that betweenness centrality may be less informative in many cases (Potapov et al. 2008) .
Following our analysis of multiple network measures in this study, we make three broad observations, for a set of diverse organisms. Firstly, we observe that nearly all the protein networks considered in this study are disassortative; this is in agreement with previous studies by Newman (2002) . Also, most interactions happen amongst nonessential proteins, or between essential and non-essential proteins; interactions amongst essential proteins are much rarer. Secondly, we observe that essential nodes have a significantly higher average degree compared to the network average in all organisms; the centrality-lethality hypothesis thus appears to hold for a larger set of organisms. However, the rate at which the fraction of essential nodes increases, with increase in degree is slow. 99 do we observe nearly 73 % essential nodes. Therefore, while higher degree may be an indicator of lethality in general, high degree does not automatically imply lethality. The average betweenness centrality for essential proteins is significantly higher compared to the network average in most organisms considered here; however, similar to degree, high betweenness centrality does not automatically imply essentiality. Perhaps, it would be fruitful to explore combinations of metrics, which may have a stronger association with lethality. Finally, we observe that metrics such as closeness centrality and pairwise disconnectivity index, while useful to predict/analyse critical nodes in complex networks, are insufficient to predict lethality of proteins in the networks.
Our work does have its limitations. Firstly, we consider protein networks that are composed not only of physical interactions, but also functional associations. However, we consider only the high-confidence associations reported in the STRING database, which should considerably limit any false positive associations in our networks. The advantage, however, is that, these interactions present a more complete view of protein function within a cell, in comparison with networks composed merely of physically interacting protein pairs. While we have considered more organisms than some of the previous studies, it is possible that our results could be altered if we were to consider a much larger and even more diverse set of organisms. Here, we are quite limited by the availability of data on gene essentiality in various organisms. Further, we are also currently limited by the gaps in our existing knowledge of essential genes in the organisms considered; in particular, we would be limited by any gaps in the DEG.
Overall, the major contribution of this study is that the identification of hubs or highly connected proteins is insufficient to identify essential proteins in networks. Importantly, we perform an extensive analysis of protein networks of 20 diverse organisms, which, to our knowledge, has not been carried out before. These organisms differ substantially in the number of proteins, the fraction of essential proteins, the density of interactions and so on. Therefore, our analysis across this diverse set of organisms scrutinises the centrality-lethality hypothesis more critically, and enables us to make general statements about the associations between centrality and lethality for different organisms. Although degree centrality, betweenness centrality and lethality are correlated in many organisms, it is still not possible to predict lethal nodes in an organism to a large degree of accuracy using merely degree/betweenness. Further, we observe that metrics like pairwise disconnectivity index are much poorer indicators of essentiality in protein networks, despite the fact it is a useful metric to analyse critical nodes in complex networks (Potapov et al. 2008) . Indeed, our results reiterate the observation by Roy and others (Roy 2012; Roy and Filkov 2009 ) that individual metrics may not be sufficient to analyse the phenotypes of an organism. Our results warrant a further exploration of the organisation of protein networks; a mere analysis of hubs in a network may not completely explain the complex organisation of protein networks.
