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Abstract—The stability of synchronization state in networks
of oscillators are studied under the assumption that oscillators
and their couplings have slightly mismatched parameters. A
generalized master stability function is provided that takes the
mismatches into account. Using this master stability function a
lower bound on the probability of synchronization is derived for
regular and random network models. The probability of stability
of synchronization is then used to study the phase transition
behavior of the networks. Numerical examples using van der Pol
oscillators are used to illustrate the results and verify the validity
of the analysis. Moreover, the synchronization trend as a function
of statistics of mismatches in the coupling and local dynamics is
investigated using this numerical example.
Index terms: Synchronization, random networks, Erdo¨s-
Re´nyi networks, small-world networks, probability of stability,
parameter mismatch, van der Pol oscillator.
I. INTRODUCTION
The problem of synchronization in a network of identical
oscillators was first introduced by Wiener [1], [2]. Pursuit of
the idea by Winfree in his pioneering work [3] led to this
problem being recognized as being important and relevant in
many fields of research including biology, physics, and engi-
neering [4]. More recently, the introduction of the framework
of master stability function by Pecora and Carroll [5], enabled
the investigation of the impacts of network structure and the
dynamical properties of individual nodes on the stability of
the synchronization state [5], [6]. Following the idea of using
master stability function to study the network of oscillators,
most efforts have been concentrated on the impact of the
topology (structure) of different types of networks on the
stability of the synchronization state: In [5], the short and
long wavelength bifurcation phenomena have been studied
on regular networks (lattices). Other works look at linking
the topological properties such as minimum, maximum and
average node degrees, to the stability of the synchronization
state in networks [6]–[9]. Due to the interesting properties
of small-world networks, which have been introduced in the
seminal work of Watts and Strogatz [10], [11], most of the
following studies were focused on the small-world and scale-
free networks. It has been shown that due to better dynamical
flow (efficient communications), the synchronization can be
stabilized more easily in small-world networks compared to
regular networks [2], [8], [12]. It has also been shown that
the synchronizability of networks improves in homogeneous
networks in contrast to heterogeneous ones [13].
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Although the study of the synchronization of networks of
the identical nodes appears to be matured, few attempts have
been made to study networks with nonidentical nodes or
couplings. The experiments reported in [14] suggest that in the
networks where the oscillator dynamics and their couplings
vary slightly from each other, the oscillators can be nearly
synchronized. That is, the states converge to the vicinity
of a certain trajectory (synchronization manifold). In [15]
and [16], a sensitivity analysis of synchronization have been
performed for a network of mismatched oscillators. It has
been shown that near-synchronization behavior can occur in a
network of mismatched oscillators using master stability func-
tion. The general stability of the synchronization in network
of dynamical systems with nonidentical dynamics for each
node is studied in [17] and [18] using the Lyapunov direct
method. In [19], an approximate master stability function is
proposed and the coupling strength is optimized to achieve
“best synchronization properties”.
In this paper, we investigate the synchronization of a net-
work of mismatched oscillators with mismatched couplings.
Our formulation also allows the consideration of uncertainties
in network link weights, thus generalizing [16] in addition to
its main contributions. Since in presence of mismatch there
is no unique synchronization state in the network, we use the
concept of ε-synchronization [15], where the steady states of
the nodes in the network fall into an ε-neighborhood of a
certain trajectory (synchronization manifold). We then use a
generalized master stability function to study the behavior of
the network around the synchronization state. The proposed
generalized master stability function bounds the oscillator
states to a neighborhood of average synchronization trajec-
tory as a function of Lyapunov exponents of the dynamical
network. These Lyapunov exponents, in turn, are related to
eigenvalues of the Laplacian matrix of the network. We then
provide a probabilistic treatment of synchronization behavior
in terms of mismatch parameters for regular and random
network models. We calculate probability of stability of syn-
chronization, and use it to investigate phase transitions of
the synchronization in the network as the network and node
parameters vary. Finally, we verify our analytical results by
a numerical example for a network of van der Pol oscillators
[20] with mismatched oscillators and couplings.
II. NOTATION AND MAIN VARIABLES
The set of real (column) n-vectors is denoted by Rn and the
set of real m×n matrices is denoted by Rm×n. We refer to the
set of non-negative real numbers by R+. Matrices and vectors
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2are denoted by capital and lower-case bold letters, respectively.
Identity matrix is shown by I. The Euclidean (L2) vector norm
is represented by ‖·‖. When applied to a matrix, ‖·‖ denotes
the L2 induced matrix norm, ‖A‖ =
√
λmax(ATA). Table I
summarizes the main variables used.
TABLE I: Main variables
Variable Description
xi State vector of node i
γi Parameters vector of node i
θji Parameter vector of coupling from node j to node i
f(xi,γi) Dynamics function of node i
h(xj , xi,θji) Coupling function from node j to node i
ui Input vector for node i
Fx Jacobian of vector f with respect to x
Fγ Jacobian of vector f with respect to γ
Hx Jacobian of coupling vector h with respect to x
Hy Jacobian of coupling vector h with respect to y
Hθ Jacobian of coupling vector h with respect to θ
III. SYSTEM DESCRIPTION
Consider a network of N oscillators, indexed by N =
{1 · · · N}. Assume that the dynamics of each isolated
oscillator is governed by
x˙i = f(xi,γi),
where xi ∈ Rn and γi ∈ P ⊆ Rp are the state and parameter
vectors of local dynamics of node i, respectively. P denotes
the set of possible parameter vectors, and f : Rn+p → Rn
describes the local dynamics of an isolated node.
The dynamics of coupled oscillators are given as
x˙i = f(xi,γi) +
∑
i,j∈N
aijh(xj , xi, θij), (1)
where θij ∈ Q ⊆ Rq is the parameter vector of coupling
dynamics from node j to node i, Q denotes the set of possible
parameter values for couplings. The adjacency matrix of the
network is A = [aij ], where aij ∈ R+ is the weight of the
link from node j to node i. There is no connection if aij = 0.
Note that we allow the more general case of directed and
wighted networks. Moreover, h : R2n+q → Rn models the
coupling from node j to node i. We assume that h(x, y,θ)
is Hamiltonian. That is, we assume that Hx = −Hy, where
Hx and Hy denotes the Jacobians of h(x, y,θ) with respect
to x and y, respectively. This is a very general assumption
and encompasses the diffusive coupling model predominantly
used in the literature [13], [16], [19], where it is assumed that
h(x1, x2, [θ1 θ2]) = h˜(x1,θ1)− h˜(x2,θ2).
Note that this generalized model also incorporates uncer-
tainties in the adjacency matrix of the network, A = [aij ] +
[δaij ], considered in [16], by absorbing δaij into θij , i.e.,
θ′ij = [θ
T
ij δaij ]
T .
IV. INVARIANT SYNCHRONIZATION MANIFOLD
Let s be a weighted average of the trajectories of all
oscillators
s =
∑
i∈N
αixi, (2)
where
∑
i∈N αi = 1. Define the deviation of the trajectory
of oscillator i from s as
ei = xi − s. (3)
Moreover, let L = [lij ] be the Laplacian matrix of the network
[21],
L = diag([din1 · · · dinN ])− A,
where dini =
∑
j ∈N aij is the in-degree of node i.
Lemma 1. s =
∑
i∈N αixi is an invariant synchronization
manifold of the network if α = [α1 · · ·αN ]T is a null vector
of LT .
Proof: Taking derivative of (2) yields
s˙ =
∑
i∈N
αix˙i
=
∑
i∈N
αif(s + ei, γ¯ + δγi)
+
∑
i,j∈N
aijαih(s + ej , s + ei, θ¯ + δθij), (4)
where γ¯ =
∑
i∈N αiγi, δγi = γi − γ¯, θ¯ =
1
d¯in
∑
i,j ∈N αiaijθij , δθij = θij− θ¯, and d¯in =
∑
i∈N αidini
is the weighted average in-degree of the network. Linearization
of (4) around (s, γ¯, θ¯) results in
s˙ =
∑
i∈N
αif(s, γ¯) + Fγ
∑
i∈N
αiδγi
+
∑
i, j∈N
aijαih(s, s, θ¯) + Hx
∑
i, j∈N
aijαi(ej − ei)
+Hθ
∑
i, j∈N
aijαiδθji,
where Hx and Hθ are Jacobians of h with respect to its first
and third variable, respectively. Recalling that
∑
i∈N αi = 1,
we have
s˙ = f(s, γ¯) + h(s, s, θ¯)
∑
i∈N
dini αi
+Hx
∑
i,j∈N
aijαi(ej − ei).
For s to be an invariant manifold, the last term in the above
equation must be zero. This is achieved if αi are chosen to
satisfy
∑
i, j∈N
aijαi(ej − ei) =
∑
i∈N
 ∑
j ∈N
(ajiαj − aijαi)
 ei
= 0. (5)
Equation (5), in turn, will be satisfied if
∑
j ∈N (aijαj −
aijαi) = 0 for all i ∈ N , which in matrix form can be
represented as
ATα = diag([din1 · · · dinN ])α,
where α = [α1 · · ·αN ], or[
AT − diag([din1 · · · dinN ])
]
α = 0 = LTα.
3That is, α is a null vector of LT .
Remark 1. We note that, by definition, L has zero row sum.
Thus, it is singular. Consequently, LT always has a null vector,
α. This means that any network has at least one invariant
manifold.
Remark 2. If the the network is connected, the invariant
synchronization manifold is unique. This is due to the fact
that for connected networks the nullity of L is one. Thus, α
and, therefore, s are unique.
Remark 3. In the special case where the network is undi-
rected, L is symmetric. Thus, it also has zero column-sum.
Consequently, α = 1N [1 · · · 1] is its null vector, and the
invariant manifold, s, is the simple average of the trajectories.
With αi chosen such that s is an invariant manifold, we
have
s˙ = f(s, γ¯) + d¯in h(s, s, θ¯), (6)
s(0) =
∑
i∈N
αixi(0),
where s(0) and x(0) are initial states.
V. GENERALIZED MASTER STABILITY FUNCTION
In this section we introduce a master stability function
which generalizes those in [15] and [16] by taking into account
the parameter mismatch in the links and applies to directed and
weighted networks.
As it has been shown in previous section, every connected
network has a unique invariant manifold. Hence, we can define
ε-synchronization as
Definition 1. A network of oscillators is ε-synchronized if
there exists ε > 0 such that
lim sup
t→∞
‖e‖ ≤ ε,
where e = [e1 ... eN ]T .
This definition means that the error from the manifold is
contained in a ball of radius ε. We note that our definition is
different but closely related to that given in [18].
Substituting (1) and (2) in (3), and using Taylor series,
the dynamics of the error with respect to the synchronization
manifold, ei, is given by
e˙i = Fxei −
N∑
j=1
lijHxej + Fγδγi +
N∑
j=1
1i6=j lijHθδθij
+(dini − d¯in)h(s, s, θ¯), (7)
where 1X is the indicator function of X . Stacking (7) for all i
yields the dynamics of the deviation of node trajectories from
s:
e˙ = (I⊗ Fx − L⊗Hx) δx +
(
I⊗ Fγ
)
δγ
+
(A⊗Hθ) δθ + (din − d¯in1TN )⊗ h(s, s, θ¯), (8)
where
δγ = [δγT1 · · · δγTN ]T ,
δθ = [δθT11 · · · δθT1N δθT21 · · · δθT2N · · · θTN1 · · · δθTNN ]T ,
din = [din1 · · · dinN ]T ,
A = diag([a1 · · · aN ]),
and ai is the ith row of A.
Let L = PJP−1 be the Jordan decomposition of L, where
P = [pij ] is a similarity transform and J is in Jordan form.
Then, (8) can be rewritten as
e˙ = (P⊗ I) (I⊗ Fx − J⊗Hx)
(
P−1 ⊗ I) e + (I⊗ Fγ) δγ
+
(A⊗Hθ) δθ + (din − d¯in1TN )⊗ h(s, s, θ¯).
Using the similarity transform
η =
(
P−1 ⊗ I) e,
where η = [ηT1 · · ·ηTN ]T , we obtain
η˙ = (I⊗ Fx − J⊗Hx)η +
(
P−1 ⊗ I) (I⊗ Fγ) δγ
+
(
P−1 ⊗ I) (A⊗Hθ) δθ
+
(
P−1 ⊗ I) ((d− d¯in1TN )⊗ h(s, s, θ¯))
= (I⊗ Fx − J⊗Hx)η +
(
P−1 ⊗ Fγ
)
δγ
+
(
P−1A⊗Hθ
)
δθ
+
(
P−1(d− d¯in1TN )
)⊗ h(s, s, θ¯).
= (I⊗ Fx − J⊗Hx)η + v, (9)
where v = [v1 · · · vN ],
vi =
∑
j ∈N
qij
[
Fγδγj +
N∑
k=1,k 6=j
ajkHθδθjk
+h(s, s, θ¯)(dini − d¯in)
]
,
and qij are the elements of Q = P−1. It is clear that stability
of η and e are equivalent.
To study the stability of (9), let us first consider the simpler
case where J consists of a single Jordan block, i.e.
J = JN (µ) =

µ 1 0 · · · 0 0
0 µ 1 · · · 0 0
0 0 µ · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · µ 1
0 0 0 · · · 0 µ

.
Lemma 2. For system
η˙ = (I⊗ Fx − JN (µ)⊗Hx)η + v,
there exists φ > 0 such that
lim sup
t→∞
‖ηi‖ ≤
N∑
j=i
(
φ
λ
)N−j+1
lim sup
t→∞
‖Fx −Hx‖N−j
× lim sup
t→∞
‖vj‖,
for all i, if λ > 0, where λ = MLE(Fx − µHx), and MLE(.)
returns the maximum Lyapunov exponent of the argument.
4Proof: See Appendix A.
Now, let us assume that J consists of M Jordan blocks
with eigenvalues µm and sizes nm, m ∈ {1, · · · ,M}, where∑M
m=1 nm = N . Then Nm =
∑j
m=1 nm will be the index of
the last row of the mth Jordan block. Define J(i) to be the
index of the Jordan block that contains the ith row of J. In
other words, J(i) = m, if Nm−1 < i ≤ Nm.
Theorem 1. A network of oscillators is ε-synchronized if
λm = MLE(Fx − µmHx) > 0 and
‖P‖2
N−1∑
j=1
( nJ(j)∑
k=1
(
φJ(j)
λJ(j)
)nJ(j)−k+1
× lim sup
t→∞
‖Fx −Hx‖nJ(j)−k lim sup
t→∞
‖vj‖
)2
≤ ε2, (10)
where φm satisfies
∀t, τ, ‖Φm(t, τ)‖ ≤ φme−λm(t−τ).
and Φm(t, τ) is the state transition matrix of Fx − µmHx.
Proof: We have
lim sup
t→∞
‖e‖2 = lim sup
t→∞
ηT (PT ⊗ I)(P⊗ I)η
≤ ‖PTP‖ lim sup
t→∞
‖η‖2
= ‖P‖2 lim sup
t→∞
‖η‖2. (11)
For any Laplacian matrix, we have µM = 0. If the network is
connected, we further have nM = 1. Thus,
ηN =
N∑
j=1
αjej =
N∑
j=1
αj(xj − s) =
 N∑
j=1
αjxj
− s = 0,
which together with (11) yields
lim sup
t→∞
‖e‖2 ≤ ‖P‖2
N−1∑
i=1
lim sup
t→∞
‖ηi‖2. (12)
Lemma 2 upper bounds the right hand side of (12) by the left
hand side of (10).
Corollary 1. A symmetric network of oscillators is ε-
synchronized if λj = MLE(Fx − µjHx) > 0 and
N−1∑
j=1
(
φj
λj
)2
lim sup
t→∞
‖vj(t)‖2 ≤ ε2, (13)
where φj satisfies
∀t, τ, ‖Φj(t, τ)‖ ≤ φje−λj(t−τ),
and Φj(t, τ) is the state transition matrix of Fx − µjHx.
Proof: Since L is symmetric, it can be diagonalized by
unitary matrix P = U = [uij ], where UHU = I. Thus, each
Jordan block will be of size 1. This means that M = N ,
nm = 1, and J(i) = i. Thus, (10) reduces to
N−1∑
j=1
(
φj
λj
)2
lim sup
t→∞
‖vj‖2 ≤ ε2.
Remark 4. In proof of Corollary 1, since unitary transforma-
tion preserves Euclidean norm, (12) holds with equality. Thus,
Corollary 1 is relatively less conservative than Theorem 1.
VI. PROBABILITY OF STABILITY
In the remaining of the paper, we make the following
assumptions:
Assumption 1. The network is symmetric.
This implies that L is diagonalizable by a unitary matrix,
U = [uij ].
Assumption 2. Mismatch parameters, δγi and δθij , are
independent zero mean Gaussian random vectors with co-
variance matrices, Σγ = E[(γi − γ¯)(γi − γ¯)T ] and Σθ =
E[(θij − θ¯)(θij − θ¯)T ], respectively.
Under Assumption 2, vi are linear combination of inde-
pendent Gaussian random variables. Thus, they are jointly
Gaussian. To calculate the probability of (13) being satisfied,
we need to find the probability density function of v =
[vT1 · · · vTN ]T .
Lemma 3. The covariance matrix of v is Σv = [Σij ] where
Σij = FγΣγFTγ1i=j +
N∑
l=1
uilu
∗
jl
N∑
k=1
a2lkHθΣθH
T
θ.
Proof: See Appendix B.
We now provide upper bounds on the probability of sta-
ble synchronization for unweighted regular, Erdo¨s-Re´nyi, and
Newman-Watts networks.
Theorem 2. Under Assumptions 1 and 2, the probability of
stable synchronization of an unweighted K-regular network of
oscillators is lower bounded by
P LBstab(ε) =
[
N−1∏
i=2
(
φ1 λi
λ1 φi
)n]
×
∞∑
j=0
a
(N−1)
j P
(
(N − 1)n
2
+ j,
λ21ε
2
φ21σ
2
)
, (14)
where P (·, ·) is the regularized gamma function,
a
(i)
j =
j∑
k=0
a
(i−1)
k
nj−k
(j − k)! (1−
φ21 λ
2
i
λ21 φ
2
i
)j−k,
a
(2)
k =
nk
k!
(
1− φ
2
1 λ
2
2
λ21 φ
2
2
)k
,
nk =
k−1∏
l=0
(n
2
+ l
)
,
and
σ = lim sup
t→∞
‖FγΣγFTγ +KHθΣθHTθ‖1/2. (15)
5Proof: Since the network is unweighted and K-regular,
we have di =
∑N
k=1 a
2
ik = K. According to Lemma 3 the
blocks of the covariance matrix, Σv, are
Σij = FγΣγFTγ1i=j +KHθ ΣθH
T
θ
N∑
l=1
uilu
∗
jl.
= (FγΣγFTγ +KHθΣθH
T
θ)1i=j . (16)
Hence, vi are uncorrelated. The mean value of vi can be
computed as
E[vi] =
∑
j ∈N
qij
(
FγE[δγj ] +
N∑
k=1,k 6=j
ajkHθE[δθjk]
+h(s, s, θ¯)(K − d¯in)
)
= 0,
which follows noting that δγi and δθij have zero mean and
d¯in = K. Since vi are jointly Gaussian, uncorrelated, and have
zero mean, they are independent.
Now, let us define the whitened Gaussian random vectors
zi = Σ
− 12
ii vi.
Since Euclidean norm is sub-multiplicative, we have
‖vi‖ ≤ ‖zi‖
∥∥∥Σ 12ii∥∥∥ .
lim sup
t→∞
‖vi‖ ≤ lim sup
t→∞
(
‖zi‖
∥∥∥Σ 12ii∥∥∥) .
≤ lim sup
t→∞
‖zi‖ lim sup
t→∞
∥∥∥Σ 12ii∥∥∥ .
= ‖zi‖ lim sup
t→∞
∥∥∥Σ 12ii∥∥∥ ,
The last equality is due to the fact that with the whitening
of ‖vi‖, ‖zi‖ is no longer time variable. In other words, ‖zi‖
is a random variable (not a random process). Since ‖zi‖2 is
the norm squared of a white Gaussian n-vector, it has a chi-
squared distribution with n degrees of freedom. Applying the
result of Corollary 1,
‖e‖2 =
N−1∑
i=1
‖ηi‖2
≤
N−1∑
i=1
(
φi
λi
)2
lim sup
t→∞
‖vi‖2
≤
N−1∑
i=1
(
φiσ
λi
)2
‖zi‖2.
where σ is defined in (15).
Now we have
Pr
(
lim sup
t→∞
‖e‖ < ε
)
= Pr
(
lim sup
t→∞
‖e‖2 < ε2
)
≥ Pr
(
N−1∑
i=1
(
φiσ
λi
)2
‖zi‖2 ≤ ε2
)
=
[
N−1∏
i=2
(
φ1 λi
λ1 φi
)n]
×
∞∑
j=0
a
(N−1)
j
∫ ε2
0
fj(y)dy,
where
fj(y) =
(
λ21
2φ21σ
2
) (N−1)n
2 +j y
(N−1)n
2 +j−1
Γ
(
(N−1)n
2 + j
)e− λ212φ21σ2 y.
which using the results in [22] yields (14).
Theorem 3. Under Assumptions 1 and 2, the limiting proba-
bility of stable synchronization of an unweighted Erdo¨s-Re´nyi
(ER) network of oscillators, with parameter p, as N →∞, is
lower bounded by
P LBstab(ε|λ) =
[
N−1∏
i=2
(
φ1 λi
λ1 φi
)n]
×
∞∑
j=0
a
(N−1)
j P
(
(N − 1)n
2
+ j,
λ21ε
2
φ21σ
2
)
, (17)
where σ = lim supt→∞ ‖FγΣγFTγ + pNHθΣθHTθ‖1/2 and
λ = [λ1 · · ·λN−1].
Proof: The largest eigenvalue of the Laplacian matrix of
any symmetric network is bounded below by the maximum
degree of the network. For large ER networks (N → ∞), it
is also bounded above by Np+
√
Np(1− p) [8]. Thus
dmax ≤ µmax ≤ Np+
√
Np(1− p).
Similarly, the smallest non-zero eigenvalue of ER network can
be bounded as
dmin ≥ µmin ≥ Np−
√
Np(1− p).
According to Lemma 3, the diagonal blocks of covariance
matrix of v are
Σii = FγΣγFTγ + HθΣθH
T
θ
N∑
l=1
|uil|2dl
= FγΣγFTγ +NpHθΣθH
T
θ,
as N →∞, and the off diagonal entries are
Σij = HθΣθH
T
θ
N∑
l=1
uilu
∗
jldl
= HθΣθH
T
θ
N∑
l=1
uilu
∗
jl(dl −Np)
≤
√
Np(1− p)HθΣθHTθ.
Therefore,
lim
N→∞
‖Σij‖
‖Σii‖ = 0.
Consequently, as N → ∞, vi become independent. The
remaining of the proof is similar to that of Theorem 2 and
is omitted in the interest of brevity.
To study the synchronization in small-world networks, we
consider the Newman-Watts model [11]. This model constructs
a small-world network by starting from a K-regular ring
network (Fig. 1) as substrate, then randomly adds new links
with probability p.
6Fig. 1: A 4-regular ring network.
Theorem 4. Under assumptions 1 and 2, the limiting probabil-
ity of stable synchronization of an unweighted Newman-Watts
small-world network of oscillators, with parameters p and K,
as N →∞, is lower bounded by
P LBstab(ε|λ) =
[
N−1∏
i=2
(
φ1 λi
λ1 φi
)n]
×
∞∑
j=0
a
(N−1)
j P
(
(N − 1)n
2
+ j,
λ21ε
2
φ21σ
2
)
, (18)
where
σ = lim sup
t→∞
‖FγΣγFTγ + (K +Np)HθΣθHTθ‖1/2.
Proof: The Laplacian matrix of a Newman-Watts small
world network is
LNW = LRing + LER,
where LRing and LER are the laplacians of a K-regular ring
and an Erdo¨s-Re´nyi network with parameter p. Using Weyl’s
inequalities we can bound the minimum and maximum eigen-
values of the small-world [21]
max{µRingmin , µERmin} ≤ µNWmin ≤ dmin,
µRingmax + µ
ER
max ≥ µNWmax ≥ dmax,
where the eigenvalues of a K-regular ring is [21]
µRingi = K − 2
sin iKpi2N cos
(K+2)ipi
2N
sin ipiN
,
and subscripts min and max refer to smallest non-zero and
maximum eigenvalue of L in corresponding configurations,
respectively. The remaining of the proof is similar to that of
Theorem 3 and is omitted in the interest of brevity.
VII. NUMERICAL EXAMPLE
In this section we verify our analytical results using nu-
merical examples. We consider the van der Pol oscillator [20]
which has the following dynamics
f(xi,γi) =
[
xi2
−x1i − γi(x2i1 − 1)xi2
]
.
We note that since the van der Pol oscillator has a limit cycle,
as t→∞, s is a periodic trajectory. Hence, the Jacobians are
also periodic. We can, therefore, solve (6) analytically using
Fourier series [20].
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Fig. 2: Maximum Lyapunov Exponent (MLE) as a function of
eigenvalues of Laplacian matrix of the network, µ.
We assume that the nodes are coupled through their first
states by
h(xj , xi,θij) =
[
θij1(x1j − x1i) + θij2
0
]
.
Thus, the Jacobians of f(.)and h(.) around (s, γ¯, θ¯) are
Fx =
[
0 1
−1− 2γ¯s1s2 γ¯(1− s21)
]
,
Hx =
[
θ¯1 0
0 0
]
,
Fγ =
[
0
(1− s21)s2
]
,
Hθ =
[
0 1
0 0
]
,
where s = [s1 s2]T . Fig. 2 depicts the maximum Lyapunov
exponent of Fx − µHx as a function of µ, where µ is the
eigenvalue of Laplacian matrix of the network.
Furthermore,
vi =
[ ∑N
j=1 u
∗
ji
∑N
k=1 ajkδθkj2
(1− s21)s2
∑N
j=1 u
∗
jiδγj
]
.
It is clear that vi are independent of δθij1. Also, covariance
matrix of vi of a K-regular ring network for γ¯ = 1 can be
calculated from (16) as
Σii =
[
Kθ¯21σ
2
θ2 0
0 σ2γ((1− s21)s2)2
]
,
and
sup Σii =
[
Kθ¯21σ
2
θ2 0
0 9.93σ2γ
]
, (19)
where sup((1−s21)s2)2 is determined by simulation to be 9.93
and the supremums are calculated over one period of the limit
cycle. Hence, σ = max(
√
Kθ¯1σθ2 , 3.15σγ).
Now, consider a 6-regular ring network of size N = 100,
where γ ∼ N (1, 0.01) and θ ∼ N ([1 0]T , 0.01I). Fig. 3 de-
picts the synchronization manifold, s, and a sample trajectory,
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Fig. 3: Synchronization manifold, s, and a sample trajectory,
x1, for a ring network of van der Pol oscillators.
x1, converging to s. Fig. 4 presents the analytical lower bound
on the probability of stable ε-synchronization in the considered
ring network, as a function of σθ2 and σγ for ε = 0.40.
As it can be seen, the probability of synchronization falls
sharply as the variances of mismatches increase. Moreover, we
observe that the range of σγ and σθ2 for which the network is
stable with high probability is rectangular. This is explained by
noting that σ is related to the maximum of σγ and σθ2 , as it can
be seen in (19). Another observation from Fig. 4 is that even
small mismatches leads to instability of the synchronization
state even with a relatively large tolerance of ε = 0.40.
We now proceed to compare a ring network, an Erdo¨s-Re´nyi
network and a Newman-Watts (small-world) network. For a
fair comparison, we choose the network parameters such that
all networks have the same number of nodes and the same
average node degree. That is, we consider a N = 100 node,
10-regular ring, an Erdo¨s-Re´nyi network with N = 100 and
randomness parameter p = 0.1, and a Newman-Watts network
generated from a N = 100 node, 6-regular ring and link
addition probability p = 0.4 × 100/94 = 0.4167. Fig. 5
presents the probability of stability versus network size, N ,
for these three networks with ε = 0.4. As it can be seen for
the Ring network (Fig. 5 (a)), as N increases, even though the
variance of the mismatch input is constant, σ = 3.15σγ , the
ε-synchronization of the network deteriorates. This is because
as the degree of the nodes are kept constant and network size
increases, the algebraic connectivity1 of the network,
µringN−1 = k − 2
sin(kpi/2N) cos((k + 2)pi/2N)
sin(pi/N)
,
decreases. For large N , in our example, smaller algebraic
connectivity means smaller MLE (See Fig. 2), hence the
probability of ε-synchronization falls sharply.
Fig. 5 (b) presents the probability of ε-stability of the Erdo¨s-
Re´nyi network. It is interesting to note that since the network
is disconnected for smaller network sizes, the network is not
1Algebraic connectivity is defined as the second smallest eigenvalue of the
Laplacian matrix of a network. [21].
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Fig. 4: P LBstab in the ring network as a function of σθ2 and σγ
for ε = 0.4.
synchronized. As network size continues to grow, the network
becomes connected and synchronization behavior emerges.
This behavior continues until the growth in the network size,
increases the variance of the mismatch input, v, to the extent
that the network falls out of ε-stability.
Fig. 5 (c) presents the probability of ε-stability for the
Newman-Watts network. It is interesting to note the mech-
anisms at work as N increases: At first, when N is small
there are very few added links given a small value of p. Thus,
the network has not yet transitioned into a small-world and
its algebraic connectivity is still quite close to that of the
ring topology. Thus, as the size of the network increases its
second smallest eigenvalue decreases. Since the variance of
mismatch, v, is constant (σb = 3.15σγ), the probability of
stability decreases. As N continues to increase, by adding
links in random, sufficient number of long range connections
are established and the small-world transition is achieved.
Consequently, algebraic connectivity of the network starts to
grow rapidly. Hence, λi increase and, therefore, P LBstab improves.
As N continues to increases
√
K +Npσθ2 overtakes 3.15σγ
in the variance of mismatch and its destructive effect surpasses
the improvement caused by transition to small-world. Conse-
quently, we observe that P LBstab begins to drop.
Figs. 6 (a) through (c) depict the probability of ε-stability
as a function of ε in the considered Ring, Erdo¨s-Re´yni, and
Newman-Watts networks for different N and d¯: (a) N =
100, d¯ = 10, (b) N = 200, d¯ = 10, and N = 200, d¯ = 20. As
it can be seen, the analytical lower bound and the simulation
result for the ring network are reasonably close. This is due to
the homogeneity of its node degrees, i.e. di = K, which holds
true for the other networks as N approaches infinity. The other
point directly observed from these figures is that the rise in
the probability of the stability is much sharper in the Erdo¨s-
Re´yni and Newman-Watts networks, this is because the spread
of the spectrum, [µmin, µmax], for these networks are smaller
than that of ring topology. This, in fact, causes the Lyapunov
exponents of the traverse modes to be closer to each other and
hence the networks become easily and rapidly synchronized.
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Fig. 5: Probability of stability as a function N , for (a) ring,
(b) Erdo¨s-Re´nyi, and (c) Newman-Watts networks.
Other interesting observation is that the results for the Erdo¨s-
Re´yni and Newman-Watts networks are similar. The reason
can be sought in the effectiveness of communication in both
networks to each other. As it has been shown in [10], even
though small-worlds are strongly locally connected (due to
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Fig. 6: Pstab as a function of ε for the ring, NW and Erdo¨s-
Re´nyi networks: (a) N = 100, d¯ = 10, (b) N = 200, d¯ = 10,
and N = 200, d¯ = 20.
ring substrate), they have almost the same average shortest
path length of Erdo¨s-Re´yni networks. This results in almost
the same communication efficiency in small-worlds as Erdo¨s-
Re´yni network. Hence, the synchronizability of both types of
networks are similar.
9VIII. CONCLUSION
We had seen that mismatch in either couplings or the
local dynamics does not allow perfect synchronization. Rather,
the network can only be synchronized to a neighborhood of
the synchronization manifold. Considering this relaxed notion
of synchronization we have provided a generalized master
stability function that takes the mismatches into account.
We then used this master stability function to derive lower
bounds on the probability of synchronization in regular, Erdo¨s-
Re´nyi, and Newman-Watts networks. We verified our results
using numerical examples involving networks of van der Pol
oscillators. These examples clearly shows the different phase
transition behavior of the different network models.
APPENDIX A
PROOF OF LEMMA 2
Proof: The state space equation for the ηi can be written
as
η˙i = (Fx − µHx)ηi + (Fx −Hx)ηi+1 + vi(t), (20)
for i 6= N , and
˙ηN = (Fx − µHx)ηN + vN (t). (21)
The solution of (20) and (21) are
ηi(t) = Φ(t, 0)ηi(0) +
∫ t
0
Φ(t, τ)vi(τ)dτ
+
∫ t
0
Φ(t, τ)(Fx −Hx)ηi+1(τ)dτ,
for i 6= N and
ηN (t) = Φ(t, 0)ηN (0) +
∫ t
0
Φ(t, τ)vN (τ)dτ,
where Φ(t, τ) = Z(t)Z−1(τ), and Z is the normal fundamen-
tal matrix of Fx − µHx [23].
Applying triangle inequality yields
‖ηi(t)‖ ≤ ‖Φ(t, 0)‖‖ηi(0)‖
+
∫ t
0
‖(Fx −Hx)ηi+1(τ) + vi(τ)‖‖Φ(t, τ)‖dτ,
for i ∈ {1, ..., N − 1}, and
‖ηN (t)‖ ≤ ‖Φ(t, 0)‖‖ηN (0)‖+
∫ t
0
‖vN (τ)‖‖Φ(t, τ)‖dτ,
which, as t→∞, yields
lim sup
t→∞
‖ηi‖ ≤ ‖ηi(0)‖ lim sup
t→∞
‖Φ(t, 0)‖
+ lim sup
t→∞
‖vi‖ lim sup
t→∞
∫ t
0
‖Φ(t, τ))‖dτ
+ lim sup
t→∞
‖Fx −Hx‖ lim sup
t→∞
‖ηi+1‖
× lim sup
t→∞
∫ t
0
‖Φ(t, τ)‖dτ, (22)
and
lim sup
t→∞
‖ηN‖ ≤‖ηN (0)‖ lim sup
t→∞
‖Φ(t, 0)‖
+ lim sup
t→∞
‖vN‖ lim sup
t→∞
∫ t
0
‖Φ(t, τ)‖dτ.
(23)
We know that there exists positive real φ such that [23]
‖Φ(t, τ)‖ ≤ φe−λ(t−τ),
where λ is the maximum Lyapunov exponent of Fx − µHx.
If λ > 0 this yields
lim sup
t→∞
‖Φ(t, 0))‖ = 0,
lim sup
t→∞
∫ t
0
‖Φ(t, τ))‖dτ ≤ φ
λ
.
Substituting in (22) and (23) yields,
lim sup
t→∞
‖ηi‖ ≤
φ
λ
lim sup
t→∞
‖Fx −Hx‖‖ηi+1‖
+
φ
λ
lim sup
t→∞
‖vi‖,
and
lim sup
t→∞
‖ηN‖ ≤
φ
λ
lim sup
t→∞
‖vN‖.
Solving the recursive inequalities we get
lim sup
t→∞
‖ηi‖ ≤
N∑
j=i
(
φ
λ
)N−j+1
lim sup
t→∞
‖Fx + Hx‖N−j
× lim sup
t→∞
‖vj‖.
APPENDIX B
COVARIANCE OF v
The covariance of v is
Σv = E[(v− v¯)(v− v¯)T ] = [Σij ],
where v¯ = h(s, s, θ¯)⊗(Din−d¯inI) and Din = diag([din1 · · · dinN ]).
Thus, the ijth block of Σv is
Σij =
∑
k,l∈N
uiku
?
jlE
Fγδγk + ∑
m∈N
amkHθδθmk

×
Fγδγl + ∑
n∈N
alnHθδθnl
T

=
∑
k,l∈N
uiku
?
jlFγΣγF
T
γ
+
∑
k,l,m,n∈N
uiku
?
jlakmalnHθΣθH
T
θ1k=l1m=n
= FγΣγFTγ1i=j +
∑
k,m∈N
uiku
?
jk|akm|2HθΣθHTθ.
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