The interplay of disorder, interactions, and quantum fluctuations is an arena which challenges our understanding. The strong-disorder renormalization group (SDRG) is a powerful tool in this endeavor, particularly in one dimension. Here we develop an SDRG scheme for a large class of antiferromagnetic phases in spin systems with a generic continuous global symmetry. The tools and methods we describe can be applied to any Lie-algebra valued spin Hamiltonian in any representation. As examples, we focus on the physically relevant cases of SO(N) and Sp(N) magnetism, showing the existence of infinite-disorder antiferromagnetic phases. These phases display emergent SU(N) symmetry at low energies, and are separated in two distinct classes, with meson-like or baryon-like characteristics. We thereby shed some light on a generic mechanism for symmetry emergence in disordered systems.
I. INTRODUCTION
One-dimensional magnetism carries a historical reputation as a useful platform to study quantum phases and transitions.
1 The convenience of magnetism does not arise from simple chance or tradition: it comes from the easiness with which one defines symmetries and their breaking, their accuracy to describe experimental results and the inherent importance of quantum fluctuations together with the power of tools to approach 1D quantum physics. Spin chains are set apart as a truly ideal playground for quantum phases.
An ingredient whose importance should not be underestimated in phase transitions is disorder.
2 Disorder is not only intrinsic to real physical materials, playing fundamental roles in the determination of transport quantities, but may also stabilize distinctive phases at low energies with no analogue in clean systems. Random singlet phases (RSPs) 3 constitute one such example. These are characterized by ground states comprising randomly distributed and randomly long singlets made of pairs of spins. This is an infinite-disorder phase, where a clear distinction must be made between the average value of correlation functions, decaying as stretched exponentials ∼ e −r ψ with the distance r between spins, and their typical value, decaying as power laws ∼ r −2 . The universal tunneling exponent 3 ψ controls not only correlation functions, but also thermodynamic quantities like the magnetic susceptibility and specific heat of the phase. In simple cases, like XXZ spin-1/2 chains 3 , the tunneling exponent attains a value of ψ = 1/2.
The focus of our analyses here are the RSPs of spin Hamiltonians invariant under Lie group transformations.
4 Particular attention is directed towards the RSPs of SO(N) and Sp(N) invariant Hamiltonians, where we uncover a general mechanism of symmetry emergence. Recently, it has been found that RSPs present a distinct character when larger-than-1/2 spins are considered. 5 In the case when S = 1, two distinct RSPs were found to display emergent SU(3) symmetry, following a tunneling exponent of either ψ M = 1/2 or ψ B = 1/3. In general, symmetry emergence denotes a crossover in which the low-energy long-wavelength physics of a Hamiltonian is governed by a larger symmetry group than it is in its short-wavelength regime. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] In this disordered spin-1 case, from a SU(2) microscopic symmetry, one obtains SU(3) invariance as energy is lowered. In the spin-1 case, the two possible RSPs were dubbed mesonic and baryonic due to their unique ground states and low-energy excitations, which are formed out of SU(3)-objects condensed in pairs or trios or free. Mesonic SU(2S+1) RSP phases were later shown to exist for arbitrary spin-S SU(2)-invariant systems, but the baryonic phases were restricted to exist only in spin-1 chains.
5 Driven by a wish to generalize these phenomena of symmetry emergence, we find in here the final mechanism for the construction of generalized SU(N) baryonic phases and mesonic phases.
The main observation, demonstrated in detail here, is that in order to generalize the spin-1 result previously reported, one should not think of it as SU(3) symmetry developing out of the higher dimensional spin-1 representations of SU(2). Rather, it should be thought as coming from the fundamental vector representation of SO(3).
ones. The first example is the well-known isomorphism between so(3) and su(2). Another example is the algebra isomorphism of so(4)=su(2)×su(2), the latter being realized in the Kugel-Khomskii model. 20 These and other cases reported 19 place our present analysis as centrally relevant to many realizable systems.
To achieve our goal, we rely on the strong disorder renormalization group (SDRG) 21, 22 (for a review, see Refs. 2 and 23). The SDRG method consists in a sequential decimation of local strongly bound spins in a chain with disordered exchange couplings. It is a realspace RG method which allows one to keeps track of the distributions of couplings under coarse graining. The stronger the disorder (i.e. the larger the variance of the distribution of coupling constants), the better is the validity of the method. In terms of technique, we find ourselves in the need to develop and use a general set of tools, which turns out to be remarkably powerful. As we demonstrate, these can be used to conveniently apply the SDRG to disordered Hamiltonians valued at any desired Lie-algebras; analytical expressions can be derived for decimation rules, and a natural basis is found for coupling constants so that their RG flow is maximally decoupled. We focus on SO(N) and Sp(N) groups, but we emphasize that Hamiltonians invariant under any Lie group can be approached by our methods.
This paper is organized as follows. In Sec. II we summarize the necessary information from group theory, considering our particular cases of interest, the orthogonal and symplectic groups. This is a highly technical discussion, and the reader may want to skip it at first, returning to it as fit. In Sec. III C, we display the SDRG decimation rules in closed form that can, in principle, be generalized to spin chains invariant under any Lie group rotations. In this same Section we apply the results to SO(N) and Sp(N) symmetric Hamiltonians. Ones longing to understand the SDRG flow and its analysis may desire to initially skip Sections II and III C, coming back to them as necessary to understand the RG derivations. In Secs. IV, we construct the phase diagram of SO(N) and Sp(N) chains, using the examples of SO(4), SO(5), Sp(4) and Sp (6) . The the SO(3) case 24 also fit in the same discussion, but is not revisited here. After that, we discuss the underlying mechanism of symmetry enhancement in Sec. V. Finally, we summarize our finds and comment on generalizations in Sec. VI.
II. LIE GROUPS TOOL KIT
Renormalization group (RG) analyses involves the flows of coupling constants. To follow such flows, one always benefits from a basis choice in the parameter space which decouples the evolution for each variable as much as possible. The SDRG, with a thermodynamically infinite number of coupling constants, is no different. The flow analysis of general spin chains benefits from the use of a proper language. Such language keeps the covariance 
SO(N)/Sp(N) coupling constants Table I . A summary of our notation convention.
of the Hamiltonian under the RG steps explicit, and is such that the decimation rules can be computed in an as-easy-as-possible way. This language is introduced in the form of a tool kit of Lie groups and algebras, particularizing to the cases of SO(N) and Sp(N). Generally, using this tool kit one may derive the SDRG decimation steps to spin Hamiltonians in any representation of any group. The tools in our set comprise: (i) Lie algebras and their unique representation label scheme. (ii) Irreducible tensor operators lying within a given representation (i.e. a generalization of the familiar SU(2) irreducible tensor operators, naturally built from spherical harmonics).
5 (iii) The corresponding group invariant scalars for each representation. These scalars permit a convenient construction of the most general group invariant Hamiltonian. (iv) The Wigner-Eckart theorem, which brings out the full value of the points above in the SDRG method. It ensures independent coupling constant RG flows to each different scalar operator that forms the spin Hamiltonian . This theorem, applicable to any Lie group, allows one to easily compute the matrix elements of the irreducible tensor operators, and allows the perturbation theory steps of the SDRG decimation to be performed at ease. This Section is quite mathematical, but utterly necessary in what follows; the general exposition in here follows the conventions of Ref. 4 . In order to keep the discussion less abstract, we introduce most concepts using the SO(N) group as a prototype, the Sp(N) case following more easily. The notation used throughout the paper is listed in Table I .
A. SO(N) group

Group structure and representation labeling
The SO(N) group is the group of orthogonal N × N matrices satisfying
The O matrices admit an exponential description as O = e iA , where A T = −A and TrA = 0. Choosing a unitary representation, the anti-symmetric A matrices are Hermitian, and thus pure imaginary. They are then expressed as a real linear combination of
where a normalization choice is made according to Tr
(2) and Eq. (1), and expanding to first order in ξ ab , one obtains the so(N) Lie-algebra
used to build all of the group structure.
The distinct sets of matrices that satisfy (3) are the representations of the group, which require a unique labeling scheme. SO(N) representations separate into vector and spin cases, and here we are interested only in the former. For SO(N) vector representations, the labeling follows from attributing a set of integers to each representation: Υ ≡ [µ 1 , µ 2 , ..., µ ν ], with ν = int (N/2). These integers follow the hierarchies 4 so (2ν + 1) :
Equivalently, these {µ i } can be used to attach a Young-tableau diagram to each representation, with each integer corresponding to a number of boxes in horizontal lines. Anti-symmetric representations are built as usual from vertically stacked boxes and, from the value of ν, we see that, in SO(N), anti-symmetric representations exist with a maximum of int (N/2) vertical boxes. This is in contrast to the familiar SU(N) case, where up to N − 1 vertical boxes are allowed.
To help familiarize the reader, some examples follow in Table II . The cases of SO(2) and SO(3) can be understood from the standard angular-momentum physics. SO(2) representations are labeled by a single set of integers, both positive and negative valued, [µ 1 ] ↔ M, |M | 0, which are nothing but the eigenvalues of the z-component of the angular-momentum operator. As for SO(3), the representations are again given by a single number, but now only positive integers are allowed [µ 1 ] ↔ J (J + 1), which from standard knowledge havea unique correspondence to the square of the angular-momentum vector operator. The next natural example is SO(4), but due to some unique caveats we postpone the discussions until later. Moving to SO(5), two integers become necessary to identify a representation. Table II . Labeling of SO(N) vector representations. A set of integers must be attributed to each case following a hierarchy as displayed. SO(2) and SO(3) cases are well-known, following a unique correspondence with the projection in a direction and square modulus of the angular momentum vector operator, respectively. For higher N, the number of integers necessary to uniquely label representations increases by one for every two values of N.
d [2,0] = 14. They are alternatively represented, respectively, by two vertical and two horizontal stacked boxes in Young-tableaux language. This structure for defining, anti-symmetric and symmetric representations is general for all N . As we move on in the manuscript, we refer to the representations interchangeably in the notation of Υ, the dimension of the representation or the Youngtableaux, as convenient.
SO(N) Hamiltonians and tensor operators
With the definition of the SO(N) group and a choice of representation, we now show how to write down the most general SO(N)-invariant Hamiltonian. We are interested in a chain of sites, each carrying a set of SO(N) generators L ab i in the defining [1, 0] representation of the group. We call this an SO(N) spin chain. The question that arises is: how many objects contribute to the most general SO(N) invariant Hamiltonian? We can gain some insight by starting with powers of the contraction of generators. In the fundamental representation of SO(N), the most general Hamiltonian for a pair of sites i, j reads
where
Higher order terms of the dot product are linearly dependent of lower power ones.
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For the third power, for instance, one sees that
The SDRG method of our interest extensively relies on the projection of the spin operators of the Hamiltonian in certain representations, as discussed below. While Eq. (4) is easy to build, perturbation theory calculations are much more conveniently performed if one works in the language of tensor operators. This was first noticed in Ref. 26 and extensively applied in Ref. 5. For SO(3) ∼ SU (2) this is the language of spherical tensors of standard quantum mechanics textbooks. 27 Here we discuss the general Lie group scenario.
General tensor operators are defined as satisfying 
The labels Υ, that previously were used to uniquely define a representation, also specifies a tensor rank. The tensor component υ is a set of labels that uniquely specifies a state within a given representation. In the usual scenario of SO(3)∼SU(2), υ is then the eigenvalue of the z component of the angular momentum operator which can be chosen to be, for example, L 12 . For larger N , a larger collection of labels is again required to specify υ. For us, they can be generically chosen as a set of eigenvalues of the Cartan subalgebra, that is, the eigenvalues of the maximal subset of generators that can be simultaneously diagonalized. In general, for SO(N), the Cartan subalgebra contains int (N/2) generators. Their mutual eigenvalues are known as weights.
The set of group generators can be broken into the Cartan subalgebra generators and a remaining set. From this remaining set, generators can be combined linearly to produce the so-called root operators, that allows one to move among different weights (spin ladder operators for SO(3)∼SU(2)). As an example, for SO(5), the roots/weights diagram of the fundamental representation is shown in Fig. 1 . While the weights depend on the representation, the number of root operators is always the same.
Every representation Υ admits a conjugate representation which can be used to define SO(N) invariant objects, or scalar operators 4 . These operators allow us to simplify the analysis of the SDRG flow dramatically. For the SO(N) group, they are given by
where −υ and the phase f (Υ, υ) are fixed by the commutation relations with elements of the algebra in (6) . Starting with tensors, one can systematically write down group invariant spin Hamiltonians using scalar operators as desired. To fix how many scalars appear in a given Hamiltonian, all one needs to do is take the tensor product of the spins in the desired representations at sites i, j. The number of terms in the Hamiltonian matches number of terms in this Clebsch-Gordan series. For example, when two defining representations of the SO(N) group are combined, the Clebsch-Gordan series has three terms
where the 0 vectors contain as many zeroes as necessary to complete int(N/2). Having in hands all the scalar operators, the most general group invariant Hamiltonian is written as an arbitrary linear combination of them. Fixing interactions only between first neighbors and neglecting con-stant terms, the Hamiltonian reads
Particularizing to SO(N) in its fundamental representation, only two terms contribute,
Using Eq (6) to determine the exact structure of the tensor operators and their corresponding scalars in terms of spins L i is computationally tedious, and even demand-
has a form reminiscent of the Heisenberg Hamiltonian for whatever
can have a more complicated (nonbilinear) structure. For SO(N) (and Sp(N) below), however, a fortunate shortcut exists. This is one of our main observations in terms of calculations. The trick is to take advantage of the SU(N) group, of which both SO(N) and Sp(N) are subgroups.
The SU(N) group has N 2 − 1 generators Λ µ . As discussed, the lowest order non-trivial SU(N) scalar operator is like O
(1) , reading
As the unitary algebra contains the orthogonal one, su(N)⊃so(N), we can extract-out N (N − 1) /2 pure imaginary generators of SU(N) which are, in fact, generators of the SO(N) group Λ µ i = L ab i . As it turns out, this simple observation allows us to write
The SO(N) invariant Hamiltonian can then be written out of (11) by appropriately breaking the SU(N) symmetry in terms of SO(N) scalars. Since O (1) was built out of the N (N − 1) /2 pure imaginary generators, the remaining contraction of SU(N) generators immediately gives us O
Computationally, working with SU(N) matrices is a much easier task than the complete determination of O (2) by means of the route given in Fig. 2 and Eqs. (6) and (7). This process provides us with the Hamiltonian in terms of O
(1) and O (2) without ever writing the tensor operators explicitly. We can compute local energy gaps being assured of using the proper tensor operator basis, and then use symmetry constraints and selection rules to solve the problem without having to consider T Υ υ explicitly. Allowing for disorder to define site-dependent couplings, the SO(N) disordered Hamiltonian in terms of scalar operators becomes
with O
(1) and O (2) provided in (12) and (13), and K
(1) i 
B. Sp(N)
Much of the previous analysis is in fact group and algebra independent, so we can be more synoptic. We restrict ourselves to introducing the group, making a few comments, and moving straight to the most general Hamiltonian, which can be found in a similar procedure as described above. A general element of Sp(N), where N is assumed to be even, satisfies the symplectic relation
Writing U = exp (iθ · M), and expanding to first order in M, we find
A possible choice for the M ab matrices is
The matrices {A, B} have dimension N/2, and the index i goes from 1 to 3, labeling the three Pauli matrices. Besides, A is a real and antisymmetric matrix while B is real and symmetric. The generators, can, therefore, be immediately identified. Choose iA the same as the generators of SO(N/2) and B i as the simplest real and symmetric matrices with 2 non-zero entries. Notice that there are N (N/2 − 1) /4 contributions coming from antisymmetric matrices A, and 3 × N (N/2 + 1) /4 from the symmetric ones (the factor of 3 comes from the 3 choices of Pauli matrices). By combining these two sets, we find the N (N + 1) /2 generators. The set of matrices we constructed in (17) is already orthogonal in the sense of Tr M a M b = 2δ ab , with fixed normalization. Following the same reasoning as for SO(N), we are able to build the tensor operators using the SU(N) generators. 
Expliciting the form of the scalar operators, we have
C. Generalized Wigner-Eckart Theorem
Previously, we have gone through the definitions of tensor operators, and how to build them. We then learned how to write the most general spin Hamiltonians for any group in terms of the scalar operators, considering the defining representations of SO(N) and Sp(N) as examples. We now provide the final piece of ingredient that, using the information above, allows one to derive SDRG rules: the Wigner-Eckart theorem.
One may be familiar with this theorem from applications of group theory to selection rules for angular momentum, the particular case of the SU(2)∼SO(3) group. Here, we recall the reader that the theorem is valid for any Lie group and reads
Again the matrix elements Υ 1 λ 1 |ΥλΥ 2 λ 2 are ClebschGordan coefficients connecting the basis of total addition of representation ("total angular momentum") with the basis that is formed by the product of vectors, say of distinct sites. The matrix elements Υ 1 T Λ Υ 2 are independent of υ 1 , υ 2 , being constant within given representations Υ 1 and Υ 2 . This factorization, in terms of Clebsch-Gordan and reduced matrix elements, simplifies the SDRG analysis dramatically and justifies, a posteriori, the introduction of these objects.
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III. STRONG-DISORDER RG DECIMATION RULES
With the previous structured language, we are now ready to provide the SDRG decimation rules and RG equations for the flows of couplings and their distributions. The process here described is general: it is valid for any Lie group symmetric Hamiltonian, independent of representation and number of scalar operators at each chain link. We particularize, however, to SO(N) and Sp(N) as fit.
The SDRG procedure starts by probing the chain for the strongest coupled pair of spins. The assumed large variance of the distribution of couplings implies that, likely, its neighboring links are much weaker, and we can write the 4-site problem
considering H 1,2 + H 3,4 as a perturbations of H 2,3 . Generally, such a Hamiltonian for the strongest coupled pair reads
With some abuse of notation, and for concreteness of discussion, we consider the L i operators, which could be evaluated, in fact, at any Lie algebra (SO(N), Sp(N), or any other). Also, as described ahead, in initial RG steps L i corresponds to the generators of the defining representation of the group, but as the RG flows, that needs not be the case.
The crucial information to be obtained from (23) is its ground multiplet, which depends on the set of constants K
The RG decimations project the Hamiltonian of each strongly bound pair of spins into such ground multiplet, and two distinct classes of situations arise: either these representations are singlets or other higher dimensional representations. The SDRG will allow the group representations and coupling constants to flow according to which of these two cases happens at each pair of strongly bound spins. A pictorial representation of the decimation steps is shown in Fig. 3 .
A. First-order perturbation theory
Let us assume that the energy of the strong-coupled sites 2 and 3 is great enough to justify freezing the physics in this link in their 2-spin ground state. If the coupling constants K Υ 2 are such that this ground state Hilbert space manifold is not a singlet, then the 4-site problem can be treated perturbatively as an effective 3-site problem. The middle site then corresponds to a spin-object corresponding to the ground state manifold of the previous 2,3 link (see Fig. 3 ). Accordingly, its couplings to ) receive corrections to first-order in perturbation theory. Besides strong disorder, the only other assumption here is that the groundstate manifold of the pair of sites 2,3 is non-degenerate.
Call the ground manifold of spins 2,3Υ, and the spin operators defined in this representation byL. By the constraint that the SDRG preserves the group symmetry, the effective Hamiltonian reads
The challenge here is to find the renormalized couplings K Υ i . We focus on the first term of the equation, yielding the coupling between site 1 and the effective new site; the calculation for the other link is analogous.
According to (7), we are interested in matrix elements of T Υ λ (L i ) inside theΥ space. By using the WignerEckart theorem (Eq. (21)) twice, both for the matrix
As long as the Clebsch-Gordan coefficients are non-zero, we can divide these equations, and use the fact we are inside the subspace of fixedΥ (i.e., the ground-state manifold), to obtain the following operator identity within thẽ Υ representation
Comparing with Eq. (24), the couplings are corrected by simple proportionality constants
controlled uniquely by the reduced elements of the tensor operators inside the ground state representation manifold. The value of the Wigner-Eckart theorem cannot be overstated here: it guarantees both that the effective Hamiltonian remains written in terms of only scalar operators and that distinct ranks are not mixed. First order perturbation theory fails whenever the right hand sides of Eqs. (25) and (26) vanish. For concreteness, focus on Eq. (25) . Two cases arise where the coefficient vanishes:
(i) WhenΥ / ∈ Υ ⊗Υ. In this case the very ClebschGordan coefficients Υ υ 1 |ΥυΥυ 2 vanish. This case is the easiest to predict, since it comes directly from the Clebsch-Gordan series of the group, and does not rely on dynamics.
(
This is a more exotic scenario, but also present even in the more familiar SU(2) problem.
5 Since there is no way to predict when this happens a priori, one has to compute such reduced matrix element explicitly to find out whether it is finite or not.
Case (i) happens consistently when the ground state manifold is a singlet. This is a natural situation, and leads us to deal with the problem to second order perturbation theory in the next sub-Section. Any other situation in which one of the cases listed above happen, the neighboring couplings are immediately renormalized to zero and the SDRG flow, as derived here, becomes pathological. As we show later, the case (i) listed above happens in a region of the Sp(N) anti-ferromagnetic phase diagram. The SO(N) Hamiltonian, however, is protected against such anomalies by the presence of SU(N)-symmetric points in its phase diagram. This becomes evident in next Sections, as we explicitly compute the pre-factors for the SO(N) case.
B. Second-order perturbation theory
We return to the 4-site chain, now with the assumption that the most strongly coupled sites 2 and 3 have a singlet ground state. The singlet ground state is trivial, in the sense of having no dynamics, and no middle-effective-spin remains. This situation causes the first order perturbation theory vanish as described above, and whenever such a decimation is found in the chain, we have to rework the effective problem to second-order in perturbations. The 4-site problem becomes a 2-site problem with site 1 coupled directly to 4 (see Fig. 3 ).
We call the singlet state |sing and we call H (2) Υ,Υ the effective Hamiltonian connecting sites 1 and 4 coming from tensors of rank Υ and Υ . By standard secondorder perturbation reasoning, the effective coupling between sites 1 and 4 reads (29) where
The sum overΥ is over all representations arising from the Clebsch-Gordan series of L 2 ⊗ L 3 , exempting the singlet. The energy denominator ∆EΥ is the difference between the energies of the singlet and that of the multiplet Υ.
The main goal is to simplify Eq. (30) using all the selection rules available. Again from Eq. (21),
The Clebsch-Gordan coefficient ΥΥ, sing|ΥυΥυ will be non-vanishing only if the added representations Υ and Υ are so-called mutually complementary, since this is the only case where one can end up with a singlet. For every Lie algebra, given a representation Υ, only one other unique representationῩ exists that is complementary to it. For so(N) and sp(N) algebras, representations are always complementary to themselves; for the other cases, the complementary representations always have the same dimensions, but are not necessarily the same. In su(N), for instance, the fundamental and anti-fundamental representations generate singlets when combined. With this argument, the sum overΥ is replaced by the single representationῩ. Applying the same analysis to the matrix element of the tensor living in site 3, T Υ υ (L 3 ), we arrive at the selection rule Υ =Ῡ. Thus,
where in the second equality we have particularized the result to SO(N) and Sp(N) by usingῩ = Υ.
Using the decomposition of the identity operator
and noticing that using Υυ T Υ υ (L 2,3 ) sing = 0 sincẽ Υ = Υ, we arrive at
Now, from the symmetry properties of the Hamiltonian, preserved by the SDRG, the effective Hamiltonian must readH
since this is the only symmetric scalar operator that can be built of Υ-rank tensors. The remaining matrix element can thus be computed to give
where α (Υ, L 2 , L 3 ), the so-called reduced matrix element, is a function of the tensor rankΥ and the spins being decimated. Its explicit value can be determined explicitly for cases of interest. Collecting the results and plugging them back to Eq. (29), we arrive at the effective Hamiltonian connecting sites 1 and 4
where in the last step we have used Eq.
This derivation guarantees that tensors of different ranks again do not mix, which simplifies the analysis of the RG flow dramatically. Also, the functional form of the Hamiltonian does not change by a spin-decimation step. This is schematically represented in Fig. 3 . Overall, the coupling constants renormalize according tõ
This is the generalization to generic symmetry groups of the SDRG step first derived for spin 1/2 chains in Refs. 21 and 22 and extrapolated for larges spins in Ref. 31 . The application of the SDRG has thus been generalized for spin chains of symmetry in any Lie group. The main ingredients for this are the identification of the tensor operator technology, and the Wigner-Eckart theorem. In what follows, we apply the formulas to our specific cases of interest, finding close expressions for the pre-factors.
C. SO(N) rules in closed form
Let us simplify Eqs. (28) and (39) that dictate how the couplings are renormalized in SDRG steps to the particular case of SO(N) symmetric Hamiltonians. To do so, β1 β3 ξ1 ξ3 we start with Eq. (14) for a pair of sites, which for the strongly coupled sites 2 and 3 reads
In what follows, it proves to be useful to parametrize the two coupling constants at each site K
coordinates. In particular, the ratio of Eqs. (28) and (39) fully controls the renormalization of the angles θ i
while the radial variable
controls the energy scale. Some points of the parameter space have, in fact, SU(N) symmetry. First, K
is an obvious SU(N)-symmetric point, where the Hamiltonian becomes
which is the Heisenberg SU(N) Hamiltonian at sites 2,3. This corresponds to the θ = (1) are built from the generators of SO(N), and are antisymmetric purely imaginary objects and, therefore, do not change sign under this transformation. Meanwhile, all the terms in O (2) are constructed using the real generators of SU(N) and will, therefore, flip sign.
By absorbing this sign change into K
(1) and O (2) will be generated during the RG flow. This was not obvious were we not aware that the SU(N) anisotropy keeps the underlying SO(N) structure intact. We then make full use of the fact that the SO(N) symmetric Hamiltonian can be thought of as an anisotropic SU(N) Hamiltonian, and also that the renormalization pre-factors are determined by very few quantities: (i) the representations Υ 2 and Υ 3 , of spins on sites 2 and 3, (ii) the two-spin ground manifoldΥ.
First-order perturbation theory
According to Eqs. (28), for both links 1 and 3, the ratio of couplings is given by,
where β is a function that can be found by properly computing the reduced matrix elements. We take a shortcut using the results of Section (II A). Since the SU(N) Hamiltonian keeps its symmetry intact by the SDRG, we expect that if we start with all angles equal to π 4 ,θ has to be equal to ± π 4 (recall that − π 4 is also SU(N) symmetric). From that, we find that the only possible values of β are ±1. At this stage, we conclude that
with ξ 1,3 also to be determined. In order to determine β and ξ, we use the Young tableaux notation of SO(N), and represent the number of vertically concatenated boxes by Q. We also chose for concreteness Q 2 ≤ Q 3 and assumed that the two-spin ground stateQ is not a singlet, in which case secondorder renormalization is required. All possible relevant cases are listed in Table III, 
Second-order perturbation theory
Particularizing the second-order RG decimation derived in Section III B to SO(N), the effective Hamiltonian between sites 1 and 4 becomes of the following form
Going back to Eq. (39), we write explicitlỹ
with α (1,2) yet to be determined. All the energies in the denominator come from the solution of most the strongly coupled pair of sites 2 and 3, Eq. , we must have
The generalized AKLT point is known for SO(N) systems to be given by 
At this stage, the rules are simplified tõ
with the remaining task of determining the newly defined α (1,2) . For that, we can take advantage again of the presence of an SU(N) symmetric point on the phase diagram. At the SU(N)-symmetric point − i , and the equations (54) and (55) simplify tõ
Once again we enforce that the SDRG will preserve the SU(N) symmetry, which implies thatK
1,4 . Dividing Eqs. (56) and (57), we conclude that
Once the ratio is fixed, the value ofα (2) can be found by comparing Eq. (57) with the RG step for SU(N)-symmetric chains of Ref. 29 ,
where Q is number of boxes in the Young tableaux of SO(N) at sites 2 and 3. Recall that a necessary condition for singlet formation is that L 2 = L 3 . Putting everything together, we arrive at
The renormalization of the angle is found by dividing Eq. (60) by (61)
One can verify explicitly from Eq. (62) the existence of angular fixed points. These points are such that
Besides the SU(N)-symmetric point tan
, by using Eq. (62), we find that tan θ i = 0
are also angular fixed points. At this stage, we are also able to classify their stability. By including a perturbation δθ i to the fixed points and by expanding Eq. (62) in powers of δθ, we find that θ i = 0 and θ i = − π 2 are stable, while θ i = − π 4 is an unstable fixed point. Notice that we assume that only second-order decimation occurs, which can be achieved by the choice of the initial angle distribution, as we show later. In case where Eq. (62) leads also to first order decimations, the representations will also flow, and the analysis of the angular fixed points as well as their stability is more elaborate. We postpone this analysis to when we characterize the SDRG flow.
D. Sp(N) rules in closed form
The derivation of the Sp(N) rules are analogous to the SO(N) rules as long as only second-order decimations are present. We can again use the shortcut of having an SU(N)-symmetric point, that can be used to explicitly compute the necessary pre-factos. These rules allow us to completely characterize the physics of a large fraction of the Sp(N) AF phase diagram, and read
where Q denotes the number of boxes in Sp(N) Young tableaux at sites 2 and 3. The situation is different, however, when first order decimations in the AF region are also required. The reason is that such region has no SU(N)-symmetric point. That implies that the above shortcut of using these points to compute the prefactors is no longer valid. We point out that one can build the Sp(N) tensors explicitly, and from that, calculate all the necessary prefactors. We come back to this point when we study the Sp(N) SDRG flow.
IV. CONSTRUCTION OF THE SDRG PHASE DIAGRAM FOR SO(N) AND SP(N)
With the decimation rules of the previous Section, we now characterize the SDRG flow for SO(N) and Sp(N) chains. The characterization of the RG flow involves finding the low-energy behavior of the joint distribution of θ, r and the representations at energy scale Ω, P (r, θ, Υ; Ω). At the beginning of the flow we set Ω = Ω 0 and assume the initial distribution to be separable, P (r, θ, Υ; Ω 0 ) = P r (r) P θ (θ) P Υ (Υ). The initial distribution for the angles is chosen to be a delta function
Similarly, the distribution of representations is not disordered, and fixed at the defining representations, as mentioned previously,
Initial disorder is present only in the radial variable r, through a finite standard deviation for P r (r). We also assume that the initial disorder is sufficiently high for the SDRG method be applicable. Let us now list some universal features of the SDRG flow at the AF phases. During the flow, the distributions of angles, radii and representations become correlated, but they uncorrelate again at low energies Ω Ω 0 . Besides, at low energies, all angles in the chain become the same, that is, P θ peaks at one of the fixed angles, with zero disorder. This is the main advantage in using polar coordinates for the SDRG flow analysis. 24 As for the radii distribution, it will flow in low energies to an infinitedisorder profile, that is, its standard deviation divided by the average diverges. These infinite disorder/fixed angle fixed points are attained before having to flow to absolute zero energies. At exact zero-energies, a single representation exists throughout the chain, which is consisted of singlets everywhere. At low non-zero energies, however, characteristic universal behaviors already develop. In such a situation, the probability distribution of representations flows to a low-energy fixed point where other representations appear throughout the chain. Crucially, in the phases we are interested, only anti-symmetric representations appear, and the number of such representations is finite (int (N/2), from our previous discussion of SO(N)). This also motivates us to call such phases antiferromagnetic. The number of representations present at the fixed point depends on the particular case we are studying, both in N and in the region of the parameter space.
Therefore, at low-energies, a fixed point is attained, but there are non-decimated spins. These remaining nondecimated spins are embedded in a "soup" of randomly located singlets, and are very weakly coupled to each other. At energy scale Ω, the average separation of nondecimated spins scales with Ω as L ∼ |ln Ω| 1/ψ , with the exponent ψ depending on the number of distinct representations surviving at the low-energy fixed point. These are all characteristics of RSPs 3,29,32 . The energy scale Ω ∼ T also sets the temperature scale which can excite the frozen singlets, and together with the fact that the remaining spins in the chain are very weakly coupled, thermodynamic quantities can be easily computed as function of ψ. For example, the spin susceptibility behaves as χ −1 ∼ T (log T ) 1/ψ .
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In what follows, we address the flows for specific values of N . SO(2)-invariant Hamiltonians, obtained by including anisotropy terms in SU(2) Hamiltonians, have been first studied by Fisher, 3 while SO(3) Hamiltonians have been studied more recently, 24 in the context of spin-1 SU(2) invariant Hamiltonians. This motivates us to start with the SDRG flows of the groups SO(4) and SO(5), as the simplest yet unexplored examples of orthogonal symmetric Hamiltonians. The extrapolation for arbitrary N is found to be straightforward, but a distinction between even and odd values of N arises. In particular, the N = 4 case presents a feature that is not present for any other N , which makes the construction of its phase diagram more subtle. We start, then, with the SO(5) case and come back to the SO(4) problem later. For symplectic invariant Hamiltonians, we are not aware of any previous analysis via the SDRG. We focus on discussions of Sp(4) and Sp (6) , and provide a brief analysis and expectations for larger N .
A. SO(5)
We focus now on the AF phases of SO (5) 
The bold terms on the right-hand side are the ones appearing in the SDRG flow of the AF phases. For concreteness, we state in Fig. 5 all the RG rules for AF decimations in SO(5). By combining Fig. 4 and Fig. 5 , we can characterize the SO(5) RG flow, as we explain next.
The initial condition of starting with the fundamental representation of SO(5) implies that the initial 2-site ground-state structure relevant to us is the one in the innermost circle of itly verify using the equation quoted in Fig. 5(a) . The distribution of angles has, therefore, to flow to one of the possible fixed points found in Sec. III C 2. Since the SU(N)-symmetric angular fixed point − π 4 is unstable, the angular distribution remains there only if θ 0 = − π 4 . In all other cases, the angular distribution flows to θ = −π/2 or 0, depending on the initial value of θ 0 within the basin of attraction. Singlets are formed all along the chain, with spins paired two-by-two, but with otherwise randomly distributed positions and sizes.
To compute the tunneling exponent, one realizes that first-order decimations barely change the energy scale, in comparison with second-order ones. The energy scale only flows significantly when singlets are formed, and that is why the exponent ψ is reduced to
where p is the fraction of second-order decimations. A formal derivation of this result can be found in Refs. 10 and 29. In the case above, only second order decimations exist, so p = 1 leading to a ψ M = 1/2 RSP. As mentioned, this is and is a generalization of the case studied by Fisher in the disordered XXZ spin-1/2 chain. 3 In fact, as mentioned before, the case studied by Fisher is the SO(2)-invariant version of the problem. Contrasting to the case above, if the initial angle lies in the region θ AKLT < θ 0 < 3π 4 , first order decimations will happen, and the group representations will also flow. This is analogous to what happens in early stages of the RG flow when the couplings are random in sign in Heisenberg SU(2) spin chains, with the big difference that here only a few representations will enter the flow. As a consequence of the limited number of representations, we are guaranteed to have obtain a singlet after a finite number of steps, and an anti-ferromagnetic phase in the end. The remaining question is what is the character of the ground states as well as of its low-lying excitations?
The answer is that the ground state is formed by a collection of singlets formed by 5 or any integer multiple of 5 spins. One possibility of decimation route is exemplified in Fig. 6 , for a five-spin singlet. In each decimation, Fig. 5 has been used to determine whether the sign of neighboring bonds change or remain the same. Other example cases can be worked at will, all of them yielding (integer×5)-site singlets. In this SO(5) case, the low energy representation distribution enforces that a secondorder decimation happens 1 out of 4 times, p = 1/4 and therefore ψ B = 1/5. Figure 6 . From top to bottom, a possible decimation route leading to a 5-site singlet for an SO(5) chain. In red, we have the bond that is being decimated at a given step. Above each bond is the sign of its respective couplings K
5-spin singlet
(1) and K (2) . More than the actual renormalization of the constants, the sign flips are crucial to follow the representation flow. In this example the net result of the first three steps is to flip a sign of the couplings, such that the pair of fundamental representations has now a singlet ground state.
The SO(5) case can be extrapolated to any odd N . The RG structure is very similar, with the only mentioned difference that the number of representations appearing, in addition to the singlet, increases. In fact, the ground state for SO(N), odd N, will be a collection of singlets made of either pairs of spins, or multiples of N spins. These phases have either ψ M = 1/2 or ψ B = 1/N , and will be called mesonic and baryonic phases, respectively. The motivation for such naming is discussed further ahead. Remarkably, the even N subclass of systems have some subtle behavior when θ AKLT < θ 0 < π/4 (for odd N, the yellow region in the Figure can be seen as blue). We next move on to discuss to the SO(4) example, to approach these issues.
B. SO(4)
Even though SO(4) is the unexplored example with lowest N where our tools can be applied, it is very special because its Clebsch-Gordan series for the product of two fundamental representations presents an additional term not existent for any other N. As mentioned, the product of two fundamental representations of SO(N) generically yields three terms.
4 For SO(4), on the other hand, a forth term is present. We will not show in details about how prove this, but such proof can be found in Ref. 4 .
The additional term in the Clebsch-Gordan series has consequences in the form of the most generic Hamiltonian for a pair of spins is. For SO(4), specifically, one has
where the term proportional to F is not allowed for N = 4. The spectrum of Eq. (72) and the degeneracy of each level is listed in Table IV . Since the group SO(4) is isomorphic to SU(2)⊗SU(2), an equivalent way of thinking about the SO(4) Hamiltonian is in terms of two spins 1/2 per site. In this language, the Hamiltonian we recovers nothing but the well-known Kugel-Khomskii model. 20 Let us connect the two distinct ways of posing the problem. By calling the two spin-1/2 degrees of freedom by S and T , the most general 2-site Hamiltonian has the following form
(73) The good quantum numbers are associated with T 2 T = (T 1 + T 2 ) 2 and S 2 T = (S 1 + S 2 ) 2 , and can be used to label the eigenstates of the Hamiltonian. The energy levels and the corresponding quantum numbers associated with T 2 T and S 2 T are represented in Table IV . The correspondence is
In order to make the SO(4)-symmetric Hamiltonian similar to the other SO(2N) models, we will set F = 0 in Eq. (72). The case where F is non-zero leads to a very pathological SDRG flow, that is left for future studies. Setting F = 0 is equivalent to set B 1 = B 2 in (73), or the additional symmetry of exchanging S T . With such choice, the two triplet representations of SO(4) become degenerate (see Table IV ), and the RG structure becomes identical to any other SO(2N) model.
(B1 + B2) + In general, the RG flow resembles the case we described for odd N , with one remarkable difference: the lowenergy physics of the region between the AKLT point θ 0 = 1 3 and θ 0 = π 4 is ill-controlled within the RG framework we are describing here. In that region, the initial RG structure is very similar to the case described for odd N . The representation [1, 1] is generated, and RG rules that include such representation are also necessary. Asymptotically, the angle distribution starts flowing to a delta function at θ = 0. The two outermost circles of Obviously, such decimations will be rare compared to decimations of two coupled fundamental representations, since the local gap becomes vanishingly small as θ → 0. This is, however, due to an inconsistence of the flow, and not a physical feature. In order to probe the physics of this region one has to go beyond the RG description of this work, keeping more than one multiplet when a pair of sites is decimated, in a similar fashion to what has been done in Refs. 33 and 34 in a different context. Again, we leave this for future work.
The RG flow and phase diagram for larger even values of N is identical to the one described for SO(4), but including more representations. The region K 1 > 0, N −2 N +2 < tan θ < 1, is the generalization for higher N of the one that cannot be properly treated by the RG scheme we have developed in this work.
C. The Sp(N) Group
We now address Sp(N)-symmetric models. As Sp(N) is a subgroup of SU(N), by fine-tuning the angle parameter the symmetry can be explicitly enhanced, just as in the SO(N) case. The SU(N)-symmetric points are again at ± π 4 , and ± 3π 4 . There is, however, a remarkable difference between these high-symmetry points, when compared to the SO(N) case. In SO(N) chains, the level structure at the angle π 4 is such that two excited states of the 2-site − 1 degeneracy and a singlet, while the low-energy multiplet remains the same (c) Case where the perturbation breaks SU(N) into Sp(N). Now, the lowest energy state is a singlet (blue), separated by the first excited manifold by a gap proportional to |δθ|.
problem have the same energy. In Sp(N) systems, on the other hand, the two lowest-lying multiplets meet at the angle π 4 . This can be predicted by directly looking at the degeneracies of the Sp(N) multiplets, and comparing it to the SU(N) degeneracy. The breaking of SU(N) into SO(N) or Sp(N) in terms of energy levels of a 2-site problem is shown in Fig. 10 . In contrast with SO(N), where the decimations are well-defined around this highsymmetry point, in Sp(N) the local 2-spin gap is proportional to δθ = θ − π 4 . If δθ is small, the RG as proposed in this work cannot be applied.
Still, there are regions of the phase diagram that can be safely accessed by our method. In order to characterize the AF phases, we again assume that the initial angle is fixed. If the initial angle is arctan
(blue region of Fig. 11 ), and as long as θ 0 is far enough from the π 4 point such that the RG is consistent, the distribution of angles will broaden in intermediate RG steps. After some transient, however, the distribution converges to a delta function at either 0 or− π 2 , that are the only stable angular fixed points in this region (see Fig. (10) ), characterized by ψ M = 1/2. Again, just like in the SO(N) case, the point − π 4 has a higher SU(N) symmetry and corresponds to an unstable angular fixed point.
The most striking difference between SO(N) and Sp(N) chains appears when the initial angle is in the range π 4 < θ 0 < 3π 4 (dashed line of Fig. 11 ). First, since there is no SU(N)-symmetric point inside this region, the shortcut we used to derive the pre-factors of the RG equations cannot be used. The generic rules for first-order decimations (Eq. (28)) are valid, but, in order to determine the pre-factors, the Sp(N) tensors have to be constructed explicitly. Determining these factors is mandatory to follow the RG flow, particularly remembering that under a certain pair of conditions, our first-order RG rules are ill-defined when the proportionality constants vanish. Incidentally, in this region of the Sp(N) disordered spin chains, this zero pre-factor issue appears in K (2) renormalizations, at least for some particular values of N . As consequence, the coupling K (2) abruptly renormalizes to zero in intermediate steps of the flow such that the low energy physics is dominated by K (1) , only. The initial sign of K (1) thus becomes crucial, and a distinction has to be made depending on whether θ 0 is greater or smaller than 
where, once again, we labeled the representations by their dimension. Recall that for a pair of representations Υ and Υ , P Υ T Υ P Υ = 0, P Υ being a projection operator in representation Υ, only if Υ belongs to the ClebschGordan series of Υ ⊗ Υ. Starting with the fundamental representation of dimension 4 on each site, initial RG steps generate the 5-dimensional representations via first order decimations. After some steps, unavoidably, a decimation of a 5-dimensional representation coupled to a 4-dimensional representation happens. Let us label the Sp(4) tensors by T 10 (coupled by K (1) ) and T 5 (coupled by K (2) ), using the short hand notation of labeling the representations by their dimension. The first order perturbation theory rules then require the projections P 5 T 10 P 5 = 0
As a consequence, since the renormalized K (2) is proportional to P 5 T 5 P 5 , it renormalizes down to zero. A similar renormalization to zero has been found in other systems, 5 when working with larger representations of the SU(2) group.
Similar reasoning can be applied to Sp (6) . Here the important Clebsch-Gordan series read 
Notice that the representations 14 and 14 are different, even though they have the same dimension. The tensors of interest are T 14 (coupled by K (1) ) and T 21 (coupled by K (2) ). In the region of interest, initial RG steps generate representations of dimension 14, which, when coupled with the fundamental representation, enforces 14 as the ground state. From the Clebsch-Gordan series above, P 14 T 14 P 14 = 0, while P 14 T 21 P 14 = 0. We have checked that for Sp (8) and Sp(10) these renormalizations to zero do not appear, which means that these features are most likely a property present for low-N only. A different issue arises, however. By a similar analysis of the Clesbch-Gordan series, 28 we find that a large number of representations are generated in early RG steps, as opposed to the SO(N) flow, where the number of representations appearing when π 4 < θ 0 < 3π 4 is always int (N/2). At this stage, the Sp(N) problem might lead then to either a ferromagnetic phase, or a so-called large spin phase (LSP), 31 also characteristic of disordered magnetic chains. Another possibility is that these large representations disappear at low energies. The only way to see which one happens is to construct the tensors from their definition (Eq. (6)) for all these representations, as well as the pre-factor of the RG rules (Eqs. (28) and (39)), a very challenging task. Physically, since the most relevant Sp(N) cases are the ones with small N , we leave the complete analysis for future work.
V. EMERGENT SU(N) SYMMETRY
In the previous Sections, we characterized the SDRG flow by determining the AF phases as well as their dynamical exponent ψ. A more subtle feature of the RSPs displayed above is the emergence of SU(N) symmetries. In this Section, we show the mechanism responsible for the symmetry enhancement. An overall explanation has been given in Ref. 19 , and here we complement it with further details.
Let us start with the SO(N) case. The scalar operators that constitute Hamiltonian (14) are formed out of tensor operators T . These operators have physical interpretation similar as the vector and quadrupole operators in SU(2), 24 and their response functions are not expected to be the same. Indeed, thinking of the SO(N) problem as a symmetry-broken SU(N) model, the susceptibility of a single SU(N) spin at an arbitrary site is given by A key initial observation is that each SO(N) representation that appears throughout the SDRG flow has an SU(N) counterpart. The demonstration of this follows from an argument of adiabaticity. One is to compare the SDRG flow at the stable angular fixed points 0, −π/2 (+π/2) with that of the SU(N) symmetric points −π/4(+π/4). The SDRG flows at these two sets of points are indistinguishable. Even though the SU(N)-symmetric points are unstable, they are contained in the AF basins of attraction of the phase diagram; the local 2-spin gaps throughout the chain do not close when one has θ 0 = −π/4 (+π/4) and shifts these angles by relevant perturbations leading to flows towards 0, −π/2 (+π/2). The ground states of the 2-spin problems at −π/4(+π/4) are therefore adiabatically connected to those at 0, −π/2 (+π/2). This guarantees that all the 2-site ground multiplets are SU(N)-invariant.
The only difference between the flows at the SU(N)-symmetric points those of the stable angular fixed points is that the decimation rules for the radii r i have distinct pre-factors. Since the radial disorder grows infinitely in RSPs, the pre-factors become actually irrelevant, and the flows for any starting angle at the two distinct basins of attraction become fully-blown identical to those at the unstable SU(N) invariant points. As consequence, the low-energy physics of the chain is governed by fully SU(N) invariant Hamiltonians of free spins in any antisymmetric representation. The calculation of the magnetic susceptibility χ µ for a single spin Λ µ becomes then trivial, returning the Curie's law χ µ ∼ 1 T , independently of µ, but with pre-factors that depend on the representation of Λ µ . The only impact of the distinct pre-factors of the SDRG decimation equations is in the non-universal behavior of the pre-factors of correlation functions. The total magnetization is then obtained by multiplying by the density of free spins. All anti-symmetric representations are equiprobable the average of this density of spins carries this information via the tunneling exponent ψ, which also controls the average distance between spins.
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Both RSPs are then comprised of collections of completely frozen pairs or N-tuples of spins, with low-energy free spin excitations which actually transform as irreducible representations of SU(N), and are therefore quark-like objects. As discussed in Sec. IV we make an analogy with quantum chromodynamics and we call the two AF phases mesonic or baryonic. If the ground state is a collection of 2-site singlets,we have the mesonic RSP, with tunneling exponent is ψ M = 1/2. For N = 2 , this is just the standard RSP phase for XXZ spin-1/2 chains, that are SU(2) anisotropic, but which indeed display full SU(2) symmetry at low energies.
3, 32 If, on the other hand, the phase is characterized by a collection of singlets formed out of multiples of N spins, or partons/quarks, then we have the baryonic RSP. Thermodynamically, this phase has a tunneling exponent ψ B = 1/N . Crucially, these tunneling exponents are indeed the same ones found previously by some of us in the context of exactly SU(N) symmetric disordered spin chains, 29 putting the final point in the analysis.
While the baryonic RSP is generically attainable for SO(N) Hamiltonians, we see that it is not in the Sp(N) case, which displays only mesonic phases (due to the adiabaticity argument for θ = −π/4, see Fig. (11) ). This a striking distinction coming from the fact that the other SU(N)-symmetric point, θ = +π/4, is located now at a ground multiplet degeneracy point (AKLT) (again see Fig. (11) ). At such point, our SDRG rules fully break, and a more refined analysis must be made case-by-case.
VI. CONCLUSIONS
We have determined the ground-state structure and thermodynamic properties at low temperatures of disordered spin chains invariant in a large class of Lie groups. We focused in anti-ferromagnetic phases characteristic of strongly disordered magnetic chain with random-singlet ground states, and whose excitations behave as free spins. Choosing orthogonal SO(N) or symplectic Sp(N) symmetries at the microscopic level, the asymptotic low-energy phases display the same physics as chains symmetric by transformations of the larger unitary SU(N) group. This is the defining characteristic of a problem with symmetry emergence, exposed here by the way the ground state nd low-energy excitations transform under SU(N) rotations. This dictates that all the low-energy response functions, like specific heat and magnetic susceptibility, have exponents reflecting the symmetry enhancement.
Two distinct AF phases are found, depending on whether the ground state is comprised of singlets made of two microscopic spins, or integer multiples of N of microscopic spins. By analogy with quantum chromodynamics, these RSPs were dubbed as mesonic and baryonic. The identification of these phases requires a joint monitoring of the distributions of coupling constants and representations throughout the SDRG flow. With the specific purposes of analyzing spin chains evaluated at arbitrary Lie algebra representations via the SDRG, we had to develop a whole mathematical machinery here demonstrated in detail.
A one-to-one correspondence between anti-symmetric representations of SO(N) and SU(N) enforced that both baryonic and mesonic phases exist in the phase diagram of SO(N) symmetric chains. In fact, they were both shown to be stable phases. As for Sp(N), a SU(N)-symmetric mesonic RSP is found. The representations flow in the region of the Sp(N) phase-diagram where a mesonic phase would be expected was shown to be more involving. For low N, the singular behavior of the renormalization rules lead to a mesonic phase. For larger values of N, the flow has a tendency to become unbounded and the formation of singlets is no longer obvious. The possibilities of either ferromagnetic or large-spin-phases arise in this case. The complete characterization of this rather unstable region of the phase diagram is left for future work.
The situations here evaluated have particular interest due to possibilities of experimental realization, 19 but do not necessarily exhaust all possibilities of symmetry enhancement in disordered spin chains. They do provide, however, a very large class of systems in which to study the phenomenon. The methodology here developed is also very embracing and provides the guidelines and tools for the study of more involved, exotic or simply distinct scenarios. Exceptional Lie algebras remain to be studied, as well as Hamiltonians starting with larger dimensional representations of SO(N) and Sp(N) at each site. Isomorphisms between Lie algebras can be used to link Hamiltonians invariant under distinct groups, and their breaking and recovering via RSPs can be studied. Finally, symmetry emergence under other characteristic phases of disordered magnetic chains remains largely unexplored, such as the mentioned large-spin-phases, with the possible promising candidate being the Sp(N) chains. Our results summarize the mechanisms and provides the tools necessary for the beginning of the study of all mentioned scenarios. 
