Local projection (LP) has been widely used to enhance speech by transforming noisy speech into two orthogonal subspaces: noise (S1) and signal plus small amount of noise (S2) subspace. S1 is removed and S2 is transformed into time domain resulting in the enhanced speech. Satisfactory results with significantly improved speech quality have been reported by several works although the processing time was not taken into account. Four parameters to be considered are embedding dimension (d), time delay (τ), numbers of iteration, and minimal embedding dimension. Speech quality is increased by the increase of d-parameter resulting in decrease of τ-parameter value (d⋅τ kept constant) and the dramatic increase of the processing time. The goal is to come up with the best d⋅τ parameter for each iteration, while speech quality remains almost unaffected. Rather than using a fixed d⋅τ parameter, a dynamic approach is taken. Specifically, τ is initially set to 1 and incremented by 1 for next iteration. The experimental results tested on Thai initial rhyming words corrupted by three noise types (white, car, and street) each at SNR levels of 10, 5, 0, -5dB showed that the proposed method significantly reduced the processing time for white noise by 38% (p<0.01).
INTRODUCTION
In the past several years, researchers have developed a number of algorithms to enhance speech, which can be classified into three main categories [1] . The first category is the statistical-model-based algorithms, e.g., Wiener filtering, MMSE algorithms, and Gaussian mixture models [2] . The second one is spectral-subtractive algorithms whose basic principle states that as the noise is additive, one can estimate/update the noise spectrum from speechabsent segments of speech and then subtracts it from the noisy speech, e.g., [3 4] . Lastly, there are subspace algorithms which are based on linear algebra theory which states that the clean signal might be confined to a subspace of the noisy Euclidean space.
The subspace algorithms assume the separability of speech and noise in some properly reconstructed space. Consequently, they provide a method of transforming noisy signal in time domain to vector space and decomposing it into two orthogonal subspaces, i.e., noise subspaces occupied primarily by the noise signal (S1) and a signal subspace occupied primarily by the clean signal (S2). Then, S1 is removed and S2 is transformed into time domain resulting in the enhanced speech. The vector space of noisy is decomposed into "signal" and "noise" subspaces using well-known orthogonal matrix factorization techniques, such as singular value decomposition (SVD), eigenvalue decomposition (EVD) of the data covariance matrix [5] .
Most methods in the three categories are linear approach that overlooks the nonlinearity feature of speech. The nonlinear analysis of speech signal from various languages [6] reported a chaos-like dynamic feature in most phonemes, especially the voiced phonemes (consonants and vowels) which are common in the world's languages Local projection (LP) method is one of the subspaces algorithms which are based on nonlinear dynamic feature. LP was originally developed for chaotic signal [7] [8] . Hegger et al. first attempted to use LP for human speech in Italian (Stress-timed language) [9] . Sun et al. developed the LP method for Chinese speech contaminated by additive white Gaussian noise [10] . Then, they adapted the LP method for color noises called "step 1-2" [11] . The method estimates covariance matrix of noise from first segment of noisy speech by assuming that speech is not present, and tries to whiten the noise from the covariance matrix before applying the normal LP method.
The main challenge of the LP method is the time it takes to process. In fact, quality of enhanced speech depends on four parameters: embedding dimension ( d ), time delay (W ), numbers of iteration, and minimal embedding dimension. The d -W parameters are used in every iteration to transform time domain speech to vectors in d -dimension phase space. Speech quality is increased by increasing of d-parameter resulting in the decrease of W -parameter value and the dramatic increase of the processing time. In the present study, we modify the LP method using dynamics d -W parameters from [10] [11] by decreasing the d parameter for each iteration, however, d W parameter is fixed. Specifically, W is initially set to 1 and incremented by 1 for next iteration. Our goal is to significantly reduce the processing time, while speech quality remains almost unaffected, from the same first round's parameters.
In this present study, we assume that speech is contaminated by additive white Gaussian noise, car noise, and street noise that are stationary and uncorrelated with clean speech.
The following sections of this paper include an overview of the original LP method and the proposed algorithm, the processing time results of the proposed algorithm compared to the original LP method [10] [11] , and the conclusions.
LOCAL PROJECTION
Twenty one Thai monosyllabic words differing only in their initial consonants followed by vowel // and mid tone from [12] were used in this study. All speech tokens were from a male speaker and were down sampled from 44.1 kHz to 8 kHz sampling frequency. Car noise and street noise from NOIZEUS database [13] down sampled to 8 kHz were used to corrupt the clean speech.
LP for White Noise
denote the output from a dynamic system , e.g., speech production system or dynamic system and the embedding theorem presented by Takens [14] and generalized by Sauer et al. [15] which is used to disclose the underlying dynamic features of the dynamic system. Then 
where d is the embedding dimension and W is the time delay. The reconstructed attractor formed by this phase space sequence is topologically equivalent to the evolution of the hidden dynamics when
, where 2 D is a correlation dimension of the system. It can also be considered as degrees of freedom of the underlying dynamic system [16] . Moreover, the embedding theorem requires stationarity of the system, The LP method assumes that white noise has no direction and is uncorrelated with a signal. Let n n n z s w denote the noisy speech, where n w is white noise. In a phase space, the nearest neighborhood of the reference point n z z , the reconstructed vector from noisy speech, is denoted by^: n n n n s s s H c c :
, where H is size of the neighborhood.
The neighborhood can be divided into M -dimensional signal subspace and (
where M is the minimum embedding dimension of the system calculated by the false-nearest-neighbor (FNN) algorithm [17] . As a result, the signal subspace contains most of speech signal components and the noise subspace contains most of noise components.
The minimum noise subspace estimation yields the EVD for the covariance matrix n 7 / C C U U of the neighborhood n n , where 
LP for Colored Noise
Noisy speech corrupted by a colored noise is reconstructed into a phase space. Then, the noisy speech is tended to be uniformly by a so-called "step 1" [11] resulting in the noisy speech corrupted by white noise. Finally, the white noise is removed by a so-called "step 2" approach (exactly equivalent to an approach stated in the previous section). Specifically, a few first frames of noisy speech (considered as colored noise because of speech absence) are used to calculate the covariance matrix noise C C . Then, noise C C which is further used to find an Eigen vector matrix, where few first elements called a noise dominated subspace nd U U are used to delete and enhance the phase vector from the reference point n z z shown in (3) (1) ( ) ) ( n n nd nd n n 7 s z I U U z z (3) where I I is an identity matrix. Finally, the residual error is denoised by applying the LP method.
Dynamic Parameters based on Local Projection
Using fixed parameters in every iteration according to the original LP method [10] [11] results in decreasing of SNR improvement as SNR of noisy speech increases. Since the SNR value is improved in every iteration of denoising, we propose to decrease the value of the d-parameter that could result in speeding up the algorithm yet the efficiency still remains. Specifically, a constant embedding window ( l d W ) is set, where W is initially set to 1 and incremented by 1 for the next iteration and d l W ª º « » .
EXPERIMENTAL RESULTS
To apply the LP method, we first need to determine the following parameters: (1) Hegger et al. [18] proposed that to uncover the system of dynamics, the embedding window should cover a full wave cycle. Following [10] and [11] , we set the length of d W to 5 ms, which covers a pitch cycle of a voiced phoneme. With the sampling rate of 8KHz, there are 40 samples in a window of 5 ms. Therefore, we set d W to be 40. We set the minimum embedding dimension of Thai syllables to be 6. The neighbors searching algorithms used are based on the box-assisted approach [19] .
The measures here are Runtime per sample length (RT), Signal-to-noise ratio (SNR), PESQ (ITU-T recommendation [20] ), and Composite Objective measures [21] . The Composition Objective measures include (1) the measure Csig for signal distorition, (2) the measure Cbak for noise distortion, and (3) the measure Covl for overall quality. Results from Table 1 show that the original LP method and the proposed method reach the same level in all five signal quality measures, however, the proposed method significantly reduces the processing time for white noise by 38% (p<0.001), for car noise by 40% (p<0.001), and for street noise by 40% (p<0.001). Figure 2 shows that processing time of the proposed method is higher than the second largest d parameter by 18%, but the signal quality measure is higher. The reason that at lower SNR levels of color noise, a few signal quality measures are somewhat lower than those of the original LP method is because the d parameter is not large enough for "step 2".
CONCLUSIONS
This paper proposes an efficient method to improve processing time by decreasing d parameter in every iteration of the LP method. The proposed method can significantly reduce processing time and maintain the same level of speech quality. However, some signal quality features are reduced in lower SNRs. For our future work, we will modify the increment of W parameter by using approximate SNR. This algorithm can be implemented with other methods. For example, neighbors searching algorithm is applied with the multidimensional trees method ( ( ) ln O n N N ) [19] instead of box-assisted algorithms ( 2 ( ) O n n ). Box-assisted algorithms are used in neighbors searching to access how effective the dynamic d -parameter is for the system.
