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ON LATTICE POINTS IN LARGE CONVEX BODIES
JINGWEI GUO
Abstract. We consider a compact convex body B in Rd (d > 3) with
smooth boundary and nonzero Gaussian curvature and prove a new es-
timate of PB(t), the remainder in the lattice point problem, which im-
proves previously known best result.
1. Introduction
Let B denote a compact convex subset of Rd (d > 3), which contains
the origin as an interior point. Suppose that the boundary ∂B of B is a
(d − 1)-dimensional surface of class C∞ with nonzero Gaussian curvature
throughout. The remainder in the lattice point problem is defined to be
PB(t) = #(tB ∩ Zd)− vol(B)td for t > 1.
People are interested in finding a number λ(d) as small as possible such that
PB(t) = O(t
d−2+λ(d)).
It is conjectured that λ(d) = 0 for d > 5 and λ(d) = ε for d = 3 and 4
where ε > 0 is arbitrary. For spheres this bound is sharp in dimension d > 4
(cf. Walfisz [22]) while open in dimension 3. Bentkus and Go¨tze [1] proved
the conjecture for ellipsoids in dimension d > 9.
For general convex bodies the problem is still open. By a combination
of the Poisson summation formula and (nowadays standard) oscillatory in-
tegral estimates, Hlawka [6] obtained λ(d) = 2
d+1
.
In two joint papers Kra¨tzel and Nowak [13, 14] used estimates for one and
two dimensional exponential sums to improve the exponent. They obtained
λ(d) = 3
2d
+ ε for d > 7 among other results.
Mu¨ller [16] significantly sharpened their result by extending their esti-
mate to a d-dimensional version and he obtained
(1.1) λ(d) =


d+4
d2+d+2
+ ε for d > 5
6
17
+ ε for d = 4
20
43
+ ε for d = 3
,
where ε > 0 is arbitrary.
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We first observe that estimates of certain oscillatory integrals in Mu¨ller’s
paper can be obtained by using the method of stationary phase. This obser-
vation leads to our Proposition 2.4 below which recovers Mu¨ller [16] Theo-
rem 2 without the ε there. This already leads to an improvement of (1.1)
with ε = 0.
If we use asymptotic expansions of those oscillatory integrals, the lead-
ing terms form new exponential sums to which we can iterate Mu¨ller’s d-
dimensional estimate. This iteration leads to our new estimate of exponen-
tial sums in Theorem 2.6 below, which is in fact the main result of this
paper. As a consequence, we can obtain the following new bound of PB(t)
for every dimension d > 3:
Theorem 1.1. If B satisfies the conditions stated above, then the bound
PB(t) = O(t
d−2+β(d)) holds for
β(d) =
{
d2+3d+8
d3+d2+5d+4
for d > 4
73
158
for d = 3
.
The implicit constant may only depend on the body B.
It’s not hard to check our estimate is indeed sharper than (1.1). In
particular, for large d this is clear because β(d) = 1
d
+ 2
d2
+ O( 1
d3
) while
λ(d) = 1
d
+ 3
d2
+O( 1
d3
) + ε.
For more results of the problem (e.g. average and lower bounds of the
remainder) the reader could check [13], [14], [15], [16], [17], [18], and [19].
In the case of planar domains, the sharpest known bound
PB(t) = O(t
131
208 (log t)2.26)
is due to Huxley [9], who applied his refined variant of the “Discrete Hardy-
Littlewood Method” originally due to Bombieri, Iwaniec, and Mozzochi.
Huxley’s method beats the classical theory of exponential sums, but it seems
to be purely two dimensional. In this paper, we focus on higher dimensions
and our main tools are still from the classical theory.
Notation: We use the usual Euclidean norm for a vector. B(x, r) repre-
sents the usual Euclidean ball centered at x with radius r. The norm of a
matrix A ∈ Rd×d is given by ‖A‖ = sup|x|=1 |Ax|. e(f(x)) = exp(−2piif(x))
and Zd∗ = Z
d \ {0}. For a set E ⊂ Rd and a positive number a, we define
E(a) to be a larger set
E(a) = {x ∈ Rd : dist(E, x) < a}.
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We use the differential operators
Dµx =
∂|µ|
∂xµ11 · · ·∂xµdd
(
µ = (µ1, . . . , µd) ∈ Nd0, |µ| =
d∑
i=1
µi
)
and the gradient operator Dx. We often omit the subscript if no ambiguity
occurs.
For functions f and g with g taking non-negative real values, f . g
means |f | 6 Cg for some constant C. If f is also non-negative, f & g means
g . f . The Landau notation f = O(g) is equivalent to f . g. The notation
f ≍ g means that f . g and g . f .
We will adopt a convention due to Bruna et al. [3] and say that a constant
is allowable if it only depends on the body B. Throughout this paper except
Section 2, all constants implied by the notation ., &, ≍, and O(·) are
allowable.
Wherever a variable occurs as a summation variable the reference is to
integral values of the variable.
Structure of the paper: In Sect.2, after several preliminary lemmas we
prove three estimates of exponential sums. In particular, the last one is the
main result of this paper. In Sect.3, we show that certain matrices have
nonvanishing determinants and their entries satisfy some size estimates. In
Sect.4, we put these ingredients together to prove Theorem 1.1. At last we
put one quantitative version of inverse function theorem in the appendix.
2. Estimates of Exponential Sums
The classical theory of exponential sums has two processes: the Weyl-van
der Corput inequalities (A-process) and the Poisson summation formula fol-
lowed by the method of stationary phase (B-process). Before the estimation
of exponential sums, we first introduce two preliminary lemmas related to
these two processes.
For integrals in the form
I(λ) =
∫
Rd
w(x)eiλf(x)dx,
Ho¨rmander [7] Theorem 7.7.5 gives an asymptotic formula for the case when
the phase function f has a nondegenerate critical point. It is one of the
expressions of the method of stationary phase and we only need it when f
takes real value.
Lemma 2.1. Let K ⊂ Rd be a compact set, X an open neighborhood of
K, and k a positive integer. If f is real and in C∞(X), w ∈ C∞0 (K),
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Df(x0) = 0, det(D
2f(x0)) 6= 0, and Df 6= 0 in K \ {x0}, then∣∣I(λ)− (2pi) d2 ei(pi4 sgnD2f(x0)+λf(x0))|det(D2f(x0))|− 12λ− d2 k−1∑
j=0
λ−jLjw
∣∣
6 Cλ−k
∑
|µ|62k
sup
x
|Dµw(x)|, for λ > 1.
Here C is bounded when f stays in a bounded set in C3k+1(X) and |x −
x0|/|Df(x)| has a uniform bound. With
gx0(x) = f(x)− f(x0)− 〈D2f(x0)(x− x0), x− x0〉/2
which vanishes of third order at x0 we have
Ljw =
∑
υ−γ=j
∑
2υ>3γ
i−j2−υ〈D2f(x0)−1D,D〉υ(gγx0w)(x0)/υ!γ!.
Remark: 1) Lj is a differential operator of order 2j acting on w at x0.
The sum has only a finite number of terms for each j.
2) The integral I(λ) has the following asymptotic expansion:
I(λ) = λ−
d
2
N1∑
j=0
ajλ
−j +O(λ−
d
2
−N1−1) for any N1 ∈ N.
The constant implied in the error term depends on d, N1, size of K, up-
per bounds of finitely many derivatives of w and f in the support of w,
and lower bound of |det(D2f(x0))|. Each coefficient aj depends on d, j, val-
ues of finitely many derivatives of w and f at the point x0, and value of
|det(D2f(x0))|. These aj ’s have explicit formulas, in particular
a0 = (2pi)
d
2w(x0)e
i(pi
4
sgnD2f(x0)+λf(x0))/|det(D2f(x0))| 12 .
Suppose M > 1 and T > 0 are parameters. We consider d-dimensional
exponential sums of the form
(2.1) S = S(T,M ;G,F ) =
∑
m∈Zd
G(
m
M
)e(TF (
m
M
)),
where G : Rd → R is C∞ smooth, compactly supported, and bounded
above by a constant, and F : Ω ⊂ Rd → R is C∞ smooth on an open
convex domain Ω such that
(2.2) supp(G) ⊂ Ω ⊂ c0B(0, 1),
where c0 > 0 is a fixed constant.
We are interested in finding upper bounds of S in terms of T and M .
Exponential sums of the form (2.1) are essentially the same as those con-
sidered in Mu¨ller [16]. In lower dimension Huxley studied sums in a similar
but more complicated form, for example, see [9].
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The following lemma is a variant of Mu¨ller [16] Lemma 1, namely the
so-called iterated one-dimensional Weyl-van der Corput inequality.
Lemma 2.2. Let q ∈ N, G, F , and S be as above, and r1, . . . , rq ∈ Zd be
nonzero integral vectors with |ri| . 1. Furthermore, let H be a real parameter
which satisfies 1 < H . M . Set Q = 2q and Hl = Hq,l = H
2l−q for
1 6 l 6 q. Then
|S(T,M ;G,F )|Q . M
Qd
H
+
M (Q−1)d
H1 · · ·Hq
∑
16hi<Hi
16i6q
|S(H TM−q,M ;Gq, Fq)|,
where H =
∏q
l=1 hl and functions Gq, Fq are defined as follows:
Gq(x) = Gq(x, h1, . . . , hq) =
∏
ui∈{0,1}
16i6q
G(x+
q∑
l=1
hl
M
ulrl)
and
Fq(x) = Fq(x, h1, . . . , hq)
=
∫
(0,1)q
(r1 ·D) · · · (rq ·D)F (x+
q∑
l=1
hl
M
ulrl)du1 . . . duq.
The integral representation of Fq is well defined on the open convex set
Ωq = Ωq(h1, . . . , hq) = {x ∈ Ω : x +
∑q
l=1(hl/M)ulrl ∈ Ω for all ul ∈
{0, 1}, 1 6 l 6 q}. supp(Gq) ⊂ Ωq ⊂ Ω.
We give, without a proof, an easy but useful result concerning the dis-
tance between the boundary of supp(Gq) and Ωq.
Lemma 2.3. For fixed (h1, . . . , hq),
dist(supp(G),Ωc) > c1 ⇒ dist(supp(Gq),Ωcq) > c1.
The exponential sum S is bounded by CMd trivially, but we lose can-
celation by just putting absolute value on each term. Below we will prove
three bounds of S obtained by applying various combinations of A- and
B-processes. In the statement of these results we will assume derivatives of
G and F up to certain orders are uniformly bounded. The orders may not
be optimal but sufficient for the proof.
We first prove a bound of S(T,M ;G,F ) by applying a B-process. For
an analogous result in 1-dimension, see Theorem 2.2 in [4].
Proposition 2.4 (Estimate by a B-process). Let d > 2. Assume that
dist(supp(G), Ωc)> c1 for some constant c1 and for all x ∈ Ω and ν ∈ Nd0
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with |ν| 6 3⌈d
2
⌉+ 1
(2.3) (DνG)(x) . 1,
(2.4) (DνF )(x) . 1,
and
(2.5) |det(D2F (x))| & 1,
then
(2.6) S(T,M ;G,F ) . T
d
2 +MdT−
d
2 .
The implicit constant in (2.6) depends on d, c0, c1, and constants implied
in (2.3), (2.4), and (2.5).
Proof of Proposition 2.4. Applying to S the d-dimensional Poisson summa-
tion formula followed by a change of variables y =Mx yields
S(T,M ;G,F ) =
∑
p∈Zd
∫
Rd
G(
y
M
)e(TF (
y
M
)− y · p)dy
=
∑
p∈Zd
Md
∫
G(x)e(TF (x)−Mx · p)dx,
(2.7)
By (2.4), there exists a sufficiently large constant A0 such that
|DF (x)| 6 A0/2.
We split the sum in (2.7) into two parts, namely
S(T,M ;G,F ) =
∑
|p|>A0T/M
+
∑
|p|<A0T/M
=: I + II,
and distinguish the estimation into two cases.
Case 1. If |p| > A0T/M .
Let Ψ(x, p) = (TF (x)−Mx · p)/(M |p|), then
I =
∑
|p|>A0T/M
Md
∫
G(x)e(M |p|Ψ(x, p))dx.
Under the given assumptions, for all x ∈ Ω and |ν| 6 d + 2 we have
DνG(x) . 1, DνxΨ(x, p) . 1, and also
|DxΨ+ p/|p|| = |TDF (x)/(M |p|)| 6 1/2,
which ensures |DxΨ| > 1/2. By integration by parts (Ho¨rmander [7] Theo-
rem 7.7.1) we get ∫
G(x)e(M |p|Ψ(x, p))dx . (M |p|)−d−1
LATTICE POINTS 7
which leads to
I .M−1
∑
p∈Zd
∗
|p|−d−1 .M−1.
Case 2. If |p| < A0T/M .
Let Φ(x, p) = F (x)− (M/T )x · p, then
II =
∑
|p|<A0T/M
Md
∫
G(x)e(TΦ(x, p))dx.
If T 6 1, sum II .Md 6 MdT−d/2.
If T > 1, we claim that each integral in sum II is . T−d/2. Assume this
for a moment, then
II . (1 + (T/M)d)MdT−
d
2 = T
d
2 +MdT−
d
2 .
Observe that above bound is true for sum II no matter whether T 6 1
or T > 1. It follows that
S(T,M ;G,F ) . M−1 + T
d
2 +MdT−
d
2 . T
d
2 +MdT−
d
2 ,
which is the desired bound for S(T,M ;G,F ). The only thing left is to prove
above claim.
Let’s fix a |p| < A0T/M . For all x ∈ Ω and |ν| 6 3⌈d2⌉ + 1, given
assumptions imply DνxΦ(x, p) . 1 and |det(D2xxΦ(x, p))| & 1. We first need
to study critical points of the phase function. Denote f(x) = DF (x), p˜ =
(M/T )p, then DxΦ(x, p) = f(x)− p˜. The critical points are determined by
the equation
f(x) = p˜, x ∈ Ω.
We know that supp(G) is strictly smaller than Ω and the distance be-
tween their boundary is larger than constant c1. Let r0 = c1/2. By the
Taylor’s formula, there exists a uniform r∗(< r0) such that if x˜ is a critical
point in (supp(G))(r0)
I then |DxΦ(x, p)| & |x− x˜| for any x ∈ B(x˜, r∗).
Applying Lemma A.1 to f with above r0 yields two uniform positive
numbers r1, r2 such that 2r1 6 r∗ and for any x ∈ (supp(G))(r0), f is
bijective from B(x, 2r1) to an open set containing B(f(x), 2r2).
If x1, x2 are two different critical points in (supp(G))(r0) (if exist), then
B(x1, r1) and B(x2, r1) are disjoint and still contained in Ω. It follows,
simply by a size estimate, that the number of possible critical points in
(supp(G))(r0) is bounded by a constant.
We will only consider critical points in (supp(G))(r1) below. Denote
Sp = {x ∈ supp(G) : |DxΦ(x, p)| < r2}.
IFor the meaning of this notation, check Section 1.
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If Sp is empty, which means |DxΦ| has a lower bound r2 on supp(G), by
integration by parts the integral is of order O(T−⌈
d
2
⌉).
If Sp is not empty, at least one critical point exists in (supp(G))(r1).
To see this, assume x ∈ Sp which implies |f(x) − p˜| < r2. Note that f is
bijective from B(x, r1) to an open set containing B(f(x), r2), hence there
exists a point x˜ ∈ B(x, r1) such that f(x˜) = p˜. This means x˜ is a critical
point and x ∈ B(x˜, r1) ⊂ Ω. As a consequence, Sp is contained in the union
of finitely many balls centered at critical points with radius r1.
Assume x˜i(p) (1 6 i 6 J(p)) are all critical points in (supp(G))(r1). Let
χi(x) = χ((x− x˜i(p))/r1),
where χ(x) is a given smooth cut-off function whose value is 1 if |x| 6 1/2
and 0 if |x| > 1. Let χ0 = 1−
∑J(p)
i=1 χi, then∫
G(x)e(TΦ(x, p))dx =
J(p)∑
i=1
∫
χi(x)G(x)e(TΦ(x, p))dx
+
∫
χ0(x)G(x)e(TΦ(x, p))dx.
For each 1 6 i 6 J(p), the integral in above summation has its domain
contained in B(x˜i(p), r1) and it is of order O(T
−d/2) by Lemma 2.1.
If x ∈ supp(G)\∪J(p)i=1 B(x˜i, r1/2), there exists a uniform constant r3 such
that |DxΦ(x, p)| > r3. Hence the last integral above is of order O(T−⌈ d2 ⌉) by
integration by parts. This finishes the proof. 
Now we can prove another bound of S(T,M ;G,F ) by applying A-process
q times (Lemma 2.2) followed by a B-process (Proposition 2.4). For analo-
gous results in 1-dimension, see Theorem 2.6, 2.8, 2.9 in [4].
Proposition 2.5 (Estimate by an AqB-process). Let d > 3. Assume that
dist(supp(G), Ωc)> c1 for some constant c1 and for all x ∈ Ω and ν ∈ Nd0
with |ν| 6 3⌈d
2
⌉+ q + 1
(2.8) (DνG)(x) . 1,
(2.9) (DνF )(x) . 1,
and for some fixed µ ∈ Nd0 with q = |µ| and all x ∈ Ω
(2.10)
∣∣det(∂2DµF
∂xi∂xj
(x)
)
16i,j6d
∣∣ & 1.
If T is restricted to
(2.11) T >M q−
2
d
+ 2
Q (Q = 2q),
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then
(2.12) S(T,M ;G,F ) . Twd,qMd−(q+2)wd,q ,
where
wd,q =
d
2d(Q− 1) + 2Q.
The implicit constant in (2.12) depends on d, q, c0, c1, and constants im-
plied in (2.8), (2.9), and (2.10).
Remarks: 1) If T & M q+2, the trivial bound S . Md is better than the
above estimate.
2) If we take T = ΛM , we immediately obtain the bound in Mu¨ller [16]
Theorem 2 without ε. As a consequence, this improves Mu¨ller’s exponent
(1.1) by removing the ε.
Proof of Proposition 2.5. Let e1 = (1, 0, · · · , 0), . . . , ed = (0, · · · , 0, 1) de-
note the standard orthonormal basis of Rd, then µ =
∑q
l=1 ekl, where
1 6 kl 6 d, 1 6 l 6 q. Assume that 1 < H 6 c2M with a small con-
stant c2 (to be determined later) and that M > c
−1
2 (otherwise the trivial
bound is better than (2.12)). By Lemma 2.2 with rl = ekl, the estimation
is reduced to that of S(H TM−q,M ;Gq, Fq). The Gq, Fq are as defined in
that lemma, so is the domain Ωq.
Note that supp(Gq) ⊂ Ωq ⊂ c0B(0, 1) and dist(supp(Gq),Ωcq) > c1 by
Lemma 2.3. For all x ∈ Ωq and |ν| 6 3⌈d2⌉ + 1, we have DνGq(x) . 1,
DνFq(x) . 1, and |det(D2Fq(x))| & 1.
The two upper bounds are easy to get. The lower bound needs some
effort. We first have
∂2Fq
∂xi∂xj
(x) =
∫
(0,1)q
(
∂2DµF
∂xi∂xj
)(x+
q∑
l=1
hl
M
ulrl)du1 . . . duq
=
∂2DµF
∂xi∂xj
(x) +O(
H
M
),
thus
|det(D2Fq(x))| =
∣∣det(∂2DµF
∂xi∂xj
(x)
)
+O(
H
M
)
∣∣.
If c2 is sufficiently small, the lower bound (2.10) and H 6 c2M imply that
the above determinant is & 1.
Applying Proposition 2.4, we get
S(H TM−q,M ;Gq, Fq) . (H TM
−q)
d
2 +Md(H TM−q)−
d
2 ,
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Since H1 · · ·Hq = H2−2/Q and∑
16hi<Hi
16i6q
H
α .
{
(H1 · · ·Hq)α+1 if α > −1
1 if α < −1 ,
we get from Lemma 2.2
|S(T,M ;G,F )|Q .MQdH−1 +M (Q−1− q2 )dT d2 (H2−2/Q) d2
+M (Q+
q
2
)dT−
d
2H−2+2/Q.
Balancing the first two terms yields the optimal choice
H(1−1/Q)d+1 = B1T
−d/2M (q+2)d/2,
where B1 can be chosen sufficiently small such that assumption (2.11) im-
plies H 6 c2M . Due to Remark 1, we can assume T 6 B2M
q+2 with a
sufficiently small B2, which implies 1 < H . With this choice of H the third
terms is . M (Q−1)dHd−1 .MQdH−1. Hence we get
S(T,M ;G,F ) .MdH−1/Q . Twd,qMd−(q+2)wd,q ,
where wd,q is as defined in the proposition. 
Next we will estimate S(T, δM ;G,F ) where δ > 0 is a parameter. In the
following theorem and its proof, we will follow the convention: if we write
a δ in a subscript (e.g. &δ, .δ, ≍δ, or Oδ), we emphasize that the implicit
constant depends on δ; otherwise it does not.
The proof will proceed as follows. We first apply A-process q times
(Lemma 2.2) followed by a B-process, while in the latter process we use
Lemma 2.1 to get the asymptotic expansions of certain oscillatory integrals.
By looking at the leading terms, we obtain some new exponential sums to
which we apply a AB-process (Proposition 2.5 with q there being 1).
Before we can apply Proposition 2.5, however, we need some preparation
in the first B-process. For instance, we use partitions of unity to restrict cer-
tain domains to small balls on which certain critical point function (if exists)
is smooth; we distinguish the cases when we are allowed to use Lemma 2.1;
we prove nonvanishing determinants needed in two B-processes. One diffi-
culty is to prove the nonvanishing determinants for the second B-process,
and this is where we need the auxiliary condition (2.16) below. In next
section, we will show such condition is indeed satisfied in the lattice point
problem.
After all these are settled, the AqBAB-process finally leads to the fol-
lowing theorem:
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Theorem 2.6 (Estimate by an AqBAB-process). Assume q ∈ {1, 2} if
d = 3 or q ∈ N if d > 4. Assume that M > max(1, δ−1), dist(supp(G),
Ωc) > c′1δ for some constant c
′
1, and that for all x ∈ Ω and ν ∈ Nd0 with
|ν| 6 3⌈d
2
⌉+ q + 3
(2.13) (DνG)(x) . δ−|ν| .δ 1,
(2.14) (DνF )(x) . 1,
For 1 6 i, j 6 d denote
a
(k)
i,j (x) =
∂k+2F
∂x1∂xi∂xj∂x
k−1
d
(x).
We further assume that for all x ∈ Ω and k ∈ {q, q + 1}
(2.15) |det(a(k)i,j (x))16i,j6d| & 1
and
(2.16)


|a(q)i,i (x)| ≍ 1 for 1 6 i 6 d− 1
|a(q)i,j (x)| . 1 for 2 6 i 6 d− 1, 1 6 j 6 i− 1
|a(q)d,1(x)| ≍ 1
|a(q)d,j(x)| . δ for 2 6 j 6 d
.
If δ is sufficiently small (only depending on d, q, and constants implied
in (2.14), (2.15), and (2.16)) and T is restricted to
(2.17) M q+
2
Q
− 1
d
− 4
d2 6 T 6M q+
2
Q
+ 2
d−2 (Q = 2q),
then
(2.18) S(T, δM ;G,F ) .δ T
d2
2(Q−1)d2+2Qd+4QM
d− (q+2)d
2+d
2(Q−1)d2+2Qd+4Q .
Besides δ, the implicit constant in (2.18) depends on d, q, c0, c
′
1, and con-
stants implied in (2.13), (2.14), (2.15), and (2.16).
Remarks: 1) If T & M q+2+1/d, the trivial bound S . Md is better than
above estimate.
2) In our later application of this theorem, we will let q = 1 if d > 4 and
2 if d = 3; we will choose and fix a sufficiently small δ and we don’t need it
explicitly in the bound (2.18).
Proof of Theorem 2.6. Assume that 1 < H 6 c2δM with a small constant c2
(to be determined later) and that δM > c−12 (otherwise the trivial bound is
better than (2.18)). Using Lemma 2.2 with r1 = e1 and rl = ed (2 6 l 6 q),
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we get
|S(T, δM ;G,F )|Q .(δM)
Qd
H
+
(δM)(Q−1)d
H1 · · ·Hq ·∑
16hi<Hi
16i6q
|S(H T (δM)−q, δM ;Gq, Fq)|,(2.19)
where Gq, Fq are as defined in Lemma 2.2, so is the domain Ωq. Applying to
the innermost sum the d-dimensional Poisson summation formula followed
by a change of variables yields
S(H T (δM)−q, δM ;Gq, Fq)
=
∑
p∈Zd
(δM)d
∫
Gq(x)e
(
H T (δM)−qFq(x)− δMx · p
)
dx,(2.20)
Lemma 2.2 and 2.3 imply
supp(Gq) ⊂ Ωq ⊂ c0B(0, 1)
and
dist(supp(Gq),Ω
c
q) > c
′
1δ.
By (2.14), there exists a sufficiently large constant A0 (independent of δ)
such that for any x ∈ Ωq
|DFq(x)| 6 A0/2.
Define M˜ = H T (δM)−q−1. We split (2.20) into two parts
S(H T (δM)−q, δM ;Gq, Fq) =
∑
|p|>A0M˜
+
∑
|p|<A0M˜
=: I + II.
and estimate them separately.
Case 1. If |p| > A0M˜ . Like what we did in the proof of Proposition 2.4,
it is easy to prove that sum I .δ M
−1.
Case 2. If |p| < A0M˜ . Let T˜ = δMM˜ II.
Subcase 2.1 If T˜ > 1. Define
Φq(x, z) = Fq(x)− x · z x ∈ Ωq, z ∈ Rd,
then
II = (δM)d
∑
|p|<A0M˜
∫
Gq(x)e(T˜Φq(x,
p
M˜
))dx.
For all x ∈ Ωq, |z| < A0, and |ν| 6 3⌈d2⌉ + 3, it is easy to see that
(2.21) DνxGq(x) .δ 1,
(2.22) DνxΦq(x, z) . 1,
IIThe reason why we introduce new parameters T˜ and M˜ will be clear later.
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and if c2 is sufficiently small (depending on constants implied in (2.14),
(2.15)) condition (2.15) with k = q implies
(2.23)
∣∣det(D2xxΦq(x, z))∣∣ & 1.
Denote f(x) = DFq(x), then DxΦq(x, z) = f(x)− z. If we can solve the
following equation in x-variable for a particular |z| < A0
f(x) = z for x ∈ Ωq,
we call the solution a critical point (with respect to z).
We know that supp(Gq) is strictly smaller than Ωq and the distance
between their boundary is larger than c′1δ. Let r0 = c
′
1δ/2. By the Tay-
lor’s formula, there exists r∗ (< r0) such that if x˜ is a critical point in
(supp(Gq))(r0) with respect to z then
(2.24) |DxΦq(x, z)| & |x− x˜| for x ∈ B(x˜, r∗).
The implicit constant depends on d, constants implied in (2.22), (2.23).
Applying Lemma A.1 to f with above r0 yields two positive numbers
r1, r2 (in particular both depending on δ) such that 2r1 6 r∗ and for any
x ∈ (supp(Gq))(r0), f is bijective from B(x, 2r1) to an open set containing
B(f(x), 2r2). Note that r1 < c
′
1δ/4. If x1, x2 ∈ (supp(Gq))(r0) are two differ-
ent critical points with respect to z (if exist), then B(x1, r1) and B(x2, r1)
are disjoint and contained in Ωq.
Next we will use two partitions of unity to restrict the domains for
both x and z to small balls. We can choose finitely many balls {Xk}Kk=1
and {Zs}Ss=1 (from families {B(x, r1/3) : x ∈ c0B(0, 1)} and {B(z, r2/3) :
z ∈ (A0/2)B(0, 1)} respectively) and two families of functions {φk}Kk=1 and
{ηs}Ss=1 such that
(1) c0B(0, 1) ⊂ ∪Kk=1Xk and (A0/2)B(0, 1) ⊂ ∪Ss=1Zs;
(2) K and S are both bounded above by some constants;
(3)
∑K
k=1 φk(x) ≡ 1 if x ∈ c0B(0, 1) and φk ∈ C∞0 (Xk);
(4)
∑S
s=1 ηs(z) ≡ 1 if z ∈ (A0/2)B(0, 1) and ηs ∈ C∞0 (Zs).
Denote η0 = 1−
∑S
s=1 ηs. Adding these cut-off functions, we get
II = (δM)d
K∑
k=1
S∑
s=0
III(k, s),
where
(2.25) III(k, s) =
∑
|p|<A0M˜
ηs
( p
M˜
) ∫
φk(x)Gq(x)e(T˜Φq(x,
p
M˜
))dx.
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Let’s fix arbitrarily 0 6 s 6 S, 1 6 k 6 K and estimate this sum III.
Denote Ek = supp(φk)∩supp(Gq). We will only consider those k’s such that
Ek 6= ∅, otherwise the integrals above vanish.
For |z| < A0 define
Sz = {x ∈ Ek : |DxΦq(x, z)| < r2/3}.
If Sz is empty for a z, |DxΦq(x, z)| has a lower bound r2/3 on Ek. As a
consequence, for some p with nonempty Sp/M˜ the integral in sum III(k, s)
is of order Oδ(T˜
−⌈ d
2
⌉−1) by integration by parts.
If Sz is not empty for a z, Lemma A.1 ensures that there exists a unique
critical point x(z) in (Ek)(r1/3) ⊂ Ωq.
If s = 0, we actually sum over all integral p’s such that A0M˜/2 < |p| <
A0M˜ . For those p’s, DxΦq(x, p/M˜) 6= 0 for x ∈ Ωq. It follows that Sp/M˜ is
empty, hence each integral in (2.25) is of order Oδ(T˜
−⌈ d
2
⌉−1). Thus III(k, 0)
.δ (1 + M˜
d)T˜−⌈
d
2
⌉−1.
Now let’s assume s > 1. Since ηs is compactly supported we can re-
place the summation domain in sum III by {p ∈ Zd}. Assume there ex-
ists a p1 ∈ Zd such that ηs(p1/M˜) 6= 0 and Sp1/M˜ is not empty. Hence
the critical point x(p1/M˜) exists in (Ek)(r1/3). It follows that for every
z ∈ B(p1/M˜, r2), critical point x(z) exists in B(x(p1/M˜), r1) and is smooth
on B(p1/M˜, r2). Since supp(ηs) ⊂ Zs ⊂ B(p1/M˜, 2r2/3), dist{supp(ηs), we
have B(p1/M˜, r2)
c}> r2/3.
We also have Ek ⊂ B(x(z), 2r1) ⊂ Ωq for any z ∈ B(p1/M˜, r2). Recalling
the (2.24) and applying Lemma 2.1III yield
III(k, s) = T˜−
d
2S(T˜ , M˜ ; G˜, F˜ ) +Oδ(
∑
p∈Zd
ηs(
p
M˜
)T˜−
d
2
−1),
where
G˜(z) = ηs(z)φk(x(z))Gq(x(z))|det(Q(z))|− 12 ,
F˜ (z) = Φq(x(z), z) + sgn(Q(z))/(8T˜ ),
and Q(z) = D2xxΦq(x(z), z). Denote the domain of G˜ by D , whose pos-
sible choice is B(p1/M˜, r2). It satisfies supp(G˜) ⊂ D ⊂ A0B(0, 1) and
dist{supp(G˜),Dc} > r2/3.
Now we need to estimate the new exponential sum S(T˜ , M˜ ; G˜, F˜ ). We
first make the following claim:
Claim 2.7. For all z ∈ D and |ν| 6 3⌈d
2
⌉+ 2, the following bounds
(DυG˜)(z) .δ 1,
IIIThe K, X in that lemma can be chosen to be Ek, B(x(p/M˜), 2r1) respectively.
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(DυF˜ )(z) . 1
hold. Furthermore, if δ and c2 are sufficiently small (both depending on d
and constants implied in (2.14), (2.15), and (2.16)), then
|det(D31,i,jF˜ (z))16i,j6d| & 1.
In particular, all three constants implied in these bounds are independent of
the choice of domain D.
We defer the proof of this claim until later.
If M˜ > 1 assume c2 is sufficiently small (depending on d, q, and δ), then
the assumption T 6M q+2/Q+2/(d−2) implies
T˜ > M˜2−
2
d .
Hence we are allowed to apply Proposition 2.5 (The q, µ there can be taken
to be 1, e1 respectively.) and get
S(T˜ , M˜ ; G˜, F˜ ) .δ T˜
d
2(d+2) M˜d−
3d
2(d+2) .
If M˜ 6 1, the trivial estimate gives
S(T˜ , M˜ ; G˜, F˜ ) . 1.
Combining these two bounds, we get
S(T˜ , M˜ ; G˜, F˜ ) .δ 1 + T˜
d
2(d+2) M˜d−
3d
2(d+2) .
Finally, we get the bound for sum II in this subcase:
II .δ (δM)
d[T˜−
d
2 (1 + T˜
d
2(d+2) M˜
d− 3d
2(d+2) ) + (1 + M˜d)(T˜−
d
2
−1 + T˜−⌈
d
2
⌉−1)]
.δ M
d2+3d
2(d+2) M˜
d2
2(d+2) +M
d
2
−1M˜
d
2
−1 +M
d
2 M˜−
d
2 ,
(2.26) .δ M
d2+3d
2(d+2) M˜
d2
2(d+2) +M
d
2 M˜−
d
2 .
In the second inequality, we use T˜ = δMM˜ > 1. In the last inequality,
we omit the second term since
M
d2+3d
2(d+2)M˜
d2
2(d+2) =M
3d
2(d+2) (MM˜ )
d2
2(d+2) &δ (MM˜)
d
2
−1.
Subcase 2.2 If T˜ < 1, which implies δM < M˜−1 and M˜ < 1. Hence
II .δ (δM)
d .δ M
d
2 M˜−
d
2 .
Comparing this bound with the bound (2.26), we conclude that (2.26)
always holds for sum II.
Using the bounds for sum I and II, we get
S(H T (δM)−q, δM ;Gq, Fq) .δ M
−1 +M
d2+3d
2(d+2) M˜
d2
2(d+2) +M
d
2 M˜−
d
2
.δ H
d2
2(d+2)T
d2
2(d+2)M
−qd2+3d
2(d+2) + H −
d
2T−
d
2M
q+2
2
d.
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In the last step, we use definition of M˜ and omit M−1 since it is smaller
than the sum of the other two no matter whether M˜ > 1 or < 1.
Plugging this bound into (2.19) yields
|S(T, δM ;G,F )|Q .δ MQd
(
H−1+
M−
(q+2)d2+d
2(d+2) T
d2
2(d+2)H
(1−1/Q)d2
d+2 + T−
d
2M
q
2
dH−2+2/Q
)
.
Balancing the first two terms yields the optimal choice
H = B3T
− d
2
(2−2/Q)d2+2d+4M
(q+2)d2+d
(2−2/Q)d2+2d+4 ,
where B3 can be chosen so small that T > M
q+2/Q−1/d−4/d2 implies H 6
c2δM . Due to Remark 1, we can assume T 6 B4M
q+2+1/d with a sufficiently
small B4, which implies 1 < H .
For q ∈ {1, 2} if d = 3 or q ∈ N if d > 4, we have
T−
d
2M
q
2
dH−2+2/Q .δ M
−d− 1
2Hd−
1
2 .δ H
−1.
Hence
S(T, δM ;G,F ) .δ T
d2
2(Q−1)d2+2Qd+4QM
d− (q+2)d
2+d
2(Q−1)d2+2Qd+4Q .
This finishes the proof of this theorem. 
Proof of Claim 2.7. Let’s consider z ∈ D . The critical point function x(z) =
(x1(z), . . . , xd(z)) satisfies the equation DxΦq(x(z), z) = 0, namely
DxFq(x(z))− z = 0.
Differentiating this equation gives
D2xxFq(x(z))Dzx(z)− Id = 0
where Id is the unit matrix of size d, hence
(2.27) Dzx(z) = (D
2
xxFq(x(z)))
−1.
By differentiating this formula inductively and using bounds (2.14), (2.23)
for Fq, we get
Dυzxi(z) . 1 for 1 6 i 6 d, z ∈ D , and |ν| 6 3⌈
d
2
⌉+ 2.
This bound together with the chain rule and product rule gives us the
two upper bounds in the claim. To prove the lower bound of det(D31,i,jF˜ ),
we first have
DzF˜ (z) = Dz
(
Fq(x(z))− x(z) · z + sgn(Q(z))/(8T˜ )
)
= −x(z) +Dzx(z)[DxFq(x(z))− z] = −x(z).
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Derivative of sgn(Q(z)) vanishes since it is a constant function and the last
equality follows from the defining equation of critical points. Thus(
D31,i,jF˜ (z)
)
16i,j6d
= − ∂
∂z1
(
Dzx(z)
)
= (D2xxFq)
−1 ∂
∂z1
(D2xxFq(x(z)))(D
2
xxFq)
−1.
In last step we use (2.27). Hence we get the desired lower bound if we can
prove
(2.28) |det( ∂
∂z1
(D2xxFq(x(z)))
)| & 1.
If δ is sufficiently small and H 6 δ2M , condition (2.16) ensures the
following bounds for entries of the symmetric matrix D2xxFq: |D2i,iFq| ≍ 1
for 1 6 i 6 d− 1; D2i,jFq . 1 for 2 6 i 6 d− 1, 1 6 j 6 i− 1; |D2d,1Fq| ≍ 1;
D2d,jFq . δ for 2 6 j 6 d.
We can then estimate the entries ofDzx(z) = (D
2
xxFq(x(z)))
−1. Actually,
we only need to consider the first column of Dzx(z). We have
∂xi
∂z1
. δ for
1 6 i 6 d− 1. If δ is sufficiently small, we have |∂xd
∂z1
| ≍ 1.
If H 6 c3δM with a sufficiently small c3 (depending on d and constants
implied in (2.14), (2.15)), condition (2.15) with k = q + 1 implies∣∣det(D3i,j,dFq)16i,j6d∣∣ & 1.
Note that
∂
∂z1
(D2xxFq(x(z))) =
d∑
l=1
(
D3i,j,lFq(x(z))
)
16i,j6d
∂xl(z)
∂z1
.
If δ is sufficiently small, then ∂xl
∂z1
’s (1 6 l 6 d− 1) are relatively smaller
than ∂xd
∂z1
. The terms with l = d in above summation overweigh the others
and this leads to (2.28).
δ only depends on d and constants implied in (2.14), (2.15), and (2.16).
We require c2 to be smaller than δ and c3, and it depends on the same
quantities as δ does. From the argument we can see that all bounds are
independent of the choice of D . 
3. Nonvanishing of d× d determinants
In this section, we will give lower bounds of determinants of certain d×d
matrices and description of sizes of their entries. These results are obtained
based on Mu¨ller [16] Lemma 3 and its proof.
For ξ 6= 0, let H(ξ) = supx∈B〈ξ, x〉. It is a real-valued function positively
homogeneous of degree 1, i.e. H(kξ) = kH(ξ) if k > 0. Due to the curvature
condition imposed on ∂B,H is smooth and the eigenvalues of Hessian matrix
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of H at ξ 6= 0 are 0 and (d − 1) real numbers comparable to 1/|ξ|. This
simple fact is not hard to prove and the reader can also check [2].
Given any d vectors v1, . . . , vd, by writing V = (v1, . . . , vd) we mean V is
the matrix with column vectors v1, . . . , vd. If y 6= 0 we define F (u1, . . . , ud) =
H(y +
∑d
l=1 ulvl), ul ∈ R (1 6 l 6 d). For 1 6 i, j 6 d and k ∈ N, define
g
(k)
i,j (y, v1, . . . , vd) =
∂k+2F
∂u1∂ui∂uj∂u
k−1
d
(0),
which form a symmetric matrix
Gk(y, v1, . . . , vd) =
(
g
(k)
i,j (y, v1, . . . , vd)
)
16i,j6d
with determinant
hk(y, v1, . . . , vd) = det(Gk(y, v1, . . . , vd)).
Denote
C1 = {x ∈ Rd : 1/2 6 |x| 6 2},
C
+
1 = {x ∈ Rd : 1/4 6 |x| 6 4}.
Since H is smooth we can assume its derivatives up to order q + 3 on C +1
are bounded by a constant (only depending on q and B):
(3.1) DνH(ξ) . 1 for all ξ ∈ C +1 and |ν| 6 q + 3.
We will only consider points in C1 in the following lemma.
Lemma 3.1. Assume q and N are both positive integers. There exists A3 >
0 (depending on q and B) such that if N > A3 then for every ξ ∈ C1 there
exist d linearly independent vectors v1, . . . , vd ∈ Zd (depending on ξ) such
that |vl| ≍ N (1 6 l 6 d), |det(V )| ≍ Nd, and for every 1 6 k 6 q and
y ∈ B(ξ, 1/N)
|hk(y, v1, . . . , vd)| & N (k+2)d
and 

|g(k)i,i (y, v1, . . . , vd)| ≍ Nk+2 for 1 6 i 6 d− 1
|g(k)i,j (y, v1, . . . , vd)| . Nk+2 for 2 6 i 6 d− 1, 1 6 j 6 i− 1
|g(k)d,1(y, v1, . . . , vd)| ≍ Nk+2
|g(k)d,j (y, v1, . . . , vd)| . Nk+1 for 2 6 j 6 d
.
All implicit constants may depend on q and B.
Proof of Lemma 3.1. We will essentially follow the proof of Mu¨ller [16] Lemma
3 (with some minor modification) and establish these results through three
steps for an arbitrarily fixed ξ ∈ C1.
Step 1. We first choose d vectors Pl ∈ Rd (1 6 l 6 d), in particular
P1 = ξ, such that |Pl| = |ξ| and Pl/|ξ|’s form an orthogonal matrix. Let
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P = (P1, . . . , Pd) and H˜(y) = H(Py). H˜ is positively homogeneous of degree
1 and the eigenvalues of Hessian matrix of H˜ at e1 are 0 and (d − 1) real
numbers comparable to 1 sinceD2H˜(e1) is similar toD
2H(ξ) up to a number
|ξ|2 and |ξ| ≍ 1.
Set A = (H˜ij(e1)). A is a symmetric matrix of rank d− 1 with vanishing
first row and column (due to homogeneity, cf. proof of Lemma 3 in Mu¨ller
[16]). Choose a system of orthonormal eigenvectors w′1, . . . , w
′
d−1 of A, whose
first components all vanish. Denote the eigenvalue of w′i by λi (comparable
to 1). Note that for every α > 1 the vector w1 = w
′
1 + αe1 is orthogonal to
w′j for 2 6 j 6 d− 1 and satisfies Aw1 = λ1w′1. Denote
wi =


w′1 + αe1 if i = 1
w′i if 2 6 i 6 d− 1
e1 if i = d
,
then |w1| ≍ α, |wl| = 1 (2 6 l 6 d), and det(W ) = 1 where W =
(w1, . . . , wd). Denote wi = (wi,1, . . . , wi,d)
t, F (u1, . . . , ud) = H˜(e1+
∑d
l=1 ulwl),
and
b
(k)
i,j (α) =
∂k+2F
∂u1∂ui∂uj∂u
k−1
d
(0).
Define v∗l = Pwl. Then |v∗1| ≍ α, |v∗l | ≍ 1 (2 6 l 6 d), and |det(V ∗)| ≍ 1
where V ∗ = (v∗1, . . . , v
∗
d). Note that F (u1, . . . , ud) = H(ξ +
∑d
l=1 ulv
∗
l ) and
b
(k)
i,j (α) = g
(k)
i,j (ξ, v
∗
1, . . . , v
∗
d).
If 1 6 i, j 6 d− 1,
b
(k)
i,j (0) =
d∑
m,n,s=1
∂k+2H˜
∂yk−11 ∂ym∂yn∂ys
(e1)w
′
1,mw
′
i,nw
′
j,s . 1.
The last inequality is due to assumption (3.1).
If i = 1, 1 6 j 6 d− 1, then
b
(k)
1,j (α) = b
(k)
1,j (0) + 3α(−1)kk!λ1δ1j ,
where δij is the Kronecker notation.
If 2 6 i, j 6 d− 1, then
b
(k)
i,j (α) = b
(k)
i,j (0) + α(−1)kk!λjδij .
If 1 6 i 6 d, j = d, then
b
(k)
i,d (α) = (−1)kk!λ1δ1i.
Using these formulas, we get
det(b
(k)
i,j (α))16i,j6d = −(k!λ1)2det(b(k)i,j (α))26i,j6d−1
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and
det(b
(k)
i,j (α))26i,j6d−1 = det(b
(k)
i,j (0) + α(−1)kk!λjδij)26i,j6d−1.
The last determinant is a polynomial in α of degree d − 2 with leading
coefficient comparable to 1. If we fix α to be a sufficiently large constant
(only depending on q and B), then
|hk(ξ, v∗1, . . . , v∗d)| = |det(b(k)i,j (α))16i,j6d| & 1 for 1 6 k 6 q
and 

|g(k)i,i (ξ, v∗1, . . . , v∗d)| ≍ 1 for 1 6 i 6 d− 1
|g(k)i,j (ξ, v∗1, . . . , v∗d)| . 1 for 2 6 i 6 d− 1, 1 6 j 6 i− 1
|g(k)d,1(ξ, v∗1, . . . , v∗d)| ≍ 1
|g(k)d,j (ξ, v∗1, . . . , v∗d)| = 0 for 2 6 j 6 d
,
where the implicit constants only depend on q and B.
Step 2. There exist vectors v∗∗l ∈ Qd (1 6 l 6 d), whose components are
all ratios of two integers with denominator N , such that |v∗∗l −v∗l | 6
√
d/N .
There exists a large number A1 (only depending on q and B) such that
if N > A1 then |v∗∗l | ≍ 1 (1 6 l 6 d) and |det(V ∗∗)| ≍ 1 where V ∗∗ =
(v∗∗1 , . . . , v
∗∗
d ). Since
|g(k)i,j (ξ, v∗∗1 , . . . , v∗∗d )− g(k)i,j (ξ, v∗1, . . . , v∗d)| . 1/N,
there exists a large number A2 > A1 (only depending on q and B) such that
if N > A2 then
|hk(ξ, v∗∗1 , . . . , v∗∗d )| & 1 for 1 6 k 6 q
and

|g(k)i,i (ξ, v∗∗1 , . . . , v∗∗d )| ≍ 1 for 1 6 i 6 d− 1
|g(k)i,j (ξ, v∗∗1 , . . . , v∗∗d )| . 1 for 2 6 i 6 d− 1, 1 6 j 6 i− 1
|g(k)d,1(ξ, v∗∗1 , . . . , v∗∗d )| ≍ 1
|g(k)d,j (ξ, v∗∗1 , . . . , v∗∗d )| . 1/N for 2 6 j 6 d
,
where the implicit constants only depend on q and B.
Step 3. Let vl = Nv
∗∗
l . Then vl ∈ Zd \ {0}, |vl| ≍ N (1 6 l 6 d), and
|det(V )| ≍ Nd. Note that
g
(k)
i,j (ξ, v1, . . . , vd) = N
k+2g
(k)
i,j (ξ, v
∗∗
1 , . . . , v
∗∗
d )
Applying the mean value theorem, we have for y ∈ C +1
|g(k)i,j (y, v∗∗1 , . . . , v∗∗d )− g(k)i,j (ξ, v∗∗1 , . . . , v∗∗d )| . |y − ξ|.
Thus there exists a large number A3 > A2 (only depending on q and B) such
that if N > A3 and y ∈ B(ξ, 1/N) then the bounds for determinants and
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entries in the lemma are both true and the implicit constants only depend
on q and B. This finishes the proof. 
4. Proof of Theorem 1.1
By a standard procedure, we can change the combinatorial problem of
counting lattice points in a blown-up domain to an analytical problem. The
essential issue will be reduced to the estimation of an exponential sum. In
order to apply Theorem 2.6, we need to introduce a dyadic decomposition
and a partition of unity.
Proof of Theorem 1.1. Assume ρ is a smooth function on Rd with compact
support, which satisfies
∫
Rd
ρ(y)dy = 1. Let ε be a small positive number,
ρε(y) = ε
−dρ(ε−1y), and
Nε(t) =
∑
k∈Zd
χtB ∗ ρε(k),
where χtB denotes the characteristic function of domain tB. By the Poisson
summation formula
Nε(t) = t
d
∑
k∈Zd
χˆB(tk)ρˆ(εk) = vol(B)td +Rε(t),
where
Rε(t) = t
d
∑
k∈Zd
∗
χˆB(tk)ρˆ(εk).
Mu¨ller proved in [15] that there exists a constant C1 such that
Nε(t− C1ε) 6 #(tB ∩ Zd) =
∑
k∈Zd
χtB(k) 6 Nε(t+ C1ε),
which implies
(4.1) PB(t) . |Rε(t+ C1ε)|+ |Rε(t− C1ε)|+ td−1ε.
It suffices to estimate Rε(t) for any large t. By Ho¨rmander [7] Corollary
7.7.15, we have the asymptotic expansion
χˆB(ξ) = [CK
− 1
2
ξ e
−2piiH(ξ) + C ′K
− 1
2
−ξ e
2piiH(−ξ)]|ξ|− d+12 +O(|ξ|− d+32 ),
where C, C ′ are two constants, H(ξ) = supx∈B〈ξ, x〉, andKξ is the curvature
at the boundary point where the exterior normal is ξ. Kξ is smooth on
Rd \ {0} and positively homogeneous of degree 0. Applying this formula
gives
Rε(t) = CS1 + C
′S˜1 + Error,
where
S1 = t
d−1
2
∑
k∈Zd
∗
|k|− d+12 K−
1
2
k ρˆ(εk)e(tH(k)),
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S˜1 = t
d−1
2
∑
k∈Zd
∗
|k|− d+12 K−
1
2
−k ρˆ(εk)e(−tH(−k)),
and
(4.2) Error . t
d−3
2
∑
k∈Zd
∗
|k|− d+32 ρˆ(εk) . t d−32 ε− d−32 .
Since the first two sums are similar, it suffices to estimate S1. With C1
as defined in Section 3, we can find a real radial function ψ ∈ C∞0 (Rd) such
that supp(ψ) ⊂ C1, 0 6 ψ 6 1, and
∞∑
j=−∞
ψ(
y
2j
) = 1 for y ∈ Rd \ {0}.
Denote
S1,M = t
d−1
2
∑
k∈Zd
∗
ψ(M−1k)|k|− d+12 K−
1
2
k ρˆ(εk)e(tH(k))
then S1 =
∑∞
j=0 S1,2j . It suffices to estimate S1,M for a fixed M = 2
j (j ∈
N0).
With the notation as in Section 3, Lemma 3.1 ensures that there exists
an allowable constant A3 > 0 such that if N > A3 is an integer then for
every ξ ∈ C1 there exist linearly independent vectors v1(ξ), . . . , vd(ξ) ∈ Zd
such that |vl| ≍ N (1 6 l 6 d), |det(V )| ≍ Nd, and
|hk(y, v1(ξ), . . . , vd(ξ))| & N (k+2)d for 1 6 k 6 3, y ∈ B(ξ, 2r),
where r = 1/2N . The entries of Gk(y, v1(ξ), . . . , vd(ξ)) satisfy the size esti-
mate in Lemma 3.1.
Since C1 is compact, we can find finitely many balls {B(ξi, r)}Ii=1 (ξi ∈ C1
and I . Nd) and a partition of unity {ψi}Ii=1 such that
(1) these balls have the bounded overlap property;
(2) C1 ⊂ ∪Ii=1B(ξi, r);
(3)
∑
i ψi(y) ≡ 1 if y ∈ C1;
(4) ψi ∈ C∞0 (Bi);
(5) Dνψi . N
|ν|.
where we denote Bi = B(ξi, r) and B
∗
i = B(ξi, 2r).
Denote
S
(i)
1,M = t
d−1
2
∑
k∈Zd
∗
U(k)e(tH(k))
where
U(k) = ψi(M
−1k)ψ(M−1k)|k|− d+12 K−
1
2
k ρˆ(εk),
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then
S1,M =
I∑
i=1
S
(i)
1,M .
It suffices to estimate S
(i)
1,M for a fixed i. Denote by L the index of the lattice
spanned by v1(ξi), . . . , vd(ξi) in the lattice Z
d. Then L = |det(V )| ≍ Nd and
there exist vectors bl ∈ Zd (1 6 l 6 L) such that
Zd = ⊎Ll=1(Zv1 + . . .+ Zvd + bl).
Let N1 > 0 be an arbitrary integer > ⌈d2⌉. Applying above decomposition
of Zd, for any k ∈ Zd we can write k = ∑ds=1msvs + bl where ms ∈ Z
(1 6 s 6 d). Hence
S
(i)
1,M = t
d−1
2
L∑
l=1
∑
m∈Zd
U(
d∑
s=1
vsms + bl)e(tH(
d∑
s=1
vsms + bl))
= t
d−1
2 M−
d+1
2 (1 + |Mε|)−N1
L∑
l=1
Sl(T, δM ;G,F ),
where T = tM , δ = N−1,
G(x) =M
d+1
2 (1 + |Mε|)N1U(M
d∑
s=1
δvsxs + bl),
and
F (x) = H(
d∑
s=1
δvsxs + bl/M).
We consider F restricted to the convex domain
(4.3) Ω = {x ∈ Rd :
d∑
s=1
δvsxs + bl/M ∈ B∗i }.
If δ−1 < M , Ω ⊂ c0B(0, 1) for an allowable constant c0. The support of G
satisfies
(4.4) supp(G) ⊂ {x ∈ Rd :
d∑
s=1
δvsxs + bl/M ∈ Bi ∩ C1} ⊂ Ω,
and
dist(supp(G),Ωc) > c′1δ,
where c′1 is an allowable constant. Note that
DνU . δ−|ν|M−
d+1
2
−|ν|(1 + |Mε|)−N1,
and for all x ∈ Ω, 1 6 i, j 6 d, and 1 6 k 6 3
∂k+2F
∂x1∂xi∂xj∂x
k−1
d
(x) = δk+2g
(k)
i,j
( d∑
s=1
δvsxs + bl/M, v1(ξi), . . . , vd(ξi)
)
,
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where g
(k)
i,j ’s are as defined in Section 3. It is not hard to check that assump-
tions of Theorem 2.6 are satisfied.
If d > 4, we apply to Sl(T, δM ;G,F ) Theorem 2.6 with q = 1, which
determines the size of δ, hence that of N . Note that δ is allowable, we
will not write it explicitly in various bounds below. If t > M > t1−
2
d , the
inequality M > δ−1 and restrictions of Theorem 2.6 are both satisfied, thus
Sl(T, δM ;G,F ) . t
d2
2(d2+2d+4)M
d− 2d
2+d
2(d2+2d+4) ,
which leads to
S1,M =
∑
S
(i)
1,M . t
d−1
2
+ d
2
2(d2+2d+4)M
d−1
2
− 2d
2+d
2(d2+2d+4) (1 + |Mε|)−N1.
We split S1 into three parts as follows:
S1 =
∞∑
j=0
S1,2j =
∑
2j<t1−
2
d
+
∑
t1−
2
d62j6t
+
∑
2j>t
S1,2j .
The second sum is bounded by∑
t1−
2
d62j6t
t
d−1
2
+ d
2
2(d2+2d+4) (2j)
d−1
2
− 2d
2+d
2(d2+2d+4) (1 + |2jε|)−N1
(4.5) . t
d−1
2
+ d
2
2(d2+2d+4) ε
− d−1
2
+ 2d
2+d
2(d2+2d+4) ,
while the first and third, by the trivial estimate, are bounded by td−2+1/d
and 1 respectively. This finishes the estimate of S1.
Note that the bound (4.2) for the Error term is smaller than (4.5), hence
we get the bound for Rε(t). Since t±C1ε ≍ t, we get the bound for Rε(t±
C1ε). Plugging these bounds in (4.1) yields
PB(t) . t
d−2+ 1
d + t
d−1
2
+ d
2
2(d2+2d+4) ε
− d−1
2
+ 2d
2+d
2(d2+2d+4) + td−1ε
Balancing the second and third terms yields
ε = t
− d
3+2d−4
d3+d2+5d+4 .
With this choice of ε, the first term is smaller than the third one. Hence for
d > 4
PB(t) . t
d−2+β(d),
where β(d) = (d2 + 3d+ 8)/(d3 + d2 + 5d+ 4).
If d = 3, applying Theorem 2.6 with q = 2 yields β(3) = 73/158. We
omit the calculation since it is similar with above argument. 
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Remark: To prove our exponent β(d) for d > 4, we use the estimate of
exponential sums obtained by using a ABAB-process (see Theorem 2.6). If
we use more A- and B-processes we may further improve it at the cost of
more technical difficulties. For example, an application of ABABAB-process
may improve the exponent β(d) by 1/d3.
Appendix A. Inverse function theorem
We give a quantitative version of inverse function theorem below. We
omit its proof since it is routine to prove it if we follow the proof in Rudin
[20].
Lemma A.1. Suppose f is a C(2) mapping from an open set Ω ⊂ Rd into
Rd and b = f(a) for some a ∈ Ω. Assume |det(Df(a))| > c and for any
x ∈ Ω
|Dαfi(x)| 6 C for |α| 6 2, 1 6 i 6 d.
If r0 6 sup{r > 0 : B(a, r) ⊂ Ω}, then f is bijective from B(a, r1) to an
open set containing B(b, r2) where
r1 = min{ c
2d7/2(d− 1)!Cd , r0},
r2 =
c
4d3/2(d− 1)!Cd−1 r1.
The inverse function f−1 is also a C(2) mapping.
Remark: Note that r2 is linear in r1. If f is bijective from B(a, r1) to an
open set containing B(b, r2), then for any r
′
1 6 r1, we can find the corre-
sponding r′2 such that f is bijective from B(a, r
′
1) to an open set containing
B(b, r′2).
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