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НАДЕЖНОСТЬ ПОТОКОВОГО УРОВНЯ  
СУПЕРКОМПЬЮТЕРОВ СЕМЕЙСТВА СКИФ 
Приведена структурная схема потоковой вычислительной системы, обоснованы по-
казатели ее надежности и получены формулы расчета этих показателей. В качестве при-
мера дан расчет надежности конкретной модели потоковой вычислительной системы. 
Введение 
Суперкомпьютеры семейства СКИФ предполагают создание моделей двухуровневой ар-
хитектуры, причем у каждого уровня имеются свои архитектурные и аппаратные решения 
[1, 2]. Первый уровень представляет собой классический кластер [3] (тесно связанную сеть), со-
стоящий из вычислительных узлов (ВУ), второй уровень (потоковый) – модули однородной 
вычислительной среды [4]. Вычислительные системы семейства СКИФ могут быть либо одного 
уровня (кластерные или потоковые), либо двух уровней (смешанные). 
К сожалению, на начальном этапе разработки семейства суперкомпьютеров СКИФ не 
было уделено должного внимания таким важным характеристикам суперкомпьютеров, как на-
дежность и отказоустойчивость. По этой причине работы в области надежности и отказоустой-
чивости суперкомпьютеров семейства СКИФ были начаты с задержкой, причем если для кла-
стерных вычислительных систем семейства СКИФ такие работы уже ведутся [5–8], то исследо-
вания в области надежности потоковых вычислительных систем (ПВС) начаты сравнительно 
недавно. 
1. Структурная схема ПВС 
Прежде чем приступить к выбору показателей надежности (ПН), необходимо рассмот-
реть структурную схему ПВС.  
ПВС представляет собой сеть вычислительных узлов, каждый из которых – модуль на ба-
зе однородной вычислительной среды (ОВС). 
Базовый вычислительный модуль (БВМ) ОВС является конструктивной и функциональ-
ной единицей, которая может функционировать как самостоятельно, так и в составе ПВС. 
С точки зрения надежности БВМ ОВС состоит из четырех частей: контроллера модуля, блока 
управления матрицей, матрицы ОВС, системы электропитания и вентиляции. 
Контроллер модуля ОВС предназначен для решения задач управления и обмена инфор-
мацией на уровне БВМ ОВС. Он также обеспечивает подключение периферийных устройств и 
сопряжение с другими вычислительными устройствами ПВС. Основой для реализации кон-
троллера является системный блок ПЭВМ. 
Матрица ОВС представляет собой поле однородной вычислительно-запоминающей сре-
ды, образующее двухслойную прямоугольную решетку (матрицу) однотипных процессоров. 
Матрица выполнена из двух – четырех плат. На каждой плате в общем случае размещено по N 
СБИС (чипов) в M рядов по R чипов в ряду. Каждая СБИС состоит из K однобитных процессо-
ров, блока управления СБИС, системы диагностики. 
Блок управления матрицей предназначен для выполнения следующих основных функ-
ций: подготовки данных для запуска программ и сохранения результатов, запуска и остановки 
программ, обеспечения процесса выполнения программ, взаимодействия с системой коммута-
ции, диагностики системы. 
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Реальные структурные схемы ПВС иногда отличаются от приведенной выше. Так, на-
пример, ПВС ВМ 5200 семейства СКИФ (рис. 1) состоит из управляющей ЭВМ и одного БВМ 
ОВС. Управляющая ЭВМ ВМ 5200.Е000 является сервером, который организует работу всех 
микропроцессоров матрицы ОВС как единой ПВС на всех этапах ее функционирования. Ос-
новными из этих этапов являются конфигурация системы, активизация матрицы ОВС, тестиро-
вание и реконфигурация ПВС, поддержка диалога с оператором ПВС. 
На управляющей ЭВМ находится все системное и прикладное программное обеспечение 
(ПО), которое необходимо не только для работы самой машины, но и для работы матрицы 
ОВС.  
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Рис. 1. Структурная схема ПВС ВМ 5200: Кл – клавиатура; ВМ – видеомонитор;  
БВ – блок вентиляторов матрицы; БПМ – блок электропитания матрицы;  
МГИ – манипулятор графической информации 
Управляющая ЭВМ представляет собой системный модуль, к которому подключены ви-
деомонитор, клавиатура, манипулятор графической информации и локальная вычислительная 
сеть Fast Ethernet. В системном модуле размещены материнская плата ПЭВМ со стандартной 
начинкой и встроенным адаптером локальной вычислительной сети и плата управления ОВС. 
Плата управления ОВС предназначена для выполнения следующих функций: подготовки данных 
для запуска программ и сохранения результатов, запуска и остановки программ, обеспечения 
процесса выполнения программ, взаимодействия с системой коммутации, диагностики системы. 
В данном случае матрица выполнена из двух – четырех плат. На каждой плате размеще-
ны 80 чипов в 10 рядов по 8 чипов в ряду. Ряды плат объединяются. Каждый чип включает 
25 однобитных процессоров с прямоугольной структурой 5×5, блок управления чипом и систе-
му диагностики. 
Система электропитания состоит из блоков питания (БП), по одному на каждую плату, и 
обеспечивает электропитанием платы матрицы. Все БП объединяются для параллельной рабо-
ты и тем самым повышают надежность системы. 
Система вентиляции предназначена для обеспечения комфортного теплового режима ра-
боты матрицы ОВС и остальных составных частей ПВС. Она состоит из системы вентиляции 
стойки и системы вентиляции матрицы ОВС. Система вентиляции стойки включает два блока 
вытяжных вентиляторов (верхнего и нижнего) по три вентилятора в каждом. В системе вентиля-
ции матрицы ОВС на каждую плату приходится один блок из двух нагнетающих вентиляторов. 
Следует отметить существенную особенность загрузки матрицы ОВС. Загрузка чипов 
матрицы производится по строкам чипов, при этом процессоры одного чипа загружаются по-
следовательно. При наличии в чипе одного или нескольких неисправных процессоров они при 
загрузке обходятся. Иначе происходит загрузка чипов. Если в строке чипов появляется неис-
правный, то он препятствует загрузке всех остальных чипов в строке. Если неисправным ока-
зывается первый чип в строке, то не представляется возможным загрузить все чипы данной 
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строки. ПО ПВС при загрузке позволяет обходить неисправные строки чипов путем перехода 
на очередную строку. 
2. Показатели надежности ПВС и ее составных частей 
В работе [4] указывалось, что нормативный документ, регламентирующий выбор но-
менклатуры показателей надежности, делит все изделия по работоспособности на изделия ви-
да 1, которые могут находиться только в двух состояниях – работоспособном и неработоспо-
собном, и изделия вида 2, которые могут находиться в нескольких частично работоспособных 
состояниях. 
Очевидно, что ПВС следует отнести к изделиям вида 2, так как она может использоваться 
по назначению и при снижении производительности из-за отказов процессоров в чипах матри-
цы ОВС и чипов в целом. Для изделий вида 2 в качестве основного ПН рекомендуется приме-
нять коэффициент сохранения эффективности. В качестве меры эффективности ПВС целесооб-
разно использовать пиковую производительность, которая пропорциональна числу процессо-
ров, доступных ПО ПВС для использования в вычислительном процессе. В работе [4] указыва-
лось, что изделия вида 2 допускается приводить к виду 1 путем установления определенного 
критерия их отказа. Для изделий вида 1 выберем необходимый минимум ПН: 
безотказность – среднюю наработку на отказ ТО; 
безотказность и ремонтопригодность (комплексный ПН) – коэффициент готовности КГ. 
Установим следующие ПН для составных частей ПВС изделий вида 1: 
– среднюю наработку на отказ ТO.j, j=1, ... ,К; 
– интенсивность отказов ЛО.j, j=1, ... ,К; 
– среднее время восстановления ТВ.j, j=1, ... ,К; 
– коэффициент готовности КГ.j, j=1, ... ,К. 
Здесь К – количество составных частей в ПВС. 
Показатели надежности матрицы ОВС, состояние которой описывается графом состоя-
ний, согласно [4] вычисляются по следующим формулам: 
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где  W  – множество состояний матрицы ОВС; 
WРС  – подмножество работоспособных состояний матрицы ОВС; 
WНРС  – подмножество неработоспособных состояний матрицы ОВС; 
WРС-НРС – подмножество работоспособных состояний, из которых имеется непосредствен-
ный переход в подмножество неработоспособных состояний матрицы ОВС; 
WНРС-РС  – подмножество неработоспособных состояний матрицы ОВС, из которых имеет-
ся непосредственный переход в подмножество работоспособных состояний матрицы ОВС; 
Лi.j – интенсивность перехода из состояния i в состояние j; 
Рi – вероятность пребывания матрицы ОВС  в i-м состоянии;  
Еi – эффективность матрицы ОВС в i-м состоянии; 
Е0 – эффективность матрицы ОВС в исходном состоянии. 
Вероятности Рi  являются корнями системы алгебраических уравнений, составляемых по 
графу состояний в соответствии с определенными  правилами [4]. 
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Конкретизируем формулы (1)–(4). Рассмотрим матрицу ОВС, состоящую из  N строк и M 
столбцов чипов микропроцессоров. Пусть отказ чипа приводит к потере доступа ПО ПВС к 
части чипов данной строки, но не нарушает возможность использования ПВС с уменьшенной 
производительностью, соответствующей потере части чипов этой строки. Допустим, что веро-
ятность повторного отказа чипов в одной строке пренебрежимо мала по сравнению с вероятно-
стью возникновения отказа в других полноценных строках и возможно снижение производитель-
ности ПВС  в n строках. В этом случае при простейшем потоке отказов чипов и экспоненциаль-
ном распределении времени восстановления матрицы ОВС [5] граф состояний матрицы в про-
цессе ее эксплуатации будет иметь вид, показанный на рис. 2. 
S0 S1 S2 Si Sn-1 Sn
V
Л0 Л1 Л2 Лi-1 Лi Лn-2 Лn-1
. . .. . .
 
Рис. 2. Граф состояний матрицы ОВС: S0 – исходное состояние матрицы ОВС, когда все N  строк матрицы доступны ПО 
ПВС; Si, i=1,..,n – состояния матрицы ОВС после отказа  i строк матрицы; Лi, i=0,...,n–1 – интенсивность  
перехода из состояния Si   в состояние  Si+1; V – интенсивность восстановления матрицы ОВС 
Интенсивность перехода Лi и интенсивность восстановления V можно определить по 
формулам 
 ,)( ЛiNЛi   i=0, ... ,n-1;  (5) 
                МЛ  ; (6) 
              МВTV .1 ,  (7) 
где   N – номинальное количество строк в матрице ОВС; 
Л – интенсивность отказов строки матрицы; 
 – интенсивность отказов чипа матрицы ОВС; 
ТВ.М  – среднее время полного восстановления матрицы ОВС. 
В соответствии с правилами составления системы алгебраических уравнений по разме-
ченному графу состояний, изложенными в [4], система уравнений с учетом замены первого 
уравнения системы уравнений на уравнение нормировки примет следующий вид: 
 1
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n
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 ,PЛPЛ iiii 11   i=1, ... ,n-1;  (8) 
        11  nnn PЛVP . 
Корнями этой системы уравнений являются  
  ii ЛPЛP 00 ,   i=1, ... ,n-1; (9) 
    VPЛPn 00 ; (10) 
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000 ]11[
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Произведем замену множеств в формулах (1)–(4) на соответствующие индексы состояний 
(по графу), тогда  
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В формуле (12) следует уточнить значение Еi эффективности ПВС в i-м состоянии мат-
рицы ОВС. Пиковая производительность ПВС пропорциональна числу доступных для ПО ПВС 
процессоров, а следовательно, и числу доступных для ПО ПВС чипов. В исходном состоянии 
матрицы доступными являются все чипы, следовательно, 
         ,0 NMЕ   (16) 
где  M – число чипов в строке матрицы ОВС; 
N – число  строк в матрице ОВС. 
Определим среднее число чипов, которые остаются доступными ПО ПВС в строке мат-
рицы ОВС после отказа одного из чипов. Напомним, что загрузка чипов в строке происходит 
последовательно от чипа к чипу. Если отказал один из чипов в строке, то доступными для ПО 
ПВС окажутся все предыдущие чипы этой строки, а отказавший чип и все последующие чипы в 
данной строке окажутся недоступными ПО ПВС. Среднее число доступных чипов в строке при 
отказе одного из них можно определить по формуле 
        


M
i
iiДСР GMМ
1
. ,  (17) 
где  МСР.Д – среднее число доступных чипов в строке матрицы ОВС при условии отказа одного 
из чипов в этой строке; 
Мi –  число доступных чипов в строке матрицы ОВС при условии отказа i-го чипа в этой 
строке; 
Gi – вероятность отказа i-го чипа в строке при условии, что отказ чипа в этой строке про-
изошел. 
Вполне очевидно, что 
   ;, ... ,1  1 Mi,iM i   (18) 
      MGi 1 . (19) 
После подстановки формул (18) и (19) в (17) получим 
   2)1(.  ММ ДСР . (20) 
С учетом формулы (20) формула расчета эффективности матрицы ОВС в i-м состоянии 
примет вид 
 2)1()(  MiiNЕi . (21) 
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После подстановки в формулы (12)–(15) выражения переменных из формул (5), (6),  
(16)–(21) и несложных преобразований получим 
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Значение n в формулах (22)–(24) следует определять из соотношения 
         ,2DNn   (25) 
где  D – доля допустимого снижения производительности ПВС. 
3. Структурные схемы надежности ПВС 
Структурную схему надежности (ССН) ПВС (рис. 3) целесообразно представить в виде 
матрицы ОВС (изделия вида 2) и всех остальных составных частей ПВС (изделия вида 1), кото-
рые назовем ядром ПВС (рис. 4).  
Ядро ПВС Матрица ОВС
 
Рис. 3. Структурная схема надежности  ПВС 
Системный
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Вентилятор
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Вентилятор
стойки
Вентилятор
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Видео-
монитор
Клавиатура
и МГИ
Плата
управления
матрицей ОВС
Блок питания
платы матрицы
 
Рис. 4.  Структурная схема надежности ядра ПВС 
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Матрицу ОВС нельзя представить в виде ССН, графически она представляется в виде на-
правленного размеченного графа (см. рис. 2). 
4. Методика расчета надежности ПВС 
Сущность расчета надежности объекта, в том числе и ПВС, состоит в том, что произво-
дится расчет показателей надежности объекта по данным о показателях надежности его состав-
ных частей.  
Выше в качестве показателей надежности ПВС было принято использовать коэффициент 
сохранения эффективности КЭФ.ПВС, среднюю наработку на отказ ПВС ТО.ПВС, коэффициент го-
товности КГ.ПВС. В соответствии с ССН ПВС показатели надежности системы должны выра-
жаться через показатели надежности ее ядра и матрицы ОВС. Коэффициент сохранения эффек-
тивности [5], коэффициент готовности ПВС и среднюю наработку на отказ ПВС следует вы-
числять по формулам 
       ;... МЭФЯГПВСЭФ ККК   (26) 
        МГЯГПВСГ ККК ...  ; (27) 
      ,
..
..
.
МОЯО
МОЯО
ПВСО
ТТ
ТТ
Т

  (28) 
где  КГ.Я – коэффициент готовности ядра ПВС; 
КЭФ.М – коэффициент эффективности матрицы ОВС; 
КГ.М – коэффициент готовности ядра матрицы ОВС; 
ТО.Я, ТО.М – средняя наработка на отказ соответственно ядра ПВС и матрицы ОВС. 
Показатели надежности матрицы ОВС КЭФ.М, КГ.М, ТО.М вычисляются соответственно по 
формулам (22)–(24). 
В соответствии с ССН ядра ПВС можно записать следующие формулы: 
 С.В.БМ.В.БП.СУ.ПИ.Г.МКЛММ.СЯ ЛЛЛЛЛЛЛЛЛ 242  ; (29) 
,1]24                                   
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 (30) 
где  С.В.БМ.В.БП.СУ.ПИ.Г.МКЛММ.СЯ Л,Л,Л,Л,Л,Л,Л,Л,Л  – интенсивность отказов соот-
ветственно ядра ПВС, системного модуля управляющей машины, видеомонитора, клавиатуры, 
манипулятора графической информации, панели управления матрицей ОВС, системы электро-
питания матрицы ОВС, блока вентиляторов платы матрицы, блока вентиляторов стойки; 
СВБВМВБВПСВУПВКЛВМВМСВЯВ
ТТТТТТТТ
...............
,,,,,,,  – среднее время восстановления 
соответственно ядра ПВС, системного модуля управляющей машины, видеомонитора, клавиа-
туры, панели управления матрицей ОВС, системы электропитания матрицы ОВС, блока венти-
ляторов платы матрицы, блока вентиляторов стойки. 
Для случаев дублирования (в системах электропитания ОВС и блоках вентиляторов плат 
матрицы) интенсивности ЛС.П и ЛБ.В.М рассчитываются по формулам 
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Для случая скользящего резерва (в блоках вентиляторов стойки) интенсивность ЛБ.В.С  
рассчитывается по формуле  
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а средняя наработка на отказ и коэффициент готовности ядра ПВС – по формулам 
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5. Пример расчета показателей надежности ПВС 
Рассчитаем показатели надежности ПВС ВМ 5200 при исходных данных, приведенных в 
табл. 1. 
Таблица 1 
Исходные данные для расчета показателей надежности ядра ПВС 
Элемент ССН ядра ПВС 
Интенсивность 
отказов, 10-6 1/ч 
Среднее время 
восстановления, ч 
Примечание 
Системный модуль управляющей ЭВМ 33,3333 1,5 – 
Видеомонитор 20,0000 0,5 – 
Клавиатура, МГИ 1,0000 0,2 С учетом загрузки 
Плата управления матрицей ОВС 3,5000 1,0 – 
Система электропитания матрицы. 
Блок электропитания платы матрицы 
0,0024 
12,3542 
1,0 
8,0 
Расчет по ф-ле (31) 
Блок вентиляторов платы матрицы. 
Вентилятор блока вентиляторов 
0,00002 
1,04 
2,0 
8,0 
Расчет по ф-ле (31а) 
Блок вентиляторов стойки. 
Вентилятор блока 
0,00017    
3,5 
2,0 
8,0 
Расчет по ф-ле (32) 
 
Примечание: данные, выделенные жирным шрифтом, относятся к резервному элементу. 
 
Исходные данные для расчета показателей надежности матрицы ОВС: количество плат в 
матрице ОВС – 4; количество строк в матрице ОВС – 10; количество чипов в строке матрицы – 32; 
допустимая доля снижения производительности – 0,2; интенсивность отказов чипа – 10-5  1/ч; 
среднее время восстановления матрицы – 10 ч. 
По формулам (29), (30), (33) и (34) были рассчитаны следующие ПН: средняя наработка 
на отказ ядра ПВС ТО.Я – 16995 ч; среднее время восстановления ядра ПВС ТВ.Я – 1,08 ч; коэф-
фициент готовности ядра ПВС КГ.Я – 0,99994. 
Расчеты по формулам (22)–(25) привели  к следующим результатам: средняя наработка 
на отказ матрицы ОВС ТО.М  – 14968 ч; коэффициент сохранения эффективности матрицы ОВС 
КЭФ.Я – 0,905148; коэффициент готовности матрицы ОВС КГ.М – 0,99946. 
ПН ОВС рассчитывались по формулам (26)–(28): средняя наработка на отказ ПВС  
ТО.ПВС – 7958 ч; коэффициент сохранения эффективности  ПВС КЭФ.ПВС – 0,90509; коэффициент 
готовности  ПВС КГ.ПВС – 0,9994. 
Заключение 
В настоящей работе получены формулы для расчета показателей надежности и приведен 
расчет конкретной модели потоковой вычислительной системы семейства СКИФ, показываю-
щий ее высокую надежность. 
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U.V. Anishchanka, L.I. Kulbak, T.S. Martsinovich, U.K. Fisenka  
RELIABILITY OF DATA-FLOW LEVEL  
OF SUPERCOMPUTER SKIF FAMILY 
The paper presents a structural scheme of data-flow computing system. The reliability indices of 
data-flow computing system were justified. The formulas to calculate the reliability indices were ob-
tained. An example of reliability calculation of special model of data-flow computing systems is ad-
duced. 
