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I. INTRODUCTION

R
ESEARCH on the impact of conducting substrates on signal propagation along transmission lines in integrated circuits has been conducted as early as 1971. Hasegawa et al. analyzed a single microstrip line on a Si-SiO substrate system by means of a parallel-plate waveguide model [1] . They showed the existence of three fundamental propagation modes: with increasing frequency the so-called "slow-wave mode" transits into either the "dielectric quasi-TEM mode" or the "skin-effect mode," depending on whether substrate conductivity is low or high.
On a voltage-current level of description which is appropriate for transient time-domain simulation of nonlinear integrated circuits containing lossy transmission-line systems, these substrate effects can be modeled by frequency-dependent transmission-line parameter matrices. It is important to note that for integrated circuits (IC) interconnects, the frequency dependence of transmission-line parameters is completely dominated by the substrate effects. In contrast to those, skin and proximity effects in the signal lines are in general negligible due to the smallness of conductor cross sections compared to skin depth. (However, on boards where cross-sectional dimensions are much larger, they can be significant. ) Extensive work has been done on developing tools performing numerical mapping of the characterization of a given Manuscript transmission-line structure by geometry and material parameters on frequency-dependent transmission-line parameters. These tools are available as packages in sophisticated, although computationally expensive, FEM simulation software, or as implementations of specialized algorithms [2] , [3] that exploit knowledge about the geometry of technologically relevant structures, e.g., by use of dyadic Green's functions for layered media. Recent reports about highly accurate on-chip measurements, from which the characterizing matrices at the various frequencies can be calculated, are quite promising, too, but still limited to two signal lines symmetrical about ground [4] , [5] . Transient circuit simulation incorporating lossy transmission-line systems is of great importance to chip designers. Consequently, time-domain algorithms that process transmission-line parameter matrices and that can be implemented into circuit simulators like SPICE were developed. However, only some of them are in principle capable of accounting for frequency-dependent parameter matrices (given as samples from a wide range of frequencies) and thus for substrate effects.
Djordjević et al. used modal analysis in the frequency domain, FFT, and time-domain convolutions leading to linearly increasing integration intervals as the simulation proceeds in discrete time [6] . The latter drawback was overcome by Gordon et al. by introducing recursive convolution enabled through time-domain approximation of the transmission-line responses with exponential series [7] . However, they still had to perform the inverse Fourier transformations numerically-a burden that was eliminated by Lin and Kuh with the help of Padé approximation of the frequency-domain transfer functions after modal delay separation [8] . Although this approach was reported to work well in the case of constant parameter matrices, in the more general situation of frequency-dependent parameters problems arise. Nguyen pointed out that-since Padé approximation is based on a local series expansion of the transfer functions-its use opposes the broadband character of the problem [9] , [10] . The remedy of simply increasing the order of approximations has the disadvantage that Padé approximation does not guarantee stability of the computed model. 1 Conducting practical simulations for large interconnect systems then tends to become a sort of gambling, 1 We found that in [8] the integration resulting in their equation (57) leads to another numerical instability unless jRep i jh n 1-a condition that is contrary to both modeling of high-frequency effects and variable time stepping. However, this instability can be removed by linear interpolation of v 1 ( ) only, and doing the remaining integrals analytically (compare to [11] ).
1057-7122/98$10.00 © 1998 IEEE a situation not satisfactory to the practitioner. Nguyen's use of the very general tool of nonlinear optimization combined with a frequency-partitioning scheme to produce global, forcedstable rational approximations, however, appears as a solution that for many practical applications might not be justifiable with respect to robustness and simplicity of implementation and use. On the other hand, simpler approaches can easily lead to ill-conditioned matrices when applied to wide frequency ranges. 2 Even this brief overview shows that time-domain simulation of lossy transmission-line systems with frequency-dependent parameters is quite challenging. Moreover, no work has yet been reported focusing on time-domain simulation accounting for substrate effects in integrated circuits. The aim of this paper is to close this gap. We combine describing a simulation technique, that has proved to work practically, with presenting numerical results for a structure with realistic geometry and material parameters, which should be useful as a reference to anybody who is confronted with the problem of interconnect simulation. For the first time, the significance of substrate effects is shown through simulations directly in the time domain.
Section II of this paper deals with the characterization of interconnects in the frequency domain. The transmission-line system with nine signal lines, used as an example, combines exhibiting typical characteristics of large interconnect systems with being simple enough to serve as a reference. Section III describes our broadband simulation technique which was designed with an emphasis on both simplicity and accuracy. This technique proved to work well and is easy to implement and use. Time-domain results are presented in Section IV, and our conclusions are drawn in Section V.
II. FREQUENCY-DOMAIN CHARACTERIZATION
The uniform interconnect system on a conducting Si substrate, used as an example throughout this paper, is shown in Fig. 1 . Note that the electrodynamical properties of the structure are completely determined by its geometry and material parameters. The only parameter we will vary is the substrate conductivity . The two strip lines are idealizations of ground lines which are situated in the same plane as the signal lines, and which have a sufficiently large number of contacts with the substrate to establish ground potential there. The insulating SiO layer also serves as passivation. Similar structures were examined theoretically and experimentally in [2] - [5] because of their relevance for VLSI and WSI circuits and MCM's. However, time-domain simulations including substrate effects have not yet been reported. Note that although the configuration in Fig. 1 is symmetrical (which makes interpretation of intermediate and final results easier), this is not an assumption underlying the theory in this paper.
The standard model for describing signal propagation along the longitudinal coordinate of a structure (as in Fig. 1 ) on a voltage-current level is shown by the following matrix 2 As an example, take the three-step approximation method proposed in [12] . The matrix in their equation (10) with powers of squared frequencies will be ill conditioned when data are gathered from several decades of frequency. transmission-line equations in the frequency domain:
Here and are complex matrices whose elements are the Fourier transforms of the voltages between the signal lines and ground and of the currents in the signal lines, respectively, where is the number of signal lines. and are complex, symmetric matrices of per-unit-length impedances and admittances, respectively. Note that in our example ( Fig. 1 ),
, and "ground" consists of the two strip lines and the conducting substrate, serving together as return conductor of the transmission-line system. Apparently, for our case of lossy lines in an inhomogeneous medium, in order to convert Maxwell's equations into (1)/(2), approximations have to be made, in particular, assuming quasi-TEM wave propagation. and are split into real and imaginary part as
where , and are real, symmetric matrices of per-unit-length resistances, inductances, conductances, and capacitances, respectively. These transmission-line parameter matrices characterize the specific structure by means of their frequency dependency (in particular, substrate effects are included.)
For our example, we computed the frequency-dependent parameter matrices with a specialized tool based on [2] , [3] taking eight samples per decade. Results for the two different substrate conductivities in Fig. 1 are presented in Figs. 2-5. In either case, the more significantly frequency-dependent matrices were printed ( and for high, and for low substrate conductivity, respectively.) The other two plots would show less dramatic variations with frequency, in fact, for S/m can be regarded as frequency-independent. This peculiar grouping of the frequency dependency is a first hint that the two cases considered are parallel to Hasegawa's distinction of a "skin-effect mode" (Figs. 2 and 3) and a "dielectric quasi-TEM mode" (Figs. 4 and 5) for high frequencies. In each figure shown, the largest elements are from the diagonal of the respective matrix. Note that due to the symmetry of the examined transmission-line system, only 25 nonidentical elements per matrix can be expected. Because of the system's dimensions, more matrix elements are indistinguishable, e.g., in Fig. 3 we find only 9 different inductances.
The frequency dependency in Figs. 2 and 3 is dominated by the skin effect in the substrate. At low frequencies, the resistance of the return path which adds to all elements of is very small due to high substrate conductivity, while the signal lines give rise to large diagonal elements because of the smallness of their cross sections. At higher frequencies, longitudinal currents in the substrate concentrate beneath the signal lines, leading to a small electrical cross section of the return conductor, and thus to increasing matrix elements. At the same time, the magnetic field will be driven out from the substrate, giving rise to decreasing inductances. Skin effect in the signal lines is negligible because of small cross-sectional dimensions.
Elements of (Fig. 4) are zero for low frequencies because the signal lines are embedded in a nonconducting medium (see Fig. 1 ). At higher frequencies, the same elements account for losses due to transverse currents in the substrate. The significant decrease, especially of the diagonal elements of with increasing frequency (Fig. 5) , can be explained intuitively as follows. At low frequencies, the substrate acts as a conductor which leads to large capacitances to ground due to a small effective distance of the signal lines from ground (slow-wave mode). Because substrate conductivity is low, however, at high frequencies charges cannot follow the rapid changes of the fields which results in a dominantly dielectric character of the substrate (dielectric quasi-TEM mode). In this case, the effective distance of the signal lines from ground is large, which leads to smaller conductances to ground. As to be expected, the off-diagonal elements of (coupling capacitances) are affected less.
The curves in Figs. 2-5 show that, in general, the frequency dependency of parameter matrices , and due to substrate effects cannot be neglected if spectral signal frequencies up to 10 GHz are considered. for the substrate conductivity S/m (Fig. 3 ) starts decreasing significantly even at frequencies far below 1 GHz. However, at this point, we do not know how severely these frequency dependencies will affect time-domain simulation results quantitatively.
III. SIMULATION TECHNIQUE
Our time-domain simulation technique is tailored to be able to accurately take into account the broadband character of the problem of interconnect systems on conducting substrates. The extension of the mode tracking technique to large interconnect systems is crucial, which requires a more careful justification than given previously. Nonstandard numerical techniques are avoided, and a complete set of equations ready for implementation is given for reference.
A. Modal Analysis
The method of constructing a general solution to (1)/(2) has been described elsewhere, e.g., [13] . This so-called modal analysis is based on the assumption that the product is diagonalizable and nonsingular. The solution describes both and for any as superposition of modal forward and modal backward waves, weighted by the complex integration constants. Each possible mode is characterized by phasors describing the different contributions of the mode to the signal lines in terms of magnitude and phase, and a complex propagation constant.
By defining terminal voltages and currents as
where is the length of the transmission-line system, considering the general solution for only, and eliminating the integration constants, the following frequency-domain description can be obtained [8] - [10] : (9) where (10) and (11) (12) The various as yet undefined matrices can be computed by the following procedure:
is chosen such that (13) where is a diagonal matrix containing the eigenvalues of (a numerical standard problem 3 ). Using the principal value of the square root, the diagonal matrix of modal propagation constants is obtained. In (14) and are real diagonal matrices of modal attenuation and phase constants, respectively. After inversion of , matrix is computed as (15) Note that under the above mentioned assumption, the existence of and is guaranteed. The characteristic admittance matrix can then be calculated from (16) A formal proof for the symmetry of is given in [14] .
B. Normalization and Mode Tracking
With (9) the relation between the spectra and is established. This relation depends on , and only and is naturally unique. However, due to the inherent nonuniqueness of problem (13), the various matrices above are not uniquely defined. For distinct eigenvalues, this nonuniqueness pertains to the normalization of the columns of (they can each be multiplied by arbitrary nonzero complex constants), and the ordering of those columns and of the diagonal elements of (permutations of the former lead to the same permutations of the latter.) Hence, without further specifications, it is senseless to refer to the frequency dependency of above matrices and their elements 4 because the computations so far are carried out independently for each frequency. In order to produce smooth, simple functions of (which is important for the accuracy of the later applied frequency-domain approximations), we normalize the columns of to have unitarian norm equal to unity with the elements in row 1 real and nonnegative. We further employ mode tracking, which is a technique similarly proposed by Gruodis and Chang [15] and used by Nguyen [9] . Assuming a frequency grid (17) the above computations are performed for and with arbitrarily ordered, normalized columns. For ( , successively) the columns of (and accordingly the diagonal elements of ) are being ordered with respect to the ordering at , such that for the product 5 (18) the sum of the magnitudes of the diagonal elements is maximized. The physical meaning of this criterion is revealed by noting that each column of describes the distribution of an individual current mode over the signal lines. Because the 3 We use the CLAPACK routine ZGEEV to perform the diagonalization. parameter matrices are continuous with respect to (compare Figs. 2-5) so is the product , and the modes will change only slightly for small frequency variations. Hence, since the magnitudes of the diagonal elements of (19) for any frequency are unity, and the magnitudes of the offdiagonal elements less than unity (for well conditioned much less)-a consequence of the normalization and linear independence of the columns of , and Schwarz's inequality-after above sorting a column of at , will represent the same physical current mode as the same column at (if the gridding is fine enough.) For the transmission-line system depicted in Fig. 1 , results of the heretofore described frequency-domain analysis with mode tracking are presented in Figs. 6-9. The figures for both substrate conductivities show again a significant influence of substrate effects in the frequency domain.
In Figs. 6 and 7, real and imaginary parts, respectively, of the modal propagation constants are plotted (at low frequen- cies, the ordering of the curves shows which of them belong to the same mode because that ordering is the same in Figs. 6 and 7.) Note that analogous with single lines , at low frequencies, modal attenuation and phase constants are proportional to , and at high frequencies, modal phase constants increase linearly with . For the transition with increasing frequency into the skin-effect mode of wave propagation for high substrate conductivity [Figs. 6(b) and 7(b)], the least lossy and fastest mode becomes the lossiest and slowest one, and modal phase constants fan out, contrasting with the transition into the dielectric quasi-TEM mode for low substrate conductivity [Figs. 6(a) and 7(a)], where the modal phase constants move closer.
The frequency dependency of the elements of the characteristic admittance matrix is plotted in Figs. 8 and 9 (magnitude and phase, respectively.) The elements with largest magnitude belong to the diagonal of ; the same elements exhibit a low-frequency phase of 45 . The magnitudes increase as for low frequencies where a more pronounced fanning toward small magnitudes can be observed for high substrate conductivity. Also, in that case, the maximum of the phase of the off-diagonal elements is generally broader.
In our simulations, we found that the mode tracking for problems of the relatively large size considered worked very reliable. The separation of the individual modes, with the help of the criterion explicitly stated above, turned out to be unambiguous and numerically straightforward.
C. Modal Delay Separation and Exact Time-Domain Model
The hybrid form of the -port description (9) accounts for the inner feedback loop of the transmission-line system by its structure rather than by the occurrence of transcendental functions such as coth and csch, which are found in a pure admittance form of description [16] and which are difficult to approximate because of their rapid oscillations with respect to the imaginary part of their argument. In order to reach a form that is free from the latter problem, the exponential in (11)/(12) is factored as follows [15] Here, the real diagonal matrix of modal per-unit-length delays is defined as (21) with as the maximal frequency under consideration, as in (17) . Diagonal matrix is given by
This will be slowly varying with because its phase starting at zero for (cf. Fig. 7 ) is forced back to zero upon approaching , moving through a broad extremum in between. The delay term in (20) with linear phase will be taken care of analytically in the time domain, as shown below.
The time-domain terminal voltages and currents are
where is the inverse Fourier transform. Let the th component of and be denoted by and , respectively. Then the following exact time-domain model can be obtained 6 from (9)- (12), (20) 
Note that (25) and (27) refer to the upper triangle of only, taking advantage of its symmetry.
D. Broadband Rational Function Approximation
In order to evaluate the convolutions efficiently (by the recursive convolution technique [11] ), the various system functions above are approximated as (30) (31)
We wish to determine the real parameters in (30)/(31) from given such that the complex error at the frequencies is minimized in the least-squares sense. This optimization is constrained by (32) (33) 6 Convolutions are symbolized by ?. 7 The matrix element in row i and column k is selected by (1) ik :
to ensure stability. For stationary accuracy, we require the model to match the data at exactly
The nonnegative integers and should be chosen as small as possible (for computational efficiency of the transient simulation.)
Thus we are faced with a constrained, nonlinear, mixed 9 optimization problem which is not easily attacked. However, if we knew the the task boiled down to a linear least-squares problem with linear equations as constraints which brings us back to the well-known realm of linear algebra. Our approach is to distribute the uniformly (on logarithmic scale) over that interval where the data can change significantly (e.g., 1 MHz to 100 GHz.) The number of poles is chosen large enough to allow the approximations to follow the variations of the data which are moderate as pointed out above. This leads to a model with high accuracy. We suggest reducing the order of the resulting approximations by applying, e.g., truncated balanced realizations as described in [17] . This approach will deliver accurate approximations with high order if necessary, and low order if possible.
E. Companion Model
After insertion of the approximations (30)/(31) into (25), the inverse Fourier transformations can be done analytically. The exponential convolution kernels allow then a recursive formulation of the integration over the respective signal's past so that only integrals over intervals of the length of the variable time step (36) remain. These integrals are evaluated by linearly interpolating the signal (not the entire integrand.) This form of recursive convolution is a special case of the one described in [11] , for the case of simple, real poles. Note that we don't have to perform numerical partial fraction expansions because (30)/(31) is already in that form.
Eventually the following companion model of the transmission-line system is obtained:
Here is again symmetric and given by (38) where (39) is an auxiliary function. Note that do not denote the inverse Fourier transforms of but that their th elements at time are evaluated as
where the various 's are defined as products of the 's and 's with the same indices, e.g.,
The auxiliary function is given as
Finally, the following recurrence relations apply: 
Usage of the companion model (37) in a circuit simulation setting proceeds as follows. At time , with the help of (40), , including using (45)/(46), are computed from quantities determined at past times, in the case of delayed signals by linear interpolation. 11 needs to be updated only if changed. Equation (37) is then used in formulating the network equations which contain the unknown and which in general will be nonlinear due to nonlinear elements in the circuit the transmission-line system is embedded in. After the network equations have been solved by the circuit simulator, are calculated from (43)/(44) to be available at the next time step when (40) is evaluated.
IV. TIME-DOMAIN RESULTS
Applying the above-described technique, we simulated the circuit in Fig. 10 containing the transmission-line system in Fig. 1 . Excitation is symmetric, with the central line passive to study crosstalk effects.
The primary results for the two substrate conductivities are shown in Fig. 11 . Note that significant differences between the curves can be seen, in particular, the suppression of inductive crosstalk (negative disturbance on passive line for rising signal on neighboring lines) for low substrate conductivity. Intuitively, this result can be explained by the fact that in case (b), the high substrate conductivity leads to larger capacitances to ground (because of a smaller effective distance of the signal lines to ground), while the coupling capacitances in both cases are about the same. Thus, capacitive coupling in case (a) is more dominant because of the larger ratio of coupling capacitances to capacitances to ground.
On the other hand, it could be argued that the differences between Fig. 11(a) and (b) might occur because already for zero frequency, where the main portion of the signal's energy resides, the transmission-line parameters in the two cases differ. Then the effect could be taken into account with a simpler simulation technique for constant parameters , and by simply using the low-frequency limits of the fully dynamic case. Therefore, we repeated the simulation with the same software, this time inputting parameters coinciding with the ones used before as but kept constant artificially for increasing frequency.
The simulation results in Fig. 12 show, as to be expected, that for frequency-independent parameters, the dispersive character of the wave propagation which led to the smoother curves in Fig. 11 is not correctly reproduced. But, what is more interesting, crosstalk in Fig. 12(a) differs from the simulation in Fig. 11(a) , where dynamic substrate effects were included, even qualitatively; the simpler simulation approach would fail to predict the suppression of negative disturbances.
V. CONCLUSION
A complete description of a time-domain simulation technique for large lossy uniform transmission-line systems characterized by samples of their frequency-dependent parameter matrices has been given. In particular, this approach allows us to account for broadband substrate effects in IC's-a problem that has generated great interest recently because of its limiting character for chip design and performance. However, the generality of the approach allows its application also to other problems that give rise to frequency-dependent transmission-line parameters. The preprocessing of the input data has to be done only once for a particular transmissionline system of length . It can be handled with the help of standard numerical linear algebra. The companion model for transient simulation can be embedded in a general-purpose circuit simulator which then allows us to analyze nonlinear circuits containing a number of such transmission-line systems. A practical implementation requires standard operations only.
An interconnect system on conducting substrate with realistic geometry and material parameters was examined for the cases of low and high substrate conductivity. Intermediate results show the significance of substrate effects in the frequency domain. By applying the above simulation technique, it turned out that in the time domain these effects can lead to quantitatively and qualitatively different results, as compared to an approach that does not account for the frequency dependency of the parameters. If highly accurate simulation results are required at some stage of IC design, it seems therefore advisable to employ an approach that includes the dynamic substrate effects.
