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Abstract
Path queries have been extensively used to query semistructured data, such as the Web and XML docu-
ments. In this paper we introduce weighted path queries, an extension of path queries enabling several classes
of optimization problems (such as the computation of shortest paths) to be easily expressed. Weighted path
queries are based on the notion of weighted regular expression, i.e., a regular expression whose symbols are
associated to a weight. We characterize the problem of answering weighted path queries and provide an algo-
rithm for computing their answer. We also show how weighted path queries can be effectively embedded into
query languages forXMLdata to express in a simple and compact form severalmeaningful research problems.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Recently there has been a growing interest in query languages using path queries. Basically, a
path query is a declarative navigational query consisting of a regular expression denoting paths on
a graph [8,15]. In particular, given an input labeled graph G, a path query over G is of the form
q = N0[exp], where N0 is a set of nodes of G and exp is a regular expression over the alphabet of
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edge labels (or, equivalently, node labels) of G. The answer of q is the set of nodes of G which
can be reached from any node in N0 through a path which deﬁnes a sequence of labels forming a
word in the language deﬁned by exp . As witnessed by several works dealing with a number of issues
related to this research area, path queries are very useful for querying graph-like databases (such
as object oriented databases [14,25], hypertext data [4,18], semistructured data [1–3,10,11,16,17] XML
documents [26–28]), as well as expressing recursive queries (corresponding to graph traversals) over
relational databases [15]. The use of regular expressions for denoting paths enables path queries to
easily express complex navigations even on data whose schema is not completely known [6].
However, path queries cannot be used to express even simple ‘optimization’ problems, such as
computing the shortest paths in a graph, or ranking nodes on the basis of some criterion, such as the
‘distance’ fromasourcenode.Therefore, standardquery languages forgraph-likedatadonotprovide
anymechanismwhich permits us to associate nodeswithweights denoting the cost of reaching them.
In this paper, we introduce weighted path queries, an extension of path queries where the regular
expressions denoting paths over a given graph are weighted. Weighted path queries associate to
every node the cost of reaching it from a set of source nodes, thus permitting us to overcome the
above-mentioned limitation of classical query languages.
Weighted path queries are based on the notion of weighted language. Weighted languages, in-
troduced several years ago, have recently received renewed attention due to their applicability in
several contexts such as natural language processing, image compression and speech recognition
[9,20,23]. Most of the research in this area has concentrated on weighted ﬁnite automata (WFAs)
that are ﬁnite automata whose transitions are labeled by symbols of a given domain (for instance,
real numbers [9]). Weighted ﬁnite automata have been extensively studied, originally as probabilis-
tic automata [22,24] and subsequently as devices to compute rational or real functions [9]. The
theoretical properties of WFAs have been also deeply investigated [5,24].
In the context of weighted regular languages (i.e., languages acceptable by WFAs), we exploit the
notion of weighted regular expressions to deﬁne weighted path queries. In particular, we distinguish
between weighted path queries and simple weighted path queries (where only simple paths con-
forming to the speciﬁed weighted regular expression are considered), thus extending the traditional
path query taxonomy proposed in [15].
The main contributions of this paper are:
1. the deﬁnition of weighted path queries and simple weighted path queries;
2. the complexity characterization of the query-answering problem for weighted path queries and
simple weighted path queries;
3. an algorithm for computing weighted path queries;
4. the use of weighted path queries to extend standard query languages for XML data.
The rest of the paper is organized as follows. In Section 2, we recall basic deﬁnitions of regular
languages and ﬁnite state automata. In Section 3, we present weighted regular languages, weighted
regular expressions and weighted ﬁnite state automata. In Section 4, we introduce weighted path
queries and simple weighted path queries, and characterize the complexity of the query answering
problem for both these types of query. In Section 5, we show how to embed weighted path queries
into query languages for XML data. Finally we present our conclusions.
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2. Regular languages
In this section, we recall basic concepts on regular languages and ﬁnite state automata [13].
2.1. Regular languages
A string over an alphabet is a ﬁnite sequence of symbols from the alphabet. The empty string
is denoted by . The set of all strings over an alphabet  is denoted by ∗. The concatenation of
two strings s1 and s2, denoted as s1s2, is the string s1 followed by the string s2. A language over an
alphabet  is a set of strings over , i.e., a subset of ∗. Let  be a ﬁnite set of symbols and let L,
L1 and L2 be languages over . The concatenation of L1 and L2, denoted as L1L2, is the language
{s1s2 | s1∈L1 ∧ s2∈L2}. Let L0 = {} and let Li = LLi−1 for i  1. The (Kleene) closure of L, denoted
as L∗, is the language
⋃∞
i=0 Li, i.e., L∗ is the set of all the strings obtained by concatenating zero or
more strings belonging to L.
Let  be a ﬁnite alphabet. A regular expression over  and the language that it denotes are
deﬁned recursively as follows:
1. ∅ is a regular expression and denotes the empty language;
2. for each a ∈ ∪{}, a is a regular expression and denotes the language {a};
3. if r1 and r2 are regular expressions denoting the languages R1 and R2, respectively, then• r1 | r2 is a regular expression and denotes the language R ∪ S ,
• r1r2 is a regular expression and denotes the language R1R2,
• r∗1 is a regular expression and denotes the language R∗1 .
The expression r+ is a shorthand for the regular expression rr∗. A language deﬁned by a regular
expression is said to be regular. The regular language deﬁned by the regular expression r will be
denoted as L(r).
2.2. Finite state automata
A ﬁnite state automaton is a 5-tuple (Q,, , q0,Qf ), where Q is a ﬁnite set of states,  is a
ﬁnite input alphabet, q0 ∈ Q is the initial state, Qf ⊆ Q is a ﬁnite set of ﬁnal states and  is the
transition function mapping Q × to Q. The function  can also be extended to apply to strings of
symbols over. Given a ∈  and s ∈ ∗, then (1) ˆ(q, ) = q and (2) ˆ(q, as) = ˆ((q, a), s). A string
s is accepted by an automaton M = (Q,, , q0,Qf ) if ˆ(q0, s) ∈ Qf . The language accepted by an
automatonM = (Q,, , q0,Qf ), denoted by L(M), consists of all the strings in ∗ accepted byM ,
i.e., L(M) = {s | ˆ(q0, s) ∈ Qf }.
A ﬁnite state automaton is said to be nondeterministic if the transition function is a map-
ping from Q × to 2Q (recall that 2Q is the power set of Q, i.e., the set of all subsets of Q).
The extension of ˆ mapping Q ×∗ to 2Q is as follows: (1) ˆ(q, ) = {q} and (2) ˆ(q, as) =
{p | ∃r∈(q, a) ∧ p ∈ ˆ(r, s)}. A string s is accepted by a nondeterministic ﬁnite state au-
tomaton M = (Q,, , q0,Qf ) if ˆ(q0, s) ∩ Qf /= ∅. The language accepted by a nondetermin-
istic ﬁnite state automaton M consists of all strings in ∗ accepted by M . Observe that the
transition function can be represented by means of a digraph where states are nodes and
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input symbols are labels associated with the arcs. Two ﬁnite state automata M1 and M2 are
said to be equivalent if and only if L(M1) = L(M2), i.e., if they accept the same language.
Recall that a nondeterministic ﬁnite state automaton can be always converted into a deter-
ministic one [13].
Fact [13]. A language is regular if and only if it is accepted by a ﬁnite state automaton.
Fact [13]. The class of languages accepted by ﬁnite state automata is closed under: (a) union, (b)
concatenation, (c) Kleene star, (d) complementation and (e) intersection.
3. Weighted regular languages
Weighted languages are languages whose strings are associated with a value from a given domain
[21,22].
3.1. Closed semirings
A closed semiring [7] is a system (K ,⊕,⊗, 0, 1) where K is a set of elements, 0, 1 ∈ K , and ⊕
(the summary operator) and ⊗ (the extension operator) are binary operators on K satisfying the
following properties:
1. (K ,⊕, 0) is a monoid, that is K is closed under ⊕ (i.e., a⊕ b ∈ K for all a, b ∈ K), ⊕ is associative
(i.e., a⊕ (b⊕ c) = (a⊕ b)⊕ c) for all a, b, c ∈ K), and 0 is an identity for⊕ (i.e., a⊕ 0 = 0⊕ a = a
for all a ∈ K . Likewise, (K ,⊗, 1) is a monoid.
2. ⊕ is commutative (i.e., a⊕ b = b⊕ a for all a, b ∈ K) and idempotent (i.e., a⊕ a = a for all
a ∈ K).
3. ⊗ distributes over ⊕, i.e., a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c) and (a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c).
4. 0 is an annihilator, i.e., a⊗ 0 = 0⊗ a = 0 for all a ∈ K .
5. If a1, a2, . . . , ai, . . . is a countable sequence of elements in K , then a1 ⊕ a2 ⊕ · · · ⊕ ai ⊕ · · · exists
and is unique. Moreover, associativity, commutativity, and idempotence hold for both inﬁnite
and ﬁnite summaries.
6. ⊗ distributes over both ﬁnite and inﬁnite summaries, i.e., a⊗ (b1 ⊕ b2 ⊕ . . .) = (a⊗ b1)⊕
(a⊗ b2)⊕ · · · and (a1 ⊕ a2 ⊕ · · ·)⊗ b = (a1 ⊗ b)⊕ (a2 ⊗ b)⊕ · · · .
Some familiar examples of closed semirings are the following:
1. B = ({0, 1}, or, and , 0, 1), where or(x, y) = max(x, y), and and(x, y) = min(x, y) for all x, y ∈ {0, 1}
(B is also known as boolean semiring);
2. P = (R0,+,×, 0, 1), where R0 denotes the domain of real numbers greater than or equal to 0
(P is also known as probabilistic semiring, used to combine probabilities);
3. T = (R0 ∪ {+∞},min,+,+∞, 0), where R0 denotes the domain of real numbers greater than
or equal to 0 (T is also known as tropical semiring);
4. S = (2∗ ,∪, ·,∅, {}) where 2∗ is the set of all languages over an alphabet , including the
language {}.
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A closed semiring (K ,⊕,⊗, 0, 1) is said to be bounded if a⊕ b ∈ {a, b} for all a, b ∈ K . Basically,
the summary operator in a bounded semiring returns one of its operands. For instance, the closed
semirings B and T are bounded, whereas P and S are not bounded.
3.2. Weighted languages
Deﬁnition 1. Given an alphabet  and a closed semiring (K ,⊕,⊗, 0, 1), a weighted string is a pair
(s, k) where s ∈ ∗ and k ∈ K . A weighted language is a set of weighted strings.
The concatenation of two weighted strings w1 = (s1, k1) and w2 = (s2, k2), deﬁned on the
closed semiring (K ,⊕,⊗, 0, 1), is denoted as w1w2 and consists of the weighted string (s1s2,
k1 ⊗ k2).
The concatenation and the union of two weighted languages L1, L2 (denoted, respectively, as L1L2
and L1 ∪ L2), as well as the Kleene closure of a weighted language L (denoted as L∗) are deﬁned
analogously to the case of non-weighted languages. That is:
• L1L2 = {w1w2 | w1 ∈ L1 ∧ w2 ∈ L2};
• L1 ∪ L2 = {w | w ∈ L1 ∨ w ∈ L2};
• L∗ =⋃∞i=0 Li, where Li denotes the weighted language containing all the strings resulting from
the concatenation of i weighted strings in L.
Note that a weighted language L may contain two weighted strings which associate two
different weights to the same string, i.e., two weighted strings of the form (s, k1) and (s, k2) with
k1 /= k2.
Given a weighted language L deﬁned over a closed semiring S = (K ,⊕,⊗, 0, 1), the weighted
language L⊕ = {(s, k)| ∃(s, k ′) ∈ L, k =⊕(s,k ′′)∈L k ′′} is said to be the summary of L w.r.t. S .
Basically L⊕ assigns a unique weight (namely, the summary weight) to each set of weighted
strings (s, k) of L having the same value of s. In the following L⊕ will be also called (weighted)
summary language.
Example 1. Consider the weighted language L = {(aa, 3), (ab, 5), (ab, 8), (ba, 2), (ba, 4)} and the
closed semiring T = (R0 ∪ {+∞},min,+,+∞, 0). The summary language Lmin consists of the fol-
lowing set of weighted strings {(aa, 3), (ab, 5), (ba, 2)}.
3.3. Weighted ﬁnite automata
Deﬁnition 2. Given a closed semiring S = (K ,⊕,⊗, 0, 1), a weighted ﬁnite automaton on S is a
tuple M = (Q,, , q0,Qf ), where Q is the set of states,  is the alphabet of symbols,  ⊆ Q ××
K × Q is the set of state transitions, q0 ∈ Q is the initial state, and Qf ⊆ Q is the set of ﬁnal
states.
Given a transition t ∈ , we denote the ith element of t as t[i], with 1  i  4.
As usual the transition relation can be extended to deal with strings, i.e., ˆ ⊆ Q ×∗ × K × Q.
Let S = (K ,⊕,⊗, 0, 1) be a closed semiring andM = (Q,, , qo,Qf ) aWFA on S . Then ˆ is deﬁned
as follows:
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1. (q, , 1, q) ∈ ˆ, for all q ∈ Q,
2. (q, s, k , q′) ∈ ˆ, iff there exists a sequence of transitions t = (t1, t2, . . . , tn) with n > 0 such that:
t1[1] = q, tn[4] = q′, ti[1] = ti−1[4] for all 1 < i  n, s = t1[2]t2[2] . . . tn[2], and k = t1[3] ⊗ t2[3] ⊗
· · · ⊗ tn[3].
Moreover, we say that a weighted string (s, k) is accepted by M if there exists q′ ∈ Qf such that
(q0, s, k , q′) ∈ ˆ. The weighted language accepted byM is the set of weighted strings accepted byM
and is denoted as L(M).
Example 2. Consider the ﬁnite state automaton M , over the tropical semiring T , whose transition
function is reported in the following table and drawn in Fig. 1, where q0 denotes the initial state and
qf the ﬁnal state.
The weighted language accepted byM isL(M) = {(ab, 7), (ab, 3), (abb, 6)}. The summary ofL(M)
w.r.t. T is L(M)min = {(ab, 3), (abb, 6)}.
3.4. Weighted regular expressions
In the following we provide a recursive deﬁnition of weighted regular expressions. In this deﬁni-
tion we do not only introduce what the legal weighted regular expressions are, but for each weighted
regular expression r we deﬁne the weighted language it represents, denoted as L(r).
Deﬁnition 3. Let S = (K ,⊕,⊗, 0, 1) be a closed semiring, and an alphabet of symbols. A weighted
regular expression over  and S , and the weighted language it represents are deﬁned recursively as
follows:
1. ∅ is a weighted regular expression denoting the language ∅;
2. For each a ∈  ∪ {} and for each k ∈ K , a :k is a weighted regular expression denoting the
language {(a, k)};
3. If r1 and r2 are weighted regular expressions denoting the languagesL(r1) andL(r2), respectively,
then:
(a) r1 | r2 is a weighted regular expression denoting the language L(r1) ∪ L(r2);
(b) r1r2 is a weighted regular expression denoting the language L(r1)L(r2);
(c) r∗1 is a weighted regular expression denoting the language L(r1)∗.
Fig. 1. A ﬁnite automaton.
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Example 3. The weighted regular expression denoting the language accepted by the weighted ﬁnite
automaton of Example 2 is:
((a : 5)(b : 2) | (a : 2) ( (b : 2)(b : 2) | (b : 1) )) .
The following fact states the equivalence between weighted regular languages and weighted ﬁnite
automata.
Fact 3 [22]. A weighted language is regular if and only if it is recognized by a WFA.
4. Weighted path queries
In this section, we introduceweighted path queries, an extension of path queries where the regular
expressions denoting paths over a graph are associated to a weight.
A database graph G = (N ,E,&,, ') is a directed labeled graph, where N is a set of nodes,
E is a set of edges,  is a ﬁnite set of symbols denoting labels associated to edges, & is an
incidence function mapping E to N × N and ' is an edge labeling function mapping E to
 [15].
LetG = (N ,E,&,, ') be a database graph and let p = (n1, e1, n2, e2, ... , nm) be a path inG, where:
∀i ∈ [1..m] ni ∈ N and∀j ∈ [1..m−1] ej ∈ E ∧ &(ej) = (nj−1, nj). The label pathof p , denoted as '(p),
is deﬁned as '(e1) . . . '(em−1). We say that a string s ∈ ∗ spells a path p inG if s = '(p). Moreover,
we say that a path p satisﬁes the regular expression r if '(p) ∈ L(r).
Deﬁnition 4 (Weighted path query and weighted simple path query). Given a database graph
G = (N ,E,&, , ') and a closed semiring S = (K ,⊕,⊗, 0, 1), a weighted path query (respectively,
weighted simple path query) is an expression of the form N0[r] (respectively, N0[r]s) where N0 is a
subset of N and r a weighted regular expression on  and S .
The semantics of weighted path queries and weighted simple path queries is as follows. Let N0[r]
(respectively, N0[r]s) be a weighted path query (respectively, weighted simple path query) on the
graphG = (N ,E,&,, '), and T (respectively, Ts) be the set of triplets (x, y , k) such that x ∈ N0, y ∈ N
and there is a path (respectively, simple path) p from x to y such that ('(p), k) ∈ L(r)⊕. The answer
of N0[r] is the set of triplets {(x, y , k) | ∃(x, y , k ′) ∈ T ∧ k = ⊕(x,y ,ki)∈T ki}, whereas the answer of
N0[r]s is {(x, y , k) | ∃(x, y , k ′) ∈ Ts ∧ k = ⊕(x,y ,ki)∈Ts ki}.
Example 4. Consider the database graph G shown in Fig. 2 and the weighted regular expression
r = ((a : 2) | (b : 3))∗ over the tropical semiring.
The weighted path query {1}[r] computes the shortest paths in G starting from the node 1 where
the cost of arcs labeled with a is 2 and the cost of arcs labeled with b is 3. Therefore it returns the
triplets (1, 1, 0), (1, 2, 2), (1, 3, 2) and (1, 4, 5). Clearly, in this case, the weighted simple path query
{1}[r]s returns the same result as {1}[r].
Consider now the weighted regular expression r′ = ((a : 1) | (b : 0))∗. The weighted path query
{1}[r′] counts the number of a in the paths starting from node 1.
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Fig. 2. A database graph.
4.1. Computing weighted path queries
Evaluating the answer of a weighted path query N0[r] (w.r.t. a semiring S) over a given database
graph G can be accomplished by ﬁrst constructing the intersection graph GM between G and a
WFA M corresponding to r, and then computing shortest paths on GM .
The intersection graph GM is constructed as follows. Each node of GM is a pair q/n, where q is a
state ofM and n is a node of G. For each transition (q1,*, k , q2) ofM and arc e = (n1, n2) of G with
'(e) = *, an arc connecting q1/n1 to q2/n2 with weight k is put into GM . In the adjacency matrix
representing GM the cells lying onto the main diagonal contain the weight 1 (the identity for ⊗).
In order to represent pairs of disconnected nodes, we introduce the new symbol 0˜ (not belonging
to the considered semiring): the occurrence of 0˜ in the cell (qi/nj , qi′/, nj′) of the adjacency matrix
of GM means that there is no arc from qi/nj to qi′/, nj′ in GM . The symbol 0˜ satisﬁes the following
properties w.r.t. the considered semiring S = (K ,⊕,⊗, 0, 1):
1. 0˜ ∈ K ,
2. ∀w ∈ K w ⊕ 0˜ = w,
3. ∀w ∈ K w ⊗ 0˜ = 0˜.
Basically, properties (2) and (3) state that 0˜ is both an identity for ⊕ and an annihilator for ⊗.
Indeed, the same properties hold for the element 0 of the semiring: we have introduced the new
symbol 0˜ in order to distinguish between cells representing pairs of disconnected nodes (which
contain the symbol 0˜) and cells representing pairs of nodes connected by an arc corresponding to
a transition (q1,*, 0, q2) (these cells contain the value 0).
Observe that every path p inG connecting the node ni to the node nj and spelling aworddeﬁnedby
r corresponds to at least a path p ′ inGM connecting q0/ni to qf /nj (where qf ∈ Qf ), and vice versa.
Example 5. Consider the database graph G on the left-hand side of Fig. 3 and the weighted regular
expression r = (a : 1)∗ ((a : 3) | (b : 1)) (b : 2)∗ over the tropical semiring T . AWFAM associated to
r is shown at the center of Fig. 3, where q0 is the initial state and q1 is the ﬁnal state. The intersection
graph GM is shown on the right-hand side of the same ﬁgure. The adjacency matrices of G, M and
GM are shown in Fig. 4.
Algorithm 1 constructs the intersection graph between a database graph and a weighted ﬁnite
automaton. For the sake of simplicity, in the following we assume that the identiﬁers of the nodes
of the database graph and the identiﬁers of the states of the weighted automaton are integers in
the ranges [0 .. |N |−1] and, respectively, [0 .. |Q|−1]. Analogously, the identiﬁers of the nodes of the
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Fig. 3. A database graph G, a WFAM and the intersection graph GM .
Fig. 4. The adjacency matrices of G, M and GM of Fig. 3.
intersection graph are integers in the range [0 .. |N |×|Q|−1]: in particular, the identiﬁer of the node
ni/qj is qj × |N | + ni .
Algorithm 1.
Function IntersectionGraph
Input: A database graph G = (N ,E,&,, ').
A WFA M = (Q,, , q0,Qf ) on the semiring S = (K ,⊕,⊗, 0, 1).
Output: The adjacency matrix C of GM
begin
For each ni , nj ∈ N and ql, qm ∈ Q do
C[ql×|N |+ni , qm×|N |+nj] :=⊕({˜0} ∪ {t[3] | t ∈  ∧ ∃ e ∈ E s.t.
t[1]= ql ∧ t[4]= qm ∧ t[2]='(e) ∧ &(e)=(ni , nj)});
For i := 0 to |N |×|Q|−1 do
C[i, i] := 1;
end;
Let N0[r] be a weighted path query on the database graph G = (N ,E,&,, '), and
M = (Q,, , q0,Qf ) a WFA corresponding to r, where N0 = {n01 , . . . , n0-}. Once the intersection
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graph GM has been constructed, evaluating the answer of N0[r] requires the computation of the
“shortest" paths in GM starting from the nodes n01/q0, . . . , n0-/q0. The notion of shortest path is
relative to the adopted semiring, that is the weight of the shortest path between ni/qj and ni′/qj′ is
obtained by applying the summary operator ⊕ to the weights of all the paths connecting ni/qj to
ni′/qj′ . A triplet (ni, nj , k) belongs to the answer of N0[r] iff the following conditions hold:
1. ni belongs to N0,
2. k is the summary of the weights of all the paths in GM connecting ni/q0 to the nodes in the set
{nj/qf | qf ∈ Qf },
3. k /= 0˜.
Algorithm 2 implements the above-described strategy for evaluating the answer of a weighted
path query.
Algorithm 2.
Input: A database graph G = (N ,E,&,, ');
A subset N0 of N ;
A weighted regular expression r on the semiring S = (K ,⊕,⊗, 0, 1);
Output: The answer Res of N0[r] against G;
begin
(Q,, , q0,Qf ) = BuildAutomaton(r);
Let M be the automaton (Q,, , q0,Qf );
C0 = IntersectionGraph(G,M);
m := |N | × |Q| − 1;
For h := 0 to m do
For i := 0 to m do
For j := 0 to m do
Ch[i, j] :=Ch−1[i, j] ⊕ ( Ch−1[i, h] ⊗ Ch−1[h, h]∗ ⊗ Ch−1[h, j] )
Res = ∅;
For each ni ∈ N0, nj ∈ N do begin
k =⊕( {Cm[q0×|N |+ni , qf ×|N |+nj] | qf ∈ Qf } )
if k /= 0˜
Res = Res ∪ {(ni , nj , k)};
end;
end;
The function BuildAutomaton takes as input a weighted regular expression r and returns aWFA
equivalent to r. Constructing the WFA can be accomplished in linear time w.r.t. the size of r.
Observe that Algorithm 2 uses Floyd-Warshall algorithm to compute all-pairs shortest paths in
GM . In particular the term Ch−1[h, h]∗ denotes the summary of all the cycles in the intersection
graph walking through the node with identiﬁer h and containing only nodes whose identiﬁers are
in the set {0, . . . , h−1}.
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The following theorem states the correctness of Algorithm 2.
Theorem 1. Let G = (N ,E,&,, ') be a database graph, N0 a subset of N and r a weighted regular
expression deﬁned over a closed semiring S = (K ,⊕,⊗, 0, 1). The set of triplets returned by Algorithm
2 taking as input G,N0 and r is the answer of N0[r].
Proof. From the deﬁnition of intersection graph it follows that given two nodes ni, nj ∈ N , there is
a path p in G connecting ni to nj s.t. ('(p),w) ∈ L(r) iff there are qf ∈ Qf and a path p ′ of weight
w in C0 connecting ni/q0 to nj/qf .
Indeed, a node nj can be reached from a node ni by means of different paths satisfying r, and
such paths have (possibly) different weights (which are implicitly deﬁned by the weighted regular
expression).
The three nested loops in Algorithm 2 result in the matrix Cm (with m = |N | × |Q| − 1) where
each cell Cm[qh×|N |+ni , ql×|N |+nj] contains the summary of the weights of all the paths in C0
connecting the node ni/qh to nj/ql, for each ni, nj ∈ N and for each qh, ql ∈ Q.
The set Res contains for each ni ∈ N0 and nj ∈ N the triplet (ni, nj , k) where k is the summary of
the set of cells
{
Cm[q0×|N |+ni , qf×|N |+nj] | qf ∈ Qf
}
, if k /= 0˜. This corresponds to considering
for each node ni inN0 and nj inN the paths inC0 connecting ni/q0 to the nodes in the set {nj/qf | nj ∈
N ∧ qf ∈ Qf }, and thus summarizing the weights of these paths. This implies that Res is the answer
of N0[r]. 
We now consider the computational complexity of Algorithm 1.
Proposition 1. The cost of Algorithm 1 is
∑
0 i, j < |N |
0 h, l < |Q|
max(|Eij| × |(h, l)|, 1) where |Eij| denotes the
number of arcs in G from node i to node j and |(h, l)| denotes the number of transitions from state h
to state l.
Proof. Each arc (i, j, u) in G is compared with every arc (h, l, v/w) in . This means that for each
pair of nodes i and j inG and for each pair of nodes h and l in , the arcs from i to j (Eij) are compared
with the arcs from h to l (hl). Therefore, the overall cost is
∑
0 i, j < |N |
0 h, l < |Q|
max(|Eij| × |(h, l)|, 1). 
From Proposition 1 it is possible to derive the following bounds for Algorithm 1:1((|N | × |Q|)2)
and O((|N | × |Q|)2 × c1 × c2) where c1 = maxi,j|Eij| and c2 = maxh,l|(h, l)|.
Algorithm 2 uses O(n3)⊕,⊗ and ∗ operations, where n denotes the number of nodes in the graph
intersection of G andM (i.e., n = |N | × |Q|). Therefore, if we denote the cost of applying ⊕, ⊗ and
∗ as T⊕, T⊗, and T∗, Algorithm 2 works in 2
(
n3 × (T⊕ + T⊗ + T∗)
)
.
We point out that this complexity bound is due to the adoption of Floyd-Warshall algorithm
for computing all-pairs shortest paths. Indeed, when particular semirings are adopted (such as the
tropical semiring) it is possible to use more efﬁcient single-source shortest-path algorithms, such as
the ones introduced in [19].
4.2. Computing weighted simple path queries
The complexity of answering to simple path queries was investigated in [15], where the problem of
decidingwhether a node belongs to the answer of a simple path querywas shown to beNP -complete.
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In this section we study the corresponding membership problem for the case of weighted simple
path queries. The results provided in this section hold under the assumption that the operators ⊕
and ⊗ can be evaluated in polynomial time w.r.t. to the size of their operands.
We denote the membership problems for simple path queries and weighted simple path queries
as SPQ andWSPQ, respectively. An instance of SPQ is a tuple 〈G, r, ns, nf 〉 where G is a database
graph, r is a regular expression, ns and nf are nodes of G. The instance is true iff ns and nf are,
respectively, the starting and ﬁnal node of a simple path inG spelling a word inL(r). An instance of
WSPQ, deﬁned on a semiring S = (K ,⊕,⊗, 0, 1), is a tuple 〈G, r, ns, nf , k〉 where G = (N ,E,&,, ')
is a database graph, ns, nf are nodes of G, k ∈ K , and r is a weighted regular expression on  and
S . 〈G, r, ns, nf , k〉 is true iff (ns, nf , k) is in {ns}[r]s.
Lemma 1. Let G = (N ,E,&,, ') be a database graph, n1, n2 two nodes in N , r a weighted regular
expression on a closed semiring S = (K ,⊕,⊗, 0, 1), and k ∈ K. Then, the following problems are NP -
complete:
1. Checking if there is a simple path p from n1 to n2 such that ('(p), k) ∈ L(r);
2. Checking if there is a simple path p from n1 to n2 and an element k ′ ∈ K such that ('(p), k ′) ∈ L(r)
and k ′ ⊕ k /= k.
Proof (Hardness). It is possible to show hardness of both (1) and (2) by reduction of the standard
simple path problem. Let r′ be a (standard) regular expression, G a database graph, and n1, n2 two
nodes in G. Moreover, let r be the weighted regular expression obtained from r′ by associating the
weight 1 to each symbol appearing in r′ . This implies that each word in L(r) is associated with the
weight 1, and, since the operator ⊕ is idempotent, each word w in L(r)⊕ has weight 1.
Thus, checking whether (n1, n2) ∈ {n1}[r′]s is equivalent to checking if there exists a simple path
p from n1 to n2 such that ('(p), 1) ∈ L(r), or alternatively to checking if there exist a simple path
p from n1 to n2 and an element k ′ ∈ K such that ('(p), k ′) ∈ L(r) and k ′ ⊕ 1 = k ′ (obviously, if k ′
exists then it is equal to 1).
(Membership).We prove that 1) and 2) belong to NP by showing the existence of a polynomial
size witness for each of the two problems.
Let M = (Q,, , q0,Qf ) be a WFA associated to r, and GM be the intersection graph between
G andM . As explained in Section 3, the weighted graph GM is constructed so that, given two nodes
ni, nj ∈ N , there exists a path p in G connecting ni to nj such that ('(p), k) ∈ L(r) iff there exists
qf ∈ Qf and a path p ′ of weight k in GM which connects q0/ni to qf /nj .
Thus, a polynomial size witness for the ﬁrst problem is a node qf ∈ Qf and a path p in the graph
GM connecting n1/q0 to n2/qf such that k =⊗e∈p e[3]. A polynomial size witness for the second
problem is a path p in the graph GM such that k ′ =⊗e∈p e[3] and k ⊕ k ′ = k ′. 
Theorem 2. Let G = (N ,E,&,, ') be a database graph, N0 a subset of N , and r a weighted regular
expression on a bounded semiring S = (K ,⊕,⊗, 0, 1). Checking if a triplet (n1, n2, k) belongs to N0[r]s
is a DP -complete problem.
Proof (Membership). As S is bounded, applying the operator ⊕ to a set of weights K ′ results in a
weight in K ′. Therefore, a triplet (n1, n2, k) belongs to N0[r]s only if there is a simple path p from
n1 to n2 s.t. ('(p), k) ∈ L(r). Hence, a triplet (n1, n2, k) belongs to N0[r]s iff the following conditions
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hold: 1) there is a simple path p from n1 to n2 such that ('(p), k) ∈ L(r), 2) there is not a simple path
p from n1 to n2 and an element k ′ ∈ K such that ('(p), k ′) ∈ L(r) and k ′ ⊕ k /= k , 3) n1 ∈ N0.
From Lemma 1, we have that the problems of checking conditions (1 and 2) are, respectively,
NP -complete and coNP -complete. Thus, the problem is in DP .
(Hardness). It is known that for any language L in DP there are two languages L1 ∈ NP and
L2 ∈ coNP such that L = L1 ∩ L2. Since SPQ is NP -complete [15], there is a reduction R1 of L1 to
SPQ and a reduction R2 from L2 to SPQ.
Thus, given an instance x of a problem in L, x is true iff x ∈ L1 and x ∈ L2. Verifying x is equivalent
to verifying the two instances R1(x) = 〈G1, r1, n′s, n′f 〉 of SPQ and R2(x) = 〈G2, r2, n′′s , n′′f 〉 of SPQ.
From these two instances of SPQ and SPQ, we construct an instance 〈G, r, ns, nf , 0〉 of WSPQ
where G = 〈N ,E,&,, '〉 is deﬁned as follows:
•  = 1 ∪2 ∪ {a, b}, and a, b ∈ (1∪2);
• N = N1 ∪ N2 ∪ {ns, nf }, E = E1 ∪ E2 ∪ {en′s , en′′s , en′f , en′′f }, where en′s is an arc from ns to n′s labeled
with a, en′′s is an arc from ns to n
′′
s labeled with a, en′f is an arc from n
′
f to nf labeled with b and
en′′f is an arc from n
′′
f to nf labeled with b
1 ;
• r = (a : 1) (r′1 | r′′2 ) (b : 1), where r′1 is the weighted regular expression derived from r1 by assigning
theweight 0 to each symbol, and r′′2 is theweighted regular expression derived from r2 by assigning
the weight 1 to each symbol.
From the deﬁnition ofweighted simple path query a triplet 〈ns, nf , 0〉belongs to {ns}[r]s computed
on G iff the pair 〈n′s, n′f 〉 belongs to {n′s}[r1]s computed on G1 and the pair 〈n′′s , n′′f 〉 does not belong
to {n′′s }[r2]s computed on G2. 
5. Weighted XPath
Weighted path queries can be proﬁtably exploited in several application contexts to express
relevant classes of queries. In this sectionwe provide an evidence of this, usingweighted path queries
on XML data. We show that in this scenario weighted path queries enable several problems, that
are not easily expressible using traditional XML query languages, to be expressed in a simple and
compact form.
Several languages havebeenproposed formanipulating andqueryingXMLdata, such asXQuery
[27] (the standard query language forXML) andXSLT [28] (for transformingXMLdocuments into
other XML documents). In order to accomplish their tasks, these languages need to locate pieces of
information contained in the XML documents to be manipulated, and use XPath [26] expressions
to this aim. Basically, an XPath expression deﬁnes a navigation over the tree corresponding to the
XML document to be queried, and returns the set of nodes which are reachable from one or more
starting nodes through any path satisfying the expression. The expression can specify the traversal
either completely (by specifying each element of the path to be walked through in order to reach the
1 The functions ' and & are deﬁned accordingly.
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desired elements), or partially (by expressing descendant relations between the nodes of the path,
rather than parent-child relations), and contains possible conditions on intermediate nodes.
Although weighted path queries could be expressed using XQuery (for instance, by deﬁning
ad-hoc functions), expressing such queries is somewhat tricky and complex, even for “simple"
queries which are not intrinsically recursive, as shown in the following example.
Example 6.Consider a documentD describing the composition of several products, whose structure
is deﬁned by the following DTD:
<! ELEMENT doc (product+) >
<! ELEMENT product (name, components+) >
<! ELEMENT components (product*) >
<! ELEMENT name (#PCDATA >
Let Q be the following query on D: “For each top-level product, return the list of its components
up to the x-th level of containment", where x is an input parameter of the query. If x were ﬁxed at
compile-time, Q could be expressed in XQuery using a disjunctive XPath expression. For instance,
if x = 3 then Q can be written as:
<list>
{For $p in document("filename.xml")/doc/product
Return
<item>
Sp/name,
<parts>
{For $ps in ($p/components/product |
$p/components/product/components/product |
$p/components/product/components/product/components/
product)
Return $ps }
</parts>
</item>
}
</list>
However, if x is not known at compile-time, the sequence of nodes assigned to $ps cannot be
deﬁned using XPath. Thus the query formulation becomes more and more complex, as we must
resort to XQuery functions.
We now explain how the idea of associating a weight to XPath steps can be exploited to express
in a simpler form queries like that of Example 6.
In the following we refer to navigational XPath, that is we consider the fragment of XPath
containing only the descendant and child axes. An XPath expression belonging to this fragment is
a sequence of navigational steps st1 . . . stn, where sti is of the form /t or //t, where t is a tag name
or the wildcard symbol “*". 2
2 Recall that XPath wildcard symbol has a different semantics w.r.t. the Kleene star operator, although they are denoted
with the same symbol.
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We assume an input XML document D, an XPath expression exp and the tropical semiring.3
The set of tag names occurring in D will be denoted as TD. For each navigation step st in exp , one
or more weight ﬁlters can be associated to st to express the cost of walking through st. In more
detail, a weight ﬁlter is an expression of the form 〈t:w〉, where t is a tag name, and w is a weight.
An XPath step augmented with one or more weight ﬁlters will be said to be weighted. A weighted
XPath expression is a sequence of weighted Xpath steps. For instance, /doc/*<product:1>
is a weighted XPath expression consisting of a sequence of two steps, where the last step is weighted.
The semantics of weighted XPath expressions is as follows. Let exp = stw1 . . . stwn be a weighted
XPath expression, where each weighted XPath step stwi has the form sti〈t1 : w1〉 . . . 〈tk : wk〉. Then
the semantics of exp is given by rewriting each stwi into an equivalent weighted path query wpq(st
w
i )
deﬁned as follows:
• if sti = ‘/t’, wpq(stwi ) = (t : wt) where wt =
{
wi if t = ti for some i ∈ [1..k];
0 if t /= ti ∀i ∈ [1..k].
• if sti = ‘/*’, wpq(stwi ) = (t1 : w1) | . . . | (tk : wk) | (t′1 : 0) | . . . | (t′l : 0), where {t′1, . . . , t′l} =
TD − {t1, . . . , tk}.
• if sti = ‘//t’, wpq(stwi ) = ( (t1 :w1) | . . . | (tk :wk) | (t′1 :0) | . . . | (t′l :0) )∗(t :wt) where {t′1, ..., t′l} =
TD − {t1, ..., tk} and wt=
{
wi if t = ti for some i ∈ [1..k];
0 if t /= ti ∀i ∈ [1..k].
• if sti = ‘//*’,wpq(stwi ) = ( (t1 : w1) | . . . | (tk : wk) | (t′1 : 0) | . . . | (t′l : 0) )+,where {t′1, ..., t′l} = TD −{t1, ..., tk}.
For instance, the above-mentioned weighted XPath expression /doc/*<product:1> applied
to a context node n returns all the nodes reachable from n by navigating through a sequence
consisting of an element doc and an element of any type. If the last element of this sequence is of
type product, then the reached node is assigned the weight 1, otherwise it is assigned the weight 0.
5.1. Examples
We now present some examples showing how weighted XPath can be proﬁtably used to express
signiﬁcantqueries.Inthefollowing,givenanodenresultingfromtheevaluationoftheweightedXPath
expression exp , the function weight() invoked on n returns the weight associated to n by exp .4
Example 7. Using a weighted XPath expression, the query of Example 6 can be rewritten as:
<list>
{ For $p in document("filename.xml")/doc/product
Return
<item>
Sp/name,
<parts>
3 Observe that weighted path expressions over any other closed semiring can be used as well to extend XPath.
4 We assume that during the evaluation of a query, the weight associated to each node returned by a weighted XPath
expression is stored.
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{ For $ps in ($p//product<components:1>)
Return if ($ps/weight()<=x) $ps }
</parts>
</item>
}
</list>
where the weighted XPath expression //product<components:1> is equivalent to
( (components : 1) | (doc : 0) | (product : 0) | (name : 0) )∗ (product : 0).
Example 8. Consider a document conforming to the following DTD:
<! ELEMENT doc (chapter+) >
<! ELEMENT chapter (title, paragraph+) >
<! ELEMENT paragraph (sentence+, note*) >
<! ELEMENT title (#PCDATA) >
<! ELEMENT sentence (#PCDATA) >
<! ELEMENT note (#PCDATA) >
We are interested in chapters that deal with some topic related to Java.We want to rank chapters
on the basis of the occurrences of the word “Java”: in particular, we want to weight occurrences
inside title elements ﬁve times the occurrences inside paragraph elements. Chapters whose rank is
grater than 10 are returned by the following query:
<result>
{ For $c in document("book.xml")/chapter
Let $w := For $l in $c//*<title:5><paragraph:1>/text()
Return if (contains($l,"Java")) $l/weight()
Return if (sum($w)>10) $c
}
</result>
However, there are path queries which cannot be expressed by using XPath, since the only forms
of recursion in XPath are the descendant and ancestor axes. In particular, XPath does not permit
recursive navigations through IDREF and IDREFS attributes to be expressed. This is a severe
limitation, as several interesting queries cannot be expressed in XPath, as shown in the following
example.
Example 9. Let D be a document conforming the following DTD, where some information about
people and their relationships is represented:
<! ELEMENT Document (Person+) >
<! ELEMENT Person (Name,DateOfBirth) >
<! ATTLIST Person id ID #REQUIRED
Father IDREF #REQUIRED
Mother IDREF #REQUIRED
sons IDREFS >
<! ELEMENT Name (#PCDATA) >
<! ELEMENT DateOfBirth (#PCDATA) >
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Let Q be the following query on D: “Extract pairs of relatives and return them with their degree
of relationship". Standard XPath cannot be used to express this query, as searching for pairs of
relatives (of any degree) requires the input document to be navigated through references stored in
attributes father, mother and sons.
This limitation could be overcome if we used weighted path queries (instead of XPath) to specify
navigations inside XML documents, exploiting the presence of * operator, which is more ﬂexible
than the descendant operator of standard XPath. We now show how Q can be easily expressed by
enabling the use of weighted path queries inside XQuery queries. In order to make weighted path
queries well-suited for navigating through the ID/IDREF mechanism of XML, we ﬁrst introduce
a new syntactic construct. In particular, an expression of the form ⇑attname, where attname is
the name of an attribute of type IDREF, returns the element whose ID is the value of attname in
the current element. For instance, starting form a person element p , the weighted path expression
(⇑Mother:1 | ⇑Father:1)* returns p and the set of person elements which correspond
to the ancestors of person p .
The following query computes all pairs of relatives and their degree of relationship.
<relatives>
{ For $p in document("people.xml")/Person
For $r in $p / (⇑Mother:1 | ⇑Father:1)∗/(⇑sons:1)∗
Return
<pair>
<person ID="{$p/@ID}" > { $p/name} </person>
<person ID="{$r/@ID}" > { $r/name} </person>
<degree> { $r/weight() } </degree>
</pair>
}
</relatives>
6. Conclusion
In this paper, we have introduced an extension of path queries, called weighted path queries,
where the regular expressions denoting paths over a graph are weighted. We have analyzed the
complexity of computing both path queries and simple path queries over a given graph and we
have shown howweighted path queries can be used in querying graph-like databases. Moreover, we
have described classes of queries (e.g., queries expressing ‘optimization’ problems) which cannot be
deﬁned by means of standard path queries, but can be expressed using weighted path queries. We
have also presented applications showing how weighted path queries can be used to query XML
documents.
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