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STANDARD MONOMIALS OF 1-SKELETON IDEALS OF GRAPHS AND
THEIR SIGNLESS LAPLACE MATRICES
CHANCHAL KUMAR, GARGI LATHER, AND AMIT ROY
Abstract. Let G be a (multi) graph on the vertex set V = {0, 1, . . . , n} with root 0. The G-
parking function ideal MG is a monomial ideal in the polynomial ring R = K[x1, . . . , xn] over a
field K such that dimK
(
R
MG
)
= det
(
L˜G
)
, where L˜G is the truncated Laplace matrix of G and
det
(
L˜G
)
is the determinant of L˜G. In other words, standard monomials of the Artinian quotient
R
MG correspond bijectively with the spanning trees of G. For 0 ≤ k ≤ n − 1, the k-skeleton ideal
M(k)G of G is the monomial subideal M(k)G = 〈mA : ∅ 6= A ⊆ [n] and |A| ≤ k + 1〉 of the G-parking
function ideal MG = 〈mA : ∅ 6= A ⊆ [n]〉 ⊆ R. For a simple graph G, Dochtermann conjectured
that dimK
(
R
M(1)G
)
≥ det
(
Q˜G
)
, where Q˜G is the truncated signless Laplace matrix of G. We show
that Dochtermann conjecture holds for any (simple or multi) graph G on V .
Key words: Standard monomials, signless Laplace matrix, parking functions.
1. Introduction
Let G be a multigraph on the vertex set V = {0, 1, . . . , n} = {0}∪[n] with root 0 and adjacency
matrix A(G) = [aij]0≤i,j≤n. Let E(i, j) be the set of edges between i, j ∈ V . Then E(i, j) = E(j, i)
and |E(i, j)| = aij = aji. We always assume that G is loopless, i.e., aii = 0 for every i ∈ V . For
∅ 6= A ⊆ [n] = {1, 2, . . . , n}, set dA(i) =
∑
j∈V \A aij, for i ∈ A. Then di = d{i}(i) is the degree of
the vertex i in G. Let D = diag[d0, d1, . . . , dn] be the diagonal matrix of order n+ 1. The Laplace
matrix LG and the signless Laplace matrix QG of G are given by
LG = D − A(G) and QG = D + A(G).
On deleting row and column corresponding to the root 0 from LG and QG, we obtain trun-
cated Laplace matrix L˜G and truncated signless Laplace matrix Q˜G of G, respectively. Let R =
K[x1, . . . , xn] be the polynomial ring in x1, . . . , xn over a field K. Sometimes, we write R = Rn to
indicate the number of variables in the polynomial ring. The monomial ideal MG in R given by
MG =
〈
mA =
∏
i∈A
x
dA(i)
i : ∅ 6= A ⊆ [n]
〉
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is called the G-parking function ideal. The monomial ideal MG, more generally for directed
graph G on V , has been introduced by Postnikov and Shapiro [9]. The standard monomials
xp = xp11 x
p2
2 · · ·xpnn of RMG (i.e., xp /∈MG) correspond to G-parking functions p = (p1, . . . , pn) ∈ Nn
and dimK
(
R
MG
)
= det L˜G. Thus by the matrix tree theorem, number of G-parking functions equals
the number of spanning trees of G. An algorithmic bijection between the set of G-parking functions
and the set of spanning trees of G is given by Perkinson, Yang and Yu [7] for simple graph and by
Gaydarov and Hopkins [3] for multigraph.
For 0 ≤ k ≤ n − 1, we consider the monomial subideal M(k)G of MG given by M(k)G =〈
mA =
∏
i∈A x
dA(i)
i : ∅ 6= A ⊆ [n] and |A| ≤ k + 1
〉
and call it the k-skeleton ideal of G. Dochter-
mann [1, 2] showed that likeMG, the k-skeleton idealsM(k)G of G also have many interesting com-
binatorial properties. He verified that dimK
(
R
M(1)G
)
= det Q˜G for the complete graph G = Kn+1
and conjectured the inequality dimK
(
R
M(1)G
)
≥ det Q˜G for any simple graph G on V .
Let a, b be positive integers. The complete multigraph Ka,bn+1 on V is given by the adjacency
matrix A
(
Ka,bn+1
)
= [aij]0≤i,j≤n with ai0 = a0i = a and aij = aji = b for i, j ∈ [n]; i 6= j. Let G be
a subgraph of the complete multigraph Ka,bn+1 obtained by deleting some edges through the root 0.
Then we show (Theorem 2.5) that dimK
(
R
M(1)G
)
= det Q˜G. Also for any (simple or multi) graph G
on V , we show (Corollary 3.4) that dimK
(
R
M(1)G
)
≥ det Q˜G. In fact, corresponding to any positive
semidefinite matrix H = [αij]n×n over N satisfying αi = αii ≥ maxj 6=i αij for 1 ≤ i ≤ n, we consider
the monomial ideal
JH =
〈
xαll , x
αi−αij
i x
αj−αij
j : 1 ≤ l ≤ n, 1 ≤ i < j ≤ n
〉
in R. Using Courant-Weyl inequalities and Fischer’s inequality on the determinant of positive
semidefinite matrices, we obtain (Theorem 3.3) dimK
(
R
JH
)
≥ detH.
2. Complete multigraphs and parking functions
Let Kn+1 be the complete (simple) graph on V . Then Kn+1-parking functions are precisely
(ordinary) parking functions of length n. More generally, if λ = (λ1, λ2, . . . , λn) ∈ Nn with λ1 ≥
λ2 ≥ · · · ≥ λn ≥ 1, then a finite sequence p = (p1, . . . , pn) ∈ Nn is called a λ-parking function if a
non-decreasing rearrangement pj1 ≤ pj2 ≤ · · · ≤ pjn of p satisfies pji < λn−i+1 for 1 ≤ i ≤ n. Let
PF(λ) be the set of λ-parking functions. An ordinary parking function of length n is a λ-parking
function for λ = (n, n− 1, . . . , 2, 1).
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For λ = (λ1, . . . , λn) ∈ Nn with λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 1, let
Λ(λ) = Λ(λ1, λ2, . . . , λn) =
[
λj−i+1n−i+1
(j − i+ 1)!
]
1≤i,j≤n
be a n× n Steck matrix, whose (i, j)th entry is λ
j−i+1
n−i+1
(j−i+1)! if i ≤ j + 1, and 0, otherwise. Consider the
monomial idealMλ =
〈(∏
i∈A xi
)λ|A| : ∅ 6= A ⊆ [n]〉 in R. Then the standard monomials of RMλ are
precisely λ-parking functions and by Steck determinant formula (see [8]), the number of λ-parking
function is given by
dimK
(
R
Mλ
)
= |PF(λ)| = n! det (Λ(λ)) .
The Steck determinant det(Λ(λ)) can be easily evaluated for the sequence λ = (λ1, . . . , λn) of special
types, for example, it is in arithmetic progression (see [5, 6, 8]). Let x be a variable and b ∈ N.
Suppose f bn(x) = det(Λ(x+(n−1)b, x+(n−2)b, . . . , x+b, x)) and gbn(x) = det
Λ(x+ b, x, . . . , x︸ ︷︷ ︸
n−1
)
.
Then f bn(x) and g
b
n(x) are polynomials in x of degree n given by
f bn(x) =
x(x+ nb)n−1
n!
and gbn(x) =
xn−1(x+ nb)
n!
.
In case b = 1, we get fn(x) = f
1
n(x) =
x(x+n)n−1
n!
and gn(x) = g
1
n(x) =
xn−1(x+n)
n!
. Hence for the
complete graph Kn+1, we have
dimK
(
R
MKn+1
)
= (n+ 1)n−1 and dimK
(
R
M(1)Kn+1
)
= (n− 1)n−1(2n− 1) = det
(
Q˜Kn+1
)
.
More generally, for complete multigraph Ka,bn+1, we have
dimK
(
R
MKa,bn+1
)
= a(a+ nb)n−1 and dimK
 R
M(1)
Ka,bn+1
 = (n!)gbn(a+ (n− 2)b).
It can be easily verfied that
dimK
 R
M(1)
Ka,bn+1
 = (a+ (n− 2)b)n−1(a+ (2n− 2)b) = det(Q˜Ka,bn+1) .(2.1)
Let 0 ≤ r ≤ n and Gn,r be the graph obtained from Kn+1 on deleting precisely r edges
through root 0. We have Gn,0 = Kn+1. On renumbering vertices, we assume that the deleted edges
are between 0 and i for n− r+ 1 ≤ i ≤ n. We proceed to verify that dimK
(
R
M(1)Gn,r
)
= det
(
Q˜Gn,r
)
.
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Let a be a fixed positive integer and let ω be a weight function (depending on r ∈ [0, n]) given
by ω(i) =
{
a if i ∈ [n− r],
a− 1 if i ∈ [n] \ [n− r]. Let I
〈a〉
n,r be a monomial ideal in Rn = K[x1, . . . , xn] given
by
I〈a〉n,r =
〈
x
ω(i)
i , x
ω(i)−1
i x
ω(j)−1
j : i, j ∈ [n] and i 6= j
〉
.
Clearly, I〈n〉n,r =M(1)Gn,r .
Consider the map µ = µxn−r+1 : Rn → RnI〈a〉n,r−1 given by µ(f) = xn−r+1f + I
〈a〉
n,r−1 for f ∈ Rn.
Then kerµ =
(
I〈a〉n,r−1 : xn−r+1
)
and let µ¯ : Rn(I〈a〉n,r−1 : xn−r+1) → RnI〈a〉n,r−1 be the induced Rn-linear map.
Thus there exists a short exact sequence of Rn modules (or K-vector spaces)
0→ Rn(
I〈a〉n,r−1 : xn−r+1
) µ¯−→ Rn
I〈a〉n,r−1
ν−→ Rn
〈I〈a〉n,r−1, xn−r+1〉
→ 0,(2.2)
where ν is the natural projection.
Lemma 2.1. Let r ≥ 1. Then
(i)
(
I〈a〉n,r−1 : xn−r+1
)
= I〈a〉n,r .
(ii) dimK
(
Rn
I〈a〉n,r
)
= dimK
(
Rn
I〈a〉n,r−1
)
− dimK
(
Rn−1
I〈a〉n−1,r−1
)
.
Proof. Clearly,
(
I〈a〉n,r−1 : xn−r+1
)
= {f ∈ Rn : xn−r+1f ∈ I〈a〉n,r−1} = I〈a〉n,r . Thus the short exact
sequence (2.2) is 0→ RnI〈a〉n,r
µ¯−→ RnI〈a〉n,r−1
ν−→ Rn〈I〈a〉n,r−1,xn−r+1〉 → 0. Further, We see that
〈
I〈a〉n,r−1, xn−r+1
〉
=〈
I〈a〉n,r , xn−r+1
〉
. Also, Rn〈I〈a〉n,r , xn−r+1〉 ∼= Rn−1I〈a〉n−1,r−1 as K-vector spaces. Thus from the short exact
sequence of K vector spaces, we have
dimK
(
Rn
I〈a〉n,r
)
= dimK
(
Rn
I〈a〉n,r−1
)
− dimK
 Rn〈
I〈a〉n,r−1, xn−r+1
〉
 .

Lemma 2.2. Let 0 ≤ r ≤ n. Then
(i) dimK
(
Rn
I〈a〉n,0
)
= (a− 1)n−1(a+ (n− 1)).
(ii) dimK
(
Rn
I〈a〉n,r
)
=
∑r
i=0(−1)i
(
r
i
)
(a− 1)n−i−1(a+ (n− i− 1)) = ∑ri=0(−1)i(ri)θn−i(a− 1), where
θl(x) = x
l−1(x+ l) is a polynomial in x.
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Proof. We have I〈a〉n,0 = 〈xai , (xixj)a−1 : i, j ∈ [n]; i 6= j〉. Thus dimK
(
Rn
I〈a〉n,0
)
= number of λ-parking
functions for λ = (a, a − 1, . . . , a − 1) ∈ Nn. Here λ = (x + 1, x, . . . , x) for x = a − 1 and b = 1.
Therefore,
dimK
(
Rn
I〈a〉n,0
)
= n! det (Λ(λ)) = (n!)gn(a− 1) = (a− 1)n−1(a+ n− 1).
This proves (i). We shall prove (ii) by induction on r. For r = 0, it follows from (i). Assume r ≥ 1.
From Lemma 2.1, we have
dimK
(
Rn
I〈a〉n,r
)
= dimK
(
Rn
I〈a〉n,r−1
)
− dimK
(
Rn−1
I〈a〉n−1,r−1
)
.
For n ≥ r ≥ 1, by induction assumption, dimK
(
Rn
I〈a〉n,r−1
)
=
∑r−1
i=0 (−1)i
(
r−1
i
)
θn−i(a − 1) and
dimK
(
Rn−1
I〈a〉n−1,r−1
)
=
∑r−1
i=0 (−1)i
(
r−1
i
)
θn−1−i(a− 1) =
∑r
i=1(−1)i−1
(
r−1
i−1
)
θn−i(a− 1). Thus
dimK
(
Rn
I〈a〉n,r
)
=
r−1∑
i=0
(−1)i
(
r − 1
i
)
θn−i(a− 1) +
r∑
i=1
(−1)i
(
r − 1
i− 1
)
θn−i(a− 1)
= θn(a− 1) +
r−1∑
i=1
(−1)i
[(
r − 1
i
)
+
(
r − 1
i− 1
)]
θn−i(a− 1) + (−1)rθn−r(a− 1)
=
r∑
i=0
(−1)i
(
r
i
)
θn−i(a− 1).

Remark 2.3. Note that I
〈a〉
n,n = I〈a−1〉n,0 for a ≥ 2. Thus from Lemma 2.2, we obtain an interesting
combinatorial identity :
(a− 2)n−1(a+ (n− 2)) =
n∑
i=0
(−1)i
(
n
i
)
(a− 1)n−i−1(a+ (n− i− 1)) for n ≥ 0.
Being a polynomial identity in a, it is valid for any a ∈ R.
Proposition 2.4. dimK
(
Rn
M(1)Gn,r
)
= det
(
Q˜Gn,r
)
.
Proof. The determinant of the truncated signless Laplace matrix Q˜Gn,r of Gn,r is given by
det
(
Q˜Gn,r
)
= (n− 1)n−r−1(n− 2)r−1 [(2n− 1)(n− 2) + r] .(2.3)
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In fact, on applying the column operation C1 + (C2 + . . . + Cn) on Q˜Gn,r , followed by the row
operations R2 −R1, R3 −R1, . . . , Rn −R1, Q˜Gn,r reduces to the matrix
2n− 1 1 · · · 1 1 · · · 1
0 n− 1 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · n− 1 0 · · · 0
−1 0 · · · 0 n− 2 · · · 0
...
...
. . .
...
...
. . .
...
−1 0 · · · 0 0 · · · n− 2

n×n
,
where n−2 appears as the diagonal entry in the last r rows. Now expanding the determinant along
the first column, we get (2.3).
Also, I〈n〉n,r =M(1)Gn,r and from Lemma 2.2, we have
dimK
(
Rn
M(1)Gn,r
)
=
r∑
i=0
(−1)i
(
r
i
)
(n− 1)n−i−1((2n− 1)− i)
= (n− 1)n−r−1(2n− 1)
{
r∑
i=0
(−1)i
(
r
i
)
(n− 1)r−i
}
+ (n− 1)n−r−1
{
r∑
i=0
(−1)i+1
(
r
i
)
i(n− 1)r−i
}
= (n− 1)n−r−1 [(2n− 1)(n− 2)r + r(n− 2)r−1]
= (n− 1)n−r−1(n− 2)r−1 [(2n− 1)(n− 2) + r]
= det
(
Q˜Gn,r
)
.

We now proceed to generalize Proposition 2.4 to multigraphs.
Theorem 2.5. Let G be a multigraph on V obtained from the complete multigraph Ka,bn+1 on deleting
some edges through the root 0. Then
dimK
(
Rn
M(1)G
)
= det Q˜G.(2.4)
Proof. We shall prove this theorem by induction on n. For n = 1, G = Ka,02 for some a ≥ 0.
Then M(1)G = 〈xa1〉 ⊆ R1 and Q˜G = [a] and hence (2.4) holds. For n = 2, the adjacency matrix
A(G) =
[
0 a1 a2
a1 0 b
a2 b 0
]
3×3
for some a1, a2 ≤ a and b ≥ 1. Then M(1)G =
〈
xa1+b1 , x
a2+b
2 , x
a1
1 x
a2
2
〉
and
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Q˜G =
[
a1 + b b
b a2 + b
]
2×2
. Again, dimK
(
R2
M(1)G
)
= (a1 + b)(a2 + b) − b2 = det Q˜G shows that
(2.4) holds. By induction assumption, suppose theorem holds for multigraphs on the vertex set
{0, 1, . . . ,m}; m < n, obtained from Ka,bm+1 on deleting some edges through the root 0 for any
a, b ≥ 1.
Let n ≥ 3 and G be a multigraph on V = {0, 1, . . . , n} obtained from Ka,bn+1 on deleting some
edges through the root 0. The adjacency matrix A(G) = [aij](n+1)×(n+1) of G satisfies a0i = ai0 =
ai ≤ a and aij = b for i, j ∈ [n] with i 6= j. Then
M(1)G =
〈
x
al+(n−1)b
l , x
ai+(n−2)b
i x
aj+(n−2)b
j : 1 ≤ l ≤ n, 1 ≤ i < j ≤ n
〉
.
Let e0 be a fixed edge from 0 to j in G (1 ≤ j ≤ n). Consider the multigraph G1 = G− e0 obtained
from G on deleting the edge e0. Then clearly,
M(1)G1 =
(
M(1)G : xj
)
=
{
f ∈ Rn : xjf ∈M(1)G
}
.
Consider the Rn-linear map µxj : Rn → RnM(1)G given by µxj(f) = xjf +M
(1)
G for f ∈ Rn. Then
Ker(µxj) =
(
M(1)G : xj
)
=M(1)G1 and there is a short exact sequence of K-vector spaces
0→ Rn
M(1)G1
µ¯xj−−→ Rn
M(1)G
ν−→ Rn〈
M(1)G , xj
〉 → 0,(2.5)
where ν is the natural projection and µ¯xj is the map induced by µxj . Let G2 be a multigraph on
the vertex set V \ {j} with adjacency matrix A(G2) =
[
a
(2)
rs
]
0≤r,s≤n
r,s6=j
, where a
(2)
0,r = ar + b, a
(2)
rs = b
for r, s ∈ [n] \ {j}, r 6= s. Then, writing Rn−1 = K[x1, . . . , xˆj, . . . , xn] for the polynomial ring over
K in n− 1 variables x1, . . . , xj−1, xj+1, . . . , xn, we have Rn−1M(1)G2
∼= Rn〈M(1)G ,xj〉 .
Thus from the short exact sequence (2.5), we get
dimK
(
Rn
M(1)G
)
= dimK
(
Rn
M(1)G1
)
+ dimK
(
Rn−1
M(1)G2
)
.(2.6)
As determinant is linear on columns, we have
det
(
Q˜G
)
= det
(
Q˜G1
)
+ det
(
Q˜G2
)
.(2.7)
By induction assumption, dimK
(
Rn−1
M(1)G2
)
= det
(
Q˜G2
)
. Thus from (2.6) and (2.7), we see that
dimK
(
Rn
M(1)G
)
= det
(
Q˜G
)
⇐⇒ dimK
(
Rn
M(1)G1
)
= det
(
Q˜G1
)
.
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In other words, if theorem holds for a multigraph G on V then it also holds for the multigraph
G1 = G \ e0, and vice-versa. From (2.1), dimK
(
Rn
M(1)
K
a,b
n+1
)
= det
(
Q˜Ka,bn+1
)
. Thus, we see that the
theorem holds for G by deleting edges through the root, one by one. 
3. Positive semidefinite matrices over Nonnegative Integers
Let n ≥ 1 and Mn(N) be the set of n × n matrices over nonnegative integers N. Let
Gn = {H = [bij] ∈ Mn(N) : H t = H and bii ≥ maxj 6=i bij for 1 ≤ i ≤ n}, where H t =
transpose of H. For H = [bij]n×n ∈ Gn with αi = bii, we consider the monomial ideal JH =〈
xαii , x
αi−bij
i x
αj−bij
j : i, j ∈ [n]; i 6= j
〉
in the polynomial ring Rn = K[x1, . . . , xn]. If H = Q˜G, the
truncated signless Laplace matrix of a multigraph G on V , then JH = M(1)G . We shall show that
dimK
(
Rn
JH
)
≥ detH for every positive semidefinite H ∈ Gn. For this, we need the following results
on symmetric or Hermitian matrices.
Let A ∈Mn(C) be a Hermitian matrix and its real eigenvalues be arranged in a non-decreasing
order λ1(A) ≤ λ2(A) ≤ · · · ≤ λn(A). The Courant-Weyl inequalities (see [4]) compare eigenvalues
of two Hermitian matrices with their sum.
Theorem 3.1 (Courant-Weyl). Let A,B ∈Mn(C) be Hermitian matrices. Then
λi(A+B) ≤ λi+j(A) + λn−j(B) for j = 0, 1, . . . , n− i.
Hadamard showed that the determinant of a positive definite matrix M = [αij]n×n is bounded
by the product of its diagonal entries, i.e., det(M) ≤ α11α22 · · ·αnn. Fischer’s inequality (see [4]) is
a generalization of Hadamard’s theorem.
Theorem 3.2 (Fischer). Let M ∈ Mn(C) be a positive semidefinite matrix having block decompo-
sition M =
[
A B
B∗ C
]
with square matrices A and C. Then detM ≤ det(A) det(C).
For a proof of Theorem 3.1 and Theorem 3.2, we refer to the book of Horn and Johnson [4].
Now, using Courant-Weyl inequalities and Fischer’s inequality, we prove the following result.
Theorem 3.3. Let H ∈ Gn be positive semidefinite and JH be the monomial ideal in the polynomial
ring R = Rn associated to H. Then
dimK
(
Rn
JH
)
≥ detH.
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Proof. We shall proof this theorem by induction on the order n of H. For n = 1, H = [α1]1×1
and JH = 〈xα11 〉, and thus dimK
(
R1
JH
)
= α1 = detH. For n = 2, H =
[
α1 a12
a12 α2
]
2×2
and JH =〈
xα11 , x
α2
2 , x
α1−a12
1 x
α2−a12
2
〉 ⊆ R2. Again, dimK ( R2JH ) = α1α2 − a212 = detH. Assume that n ≥ 3 and
the theorem holds for every positive semidefinite matrices in Gm for 1 ≤ m < n. Let H = [aij]n×n ∈
Gn with αi = aii. Let b = max{aij : i, j ∈ [n]; i 6= j}. On permuting rows and columns of H,
obtain H ′ =
[
a′ij
] ∈ Gn similar to H such that there exists an integer r (0 ≤ r ≤ n − 2) satisfying
a′i,r+1 < b and a
′
r+1,j = b for 1 ≤ i < r + 1 < j ≤ n. The monomial ideal JH′ is obtained from JH
by renumbering variables. Thus dimK
(
Rn
JH
)
= dimK
(
Rn
JH′
)
and detH = detH ′. Hence, without
loss of generality, assume that H = H ′, i.e., there exists r (0 ≤ r ≤ n − 2) such that ai,r+1 < b
and ar+1,j = b for 1 ≤ i < r + 1 < j ≤ n. Let µ′ : Rn → RnJH be the Rn-linear map given by
µ′(f) = xαr+1−br+1 f + JH for f ∈ Rn. Then kerµ′ =
(
JH : xαr+1−br+1
)
=
{
f ∈ Rn : xαr+1−br+1 f ∈ JH
}
.
Now as in (2.2), there is a short exact sequence of K-vector spaces,
0→ Rn(
JH : xαr+1−br+1
) µ¯′−→ RnJH ν−→ Rn〈JH , xαr+1−br+1 〉 → 0,(3.1)
where ν is natural projection and µ¯′ is the map induced by µ′.
Let H1 =

α1 a1,2 · · · a1,r+1
a1,2 α2 · · · a2,r+1
...
...
. . .
...
a1,r+1 a2,r+1 · · · b

(r+1)×(r+1)
. In other words, H1 is the principal (r +
1) × (r + 1) submatrix of H consisting of the first r + 1 rows and columns, except the entry
αr+1 is replaced by b. Then H1 ∈ Gr+1. If αr+1 = b, then H1, being a principal submatrix of
H, is positive semidefinite. We see that
(
JH : xαr+1−br+1
)
=
〈
JH1 , xαl−bl : r + 2 ≤ l ≤ n
〉
, where
JH1 ⊆ Rr+1 = K[x1, . . . , xr+1]. Thus
dimK
 Rn(
JH : xαr+1−br+1
)
 = dimK(Rr+1JH1
) ( n∏
l=r+2
(αl − b)
)
.(3.2)
Let H2 be the (n−1)×(n−1) submatrix of H obtained on deleting (r+1)th row and (r+1)th column.
As H2 ∈ Gn−1 is positive semidefinite, the monomial ideal JH2 ⊆ K [x1, . . . , xˆr+1, . . . , xn] = Rn−1
satisfies dimK
(
Rn−1
JH2
)
≥ detH2, by induction assumption. Also
〈
JH , xαr+1−br+1
〉
=
〈
JH2 , xαr+1−br+1
〉
.
Thus
dimK
 Rn〈
JH , xαr+1−br+1
〉
 = (αr+1 − b) dimK(Rn−1JH2
)
.(3.3)
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From (3.1), (3.2) and (3.3), we have
dimK
(
Rn
JH
)
=
(
n∏
l=r+2
(αl − b)
)
dimK
(
Rr+1
JH1
)
+ (αr+1 − b) dimK
(
Rn−1
JH2
)
.(3.4)
As determinant is linear on columns, writing αr+1 = (αr+1 − b) + b in H, we have
detH = (αr+1 − b) detH2 + detT,(3.5)
where T is the matrix H, except αr+1 is replaced with b. On applying elementary column and row
operations, Cr+2 − Cr+1, Rr+2 −Rr+1, . . . , Cn − Cr+1, Rn −Rr+1 on T , it reduces to the matrix
T ′ =

α1 · · · a1,r a1,r+1 a1,r+2 − a1,r+1 · · · a1,n − a1,r+1
...
. . .
...
...
...
. . .
...
a1,r · · · αr ar,r+1 ar,r+2 − ar,r+1 · · · ar,n − ar,r+1
a1,r+1 · · · ar,r+1 b 0 · · · 0
a1,r+2 − a1,r+1 · · · ar,r+2 − ar,r+1 0 αr+2 − b · · · ar+2,n − b
...
. . .
...
...
...
. . .
...
a1,n − a1,r+1 · · · ar,n − ar,r+1 0 ar+2,n − b · · · αn − b

n×n
Let εi,j be the n×nmatrix with 1 at (i, j)th place and zero elsewhere. Then P = In−
∑n
j=r+2 εr+1,j =
In− (εr+1,r+2 + . . .+ εr+1,n) has determinant detP = 1 and P tTP = T ′. Thus detT = detT ′. Now
we consider two cases.
Case I : detT ≤ 0. Then from (3.5), detH ≤ (αr+1 − b) detH2. Thus by induction assumption
and (3.4), we get
detH ≤ (αr+1 − b) dimK
(
Rn−1
JH2
)
≤ dimK
(
Rn
JH
)
.
Case II : detT > 0. If αr+1 = b, then H = T is positive definite. Otherwise, H = T + S,
where S = (αr+1 − b) εr+1,r+1. Clearly, λ1(S) = · · · = λn−1(S) = 0 and λn(S) = αr+1 − b.
Since H is positive semidefinite, 0 ≤ λ1(H) ≤ λ2(H) ≤ · · · ≤ λn(H). Taking i = j = 1 in the
Courant-Weyl inequalities with H = T + S, we obtain λ1(H) ≤ λ2(T ) + λn−1(S) = λ2(T ). Thus
0 ≤ λ2(T ) ≤ . . . ≤ λn(T ). As det(T ) =
∏n
i=1 λi(T ) > 0, T must be positive definite. Hence
T ′ = P tTP is also positive definite. Thus by Fischer’s inequality,
detT = detT ′ ≤ det(H1) det(C),
where C =
 αr+2 − b · · · ar+2,n − b... . . . ...
ar+2,n − b · · · αn − b
 . The matrix C, being a principal submatrix of T ′, is also
positive definite. Thus by Hadamard’s theorem, detC ≤ ∏nl=r+2(αl − b). Hence,
det(T ) ≤
(
n∏
l=r+2
(αl − b)
)
det(H1).(3.6)
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From (3.5) and (3.6),
detH ≤
(
n∏
l=r+2
(αl − b)
)
detH1 + (αr+1 − b) detH2.
Now by (3.4) and induction assumption, we have
dimK
(
Rn
JH
)
≥
(
n∏
l=r+2
(αl − b)
)
detH1 + (αr−1 − b) detH2 ≥ detH.

Corollary 3.4. Let G be a multigraph on V = {0, 1, . . . , n}. Then
dimK
(
Rn
M(1)G
)
≥ det Q˜G.
Proof. Take H = Q˜G in Theorem 3.3.
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