To improve the navigation accuracy of hypersonic vehicle, an error parameter identification method of strap-down inertial navigation system (SINS) based on artificial neural network is proposed. Firstly, the inertial measurement unit (IMU) error model and the SINS navigation calculation model are established, which can provide an accurate model basis for the error parameters identification. Then, four kinds of neural network structures with different inputs are constructed and optimized by the numerical simulation. To further improve the identification accuracy of the error parameters, the neural network method is improved by adjusting the inputs of the network structure and optimizing the initial network values based on gradient particle swarm optimization. The improved neural network method is eventually used to identify the SINS error parameters of hypersonic vehicle. The simulation results show that the neural network with position deviation, velocity deviation and attitude deviation as the inputs has the optimal network structure. The improved artificial neural network method has the highest identification accuracy for the error parameters compared with other methods, and the relative errors of the error parameters are less than 34%. Meanwhile, the navigation errors of the proposed method are equivalent to the magnitude of Kalman filter algorithm, which demonstrates the effectiveness of our method to identify the high-precision SINS error parameters and improve the navigation accuracy for hypersonic vehicle.
I. INTRODUCTION
With the advancement of performance in flight distance, speed and maneuvering penetration ability, hypersonic vehicle puts forward more stringent requirements for the reliability, adaptability and accuracy of inertial navigation system (INS) [1] , [2] . Due to the drift in accelerometer and gyroscope, the navigation error of INS will accumulate with time, which will seriously affect the navigation accuracy of hypersonic vehicle. In order to meet the requirements of the long voyage and high accuracy, it is necessary to compensate and correct the navigation errors of INS for hypersonic vehicle.
Artificial neural network (ANN) is a nonlinear system composed of a large number of simple neurons. ANN has a powerful nonlinear mapping ability and is easy to achieve The associate editor coordinating the review of this manuscript and approving it for publication was Wei Zhang. parallel computing. Meanwhile, it has the advantages of real-time, self-learning and fault-tolerant ability. Hence, ANN is more and more widely used in the field of integrated navigation [3] - [5] .
At present, the research of neural network methods in the field of integrated navigation mainly focus on the forecasting and compensation of navigation state parameters, especially on the study of navigation parameter estimation in signal interruption of satellite or celestial navigation system (CNS). The input delay neural network was adopted to simulate the error trend of INS and estimate the navigation velocity error based on the position and velocity data of current and past navigation information of INS in [6] . A hybrid method based on neural network and extended Kalman filter (KF) was proposed to estimate the position parameters of lowcost integrated navigation system in real time in order to improve the navigation accuracy of INS when GPS signal is interrupted in [7] . Considering that the KF algorithm only has a good filtering effect on some predefined dynamic models, two kinds of ANN methods based on position update structure, position and velocity update structure were applied to the integrated navigation system, which could also improve the navigation accuracy of the long-time GPS signal interrupt [8] .
In addition, there are also certain applications of radial basis function neural network (RBFNN) in integrated navigation. To address the problem that the MEMS-SINS/GPS integrated navigation system error accumulated rapidly when GPS signal was lost, a feedback correction method based on RBFNN was proposed to forecast the error of strap-down inertial navigation system (SINS) [9] . Wavelet transform was used to process the noise of INS/GPS data, and then RBFNN was trained and used to forecast the position error of INS. The experimental results show the navigation accuracy is improved by error compensation in [10] . The KF algorithm was replaced by RBFNN method to estimate the position and velocity error of INS in the event of GPS signal interruption, and the field test data verified the forecast effect of RBFNN method [11] .
Back propagation neural network (BPNN) has the characteristics of small computation load, simple structure and good real-time performance. Thus it has attracted wide attention in the field of integrated navigation. BPNN method is applied to the estimation for navigation state parameters of autonomous land vehicles. The corresponding simulation results show that this method can reduce the latitude and longitude error and improve the navigation accuracy effectively [12] . Since the star sensor of the surface ship integrated navigation of INS/CNS could not work normally due to the bad weather, particle swarm optimization BPNN method was proposed. By training the network during the effective star sensor navigation process, they could forecast the position error of INS when the star sensor was invalid [13] . A MEMS-SINS/GPS integrated navigation algorithm based on BPNN was presented to solve the problem of navigation accuracy of inertial system when GPS signal was unlocked [14] .
The above neural network methods are mainly utilized to improve the navigation accuracy of INS in the case of signal interruption for auxiliary navigation systems, such as GPS or CNS. When the signal is available, the neural network structure is trained by the measurement information of integrated navigation system. Once the signal is interrupted, the navigation state parameters are estimated and compensated by the trained neural network. These methods can estimate the navigation state parameters and improve the navigation accuracy effectively. However, the above network methods still have some disadvantages. Firstly, these methods are mainly adopted to estimate and compensate the navigation state parameters, such as position and velocity. They do not realize the identification of SINS error parameters. Secondly, these methods still need to rely on the auxiliary navigation system to provide measurement data in subsequent navigation, thus the network structure can be updated.
Consequently, the independence of these methods is typically poor. Thirdly, the above methods mainly focus on lowdynamic moving bodies such as ground vehicles and water ships, which generally have the characteristics of slow speed and short moving distance. Obviously, these researches are not involved in the issues on high-speed aircraft.
Differently from the above methods, this paper studies the error parameters identification and compensation issue of SINS mounted on the hypersonic vehicle with high speed and high dynamic. For ground vehicles and ships, it is unnecessary to identify the SINS error parameters if one can estimate the high-precision navigation state parameters based on SINS/GPS/CNS integrated navigation system. After all, these navigation parameters can actually meet the navigation requirements. Differently, this paper focuses on hypersonic vehicle which requires navigation throughout the whole flight. GPS is highly susceptible to outside interference or shielding, and CNS is limited by the environmental factors. Obviously, they are difficult to provide measurement information for the entire flight process, except SINS. Therefore, this paper intends to identify high-precision SINS error parameters in the short flight time of ascent phase, so as to reduce the dependence on GPS and CNS in the subsequent flight process. This improves the adaptability and survivability of the aircraft in the complex battlefield environment. In general, it is meaningful but challenging to identify SINS error parameters for hypersonic aircraft.
Differently from the traditional KF algorithm which requires knowing the prior information of the model and deriving the state equation, BPNN, which does not require any prior information, is applied to solving the problem of SINS error parameters identification and navigation accuracy improvement for hypersonic vehicle in this paper. Firstly, the inertial measurement unit (IMU) error model and SINS navigation calculation model of hypersonic vehicle are established. Then, four kinds of neural network structures are constructed and the optimal neural network structure is obtained by the numerical simulation method. Finally, an improved ANN method is proposed to further improve the identification accuracy of SINS error parameters. The neural network structure is improved by adjusting the amounts of neural network inputs. The initial network values are optimized based on gradient particle swarm optimization (GPSO) algorithm. The effectiveness of the improved ANN method in identifying SINS error parameters is verified by the simulation experiments. The main contributions of this paper are summarized as follows:
1) The proposed method can estimate not only the navigation parameters of hypersonic vehicle but also the highprecision error parameters of SINS. However, the previous ANN methods mainly focused on the navigation parameter estimation of SINS, without taking the identification of SINS error parameters into account.
2) Four kinds of neural network structures are constructed based on different measurement information of integrated navigation systems. The optimal network structure and the best information fusion mode of integrated navigation system can be determined by simulation experiments.
3) This paper proposes an improved neural network to enhance the identification performance. On the one hand, the structure of the neural network is improved. The navigation state parameter deviation is divided into three parts based on the flight characteristics of the ascent phase, and the amounts of the inputs of the neural network structure are adjusted accordingly. On the other hand, the GPSO algorithm is utilized in choosing appropriate initial network values of the neural network to avoid falling into local optimal points. The rest of this paper is organized as follows. Section II gives an overall scheme of ANN identification method based on SINS/GPS/CNS integrated navigation system. Then we establish the IMU error model and SINS navigation calculation model in Section III. In Section IV, ANN forecast SINS error parameters models are established. Simulation experiment and result analysis for IMU error identification of hypersonic vehicle by ANN methods with different network structures are given in Section V. Finally, we conclude this research in Section VI.
II. OVERALL SCHEME OF IDENTIFICATION METHOD
In order to realize the identification of SINS error parameters and improve the navigation accuracy for hypersonic vehicle, we design the overall scheme of ANN identification method based on SINS/GPS/CNS integrated navigation system, as shown in Figure 1 .
In Figure 1 , C b n represents the coordinate transfer matrix between body coordinate and inertial coordinate; N b and N a represent the pulse outputs of gyroscope and accelerometer, respectively;θ b andẇ b represent the angular velocity and the apparent velocity after error compensation, respectively.
Firstly, the IMU error model and SINS navigation calculation model are established, which provides an accurate model basis for the generation of subsequent neural network training samples. Then, based on the position and velocity data of SINS/GPS integrated navigation measurement, as well as the attitude data of SINS/CNS integrated navigation measurement, the position deviation, velocity deviation and attitude deviation are calculated respectively. Finally, the position deviation, velocity deviation and attitude deviation are put into the ANN forecast model to realize the identification of the error parameters of gyroscope and accelerometer. The parameter identification results are then fed back to the IMU error compensation model for error compensation and correction, so as to improve the navigation accuracy of SINS for hypersonic vehicle.
III. IMU ERROR MODEL AND SINS NAVIGATION CALCULATION MODEL ESTABLISHMENTS A. ACCELEROMETER AND GYROSCOPE ERROR MODELS
During the flight of hypersonic vehicle, the inertial device accelerometer can measure the apparent acceleration in body coordinate. Because of the measurement error of accelerometer, there will be a deviation between the measurement value and the actual value of the acceleration. Considering that the zero-order drift error and the first-order coefficient error of accelerometer have a major influence on the navigation accuracy of hypersonic vehicle, these accelerometer errors are taken into account in the accelerometer error model. Meanwhile, considering the actual conditions in hypersonic vehicle moving, the random walk noise and measurement noise of the accelerometer are added into the accelerometer error model. Specifically, the accelerometer error model in body coordinate can be described as follows [15] - [17] :
where δẇ b = [δẇ xb δẇ yb δẇ zb ] T is the apparent acceleration error in body coordinate;ẇ b = diag[ẇ xbẇybẇzb ] is the apparent acceleration matrix in body coordinate;
T is the firstorder coefficient error of accelerometer; ∇ r is the random walk noise of accelerometer driven by zero-mean Gaussian white noise w a ; w z is the measurement white noise of accelerometer.
The gyroscope can measure the angular velocity of three axes of body coordinate for hypersonic vehicle. Similarly, there will be a deviation between the measurement value and the actual value of the angular velocity. Considering that the zero-order drift error and the first-order coefficient error of gyroscope play key roles on the navigation accuracy of hypersonic vehicle, these gyroscope errors are taken into account in the gyroscope error model. Meanwhile, considering the actual conditions in hypersonic vehicle moving, the random walk noise and measurement noise of gyroscope are added into the gyroscope error model. Specifically, the gyroscope error model in body coordinate can be described as follows [15] - [17] :
where δθ b = [δθ xb δθ yb δθ zb ] T is the angular velocity error of the vehicle;θ b = [θ xbθybθzb ] T is the angular velocity of the vehicle;
the first-order coefficient error of gyroscope; ε r represents the random walk noise of gyroscope driven by zero-mean Gaussian white noise w r ; w g represents the measurement white noise of gyroscope. Suppose the zero-order error K 0 of accelerometer and the first-order error K 1 of accelerometer to be constant terms, then we can get K 0 = 0 and K 1 = 0. Similarly, suppose the zero-order error D 0 of gyroscope and the first-order error D 1 of gyroscope to be constant terms, then we can get Ḋ 0 = 0 and Ḋ 1 = 0.
Hence, the above accelerometer error parameters ( K 0 , K 1 ) and gyroscope error parameters ( D 0 , D 1 ) are the SINS error parameters that need to be identified by ANN method in this paper.
B. IMU ERROR COMPENSATION MODEL
The error compensation model of the apparent acceleration of SINS in body coordinate can be represented as [18] :
where N a = [N xa N ya N za ] T represents the pulse output of
The error compensation model of the angular velocity of SINS in body coordinate is written as follows [18] :
  represents the first-order error coefficient matrix of gyroscope; K = diag[K x K y K z ] represents the scale factor matrix of gyroscope. The above E, A, D , K are the tool error coefficients of IMU calibrated in the ground stage.
C. SINS NAVIGATION CALCULATION MODEL
It is assumed that the control work of navigation and guidance of hypersonic vehicle is carried out in inertial coordinate, so it is necessary to transfer the apparent acceleration from body coordinate to inertial coordinate, and the transfer equation is:
whereẇ n = [ẇ xnẇynẇzn ] T is the apparent acceleration in inertial coordinate; andẇ b can be calculated by (3); C b n is the coordinate transfer matrix which can be calculated by the quaternion method based on (4). Below, the velocity and position of inertial coordinate are calculated according to the apparent acceleration of inertial coordinate. The kinematics equation of hypersonic vehicle in inertial coordinate can be described as:
wherev n = [v xnvynvzn ] T is the acceleration of the vehicle in inertial coordinate;ṗ n = [ẋ nẏnżn ] T is the velocity of the vehicle in inertial coordinate; g n = [g xn g yn g zn ] T is the gravitational acceleration of the earth in inertial coordinate. The velocity v n and position p n of hypersonic vehicle in inertial coordinate can be obtained by calculating the integral of (6).
IV. ANN FORECAST SINS ERROR PARAMETERS MODEL A. INTRODUCTION OF BPNN
We establish the IMU error model and SINS navigation calculation model in Section III. From (1) to (6), we can find that the accelerometer and gyroscope errors will cause SINS navigation state parameter errors, such as position errors and velocity errors. Moreover, we can see that the SINS error propagation process is a nonlinear process, so the relationship between the IMU error parameters and SINS navigation state parameter deviations is complex. BPNN, which can map the input data to output data without having any prior knowledge about the mathematical process, is a powerful tool for solving nonlinear problems. Hence, we adopt BPNN to identify the SINS error parameters in this paper. Of course, we need to obtain sufficient training samples and determine the neural network structure before utilizing BPNN method. The system's error model applied to the neural network mainly includes the following two aspects. On the one hand, a lot of training samples of the neural network can be generated based on the complete and accurate system's error model. On the other hand, the neural network structure can be determined by the system's error model. As shown in accelerometer and gyroscope error models, we can see that 12 error parameters should be estimated, so the number of the neural network outputs can be chosen as 12. Therefore, it is significant and necessary to establish of the system's error model to facilitate subsequent training process of the neural network.
Through the training of sample data, the BPNN structure can be obtained, thus the mapping relationship between the inputs and outputs is established directly. The topology of BPNN is shown in Figure 2 .
According to Figure 2 , suppose x i (i = 1, . . . , n) and y k (k = 1, . . . , m) represent the values of the input layer and the output layer, respectively, and a k represents the actual value of sample; n, h and m are the number of the input layer nodes, the hidden layer nodes and the output layer nodes, respectively; w ij represents the connection weight between the input layer and the hidden layer, and w jk represents the connection weight between the hidden layer and the output layer; b j and b k represent the threshold values of the hidden layer and the output layer, respectively; f 1 and f 2 are the transfer function of the hidden layer and the output layer, respectively. Consequently, the output value y k of the output layer can be calculated as follows:
where i = 1, 2, · · · , n; j = 1, 2, · · · , h; k = 1, 2, · · · , m. Calculating the error function E of BPNN, we have:
According to (7) and (8), the network errors between the output value of the neural network and the actual value of the training samples can be calculated. Then the BP method is used to continuously adjust the weights and thresholds of the network structure, which finally makes the network errors small enough. Therefore, the minimum of the network error is the target in the training process to ensure the performance of the neural network.
The three-layered neural network can approximate any continuous nonlinear function in the condition of reasonable structure, suitable weights and thresholds, so the threelayered neural network with a hidden layer is selected as the network structure in this paper.
This paper utilizes BPNN method to identify the SINS error parameters for hypersonic vehicle. BPNN, which takes the SINS error parameters as labels and adopts back propagation algorithm to train the network structure, is a kind of supervised learning method. It can be known from (1) and (2) that a total of 12 error parameters including 6 gyroscope error parameters ( D 0x , D 0y , D 0z , D 1x , D 1y , D 1z ) and 6 accelerometer error parameters ( K 0x , K 0y , K 0z , K 1x , K 1y , K 1z ) need to be identified. Consequently, we take these 12 SINS error parameters as the outputs of the neural network during the training process. Thus, the number of output layer nodes m is 12.
According to the different neural network inputs, the neural network forecast models are divided into the following four kinds, namely, neural network forecast model with position deviation as inputs, neural network forecast model with velocity deviation as inputs, neural network forecast model with position deviation and velocity deviation as inputs, neural network forecast model with position deviation, velocity deviation and attitude deviation as inputs. Next, the above four kinds of neural network structures are introduced respectively.
B. NEURAL NETWORK FORECAST MODEL WITH POSITION DEVIATION AS INPUTS (PNN)
The deviations between the position output values of SINS and the position measurement value of GPS are used as the neural network inputs based on the information of SINS/GPS integrated navigation system. The calculation equation of the position deviation (δx, δy, δz) is as follows:
where x(t), y(t) and z(t) are the position deviations at t moment; x INS (t), y INS (t) and z INS (t) are the position parameters outputted by SINS; x GPS (t), y GPS (t) and z GPS (t) are the position parameters measured by GPS. T k is the shutdown time of ascent phase; the time step t is 0.1s. The neural network architecture with position deviation as the inputs is shown in Figure 3 .
Therefore, the forecast model of the error parameters is the three-input and twelve-output BPNN structure, and the mapping relationship between the position deviation and the error parameters of SINS can be described as:
We refer to this neural network structure with position deviation as the inputs as PNN structure.
C. NEURAL NETWORK FORECAST MODEL WITH VELOCITY DEVIATION AS INPUTS (VNN)
Similarly, the deviations between the velocity output values of SINS and the velocity measurement values of GPS are used as the neural network inputs. The calculation equation of the velocity deviation (δv x , δv y , δv z ) can be described as:
where v x (t), v y (t) and v z (t) are the velocity deviations at t moment; v xINS (t), v yINS (t) and v zINS (t) are the velocity parameters outputted by SINS; v xGPS (t), v yGPS (t) and v zGPS (t) are the velocity parameters measured by GPS. The neural network architecture with velocity deviation as the inputs is shown in Figure 4 .
Similarly, the forecast model of the error parameters is the three-input and twelve-output BPNN structure, and the mapping relationship between the velocity deviation and the error parameters of SINS can be described as:
We refer to this neural network structure with velocity deviation as the inputs as VNN structure. 
D. NEURAL NETWORK FORECAST MODEL WITH POSITION AND VELOCITY DEVIATION AS INPUTS (PVNN)
Similarly, the deviations between the position and velocity output values of SINS and the position and velocity measurement values of GPS are utilized as the neural network inputs. They can be calculated by (9) and (11) . The neural network architecture with position and velocity deviation as the inputs is shown in Figure 5 . where δP = (δx, δy, δz) and δV = (δv x , δv y , δv z ) are the position and velocity deviation vectors, respectively. Hence, the forecast model of the error parameters is the six-input and twelve-output BPNN structure, and the mapping relationship between the deviations of position and velocity and the error parameters of SINS can be described as:
We refer to this neural network structure with position deviation and velocity deviation as the inputs as PVNN structure.
E. NEURAL NETWORK FORECAST MODEL WITH POSITION AND VELOCITY AND ATTITUDE DEVIATION AS INPUTS (PVANN)
Now we add another influence of the attitude deviation between the output value of SINS and the measurement value of CNS into PVNN based on the information of SINS/GPS/CNS integrated navigation system. The position deviation, velocity deviation and attitude deviation are all utilized as the neural network inputs. The calculation equation of the attitude deviation (δϕ, δψ, δγ ) can be described as:
where ϕ(t), ψ(t) and γ (t) are the attitude deviations at t moment; ϕ INS (t), ψ INS (t) and γ INS (t) are the attitude parameters outputted by SINS; ϕ CNS (t), ψ CNS (t) and γ CNS (t) are the attitude parameters measured by CNS. The neural network architecture with position and velocity and attitude deviation as the inputs is shown in Figure 6 .
As shown in Figure 6 , δA = (δϕ, δψ, δγ ) represents the attitude deviation vector. Therefore, the forecast model of the error parameters is the nine-input and twelve-output BPNN structure, and the mapping relationship between the deviations of position and velocity and attitude and the error parameters of SINS can be described as:
We refer to this neural network structure with position deviation, velocity deviation and attitude deviation as the inputs as PVANN structure.
V. SIMULATION EXPERIMENT AND ANALYSIS A. SIMULATION CONDITION AND STANDARD TRAJECTORY DESIGN
The simulation conditions of the IMU error parameters and measurement errors of GPS and CNS are set in Table 1 . The random walk of gyroscope is 0.01 • /h, and the measurement white noise of gyroscope is 0.01 • /h. The random walk of accelerometer is 10 µg, and the measurement white noise of accelerometer is 10 µg.The initial launching parameters of hypersonic vehicle are set in Table 2 . Assuming that the SINS data are updated with a frequency of 50.0HZ, and GPS and CNS data are updated with a frequency of 10.0Hz.
Assume that hypersonic vehicle uses the three-stage rocket to realize the orbit flight in this paper. The rocket is subjected to a programmed flight with the preset flight program, so the flight trajectory of ascent phase almost keeps unchanged. Therefore, it is beneficial and feasible to identify the IMU error parameters of hypersonic vehicle in ascent phase based on ANN. We design the standard trajectory of ascent phase of hypersonic vehicle to complete the effective identification of the IMU error parameters. The flight program design of ascent phase of hypersonic vehicle is shown in Figure 7 . The standard trajectory of hypersonic vehicle in inertial coordinate is obtained by simulation calculation, as shown in Figure 8 .
B. TRAINING SAMPLES GENERATION
The error parameters in Table 1 are used as standard deviation σ . Normal N (0, σ 2 ) is used as distribution generator to randomly generate the 5000 groups of IMU error parameters, which can be taken as the training samples of neural network. The generated 5000 groups of gyroscope error parameters of training samples are shown in Figures 9 and 10 , and the generated 5000 groups of accelerometer error parameters of training samples are shown in Figures 11 and 12 .
Then 5000 groups of error parameters are injected into the standard trajectory of hypersonic vehicle, and the output values of SINS and GPS and CNS are simulated and calculated. The attitude deviation, which can be calculated and obtained based on (14) and the measurement information of SINS/CNS integrated navigation system, is shown in Figure 13 . The position deviation and velocity deviation, which can be calculated and obtained based on (9), (11) and the measurement information of SINS/GPS integrated navigation system, are shown in Figures 14 and 15 , respectively. The position deviation, velocity deviation and attitude deviation are the observations and used as the neural The neural network structure can be determined according to the method described in Section IV. Thus, BPNN can be trained based on above training samples and network structure, and the training flow chart of BPNN is shown in Figure 16 . Then the weights and thresholds of BPNN can be obtained. of the training samples can be calculated according to Figure 14 and (9), which is used as the inputs of the PNN. Hence, the number of input layer nodes n is 3.
Since the number of input layer and output layer nodes of PNN is determined, we need to specify the number of hidden layer nodes. On the one hand, the choice of the number of hidden layer nodes is important. The hidden layer structure determines the forecast accuracy, training speed and generalization ability of the neural network. On the other hand, the choice of the number of hidden layer nodes is somewhat difficult. If the number of hidden layer nodes is too large, it will lead to longer learning time and over-fitting. On the contrary, if the number of hidden layer nodes is too small, it will perform a poor training convergence and fault tolerance. In order to avoid the over-fitting phenomenon and ensure good generalization ability, we adopt the network structure growth method to determine the number of hidden layer nodes, and the corresponding calculation equation of the hidden layer nodes h is as follows [19] :
Since n = 3, and m = 12, we can obtain the range of h value is 5-14, and the corresponding training error and testing error of PNN are shown in Table 3 .
It is shown in Table 3 that the error of PNN is minimal when the number of hidden layer nodes is 11. Hence, we choose a hidden layer with 11 nodes to build the PNN structure. Of course, the generated PNN represents the mapping relationship in (10) .
In order to further verify the generalization ability of the trained PNN structure and the forecast accuracy of the error parameters, 250, 500 and 1000 groups of sample data are randomly generated as the testing samples of the neural network in the same way, respectively. The numbers of the training samples are 5000 groups. The error parameters with different proportions between the training samples and the testing samples are forecasted and identified by PNN. Table 4 shows the error parameters identification results with different proportions by PNN. The mean relative error r is calculated as follows:
where n T represents the number of testing samples; x i andx i represent the forecast value and the actual value of the error parameter, respectively. Note that if the relative error of the error parameter exceeds 100%, we set it to be 100%. From Table 4 , we can see that the error parameters identification results with different proportions between the training samples and the testing samples by PNN are almost the same. This reveals that ANN has good stability and robustness for the identification of SINS error parameters. 500 groups of sample data are chosen as the testing samples of the neural network to unify the criteria for follow-up experiments. Table 5 .
From Figures 17-20 and Table 5 , we can find that PNN has certain forecast accuracy for the identification of the error parameters ( D 1y , D 1z , K 1x ), especially for the accelerometer error parameter K 1x , the identification accuracy is relatively high, and the mean relative error is 40.04%. For the error parameters ( D 0x , D 0y , D 0z , D 1x ) and ( K 0x , K 0y , K 0z , K 1y , K 1z ), the identification effects are poor, and the mean relative errors are more than 70%. Consequently, PNN is generally effective in identifying the error parameters of SINS of hypersonic vehicle. 
D. SIMULATION EXPERIMENT USING VNN
The VNN structure is trained by 5000 groups of training samples generated in part B of Section V, and the VNN structure outputs are the same as the PNN structure, which are the IMU error parameter. The VNN structure inputs are velocity deviation (δv x , δv y , δv z ), which can be calculated according to Figure 15 and (11) . Similarly, the network structure growth method is used to determine the number of hidden layer nodes of the VNN structure, and the forecast accuracy is the best when the number of hidden layer nodes is 14 by simulation. Finally, the VNN structure can be obtained by training the samples, and the trained VNN structure represents the mapping relationship in (12) . Table 6 .
It is shown in Figures 21-24 and Table 6 that VNN also has certain forecast accuracy for the identification of the error parameters ( D 1y , D 1z , K 1x ). The identification accuracy of the accelerometer error parameter K 1x is higher, and the mean relative error is 39.93%. For the error parameters ( D 0x , D 0y , D 0z , D 1x ) and ( K 0x , K 0y , K 0z , K 1y , K 1z ), the identification effects are poor, and the mean relative errors are more than 70%. Generally speaking, VNN has higher identification accuracy for the error parameters of SINS compared with PNN, but the identification effect of VNN still needs to be improved.
E. SIMULATION EXPERIMENT USING PVNN
The PVNN structure is trained by 5000 groups of training samples generated in part B of Section V, and the PVNN structure outputs are 12 error parameters, while the PVNN structure inputs are position deviation (δx, δy, δz) and velocity deviation (δv x , δv y , δv z ). Similarly, the network structure growth method is used to determine the number of PVNN hidden layer nodes, and h = 14. Finally, the PVNN structure can be obtained by training the samples, and the trained PVNN structure represents the mapping relationship in (13) . Table 7 .
From Figures 25-28 and Table 7 , we can see that PVNN has a good forecast performance for the error parameters ( D 0y , D 0z , D 1y , D 1z , K 1x ), and the mean relative errors are less than 50%. In particular, the identification accuracy of the gyroscope error parameter D 1z and accelerometer error parameter K 1x is higher, and its mean relative errors are not more than 30%. For the error parameters ( D 0x , D 1x ) and ( K 0x , K 0y , K 0z , K 1y , K 1z ), the identification effects are poor, and the mean relative errors are more than 60%. Therefore, PVNN has a significant improvement in the identification of the IMU error parameters compared PNN with VNN, both in terms of the number and the accuracy of parameter identification.
F. SIMULATION EXPERIMENT USING PVANN
The position deviation (δx, δy, δz), velocity deviation (δv x , δv y , δv z ) and attitude deviation (δϕ, δψ, δγ ) are taken as the neural network inputs to construct the PVANN structure based on the information of SINS/GPS/CNS integrated navigation system. The IMU error parameters of hypersonic vehicle are forecasted and identified by PVANN. The number of hidden layer nodes are determined in the same way, and h = 15. Finally, the PVANN structure can be obtained, and the trained PVANN structure represents the mapping relationship in (15) .
The forecast accuracy of PVANN is tested by 500 groups of testing samples. The error parameters of testing samples Table 8 .
It is shown in Figures 29-32 and Table 8 that PVANN has a good forecast effect for the error parameters ( D 0y , D 0z , D 1y , D 1z , K 1x ), and their mean relative errors are less than 30%. The forecast accuracy of the error parameters ( D 1x , K 0y , K 1y ) is general, and its mean relative errors are less than 60%; while the forecast accuracy of the error parameters ( D 0x , K 0x , K 0z , K 1z ) is poor, and the mean relative errors are more than 60%. Hence, PVANN based on SINS/GPS/CNS integrated navigation system can make full use of navigation data information, and the identification accuracy of the IMU error parameters of hypersonic vehicle is the highest compared with above three methods based on SINS/GPS integrated navigation system. It is shown that the neural network structure with position deviation, velocity deviation and attitude deviation as the inputs is optimal. Of course, we can see that the information fusion mode based on SINS/GPS/CNS integrated navigation system is the best.
G. SIMULATION EXPERIMENT USING IMPROVED PVANN
The above contents analyze the identification effect of PNN, VNN, PVNN and PVANN on the IMU error parameters for hypersonic vehicle in detail, and through the comparison of simulation results, we can find that the PVANN has the best identification performance for the IMU error parameters. However, the identification accuracy of SINS error parameters of PVANN is still not high enough, which is difficult to meet the navigation accuracy requirements of high speed and high maneuverability hypersonic vehicle. In order to further improve the identification accuracy of the IMU error parameters, we propose an improved PVANN method. On the one hand, the structure of PVANN is improved. The navigation state parameter deviation is divided into three parts, and the amounts of the inputs of the neural network structure are adjusted accordingly. On the other hand, the initial network values of PVANN are optimized by GPSO algorithm to avoid falling into local optimal points.
1) STRUCTURE IMPROVEMENT OF PVANN
Hypersonic vehicle is driven into orbit by three-stage rockets, and the deviation of navigation parameters can be calculated independently in the course of rocket flight at all levels. In order to make full use of navigation parameter deviation information and obtain a more adequate excitation effect for the error parameters identification, the navigation parameter deviations are divided into three parts according to three flight phases, which are the first-stage rocket flight phase, the second-stage rocket flight phase, and the third-stage rocket flight phase. Among these three phases, the firststage rocket flight time is 0∼Tk1, the second-stage rocket flight time is Tk1∼Tk2 and the third-stage rocket flight time is Tk2∼Tk3. The flight stage division of ascent phase of hypersonic vehicle is shown in Figure 33 .
Based on the GPS/SINS/CNS integrated navigation information, according to the division of three flight stages, the position deviation, velocity deviation and attitude deviation during the flight of vehicle at all levels are calculated, respectively. The calculation equation of the navigation parameter deviation is as follows:
where δx i , δy i and δz i (i = 1, 2, 3) are the position deviations at the ith stage of the rocket; δv xi (t), δv yi (t) and δv zi (t)(i = 1, 2, 3) are the velocity deviations at the ith stage of the rocket; δϕ i (t), δψ i (t) and δγ i (t)(i = 1, 2, 3) are the attitude deviations at the ith stage of the rocket; T ki (i = 1, 2, 3) is the shutdown time at the ith stage of the rocket, and T k0 is the take-off time of the rocket, that is T k0 = 0. Therefore, the improved forecast model is the twenty-seven-input and twelve-output neural network structure, and the mapping relationship between the navigation deviation and the IMU error parameters can be described as follows:
The initial network values, such as weights and thresholds, have great influence on the estimation performance of the neural network. Inappropriate initial network values may lead the neural network fall into local optimal points, which cause poor identification accuracy of SINS error parameters. However, the initial network values of PVANN are randomly generated. It is disadvantageous to the identification of the SINS error parameters of hypersonic vehicle.
PSO is a kind of evolutionary optimization algorithm based on the simulation of the bird foraging. It has the advantages of simple structure, fast convergence and easy implementation. Hence, we adopt PSO algorithm to optimize the initial network values of PVANN. In addition, the idea of gradient search is introduced into PSO to improve the convergence speed of algorithm. Optimization steps of initial network values based on GPSO and training flow of neural network are as follows.
Step 1: Improve and determine the neural network structure. The navigation parameter deviations are divided into three parts. Accordingly, the amounts of network inputs are adjusted and the neural network structure is improved. Determine the number of input layer nodes, hidden layer nodes and output layer nodes. The number of input and output layer nodes can be obtained based on (18) and (19) . The number of hidden layer nodes can be obtained based on the network structure growth method.
Step 2: Initialize weight and threshold values length of PVANN. The sum of the number of weights and thresholds is L = n × h + h × m + h + m.
Step 3: Initialize population of particle swarm. The weights and thresholds are chosen as the optimal parameters, and the parameter dimensions are determined based on the length L of weight and threshold values. Determine evolution iterations M , population size N of PSO, learning factors c 1 and c 2 .
Step 4: Update velocity and position of particle swarm. The velocity of particle determines the search direction of population. The calculating equation can be described as follows:
where v k ij and x k ij (j = 1, 2, · · · , L) represent the velocity and position of particle; k is the current evolution number; r 1 and r 2 are random numbers sampled from the uniform distribution in the interval [0, 1]; P k ij is the individual best value and P k gj is the global best value of particle swarm.
Step 5: Calculate fitness value of particle swarm. The weight and threshold values can be obtained by optimization parameter x k+1 i , then the error function E of PVANN can be calculated based on (7) and (8) . We take training error E of PVANN as the fitness f (x k+1 i ) of particle swarm. Step 7: Calculate gradient and update global best value. Compare the current global best value f (P k+1 g ) with previous global best f (P k g ), if f (P k+1 g ) < f (P k g ), calculate gradient ∇ = λ(P k+1 g − P k g ), where λ is gradient coefficient. Then calculate fitness f (P k+1
, update the global best value again, that is P k+1
g ), turn to Step 8.
Step 8: End condition of optimization. If the maximum iterations are met, we stop the optimization calculation and output the optimal parameters of the weight and threshold values. Otherwise, return to Step 4 for the next optimization calculation.
Step 9: Calculate error function of PVANN. We can obtain optimal weight and threshold values from Step 8. By using the optimized values as the initial network values of PVANN, the neural network structure is trained and the error function of PVANN is calculated.
Step 10: End condition of the network training. If the accuracy requirement of the network training error is met, we can output the trained PVANN structure. Otherwise, update weight and threshold values of PVANN based on BP algorithm and return to Step 9.
Step 11: Identify SINS error parameters. The trained PVANN structure is applied to identify SINS error parameters of hypersonic vehicle.
Till now, an improved PVANN is constructed. We refer to this improved PVANN as IPVANN method. The error parameter identification flow chart of IPVANN method is shown in Figure 34 .
Next, we adopt IPVANN method to identify SINS error parameters. The simulation parameters of IPVANN are set as follow. The number of hidden layer nodes of IPVANN is determined in the same way, and h is chosen as 20. The evolution iterations M is 30, the particle population N is 20 and the learning factors c 1 = 2.0 and c 2 = 1.0. The gradient coefficient λ is 0.5.
The forecast effect of the IMU error parameters based on IPVANN is verified by the above 500 groups of testing samples. Table 9 .
From Figures 35-38 and Table 9 , we can find that IPVANN has the highest forecast accuracy for all the twelve error parameters compared with PVANN and RBFNN, and the mean relative errors of all error parameters are less than 34%. In particular, the mean relative errors of the error parameters ( D 0x , D 0y , D 0z , D 1x , D 1y , D 1z , K 1x ) are less than 10%. It is shown from Figures 39-42 that the residual errors of the IMU error parameters of PVANN are smaller than those of RBFNN, and the residual errors of the IMU error parameters of IPVANN are smaller than those of PVANN. Therefore, through the improvement of PVANN structure and the optimization of initial network values, IPVANN method can significantly improve the identification accuracy of IMU error parameters.
In order to further verify the identification performance of IPVANN, the simulation comparison experiment is added. Based on the same simulation conditions, the error parameters of Table 1 are used as parameters setting results to carry out simulation experiment. In other words, the error parameters of Table 1 are taken as the actual values, and Table 10 . According to the overall scheme shown in Figure 1 , after the error parameters of accelerometer and gyroscope are identified and compensated, the contrast curves of attitude error, position error and velocity error using PVANN, RBFNN and IPVANN are shown in Figures 43-45 , respectively. The root mean square (RMS) statistical results of the navigation parameter errors of hypersonic vehicle are shown in Table 11 .
It is shown in Table 10 that KF algorithm has poor estimation effect for IMU error parameters, in which their relative errors are usually more than 50%. Nevertheless, the relative errors of seven error parameters identified by PVANN are less than 30% and the relative errors of six error parameters identified by RBFNN are less than 30%. Obviously, the identification accuracy of ANN methods is higher than that of the KF algorithm. This is mainly due to the fact that the error propagation of SINS studied in this paper is a complex nonlinear system model, while the KF algorithm is an optimal linear filtering algorithm. When the KF algorithm is used to solve this problem, we have to linearize the nonlinear model to realize the estimation of state parameters. Linearization process will introduce linearization error, which may make the KF algorithm ineffective in estimating the IMU error parameters. Differently, this paper uses an ANN method to identify the IMU error parameters, which has a strong fitting ability for nonlinear models, and does not need the linearization process to realize the effective estimation of the IMU error parameters. Meanwhile, this paper establishes a complete and accurate IMU error compensation model and SINS navigation calculation model, which provide an accurate model basis to generate sufficient training sample data. It is beneficial to train the neural network structure and enhance forecasting performance. Therefore, the ANN method has higher accuracy effect for the error parameter identification problem of hypersonic aircraft compared with the KF algorithm. On the other hand, the relative errors of twelve error parameters identified by IPVANN are less than 30%. Therefore, IPVANN has the highest identification accuracy for IMU error parameters compared with PVANN and RBFNN. From Figures 43-45 and Table 11 , we can see that the navigation parameter errors of PVANN and RBFNN are much smaller than pure SINS, but the attitude and velocity errors of PVANN and RBFNN are much larger than the measurement errors of CNS and GPS navigation system, respectively. While the navigation parameter errors of IPVANN are not only less than PVANN and RBFNN, but also far less than the measurement errors of GPS and CNS. What's more, the navigation parameter error magnitude of IPVANN is equivalent to KF algorithm. The attitude RMS error magnitude of KF algorithm is 10e+0''level, and the attitude RMS error magnitude of IPVANN is also 10e+0''level; the position RMS error magnitude of KF algorithm is in the order of 10e-1 m, and the position RMS error magnitude of IPVANN is about 10e+0 m level; the velocity RMS error magnitude of KF algorithm is in the order of 10e-2 m/s, while the velocity RMS error magnitude of IPVANN is also 10e-2 m/s level.
According to the above results and analyses, compared with KF algorithm, PVANN and RBFNN can identify more error parameters, but the navigation accuracy is lower. Differently, IPVANN can not only achieve the same navigation accuracy as KF algorithm but also identify the IMU error parameters with the highest precision. Hence, IPVANN is of great significance for improving the autonomous and independent flight capability of hypersonic vehicle and adapting to the modern battlefield.
VI. CONCLUSION
In this paper, the SINS error parameters identification issue utilizing ANN for hypersonic vehicle is studied. The IMU error model and SINS navigation calculation model in inertial coordinate are first established, which can provide an accurate model basis for the error parameters identification. Then, four kinds of neural structures, including PNN, VNN, PVNN and PVANN, are constructed to forecast SINS error parameters. The simulation results show that PVANN structure is optimal and can identify the SINS error parameters with the highest accuracy compared with other three neural network structures. Therefore, the information fusion mode based on SINS/GPS/CNS integrated navigation system is the best.
In order to further improve the identification accuracy of the SINS error parameters, an improved PVANN method is subsequently proposed. IPVANN has the highest forecast accuracy for the SINS error parameters compared with KF, PVANN and RBFNN methods, and their relative errors are less than 34%. Hence, it is effective to enhance the forecasting performance of the neural network through the improvement of PVANN structure and the optimization of initial network values proposed in this paper. After error compensation and correction, the navigation errors of IPVANN are not only much less than pure SINS navigation errors, but also less than the measurement errors of CNS and GPS. In addition, IPVANN can achieve the same navigation accuracy as the KF algorithm. Consequently, IPVANN can not only identify the high-precision SINS error parameters but also improve the navigation accuracy of hypersonic vehicle significantly.
With the continuous development of artificial intelligence technology, it will be an important research direction in the future to apply ANN methods to the field of error identification and navigation accuracy improvement of SINS. Of course, the above research mainly analyzes and verifies the feasibility of ANN methods to identify SINS error parameters of hypersonic vehicle in theory. In order to further verify the error parameters identification effect based on ANN methods, flight tests need to be carried out in the future.
