Abstract. We study in this paper some numerical schemes for hyperbolic systems with unilateral constraint. In particular, we deal with the scalar case, the isentropic gas dynamics system and the fullgas dynamics system. We prove the convergence of the scheme to an entropy solution of the isentropic gas dynamics with unilateral constraint on the density and mass loss. We also study the non-trivial steady states of the system. Mathematics Subject Classification. 35A35, 35L65, 35L85, 76N15, 76T10.
Introduction and models
In various physical situations which naturally appear in fluid mechanics (two-phase flows, Saint-Venant equations, pipeline,...), it is necessary to impose constraints on some quantities of the model, for example, the fact that one quantity stays bounded by a fixed value. In gas dynamics, a lot of situations ask the density (or the volume fraction) to satisfy such a property. Two formulations are proposed and studied in a theoretical point of view in [1] and [4] . The aim of this paper is to introduce numerical schemes for these hyperbolic systems with unilateral constraint and to prove some convergence results. The model of [4] for the overflow of a river, which involves the density ρ and the velocity u of the fluid, can be written as Keywords and phrases. Numerical scheme, conservation laws with constraint, convergence of scheme, entropy scheme, gas dynamics.
The term Q represents the lost mass. Existence and weak stability of suitable weak solutions is obtained in [4] in the pressureless case p(ρ) = 0 and for the γ-law p(ρ) = κρ γ . In the present article, we study a class of hyperbolic system with unilateral constraint including this example. They are written as
where U = (U 1 , · · · , U p ) ∈ R p , F : R p → R p , and by definition
and with constraint and mass loss rate Lagrange multiplier 5) and extremality relation
The term Q is the lost of the quantity U 1 which have to stay lesser than 1. The term Q U U1 is for conservation reasons, the lost of the quantity U . There is a theoretical problem of definition as soon as U 1 = 0. We will come back on it in Section 2. The system (1.1)-(1.3) is an example of such problem with U = (ρ, ρu) and F (U ) = (ρu, ρu 2 + p(ρ)). The aim of this paper is to give a theoretical background for such system and some numerical flux-splitting schemes compatible with this theory. The remainder of the paper is organized as follows. In Section 2, we present the necessary theoretical weak formulation and some numerical schemes which are compatible with it. We also treat the scalar case (p = 1). In Section 3, we study the isentropic system of Euler. In particular, we establish the convergence of a flux-splitting scheme with constraint to an entropy solution to the problem with mass loss. In Section 4, we analyze the steady states which are connected to this system with a source term. Finally, in Section 5, we briefly present an other example of system in this class of model, that is the full system of gas dynamics with constraints.
We also refer to [10, 11, 18] and [20] for other theoretical problems with constraints.
General formulations
In this section, we first present a theoretical weak formulation in order to take into account the extremality relation (1.6) with the use of entropy inequalities. Then, we propose a numerical scheme which is compatible with the theoretical formulation. It is based upon a splitting and a projection onto the constraint states. We prove that an entropy method for an evolution problem without constraint gives an entropy method associated to the entropy formulation with a constraint. Finally, we study the scalar case.
Theoretical weak formulation
We notice in [4] that we have to give a suitable sense to the products Qu in (1.1) and ρQ in (1.3), because Q is only a measure, and ρ, u can be discontinuous. We provide the following entropy weak formulation of the problem, that involves what we call entropy weak products. The idea is to introduce a different velocity v(t, x) for the lost matter, and to write the system
with as before
, so that the product Qv is well-defined as a measure. We need then to formulate in a weak sense that Qv = Qu, and that Qρ = Q. In order to do so, we require the family of entropy weak product inequalities
3) for any convex entropy η S in a suitable family parametrized by a convex function S, where G S is its entropy flux, and η S is its derivative with respect to (ρ, ρu). Since v, by definition, is defined Q a.e., the term on the right-hand side of (2.3) is well-defined. Indeed, (2.1)-(2.3) is a weak formulation of (1.1)-(1.3).
We extend this formulation to more general system in introducing the following entropy weak product formulation. We introduce V (t, x) for the lost matter where
, and write the system as
(2.5) In particular, it overcomes the problem of definition for U/U 1 when U 1 = 0. In order to have in a weak sense
and
we require a solution (U, V, Q) of (2.4, 2.5) to satisfy the entropy inequalities
for a sufficient family of entropies (η, G) associated to the system (1.4), and η is its derivative with respect to U . For a system with a strong entropy, for which we can prove a priori the condition 8) it gives a weak formulation of the problem thanks to the result. (2.4) , (2.5) , (2.7) , with the condition (2.8) , is a weak formulation for (1.4) - (1.6) .
Proof. We assume having a sufficiently smooth solution to (2.4), (2.5), (2.7). Multiplying (2.4) by η (U ) and comparing with (2.7), we get
We assume the condition (2.8), thus
which leads to
With the hypothesis on η and (2.5), we conclude that QU 1 = Q. Remark 2.1. In the case where (2.8) is satisfy, only one entropy is necessary. For a problem in which the condition (2.8) is not obvious to verify, the entropy weak product can have a more complicated structure. For the isentropic gas dynamics, we notice in [4] that (2.7) for S(x) = x 2 /2 is enough to have a weak formulation for Qu = Qv and Qρ = Q. It is a open question to know how many entropies are required in the general case. In Section 5, an other example of such situation is studied.
The flux-splitting scheme with constraint
We present the numerical treatment we perform to study such hyperbolic problems. In particular, we propose a general method in which entropy schemes are still compatible with the taking into account of constraints.
We study difference schemes and having given a time-step ∆t and an uniform grid with space increment ∆x, we set λ = ∆t/∆x and x j = j∆x, t n = n∆t.
The schemes we study here are based on a splitting method. We first solve the conservative system
and then we perform a projection onto the constraint states
The first step of the scheme is suppose to be a flux-splitting scheme, as proposed in [8] , and is written as
which means the consistence of the numerical flux.
For the second step of the splitting, we just replace U 1 by min(U 1 , 1), while
It is consistent with the system (1.4) because setting
we have
We prove now that our splitting is consistent with the entropy weak product formulation (2.7).
Entropy compatibility
We have the following result.
Proposition 2.2. Any classical entropy scheme given by (2.10) which is associated to (2.9) gives an entropy scheme for (2.4) with (2.7).
Proof. We assume we have a scheme which is consistent with an entropy η. That is to say there exists a
where G is the entropy flux associated to η.
is a first order approximation of
The inequality (2.16) is thus a first order approximation of (2.7).
We turn now to the scalar case (p = 1) for which the situation with a constraint is similar than without.
Scalar case
For a flux F ∈ C 1 (R, R), we have to study
with an initial data
We notice that we just have to consider the entropy condition for k
It is well-known that the classical problem
) is a solution of (2.17) with Q = 0.
Furthermore in this case, the problem with a constraint is in fact the same than without. Indeed, we have the following result, due to [18] which comes from Kružkov argument [16] .
Proposition 2.3 (Lévi).
There is uniqueness for the problem (2.17) 
Euler isentropic
In this section, we study in more details the case of isentropic gas dynamics. In particular, we obtain a numerical scheme which is entropy consistant for the system with unilateral constraint and we prove its convergence to an entropy solution using compensated compactness.
Theoretical result
We first recall the main theoretical results obtain in [4] . The measure Q could contain Dirac distributions in time, thus we consider weak solutions for this problem. The following existence result was proved.
and (2.2, 2.3).
Stability result of the solutions comes in particular from the following result.
Lemma 3.2. Let Q n be nonpositive measures and v
We turn now to our scheme in this special case and prove its convergence to a solution of the theoretical problem.
Flux-splitting scheme with constraint
We have to detail more precisely the splitting method of Section 2 in this particular system. For the first step, we use a flux-splitting scheme to solve the isentropic gas dynamics, and for the second step we replace ρ by min(ρ, 1), while u is unchanged.
First step:
We solve the isentropic system
We use the notation U = (ρ, ρu). The flux of the system is here F (U ) = (ρu, ρu 2 + κρ γ ). We consider the flux-splitting scheme proposed in [8] , which has the property to be entropy compatible. This scheme writes
with the flux
where
The Maxwellian which leads to this kinetic decomposition of the flux gives a BGK model which is compatible with all entropies and tends at the relaxation limit to the system of Euler isentropic with all entropies (see [2, 3, 6] and [7] ) for more details).
The scheme can be rewritten as
Second step:
We perform a projection onto the constraint states
and we set
As noted in Section 2, this splitting is consistant with the system. We prove now the convergence of this scheme to an entropy solution.
Formulation of the scheme with Riemann problems
For scalar conservation laws, to establish a convergence result for a scheme, we mainly use TVD and L ∞ stability properties. For a system, the compactness of the approximated solutions of the scheme do not come from BV estimates and we rather use compensated compactness techniques. The property of L ∞ stability can be obtain using invariant domains.
We refer to [12] for the convergence to scalar equations, to [8, 9] for the convergence to the system of Euler and to [17] for the convergence in the case of regular systems.
One tool of our proof is the existence of global solution to the Riemann problem with arbitrary left and right states. The corresponding result we use is proved in [8] , for the Riemann problem associated to the system
with the flux F ± defined by (3.9), 
Theorem 3.3 (Chen, LeFloch
σ(η(U r ) − η(U l )) − (G(U r ) − G(U l )) ≥ 0, for
any convex entropy-entropy flux pair (η, G) of the system (3.6). Furthermore, the system admits bounded and convex invariant regions for the Riemann problem.
We notice that the associated CFL condition is here
We set t 0 = 0 and we consider the discretization of the initial data as
We assume that U ∆ (t, x) is defined for t ≤ t n , with n ∈ N, and we define it on later time by the following way. We noteŨ 
We notice that by an integration of (3.14) and using
we have 1 ∆x
and thus
We set now
with 20) on the contrary, we set U ∆ =Ũ ∆ . We notice that
and that a maximum principle holds for U ∆ because it holds forŨ ∆ from the Theorem 3.3 and (3.20) do not increase the observable values. We also have 0 ≤ ρ ∆ ≤ 1.
The sequence (U n j ) coincide with the one of the previous section. With this formulation of the scheme via Riemann problems, we prove now the convergence of the numerical method.
Convergence of the scheme
We have the following result. 
Proof. We use the Green formula and get for any
with the summation, for each t > 0, over all shock waves in U ∆ (t) with location x(t), and with
For η ∈ C 2 , we have
but for η providing from a positive convex, we have (see [4] )
and η is positive definite, and thus we get that We have obtained
28) with (3.25)-(3.27), then applying the compensated compactness result of [19] , we get the existence of U ∈ L ∞ tx such that, after extraction of a subsequence, U ∆ → U a.e. and in L 1 loc . We prove now the convergence of the entropy weak product. We set
which is possible because η 1 is an entropy for the system. We have
Since v ∆ is continuous on the Dirac measures of Q ∆ , we can multiply these two distributions and we see that 
for any convex function S. We can improve this lemma in order to also get the convergence
for any convex function η. As proved in [4] ,
is convex for η convex, and thus
We conclude now the proof of the convergence of the scheme to an entropy solution of (3.4, 3.5) under the constraints (2.2) and (2.3) by classical arguments. We notice that the constraint 0 ≤ ρ ≤ 1 comes from the similar result for ρ ∆ .
Remark 3.2.
We impose V = U/U 1 , at the numerical level, nevertheless the obtained solution, at the limit ∆ → 0, do not necessary satisfy such relation, which is a normal think because the theoretical problem is not a priori well posed with this relation.
Equilibrium states
In this section, we study the equilibrium states which can appear as soon as we deal with some evolution equations with a source term.
Generalities
Steady states are solutions in which the flux gradients are nonzero but exactly balanced by source term, that is in our class of systems,
2) and the entropy weak product inequalities
for a sufficient family of entropies associated to the system (2.4). When using a splitting method, the scheme may break this equilibrium and does not necessary preserve it. Sometimes, it needs a high level of approximation and a high cost to get it. Besides, these equilibrium solutions play an important part because usually when time tends to infinity, general solutions to (1.4)-(1.6) might tend to (4.1)-(4.3). This notion is thus important and the subject of many works for evolution equations. A way to study such problems is the well-balanced schemes, which reformulate the source term in order to write it as a numerical flux (see [13, 14] ). This technique maintains all steady states. But using exact Riemann solvers as Godunov scheme, the calculation cost is important.
An important example for the study of steady states is the Saint-Venant equation with a bottom. A kinetic study with reflexions is done in [5] which maintain the steady states and establish the convergence of the scheme. A different approach is perform in [15] , adapting the value of the source term at the interface rather than its mean on the cellular.
We study in the next section the steady states for the isentropic system with constraint.
Steady states for Euler isentropic with constraint
For the system (1.1), the steady states are solutions to 
which can be written as
with Γ(x) = ln x − 1 + 1/x. Now (1 − As in the isentropic case, we see in particular that only one entropy is required to have a weak formulation.
Here it is the entropy associated with S(v) = − ln v. The theoretical study of the problem without a constraint is not possible because there is no invariant domain (see [6] ), thus the problem with constraint is similarly difficult. Nevertheless, we can perform numerical simulations in preserving the non-negativity of ρ and p.
