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Abstract
The aim of this paper is to give a wavelet series representation of Linear Mul-
tifractional Stable Motion (LMSM in brief), which is more explicit than that
introduced in [1]. Instead of using Daubechies wavelet, which is not given by
a closed form, we use the Haar wavelet. In order to obtain this new represen-
tation, we introduce a Haar expansion of the high and low frequency parts of
the SαS random field X generating LMSM. Then, by using Abel transforms,
we show that these series are convergent, almost surely, in the space of contin-
uous functions. Finally, we determine their almost sure rates of convergence in
the latter space. Note that these representations of the high and low frequency
parts of X , provide a new method for simulating the high and low frequency
parts of LMSM.
Keywords: Approximation of processes, Linear Fractional and Multifractional
Stable Motions, Wavelet series representations, Haar system.
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1. Introduction and main results
For several years, there is a growing interest in probabilistic models based on
fractional and multifractional processes; they are a convenient tools for appli-
cations in various areas such as modelling of Internet traffic, finance, . . . These
models are natural extensions of the well-known Gaussian Fractional Brownian
Motion (FBM in brief), which has stationary increments and is self-similar with
self-similar exponent H ∈ (0, 1). One of the most known extensions of FBM
in the setting of heavy-tailed stable distributions is Linear Fractional Stable
Motion (LFSM in brief) (see [6, 12]). It has also stationary increments and is
self-similar with self-similar exponent H ∈ (0, 1); nevertheless it depend on a
second parameter, denoted by α ∈ (0, 2) which control the tail heaviness of the
distribution of LFSM. In order to overcome some limitations due to the sta-
tionarity of increments and the constancy of the exponent of self-similarity of
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each of these processes, Linear Multifractional Stable Motion (LMSM in brief)
was introduced in [13, 14]; according to these two authors, LMSM is a good
candidate to describe some features of Internet traffic, for example, burstiness,
that is the presence of rare but extremely busy periods of activity.
To precisely define LMSM, we need to fix some notations to be used through-
out the article:
1. We assume that α ∈ (1, 2), since Stoev and Taqqu, in [13], showed that this
assumption is a necessary condition for the continuity, with probability 1,
of the LMSM’s paths.
2. H(·) denotes an arbitrary deterministic continuous function defined on the
real line and with values in an arbitrary fixed compact interval [H,H ] ⊂
(1/α, 1);
3. Zα (ds) is an independently scattered symmetric α stable (SαS) random
measure on R, with Lebesgue measure as its control measure. Many in-
formation on such random measures and the corresponding stochastic in-
tegrals can be found in [12].
LMSM, denoted by Y = {Y (t) : t ∈ R}, of functional Hurst parameter H(·) is
defined, for each t ∈ R as
Y (t) := X(t,H(t)), (1.1)
where X = {X(u, v) : (u, v) ∈ R× (1/α, 1)}, is the SαS random field, such that
for every (u, v) ∈ R× (1/α, 1),
X(u, v) :=
∫
R
{
(u− s)
v−1/α
+ − (−s)
v−1/α
+
}
Zα (ds) , (1.2)
where for each real numbers s and κ,
(s)κ+ :=

sκ, if s ∈ (0,+∞),
0, if s ∈ (−∞, 0].
(1.3)
A modification of the high frequency part of X , is the SαS stochastic field
X˜1 = {X˜1(u, v) : (u, v) ∈ R × (1/α, 1)} defined for each (u, v) ∈ R × (1/α, 1),
as:
X˜1(u, v) :=
∫ +∞
0
(u − s)
v−1/α
+ Zα (ds) ; (1.4)
a modification of the low frequency part of X , is the SαS stochastic field X˜2 =
{X˜2(u, v) : (u, v) ∈ R× (1/α, 1)} defined for each (u, v) ∈ R× (1/α, 1), as:
X˜2(u, v) :=
∫ 0
−∞
{
(u− s)
v−1/α
+ − (−s)
v−1/α
+
}
Zα (ds) . (1.5)
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It is worth noticing that the properties of these two fields are far from being
completely similar. Also, observe that, in view of (1.2), (1.4) and (1.5), one has
for all (u, v) ∈ R× (1/α, 1), almost surely,
X(u, v) = X˜1(u, v) + X˜2(u, v).
Note that for each v ∈ (1/α, 1), the process X(·, v) = {X(u, v) : u ∈ R}
is the LFSM of Hurst parameter v. Observe also that, in the particular case
α = 2, LMSM reduces to the Multifractional Brownian Motion of functional
Hurst parameter H(·).
In a certain way, this article is based on [2]; our main objective is to introduce
a Haar expansion of the high and low frequency parts of the SαS random field
X , which generate LMSM. Then, to show that these series are convergent in
a strong sense, namely, almost surely, in the space of continuous functions.
Finally, to determine their almost sure rates of convergence in the latter space.
It is worth noticing that these representations of the high and low frequency
parts of X , provide a new method for simulating the high and low frequency
parts of LMSM. In the Gaussian case, many results concerning random wavelet
series representations of such random models have been derived in literature (see
e.g. [2, 4, 8, 11]). In the Stable case, there are few results concerning wavelet
series representations of LFSM or LMSM (see e.g. [1, 3])
In order to motivate this paper, let us recall the main result of [1, Section
3]. Let ψ : R→ R be a 3 times continuously differentiable compactly supported
Daubechies mother wavelet [5, 9, 10] and let Eγ(a, b,M) := C
1
(
[a, b], Cγ([−M,M ],R)
)
be the Banach space of the Lipschitz functions defined on [a, b] and with values
in the Ho¨lder space Cγ([−M,M ],R), where γ, a, b and M denote four arbitrary
real numbers satisfying M > 0, 1/α < a < b < 1 and 0 ≤ γ < a − 1/α. One
has, for all ω ∈ Ω, where Ω is a event of probability 1, in Eγ(a, b,M),
X(u, v, ω) = lim
n→+∞
∑
(j,k)∈DM,n
2−jvǫj,k(ω)
(
Ψ(2ju− k, v)−Ψ(−k, v)
)
, (1.6)
where:
• DM,n is the set of indices defined as,
DM,n :=
{
(j, k) ∈ Z2 : |j| ≤ n and |k| ≤M2n+1
}
, (1.7)
• Ψ is the smooth deterministic function defined for all (x, v) ∈ R× (1/α, 1)
as,
Ψ(x, v) :=
∫
R
(x− s)
v−1/α
+ ψ(s)ds , (1.8)
• {ǫj,k : (j, k) ∈ Z
2} is the sequence of the real-valued random variables
defined as,
ǫj,k := 2
j/α
∫
R
ψ(2js− k)Zα (ds) ; (1.9)
3
observe that, our assumption that Zα (ds) is a SαS random measure, im-
plies that all the ǫj,k’s have the same SαS distribution of scale parameter
equals ‖ψ‖Lα(R).
Also recall that the following two results, are the two main ingredients of the
proof of the fact that the convergence in (1.6) holds in the space Eγ(a, b,M).
1. The sequence of real numbers {ǫj,k(ω) : (j, k) ∈ Z
2} satisfies (see [3,
Corollary 5]), for every fixed arbitrarily small η > 0,∣∣ǫj,k(ω)∣∣ ≤ C′(ω)(3 + |j|)1/α+η(3 + |k|)1/α+η, (1.10)
where C′ is a positive and finite random variable only depending on η.
2. The function Ψ as well as all its partial derivatives of any order, are well-
localized in the variable x uniformly in the variable v ∈ [a, b], namely, for
each (p, q) ∈ {0, 1, 2, 3}× Z+, one has
sup
(x,v)∈R×[a,b]
(3 + |x|)2
∣∣(∂px∂qvΨ)(x, v)∣∣ <∞. (1.11)
The proofs of several results in [1] testify that, the series representation in (1.6)
as well as its pathwise partial derivative with respect to v, are powerful tools for
a fine study of path properties of the field X = {X(u, v) : (u, v) ∈ R× (1/α, 1)}
and a corresponding LMSM defined above. However, this representation via
Daubechies wavelets, has the following two drawbacks.
• The function Ψ (see (1.8)) and the random variables ǫj,k (see (1.9)) cannot
be defined by simple explicit formulas, since this is not the case for the
Daubechies wavelet ψ itself; therefore (1.6) can hardly provide an efficient
simulation method of the field X and Y a corresponding LMSM.
• In (1.6), the high and the low frequency parts of X (namely the fields
X˜1 and X˜2 defined through (1.4) and (1.5)) are not completely separated;
basically, this comes from the fact that the diameter of the support of ψ,
is strictly larger than 1 (it is even much larger than 1).
In order to avoid the latter two drawbacks, we replace ψ by the Haar mother
wavelet h defined for all s ∈ R, as:
h(s) := 1[0,1/2)(s)− 1[1/2,1)(s), (1.12)
where 1S is the indicator function of an arbitrary subset S of R. The contin-
uously differentiable function θ : R × (1/α, 1) → R is defined through (1.8) in
which ψ is replaced by h; it is worth noticing that, despite the fact that θ will
basically play the same role as Ψ, there is a considerable difference between
both functions, indeed:
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• on one hand, θ has the advantage to be explicitly given by a simple for-
mula, namely, in view of (1.12), for all (x, v) ∈ R× (1/α, 1), one has,
θ(x, v) :=
∫
R
(x− s)
v−1/α
+ h(s)ds (1.13)
=
(
1 + v − 1/α
)−1{
(x− 1)
1+v−1/α
+ − 2(x− 1/2)
1+v−1/α
+ + (x)
1+v−1/α
+
}
;
(1.14)
• but, on the other hand, θ is less regular than Ψ and more importantly it
fails to satisfy the ”nice” localization property (1.11).
For each (j, k) ∈ Z2, we denote by ζj,k the SαS random variable defined
through (1.9) in which ψ is replaced by h; in contrast with ǫj,k, the random
variable ζj,k is explicitly given by a simple formula, namely, in view of (1.12),
one has:
ζj,k := 2
j/α
∫
R
h(2js− k)Zα (ds) (1.15)
= −2j/α
(
Zα
(
k
2j
)
− 2Zα
(
k + 1/2
2j
)
+ Zα
(
k + 1
2j
))
, (1.16)
where {Zα (t) : t ∈ R} is the SαS Le´vy process with ca`dla`g paths which has
been introduced at the very beginning of this introduction. Observe that the
ζj,k’s are identically distributed with a scale parameter equals 1; also observe
that for every fixed j ∈ Z, {ζj,k : k ∈ Z} is a sequence of independent random
variables.
In the rest of this article, we always assume that (u, v) belongs to the compact
rectangle [0, 1] × [a, b], where a and b are two arbitrary fixed real numbers
satisfying 1/α < a < b < 1; typically one has a = minx∈[0,1]H(x) and b =
maxx∈[0,1]H(x) where H(·) is the continuous functional parameter of Y , the
LMSM defined through (1.1). The stochastic SαS fields X , X1 and X2 are
identified with their restrictions to [0, 1]× [a, b].
Let us now introduce random series representations of X1 and X2 via Haar
functions. On one hand, (1.4), the fact that the sequence of functions:{
1[0,1](·)
}
∪
{
2j/2h(2j · −k) : j ∈ Z+ and k ∈ {0, . . . , 2
j − 1}
}
,
is an orthonormal basis of the Lebesgue Hilbert space L2
(
[0, 1]
)
(see [5, 9,
10]), standard computations, Ho¨lder inequality, and a classical property of
the stochastic integral with respect to Zα, imply that for all fixed (u, v) ∈
[0, 1]× [a, b], the sequence of the SαS random variables
(
XJ1 (u, v)
)
J∈N
, defined
as:
XJ1 (u, v) =
u1+v−1/α
1 + v − 1/α
Zα (1) +
J−1∑
j=0
2−jv
2j−1∑
k=0
ζj,kθ(2
ju− k, v), (1.17)
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converges in probability to the random variable X1(u, v), when J goes to +∞.
On the other hand, (1.5), the fact that the sequence of functions:{
2j/αh(2j ·+k) : (j, k) ∈ Z× N
}
,
is an unconditional basis of the Lebesgue space Lα
(
(−∞, 0]
)
(see [5, 9, 10]),
standard computations, and a classical property of the stochastic integral with
respect to Zα, imply that for all fixed (u, v) ∈ [0, 1]× [a, b], the sequence of the
SαS random variables
(
XJ2 (u, v)
)
J∈N
, defined as:
XJ2 (u, v) =
J−1∑
j=1−J
2−jv
2J−|j|∑
k=1
ζj,−k
(
θ(2ju+ k, v)− θ(k, v)
)
, (1.18)
converges in probability to the random variable X2(u, v), when J goes to +∞.
It is clear that for every J ∈ N, the paths of the SαS fields XJ1 = {X
J
1 (u, v) :
(u, v) ∈ [0, 1]× [a, b]} and XJ2 = {X
J
2 (u, v) : (u, v) ∈ [0, 1]× [a, b]} belong to C :=
C([0, 1]× [a, b],R), the Banach space of the real-valued continuous functions on
the rectangle [0, 1]× [a, b] equipped with the usual supremum norm, denoted by
‖ ·‖C. A natural question one can address is that, whether or not, the sequences
of continuous random functions (XJ1 )J∈N and (X
J
2 )J∈N, almost surely converge
in the space C; assume for a while that the answer to the question is positive and
denote byX1 andX2 the limits of these two sequences, then the SαS fieldsX1 =
{X1(u, v) : (u, v) ∈ [0, 1]× [a, b]} and X2 = {X2(u, v) : (u, v) ∈ [0, 1]× [a, b]} are
modifications with almost surely continuous paths, respectively of the high and
the low frequency parts of the field X = {X(u, v) : (u, v) ∈ [0, 1]× [a, b]}.
The main difficulty to show that the sequences (XJ1 )J∈N and (X
J
2 )J∈N are
almost surely convergent in the space C is that the function θ (see (1.13)) is a
badly localized function in the variable x; actually when v ∈ [a, b] is fixed and x
goes to +∞, then θ(x, v) goes to 0 enough fast, it vanishes at the same rate as
xv−1/α−1. Abel transforms is the important tool, which allow us to overcome
this difficulty.
The two main results of this paper are the following.
Theorem 1.1. Let Ω∗∗0 be the event of probability 1 introduced in Proposi-
tion 2.1. Then, for each ω ∈ Ω∗∗0 , the sequence of the continuous functions
(XJ1 (·, ·, ω))J∈N defined through (1.17), converges in the space C := C([0, 1] ×
[a, b],R) to a limit denoted by X1(·, ·, ω); moreover, one has for all fixed η > 0,∥∥X1(·, ·, ω)−XJ1 (·, ·, ω)∥∥C = O (2−J(a−1/α)J2/α+η) . (1.19)
Notice that the SαS field X1 = {X1(u, v) : (u, v) ∈ [0, 1]×[a, b]} is a modification
with almost surely continuous paths, of the high frequency part of the SαS field
X = {X(u, v) : (u, v) ∈ [0, 1]× [a, b]} which generates LMSM’s.
Theorem 1.2. Let Ω∗∗1 and Ω
∗∗
2 be the events of probability 1 introduced in
Propositions 3.1 and 3.3. Then, for each ω ∈ Ω∗∗1 ∩ Ω
∗∗
2 (notice that the
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event Ω∗∗1 ∩ Ω
∗∗
2 is of probability 1), the sequence of the continuous functions
(XJ2 (·, ·, ω))J∈N defined through (1.18), converges in the space C := C([0, 1] ×
[a, b],R) to a limit denoted by X2(·, ·, ω); moreover, one has for all fixed η > 0,∥∥X2(·, ·, ω)−XJ2 (·, ·, ω)∥∥C = O (2−J(1−b)J1/α+η) . (1.20)
Notice that the SαS field X2 = {X2(u, v) : (u, v) ∈ [0, 1]×[a, b]} is a modification
with almost surely continuous paths, of the low frequency part of the SαS field
X = {X(u, v) : (u, v) ∈ [0, 1]× [a, b]} which generates LMSM’s.
Notice, in Theorem 1.1, that the speed of convergence of the series (XJ1 )J∈N
is better when the parameter v takes values close to 1; conversely, in Theorem
1.2, the rate of convergence of the series (XJ2 )J∈N is better when v takes values
close to 1/α.
The remaining of the paper is structured in the following way: Section 2
is devoted to the proof of Theorem 1.1 and Section 3 to that of Theorem 1.2.
Finally, some simulations of LMSM are given in Section 4.
2. Proof of Theorem 1.1
Let Θ : R× (1/α, 1)→ R be the continuously differentiable function defined
for every (x, v) ∈ R× (1/α, 1) as:
Θ(x, v) := θ(x, v) − θ(x− 1, v). (2.1)
For all (j, k) ∈ Z2+, let λj,k be the SαS random variable of scale parameter
(k + 1)1/α defined as:
λj,k :=
k∑
m=0
ζj,m. (2.2)
Lemma 2.1. One has for each j ∈ Z+ and (u, v) ∈ [0, 1]× [a, b],
2j−1∑
k=0
ζj,kθ(2
ju− k, v) = λj,2j−1θ(2
ju− 2j +1, v) +
2j−2∑
k=0
λj,kΘ(2
ju− k, v), (2.3)
with the convention that
∑−1
k=0 λ0,kΘ(u− k, v) = 0.
Proof of Lemma 2.1. It is clear that (2.3) holds when j = 0, so let us assume
that j ≥ 1. Using (2.2) and (2.1), one obtains that,
2j−1∑
k=0
ζj,kθ(2
ju− k, v) = λj,0θ(2
ju, v) +
2j−1∑
k=1
(λj,k − λj,k−1)θ(2
ju− k, v)
=
2j−1∑
k=0
λj,kθ(2
ju− k, v)−
2j−2∑
k=0
λj,kθ(2
ju− k − 1, v)
= λj,2j−1θ(2
ju− 2j + 1, v) +
2j−2∑
k=0
λj,kΘ(2
ju− k, v).
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Let us now provide a rather sharp estimate of the asymptotic behavior of
the sequence of random variables {λj,k : (j, k) ∈ Z
2
+}.
Proposition 2.1. There exists an event of probability 1, denoted by Ω∗∗0 , such
that for every fixed real number η > 0, one has, for all ω ∈ Ω∗∗0 and for each
(j, k) ∈ Z2+,∣∣λj,k(ω)∣∣ ≤ C(ω)(1 + j)1/α log1/α+η (3 + j) (1 + k)1/α log1/α+η (3 + k), (2.4)
where C is a positive and finite random variable only depending on η.
In order to prove Proposition 2.1, we need two preliminary results.
Lemma 2.2. For each fixed j ∈ Z+, the SαS process {λj,k : k ∈ Z+} has
the same finite dimensional distributions as the process {Zα (k + 1) : k ∈ Z+};
recall that {Zα (t) : t ∈ R+} is a SαS Le´vy process with ca`dla`g paths.
Proof of Lemma 2.2. Let {δm : m ∈ Z+} be the sequence of the independent
and identically distributed SαS random variables with a scale parameter equals
1, defined for all m ∈ Z+ as:
δm = Zα (m+ 1)− Zα (m) . (2.5)
It follows from (2.5) and the equality Zα(0) = 0, that one has for each k ∈ Z+,
Zα (k + 1) =
k∑
m=0
δm. (2.6)
Then, combining (2.6) with (2.2), and using the fact that for each fixed j ∈ Z+,
{ζj,m : m ∈ Z+} is a sequence of independent and identically distributed SαS
random variables with a scale parameter equals 1, one gets the lemma.
Lemma 2.3. Let η > 0 be arbitrary and fixed. We set,
M∗η,α := sup
{
|Zα (t) |
t1/α log1/α+η(2 + t)
: t ∈ [1,+∞)
}
. (2.7)
Then M∗η,α is an almost surely finite random variable; moreover there is a con-
stant c > 0 such that for all real number y ≥ 1, one has,
P
(
M∗η,α > y
)
≤ cy−α. (2.8)
Proof of Lemma 2.3. The fact that M∗η,α is an almost surely finite random
variable, has been derived in [7]. The inequality (2.8) can be obtained by
applying [12, Theorem 10.5.1], to the almost surely bounded SαS processes{
Zα(t)
t1/α log1/α+η(2+t)
: t ∈ [1,+∞)
}
and
{
− Zα(t)
t1/α log1/α+η(2+t)
: t ∈ [1,+∞)
}
.
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Now, we are in position to prove Proposition 2.1.
Proof of Proposition 2.1. For each fixed j ∈ Z+, let µ
j,∗
η,α be the random variable
defined as:
µj,∗η,α := sup
{
|λj,k|
(1 + k)1/α log1/α+η(3 + k)
: k ∈ Z+
}
. (2.9)
In view of Lemma 2.2, one has, for all j ∈ Z+,
µj,∗η,α
(d)
= ν, (2.10)
where
(d)
= means equality in distribution, and ν is the random variable, defined
as:
ν := sup
{
|Zα (k + 1) |
(1 + k)1/α log1/α+η(3 + k)
: k ∈ Z+
}
. (2.11)
Notice that Lemma 2.3 implies that ν is almost surely finite; moreover, thanks
to (2.10), the latter property is also satisfied by µj,∗η,α, for any arbitrary j ∈ Z+.
Next, using (2.10), (2.11), (2.7) and (2.8), one gets that,
+∞∑
j=0
P
(
µj,∗η,α >
(
1 + j
)1/α
log1/α+η
(
3 + j
))
=
+∞∑
j=0
P
(
ν >
(
1 + j
)1/α
log1/α+η
(
3 + j
))
≤
+∞∑
j=0
P
(
M∗η,α >
(
1 + j
)1/α
log1/α+η
(
3 + j
))
≤ c
+∞∑
j=0
(
1 + j
)−1
log−1−αη
(
3 + j
)
<∞;
thus the proposition results from Borel-Cantelli Lemma as well as from the fact
that µj,∗η,α is almost surely finite for each j ∈ Z+.
The following proposition provides sharp estimates of the rate of vanishing
of θ(x, v) and Θ(x, v) (see (1.14) and (2.1)) when x goes to infinity.
Proposition 2.2. (i) For each (x, v) ∈ (−∞, 0]× (1/α, 1), one has,
θ(x, v) = Θ(x, v) = 0.
(ii) There exists a constant c > 0, such that for all (x, v) ∈ (0,+∞) × [a, b],
one has,
|θ(x, v)| ≤ c(1 + x)v−1/α−1.
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(iii) There is a constant c′ > 0, such that for all (x, v) ∈ (0,+∞)× [a, b], one
has,
|Θ(x, v)| ≤ c′(1 + x)v−1/α−2.
Proof of Proposition 2.2. In view of (1.14), (2.1) and (1.3), it is clear that Part
(i) of the proposition holds. Let us prove the two other parts of it. Observe that
the fact that (x, v) 7→ (1+x)1−v−1/α θ(x, v) and (x, v) 7→ (1+x)2−v−1/αΘ(x, v)
are continuous functions on the compact rectangle [0, 4]× [a, b], implies that,
c1 := sup
{
(1 + x)1−v−1/α|θ(x, v)| : (x, v) ∈ [0, 4]× [a, b]
}
<∞ (2.12)
and
c2 := sup
{
(1 + x)2−v−1/α|Θ(x, v)| : (x, v) ∈ [0, 4]× [a, b]
}
<∞. (2.13)
From now on, we assume that (x, v) ∈ (4,+∞) × [a, b]. Observe that, in view
of (1.14) and (1.3), one has,
θ(x, v) =
x1+v−1/α
1 + v − 1/α
{(
1− x−1
)1+v−1/α
− 2
(
1− (2x)−1
)1+v−1/α
+ 1
}
.
(2.14)
Next, let us show that there are two constants c3 > 0 and c4 > 0, such that for
all (z, v) ∈ [0, 2−1]× [a, b], one has,∣∣∣(1− z)1+v−1/α − 1 + (v − 1/α+ 1)z∣∣∣ ≤ c3z2 (2.15)
and∣∣∣∣(1 − z)1+v−1/α − 1 + (v − 1/α+ 1)z − (v − 1/α+ 1)(v − 1/α)2 z2
∣∣∣∣ ≤ c4z3.
(2.16)
Observe that (2.15) easily results from (2.16), so we only need to prove that
the latter inequality holds. Applying, for each fixed v ∈ [a, b], Taylor-Lagrange
formula, to the function y 7→ (1− y)1+v−1/α, on the interval [0, z], one gets that
(1− z)1+v−1/α − 1 + (v − 1/α+ 1)z −
(v − 1/α+ 1)(v − 1/α)
2
z2
= −
(v − 1/α+ 1)(v − 1/α)(v − 1/α− 1)
6
(1− ξ)v−1/α−2 z3, (2.17)
where ξ ∈ [0, z] ⊂ [0, 2−1], then (2.16) easily follows from (2.17). Next, using
the triangle inequality and (2.15) (in the case where z = x−1 and also in the
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case where z = (2x)−1), one gets that,∣∣∣(1− x−1)1+v−1/α − 2(1− (2x)−1)1+v−1/α + 1∣∣∣
=
∣∣∣(1− x−1)1+v−1/α − 1 + (v − 1/α+ 1)x−1
−2
(
1− (2x)−1
)1+v−1/α
+ 2− 2(v − 1/α+ 1)(2x)−1
∣∣∣
≤
∣∣∣(1− x−1)1+v−1/α − 1 + (v − 1/α+ 1)x−1∣∣∣
+2
∣∣∣(1− (2x)−1)1+v−1/α − 1 + (v − 1/α+ 1)(2x)−1∣∣∣
≤ c5x
−2, (2.18)
where c5 := (3/2)c3. Next, putting together (2.12), (2.14) and (2.18), one
obtains Part (ii) of the proposition. Let us now prove that Part (iii) of it,
holds; to this end, we set
d0 = 1, d1 = −2, d2 = 0, d3 = 2 and d4 = −1. (2.19)
Standard computations allow to show that, for all m ∈ {0, 1, 2},
4∑
l=0
lmdl = 0, (2.20)
with the convention that 00 := 1; moreover, in view of (2.1), (1.14) and (1.3),
for each (x, v) ∈ (4,+∞)× [a, b], one has,
Θ(x, v) =
(
1 + v − 1/α
)−1{ 4∑
l=0
dl
(
x− l/2
)1+v−1/α}
=
x1+v−1/α(
1 + v − 1/α
) { 4∑
l=0
dl
(
1−
l
2x
)1+v−1/α}
. (2.21)
Next, using (2.20), the triangle inequality, and (2.16) in which one takes z =
l/(2x), it follows that,∣∣∣∣∣
4∑
l=0
dl
(
1−
l
2x
)1+v−1/α∣∣∣∣∣
=
∣∣∣∣∣
4∑
l=0
dl
{(
1−
l
2x
)1+v−1/α
−1 + (v − 1/α+ 1)
l
2x
−
(v − 1/α+ 1)(v − 1/α)
2
( l
2x
)2}∣∣∣∣
≤ c6x
−3, (2.22)
where c6 := 8
−1c4
(∑4
l=1 l
3|dl|
)
. Finally, putting together (2.13), (2.21) and
(2.22), one obtains Part (iii) of the proposition.
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Lemma 2.4. One has
M := sup
{∑
k∈Z
∣∣Θ(x− k, v)∣∣ : (x, v) ∈ R× [a, b]} <∞. (2.23)
Proof of Lemma 2.4. Observe that, for each fixed v ∈ [a, b], the function
x 7→
∑
k∈Z
∣∣Θ(x− k, v)∣∣,
defined on R and a priori taking its values in R∪{+∞}, is 1-periodic; therefore
it is sufficicent to show that (2.23) holds when (x, v) ∈ [−1/2, 1/2]× [a, b]. Using
Parts (i) and (iii) of Proposition 2.2, as well as, the triangle inequality, one gets
that, ∑
k∈Z
∣∣Θ(x− k, v)∣∣ ≤ c′∑
k∈Z
(
1 + |x− k|
)b−1/α−2
≤ c′
∑
k∈Z
(
1 + |k| − |x|
)b−1/α−2
≤ c′
∑
k∈Z
(
2−1 + |k|
)b−1/α−2
<∞.
Now, we are in position to show that Theorem 1.1 holds.
Proof of Theorem 1.1. Let ω ∈ Ω∗∗0 be arbitrary and fixed; recall that Ω
∗∗
0 is
the event of probability 1 introduced in Proposition 2.1. Let us first show that
the sequence of the continuous functions (XJ1 (·, ·, ω))J∈N defined through (1.17),
is a Cauchy sequence in C := C([0, 1] × [a, b],R), the space of the real-valued
continuous functions over [0, 1]×[a, b], equipped with the usual supremum norm,
denoted by ‖ · ‖C . Let η > 0 be arbitrary and fixed, using, (1.17), the triangle
inequality, (2.3), (2.4), Parts (i) and (ii) of Proposition 2.2, and (2.23), one gets
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that, for all (J,Q) ∈ N2,
∥∥XJ+Q1 (·, ·, ω)−XJ1 (·, ·, ω)∥∥C = ∥∥∥ J+Q−1∑
j=J
2−j·
2j−1∑
k=0
ζj,kθ(2
j · −k, ·)
∥∥∥
C
≤
J+Q−1∑
j=J
2−ja
∥∥∥ 2j−1∑
k=0
ζj,kθ(2
j · −k, ·)
∥∥∥
C
=
J+Q−1∑
j=J
2−ja
∥∥∥λj,2j−1θ(2j · −2j + 1, ·) + 2j−2∑
k=0
λj,kΘ(2
j · −k, ·)
∥∥∥
C
≤
J+Q−1∑
j=J
2−ja
(
|λj,2j−1|
∥∥θ(2j · −2j + 1, ·)∥∥
C
+
(
max
0≤l≤2j−2
|λj,k|
)∥∥∥ 2j−2∑
k=0
|Θ(2j · −k, ·)|
∥∥∥
C

≤ C(ω)(c+M)
J+Q−1∑
j=J
2−j(a−1/α)(2 + j)2/α+η log1/α+η(3 + j)
≤ C(ω)(c+M)
+∞∑
j=J
2−j(a−1/α)(2 + j)2/α+η log1/α+η(3 + j). (2.24)
It follows from (2.24) that (XJ1 (·, ·, ω))J∈N is a Cauchy sequence in C, and that
X1(·, ·, ω), its limit, satisfies for all J ∈ N,
∥∥X1(·, ·, ω)−XJ1 (·, ·, ω)∥∥C ≤ C(ω)(c+M) +∞∑
j=J
2−j(a−1/α)(2+j)2/α+η log1/α+η(3+j).
(2.25)
Next, let us show that there exists a constant c1 > 0, such that for all J ∈ N,
one has,
+∞∑
j=J
2−j(a−1/α)(2+j)2/α+η log1/α+η(3+j) ≤ c12
−J(a−1/α)(2+J)2/α+η log1/α+η(3+J).
(2.26)
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This is the case since,
+∞∑
j=J
2−j(a−1/α)(2 + j)2/α+η log1/α+η(3 + j)
=
+∞∑
j=0
2−(j+J)(a−1/α)(2 + j + J)2/α+η log1/α+η(3 + j + J)
≤
+∞∑
j=0
2−(j+J)(a−1/α)(2 + j)2/α+η(2 + J)2/α+η log1/α+η
{
(3 + j)(3 + J)
}
≤ 2−J(a−1/α)(2 + J)2/α+η
+∞∑
j=0
2−j(a−1/α)(2 + j)2/α+η
(
log(3 + j) + log(3 + J)
)1/α+η
≤ c12
−J(a−1/α)(2 + J)2/α+η log1/α+η(3 + J),
where
c1 :=
+∞∑
j=0
2−j(a−1/α)(2 + j)2/α+η
(
log(3 + j) + 1
)1/α+η
.
Finally, combining (2.25) with (2.26), one gets (1.19) in which η is replaced by
2η.
3. Proof of Theorem 1.2
3.1. Study of the part j ≥ 0 of the series
Theorem 3.1. For each J ∈ N, we denote by XJ2,+ = {X
J
2,+(u, v) : (u, v) ∈
[0, 1]×[a, b]} the SαS field with paths in C, defined, for every (u, v) ∈ [0, 1]×[a, b],
as:
XJ2,+(u, v) =
J−1∑
j=0
2−jv
2J−j∑
k=1
ζj,−k
(
θ(2ju+ k, v)− θ(k, v)
)
. (3.1)
Let Ω∗∗1 be the event of probability 1 introduced in Proposition 3.1. Then for
all ω ∈ Ω∗∗1 ,
(
XJ2,+(·, ·, ω)
)
J∈N
is a Cauchy sequence in C, moreover, its limit
X2,+(·, ·, ω), satisfies, for each fixed η > 0,∥∥X2,+(·, ·, ω)−XJ2,+(·, ·, ω)∥∥C = O (2−J(1−b)J1/α+η) (3.2)
In order to show that
(
XJ2,+(·, ·, ω)
)
J∈N
is a Cauchy sequence, one needs to
appropriately bound the quantity
∥∥XJ+Q2,+ (·, ·, ω)−XJ2,+(·, ·, ω)∥∥C , for all (J,Q) ∈
N
2. Observe that, in view of (3.1), one has for every (u, v) ∈ [0, 1]× [a, b],
XJ+Q2,+ (u, v, ω)−X
J
2,+(u, v, ω) = A
J,Q
2,+(u, v, ω) +B
J,Q
2,+ (u, v, ω), (3.3)
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where:
AJ,Q2,+(u, v, ω) :=
J−1∑
j=0
2−jv
2J+Q−j∑
k=2J−j+1
ζj,−k(ω)
(
θ(2ju+ k, v)− θ(k, v)
)
, (3.4)
and
BJ,Q2,+ (u, v, ω) :=
J+Q−1∑
j=J
2−jv
2J+Q−j∑
k=1
ζj,−k(ω)
(
θ(2ju+ k, v)− θ(k, v)
)
. (3.5)
For all (j, k) ∈ Z+×N, let λj,−k be the SαS random variable of scale parameter
k1/α defined as:
λj,−k :=
k∑
m=1
ζj,−m. (3.6)
The proof of the following lemma is similar to that of Lemma 2.1.
Lemma 3.1. Recall that the function Θ has been introduced in (2.1). Let
(J,Q) ∈ N2 and (u, v) ∈ [0, 1]× [a, b] be arbitrary and fixed.
(i) For each j ∈ {0, . . . , J − 1}, one has,
2J+Q−j∑
k=2J−j+1
ζj,−kθ(2
ju+ k, v) (3.7)
= λj,−2J+Q−jθ(2
ju+ 2J+Q−j , v)− λj,−2J−jθ(2
ju+ 2J−j + 1, v)
−
2J+Q−j∑
k=2J−j+2
λj,−(k−1)Θ(2
ju+ k, v).
(ii) For each j ∈ {J, . . . , J +Q− 1}, one has
2J+Q−j∑
k=1
ζj,−kθ(2
ju+ k, v) (3.8)
= λj,−2J+Q−jθ(2
ju+ 2J+Q−j, v)−
2J+Q−j∑
k=2
λj,−(k−1)Θ(2
ju+ k, v).
The proof of the following proposition is similar to that of Proposition 2.1.
Proposition 3.1. There exists an event of probability 1, denoted by Ω∗∗1 , such
that for every fixed real number η > 0, one has, for all ω ∈ Ω∗∗1 and for each
(j, k) ∈ Z+ × N,∣∣λj,−k(ω)∣∣ ≤ C(ω)(1 + j)1/α log1/α+η (3 + j) k1/α log1/α+η (2 + k), (3.9)
where C is a positive and finite random variable only depending on η.
15
The following propostion easily results from Proposition 2.2.
Proposition 3.2. There exist two constants c > 0 and c′ > 0, such that for all
(j, k) ∈ Z+ × N and (u, v) ∈ [0, 1]× [a, b], one has,∣∣θ(2ju+ k, v)∣∣ ≤ c(1 + k)v−1/α−1 (3.10)
and ∣∣Θ(2ju+ k, v)∣∣ ≤ c′(1 + k)v−1/α−2. (3.11)
The following lemma is a straightforward consequence of Lemma 3.1 as well
as Propositions 3.1 and 3.2.
Lemma 3.2. Let η > 0 be arbitrary and fixed. There exists a positive and finite
random variable C only depending on η > 0, such that any ω ∈ Ω∗∗1 , (J,Q) ∈ N
2
and v ∈ [a, b], satisfy the following two properties:
(i) for each j ∈ {0, . . . , J − 1}, one has,
sup
u∈[0,1]
∣∣∣∣ 2
J+Q−j∑
k=2J−j+1
ζj,−k(ω)θ(2
ju+ k, v)
∣∣∣∣ (3.12)
≤ C(ω)(1 + j)1/α log1/α+η
(
2 + j
){
2−(1−v)(J+Q−j)(J +Q− j)1/α+η
+ 2−(1−v)(J−j)(J − j)1/α+η +
2J+Q−j∑
k=2J−j+2
k−(2−v) log1/α+η(k)
}
;
(ii) for each j ∈ {J, . . . , J +Q− 1}, one has
sup
u∈[0,1]
∣∣∣∣ 2
J+Q−j∑
k=1
ζj,−k(ω)θ(2
ju+ k, v)
∣∣∣∣ (3.13)
≤ C(ω)(1 + j)1/α log1/α+η
(
2 + j
){
2−(1−v)(J+Q−j)(J +Q− j)1/α+η
+
2J+Q−j∑
k=2
k−(2−v) log1/α+η(k)
}
.
Lemma 3.3. Let η > 0 be an arbitrarily small fixed real number. There is a
constant c > 0, such that, for all J ∈ N, for each j ∈ {0, . . . , J − 1} and for any
v ∈ [a, b], one has,
+∞∑
k=2J−j+2
k−(2−v) log1/α+η(k) ≤ c 2−(1−v)(J−j)(J − j)1/α+η. (3.14)
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Proof of Lemma 3.3. By using the fact that y 7→ y−(2−v) log1/α+η(y) is a de-
creasing function on the interval [3,+∞), one has that,
+∞∑
k=2J−j+2
k−(2−v) log1/α+η(k) ≤
∫ +∞
2J−j
y−(2−v) log1/α+η(y) dy. (3.15)
Moreover, setting in the last integral z = 2−(J−j)y, one obtains that,∫ +∞
2J−j
y−(2−v) log1/α+η(y) dy = 2J−j
∫ +∞
1
(
2J−jz
)−(2−v)
log1/α+η
(
2J−jz
)
dz
= 2−(1−v)(J−j)
∫ +∞
1
z−(2−v)
(
(J − j) log(2) + log(z)
)1/α+η
dz
≤ c 2−(1−v)(J−j)(J − j)1/α+η, (3.16)
where
c =
∫ +∞
1
z−(2−b)
(
1 + log(z)
)1/α+η
dz.
Finally, combining (3.15) with (3.16), one gets the lemma.
Lemma 3.4. Let η > 0 be an arbitrarily small fixed real number. There exists
a positive and finite random variable C only depending on b and η, such that
any ω ∈ Ω∗∗1 , (J,Q) ∈ N
2 and j ∈ {0, . . . , J − 1}, satisfy:
∥∥∥∥2−j· 2
J+Q−j∑
k=2J−j+1
ζj,−k(ω)θ(2
j ·+k, ·)
∥∥∥∥
C
:= sup
(u,v)∈[0,1]×[a,b]∣∣∣∣2−jv 2
J+Q−j∑
k=2J−j+1
ζj,−k(ω)θ(2
ju+ k, v)
∣∣∣∣
≤ C(ω)2−(1−b)JJ1/α+η 2−(2a−1)j(1 + j)1/α log1/α+η
(
2 + j
)
. (3.17)
Proof of Lemma 3.4. Let us set c1 := supn∈N
{
2−(1−b)n(1 + n)1/α+η
}
< ∞,
then one has,
2−(1−v)(J+Q−j)(J +Q − j)1/α+η ≤ c12
−(1−v)(J−j)(J − j)1/α+η; (3.18)
the inequality (3.18) follows from the fact that,
2−(1−v)(J+Q−j)(J +Q− j)1/α+η
= 2−(1−v)Q
(
1 +
Q
J − j
)1/α+η
2−(1−v)(J−j)(J − j)1/α+η
≤ 2−(1−b)Q(1 +Q)1/α+η 2−(1−v)(J−j)(J − j)1/α+η.
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Next putting together, (3.12), (3.18) and (3.14), one gets that for any arbitrary
v ∈ [a, b],
sup
u∈[0,1]
∣∣∣∣2−jv 2
J+Q−j∑
k=2J−j+1
ζj,−k(ω)θ(2
ju+ k, v)
∣∣∣∣
≤ C(ω)2−(1−v)(J−j)−jv(J − j)1/α+η (1 + j)1/α log1/α+η
(
2 + j
)
≤ C(ω)2−(1−v)J−(2v−1)j(J − j)1/α+η (1 + j)1/α log1/α+η
(
2 + j
)
≤ C(ω)2−(1−b)JJ1/α+η 2−(2a−1)j (1 + j)1/α log1/α+η
(
2 + j
)
, (3.19)
where C is a positive and finite random variable only depending on b and η;
thus (3.19) implies that (3.17) holds.
Lemma 3.5. Let η > 0 be an arbitrarily small fixed real number. There exists
a positive and finite random variable C only depending on a, b and η, such that
any ω ∈ Ω∗∗1 and (J,Q) ∈ N
2, satisfy∥∥AJ,Q2,+(·, ·, ω)∥∥C ≤ C(ω)2−(1−b)JJ1/α+η; (3.20)
recall that AJ,Q2,+(·, ·, ω) has been defined in (3.4).
Proof of Lemma 3.5. The lemma can be obtained by using (3.4), the triangle
inequality, (3.17) and the fact that
+∞∑
j=0
2−(2a−1)j (1 + j)1/α log1/α+η
(
2 + j
)
<∞; (3.21)
notice that (3.21) results from our assumption that a > 1/α > 1/2.
Lemma 3.6. Let η > 0 be an arbitrarily small fixed real number. There exists
a positive and finite random variable C only depending on a, b and η, such that
any ω ∈ Ω∗∗1 and (J,Q) ∈ N
2, satisfy∥∥BJ,Q2,+ (·, ·, ω)∥∥C ≤ C(ω) 2−aJJ1/α log1/α+η (1 + J); (3.22)
recall that BJ,Q2,+ (·, ·, ω) has been defined in (3.5).
Proof of Lemma 3.6. First notice that by using the fact that,
2−(1−v)(J+Q−j)(J +Q− j)1/α+η +
2J+Q−j∑
k=2
k−(2−v) log1/α+η(k) ≤ c1,
where the finite constant
c1 :=
(
sup
n∈N
2−(1−b)nn1/α+η
)
+
+∞∑
k=2
k−(2−b) log1/α+η(k);
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it follows from (3.13), that for any arbitrary v ∈ [a, b] and j ∈ {J, . . . , J+Q−1},
one has
sup
u∈[0,1]
∣∣∣∣2−jv 2
J+Q−j∑
k=1
ζj,−k(ω)θ(2
ju+ k, v)
∣∣∣∣
≤ C2(ω)2
−ja(1 + j)1/α log1/α+η
(
2 + j
)
, (3.23)
where C2 is a positive and finite random variable only depending on b and η.
Next, using (3.5), the triangle inequality, and (3.23), one gets that,
∥∥BJ,Q2,+ (·, ·, ω)∥∥C ≤ 2C2(ω) +∞∑
j=J
2−ja(1 + j)1/α log1/α+η
(
2 + j
)
; (3.24)
moreover, similarly to (2.26), one can show that,
+∞∑
j=J
2−ja(1+ j)1/α log1/α+η
(
2+ j
)
≤ c32
−Ja(1+J)1/α log1/α+η
(
2+J
)
, (3.25)
where c3 is a finite constant only depending on a. Finally combining (3.24) with
(3.25) one obtains the lemma.
Now we are in position to prove Theorem 3.1.
Proof of Theorem 3.1. The theorem results from (3.3), the triangle inequality,
Lemma 3.5, Lemma 3.6 and the inequalities 0 < 1 − b < a; these inequalities
are consequences of our assumption that [a, b] ⊂ (1/α, 1).
3.2. Study of the part j < 0 of the series
Theorem 3.2. For each integer J ≥ 2, we denote by XJ2,− = {X
J
2,−(u, v) :
(u, v) ∈ [0, 1]× [a, b]} the SαS field with paths in C, defined, for every (u, v) ∈
[0, 1]× [a, b], as:
XJ2,−(u, v) =
J−1∑
j=1
2jv
2J−j∑
k=1
ζ−j,−k
(
θ(2−ju+ k, v)− θ(k, v)
)
. (3.26)
Let Ω∗∗2 be the event of probability 1 introduced in Proposition 3.3. Then for
all ω ∈ Ω∗∗2 ,
(
XJ2,−(·, ·, ω)
)
J≥2
is a Cauchy sequence in C, moreover, its limit
X2,−(·, ·, ω), satisfies, for each fixed η > 0,∥∥X2,−(·, ·, ω)−XJ2,−(·, ·, ω)∥∥C = O (2−J(1−b)J1/α log1/α+η (J)) (3.27)
In order to show that
(
XJ2,−(·, ·, ω)
)
J≥2
is a Cauchy sequence, one needs to
appropriately bound the quantity
∥∥XJ+Q2,− (·, ·, ω)−XJ2,−(·, ·, ω)∥∥C , for all integer
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J ≥ 2, and for all Q ≥ 1. Observe that, in view of (3.26), one has for every
(u, v) ∈ [0, 1]× [a, b],
XJ+Q2,− (·, ·, ω)−X
J
2,−(·, ·, ω) = A
J,Q
2,−(u, v, ω) +B
J,Q
2,− (u, v, ω), (3.28)
where:
AJ,Q2,−(u, v, ω) :=
J−1∑
j=1
2jv
2J+Q−j∑
k=2J−j+1
ζ−j,−k(ω)
(
θ(2−ju+ k, v)− θ(k, v)
)
, (3.29)
and
BJ,Q2,− (u, v, ω) :=
J+Q−1∑
j=J
2jv
2J+Q−j∑
k=1
ζ−j,−k(ω)
(
θ(2−ju+ k, v)− θ(k, v)
)
. (3.30)
For all (j, k) ∈ N2, let λ−j,−k be the SαS random variable of scale parameter
k1/α defined as:
λ−j,−k :=
k∑
m=1
ζ−j,−m. (3.31)
The proof of the following lemma is similar to that of Lemma 2.1.
Lemma 3.7. Recall that the function Θ has been introduced in (2.1).
Let (J,Q) ∈ (N \ {1})× N and (u, v) ∈ [0, 1]× [a, b] be arbitrary and fixed.
(i) For each j ∈ {1, . . . , J − 1}, one has,
2J+Q−j∑
k=2J−j+1
ζ−j,−k
(
θ(2−ju+ k, v)− θ(k, v)
)
(3.32)
= λ−j,−2J+Q−j
(
θ(2−ju+ 2J+Q−j , v)− θ(2J+Q−j , v)
)
− λ−j,−2J−j
(
θ(2−ju+ 2J−j + 1, v)− θ(2J−j + 1, v)
)
−
2J+Q−j∑
k=2J−j+2
λ−j,−(k−1)
(
Θ(2−ju+ k, v)−Θ(k, v)
)
.
(ii) For each j ∈ {J, . . . , J +Q− 1}, one has
2J+Q−j∑
k=1
ζ−j,−k
(
θ(2−ju+ k, v)− θ(k, v)
)
(3.33)
= λ−j,−2J+Q−j
(
θ(2−ju+ 2J+Q−j , v)− θ(2J+Q−j , v)
)
−
2J+Q−j∑
k=2
λ−j,−(k−1)
(
Θ(2−ju+ k, v)−Θ(k, v)
)
.
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The proof of the following proposition is similar to that of Proposition 2.1.
Proposition 3.3. There exists an event of probability 1, denoted by Ω∗∗2 , such
that for every fixed real number η > 0, one has, for all ω ∈ Ω∗∗2 and for each
(j, k) ∈ Z+ × N,∣∣λ−j,−k(ω)∣∣ ≤ C(ω)(1 + j)1/α log1/α+η (3 + j) k1/α log1/α+η (2 + k), (3.34)
where C is a positive and finite random variable only depending on η.
We denote by ∂xθ and ∂xΘ, the partial derivatives of order 1 with respect
to x of the functions θ and Θ; observe that in view of (1.14), (1.3) and (2.1),
one has for all (x, v) ∈ R× (1/α, 1),
(∂xθ)(x, v) = (x− 1)
v−1/α
+ − 2(x− 1/2)
v−1/α
+ + (x)
v−1/α
+ (3.35)
and
(∂xΘ)(x, v) = (∂xθ)(x, v) − (∂xθ)(x − 1, v) =
4∑
l=0
dl(x− l/2)
v−1/α
+ , (3.36)
where d0, . . . , d4 have been defined in (2.19). The proof of the following propo-
sition relies on (3.35) and (3.36); we will not give it since it is very similar to
that of Proposition 2.2.
Proposition 3.4. (i) For each (x, v) ∈ (−∞, 0]× (1/α, 1), one has,
(∂xθ)(x, v) = (∂xΘ)(x, v) = 0.
(ii) There exists a constant c > 0, such that for all (x, v) ∈ (0,+∞) × [a, b],
one has,
|(∂xθ)(x, v)| ≤ c(1 + x)
v−1/α−2.
(iii) There is a constant c′ > 0, such that for all (x, v) ∈ (0,+∞)× [a, b], one
has,
|(∂xΘ)(x, v)| ≤ c
′(1 + x)v−1/α−3.
The following proposition easily results from the Mean Value Theorem and
from Proposition 3.4.
Proposition 3.5. There exist two constants c > 0 and c′ > 0, such that for all
(j, k) ∈ N2 and (u, v) ∈ [0, 1]× [a, b], one has,∣∣θ(2−ju+ k, v)− θ(k, v)∣∣ ≤ c2−j(1 + k)v−1/α−2 (3.37)
and ∣∣Θ(2−ju+ k, v)−Θ(k, v)∣∣ ≤ c′2−j(1 + k)v−1/α−3. (3.38)
The following lemma is a straightforward consequence of Lemma 3.7 as well
as Propositions 3.3 and 3.5.
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Lemma 3.8. Let η > 0 be arbitrary and fixed. There exists a positive and
finite random variable C only depending on η > 0, such that any ω ∈ Ω∗∗2 ,
(J,Q) ∈ (N \ {1})× N and v ∈ [a, b], satisfy the following two properties:
(i) for each j ∈ {1, . . . , J − 1}, one has,
sup
u∈[0,1]
∣∣∣∣ 2
J+Q−j∑
k=2J−j+1
ζ−j,−k(ω)
(
θ(2−ju+ k, v)− θ(k, v)
)∣∣∣∣
≤ C(ω)2−j(1 + j)1/α log1/α+η
(
2 + j
){
2−(2−v)(J+Q−j)(J +Q− j)1/α+η
+ 2−(2−v)(J−j)(J − j)1/α+η +
2J+Q−j∑
k=2J−j+2
k−(3−v) log1/α+η(k)
}
;
(3.39)
(ii) for each j ∈ {J, . . . , J +Q− 1}, one has
sup
u∈[0,1]
∣∣∣∣ 2
J+Q−j∑
k=1
ζ−j,−k(ω)
(
θ(2−ju+ k, v)− θ(k, v)
)∣∣∣∣
≤ C(ω)2−j(1 + j)1/α log1/α+η
(
2 + j
){
2−(2−v)(J+Q−j)(J +Q− j)1/α+η
+
2J+Q−j∑
k=2
k−(3−v) log1/α+η(k)
}
. (3.40)
The proof of the following lemma mainly relies on (3.39), it can be done
similarly to that of Lemma 3.4.
Lemma 3.9. Let η > 0 be an arbitrarily small fixed real number. There exists
a positive and finite random variable C only depending on b and η, such that
any ω ∈ Ω∗∗2 , (J,Q) ∈ (N \ {1})× N and j ∈ {1, . . . , J − 1}, satisfy:∥∥∥∥2j· 2
J+Q−j∑
k=2J−j+1
ζ−j,−k(ω)
(
θ(2−j ·+k, ·)− θ(k, ·)
)∥∥∥∥
C
:= sup
(u,v)∈[0,1]×[a,b]
∣∣∣∣2jv 2
J+Q−j∑
k=2J−j+1
ζ−j,−k(ω)
(
θ(2−j ·+k, ·)− θ(k, ·)
)∣∣∣∣
≤ C(ω)2−(1−b)J2−(J−j)(J − j)1/α+η (1 + j)1/α log1/α+η
(
2 + j
)
.(3.41)
Lemma 3.10. Let η > 0 be an arbitrarily small fixed real number. There exists
a positive and finite random variable C only depending on b and η, such that
any ω ∈ Ω∗∗2 and (J,Q) ∈ (N \ {1})× N, satisfy∥∥AJ,Q2,−(·, ·, ω)∥∥C ≤ C(ω)2−(1−b)JJ1/α log1/α+η (1 + J); (3.42)
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recall that AJ,Q2,−(·, ·, ω) has been defined in (3.29).
Proof of Lemma 3.10. Using (3.4), the triangle inequality, and (3.17), one ob-
tains that,∥∥AJ,Q2,−(·, ·, ω)∥∥C (3.43)
≤ C(ω)2−(1−b)J
J−1∑
j=1
2−(J−j)(J − j)1/α+η (1 + j)1/α log1/α+η
(
2 + j
)
≤ C(ω)2−(1−b)JJ1/α log1/α+η
(
1 + J
) J−1∑
j=1
2−(J−j)(J − j)1/α+η;
moreover, observe that,
J−1∑
j=1
2−(J−j)(J − j)1/α+η ≤ c1, (3.44)
where c1 is the finite constant non depending on J , defined as
c1 =
+∞∑
n=1
2−nn1/α+η.
Finally, combining (3.43) with (3.44) one gets the lemmma.
Lemma 3.11. Let η > 0 be an arbitrarily small fixed real number. There exists
a positive and finite random variable C only depending on b and η, such that
any ω ∈ Ω∗∗2 and (J,Q) ∈ (N \ {1})× N, satisfy∥∥BJ,Q2,− (·, ·, ω)∥∥C ≤ C(ω) 2−(1−b)JJ1/α log1/α+η (1 + J); (3.45)
recall that BJ,Q2,− (·, ·, ω) has been defined in (3.30).
Proof of Lemma 3.11. First notice that by using the fact that,
2−(2−v)(J+Q−j)(J +Q− j)1/α+η +
2J+Q−j∑
k=2
k−(3−v) log1/α+η(k) ≤ c1,
where the finite constant
c1 :=
(
sup
n∈N
2−(2−b)nn1/α+η
)
+
+∞∑
k=2
k−(3−b) log1/α+η(k);
it follows from (3.40), that for any arbitrary v ∈ [a, b] and j ∈ {J, . . . , J+Q−1},
one has
sup
u∈[0,1]
∣∣∣∣2jv 2
J+Q−j∑
k=1
ζ−j,−k(ω)
(
θ(2−ju+ k, v)− θ(k, v)
)∣∣∣∣
≤ C2(ω)2
−j(1−b)(1 + j)1/α log1/α+η
(
2 + j
)
, (3.46)
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where, C2 is a positive and finite random variable only depending on b and η.
Next, using (3.30), the triangle inequality, and (3.46), one gets that,
∥∥BJ,Q2,− (·, ·, ω)∥∥C ≤ C2(ω) +∞∑
j=J
2−j(1−b)(1 + j)1/α log1/α+η
(
2 + j
)
; (3.47)
Moreover, similarly to (2.26), one can show that,
+∞∑
j=J
2−j(1−b)(1+ j)1/α log1/α+η
(
2+ j
)
≤ c32
−J(1−b)(1+J)1/α log1/α+η
(
2+ J
)
,
(3.48)
where c3 is a finite constant only depending on b. Finally combining (3.47) with
(3.48) one obtains the lemma.
Now we are in position to prove Theorems 3.2 and 1.2.
Proof of Theorem 3.2. The theorem results from (3.28) as well as Lemmas 3.10
and 3.11.
Proof of Theorem 1.2. Putting together (1.18), (3.1), (3.26), Theorem 3.1 and
Theorem 3.2, one gets the theorem.
4. Simulations
Let us stress that Theorem 1.1 and Theorem 1.2 provide an efficient method
for simulating paths of the high frequency part and the low frequency part of
LMSM, namely of the SαS processes {Y1(t) : t ∈ [0, 1]} := {X1(t,H(t)) : t ∈
[0, 1]} and {Y2(t) : t ∈ [0, 1]} := {X2(t,H(t)) : t ∈ [0, 1]}. The following four
simulations have been performed by using (1.17) in which J = 12 and (1.18) in
which J = 6.
Acknowlegment
I thank Professor A. Ayache for several very helpful discussions on the sub-
ject of the paper.
References
References
[1] A. Ayache, J. Hamonier, Linear multifractional stable motion: fine path
properties, Revista Matema´tica Iberoamericana.
[2] A. Ayache, W. Linde, Series representations of fractional gaussian pro-
cesses by trigonometric and haar systems, Electronic Journal of Probability
14 (94) (2009) 2691–2719.
24
Figure 1: In the first line: simulation of a path of the processes Y1, Y2 and Y when α = 1.4
and H(t) = 0.9 − 0.2t for all t ∈ [0, 1]. In the second line: simulation of a path of the
processes Y1, Y2 and Y when α = 1.7 and H(t) = 0.2 sin(4pit) + 0.8 for all t ∈ [0, 1]. In the
third line: simulation of a path of the processes Y1, Y2 and Y when α = 1.6 and H(t) =
0.65 + 0.25/(1 + exp(100(t − 0.5))) for all t ∈ [0, 1].
25
[3] A. Ayache, F. Roueff, Y. Xiao, Linear fractional stable sheets: Wavelet
expansion and sample path properties, Stochastic processes and their ap-
plications 119 (4) (2009) 1168–1197.
[4] A. Ayache, M. S. Taqqu, Rate optimality of wavelet series approximations
of fractional brownian motion, Journal of Fourier Analysis and Applications
9 (5) (2003) 451–471.
[5] I. Daubechies, Ten lectures on wavelets, vol. 61, Society for Industrial Math-
ematics, 1992.
[6] P. Embrechts, M. Maejima, Self-Similar Processes, Academic Press, 2003.
[7] A. Khintchine, Zwei sa¨tze u¨ber stochastische prozesse mit stabilen
verteilungen, Rec. Math. [Mat. Sbornik] N.S. 3 (45) (1938) 577–584.
[8] M. Lifshits, On haar expansion of riemann-liouville process in a critical
case, Zapiski Nauchnykh Seminarov POMI 368 (2009) 171–180.
[9] Y. Meyer, Ondelettes et Ope´rateurs, volume 1, Hermann, Paris, 1990.
[10] Y. Meyer, Wavelets and operators, vol. 2, Cambridge Univ Press, 1992.
[11] Y. Meyer, F. Sellan, M. S. Taqqu, Wavelets, generalized white noise and
fractional integration: the synthesis of fractional brownian motion, Journal
of Fourier Analysis and Applications 5 (5) (1999) 465–494.
[12] G. Samorodnitsky, M. S. Taqqu, Stable non-Gaussian random variables,
Chapman and Hall, London, 1994.
[13] S. Stoev, M. S. Taqqu, Stochastic properties of the linear multifractional
stable motion, Advances in applied probability 36 (4) (2004) 1085–1115.
[14] S. Stoev, M. S. Taqqu, Path properties of the linear multifractional stable
motion, Fractals 13 (2) (2005) 157–178.
26
