Abstract. We prove that various proper tree forcings preserve the statement that every real has a sharp and hence analytic determinacy, for instance Sacks forcing, Mathias forcing, Laver forcing, Miller forcing and Silver forcing. We further prove that these forcings preserve levelby-level projective determinacy. Moreover, projective determinacy implies projective generic absoluteness and the statement that no new equivalence classes classes are added to thin projective transitive relations.
Motivation
A. Levy and R. Solovay [27] have shown that if κ is a measurable cardinal and P is a small forcing notion, i.e. |P| < κ, then κ remains measurable in the generic extension V P . Since the existence of compact, supercompact and huge cardinals, among others, are characterized by the existence of certain elementary embeddings related to ultrapowers, variants of the Levy-Solovay argument were performed in that cases showing that small forcing preserves these large cardinal properties as well.
Other large cardinal notions are instead characterized by the existence of extender embeddings rather than simple ultrapower embeddings. In this respect, Hamkins and Woodin [14] have shown that if κ is λ-strong then it would be also λ-strong in a generic extension obtained after forcing with a small poset 1 . Hence, the strongness and Woodiness of a cardinal are also preserved by small forcing.
Many global consequences implied by the existence of large cardinals also are preserved after forcing with certain posets. For instance, the existence of x ♯ for each set of ordinals x satisfying sup x ⊂ κ is a known consequence of the existence of a Ramsey cardinal κ [23, Chapter 2:9] . Moreover, from a Ramsey cardinal κ we obtain closure under sharps for reals in the universe and also, we gain Σ 1 3 -absoluteness for small generic extensions. At this point, a widely known result appears:
Fact. Suppose that for every set of ordinals x, x ♯ exists. Let P be a forcing in V and let G be P-generic over V . Then also V [G] |= ∀x(x ♯ exists).
If we consider the property that x ♯ exists for every real x this preservation result is no longer true. In fact, R. David (cf. [5] ) have shown that in the minimal model closed under sharps for reals L ♯ there is a Σ 1 3 -forcing P adding a real with no sharp in the generic extension.
The first author gratefully acknowledge support from the SFB 878 program "Groups, Geometry & Actions" financed by the DFG (Deutsche Forschungsgemeinschaft). 1 In fact, they prove as well that a λ-strong cardinal κ cannot be created via any forcing of cardinality < κ (except possibly in the case of ordinals λ with cof λ ≤ |P| + ).
Nevertheless, if we restrict the complexity of the forcing, we obtain positive results. Furthermore, Schlicht [40, Lemma 2.2.2] has proved a more general statement: given n < ω, if M # n (x) exists and is ω 1 -iterable for every x ∈ R then every provably Σ 1 2 (a) c.c.c. forcing preserves the existence and iterability of M ♯ n (x). Thus, it is natural to ask whether we can extend this result to the wider class of Σ 1 2 proper forcing notions. This paper addresses the preservation problem above and its consequences when we consider Sacks (S), Silver (V), Mathias(M), Miller (ML) and Laver (L) forcing. These forcing notions are proper and their complexity is at most ∆ 1 2 . We prove that for each natural number n, all the forcing notions in the set T = {S, V, M, L, ML} preserve M ♯ n (x) for every x ∈ ω ω or equivalently, every partial order in T preserves Π 1 n+1 -determinacy (cf. Theorem 4.5). As a consequence, from the existence of M ♯ n (x) for every real x we obtain that Σ 1 n+3 -P-absoluteness holds for every P ∈ T (cf. Theorem 5.4) .
With these results in hand, we can show that given n ∈ ω, every forcing notion in T does not add any new orbits to ∆ 1 n+3 -thin transitive relations if we assume the existence of M ♯ n (x) for every real x (cf. Theorem 6.10). As a motivation to this main result, we show that all the forcing notions in T do not change the value of the second uniform indiscernible u 2 .
Basic notions
Let R denote the set of real numbers. As usual, we identify R with the set ℘(ω), with the Baire space ω ω, with the Cantor space ω 2 or with ↑ω ω the set of strictly increasing functions from ω to ω.
We assume familiarity of the reader with the basic facts about forcing. For undefined notions, consult the texts [20] and [39] .
For our purposes, a forcing notion P is an structure consists of an underlying set P together with an order relation ≤ P and an incompatibility relation ⊥ P . In this case, we write P = P, ≤ P , ⊥ P . We often identify the underlying set P with P itself.
Arboreal forcing.
Definition 2.1. Let n ≥ 1 be a natural number. Let M be a transitive model of ZFC and let P ∈ M be a forcing notion. We say that M is (1-step) Σ 1 n -P-absolute iff for every Σ 1 n -formula ϕ and for every real a ∈ M , we have
This is equivalent to say that
Similarly, we define (1-step) Π 1 n -P-absoluteness. Definition 2.2. Let n ≥ 1 be a natural number. Let M be a transitive model of ZFC. We say that M is Σ 1 n -correct (in V ) iff M ≺ Σ 1 n V . In other words, for each Σ 1 n -formula ϕ and every real a ∈ M , M |= ϕ(a) ⇐⇒ V |= ϕ(a) In a similar way, we define Π 1 n -correctness. Definition 2.3. Let n < ω. We say that a forcing notion P = P, ≤ P , ⊥ P is Σ 1 n if P ⊂ ω ω is Σ 1 n and the order and incompatibility relations ≤ P and ⊥ P are Σ 1 n -subsets of ω ω × ω ω. In a similar way, we define Π 1 n forcing notions. In addition, we say that P is ∆ 1 n if it is both Σ 1 n and Π 1 n . Finally, we say that P is projective if and only if P is Σ 1 n for some n < ω. Definition 2.4. We say that a forcing notion P is Suslin if and only if it is Σ 1 1 -definable. Also, we say that P is co-Suslin if and only if it is Π All the forcing notions which we shall consider are strongly proper in the sense of [1, Definition 5] . In [7, Definition 3.2.] , this property is called properness-for-candidates. From now on, ZFC * stand for some unspecified sufficiently large finite fragment of ZFC.
Definition 2.12 (Shelah). Let P be a projective forcing defined by a formula with real parameter a. We say that a countable transitive model M of ZFC * is a candidate if it contain the defining parameter a. Definition 2.13. Let P be a projective forcing defined by a formula in the real parameter a. We say that P is strongly proper if for all candidates M containing a and satisfying P M ⊆ P , ≤ M P ⊆≤ P and ⊥ P M ⊆⊥ P , every condition p ∈ P M has en extension q ≤ P p which is (M, P)-generic.
Clearly, every projective c.c.c. forcing notion is strongly proper and every strongly proper forcing notion is proper. Definition 2.14 (Goldstern-Shelah). A forcing notion P = P, ≤ P , ⊥ P is called Suslin + proper if (i) P and ≤ P are Σ 1 1
(ii) there is a Σ 1 2 , (ω + 1)-ary relation epd(p 0 , p 1 , . . . , q) such that if epd(p 0 , p 1 , . . . , q) holds for p i , q ∈ P, then {p i : ı < ω} is predense below q and (iii) for every candidate M containing all relevant parameters, and all p ∈ P M there is q ≤ p such that for every D ∈ M which is P M -dense, there exists an enumeration {d i : i < ω} ⊂ D such that epd(d 0 , d 1 , . . . , q) holds. In this case we say that q is an effective (M, P)-generic condition, and we call this property effective -properness for candidates. Mathias forcing is a Suslin proper forcing notion, while Sacks, Silver, Laver and Miller forcing notions are Suslin + proper in the codes.
The following lemma will be crucial for our absoluteness arguments.
Lemma 2.15. Let P be a Suslin + proper forcing notion. Let p ∈ P and let τ be a countable P-name for a real. Then, for all n ≥ 2:
Proof. See [7, Lemma 3.7.] . Definition 2.16. A partial ordering (T, <) is called a tree if for every s ∈ T , the set T <s = {t ∈ T : t < s} is well-ordered.
(a) If s ∈ T , Succ T (s) is the set of all immediate successors of s in T . We say that T s = {t ∈ T : either t < s or s < t} is the subtree determined by s. (b) The set of splitting points of T is defined by split(T ) = {t ∈ T : |Succ T (t)| > 1}. The least node which splits in T is denoted by stem(T ). (c) The n th splitting level of T is the set Lev n (T ) = {t : t ∈ split(T ) and |{s t : s ∈ split(T )}| = n} A tree T is called perfect if for every s ∈ T there exists t ∈ split(T ) such that s < t and superperfect if for every node s ∈ T there exists t ∈ split(T ) such that s < t and Succ T (t) is infinite. Definition 2.17. A partial order P is arboreal if its conditions are perfect trees on ω or 2 ordered by reversed inclusion (T ≤ S if T ⊂ S). A partial order P is strongly arboreal if it is arboreal and for all T ∈ P, if s ∈ T then T s ∈ P.
If P is strongly arboreal, we can associate a unique sequence x G to each P-generic filter G over V in the following way:
Notice that x G is an element of ω 2 or ω ω and G = {T ∈ P :
. In this setting, we refer to the real x G as a P-generic real over V .
2.1.1. Sacks forcing S. The perfect set forcing S was introduced by Sacks in [37] , where he constructed a model of ZFC with exactly two degrees of constructibility. His results have been remarkable for further development of forcing as well as for recursion theory.
Definition 2.18. Sacks forcing S is defined in the following way S = {T : T is a perfect subtree of <ω 2}
For S, T ∈ S we stipulate S ≤ T if and only if S ⊆ T .
It is clear that S is an strongly arboreal forcing notion. On the other hand, S does not satisfies c.c.c. In fact, there are antichains of size 2 ℵ0 : Let {A α : α < 2 ℵ0 } an almost disjoint family of subsets of ω and for each α < 2 ℵ0 choose a perfect tree T α whose splitting levels are exactly the elements of A α , v.g., T α = {s ∈ 2 <ω : ∀n < |s|(n / ∈ A α → s(n) = 0)}. If α < β, then T α ∩ T β includes no perfect tree, so they are incompatible. Nevertheless, S does not collapse ℵ 1 either since it satisfies Baumgartner's Axiom A (see [2, Lemma ] )
An important property of Sacks forcing is its minimality. Abstractly, we say that a real x is minimal over a model M if x / ∈ M and every real
Theorem 2.19 (Sacks). Suppose that s is a Sacks real over
Definition 2.20. A uniform tree T ⊆ <ω 2 is a perfect tree such that for all s, t ∈ T of the same length we have
Let V be the collection of all uniform trees. For S, T ∈ V we stipulate S ≤ T if and only if S ⊆ T . The poset V is known as Silver forcing and if G is generic, x G defined as in 2.17 is called a Silver real. Basically, Silver forcing is the uniform version of Sacks forcing.
Neither a Silver real occurs in a Sacks forcing extension nor a Sacks real occurs in a Silver extension. However, like Sacks forcing, Silver forcing adds a real of minimal degree of constructibility (see [11, Theorem 4.1] or [12, Theorem 18] ).
Mathias forcing M.
Definition 2.21. Let F be a filter over ω. We say that F is a free filter if it contains the Frechet filter. In this case
A family E of subsets of ω is called a free family is there is a free filter
Notice that a free family does not contain finite sets and is closed under supersets.
Definition 2.23. Let E be a free family. We define a game G E between two players, Maiden and Death, as follows:
where A i ∈ E, a i ∈ A i and further A i+1 ⊆ A i and a i < a i+1 , for each i ∈ ω. We say that Death wins the game G E if and only if {a i : i < ω} ∈ E.
Definition 2.24.
A family E of subsets of ω is Ramsey if the Maiden has no winning strategy in the game G E , i.e., Death can always defeat any given strategy of the Maiden. Note that this does not imply that Death has a winning strategy.
Definition 2.25. Let E be a Ramsey family. We define:
In M E , we stipulate the following order: Mathias forcing M can be represented also as an arboreal forcing notion. This characterization will be useful through section 3. Recall that ↑<ω ω stands for the set of all strictly increasing finite sequences of natural numbers.
Proof. It is enough to see that π is order-preserving, because π is clearly onto. Suppose that
On the other hand, suppose that
. We shall consider three cases: Case 1. Suppose that t ⊆ s. Let p : |s| → s be a strictly increasing enumeration of s. As s = rng(p) ⊆ s ∪ A, p ∈ T (s, A) . Since t s, then t rng(p) and therefore p / ∈ T (t, B) .
Case 2. Suppose t ⊆ s but s t B. Again, take p : |s| → s be a strictly increasing enumeration.
Case 3. Suppose that t ⊆ s, s t ⊂ B but A B. Let m = min(A B). Let p : |s| + 1 → s ∪ {m} be a strictly increasing enumeration. Note that, since max(s) < min(A), m / ∈ s and therefore, m / ∈ t. Since s ⊂ rng(p) ⊂ s ∪ A, t ∈ T (s, A) . So, t ⊂ rng(p) but m ∈ rng(p) and m / ∈ t ∪ B. Thus, p / ∈ T (t, B) .
From cases 1), 2) and 3) it follows that T (s, A) T ( t, B) which contradicts our assumption. Therefore, we must have (s, A) ≤ M (t, B) as desired.
We can also see M as an arboreal forcing whose conditions are subtrees of <ω 2. Given a subset a ⊆ n, let χ n a denote the characteristic function of the set a define over the set {0, 1, . . . , n − 1}.
is an isomorphism, where M ′ tree is ordered by reversed inclusion. Proof. We show that π * is order preserving. Note that for all u ∈ U (s,A) and all k ≤ |s|, |u|,
On the other hand, suppose that U (s, A) ≤ U (t, B) but (s, A) ≤ (t, B). We shall consider two cases:
and hence χ k+1 s / ∈ U (t, B) . In both subcases, we conclude then that U (s, A) U (t, B) which contradicts our assumption. 
From cases 1) and 2) we conclude (s, A) ≤ M (t, B), as required.
2.1.4. Laver forcing L. The forcing notion L was introduced by Richard Laver in [26] with the purpose of producing a model of the Borel conjecture. This forcing notion adds a Laver real f : ω → ω which dominates all ground model functions, that is, for any g ∈ ω ω ∩ V , g(n) < f (n) for all but for finitely many n ∈ ω. Instead of consider perfect subtrees of <ω 2, Laver considered infinitely splitting subtrees of <ω ω.
is called a Laver tree if it has a stem s and above this stem it splits into infinitely many successors at every node i.e. ∀t ∈ T (t ⊆ s or |Succ T (t)| = ω). Laver forcing, denoted by L, is the set of all Laver trees ordered by inclusion.
If G is a L-generic filter, x G = {stem(T ) : T ∈ G} is called a Laver real. Laver reals are also of minimal degree of constructibility (cf. [10] ). 2.1.5. Miller forcing ML. The rational perfect set forcing ML was introduced by Miller in [32] . This forcing notion is half way between Sacks and Laver forcing. Definition 2.31. A tree T ⊂ <ω ω is call superperfect if for all s ∈ T there exists t ⊃ s such that for infinitely many n < ω, t ⌢ n ∈ T . Miller forcing ML is the collection of all superperfect trees. As in the other tree forcing notions, T ≤ S if and only if T ⊂ S.
As in the case of Sacks and Laver forcing, forcing with ML produces a real of minimal constructibility degree (cf. [32] ). Definition 2.32. We set T = {S, V, M, L, ML} for the collection of the tree forcing notions presented so far.
Definition 2.33. Let P ∈ T and let n ∈ ω. Given two trees T, S ∈ P, we say T ≤ n S if and only if T ≤ P S and Lev n (S) = Lev n (T ), i.e. the first n levels of split(S) are still in split(T ). We also say that T n | n ∈ ω ⊂ P is a fusion sequence if for all n ∈ ω, T n+1 ≤ n T n . Lemma 2.34 (Fusion). Let P ∈ T . If T n | n < ω is a fusion sequence for P then its fusion T = n<ω T n is an element of P. Furthermore, T ≤ n T n for each n < ω. [39] , [44] and [33] . Definition 2.39. Let M and N be inner models. We say that j : M → N is an elementary embedding if for every formula ϕ(x 1 , . . . , x k ) and every a 1 , . . . , a k ∈ M , we have 
Then, we say that E := E λ j = {(a, X) : X ∈ E a } is the (κ, λ)-pre-extender derived from j and we κ = crit(E) for the critical point of E and λ = lh E for the length of E.
Remark 2.41. The notion of pre-extender can be defined without consider an elementary embedding as in [45, Definition 5.4 ]. Nevertheless, it is possible to show that each pre-extender in this new sense can be derived from an elementary embedding. In this case, j E denotes the elementary embedding associated to the pre-extender E.
|a| , the following diagram commutes:
<ω is a directed set under inclusion and for every a ⊆ b ⊆ c we have i ac = i bc • i ab , we can define
<ω } where we take the direct limit under the embeddings i ab . Also, we can put together the embeddings k a into k :
is not really needed. The extenders satisfying such a property are called short extenders.
Definition 2.43. Let E be a V -extender; then the strength of E is defined as
Definition 2.44. Let λ be an ordinal. We say that an uncountable κ is λ-strong if there is an elementary embedding j : V → M where M is a transitive class, crit(j) = κ and
Under this setting, we say that κ is strong if it is α-strong for every ordinal α.
Definition 2.45. Let α < δ be ordinals and A ⊂ V δ . We say that an uncountable cardinal κ is α-A-reflecting if there is an elementary embedding j : V → M witnessing that κ is α-strong and further A ∩ V α = j(A) ∩ V α . Moreover, we say that κ is A-reflecting in δ if it is α-A-reflecting for every α < δ.
Definition 2.46. An uncountable regular cardinal δ is Woodin if and only if for every A ⊂ V δ , there is some κ < δ such that κ is A-reflecting in δ. Equivalently, δ is Woodin if and only if for every function f : δ → δ there is κ < δ and an extender E with crit(E) = κ such that
Mice and iteration strategies.
Definition 2.47. Let X be a set of ordinals. A X-potential premouse is an amenable structure of the form M = J E α (X); ∈, X, E ↾ α, E α where E is a fine extender sequence 5 over X. In this case,
In this case we write P M. Furthermore, we say that the X-premice M and P are compatible if M P or P M.
Definition 2.48. Let α < ω. A tree on α is a partial ordering < T with least element 0 such that for every γ < α we have (i) if β < T γ then β < γ, (ii) {β : β < T γ} is well-ordered by < T , (iii) γ is a < T -successor if and only if it is a successor ordinal, and (iv) if γ is a limit ordinal, then {β :
Let M be a ω-sound X-premouse, and let θ be an ordinal. The iteration game G θ (M) is a two player game of length θ 7 whose players produce:
embeddings e α,ζ and e α,γ is the direct limit embedding. Player I plays all successor stages while player II does it at limit stages:
(1) Suppose we are at stage α+1 < θ during the game; the players have constructed < T ↾ α + 1, the sequence of premouse M T β : β ≤ α , the sequence of extenders E T β : β < α and
If this is not possible, then the game is over and player I lose. Otherwise, let β ≤ α be least with crit(E
Then, it makes sense to apply E T α to M β . Player I then sets β = pred T (α + 1) and
(2) Now, for the limit stages γ, player II picks a cofinal branch b in < T ↾ γ and sets M γ := dir lim{M α : α ∈ b}, where the direct limit is with respect to the embeddings e α,ζ . If player II fails to do this, then player I wins. Finally, player II wins G θ (M) if M α is well founded for all α < θ. Definition 2.49. A run of the iteration game G θ (M) in which no player has lost after θ many steps is called an iteration tree on M of length θ and it has the form T :
In this case, we write lh(T) = θ. is the direct limit embedding, where
Definition 2.50. Let T be an iteration tree on an X-premouse M, with lh(T) a limit ordinal. Then
(ii) the common part model M(T) of the iteration tree T is the X-premouse built from the extender sequence
Definition 2.51. An X-premouse M is called θ-iterable if player II has a winning strategy Σ in
Definition 2.52. We say that a X-premouse M is a X-mouse if and only if it is ω 1 + 1-iterable.
Remark 2.53. There is an important difference between tree iterations and linear iterations of extenders in a countable X-premouse M in which case full iterability is equivalent to ω 1 -iterability 8 . For tree iterability in premouse, ω 1 + 1-iterability does not implies fully iterability neither ω 1 -iterability implies ω 1 + 1-iterability. However, if M is countable and we are assuming AD, ω 1 and ω 1 + 1-iterability are equivalent for countable premice. Also, when considering countable premice we have such equivalence under the assumption that uniqueness of cofinal well-founded branches through an iteration tree holds.
Remark 2.54. If M is a countable X-mouse then a ω 1 -iteration strategy for M can be coded by a real. This is not the case for ω 1 + 1-iteration strategies on M. Definition 2.56. Let n ≥ 1 and let M be a X-premouse. We say that M is n-small if and only if whenever E is an extender on the M-sequence with crit(E) = κ we have M| κ |= " there are n Woodin cardinals" Furthermore, we say that M is 0-small if and only if M is an initial segment of L[X]. Definition 2.57. Let M be an X-premouse and suppose that T is an iteration tree of limit length on M. A Q-structure for T is a X-premouse J
iii) Q kills definably the Woodin property of δ(T) 9 . When Q is a proper initial segment of a X-premouse, this is equivalent to say that β is minimal with
If the Q-structure for T exists, we denoted it by Q(T).
Definition 2.58. Let M be a X-premouse. We say that a partial iteration strategy Σ for M is guided by Q-structures if and only if for any tree T on M of limit length we have 
and M n (x) have the same reals. Originally, the notion of 0 ♯ was isolated and studied by J. Silver in his dissertation in which he derived some of the consequences of the existence of 0 ♯ from the existence of a Ramsey cardinal
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. Briefly, we mention some of the equivalent definitions for x ♯ , for x ∈ ω ω which will be relevant for the following chapters.
Lemma 2.62. Let x ∈ ω ω. The following are equivalent:
has an uncountable set of indiscernibles; (4) there is a elementary embedding j :
where α and β are limit ordinals and crit(j) < |α|.
Lemma 2.63. Let n ≥ 1 and suppose that for every x ∈ ω ω, M ♯ n (x) exists. Let M be a countable n-small premouse which is ω 1 -iterable and let T be an iteration tree on M. Then, the Q-structure iteration strategy Σ(T) is the unique ω 1 -iteration strategy on M. One important feature of having Woodin cardinals is the increasing of correctness between M ♯ n (x) and the universe V . In the next theorem, we use the term n-iterability in the sense of [34,
Lemma 2.64 (Woodin). Let n < ω and x ∈ ω ω. Suppose that N is a x-premouse which is n-iterable and has n-Woodin cardinals which are countable in V . Let ϕ be a Σ 1 n+2 -formula and let a ∈ N ∩ ω ω. Then,
If n is odd and δ 0 is the least Woodin cardinal in N we have
Furthermore, in this case we have that N is Σ There is a capital result between Inner Model Theory and Descriptive set theory, linking projective determinacy level-by-level with the existence of inner models with Woodin cardinals.
Theorem 2.66 (Martin-Harrington-Neeman-Woodin). Let n ∈ ω. Then, the following are equivalent:
The case n = 0 of theorem 2.66 is due to D.A. Martin and L. Harrington (cf. [28] and [15] ) and the forward direction is due to Itay Neeman [34] for n even and to Hugh Woodin for n odd. The backward direction is a result announced by H. Woodin in the 80's, but without a proof published. For a proof of this result see [46] .
Tree forcings and capturing
Recall that if P is a strongly arboreal forcing notion and G is P-generic over V , then G and
Definition 3.2. Let P and Q be strongly arboreal forcing notions in V . Let M : x → M(x) be a mouse operator defined on V ∩ H ω1 . We say that Q captures P over M if whenever G is a P-generic filter over V , for ≤ L -cofinally many a ∈ R ∩ V [G] there is x ∈ R ∩ V such that the following holds:
, and (iii) there is a P-name τ for a such that τ ∈ M(x).
We have non trivial examples to the definition above assuming closure under the sharp operators M We aim to show that Cohen forcing captures Sacks and Silver forcing over the operator M ♯ n . First, we define auxiliary forcings giving us perfect trees whose branches are Cohen reals.
3.1.1. Auxiliary construction for Sacks forcing. Definition 3.3. Suppose that S ⊆ <ω 2 is a perfect tree. We define:
A S, S = {t ⊆ S : t is a finite subtree of S isomorphic to some n 2 } ordered by end-extension, i.e. t ≤ s if and only if t ⊇ s and t ↾ |s| = s. If S ∈ S, let Θ S the natural isomorphism between the splitting nodes of S and <ω 2.
Proposition 3.4. Let S ∈ S and let D be a dense subset in C. Then, the set
Proof. Let t ∈ A S, S and let s ∈ Term(t). As D is dense in C, there is s
Lemma 3.5. Let S ∈ S and suppose that g is A S, S -generic over a transitive model M . Then:
Proof. Since Θ S : split(S) → <ω 2 is an isomorphism it is enough to prove the lemma for A S = A S, <ω 2 . For a tree t ∈ A S , let Term(t) = {s ∈ t : Succ t (s) = ∅}.
(i) For each n < ω, the set D n = {t ∈ A S : ht(t) > n} is open dense in A S . If p ∈ T g , consider the finite subtree t = T g ↾ p ∈ A S . If n = ht(t), take s ∈ D n+2 ∩ G extending t. Then, p ∈ s Term(s) and, as s is perfect, p ⌢ 0, p ⌢ 1 ∈ s ⊆ T g . Therefore T g is an perfect tree.
(ii) Let x ∈ [T g ] and let D ∈ M be dense in Cohen forcing. By 3.4, D<ω 2 is dense in A S , so there is t ∈ D<ω 2 ∩ G. Since T g ↾ ht(t) = t we have that x ↾ ht(t) ∈ Term(t) ⊆ D. Therefore, x is C-generic over M .
Auxiliary construction for Silver forcing.
Definition 3.6. Suppose that T ⊆ ω 2 is an uniform tree. Let
A V, T = {t ⊆ T : t is a finite uniform subtree of T } If t ∈ A V, T and n < ω, let t ↾ n = {p ∈ t : lh(p) ≤ n}. Since t ∈ A V, T is finite and uniform, we can define ht(t) as being the height of any branch through t; let also Term(t) be the set of terminal nodes of t. Finally, in A V, T we stipulate s ≤ t if and only if ht(s) ≥ ht(t) and s ↾ ht(t) = t.
Since the poset (A V, T , ≤) is countable and atomless, this forcing notion is equivalent to Cohen forcing. 
<ω 2 is the natural isomorphism between the splitting points of T and the full binary tree.
Proof. For a, b ∈ C, if m = |b| > |a| we define the sequence a ⊕ b ∈ m 2 as follows:
Let t ∈ A V, T and suppose Term(t) = {t i : i < m}. We will construct inductively the terminal nodes of an extension for t in A V, T :
Let M be a transitive model of ZFC and suppose that g is A V, T -generic over M . Then, T g = g is a Silver subtree of T whose branches are C-generic over M modulo Θ T .
Proof. We show that the branches of T g are C-generic over M modulo the isomorphism Θ T :
Now we have all the necessary tools to proof our result.
Lemma 3.9. Let n ∈ ω and suppose that V ∩ H ω1 is closed under the sharp operator x → M ♯ n (x). Then, C captures Sacks and Silver forcing over M ♯ n . Proof. Let G be P-generic over V where P is Sacks or Silver forcing and let r ∈ ω ω ∩ V [G]. We want to see that there is some
. Let τ be a P-name for r. By 2.11, there are a condition P ∈ G and a P-name σ ∈ H ω1 such that P V P τ = σ.
Claim 1. The set
Proof. Let S ≤ P . Since M ♯ n (σ, S) is countable, we can pick a A P, S -generic T ∈ V over M ♯ n (σ, S). By 3.5 in the case of P = S or 3.8 if P = V, we have that T ≤ S and in V holds that every branch through T is C-generic over M ♯ n (σ, S) modulo Θ S . Therefore, D P is dense below P . Let x G the P-generic real associated to G ∋ P . By claim 1, there is some T ∈ D P ∩ G. Hence, there is some S ≥ T such that
M-capturing of forcings in T . Since Mathias forcing does not add any Cohen reals
11 we cannot expect to construct an auxiliary forcing for M like in 3.3 and 3.6. Nevertheless we found an analogous result to lemma 3.9 without use Cohen forcing. For this, we will make use of the Mathias property established in 2.26. . Given a M-name τ for r, by properness, there exists a condition p ∈ G and a countable M-name σ such that p V M τ = σ.
Claim 2. The set
is M-dense below p.
exists in V and it is countable, we can pick a M-generic filter
, containing the condition p ′ := (s, A). In this case, the Mathias real
Sacks and Silver reals viewed as local Mathias reals.
Lemma 3.11. Let n < ω and suppose that for every x ∈ ω ω, M ♯ n (x) exists. Then, M captures Sacks and Silver forcing over the mouse operator M ♯ n . Proof. We give the argument for Sacks forcing. Throughout this proof, we identify M with its tree version M ′ tree (see 2.29). Assume that G is S-generic over V and let r ∈ ω ω ∩ V [G]. Then, given τ a S-name for r, there is a condition P ∈ S and some σ ∈ H ω1 such that P V S σ = τ .
Claim 3. Ifẋ is a S-name for a Sacks generic real, let
Proof. Let S ≤ S P and let Θ S : split(S) → <ω 2 be the canonical isomorphism. Since M ♯ n (τ, S) exists and it is countable, we can pick u ∈ V a M-generic real over M 
S [T ])
. Observe that T ∈ S and T ≤ S S ≤ S P . Suppose that x is Sacks generic over V below the condition T . Then, takē x = {Θ S (x ↾ n) : n ∈ ω, x ↾ n ∈ split(S)} 11 For a proof of this fact, see [2, Sect. 7.4 .A]. 12 Recall that for a Mathias condition q = (t, B),
By construction,x ∈ [T ], hence v = {n ∈ ω :x(n) = 1} ⊂ u. Note that v is infinite. Otherwise, x ∈ V and therefore x ∈ V contradicting the assumption that x is S-generic over V . Thus, by fact 2.26, v and thereforex are also M ′ tree -generic over M ♯ n (τ, S). Since x andx are interdefinable via Θ S , we conclude that
Laver and Miller reals viewed as local Mathias reals.
Proposition 3.12. Suppose that u ⊆ ω is an infinite set. Then, T (∅,u) = {t ∈ ↑<ω ω : rng(t) ⊂ u} ∈ M tree is a Laver tree with stem ∅.
Proof. Suppose {u n : n ∈ ω} is a strictly increasing enumeration of u and let t ∈ T (∅, u) . Since rng(t) ⊂ u, there is some m 0 < ω such that max(rng(t)) = u m0 . Note that, for every i > m 0 , t ⌢ u mi ∈ T (∅, u) , so T (∅, u) is a Laver tree. Now, suppose that s = stem(T (∅, u) ). Then, for every t ∈ T (∅, u) , s ⊑ t or t ⊑ s. Since for every i < ω, u i ∈ T (∅, u) , we have that s ⊂ u i ∩ u j for i = j. Thus, s = ∅. 
. Given a L-name τ for r, let P ∈ G such that such that P V L τ = σ for some σ ∈ H ω1 .
Claim 4. Ifẋ is a L-name for a Laver real, let
Proof. Let S ≤ P . Since M ♯ n (σ, S) exists and it is countable, we can pick u ∈ V a M tree -generic real over M ♯ n (σ, S). By identifying u ∈ ↑ω ω with its range we have, by 3.12, that T (∅,u) ∈ V is a Laver tree with stem(T (∅,u) ) = ∅. Therefore, if Θ S : split(S) → ↑<ω ω denotes the canonical isomorphism between S and ↑<ω ω we have that
Observe thatx is a branch through the tree T (∅,u) . Therefore, rng(x) ⊂ u. Since x is infinite so is rng(x). By 2.26, we have thatx is a M tree -generic real over M ♯ n (σ, S). Sincex and x are interdefinable via Θ S we conclude
Lẋ is a M tree -generic real over M ♯ n (σ, S) mod Θ S As before, take T ∈ D P ∩ G and let S ∈ L be witness for that. Then we have
. Corollary 3.14. Let n < ω and suppose that for every x ∈ ω ω, M ♯ n (x) exists. Then, M captures ML over the mouse operator M ♯ n . Proof. By 3.12, if u ⊂ ω is infinite, then T (∅,u) is a Laver tree. In particular, T (∅,u) is a Miller tree with stem ∅. With this remark, the proof follows same as before, just replacing L by ML.
Summarizing the lemmas given through this section, we can state the following key result: Theorem 3.15. Let n < ω and let P ∈ T . Assume that for every x ∈ ω ω, M ♯ n (x) exists and is ω 1 -iterable. Then M captures P over the mouse operator M ♯ n . In particular, given a P-generic filter G over V , for every real r ∈ V [G] there is a real y ∈ V such that
where Θ is a definable function in y. Furthermore, in this situation also holds
where M n (y) is as in 2.59.
Proof. For the second part, note that for every σ ∈ H ω1 P-name for a real r ∈ V [G] and for p ∈ P, we have R ∩ M ♯ n (σ, p) = R ∩ M n (σ, p) by 2.61. Therefore, we can pick some real u ∈ V which is M-generic over M n (σ, p). By proceeding as in the proof of 3.10, 3.11 or 3.13, we conclude the desired result.
3.3. Addendum: Capturing products of forcings in T . Lemma 3.16. Let n ∈ ω and suppose that for all x ∈ ω ω, M ♯ n (x) exists and is ω 1 -iterable. For
Proof. We prove the result for Mathias forcing. The other arguments are analogous, by using the tree versions of Mathias forcing M ′ tree ⊆ <ω 2 in the case of Sacks and Silver forcing and M tree ⊆ ↑<ω ω for Laver and Miller forcing. 
also, as H ∈ V we have that x H and y H are in V . Let p 1 = (s, x H \ s) and 
For G, let G 0 and G 1 its projections as before. If x G is the Mathias real over V associated to G 0 and y G is the Mathias real over V [x G ] associated to G 1 and (p 1 , q 1 ) ∈ D ∩ G with(p 0 , q 0 ) as a witness, we have
, it follows that condition (ii) in 3.2 is also satisfied.
3.3.1. S 2 and the C × C-extension property. Recall that for a condition T ∈ S, Θ T : split(T ) → <ω 2 denotes the canonical isomorphism.
Proposition 3.18. Let T, S ∈ S and let D ⊂ C 2 = C × C be an open dense set. Then, the set
is a dense subset of A S2,(T,S) , where Θ := Θ T × Θ S .
Proof. Given (t, s) ∈ A S2,(T,S) suppose that Term(t) = {p 
Proposition 3.19. Suppose (T, S) ∈ S 2 and let G be A S2,(T,S) -generic over V . Then,
Proof. For (1) Proof. We will do the proof for Sacks forcing. For Silver forcing, the procedure is completely analogous, by defining first the auxiliary forcing
is dense below (S, T ). Therefore, there is some (S * , T * ) ∈ D ∩ G and (S ′ , T ′ ) witnessing it. Thus, the pair (x, y)
n by forcing notions in T By the results of R. David (see [5] ) even the simple class of Σ Lemma 4.1 (Lifting Lemma). Let j : V → M be an elementary embedding and let P ∈ V be a forcing notion. Suppose G is P-generic over V and
where τ ∈ V P , is a well-defined elementary embedding and j * (G) = H. Furthermore, if j is an extender ultrapower embedding, so is j * .
Proof. See [4, Proposition 9.4] for a proof in a more general setting.
Theorem 4.2. Suppose that ∀x ∈ R(x ♯ exists) and let G be a P-generic filter over V , P ∈ T . Then,
Note that from a pair of reals added by S we can reconstruct the generic filter associated to it as well by taking
Proof. Let y ∈ ω ω be a real in V [G]. By 3.15 there is some w ∈ ω ω ∩ V such that
and, moreover κ > ω
Now we will extend the results obtained in the last theorem, i.e. we will show that if n ≥ 1, the closure of V ∩ H ω1 under the mouse operator x → M ♯ n (x) is preserved by any forcing P ∈ T . Lemma 4.3. Let n ≥ 1, x ∈ ω ω and suppose that M
We can perform inside the model M n (x) a full extender background construction over y in the sense of [33, §11] , relaxing the smallness hypothesis to n+1-smallness. This construction, produces an eventual model L
[ E](y)
Mn(x) that still have n Woodin cardinals. Also, by a generalization of [33, §12] 
, the resulting model L[ E](y)
Mn(x) is ω 1 -iterable via iteration strategies induced by the ω 1 -iteration strategies available for M ♯ n (x). We have two possibilities for finding M ♯ n (y) with the help of the background construction.
Mn(x) , we have that M ♯ n (y) is also ω 1 iterable and we are done.
Case 2. Suppose that L[ E](y)
Mn(x) is n-small. Suppose that κ = crit(U ) and let
. Consider the structure
Observe that the potential premouse H satisfies the initial segment condition. Thus, by [35, Section 2] we have that the y-premouse H inherites the iterability from M ♯ n (x) and it is not n-small.
We rephrase an instance of [44, Corollary 6.14] as stated in [3, Lemma 3.5] . This is a consequence of the Branch Uniqueness Theorem due to Steel (cf. [44, Theorem 6.10]).
Lemma 4.4. Suppose M is a tame, k-sound A-premouse which projects to ξ = sup(A ∩ OR). Let T be a k-maximal iteration tree of limit length above ξ on M which is built according to the Q-structure iteration strategy. Then there is at most one cofinal, wellfounded branch b through T such that Q(b, T) = Q(T). Now, we have the necessary elements to proof our main result. Theorem 4.5. Let n < ω. Suppose that for every x ∈ ω ω, M ♯ n (x) exists. Let G be P-generic over V where P ∈ T . Then, the following holds: Proof. By induction on n. Clearly, the case n = 0 was already proven through section 3. Then, let n > 1 and assume that (1) n−1 -(3) n−1 holds.
(
, where x ∈ ω ω. We only have to verify that P is ω 1 -iterable in V [G]. In fact, we will show that P is ω 1 -iterable in V [G] via the Q-structure iteration strategy Σ of M ♯ n (x) in V . Towards to get a contradiction, suppose that Σ does not define an ω 1 -iteration strategy in V [G] for P. Thus, there is some iteration tree T on P according to Σ such that does not have a unique cofinal branch b with Q(b, T) = Q(T). We can assume that there is no such cofinal branch in V [G]. Then,
|= T is a tree witnessing that P is not ω 1 -iterable via Σ Consequently, there is a p ∈ G such that p V PṪ is a tree witnessing thatP is not ω 1 -iterable via Σ
We work in the ground model V . Let θ be large enough such that N ≺ V θ is a countable substructure with P, p,Ṫ,P ∈ N . LetN = Trcl(N ) with uncollapsing map π :N → N . Since p,P ∈ H(ω 1 ) then p,P are inN . Also, π ↾P = idP . Now, letP,T be the preimage under π of P andṪ respectively. Let g ∈ V beP-generic overN with p ∈ g. Then,
(1)N [g] |=T g is a tree witnessing that P is not
stands for the common part model of the treeT g up to α. 
. By 3.15, there is some y ∈ ω ω ∩ V such that
] where x G is the P-generic real which codes G and Θ is a recursive function on y. Since y ∈ V , by (1) n we conclude that M [14] ). Now, as |M| < crit(E) for every E ∈ E ↾ λ ⌢ E λ , we can lift the extender sequence E ↾ λ and the top extender E λ to some E * and E * λ * respectively in M 
via the Q-structure strategy Σ. Now, let N * be the resulting model of iterating N out the universe (in this case, our universe is V [G]) via U = E N top . Inside N * we can perform a full extender background construction over y as in [33, §11] 
is ω 1 -iterable via the Q-structure strategy Σ Now, by the proof of (2) n insideN [g] we have that
we can construct as in the proof of (2) 
V and these will be ω 1 -iterable via Q-structures. It is natural to ask whether is it possible to generalize the Matin-Solovay theorem by assuming Π Theorem 5.4. Let n ∈ ω and P ∈ T . Suppose that M ♯ n (x) exists and is ω 1 -iterable for all x ∈ ω ω. Then, Σ 1 n+3 -P-absoluteness holds.
Proof. By induction on n. Let ϕ(x) be a Σ 1 n+3 -formula with parameters in V . We may assume that a ∈ R is the only real parameter in ϕ. Let r ∈ ω ω. Then,
where the formula θ is Π 1 n+2 . Suppose that V |= ϕ(r). Then, there is some y 0 ∈ V such that V |= θ(y 0 , r, a). By inductive hypothesis, since θ is Π 1 n+2 , we have that V P |= θ(y 0 , r, a). Thus, V P |= ∃yθ(y, r, a) i.e., V P |= ϕ(r). Now, assume that V P |= ϕ(r) for r ∈ ω ω ∩ V and let G be P-generic over V . Then,
∩ ω ω be a witness for the sentence above and let us take a countable P-name τ for b. Let p ∈ P be such that p V P θ(τ, r, a).
Since θ is Π 1 n+2 , by 2.15, so is the formula θ ′ (p, τ, r, a) : p θ(τ, r, a). Note that τ, r, a and p are in V , so by assumption, M ♯ n (τ, r, a, p) exists and is ω 1 -iterable in V . By 2.64 we have two cases:
6. Preserving orbits of thin transitive relations 6.1. Preserving u 2 by forcings in T . We will show by means of a thin equivalence relation that forcing with any P ∈ T does not change the value of the second uniform indiscernible u 2 .
Definition 6.1. Let E = ∅ be a relation defined on R.
For each x ∈ dom(E), the E-orbit of x is the set O E (x) = {y ∈ ω ω : xEy or yEx}. In particular, if E is an equivalence relation, O E (x) corresponds to the E-equivalence class of x. We say that a relation E defined on the reals is thin if there is no a perfect set P ⊂ R such that for every x, y ∈ P , x = y implies y / ∈ O E (x) 15 .
Remark 6.2. If E is not an equivalence relation, it might happen that y / ∈ O E (x) and still O E (x) ∩ O E (y) = ∅. Also, note that y ∈ O E (x) if and only if x ∈ O E (y).
Definition 6.3 (Uniform indiscernibles). Assume that x
♯ exists for every x ∈ ω ω. Let C x be the club of indiscernibles for L[x] and set Next(x, δ) := min{α ∈ C x : α > δ}. Then, for each ordinal γ, we define
If x ∈ ω ω and we assume that x ♯ exists, all the cardinals in V are indiscernibles for L[x]. Therefore, if V is closed under sharps for reals we have that u 1 = ω 1 and u 2 ≤ ω 2 . Moreover, we have the next theorem:
Theorem 6.4 (Kunen-Martin). Assume that for all x ∈ ω ω, x ♯ exists. Then, the following are all equal:
According with the characterization of u 2 given in item (ii) above, we define an equivalence relation closely related to it. Proposition 6.5. Suppose that for every x ∈ ω ω, x ♯ exists. Let E ⊂ R × R defined as follows:
Then, E is a ∆ 1 3 -thin equivalence relation. Proof. Notice that xEy iff
where κ is the critical point of E z ♯ top and ≤ T stands for Turing reducibility relation (see p. ??). Therefore, under the presence of sharps for reals, E is a ∆ 1 3 equivalence relation. Now we will show that E is thin. Suppose on the contrary, that there is a perfect set
is Π 
Notice that P induces a ∆ 1 3 well-ordering of the reals by taking
15 This is equivalent to say that every pair of elements in P are not E-related.
where ϕ : ω ω → P is a recursive bijection with parameters in the ground model. Therefore, there exists a ∈ ω ω ∩ V and a ∆
Let f : ω ω → α, α ∈ OR be an order-isomorphism given by (2) . Note that f is definable from the real a ∈ V . Thus, c is the only solution to the formula ψ(x, a) : ∃x(f (x) = γ) for some γ < α, i.e. the Cohen generic real c is definable with a formula using parameters from the ground model. This contradicts [39, Corollary 6.63] .
Suppose that V is closed under sharps for reals. How does a forcing notion in T behave with respect to the E-orbits, aka E-equivalence clases? Theorem 6.6. Let E defined as in 6.5 and let P ∈ T . Suppose that x ♯ exists for all x ∈ ω ω. Then, P does not add any new E-orbits.
Proof. Let G be P-generic over V . It is enough to show that for every We can lift j :
and obtain an elementary embedding j
. Thus
can be coded by a real. Thus, the statement
Corollary 6.7. Suppose that x ♯ exists for every x ∈ ω ω and let P ∈ T . Then, P does not change the value of u 2 , that is u
Proof. In the presence of sharps for reals, u 2 = sup{(ω 1 )
+L [x] : x ∈ ω ω} = sup( ω ω/ E ) where ω ω/ E is the set of the E-equivalence clases of ω ω. By 6.6, ( Let n ∈ ω and let E be a thin Π 1 n+3 relation. Suppose that M ♯ n (x) exists and is ω 1 -iterable for every x ∈ ω ω. Let P ∈ T and let τ l be the canonical P-name for the left generic real and let τ r be the canonical P-name for the generic real on the right. Then, the set D := {p ∈ P : (p, p) V P×P τ l Eτ r } is dense.
Proof. We follow the lines of the proof in [8, Theorem 3.4] . Let a ∈ ω ω be the parameter defining the equivalence relation E. Suppose that D is not dense. Then, we can pick a condition p in P such that for every q ≤ p, there are conditions q 0 , q 1 ≤ q satisfying (4) (q 0 , q 1 ) V P×P ¬τ l Eτ r Let θ be large enough such that N ≺ V θ is a countable elementary substructure with a, P, τ l , τ r , p ∈ N . LetN = Trcl(N ) with uncollapsing map π :N → N and π(P) = P N , π(τ l ) = τ l , π(τ r ) = τ r . Since p ∈ H(1), π(p) = p; by elementarity between N and V θ we have also E ∩ N = E N . Let {D n : n < ω} be a enumeration of the dense open sets ofP×P inN . Inductively, we construct inN a tree ofP-conditions p s : s ∈ <ω 2 satisfying:
(iv) p s decides the value ofτ (n) for every n < lh(s), and, (v) if s, t ∈ i 2 and s = t, then (p s , p t ) ∈ D 0 ∩ · · · D i .
We begin with s = ∅. Let is open dense inP, we can find p i ≤ p ′ i in M 0 , for i = 0, 1. Then, the condition (p 0 , p 1 ) ∈P ×P satisfies (ii) through (v) above. Now, assume that for every s ∈ <ω 2 of length ≤ n = lh(s), we have produce p s satisfying (ii)-(v). Then, let P s = {(t, t ′ ) ∈ P × P : t, t ′ ≤ p s and (t, t ′ )N P×P ¬τ l Eτ r } As P s = ∅ and D 0 ∩ · · · D n+1 is dense in P × P, we can find (p
for some (t, t ′ ) ∈ P s . Now, as the set of conditions M n = {t ∈P : t decides the valuesτ (0), . . . ,τ (n)} is dense inP, we can find
Note that the condition (p s ⌢ 0 , p s ⌢ 1 ) satisfies (ii)-(v), as required. For each x ∈ ω 2, x ∈ V , let g x = {p ∈P : ∃n ∈ ω (p x↾n ≤ q) }. Then, given two different reals x, y ∈ ω 2 in V , we get two mutuallyP -generic reals g x , g y overN . By the property (iii) of the construction, we have: V |= ¬τ gx Eτ gy whenever x = y. By the procedure generating the tree of conditions p s : s ∈ <ω 2 , we have that x → τ gx is a continuous function on ω 2. So, we get a perfect set of pairwise pairwise not E-related reals. This contradicts that E is thin.
The next theorem improves, in some sense, the results obtained in [40, Theorem 2.1.9]. Theorem 6.10. Let E be a thin provably ∆ 1 n+3 transitive relation and let P ∈ T . Suppose that M ♯ n (x) exists for every x ∈ ω ω. Then P does not add any new E-orbits.
Proof. We follow the proof of [40, Theorem 2.1.9]. Suppose that a ∈ ω ω is the defining parameter of E. By Theorem 5.4, Σ 1 n+3 -P-absoluteness holds. Thus, E V P = E and we shall use E to represent the set given by the same Σ 1 3 and Π 1 3 -formulas defining E in any P-generic extension. Therefore, in V P , E is also a transitive relation. Let G be P-generic and suppose that there is some y ∈ V [G] ∩ ω ω such that for every x ∈ ω ω, y /
∈ O E (x). Then, if τ ∈ H ω1 is a P-name for y, there is some p ∈ P such that for every x ∈ ω ω holds (6) p V P ¬xEτ
By lemma 6.9, we can find a condition q ≤ p such that (7) (q, q) V P×P τ l Eτ r
Let θ ≫ P. Take N ≺ H(θ) be a countable substructure such that a, P, q, τ ∈ N . As P is proper, there is a (N, P)-generic condition r ≤ P q. LetN = Trcl(N ) with uncollapsing map and let π :N → N , π(P) = P. Since q and τ are in H ω1 , we have that both are inN and so π(q) = q, π(τ ) = τ . Pick G 0 ∈ VP -generic overN with q ∈ G 0 . Now, let G ′ be P-generic over V with r ∈ G ′ and let
Note that π[G 2 ] = G ′ ∩ P N is P-generic over N . Also, since r ∈ G ′ and r ≤ q, we have that q ∈ G ′ . So, q ∈ G ′ ∩ P N and therefore, q = π(q) ∈ π By (7), we have also (q, q)N P×P τ l Eτ r . Then, as q ∈ G i , i = 0, 1, 2 the following holds:
By theorem 4.5, part (3) n , we have thatN [G i , G i+1 ], i = 0, 1, is closed under the operator x → M ♯ n (x), x ∈ ω ω and computes it correctly. Hence, by 2.64 we havē
Thus, it follows that
Since E is transitive, we have that V [G ′ ] |= x 0 Ex 2 ; however, notice that x 0 ∈ V and x 2 = τ
Since q ∈ G ′ , so is p ≥ r ≥ q but then, by (6) it must follow that
which is a contradiction.
