A new embedded pair of explicit modified Runge-Kutta RK methods for the numerical integration of the radial Schrödinger equation is presented. The two RK methods in the pair have algebraic orders five and four, respectively. The two methods of the embedded pair are derived by nullifying the phase lag, the first derivative of the phase lag of the fifth-order method, and the phase lag of the fourth-order method. Nu merical experiments show the efficiency and robustness of our new methods compared with some well-known integrators in the literature.
Introduction
In molecular dynamics, quantum physics, and chemistry, no other equation has been studied more profoundly than the Schrödinger equation 1-3 . The one-dimensional Schrödinger equation has the form y x v x − E y x ,
where E is a real number denoting the energy, the function v x is the effective potential satisfying v x → 0 as x → ∞. There have been a lot of numerical methods, such as exponentially fitted and phase fitted integrators based on the oscillatory property of the solution of the Schrödinger equation 1.1 see, e.g., 4-13 . In 7 , Simos and Aguiar constructed a modified Runge-Kutta method for the numerical integration of the Schrödinger equation by phase fitting based on the fifth-order RK method. Recently, Vyver improved this method and gave an embedded pair of modified RK methods by nullifying the dispersion phase lag of the fifth-order method and the fourth-order method 5 .
In this paper, we derive a new kind of phase fitting RK embedded pair by nullifying the phase lag, the first derivative of phase lag of the fifth-order method, and the phase lag of the fourth-order method.
Order Conditions and Phase Properties of
Modified Runge-Kutta Methods
Modified Runge-Kutta Methods
For the numerical integration of the initial-value problem of first-order differential equations Here, following the approach of exponential fitting and/or phase fitting in 5, 7, 14 , the frequency-depending parameters γ i γ i ν , ν hω, i 1, . . . , s are introduced to adapt the traditional RK method to the oscillatory feature of the solution to the problem 15-27 , for example, in this paper, to minimize the dispersion and/or dissipation see next section .
The algebraic order conditions presented in 28 are not fit for the modified RK method 2.2 . Writing
where
. ., the third-to-fifth order conditions are listed as follows see Vyver 5 . 
Dispersion and Dissipation of Modified Runge-Kutta Methods
Applying the modified RK method 2.2 to the test differential equation
with I the s × s identity matrix.
Definition 2.1. The quantities
are called the dispersion or phase lag and the dissipation or amplification factor error of the method 2.2 , respectively. And the method is said to be dispersive of order q and dissipative of order r if
respectively. Writing
we have
From the formula 2.10 , U ν 2 and V ν 2 are polynomials in ν 2 : 
Construction of the New Embedded Pair
In this section, we are concerned with the embedded modified pair which is simplify denoted by the Butcher tableau * is of order four. It should be noted that the first method c, A, b in this pair shares the FSAL property in the sense that it uses only six function evaluations at each step with seven stages. Simos and Aguiar 7 presented a modified phase fitted RK method by determining the one-parameter γ 2 . Following this approach, Vyver 5 constructed a phase fitted embedded RK5 4 pair. Our main aim in this section is to derive a more efficient embedded RK pair.
Inspired by the ideas in 30-40 , with a variant expression of dispersion see Simos 41 , we compute the dispersion of the higher-order method and the dispersion of the lowerorder method and the first derivative of dispersion of the higher-order method of the pair 3.1 as follows: 
3.6
For small values of ν, say |ν| < 0.04, the above formulae are subject to heavy cancelations and in that case the following Taylor series expansions must be used 
3.7
It is easy to check that the two schemes in the new pair 3. 
Stability Analysis
In this section, we are interested in the phase properties of the new methods. 
are called the phase lag dispersion and amplification factor error dissipation , respectively. If
the method is said to be of phase lag order q and dissipation order p, respectively, where the c φ and c d are called the phase lag constant and dissipation constant, respectively.
For the convenience of analyzing the phase lag and the dissipation, we denote the ratio r ν/θ. Then the phase lags and the dissipations of the higher-order method and the lower order method are
respectively. Thus, the higher-order method has a phase lag of order six and a dissipation of order five and the low-order method is of phase lag order four and dissipation order five.
Numerical Experiments
In this section, we will compare the numerical performance of the new pair with some existing well-known methods proposed in the scientific literature.
Comparison with Fixed Step-Size Methods
The following fixed step-size methods are selected for comparison:
i PHARK5S: the phase fitted fifth-order RK method derived by Simos 6 ;  ii MODPHARK5S: the modified phase fitted fifth-order RK method obtained by Simos and Aguiar in 7 ;
iii MODPHARK5V: the higher-order method of the modified phase fitted embedded RK5 4 pair obtained by Vyver presented in 5 ; 
E, x ∈ 6.5, 15 .
5.2
In the numerical experiments we consider the resonance problem E > 0 , the numerical results were compared with the analytical solution of the Woods-Saxon potential, rounded to six decimal places. In Figures 1, 2 
Comparison with Variable
Step-Size Methods and we compute some phase shifts for this potential. In the numerical results, we compute the phase shifts correct to four decimal places for the energies k 2 2500 and k 2 10000. We choose the fitting frequency ω k. For the calculation of the phase shifts, we show the number of function evaluations as a function of l 0, 1, . . . , 10 in Figures 5-6 . Figures 1-6 show that our new methods are more efficient than the other methods we select for comparison. 
Conclusions and Discussions

