The issue of employee turnover is always critical for companies, and accurate predictions can help them prepare in time. Most past studies on employee turnover have focused on analyzing impact factors or using simple network centrality measures. In this paper, we study the problem from a completely new perspective by modeling users' historical job records as a dynamic bipartite graph. Specifically, we propose a bipartite graph embedding method with temporal information called dynamic bipartite graph embedding (DBGE) to learn the vector representation of employees and companies. Our approach not only considers the relations between employees and companies but also incorporates temporal information embedded in consecutive work records. We first define the Horary Random Walk on a bipartite graph to generate a sequence for each vertex in chronological order. Then, we employ the skip-gram model to obtain a temporal low-dimensional vector representation for each vertex and apply machine learning methods to predict employee turnover behavior by combining embedded features with employees' basic information. Experiments on a real-world dataset collected from one of China's largest online professional social networks show that the features learned through DBGE can significantly improve turnover prediction performance. Moreover, experiments on public Amazon and Taobao datasets show that our approach achieves better performance in the link prediction and visualization task than other graph embedding methods that do not consider temporal information.
I. INTRODUCTION
Employee turnover problems have been widely considered because the resignation of talented employees may reduce a company's competitiveness. Moreover, it often requires a large amount of time and resources for a company to look for appropriate replacements and train them, and this may hinder the normal development of the company. Obviously, being able to foresee whether an employee is likely to leave The associate editor coordinating the review of this manuscript and approving it for publication was Emre Koyuncu . would enable the company to prepare and take proactive actions accordingly, so that the loss can be minimized. Since involuntary turnover is mainly driven by the external environment and usually performed by a company's human resources department, it is out of our consideration in this paper. In this paper, we mainly focus on the voluntary turnover behavior of employees. Specifically, we want to answer the following question: given that an employee u joined a company c at time t, will this employee quit his/her job within a specific timespan (e.g., one year)? It is straightforward to see that this problem is of vital importance to many companies.
There have been many studies involving employee turnover analysis, for example, some studies [1] - [3] have focused on management, sociology, psychology, etc. With the popularity of social media in real life, online professional social networking sites such as LinkedIn 1 and Maimai 2 provide a large amount of personal career information. Some studies [4] - [9] have started to use data-driven methods to predict employee turnover behavior. However, existing research has mainly focused on the impacting factors, such as personal attributes, while ignoring employees' social network structure, which has led to the lack of some important information.
Other network-based studies [10] - [12] are mainly restricted to simple centrality analysis or handcrafted features of static networks. Today's online professional social networks are highly dynamic and provide plentiful information, and one of the most important information is the personal historical job records which include the start and end timestamps of employment experiences together with company information. Since historical job records are chronological, features extracted from static networks cannot preserve the temporal information embedded in one's dynamic work experience. FIGURE 1. An example bipartite graph showing the dynamic interactions between employees and companies. Each edge is associated with a timestamp indicating when the employee joined the company, and a label indicating whether the employee quit the job after a specific timespan.
Based on the above considerations, in this paper we propose a graph embedding based approach. Our solution is mainly motivated by the observation that employees' historical job records can be represented by a bipartite graph in which vertices are divided into two separate groups, i.e., employee vertices and company vertices, as shown in Figure 1 , from which we see three employees connected to four companies. An edge between an employee vertex and a company vertex indicates that the employee used to work in or is currently working at the company. Each edge is associated with a timestamp and a label, where the timestamp indicates when the employee joined the company and the label indicates whether the employee quit the job after a specific timespan (e.g., one year). If the employee quit the job within the timespan, the label is 1, otherwise it is 0.
Through the bipartite graph, it is easy to see that the employee turnover prediction problem can be transferred into an edge label prediction problem on the bipartite graph.
It can be seen that the label of an edge is mainly determined by two types of factors, i.e., the employee factors and the company factors, which are described by features. We further divide the features into basic features and networkbased features. The basic features can be modeled through employee and company basic information. For the networkbased features, traditional approaches mainly rely on a handcrafted manner which can be tedious and deficient. Recent studies [13] - [15] have shown that graph embedding can be a powerful tool for representation learning, so in this paper we utilize the graph embedding approach to learn the networkbased features.
It is worthwhile to note that the bipartite graph is highly dynamic and the temporal interdependence of an employee's past job records can affect her future turnover behavior. For example, if we observe that a person first worked in a company and then jumped to a university administrative department, it may be because she wanted a secure job, so it can be inferred that she had a lower probability of quitting her job over the next period of time. In contrast, for another person who shifted from one company to another company, this job-hopping may have been motivated by his aspiration for professional upgrading, so he would be more likely to leave again. Consequently, how to embed the employee's work experience in a dynamic bipartite graph is a problem worth studying. In order to fully utilize the temporal information and solve the employee turnover prediction problem more effectively, in this paper we propose DBGE, a new Dynamic Bipartite Graph Embedding-based approach.
To the best of our knowledge, few studies have considered time dependence in bipartite graph embedding and used it to solve the employee turnover prediction problem. In order to solve the dynamic bipartite graph embedding problem, we extend the random walk method and propose a biased random walk method called Horary Random Walk, which takes the chronological order of the edges into consideration when conducting random walks. After a Horary Random Walk, each vertex in the bipartite graph is associated with a vertex sequence. Then, we use the skip-gram model, which has been proven to have good embedding performance, to learn low dimensional vector representations from the sequences.
In the Horary Random Walk, we only consider chronological order when walking from employee vertices to company vertices and use completely random walks when walking from company vertices back to employee vertices. This is because in the employee turnover problem, we only consider the voluntary turnover case, which means that the interactions between employees and companies in the bipartite graph are unidirectional. In the bipartite graph, each connection is initiated by an employee vertex and associated with a timestamp indicating when the employee joined the corresponding company. In contrast, for a company vertex, the timestamps of the different employees who have joined this company are relatively independent. As a result, when walking from the company vertices to the employee vertices, it is not necessary to follow the chronological order. By embedding the employee's historical work records with the dynamic bipartite graph, we can effectively learn the network-based features for the employee and company vertices. Finally, we combine these learned features with basic employee and company features, and feed them into different classic machine learning models to solve the employee turnover prediction problem.
To evaluate our proposed approach, we conduct experiments on a real-world dataset collected from one of China's largest online professional social networks. The results show that features learned by DBGE are beneficial to turnover prediction accuracy. We also compare our approach with other state-of-the-art graph embedding methods in a more general link prediction and visualization task on the public Amazon transactions dataset and the Taobao online user purchase behavior dataset. The results show that our proposed approach achieves better performance than the baseline methods.
In summary, the contributions of this paper are as follows:
• We propose a new dynamic bipartite graph embedding method and define the Horary Random Walk to select vertices in chronological order to learn low-dimensional vertex features with temporal information.
• To the best of our knowledge, we are the first to solve the employee turnover problem with a graph embedding-based approach, which models employeecompany interactions as a bipartite graph and combines learned features with basic employee and company features.
• We conduct experiments on real datasets, and the results show that our approach can significantly improve turnover prediction accuracy. Meanwhile, our method outperforms other state-of-the-art graph embedding methods in link prediction and visualization.
The rest of this paper is organized as follows: Section II introduces some related works; in Section III we describe our dynamic bipartite graph embedding approach in detail; Section IV shows experiments and results; and Section V gives the conclusion.
II. RELATED WORK A. EMPLOYEE TURNOVER PREDICTION
The issue of employee turnover has been of widespread concern. Here we only focus on data-driven studies. Existing data-driven research can be divided into two main categories: machine learning methods [5] , [7] , [8] , [16] - [18] and survival analysis methods [4] , [6] , [19] - [21] .
In the machine learning group, Liu et al. [5] proposed a multisource learning framework with a fused lasso penalty to integrate multiple social network sources and model a career path. Li et al. [7] used a contextual long short-term memory network model to predict career paths. Xu et al. [8] explored the correlation between stock price series and talent flow and proposed a DSP model to aggregate both the historical talent flow and the stock price. Xu et al. [16] integrated work experience and daily activity records from two different types of networks and proposed a job change prediction framework to predict job change occasions. Dave et al. [17] adopted a representation learning framework for job recommendations. Safavi et al. [18] conducted a case study on career transitions and trajectories.
In the survival analysis group, Wang et al. [4] combined survival analysis a with proportional hazards model to make job recommendations. Li et al. [6] proposed a novel survival analysis approach to model career paths. Lin et al. [20] applied survival analysis to study the factors that affect the turnover of developers. Zhu et al. [21] proposed a turnover prediction algorithm named CoxRF from an event-centered perspective based on survival analysis.
B. GRAPH EMBEDDING
In recent years, graph embedding has emerged as a promising approach to dealing with social network data. It represents graph vertices as low-dimensional feature vectors for downstream machine learning tasks. In the past decade, a large number of graph embedding methods have been proposed, including DeepWalk [13] , node2vec [14] , SDNE [22] , Line [15] . In a recent study, Liao et al. [23] further investigated the graph embedding problem by considering attribute information. However, in most real-world applications, such as social interactions between friends on Twitter or authors' collaborative relationships in academic circles, networks are dynamic and evolve over time. Therefore, some graph embedding methods [24] - [27] were proposed for use with dynamic networks. Gao et al. [28] further considered bipartite networks where vertices can be divided into two different groups and proposed BiNE, a bipartite graph embedding approach. Ma et al. [29] proposed two meta-path based proximities to learn vertex representations in the heterogeneous graphs. Some studies [30] - [32] considered the time information of interactions on a bipartite graph and proposed dynamic graph embedding methods, but they focused more on selecting all the edges connected to a vertex in chronological order, and the sequences they obtained only contained one type of vertex, so the dynamic interaction process was ignored.
Random walk-based methods are among the most commonly used graph embedding methods. We can divide random walk-based graph embedding methods into three categories according to the type of graph. The first type is the static ordinary graph, which has been widely studied. Perozzi et al. [13] first used random walk and language models to deal with static ordinary graphs, and many studies [14] , [33] , [34] extended this approach. The second type is the dynamic ordinary graph. Nguyen et al. [24] and Yu et al. [35] extended random walk to learn a dynamic network representation with time information. The third type is the bipartite graph, and there have been many outstanding studies of bipartite graph embedding [28] , [36] , [37] . Graph embedding has a wide range of applications, such as classification [13] , [14] , [33] , clustering [37] , [38] , recommendation [28] , [36] , link prediction [39] - [41] , visualization [28] , [42] , anomaly detection [35] and face recognition [43] .
Although much research has been done on graph embedding and many application scenarios have been found, to the best of our knowledge, graph embedding methods have not yet been applied to the employee turnover prediction problem.
III. DYNAMIC BIPARTITE GRAPH EMBEDDING
In this section, we describe the framework of our DBGE approach. We first introduce some basic concepts about dynamic bipartite graph, and then give a formal definition of the turnover prediction problem, followed by the details of our algorithm design.
A. DYNAMIC BIPARTITE GRAPH
A bipartite graph is a special network structure. It has the characteristic that all of the vertices can be divided into two separate groups in such a way that vertices within the same group cannot be directly connected. Based on a bipartite graph, a dynamic bipartite graph can be defined as follows:
where X and Y represent the sets of two types of vertices, V is the set of all the vertices in graph, E ∈ X × Y defines the inter-set edges, and T is the timestamp of E. i.e., for each edge e = (x, y, t) ∈ E connecting a vertex x ∈ X and a vertex y ∈ Y , e is associated with a unique timestamp t. An example of a dynamic bipartite graph is shown in Figure 2 , where x i and y j donate the i-th vertex in X and j-th vertex in Y , respectively, where i = 1, 2, . . . , |X | and j = 1, 2, . . . , |Y |. The timestamp τ ∈ T on each edge represents the time at which the interaction occurred, and τ (x 1 , y 2 ) < τ (x 1 , y 3 ) means that interaction (x 1 , y 2 ) took place before (x 1 , y 3 ). Specifically, for the employee turnover prediction problem, the timestamp of an interaction (x, y, t) indicates that employee x joined company y at time t. For simplicity, we use integer numbers to represent relative timestamps rather than absolute time. We also use E x = {(x, y, t) ∈ E|y ∈ Y , t ∈ T } to denote the set of edges connecting to a vertex x ∈ X .
B. TURNOVER PREDICTION PROBLEM
We first give a formal definition of the turnover prediction problem as follows:
Definition 2 (Turnover Prediction Problem): Given a dynamic bipartite graph G = (X , Y , E, T ) describing the interactions between employees and companies, an employee u and an edge (u, c, t) connecting u to company c with timestamp t, the turnover prediction problem aims to predict whether u will quit from company c after a timespan of length t based on the basic and network-based features.
To solve this problem, we first lean the network-based features as low dimensional vectors for employees and companies through DBGE, and combine them with their basic information. Then we feed the features to traditional machine learning classification algorithms to generate the employee turnover predictions.
C. HORARY RANDOM WALK
Random walk is a commonly used method for learning network embedding features. It is usually initiated from a randomly selected seed vertex, and then the walker continues to jump from one vertex to a neighboring vertex following some probability distributions until some termination criteria are satisfied. After the random walk stops, the sequence of visited vertices can be generated for the walker (or seed vertex).
The key of a random walk is the rules for selecting the next neighbor vertex to be visited. In this paper, we define biased walk rules that incorporate temporal information embedded in employees' job records in order to generate sequences that are in chronological order. Note that although the edges of the bipartite graph studied in this paper are undirected, the temporal interdependence of these edges is unidirectional. For example, in Figure 2 temporal interdependence exists among the three edges connected to the employee vertex x 1 , i.e., E x 1 = {(x 1 , y 1 , 1) , (x 1 , y 2 , 4) , (x 1 , y 3 , 7)}, because x 1 can take a new job only when she quits the previous one. In contrast, for a company vertex such as y 4 , the three edges (x 2 , y 4 , 3), (x 3 , y 4 , 5) and (x 4 , y 4 , 6) connected to it are generally independent of each other. It can be seen that temporal interdependence only exists among edges connecting to the same vertex in X but not in Y . For convenience, in this paper, we define the direction of the temporal interdependence as going from X to Y .
Based on the above consideration, we propose the following random walk method:
Definition 3 (Horary Random Walk): Given a dynamic bipartite graph G = (X , Y , E, T ), the Horary Random Walk selects a vertex v ∈ V uniformly at random, and then the walker starts from v. If the walker is visiting a vertex x ∈ X at the current step, then in the next step, it will check all the edges in E x that have not been visited before (denoted E x ), and choose to visit the edge e = (x, y, t) ∈Ē x with the minimum timestamp, i.e., t ≤ t , ∀ x, y , t ∈Ē x . In contrast, if the walker is visiting a vertex y ∈ Y , then in the next step, it will randomly choose an adjacent edge/vertex to visit, regardless of whether or not the edge has been visited before. The walker will stop at a vertex x ∈ X when E x = or when the walker reaches the maximum length l. We define S (v) as the Horary Random Walk sequence of vertex v.
We summarize the process of Horary Random Walk in Algorithm 1. First, we initialize the sequence and the time array arr = {t x , x = 1, 2, . . . , |X |} which are used to record the timestamps of the last visited adjacent edges for each vertex x ∈ X (lines 2∼3). Then the walker will iteratively traverse on the network until the stop condition is met (lines 4∼19). At each step, the most recently visited vertex in the sequence is taken as the current vertex curr (line 5). Then the walker will check the type of curr (employee/company) and determine the next neighbor to visit, as described in Defination 3. After the next move is determined, the algorithm will update the time t curr for curr accordingly (line 11). After Algorithm 1 ends, it returns a sequence of visited vertices with the starting vertex v.
Algorithm 1 Horary Random Walk
Initialize walk to [v] 3: Initialize t x = 0, ∀x ∈ X 4:
for walk_iter = 1 to l do 5 :
if curr ∈ X then 7 :
if | t (curr)| > 0 then 9: Select vertex u from min τ (curr, u) 10: Append u to walk 11: Set t curr = τ (curr, u) 12: else 13: return walk 14: end if 15: else 16: Randomly select vertex u from N (curr) 17: Append u to walk 18: end if 19: end for 20: return walk 21: end function
The Horary Random Walk has the following property: Theorem 1: Any sequence of vertices v 1 , u 1 , · · · , v k , u k 1 ≤ k ≤ l 2 generated by the Horary Random Walk, where v i ∈ X and u i ∈ Y denote the i-th visited vertices in X and Y respectively, satisfies:
x denote the set of the edges adjacent to x that have not been visited before the i-th and j-th steps, respectively. Since i < j, it can easily be seen from Definition 3 thatĒ i x ⊇Ē j x . When the walker visits x = v i ∈ X during the i-th step, the edge to be visited in the next step is
To show the difference between Horary Random Walk and traditional random walks, we give examples of random walks on dynamic ordinary graphs, static bipartite graphs and dynamic bipartite graphs, as shown in Figure 3 In a dynamic ordinary graph, the walker follows strict chronological order while walking. When the walker arrives at a vertex v, it will check the unvisited adjacent edges of v and filter out those whose timestamp is smaller than the timestamp of the last walk and then visit the edge with the minimum timestamp. The walker stops when a length is achieved or when no available edges can be visited. One disadvantage of this random walk is that the generated sequences lack diversity and consequently lose much important information. An example sequence starting from v 1 6 , v 7 as shown in Figure 3(a) , which ignores the fact that v 4 is connected to v 1 .
In a static bipartite graph, the edges between the two groups of vertices are static and the walker proceeds in exactly the same way as on a static normal graph. At each step, the walker randomly selects the next vertex from the neighbor vertices of the current vertex until the sequence reaches the maximum length. Figure 3(b) depicts a possible sequence generated by a random walk, which contains two types of vertices that are alternately arranged. The major problem with this kind of random walk is that it cannot preserve the temporal information embedded in the dynamic interactions between vertices.
Unlike the interactions in a static bipartite graph, the interactions in a dynamic bipartite graph are temporal, and we apply the Horary Random Walk to obtain sequences that not only contain temporal information but also contain important information that can be missed in a dynamic ordinary graph. As shown in Figure 3 (c), if we select x 1 as the start vertex, we can obtain a sequence such as S (x 1 ) = x 1 , y 1 , x 2 , y 1 , x 1 , y 2 , x 1 , y 3 , x 2 , y 3 , x 1 . As we have shown in Theorem 1, the generated sequence satisfies: τ (x 1 , y 1 ) < τ (x 1 , y 2 ) < τ (x 1 , y 3 ). A comparison with Figure 3 (a) shows that the Horary Random Walk is able to preserve more information.
D. LEARNING TIME-PRESERVING EMBEDDING
As in [13] , we use the skip-gram language model to process the sequences obtained by Horary Random Walk to learn the low-dimensional representation of the bipartite graph.
After the Horary Random Walk, we obtain the temporal sequence for each vertex v i ∈ V . The next step is to estimate the likelihood of observing the vertex v i based on all previously visited vertices in the Horary Random Walk, i.e.,
For the input sequences of vertices, skip-gram can capture high-order proximity by assuming that vertices that frequently occur together in the same context of a sequence should be more relevant. We can obtain the embeddings of vertices by maximizing the log-likelihood probability:
where f : V → R d is the vertex embedding function, and Pr (S (v i ) |f (v i )) is the softmax function:
The pseudocode of the dynamic bipartite graph embedding approach is presented in Algorithm 2. Given a dynamic bipartite graph and the corresponding hyperparameters (window size w of the skip-gram model, dimensionality d of the output vector, number of loops r, and maximum walk length l) as input, the outer loop is used to ensure that a sufficient number of sequences can be generated. In the inner loop, the Horary Random Walk is performed on each vertex v ∈ V to obtain the temporal sequence of visited vertices. Finally, these sequences are fed to the skip-gram model to learn the low-dimensional representation of the vertices in the dynamic bipartite graph. It is worth mentioning that we use the hierarchical softmax method in the skip-gram model. Theorem 2 (Time Complexity): The time complexity of the DBGE algorithm (Algorithm 2) is O(l · k max · r · |V | + w(d +dlog(|V |))), where l is the maximum walk length, k max is Algorithm 2 Dynamic Bipartite Graph Embedding Input: a dynamic bipartite graph G = (X , Y , E, T ); window size w; embedding size d; walks per vertex r; max walk length l; 1: Initialize walks to Empty 2: for iter = 1 to r do 3: for all vertices v ∈ X ∪ Y do 4: walk = HoraryWalk(G, v, l) 5: Append walk to walks 6: end for 7: end for 8: f = SkipGram(d, w, walks) 9: return f the maximum employee node degree, r is the number of walks per vertex, d is the embedding size, w is the window size, and |V | = |X | + |Y | is the total number of vertices.
Proof: Since DBGE relies on the HORARYWALKS subroutine (Algorithm 1), we first analysis the time complexity of Algorithm 1, which consists of l steps of random walks. In each step, if the current vertex u is an employee vertex, the algorithm will traverse all of its adjacent edges to find the next unvisited edge with the minimum timestamp, which takes O (k u ) O (k max ) time, where k u is the degree of u and k max is the maximum degree. If the current vertex is a company vertex, the algorithm will just randomly choose a neighbor to visit, which takes O (1) time. So the worst case time complexity of Algorithm 1 is O (l · (k max + 1)) = O (l · k max ). It is straight forward to see that Algorithm 2 calls Algorithm 1 r · |V | times through an outer loop and an inner loop, followed by the skip-gram subroutine. Since the time complexity of skip-gram (with hierarchical softmax) is O (w (d + dlog (|V |))) [45] , the overall time complexity of DBGE is O (l · k max · r · |V | + w (d + dlog (|V |))).
Through the DBGE approach, we obtain low-dimensional vector representations of the vertices in the bipartite graph that preserve the chronological order. Then we combine the network-based feature vectors with employee and company basic features, and feed them to various downstream machine learning models to solve the employee turnover prediction problem.
The source code of DBGE is available online at: https:// github.com/junxincai/DBGE.
IV. EXPERIMENT
We evaluate our proposed approach through two sets of experiments. The first focuses on the employee turnover prediction problem, while the second considers a more general link prediction problem.
A. EMPLOYEE TURNOVER PREDICTION
We first conduct comparative experiments to show that the features obtained using the DBGE can be applied to the employee turnover prediction problem, and these features are highly beneficial.
1) DATASET
Our dataset are collected from one of China's largest online professional social network websites during the time of Jan to Mar, 2019. The dataset contains plentiful information about employees, such as demographic information, current job information, education background, work experience, occupational social tags, and online interactions. Since our approach focuses on the temporal interdependence of employees' job records, we only consider employees with at least two job records. After data cleaning, we construct a dynamic bipartite graph with 47,257 employee vertices and 62,637 company vertices connected by 124,229 edges with timestamps. The statistical properties of the dataset are shown in Table 1 . Figure 4 illustrates the degree distributions of company and employee vertices. As shown in Figure 4(a) , company vertices exhibit a significant power law degree distribution, where most company vertices have a small degree, while a few companies have a large degree (i.e., a large number of employees). From Figure 4(b) , we see that most employees have fewer than 10 job records and that the employee vertices also exhibit a power law degree distribution. However, this distribution is not as significant as that of the company vertices. Figure 5 describes the distribution of duration of a job before it was quit; most of the job durations are at most 42 months, indicating that most people change their jobs within three and a half year.
From the dataset, we extract 9 features that are basic features for turnover prediction. These features can be divided into three categories: demographic features (gender, educational degree, etc.), current job features (industry type, start year, etc.), work experience features (years of working, number of previous turnovers), as shown in Table 2 .
According to the definition of the employee turnover prediction problem (Definition 2), we choose t = 18 months, i.e., we mark a record with job duration less than 18 months (one and a half year) as a positive example (turnover behavior occurred), otherwise we mark it as a negative example. The choice of 18 months is to generate a balanced distribution over positive and negative examples (44,601 positive ones and 79,628 negative ones). We randomly select 70% of the data as the training set and the remaining 30% as the test set.
2) BASELINES
We employ several classic machine learning algorithms for the task of employee turnover prediction. The algorithms we use are as follows:
• Random Forest (RF): This approach is a classic bagging method in ensemble learning. It selects samples to construct multiple decision trees by simple random sampling with replacement, and finally outputs the category with the most votes.
• XGBoost (XGB): This approach is a type of boosting method in ensemble learning. It fits the residual of the last predicted task by iteratively generating a new CART tree, and introduces regularization to prevent overfitting.
• Logistic Regression (LR):
This approach is a commonly used linear classification model. It uses the gradient descent method to iteratively find the optimal parameters of the linear model that minimize the loss function, and then outputs the probability value of the classification through the sigmoid function. Finally, the classification result is obtained by comparison with the threshold.
• Naive Bayes (NB): This method uses the Bayesian formula to calculate posterior probability from the prior probability, that is, the probability that the object belongs to a certain class, and selects the class with the largest posterior probability as the class to which the object belongs.
• Decision Tree (DT): This method is a tree structure in which each internal node represents a test on an attribute, each branch represents a test output, and each leaf node represents a category.
• Gradient Boosting Decision Tree (GBDT):
This method uses the CART regression tree as a weak classifier, and the next iteration based on the residuals of the last iteration, and iteratively reduces the sample loss.
3) EVALUATION METRICS
We select common metrics to evaluate the effectiveness of the classification results: accuracy, precision, recall, F 1 -score, and AUC. Accuracy refers to the ratio of the correctly predicted samples to all samples, indicating the discriminating ability of a classifier. Precision is the proportion of positive cases in all samples classified as positive. Recall is the proportion of samples that are predicted to be positive in all samples that are actually positive. The F 1 -score is the harmonic average of accuracy and recall. The AUC value is equivalent to the probability that a randomly chosen positive example is ranked higher than a randomly chosen negative example [44] . We define turnover as a positive sample, the confusion matrix is given in Table 3 , and the calculation of the metrics is as follows:
4) PARAMETER SETTING
In our DBGE experiment, we use the hyperparameter settings: d = 128, l = 15, w = 5, r = 80, which have been commonly used by previous studies [13] . We learn the low-dimensional vectors for both company and employee vertices. After DBGE, we obtain a 128-dimensional vector representation for each vertex. For the employee turnover prediction problem, in order to incorporate the basic features of employees, we use PCA for dimensionality reduction on the learned 128-dimensional features.
For the baseline machine learning models, we use the same model parameters (the default parameters provided by the package) before and after combining with the DBGE features to ensure a fair comparison.
5) RESULTS
We first compare the prediction performance of different machine learning models with and without DBGE features to determine whether our proposed graph embedding method can solve the employee turnover problem more effectively.
As we have mentioned before, we use the PCA algorithm to reduce the dimensionality of DBGE features. In order to compare the influence of different dimensionalities on the prediction, we use the 1-dimensional to 9-dimensional features to conduct experiments and show the effects of these features on the improvement of prediction performance under different evaluation metrics, as shown in Figure 6 . It can be clearly seen that the DGBE features combined with the RF model exhibit the best overall prediction performance improvement, as shown in Figure (a) , (c), (d) and (e). Based on the results in Figure 6 , we choose different DBGE dimensionalities for different machine learning models to ensure good overall performance.
For each algorithm and each parameter setting, we repeat the experiment for 50 times and calculate the average and standard deviation for each metric to show the statistical significance of our results. Table 4 shows the evaluation metrics with only the employee basic features, and Table 5 shows the evaluation metrics after combining the DBGE features. The subscripts (here referred to as k) in Table 5 indicate that we use k-dimensional DBGE features (after dimensionality reduction) together with basic features to train the corresponding leaning model.
By comparing the results in Tables 4 and Table 5 , we can see that without consideration of graph embedding features, the GBDT algorithm exhibits the best prediction performance in Acc, F1 and AUC. By contrast, after combined with network-based features, the RF algorithm exhibits the best overall prediction performance in Acc, F1 and AUC. However, for both of the two learning models, their prediction performances are significantly improved after including the network-based features learned through our DBGE approach, as compared to LR and NB. We think RF's good performance is mainly due to the fact that it is an ensemble learning algorithm that can handle nonlinear features very well. In addition, the randomness introduced by the RF algorithm can help it overcome the overfitting problem, so that it produces more accurate predictions.
In Table 6 , we summarize the prediction performance improvement of network-based features over the basic features under different learning models and evaluation metrics. From Table 6 , we see that ensemble learning and tree-based algorithms were greatly improved by DBGE features. On the contrary, the Logistic Regression and Naive Bayes algorithms performed even worse with the DBGE features, we think this is mainly due to the fact that the LR and NB models are not good at dealing with nonlinear features, while the features learned by graph embedding exhibit strong nonlinear characteristics. The most significant improvement is observed with the RF algorithm, where the corresponding Acc, Pre, Recall, F 1 and AUC measures are increased by 3.3%, 6.7%, 3.3%, 4.7%, and 3.3%, respectively.
In order to assess how much the features learned by DBGE contribute to the turnover prediction task, we calculate the importance of different features and output their rankings through the random forest learning model, as shown in Figure 7 , where bg_vec and bg_cmp_vec represent graph embedding features for employee and company vertices respectively. From Figure 7 , we can see that the bg_vec2 feature has the largest contribution to the employee turnover prediction task, followed by the bg_cmp_vec4 and bg_vec3, i.e., the top three most important features are all graph embedding features, showing the prediction power of our DBGE approach. In sum, the above results indicate that our dynamic bipartite graph embedding based approach can significantly improve performance of the employee turnover prediction task.
B. LINK PREDICTION
In this subsection we experiment with a more general application scenario for graph embedding, i.e., link prediction.
We compare our proposed DBGE algorithm with other stateof-the-art graph embedding algorithms that do not consider temporal information to show the effectiveness of our approach.
1) DATASET
For the link prediction task, we chose the public Amazon 3 transaction dataset which consists of 278,677 comments from different customers on products, including the customers' IDs, products' IDs, and time of the comments. Another dataset is the Taobao 4 online user purchase records dataset provided by Ant Financial Services. The subset we select contains 338,781 records with User_id, Item_id and Time_Stamp information. We randomly select 70% of the dataset to train the embedding vectors of vertices and the remaining 30% for testing. To conduct the link prediction task, we also randomly generat an equal number of vertex pairs that are not connected as the negative examples.
2) BASELINES
Here, we choose DeepWalk [13] and node2vec [14] graph embedding methods, which are also based on random walks and skip-gram models. We also include another deep learning-based graph embedding method, SDNE [22] .
• DeepWalk: This is a classic graph embedding method that randomly selects network vertices using random walks and generates a fixed-length random walk sequence and then applies the skip-gram model to learn the vector representation of the vertex.
• node2vec: Compared to Deepwalk, node2vec performs biased random walks by mediating between DFS and BFS search patterns, thereby preserving both local and global network structure.
• SDNE: This method uses deep autoencoders to preserve the first-and second-order proximities, which utilize unsupervised learning to capture the global network structure, use supervised learning to preserve the local network structure, and finally perform joint optimization in the semi-supervised depth model.
3) EVALUATION METRICS
In the link prediction task, the embedding vectors of vertices learned by DBGE and other comparative methods are fed to a logistic regression classifier to compare their prediction performance. As in [28] , we use the area under the ROC curve (AUC-ROC) and the area under the precision-recall curve (AUC-PR) to evaluate the link prediction performance.
4) RESULTS
For a fair comparison, we set the same parameters (d = 64, l = 15, w = 5, r = 80) for the random walk-based methods, p = 0.5, q = 0.5 for node2vec, and α = 0.2, β = 5 for SDNE. Table 7 illustrates the average experimental results of the different graph embedding methods. From Table 7 , we can see that the features learned by DBGE exhibit the best performance, which shows the effectiveness of our proposed graph embedding algorithm, which incorporates temporal information in dynamic networks.
C. VISUALIZATION
Visualization is also a way to measure the quality of vectors learned by different graph embedding methods. We extract subset from Taobao dataset which contains two categories of products. It consists of 988 purchasers and 131 sellers. We apply the t-SNE tool [46] to map the low dimensional features learned by different graph embedding methods to the 2D space. Figure 8 show the visualization results of different graph embedding algorithms, where color of a point indicates the commodity preference of the purchaser.The same preference of purchasers should cluster together.
From Figure 8 we can see that the results of LINE and DeepWalk are not satisfactory, because the different categories of points are mixed together and are not well be distinguished. Obviously, node2vec and DBGE present good visualization results, because different categories of points can be well divided. Compared to node2vec, DBGE gives the best visualization results because the distances of the points with the same category in DBGE are closer.
V. CONCLUSION
In this paper, we proposed an effective approach, called DBGE, that learned low-dimensional vector representations for dynamic bipartite graphs to solve the employee turnover prediction problem. We first defined the Horary Random Walk to obtain the sequence of vertices in chronological order, and then we employed the skip-gram model to obtain the low-dimensional representation of each vertex. We combined learned features with basic features and applied them to machine learning methods to solve the turnover prediction problem. Experimental results on real-world datasets showed that our proposed method, which incorporated temporal information, was effective in both employee turnover prediction and link prediction. There are several directions for our future work. First, we have only used the interaction network between employees and companies; in the future, we will simultaneously consider the social network between employees. Second, we can study the impact of other factors on employee turnover behavior, such as changes in a company's market value.
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