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Abstract
Let D(Λ) be the double Ringel–Hall algebra of a finite dimensional hereditary
algebra Λ. The present paper shows that the BGP-reflection operators of D(Λ) coincide
with Lusztig’s symmetries (up to canonical isomorphisms) and satisfy the braid group
relations on the whole double Ringel–Hall algebra D(Λ). This answers a question of
Sevenhant and Van den Bergh [J. Algebra 221 (1999) 135–160].
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The Ringel–Hall algebra h(Λ) of a finite dimensional hereditary algebra Λ has
been introduced by Ringel [12]. By a result due to Ringel [12] and Green [5], the
composition subalgebra c(Λ) of the Ringel–Hall algebra h(Λ) is isomorphic to
the positive part U+q (g) of the quantized enveloping algebra of the corresponding
Kac–Moody algebra g. Recently, Sevenhant and Van den Bergh [15] show that
the Ringel–Hall algebra itself is the positive part of the quantized enveloping
algebra of a generalized Kac–Moody algebra in the sense of Borcherds [2]. Using
the comultiplication structure given by Green [5], one can naturally construct
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the Drinfeld doubles D(Λ) and C(Λ) of h(Λ) and c(Λ), respectively, and show
that they provide a complete realization of the quantized enveloping algebras of
the corresponding Kac–Moody algebra and the generalized Kac–Moody algebra
(see [3,16]).
In his paper [10] Lusztig introduces certain automorphisms, called symmetries,
of Uq(g) and shows that they satisfy the braid group relations. On one hand, the
construction of Lusztig can be generalized to obtain isomorphisms of the whole
double Ringel–Hall algebra D(Λ) (see [3]). On the other hand, the Bernstein–
Gelfand–Ponomarev reflection functors [1] have been applied to the double
Ringel–Hall algebras in [14,17] as a new way to derive the fundamental properties
of Lusztig symmetries on the double composition algebra C(Λ).
The present paper provides a further step to show that the BGP-reflection op-
erators satisfy the braid group relations and coincide with Lusztig’s symmetries,
up to a canonical isomorphism, on the whole double Ringel–Hall algebras.
1. Preliminaries
1.1. Let k be a finite field and (Γ,d,Ω) a valued quiver in the sense of [4].
From now on, we shall always assume that (Γ,d,Ω) is connected and contains
no oriented cycles. Further, let S = (Fi, iMj )i,j∈Γ be a reduced k-species of type
(Γ,d,Ω), that is, for all i, j ∈ Γ , iMj is an Fi–Fj -bimodule, where Fi and Fj
are finite extensions of k in an algebraic closure of k and dim(iMj )Fj = dij and
dim kFi = εi .
By repS we denote the category of finite dimensional representations of S
over k. Note that the category repS is equivalent to the category modΛ of
finite dimensional modules over the tensor algebra Λ of S which is a finite
dimensional hereditary k-algebra. In the following, we shall simply identify
representations of S with Λ-modules. Moreover, we may identify each finite
dimensional hereditary k-algebra as a tensor algebra of a k-species (see the details
in [4]).
1.2. Let S = (Fi, iMj )i,j∈Γ be a k-species with εi = dim kFi and dij =
dim iMjFj . For each representation V = (Vi, jϕi) in repS , the dimension vector
of V is defined to be dimV = (dimFiVi)i∈Γ ∈ ZΓ . For V,W ∈ repS , we define
〈dimV,dimW 〉 =
∑
i∈Γ
εiaibi −
∑
i→j
dij εj aibi,
where dimV = (a1, . . . , an) and dimW = (b1, . . . , bn). It is well known that
〈dimV,dimW 〉 = dim k HomΛ(V,W)− dim k Ext1Λ(V,W).
Further, we set
(dimV,dimW)= 〈dimV,dimW 〉 + 〈dimW,dimV 〉.
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Then both 〈−,−〉 and (−,−) are well defined on the Grothendieck group G0(Λ)
of repS , and are called Euler form and symmetric Euler form, respectively. In
fact, the Grothendieck group with the symmetric Euler form is a Cartan datum
in the sense of Lusztig. Moreover, each Cartan datum can be realized in this way
(see [13, Section 4]).
1.3. By P we denote the set of isomorphism classes of finite dimensional Λ-
modules, and I ⊂P the set of isomorphism classes of simple Λ-modules, which
can be identified with Γ . Then the Euler form 〈−,−〉 and its symmetrization
(−,−) are defined on Z[I ]. For each α ∈ P , we fix a representative Vα in the
isoclass α. For α,β ∈ P , we simply set
〈α,β〉 = 〈dimVα,dimVβ〉 and (α,β)= (dimVα,dimVβ).
Given α,β,λ ∈ P , let gλαβ be the number of submodules M of Vλ such that
M ∼= Vβ and Vλ/M ∼= Vα . More generally, given α1, . . . , αt , λ ∈ P , we let gλα1...αt
be the number of the filtrations
0=Mt ⊆Mt−1 ⊆ · · · ⊆M1 ⊆M0 = Vλ,
such that Mi−1/Mi  Vαi for all 1  i  t . For each α ∈ P , we set aα =
|AutΛ(Vα)|, the order of the automorphism group of Vα .
Let k have q elements, and set v =√q . Let R be a subfield of the real number
field R containing v. The (twisted) Ringel–Hall algebra h(Λ) of Λ is by definition
an R-algebra with basis {uλ: λ ∈P} whose multiplication is given by
uαuβ = v〈α,β〉
∑
λ∈P
gλαβuλ, for all α,β ∈P,
with unit 1= u0. The subalgebra c(Λ) of h(Λ) generated by simples ui , i ∈ I , is
called the composition algebra of Λ. It is well known that the composition algebra
c(Λ) is canonically isomorphic to the positive part of the quantized enveloping
algebra of the Kac–Moody algebra associated with the Cartan datum defined
by Λ.
In order to form the so-called double Ringel–Hall algebra ofΛ, we consider the
Hopf algebraH+(Λ), which is a vector space overR with basis {Kαu+λ : α ∈ Z[I ],
λ ∈ P} and whose Hopf algebra structure is given as follows:
(a) Multiplication [12]:
u+α u+β = v〈α,β〉
∑
λ∈P
gλαβu
+
λ , for all α,β ∈P,
Kαu
+
β = v(α,β)u+β Kα, for all α ∈ Z[I ], β ∈P,
KαKβ = Kα+β, for all α,β ∈ Z[I ],
with unit 1= u+0 =K0.
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(b) Comultiplication [5]:
∆
(
u+λ
) = ∑
α,β∈P
v〈α,β〉
aαaβ
aλ
gλαβu
+
α Kβ ⊗ u+β , for all λ ∈ P,
∆(Kα) = Kα ⊗Kα, for all α ∈ Z[I ],
with counit $(u+λ )= 0, for λ = 0 in P , and $(Kα)= 1.
(c) Antipode [16]:
σ
(
u+λ
) = δλ0 +∑
m1
(−1)m
∑
π∈P
λ1,...,λm∈P\{0}
v
2
∑
i<j 〈λi,λj 〉 ×
× aλ1 · · ·aλm
aλ
gλλ1...λmg
π
λ1...λm
K−λu+π ,
for all λ ∈P , and σ(Kα)=K−α for all α ∈ Z[I ].
The subspace h+(Λ) of H+(Λ) with basis {u+λ : λ ∈ P} is an associative
subalgebra (but not closed under comultiplication), which is obviously isomor-
phic to h(Λ). It is easy to see that H+(Λ) and h+(Λ) have the canonical N[I ]-
gradation.
1.4. Dually, one can define a Hopf algebra H−(Λ) with basis {Kαu−λ : α ∈
Z[I ], λ ∈ P} (see the details in [16, 5.1.2]). Then H−(Λ) admits a subalgebra
h−(Λ) with basis {u−λ : λ ∈ P}, which is isomorphic to h(Λ), too.
Following Ringel (see [16, 5.2]), there exists a bilinear form ϕ :H+(Λ) ×
H−(Λ)→ R defined by
ϕ
(
Kαu
+
β ,Kα′u
−
β ′
)= v−(α,α′)−(β,α′)+(α,β ′) |Vβ |
aβ
δββ ′ .
By [16, Proposition 5.3], the bilinear form ϕ is a skew Hopf pairing.
It is easy to see that the restriction of ϕ on h+(Λ)α × h−(Λ)β for any
α,β ∈ N[I ] is zero unless α = β and the restriction of ϕ on h+(Λ)α × h−(Λ)α
is non-degenerate for any α ∈ N[I ]. Therefore, we can form the Drinfeld double
of (H+(Λ),H−(Λ),ϕ). Its ideal generated by {Kα ⊗ K−α − 1: α ∈ Z[I ]}, or
equivalently by {Kα⊗ 1− 1⊗Kα: α ∈ Z[I ]}, is a Hopf ideal. The corresponding
quotient inherits a Hopf structure, which is called the reduced Drinfeld double of
Ringel–Hall algebra of Λ and is denoted by D(Λ,R) (or simply D(Λ), see the
construction in [16, 5.4]). Obviously, we have the triangular decomposition
D(Λ)= h−(Λ)⊗ T ⊗ h+(Λ),
where T denotes the torus subalgebra generated by {Kα : α ∈ Z[I ]}.
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The subalgebra of D(Λ) generated by {u±i ,K±i : i ∈ I } is called the double
composition algebra of Λ and will be denoted by C(Λ). It is easy to see that C(Λ)
is a Hopf subalgebra of D(Λ) and admits a triangular decomposition
C(Λ)= c−(Λ)⊗ T ⊗ c+(Λ),
where c+(Λ) is the subalgebra generated by {u+i : i ∈ I } and is still N[I ]-
graded, and c−(Λ) is defined in a similar way. Moreover, we have that, for any
α ∈ N[I ], the restriction ϕ : c+(Λ)α × c−(Λ)α → R is non-degenerate (see [7,
Lemma 1.5.2]).
Further,D(Λ) admits two operators ω and τ which are defined respectively by
ω
(
u+λ
) = u−λ , ω(u−λ )= u+λ , for all λ ∈P,
ω(Kα) = K−α, for all α ∈ Z[I ],
and by
τ (xα) = (−1)trαv−τ (α)Kασ(xα), for xα ∈ h+(Λ)α, α ∈N[I ],
τ (yα) = (−1)trαvτ(α)σ (yα)K−α, for yα ∈ h−(Λ)α, α ∈N[I ],
τ (Kα) = K−α, for α ∈ Z[I ],
where trα =∑i ki , called the trace of α, and τ (α)= ((α,α)−∑i ki(i, i))/2 for
α =∑i ki i ∈ Z[I ]. The operators ω and τ are respectively an involution and an
anti-automorphism of D(Λ), and both of them respect the bilinear form ϕ, that is,
ϕ(x, y)= ϕ(ω(y),ω(x))= ϕ(τ (x), τ (y))
for any x ∈ h+(Λ), y ∈ h−(Λ).
It is easy to see that ω and τ induce respectively an involution and an anti-
automorphism on C(Λ).
1.5. Let (Γ,d,Ω) be a valued quiver (connected and without oriented cycles),
S = (Fi, iMj )i,j∈Γ a k-species of type (Γ,d,Ω). Let i be a sink or a source of
(Γ,Ω), we define σiS to be the k-species obtained from S by replacing rMs by
its k-dual for r = i or s = i; then σiS is a reduced k-species of type (Γ,d, σiΩ).
By σiΛ we denote the tensor algebra of σiS (see [4]).
In case i is a sink or a source, we have Bernstein–Gelfand–Ponomarev
reflection functors σ±i : repS → repσiS which induce an exact equivalence
repS〈i〉 → repσiS〈i〉, where repS〈i〉 (respectively repσiS〈i〉) denotes the full
subcategory of repS (respectively repσiS) of all representations which do not
have a direct summand isomorphic to the simple Vi (see [1,4]).
Let i be a sink of (Γ,Ω). By h(Λ)〈i〉 we denote the subspace of h(Λ) with
basis elements uα with Vα ∈ repS〈i〉. It is easy to see that h(Λ)〈i〉 is a subalgebra
of h(Λ). Similarly, we obtain a subalgebra h(σiΛ)〈i〉 of h(σiΛ). Then we have
h(Λ)=
∑
s0
usi h(Λ)〈i〉 and h(σiΛ)=
∑
s0
h(σiΛ)〈i〉usi .
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In such a way, we obtain a subalgebra h±(Λ)〈i〉 of h±(Λ) and a subalgebra
h±(σiΛ)〈i〉 of h±(σiΛ).
1.6. We recall now the structural decomposition of D(Λ) given in [3, Section 3]
(following an idea in [15]). First, we set d±0 (Λ) = c±(Λ) and D0(Λ) = C(Λ).
We shall construct subalgebras d±m(Λ) of h±(Λ) and Hopf subalgebrasDm(Λ) of
D(Λ) for m 0.
Let m  1 and suppose that d±m−1(Λ) and Dm−1(Λ) have been constructed.
We then let πm ∈ N[I ] have smallest trace such that d+m−1(Λ)πm = h+(Λ)πm .
Note that πm is not uniquely determined. Then we define
L+πm = L+πm(Λ) :=
{
x+ ∈ h+(Λ)πm : ϕ
(
x+,d−m−1(Λ)πm
)= 0} and
L−πm = L−πm(Λ) :=
{
y− ∈ h−(Λ)πm : ϕ
(
d+m−1(Λ)πm, y
−)= 0}.
It is easy to see that L−πm = ω(L+πm).
We now denote by d±m(Λ) the subalgebra of h±(Λ) generated by d±m−1(Λ) and
L±πm , respectively. SetD±m(Λ)= d±m(Λ)⊗T and Dm(Λ)= d−m(Λ)⊗T ⊗ d+m(Λ).
As a conclusion, we obtain chains of subalgebras of h±(Λ) and of D(Λ)
d±0 (Λ) ⊂ d±1 (Λ)⊂ · · · ⊂ d±m(Λ)⊂ · · · ⊂ h±(Λ),
D0(Λ) ⊂ D1(Λ)⊂ · · · ⊂Dm(Λ)⊂ · · · ⊂D(Λ).
From the construction, we have that both d−m(Λ) and d+m(Λ) are N[I ]-graded
for each m  0. Moreover, the restriction of ϕ to d+m(Λ) × d−m(Λ) is non-
degenerate.
For m  1, let ηm = dimRL+πm = dimRL−πm . Then there exist a basis{x(m,p): 1  p  ηm} of L+πm and a basis {y(m,p): 1  p  ηm} of L+πm such
that
ϕ(x(m,p), y(m,q))= −1
v− v−1 δpq.
Then we have
x(m,p)y(n,q) − y(n,q)x(m,p) = Kπm −K−πm
v − v−1 δpqδmn
for all m,n 1, 1 p ηm, and 1 q  ηn.
Finally, we set xi = u+i , yi = −v−1i u−i for each i ∈ I , where vi = v〈i,i〉 , and
set J = {(m,p): m 1, 1 p  ηm}. By the theorem of Sevenhant and Van den
Bergh, D(Λ) is generated by {xj , yj : j ∈ I ∪ J } ∪ {Ki,K−i : i ∈ I } with certain
relations (see the details in [15, Theorem 1.1] or [3, Theorem 8.3]).
For each j ∈ I ∪ J , there are derivations rj and r ′j on h+(Λ) (thus also on
h−(Λ)) such that
rj (1)= r ′j (1)= 0 and rj (xl)= δjl = r ′j (xl)
for all l ∈ I ∪ J (see [11, 1.2.13]). Further, we have for all z1 ∈ h+(Λ)α and all
z2 ∈ h+(Λ)β
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rj (z1z2) = z1rj (z2)+ v(δj ,λ2)rj (z1)z2 and
r ′j (z1z2) = v(δj ,λ1)z1r ′j (z2)+ r ′j (z1)z2,
where δj = j if j ∈ I and δj = πm if j = (m,p) ∈ J . If i ∈ I is a sink, then it is
easy to see that
h+(Λ)〈i〉 = {x ∈ h+(Λ): r ′i (x)= 0} and
h+(σiΛ)〈i〉 =
{
x ∈ h+(σiΛ): ri(x)= 0
}
.
2. A comparison of Lusztig’s symmetries and BGP-reflection operators
onD(Λ)
Let Λ be a finite dimensional hereditary algebra and D(Λ) the double Ringel–
Hall algebra of Λ as in Section 1. Based on the reflection functors in [1], the
BGP-reflection operators of D(Λ) have been introduced in [14,17], and it is also
shown that such operators coincide with Lusztig’s symmetries on the composition
algebra C(Λ). In this section, we shall compare the BGP-reflection operators with
Lusztig’s symmetries on the whole double Ringel–Hall algebra D(Λ).
2.1. We first recall the definition of Lusztig’s symmetries of D(Λ) defined in [3].
For each i ∈ I , the Lusztig’s symmetry Ti of D(Λ) is defined by
Ti(Kµ) = Ksiµ, Ti(xi)=−yiKi, Ti(yi)=−K−ixi,
Ti(xj ) =
−aij∑
s=0
(−1)sv−si x
(−aij−s)
i xj x
(s)
i ,
Ti(yj ) =
−aij∑
s=0
(−1)svsi y(s)i yjy
(−aij−s)
i ,
where µ ∈ Z[I ] and i = j ∈ I ∪ J . The inverse T −1i of Ti is given by
T −1i (Kµ)=Ksiµ, T −1i (xi)=−K−iyi, T −1i (yi)=−xiKi,
T −1i (xj )=
−aij∑
s=0
(−1)sv−si xsi xj x
(−aij−s)
i ,
T −1i (yj )=
−aij∑
s=0
(−1)svsi y(−aij−s)i yj y(s)i .
Further, we have
T −1i = τ ◦ Ti ◦ τ−1.
Obviously, for each m 1, Ti induces an automorphism of Dm(Λ).
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Let now i ∈ I be a sink. The BGP-reflection operator Ti :D(Λ)→D(σiΛ) is
defined by
Ti (Kα)=Ksiα, α ∈ Z[I ],
Ti
(
u+λ
)= v(λ0,i)+t〈i,i−λ0〉Ktiu−(t)i u+σ+i λ0,
Ti
(
u−λ
)= v(λ0,i)+t〈i,i−λ0〉K−t iu+(t)i u−σ+i λ0,
where λ ∈ P is such that Vλ = Vλ0 ⊕ tVi for some λ0 ∈ P with Vλ0 ∈ repS〈i〉,
and σ+i λ0 denotes the isoclass of σiΛ-module σ
+
i Vλ0 . In particular, we have for
each i ∈ I
Ti
(
u+i
)= viKiu−i and Ti(u−i )= viK−iu+i .
The inverse T −1i of Ti is defined by
T −1i (Kα)=Ksiα, α ∈ Z[I ],
T −1i
(
u+λ
)= v(λ0,i)+t〈i−λ0,i〉u+
σ−i λ0
u
−(t)
i K−t i ,
T −1i
(
u−λ
)= v(λ0,i)+t〈i−λ0,i〉u−
σ−i λ0
u
+(t)
i Kti,
where λ ∈ P is as above, and σ−i λ0 denotes the isoclass of Λ-module σ−i Vλ0 . In
particular, we have for each i ∈ I
T −1i
(
u+i
)= viu−i K−i and T −1i (u−i )= viu+i Ki .
From the definition of Ti and T −1i , one sees that Ti induces an isomorphism
h±(Λ)〈i〉 → h±(σiΛ)〈i〉 and that T −1i induces an isomorphism h±(σiΛ)〈i〉 →
h±(Λ)〈i〉.
2.2. The Hopf algebra structure of D(Λ) gives rise to an adjoint representation
of D(Λ) on itself such that
ad(z)(x)=
∑
s
zsxσ
(
z′s
)
if ∆(z)=
∑
s
zs ⊗ z′s ,
where x, z ∈D(Λ). Further, we set for all z ∈D(Λ)
τad(z)= τ ◦ ad(z) ◦ τ−1 :D(Λ)→D(Λ).
Now for each i ∈ I , we denote by h+(Λ)[i] the subalgebra of h+(Λ) generated
by τad(x(m)i )xj for all i = j ∈ I ∪ J and all m  0, and by τh+(Λ)[i] the
subalgebra of h+(Λ) generated by all ad(x(m)i )xj with j = i . It is easy to
see τh+(Λ)[i] = τ (h+(Λ)[i]). Further, Ti induces an isomorphism h+(Λ)[i]→
τh+(Λ)[i]. Moreover, we have
h+(Λ)=
∑
s0
xsi
(
h+(Λ)[i])=∑
s0
(
τh+(Λ)[i])xsi .
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Similarly, one can define the subalgebras h−(Λ)[i] and τh−(Λ)[i] of h−(Λ).
We shall use the arguments in [8, Chapter 8A] to compare ϕ(Ti(x), Ti(y)) and
ϕ(x, y) for all x ∈ h+(Λ)[i] and all y ∈ h−(Λ)[i].
Let j ∈ I ∪ J with j = i and set aij = 2(i, δj /(i, i). For each 0m−aij ,
we further set
em = τad
(
x
(m)
i
)
xj and e′m = ad
(
x
(m)
i
)
xj .
In particular, we have e0 = e′0 = xj . By [3, 6.6], we have
Ti(em)= e′−aij−m.
By a further calculation, we obtain
ri (em)= vaij+2(m−1)i
(
v
−aij+1−m
i − v
−(−aij+1−m)
i
)
em−1,
r ′j (em)=
m∏
s=1
(
1− v2(aij+s−1)i
)
x
(m)
i ,
r ′i
(
e′m
)= vaij+2(m−1)i (v−aij+1−mi − v−(−aij+1−m)i )e′m−1, and
rj
(
e′m
)= m∏
s=1
(
1− v2(aij+s−1)i
)
x
(m)
i .
Analogously, for each 0m−aij , we set
fm =
m∑
s=0
(−1)svs(aij+1−m)i y(m−s)i yj y(s)i and
f ′m =
m∑
s=0
(−1)svs(aij+1−m)i y(s)i yj y(m−s)i .
By [3, 6.6], we have Ti(fm)= f ′−aij−m.
Since ϕ(em,yih−(Λ))= 0= ϕ(e′m,h−(Λ)yi), we have
ϕ(em,fm) = ϕ
(
em, (−1)mvm(−aij+1−m)i yjy(m)i
)
= (−1)mvm(−aij+1−m)i ϕ
(
em, yjy
(m)
i
)
= (−1)mvm(−aij+1−m)i ϕ(xj , yj )ϕ
(
r ′j (em), y
(m)
i
)
and
ϕ
(
e′m,f ′m
) = ϕ(e′m, (−1)mvm(−aij+1−m)i y(m)i yj)
= (−1)mvm(−aij+1−m)i ϕ(xj , yj )ϕ
(
rj
(
e′m
)
, y
(m)
i
)
.
From the equality r ′j (em)= rj (e′m) it follows
ϕ(em,fm)= ϕ
(
e′m,f ′m
)
.
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Since ϕ(x(m)i , y
(m)
i )= (−1)pvp(p−1)/2i (vi − v−1i )−p([p]i !)−1, we have
ϕ
(
e′m,f ′m
) = (−1)mvm(−aij+1−m)i ϕ(xj , yj )
×
m∏
s=1
(
1− v2(aij+s−1)i
)
ϕ
(
x
(m)
i , y
(m)
i
)
=
[ −aij
−aij −m
]
i
ϕ(xj , yj ).
Finally, we obtain
ϕ
(
Ti(em), Ti(fm)
) = ϕ(e′−aij−m,f ′−aij−m)=
[ −aij
−aij −m
]
i
ϕ(xj , yj )
=
[−aij
m
]
i
ϕ(xj , yj )= ϕ
(
e′m,f ′m
)= ϕ(em,fm).
2.3. Using similar arguments as in [8, 8A.4–8A.11], we get the following
proposition.
Proposition. Let α ∈ N[I ]. Then for each x ∈ h+(Λ)[i]α and each y ∈
h−(Λ)[i]α , it holds that
ϕ
(
Ti(x), Ti(y)
)= ϕ(x, y).
2.4. Let Dm(Λ), m  0, be the family of subalgebras of D(Λ) given in
Section 1.6. Since each element in L±πm(Λ) is primitive (see, for example,
[3, 2.2]), we have
L±πm(Λ)⊆ d±m(Λ)[i] and L±πm(Λ)⊆ τd±m(Λ)[i].
Lemma. Let i be a sink. Then, for each m  0, the BGP-reflection operator Ti
induces an isomorphism from Dm(Λ) to Dm(σiΛ).
Proof. In case m= 0, we have D0(Λ)= C(Λ). By [14, Theorem 13.1] and [17,
Theorem 4.5] Ti induces an isomorphism D0(Λ)→D0(σiΛ).
Let m  1. Suppose that Ti induces an isomorphism from Dm−1(Λ) to
Dm−1(σiΛ). In order to prove that Ti induces an isomorphism Dm(Λ) →
Dm(σiΛ), it suffices to show that Ti (L±πm(Λ)) ⊆ d±m(σiΛ)[i] since Dm(Λ) can
be generated by Dm−1(Λ) and L±πm(Λ).
By the definition, T −1i induces a bijective R-linear map from to τd+m(Λ)[i]πm
to dm(Λ)[i]siπm . As a result, we have the induced maps
h+(Λ)〈i〉πm = h+(Λ)[i]πm
τ∼= (τd+m(Λ)[i])πm T
−1
i−−→d+m(Λ)[i]siπm
⊆ h+(Λ)〈i〉siπm
Ti−→h+(σiΛ)〈i〉πm =
(
τh+m(σiΛ)[i]
)
πm
,
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whose composition is obviously injective, thus bijective since dimRh+(Λ)〈i〉πm =
dimRh+(σiΛ)〈i〉πm by [6, Corollary 3.5]. It then follows that:
d+m(Λ)[i]siπm = h+(Λ)〈i〉siπm.
Thus, we have d+m(σiΛ)[i]siπm = h+(σiΛ)〈i〉siπm , and hence
Ti
(
d+m(Λ)[i]πm
)⊆ h+(σiΛ)[i]siπm = d+m(σiΛ)[i]siπm.
This implies Ti (L+πm(Λ)) ⊆ d+m(σiΛ)[i]siπm . By a symmetric argument, we can
show Ti (L−πm(Λ))⊆ d−m(σiΛ)[i]siπm . ✷
Theorem. Let i ∈ I be a sink. Then, for each m  1, TiT −1i induces bijective
R-linear maps L±πm(Λ)→L±πm(σiΛ).
Proof. By Section 1.6, we have
L+πm(Λ) =
{
x+ ∈ h+(Λ)πm : ϕ
(
x+,d−m−1(Λ)πm
)= 0}
= {x+ ∈ τh+(Λ)[i]πm : ϕ(x+, τd−m−1(Λ)[i]πm)= 0}
since we have L+πm(Λ) ⊆ τh+(Λ)[i]πm , d−m−1(Λ) =
∑
s0
τd−m−1(Λ)[i]ysi , and
ϕ(x, τd−m−1(Λ)[i]ysi )= 0 for x ∈ τh+(Λ)[i] and s  1.
By [3, Section 6] and the lemma above, we have the following isomorphisms:
τd−m−1(Λ)[i]πm
T −1i−−→ d−m−1(Λ)[i]siπm = d−m−1(Λ)〈i〉siπm
Ti−→ d−m−1(σiΛ)〈i〉πm = τ d−m−1(σiΛ)〈i〉πm.
Take an x+ ∈ L+πm(Λ), that is, ϕ(x+, τd−m−1(Λ)[i]πm) = 0. This together with
Proposition 2.3 and [17, Proposition 5.5] implies
0 = ϕ(TiT −1i (x+),TiT −1i (τd−m−1(Λ)[i]πm))
= ϕ(TiT −1i (x+), τd−m−1(σiΛ)[i]πm),
thus TiT −1i (x+) ∈ L+πm(σiΛ). Conversely, TiT −1i (x+) ∈L+πm(σiΛ) implies x+ ∈
L+πm(Λ). Hence, TiT −1i induces a bijective R-linear map
L+πm(Λ)→ L+πm(σiΛ).
Similarly, TiT −1i induces a bijective R-linear map: L−πm(Λ)→ L−πm(σiΛ). ✷
Remark. As in Section 1.6, by choosing bases of L±πm(Λ), we obtain a set of
generators G =: {xj , yj : j ∈ I ∪ J } ∪ {K±i : i ∈ I } of D(Λ). In case i ∈ I is a
sink, the theorem above implies that the image of G under TiT −1i becomes a set of
generators ofD(σiΛ). In this sense the isomorphism TiT −1i :D(Λ)→D(σiΛ) is
canonical. In other words, Ti and Ti coincide up to the isomorphism TiT −1i which
canonically identify D(Λ) with D(σiΛ).
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2.5. In general, it is difficult to describe Ti(u±λ ) for arbitrary λ ∈P . The following
propositions provide certain information on the behavior of Ti . For convenience,
we work in h(Λ). Let π =∑i aii lie in the fundamental chamber. We now fix an
i ∈ I and set n=−2(π, i)/(i, i).
Proposition. If i is a sink, then, for each λ ∈ P with uλ ∈ h(Λ)〈i〉π , we have
n∑
t=0
(−1)tv−ti u(t)i uλu(n−t )i = v−(1+ai)ni
∑
α
uα,
where the sum of the right-hand side is taken over all α ∈P with uα ∈ h(Λ)〈i〉siπ
such that Vα admits a factor module isomorphic to Vλ.
Proof. By the multiplication in h(Λ), we have
u
(t)
i uλu
(n−t )
i =
1
[t]!i[n− t]!i u
t
iuλu
n−t
i
= 1[t]!i[n− t]!i v
(n(n−1)/2)〈i,i〉+t〈i,π〉+(n−t )〈π,i〉 ∑
α∈P
cα(t)uα
= 1[t]!i[n− t]!i v
n(n−1)/2+tai+(n−t )(−ai−n)
i
∑
α∈P
cα(t)uα,
where cα(t)= gαi...iλi...i . We set
cα =
n∑
t=0
(−1)t 1[t]!i[n− t]!i v
−t+n(n−1)/2+tai+(n−t )(−ai−n)
i cα(t).
Now for a fixed α ∈ P , we write Vα = N ⊕ pVi such that N contains no
summand isomorphic to Vi . By the definition, cα(t) is the number of the filtrations
of Vα
Vα = V0 ⊃ L1 ⊃ · · · ⊃ Lt ⊃ Lt+1 ⊃ · · · ⊃ Ln+1 = 0
such that Lt/Lt+1 ∼= Vλ and Ls/Ls+1 ∼= Vi for s ∈ {0,1, . . . , t − 1, t + 1, . . . , n}.
If t > p, we have obviously that cα(t) = 0. Let now t  p. Then we have
N ⊆ Lt and Lt = N ⊕ (p − t)Vi . This implies that cα(t) = χ1χ2χ3χ4, where
χ1 denotes the number of submodules Lt/N of Vα/N ∼= pVi with Vα/Lt ∼= tVi ,
χ2 the number of submodules Lt+1 of Lt with Lt/Lt+1 ∼= Vλ, χ3 the number
of complete flags in Vα/Lt ∼= tVi , and χ4 the number of complete flags in
Lt+1 ∼= (n− t)Vi . It is easy to see that
χ1 =
∣∣∣∣ pp− t
]
i
, χ3 = |t]!i , and χ4 = |n− t]!i .
If Vα does not admit a factor module isomorphic to Vλ, we have obviously
χ2 = 0, thus cα = 0. If Vα admits a factor module isomorphic to Vλ, we have
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that N has a unique factor module isomorphic to Vλ. This implies that χ2 =
|HomFi (Fp−ti , F aii )| = v2ai (p−t )i . In this case, for p > 0, we have
cα =
p∑
t=0
(−1)t v
−t+n(n−1)/2+tai+(n−t )(−ai−n)
i
[t]!i [n− t]!i χ1χ2χ3χ4
=
p∑
t=0
(−1)tv−nai−n+2pai+t2−ti
∣∣∣∣ pp− t
]
i
= 0.
For p = 0, we have χ2 = 0, thus cα = v−(1+αi )ni . Consequently, we obtain
n∑
t=0
(−1)tv−ti u(t)i uλu(n−t )i = v−(1+ai)ni
∑
α
uα,
where the sum is taken over all α ∈ P with uα ∈ h(Λ)〈i〉siπ such that Vα has
a factor module isomorphic to Vλ. ✷
By a symmetric argument, we have the following proposition.
Proposition∗. If i is a source, then, for each λ ∈ P with uλ ∈ h(Λ)〈i〉π , we have
n∑
t=0
(−1)tv−ti u(n−t )i uλu(t)i = v−(1+ai)ni
∑
α
uα,
where the sum of the right-hand side is taken over all α ∈ P with uα ∈ h(Λ)〈i〉siπ
such that Vα admits a factor module isomorphic to Vλ.
3. Braid group relations
In [11, Section 39] Lusztig has shown that the symmetries Ti satisfy the
braid group relations. By using the Ringel–Hall approach to quantum groups
and applying the Bernstein–Gelfand–Ponomarev reflection functors, Xiao and
Yang [17] reproves this result. More precisely, let Λ be a hereditary algebra with
Cartan datum (I, (−,−)) and i, j ∈ I with i = j . If sisj ∈W has order m<+∞,
then the equality
TiTjTi . . .= TjTiTj . . .
holds both on the the double of composition algebra C(Λ) and on the integrable
C(Λ)-modules, where both sides have m factors. In this section we shall show
that Lusztig’s symmetries Ti considered as operators both on the whole double
Ringel–Hall algebras D(Λ) and on the integrable D(Λ)-modules in O (see the
definition in Section 3.1) satisfy the braid group relations.
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3.1. Let Λ be the tensor algebra of a k-species S with Cartan datum (I, (−,−)),
and X be the weight lattice of (I, (−,−)). A D(Λ)-module M is called a weight
module if M admits a decomposition M =⊕λ∈XMλ (as R-vector space) such
that Kαx = v(α,λ)x for all α ∈ Z[I ] and x ∈Mλ. We denote by O the category
consisting of weight modules M which satisfy:
(1) every weight space Mλ is finite dimensional,
(2) for every x ∈M there exists an n0  0 such that h+α x = 0 whenever trα  n0.
Further, a weight D(Λ)-module M is said to be integrable if, for any x ∈M
and any i ∈ I , there exists an n0  1 such that(
u+i
)n
x = 0= (u−i )nx for all n n0.
For i, j ∈ I , we set aij = 2(i, j)/(i, i) for i, j ∈ I , and thus get a symmetriz-
able generalized Cartan matrix C = (aij )i,j∈I . A classical result in Kac–Moody
algebra [9] states: If d(i, j) = aij aji  3, then the order m(i, j) of sisj ∈W is
finite, namely, we have
m(i, j)=


2, if d(i, j)= 0,
3, if d(i, j)= 1,
4, if d(i, j)= 2,
6, if d(i, j)= 3,
∞, if d(i, j) 4.
For each integrable D(Λ)-module M in the category O, we have operators Ti
and T −1i on M (see [3, Section 6])
Ti(ξ) =
∑
a,b,c0;−a+b−c=m
(−1)bvb−aci x(a)i y(b)i x(c)i ξ,
T −1i (ξ) =
∑
a,b,c0; a−b+c=m
(−1)bvac−bi y(a)i x(b)i y(c)i ξ,
where ξ ∈Mλ, λ ∈X, and m= 2(λ, i)/(i, i).
3.2. Lemma. Suppose that I consists of two elements i = j only and that Λ is of
finite type (that is, m(i, j) is finite). Then Ti and Tj considered as operators both
on D(Λ) and on integrable D(Λ)-modules satisfy the braid group relations.
For the proof of the lemma, we refer to [11, Section 39], or to [17, Section 8].
Note that in the case where Λ is of finite type, we have D(Λ)= C(Λ), and thus
Ti and Tj coincide with Ti and Tj , respectively.
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3.3. Lemma. Let M be an integrable D(Λ)-module in O. Then, for each pair
i = j ∈ I with m(i, j) <+∞, we have
TiTjTi . . .= TjTiTj . . . :M→M,
where both products have m(i, j) factors.
Proof. By Λ(i, j) we denote the subalgebra of Λ associated with the full
subspecies of S containing i and j . Then D(Λ(i, j)) is a subalgebra of D(Λ)
andM can be considered as aD(Λ(i, j))-module which is also integrable. By [11,
Theorem 6.3.6], M considered as D(Λ(i, j))-module is a direct sum of simple
D(Λ(i, j))-modules. Let N be such a summand of M . Then, by Lemmas 3.2, the
actions of Ti and Tj on N satisfy the braid group relations. Therefore, Ti and Tj
considered as operators on M satisfy the braid group relations. ✷
3.4. Theorem. For each pair i = j ∈ I with m(i, j) < +∞, Ti and Tj as
operators on D(Λ) satisfy the braid group relations.
Proof. Let M be an integrable D(Λ)-module in O. For each u ∈D(Λ) and each
ξ ∈M , we have
TiTjTi . . . (u)TiTjTi . . . (ξ)
= TiTjTi . . . (uξ)= TjTiTj . . . (uξ)= TjTiTj . . . (u)TjTiTj . . . (ξ),
where each product has m(i, j) factors. Since TiTjTi . . .= TjTiTj . . . :M →M
is an isomorphism, we have that TiTjTi . . . (u)−TjTiTj . . . (u) acts as zero on M .
Thus, by [3, Proposition 5.8], we get TiTj Ti . . . (u)− TjTiTj . . . (u)= 0 for each
u ∈D(Λ), and hence the equality
TiTjTi . . .= TjTiTj . . . :D(Λ)→D(Λ),
that is, Ti and Tj satisfy the braid group relations on D(Λ). ✷
Remarks. 1. For each m 1, the Tis considered as operators on Dm(Λ) satisfy
the braid relations, too.
2. Using a similar argument as in the proof of Theorem 2.4, we obtain from
Theorem 3.4 that the BGP-reflection operators Ti also satisfy the braid group
relations, but up to isomorphisms. More precisely, let Λ be the tensor algebra of
a k-species S of type (Γ,d,Ω). Let i = j ∈ I = Γ be such that i is a sink of
(Γ,Ω) and that j is a sink of (Γ,σiΩ). Then, in case m(i, j)= 3, we have
Ξ2(TiTjTi )= (TjTiTj )Ξ1 :D(Λ)→D(σj σiσj σiΛ),
where Ξ1 :D(Λ)→D(σiΛ) and Ξ2 :D(σiσjσiΛ)→D(σj σiσj σiΛ) are certain
canonical isomorphisms, that is, Ξ1 (respectively Ξ2) sends a set of generators
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of D(Λ) (respectively D(σiσjσiΛ) as defined in Section 1.6 to that of D(σiΛ)
(respectively D(σj σiσj σiΛ). In case m(i, j)= 2,4, or 6, we get
(TiTjTi . . .)︸ ︷︷ ︸
m(i,j)
Ξ1 =Ξ2 (TjTiTj . . .)︸ ︷︷ ︸
m(i,j)
:D(Λ)→D((σiσjσi . . .)︸ ︷︷ ︸
m(i,j)
σiΛ
)
,
where Ξ1 :D(Λ) → D(σiΛ) and Ξ2 :D(σjσiσj . . .Λ) → D((σiσjσi . . .)σiΛ)
are certain canonical isomorphisms.
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