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1. INTRODUCTION 
Throughout this paper, we suppose that X is a real Banach space, X* is its dual space, and {., .} 
is the generalized pairing of X and X*. Let D(T)  and R(T)  denote the domain and the range 
of T, respectively. Let B : X --* 2 z be a set-valued mapping, g : X --~ X* be a single-valued 
mapping, and ~ : X* ~ R U {+ec} a proper convex lower semicontinuous function. For any 
given f E X, we consider the following problem. 
Find u C X and w E Bu  such that 
g(u) E D(O~), 
<~ - f ,  v - g (~)> > ~(g(~) )  - ~(v ) ,  
(1.1) 
for all v C X*, where 0~ denotes the subdifferential of ~. Problem (1.1) is called the nonlinear 
set-valued variational inclusion in Banach space. 
Some special cases. 
(I) If B : X ~ X is a single-valued mapping, then problem (1.1) reduces to finding u C X 
such that 
g(u) e D(0~), 
(1.2) 
(Bu  - f ,  v - g(u)) >_ ~(g(u))  - ~(v), 
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for ai1 v C X*, which is called the nonlinear variational inclusion in Banach space consid- 
ered by Huang and Yuan [1]. 
(II) If B = T - A, where T and A are two single-valued mappings from X to X, then 
problem (1.1) reduces to finding u E X such that 
g(u) C D(O~), 
(1.3) 
(Tu - Au - f, v - g(u)) >_ ~(g(u)) - ~(v), 
for all v E X*. This problem was considered by Chang [2]. 
(III) If X is a Hilbert space H, then problem (1.1) reduces to finding u E H and w E Bu such 
that 
g(u) e D(O~), 
(1 .4 )  
- f ,  v - > - 
for all v E H, which is called the nonlinear set-valued variational inclusion in Hilbert 
space. 
Special Cases (I)-(II I) show that the nonlinear set-valued variational inclusion (1.1) provides 
a more general and unified setting for the study of the above class of problems (see, for exam- 
ple, [1-9] and the references therein). 
In this paper, we study the existence of solution for the nonlinear set-valued variational inclu- 
sion (1.1) involving accretive type mappings and construct some new Ishikawa iterative processes 
with errors for approximating the solution for problem (1.1). We also discuss the convergence 
of the iterative sequences with errors for this class of nonlinear set-valued variational inclusions. 
Our results extend and improve the corresponding results of Chang [2] and Huang and Yuan [1]. 
2. PREL IMINARIES  
Let Y : X ~ 2 x* be the normalized uality mapping defined by 
a(x) -- {f e X*:  (x, f) = ll/ll" Ilxll, Iifll = Ilxtl}, Vz e x .  
By Hahn-Banaeh theorem, we know that D( J )  = X.  If X is smooth, then J is single-valued. 
Moreover, if X is uniformly smooth, then J is uniformly continuous on any bounded subset of X. 
DEFINITION 2.1. Let T : D(T )c  X + 2 x,  A : D(A)  C X ~ 2 x be two set-valued mappings. 
1. T is called accretive if, for any x, y C D(T),  there exists a j (x  - y) E J (x  - y) such that 
(u -v , j ( z -y ) )  >_0. VuETx ,  vcTy .  
2. T is called strongly accretive if, for any x ,y  C D(T),  there exists a j (x  - y) E Y(x - y) 
such that 
(u -v , j (x -y ) )  > k l l x -y t l  2, VueTx, veTy, 
where k C (0, 1) is a constant. 
3. T is called C-strongly accretive if, for all x ,y  E D(T) ,  there exists a j ( x  - y) E Y(x - y) 
such that 
(u -v , j (x -y )> ___¢(llx-yll) l lx-yll ,  W E Tx,  very ,  
where ¢:  [0, oo) -~ [0, oo) is a strictly inereo~ing ~unetion with ¢(0) = 0. 
4. A is called strongly pseudocontractive iS there exists a j (x  - y) C J (x  - y) such that 
1 
(u -v , j (x -y ) )<~l lx -y t l  2, VueAx ,  veAy ,  
where t > 1 is a constant. 
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5. A is caned C-strongly pseudocontractive if, for each x, y C D(A),  there exists a j (x  - y) E 
J (x -  y) such that 
<u - ~ ,a (x  - y)> _< I1~ - yll = - ¢(11~ - y l l ) l l x  - yl l ,  w E Ax, v e Ay, 
where  ¢ :  [0, oo)  -~  [0, oo) is a strictly incre~ing function with ¢(0) = O. 
From the above definitions, we know that A is strongly (respectively, C-strongly) accretive if
and only if I - A is strongly (respectively, C-strongly) pseudoeontractive, where I is the identity 
mapping. 
The concept of accretive mappings was introduced independently by Browder [10] and 
Kato [11]. The interest and importance of these mappings tems from the fact that many physi- 
cally significant problems can be modelled in terms of an initial value problem of the form 
dz 
d---t = -Tx ,  z(O) = xo, 
where T is either an accretive or strongly accretive mapping in an appropriate Banach space. 
Due to great efforts and hard work of many researchers, ome results relevant to the existence 
of solutions of nonlinear mapping equations and the fixed points of nonlinear mappings as well 
as the approximation to them are obtained, which play important roles in theory and application 
of nonlinear evolution equations (see, for example, [12-16] and the references therein). 
DEFINITION 2.2. (See [17].) Let E be a topological space, F a metric space, and T : E --+ 2 F 
a set-vMued mapping. T is cM1ed weakly Hausdroff lower semicontinuous at xo if, for any e > 0 
and neighborhood V of xo, there exist a neighborhood U(U c V) of xo and a point x' 6 U such 
that 
c N B(T(x) ,e) ,  
xEU 
where B(T(x) ,  e) = {y : d(y, A) < e} and d(y, A) = inf{d(y, x) : x e A}. F is called weakly 
Hausdorff lower semicontinuous if F is weakly Hausdorff lower semicontinuous at each point 
o fF .  
DEFINITION 2.3. Let E, F be two topology spaces, T : E --+ 2 F a set-valued mapping, and f : 
E -+ F a single-valued mapping. S is called a continuous election of T, if f is continuous 
and f (x )  E Tx  for each x E E. 
DEFINITION 2.4. Let X be a real Banach space and T : X ~ CB(X)  a set-vMued mapping. 
(i) T is called H-continuous if for any x~ ~ x, H(Tx~,  Tx)  --+ O; 
(ii) T is H-uniformly continuous if for any given e > O, there exists ~ > 0 such that for 
any x, y E X, ]Ix - y]] < ~ implies that H(Tx ,  Ty) < e, where H(., .) is the Hausdorff 
metric on CB(X)  (the family of all nonempty closed bounded subsets of X) .  
In the sequel, we need the following lemmas. 
LEMMA 2.1. (See [17].) Let E be a paracompact space and X a real Banach space. Let F : 
E --+ 2 x be a weakly Hausdorff lower semicontinuous set-valued mapping. Then F admits a 
continuous election f . 
LEMMA 2.2. Let X be a real Banach space, F : X --+ CB(X)  a set-vMued mapping, and 
f : X --+ X a single-valued mapping. Then the following conclusions hold: 
(i) i f  F is H-continuous and f is continuous, then F + f is also H-continuous; 
(ii) i f  F is H-uniformly continuous and f is uniformly continuous, then F + S is also H- 
uniformly continuous. 
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PROOF. For any x, y E X, by the definition of Hausdorff metric, we have 
H(Fy + f(y), Fx + f(x)) 
=max ~" sup d(v+ f (y ) ,Fx  + f(x)),  sup d(Fy+ f (Y l ,u+ f (x ) )} .  
I. vEFy uEFx 
Further, we have 
sup d(v÷f (y ) ,Fx+f (x ) )  = sup inf IIv+f(y)- (u÷f(x))[]  
vEFy vEFy uEFx 
< sup ~ (llv - ~11 + IIf(y) - f (x) l l )  
vEFy 
= sup  inf  Ilv - ~ll + I I f (y) - f (~) l l  
vCFy uEFx 
<_ H(Fy, Fx) + [If(y) - f (x ) [  I. 
Similarly, we have 
sup d(Fy + f(y),u + f(x)) <_ H(Fy, Fx) + [ I f (Y)  - f (x ) l l .  
uEFx 
From (2.1)-(2.3), we obtain 
H(Fy + f(y), Fx ÷ f(x)) <_ H(Fy, Fx) ÷ [if(y) - f(x)[ I. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
S(x) = f + x - (Bx + O~(g(x))). 
PROOF.  It is similar to the proof of Lemma 2.4 of Huang and Yuan [I]. 
LEMMA 2.5. (See [1810 Let X be a real Banach space. Then for any x,y E X ,  
][xTy[I 2 ~ []xi I2÷2(y, j(x÷y)),  V j (x÷y)  E J (x÷y) .  
LEMMA 2.4. Let X be a real reflexive Banach space. Then x* E X is a solution of the nonlinear 
set-valued variational inclusion problem (1.1) if and only if x* E X is a fixed point of the 
mapping S : X -~ 2 x defined by 
for all x, y E X,  ul E Sx, Vl E Sy, u2 E Tx, and v2 E Ty. Thus, S + T is C-strongly accretive. 
This completes the proof of Lemma 2.3. 
> ¢( l l~  - y l l ) l l x  - yll 
Conclusions (i) and (ii) follow from (2.4). This completes the proof of Lemma 2.2. 
LEMMA 2.3. Let X be a real smooth Banach space, T : X -~ 2 x a C-strongly accretive mapping, 
and S : X --~ 2 x an accretive mapping. Then T + S : X --* 2 z is also a C-strongly accretive 
mapping. 
PROOF. Since X is smooth, we know that J is single-valued. It follows from the C-strong 
accretiveness of T and the accretiveness of S that 
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LEMMA 2.6. Let ¢ : [0, ÷oo) -+ [0, +oo) be a strictly increasing function with ¢(0) -- 0. Let {an} , 
{bn}, {Cn}, and {An} be four nonnegative numbers atisfying the following conditions: there exists 
no such that 
a~+12 <_ an2 _ tn¢(bn)bn + Antn + Cn, Vn  _> no, (2.5) 
where 
k tnc[0,1],  tn=+oo,  imAn=0, Cn<+OO. 
n=0 n=0 
Then inf{b~ : n >_ no} = 0. Moreover, i f  inf{an : n > n0} = inf{bn : n > no}, then an --* 0 
(n oo). 
PROOF. Let a = inf{b~ : n > no}. Then a >_ 0. Suppose that a > 0, we have bn > ¢(a)  > 0 for 
all n >_ no. It follows from (2.5) that  
an+12 <_ an2 _ tn¢(bn)b~ + A~t~ + cn 
(2.6) 
2 1 1 tn¢(a)G + cn. <_ a n -- ~ tn(O(G)a -- 2An -- 
Since An -~ 0 as n -+ 0% there exists nl  _> no, such that 
> 2An, vn > (2.7) 
Combining (2.6) and (2.7), we obtain 
2 _< 2 1 
an+ 1 a n -- -~ tn(9(tT)a -~ an, 
This implies that 
Vn>__nl. 
1 O0 O0 
Z _< a 2nl + c, < +oo, 
n=nl  n :n l  
oo t -~ which contradicts the condition }-~n=0 ~ +oc. Thus, ~ = 0. Moreover, if inf{an : n > no} = 
inf{bn : n > no}, we know that there exists a subsequence {an~} C {an} such that  an¢ ~ 0 
as j --+ oo. It follows from (2.5) that  
a 2 < 2 
nj + 1 anj ~- Anj tnj  -}- Cnj 
and this implies that an~+1 --+ 0 as j --+ oo. A simple induction leads to an -+ 0 as n --+ oo. This 
completes the proof of Lemma 2.6. 
3. MAIN  RESULTS 
We first give one result for the existence of solution for the nonlinear equation involving the 
C-strongly accretive mapping in Banach space. 
LEMMA 3.1. Let X be a real Banach space and T : X ~ CB(X)  a H-continuous C-strongly 
accretive mapping. I f  ¢(r)  ~ +oo(r ---* +oo), then for any given f E X ,  the equation f C Tx  
has a unique solution. 
PROOF. Define Tn : X --~ CB(X)  by 
1 
Tnx = - x + Tx ,  
n 
for all x C X and n >_ 1. It is easy to see that Tn is H-continuous and strongly accretive for 
all n > 1. By Corollary 1 of [16], there exists xn C X such that  
1 
f ~ - xn + Txn,  
n 
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for all n _> 1. Therefore, there exists yn E Tx~ such that 
1 
-x~ + y~ = f, 
n 
for all n _> 1. Since T is C-strongly accretive, we get 
n-  l (x l ' j (x~-x l )}  = < l 
_- 1 IIx~ - ~11 ~ + (Yn - yl,j(Xn - -  xl)) 
n 
1 
> - I Ix ,~ - ~112 + ¢(llx,~ - x~ll)llx,~ - x~ll 
n 
_> ¢( l l x .  - ~11)11~, ,  - x~ l l ,  
for some j (x~ - xl)  e J (xn - xl). 
(3.1) 
This implies that ¢(llx,~ - :~11) -< I1~11. Since ¢(~) -+ +oo 
as r --+ +oo, we know that {x~} is bounded. It follows from (3.1) that y~ --+ f .  
Now we prove that {x~} is a Cauchy sequence. If not, there exist some co > 0 and two 
subsequences {x~(k)} and {x,,(k)} of {x~} such that Nx~(k) -xm(k)[] _> e0 for all k > 0. Since ¢ is 
strictly increasing with ¢(0) = 0, Yn(k) E Txn(k), and Ym(k) E Txm(k), the C-strong accretiveness 
of T implies that 
o < +(~o) _ + (llx~(~) - ~m(~)l]) 
-< Ily,~(~)- ym(~)ll--> 0, 
a contradiction. Therefore, there exists a point x E X such that xn -~ x. 
Further, we have 
d(f,  Tx)  <_ I ly, - SII + d(y~,Tx~) 
< l iy .  - f l l  + H(Tx~,Tx)  -+ O. 
This implies that f E Tx. 
The uniqueness of solution of f E Tx  follows from the C-strong accretiveness of T. This 
completes the proof of Lemma 3.1. 
THEOREM 3.1. Let X be a real uniformly smooth Banach space, B : X --+ 2 x be weakly 
Hausdorff lower semicontinuous, g : X --+ X* be continuous, and ~o : X* --+ R U {+oo} be a 
function with a continuous C~teaux differential 0~. Suppose that 
(i) B : X --~ 2 X is a strongly accretive mapping with strongly accretive constant k E (0, 1), 
(ii) 0o2 o g : X --+ X is accretive. 
For any given f E X ,  define a mapping S : X --+ 2 x as follows: 
Sx  = f + x - (Bx + 0~(g(x))),  V x e X. 
For any given xo E X ,  the Ishikawa iterative sequence {x~} with errors defined by 
y~ = (1 - /7~)x~ + flns~ + v~, 3 s~ E Sx,~, - n = 0, 1, 2 , . . . ,  (3.2) 
where {~} and {~} are two sequences in [0, 1], {~},  {~},  and {~.} are t~ee sequences in X 
satisfying the following conditions: 
l im I1~-II  = ~i% I lvnl l  = l im c~ =- l im Z~ = O, 
n,,--~ oo  r~ --~.o~ ?'l,--@ oo  
~ (3.3) 
n=0 n=0 
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ff {tn} and {sn} ere bounded, then {Xn} converges strongly to the unique solution x* E X of 
problem (1.1). 
PROOF. Since B is weakly Hausdorff lower semicontinuous, it follows from Lemma 2.1 that B 
admits a continuous election p. From Conditions (i), (ii), and Lemma 2.3, we know that p+O~og : 
X --* X is a continuous strongly accretive mapping and it follows from Theorem 13.1 of [19] 
that p + 0~ o g is surjective. Therefore, for any given f ,  the equation f = (p + O~ o g)(x) has a 
solution x* C X. This implies that x* = f+x*-(p(x*)+O~(g(x*))) E f+x*-(Bx*+O~(g(x*))),  
i.e., x* C Sx*. Since X is reflexive, it follows from Lemma 2.4 that x* is also a solution of 
problem (1.1). It is easy to show that x* is the unique solution of problem (1.1). 
Now we prove that the sequence {x,~} defined by (3.2) converges trongly to x*. Set 
oo 
M = [Ixo -x* [ I  + sup {[It,~ -x* l l  + I I~ l [  : n ~ O} + ~ II~nll, 
n=0 
d -- M + sup {llsn - x*ll: n > 0} + sup{llvnll : n _ 0}. 
(3A)  
Obviously, M < +ec and d < +oc. Now we show that for all n > 0, 
Iixn - x*ll _< M,  Ily,, - x*ll _< d. (3.5) 
First, we prove that for all n _> 2, 
n--1 n--2 n--1 
IIx,~ - x*l l  _< 1- I (1  - s , ) I l xo  - x*l l  + ~ 1-[  (1 - ai)sj (lltJ - x*l l  + II~jll) 
i=O j=O i= j+ l  
n -2  n -1  
+s~_~ (l ltn-1 - x*ll + Ilur~-lll) + ~ 1F-[ (1 - 01~)11~Jll + I lWn-l l l .  
j=0 i= j+ l  
(3.6) 
In fact, it follows from (3.2) that 
I1=1 - x*lr = 
IIx= - ~:*tl = 
I1(1 - 01o) (xo - x*)  + so (to - x*)  + so lo  + woll 
(1 -01o) I l xo  -x* l l  + So (llto -x* l l  + I1~o11) + Ilwoll, 
I1(1 - 01~) (x~ - x*)  + s~ (t l  - x*)  + ol11/, 1 Jr- will  
(1 -~) I l x l  -x* l l  +s l  (llt~ -x* l l  + t1~11) + I1~11[ 
< (1 - S l ) (1  - a0) I1~0 - x*ll + (1 - sl)So (lit0 - x*ll + Ilu011) 
+ (1 -011)11~o11 + 011 ([Ih -x*f l  + IlullD + Ilwlll 
= (1 - 011)(1 -So) I l xo  - z*II + (1 - 011)01o ([[~o - -  ~*11 + II~oll) 
+ s~ (llt~ - =*11 + I I~ l l )  + (1 - sl)llw011 + I1~111. 
Suppose that (3.6) is true for n = k (k > 2). Then for n = k + 1, we have 
Ilxk+l - x*ll = I1(1 - ak)  (xk - x*) + ak( tk  -- z*)  + skuk  + ~okll 
< (1 --ak)Ilxk -x* l l  +sk (]ltk -x* l l  + Ifukll) + Ilwkll 
k-1  
(1 -- ak) H(1  -- s i ) [ ]Xo  -- x* l l  
i=0  
k-2  k--1 
+ (1 - sk) E H (1 - si)sj (lltJ - x* l l  + I I~j l l )  
j=O i= j+ l  
k--2 k--1 
+ (1 - s~)sk-i ( l l tk -1  - x* l l  + I lUk - l i l )  + (1 - sk )  E H (1 - s~) l l~J l l  
j=O i= j+ l  
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+ (1  - ~k) l lwk- l l l  + ~k (llt~ - x*l] + I1~11) + I I~ l l  
k k--1 k 
= 1-I(1 - ~) I1~o - ~*11 + ~ H 0 - ~,)~J  (] lq - x*l l  ÷ II~Jll) 
i=0  j~-O i=j+l 
k-1  k 
d=o ~=9"+1 
This implies that (3.6) is true for all n _> 2. 
Next, we prove that (3.5) is true. In fact, for n = 0, 1, it follows from (3.2) and (3.4) that (3.5) 
is true. For n > 2, from (3.2) and (3.6), we have 
n--1 n- -2  n--1 
I1~,, - x* l l  <_ H(1  - ~ , ) I l xo  - ~*11 + ~ H (1 - ~)~j  ( l l t j  - ~*11 + 11~511) 
i=0  j=0 i= j+ l  
n- -2 n--1 
+ ~,~-~ ( l l tn-~ - ~*11 + I1~,~-111) + ~:  H (1 - ~) l l~ j l l  + I1~,~-~11 
j=0 i=j+l 
_<l l zo -x* l l+  1-I  (1 -a{)ay+an_ l  sup{lltk-x*ll+llukll:k>__o} 
kJ=O ~=j+l 
(x) 
+ ~ ]1~11 
k=O 
oo 
- l ifo - x*l l  + sup {l lt~ - x*l l  + I I~ l l :  k > o} + ~ IIw~ll 
k=O 
< M, 
Ily,~ - x* II = I10 - ~)  (~ - ~*) + ~ (~ - ~*) + ~l l  
_< (1 - fin)II~,~ - ~*11 +~ I1~ - ~*11 + IIv,~ll 
<d.  
By induction, we can conclude that (3.5) is true for all n k 0. 
Since the normalized uality mapping J is single-valued, it follows from (3.2) and Lemma 2.5 
that 
I I~=+~ - ~*l l  = = II(1 - ~,~) (~,~ - ~*)  ÷ ~ (t,~ - ~ , )  + ~,~,~ + w~l] = 
___ (1 - ~n)  2 I Ix~ - ~*l l  2 + 2~,~ (en - ~* ,  J (x ,~+l  - x*) )  
+ 2~ (~, J (x~+~ - ~*)) + 2 (~n, ; (~,~+1 - ~*)> 
_ (1 - ~,~)~ 11~ - ~*IL ~ + 2~ <t~ - x* ,  j (,y,~ - x*)> (3.7)  
-F 20~ n <]~n - -  X*,  J (Xn+ 1 - -  X*) - -  J (Yn -- X*)) 
+ 2~nll~,~ll II~:n+~ - ~*11 + 211~,,1111Xn+l - ~*ll 
< (1 - ~,~)~ I1~,~ - x*l l  2 + 2~n (t,~ - ~* ,  J (y,,  - ~*)> 
+ 2~,~gn + 2M~,~ll~nl l  + 2MII~,~II,  
where g,, = IIt,~ - x*l l l l  J (~,~+l - x*)  - G(y,~ - ~*)11. 
Since B + 09~ o g is a strongly accretive mapping with a strongly accretive constant k E (0, 1), 
it follows that 
(t~ - ~*, j (yn - ~*))  _< (1 - k)I lY~ - ~,11 ~. 
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Further, from (3.2) and Lemma 2.5, we obtain 
I ly. - ~*11 ~ = I1(1 - Z~) (x~ - z* )  + an (sn - x*)  + v.II ~ 
_< (1 - ;~n) 2 IlXn --  :~*ll 2 ÷ 2;~,~ (S,~ -- X* ,  J (Yn --  X* ) )  + 2 (~n, J (Y,~ -- X* ) )  
---< I lx,, - ~:*11 ~ + 2~,~ I1~,~ - x* l l  IlYn --  :~*ll ÷ 211v,~tl IlYn - -  x* l ]  
-< I [~ - x* l l  ' + 2~,.d 2 + 2 d l lvn l l .  
Substituting the above expression into the preceding expression, we have 
(tn - x*, Y(Yn - x*)> < (1 - k)llx n - x*l] 2 + 2(1 - k)/3nd 2 + 2(1 - k) d]lvnll. 
Now we show that gn ~ 0. In fact, it follows from (3.2) that 
I lXn+l  -- X* -- (Yn -- X*) I I  = I lx ,~+l - Ynll 
Since {xn}, (t~}, and {s~} are bounded, from (3.3) and (3.9), we know that 
(3.8) 
(3.9) 
The uniform continuity of J implies that gn ~ 0. By (3.7) and (3.8), we have 
Hx,~+~ - ~*ll 2 _< (1 - ~ . )~ JIxn - x*ll ~ + 2~(1  - k)JJ~n - ~*J] ~ + 4~(1  - k )~ d 2 
+ 4an(1 - k) dl[vn][ + 2angn + 2anMllunl[ + 2Ml]w~[I 
= (1 + a2n - 2aj~) I I~  - ~*ll ~ 
(3 .1o)  
+ 2an (2(1 - k)~n d 2 + 2(1 - k) dllvnll + gn + Mllunl]) + 2M]]w,]] 
= (1 - ~nk  + ~(~n - k)) I I~n - ~*11 ~ 
+ 2~n (2(1 - k)~n d 2 + 2(1 - k) dllvn]l + g~ + Mllu~ll) + 2Ml[wnll. 
Since an -~ 0(n -~ +c~), there exists no such that for all n > no, a~ < k. It follows from (3.10) 
that 
t lXn+l  - x* ] l  2 < (1 - ask)I lxn - x* l l  ~ 
(3.11) 
+2an [2(1 - k)fln d 2 + 2(1 - k) dllvn] ] + gn + Ml]unJl] + 2MJlwn]]. 
Set 
I[xn - x*l[ = an = bn, t~ = an, % = 2Ml[wnl[ , ¢(t) -= kt, 
An = 2 [2(1 - k )~nd 2 + 2(1 - k)dllvnH +g~ + MJf~nf l ] .  
Then (3.11) can be rewritten as follows: 
Vt e [0, c~), 
an+12 < an2 _ tn¢(bn)bn + Antn + Cn 
and {an}, {bn}, {c~}, {An}, and {t~} satisfy the conditions of Lemma 2.6. Thus, we know 
that an ~ 0, i.e., xn --* x* as n --* oo. This completes the proof. 
THEOREM 3.2. Let X be a reM reflexive smooth Banach space, B : X --~ CB(X) ,  g : X --~ X*  
and (fl : X* ~ R U {+oo} be a function with a continuous G~teaux differentiM 09~. Suppose that 
(i) B is H-uni formly continuous C-strongly accretive and ¢(r) --+ +c~(r --+ +0o); 
(ii) 09~ o g : X ~ X is uniformly continuous and accretive. 
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For any given f E X, define the mapping S : X --~ CB(X)  by 
Sx = f - (Bx + O~(9(x)) ) + x, Vx E X. 
For any given xo E X, the Ishikawa iterative sequence {xn} with errors is defined as follows: 
xn+l = (1 -an)xn  +antn  +anun +wn, 3tn E Sy,~, 
Yn = (1 - t3n)x~ + j3~sn + vn, 3 sn E Sxn, S 
n = 0,1,2, . . . ,  (3.12) 
where {an} and {fl,~} are two sequences in [0, 1], {u,}, {wn), and {vn} are three sequences in X 
satisfying the following conditions: 
lim [lUn[I = l i ra  Ilv~ll = lira an = lira ~,~ = O, 
n- - '+  oo  ~q, - -+~ 71,-,--4 oo  ~'l,....~ c~3 
oo  oo  
a,~ = +oo, ~ II~nll < +~.  
r~=O n=O 
(3.13) 
If {tn} and {Sn} are bounded, then {xn} converges trongly to the unique solution x* E X of 
problem (1.1). 
PROOF. It follows from Conditions (i), (ii), Lemmas 2.2, and 2.3 that the mapping B+O~oog is C- 
strongly accretive and S is H-uniformly continuous C-strongly pseudocontractive. By Lemma 3.1, 
there exists a unique point x* E X such that f E (Bx* + Op(g(x*))). This implies that x* is the 
unique fixed point of S. From Lemma 2.4, we know that problem (1.1) has a unique solution x*. 
Now, we prove the sequence {Xn} defined by (3.12) converges strongly to x*. Set 
M = I1~o - ~*[I + sup {lltn -- x*ll + []u~[[ : n k o} + ~ I I~ l l ,  
r~O 
d-  M + sup {lIsn - x*ll : n > O} + sup{lIvnll : n > 0}. 
(3.14) 
Obviously, M < +oo and d < +oc, it follows from the proof of Theorem 3.1 that for all n >_ 0, 
IIx,~ - x*ll ~ M,  Ilyn - x*li ~ d. (3 .15)  
For each n _> 0, since tn E Sy~ E CB(X)  and Sxn+l E CB(X) ,  by Nadler [20], there exists g~+l 6 
Sxn+z such that 
[]tn - ~n+l[, <_ ( l  + l ) H (Sy~,Sx~+l). (3.16) 
It follows from (3.12) and Lemma 2.5 that 
I Ix~+l - x ' i ]  2 = I1(1 - a~) (xn  -- x*)  ÷ an(tn  -- x* )  ÷ an~ + ~nll 2 
<_ (1 - an)2llxn - x*ll ~ + 2an(tn - x*, J(xn+l - x*)) 
+ 2an<un, J(Xn+l - -  X*)) + 2<Wn, J(xn+l - x*)> 
= (1 - an)21 i~n -- ~'11 ~ + 2a,~<t,~ --  ~n+l ,  J (~n+~ -- ~*)) 
+ 2a~ (~n+l - x*, J(xn+z - x*)) 
+ 2O~n<Un, J(xn+i - x*)} + 2(Wn, J(zn+i - x*)). 
(3.17) 
Since S is C-strongly pseudocontractive, w  know that 
(En+l -x* , J (xn+l -x* )> ~ I lxn+l- x*l[2- ¢(l[Xn+l--X*II)I[X~+I--X*II. (3.18) 
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From (3.15)-(3.18), we have 
Ilxn+~ - x*l l  2 _< (1 - ~,~)~ Ilxn - x*l l  ~ + 2anM lit,, - ~,,+~11 + 2~,~ I[Xn+l - z*l l  ~ 
- 2an¢ ([[x,~+l - ~*11)Ilxn+~ - x*l l  + 2~,~MIl~nl l  + 2MII~,~II 
<_ (1-a,`)2[[Zn - X*]12 + 2a,~M (l + l  ) H (Sy,,,SXn+l) 
+ 2~ Uxn+l - x*ll 2 
- 2a~¢ ( [ ]x ,`+l  - z* [ [ ) I [Xn+I  -- X*]] + 2anM[ lun l [  + 2M[]w~[[ .  
(3.19) 
Since 5,` -4 0 as n ~ 0% there exist no and K > 0 such that 
1 
0 < ~  <K,  Vn_>no. 
1 - 2ar~ 
(3 .20)  
Combining (3.19) and (3.20), we have 
IIx~+l - x*ll = ~ (1 - a~) 2 2a,~ 1- -2T~ I Ix , ` -x* l l=  1:~,~ ¢(ll=,`+l-x*ll)[Ix"+l-z*ll 
2a~ 2M 
+ 1 - 2a-------7 (Mr  + MIlu~,) + 1 - 25-----7 Uw~ll 
2~,` ¢ ( l l x , `+~-~* l l )  IIx,`+~ -~*11 < I lxn -x* l l  2 1 - ~ 
a,~ 2M 
+ 1 - 2c~-----~ (an + 2Mg~ + 2MIlunl l )  + 1 - 2~-----~ Ilw,~ll 
_< II~n - =*11 ~ - 2~,~¢ (l lxn+~ - x* l l ) I Ix ,`+~ - x*l l  
a~ 2M 
+ 1 - 2a-------~ (~ + 2My + 2Mllu,`[I ) + 1 - 2a------: II~nll 
_< II=n - x*l l  2 - 2~,~¢(1lx,~+1 - x* l l ) l lx ,~+~ - x*l l  
+ a_.______~__~ (~ + 2Mg~ + 2Ml lu , ` l l )  + 2MKIIw~II, 
1 - 2an 
(3.21) 
where fn = (1 + (1/n))H(Sym Sx,`+I). 
Next, we prove that g~ -4 0 as n --* oo. In fact, it follows from (3.12) and (3.13) that 
(3 .22)  
Since S is H-uniformly continuous, (3.22) implies that g~ --* 0 as n --* oe. 
Setting 
a,`=b,`_l=[ix,`-x*[],  tn = 2~,~, 
1 
(a,` + 2Mg~ + 2M[[u~[]), c,` = 2Mf][Wn[I, 
2(1 2a,`) 1 
then (3.21) can be rewritten as follows: 
an+12 <_ a,` 2 _ t~¢(b~)b,` -F Ant~ + cm 
and {a,`}, {b,`}, {c~}, {t,`}, and {A,~} satisfy the conditions of Lemma 2.6. Thus, we know 
that an -4 0, i.e., xn -4 x* as n -4 oo. This completes the proof. 
REMARK 3.1. Theorems 3.1 and 3.2 extend and improve the corresponding results in [1,2]. 
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