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Abstract
Spiked Models in Wishart Ensemble
A dissertation presented to the Faculty of
the Graduate School of Arts and Sciences of
Brandeis University, Waltham, Massachusetts
by Dong Wang
The spiked model is an important special case of the Wishart ensemble, and a natu-
ral generalization of the white Wishart ensemble. Mathematically, it can be defined
on three kinds of variables: the real, the complex and the quaternion. For practi-
cal application, we are interested in the limiting distribution of the largest sample
eigenvalue.
We first give a new proof of the result of Baik, Ben Arous and Pe´che´ for the
complex spiked model, based on the method of multiple orthogonal polynomials by
Bleher and Kuijlaars. Then in the same spirit we present a new result of the rank 1
quaternionic spiked model, proven by combinatorial identities involving quaternionic
Zonal polynomials (α = 1/2 Jack polynomials) and skew orthogonal polynomials.
We find a phase transition phenomenon for the limiting distribution in the rank
1 quaternionic spiked model as the spiked population eigenvalue increases, and rec-
ognize the seemingly new limiting distribution on the critical point as the limiting
distribution of the largest sample eigenvalue in the real white Wishart ensemble.
Finally we give conjectures for higher rank quaternionic spiked model and the real
spiked model.
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Chapter 1
Introduction
1.1 Wishart distribution
The Wishart distribution is a multivariate generalization of the χ2 distribution. The
χ2 distribution is defined by the normal distribution. The normal distribution is
well known as a distribution of one real variable. However, in this thesis we study
statistics of three kinds of variables: real, complex and quaternion. Thus we begin
the thesis with a review of the normal distribution of all the three kinds of variables.
All results for real variables are standard, see e.g. [22]; for complex variables, see [13];
for quaternion variables, see [4].
1.1.1 Normal distribution
The normal distribution of a real variable with mean µ and variance σ2 is defined by
the probability density function (p.d.f.)
P (x) =
1√
2piσ
e−
(x−µ)2
2σ2 . (1.1)
1
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When we study the distribution of a complex variable z, we can view it as two
possibly dependent real variables x and y, which are its real and imaginary parts:
z = x+ iy. The definitions of mean and variance is similar to those of real variables:
E(z) = E(x) + E(y), (1.2)
var(z) = E((z − E(z))(z − E(z))) = (E(x2)− E2(x)) + (E(y2)− E2(y))
= var(x) + var(y). (1.3)
The normal distribution of a complex variable z with mean µ and variance σ2 is
defined by the p.d.f.
P (z) =
1
piσ2
e−
(x−<(µ))2+(y−=(µ))2
σ2 =
1
piσ2
e−
|z−µ|2
σ2 , (1.4)
so that x and y are independent real variables in normal distribution with means
<(µ) and =(µ) respectively, and identical variance σ2/2.
A quaternion variable u has 4 real parts: u = x + iy + jz + kw. The definitions
of mean and variance is similar to (1.2) and (1.3): 1
E(u) = E(x) + iE(y) + j E(z) + k E(w), (1.5)
var(u) = E((u− E(u))(u− E(u))) = var(x) + var(y) + var(z) + var(w). (1.6)
The normal distribution of a quaternionic variable u with mean µ and variance σ2 is
defined by the p.d.f.
P (u) =
1
pi2σ4/4
e
− |u−µ|2
σ2/2 , (1.7)
so that the 4 parts, x, y, z and w are independent real variables in normal distribution
with means the corresponding parts of µ and identical variance σ2/4.
1In this thesis we use the same notations of conjugation and norm for both complex and quater-
nion variables. For quaternions, x+ iy + jz + kw = x − iy − jz − kw and |x + iy + jz + kw| =√
x2 + y2 + z2 + w2.
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1.1.2 χ2 distribution
The χ2 distribution, like the normal distribution, can be defined for all the three
kinds of variables. Let x be a random variable in normal distribution with mean 0
and variance σ2, and we take k independent measurements of x, with results x1, . . . ,
xk, which are accordingly random variables with identical independent (i.i.d.) (0, σ
2)
normal distribution. If we define the random variable
s =
k∑
j=1
|xj|2, (1.8)
then s/σ2 is in the χ2k distribution, i.e., chi-square distribution with parameter k.
No matter for what kind of variables χ2k distribution is defined, it is the distribution
of a real random variable with support [0,∞). However, the p.d.f.s of χ2k are not
identical for the three kinds of variables:
• The p.d.f. of χ2k for a real variable:
P (x) =
(1/2)k/2
Γ(k/2)
x
k
2
−1e−
x
2 . (1.9)
• The p.d.f. of χ2k for a complex variable:
P (x) =
1
Γ(k)
xk−1e−x. (1.10)
• The p.d.f. of χ2k for a quaternion variable:
P (x) =
4k
Γ(2k)
x2k−1e−2x. (1.11)
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1.1.3 Multivariate normal distribution
The normal distribution has multivariate versions for all the three kinds of variables.
The n-variate random variable is represented by an n-dimensional column vector
X = (x1, . . . , xn)
T , where xj’s are possibly correlated random variables. The variable
in the multivariate normal distribution has a mean µ, which is an n-dimensional
column vector, and a covariance matrix Σ, which is a positive defined symmetric,
Hermitian or quaternionic Hermitian matrix 2, depending on which kind of variables
we consider. They are given by
µj = E(xj), (1.12)
Σij = cov(xi, xj), (1.13)
where for any kind of variables,
cov(x, y) = E((x− E(x))(y − E(y))), (1.14)
with the overline meaning conjugation for complex and quaternion variables and the
identity for real variables.
Conversely, µ and Σ determines the p.d.f. of X, by slightly different formulas for
the three kinds of variables:
• The p.d.f. of an n-variate real normal variable:
P (X) =
1
(2pi)n/2 det(Σ)1/2
e−
1
2
(X−µ)TΣ−1(X−µ). (1.15)
2The definition of a quaternionic Hermitian matrix (aij)1≤i,j≤N is similar to that of a Hermitian
matrix: (1) Diagonal aii’s are real numbers. (2) Strictly upper-triangular entries aij ’s with i < j
are arbitrary quaternions. (3) aij = aji for strictly lower triangular entries aij with i > j.
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• The p.d.f. of an n-variate complex normal variable:
P (X) =
1
pin det(Σ)
e−(X−µ)
T
Σ−1(X−µ). (1.16)
• The p.d.f. of an n-variate quaternion normal variable:
P (X) =
1
(pi/2)2n det(Σ)2
e−2(X−µ)
T
Σ−1(X−µ). (1.17)
We need to take notice that the determinant is not well defined for quaternion
matrices due to the noncommutativity of quaternions. Here since Σ is a quaternionic
Hermitian matrix with positive real eigenvalues σ1, . . . , σn, we define
det(Σ) =
n∏
j=1
σj. (1.18)
1.1.4 Wishart distribution
Now we can define the Wishart distribution, which is similar to the χ2 distribution.
Let X be an N -variate random variable in the normal distribution with mean 0 and
covariance matrix Σ, and we take M independent measurements of X with result X1,
. . . , XM , which are accordingly random variables with i.i.d. (0,Σ) normal distribution.
If we let the N ×M matrix X be the juxtaposition of Xj’s: X = (X1 :, . . . , : XM),
then we say that the N2-variate random variable
S =
1
M
XX¯T (1.19)
has the Wishart distribution WN(M,Σ) with M degrees of freedom and covariance
matrix Σ.
Given M and Σ, we have explicit formulas of p.d.f.s of S for all the three kinds of
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variables. Since the spaces of N×N real symmetric, Hermitian and quaternionic Her-
mitian matrices are Euclidean spaces with dimensions N(N−1)/2, N2 and N(2N−1)
respectively, we take the usual definition of the measure: For S = (spq) real symmetric,
dS =
∏
1≤q≤p≤N dspq. For S = (spq) Hermitian, dS =
∏N
r=1 dsrr
∏
1≤q<p≤N d<spqd=spq.
For S = (spq) quaternionic Hermitian and spq = xpq+iypq+jzpq+kwpq for off-diagonal
entries, dS =
∏N
r=1 srr
∏
1≤q<p≤N dxpqdypqdzpqdwpq. To make the support of S be the
full positive definite cone of the space of real symmetric matrices, Hermitian matrices
or quaternionic Hermitian matrices, we require that M ≥ N .
• The p.d.f. of the real Wishart distribution WN(M,Σ):
P (S)dS =
1
2MN/2piN(N−1)/4(det Σ)M/2
∏N
j=1 Γ((M − j + 1)/2)
e−
1
2
Tr(Σ−1S)(detS)(M−N−1)/2dS. (1.20)
• The p.d.f. of the complex Wishart distribution WN(M,Σ):
P (S)dS =
1
piN(N−1)/2(det Σ)M
∏N
j=1 Γ(M − j + 1)
e−Tr(Σ
−1S)(detS)M−NdS.
(1.21)
• The p.d.f. of the quaternion Wishart distribution WN(M,Σ):
P (S)dS =
22MN
piN(N−1)(det Σ)2M
∏N
j=1 Γ(2(M − j + 1))
e−2<Tr(Σ
−1S)(detS)2(M−N)+1dS. (1.22)
Here we should take note that although Tr(Σ−1S) is automatically real for Σ and S
to be real symmetric or complex Hermitian matrices, we need to take the real part
explicitly in the quaternionic case due to the noncommutativity.
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1.2 Spiked models of Wishart ensemble
In statistics, the eigenvalues σ1, . . . , σN of the covariance matrix Σ in the multivariate
normal distribution are called population eigenvalues. They are of importance in
principal component analysis.
Let X be a centralized N -variate random variable, which means its mean is 0.
Under the assumption that X has the (multivariate) normal distribution, how can we
determine its population eigenvalues by results of measurements?
In the N = 1 case, it is equivalent to find the variance σ2. If we make k indepen-
dent measurements and get results x1, . . . , xk, we have the random variable s defined
in (1.8), and it is easy to find that s/k approaches σ2 almost surely as k →∞.
For general N , if we make M measurements and get results X1, . . . , XN , we have
the N ×N random matrix S defined in (1.19), which is called the sample covariance
matrix in statistics. The multivariate counterparts of s are the eigenvalues λ1, . . . ,
λN of S, which are called sample eigenvalues in statistics. A celebrated result of
Anderson [3] states that if M  N , the sample eigenvalues are good approximations
of the population eigenvalues.
However, if M is not much greater than N , say, both N and M are large, and
M/N = γ2 ≥ 1, then the sample eigenvalues fail to approximate the population
eigenvalues. For example, if σj’s are identically 1, Marcˇenko and Pastur proved [20]
Proposition 1.1 (Marcˇenko-Pastur law). When Σ = I, as M,N → ∞ such that
M/N → γ2 ≥ 1, the limiting density of the sample eigenvalues λi in the complex
Wishart ensemble is given by
1
N
#{λj|λj ≤ x} → H(x), (1.23)
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where (b1 = (1− γ−1)2 and b2 = (1 + γ−1)2)
H(x) =

0 x < b1∫ x
b1
γ2
2pit
√
(t− b1)(b2 − t) b1 ≤ x ≤ b2
1 x > b2
. (1.24)
Actually the proof of Marcˇenko and Pastur is only for real and complex vari-
ables. However, their proof can be transplanted to the quaternion case without much
difficulty.
In this thesis, if the covariance matrix Σ is given, we call the distribution of the
sample eigenvalues λ1, . . . , λN the Wishart ensemble. It is easy to see that the
Wishart ensemble is completely determined by the population eigenvalues σ1, . . . , σN
and the number of measurements M . The Marcˇenko-Pastur law gives the density of
the sample eigenvalues in the Σ = I Wishart ensemble, which is commonly called the
white Wishart ensemble 3.
The general problem of getting information about σj’s from properties of the
Wishart ensemble is far too difficult. We begin with the hypothesis testing problem:
For Σ and Σ′ with different population eigenvalues, can we tell the difference between
the corresponding Wishart ensembles? In the simplest case, the eigenvalues of Σ are
identically 1, and we get the white Wishart ensemble; most eigenvalues of Σ′ are 1
while the other r sample eigenvalues are 1 + α1, . . . , 1 + αr, with αj’s real numbers
greater than −1, and we call the corresponding Wishart ensemble the spiked model
of rank r. Now the question is: Can we tell the spiked model from the white Wishart
ensemble?
The density of sample eigenvalues fails to detect the difference, since the proof of
3In the random matrix theory literature, the real white Wishart ensemble is called the Laguerre
orthogonal ensemble (LOE), and the complex and quaternionic white Wishart ensembles are called
the Laguerre unitary ensemble (LUE) and the Laguerre symplectic ensemble (LSE).
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Marcˇenko and Pastur implies the stronger result [20]:
Proposition 1.2. Let r be a fixed positive integer and α1, . . . , αr fixed real numbers
greater than −1. When M,N → ∞ such that M/N → γ2 ≥ 1, and the population
eigenvalues are 1 + α1, . . . , 1 + αr and all others identically 1, for all the three kinds
of variables, the limiting density of the sample eigenvalues λj’s in the rank k spiked
model is given by
1
N
#{λj|λj ≤ x} → H(x), (1.25)
where H(x) is defined in (1.24), the same as that in the white Wishart ensemble.
However, if some population eigenvalues are large, the limiting distribution of
the largest sample eigenvalue may change. First, we have a complete result for the
limiting distribution of the largest eigenvalue in the white Wishart ensemble. Unlike
the limiting density, these limiting distributions for the three kinds of variables are
different [9], [15], [16].
Proposition 1.3 (GOE, GUE and GSE Tracy-Widom distributions). When Σ = I,
as M,N → ∞ such that M/N → γ2 ≥ 1, the largest sample eigenvalue max(λ)
approaches (1 + γ−1)2 almost surely for all the three kinds of variables. However, the
limiting distributions for these three kinds of variables are different.
• For real variables, the limiting distribution of max(λ) is the GOE Tracy-Widom
distribution, after proper rescaling: 4
lim
M→∞
P
(
(max(λ)− (1 + γ−1)2) · γM
2/3
(1 + γ)4/3
< T
)
= FGOE(T ). (1.26)
• For complex variables, the limiting distribution of max(λ) is the GUE Tracy-
4By M →∞, we mean “M,N →∞ and M/N = γ2.
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Widom distribution, after proper rescaling:
lim
M→∞
P
(
(max(λ)− (1 + γ−1)2) · γM
2/3
(1 + γ)4/3
< T
)
= FGUE(T ). (1.27)
• For quaternion variables, the limiting distribution of max(λ) is the GSE Tracy-
Widom distribution, after proper rescaling:
lim
M→∞
P
(
(max(λ)− (1 + γ−1)2) · γ(2M)
2/3
(1 + γ)4/3
< T
)
= FGSE(T ). (1.28)
We have explicit formulas for these probability functions [28], [29]:
FGOE(ξ) =e
− 1
2
R∞
ξ (x−ξ)q2(x)dxe−
1
2
R∞
ξ q(x)dx, (1.29)
FGUE(ξ) =e
− R∞ξ (x−ξ)q2(x)dx, (1.30)
FGSE(ξ) =
1
2
e−
1
2
R∞
ξ (x−ξ)q2(x)dx
(
e−
1
2
R∞
ξ q(x)dx + e
1
2
R∞
ξ q(x)dx
)
, (1.31)
where q(x) is a solution to the Painleve´ equation
q′′(x) = xq(x) + 2q3(x), (1.32)
with
q(x) ∼ Ai(x) as x→ +∞. (1.33)
Here Ai(x) is the Airy function, whose definition will be given in (1.62).
It is worth noticing that although all previous statements for the three kinds of
variables are parallel, the three-fold symmetry breaks down and our statements for
the three kinds of variables are going to bifurcate. Despite their similarity in analytic
form, FGUE is most naturally defined by a Fredholm determinant while FGOE and FGSE
are most naturally defined by Fredholm Pfaffians, and the derivations of FGOE and
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FGSE are somehow similar to each other, and requires more work than the derivation
of FGUE [21].
Now the goal is to get the limiting distribution of the largest eigenvalue in spiked
models of the three kinds of variables. For the complex variables, Baik, Ben Arous
and Pe´che´ got the complete result for any finite rank k [6]. In this thesis we derive
their result by a different approach and are going to get that limiting distribution for
the rank 1 quaternionic spiked model. It is desirable to find the counterpart limiting
distribution for the rank 1 real spiked model. However, it seems that the symmetry
between real and quaternion variables breaks again, and such a result is unattainable
by the method in this thesis.
1.3 (Generalized) Zonal polynomials
From the p.d.f.s of the Wishart distributions (1.20)–(1.22) for the three kinds of
variables, we can get the p.d.f.s of sample eigenvalues λ = (λ1, . . . , λN) by the Weyl
integration formula, or more directly, by calculating Jacobians. Since we do not need
explicit formulas of the normalization constants, we simply write “C” from now on.
The derivation for real variables is in [22]
• The p.d.f. of the sample eigenvalues in the real Wishart ensemble:
P (λ) =
1
C
|V (λ)|
N∏
j=1
λ
(M−N−1)/2
j
∫
O(N)
e−
M
2
Tr(Σ−1OSO−1)dO. (1.34)
• The p.d.f. of the sample eigenvalues in the complex Wishart ensemble:
P (λ) =
1
C
V (λ)2
N∏
j=1
λM−Nj
∫
U(N)
e−M Tr(Σ
−1USU−1)dU. (1.35)
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• The p.d.f. of the sample eigenvalues in the quaternion Wishart ensemble:
P (λ) =
1
C
V (λ)4
N∏
j=1
λ
2(M−N)+1
j
∫
Sp(N)
e−2M<Tr(Σ
−1QSQ−1)dQ. (1.36)
Here V (λ) =
∏
1≤i<j≤N(λi−λj) is the Vandermonde, and the integrals in (1.34)–(1.36)
are over orthogonal, unitary and compact symplectic groups with Haar measures
respectively. To go further in our analysis, we need to evaluate these integrals.
It is well know among statisticians that we can expand the integral in (1.34)
by Zonal polynomials [22]. To define Zonal polynomials, and their counterparts for
complex and quaternion variables, we need some preliminary definitions.
Definition 1.1. [19] A partition κ of k is a sequence κ = (κ1, κ2, . . . , κl) where κj ≥ 0
are weakly decreasing and
∑l
j=1 κj = k. We denote this by κ ` k.
For example, κ = (2, 2, 1) is a partition of 5. The number of nonzero parts of κ is
called the length of κ, denoted as l(κ). If we drop the weakly decreasing condition,
we call the sequence a general partition.
If κ and κ′ are two general partitions of k, we say κ < κ′ if for some index j,
κi = κ
′
i for i < j and κj < κ
′
j. For example,
(2, 1, 1, 1) < (2, 2, 1) < (3, 2). (1.37)
If κ ` k is a general partition with l(κ) = l, we define the monomial of degree k
xκ = xκ11 x
κ2
2 . . . x
κl
l (1.38)
and say xκ
′
is of higher weight than xκ if κ′ > κ.
We need another definition of Laplacians ∆Rx , ∆
C
x and ∆
H
x [25]:
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Definition 1.2. For N variables x = (x1, . . . , xN), we define
∆Rx =
N∑
j=1
x2j
∂2
∂2x2j
+
N∑
i=1
i 6=j
x2j
xj − xi
∂
∂xj
, (1.39)
∆Cx =
N∑
j=1
x2j
∂2
∂2x2j
+ 2
N∑
i=1
i 6=j
x2j
xj − xi
∂
∂xj
, (1.40)
∆Hx =
N∑
j=1
x2j
∂2
∂2x2j
+ 4
N∑
i=1
i 6=j
x2j
xj − xi
∂
∂xj
. (1.41)
Now we can give a definition of Zonal polynomials and their counterparts, complex
Zonal polynomials and quaternionic Zonal polynomials [18].
Definition 1.3. For N variables x = (x1, . . . , xN), a nonnegative integer k and a
partition κ ` k, we have the unique Zonal polynomial Zκ(x), complex Zonal poly-
nomial Cκ(x) and quaternionic Zonal polynomial Qκ(x), which are all symmetric,
homogeneous polynomials of degree k in xj’s such that
• The highest weight term in Zκ(x) (Cκ(x), Qκ(x)) is xκ.
• Zκ(x) (Cκ(x), Qκ(x)) is an eigenfunction of the Laplacian ∆Rx (∆Cx , ∆Hx ).
• ∑
κ`k
Zκ(x) =
∑
κ`k
Cκ(x) =
∑
κ`k
Qκ(x) = (x1 + · · ·+ xN)k. (1.42)
Form the highest weight property of Zκ(x) (Cκ(x), Qκ(x)), we have
Fact 1.1. For any N and κ ` k,
Zκ(x) = Cκ(x) = Qκ(x) = 0 if l(κ) > N. (1.43)
Latter we apply the notation Zκ(X) to mean Zκ(x1, . . . , xN) if X is an N × N
matrix with eigenvalues x1, . . . , xN , and similarly for Cκ(X) and Qκ(X).
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It can be derived from their eigenfunction property that [22], [18], [19], [14]
Proposition 1.4. Given X and Y to be N × N symmetric matrices, Hermitian
matrices or quaternionic Hermitian matrices, and IN to be the N×N identity matrix,
we have ∫
O(N)
Zκ(XOY O
−1)dO =
Zκ(X)Zκ(Y )
Zκ(IN)
, (1.44)∫
U(N)
Cκ(XUY U
−1)dU =
Cκ(X)Cκ(Y )
Cκ(IN)
, (1.45)∫
Sp(N)
<Qκ(XQYQ−1)dQ =Qκ(X)Qκ(Y )
Qκ(IN)
. (1.46)
Then by (1.42) we have
∫
O(N)
eρTr(XOY O
−1)dO =
∞∑
k=0
ρk
k!
∫
O(N)
Tr(XOY O−1)kdO
=
∞∑
k=0
ρk
k!
∑
κ`k
l(κ)≤N
∫
O(N)
Zκ(XOY O
−1)dO
=
∞∑
k=0
ρk
k!
∑
κ`k
l(κ)≤N
Zκ(X)Zκ(Y )
Zκ(IN)
,
(1.47)
and similarly
∫
U(N)
eρTr(XUY U
−1)dU =
∞∑
k=0
ρk
k!
∑
κ`k
l(κ)≤N
Cκ(X)Cκ(Y )
Cκ(IN)
, (1.48)
∫
Sp(N)
eρ<Tr(XQY Q
−1)dQ =
∞∑
k=0
ρk
k!
∑
κ`k
l(κ)≤N
Qκ(X)Qκ(Y )
Qκ(IN)
. (1.49)
Now we can state the series formulas for joint p.d.f.s for the three kinds of variables
of the Wishart ensemble:
Proposition 1.5. Let the centralized N-variate normal random variable have the
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covariance matrix Σ with population eigenvalues σ1, . . . , σN , and the number of
measurements be M ≥ N . The p.d.f. of the sample eigenvalues λ = (λ1, . . . , λN) in
the Wishart ensemble is
• For the real variable case
P (λ) =
1
C
|V (λ)|
N∏
j=1
λ
(M−N−1)/2
j
∞∑
k=0
(−M/2)k
k!
∑
κ`k
l(κ)≤N
Zκ(σ
−1
1 , . . . , σ
−1
N )Zκ(λ1, . . . , λN)
Zκ(IN)
. (1.50)
• For the complex variable case
P (λ) =
1
C
V (λ)2
N∏
j=1
λM−Nj
∞∑
k=0
(−M)k
k!
∑
κ`k
l(κ)≤N
Cκ(σ
−1
1 , . . . , σ
−1
N )Cκ(λ1, . . . , λN)
Cκ(IN)
. (1.51)
• For the quaternion variable case
P (λ) =
1
C
V (λ)4
N∏
j=1
λ
2(M−N)+1
j
∞∑
k=0
(−2M)k
k!
∑
κ`k
l(κ)≤N
Qκ(σ
−1
1 , . . . , σ
−1
N )Qκ(λ1, . . . , λN)
Qκ(IN)
. (1.52)
Remark 1.1. The Zonal, complex Zonal and quaternionic Zonal polynomials are Jack
polynomials with the parameter α = 2, 1 and 1/2 [19]. In particular, complex Zonal
polynomials (α = 1 Jack polynomials) are essentially Schur polynomials, see (2.1).
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Although in formulas (1.50)–(1.52) we get rid of integrals over Lie groups, the
number of degree k terms grows very fast as k increases, since the only restriction
l(k) ≤ N is rather weak when we consider the large N . For the general Wishart
ensemble these formulas are still impractical. However, they can be much more
powerful in spiked models.
Since in the spiked model, lots of σj’s are identically 1, we can shift coordinates
to make them identically 0, and then by fact 1.1, for rank r spiked model we need
only consider (complex, quaternionic) Zonal polynomials with index l(κ) ≤ r, since
after the coordinate shift, N − r variables are 0 and the N -variable polynomials is
equivalent to an r-variable one. For real variables the procedure is (eigenvalues of S
are λ1, . . . , λN , and eigenvalues of Σ are α1, . . . , αr, 1, . . . , 1)∫
O(N)
e−
M
2
Tr(Σ−1OSO−1)dO
=
∫
O(N)
e−
M
2
Tr(IOSO−1)e
M
2
Tr((I−Σ−1)OSO−1)dO
=
N∏
j=1
e−
M
2
λj
∫
O(N)
e
M
2
Tr((I−Σ−1)OSO−1)dO
=
N∏
j=1
e−
M
2
λj
∞∑
k=0
(M/2)k
k!
∑
κ`k
l(κ)≤r
Zκ(
α1
1+α1
, . . . , αr
1+αr
)Zκ(λ1, . . . , λN)
Zκ(IN)
,
(1.53)
since r eigenvalues of I −Σ−1 are α1
1+α1
, . . . , αr
1+αr
and the other N − r eigenvalues are
0. In this way we can simplify formulas for joint p.d.f.s of sample eigenvalues for the
three kinds of variables in the spiked model:
Proposition 1.6. Let the centralized N-variate normal random variable have the
covariance matrix Σ with r population eigenvalues 1 + α1, . . . , 1 + αr and the other
N − r population eigenvalues identically 1, and the number of measurements be M ≥
N . The p.d.f. of the sample eigenvalues λ = (λ1, . . . , λN) in the rank r spiked model
CHAPTER 1. INTRODUCTION 17
is
• For the real variable case
P (λ) =
1
C
|V (λ)|
N∏
j=1
λ
(M−N−1)/2
j e
−M
2
λj
∞∑
k=0
(−M/2)k
k!
∑
κ`k
l(κ)≤r
Zκ(
α1
1+α1
, . . . , αr
1+αr
)Zκ(λ1, . . . , λN)
Zκ(IN)
. (1.54)
• For the complex variable case
P (λ) =
1
C
V (λ)2
N∏
j=1
λM−Nj e
−Mλj
∞∑
k=0
(−M)k
k!
∑
κ`k
l(κ)≤N
Cκ(
α1
1+α1
, . . . , αr
1+αr
)Cκ(λ1, . . . , λN)
Cκ(IN)
. (1.55)
• For the quaternion variable case
P (λ) =
1
C
V (λ)4
N∏
j=1
λ
2(M−N)+1
j e
−2Mλj
∞∑
k=0
(−2M)k
k!
∑
κ`k
l(κ)≤N
Qκ(
α1
1+α1
, . . . , αr
1+αr
)Qκ(λ1, . . . , λN)
Qκ(IN)
. (1.56)
1.4 Statement of Results
1.4.1 Complex spiked model
To demonstrate the result, we need the language of Fredholm determinant. If K(x, y)
is the kernel of an integral operator from L2(R) to L2(R), then the Fredholm determi-
nant of the integral operator, which we represent by the same notation as its kernel,
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is [12]
det (I −K(x, y)) =
1− 1
1!
∫ ∞
−∞
K(x1, x1)dx1 +
1
2!
∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣∣K(x1, x1) K(x1, x2)K(x2, x1) K(x2, x2)
∣∣∣∣∣ dx1dx2 − . . .
+
(−1)n
n!
∫ ∞
−∞
. . .
∫ ∞
−∞
∣∣∣∣∣∣∣
K(x1, x1) . . . K(x1, xn)
... . . .
...
K(xn, x1) . . . K(xn, xn)
∣∣∣∣∣∣∣ dx1 . . . dxn + . . . . (1.57)
Then we can state the theorem for the complex spiked model [6]
Theorem 1.1. In the rank r complex spiked model, let non-trivial population eigen-
values be 1 + a1 < · · · < 1 + as with multiplicities respectively r1, . . . , rs, so that∑s
j=1 rj = r.
1. If −1 < as < γ−1, then the distribution of the largest sample eigenvalue is the
same as that of the complex white Wishart ensemble in proposition 1.3.
2. If as = γ
−1, then the limit and the fluctuation scale are the same as those of
the complex white Wishart ensemble, but the distribution function is
lim
M→∞
P
((
max(λ)−
(
γ + 1
γ
)2)
· γM
2/3
(γ + 1)4/3
< T
)
= FGUE rs(T ). (1.58)
3. If as = a > γ
−1, then the limit and the fluctuation scale are changed as well as
the distribution function, which is a finite GUE distribution
lim
M→∞
P
(max(λ)− (1 + a)(1 + 1
γ2a
))
·
√
M
(1 + a)
√
1− 1
γ2a2
< T
 =
Grs(T ). (1.59)
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We need to explain the distribution function FGUE rs and Grs . First, let us revisit
the distribution FGUE, which can be defined by (We abbreviate the indicator function
χ[T,∞)(x) as χ(x).) [28]
FGUE(T ) = det (1− χ(ξ)KAiry(ξ, η)χ(η)) , (1.60)
where the kernel KAiry is given by the Airy function
KAiry(ξ, η) =
∫ ∞
0
Ai(x+ t) Ai(y + t)dt, (1.61)
with [1]
Ai(x) =
1
2pi
∫ ∞epii/6
∞e5pii/6
eixz+i
z3
3 dz. (1.62)
The integral sign
∫∞epii/6
∞e5pii/6 means the integral is along an infinite arc from the direction
∞e5pii/6 to the direction ∞epii/6. (We borrow the notation from the real projective
geometry on RP 2.) It is easy to see that as x → +∞, |Ai(x)| → 0 faster than any
exponential decay. The equivalency of the Fredholm determinant representation and
the formula (1.30) is established by Tracy and Widom.
FGUE t with t = 1, 2, . . . are variations of FGUE, and are defined as [6]
FGUE t(T ) = det
(
1− χ(ξ)
(
KAiry(ξ, η) +
t∑
j=1
t(j)(ξ)s(j)(η)
)
χ(η)
)
, (1.63)
where s(j) and t(j) are variations of the Airy function, with
s(j)(x) =
1
2pi
∫ ∞epii/6
∞e5pii/6
eixz+i
z3
3
1
(iz)j
dz, (1.64)
t(j)(x) =
1
2pi
∫ ∞epii/6
∞e5pii/6
eixz+i
z3
3 (−iz)j−1dz, (1.65)
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and we require that the infinite arc for the integral of s(j) is below the pole z = 0.
We can prove that as x→ +∞, |t(j)(x)| → 0 faster than any exponential decay, and
s(j) grows slower than any exponential growth. Especially,
s(1)(x) =1−
∫ ∞
x
Ai(t)dt, (1.66)
t(1)(x) = Ai(x). (1.67)
Gt with t = 1, 2, . . . are defined as
Gt(T ) = det
(
1− χ(ξ)
(
t−1∑
j=0
1
j!
√
2pi
Hj(ξ)e
− ξ2
4 Hj(η)e
− η2
4
)
χ(η)
)
, (1.68)
where Hj’s are Hermite polynomials [27], with deg(Hj) = j and
∫ ∞
−∞
Hi(x)Hj(x)e
−x2
2 dx = j!
√
2piδij. (1.69)
Remark 1.2. Since H0(x) = 1 is a constant, we can easily see that G1 is the Gaussian
distribution
G1(T ) =
∫ T
−∞
1√
2pi
e−
t2
2 dt. (1.70)
Remark 1.3. We call FGUE, FGUE t and Gt distribution functions, because they are
monotone increasing, as T → +∞, the values of these functions approach 1, and as
T → −∞, the values approach 0. Their monotonicity is ensured by their definitions.
In the T → +∞ direction, we can easily verify the limit property from the deter-
minantal representation. However, in the T → −∞ direction, it is a more serious
problem.
Since Gt is defined by a finite rank kernel with relatively simple functions, we can
verify limT→−∞Gt = 0 by direct calculation. For FGUE, the analytic formula (1.30),
whose derivation from the determinantal formula (1.60) is highly non-trivial, yields
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the limit result as T → −∞. For FGUE t, we refer to Baik’s result [5].
1.4.2 Rank 1 quaternionic spiked model
To state the result for the rank 1 quaternionic spiked model, we need the definition
of Fredholm determinant for a matrix integral operator. If K is an matrix integral
operator from L2(R)n to L2(R)n, i.e., K = (Kij(x, y))1≤i,j≤n, withKij(x, y) an integral
operator from L2(R)n to L2(R)n, then
det(I −K) = 1 +
∞∑
m=1
(−1)m
∑
0≤rj≤mPn
j=1 rj=m
1
r1! . . . rn!
∫ ∞
−∞
. . .
∫ ∞
−∞
r1∏
j=1
dx
(1)
j · · ·
rn∏
j=1
dx
(n)
j det
(
Kkl(x
(k)
i , x
(l)
j )1≤i≤rk
1≤l≤rl
)
1≤k,l≤m
. (1.71)
Then we can state the theorem for the rank 1 quaternionic spiked model
Theorem 1.2. In the rank 1 quaternionic spiked model,
1. If −1 < a < γ−1, then the distribution of the largest sample eigenvalue is the
same as that of the quaternionic white Wishart ensemble in proposition 1.3.
2. If a = γ−1, then the limit and the fluctuation scale are the same as those of the
quaternionic white Wishart ensemble, but the distribution function is
lim
M→∞
P
((
max(λ)−
(
γ + 1
γ
)2)
· γ(2M)
2/3
(1 + γ)4/3
< T
)
= FGSE 1(T ). (1.72)
3. If a > γ−1, then the limit and the fluctuation scale are changed as well as the
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distribution function, which is a Gaussian:
lim
M→∞
P
(max(λ)− (a+ 1)(1 + 1
γ2a
))
·
√
2M
(a+ 1)
√
1− 1
γ2a2
< T
 =
∫ T
−∞
1√
2pi
e−
t2
2 dt. (1.73)
Here FGSE 1 is a variation of FGSE, and we first give a definition of FGSE by Fred-
holm determinant of a matrix integral operator [11]
FGSE(T ) =
√
det(1− P̂ (ξ, η)), (1.74)
and
P̂ (ξ, η) = χ(ξ)
(
Ŝ4(ξ, η) ŜD4(ξ, η)
ÎS4(ξ, η) Ŝ4(η, ξ, )
)
χ(η), (1.75)
where
Ŝ4(ξ, η) =
1
2
KAiry(ξ, η)− 1
4
Ai(ξ)
∫ ∞
η
Ai(t)dt, (1.76)
ŜD4(ξ, η) =− 1
2
∂
∂η
KAiry(ξ, η)− 1
4
Ai(ξ) Ai(η), (1.77)
ÎS4(ξ, η) =− 1
2
∫ ∞
ξ
KAiry(t, η)dt+
1
4
∫ ∞
ξ
Ai(t)dt
∫ ∞
η
Ai(t)dt. (1.78)
The equivalency of (1.74) and the formula (1.31) is established in [29] and [31].
Now we can define FGSE 1 as
FGSE 1(T ) =
√
det(1− P (ξ, η)), (1.79)
and
P (ξ, η) = χ(ξ)
(
S4(ξ, η) SD4(ξ, η)
IS4(ξ, η) S4(η, ξ, )
)
χ(η), (1.80)
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where
S4(ξ, η) =Ŝ4(ξ, η) +
1
2
Ai(ξ), (1.81)
SD4(ξ, η) =ŜD4(ξ, η), (1.82)
IS4(ξ, η) =ÎS4(ξ, η)− 1
2
∫ ∞
ξ
Ai(t)dt+
1
2
∫ ∞
η
Ai(t)dt. (1.83)
The matrix kernel P (ξ, η) seems to be new in the literature. However, the distri-
bution function FGSE 1 is not new:
Theorem 1.3.
FGSE 1(T ) = FGOE(T ). (1.84)
1.5 Structure of the thesis
In chapter 2 we reproduce Baik, Ben Arous and Pe´che´’s result on the limiting distri-
bution of the largest sample eigenvalue in the complex spiked model, by the method of
multiple orthogonal polynomials suggested by Bleher and Kuijlaars [7]. In chapter 3
we use the same idea and the method of skew multiple orthogonal polynomials, to find
the limiting distribution of the largest sample eigenvalue in the rank 1 quaternionic
spiked model, with the help of a combinatorial result of α = 1/2 Jack polynomials
(quaternionic Zonal polynomials) [19].
To get the limiting distribution, we need technical results of asymptotic analysis.
We put all such results involving contour integral in chapter 5, and when we prove
theorems in chapter 2 and 3, we quote the results therein.
The limiting distribution of the largest sample eigenvalue in the complex spiked
model has a phase transition phenomenon, and in the rank 1 case it is an interpolation
from FGUE to Gaussian via F
2
GOE [6]. In chapter 4 we prove theorem 1.3, which
together with theorem 1.2 gives the interpolation result for the rank 1 quaternionic
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spiked model, which is from GGSE to Gaussian via FGOE. We also give conjectures
for more general phase transition phenomena.
Chapter 2
Complex spiked model
In this chapter, we consider the complex Wishart ensemble unless otherwise stated.
2.1 Determinantal joint p.d.f. formula
For the complex Wishart ensemble, we have an advantage that the complex Zonal
polynomial Cκ(x) is the same as the Schur polynomial sκ(x) up to a constant multiple.
To be precise, we have [26]
Cκ(x) =
k!
H(κ)
sκ(x), (2.1)
where H(κ) is the product of hook lengths of κ. If κ = (κ1, κ2, . . . ) and l(κ) = l, then
H(κ) =
l∏
i=1
κi∏
j=1
(armκ(i, j) + legκ(i, j) + 1), (2.2)
where
armκ(i, j) =κi − j, (2.3)
legκ(i, j) = min{i′ | ki′ < j}. (2.4)
25
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The nomenclature of armκ and legκ is most clearly shown by the Young diagram of
the partition κ. For example, in the Young diagram of the partition κ = (4, 3, 3, 2, 1)
which is drawn in figure 2.1, armκ(2, 1) is the number of squares to the right of the
1-st square in the 2-nd row, and legκ(2, 1) is the number of squares below it. Usually
we call armκ(i, j) + legκ(i, j) + 1 = hκ(i, j) the hook length of the (i, j) square in the
Young diagram of the partition κ.
(2, 1)
Figure 2.1: Young tableau of partition (4, 3, 3, 2, 1)
Let us consider the rank 1 spiked model first. We assume the N population
eigenvalues are (N − 1) 1’s and the other one 1 + a. With M measurements, by
(1.55), the joint p.d.f. of sample eigenvalues is
P (λ) =
1
C
V (λ)2
N∏
j=1
λM−Nj e
−Mλj
∞∑
k=0
Mk
k!
C(k)(
a
1+a
)C(k)(λ1, . . . , λN)
C(k)(IN)
. (2.5)
Since we require the index κ ` k of complex Zonal polynomials to satisfy l(κ) ≤ 1,
for any k, there is only one qualified partition κ = (k). Therefore the joint p.d.f. of
sample eigenvalues for the rank 1 spiked model is much simplified.
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Here we notice that H((k)) = k!, so that C(k)(x) = s(k)(x). We have
s(k)(
a
1 + a
) =
(
a
1 + a
)k
, (2.6)
s(k)(IN) =
(N + k − 1)!
(N − 1)!k! . (2.7)
Therefore
P (λ) =
1
C
V (λ)2
N∏
j=1
λM−Nj e
−Mλj
∞∑
k=0
(
a
1+a
M
)k
(N + k − 1)!s(k)(λ1, . . . , λN). (2.8)
Schur polynomials have the well known determinantal representation [19]: For any
partition κ = (κ1, κ2, . . . ) with l(κ) = l,
sκ(x1, . . . , xN) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
x1 x2 . . . xN
...
... . . .
...
xN−l−11 x
N−l−1
2 . . . x
N−l−1
N
xN−l+κl1 x
N−l+κl
2 . . . x
N−l+κl
N
...
... . . .
...
xN−1+κ11 x
N−1+κ1
2 . . . x
N−1+κ1
N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
x1 x2 . . . xN
...
... . . .
...
xN−11 x
N−1
2 . . . x
N−1
N
∣∣∣∣∣∣∣∣∣∣
, (2.9)
where the denominator is the Vandermonde and the numerator is different from the
Vandermonde only at the last l rows, with the power of entries of the j-th last row
increased by κj.
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We have
s(k)(λ1, . . . , λN) =
∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ1 λ2 . . . λN
...
... . . .
...
λN−21 λ
N−2
2 . . . λ
N−2
N
λN−1+k1 λ
N−1+k
2 . . . λ
N−1+k
N
∣∣∣∣∣∣∣∣∣∣∣∣
V (λ)
, (2.10)
and
∞∑
k=0
(
a
1+a
M
)k
(N + k − 1)!s(k)(λ1, . . . , λN) =
∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ1 λ2 . . . λN
...
... . . .
...
λN−21 λ
N−2
2 . . . λ
N−2
N
e˜
(
a
1+a
Mλ1
)
e˜
(
a
1+a
Mλ2
)
. . . e˜
(
a
1+a
MλN
)
∣∣∣∣∣∣∣∣∣∣∣∣
V (λ)
,
(2.11)
where
e˜
(
a
1 + a
Mλj
)
=
∞∑
k=0
1
(N + k − 1)!
(
a
1 + a
M
)k
λN+k−1j
=
(
a
1 + a
M
)−(N−1)(
e
a
1+a
Mλj −
N−2∑
k=0
1
k!
(
a
1 + a
Mλj
)k)
.
(2.12)
By row operations, we can change the term e˜
(
a
1+a
Mλj
)
in (2.11) into
(
a
1+a
M
)−(N−1)
e
a
1+a
Mλj ,
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and we have
P (λ) =
1
C
V (λ)2
N∏
j=1
λM−Nj e
−Mλj
∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ1 λ2 . . . λN
...
... . . .
...
λN−21 λ
N−2
2 . . . λ
N−2
N
e
a
1+a
Mλ1 e
a
1+a
Mλ2 . . . e
a
1+a
MλN
∣∣∣∣∣∣∣∣∣∣∣∣
V (λ)
=
1
C
V (λ)
∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ1 λ2 . . . λN
...
... . . .
...
λN−21 λ
N−2
2 . . . λ
N−2
N
e
a
1+a
Mλ1 e
a
1+a
Mλ2 . . . e
a
1+a
MλN
∣∣∣∣∣∣∣∣∣∣∣∣
N∏
j=1
λM−Nj e
−Mλj .
(2.13)
We can get similar result for the spiked model with rank r with the same idea,
special values of Schur polynomials like (2.6) and (2.7) and more laborious work:
Proposition 2.1. In a rank k spiked model, let r population eigenvalues be 1 + α1,
. . . , 1 + αr and other N − r population eigenvalues be 1. Some αj’s may not be
distinct, but they assume values a1 < · · · < as with r1 of them being a1, . . . , rs of
them being as and
∑l
j=1 rj = r. If we take M measurements, the joint p.d.f. of sample
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eigenvalues is
P (λ) =
1
C
V (λ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ1 λ2 . . . λN
...
... . . .
...
λN−r−11 λ
N−r−1
2 . . . λ
N−r−1
N
p1
(
a1
1+a1
Mλ1
)
p1
(
a1
1+a1
Mλ2
)
. . . p1
(
a1
1+a1
MλN
)
...
... . . .
...
pr1
(
a1
1+a1
Mλ1
)
pr1
(
a1
1+a1
Mλ2
)
. . . pr1
(
a1
1+a1
MλN
)
...
... . . .
...
prs
(
as
1+as
Mλ1
)
prs
(
as
1+as
Mλ2
)
. . . prs
(
as
1+as
MλN
)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
N∏
j=1
λM−Nj e
−Mλj , (2.14)
where the determinant is similar to a Vandermonde, the only difference being in the
last r rows: If
∑s′−1
i=1 ri < r
′ ≤∑s′i=1 ri and r′ −∑s′−1i=1 ri = t′, then in the N − r + r′
row, the entries are of the form pt′
(
as′
1+as′
Mλj
)
, where
pj(x) = x
j−1ex. (2.15)
Later in this thesis we will denote the second determinant in (2.14) by V˜ (λ). We
will not give the inductive proof of proposition 2.1 like the formula (2.13) for the
r = 1 case, because it can be proven much easier by the Harish-Chandra-Itzykson-
Zuber (HCIZ) formula, see e.g. [21]:
Lemma 2.1 (HCIZ formula). Given two N ×N Hermitian matrices X and Y , each
having distinct eigenvalues x1, . . . , xN and y1, . . . , yN , we have∫
U(N)
eTr(XUY U
−1)dU =
1
C
det(exiyj)1≤i,j≤N
V (x)V (y)
. (2.16)
CHAPTER 2. COMPLEX SPIKED MODEL 31
Sketch of proof of proposition 2.1 by HCIZ formula. By the HCIZ formula, we can
simplify the joint p.d.f. (1.35) of generic Wishart ensemble (i.e., all population eigen-
values are distinct) as
P (λ) =
1
C
V (λ) det(e−Mσ
−1
i λj)1≤i,j≤N
N∏
j=1
λM−Nj
=
1
C(l1, . . . , lN)
V (λ) det(eMliλj)1≤i,j≤N
N∏
j=1
λM−Nj e
−Mλj ,
(2.17)
where we denote li = 1− σ−1i , and we regard {li} as a set of parameters, so that the
constant C is a function of li’s.
If σi’s are not distinct, which is equivalent to that li’s are not distinct, then
det(eMliλj)1≤i,j≤N = 0, and heuristically, to make P (λ) a p.d.f. whose total probability
is 1, C(l1, . . . , lN) must be also 0. In that case, formula (2.17) becomes
0
0
, and we can
apply l’Hoˆpital’s rule to these multiple lj’s to get a reasonable formula.
For example, if l1 = · · · = lN−r = 0 and lN−r+1, . . . , lN are distinct numbers other
than 0, then we have
P (λ) =
D det(eMliλj)1≤i,j≤N
DC(l1, . . . , lN)
∣∣∣∣
l1=···=lN−r=0
V (λ)
N∏
j=1
λM−Nj e
−Mλj
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1
λ1 λ2 . . . λN
...
... . . .
...
λN−r−11 λ
N−r−1
2 . . . λ
N−r−1
N
eMlN−r+1λ1 eMlN−r+1λ2 . . . eMlN−r+1λN
...
... . . .
...
eMlNλ1 eMlNλ2 . . . eMlNλN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
DC(l1, . . . , lN) V (λ)
N∏
j=1
λM−Nj e
−Mλj ,
(2.18)
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where D is the differential operator
D = ∂
(N−r)(N−r−1)/2
∂l2∂l23 . . . ∂l
N−r−1
N−r
. (2.19)
The formula (2.18) agrees with (2.14), if we regard DC(l1, . . . , lN) as the constant.
For the case that lN−r+1, . . . , lN are not distinct, we apply l’Hoˆpital’s rule also to
them and still get (2.14).
2.2 Multiple orthogonal Laguerre polynomials
Our goal is to find the probability that the largest sample eigenvalue is less than a
certain value, which is
P(max(λ) < T ) =
∫ T
0
. . .
∫ T
0
P (λ)dλ1 . . . λN
=
1
C
∫ T
0
. . .
∫ T
0
V (λ)V˜ (λ)
N∏
j=1
λM−Nj e
−Mλjdλ1 . . . λN .
(2.20)
To evaluate the integral of determinants (2.20), we change it into a determinant of
integrals [8]:
Lemma 2.2 (de Bruijn’s). For any two sets of functions f1, . . . , fN and g1, . . . , gN
defined over [a, b], we have
∫ b
a
. . .
∫ b
a
∣∣∣∣∣∣∣
f1(x1) . . . f1(xN)
... . . .
...
fN(x1) . . . fN(xN)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
g1(x1) . . . g1(xN)
... . . .
...
gN(x1) . . . gN(xN)
∣∣∣∣∣∣∣ dx1 . . . dxN
= n! det
(∫ b
a
fi(x)gj(x)dx
)
1≤i,j≤N
. (2.21)
The verification of the integral formula is straightforward.
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Before the application of lemma 2.2, we are going to do some preparation to (2.14).
Let ϕ0, . . . , ϕN−1 be polynomials of degree 0, . . . , N − 1 respectively, i.e., ϕj(x) is
a linear combination of functions 1, x, . . . , xj, which are functions defining the first
j + 1 rows in the Vandermonde matrix V (λ). Similarly, let ϕ˜j (0 ≤ j ≤ N − 1) be a
linear combination of the j + 1 functions which define the first j + 1 rows in V˜ (λ), so
that ϕ˜0, . . . , ϕ˜N−r−1 are polynomials but ϕ˜N−r, . . . , ϕ˜N−1 are not. We require that
for 0 ≤ i, j ≤ N − 1,
∫ ∞
0
ϕi(x)ϕ˜j(x)x
M−Ne−Mxdx = δij. (2.22)
These orthogonal conditions cannot determine ϕj and ϕ˜j uniquely, since we can mul-
tiply a constant C to ϕj and 1/C to ϕ˜j. For 0 ≤ j ≤ N − r− 1, the conditions for ϕj
and ϕ˜j are symmetric, so ϕ˜j = Cϕj, a constant multiple of ϕj, and (2.22) gives
∫ ∞
0
Cϕi(x)ϕj(x)x
M−Ne−Mxdx = δij, (2.23)
so that we can choose for arbitrary Cj
ϕj(x) =CjL
(M−N)
j (Mx), (2.24)
ϕ˜j(x) =
j!MM−N+1
(M −N + j)!CjL
(M−N)
j (Mx), (2.25)
since ∫ ∞
0
L
(M−N)
i (x)L
(M−N)
j (x)x
M−Ne−xdx = δij
(M −N + j)!
j!
. (2.26)
For notational simplicity, we denote the inner product of two functions f(x) and
g(x) on [0,∞) by 〈·, ·〉2:
〈f(x), g(x)〉2 =
∫ ∞
0
f(x)g(x)xM−Ne−Mxdx. (2.27)
CHAPTER 2. COMPLEX SPIKED MODEL 34
For j ≥ N − r, we index ϕj and ϕ˜j by a triple (r′, s′, t′), which appears in the
statement of proposition 2.1, and is defined as
r′ ∈ {1, . . . , r}, r′ =
(
s′−1∑
j=1
rj
)
+ t′, 1 ≤ t′ ≤ rs′ . (2.28)
It is Bleher and Kuijlaars’ observation that [7]
Proposition 2.2. Given (r′, s′, t′) defined as (2.28), we have
ϕN−r+r′−1(x) =
Cr′
xM−N2pii∮
Σ
eMxz
(z − 1)N−r
zM−r+r′
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + as′
)t′−1
dz, (2.29)
and
ϕ˜N−r+r′−1(x) =
MeMx
(1 + as′)Cr′2pii∮
Γ
e−Mxz
zM−r+r
′−1
(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz, (2.30)
where Cr′ is an arbitrary constant, Σ is a contour around z = 0 and is to the left
of the points z = 1 and z = 1
1+aj
(j = 1, . . . , s′), and Γ is a contour containing the
points z = 1 and z = 1
1+aj
(j = 1, . . . , s′), and is to the right of z = 0.
Sketch of proof. By the residue theorem, we can check that ϕN−r+r′−1(x) defined in
(2.29) is a polynomial of degree N − r+ r′ − 1, and ϕ˜N−r+r′−1(x) defined in (2.30) is
also in the correct form: For any r′,
ϕ˜N−r+r′−1(x) = c01 + c1x+ · · ·+ cN−r−1xN−r−1
+ cN−rp1
(
a1
1 + a1
Mx
)
+ · · ·+ cN−r+r′−1pt′
(
as′
1 + as′
Mx
)
, (2.31)
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where the j-th term is a constant cj times the function that defines the j-th row in
the determinant in (2.14). Then we can check that for k = 0, . . . , N − r − 1,
〈ϕN−r+r′−1(x), xk〉2
=
∫ ∞
0
xk
C ′r
2pii
∮
Σ
eMx(z−1)
(z − 1)N−r
zM−r+r′
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + as′
)t′−1
dzdx
=
Cr′
2pii
∮
Σ
(∫ ∞
0
xkeMx(z−1)dx
)
(z − 1)N−r
zM−r+r′
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + as′
)t′−1
dz
=
Cr′
2pii
∮
Σ
k!
(M(1− z))k+1
(z − 1)N−r
zM−r+r′
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + as′
)t′−1
dz
=
k!Cr′
(−M)k+12pii
∮
Σ
(z − 1)N−r−k−1
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + as′
)t′−1
dz
zM−r+r′
,
(2.32)
which is 0 by the residue theorem. Similarly, we can prove for j ≤ s′ − 1, i ≤ rj or
j = s′, i < t′, using (2.15), that
〈
ϕN−r+r′−1(x), pi
(
aj
1 + aj
Mx
)〉
2
= 0, (2.33)
so that by linearity, for 0 ≤ j < N − r + r′ − 1, using (2.31), we have
〈ϕN−r+r′−1(x), ϕ˜j(x)〉2 = 0, (2.34)
In the same way, we can check that for 0 ≤ j < N − r + r′ − 1,
〈xj, ϕ˜N−r+r′−1(x)〉2 =0, (2.35)
〈ϕj(x), ϕ˜N−r+r′−1(x)〉2 =0. (2.36)
We can compute the leading term of ϕN−r+r′−1(x), i.e., the xN−r+r
′−1 term, from
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(2.29), which is
Cr′
xM−N2pii
∮
Σ
(Mxz)M−r+r
′−1
(M − r + r′ − 1)!
(z − 1)N−r
zM−r+r′(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + as′
)t′−1
dz =
(−1)N−r+r′−1 M
M−r+r′−1Cr′
(M − r + r′ − 1)!
(
s′−1∏
j=1
1
(1 + aj)rj
)
1
(1 + as′)t
′−1x
N−r+r′−1. (2.37)
Therefore by (2.35) and (2.37), if we denote C˜r′ =
(∏s′−1
j=1
1
(1+aj)
rj
)
1
(1+as′ )t
′ ,
〈ϕN−r+r′−1(x), ϕ˜N−r+r′−1(x)〉2
=
〈
(−1)N−r+r′−1 (−M)
M−r+r′−1Cr′
(M − r + r′ − 1)! C˜r′−1x
N−r+r′−1, ϕ˜N−r+r′−1(x)
〉
2
=(−1)N−r+r′−1 M
M−r+r′
(M − r + r′ − 1)!
C˜r′−1
1 + as′
∫ ∞
0
xM−r+r
′−1
1
2pii
∮
Γ
e−Mxz
zM−r+r
′−1
(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dzdx
=(−1)N−r+r′−1 M
M−r+r′C˜r′
(M − r + r′ − 1)!
1
2pii
∮
Γ
(∫ ∞
0
xM−r+r
′−1e−Mxzdx
)
zM−r+r
′−1
(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz
=(−1)N−r+r′−1C˜r′ 1
2pii
∮
Γ
1
z(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz
=(−1)N−r+r′−1C˜r′ 1
2pii
[∮
Γ′
1
z(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz
−
∮
Γ′′
1
z(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz
]
,
(2.38)
where Γ′ is a contour including 0, 1 and 1
1+aj
(j = 1, . . . , s), and Γ′′ is a contour
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including 0 and excluding 1 and 1
1+aj
. We can deform Γ′ to infinity to see that
1
2pii
∮
Γ′
1
z(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz = 0, (2.39)
and by the residue theorem see that
1
2pii
∮
Γ′′
1
z(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz =
(−1)N−r+r′
C˜r′
,
(2.40)
and we check that 〈ϕN−r+r′−1(x), ϕ˜N−r+r′−1(x)〉2 = 1.
Although the integral formulas for ϕN−r+r′−1(x) and ϕ˜N−r+r′−1(x) seems strange,
if we compare ϕ˜N−r+r′−1(x) with the integral representation of Laguerre polynomials
[27]
L
(M−N)
j (Mx) =
eMx
2pii
∮
Γ
e−Mxz
zM−N+j
(z − 1)j+1dz, (2.41)
and ϕN−r+r′−1(x) with another integral representation of Laguerre polynomials
L
(M−N)
j (Mx) =
(M −N + j)!
j!MM−N
1
xM−N2pii
∮
Σ
eMxz
(z − 1)j
zM−N+j+1
dz, (2.42)
and find that they are variations of Laguerre polynomials. The ϕN−r+r′−1(x)’s are
called multiple Laguerre polynomials of type II, and the ϕ˜N−r+r′−1(x)’s are equivalent
to—although they are not polynomials—multiple Laguerre polynomials of type I, by
Bleher and Kuijlaars [7].
We know that
V (λ) =
1
C
∣∣∣∣∣∣∣
ϕ0(λ1) . . . ϕ0(λN)
... . . .
...
ϕN−1(λ1) . . . ϕN−1(λN)
∣∣∣∣∣∣∣ , (2.43)
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and
V˜ (λ) =
1
C
∣∣∣∣∣∣∣
ϕ˜0(λ1) . . . ϕ˜0(λN)
... . . .
...
ϕ˜N−1(λ1) . . . ϕ˜N−1(λN)
∣∣∣∣∣∣∣ , (2.44)
so that we can write the formula (2.14) for the joint p.d.f. as
P (λ) =
1
C
∣∣∣∣∣∣∣
ϕ0(λ1) . . . ϕ0(λN)
... . . .
...
ϕN−1(λ1) . . . ϕN−1(λN)
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
ϕ˜0(λ1) . . . ϕ˜0(λN)
... . . .
...
ϕ˜N−1(λ1) . . . ϕ˜N−1(λN)
∣∣∣∣∣∣∣
N∏
j=1
λM−Nj e
−Mλj ,
(2.45)
and by formulas (2.20) and (2.21), we have
P(max(λ) < T ) =
1
C
det
(∫ T
0
ϕi(x)ϕ˜j(x)x
M−Ne−Mxdx
)
0≤i,j≤N−1
, (2.46)
where we choose the fi and gj in (2.21) to be
fi(x) =ϕi−1(x)x
M−N
2 e−
M
2
x, (2.47)
gj(x) =ϕ˜j−1(x)x
M−N
2 e−
M
2
x. (2.48)
By (2.22), we have
∫ T
0
ϕi(x)ϕ˜j(x)x
M−Ne−Mxdx = δij −
∫ ∞
T
ϕi(x)ϕ˜j(x)x
M−Ne−Mxdx, (2.49)
and so
det
(∫ T
0
ϕi(x)ϕ˜j(x)x
M−Ne−Mxdx
)
0≤i,j≤N−1
=
det
(
IN −
(∫ ∞
T
ϕi(x)ϕ˜j(x)x
M−Ne−Mxdx
)
0≤i,j≤N−1
)
. (2.50)
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To evaluate the determinant in (2.50), we apply the formula
det
(
IN −
(∫ b
a
fi(x)gj(x)dx
)
1≤i,j≤N
)
=
det
(
I − χ[a,b](x)
(
N∑
j=1
fj(x)gj(y)
)
χ[a,b](y)
)
, (2.51)
where χ[a,b] is the indicator function for the interval [a, b], and the latter determinant
is the Fredholm determinant for integral operator. Since the integral kernel on the
left hand side of (2.51) is of finite rank, we can check the identity directly. Consider
the parametrized determinant
det
(
IN − t
(∫ b
a
fi(x)gj(x)dx
)
1≤i,j≤N
)
= 1 + c1t+ c2t
2 + · · ·+ cN tN , (2.52)
we can compute the coefficients degree by degree (K(x, y) =
∑N
j=1 fj(x)gj(y)):
c1 =−
N∑
j=1
∫ b
a
fj(x)gj(x)dx = −
∫ b
a
K(x1, x1)dx1, (2.53)
c2 =
N∑
i,j=1
(∫ b
a
fi(x)gi(x)dx
∫ b
a
fj(x)gj(x)dx−
∫ b
a
fi(x)gj(x)dx
∫ b
a
fj(x)gi(x)dx
)
=
1
2!
∫ b
a
∫ b
a
∣∣∣∣∣K(x1, x1) K(x1, x2)K(x2, x1) K(x2, x2)
∣∣∣∣∣ dx1dx2, (2.54)
. . . . . . . . .
and we find the right-hand side of (2.52) is the same as the right-hand side of (1.57)
for t = 1.
Now using (2.46), (2.50) and (2.51) we get the Fredholm determinantal formula
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for the probability that the largest eigenvalue is less than T : (χ(x) means χ[T,∞)(x))
P(max(λ) < T ) =
1
C
det
(
I − χ(x)
(
N−1∑
0
ϕj(x)ϕ˜j(y)x
M−N
2 y
M−N
2 e−
M
2
(x+y)
)
χ(x)
)
. (2.55)
Furthermore, we can determine the constant C = 1, since letting T →∞, P(max(λ) <
T )→ 1 and the Fredholm determinant on the right hand side also approaches 1. To
undertake real calculations, we need methods to evaluate of the Fredholm determinant
other than the formula (1.57). First, we have the result on taking the limit, see, e.g.
[17]:
Proposition 2.3. If a series of integral operators Kn approaches K in trace norm,
then
lim
n→∞
det(I −Kn) = det(I −K). (2.56)
Since as M → ∞, we expect that the fluctuation scale of the largest eigenvalue
shrinks, depending on M . We will consider for any M the probability P(max(λ) <
p+ qT ), where p and q may depend on M . (It turns out that p is a constant.) If we
denote
K2a(x, y) =
N−r−1∑
j=0
ϕj(x)ϕ˜j(y)x
M−N
2 y
M−N
2 e−
M
2
(x+y), (2.57)
K2b(x, y) =
N−1∑
j=N−r
ϕj(x)ϕ˜j(y)x
M−N
2 y
M−N
2 e−
M
2
(x+y), (2.58)
K2(x, y) =K2a(x, y) +K2b(x, y), (2.59)
and
K˜∗(ξ, η) =qK∗(p+ qξ, p+ qη), (2.60)
CHAPTER 2. COMPLEX SPIKED MODEL 41
where ∗ stands for 2, 2a or 2b, then we have the determinantal formula
P(max(λ) < p+ qT ) = det
(
I − χ[p+qT,∞)(x)K2(x, y)χ[p+qT,∞)(y)
)
= det
(
I − χ(ξ)K˜2(ξ, η)χ(η)
)
.
(2.61)
K2a(x, y), which is composed of Laguerre polynomials, is the kernel for the LUE,
and we can write it in an integral form:
Theorem 2.1.
K2a(x, y) = −M2 y
M−N
2 e
M
2
y
x
M−N
2 e
M
2
x
∫ ∞
0
(
1
2pii
∮
Γ
e−M(y+t)z
zM−r
(z − 1)N−r dz
)
(
1
2pii
∮
Σ
eM(x+t)w
(w − 1)N−r
wM−r
dw
)
dt. (2.62)
Proof. Because of (2.24), (2.25), (2.41), (2.42) and (2.57), we have the integral rep-
resentation
K2a(x, y)
=
N−r−1∑
j=0
j!
(M −N + j)!M
M−N+1L(M−N)j (Mx)L
(M−N)
j (My)x
M−N
2 y
M−N
2 e−
M
2
(x+y)
=
M
(2pii)2
y
M−N
2 e
M
2
y
x
M−N
2 e
M
2
x
N−r−1∑
j=0
∮
Γ
dz
∮
Σ
dwe−Myz
zM−N+j
(z − 1)j+1 e
Mxw (w − 1)j
wM−N+j+1
.
(2.63)
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We can write the sum of integrands in (2.63) as
N−r−1∑
j=0
eMxz
zM−N+j
(z − 1)j+1 e
−Myw (w − 1)j
wM−N+j+1
=eMxze−Myw
zM−N
wM−N
1
(z − 1)w
N−r−1∑
j=0
(
z(w − 1)
(z − 1)w
)j
=eMxze−Myw
zM−N
wM−N
1
(z − 1)w
1−
(
z(w−1)
(z−1)w
)N−r
1− z(w−1)
(z−1)w
=
1
z − we
MxzzM−Ne−Myw
1
wM−N
− 1
z − we
Mxz z
M−r
(z − 1)N−r e
−Myw (w − 1)N−r
wM−r
.
(2.64)
By residue theorem, since Γ and Σ are disjoint, and for the variable z, the pole z = w
is outside of Γ,
∮
Γ
dz
∮
Σ
dw
1
z − we
MxzzM−Ne−Myw
1
wM−N
= 0. (2.65)
On the other side, since <(w − z) is always less than 0,
1
z − w = M
∫ ∞
0
etM(w−z)dt, (2.66)
so that we have
M
(2pii)2
∮
Γ
dz
∮
Σ
dw
1
z − we
−Myz z
M−r
(z − 1)N−r e
Mxw (w − 1)N−r
wM−r
=
M2
(2pii)2
∮
Γ
dz
∮
Σ
dw
∫ ∞
0
e−M(y+t)z
zM−r
(z − 1)N−r e
M(x+t)w (w − 1)N−r
wM−r
=M2
∫ ∞
0
(
1
2pii
∮
Γ
e−M(y+t)z
zM−r
(z − 1)N−r dz
)(
1
2pii
∮
Σ
eM(x+t)w
(w − 1)N−r
wM−r
dw
)
dt.
(2.67)
Put (2.63)–(2.67) together, we get the result.
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Now K2a(x, y) (K˜2a(ξ, η)) is expressed by two functions and K2b(x, y) (K˜2b(ξ, η))
is a finite rank operator. To undertake the asymptotic analysis, we need two propo-
sitions on the convergence in trace norm:
Proposition 2.4. Let {fj,n} and {gj,n} (1 ≤ j ≤ m, 1 ≤ n < ∞) be 2m series of
functions on [T,∞) and fj,n → fj, gj,n → gj in L2 norm on [T,∞). We have the
convergence in trace norm of operators (Kn(x, y) =
∑m
j=1 fj,n(x)gj,n(x), K(x, y) =∑m
j=1 fj(x)gj(x)):
lim
n→∞
χ(x)Kn(x, y)χ(y) = χ(x)K(x, y)χ(y). (2.68)
Proposition 2.5. Let fn(x), gn(y) be two series of functions on [T,∞) and in L2
norm we have
lim
n→∞
‖(fn(x)− f(x))(x− T )‖L2([T,∞)) = 0, (2.69)
lim
n→∞
‖(gn(y)− g(y))(y − T )‖L2([T,∞)) = 0, (2.70)
then we have the convergence in trace norm of operators (Kn(x, y) =
∫∞
0
fn(x +
t)gn(y + t)dt, K(x, y) =
∫∞
0
f(x+ t)g(y + t)dt):
lim
n→∞
χ(x)Kn(x, y)χ(y) = χ(x)K(x, y)χ(y). (2.71)
We can verify proposition 2.4 by the definition of trace norm. Proposition 2.5
is essentially a fact of trace norm convergence [17]: If In, Jn are Hilbert-Schmidt
operators and In → I, Jn → J in the Hilbert-Schmidt norm, then the product InJn
and IJ are trace class operators and InJn → IJ in trace norm. Her we take In as the
integral operator from L2(R) to L2(R) with the kernel χ(x)fn(x+ y)χ[0,∞)(y), and Jn
also an integral operator from L2(R) to L2(R) with the kernel χ[0,∞)(x)gn(x+y)χ(y).
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For an integral operator, the Hilbert-Schmidt norm is equivalent to the L2 norm of
its kernel as a 2 variable function. In our special case, the convergence results of
L2(R2) is equivalent to the convergence of L2([T,∞)) in (2.69) and (2.70), due to the
Fubini’s theorem.
To apply propositions 2.4 and 2.5, we sometimes need to conjugate the integral
operator by a weight function:
Proposition 2.6. We have
det(1−K(x, y)) = det(1− f(x)K(x, y)f−1(y)), (2.72)
for any function f which make the right hand side of (2.72) well defined.
Proof. A direct application of the definition of Fredholm determinant (1.57).
If we take f(x) = x(M−N)/2e
1−γ
2(γ+1)
Mx, then by (2.29), (2.30) and (2.58) (2.62) we
have
f(x)K2a(x, y)f
−1(y) =−M2
∫ ∞
0
e−
γ
γ+1
M(x+t)ψ(x+ t)e
γ
γ+1
M(y+t)ψ˜(y + t)dt, (2.73)
f(x)K2b(x, y)f
−1(y) =M
r∑
r′=1
1
1 + as′
e−
γ
γ+1
M(x+t)ψr′(x)e
γ
γ+1
M(y+t)ψ˜r′(y), (2.74)
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where
ψ(x) =
1
2pii
∮
Σ
eMxz
(z − 1)N−r
zM−r
dz, (2.75)
ψ˜(y) =
1
2pii
∮
Γ
e−Myz
zM−r
(z − 1)N−r dz, (2.76)
ψr′(x) =
1
2pii
∮
Σ
eMxz
(z − 1)N−r
zM−r+r′
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + as′
)t′−1
dz,
(2.77)
ψ˜r′(y) =
1
2pii
∮
Γ
e−Mxz
zM−r+r
′−1
(z − 1)N−r
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz.
(2.78)
2.3 Proof of theorem 1.1
We give proofs of all the three parts separately. In this section, we let x = p+ qξ and
y = q + qη.
2.3.1 The −1 < as < γ−1 part
In this case, we choose p = (1 + γ−1)2 and q = (γ+1)
4/3
γM2/3
, and by (2.60), write (2.73) as
f(x)K˜2a(ξ, η)f
−1(y) = −
∫ ∞
0
Ψ(ξ + t)Ψ˜(η + t)dt, (2.79)
where
Ψ(ξ) =
(γ + 1)4/3
γ
M1/3(−1)N γ
M
(γ + 1)M−N
e−
γ
γ+1
Mxψ(p+ qξ), (2.80)
Ψ˜(η) =
(γ + 1)4/3
γ
M1/3(−1)N (γ + 1)
M−N
γM
e
γ
γ+1
Myψ˜(p+ qη). (2.81)
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Since (5.51) and (5.71) give the L2 convergence results
lim
M→∞
‖(Ψ(ξ)− (−γ)r Ai(ξ))(ξ − T )‖L2([T,∞)) = 0, (2.82)
lim
M→∞
∥∥∥(Ψ˜(η)− (−1)r−1γ−r Ai(η))(η − T )∥∥∥
L2([T,∞))
= 0, (2.83)
we get the convergence in trace norm by proposition 2.5
lim
M→∞
χ(ξ)f(x)K˜2a(ξ, η)f
−1(y)χ(η)
=− χ(ξ)
∫ ∞
0
(−γ)r Ai(ξ + t)(−1)r−1γ−r Ai(η + t)dtχ(η)
=χ(ξ)KAiry(ξ, η)χ(η).
(2.84)
Similarly, for any r′ = 1, . . . , r, by (2.74) and (2.60),
f(x)K˜2b(ξ, η)f
−1(y) =
γ
(γ + 1)4/3M1/3
r∑
r′=1
1
1 + as′
Ψr′(ξ)Ψ˜r′(η), (2.85)
where
Ψr′(ξ) =
(γ + 1)4/3
γ
M1/3(−1)N γ
M
(γ + 1)M−N
e−
γ
γ+1
Mxψr′(p+ qξ), (2.86)
Ψ˜r′(η) =
(γ + 1)4/3
γ
M1/3(−1)N (γ + 1)
M−N
γM
e
γ
γ+1
Myψr′(p+ qη). (2.87)
Because (5.50) and (5.70) imply the L2 convergence results (C¯r′ is defined in (5.45))
lim
M→∞
Ψr′(ξ)χ(ξ) =(−1)rγr−r′(γ + 1)r′C¯r′−1 Ai(ξ)χ(ξ), (2.88)
lim
M→∞
Ψ˜r′(η)χ(η) =
(−1)r(1 + γ−1)
γr−r′(γ + 1)r′C¯r′
Ai(η)χ(η), (2.89)
(2.90)
we get by proposition 2.4 the boundedness in trace norm (C is a large enough positive
CHAPTER 2. COMPLEX SPIKED MODEL 47
constant) ∥∥∥∥∥χ(ξ)
(
r∑
r′=1
1
1 + as′
Ψr′(ξ)Ψ˜r′(η)
)
χ(η)
∥∥∥∥∥
Tr
< C, (2.91)
so that in trace norm
lim
M→∞
χ(ξ)f(x)K˜2b(ξ, η)f
−1(y)χ(η) = 0. (2.92)
Therefore,
lim
M→∞
det
(
1− χ(ξ)K˜(ξ, η)χ(η)
)
= lim
M→∞
det
(
1− χ(ξ)f(x)K˜(ξ, η)χ(η)f−1(y)
)
= lim
M→∞
det
(
1− χ(ξ)f(x)K˜2a(ξ, η)f−1(y)χ(η)
)
= det (1− χ(ξ)KAiry(ξ, η)χ(η)) .
(2.93)
2.3.2 The as = γ
−1 part
In this case we still choose the same p and q as in the previous case, but we need to
conjugate the kernel not only by f(x), but also eξ/3. If we consider
f(x)eξ/3K˜2a(ξ, η)f
−1(y)e−η/3 = −
∫ ∞
0
e(ξ+t)/3Ψ(ξ + t)e−(η+t)/3Ψ˜(η + t)dt, (2.94)
and similar to (2.82) and (2.83), (5.51) and (5.71) imply also the L2 convergence
results
lim
M→∞
∥∥(eξ/3Ψ(ξ)− (−γ)reξ/3 Ai(ξ))(ξ − T )∥∥
L2([T,∞)) = 0, (2.95)
lim
M→∞
∥∥∥(e−η/3Ψ˜(η)− (−1)r−1γ−re−η/3 Ai(η))(η − T )∥∥∥
L2([T,∞))
= 0, (2.96)
and we can get the result of trace norm convergence similar to (2.84)
lim
M→∞
χ(ξ)f(x)eξ/3K˜2a(ξ, η)f
−1(y)e−η/3χ(η) = χ(ξ)eξ/3KAiry(ξ, η)e−η/3χ(η). (2.97)
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we can still get by (5.51), (5.71) and proposition 2.5 the trace norm convergence
lim
M→∞
χ(ξ)f(x)eξ/3K˜2a(ξ, η)f
−1(y)e−η/3χ(η)
=χ(ξ)
∫ ∞
0
e(ξ+t)/3 Ai(ξ + t)e−(η+t)/3 Ai(η + t)dtχ(η)
=χ(ξ)eξ/3KAiry(ξ, η)e
−η/3χ(η).
(2.98)
We can write the formula (2.74) as
f(x)eξ/3K˜2b(ξ, η)f
−1(y)e−η/3 =
γ
(γ + 1)4/3M1/3
r−rs∑
r′=1
1
1 + as′
eξ/3Ψr′(ξ)e
−η/3Ψ˜r′(η)
+
r∑
r′=r−rs+1
1
1 + γ−1
eξ/3Ψt′,r′(ξ)e
−η/3Ψ˜t′,r′(η), (2.99)
where
Ψt′,r′(ξ) =
(
(γ + 1)4/3
γ
M1/3
)t′
(−1)N γ
M
(γ + 1)M−N
e−
γ
γ+1
Mxψr′(p+ qξ), (2.100)
Ψ˜t′,r′(η) =
(
(γ + 1)4/3
γ
M1/3
)1−t′
(−1)N (γ + 1)
M−N
γM
e
γ
γ+1
Myψr′(p+ qη). (2.101)
In the same way of (2.92), we have the convergence result in trace norm
lim
M→∞
∥∥∥∥∥ γ(γ + 1)4/3M1/3χ(ξ)
(
r−rs∑
r′=1
1
1 + as′
eξ/3Ψr′(ξ)e
−η/3Ψ˜r′(η)
)
χ(η)
∥∥∥∥∥
Tr
= 0.
(2.102)
However, if r′ =
(∑s−1
j rj
)
+ t′, t′ = 1, . . . , rs, (5.86) and (5.98) yield the convergence
in L2 norm
lim
M→∞
eξ/3Ψ(ξ)t′,r′χ(ξ) =(−1)rγr−r′(γ + 1)r′C¯r′−t′(−1)t′−1eξ/3t(t′)(ξ), (2.103)
lim
M→∞
e−η/3Ψ˜(η)t′,r′χ(η) =
(−1)r(1 + γ−1)
γr−r′(γ + 1)r′C¯r′−t′
(−1)t′−1e−η/3s(t′)(ξ), (2.104)
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so that by proposition 2.4 we have the convergence in trace norm
lim
M→∞
χ(ξ)eξ/3
(
r∑
r′=r−rs+1
1
1 + γ−1
eξ/3Ψt′,r′(ξ)e
−η/3Ψ˜t′,r′(η)
)
e−η/3χ(η) =
eξ/3
(
rs∑
j=1
t(j)(ξ)s(j)(η)
)
e−η/3, (2.105)
which is exactly the trace norm limit of χ(ξ)f(x)eξ/3K˜2b(ξ, η)f
−1(y)e−η/3χ(η).
Therefore,
lim
M→∞
det
(
1− χ(ξ)K˜(ξ, η)χ(η)
)
= lim
M→∞
det
(
1− χ(ξ)f(x)eξ/3(K˜2a(ξ, η) + K˜2b(ξ, η))χ(η)f−1(y)e−η/3
)
= det
(
1− χ(ξ)eξ/3
(
KAiry(ξ, η) +
rs∑
j=1
t(j)(ξ)s(j)(η)
)
e−η/3χ(η)
)
= det
(
1− χ(ξ)
(
KAiry(ξ, η) +
rs∑
j=1
t(j)(ξ)s(j)(η)
)
χ(η)
)
.
(2.106)
2.3.3 The as = a > γ
−1 part
In this we choose p = (1 + a)
(
1 + 1
γ2a
)
and q = (1 + a)
√
1− 1
γ2a2
1√
M
, and conjugate
the kernel by fa(x)e
2ξ/3, where fa(x) = x
(M−N)/2e
a−1
2(1+a)
Mx, Then by (2.62), (2.75) and
(2.76) we have
fa(x)e
2ξ/3K˜2a(ξ, η)f
−1
a (y)e
−2η/3 = −
∫ ∞
0
e2(ξ+t)/3Ψa(ξ + t)Ψ˜a(η + t)e−2(η+t)/3dt,
(2.107)
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where
Ψa(ξ) =(1 + a)
√(
1− 1
γ2a2
)
M
e−
M
1+a
x
(−a)N(1 + a)M−N ψ(p+ qξ), (2.108)
Ψ˜a(η) =(1 + a)
√(
1− 1
γ2a2
)
M(−a)N(1 + a)M−Ne M1+ayψ˜(p+ qη), (2.109)
(5.134) and (5.155) yield that (C is a large enough positive number)
lim
M→∞
‖e2ξ/3Ψa(ξ)(ξ − T )‖L2([T,∞)) < C, (2.110)
lim
M→∞
‖e−2η/3Ψ˜a(η)(η − T )‖L2([T,∞)) = 0, (2.111)
then by proposition 2.5, we have in trace norm
lim
M→∞
χ(ξ)fa(x)e
2ξ/3K˜2a(ξ, η)f
−1
a (y)e
−2η/3χ(η) = 0. (2.112)
For the K˜2b part, we have the formula similar to (2.99)
fa(x)e
2ξ/3K˜2b(ξ, η)f
−1
a (y)e
−2η/3
=
1
(1 + a)
√(
1− 1
γ2a2
)
M
r−rs∑
r′=1
e2ξ/3Ψar′(ξ)Ψ˜
a
r′(η)e
−2η/3
+
r∑
j=r−rs+1
1
1 + a
e2ξ/3Ψat′,r′(ξ)Ψ˜
a
t′,r′(η)e
−2η/3,
(2.113)
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where
Ψar′(ξ) =(1 + a)
√(
1− 1
γ2a2
)
M
e−
M
1+a
x
(−a)N(1 + a)M−N ψr′(p+ qξ), (2.114)
Ψ˜ar′(η) =(1 + a)
√(
1− 1
γ2a2
)
M(−a)N(1 + a)M−Ne M1+ayψ˜r′(p+ qη), (2.115)
Ψat′,r′(ξ) =
(
(1 + a)
√(
1− 1
γ2a2
)
M
)t′
e−
M
1+a
x
(−a)N(1 + a)M−N ψr′(p+ qξ), (2.116)
Ψ˜at′,r′(η) =
(
(1 + a)
√(
1− 1
γ2a2
)
M
)1−t′
(−a)N(1 + a)M−Ne M1+ayψ˜r′(p+ qη).
(2.117)
(5.133) and (5.155) yield that for r′ = 1, . . . , r − rs, (C is a large enough positive
number)
lim
M→∞
‖e2ξ/3Ψar′(ξ)χ(ξ)‖L2([T,∞)) < C, (2.118)
lim
M→∞
‖e−2η/3Ψ˜ar′(η)χ(η)‖L2([T,∞)) = 0, (2.119)
so that similar to (2.102), we have the trace norm convergence
lim
M→∞
∥∥∥∥∥∥∥∥
1
(1 + a)
√(
1− 1
γ2a2
)
M
χ(ξ)
(
r−rs∑
r′=1
e2ξ/3Ψr′(ξ)e
−2η/3Ψ˜r′(η)
)
χ(η)
∥∥∥∥∥∥∥∥
Tr
= 0.
(2.120)
However, (5.132) and (5.154) give the L2 norm convergence results
lim
M→∞
e2ξ/3Ψat′,r′(ξ)χ(ξ) =
(1 + a)r
′
(−a)r C¯a,r′−t′(−1)
t′−1e2ξ/3
Ht′−1(x)√
2pi
e−
ξ2
2 , (2.121)
lim
M→∞
e−2η/3Ψ˜at′,r′(η)χ(η) =
(−a)r
(1 + a)r′−1C¯r′−t′
(−1)t′−1
(t′ − 1)! e
−2η/3Ht′−1(η). (2.122)
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Then by proposition 2.4, we have the trace norm convergence result
lim
M→∞
χ(ξ)
(
r∑
j=r−rs+1
1
1 + a
e2ξ/3Ψat′,r′(ξ)Ψ˜
a
t′,r′(η)e
−2η/3
)
χ(η) =
χ(ξ)e2ξ/3
(
rs−1∑
j=0
1
j!
√
2pi
Hj(ξ)Hj(η)e
− ξ2
2
)
e−2η/3χ(η). (2.123)
Therefore,
lim
M→∞
det(1− χ(ξ)K˜(ξ, η)χ(η))
= lim
M→∞
det
(
1− χ(ξ)fa(x)e2ξ/3(K˜2a(ξ, η) + K˜2b(ξ, η))f−1a (y)e−2η/3
)
= det
(
1− χ(ξ)e2ξ/3
(
rs−1∑
j=0
1
j!
√
2pi
Hj(ξ)Hj(η)e
− ξ2
2
)
e−2η/3χ(η)
)
= det
(
1− χ(ξ)
(
rs−1∑
j=0
1
j!
√
2pi
Hj(ξ)e
− ξ2
4 Hj(η)e
− η2
4
)
χ(η)
)
,
(2.124)
where in the last step we conjugate the kernel by e−
2ξ
3
+ ξ
2
4 .
Chapter 3
Rank 1 quaternionic spiked model
In this chapter, we consider the rank 1 quaternionic Wishart ensemble unless other-
wise stated. Since we have only one parameter α1 in the p.d.f. of sample eigenvalues
(1.52), we denote it as a.
The reader should be cautious that some notations, for instance, ϕj and ψj, are
defined differently from their definitions in chapter 2, and V˜ 4(λ) is not the fourth
power of V˜ (λ).
3.1 The joint distribution function
In this section, we prove
Theorem 3.1. The joint probability distribution function of λ in the quaternionic
spiked model is
P (λ) =
1
C
V˜ 4(λ)
N∏
j=1
(
λ
2(M−N)+1
j e
−2Mλj
)
. (3.1)
53
CHAPTER 3. RANK 1 QUATERNIONIC SPIKED MODEL 54
Here
V˜ 4(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . 1 0
λ1 1 . . . λN 1
λ21 2λ1 . . . λ
2
N 2λN
...
... . . .
...
...
λ2N−21 (2N − 2)λ2N−31 . . . λ2N−2N (2N − 2)λ2N−3N
e
a
1+a
2Mλ1 a
1+a
2Me
a
1+a
2Mλ1 . . . e
a
1+a
2MλN a
1+a
2Me
a
1+a
2MλN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (3.2)
the determinant of a 2N×2N matrix whose (2N, 2k−1) entry is e a1+a2Mλk , (j, 2k−1)
entry is λj−1k for j = 1, . . . , 2N−1, and 2i-th column is the derivative of the (2i−1)-st
column. V˜ 4(λ) is a variation of the V (λ)4 appearing in the LSE (see [21]).
Since rank r = 1, we can simplify (1.52) as
P (λ) =
1
C
V (λ)4
N∏
j=1
λ
2(M−N)+1
j e
−2Mλj
∞∑
j=0
(2M)j
j!
Q(j)(
a
1+a
)Q(j)(λ1, . . . , λN)
Q(j)(IN)
, (3.3)
just like formula (2.5) for the complex case.
We have [26]
Q(j)(
a
1 + a
) =
(
a
1 + a
)j
(3.4)
and since the number of variables is N [26]
Q(j)(1, . . . , 1) =
1
(j + 1)!
j−1∏
i=0
(2N + i), (3.5)
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so we get
∞∑
j=0
(2M)j
j!
Q(j)(
a
1+a
)Q(j)(λ1, . . . , λN)
Q(j)(IN)
=
∞∑
j=0
j + 1∏j−1
i=0 (2N + i)
(
a
1 + a
2M
)j
Q(j)(λ1, . . . , λN). (3.6)
In [26] there is an identity
∞∑
j=0
(j + 1)Q(j)(λ1, . . . , λN)t
j =
N∏
j=1
1
(1 + λjt)2
. (3.7)
Comparing it with the well-known identity for Schur polynomials
∞∑
j=0
s(j)(λ1, . . . , λN)t
j =
N∏
j=1
1
1 + λjt
, (3.8)
we get the identity
(j + 1)Q(j)(λ1, . . . , λN) = s(j)(λ1, λ1, λ2, λ2, . . . , λN , λN), (3.9)
with each λi appearing twice as variables of the s(j). For notational simplicity, we
denote the right hand side of (3.9) as s˜(j)(Λ), which is a plethysm [19]
s˜(j)(λ1, . . . , λN) = s(j) ◦ 2p1(λ1, . . . , λN). (3.10)
Now we get
∞∑
j=0
(2M)j
j!
Q(j)(
a
1+a
)Q(j)(λ1, . . . , λN)
Q(j)(IN)
=
∞∑
j=0
1∏j−1
i=0 (2N + i)
(
a
1 + a
2M
)j
s˜(j)(λ1, . . . , λN). (3.11)
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Then we need a lemma to simplify (3.11) further.
Lemma 3.1.
s˜(j)(Λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . 1 0
λ1 1 . . . λN 1
λ21 2λ1 . . . λ
2
N 2λN
...
... . . .
...
...
λ2N−21 (2N − 2)λ2N−31 . . . λ2N−2N (2N − 2)λ2N−3N
λ2N+j−11 (2N + j − 1)λ2N+j−21 . . . λ2N+j−1N (2N + j − 1)λ2N+j−2N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
V (λ)4
,
(3.12)
with the (k, 2j − 1) entry of the matrix being a power of λj with the exponent k− 1 if
k 6= 2N and 2N + j − 1 if k = 2N , and the (k, 2j) entry being the derivative of the
(k, 2j − 1) entry with respect to λj.
To prove this lemma, we need the well known fact (see [21]), proven by L’Hoˆpital’s
rule
V (λ)4 =
∣∣∣∣∣∣∣∣∣∣
1 0 . . . 1 0
λ1 1 . . . λN 1
...
... . . .
...
...
λ2N−11 (2N − 1)λ2N−21 . . . λ2N−1N (2N − 1)λ2N−2N
∣∣∣∣∣∣∣∣∣∣
, (3.13)
with the (k, 2j − 1) entry being λk−1j and the (k, 2j) entry (k − 1)λk−2j .
Proof of the lemma. Applying the L’Hoˆpital’s rule repeatedly with respect to x2i,
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i = 1, . . . , N , we get the identity
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . 1 0
λ1 1 . . . λN 1
λ21 2λ1 . . . λ
2
N 2λN
...
... . . .
...
...
λ2N−21 (2N − 2)λ2N−31 . . . λ2N−2N (2N − 2)λ2N−3N
λ2N+j−11 (2N + j − 1)λ2N+j−21 . . . λ2N+j−1N (2N + j − 1)λ2N+j−2N
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . 1 0
λ1 1 . . . λN 1
...
... . . .
...
...
λ2N−11 (2N − 1)λ2N−2 . . . λ2N−1N (2N − 1)λ2N−2N
∣∣∣∣∣∣∣∣∣∣
=
∂N
∂x2∂x4...∂x2N
∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1 1
x1 x2 . . . x2N−1 x2N
...
... . . .
...
...
x2N−21 x
2N−2
2 . . . x
2N−2
2N−1 x
2N−2
2N
x2N+j−11 x
2N+j−1
2 . . . x
2N+j−1
2N−1 x
2N+j−1
2N
∣∣∣∣∣∣∣∣∣∣∣∣
∂N
∂x2∂x4...∂x2N
∣∣∣∣∣∣∣∣∣∣∣∣
1 1 . . . 1 1
x1 x2 . . . x2N−1 x2N
...
... . . .
...
...
x2N−21 x
2N−2
2 . . . x
2N−2
2N−1 x
2N−2
2N
x2N+j−11 x
2N+j−1
2 . . . x
2N+j−1
2N−1 x
2N+j−1
2N
∣∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x2i−1=x2i=λi
i=1....,N
=s(j)(λ1, λ1, λ2, λ2, . . . , λN , λN) = s˜(j)(λ1, . . . , λN),
(3.14)
from the matrix representation of Schur polynomials, and now use (3.13) to get the
compact formula (3.12).
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Substituting (3.12) into (3.11), we get
V (λ)4
∞∑
j=0
(2M)j
j!
Q(j)(
a
1+a
)Q(j)(λ1, . . . , λN)
Q(j)(IN)
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . 1 0
λ1 1 . . . λN 1
λ21 2λ1 . . . λ
2
N 2λN
...
... . . .
...
...
λ2N−21 (2N − 2)λ2N−31 . . . λ2N−2N (2N − 2)λ2N−3N
p(λ1) p
′(λ1) . . . p(λN) p′(λN)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
C
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 . . . 1 0
λ1 1 . . . λN 1
λ21 2λ1 . . . λ
2
N 2λN
...
... . . .
...
...
λ2N−21 (2N − 2)λ2N−31 . . . λ2N−2N (2N − 2)λ2N−3N
e
a
1+a
2Mλ1 a
1+a
2Me
a
1+a
2Mλ1 . . . e
a
1+a
2MλN a
1+a
2Me
a
1+a
2MλN
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
1
C
V˜ 4(λ),
(3.15)
where
p(x) =
∞∑
j=0
1∏j−1
i=0 (2N + i)
(
a
1 + a
2M
)j
x2N+j−1
=
(2N − 1)!(
a
1+a
2M
)2N−1
(
e
a
1+a
2Mx −
2N−2∑
j=0
1
j!
(
a
1 + a
2Mx
)j)
,
(3.16)
and if k 6= 2N , the (k, 2j−1) entries in both matrices are λk−1j , and the (k, 2j) entries
are (k − 1)λk−2j , and the 2N, 2i− 1 entry in the former (latter) matrix is p(λi) (resp.
e
a
1+a
2Mλi) and the 2N, 2i entry p′(λi) (resp. a1+a2Me
a
1+a
2Mλi).
Proof of the theorem. Formulas (3.3) and (3.15) together give the result (3.1).
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3.2 The determinantal formula
With the formula (3.1) ready to use, we get the limiting distribution formula for the
largest sample eigenvalue, in the same spirit as the solution of the quaternionic white
Wishart ensemble. Our process below is closely parallel to that in [30].
First, we find a skew orthogonal basis {ϕ0(x), ϕ1(x), . . . , ϕ2N−1(x)} of the linear
space spanned by {1, x, x2, . . . , x2N−2, e a1+a2Mx}.We require that the ϕj(x) is a linear
combination of {1, x, x2, . . . , xj} if j < 2N − 1, while ϕ2N−1(x) can be arbitrary, with
the skew inner products among them
〈ϕj(x), ϕk(x)〉4 =
∫ ∞
0
(ϕj(x)ϕ
′
k(x)− ϕ′j(x)ϕk(x))x2(M−N)+1e−2Mxdx
=

rj/2 if j is even and k = j + 1,
−rk/2 if k is even and j = k + 1,
0 otherwise.
(3.17)
Remark 3.1. Due to the shortage of notations, we abuse the language so that we use
ϕ and ψ in this chapter to mean functions different from those in chapter 2.
Then we can reformulate the distribution function of λ as
P (λ) =
1
C
∣∣∣∣∣∣∣∣∣∣
ϕ0(λ1) ϕ
′
0(λ1) . . . ϕ0(λN) ϕ
′
0(λN)
ϕ1(λ1) ϕ
′
1(λ1) . . . ϕ1(λN) ϕ
′
1(λN)
...
... . . .
...
...
ϕ2N−1(λ1) ϕ′2N−1(λ1) . . . ϕ2N−1(λN) ϕ
′
2N−1(λN)
∣∣∣∣∣∣∣∣∣∣
N∏
j=1
(
λ
2(M−N)+1
j e
−2Mλj
)
=
1
C
∣∣∣∣∣∣∣∣∣∣
ψ0(λ1) ψ
′
0(λ1) . . . ψ0(λN) ψ
′
0(λN)
ψ1(λ1) ψ
′
1(λ1) . . . ψ1(λN) ψ
′
1(λN)
...
... . . .
...
...
ψ2N−1(λ1) ψ′2N−1(λ1) . . . ψ2N−1(λN) ψ
′
2N−1(λN)
∣∣∣∣∣∣∣∣∣∣
,
(3.18)
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where
ψi(x) = ϕi(x)x
M−N+1/2e−Mx. (3.19)
For an arbitrary function f(x) on [0,∞), by the formula of de Bruijn [8],
∫ ∞
0
. . .
∫ ∞
0
∣∣∣∣∣∣∣∣∣∣
ψ0(λ1) ψ
′
0(λ1) . . . ψ0(λN) ψ
′
0(λN)
ψ1(λ1) ψ
′
1(λ1) . . . ψ1(λN) ψ
′
1(λN)
...
... . . .
...
...
ψ2N−1(λ1) ψ′2N−1(λ1) . . . ψ2N−1(λN) ψ
′
2N−1(λN)
∣∣∣∣∣∣∣∣∣∣
N∏
i=1
(1 + f(λi))dλi = CPf(P (1 + f)), (3.20)
where P (1 + f) is a 2N × 2N matrix, whose entries depend on 1 + f in the following
way
(P (1 + f))j,k =
∫ ∞
0
(ψj−1(x)ψ′k−1(x)− ψ′j−1(x)ψk−1(x))(1 + f(x))dx. (3.21)
Now we define a matrix Z as
Z =

0 r0
−r0 0
0 r1
−r1 0
. . .
0 rN−1
−rN−1 0

, (3.22)
with
Zj,k =

rk/2−1 if k is even and j = k − 1,
−rj/2−1 if j is even and k = j − 1,
0 otherwise,
(3.23)
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and define for j = 0, . . . , N − 1, η = Z−1ψ, i.e.,
η2j(x) = −ψ2j+1(x)
rj
and η2j+1(x) =
ψ2j(x)
rj
. (3.24)
So we have
(P (1 + f))j,k =
∫ ∞
0
(ψj−1(x)ψ′k−1(x)− ψ′j−1(x)ψk−1(x))dx
+
∫ ∞
0
(ψj−1(x)ψ′k−1(x)− ψ′j−1(x)ψk−1(x))f(x)dx
=Zj,k +
∫ ∞
0
(ψj−1(x)ψ′k−1(x)− ψ′j−1(x)ψk−1(x))f(x)dx.
(3.25)
And if we denote Q(1 + f) = Z−1P (1 + f), then
Q(1 + f)j,k = δj,k +
∫ ∞
0
(ηj−1(x)ψ′k−1(x)− η′j−1(x)ψk−1(x))f(x)dx. (3.26)
If we choose f to be −χ(T,∞), then the integral on the left hand side of (3.20),
after multiplying a constant, is the probability of all λi’s smaller than T . In latter
part of the paper, we abbreviate χ(T,∞) to χ as before. So we get for a T -independent
constant
P(max(λi) ≤ T ) = CPf(P (1− χ)), (3.27)
and
(P(max(λi) ≤ T ))2 = C2 det(P (1− χ)) = C2 det(Q(1− χ)). (3.28)
Now we apply a matrix version of (2.51). In linear algebra, we have the determi-
nant identity
det(I − AB) = det(I −BA), (3.29)
for A an linear map from Rn to Rm and B an linear map from Rn to Rm, and the
identity still holds in infinite dimensional settings [12]. Letting det mean a Fredholm
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determinant for a matrix integral operator defined in (1.71), we describe a setting
due to Tracy-Widom [30].
If A is an operator from L2(R)× L2(R) to the vector space R2N with
A
(
g(x)
h(x)
)
j
=
∫ ∞
0
χ(x)ηj−1(x)g(x)dx−
∫ ∞
0
χ(x)η′j−1(x)h(x)dx, (3.30)
and B is an operator from R2N to L2(R)× L2(R) with
B
 c1...
c2N
 = (∑2Nk=1 ckψ′k−1(x)χ(x)∑2N
k=1 ckψk−1(x)χ(x)
)
, (3.31)
then
I − AB = Q(1− χ), (3.32)
and
I −BA = I − χ(x)
(
S4(x, y) SD4(x, y)
IS4(x, y) S4(y, x)
)
χ(y), (3.33)
where S4(x, y), IS4(x, y) and SD4(x, y) are integral operators whose kernels are
S4(x, y) =
2N−1∑
j=0
ψ′j(x)ηj(y) =
N−1∑
j=0
1
rj
(−ψ′2j(x)ψ2j+1(y) + ψ′2j+1(x)ψ2j(y)), (3.34)
SD4(x, y) =
2N−1∑
j=0
−ψ′j(x)η′j(y) =
N−1∑
j=0
1
rj
(ψ′2j(x)ψ
′
2j+1(y)− ψ′2j+1(x)ψ′2j(y)), (3.35)
IS4(x, y) =
2N−1∑
j=0
ψj(x)ηj(y) =
N−1∑
j=0
1
rj
(−ψ2j(x)ψ2j+1(y) + ψ2j+1(x)ψ2j(y)), (3.36)
S4(y, x) =
2N−1∑
j=0
−ψj(x)η′j(y) =
N−1∑
j=0
1
rj
(ψ2j(x)ψ
′
2j+1(y)− ψ2j+1(x)ψ′2j(y)). (3.37)
Remark 3.2. It is clear that the nomenclature of SD4(x, y) is due to the fact that
SD4(x, y) is the negative of the derivative of S4(x, y). But IS4(x, y), which gets its
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name in the same way in earlier literature in GSE (e.g., [29]), in our problem may
not satisfy the equation
IS4(x, y) = −
∫ ∞
x
S4(t, y)dt, (3.38)
since the integral on the right hand side may diverge.
In conclusion,
(P(max(λi) ≤ T ))2 = C2 det
(
I − χ(x)
(
S4(x, y) SD4(x, y)
IS4(x, y) S4(y, x)
)
χ(y)
)
, (3.39)
and we can find that C2 = 1 by taking the limit T → ∞. We define a 2 × 2 matrix
kernel as
PT (x, y) =χ(x)
(
S4(x, y) SD4(x, y)
IS4(x, y) S4(y, x)
)
χ(y)
=
(
χ(x)S4(x, y)χ(y) χ(x)DS4(x, y)χ(y)
χ(x)IS4(x, y)χ(y) χ(x)S4(y, x)χ(y)
)
,
(3.40)
then we have
(P(max(λi) ≤ T ))2 = det(I − PT (x, y)). (3.41)
3.3 S4(x, y) in terms of Laguerre polynomials
In manipulation of skew orthogonal polynomials, we take the approach of [2], and all
properties of Laguerre polynomials are from [27].
Since Laguerre polynomials by definition satisfy the orthogonal property
∫ ∞
0
L
(2(M−N))
j L
(2(M−N))
k x
2(M−N)e−xdx =
(j + 2(M −N))!
j!
δj,k, (3.42)
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and they have the differential identity 1
x
d
dx
L(2(M−N))n (x) = nL
(2(M−N))
n (x)− (n+ 2(M −N))L(2(M−N))n−1 (x), (3.43)
it is easy to get that
〈
L
(2(M−N))
j (2Mx), L
(2(M−N))
k (2Mx)
〉
4
=
∫ ∞
0
(
L
(2(M−N))
j (2Mx)
d
dx
L
(2(M−N))
k (2Mx)
− L(2(M−N))k (2Mx)
d
dx
L
(2(M−N))
j (2Mx)
)
x2(M−N)+1e−2Mxdx
=

(
1
2M
)2(M−N)+1 (j+2(M−N))!
(j−1)! if j = k + 1,
− ( 1
2M
)2(M−N)+1 (k+2(M−N))!
(k−1)! if k = j + 1,
0 otherwise.
(3.44)
So we can choose for j = 0, . . . , N − 2,
ϕ2j(x) =
j∑
k=0
(
k∏
i=1
2i− 1
2i+ 2(M −N)
)
L
(2(M−N))
2k (2Mx), (3.45)
ϕ2j+1(x) =− L(2(M−N))2j+1 (2Mx), (3.46)
and
rj =
(
1
2M
)2(M−N)+1
(2j + 2(M −N) + 1)!
(2j)!
j∏
k=1
2k − 1
2k + 2(M −N) . (3.47)
We can also choose
ϕ2N−2(x) =
N−1∑
k=0
(
k∏
i=1
2i− 1
2i+ 2(M −N)
)
L
(2(M−N))
2k (2Mx), (3.48)
1We assume L(2(M−N))n (x) = 0 if n < 0.
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but ϕ2N−1(x) is not a polynomial and needs to be treated separately.
By the Rodrigues’ representation
x2(M−N)e−xL(2(M−N))n (x) =
1
n!
dn
dxn
(e−xxn+2(M−N)), (3.49)
and repeated integration by parts, we get for n > 0
〈
e
a
1+a
2Mx, L(2(M−N))n (2Mx)
〉
4
=(
1 + a
2M
)2(M−N)+1(
(−a)n+1 (n+ 2(M −N) + 1)!
n!
− (−a)n−1 (n+ 2(M −N))!
(n− 1)!
)
(3.50)
and
〈
e
a
1+a
2Mx, L
(2(M−N))
0 (2Mx)
〉
4
= −
(
1 + a
2M
)2(M−N)+1
a(2(M −N) + 1)!, (3.51)
so that
〈
e
a
1+a
2Mx, ϕ2j(x)
〉
4
=
−
(
1 + a
2M
)2(M−N)+1
a2j+1
(2j + 2(M −N) + 1)!
(2j)!
j∏
k=1
2k − 1
2k + 2(M −N) (3.52)
and
〈
e
a
1+a
2Mx, ϕ2j+1(x)
〉
4
=
−
(
1 + a
2M
)2(M−N)+1(
a2j+2
(2j + 2(M −N) + 2)!
(2j + 1)!
− a2j (2j + 2(M −N) + 1)!
(2j)!
)
.
(3.53)
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Now by the skew orthogonality, we can choose
ϕ2N−1(x) =−
N−2∑
j=0
1
rj
(〈
e
a
1+a
2Mx, ϕ2j+1(x)
〉
4
ϕ2j(x)−
〈
e
a
1+a
2Mx, ϕ2j(x)
〉
4
ϕ2j+1(x)
)
− (1 + a)2(M−N)+1a2N−2
N−1∏
j=1
2j + 2(M −N)
2j − 1 ϕ2N−2(x) + e
a
1+a
2Mx
=e
a
1+a
2Mx − (1 + a)2(M−N)+1
2N−2∑
j=0
(−a)jL(2(M−N))j (2Mx)
(3.54)
and
rN−1 =
(
1 + a
2M
)2(M−N)+1
a2N−1
(2M − 1)!
(2N − 2)!
N−1∏
k=1
2k − 1
2k + 2(M −N) . (3.55)
Now, we write S4(x, y) as S4a(x, y) + S4b(x, y), where
S4a(x, y) =
N−2∑
j=0
1
rj
(−ψ′2j(x)ψ2j+1(y) + ψ′2j+1(x)ψ2j(y)) (3.56)
and
S4b(x, y) =
1
rN−1
(−ψ′2N−2(x)ψ2N−1(y) + ψ′2N−1(x)ψ2N−2(y)), (3.57)
and simplify them separately.
The formula (3.56) of our S4a(x, y) is also the formula for S4(x, y) in the LSE
problem, with parameters M and N−2, and has been well studied. For completeness
we derive its Laguerre polynomial expression here, following [2].
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By the differential identity (3.43) and the identity
nL(2(M−N))n (x) =
(−x+ 2n+ 2(M −N)− 1)L(2(M−N))n−1 (x)− (n+ 2(M −N)− 1)L(2(M−N))n−2 (x), (3.58)
we get, remembering the definition (3.19), the telescoping sequence
ψ′2j(x) =
j∑
k=0
(
k∏
i=1
2i− 1
2i+ 2(M −N)(
M −N + 1/2−Mx+ x d
dx
)
L
(2(M−N))
2k (2Mx)
)
xM−N−1/2e−Mx
=
1
2
j∑
k=0
k∏
i=1
2i− 1
2i+ 2(M −N)
(
(2k + 1)L
(2(M−N))
2k+1 (2Mx)
−(2k + 2(M −N))L(2(M−N))2k−1 (2Mx)
)
xM−N−1/2e−Mx
=
1
2
(
j∏
k=1
2k − 1
2k + 2(M −N)
)
(2j + 1)L
(2(M−N))
2j+1 (2Mx)x
M−N−1/2e−Mx
(3.59)
and
ψ′2j+1(x) =−
(
M −N + 1/2−Mx+ x d
dx
)
L
(2(M−N))
2j+1 (2Mx)x
M−N−1/2e−Mx
=− 1
2
(
(2j + 2)L
(2(M−N))
2j+2 (2Mx)
−(2j + 2(M −N) + 1)L(2(M−N))2j (2Mx)
)
xM−N−1/2e−Mx.
(3.60)
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Therefore, if we plug in (3.47), (3.59) and (3.60) into (3.56), we get after some trick,
S4a(x, y) =
1
2
(2M)2(M−N)+1xM−N−1/2e−MxyM−N+1/2e−My{
2N−2∑
j=0
j!
(j + 2(M −N))!L
(2(M−N))
j (2Mx)L
(2(M−N))
j (2My)
− (2N − 2)!
(2M − 2)!
(
N−1∏
j=1
2j + 2(M −N)
2j − 1
)
L
(2(M−N))
2N−2 (2Mx)ϕ2N−2(y)
}
.
(3.61)
Furthermore, we can simplify ψ2N−2(x). Since for j 6= 2N − 1, (if we define ϕj(x)
and then ψj(x) for j > 2N − 1 by the formula (3.45) and (3.46),)
∫ ∞
0
(
ψ2N−2(x)ψ′j(x)− ψ′2N−2(x)ψj(x)
)
dx = 0, (3.62)
we get for j 6= 2N − 1, using integration by parts,
∫ ∞
0
ψ′2N−2(x)L
(2(M−N))
j (2Mx)x
M−N+1/2e−Mxdx = 0. (3.63)
So by the orthogonal property of Laguerre polynomials, we get
ψ′2N−2(x) = CL
(2(M−N))
2N−1 (2Mx)x
M−N−1/2e−Mx, (3.64)
and we can determine that
C =
2N − 1
2
N−1∏
j=1
2j − 1
2j + 2(M −N) (3.65)
CHAPTER 3. RANK 1 QUATERNIONIC SPIKED MODEL 69
without much difficulty. Together with the fact limx→∞ ψ2N−2(x) = 0, we get
ψ2N−2(x) = −2N − 1
2
N−1∏
j=1
2j − 1
2j + 2(M −N)
∫ ∞
x
tM−N−1/2e−MtL(2(M−N))2N−1 (2Mt)dt.
(3.66)
Now, we can write S4a(x, y) as S4a1(x, y) + S4a2(x, y), where
S4a1(x, y) =
1
2
(2M)2(M−N)+1xM−N−1/2e−MxyM−N+1/2e−My
2N−2∑
j=0
j!
(j + 2(M −N))!L
(2(M−N))
j (2Mx)L
(2(M−N))
j (2My) (3.67)
and
S4a2(x, y) =
1
4
(2M)2(M−N)+1
(2N − 1)!
(2M − 2)!
L
(2(M−N))
2N−2 (2Mx)x
M−N−1/2e−Mx
∫ ∞
y
tM−N−1/2e−MtL(2(M−N))2N−1 (2Mt)dt. (3.68)
Finally,
S4b(x, y) = −1
2
(
2M
1 + a
)2(M−N)+1
a−(2N−1)
(2N − 1)!
(2M − 1)!{
L
(2(M−N))
2N−1 (2Mx)x
M−N−1/2e−Mxψ2N−1(y)
+ ψ′2N−1(x)
∫ ∞
y
L
(2(M−N))
2N−1 (2Mt)t
M−N−1/2e−Mtdt
}
, (3.69)
and we can take the asymptotic analyses of S4a1(x, y), S4a2(x, y) and S4b(x, y) sepa-
rately.
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3.4 Proof of theorem 1.2
The same as in the complex case, we consider the rescaled distribution problem, and
wish to find the probability of the largest sample eigenvalue being in the domain
(0, p+ qT ]. We can put the kernel in the new coordinate system (after a conjugation
by
(
q1/2 0
0 q−1/2
)
), and get
(P(max(λi) ≤ p+ qT ))2 = det
(
I −
(
S˜4(ξ, η) S˜D4(ξ, η)
I˜S4(ξ, η) S˜4(η, ξ)
)
χ(η)
)
= det(I − P˜T (ξ, η)),
(3.70)
where as L2 functions,
S˜D4(ξ, η) =q
2SD4(x, y)|x=p+qξ
y=p+qη
, (3.71)
S˜4(ξ, η) =qS4(x, y)|x=p+qξ
y=p+qη
, (3.72)
I˜S4(ξ, η) =IS4(x, y)|x=p+qξ
y=p+qη
, (3.73)
and
P˜T (ξ, η) = χ(ξ)
(
S˜4(ξ, η) S˜D4(ξ, η)
I˜S4(ξ, η) S˜4(η, ξ)
)
χ(η). (3.74)
In the proof of theorem 1.2, we need the matrix version of propositions 2.3—
2.6, and the fact that the convergence in trace norm of a matrix integral operator is
equivalent to the convergence in trace norm of all its entries.
Since the IS4(x, y) and DS4(x, y) are of the same form as S4(x, y), we only show
the asymptotic analysis of S4(x, y), and state the result for the other two, for which
the arguments are the same. We give proofs of all the three parts below.
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3.4.1 The −1 < a < γ−1 part
In case −1 < a ≤ γ−1, we choose p = (1 + γ−1)2 and q = (1+γ)4/3
γ(2M)2/3
, and denote 2
S˜∗(ξ, η) =
(1 + γ)4/3
γ(2M)2/3
S∗(x, y)
∣∣∣∣x=(1+γ−1)2+ (1+γ)4/3
γ(2M)2/3
ξ
y=(1+γ−1)2+ (1+γ)
4/3
γ(2M)2/3
η
. (3.75)
S4a(x, y) is the formula for the upper-left entry of the 2 × 2 matrix kernel of
the quaternionic white Wishart ensemble with parameters M and N − 1, and its
asymptotic behavior is well studied [11]. We want to prove that as M →∞, S4a(x, y)
dominates S4(x, y) in the domain that we are interested in, and so naturally the
distribution of the largest sample eigenvalue in the perturbed problem is the same
as that in the quaternionic white Wishart ensemble. (The difference between N and
N − 1 is negligible.)
S4a1(x, y) is almost the kernel for the complex white Wishart ensemble with pa-
rameters 2M − 2 and 2N − 2, besides a factor √y/x/2. By arguments in subsection
2.3.1 we have
lim
M→∞
χ(ξ)S˜4a1(ξ, η)χ(η) =
1
2
χ(ξ)KAiry(ξ, η)χ(η). (3.76)
For the S4a2(x, y) part, we also have in trace norm [11],
lim
M→∞
χ(ξ)S˜4a2(ξ, η)χ(η) = −1
4
χ(ξ) Ai(ξ)
∫ ∞
η
Ai(t)dtχ(η). (3.77)
We get the proof of (3.77) by asymptotics analysis. Formula (5.165) and a similar re-
sult for L
(2(M−N))
2N−2 imply the convergence in L
2 norm of functions in ξ and respectively
2Here ∗ stands for 4, 4a, 4a1, 4a2 and 4b. The definition of S˜∗(ξ, η) in (3.75) is only used in
subsection 3.4.1 and 3.4.2.
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η,
lim
M→∞
γ−2N(1 + γ)4/3(2M)1/3eM−NL(2(M−N))2N−2 (2Mx)x
M−N−1/2e−Mxχ(ξ) = Ai(ξ)χ(ξ),
(3.78)
lim
M→∞
γ−2N2MeM−N
∫ ∞
y
L
(2(M−N))
2N−1 (2Mt)t
M−N−1/2e−Mtdtχ(η) = −
∫ ∞
η
Ai(t)dtχ(η),
(3.79)
and by the Stirling’s formula,
lim
M→∞
(2M)2(M−N)−1
(2N − 1)!
(2M − 2)!e
2(N−M)γ4N−1 = 1. (3.80)
By (3.68) and (3.75), we get
χ(ξ)S˜4a2(ξ, η)χ(η) =
1
4
(2M)2(M−N)−1
(2N − 1)!
(2M − 2)!e
2(N−M)γ4N−1
γ−2N(1 + γ)4/3(2M)1/3eM−NL(2(M−N))2N−2 (2Mx)x
M−N−1/2e−Mxχ(ξ)
γ−2N2MeM−N
∫ ∞
y
L
(2(M−N))
2N−1 (2Mt)t
M−N−1/2e−Mtdtχ(η). (3.81)
Therefore we get the trace norm convergence (3.77) from the L2 convergence (3.78)
and (3.79) by proposition 2.4.
Now we need to analyze the term S4b(ξ, η), new to the perturbed problem. We
need the following results of L2 convergence, which are direct consequences of (5.165),
(5.172) and a similar result of ψ′2N−1:
lim
M→∞
γ−2N−1(1 + γ)4/3(2M)1/3eM−NL(2(M−N))2N−1 (2Mx)x
M−N−1/2e−Mxχ(ξ) =
− Ai(ξ)χ(ξ), (3.82)
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lim
M→∞
γ−2N2MeM−N
∫ ∞
y
L
(2(M−N))
2N−1 (2Mt)t
M−N−1/2e−Mtdtχ(η) = −
∫ ∞
η
Ai(t)dtχ(η),
(3.83)
lim
M→∞
(1 + a)2(N−M)−1a−2N+1
(1− aγ)(2M)1/3
(γ + 1)2/3γ2N−1
eM−Nψ2N−1(y)χ(η) = Ai(η)χ(η),
(3.84)
lim
M→∞
(1 + a)2(N−M)−1a−2N+1
(1− aγ)(γ + 1)2/3
γ2N(2M)1/3
eM−Nψ′2N−1(y)χ(ξ) = Ai
′(ξ)χ(ξ).
(3.85)
By the Stirling’s formula, we get
lim
M→∞
(2M)2(M−N)
(2N − 1)!
(2M − 1)!e
2(N−M)γ4N−1 = 1, (3.86)
and then by (3.69), (3.75) and proposition 2.4, we have the convergence in trace norm
lim
M→∞
(1− aγ)(2M)1/3
(1 + γ)2/3
χ(ξ)S˜4b(ξ, η)χ(η) =
1
2
χ(ξ)
(
Ai(ξ) Ai(η) + Ai′(ξ)
∫ ∞
η
Ai(t)dt
)
χ(η), (3.87)
which implies that in trace norm,
lim
M→∞
χ(ξ)S˜4b(ξ, η)χ(η) = 0. (3.88)
Now we get the desired result
lim
M→∞
χ(ξ)S˜4(ξ, η)χ(η) = lim
M→∞
χ(ξ)S˜4a(ξ, η)χ(η) = χ(ξ)Ŝ4(ξ, η)χ(η), (3.89)
CHAPTER 3. RANK 1 QUATERNIONIC SPIKED MODEL 74
and in the same way
lim
M→∞
χ(ξ)S˜D4(ξ, η)χ(η) =χ(ξ)ŜD4(ξ, η)χ(η), (3.90)
lim
M→∞
χ(ξ)I˜S4(ξ, η)χ(η) =χ(ξ)ÎS4(ξ, η)χ(η). (3.91)
Therefore, in trace norm
lim
M→∞
P˜T (ξ, η) = χ(ξ)
(
Ŝ4(ξ, η) ŜD4(ξ, η)
ÎS4(ξ, η) Ŝ4(η.ξ)
)
χ(η), (3.92)
and the convergence of Fredholm determinant follows.
3.4.2 The a = γ−1 part
When a = γ−1, the 1−aγ−1 in (3.87) vanishes, so we need other asymptotic formulas
for ψ2N−1(η) and ψ′2N−1(η). The approach is similar to that in the a < γ
−1 case, with
the same choice of p and q. We need the L2 convergence results given by (5.172) and
similar results:
lim
M→∞
γ−2N−1(1 + γ)4/3(2M)1/3eM−Neξ/3L(2(M−N))2N−1 (2Mx)x
M−N−1/2e−Mxχ(ξ) =
− eξ/3 Ai(ξ)χ(ξ), (3.93)
lim
M→∞
γ−2N2MeM−Ne−η/3
∫ ∞
y
L
(2(M−N))
2N−1 (2Mt)t
M−N−1/2e−Mtdtχ(η) =
− e−η/3
∫ ∞
η
Ai(t)dtχ(η), (3.94)
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lim
M→∞
(1 + a)2(N−M)−1a−2N+1eM−Nγ−2N+1e−η/3ψ2N−1(y)χ(η) = e−η/3s(1)(η)χ(η),
(3.95)
lim
M→∞
(1 + a)2(N−M)−1a−2N+1eM−N
(γ + 1)4/3
γ2N(2M)−2/3
eξ/3ψ′2N−1(x)χ(ξ) = e
ξ/3 Ai(ξ)χ(ξ).
(3.96)
Now we conclude the proof of the a = γ−1 part of theorem 1.2. Using (3.69),
(3.86) and proposition 2.4 we have the convergence in trace norm
lim
M→∞
χ(ξ)eξ/3S˜4b(ξ, η)e
−η/3χ(η) =
1
2
χ(ξ)eξ/3
(
Ai(ξ)s(1)(η) + Ai(ξ)
∫ ∞
η
Ai(t)dt
)
e−η/3χ(η)
=
1
2
χ(ξ)eξ/3 Ai(ξ)e−η/3χ(η),
(3.97)
and this together with the conjugated convergence result of S˜4a(ξ, η) in formulas
(3.76) and (3.77) of subsection 3.4.1, which can be proved by arguments in subsection
2.3.2, conclude
lim
M→∞
χ(ξ)eξ/3S˜4(ξ, η)e
−η/3χ(η) = χ(ξ)eξ/3S4(ξ, η)e−η/3χ(η). (3.98)
In the same way we get
lim
M→∞
χ(ξ)eξ/3S˜D4(ξ, η)e
η/3χ(η) =χ(ξ)eξ/3SD4(ξ, η)e
η/3χ(η), (3.99)
lim
M→∞
χ(ξ)e−ξ/3I˜S4(ξ, η)e−η/3χ(η) =χ(ξ)e−ξ/3IS4(ξ, η)e−η/3χ(η). (3.100)
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Then we get the convergence in trace norm of a conjugate of χ(ξ)P˜T (ξ, η)χ(η)
lim
M→∞
χ(ξ)
(
eξ/3S˜4(ξ, η)e
−η/3 eξ/3S˜D4(ξ, η)eη/3
e−ξ/3I˜S4(ξ, η)e−η/3 e−ξ/3S˜4(η, ξ)eη/3
)
χ(η)
=χ(ξ)
(
eξ/3S4(ξ, η)e
−η/3 eξ/3SD4(ξ, η)eη/3
e−ξ/3IS4(ξ, η)e−η/3 e−ξ/3S4(η, ξ)eη/3
)
χ(η)
=χ(ξ)
(
eξ/3 0
0 e−ξ/3
)(
S4(ξ, η) SD4(ξ, η)
IS4(ξ, η) S4(η, ξ)
)(
e−η/3 0
0 eη/3
)
χ(η).
(3.101)
Therefore,
lim
M→∞
det(I − P˜T (ξ, η))
= det
(
I − χ(ξ)
(
eξ/3S4(ξ, η)e
−η/3 eξ/3SD4(ξ, η)eη/3
e−ξ/3IS4(ξ, η)e−η/3 e−ξ/3S4(η, ξ)eη/3
)
χ(η)
)
= det
(
I − χ(ξ)
(
S4(ξ, η) SD4(ξ, η)
IS4(ξ, η) S4(η, ξ)
)
χ(η)
)
,
(3.102)
we we use the matrix version of proposition 2.6.
3.4.3 The a > γ−1 part
If a > γ−1, the location as well as the fluctuation scale of the largest sample eigen-
value is changed. We change variables as p = (a + 1)
(
1 + 1
γ2a
)
and q = (a +
1)
√
1− 1
γ2a2
1√
2M
, and then by (3.72) the kernel S∗(x, y) after substitution is 3
S˜∗(ξ, η) = (a+ 1)
√
1− 1
γ2a2
1√
2M
S∗(x, y)
∣∣∣∣x=(a+1)“1+ 1
γ2a
”
+(a+1)
q
1− 1
γ2a2
1√
2M
ξ
y=(a+1)
“
1+ 1
γ2a
”
+(a+1)
q
1− 1
γ2a2
1√
2M
η
.
(3.103)
3Here ∗ stands for 4, 4a or 4b, and the S˜∗(ξ, η) in this subsection is not identical to that in
subsection 3.4.1 and 3.4.2.
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We analyze S˜4b(ξ, η) first. As before, we have L
2 convergence results by (5.185) and
similar results
lim
M→∞
(γ2a+ 1)M−N+1/2
(γ2a)M+N+1/2(a+ 1)M−N−1/2
√
(γ2a2 − 1)2MeM−Ne
γ2a2−1
(γ2a+1)(a+1)
Mx
e2ξ/3L
(2(M−N))
2N−1 (2Mx)x
M−N−1/2e−Mxχ(ξ) = − 1√
2pi
e
− 1
4
γ4a2+γ2a2+4γ2a+γ2+1
(γ2a+1)2
ξ2+2ξ/3
χ(ξ),
(3.104)
lim
M→∞
1
2
(γ2a+ 1)M−N−1/2(γ2a2 − 1)
(γ2a)M+N+1/2(a+ 1)M−N+1/2
√
γ2a2 − 1(2M)3/2eM−Ne
γ2a2−1
(γ2a+1)(a+1)
My
e2η/3
∫ ∞
y
L
(2(M−N))
2N−1 (2Mt)t
M−N−1/2e−Mtdtχ(η) =
− 1√
2pi
e
− 1
4
γ4a2+γ2a2+4γ2a+γ2+1
(γ2a+1)2
η2+2η/3
χ(η), (3.105)
lim
M→∞
(
γ2a
(γ2a+ 1)(a+ 1)
)M−N+1/2
eM−Ne−
γ2a2−1
(γ2a+1)(a+1)
My
e−2η/3ψ2N−1(y)χ(η) = e
− 1
4
(γ2a2−1)(γ2−1)
(γ2a+1)2
η2−2η/3
χ(η), (3.106)
lim
M→∞
(
γ2a
(γ2a+ 1)(a+ 1)
)M−N−1/2
eM−N
γ2a
(γ2a2 − 1)Me
− γ2a2−1
(γ2a+1)(a+1)
Mx
e−2ξ/3ψ′2N−1(x)χ(ξ) = e
− 1
4
(γ2a2−1)(γ2−1)
(γ2a+1)2
ξ2−2ξ/3
χ(ξ). (3.107)
For notational simplicity, we denote functions on the left-hand sides of (3.104) –
(3.107) by F1(ξ), F2(η), F3(η) and F4(ξ), and denote
cM = (2M)
2(M−N) (2N − 1)!
(2M − 1)!e
2(N−M)γ4N−1 (3.108)
CHAPTER 3. RANK 1 QUATERNIONIC SPIKED MODEL 78
By (3.86), we have
lim
M→∞
cM = 1. (3.109)
Then we get from (3.69), (3.103) and (3.104)—(3.107)
S˜4b(ξ, η) = −cM
2
(
e
− γ2a2−1
(γ2a+1)(a+1)
M(x−y)−2(ξ−η)/3
F1(ξ)F3(η)
+e
γ2a2−1
(γ2a+1)(a+1)
M(x−y)+2(ξ−η)/3
F4(ξ)F2(η)
)
. (3.110)
If we define
SD4a(x, y) =
N−2∑
j=0
1
rj
(ψ′2j(x)ψ
′
2j+1(y)− ψ′2j+1(x)ψ′2j(y)), (3.111)
IS4a(x, y) =
N−2∑
j=0
1
rj
(−ψ2j(x)ψ2j+1(y) + ψ2j+1(x)ψ2j(y)), (3.112)
and
SD4b(x, y) =
1
rN−1
(ψ′2N−2(x)ψ
′
2N−1(y)− ψ′2N−1(x)ψ′2N−2(y)), (3.113)
IS4b(x, y) =
1
rN−1
(−ψ2N−2(x)ψ2N−1(y) + ψ2N−1(x)ψ2N−2(y)), (3.114)
and by (3.71) and (3.73) like (3.103) 4
S˜D∗(ξ, η) = (a+ 1)2
(
1− 1
γ2a2
)
1
2M
SD∗(x, y)
∣∣∣∣x=(a+1)“1+ 1
γ2a
”
+(a+1)
q
1− 1
γ2a2
1√
2M
ξ
y=(a+1)
“
1+ 1
γ2a
”
+(a+1)
q
1− 1
γ2a2
1√
2M
η
,
(3.115)
I˜S∗(ξ, η) = IS∗(x, y)|x=(a+1)“1+ 1
γ2a
”
+(a+1)
q
1− 1
γ2a2
1√
2M
ξ
y=(a+1)
“
1+ 1
γ2a
”
+(a+1)
q
1− 1
γ2a2
1√
2M
η
, (3.116)
4∗ stands for 4, 4a or 4b.
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then in the same way of (3.110), we have
S˜D4b(ξ, η) =
cM
4
CM
(
e
− γ2a2−1
(γ2a+1)(a+1)
M(x−y)−2(ξ−η)/3
F1(ξ)F4(η)
−e
γ2a2−1
(γ2a+1)(a+1)
M(x−y)+2(ξ−η)/3
F4(ξ)F1(η)
)
, (3.117)
I˜S4b(ξ, η) =
cM
CM
(
e
− γ2a2−1
(γ2a+1)(a+1)
M(x−y)−2(ξ−η)/3
F2(ξ)F3(η)
−e
γ2a2−1
(γ2a+1)(a+1)
M(x−y)+2(ξ−η)/3
F3(ξ)F2(η)
)
, (3.118)
with
CM =
(γ2a2 − 1)3/2√2M
aγ(γ2a+ 1)
. (3.119)
Now we write P˜T (ξ, η) as the sum
P˜T (ξ, η) = P˜Ta(ξ, η) + P˜Tb(ξ, η), (3.120)
with
P˜Ta(ξ, η) =χ(η)
(
S˜4a(ξ, η) S˜D4a(ξ, η)
I˜S4a(ξ, η) S˜4a(η, ξ)
)
χ(η), (3.121)
P˜Tb(ξ, η) =χ(η)
(
S˜4b(ξ, η) S˜D4b(ξ, η)
I˜S4b(ξ, η) S˜4b(η, ξ)
)
χ(η). (3.122)
If we denote
U(ξ) =
e γ2a2−1(γ2a+1)(a+1)Mx+2ξ/3 −CM2 F4(ξ)F3(ξ)e γ2a2−1(γ2a+1)(a+1)Mx+2ξ/3
0 e
− γ2a2−1
(γ2a+1)(a+1)
Mx−2ξ/3
 , (3.123)
U−1(η) =
e− γ2a2−1(γ2a+1)(a+1)My−2η/3 CM2 F4(ξ)F3(ξ)e− γ2a2−1(γ2a+1)(a+1)Mx−2ξ/3
0 e
γ2a2−1
(γ2a+1)(a+1)
Mx+2ξ/3
 , (3.124)
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then we have the result of kernel conjugation
U(ξ)P˜Tb(ξ, η)U
−1(η) =
χ(ξ)
− cM2 (F1(ξ) + F2(ξ)F4(ξ)F3(ξ) )F3(η) 0
U(ξ)P˜Tb(ξ, η)U
−1(η)21 − cM2 F3(ξ)
(
F1(η) +
F2(η)F4(η)
F3(η)
)χ(η),
(3.125)
with the entry
U(ξ)P˜Tb(ξ, η)U
−1(η)21 =
cM
CM
(
e
− 2(γ2a2−1)
(γ2a+1)(a+1)
Mx−4ξ/3
F2(ξ)F3(η)− F3(ξ)F2(η)e−
2(γ2a2−1)
(γ2a+1)(a+1)
My−4η/3
)
. (3.126)
We want U(ξ)P˜Tb(ξ, η)U
−1(η) to converge in trace norm as M → ∞, and need
the result
Lemma 3.2. In L2 norm,
lim
M→∞
F2(ξ)F4(ξ)
F3(ξ)
χ(ξ) = − 1√
2pi
e
− 1
4
γ4a2+γ2a2+4γ2a+γ2+1
(γ2a+1)2
ξ2+2ξ/3
χ(ξ). (3.127)
The proof is left to the reader. The main ingredient is (3.105) and the fact that
F4(ξ)/F3(ξ) approaches to 1 uniformly on [T,∞).
We need another convergence result on U(ξ)P˜Ta(ξ, η)U
−1(η):
Proposition 3.1. In trace norm,
lim
M→∞
U(ξ)P˜Ta(ξ, η)U
−1(η) = 0. (3.128)
The proof is left to the reader. Since all the four entries in P˜Ta(ξ, η) can be
expressed by Laguerre polynomials, the asymptotic results like (3.104) and (3.105)
give the convergence (3.128).
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By lemma 3.2 and proposition 3.1, we get in trace norm
lim
M→∞
det(I − P˜T (ξ, η))
= lim
M→∞
det(I − U(ξ)P˜T (ξ, η)U−1(η))
= lim
M→∞
det(I − U(ξ)P˜Tb(ξ, η)U−1(η))
=
(∫ T
∞
1√
2pi
e−
t2
2 dt
)2
,
(3.129)
and we get the proof of the a > γ−1 part of theorem 1.2.
Chapter 4
Phase transition phenomenon
4.1 Rank 1 complex spiked model
Here we assume that the single spiked population eigenvalue is 1 + a = 1 + γ−1, and
by the part 2 of theorem 1.1, we know the distribution function of the largest sample
eigenvalue is FGUE 1, which is, according to (1.67), defined as
FGUE 1(T ) = det
(
1− χ(ξ) (KAiry(ξ, η) + Ai(ξ)s(1)(η))χ(η)) . (4.1)
Forrester recognized that [10]
FGUE 1(T ) = F
2
GOE(T ). (4.2)
Therefore as the perturbative parameter a increases, by (1.70) and (4.2) we have the
FGUE—F
2
GOE—Gaussian phase transition phenomenon around a = γ
−1.
82
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4.2 Rank 1 quaternionic spiked model
Again we assume that the single spiked population eigenvalue is 1 + a = 1 + γ−1. As
the perturbative parameter a increases, we have the FGSE—FGOE—Gaussian phase
transition phenomenon around a = γ−1, by results of theorem 1.2 and 1.3. In this
section we prove theorem 1.3.
In manipulation of kernels, we follow the method of [29]. The procedure seems
informal and cursory, but is carefully justified in [29].
For notational simplicity, we denote (χ(ξ) = χ(T,∞)(ξ))
B(ξ) = 1− s(1)(ξ) =
∫ ∞
ξ
Ai(t)dt. (4.3)
First, we express the integral operator
χ(ξ)P (ξ, η)χ(η) =
(
χ(ξ)S4(ξ, η)χ(η) χ(ξ)SD4(ξ, η)χ(η)
χ(ξ)IS4(ξ, η)χ(η) χ(ξ)S4(η, ξ, )χ(η)
)
(4.4)
by (
χ(ξ) ∂
∂ξ
0
0 χ(ξ)
)(
IS4(ξ, η)χ(η) S4(η, ξ)χ(η)
IS4(ξ, η)χ(η) S4(η, ξ, )χ(η)
)
, (4.5)
since by (3.34) – (3.37) and taking limit,
∂
∂ξ
IS4(ξ, η) =S4(ξ, η), (4.6)
∂
∂ξ
S4(η, ξ) =SD4(ξ, η). (4.7)
Then using (3.29) for A bounded and B trace class, upon suitably defining the Hilbert
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spaces our operators A and B are acting on, we find
det
(
I −
(
χ(ξ) ∂
∂ξ
0
0 χ(ξ)
)(
IS4(ξ, η)χ(η) S4(η, ξ)χ(η)
IS4(ξ, η)χ(η) S4(η, ξ, )χ(η)
))
= det
(
I −
(
IS4(ξ, η)χ(η) S4(η, ξ)χ(η)
IS4(ξ, η)χ(η) S4(η, ξ, )χ(η)
)(
χ(η) ∂
∂η
0
0 χ(η)
))
= det
(
I −
(
IS4(ξ, η)χ(η)
∂
∂η
S4(η, ξ)χ(η)
IS4(ξ, η)χ(η)
∂
∂η
S4(η, ξ, )χ(η)
))
,
and by conjugation with
(
1 0
−1 1
)
, we get
= det
(
I −
(
IS4(ξ, η)χ(η)
∂
∂η
+ S4(η, ξ)χ(η) S4(η, ξ)χ(η)
0 0
))
= det
(
I −
(
IS4(ξ, η)χ(η)
∂
∂η
+ S4(η, ξ)χ(η)
))
. (4.8)
Since∫ ∞
T
IS4(ξ, η)
∂
∂η
f(η)dη = IS4(ξ, η)f(η)
∣∣∣η=∞
η=T
−
∫ ∞
T
∂
∂η
IS4(ξ, η)f(η)dη, (4.9)
as an operator
IS4(ξ, η)χ(η)
∂
∂η
= IS4(ξ,∞)δ∞(η)− IS4(ξ, T )δT (η)− ∂
∂η
IS4(ξ, η)χ(η), (4.10)
where δ∞ and δT are (generalized) Dirac functions. Then with the help of identity∫ ∞
ξ
KAiry(t, η)dt+
∫ ∞
η
KAiry(ξ, t)dt =
∫ ∞
ξ
Ai(t)dt
∫ ∞
ξ
Ai(t)dt, (4.11)
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which can be proved directly from (1.61), we get
I −
(
IS4(ξ, η)χ(η)
∂
∂η
+ S4(η, ξ)χ(η)
)
= I −
(
KAiry(ξ, η)− 1
2
B(ξ) Ai(η) + Ai(η)
)
χ(η)
+
(
1
2
∫ ∞
T
KAiry(ξ, t)dt− 1
4
B(T )B(ξ)− 1
2
B(ξ) +
1
2
B(T )
)
δT (η)
+
1
2
B(ξ)δ∞(η).
(4.12)
Now we denote R(ξ, η) as the resolvent of KAiry(ξ, η)χ(η), such that as integral
operators
I +R(ξ, η) = (I −KAiry(ξ, η)χ(η))−1, (4.13)
then
I −
(
IS4(ξ, η)χ(η)
∂
∂η
+ S4(η, ξ)χ(η)
)
=(I −KAiry(ξ, η)χ(η))
(
I − (I +R)(1− 1
2
B(ξ)) Ai(η)χ(η)
+ (I +R)
(
1
2
∫ ∞
T
KAiry(ξ, t)dt− 1
4
B(T )B(ξ)− 1
2
B(ξ) +
1
2
B(T )
)
δT (η)
+
1
2
(I +R)B(ξ)δ∞(η)
)
.
(4.14)
Again by the formula (3.29), in the form of (formula (17) in [29])
det
(
I −
n∑
k=1
αk ⊗ βk
)
= det (δj,k − (αj, βk))j,k=1,...,n (4.15)
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we get
det
(
I − (I +R)(1− 1
2
B(ξ)) Ai(η)χ(η)
+ (I +R)
(
1
2
∫ ∞
T
KAiry(ξ, t)dt− 1
4
B(T )B(ξ)− 1
2
B(ξ) +
1
2
B(T )
)
δT (η)
+
1
2
(I +R)B(ξ)δ∞(η)
)
= det
1 + α11 α12 α13α21 1 + α22 α23
α31 α32 1 + α33
 ,
(4.16)
where upon the definition
〈f(ξ), g(ξ)〉T =
∫ ∞
T
f(ξ)g(ξ)dξ, (4.17)
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we have
α11 =
〈
(I +R)(1− 1
2
B(ξ)),−Ai(ξ)
〉
T
, (4.18)
α12 =
〈
(I +R)
(
1
2
∫ ∞
T
KAiry(ξ, t)dt− 1
4
B(T )B(ξ)− 1
2
B(ξ) +
1
2
B(T )
)
,−Ai(ξ)
〉
T
,
(4.19)
α13 =
〈
1
2
(I +R)B(ξ),−Ai(ξ)
〉
T
, (4.20)
α21 = (I +R)(1− 1
2
B(ξ))
∣∣∣∣
ξ=T
, (4.21)
α22 = (I +R)
(
1
2
∫ ∞
T
KAiry(ξ, t)dt− 1
4
B(T )B(ξ)− 1
2
B(ξ) +
1
2
B(T )
)∣∣∣∣
ξ=T
, (4.22)
α23 =
1
2
(I +R)B(ξ)
∣∣∣∣
ξ=T
, (4.23)
α31 = (I +R)(1− 1
2
B(ξ))
∣∣∣∣
ξ=∞
= 1, (4.24)
α32 = (I +R)
(
1
2
∫ ∞
T
KAiry(ξ, t)dt− 1
4
B(T )B(ξ)− 1
2
B(ξ) +
1
2
B(T )
)∣∣∣∣
ξ=∞
=
1
2
B(T ). (4.25)
α33 =
1
2
(I +R)B(ξ)
∣∣∣∣
ξ=∞
= 0, (4.26)
If we take elementary row operations, we get
det
1 + α11 α12 α13α21 1 + α22 α23
α31 α32 1 + α33

= det
1 + α11 − α13 α12 −
1
2
B(T )α13 α13
α21 − α23 1 + α22 − 12B(T )α23 α23
0 0 1

= det
(
1 + β11 β12
β21 1 + β22
)
,
(4.27)
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where
β11 = 〈(I +R)(1−B(ξ)),−Ai(ξ)〉T , (4.28)
β12 =
〈
1
2
(I +R)
(∫ ∞
T
KAiry(ξ, t)dt−B(T )B(ξ)−B(ξ) +B(T )
)
,−Ai(ξ)
〉
T
,
(4.29)
β21 = (I +R)(1−B(ξ))|ξ=T , (4.30)
β22 =
1
2
(I +R)
(∫ ∞
T
KAiry(ξ, t)dt−B(T )B(ξ)−B(ξ) +B(T )
)∣∣∣∣
ξ=T
. (4.31)
Using (4.13) and (4.15), we observe (s(1)(ξ) = 1−B(ξ))
det(I −KAiry(ξ, η)χ(η)) det
(
1 + β11 β12
β21 1 + β22
)
= det
(
I − (KAiry(ξ, η)χ(η) + s(1)(ξ) Ai(η))χ(η)
+
1
2
(∫ ∞
T
KAiry(ξ, t)dt−B(T )B(ξ)−B(ξ) +B(T )
)
δT (η)
)
.
(4.32)
If we denote R˜(ξ, η) as the resolvent of (KAiry(ξ, η)χ(η) + s
(1)(ξ) Ai(η))χ(η), so
that as operators
I + R˜(ξ, η) =
(
I + (KAiry(ξ, η)χ(η) + s
(1)(ξ) Ai(η))χ(η)
)−1
, (4.33)
and
Q(ξ) = (I + R˜)
(∫ ∞
T
KAiry(ξ, t)dt−B(T )B(ξ)−B(ξ) +B(T )
)
, (4.34)
then
FGSE 1 = det
(
I − (KAiry(ξ, η)χ(η) + s(1)(ξ) Ai(η))χ(η)
)
det
(
I +
1
2
Q(ξ)δT (η)
)
.
(4.35)
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To prove theorem 1.3, we need only (4.1) and (4.2) with ξ and η swapped, and
det
(
I +
1
2
Q(ξ)δT (η)
)
= 1, (4.36)
which by (4.15) is equivalent to
Q(T ) = 0. (4.37)
If we take f(ξ) = Q(ξ) + 1, then (4.37) is
(
I − (KAiry(ξ, η)χ(η) + s(1)(ξ) Ai(η))χ(η)
)
(f(ξ)− 1) =∫ ∞
T
KAiry(ξ, t)dt−B(T )B(ξ)−B(ξ) +B(T ), (4.38)
which is equivalent to
(
I − (KAiry(ξ, η)χ(η) + s(1)(ξ) Ai(η))χ(η)
)
f(ξ) = s(1)(ξ). (4.39)
The integral equation (4.39) is solvable, and the solution is
f(ξ) =
(I +R)s(1)(ξ)
1− 〈(I +R)s(1)(ξ),Ai(ξ)〉T . (4.40)
Therefore to prove the theorem (1.3) we need only to prove f(T ) = 1, which is
equivalent to
(I +R)s(1)(T ) = 1− 〈(I +R)s(1)(ξ),Ai(ξ)〉T . (4.41)
This is a nontrivial result, but it can be derived by results in [29], with 1
(I +R)s(1)(T ) =e−
R∞
T q(s)ds, (4.42)
〈(I +R)s(1)(ξ),Ai(ξ)〉T =1− e−
R∞
T q(s)ds, (4.43)
1In section VII of [29] Tracy and Widom define function q¯ and u¯ for both GOE and GSE. Our
(I + R)s(1)(T ) is equal to
√
2 times their q¯ in GOE and our 〈(I + R)s(1)(ξ),Ai(ξ)〉T is equal to 2
times their u¯ in GOE.
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where q is the Painleve´ II function described in (1.32) and (1.33)
We can give a proof of (4.42) and (4.43), based on the method and results in [28].
First, assume T is fixed, then (I +R)s(1) is a function, and we have
d
dξ
(I +R)s(1)(ξ) = (I +R)
ds(1)(ξ)
dξ
+
[
d
dξ
, (1 +R)
]
s(1)(ξ). (4.44)
Since d
dξ
s(1)(ξ) = Ai(ξ) and we have (2.13) in [28], which is
[
d
dξ
, (1 +R)
]
= −(2 +R) Ai(ξ) · (1−Kt)−1(Ai(η)χ(η)) +R(η, T ) · ρ(T, η), (4.45)
where ρ(x, y) = δ(x− y) + R(x, y) is the distribution kernel of 1 + R, and Kt is the
transpose (as an operator) of KAiry(ξ, η)χ(η), we have
d
dξ
(I +R)s(1)(ξ) = (1 +R) Ai(ξ)
− (1 +R) Ai(ξ) · 〈(I +R)s(1)(ξ),Ai(ξ)〉T +R(ξ, T ) · (1 +R)s(1)(T ). (4.46)
If we regard T as a parameter, then we have
d
dT
(I +R)s(1)(ξ;T ) = −R(ξ, T ) · (1 +R)s(1)(T ), (4.47)
because (2.16) in [28] gives
1
dT
(1 +R) = R(ξ, T ) · ρ(T, η). (4.48)
Therefore, if we set ξ = T and take the derivative with respect to the parameter T ,
CHAPTER 4. PHASE TRANSITION PHENOMENON 91
we have
d
dT
((1 +R)s(1)(T )) =
(
d
dξ
+
d
dT
)
((1 +R)s(1)(T ))
∣∣∣∣
ξ=T
=(1 +R) Ai(T ) · (1− 〈(I +R)s(1)(ξ),Ai(ξ)〉T ).
(4.49)
On the other hand, by (4.47) we have
d
dT
〈(I +R)s(1)(ξ),Ai(ξ)〉T =− (1 +R)s(1)(T ) · Ai(T ) + 〈 d
dT
(I +R)s(1)(ξ),Ai(ξ)〉T
=− (1 +R)s(1)(T ) ·
(
Ai(T ) +
∫ ∞
T
R(ξ, T ) Ai(ξ)dξ
)
=− (1 +R)s(1)(T ) · (1 +R) Ai(T ).
(4.50)
(1.11) and (1.12) in [28] give the result
(1 +R) Ai(T ) = q(T ), (4.51)
and now we if we denote (I + R)s(1)(T ) = sT and 〈(I + R)s(1)(ξ),Ai(ξ)〉T = wT , we
have 
d
dT
sT =q(1− wT )
d
dT
(1− wT ) =qsT .
(4.52)
Now we can get (4.42) and (4.43) by boundary conditions.
4.3 Conjectures of phase transition in quaternionic
and real spiked models
In the complex spiked model, we have more complicated phase transition phenomenon
for the limiting distribution of the largest sample eigenvalue, if the rank is greater
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than 1. For example, if there are two spiked population eigenvalues 1+α1 and 1+α2,
we have the phase diagram as α1 and α2 vary from −1 to ∞:
α1
α2
FGUE
FGUE1
FGUE1
FGUE2
Gaussian
Gaussian
G2
−1
−1
γ−1
γ−1
Figure 4.1: Phase diagram of rank 2 complex spiked model
Analogously, we conjecture the phase diagram for the rank 2 quaternionic spiked
model for the limiting distribution of the largest sample eigenvalue, with spiked popu-
lation eigenvalues 1+α1 and 1+α2. The GS1 is the distribution function of the largest
eigenvalue of a 2× 2 random quaternionic Hermitian matrix ( a c+id+je+kfc−id−je−kf b ),
where a, . . . , f are independent normal random variables with mean 0, the variance
of a and b is 1, and the variance of c, . . . , f is 1/2. Our conjecture for GS2 is based on
the pattern of Gt for the rank t complex spiked model: Actually Gt is the distribu-
tion function of the largest eigenvalue of a t× t random Hermitian matrix (aij)1≤i,j≤t,
where aii, <(aij), =(aij) (i < j) are independent normal random variables with mean
0, the variance of diagonal entries is 1, and the variance of real and imaginary parts
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α1
α2
FGSE
FGSE1
FGSE1
FGSE2
Gaussian
Gaussian
GS2
−1
−1
γ−1
γ−1
Figure 4.2: Phase diagram of rank 2 quaternionic spiked model (conjecture)
of off-diagonal entries is 1/2. Therefore we guess such distribution function for rank 2
quaternionic spiked model should be the distribution function of of the largest eigen-
value of a t × t random Hermitian matrix. It is obvious that in the rank 1 case,
the Gaussian distribution satisfies the conjecture trivially, and the next distribution
function is GS2. But what is FGSE 2? Is F
2
GSE 2 a Fredholm determinant? Our only
clue is that the FGSE 2 should be similar to the F
semi
0 defined in [24].
For the real spiked model, even the rank 1 case is speculative. We conjecture that
if the only spiked population eigenvalue is 1 + a, then the limiting distribution of
the largest sample eigenvalue has the pattern FGOE—FGSE—Gaussian. The Gaussian
part has been proved in [23], and other results are missing.
Chapter 5
Asymptotic analysis
In sections 5.1–5.3, the convention of notations is the same as that in chapter 2, e.g.,
ψr′ is defined by (2.77). In section 5.4, the convention of notations is the same as
that in chapter 3, e.g., ψr′ is defined by (3.19).
5.1 Asymptotics of ψ(p + qξ), ψr′(p + qξ), ψ˜(p + qη)
and ψ˜r′(p + qη) when as′ < γ
−1
In this section, we assume x = p + qξ and y = p + qη, where p = (1 + γ−1)2 and
q = (1+γ)
4/3
γM2/3
.
For the asymptotic analysis, we define Σ¯∞ = Σ¯∞1 ∪ Σ¯∞2 ∪ Σ¯∞3 , where
Σ¯∞1 ={te
2pii
3 | t ≥ 1}, (5.1)
Σ¯∞2 ={e−tpii | −
4
3
≤ t ≤ −2
3
}, (5.2)
Σ¯∞3 ={−te
4pii
3 | t ≤ −1}, (5.3)
94
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and (c < 0)
Σ¯∞>c ={w ∈ Σ¯∞ | <(w) > c}, (5.4)
Σ¯∞≤c =Σ¯
∞ \ Σ¯∞>c. (5.5)
We have
Σ¯∞2
Σ¯∞1
Σ¯∞3
Figure 5.1: Σ¯∞
1
2pii
∫
Σ¯∞
eξu−
u3
3 du = Ai(ξ), (5.6)
since by the substitution u = iv, we get (
∫∞epii/6
∞e5pii/6 is defined below 1.62)
1
2pii
∫
Σ¯∞
eξu−
u3
3 du =
1
2pi
∫ ∞epii/6
∞e5pii/6
eiξv+
iv3
3 dv, (5.7)
which agrees with the integral definition of the Airy function, with the integration on
the right hand side from ∞e5pii/6 to ∞epii/6. By direct calculation, we also have the
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result that for any T , if −c is large enough
∣∣∣∣∣ 12pii
∫
Σ¯∞≤c
eTu−
u3
3 du
∣∣∣∣∣ < 1−c. (5.8)
Similarly, we define Γ¯∞ = Γ¯∞1 ∪ Γ¯∞2 ∪ Γ¯∞3 , where
Γ¯∞1 ={−te
pii
3 | t ≤ −1}, (5.9)
Γ¯∞2 ={e−tpii | −
1
3
≤ t ≤ 1
3
}, (5.10)
Γ¯∞3 ={te
5pii
3 | t ≥ 1}, (5.11)
and
Γ¯∞<c ={w ∈ Γ¯∞ | <(w) < c}, (5.12)
Γ¯∞≥c =Γ¯
∞ \ Σ¯∞<c. (5.13)
We have (similar to (5.6))
1
2pii
∫
Γ¯∞
e−ηu+
u3
3 du = −Ai(ξ), (5.14)
and for any T , if c is large enough
∣∣∣∣∣ 12pii
∫
Γ¯∞≥c
e−Tu+
u3
3 du
∣∣∣∣∣ < 1c . (5.15)
5.1.1 Asymptotics of ψ(p+ qξ) and ψr′(p+ qξ)
We only analyze ψr′(p+ qξ). The analysis of ψ(p+ qξ) is similar and simpler, and we
only give the result.
First we have
eMxz
(z − 1)N
zM
= e−Mf(z)+
(1+γ)4/3
γ
M1/3ξz, (5.16)
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Γ¯∞2
Γ¯∞1
Γ¯∞3
Figure 5.2: Γ¯∞
where
f(z) = −(1 + γ−1)2z + log z − γ−2 log(z − 1), (5.17)
and here and later, we do not need to concern ourselves about the ambiguity of the
value of logarithmic functions. Now we can write (2.77) as
ψr′(x) =
1
2pii∮
Σ
e−Mf(z)+
(1+γ)4/3
γ
M1/3ξz z
r−r′
(z − 1)r
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + as′
)t′−1
dz.
(5.18)
For f(z) we have
• f ′(z) = ((1 + γ
−1)z − 1)2
z(z − 1) , with the zero point z =
γ
γ+1
;
CHAPTER 5. ASYMPTOTIC ANALYSIS 98
• f ′′
(
γ
γ + 1
)
= 0;
• f ′′′
(
γ
γ + 1
)
=
2(γ + 1)4
γ3
> 0.
Hence locally around z = γ
γ+1
,
f
(
γ
γ + 1
+ w
)
= −γ + 1
γ
+ log γ− (1−γ2) log(γ+ 1) +γ−2pii+ (γ + 1)
4
3γ3
w3 +R1(w),
(5.19)
where
R1(w) = O(w4), as w → 0. (5.20)
After the substitution z = w + γ
γ+1
, we get by (5.18)
ψr′(p+ qξ)
=
1
2pii
∮
Σ¯M
e
M
„
γ+1
γ
−log γ+(1−γ−2) log(γ+1)−γ−2pii− (γ+1)4
3γ3
w3−R1(w)
«
+
(1+γ)4/3
γ
M1/3ξ(w+ γγ+1)
(
w + γ
γ+1
)r−r′
(
w − 1
γ+1
)r
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)(
w +
as′ − γ−1
(1 + γ−1)(1 + as′)
)t′−1
dw
=
(−1)N
2pii
(γ + 1)M−N
γM
e
γ
γ+1
Mx
∮
Σ¯M
e
(1+γ)4/3
γ
M1/3ξw− (γ+1)4
3γ3
Mw3−MR1(w)
(
w + γ
γ+1
)r−r′
(
w − 1
γ+1
)r
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)(
w +
as′ − γ−1
(1 + γ−1)(1 + as′)
)t′−1
dw,
(5.21)
where Σ¯M is a contour around w = − γ
γ+1
, composed of Σ¯M1 , Σ¯
M
2 , Σ¯
M
3 and Σ¯
M
4 , which
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are defined as
Σ¯M1 =
{
t
γ
γ + 1
e
2pii
3
∣∣∣∣ 1(γ + 1)1/3M−1/3 ≤ t ≤ 4
}
, (5.22)
Σ¯M2 =
{
γ
(γ + 1)4/3
M−1/3e−tpii
∣∣∣∣− 43 ≤ t ≤ −23
}
, (5.23)
Σ¯M3 =
{
(4− t) γ
γ + 1
e
4pii
3
∣∣∣∣ 0 ≤ t ≤ 4− 1(γ + 1)1/3M−1/3
}
, (5.24)
Σ¯M4 =
{
−2 γ
γ + 1
− it
∣∣∣∣− 2√3 γ(γ + 1) ≤ t ≤ 2√3 γ(γ + 1)
}
. (5.25)
For asymptotic analysis, we define
Σ¯M2
Σ¯M1
Σ¯M3
Σ¯M4
Figure 5.3: Σ¯M
Σ¯Mlocal ={z ∈ Σ¯M | <(z) > −M−10/39}, (5.26)
Σ¯Mremote =(Σ¯
M
1 ∪ Σ¯M3 ) \ Σ¯Mlocal. (5.27)
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Now if we denote
FM(ξ, w) =
(γ + 1)4/3
γ
M1/3e
(1+γ)4/3
γ
M1/3ξw− (γ+1)4
3γ3
Mw3−MR1(w)
(
w + γ
γ+1
)r−r′
(
w − 1
γ+1
)r
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)(
w +
as′ − γ−1
(1 + γ−1)(1 + as′)
)t′−1
,
(5.28)
we have by (5.21)
(γ + 1)4/3
γ
M1/3(−1)N γ
M
(γ + 1)M−N
e−
γ
γ+1
Mxψr′(p+qξ) =
1
2pii
∮
Σ¯M
FM(ξ, w)dw, (5.29)
and establish several lemmas:
Lemma 5.1. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∫
Σ¯M4
FM(ξ, w)dw
∣∣∣∣∣ < 13 e−ξ/2M1/40 , (5.30)
for any ξ ≥ T .
Proof. By (5.17) and (5.19),
(γ + 1)4
3γ3
w3 +R1(w)
=f
(
γ
γ + 1
+ w
)
+
γ
γ + 1
− log γ + (1− γ−2) log(γ + 1)− γ−2pii
=−
(
γ + 1
γ
)2
w + log
(
γ + 1
γ
w + 1
)
− γ−2 log ((γ + 1)w − 1)− γ−2pii.
(5.31)
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If w ∈ Σ¯M4 , <(w) = −2 γγ+1 , and denote θ = arg(w) ∈ [2pi3 , 4pi3 ], we have
<
(
(γ + 1)4
3γ3
w3 +R1(w)
)
=2
γ
γ + 1
+ log
(√
(−1)2 + (2 tan θ)2
)
− γ−2 log
(√
(2γ + 3)2 + (2γ tan θ)2
)
≥2 γ
γ + 1
+ 0− γ−2 log
(√
16γ2 + 12γ + 9
)
,
(5.32)
and we can prove that if γ ≥ 1,
2
γ
γ + 1
+ 0− γ−2 log
(√
16γ2 + 12γ + 9
)
> 2− log
√
37 > 0. (5.33)
Therefore on Σ¯M4 , if ξ ≥ T , for 0 < ′ < 2− log
√
37 and M large enough,
|FM(ξ, w)|
<
(γ + 1)4/3
γ
M1/3e−2(ξ−T )(γ+1)
1/3M1/3+(log
√
37−2+2T (γ+1)1/3M−2/3)M
×
∣∣∣∣∣∣∣
(
w + γ
γ+1
)r−r′
(
w − 1
γ+1
)r
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)(
w +
as′ − γ−1
(1 + γ−1)(1 + as′)
)t′−1∣∣∣∣∣∣∣
<e−2(ξ−T )(γ+1)
1/3M1/3e(log
√
37−2+′)M .
(5.34)
If M is large enough,
e(log
√
37−2+′)M <
2pi
4
√
3 γ
γ+1
1
3
e−T/2M−1/40, (5.35)
e−2(ξ−T )(γ+1)
1/3M1/3 <eT/2e−ξ/2, (5.36)
and we get the result, since
∣∣∣∣∣ 12pii
∫
Σ¯M4
FM(ξ, w)dw
∣∣∣∣∣ ≤ 4
√
3 γ
γ+1
2pi
max
w∈Σ¯M4
|FM(ξ, w)| (5.37)
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Lemma 5.2. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∫
Σ¯Mremote
FM(ξ, w)dw
∣∣∣∣∣ < 13 e−ξ/2M1/40 , (5.38)
for any ξ ≥ T .
Proof. For w ∈ Σ¯Mremote, we denote l = −<(w) = |w|2 . Since arg(w) = ±2pi3 , we get by
(5.31)
<
(
(γ + 1)4
3γ3
w3 +R1(w)
)
=
(γ + 1)2
γ2
l
+
1
2
log
(
1− 2γ + 1
γ
l + 4
(
γ + 1
γ
l
)2)
− γ
−2
2
log
(
1 + 2(γ + 1)l + 4(γ + 1)2l2
)
.
(5.39)
Then we take the derivative on both sides of (5.39)
d
dl
<
(
(γ + 1)4
3γ3
w3 +R1(w)
)
=
8
(γ + 1)4
γ3
l2
1 + (γ − 1)γ+1
γ
l + 2γ
(
γ+1
γ
l
)2(
1− 2γ+1
γ
l + 4
(
γ+1
γ
l
)2)
(1 + 2(γ + 1)l + 4(γ + 1)2l2)
, (5.40)
and are able to find a positive number ′′, such that for 0 ≤ l ≤ 2 γ
γ+1
,
8
(γ + 1)4
γ3
l2
1 + (γ − 1)γ+1
γ
l + 2γ
(
γ+1
γ
l
)2(
1− 2γ+1
γ
l + 4
(
γ+1
γ
l
)2)
(1 + 2(γ + 1)l + 4(γ + 1)2l2)
> 3′′l2, (5.41)
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and on the two right most points of Σ¯Mremote, (−1+
√
3)M−10/39 and (−1−√3)M−10/39,
<
(
(γ + 1)4
3γ3
w3 +R1(w)
)∣∣∣∣
w=(−1±√3)M−10/39
=
8
3
(γ + 1)4
γ3
M−10/13 +O(M−40/39)
=
8
3
(γ + 1)4
γ3
M−10/13
(
1 +O(M−10/39))
>
∫ M10/39
0
3′′t2dt.
(5.42)
Hence we know that for w ∈ Σ¯Mremote,
<
(
(γ + 1)4
3γ3
Mw3 +MR1(w)
)
> M
∫ M10/39
0
3′′t2dt = M′′l3, (5.43)
and have the estimation that if ξ ≥ T , for 0 < ′′′ < ′′ and M large enough,
(l ≥M−10/39)
|FM(ξ, w)|
<
(γ + 1)4/3
γ
M1/3e−(ξ−T )
(γ+1)4/3
γ
M1/3l−(′′l3+T (γ+1)4/3
γ
M−2/3l)M
×
∣∣∣∣∣∣∣
(
w + γ
γ+1
)r−r′
(
w − 1
γ+1
)r
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)(
w +
as′ − γ−1
(1 + γ−1)(1 + as′)
)t′−1∣∣∣∣∣∣∣
<e−(ξ−T )
(γ+1)4/3
γ
M1/13e−
′′′M3/13 .
(5.44)
Now we get the result by similar inequalities as (5.35)–(5.37).
If we define
C¯r′ =
(
s′−1∏
j=1
(
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)( as′ − γ−1
(1 + γ−1)(1 + as′)
)t′
, (5.45)
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we have
Lemma 5.3. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∫
Σ¯Mlocal
FM(ξ, w)dw − (−1)rγr−r′(γ + 1)r′C¯r′−1 Ai(ξ)
∣∣∣∣∣ < 13 e−ξ/2M1/40 , (5.46)
for any ξ ≥ T .
Proof. On Σ¯Mlocal, |w| < 2M−10/39, and R1(w) = O(M−40/39), so that
FM(ξ, w) =
(
γ
γ+1
)r−r′
(
− 1
γ+1
)r
(
s′−1∏
j=1
(
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)( as′ − γ−1
(1 + γ−1)(1 + as′)
)t′−1
(γ + 1)4/3
γ
M1/3e
(1+γ)4/3
γ
M1/3ξw− (γ+1)4
3γ3
Mw3 (
1 +O(M−1/39)) , (5.47)
and theO(M−1/39) term is independent of ξ. After the substitution u = (1+γ)4/3
γ
M1/3w,
we get
1
2pii
∫
Σ¯Mlocal
FM(ξ, w)dw =
(−1)rγr−r′(γ + 1)r′C¯r′−1
2pii
∫
Σ¯∞
>− (1+γ)
4/3
γ M
1/13
eξu−
u3
3 du
(
1 +O(M−1/39)) . (5.48)
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On Σ¯∞, if ξ ≥ T , |e(ξ−T )u| ≤ eT/2e−ξ/2, and we have
∣∣∣∣∣ 12pii
∫
Σ¯Mlocal
FM(ξ, w)dw − (−1)rγr−r′(γ + 1)r′C¯r′−1 Ai(ξ)
∣∣∣∣∣
≤eT/2e−ξ/2
∣∣∣∣∣∣∣
(−1)rγr−r′(γ + 1)r′C¯r′−1
2pii
∫
Σ¯∞
≤− (γ+1)
4/3
γ M
1/13
∣∣∣eTu−u33 ∣∣∣ du(1 +O(M−1/39))
∣∣∣∣∣∣∣
+ eT/2e−ξ/2
∣∣∣∣∣∣∣
(−1)rγr−r′(γ + 1)r′C¯r′−1
2pii
∫
Σ¯∞
>− (γ+1)
4/3
γ M
1/13
∣∣∣eTu−u33 ∣∣∣ duO(M−1/39)
∣∣∣∣∣∣∣ ,
(5.49)
and we can get the result by direct calculation.
By lemmas 5.1–5.3, and (5.29), we get the convergence result
∣∣∣∣(γ + 1)4/3γ M1/3(−1)N γM(γ + 1)M−N e− γγ+1Mxψr′(p+ qξ)−
(−1)rγr−r′(γ + 1)r′C¯r′−1 Ai(ξ)
∣∣∣∣ < e−ξ/2M1/40 . (5.50)
In the same way, we have the result for ψ(p+ qξ)
∣∣∣∣(γ + 1)4/3γ M1/3(−1)N γM(γ + 1)M−N e− γγ+1Mxψ(p+ qξ)− (−γ)r Ai(ξ)
∣∣∣∣ < e−ξ/2M1/40 .
(5.51)
5.1.2 Asymptotics of ψ˜(p+ qη) and ψ˜r′(p+ qη)
We only analyze ψ˜r′(p+ qη), The analysis of ψ(p+ qη) is similar and simpler, and we
only give the result.
We have
e−Myz
zM
(z − 1)N = e
Mf(z)− (1+γ)4/3
γ
M1/3ηz, (5.52)
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where f(z) is defined by (5.17). Now we can write (2.78) as
ψ˜r′(y) =
1
2pii∮
Γ
eMf(z)−
(1+γ)4/3
γ
M1/3ηz (z − 1)r
zr−r′+1
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + as′
)−t′
dz. (5.53)
After the substitution z = w + γ
γ+1
, we get
ψ˜r′(p+ qη)
=
1
2pii
∮
Γ¯M
e
M−
„
γ+1
γ
+log γ−(1−γ−2) log(γ+1)+γ−2pii+ (γ+1)4
3γ3
w3+R1(w)
«
− (1+γ)4/3
γ
M1/3η(w+ γγ+1)(
w − 1
γ+1
)r
(
w + γ
γ+1
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)−rj)(
w +
as′ − γ−1
(1 + γ−1)(1 + as′)
)−t′
dw
=
(−1)N
2pii
γM
(γ + 1)M−N
e−
γ
γ+1
Mx
∮
Γ¯M
e
− (1+γ)4/3
γ
M1/3ηw+
(γ+1)4
3γ3
Mw3+MR1(w)(
w − 1
γ+1
)r
(
w + γ
γ+1
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)−rj)(
w +
as′ − γ−1
(1 + γ−1)(1 + as′)
)−t′
dw,
(5.54)
where Γ¯M is a contour containing 1
γ+1
and
γ−1−aj
(1+γ−1)(1+aj)
, (j = 1, . . . , s), composed
of Γ¯M1 , Γ¯
M
2 , Γ¯
M
3 , Γ¯
M
4 , Γ¯
M
5 and Γ¯
M
6 , which are defined as below, with the constant
Cright a large enough positive number, so that Γ¯
M contains all the poles if M is large
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enough.
Γ¯M1 =
{(
2
γ
− t
)
γ
γ + 1
e
pii
3
∣∣∣∣ 0 ≤ t ≤ 2γ − 1(γ + 1)1/3M−1/3
}
, (5.55)
Γ¯M2 =
{
γ
(γ + 1)4/3
M−1/3e−tpii
∣∣∣∣− pi3 ≤ t ≤ pi3
}
, (5.56)
Γ¯M3 =
{
t
γ
γ + 1
e
5pii
3
∣∣∣∣ 1(γ + 1)1/3M−1/3 ≤ t ≤ 2γ
}
, (5.57)
Γ¯M4 =
{
−t+
√
3
γ + 1
i
∣∣∣∣∣− Cright ≤ t ≤ − 1γ + 1
}
, (5.58)
Γ¯M5 =
{
t−
√
3
γ + 1
i
∣∣∣∣∣ 1γ + 1 ≤ t ≤ Cright
}
, (5.59)
Γ¯M4 =
{
Cright + it
∣∣∣∣∣−
√
3
(γ + 1)
≤ t ≤
√
3
(γ + 1)
}
. (5.60)
For asymptotic analysis, we define
Γ¯M2
Γ¯M1
Γ¯M3
Γ¯M4
Γ¯M5
Γ¯M6
Figure 5.4: Γ¯M
Γ¯Mlocal ={z ∈ Γ¯M | <(z) < M−10/39}, (5.61)
Γ¯Mremote =(Γ¯
M
1 ∪ Γ¯M3 ) \ Γ¯Mlocal. (5.62)
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If we denote
GM(η, w) =
(γ + 1)4/3
γ
M1/3e
− (1+γ)4/3
γ
M1/3ηw+
(γ+1)4
3γ3
Mw3+MR1(w)(
w − 1
γ+1
)r
(
w + γ
γ+1
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)−rj)(
w +
as′ − γ−1
(1 + γ−1)(1 + as′)
)−t′
,
(5.63)
we have
(−1)N (γ + 1)
M−N
γM
e
γ
γ+1
Myψ˜r′(p+ qη) =
1
2pii
∮
Γ¯M
GM(η, w)dw, (5.64)
and establish several lemmas:
Lemma 5.4. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∫
Γ¯M4 ∪Γ¯M5 ∪Γ¯M6
GM(η, w)dw
∣∣∣∣∣ < 13 e−η/2M1/40 , (5.65)
for any η ≥ T .
Lemma 5.5. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∫
Γ¯Mremote
GM(η, w)dw
∣∣∣∣∣ < 13 e−η/2M1/40 , (5.66)
for any η ≥ T .
Lemma 5.6. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∫
Γ¯Mlocal
FM(η, w)dw − (−1)
r−1(1 + γ−1)
γr−r′(γ + 1)r′C¯r′
Ai(η)
∣∣∣∣∣ < 13 e−η/2M1/40 , (5.67)
for any η ≥ T .
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Since the proofs of lemma 5.4–5.6 are similar to those of lemmas 5.1–5.3, we only
give an outline of the proof of lemma 5.6.
Sketch of proof of lemma 5.6. On Γ¯Mlocal, |w| < 2M−10/39 and R1(w) = O(M−40/39),
so that
GM(η, w) =
(−1)r(1 + γ−1)
γr−r′(γ + 1)r′C¯r′
(γ + 1)4/3
γ
M1/3e
− (1+γ)4/3
γ
M1/3ηw+
(γ+1)4
3γ3
Mw3 (
1 +O(M−1/39)) , (5.68)
after the substitution u = (1+γ)
4/3
γ
M1/3w, we get
∫
Γ¯Mlocal
GM(η, w)dw =
(−1)r(1 + γ−1)
γr−r′(γ + 1)r′C¯r′
∫
Γ¯∞
<
(1+γ)4/3
γ M
1/3
e−ηu+
u3
3 du
(
1 +O(M−1/39)) .
(5.69)
Also we have that on Γ¯∞, if η ≥ T , |e−(η−T )u ≤ eT/2e−η/2|. We can prove lemma 5.6
in the same way as proving lemma 5.3.
By lemmas 5.4–5.6, and (5.64), we get the convergence result
∣∣∣∣(γ + 1)4/3γ M1/3(−1)N (γ + 1)M−NγM e γγ+1Myψ˜r′(p+ qη)− (−1)r−1(1 + γ−1)γr−r′(γ + 1)r′C¯r′ Ai(ξ)
∣∣∣∣
<
e−η/2
M1/40
. (5.70)
And in the same way, we have the result for ψ˜(p+ qξ)
∣∣∣∣(γ + 1)4/3γ M1/3(−1)N (γ + 1)M−NγM e γγ+1Myψ˜(p+ qη)− (−1)r−1γ−r Ai(ξ)
∣∣∣∣ < e−η/2M1/40 .
(5.71)
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5.2 Asymptotics of ψr′(p + qξ) and ψ˜r′(p + qη) when
as′ = γ
−1
In this section, we still assume x = p+qξ, y = p+qη, p = (1+γ−1)2 and q = (1+γ)
4/3
γM2/3
.
With Σ¯∞ defined in last section, we have
1
2pii
∫
Σ¯∞
eξu−
u3
3 ut
′−1du = (−1)t′−1t(t′)(ξ), (5.72)
which can be proved by a simple change of variable similar to (5.7). For any T , if −c
is large enough ∣∣∣∣∣ 12pii
∫
Σ¯∞≤c
eTu−
u3
3 ut
′−1du
∣∣∣∣∣ < 1−c. (5.73)
we define Γ¯∞ = Γ¯∞1 ∪ Γ¯∞2 ∪ Γ¯∞3 , where
Γ¯∞1 ={−te
pii
3 | t ≤ −1
6
}, (5.74)
Γ¯∞2 ={
1
6
etpii | 1
3
≤ t ≤ 5
3
}, (5.75)
Γ¯∞3 ={te
5pii
3 | t ≥ 1
6
}, (5.76)
and
Γ¯∞<c ={w ∈ Γ¯∞ | <(w) < c}, (5.77)
Γ¯∞≥c =Γ¯
∞ \ Σ¯∞<c. (5.78)
We have
1
2pii
∫
Γ¯∞
e−ηu+
u3
3
du
ut′
= (−1)t′−1s(t′)(ξ), (5.79)
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Γ¯∞2
Γ¯
∞
1
Γ¯
∞
3
Figure 5.5: Γ¯∞
and for any T , if c is large enough
∣∣∣∣∣ 12pii
∫
Γ¯∞≥c
e−Tu+
u3
3
du
ut′
∣∣∣∣∣ < 1c . (5.80)
5.2.1 Asymptotics of ψr′(p+ qξ)
Similar to (5.18), we have (f(z) is defined by (5.17))
ψr′(x) =
1
2pii∮
Σ
e−Mf(z)+
(1+γ)4/3
γ
M1/3ξz z
r−r′
(z − 1)r
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − γ
γ + 1
)t′−1
dz, (5.81)
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and after the substitution z = w + γ
γ+1
, we get
ψr′(p+ qξ)
=
1
2pii
∮
Σ¯M
e
M
„
γ+1
γ
−log γ+(1−γ−2) log(γ+1)−γ−2pii− (γ+1)4
3γ3
w3−R1(w)
«
+
(1+γ)4/3
γ
M1/3ξ(w+ γγ+1)
(
w + γ
γ+1
)r−r′
(
w − 1
γ+1
)r
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)
wt
′−1dw
=
(−1)N
2pii
(γ + 1)M−N
γM
e
γ
γ+1
Mx
∮
Σ¯M
e
(1+γ)4/3
γ
M1/3ξw− (γ+1)4
3γ3
Mw3−MR1(w)
(
w + γ
γ+1
)r−r′
(
w − 1
γ+1
)r
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)
wt
′−1dw,
(5.82)
with Σ¯M defined by (5.22)–(5.25).
Now we denote
FMt′(ξ, w) =
(
(γ + 1)4/3
γ
M1/3
)t′
e
(1+γ)4/3
γ
M1/3ξw− (γ+1)4
3γ3
Mw3−MR1(w)
(
w + γ
γ+1
)r−r′
(
w − 1
γ+1
)r
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)rj)
wt
′−1, (5.83)
and have
(−1)N γ
M
(γ + 1)M−N
e−
γ
γ+1
Mxψr′(p+ qξ) =
(
(γ + 1)4/3
γ
M1/3
)−t′
1
2pii
∮
Σ¯M
FMt′(ξ, w)dw,
(5.84)
Similar to the as′ < γ
−1 case, we have
Lemma 5.7. If T is fixed and M is large enough,
∣∣∣∣ 12pii
∫
Σ¯M
FMt′(ξ, w)dw − (−1)rγr−r′(γ + 1)rC¯r′−t′(−1)t′−1t(t)(ξ)
∣∣∣∣ < e−ξ/2M1/40 , (5.85)
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for any ξ ≥ T .
Proof. Similar to the proofs of lemmas 5.1–5.3 together.
Hence we have the convergence result
∣∣∣∣∣
(
(γ + 1)4/3
γ
M1/3
)t′
(−1)N γ
M
(γ + 1)M−N
e−
γ
γ+1
Mxeξ/3ψr′(p+ qξ)
− (−1)rγr−r′(γ + 1)rC¯r′−t′(−1)t′−1eξ/3t(t′)(ξ)
∣∣∣∣∣ < e−ξ/6M1/40 . (5.86)
5.2.2 Asymptotics of ψ˜r′(p+ qη)
Similar to (5.53), we have
ψ˜r′(y) =
1
2pii∮
Γ
eMf(z)−
(1+γ)4/3
γ
M1/3ηz (z − 1)r
zr−r′+1
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − γ
γ + 1
)−t′
dz, (5.87)
and after the substitution z = w + γ
γ+1
, we get
ψ˜r′(p+ qη)
=
1
2pii
∮
Γ¯M
e
M−
„
γ+1
γ
+log γ−(1−γ−2) log(γ+1)+γ−2pii+ (γ+1)4
3γ3
w3+R1(w)
«
− (1+γ)4/3
γ
M1/3η(w+ γγ+1)(
w − 1
γ+1
)r
(
w + γ
γ+1
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)−rj)
w−t
′
dw
=
(−1)N
2pii
γM
(γ + 1)M−N
e−
γ
γ+1
Mx
∮
Γ¯M
e
− (1+γ)4/3
γ
M1/3ηw+
(γ+1)4
3γ3
Mw3+MR1(w)(
w − 1
γ+1
)r
(
w + γ
γ+1
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)−rj)
w−t
′
dw,
(5.88)
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where Γ¯M is slightly different from Γ¯M : Γ¯M is composed of Γ¯M1 , . . . , Γ¯
M
6 , which are
Γ¯M1 =
{(
2
γ
− t
)
γ
γ + 1
e
pii
3
∣∣∣∣ 0 ≤ t ≤ 2γ − 1/6(γ + 1)1/3M−1/3
}
, (5.89)
Γ¯M2 =
{
γ/6
(γ + 1)4/3
M−1/3etpii
∣∣∣∣ 13 ≤ t ≤ 53
}
, (5.90)
Γ¯M3 =
{
t
γ
γ + 1
e
5pii
3
∣∣∣∣ 1/6(γ + 1)1/3M−1/3 ≤ t ≤ 2γ
}
, (5.91)
Γ¯M∗ =Γ¯
M
∗ , for ∗ = 4, 5, 6. (5.92)
We also define
Γ¯M2
Γ¯M1
Γ¯M3
Γ¯M4
Γ¯M5
Γ¯M6
Figure 5.6: Γ¯M
Γ¯Mlocal ={z ∈ Γ¯M | <(z) < M−10/39}, (5.93)
Γ¯Mremote =(Γ¯
M
1 ∪ Γ¯M3 ) \ Γ¯Mlocal. (5.94)
If we denote
GMt′(η, w) =
(
(γ + 1)4/3
γ
M1/3
)1−t′
e
− (1+γ)4/3
γ
M1/3ηw+
(γ+1)4
3γ3
Mw3+MR1(w)(
w − 1
γ+1
)r
(
w + γ
γ+1
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − γ−1
(1 + γ−1)(1 + aj)
)−rj)
w−t
′
, (5.95)
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we have
(−1)N (γ + 1)
M−N
γM
e
γ
γ+1
Myψ˜r′(p+ qη) =
(
(γ + 1)4/3
γ
M1/3
)t′−1
1
2pii
∮
Γ¯M
GMt′(η, w)dw,
(5.96)
and
Lemma 5.8. If T is fixed and M is large enough,
∣∣∣∣ 12pii
∫
Γ¯M
GMt′(η, w)dw − (−1)
r(1 + γ−1)
γr−r′(γ + 1)r′C¯r′−t′
(−1)t′−1s(t)(η)
∣∣∣∣ < eη/6M1/40 , (5.97)
for any η ≥ T .
Sketch of proof. The integral of GMt′(η, w) over Γ¯
M \ Γ¯Mlocal is negligible, and we can
estimate it as lemmas 5.4 and 5.5, and get the same result. On Γ¯Mlocal, if η ≥ T ,
|e−(η−T )u| ≤ e−T/6eη/6, and we can carry out the proof like that of lemma 5.6, with
the upper bound of |e−(η−T )u| changed from eT/2e−η/2 to e−T/6eη/6.
Therefore we have the convergence result
∣∣∣∣∣
(
(γ + 1)4/3
γ
M1/3
)1−t′
(−1)N (γ + 1)
M−N
γM
e
γ
γ+1
Mye−η/3ψ˜r′(p+ qη)
− (−1)
r(1 + γ−1)
γr−r′(γ + 1)r′C¯r′−t′
(−1)t′−1e−η/3s(t′)(η)
∣∣∣∣∣ < e−η/6M1/40 . (5.98)
5.3 Asymptotics of ψ(p + qξ), ψr′(p + qξ), ψ˜(p + qη)
and ψ˜r′(p + qη) when as′ ≤ a
In this section, a is a member greater than γ−1, and we assume p = (1 + a)
(
1 + 1
γ2a
)
and q = (1 + a)
√
1− 1
γ2a2
1√
M
.
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We define
Σ˜∞ ={it− 1 | −∞ ≤ t ≤ ∞}, (5.99)
Σ˜∞<c ={w ∈ Σ˜∞ | |w| ≤ c}, (5.100)
Σ˜∞≥c =Σ˜
∞ \ Σ˜∞<c, (5.101)
and for any T , if c is large enough,
Σ˜∞
Figure 5.7: Σ˜∞
Γ˜∞
Figure 5.8: Γ˜∞
∣∣∣∣∣ 12pii
∫
Σ˜∞≥c
eTu+
u2
2 ut
′−1du
∣∣∣∣∣ < 1c . (5.102)
We also define
Γ˜∞ = {eit/3 | 0 ≤ t ≤ 2pi}. (5.103)
We need two integral representations of Hermite polynomials. First, we have the
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explicit formulas for Hn(x)
H2k(x) =(−1)k(2k − 1)!!
(
1 +
k∑
l=1
(−2k)(−2k + 2) . . . (−2k + 2j − 2)
(2j)!
x2j
)
,
(5.104)
H2k+1(x) =(−1)k(2k + 1)!!
(
x+
k∑
l=1
(−2k)(−2k + 2) . . . (−2k + 2j − 2)
(2j)!
x2j+1
)
.
(5.105)
On the other hand, (v = u+ ξ)
1
2pii
∫
Σ˜∞
eξu+
u2
2 ut
′−1du =e
ξ2
2
1
2pii
∫
Σ˜∞
e
(ξ+u)2
2 ut
′−1du
=e−
ξ2
2
1
2pii
∫ ∞i+ξ
−∞i+ξ
e
v2
2 (v − ξ)t′−1dv (5.106)
=e−
ξ2
2
1
2pii
∫
Σ˜∞
e
v2
2 (v − ξ)t′−1dv, (5.107)
where the integral in (5.106) is along the vertical line parallel to Σ˜∞ through the
point v = ξ, and the equivalency of (5.106) and (5.107) is a simple application of the
Cauchy integral formula. Now if we write
1
2pii
∫
Σ˜∞
e
v2
2 (v − ξ)t′−1dv =
t′−1∑
j=0
(
t′ − 1
j
)
(−ξ)t′−j−1 1
2pii
∫
Σ˜∞
e
v2
2 vjdv, (5.108)
and
1
2pii
∫
Σ˜∞
e
v2
2 vjdv =
ij
2pi
∫ ∞
−∞
e−
x2
2 xjdx =
0 j odd,(−1)k√
2pi
(2k − 1)!! j = 2k.
(5.109)
Compare (5.107), (5.108) and (5.109) to (5.104) and (5.105), we get
1
2pii
∫
Σ˜∞
eξu+
u2
2 ut
′−1du = (−1)t′−1Ht′−1(ξ)√
2pi
e−
ξ2
2 . (5.110)
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The second integral representation of Hermite polynomials is more familar:
1
2pii
∫
Γ˜∞
e−ηu−
u2
2
du
ut′
=
(−1)t′−1
(t′ − 1)!Ht′−1(η). (5.111)
5.3.1 Asymptotics of ψ(p+ qξ) and ψr′(p+ qξ)
We only consider ψr′ with as′ = a. ψr′ with as′ < a and ψ can be solved similarly,
and we only give the results.
We have
eMxz
(z − 1)N
zM
= e
−Mg(z)+(1+a)
r“
1− 1
γ2a2
”
Mξz
, (5.112)
where
g(z) = −(a+ 1)
(
1 +
1
γ2a
)
z + log z − γ−2 log(z − 1). (5.113)
Now we can write (2.77) as
ψr′(x) =
1
2pii
∮
Σ
e
−Mg(z)+(1+a)
r“
1− 1
γ2a2
”
Mξz
zr−r
′
(z − 1)r
(
s′−1∏
j=1
(
z − 1
1 + aj
)rj)(
z − 1
1 + a
)t′−1
dz. (5.114)
For g(z), we have
• g′(z) = −(a + 1)
(
1 +
1
γ2a
)
+
1
z
− γ
−2
z − 1, with zero points z =
γ2a
1 + γ2a
and
z =
1
1 + a
.
• g′′(z) = − 1
z2
+
γ−2
(z − 1)2 , g
′′
(
γ2a
1 + γ2a
)
= (γ−1 + γa)2
(
1− 1
γ2a2
)
> 0 and
g′′
(
1
1 + a
)
= −(1 + a)2
(
1− 1
γ2a2
)
< 0.
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Hence locally around z = 1
1+a
,
g
(
1
1 + a
+ w
)
= −
(
1 +
1
γ2a
)
− (1− γ−2) log(1 + a)− γ−2 log a+ γ−2pii
− 1
2
(1 + a)2
(
1− 1
γ2a2
)
w2 +R2(w), (5.115)
where
R2(w) = O(w3), as w →∞. (5.116)
After the substitution z = w + 1
1+a
, we get by (5.114)
ψr′(p+ qξ)
=
1
2pii
∮
Σ˜M
e
M
““
1+ 1
γ2a
”
+(1−γ−2) log(1+a)+γ−2 log a−γ−2pii+ 1
2
(1+a)2
“
1− 1
γ2a2
”
w2−R2(w)
”
e
(1+a)
r“
1− 1
γ2a2
”
Mξ(w+ 11+a)
(
w + 1
1+a
)r−r′(
w − a
1+a
)r
(
s′−1∏
j=1
(
w +
aj − a
(1 + a)(1 + aj)
)rj)
wt
′−1dw
=
(−1)N
2pii
aN(1 + a)M−Ne
M
1+a
x
∮
Σ˜M
e
1
2
(1+a)2
“
1− 1
γ2a2
”
Mw2−MR2(w)
(
w + 1
1+a
)r−r′(
w − a
1+a
)r
(
s′−1∏
j=1
(
w +
aj − a
(1 + a)(1 + aj)
)rj)
wt
′−1dw,
(5.117)
where Σ˜M is a contour around w = − 1
1+a
, composed of Σ˜M1 , Σ˜
M
2 , Σ˜
M
3 and Σ˜
M
4 , which
are defined as (q = (1 + a)
√
1− 1
γ2a2
1√
M
)
Σ˜M1 ={it− q−1/M | −2 ≤ t ≤ 2}, (5.118)
Σ˜M2 ={2i− t | q−1/M ≤ t ≤ 4}, (5.119)
Σ˜M3 ={−4− it | −2 ≤ t ≤ 2}, (5.120)
Σ˜M4 ={t− 2i | −4 ≤ t ≤ −q−1/M}, (5.121)
and for the asymptotic analysis, we define
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Σ˜M1
Σ˜M2
Σ˜M3
Σ˜M4
Figure 5.9: Σ˜M
Σ˜Mlocal ={w ∈ Σ˜M | |w| ≤M−2/5}, (5.122)
Σ˜Mremote =Σ˜
M
1 \ Σ˜Mlocal. (5.123)
Now if we denote
FMat′(w) =(
(1 + a)
√(
1− 1
γ2a2
)
M
)t′
e
(1+a)
r“
1− 1
γ2a2
”
Mξw+ 1
2
(1+a)2
“
1− 1
γ2a2
”
Mw2−MR2(w)
(
w + 1
1+a
)r−r′(
w − a
1+a
)r
(
s′−1∏
j=1
(
w +
aj − a
(1 + a)(1 + aj)
)rj)
wt
′−1, (5.124)
We have
(
(1 + a)
√(
1− 1
γ2a2
)
M
)t′
e−
M
1+a
x
(−a)N(1 + a)M−N ψr′(p+qξ) =
1
2pii
∮
Σ˜M
FMat′(ξ, w)dw,
(5.125)
and results similar to lemmas 5.1–5.3:
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Lemma 5.9. ∣∣∣∣∣ 12pii
∫
Σ˜M2 ∪Σ˜M3 ∪Σ˜M4
FMat′(ξ, w)dw
∣∣∣∣∣ < 13 e−ξM1/10 , (5.126)
for any ξ ≥ T .
Lemma 5.10. ∣∣∣∣∣ 12pii
∫
Σ˜Mremote
FMat′(ξ, w)dw
∣∣∣∣∣ < 13 e−ξM1/10 , (5.127)
for any ξ ≥ T .
Lemma 5.11. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∫
Σ˜Mlocal
FMat′(ξ, w)dw − (1 + a)
r′
(−a)r C¯a,r′−t′(−1)
t′−1Ht′−1(x)√
2pi
e−
ξ2
2
∣∣∣∣∣ < 13 e−ξM1/10 ,
(5.128)
for any ξ ≥ T .
Since their proofs are similar to those of lemmas 5.1–5.3, we only give the proof
of lemma 5.11.
Proof of lemma 5.11. On Σ˜Mlocal, |w| < M−2/5, and R2(w) = O(M−6/5), so that
FMat′(ξ, w) =
(1 + a)r
′
(−a)r
(
s′−1∏
j=1
(
aj − a
(1 + a)(1 + al)
)rj)(
(1 + a)
√(
1− 1
γ2a2
)
M
)t′
e
(1+a)
r“
1− 1
γ2a2
”
Mξw+ 1
2
(1+a)2
“
1− 1
γ2a2
”
Mw2
wt
′−1 (1 +O(M−1/5)) ,
(5.129)
and the O(M−1/5) term is independent of ξ. After the substitution u = (1 +
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a)
√(
1− 1
γ2a2
)
Mw, we get
1
2pii
∫
Σ˜Mlocal
FMat′(ξ, w)dw =
(1 + a)r
′
(−a)r C¯a,r′−t′
1
2pii
∫
Σ˜∞
<(1+a)
r
1− 1
γ2a2
M1/10
eξu+
u2
2 ut
′−1du
(
1 +O(M−1/5)) . (5.130)
On Σ˜M , if ξ ≥ T , |e(ξ−T )u| ≤ eT e−ξ, and we have
∣∣∣∣∣ 12pii
∫
Σ˜Mlocal
FM(ξ, w)dwχ(ξ)− (1 + a)
r′
(−a)r C¯a,r′−t′(−1)
t′−1Ht′−1(x)√
2pi
e−
ξ2
2
∣∣∣∣∣
≤eT e−ξ
∣∣∣∣∣∣∣
(1 + a)r
′
(−a)r C¯a,r′−t′
1
2pii
∫
Σ˜∞
≥(1+a)
r
1− 1
γ2a2
M1/10
∣∣∣eTu−u22 ut′−1∣∣∣ du(1 +O(M−1/5))
∣∣∣∣∣∣∣
+ eT e−ξ
∣∣∣∣∣∣∣
(1 + a)r
′
(−a)r C¯a,r′−t′
1
2pii
∫
Σ˜∞
<(1+a)
r
1− 1
γ2a2
M1/10
∣∣∣eTu−u22 ut′−1∣∣∣ duO(M−1/5)
∣∣∣∣∣∣∣ ,
(5.131)
and we can get the result by direct calculation.
By lemmas 5.9–5.11 and (5.125), we have the convergence result for ψr′ with
as′ = a
∣∣∣∣∣∣
(
(1 + a)
√(
1− 1
γ2a2
)
M
)t′
e−
M
1+a
x
(−a)N(1 + a)M−N e
2ξ/3ψr′(p+ qξ)
− (1 + a)
r′
(−a)r C¯a,r′−t′(−1)
t′−1e2ξ/3
Ht′−1(x)√
2pi
e−
ξ2
2
∣∣∣∣∣∣ < e
−ξ/3
M1/10
. (5.132)
By the same method, we can get the convergence result for ψr′(ξ) with r
′ =
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1, . . . , r − t and ξ ≥ T
∣∣∣∣∣(1 + a)
√(
1− 1
γ2a2
)
M
e−
M
1+a
x
(−a)N(1 + a)M−N e
2ξ/3ψr′(p+ qξ)
− (1 + a)
r′
(−a)r C¯a,r′−1
e
2ξ
3
− ξ2
2√
2pi
∣∣∣∣∣ < e−ξ/3M1/10 , (5.133)
and for ψ(ξ) with ξ ≥ T
∣∣∣∣∣(1 + a)
√(
1− 1
γ2a2
)
M
e−
M
1+a
x
(−a)N(1 + a)M−N e
2ξ/3ψ(p+ qξ)− (−a)−r e
2ξ
3
− ξ2
2√
2pi
∣∣∣∣∣ < e−ξ/3M1/10 .
(5.134)
5.3.2 Asymptotics of ψ˜(p+ qη) and ψ˜r′(p+ qη)
We only consider ψ˜r′ with as′ = a, and only state the results for ψ˜r′ with as′ < a and
ψ˜, since they are simpler.
ψ˜r′(p + qη) is defined in (2.78) by a contour integral with poles z = 1 and
1
1+aj
,
j = 1, . . . , s inside the contour. By the residue theorem, the value of ψ˜r′(p + qη) is
the sum of residues at these poles. We will see that the contribution of poles other
than 1
1+a
are negligible, and we are going to calculate the residue at 1
1+a
. To consider
these two kinds of poles separately, we deform Γ into the sum of two disconnected
contours Γ 1
1+a
and Γright, where Γ 1
1+a
includes 1
1+a
and excludes other poles, and vice
versa for Γright.
We have
e−Myz
(z − 1)N
zM
= e
−Mg(z)+(1+a)
r“
1− 1
γ2a2
”
Mηz
, (5.135)
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where g(z) is defined in (5.113). Then we can write (2.78) as
ψ˜r′(y) =
1
2pii
∮
Γ 1
1+a
∪Γright
e
−Mg(z)+(1+a)
r“
1− 1
γ2a2
”
Mηz
(z − 1)r
zr−r′+1
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + a
)−t′
dz, (5.136)
and after the substitution z = w + 1
1+a
, we get
∮
Γ 1
1+a
e
Mg(z)−(1+a)
r“
1− 1
γ2a2
”
Mηz (z − 1)r
zr−r′+1
(
s′−1∏
j=1
(
z − 1
1 + aj
)−rj)(
z − 1
1 + a
)−t′
dz
=
∮
Γ˜M0
e
M
“
−
“
1− 1
γ2a
”
−(1−γ−2) log(1+a)−γ−2 log a+γ−2pii− 1
2
(1+a)2
“
1− 1
γ2a2
”
w2+R2(w)
”
e
−(1+a)
r“
1− 1
γ2a2
”
Mη(w+ 11+a)
(
w − a
1+a
)r(
w + 1
1+a
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − a
(1 + a)(1 + aj)
)−rj) dw
wt′
=
(−1)N
aN(1 + a)M−N
e−
M
1+a
y
∮
Γ˜M0
e
−(1+a)
r“
1− 1
γ2a2
”
Mηw− 1
2
(1+a)2
“
1− 1
γ2a2
”
Mw2−MR2(w)
(
w − a
1+a
)r(
w + 1
1+a
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − a
(1 + a)(1 + aj)
)−rj) dw
wt′
,
(5.137)
where Γ˜M0 is a contour around w = 0, defined as
Γ˜M0 =

eit/3
(1 + a)
√(
1− 1
γ2a2
)
M
∣∣∣∣∣∣∣∣ 0 ≤ t ≤ 2pi
 . (5.138)
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Γ˜M0 Γ˜
M
1
Γ˜M2
Γ˜M3
Γ˜M4
Γ˜M5
Γ˜M6
Γ˜M7
Γ˜M8
Figure 5.10: Γ˜M0 and Γ˜
M
right
If we denote
GMat′(η, w) =(
(1 + a)
√(
1− 1
γ2a2
)
M
)1−t′
e
−(1+a)
r“
1− 1
γ2a2
”
Mηw− 1
2
(1+a)2
“
1− 1
γ2a2
”
Mw2+MR2(w)
(
w − a
1+a
)r(
w + 1
1+a
)r−r′+1
(
s′−1∏
j=1
(
w +
aj − a
(1 + a)(1 + aj)
)−rj) 1
wt′
, (5.139)
We have
(
(1 + a)
√(
1− 1
γ2a2
)
M
)1−t′
(−a)N(1 + a)M−Ne M1+ayψ˜r′(p+ qη) =
1
2pii
∮
Γ˜M0
GMat′(η, w)dw +
∮
Γ˜Mright
GMat′(η, w)dw, (5.140)
with the definition of Γ˜Mright to be introduced later, and
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Lemma 5.12. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∮
Γ˜M0
GMat′(η, w)dw − (−a)
r
(1 + a)r′−1C¯r′−t′
(−1)t′−1
(t′ − 1)!Ht′−1(η)
∣∣∣∣∣ < 12 eη/3M1/3 , (5.141)
for any η ≥ T .
Proof. On Γ˜M0 , |w| = M−1/2, and R2(w) = O(M−3/2), so that
GMat′(η, w) =
(−a)r
(1 + a)r′−1
(
s′−1∏
j=1
(
aj − a
(1 + a)(1 + aj)
)−rj)(
(1 + a)
√(
1− 1
γ2a2
)
M
)1−t′
e
−(1+a)
r“
1− 1
γ2a2
”
Mηw− 1
2
(1+a)2
“
1− 1
γ2a2
”
Mw2 dw
wt′
(
1 +O(M−1/2)) , (5.142)
and theO(M−1/2) is independent of η. After the substitution u = (1+a)
√(
1− 1
γ2a2
)
Mw,
we get
1
2pii
∮
Γ˜M0
GMat′(η, w)dw =
1
2pii
∮
Γ˜∞
e−ηu−
u2
2
du
ut′
(
1 +O(M−1/2)) . (5.143)
On Γ˜∞, if η ≥ T , |e−(η−T )u| ≤ e|T/3|eη/3, and we have
∣∣∣∣∣ 12pii
∮
Γ˜M0
GMat′(η, w)dw − (−a)
r
(1 + a)r′−1C¯r′−t′
(−1)t′−1
(t′ − 1)!Ht′−1(η)
∣∣∣∣∣ ≤
e|T/3|eη/3
∣∣∣∣ (−a)r(1 + a)r′−1C¯r′−t′ 12pii
∮
Γ˜∞
∣∣∣e−ηu−u22 u−t′∣∣∣ duO(M−1/2)∣∣∣∣ , (5.144)
and we can get the result by direct calculation.
Now we estimate the integral of GMat′ over Γ˜
M
right, where Γ˜
M
right is defined as the
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union of Γ˜M1 ∪ · · · ∪ Γ˜M8 , as
Γ˜M1 =
{
δ − it
∣∣∣∣−δ3 ≤ t ≤ δ3
}
, (5.145)
Γ˜M2 =
{
−t+ δ
3
i
∣∣∣∣− γ2a2 − 1(1 + γ2a)(1 + a) ≤ t ≤ −δ
}
, (5.146)
Γ˜M3 =
{
t− δ
3
i
∣∣∣∣δ ≤ t ≤ γ2a2 − 1(1 + γ2a)(1 + a)
}
, (5.147)
Γ˜M4 =
{
γ2a2 − 1
(1 + γ2a)(1 + a)
− it
∣∣∣∣−4 ≤ t ≤ −δ3
}
, (5.148)
Γ˜M5 =
{
γ2a2 − 1
(1 + γ2a)(1 + a)
− it
∣∣∣∣δ3 ≤ t ≤ 4
}
, (5.149)
Γ˜M6 =
{
−t+ 4i
∣∣∣∣−Cright ≤ t ≤ − γ2a2 − 1(1 + γ2a)(1 + a)
}
, (5.150)
Γ˜M7 =
{
t− 4i
∣∣∣∣ γ2a2 − 1(1 + γ2a)(1 + a) ≤ t ≤ Cright
}
, (5.151)
Γ˜M8 = {Cright + it | −4 ≤ t ≤ 4} , (5.152)
where δ is a very small positive number and Cright is the same large positive number
as that in the definition of Γ¯M . Then we can prove
Lemma 5.13. If T is fixed and M is large enough,
∣∣∣∣∣ 12pii
∮
Γ˜Mright
GMat′(η, w)dw
∣∣∣∣∣ < 12 eη/3M1/3 , (5.153)
for any η ≥ T .
The proof is similar to those of lemmas 5.1 and 5.2.
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Hence by lemmas 5.12 and 5.13, and (5.140), we have
∣∣∣∣∣∣
(
(1 + a)
√(
1− 1
γ2a2
)
M
)1−t′
(−a)N(1 + a)M−Ne M1+aye−2η/3ψ˜r′(p+ qη)
− (−a)
r
(1 + a)r′−1C¯a,r′−t′
(−1)t′−1
(t′ − 1)! e
−2η/3Ht′−1(η)
∣∣∣∣∣∣ < e
−η/3
M1/3
. (5.154)
For ψ˜r′ with as′ < a or ψ˜, we can choose Γ˜
M
right so that all poles are included in it,
and we can get the estimation by results similar to lemma 5.13. The result is
∣∣∣∣∣(1 + a)
√(
1− 1
γ2a2
)
M(−a)N(1 + a)M−Ne M1+aye−2η/3ψ˜∗(p+ qη)
∣∣∣∣∣ < e−η/3M1/3 , (5.155)
where ψ˜∗ stands for ψ˜r′ with as′ < a, or simply ψ˜.
5.4 Asymptotics of Laguerre polynomials and re-
lated functions
In chapter 3, we need asymptotic results of L
(2(M−N))
2N−2 , L
(2(M−N))
2N−1 ψ2N−1, ψ
′
2N−1, etc.
They can be expressed by linear combination of Laguerre polynomials and has the
similar integral representation. Like (2.41), we have
L
(2(M−N))
2N−1 (Mx) =
e2Mx
2pii
∮
Γ
e−2Mxz
z2M−1
(z − 1)2N dz, (5.156)
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and by (3.54), we get
ϕ2N−1(x) =e
a
1+a
2Mx − (1 + a)
2(M−N)+1
2pii
e2Mx
∮
Γ
e−2Mxz
1 +
(
a z
z−1
)2N−1
1 + a z
z−1
z2(M−N)
z − 1 dz
=e
a
1+a
2Mx − (1 + a)
2(M−N)+1
2pii
e2Mx
∮
Γ
e−2Mxz
z2(M−N)
z − 1
1+a
dz
− (1 + a)
2(M−N)+1a2N−1
2pii
e2Mx
∮
Γ
e−2Mxz
z2M
(z − 1)2N
z − 1
((1 + a)z − 1)zdz.
(5.157)
If the pole z = 1
1+a
is inside of Γ, then
(1 + a)2(M−N)+1
2pii
e2Mx
∮
Γ
e−2Mxz
z2(M−N)
z − 1
1+a
dz = e
a
1+a
2Mx, (5.158)
and
ϕ2N−1(x) = −(1 + a)
2(M−N)+1a2N−1
2pii
e2Mx
∮
Γ
e−2Mxz
z2M
(z − 1)2N
z − 1
((1 + a)z − 1)zdz.
(5.159)
All other relevant functions can also be expressed by integrals by (2.41). We analyze
three typical examples, and all other results can be derived similarly.
5.4.1 L
(2(M−N))
2N−1 (2Mx) around (1 + γ
−1)2
We assume in p = (1 + γ−1)2 and q = (γ+1)
4/3
γ(2M)2/3
, and take x = p + qξ. By methods in
the analysis of ψ˜(p+ qξ) and ψ˜r′(p+ qξ) in subsection 5.1.2, if we denote
˜˜ψ(ξ) =
1
2pii
∮
Γ
e−2Mxz
z2M−1
(z − 1)2N dz, (5.160)
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we have for ξ ≥ T
∣∣∣∣(γ + 1)4/3γ (2M)1/3 (γ + 1)2(M−N)−1γ2M e γγ+12Mx ˜˜ψ(ξ)− (−1) Ai(ξ)
∣∣∣∣ < e−ξ/2M1/40 . (5.161)
The relation between ˜˜ψ(ξ) and L
(2(M−N))
2N−1 (2Mx) is
L
(2(M−N))
2N−1 (2Mx)x
M−N−1/2e−Mx =
xM−N−1/2
e
γ−1
γ+1
Mx
e
γ
γ+1
2Mx ˜˜ψ(ξ). (5.162)
For x = p+ qξ, ξ ≥ T , we have the point-wise with respect to ξ
lim
M→
eM−N(
γ+1
γ
)2(M−N)−1 xM−N−1/2
e
γ−1
γ+1
Mx
= 1, (5.163)
and for ξ ≥ 0,
0 <
eM−N(
γ+1
γ
)2(M−N)−1 xM−N−1/2
e
γ−1
γ+1
Mx
≤ 1. (5.164)
Therefore we know that for M large enough and ξ ≥ T
∣∣∣γ−2N−1(γ + 1)4/3(2M)1/3eM−NL(2(M−N))2N−1 (2Mx)xM−N−1/2e−Mx − (−1) Ai(ξ)∣∣∣
<
e−ξ/2
M1/40
. (5.165)
5.4.2 ψ2N−1(x) around (1 + γ−1)2 when a = γ−1
We still take p = (1 + γ−1)2, q = (γ+1)
4/3
γ(2M)2/3
, and z = p + qξ. We use the integral
representation (5.159) of ψ2N−1(x), and we will make sure that the pole z = 11+a is
inside Γ when we deform it. Since a = γ−1, we can write (5.159) as
ψ2N−1(x) = −(γ + 1)
2(M−N)+1
γ2M
e2Mx
2pii
∮
Γ
e−2Mxz
z2M
(z − 1)2N
z − 1
((1 + γ−1)z − 1)zdz.
(5.166)
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If we denote
˜˜ψ2N−1(ξ) =
1
2pii
∮
Γ
e−2Mxz
z2M
(z − 1)2N
z − 1
((1 + γ−1)z − 1)zdz, (5.167)
by methods in the analysis of ψ˜r′(p+ qξ) in subsection 5.2.2, we have for ξ ≥ T ,
∣∣∣∣(γ + 1)2(M−N)+1γ2M e γγ+12Mx ˜˜ψ2N−1(ξ)− (−1)s(1)(ξ)
∣∣∣∣ < eξ/6M1/40 . (5.168)
We can express ψ2N−1(x) as
ψ2N−1(x) =
xM−N+1/2
e
γ−1
γ+1
Mx
(γ + 1)2(M−N)+1
γ2M
e
γ
γ+1
2Mx ˜˜ψ2N−1(ξ). (5.169)
Similar to (5.163) and (5.164), we have point wise convergence with respect to ξ
lim
M→∞
eM−N(
γ+1
γ
)2(M−N)+1 xM−N+1/2
e
γ−1
γ+1
Mx
= 1, (5.170)
and if ξ ≥ T , then
0 <
eM−N(
γ+1
γ
)2(M−N)+1 xM−N+1/2
e
γ−1
γ+1
Mx
< 1 +O
(
1
M
)
. (5.171)
Therefore, we have
∣∣∣∣∣eM−N
(
γ
γ + 1
)2(M−N)+1
ψ2N−1(x)− s(1)(ξ)
∣∣∣∣∣ < eξ/6M1/40 . (5.172)
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5.4.3 L
(2(M−N))
2N−1 (2Mx) around (1 + a)
(
1 + 1γ2a
)
when a > γ−1
We take p = (1 + a)
(
1 + 1
γ2a
)
, q = (1 + a)
√
1− 1
γ2a2
1√
2M
and x = p + qξ. Like
(5.160), we define
˜˜ψa(ξ) =
1
2pii
∮
Γ
e−2Mxz
z2M−1
(z − 1)2N dz. (5.173)
With g(z) defined in (5.113), we have
˜˜ψa(ξ) =
1
2pii
∮
Γ
e
2Mg(z)−(1+a)
r“
1− 1
γ2a2
”
2Mξz dz
z
. (5.174)
After the substitution z = w + γ
2a
1+γ2a
, we get similar to (5.117),
∮
Γ
e
2Mg(z)−(1+a)
r“
1− 1
γ2a2
”
2Mξz dz
z
=
∮
˜˜ΓM
e
−2M
“
(1+a)+(1−γ−2) log(1+γ2a)−log(γ62a−γ−2pii 1
2
(γ−1+γa)2
“
1− 1
γ2a2
”
w2−R3(w)
”
e
−(1+a)
r“
1− 1
γ2a2
”
2Mξ
„
w+ γ
2a
1+γ2a
«
dw
w + γ
2a
1+γ2a
=
(γ2a)2Me
− γ2a
1+γ2a
2Mx
(1 + γ2a)2(M−N)∮
˜˜ΓM
e
(γ−1+γa)2
“
1− 1
γ2a2
”
Mw2−−(1+a)
r“
1− 1
γ2a2
”
2Mξw+2MR3(w) dw
w + γ
2a
1+γ2a
,
(5.175)
where
R3(w) = O(w3), as w → 0, (5.176)
and ˜˜ΓM is a contour around w = 1
1+γ2a
, composed of ˜˜ΓM1 ,
˜˜ΓM2 ,
˜˜ΓM3 and
˜˜ΓM4 , which are
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defined as
˜˜ΓM1 ={−it+ q−1/(2M) | −2 ≤ t ≤ 2}, (5.177)
˜˜ΓM2 ={4− t+ 2i | 0 ≤ t ≤ 4− q−1/M}, (5.178)
˜˜ΓM3 ={4 + it | −2 ≤ t ≤ 2}, (5.179)
˜˜ΓM4 ={t− 2i | q−1/(2M) ≤ t ≤ 4}. (5.180)
By methods in the analysis of ψr′(p+ qξ) in subsection 5.3.1, we have for ξ ≥ T ,
˜˜ΓM1
˜˜ΓM2
˜˜ΓM3
˜˜ΓM4
Figure 5.11: ˜˜ΓM
∣∣∣∣(1 + γ2a)2(M−N)(γ2a)2M √(γ2a2 − 1)2Me γ2a1+γ2a2Mx ˜˜ψa(ξ)− −1√2pie− 12
“
γ+γa
1+γ2a
ξ
”2∣∣∣∣ < e−ξM1/10 .
(5.181)
We have the result similar to (5.162)
L
(2(M−N))
2N−1 (Mx)x
M−N−1/2e−
γ2a+a+2
(a+1)(γ2a+1)
Mx
=
xM−N−1/2
e
M−N
(1+a)
„
1+ 1
γ2a
«x e
γ2a
1+γ2a
2Mx ˜˜ψa(ξ). (5.182)
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For x = p+ qξ, ξ ≥ T , we have the pointwise convergence with respect to ξ
lim
M→∞
eM−N(
(1 + a)
(
1 + 1
γ2a
))M−N−1/2 xM−N−1/2
e
M−N
(1+a)
„
1+ 1
γ2a
«x = e
− 1
4
(γ2a2−1)(γ2−1)
(γ2a+1)2
ξ2
, (5.183)
and for ξ ≥ 0,
0 <
eM−N(
(1 + a)
(
1 + 1
γ2a
))M−N−1/2 xM−N−1/2
e
M−N
(1+a)
„
1+ 1
γ2a
«x < 1. (5.184)
Therefore if M is large enough,
∣∣∣∣∣(γ2a+ 1)M−N+1/2eM−N
√
(γ2a2 − 1)2M
(γ2a)M+N+1/2(a+ 1)M−N−1/2
L
(2(M−N))
2N−1 (Mx)x
M−N−1/2e−
γ2a+a+2
(a+1)(γ2a+1)
Mx
− −1√
2pi
e
− 1
4
γ4a2+γ2a2+4γ2a+γ2+1
(γ2a+1)2
ξ2
∣∣∣∣∣ < e−ξM1/10 . (5.185)
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