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ABSTRACT 
Bracco, Jacquelyn, Environmental Sciences Ph.D. Program, Wright State University, 
2015. Growth of sparingly-soluble AB-type minerals as a function of their A:B ratio.  
 
A fundamental understanding of mineral growth kinetics is necessary to predict mineral 
reactivity in geologic environments. We use hydrothermal atomic force microscopy 
(HAFM) to measure step advance speeds and morphological evolution of the sparingly-
soluble minerals magnesite (MgCO3), barite (BaSO4) and celestite (SrSO4) while 
systematically varying the concentrations of their constituent cations and anions in 
solution. For all three minerals, a maximum step velocity is reached at an aqueous 
cation:anion concentration (r) near unity and decreases with extreme r despite order of 
magnitude differences in the water exchange rate for the cations comprising the minerals. 
Affinity based models fail to reproduce the observed trends in which step velocities vary 
with changes in the cation-to-anion ratio. A process based model developed by Zhang 
and Nancollas (1990, 1998) does not fit the peak shape in experimental measurements of 
step speed versus r and underestimates step velocities which may arise from the model 
assumption that the forward reaction is tied to the back reaction through the solubility 
product. Step velocities as a function of r on all three minerals can be modeled well using 
the Stack and Grantham (2010) kink site nucleation + propagation model. While the 
growth of the minerals as a function of r can be described using the same model, there are 
some significant differences in the behavior of the three minerals. First, model derived 
detachment rates of ions from a step to propagate kink sites is zero for barite and 
celestite, but nonzero for magnesite. Significant morphological changes are also observed 
for barite as a function of r, but not for celestite and magnesite. Finally, step velocities on 
celestite are non-linear as a function of saturation state, whereas they are linear for barite 
 iv 
and magnesite. Together, these results suggest that current models which are utilized to 
predict mineral reactivity in environmental settings (e.g. reactive transport models) are 
missing a key parameter necessary to accurately predict mineral growth.   
 v 
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Chapter 1: Introduction 
Sparingly-soluble, AB-type minerals are minerals which are comprised of a cation 
(A) and an anion (B) bonded together ionically and have a low solubility. Growth and 
dissolution minerals play a significant role in a variety of subsurface environmental 
issues. These include contaminant remediation during which contaminants are 
incorporated into the mineral structure during growth (Curti et al., 2010), CO2 
sequestration during which mineral precipitation can seal fractures in caprocks (Oelkers 
and Cole, 2008), and long term storage of nuclear waste during which radioactive 
material can be sealed in minerals during mineral growth (e.g. the Waste Isolation Pilot 
Plant). Mineral growth in these situations, which is coupled to mass transport, is 
predicted using reactive transport models that assume mineral growth will be constant at 
a given saturation state regardless of the solution A:B ratio. However, subsurface 
conditions are temporally and spatially variable, leading to regions where aqueous 
concentrations of one constituent ion (A or B) may be significantly greater than 
concentrations of the other ion. Under these conditions, sparingly-soluble mineral growth 
is poorly understood which can lead to significant errors in growth rates predicted by 
reactive transport models (Gebrehiwet et al., 2012; Bracco et al., 2013). 
While the affinity based models utilized by reactive transport codes do not 
account for the effect of A:B ratio, there are crystal growth models which do account for 
the effects of extreme ratios (Stack and Grantham, 2010; Zhang and Nancollas, 1998). 
The Stack and Grantham model (2010) has successfully been used to describe calcite 
growth on the (1014) surface (Stack and Grantham, 2010; Bracco et al., 2012; Bracco et 
al., 2013), but requires further testing to determine applicability to a broader range of  
 
 2 
minerals. In contrast, the Zhang and Nancollas (1998) model cannot replicate calcite 
growth rates (Bracco et al., 2012), which raises the question of if the model can replicate 
growth rates of other sparingly-soluble minerals. These minerals are ideal for testing 
crystal growth hypotheses/models due to their relatively simple crystal structure in which 
cations are ionically bonded to isolated polyatomic anions. In contrast, silicate minerals 
have a covalent framework, ranging from isolated silica tetrahedra (e.g. olivines) to 
linked tetrahedra (e.g. feldspars), which may complicate isolating A:B ratio effects. To 
limit complicating factors, the minerals of interest here are the sparingly-soluble minerals 
magnesite (MgCO3; isostructural with calcite, CaCO3), barite (BaSO4), and celestite 
(SrSO4; isostructural with barite). Comparisons between the effect of A:B ratio on barite 
and celestite growth, and magnesite and calcite growth (from Stack and Grantham, 2010; 
Bracco et al., 2012; Bracco et al., 2013) will enable us to determine correlations between 
properties of the constituent ions (such as water exchange rates) and the minerals of 
interest.  
Crystal Growth Mechanisms/Models 
Mineral growth and dissolution is commonly measured using either batch or 
mixed-flow reactors, which are used to study bulk growth/dissolution, or atomic force 
microscopy (AFM; details available in Chapter 2), which is used to measure 
advancement/retreat rates of elementary step edges at the nanometer scale, a 
measurement which cannot be measured reliably with other experimental techniques at 
elevated temperatures. AFM derived growth rates can also be measured either by 
measuring the number of steps which pass a fixed point in a given time (Saldi et al., 
2009) or by combing step densities with step advancement/retreat rates (Teng et al., 
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2000). Similar growth rates on calcite as a function of the aqueous calcium-to-carbonate 
ratio have been measured using bulk and AFM methods (Bracco et al., 2013).  Modern 
crystal growth theory, which is derived from the terrace-step-kink (TSK) theory 
(Stranski, 1928) and the Burton, Cabrera, and Frank (1951) crystal growth theory, 
describes both advancement/retreat of these steps and growth/dissolution rates. For the 
sparingly soluble carbonate and sulfate minerals, spiral growth is the dominant 
mechanism by which these minerals grow below the critical supersaturation for two-
dimensional nucleation. During spiral growth, steps nucleate from a dislocation and 
advance across the surface at a rate referred to as a step velocity, which can be measured 
using AFM. However, AFM resolution (~30-50 nm laterally) is not high enough to 
observe and track kinks, which are reactive sites that form steps, necessitating the use of 
crystal growth models to understand kink dynamics. Based on a kinematic model 
developed by Frank (1974), growth along a step-edge is dependent on the double kink 
nucleation rate per unit length (Rkn), which creates kinks, and the subsequent propagation 
rate (Rkp) of these kinks (Figure 1.1).  
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Figure 1.1: A schematic of a step edge with the direction of step migration (vs), kink 
propagation (Rkp) and kink nucleation (Rkn) marked. Here a is the kink depth and L is the 
step length based on Frank (1974). Ion A is denoted by black circles and Ion B is white 
circles.  
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Kink propagation will end when left-hand and right-hand kinks meet (annihilation) or 
when a kink reaches the end of the step. Frank (1974) derived equations (1.1 and 1.2) for 
two distinct growth regions described by this model. The first is a region (Region I) in 
which the step velocity is dependent on the step length:  
v(L) ≅ 𝑎𝐿Rkn       (1.1) 
where a is the kink depth (nm), and L is the step length (nm), and Rkn is the rate of kink 
site nucleation (nm-1s-1). Equation (1.1) is valid as long as the number of kinks along a 
step is small (nk << 1) (Frank, 1974; Higgins et al., 2000). This condition is met when L is 
small and completion of a row of growth units occurs before the next nucleation event. In 
cases where nucleation occurs before row completion, Region II is a step length 
independent growth region in which the step velocity depends on Rkn and Rkp (nm/s): 
v(∞) ≅ 𝑎√2RknRkp      (1.2) 
Equation (1.2) is utilized for AB-type crystals in two common growth models 
(among others). The first model (equations 1.3-1.5) was derived by Zhang and Nancollas 
(1998) based on a cubic (NaCl-type) crystal lattice and defines the kink site nucleation 
rate to be a 1D nucleation rate based on a cluster larger than a critical size (i.e., the size 
for a cluster to grow irreversibly): 
Rkn = exp (−
2𝜖
𝑘𝑇
) (𝑆2 − 1)𝑘𝑘𝑝 (
𝑘𝐴{𝐴}
 𝑘𝑘𝑝+𝑘𝐴{𝐴}
+
𝑘𝐵{𝐵}
 𝑘𝑘𝑝+𝑘𝐵{𝐵}
)  (1.3) 
where  S = (
{𝐴}𝛼{𝐵}𝛽
𝐾𝑠𝑝
)
1
𝛼+𝛽
is the saturation state, kA and kB are attachment rate coefficients 
(M-1s-1), ϵ is the kink formation energy (eV), which is typically greater than zero but less 
than 1 eV, Ksp is the solubility product, and 𝑘𝑘𝑝 is the detachment frequency (s
-1). Note 
that here the units for Rkn are s
-1, rather than the units of nm-1s-1 utilized by Frank (1974). 
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The kink annihilation rate is equivalent to the nucleation rate when the system is at steady 
state. This model also incorporates a kink propagation rate: 
𝑅𝑘𝑝 =
2𝑘𝑘𝑝
2 (𝑆2−1)
𝑘𝐴{𝐴}+𝑘𝐵{𝐵}+2𝑘𝑘𝑝
       (1.4)  
which has units of s-1, which again differs from the units of nm/s used by Frank (1974).  
The kink nucleation and propagation rates can be combined to determine a step velocity: 
v = 2𝑎 𝑘𝑘𝑝(𝑆 − 1)𝑆
1/2 exp (−
𝜖
𝑘𝑇
) 𝑞𝑔(𝑟𝑖, 𝑆 )     (1.5) 
 
where, 𝑟𝑖 =
𝑘𝐴[𝐴]
𝑘𝐵[𝐵]
 is the kinetic ionic ratio and  𝑞𝑔(𝑟𝑖, 𝑆) = [
𝑆+1
2
(
1
𝑆+𝑟
𝑖
1/2 +
1
𝑆+𝑟
𝑖
−1/2)
𝑆+1
[1+
𝑆(𝑟
𝑖
1/2
+𝑟
𝑖
−1/2
)
2
]
]
1/2
  is the unitless correction function for non-stoichiometric 
solutions. The correction function is derived from the expansion of the Zhang and 
Nancollas (1990) model detailed in Zhang and Nancollas (1998) to include two 
constituent ion types (A and B) and will vary between zero and one and is maximized at 
ri and decreases at extreme ri. This model predicts step velocity, the kink site nucleation 
rate per unit length, and the kink propagation rate will decrease at high and low ri, but the 
kink site density will increase at extremes in ri. This model is expected to apply to 
sparingly soluble AB-type mineral growth and has been expanded upon by Nielsen and 
coworkers (2012) to account for isotopic partitioning and Wolthers and coworkers (2012) 
to account for surface complexation by incorporating functional groups on mineral 
surfaces and ion sorption.  
 
 7 
A second model (equations 1.6-1.7; Stack and Grantham, 2010) to consider is a 
kink site nucleation and propagation model that uses the same length independent step 
velocity (equation 1.2). In this model, Rkn has a similar functional form to Rkp (Stack and 
Grantham, 2010) and both have units of s-1: 
Rkn =
k
Sr2+
{Sr2+}k
SO4
2−{SO4
2−}Vm
kSr2+{Sr
2+}+k
SO4
2−{SO4
2−}
− kkn𝑉𝑚       (1.6) 
Rkp =
(k
Sr2+
{Sr2+}k
SO4
2−{SO4
2−}−k−kpk−kp)Vm
kSr2+{Sr
2+}+k
SO4
2−{SO4
2−}+k−kp+k−kp
       (1.7)     
In Equations (1.6) and (1.7) kA and kB are attachment rate coefficients (s
-1) to a kink site 
of species A and B, kkpA and kkpB are detachment rate coefficients (M·s
-1) from a kink site 
of species A and B, and kkn (M·s
-1) is an overall detachment term for nucleation. This 
model does not assume a 1D critical nucleus for kink site nucleation and at low and high 
A:B ratio predicts step velocity, the kink site propagation rate, and the kink site 
nucleation rate will decrease, but the kink site density will not change significantly. This 
model has been successfully used to quantitatively describe calcite (CaCO3) growth, a 
sparingly-soluble carbonate mineral (Stack and Grantham 2010; Bracco et al., 2012; 
Bracco et al., 2013) and is expected to apply to growth of other sparingly-soluble 
minerals.  
Crystal structure of rhombohedral carbonates and orthorhombic sulfates 
Sparingly-soluble minerals other than calcite include, among others, the 
rhombohedral carbonate minerals, which are isostructural with calcite, and the 
orthorhombic sulfate minerals. Calcite is a much more common rock forming mineral 
than magnesite (MgCO3), as magnesite formation is limited at conditions commonly 
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found at the Earth’s surface, possibly due to the hydration structure for magnesium ions 
(Lippmann, 1973). 
The most commonly studied surface on magnesite and calcite is the  (1014) 
surface, a naturally occurring face displaying perfect cleavage. The structure of the 
rhombohedral unit cell leads to two groups of steps on this surface, the obtuse step 
orientation and the acute step orientation (Paquette and Reeder, 1995) (Figure 1.2a and 
Figure 1.3a). The obtuse step orientation is a more open configuration than the acute 
orientation, but both of these steps will advance or retreat through nucleation and 
propagation of kink sites. On calcite and magnesite there will be four different types of 
kink sites that will propagate along a step edge: obtuse-obtuse, acute-obtuse, obtuse-
acute, and acute-acute kink sites (Figure 1.4). Current crystal growth models are unable 
to account for these different types of kink sites as there is not enough information in the 
literature to determine propagation and nucleation rates for each type, but in general, 
obtuse-obtuse kinks will propagate faster under most conditions than acute-acute kinks 
due to the more open configuration of the obtuse-obtuse kinks. Both the obtuse and acute 
steps are terminated by alternating magnesium and carbonate ions, leading to a nonpolar 
step orientation. Due to the structural differences in these two step orientations, the 
attachment and detachment kinetics for ions will likely be different for obtuse, as 
compared to acute, steps.  
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Figure 1.2: a) Magnesite topographic hillock with obtuse and acute growth directions 
shown by black arrows which advance at the different rates (image is 5μm by 5μm) b) 
Barite topographic hillock with two step directions shown by black arrows, both of which 
are bilayer steps which advance at the same rate (image is 3μm by 3μm). 
a) is reprinted with permission from {Bracco, J.N., Stack, A.G. and Higgins, S.R. (2014) 
Magnesite Step Growth Rates as a Function of the Aqueous Magnesium:Carbonate Ratio. 
Crystal Growth & Design 14, 6033-6040.}. Copyright {2014} American Chemical 
Society. 
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Figure 1.3: Orientations of acute (left) and obtuse (right) step terminations on a) the [48-
1] or [-441] steps on the magnesite (1014) surface, b) the 〈120〉  steps on the barite 
(001) surface, and c) the [010] step on the barite (001) surface. For magnesite the obtuse 
and acute step terminations are 68°C and 112°C respectively, whereas for barite the 
obtuse and acute step terminations are 78°C and 102°C respectively.  
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Figure 1.4: Different types of kinks on hillocks on the rhombohedral carbonates, view is 
perpendicular to the (1014) surface. Types of kinks are designated by the step they are 
located on followed by what step orientation they are traveling towards. 
. 
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Barite (BaSO4) (Figure 1.2b) is a common trace mineral. The presence of barium 
in rocks and sediments at several hundred ppm is common and the relative abundance of 
strontium is often greater than barium concentrations, though celestite (SrSO4) is even 
less common than barite (Hanor, 2000). This may be due to the much higher solubility of 
celestite than barite, which leads to celestite forming only where strontium concentrations 
are much greater than barium concentrations or when there is a process discriminating 
against barium co-precipitation (Hanor, 2000). For both minerals, the (001) surface is the 
most commonly studied and is a perfect cleavage face. The crystal symmetry elements 
for these minerals include a two-fold screw axis perpendicular to (001), so successive 
monolayers on the (001) surface will be related by a two-fold rotation about the c axis 
(parallel to [001]). The most commonly observed steps terminating these monolayers 
consist of 〈120〉  steps, which are nonpolar and terminated by alternating 
barium/strontium and sulfate ions, and a curved step, with a tangent parallel to the [010] 
direction, which is rougher and tends to advance at a faster rate than the 〈120〉 steps 
under many solution conditions (Figure 1.3b). Also present under certain conditions are 
[010] steps (Figure 1.3c), which is a polar step orientation terminated by either sulfate or 
barium/strontium ions (Becker et al., 2002). In most conditions, the fast steps will “catch 
up” to the slower advancing steps of the underlying monolayer, creating bilayer steps 
(Figure 1.2b).  
Due to the orthorhombic unit cell, 〈120〉 and [010] steps on barite and celestite 
can either have an obtuse or acute configuration (Figures 1.3b and 1.3c), similar to the 
obtuse and acute steps on calcite and magnesite (de Antonio Gomez et al., 2013). It is 
likely, though still speculative, that the obtuse 〈120〉 steps travel faster than the acute 
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〈120〉 steps due to the larger anions (carbonate and sulfate) attaching more easily to the 
open configuration of the obtuse steps as compared to the acute steps. Since all the 
bilayer steps on a barite growth hillock advance at the same rate, these steps are likely the 
acute steps and the obtuse steps are likely the ones that have “caught up” to these steps. 
For the remainder of the dissertation, the phrase 〈120〉 steps will be used to refer to the 
slow advancing, acute 〈120〉 steps. 
Previous studies on these three minerals span a variety of factors affecting growth 
and dissolution rates. The rest of this chapter is a review of our current understanding of 
how these minerals grow and dissolve, framed in the context of relevant environmental 
considerations.  
Previous research on magnesite 
Magnesite is well studied in the literature, primarily due to its relationship to 
calcite. Although calcite is the dominant calcium carbonate mineral, the primary 
carbonate minerals containing magnesium are dolomite and hydrous magnesium 
carbonates, not magnesite. This is despite magnesite and calcite having similar 
solubilities, suggesting magnesite growth is kinetically hindered, perhaps by the much 
slower water exchange rate for magnesium ions than calcium ions (Lippmann, 1973). 
This hypotheses has been tested using bulk reactor and AFM experiments by a number of 
researchers, particularly within the last two decades. By comparing dissolution of 
carbonate minerals using powdered samples in a fluidized bed reactor, which creates a 
high turbulence and therefore minimizes transport effects, Chou et al. (1989) determined 
magnesite dissolution rates are up to four orders of magnitude slower than rates of calcite 
dissolution under similar pH and temperature conditions. Researchers conducting more 
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recent experiments on both powdered samples using mixed-flow reactors (Pokrovsky and 
Schott, 1999) and single crystals using in-situ AFM at both room temperature 
(Duckworth and Martin, 2004) and elevated temperatures (Higgins et al., 2002b; Jordan 
et al., 2001) observed similarly slow dissolution rates for both bulk samples and the 
(1014) magnesite surface. Based on these studies, dissolution rates increase with 
temperature and undersaturation and dissolution occurs via nucleation of etch pits and 
retreat of monolayer steps. Other factors, such as pH and ionic strength affect magnesite 
dissolution in a more complex manner and will be described in more detail below. 
Despite the kinetic hindrance of magnesite growth and dissolution, particularly at room 
temperature, magnesite remains an important mineral in a variety of environmentally-
relevant processes, in particular during carbon sequestration.  
During carbon sequestration, CO2 is injected into the subsurface and dissolves in 
brines rich in mono- and divalent cations and a variety of anions. As the CO2 dissolves in 
the subsurface brine, pH decreases, which in turn leads to subsurface mineral dissolution, 
releasing divalent cations with a concomitant increase in alkalinity, which can create 
supersaturated conditions with respect to some carbonate minerals. This mineralization 
process is potentially one of the most effective long term CO2 trapping mechanisms, and 
a possible mechanism is magnesite precipitation during forsterite (Mg2SiO4) dissolution 
(Giammar et al., 2005). This mechanism was tested by Giammar et al. (2005) using batch 
reactors in which forsterite was dissolved in deionized water at 30 and 95°C at high (100 
bar) and low (1 bar) PCO2. The solutions reached supersaturation with respect to 
magnesite, however magnesite precipitation was quite slow and limited by the rate of 
magnesite nucleation, which required a critical degree of supersaturation. Under the 
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conditions studied, the most favorable condition for both forsterite dissolution and 
magnesite precipitation was high temperature and high PCO2, similar to typical conditions 
during carbon sequestration. The effect of these parameters were explored by two recent 
studies (Saldi et al., 2009; Saldi et al., 2012). In Saldi et al. (2012) magnesite 
precipitation was studied from 100 to 200°C in mixed flow reactors under neutral to 
alkaline conditions and found to increase in rate with temperature and saturation state 
(SI=1.2-2.0;
 
SI = log (
{Mg2+}{CO3
2−}
𝐾𝑠𝑝,𝑚𝑎𝑔𝑛𝑒𝑠𝑖𝑡𝑒
)),
 
but decrease with carbonate activity (10-2-10-6 M) and 
pH (~6-9.5). The authors’ measured magnesite precipitation rates were 3-4 orders of 
magnitude slower than forsterite dissolution rates, so only under conditions where 
magnesite is extremely supersaturated (SI>1.7) or there is a much greater surface area of 
magnesite than forsterite, will mineral carbonation be significant. In this study, the 
authors also determined magnesite precipitation rates cannot be correctly estimated using 
magnesite dissolution rates, a common assumption in some geochemical reactive 
transport models. In Saldi et al. (2009), monolayer step velocities and growth rates were 
measured as a function of temperature (80-105°) and saturation state (SI=0.7-2.4), on 
single crystal magnesite seed crystals and were found to increase with both temperature 
and saturation state. Under these conditions, magnesite growth occurred primarily by step 
formation at growth hillocks, which occurred in sporadic locations on the surface, and the 
subsequent migration of these monolayer steps. At temperatures lower than 80°C, 
magnesite step migration and generation was too slow to be observed using atomic force 
microscopy due to the inherent limitations of AFM arising in part from thermal drift of 
the instrument (Dove and Platt, 1996). The acute step orientation grew approximately an 
order of magnitude slower than the obtuse step orientation, suggesting acute step 
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generation and migration is the rate limiting step for magnesite growth when spiral 
growth is the dominant growth mechanism.  
Due to the relatively slow rates of growth for magnesite, various researchers have 
proposed utilizing organic ligands to promote magnesium silicate mineral dissolution to 
speed up precipitation of magnesium carbonate minerals during carbon sequestration 
(Park et al., 2003; Prigiobbe and Mazzotti, 2011). To test the viability of this process, 
AFM has been utilized to study the effects of these different ligands on magnesite growth 
rates, step velocities, and step morphologies at 80-100°C by Gautier et al. (2015). The 
researchers found that the dominant growth mechanism was spiral growth in the presence 
of the three ligands studied, citrate, oxalate, and ethylenediaminetetraacetate (EDTA4-). 
The presence of 1 mM citrate decreased growth rates by up to a factor of three and led to 
elongation of hillocks along the [421̅]  step direction, however only the step velocity of 
the acute step orientation was inhibited. The authors attribute this to citrate adsorbing to 
the surface and preferentially binding to obtuse-acute/acute-obtuse kink sites. The 
presence of oxalate at concentrations up to 10 mM induced significant rounding of both 
obtuse and acute steps, but does not significantly affect magnesite growth rates or obtuse 
or acute step velocities. The authors suggest this is due to oxalate binding to the surface, 
but not preferentially affecting a specific type of kink site.  In contrast, EDTA4- did not 
significantly affect hillock morphologies or inhibit magnesite growth rates, even at 
concentrations up to 10mM, possibly due to complexation with magnesium in solution, 
which would reduce the amount of EDTA4- available to interact with the surface (Gautier 
et al., 2015). Based on these results, oxalate and citrate inhibit growth due to either 
reducing step generation or affecting step velocities. Since citrate appears to 
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preferentially affect acute kink sites, this may explain why citrate inhibits magnesite 
growth to a higher degree than oxalate does, even at oxalate concentrations that are an 
order of magnitude larger. Due to oxalate and citrate inhibiting magnesite growth, adding 
these ligands to the subsurface to promote dissolution of silicate minerals to precipitate 
magnesite is unlikely to be a fruitful direction.  
While magnesite growth is most favorable in the presence of a magnesite seed 
crystal, the presence of forsterite surfaces (or likely other silicate minerals) doesn’t 
significantly accelerate magnesite nucleation and precipitation (Giammar et al., 2005). 
This suggests there isn’t a significant difference between the magnesite-water interfacial 
free energy and the magnesite-forsterite interfacial free energy (Giammar et al., 2005). 
Magnesite seed crystals may also foster precipitation over other surfaces because the (10
14) surface of magnesite has a higher surface charge by an order magnitude or two in 
comparison to the surfaces of oxide minerals (Pokrovsky et al., 1999). This high charge 
density is likely due to a thin, highly structured double layer at the surface, which may 
contribute to or arise from the presence of a number of surface species including: 
>CO3H
0, >CO3
-, >MgOH2
+, and >MgCO3
-  (Pokrovsky et al., 1999). These surface 
species may affect dissolution rates on the magnesite surface with detachment at  
>CO3H
0 and >MgOH2
+  sites controlling dissolution rates at low and high pH respectively 
(Pokrovsky and Schott, 1999). Additionally, the pH at the point of zero charge (pHpzc) on 
a magnesite surface also decreases from ~8.7 to ~6.3 with increasing pCO2 (Pokrovsky et 
al., 1999), which will affect species at the magnesite surface in the high pCO2 reservoirs. 
This suggests there will be less charge buildup at high pCO2 conditions than there would 
be under similar pH conditions at the earth’s surface.  
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Magnesite dissolution is important to consider during carbon sequestration as 
magnesite can be found as a trace or minor mineral component in sedimentary caprocks, 
the stability of which can become compromised during dissolution of component 
minerals (Oelkers and Cole, 2008). Magnesite dissolution is primarily governed by etch 
pit spreading and monolayer step retreat (Duckworth and Martin, 2004; Higgins et al., 
2002a; Higgins et al., 2002b; Jordan et al., 2001). In subsurface conditions relevant to 
CO2 sequestration, the most important factors affecting dissolution are the effects of 
saturation state with respect to magnesite, pH, temperature, and the types and 
concentrations of ions in solution, all of which will vary significantly in the subsurface.  
During sequestration, subsurface conditions can be predicted based on reactive 
transport modeling: close to the injection site the buffering capacity will be overwhelmed 
and the pH in undisplaced water will drop significantly to between 1 and 3, but will rise 
to near neutral pH under conditions far from the injection site (Knauss et al., 2005). Low 
pH (3<pH<5) conditions will likely be present up to 300 meters from injection (Knauss et 
al., 2005). Under these conditions, based on AFM (Duckworth and Martin, 2004) and 
bulk (Pokrovsky and Schott, 1999; Saldi et al., 2010) measurements, dissolution rates 
increase with decreasing pH (that is, closer to the injection site) due to an increase in the 
step density on the (1014) surface (Higgins et al., 2002b). However this correlation 
between pH and dissolution is quite weak, especially when compared with that of calcite 
at low pH (pH = 0-3) (Pokrovsky et al., 2009). The step orientations observed on 
the(1014) surface approach a maximum kink site density at low pH (Jordan et al., 2001), 
which suggests magnesite dissolution kinetics are controlled by surface diffusion and/or 
desorption rather than ion detachment from kink sites (Higgins et al., 2002b). Under these 
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low pH conditions, dissolution also increases significantly with ionic strength, indicating 
dissolution may be controlled by protonation of >CO3
- complexes, forming >CO3H
0 
(Pokrovsky and Schott, 1999; Saldi et al., 2010). While the intrinsic protonation constant 
appears to be different for each type of site on the surface, the dissolution flux can be 
described using a surface complexation model for protonation (Higgins et al., 2002a). 
While magnesite dissolution will predominately be controlled by pH, increases in pCO2 
can exert a three-fold increase in dissolution rate, primarily in the pCO2 range from 0-5 
atm (Pokrovsky et al., 2005). This is much lower than pCO2 in the subsurface, but can be 
modeled using surface complexation modeling at low pH (3.1<pH<3.9) (Pokrovsky et al., 
2005). Based on the weak dependence of magnesite dissolution on pH, especially in 
comparison with calcite, this suggests magnesite dissolution is primarily limited by the 
degree of surface protonation, which will also be affected by pCO2 and ionic strength. 
While dissolution of magnesite close to injection sites may take place, it will be much 
slower than dissolution of calcite.  
Under conditions far from the injection site, where pH is likely to be a range of 5-
8 (Knauss et al., 2005), magnesite dissolution is pH independent (Pokrovsky and Schott, 
1999). Dissolution rates in this pH regime have been studied using mixed-flow reactors 
under a variety of temperature, saturation state, and ionic strength conditions (Pokrovsky 
and Schott, 1999; Saldi et al., 2010). Based on their results, the primary dissolution 
mechanism at circumneutral pH is the hydration of magnesite, rather than proton-
promoted dissolution at low pH (Pokrovsky and Schott, 1999).  In these reactions, 
>MgOH2
+ is formed by water molecules interacting with different surface complexes: 
>MgCO3
-, >MgHCO3
0, and >MgOH0 (Pokrovsky and Schott, 1999). This leads to 
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inhibition of dissolution in the presence of carbonate and bicarbonate, especially under 
alkaline conditions (Pokrovsky and Schott, 1999). These effects were further examined 
using mixed flow reactors to study dissolution at two different temperatures, 150 and 
200°C in circumneutral conditions (6.5<pH<8.5) (Saldi et al., 2010). The authors 
discovered magnesite dissolves slower at 200°C than 150°C, which they attribute to a 
strong temperature dependence to the concentration of the rate controlling >MgOH2
+ 
surface complex (Saldi et al., 2010). The most favorable conditions for preventing 
magnesite dissolution appear to be alkaline settings, high ionic strength, and significant 
dissolved CO2, which minimize magnesite dissolution rates (Pokrovsky and Schott, 
1999). Due to these factors, magnesite dissolution is likely to be inhibited far from 
injection sites.  
Dissolution can also be affected by the type of background electrolytes and 
impurities (organic or inorganic) present in the subsurface. In the reservoirs of interest, 
chloride will be the dominant anion aside from (bi)carbonate, both of which will inhibit 
dissolution at high concentrations in circumneutral conditions (Pokrovsky and Schott, 
1999). The effect of inorganic and organic ligands on magnesite growth rates at 100°C 
was measured using AFM and mixed flow reactors by Jordan et al. (2007). They found 
that 0.01 M concentrations of citrate and EDTA4- increased bulk dissolution rates of 
magnesite in 0.09 M NaCl as compared to a ligand free solution by a factor of 2.5 and 5 
respectively based on AFM measurements and by a factor of 5 and 7 respectively based 
on mixed flow reactor experiments. However 0.01 M concentrations of sulfate, 
phosphate, oxalate, and acetate had little effect on dissolution rates, particularly those 
measured using AFM. In the presence of 0.01 M NaHCO3 and 0.08 M NaCl, the 
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dissolution rate measured using mixed flow reactors increased in the presence of oxalate 
(by a factor of 3), citrate (by factor of 2), phosphate (by a factor of 3), and EDTA4-  (by a 
factor of 2). While the authors did not model the step velocities due to poor knowledge of 
>MgOH2
+ site protonation and complexation, the dissolution rate appeared to be 
correlated to the complexation constant of magnesium with the ligand in solution and the 
>MgOH2
+ sites on the surface. This suggests that the ligands may be affecting dissolution 
by directly interacting with surface-magnesium ions or via ligand-OH exchange of water 
in the hydration sphere of surface-magnesium ions. Citrate, sulfate, and EDTA4-  also 
caused morphological changes, where the step morphology was rotated due to changes in 
opposing kink velocities in either the obtuse or acute direction (Jordan et al., 2007). In 
ligand free solutions, etch pits were rhombic and the steps followed the typical step 
directions. However, in the presence of citrate, the detachment rate for acute-acute kinks 
increased, which led to the acute steps taking on a vicinal step direction due to an 
accumulation of obtuse-acute kinks. In contrast, in the presence of sulfate the obtuse 
steps take on a vicinal step direction due to an accumulation of obtuse-obtuse kinks. 
EDTA4-  affected etch pit morphology differently, obtuse steps rounded and took on a 
vicinal direction due to much faster propagation of obtuse-obtuse kinks leading to an 
accumulation of obtuse-acute kinks. Together these observations suggest these ligands 
have a complicated effect on dissolution rates, but that dissolution in general is controlled 
primarily by pH and (bi)carbonate concentrations and that (in)organic ligands are less 
important to consider due to the relatively low concentrations of these ligands in the 
subsurface (less than 1-10 mM) (Jordan et al., 2007).  
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However, under certain conditions higher concentrations of sulfate can be present 
in the subsurface than those studied by Jordan and coworkers (2007). This would be 
particularly important to consider during cosequestration of CO2 and SO2. In addition, 
during CO2 injection small amounts of SO2 may also be injected, creating sulfate ions. 
The effect of sulfate on both magnesite growth in the presence of 0.04 M Na2SO4 (King 
et al., 2013) and dissolution in the presence of 0.5 M Na2SO4 (King and Putnis, 2013) has 
been studied using AFM.  King and Putnis (2013) found that magnesite dissolution is 
slower in a 0.5 M sodium sulfate background electrolyte than in a 0.5 M sodium chloride 
background electrolyte, which is ideal for cosequestration, though changes in pH due to 
changes in sulfate concentration may also affect dissolution or growth.  The observed 
differences for chloride and sulfate may be due to chloride ions indirectly affecting 
surface hydration or hydration of aqueous magnesium ions while sulfate may directly 
affect the surface through sorption to reactive sites (King and Putnis, 2013). Magnesite 
growth has also been studied in the presence of sulfate, however in these cases sulfate 
inhibits both island nucleation as well as step migration, which can have deleterious 
effects on carbon sequestration (King et al., 2013). Additionally, sulfate does not appear 
to incorporate into the crystal and ion pairing between sulfate and magnesium ions in 
solution lowers the saturation state with respect to magnesite, which would further limit 
carbon sequestration. (King et al., 2013). Based on these results, King et al. (2013) claim 
that SO2 and CO2 likely cannot be cosequestered since SO2 will limit growth and likely 
does not incorporate into the magnesite crystal structure. 
Many factors, especially mineral dissolution and precipitation, will affect the 
magnesium:carbonate ratio in the subsurface. As magnesium-bearing silicate minerals, 
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such as forsterite and magnesium bearing pyroxenes and amphiboles, and magnesium 
(hydr)oxide minerals, such as periclase and brucite, dissolve near injection wells, the 
magnesium concentration will increase. As pH increases further from injection wells, 
carbonate speciation will shift and carbonate concentrations will increase. This implies 
there will be a large range of magnesium:carbonate ratios in reservoirs: near injection 
wells, ratios will likely be high, and far from injections wells, ratios will likely either be 
low or near unity. However, the effects of these ratios have not been studied in any great 
detail, leaving significant knowledge gaps in our understanding of magnesite growth.  
Previous Research on Barite 
Barite is a common trace mineral used as a weighting agent in oil production and 
precipitates as scale, clogging oil wells. Barite can also precipitate in a variety of marine 
settings, particularly on the seafloor and in marine sediments. The isotopic compositions, 
in addition to trace elemental compositions, of barite in sediments also provide 
information about the solution the sediments precipitated from, enabling it to be used as a 
record of changes in sea water composition over time or to reconstruct changes in 
productivity in the ocean (Griffith and Paytan, 2012). To better mitigate scale formation 
and better utilize barite as a paleo record, understanding what factors affect growth and 
dissolution, including the effects of pH, ionic strength, and type of background 
electrolyte, is crucial.  
The barite surface has been studied with atomic-scale resolution by surface X-ray 
diffraction (Fenter et al., 2001) and computational simulations (Stack and Rustad, 2007; 
Stack, 2009; Piana et al., 2006; Stack et al., 2012). On the barite (001) surface exposed to 
aqueous solution, bariums and sulfates will relax and adsorption of water will saturate the 
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Ba-O bonds broken during cleavage, coordinating the ions with water molecules (Fenter 
et al., 2001). For a barium ion in solution, which is highly coordinated by water 
molecules (coordination number ~ 8), the Ba-O distance to water in the first hydration 
shell is similar to the distance from a barium within a barite surface to first shell of water, 
which has a much lower coordination number, ~0.9 (Stack and Rustad, 2007). The water 
layer along the surface is likely highly ordered and tightly bound, which leads to 2-D 
nucleation being limited by the dehydration of both the ion approaching the surface and 
the surface itself, desolvation of which may be assisted by anions adsorbed to the surface 
(Piana et al., 2006). Desolvation of surface sites is likely faster than desolvation of the 
aqueous ion based on computational estimates of water exchange rates (Stack and 
Rustad, 2007).  
Since kink sites are highly reactive and difficult to observe experimentally, there 
is interest in studying kink sites using computational simulations. Based on molecular 
dynamics (MD) studies of solvation and kink site formation at the (001) barite-water 
interface, surface bariums have been found to be undercoordinated relative to the 
coordination number of barium in solution with respect to water, which may be a steric 
hindrance as a consequence of the presence of the interface (Stack, 2009). The hydration 
energies required to form a double kink site through detachment from a straight 〈120〉  
step, or to eliminate a double kink through detachment of a step adion, were found to be 
endothermic for a barium detachment and exothermic for sulfate detachment (Stack, 
2009). In a recent paper, Stack et al. (2012) used metadynamics to calculate the activation 
energies for barium attachment (forming a double kink site) to a [120] step edge and 
barium detachment from the step edge. The authors found the activation energy for 
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attachment was 41 ± 13 kJ/mol and the activation energy for detachment was 34 ± 4 
kJ/mol which is within error of the activation energy (38 ± 5 kJ/mol) for [120] step 
advancement  determined by Higgins et al. (2000) (Stack et al., 2012). Stack et al. (2012) 
reported that the rate limiting step for attachment and detachment were different, 
suggesting attachment and detachment are not reversible processes, the converse of 
which is assumed by some crystal growth models (Nielsen et al., 2013; Nielsen et al., 
2012; Wolthers et al., 2012; Zhang and Nancollas, 1998).   
Dissolution of barite (001) in pure water occurs via formation of etch pits 
comprised of the 〈120〉 and [010] step directions and subsequent step retreat (Bosbach et 
al., 1998; Higgins et al., 1998b). Step retreat rates will be slower for the [010] step 
direction than the 〈120〉 and the etch pits will be comprised of both mono- and bilayer 
steps (Higgins et al., 1998b). Barite grows in low ionic strength solutions via growth 
hillocks comprised of 〈120〉 steps at SI < 1.4 and 2-D nucleation at SI > 1.8 (Bosbach et 
al., 1998). The 〈120〉  step velocity increases with saturation state and temperature, 
though kink formation energies do not change significantly with temperature (Higgins et 
al., 2000).  
In the experiments by Higgins et al. (2000), step velocities on spiral growth 
hillocks were measured as a function of temperature (90, 108, and 125°C), saturation 
state (SI=-0.2-0.5), and step length. Step lengths were measured to determine kink 
kinetics; at very short step lengths, step velocities increased with step length and growth 
was controlled by nucleation (eq. 1), but at sufficiently long step lengths, step velocities 
were independent of step velocity (eq. 2). In general, under conditions where step 
velocities are independent of step length, the step contains a roughly constant density of 
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kinks where kink sites are formed through nucleation of kinks and removed via 
annihilation of kink sites (i.e. two kink sites meeting one another). The authors (Higgins 
et al., 2000) utilized the Zhang and Nancollas model (1990, 1998) for crystal growth and 
dissolution of AB-type minerals to estimate kink formation energies, kink detachment 
frequencies, and kink kinetic coefficients based on step velocities. To do this, the authors 
fit eq. 1.8 to determine the rate of kink nucleation by constraining the upper limit of L 
using both the step length independent velocities (v(∞)) and the step length dependent 
velocities (v(L)). Note that here the authors are using the units convention from Frank 
(1974), rather than the units convention from Zhang and Nancollas (1990; 1998) so Rkn 
has units of nm-1s-1 and Rkp has units of nm/s.  
v(L)
v(∞)
= L(𝑅𝑘𝑛/2𝑅𝑘𝑝)
1/2 ≅ 0.5        (1.8) 
Kink propagation rates were determined from eq. 1.8, the measured step velocity, and the 
step length derived kink nucleation rate. The kink detachment frequency (kkp; s
-1) and 
kink formation energies (ϵ, eV) could then be derived based on the Zhang and Nancollas 
model (1990): 
𝑅𝑘𝑝 = 𝑎𝑘𝑘𝑝(√10
𝑆𝐼 − 1)        (1.9) 
𝑅𝑘𝑛 =
2𝑘𝑘𝑝
𝑎
(√10𝑆𝐼 − 1)(√10𝑆𝐼)𝑒−2𝜖/𝑘𝑇      (1.10) 
where 𝑣(∞) = 𝑎𝑅𝑘𝑝𝜌𝑘 and ρk is the kink density (nm
-1). Higgins et al. (2000) calculated 
kink formation energies that ranged from 0.14 (±0.01) – 0.17 (±0.01) eV for 90 and 
125°C respectively and kink detachment frequencies that ranged from 114 (±14) - 357 
(±43) s-1 for 90 and 125°C respectively.  
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In addition to these parameters, the authors also made two significant findings. 
The first of these was that AFM measurements of the critical length of a step (Lc, the 
length at which a step is in thermodynamic equilibrium with the aqueous solution) have 
some significant limitations. First, due to the time required for scanning, the error in time 
can be large due to the AFM scans required at least 2-4 times longer than the time 
required for a step to reach Lc. Secondly, the size of the tip radius will likely lead to an 
apparent Lc that is greater than the actual Lc if Lc is very small, as is the case here. The 
second significant finding from this paper was that in cases where Lc are small and ϵ is 
moderate, a kinetic model (Voronkov, 1968) may be more appropriate than the above 
thermodynamic model. In the equilibrium model, at high values for the edge free energy, 
the kink formation energy can be considered to be roughly equivalent to the edge free 
energy, but based on the Zhang and Nancollas model (1990), this leads to an equilibrium 
kink spacing on the order of 12 μm to 20 m, much greater than would be realistic 
(Higgins et al., 2000). An overestimate in the kink spacing indicates the critical lengths 
are too large, which is a particularly easy mistake to when critical lengths are estimated 
using AFM due to the relative size of the tip radius (~10 nm before imaging, but may 
become tens of nanometers as the tip dulls during scanning) as compared to the small 
critical lengths (5-20 nm). Higgins et al. (2000) suggest steps on barite may not maintain 
equilibrium with their surroundings in the time frame of attachment and detachment of 
ions to and from kinks.  
Inhibition of barite growth via inorganic or organic molecules can limit formation 
of barite scale in oil pipelines. A number of these substances may already be present in or 
easily incorporated into drilling fluids. For example, the presence of carbonate is 
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common during offshore drilling when alkaline seawater is used as a drilling fluid. Barite 
growth will be affected by the presence of carbonate in two different ways, either 
inhibited or promoted depending on the sample history. For example, a monolayer of 
barite grows faster in high pH (pH >11) conditions if the barite had previously grown in 
circumneutral conditions (Ruiz-Agudo et al., 2015). However once the monolayer 
finishes growing in the high pH conditions, growth of subsequent monolayers will then 
be inhibited (Ruiz-Agudo et al., 2015). This has also been observed in the presence of 
carbonate ions at lower pH conditions (pH ~ 8-10) (Sanchez-Pastor et al., 2006). The 
barite monolayers grown in high concentrations of carbonate are also smaller in thickness 
than monolayers in pure barite (Sanchez-Pastor et al., 2006), which suggests these effects 
are probably related to competitive incorporation of carbonate and sulfate, rather than 
chemisorption of carbonate ions on the surface (Sanchez-Pastor et al., 2013). The degree 
to which carbonate inhibits growth also is affected by the mineral face. Higher carbonate 
concentrations are required for complete inhibition of the (001) surface (>0.2 mM) when 
compared with the (210) surface (0.05 mM) (Sanchez-Pastor et al., 2006). These are 
oftentimes the dominant faces on barite (Godinho and Stack, 2015), which suggests 
carbonate could be used to limit barite scale formation, though it would be necessary to 
devise a way to limit formation of carbonate mineral scale.  
Background electrolytes, including both the identity of the background electrolyte 
and concentration, can also exert a significant effect on both barite growth and 
dissolution. This is of interest during oil drilling since using seawater as a drilling fluid 
introduces solutions to the oil well with a very high ionic strength, roughly 0.7 M, 
comprised primarily of sodium chloride. Increasing ionic strength increases both growth 
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and dissolution rates for barite based on results from AFM experiments (Kowacz and 
Putnis, 2008). Dissolution has also been found to be much faster in the presence of 
sodium chloride than other background electrolytes such as potassium chloride or lithium 
chloride (Kowacz and Putnis, 2008), which suggests incorporating other alkali ions (such 
as cesium) into drilling fluid would not exert a significant effect on preventing barite 
scale formation, and may in fact lead to an increased growth rate due to an increase in 
ionic strength. On the (001) barite surface, high ionic strength solutions (~0.1M) are also 
associated with morphological changes: at high ionic strength the [010] steps are 
observed, suggesting they are either stabilized at high ionic strength or their step velocity 
decreases significantly in relation to the 〈120〉   steps  (Risthaus et al., 2001). These [010] 
steps are not observed at low ionic strength and are likely a polar step, terminated either 
by bariums or sulfates, that is structurally rougher than the 〈120〉  (Pina et al., 1998b). 
The [010] steps could be stabilized due to sodium and/or chloride ions replacing barium 
and/or sulfate, thereby reducing the electrostatic repulsive forces along the step. During 
step advancement however, these sodium and chloride ions would need to then be 
substituted by barium or sulfate ions as neither sodium nor chloride fit well into the barite 
lattice (Risthaus et al., 2001).  
Additives, either organic or inorganic, provide a possible mechanism for limiting 
barite scale formation, particularly chelating agents such as EDTA4- and DTPA 
(diethylene triamine pentaacetic acid), due to their high affinity for metal ions. A number 
of studies have explored the effects of these chelating agents on dissolution, nucleation, 
and growth of barite.  EDTA4-  has been found to inhibit barite 2D nucleation, possibly 
by chemisorption to the barite surface since complexation with metal ions in solution 
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alone cannot explain the degree of inhibition observed for EDTA4-  (Jones et al., 2007). 
However in field conditions, EDTA4-  may complex with other ions, such as calcium, 
limiting the amount of free EDTA4-  available to interact with barite nuclei (Jones et al., 
2007), though this also helps limit calcium carbonate or sulfate scale formation. Use of 
DTPA has also been proposed as a means to prevent or remove barite scale. However, the 
barite dissolution rate decreases as DTPA concentration increases, which suggests the 
DTPA may be passivating the surface (Putnis et al., 1995; Putnis et al., 2008).This 
indicates DTPA may not be a good scale inhibitor at high concentrations and instead 
concentrations should be kept low to maximize dissolution. Barite dissolution is also 
faster in inorganic electrolytes (NaCl) than in DTPA, which suggests that the DTPA is 
not scavenging barium from the surface (Kowacz et al., 2009). Instead what is likely 
happening is water molecules mobilize ions from the surface which then react with the 
bulk solution (Kowacz et al., 2009). The DTPA would then complex with the barium ions 
in the bulk solution, limiting precipitation of the barium in another phase, such as barium 
carbonate.  
 Phosphonates are also used as scale inhibitors, leading to both computational and 
experimental studies on their effect on barite. These phosphonates include: 
hydroxyethylene diphosphonic acid (HEDP), nitrotrimethyl phosphonic acid (NTMP), 
methylene diphosphonic acid (MDP), amino methylene phosphonic acid (AMP), and 
sodium phosphonobutane tricarboxylic acid (PBTC).  At low concentrations (0.5-10 μM), 
a Langmuir isotherm can be used to describe phosphonate adsorption to barite, where the 
magnitude of the binding constant depends on the specific phosphonate: 
PBTC>NTMP>MDP>HEDP>>AMP  based on measurements of 2D island spreading 
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rates using  AFM (Pina et al., 2004b). The slopes of these isotherms are similar to bulk 
studies, indicating AFM can be used to obtain quantitative adsorption data (Pina et al., 
2004b). MD simulations of phosphonate (NTMP, propane-1,3-diphosphonate, MNDP 
(N-methylnitrilodimethylenephosphonate), and EDTP 
(ethylenediaminetetramethylenephosphonate)) interactions with barite terraces indicated 
different phosphonate groups preferentially adsorb to different surfaces, though most 
strongly interact with the (100) and (011) faces (Jones et al., 2006). The phosphonates 
interacted with the surface by maximizing the number of barium ions interacting with the 
phosphonate oxygen atoms, which leads to the molecules matching the lattice positions 
of the sulfate ions (Jones et al., 2006). Since larger molecules with more phosphonate 
groups (such as EDTP) will be able to orient themselves to match the lattice positions 
more easily than smaller molecules (such as MNDP), adsorption onto the surface 
increases with the number of phosphonate groups (Jones et al., 2006). This suggests the 
preferred barite scale inhibitor would be larger phosphonate molecules such as EDTP.  
Other compounds can also be used to inhibit barite scale. Humic acids are good 
inhibitors due to direct reactions with the (001) and (210) faces, however as humic acid is 
poorly defined, studying the effect of humic acids is best done using proxies (Freeman et 
al., 2006). The inhibitory effects of benzoic acids, which can be used as a proxy for 
naturally occurring humic acids (bulk study: (Freeman et al., 2006)), and ascorbic acids 
(MD study: (Piana et al., 2007)) have been studied. Acids with the greatest number of 
carboxylate groups and the largest degree of deprotonation (at a given pH) inhibit barite 
growth the most, leading to mellitic acid in particular being a strong growth inhibitor 
(Freeman et al., 2006). In contrast, ascorbic acid has little effect on barite nucleation, 
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though the relative growth rate of the (001) face is greater in the presence of low ascorbic 
acid concentrations (Piana et al., 2007).  While organic and inorganic additives may lead 
to barite growth inhibition, an alternative method is to remove sulfate from seawater, 
thereby increasing the barium-to-sulfate ratio, but more importantly, preventing solutions 
from becoming supersaturated with respect to barite. 
Another issue relevant to barite is the remediation of certain environmental 
contaminants, such as chromium and radium. Chromate can be precipitated as hashemite, 
a BaCrO4 mineral into epitaxial layers on barite via 2-D nucleation since barite and 
hashemite form a complete solid solution and have very similar solubility products (10-
9.98 and 10-9.67 respectively). The following reactions can be used to describe growth of 
barite, hashemite, and an intermediate species respectively: 
BaCl2 + Na2SO4 → BaSO4 + 2Cl
− + 2Na+      (1.11) 
BaCl2 + Na2CrO4 → BaCrO4 + 2Cl
− + 2Na+      (1.12) 
BaCl2 + xNa2SO4 +(1 − x)Na2CrO4  → BaSxCr(1−x)O4 + 2Cl
− + 2Na+   (1.13) 
. Shtukenberg et al. (2005) examined growth of hashemite on barite using AFM 
and found the first layer of hashemite on barite forms a compete layer which grows more  
rapidly than a layer of barite would on barite. However, growth of the 2nd and subsequent 
layers occurred at substantially reduced rates, suggesting a higher intrinsic stress relative 
to the barite crystal lattice and the first layer of hashemite. Roughening of these layers 
also occurred, likely in an attempt to minimize the intrinsic stress arising from a lattice 
mismatch between these layers and the barite crystal lattice (Shtukenberg et al., 2005). 
Due to a decrease in growth rates during heteroepitaxial growth of hashemite on barite, 
the concentration of chromate that can be sequestered this way would decrease. A more 
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viable method might be to precipitate an intermediate species (Ba(S,Cr)O4) which may 
have less intrinsic stress arising from the lattice mismatch.  
Radium can also be precipitated in barite, but while radium sulfate and barite 
form a solid solution, the solid solutions are non-ideal and tend to exclude radium from 
precipitating in the barite (Curti et al., 2010). However, radium coprecipitation into barite 
is more favorable than coprecipitation into other sulfate minerals, suggesting radium 
precipitation into barite will be a major sink for radium (Rosenberg et al., 2011a; 
Rosenberg et al., 2011b; Rosenberg et al., 2014; Stoica et al., 1998; Zhang et al., 2014). 
Full recrystallization of barite by a (Ba,Ra)SO4 solid solution under near equilibrium 
conditions has been demonstrated with a micro-analytical study by Klinkenberg et al. 
(2014), though formation of spatially homogeneous (Ra,Ba)SO4 takes 2-3 years at room 
temperature (Brandt et al., 2015). Radium coprecipitation into barite is partially affected 
by the ionic strength and supersaturation and can be described using a theoretical model 
that considers the critical free energy for 2D nucleation to be a function of the solid 
composition (Rosenberg et al., 2014). Recrystallization kinetics during radium uptake are 
linearly dependent on the total barium concentration (Curti et al., 2010). The activity 
based partition coefficient dependence on supersaturation is:  
KD,barite
" = (
dRa
dBa
)solid/(
{Ra2+}
{Ba2+}
)solution = (1.99 ± 0.05) − (0.58 ± 0.06) log (√S(x))  
(1.14)   
where √S(x) =
([Ra2+]γ
Ra2+
)
x
([Ba2+]γ
Ba2+
)
1−x
([SO4
2−]γ
SO4
2−)
(Ksp,RaSO4
° γRaSO4XRaSO4)
x
(Ksp,BaSO4
° γBaSO4XBaSO4)
1−x  and x is the solid phase 
composition, [i] is the molality of species i (either radium, barium, or sulfate), γi2+ is the 
activity coefficient of species i (either barium, radium, or sulfate), and Ksp, i is the 
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solubility product of i (either barite or radium sulfate), γi is the rational activity 
coefficient of i in the solid solution (either barite or radium sulfate), and Xi is the mole 
fraction of either barite or radium sulfate in the solid phase.  S(x) is the stoichiometric 
supersaturation, rather than a supersaturation of a given aqueous solution to all solid 
solution compositions (Rosenberg et al., 2014), which is in good agreement with the 
equilibrium partition coefficient (1.8; (Doerner and Hoskins, 1925). The equilibrium 
partition coefficient is similar to the ratio of the solubility products of barite and radium 
sulfate in very dilute solutions. The activity based partition coefficient is calculated by 
plotting the predicted partition coefficient as a function of Sbarite and then fit using a 
logarithm where the predicted partition coefficient is calculated based on ratio of the rate 
of precipitation of radium sulfate to the rate of precipitation of barium sulfate. While the 
concentration based partition coefficient depended on ionic strength, the activity based 
partition coefficient was independent of ionic strength (Rosenberg et al., 2014).  Due to 
the relatively fast recrystallization kinetics, at least based on geologic timescales, this 
indicates (Ba,Ra)SO4 solid solutions should be treated as though they are in 
thermodynamic equilibrium with the aqueous solution (Brandt et al., 2015).  
While the studies cited above demonstrate how foreign ions influence the kinetics 
and thermodynamics of barite growth and dissolution, relatively little is known about the 
effect barium:sulfate ratio has on growth of barite as experiments as a function of ratio 
have been limited to measurements of 2D island spreading rates, which does not provide 
information on specific step edge growth rates versus barium:sulfate ratio. Experiments 
by Kowacz and coworkers Kowacz et al. (2007) indicate that the barium:sulfate ratio 
affects these spreading rates as well as island morphology. However, 2D island spreading 
 
 35 
rates are by nature a convolution of two step speeds whereas step velocities derived from 
spiral growth hillocks are the velocity of a single step. Due to the relatively slow rate of 
barite growth at room temperature, Kowacz et al. (2007) were limited to studying 2D 
island spreading as growth spirals that form at room temperature advance very slowly on 
barite (Pina et al., 1998a). Due to limitations in velocities that AFM can be used to 
resolve (Dove and Platt, 1996), step velocities derived from spiral growth hillocks would 
be too slow to measure at room temperature and particularly at extreme ratios. In order to 
determine the effect ratio has on the spiral growth mechanism, the experiments would 
need to be carried out at elevated temperatures using hydrothermal atomic force 
microscopy (HAFM).   
Previous Research on Celestite and the Celestite-Barite solid-solution 
Although a complete solid solution exists between barite and celestite (SrSO4), 
most minerals found in this series are either barium-rich or strontium-rich (Hanor, 2000), 
leading to interest in determining what factors may affect growth and dissolution of 
celestite and intermediate BaxSr1-xSO4 minerals. The effect of solid-solution composition 
on crystal morphology has been tested by Sanchez-Pastor et al. (2006) using bulk crystal 
growth experiments.  Crystals grown in strontium rich solutions were needlelike while 
tabular crystals grow in barium rich solutions, signifying strontium stabilizes the (011) 
face and barium favors the (001) face. Additionally the authors note that while barite 
crystal habits naturally display the (001) and (210) faces, strontium preferentially 
incorporates into (001) faces rather than (210) faces. Further evidence for the effect of 
ionic size on sulfate minerals comes from bulk studies on the dissolution kinetics of 
isostructural sulfates (barite, celestite, and anglesite) which indicate, at a given 
temperature and solution composition, celestite dissolution is faster than anglesite 
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(PbSO4) dissolution, which in turn is faster than barite dissolution (Dove and Czank, 
1995). Sulfate hydrolysis is unlikely to be rate limiting for dissolution of these minerals 
since water exchange for a sulfate ion is much faster than barium or strontium ions (Dove 
and Czank, 1995). This suggests dissolution rates are limited by the relative solvation 
affinity of the divalent metal ion, something which has been observed for carbonate 
minerals (Duckworth and Martin, 2004). Bulk dissolution rates of the isostructural sulfate 
minerals decrease with increasing pH between a pH of 2 and 5 and are pH independent 
between a pH of 5 and 9 (Dove and Czank, 1995). In this near neutral pH range, the 
dissolution rates inversely correlated with the ionic radius and the average bond length of 
the divalent atom (Dove and Czank, 1995).  
While the identity of the cation will affect overall growth and dissolution rates for 
the orthorhombic sulfates, barite and celestite growth and dissolution are also affected by 
changes in type of background electrolyte and ionic strength. Sodium and chloride ions 
have been found to promote growth and dissolution of barite and celestite, particularly for 
the polar [010] step direction, which is present on barite hillocks only at high ionic 
strength (IS=0.75 M), but is present on celestite hillocks even at low ionic strength 
(Becker et al., 2005; Risthaus et al., 2001). The faster [010] step velocities at high ionic 
strength as compared to low ionic strength may be due to the tendency for the polar [010] 
steps to be attacked by water due to the charge on the step edge (Becker et al., 2005; 
Becker et al., 2002). Stabilization of the step edge may arise from formation of sodium-
sulfate chains or barium-chloride chains on the step edge, which will limit the ability of 
water to attack the step (Becker et al., 2005; Becker et al., 2002), however as sodium and 
chloride ions do not incorporate well into the barite crystal structure, these would need to 
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then be replaced with barium and sulfate ions .The celestite hillock morphology at low 
ionic strength is quite similar to barite hillock morphology at high ionic strength, which 
the authors suggest may be due to a decrease in the interfacial tension for barite at high 
ionic strengths, leading to an interfacial tension more similar to that of celestite (Becker 
et al., 2002). He et al. (1995a) determined the interfacial tension for barite decreases from 
93 mJ/m2 at low ionic strength (0.003 m NaCl) to 79 mJ/m2 (1 m NaCl), but for celesite 
the interfacial tension/energy decreases from 76 mJ/m2 at low ionic strength (less than 
0.13 m NaCl) to 67 mJ/m2 (1 m NaCl) (He et al., 1995b). However, there are significant 
differences in values reported for interfacial tension in the literature, even at similar ionic 
strengths, with values ranging from 38 to 150 mJ/m2 for barite at ionic strengths less than 
0.03 m (Carosso and Pelizzetti, 1984; Enustun and Turkevich, 1960; He et al., 1995a; 
Lamer and Dinegar, 1951; Mealor and Townshen.A, 1966; Nielsen, 1958; Symeopoulos 
and Koutsoukos, 1992; Wojciechowski and Kibalczyc, 1986) and 43 to 103 mJ/m2 for 
celestite at ionic strengths less than 0.15 m (Enustun and Turkevich, 1960; 
Furedimilhofer et al., 1977; He et al., 1995b; Mealor and Townshen.A, 1966). This 
suggests the interfacial tension for both of the minerals is not particularly well understood 
but barite and celestite likely have similar interfacial tensions and attributing surface 
morphology changes to differences in the interfacial tension may be overreaching.   
Since barite and celestite are isostructural and the mechanisms for growth and 
dissolution are similar, epitaxial celestite growth can occur on the barite (001) face 
(Sanchez-Pastor et al., 2005). The underlying barite strongly affects the composition of 
successive growth layers, with nucleation preferentially occurring on cleavage steps 
parallel to the [100], [110], and [120] directions (Sanchez-Pastor et al., 2005). However, 
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epitaxial growth only happens at high celestite supersaturations (Scelestite
2 =10, where 
Scelestite
2 =
{Sr2+}{SO4
2−}
KSrSO4
) (Sanchez-Pastor et al., 2005), which suggests there is a low 
affinity for celestite growth on the barite faces.,  
At high enough supersaturations (Sanglesite
2 >1.89, where Sanglesite
2 =
{Pb2+}{SO4
2−}
KPbSO4
), 
epitaxial anglesite growth can occur at celestite screw dislocations (Pina and Rico-Garcia, 
2009). However, at low supersaturations (Sanglesite
2
e<1.89), anglesite growth is inhibited, 
likely due to the lattice mismatch for the slightly larger lead ions as compared to the 
strontium ions (Pina and Rico-Garcia, 2009). This suggests epitaxial barite growth on 
celestite will be unfavorable as the ionic size of barium is larger than that of lead or 
strontium. Although epitaxial growth is likely to be unfavorable, strontium can 
incorporate into barite via step growth on the barite (001) surface, which has been studied 
using AFM. YuHang and coworkers (2007) introduced (Ba,Sr)SO4 solutions with varying 
proportions of barium and strontium to barite (001), leading to two-dimensional 
nucleation and growth. In the case of an intermediate member, the solid-solution 
supersaturation is defined as:  
S = √
{Sr2+}1−x{Ba2+}x{SO4
2−}
(KSrSO4XSrSO4γSrSO4)
1−x
(KBaSO4XBaSO4γBaSO4)
x  (1.15) 
where x=XBaSO4 and 1-x=XSrSO4 are the molar fractions of barite and celestite respectively 
and γ are the activity coefficients)(Sanchez-Pastor et al., 2006). Here the step velocities 
were measured as a bilayer island spreading rate, which is the change in the width of the 
island over time. On barite, steps on opposite sides of 2D islands have different 
terminations, one which advances faster than the other under most solution conditions 
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(Pina et al., 1998b). By measuring bilayer steps, the authors are measuring the step 
velocity of the slower step, which follows the 〈120〉 step direction and is likely the acute 
orientation of that step (Figure 1.3), rather than the obtuse (which is likely the faster 
moving monolayer step). Due to this, the limitation inherent to this method is that it is not 
sensitive to the differences in impurity affinity for different steps (e.g. strontium 
preferentially incorporates into obtuse steps on calcite (Wasylenki et al., 2005a)). The 
terraces and islands that formed in these solutions were lower in height than pure barite 
due to widespread strontium incorporation (YuHang et al., 2007). Terrace/island heights 
decreased with increasing concentrations of strontium though the morphology of the 
islands were similar to that of pure barite or celestite (YuHang et al., 2007). In these 
experiments, S(x) was not fixed and was maximized at an intermediate (Ba,Sr)SO4 solid 
solution composition due the very large differences between solubilities for barite and 
celestite. However, step velocities increased significantly and nonlinearly with strontium 
concentration, peaking at a supersaturation less than the maximum and instead under 
strontium-rich conditions. The authors suggest that since epitaxial growth of celestite on 
barite is highly unfavorable, growth in barium-strontium sulfate solutions may occur by 
barium sulfate nucleating kink sites and strontium sulfate propagating these sites 
(YuHang et al., 2007). One major flaw in this study is the composition of the surface was 
not analyzed and was assumed to be proportional to the aqueous solutions. A more 
effective, though much more time consuming, method would be to determine the 
composition of the sample grown in a given solution and calculate the saturation state 
relative to the composition of the crystal.  
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As with barite, celestite dissolution near equilibrium takes places via step retreat 
and dissolution far from equilibrium occurs via spreading of etch pits comprised of [120] 
steps and polar [010] steps (Becker et al., 2002; Bose et al., 2008; Risthaus et al., 2001). 
For both endmembers, spiral growth will dominate at lower supersaturations, though the 
transition from spiral growth to 2-D nucleation and step growth occurs at a much lower 
supersaturation (√Scelestite=2.3) for celestite than for barite (√Sbarite=7) at room 
temperature (Pina et al., 2000). Since 2-D nucleation will occur at a different 
supersaturation for celestite than barite, heterogeneity has been observed in some solid 
solutions, likely due to different solid-solution compositions growing simultaneously on 
crystal faces by different growth mechanisms (Pina et al., 2000). Since the growth and 
dissolution mechanisms are the same for barite and celestite, a rate equation for single 
component crystals can be generalized to model the solid solution between barite and 
celestite which predicts that small variations in the concentration of solute ions of the less 
soluble endmember (in this case, barite) result in large changes in the supersaturation 
(Pina et al., 2000).  
Despite celestite growth being more readily studied than barite at room 
temperature, and thus more easily studied under laboratory conditions, to date there have 
been very few studies on celestite. Since barite and celestite are isostructural minerals, a 
better understanding of the similarities and differences in how they grow would be useful 
for developing generalized crystal growth and dissolution models. Some particularly 
important gaps in our understanding of celestite growth and dissolution that could be 
examined using AFM include: 1) the effect of saturation state on celestite growth rates, 2) 
the effect of ionic strength on growth and dissolution rates, 3) the effect of aqueous 
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strontium:sulfate ratio on growth and dissolution rates, and 4) epitaxial growth of 
(Ba,Sr)SO4 on celestite, ranging from strontium rich to barium rich conditions. Of course, 
there are other limitations in our understanding of celestite, for example, the structure of 
the celestite-water interface has not been characterized, which could be accomplished 
using X-ray reflectivity and molecular dynamics simulations.  
The effect of aqueous cation:anion ratio 
Many of the aforementioned studies were conducted using solutions with a 
cation:anion ratio of near unity, however natural systems are often much more 
complicated and the ratio of aqueous cation:anion may be many orders of magnitude 
greater or less than unity. The effect of the aqueous cation:anion ratio on growth has been 
studied for a few sparingly soluble minerals, though researchers have primarily focused 
on calcite. Changes in both step velocities and step morphologies have been observed at 
extreme ratios on calcite, enabling us to determine the suitability of the two growth 
models (Zhang and Nancollas, 1998; Stack and Grantham, 2010) to describe growth. 
Based on observations of step roughening, kink densities increase at low ratios, which is 
predicted by the Zhang and Nancollas (1998) model but not by the Stack and Grantham 
(2010) model. Growth rates peak at a ratio between one and ten and decrease by almost 
an order of magnitude at extreme ratios, suggesting attachment kinetics are slightly 
slower for calcium than carbonate ions (Bracco et al., 2012; Bracco et al., 2013; 
Gebrehiwet et al., 2012; Larsen et al., 2010; Nehrke et al., 2007; Perdikouri et al., 2009; 
Stack and Grantham, 2010). The Zhang and Nancollas (1998) model is unable to 
reproduce these changes in step velocities (Bracco et al., 2012; Larsen et al., 2010), but 
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step velocities can be fit using the Stack and Grantham (2010) model (Bracco et al., 
2012; Bracco et al., 2013).  
Ratio studies on magnesite, barite and celestite are much less prevalent than those 
for calcite. For magnesite, there have not been any studies designed to evaluate the effect 
of magnesium:carbonate ratio on growth, but there does not appear to be any significant 
effects of ratio on step velocities or bulk precipitation rates (Saldi et al., 2009; Saldi et al., 
2012). For barite, at room temperature, island spreading rates are maximized at a 
barium:sulfate ratio between 5-10, suggesting slower attachment for barium ions than 
sulfates (Kowacz et al., 2007). However this study has some significant limitations: (1) 
the authors did not use a continuous flow through setup, leading to the possibility of 
transport affecting growth rates and (2) barite is fairly unreactive at room temperature, 
thereby requiring relatively high supersaturation for island spreading rates to be 
measureable by AFM. Island spreading rates are also different than step velocities 
measurements as they are the rate of two steps moving apart from one another, the 
growth rates of which may peak at different ratios. Neither the studies on magnesite nor 
the study on barite evaluated the suitability of different crystal growth models to describe 
mineral growth, a significant limitation on assessing the effect of cation:anion ratio on 
mineral growth. Furthermore, there have been few studies on celestite growth rates and 
nothing regarding the effect of cation:anion ratio on growth rates.  In this dissertation we 
will evaluate if either of the aforementioned models can be used to fully describe 
magnesite, barite, and celestite growth. 
Dissertation Format 
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 The format of this dissertation is as follows: Chapter 1 (above) is a review of the 
current literature on magnesite, celestite, and barite and includes some discussion of 
crystal growth mechanisms and models which can be used to describe sparingly soluble 
mineral growth. Table 1.1 summarizes the most effects of different parameters on growth 
and dissolution of these minerals. Chapter 2 includes a detailed explanation of the 
methods used in this research including atomic force microscopy and ICP-OES. Chapter 
3 is a chapter on the effects of the magnesium:carbonate ratio on magnesite growth at 
elevated temperatures and far from equilibrium conditions taken from Bracco et al. 
(2014). Chapters 4 and 5 are expanded versions of two papers that have been submitted 
for publication. Chapter 4 is a chapter on the effects of the strontium:sulfate ratio on 
celestite growth at room temperature and the effect of temperature, saturation state, and 
electrolyte concentration on growth at a ratio of 1. Chapter 5 is a chapter on the effects of 
the barium:sulfate ratio on barite growth at high temperature. Chapter 6 includes a 
comparison of the suitability of two different models to describe mineral growth and 
some overall conclusions and suggestions for future work. Chapter 6 also includes a 
comparison of results for the effect of ratio on growth of two carbonates, magnesite and 
calcite, and the effects of ratio on growth of two sulfate minerals, celestite and barite.  
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Table 1.1: Summary of the most important parameters on step velocities during growth 
for calcite, magnesite, barite, and celestite.  
 Effect of increase on step velocities during growth 
mineral 
Saturation 
state 
Temperature 
Ionic 
strength 
Cation:anion ratio 
Calcite 
(CaCO3) 
Increase 
(Teng et 
al., 2000) 
Unknown 
(increase likely 
based on 
Wasylenki et 
al., 2005b)  
Increase 
(Ruiz-
Agudo et 
al., 2011) 
Obtuse maximized at r > 1, 
acute maximized at r = 1 
(Stack and Grantham, 2010; 
Bracco et al., 2012; Larsen 
et al., 2010) 
Magnesite 
(MgCO3) 
Increase 
(Saldi et 
al., 2009) 
Increase (Saldi 
et al., 2009) 
unknown 
Possibly no effect (Saldi et 
al., 2009), experiments not 
designed to test ratio effects 
Barite 
(BaSO4) 
Increase 
(Higgins 
et al., 
2000) 
Increase 
(Higgins et al., 
2000) 
Increase 
(Risthaus 
et. al, 2001) 
Island spreading maximized 
at r = 10, effect on obtuse 
and acute steps unknown 
Celestite 
(SrSO4) 
unknown unknown unknown unknown 
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Chapter 2: Methodology 
Hydrothermal atomic force microscopy  
 Atomic force microscopy (AFM) is a surface sensitive technique commonly used 
to study a variety of factors affecting mineral growth and dissolution, including saturation 
state, impurity inhibition, and cation:anion ratio. This is because an AFM is sensitive to 
both morphological changes, such as rounding or roughening of elementary step edges, 
and changes in step edge advance and retreat rates. Combined, these changes provide 
insight into how different factors affect growth and dissolution rates and can be utilized 
to test and confirm crystal growth and dissolution hypotheses.  
An AFM is a high-resolution microscope which operates in air, vacuum, or liquid, 
the latter of which is used here. In this instrument, a sharp tip attached to a flexible 
cantilever is raster scanned across a surface using a piezoelectric scanner, which enables 
the tip to move very small distances relative to the sample (Figure 2.1). A laser is 
reflected off the reflective cantilever onto a four quadrant photodiode detector, which 
converts laser intensity into an electrical signal, and the position of the reflection is 
recorded. As the cantilever is raster scanned across the surface, it will encounter 
topography and bend, changing the position of the laser on the photodiode detector. 
Based on the signal from the photodiode, a feedback voltage will then be applied to the 
scanner, which causes it to move in such a way as to minimize the difference in the 
cantilever deflection and a predefined “setpoint”. This ensures there is a constant force 
between the tip and sample. If the instrument is properly calibrated using a calibration
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grid, the deflection of the cantilever can be used to calculate the change in height of the 
surface as well as to determine lateral distances (i.e., in x and y). Here, the instrument has 
only been calibrated in x and y since the z information is not necessary due to the 
fundamental height information contained in images of elementary step edges. The 
instrument was calibrated every six months, prior to starting work on a new mineral 
system, or if the scanner was changed. 
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Figure 2.1: Schematic of a laser reflecting off an AFM cantilever in contact with a sample 
onto a photodiode detector. 
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The capabilities of this instrument have been extended for use at high 
temperatures and pressures (approximately 150°C and 6 atmospheres; Figures 2.2 and 
2.3) by Higgins and coworkers (1998a), which increases the range of minerals which can 
be studied. A heater (Birk Manufacturing) with a feedback controller (Lakeshore) is used 
to maintain temperatures to within 0.05°C. Figure 2.3 is a schematic of the instrument. 
The piezoelectric scanner (EBL Products, PZT-5A, Figure 2.3H) and stepper motor 
(Thomson, 26M048B1U, Figure 2.3M) are housed in the base of the instrument and the 
fluid cell is on top. The fluid cell is primarily constructed of grade 2 titanium, which has 
been thermally passivated, minimizing the reactivity between the hot aqueous solutions 
and the cell materials.  The mineral sample is placed in the fluid cell (Figure 2.3B-E), 
which is separated from the base of the instrument by a Kalrez membrane (O-rings West, 
Figure 2.3F). The Kalrez membrane ensures that the piezoelectric scanner remains dry 
through the experiment, but is flexible enough that the scanner can move in response to 
changes in topography of the sample.  
  
 
 63 
 
Figure 2.2: Hydrothermal atomic force microscope. Both the fluid cell and the base are 
pressurized to enable samples to be studied at higher temperatures and pressures than a 
conventional AFM. 
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Figure 2.3: Schematic of HAFM (from Higgins et al., 1998). A) sapphire window and 
window cover, B) sample disc, C) fluid cell cover, D) fluid cell, E) fluid inlet and outlet, 
F) Kalrez membrane, G) macor spacer, H) piezoelectric scanner, I) Kel-F spacer, J) 
bearing shaft, K) lead screw, L) flexible shaft coupling, M) stepper motor, N) scanner 
base plate. Reprinted with permission from { Higgins, S.R., Eggleston, C.M., Knauss, 
K.G. and Boro, C.O. (1998) A hydrothermal atomic force microscope for imaging in 
aqueous solution up to 150 degrees C. Review of Scientific Instruments 69, 2994-2998.}. 
Copyright {1998} AIP Publishing LLC. 
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This instrument can also be used to image the surface in flow-through conditions, 
ensuring that growth measured using this technique is surface reaction controlled, rather 
than transport controlled. The instrument has a maximum solution flow rate of 25 
grams/hour and the inlet jet vertically impinges on the surface close to the cantilever 
(Figure 2.4), which ensures well-defined solution flow. Figure 2.5 is a schematic of the 
fluid delivery system, the flow rate of which is controlled by the mass flow controller 
(Porter Instrument Co.). In the fluid delivery system, a pressurized liquid bladder (Young 
Engineering) filled with deionized water (resistivity = 18.2 MΩ·cm, Millipore 
Elix/MilliQ) is attached to an 8-way switching valve (Valco Instruments), which in turn 
is connected to two 25 mL volume sample loops, one of which is in line with the 
instrument, feeding solution into the AFM, and the other of which can be filled during 
imaging and then brought in line with the AFM to switch solutions. The sample loop 
which is not active can be pressurized (using valve 5g, Figure 2.5) prior to bringing it in 
line with the AFM to enable continuous imaging of the surface even during solution 
changes. This is particularly advantageous as it enables one hillock to be tracked for the 
duration of an experiment. This fluid delivery system was periodically cleaned using 5% 
nitric acid and 2M hydrochloric acid to remove precipitation of material, particularly 
celestite which is more reactive at room temperature than magnesite and barite. The fluid 
delivery system was also cleaned with at least five flushes of 10% nitric acid whenever 
the mineral system was changed to ensure there was no impurity carryover to the next 
experiments.  
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Figure 2.4: Fluid cell cover. The proximity of the inlet jet to the cantilever ensures well 
defined solution flow at, and leading up to, the AFM tip. 
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Figure 2.5: Fluid (blue lines) and gas (green lines) delivery system. Solution flows from 
the bladder to the 8-way switching valve to the HAFM fluid cell and then to the mass 
flow controller.  Gas simultaneously flows from the tank to the liquid bladder and the 
switching valve and the AFM base.  
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During a typical HAFM experiment, the sample (either magnesite, celestite, or 
barite) was cleaved (sample sizes were usually 1 cm by 1 cm by 2 mm) and dust 
generated during cleaving was removed from the surface with nitrogen gas. The sample 
was then mounted in the fluid cell (Figure 2.4) and held in place using a gold or titanium 
wire to ensure the wire was relatively unreactive with respect to the solution. Solution 
was introduced into the cell at a flow rate at which growth was not limited by transport to 
the surface and images of the surface were collected using the HAFM software 
(PicoView version 1.12). After approximately 45 minutes to an hour (depending on how 
long growth took to reach steady state), a new solution was introduced to the fluid cell 
and the process was repeated until all the solutions of interested were studied or, more 
typically, the experiment ended due to development of unfavorable morphological 
conditions at extreme solution compositions or the AFM tip became too damaged to yield 
high-quality images.  
Materials and solution preparation 
Mineral samples utilized were freshly cleaved and optically clear with minimal 
impurities. To determine impurities in the samples, magnesite samples were dissolved 
using hot hydrochloric acid and analyzed using ICP-OES (details available in chapter 3). 
Due to the kinetically slow dissolution of barite in acid (including concentrated 
hydrochloric acid, nitric acid, and aqua regia) barite samples were analyzed for metal 
impurities using an EDTA method (see chapter 4) modified from a method from (Averyt 
et al., 2003). Celestite samples were also analyzed using the EDTA method (see chapter 
5). In all cases, the concentrations of impurities were quite low at less than 0.5 
mol/mol%. Calcium was the most prevalent impurity for the sulfate minerals (0.11 
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mol/mol % for SrSO4 and 0.029 mol/mol % for BaSO4) and iron was the most prevalent 
one for magnesite (0.2-0.4 ppm/ppm %).   
Aqueous supersaturated solutions for HAFM experiments were prepared using 
stock solutions prepared from high-purity reagents (ACS certified grade for the 
magnesite experiments and trace metal grade for the barite and celestite experiments). 
Since these reagents are hygroscopic, the molarity of the stock solutions was determined 
using ICP-OES. The stock solutions for the magnesite experiments were also allowed to 
equilibrate with atmospheric CO2 for at least two weeks, though this was not sufficiently 
long for the ~0.1 M stock solution of NaHCO3 to fully equilibrate (more details about 
how this was accounted for can be found in Chapter 3). PHREEQC was used to calculate 
solution speciation using the LLNL database (Parkhurst and Appelo, 1999) for magnesite 
and barite, and the minteq.v4 database for celestite. The LLNL database (Delany et al., 
1986) is the most accurate of the databases in PHREEQC for speciation at high 
temperatures, but the minteq.v4 database (Allison et al., 1990) has a more accurate 
solubility product for celestite.  
A sample PHREEQC input file can be found in Figure 2.6. In this file, the 
database is defined using the DATABASE term. The four different stock solutions are 
also defined, in this example solution 2 is ~0.1 M Sr(NO3)2, solution 5 is ~0.1M Na2SO4, 
solution 4 is ~0.1M NaNO3, and solution 3 is DI water. These stock solutions are 
combined in varying proportions in the MIX block (units shown in L for this example) at 
a given temperature (REACTION_TEMPERATURE). For magnesite, the stock solutions 
were allowed to equilibrate with atmospheric CO2 using an EQUILIBRIUM_PHASES 
block (not shown).   
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Figure 2.6: A sample phreeqc input file. Inputs are arranged by data blocks which have a 
keyword (for example: TITLE, DATABASE, solution, MIX, and 
REACTION_TEMPERATURE) that are defined in the PHREEQC handbook.  
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A sample PHREEQC output file can be found in the appendix. The output file is 
divided into blocks, the first block does the speciation for solution 2, the second does the 
speciation for solution 5, etc. until PHREEQC reaches the MIX block and calculates the 
speciation for the solution mixed from the stock solutions. This can be found in the 
output file following the line: “Beginning of batch-reaction calculations” which has been 
highlighted. Here, the important information can be found in blocks titled description of 
solutions, distribution of species, and saturation indices. The block titled description of 
solutions includes details such as pH, ionic strength, and the total alkalinity. The block 
titled distribution of species includes the concentrations and activities of the ions of 
interest, and the block titled saturation indices includes the saturation indices (SI =
log
{A}{B}
𝐾𝑠𝑝
, where {A} and {B} represent the activity of the constituent ions of mineral AB 
and Ksp is the solubility product of mineral AB) of the different mineral phases of 
interest.  
Stock solution and impurity characterization 
 ICP-OES was used to determine the concentrations of the stock solutions and the 
impurity levels in our mineral samples. During analysis, ions are excited by the plasma 
and emit radiation at a wavelength that is element dependent. The amount of radiation 
emitted depends on the concentration of the ions in solution. For analysis of the stock 
solutions, solutions typically contained 0.25-4 ppm of the ion of interest, a range over 
which the calibration curves were linear (Figure 2.7) and well above the detection limit.  
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Figure 2.7: A typical calibration curve for standards in ICP-OES analysis. R2 values were 
typically around 0.999. 
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Image processing 
 Before step velocities were measured, the images were processed using either a 
first-or second-order line-by-line correction, in which a first- or second-order polynomial 
was subtracted from each scan line in an image. This corrects for sample tilt or bowing. 
Aberrations in the image, also referred to as line glitches, would occasionally appear in 
the image due to solution pulses or the tip encountering something moveable on the 
surface. Typically, these were not removed from images to ensure there were no user 
induced artifacts affecting step position. The images also did not require any filtering. In 
most cases, the images analyzed were the height images, though occasionally deflection 
images or images from the retrace of the scan were analyzed.  
Step velocity measurements: Magnesite 
Step velocities were measured in one of two ways, in the first method, which was 
used for magnesite, step velocities were measured by locating a fixed point on the crystal, 
such as a defect on the surface or an immobile feature attached to the surface, and 
tracking how far the steps progressed from this fixed point from image to image (Figure 
2.8). This method was used on magnesite because of the relatively low density of steps 
and low step velocity, which made tracking a step from image to image relatively straight 
forward. This also ensures thermal drift did not affect our step velocities, which might 
happen if we utilized the indirect measurement method described in the following 
section.  
Analysis was typically done on deflection images, which are images of how much 
the cantilever deflects, relative to the setpoint, when it encounters topography. The 
deflection image is a reflection of the feedback error, which should be close to zero under 
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optimal feedback conditions.  A height image is derived from the feedback signal, 
applied to the vertical (or z) piezoelectric element, required to maintain a constant 
deflection of the cantilever. In deflection images, the details of the surface morphology is 
oftentimes easier to visualize than in height images since it is simply the error signal, and 
thus in effect has an inherent background subtraction.  The deflection image is 
mathematically identical to the first derivative of the sample height with respect to the 
fast scan axis (or x-axis) Averages and standard deviations were derived from ~5-10 
measured rates at the given conditions and one set of experiments was replicated (SI = 
1.9) to test for reproducibility in results. It was unclear in our experiments if the growth 
hillocks consisted of a spiral due to the presence of a screw component to the dislocation 
or consisted of closed layers consistent with the presence of an edge dislocation.  
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Figure 2.8: 8 m x 8 m AFM deflection images of magnesite (104) growing in SI = 1.97 
solution at 80 oC. Distance from a fixed point to a step on the sample, approximately six 
minutes have elapsed between the image on the left and the one on the right. 
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Step velocity measurements: Barite and Celestite 
 In the second method, which was used for barite and celestite, data for step 
velocity determinations was collected by disabling the slow scan axis at the apex of a 
spiral growth hillock and collecting four to ten position vs. time “images” (Figure 2.9). 
This method was utilized because the density of steps on barite and celestite were too 
high to track a single step from image to image. In this method, the scan orientation must 
be adjusted such that the tip scans perpendicular to the step edges. This method enabled 
us to measure the angle that the trace of the slope of the step made over time, which can 
be related to the step velocity using the following equation:  
v =
𝑅𝑠𝐴
𝐿𝑖𝑚 tan𝜃
  (2.1)  
where Rs is the scan rate (lines/second), A is the scan size (nm), Lim is the number of lines 
comprising the position vs. time image (lines/image), and θ is the angle with respect to 
the horizontal (position) axis of the “image” (Teng et al., 2000). Scan rates varied from 
0.2 – 1.0 Hz depending on the step velocity. Step velocities were averaged on both sides 
of the growth hillock (by symmetry, opposing ⟨120⟩ and [010] steps have the same 
structure and will have the same step velocity) to cancel the effects of drift. Unlike barite 
and celestite, the steps on opposite sides of magnesite hillocks will not have the same 
structure, which is why we did not use this method for magnesite. Averages and standard 
deviations are derived from ~8-10 determinations at the given conditions. Step lengths 
were sufficiently long to ensure growth rates were in a length independent step velocity 
regime (Higgins and Hu, 2006).  
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Figure 2.9: Growth hillock on calcite with the slow scan axis disabled so the tip scans in 
time and x. The angles are used to trigonometrically derive a step velocity. 
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Step velocity analysis 
  Measured step velocities were fit using a Newton-Raphson minimization in Igor 
Pro using different models ((Stack and Grantham, 2010; Zhang and Nancollas, 1998); 
other models as mentioned in chapters 3-5). To make plots of the measured step 
velocities and model fit with a smooth curve, we generated approximately 500-1000 
ratios at a given saturation index and then calculated a predicted step velocity based on 
the model fit parameters. These were generated using a bash script and a python code 
(available in the appendix). Briefly, this code works as follows: the bash script runs the 
python code which generates a phreeqc input file (similar to the phreeqc input file 
above), then the bash script runs phreeqc using the generated input file, and the phreeqc 
output file is then evaluated by the python code to determine if the target saturation index 
has been reached. If the target SI has been reached, the concentrations, activities, and 
cation:anion ratio for that input file are saved in a file, and the python code generates a 
new phreeqc input file by increasing the amount of stock solution of the cation and 
decreasing the amount of solution of the anion. If the output SI is less than the target SI, 
the python code generates a new input file by increasing the amount of solutions of both 
the cation and anion. If the output SI is greater than the target SI, the python code 
generates a new input file by decreasing the amount of solutions of both the cation and 
anion. The bash script stops after a given number of iterations, usually between 5000-
10000 iterations is sufficient.  
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Chapter 3: Magnesite step growth rates as a function of the aqueous magnesium-to-
carbonate ratio 
Reprinted with permission from {Bracco, J.N., Stack, A.G. and Higgins, S.R. (2014) 
Magnesite Step Growth Rates as a Function of the Aqueous Magnesium:Carbonate Ratio. 
Crystal Growth & Design 14, 6033-6040.}. Copyright {2014} American Chemical 
Society. 
Abstract 
Step velocities of monolayer-height steps on the  magnesite surface have been 
measured as functions of the aqueous magnesium-to-carbonate ratio and saturation index 
(SI) using a hydrothermal atomic force microscope (HAFM). At SI ≤ 1.9 and 80-90 oC, 
step velocities were found to be invariant with changes in the magnesium-to-carbonate 
ratio, an observation in contrast with standard models for growth and dissolution of 
ionically-bonded, multi-component crystals. However, at high saturation indices (SI = 
2.15), step velocities displayed a ratio dependence, maximized at cation-to-anion ratios 
slightly greater than 1:1. Traditional affinity-based models were unable to describe 
growth rates at the higher saturation index. Step velocities also could not be modeled 
solely through nucleation of kink sites, in contrast to other minerals whose bonding 
between constituent ions is also dominantly ionic in nature, such as calcite and barite. 
Instead, they could be described only by a model that incorporates both kink nucleation 
and propagation. Based on observed step morphological changes at these higher 
saturation indices, the step velocity maximum at SI = 2.15 is likely due to the rate of 

1014 
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attachment to propagating kink sites overcoming the rate of detachment from kink sites 
as the latter becomes less significant under far from equilibrium conditions.  
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3.1. Introduction 
Variable conditions in geologic systems often lead to environments where the 
ratio of the aqueous concentrations of the constituent cations and anions of a mineral is 
far from that dictated by the stoichiometry of the mineral. However, commonly used 
affinity-based models predict mineral growth rates that are dependent on saturation state 
and temperature and are independent of this ionic ratio. Recently, growth rates and step 
velocities of many common minerals, including the sparingly-soluble minerals barite 
(BaSO4) (Kowacz et al., 2007) and calcite (CaCO3) (Bracco et al., 2012; Gebrehiwet et 
al., 2012; Hong and Teng, 2014; Larsen et al., 2010; Nehrke et al., 2007; Perdikouri et 
al., 2009; Stack and Grantham, 2010), were found to be kinetically hindered at ionic 
ratios far from stoichiometric. As these growth rates and step velocities have been found 
to be maximized at cation-to-anion ratios greater than 1:1, it suggests that cation 
attachment kinetics are slower than that of the anion.   
The Zhang and Nancollas model (Zhang and Nancollas, 1990, 1998) for ionically-
bonded, two component crystals incorporates the solution cation-to-anion ratio, and has 
been included in process-based models of the calcite-water interface (Nielsen et al., 2013; 
Nielsen et al., 2012; Wolthers et al., 2012).  However there have been some challenges in 
applying the model as written to model calcite growth as a function of ratio at multiple 
saturation indices simultaneously (Bracco et al., 2012; Larsen et al., 2010). A 
modification to the functional form of Zhang and Nancollas has been derived that fits the 
data on calcite more closely (Stack and Grantham, 2010).  While particular attention has 
been paid to calcite growth as a function of cation-to-anion ratio, it is unclear if other 
sparingly-soluble minerals exhibit similar behavior and if process-based models can be 
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used to describe their growth. This limits our ability to utilize and further develop mineral 
growth and dissolution models that accurately reflect processes occurring on these and 
other minerals. Magnesite (MgCO3) is of particular interest for use in testing these 
models as it has the same crystal structure, shares an anion, and has similar solubility 
product as calcite, but it grows and dissolves much less rapidly (Giammar et al., 2005; 
Higgins et al., 2002a; Higgins et al., 2002b; Jordan et al., 2001; Lippmann, 1973; 
Pokrovsky and Schott, 1999; Saldi et al., 2009; Saldi et al., 2012). The reduced growth 
rates relative to calcite are hypothesized to be due to the much slower water exchange 
rate and higher dehydration enthalpies for an aqueous magnesium ion as compared to an 
aqueous calcium ion (Saldi et al., 2009) (for Mg2+ and Ca2+ ions, respectively, kexchange = 
5.0 × 105 s-1 versus 6-9 × 108 s-1 at room temperature and ΔH = 1922.1 kJ/mol versus 
1592.4 kJ/mol (Neely and Connick, 1970; Richens, 1997)).  
The goal of this work is to test if the slower water exchange rate of magnesium 
ions, as compared to that of calcium ions, manifests itself in the growth rates of 
magnesite, particularly its dependence on solution cation-to-anion ratio.  Recent ex situ 
(Saldi et al., 2012) and in situ (Saldi et al., 2009) studies on magnesite growth suggest 
that its growth rates and step velocities are independent of cation-to-anion ratio, but 
highly dependent on saturation state and temperature. However, the focus of the previous 
work was solely on temperature and saturation state and as such the experiments were not 
designed to address directly the effect of cation-to-anion ratio. Since the water exchange 
rate for a magnesium ion is about three orders of magnitude slower than that for a 
calcium ion, it is possible that peak growth rates for magnesite would occur at cation-to-
anion ratios much greater than 1:1, while the highest cation-to-anion ratio studied by 
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Saldi and coworkers (Saldi et al., 2009; Saldi et al., 2012) was approximately 50:1. In 
addition, at saturation indices (SI) greater than 2, steps advanced too rapidly for (Saldi et 
al., 2009) to determine conclusively if step velocity changed with respect to cation-to-
anion ratio (SI =
{Mg2+}{CO3
2−}
Ksp
). 
In this study we investigate the cation-to-anion ratio dependence of magnesite 
growth using in situ hydrothermal atomic force microscopy (HAFM) by measuring 
obtuse step velocities on the  magnesite surface.  To provide clarity on 
observations by Saldi et al. (2009) at SI > 2, experiments were conducted at saturation 
indices both greater than and less than SI = 2 and over a range of solution ionic ratios.  
3.2. Methods 
Experiments were performed in situ using a custom built hydrothermal atomic 
force microscope (Higgins et al., 1998a) operating in contact mode with cantilevers 
coated with platinum iridium on both sides (Nanoworld – CONTPt) and operating at 80 
°C and 90 °C and 1.7 atm. Here the experiments have been limited to temperatures less 
than 100 °C due to observations by Benezeth et al. (2011) that magnesium carbonate and 
magnesium bicarbonate ion pairing at neutral and alkaline conditions leads to difficulties 
in using speciation software, such as PHREEQC (Parkhurst and Appelo, 1999), to 
calculate equilibrium concentrations. This suggests the constants for ion pairing in 
PHREEQC may not accurately reflect processes occurring at these conditions, 
particularly at high temperatures.  
Experiments were performed using constant flow-through conditions with a 
solution flow rate of 2.7 mL/hr (~1 mL internal volume of the reactor), a rate at which 
magnesite growth was not limited by flow rate in this reactor configuration based on step 

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velocity measurements taken under different flow conditions. The HAFM utilized in 
these experiments has a vertically impinging jet that ensures solution spreads across the 
surface in a uniform manner close to the tip, avoiding effects of solution flow (Bracco et 
al., 2012) and enabling the utilization of much lower flow rates than utilized in our 
previous studies on calcite (Bracco et al., 2012; Bracco et al., 2013; Stack and Grantham, 
2010). Optically clear, freshly cleaved magnesite samples from Brumado Mine, Bahia, 
Brazil containing minimal trace impurities were used (Table 3.1). A freshly cleaved 
magnesite sample was exposed to a stream of nitrogen gas to remove magnesite dust 
generated during cleaving, after which the sample was fixed in the fluid cell using a gold 
wire. The orientation of the crystal in the fluid cell was recorded to facilitate 
identification of the orientation of the steps, particularly at high saturation states when the 
typical rhombohedral island morphology was not observed. The crystal was then exposed 
to deionized water (resistivity = 18.2 MΩ·cm) to ensure a clean, fresh surface before 
switching to a supersaturated solution.  
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Table 3.1: Trace impurities in magnesite samples (in ppm cation/total ppm*100). Total 
impurities make up approximately ~0.5% of the crystal.  
 
Cation Sample 1 Sample 2 
Mg 99.532 99.403 
Fe 0.331 0.466 
Ca 0.107 0.102 
Mn 0.028 0.028 
Sr 0.001 0.001 
Pb Bdl Bdl 
Ba Bdl Bdl 
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Aqueous supersaturated solutions were prepared using 0.1 M stock solutions of 
reagent grade MgCl2·6H2O, NaHCO3, NaCl, and deionized water (Table 3.2). These 
solutions were partially equilibrated with atmospheric CO2 by exposing 0.1 M solutions 
of sodium bicarbonate to the atmosphere for at least two weeks. PHREEQC was used for 
solution speciation calculations using the LLNL database (Parkhurst and Appelo, 1999). 
Based on measurements of the pH of the solutions as compared with the predicted 
solution speciation with PHREEQC, it was determined that the sodium bicarbonate stock 
solution did not fully equilibrate with atmospheric CO2 (10
-3.5 atm), but this was 
accounted for by using an effective CO2 partial pressure of 10
-3.3 atm (determined by 
adjusting the partial pressure of CO2 with which the stock solution was equilibrated until 
measured pHs were consistent with calculated pHs). Predicted solution compositions 
(calculated at temperature and at a CO2 partial pressure of 10
-3.3 atm) can be found in 
Table 3.2. The saturation indices studied were SI = 1.7 at 90°C and SI = 1.9 and 2.15 at 
80°C and the pH (at temperature, as calculated by PHREEQC) ranged from 8.117 to 
9.094. It was not possible to measure pH in situ due to spatial constraints of the HAFM 
fluid cell and due to its operating pressure. Experiments were also conducted at SI = 2.40 
and 80°C, however due to unfavorable morphological conditions and high layer 
generation rates (i.e., 2D island nucleation), the step velocities for these experiments were 
too difficult to quantify to obtain high quality data. Solution compositions of the stock 
solutions and trace impurities in the magnesite samples were measured using Inductively-
Coupled Plasma Optical Emission Spectrometry (ICP-OES) (Table 3.1) and pH was 
measured ex situ at room temperature to ensure the solution compositions were close to 
that predicted by PHREEQC.  
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Table 3.2: Solution compositions for the HAFM growth experiments.  
SI 
r  (Mg2+/ 
CO3
2-) 
T 
(°C) 
0.1 M 
MgCl2 
(mL) 
0.1 M 
NaHCO3 
(mL) 
0.1 M 
NaCl 
(mL) 
[Mg2+] 
(M) 
[CO3
2-] 
(M) 
Step 
velocity 
pH 
predicted, 
80/90°C) 
pH 
predicted, 
25°C) 
pH 
(measured, 
25°C) 
2.13 93.5 80 10 3 87 9.32E-03 9.96E-05 
1.26 
(±0.20) 
8.537 8.354 8.35 
2.14 27.9 80 5.5 4 90.5 5.00E-03 1.79E-04 
1.80 
(±0.37) 
8.670 8.487 8.49 
2.13 6.25 80 2.7 6 91.3 2.32E-03 3.72E-04 
2.35 
(±0.32) 
8.833 8.661 8.67 
2.15 2.09 80 1.7 8.5 89.8 1.36E-03 6.50E-04 
2.67 
(±0.58) 
8.956 8.801 8.78 
2.18 0.628 80 1.1 13 85.9 7.66E-04 1.22E-03 
1.88 
(±0.67) 
9.094 8.962 8.98 
1.89 195 80 10.8 2 87.2 1.02E-02 5.24E-05 
0.45 
(±0.1) 
8.396 8.189 8.16 
1.89 72.4 80 6.5 2.5 91 6.08E-03 8.41E-05 
0.56 
(±0.2) 
8.504 8.296 8.30 
1.89 19.8 80 3.45 3.5 93.05 3.15E-03 1.59E-04 
0.51 
(±0.1) 
8.648 8.445 8.47 
1.90 6.16 80 2 4.9 93.1 1.76E-03 2.86E-04 
0.60 
(±0.1) 
8.777 8.587 8.59 
1.95 2.83 80 1.5 6.5 92 1.26E-03 4.47E-04 
0.47 
(±0.2) 
8.875 8.700 8.70 
1.93 0.699 80 0.8 10 89.2 6.05E-04 8.64E-04 
0.43 
(±0.09) 
9.019 8.869 8.87 
1.72 0.731 90 0.5 7.2 92.3 4.01E-04 5.48E-04 
0.18 
(±0.08) 
8.945 8.747 8.79 
1.70 6.39 90 1.3 3.55 95.15 1.17E-03 1.83E-04 
0.21 
(±0.07) 
8.705 8.463 8.47 
1.70 16.0 90 2 2.7 95.3 1.84E-03 1.15E-04 
0.13 
(±0.06) 
8.604 8.348 8.40 
1.69 72.1 90 4.2 1.8 94 3.94E-03 5.47E-05 
0.15 
(±0.08) 
8.439 8.172 8.19 
1.69 1330 90 19 0.95 80.05 1.81E-02 1.36E-05 
0.16 
(±0.09) 
8.117 7.859 7.89 
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NaCl was used to maintain a constant ionic strength of 0.1 M, consistent with 
methods utilized by Saldi and coworkers (Saldi et al., 2009) and King and coworkers 
(King et al., 2013). NaCl was also chosen over other background electrolytes because 
growth in electrolyte solutions containing sulfate has been shown to decrease overall 
growth rates (King et al., 2013) due to ion pairing between magnesium and sulfate (Pye 
and Rudolph, 1998; Rudolph et al., 2003). Additionally, Ruiz-Agudo et al. (2011) have 
observed substantial changes in calcite step velocities at high ionic strength (IS = 0.1 M) 
as compared to low ionic strength (IS = 0.02) for KCl and CsCl, but not for NaCl. On the 
other hand, some molecular dynamics simulations have suggested that aqueous 
electrolytes decrease the water exchange rate for an aqueous calcium ion, stabilizing the 
first hydration shell (Di Tommaso et al., 2014), which leads to the possibility that 
magnesium ions exhibit similar behavior. Additionally, Stefansson et al. (2013) observed 
sodium chloride is not an inert background electrolyte at high temperatures due to 
increasing concentrations of NaCO3
- and NaHCO3 ion pairs as temperature and 
background electrolyte concentration increase. These concentrations increased to such an 
extent that [NaCO3
-] was greater than [CO3
2-] at temperatures greater than 100°C and 
ionic strengths greater than 0.1 M NaCl (Stefansson et al., 2013). Ideally these HAFM 
experiments would have been conducted in a much lower concentration of NaCl to 
minimize these background electrolyte effects, however to ensure the validity of 
comparisons between these experiments and the work of Saldi et al. (2009) and King et 
al. (2013), these experiments were conducted in a constant 0.1 M NaCl background 
electrolyte.   
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Step velocities were collected after a steady-state step velocity had been reached 
after introduction of a new solution, which usually took place after approximately an 
hour. Step velocities were measured by locating a fixed point on the crystal, such as a 
defect on the surface or an immobile feature attached to the surface, and tracking how far 
the steps progressed from this fixed point from image to image. Averages and standard 
deviations are derived from ~5-10 measured rates at the given conditions and one set of 
experiments was replicated (SI = 1.9) to test for reproducibility in results. As growth 
hillocks were only found on small portions of the surface in these experiments (in 
contrast with calcite in which growth hillocks can readily be found on most regions on 
the surface), an overall growth rate is not reported here. It was unclear in our experiments 
if the growth hillocks consisted of a spiral due to the presence of a screw component to 
the dislocation or consisted of closed layers consistent with the presence of an edge 
dislocation.  
3.3. Results and Discussion  
Magnesite grows at circumneutral pH through the advance of monolayer steps 
(King et al., 2013; Saldi et al., 2009) which are 0.27 nm high, similar to the growth of the 
isostructural mineral calcite. As with calcite, there are two dominant step orientations on 
the surface, the obtuse and acute steps, which are parallel to the  and the  
directions, although these steps roughen under very far from equilibrium conditions, 
leading to steps vicinal to the  and  directions. Kink sites on acute steps on 
calcite have more steric constraints than kink sites on obtuse steps due to the orientation 
of carbonates with respect to the bulk crystal and a larger distance between coordinating 

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oxygen ions (Paquette and Reeder, 1995). This likely leads to attachment of ions to the 
acute step being kinetically hindered as compared to the obtuse step.  
Similar to observations by Saldi et al. (2009), acute step velocities were found to 
be at least an order of magnitude lower than obtuse step velocities, with acute steps 
tending to appear bunched. Though under many solution conditions the obtuse and acute 
steps on calcite do show differences in rate of advance, on calcite the relative rates of 
advance of acute and obtuse steps are not as disparate as they are on magnesite. As a 
result, there likely is a greater disparity between attachment kinetics for the different 
magnesite steps as compared to the steps on calcite. Differences in the hydration 
environments of magnesium and carbonate ions and their attachment/detachment 
mechanisms at the acute and obtuse steps may also affect the growth rates of these steps. 
In the case of calcite, acute and obtuse steps have different sensitivities to the hydration 
environment which may lead to acute steps advancing faster than obtuse steps (Ruiz-
Agudo et al., 2011).  It is unknown if the type of background electrolyte and 
concentration also affects the relative spreading rates of obtuse and acute steps on 
magnesite. However to date, reported acute step velocities have been significantly slower 
than obtuse step velocities under a variety of solution conditions, including in the 
presence of KCl (Jordan et al., 2001) and NaNO3 (Higgins et al., 2002a; Higgins et al., 
2002b) with acute step velocities often too small to be determined by AFM. Because of 
this inhibition, acute step velocities on magnesite are not reported here due to 
inaccuracies in measuring the rate of advance of these steps. In the remainder of this 
paper, the terms step(s) and step velocities refer solely to obtuse steps and obtuse step 
velocities unless expressly stated otherwise.  
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3.2.1. Growth at SI < 2 
The effect of magnesium-to-carbonate solute ratios on magnesite growth is shown 
in Figure 3.1. Despite changes in the magnesium-to-carbonate ratio of up to three orders 
of magnitude, obtuse step velocities were found to be invariant with ionic ratio at SI < 2 
(SI = 1.7 at 90°C and SI = 1.9 at 80°C). This is also consistent with macroscopic 
analytical results on powders (Saldi et al., 2009; Saldi et al., 2012), though these 
experiments were conducted at lower saturation indices (SI < 1.5). However, this 
contrasts with observations on calcite (Bracco et al., 2012; Stack and Grantham, 2010) in 
which step velocities can vary by more than an order of magnitude with changes of 
approximately an order of magnitude in the cation-to-anion ratio. Significant changes in 
step velocities were also reported for barite growth with changing barium-to-sulfate ratio, 
though not to the degree observed on calcite (Kowacz et al., 2007). As such it is probable 
that magnesite growth is kinetically hindered under these saturation indices when 
compared to these other sparingly soluble minerals.  
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Figure 3.1: Step velocities and model fits (solid lines) based on an affinity based model 
using an exponential prefactor and activation energy calculated by Saldi et al. (2009). 
The model fits the results for SI = 1.9 reasonably well, though it overestimates the results 
at SI =1.7 by a factor of five and fails to reproduce the behavior observed at SI = 2.15.   
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Steps advanced more rapidly at SI = 1.9 than at SI = 1.7 despite the higher 
temperatures used for the latter, which may indicate a relatively low activation energy 
associated with the rate-limiting reactions. Variations in cation-to-anion ratio did not 
affect the morphology of the steps or hillocks (Figure 3.2), in which obtuse steps follow 
the typical  and  step directions, similar to morphologies observed by Saldi et 
al. (2009) and King et al. (2013). Acute steps were curved and were vicinal to these step 
directions, suggesting the presence of more kink sites on these steps than on the obtuse 
steps. Obtuse steps were much straighter, likely due to a lower density of kinks on these 
steps, which is typical of sparingly-soluble minerals (Zhang and Nancollas, 1998). For 
steps with low kink density, the rate of double kink site nucleation must be less than the 
rate of kink site propagation (Frank, 1974; Lauritze.Ji, 1973) , suggesting that magnesite 
growth may be kink site nucleation limited under these conditions (De Yoreo et al., 
2009). However, the lack of morphological changes with ionic ratio is again in contrast to 
observations on calcite (Bracco et al., 2012; Larsen et al., 2010; Stack and Grantham, 
2010) and barite (Kowacz et al., 2007), in which orders of magnitude variations in cation-
to-anion ratio can lead to significant differences in morphology, including differences in 
step direction and roughness, step bunching and pinning.  
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Figure 3.2: Morphologies of the 

1014  surface of magnesite at SI = 1.9 and ratios of a) 
[Mg2+]/[CO3
2-] = 0.699, image size 5 x 5μm, b) [Mg2+]/[CO3
2-] = 6.16, image size 8 x 
8μm, and c) [Mg2+]/[CO3
2-] = 195, image size 8 x 8μm. Morphologies did not appreciably 
change with changing ratio and obtuse steps follow the typical 

481  and 

441  step 
directions.  
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3.3.2. Growth at SI > 2 
In contrast to observations at low saturation indices, step velocities measured 
under very far from equilibrium conditions (SI = 2.15; 80°C) peaked at a cation-to-anion 
ratio slightly greater than 1:1. Step velocities at all ionic ratios examined were also 
significantly faster, by more than a factor of five in some cases, than step velocities 
measured at the lower saturation indices. While magnesite growth rates have been shown 
to decrease with increasing pH (Saldi et al., 2012), it is unclear if pH also affects step 
velocities during growth.  Previous dissolution studies of magnesite dissolution do not 
indicate a pH dependence to step velocities (Higgins et al., 2002a; Higgins et al., 2002b), 
but that work was carried out in a lower pH range than the current study. Assuming that 
step velocities are pH-dependent, it is unlikely that pH changes are the dominant factor 
affecting step velocities as we do not observe statistically significant changes in step 
velocities for the SI = 1.7 and 1.9 datasets and step velocities decrease rather than 
increase between ratios of 2.09 and 93.5, a subset in which pH decreases, rather than 
increases, for the SI = 2.15 dataset (Figure 3.3).  
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Figure 3.3: Step velocity as a function of pH. 
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In the experiments reported here, growth hillocks were observed even at SI = 
2.15, though the morphologies are significantly different between SI = 1.9 and SI = 2.15 
(Figures 3.2 and 3.3).  King et al. (2013) suggests there may be a mechanism shift at SI > 
2 from spiral growth to a 2D island nucleation mechanism, suggesting the free energy 
barrier for creation of a new step is overcome at this saturation index. In our experiments 
however, we did not observe island nucleation on magnesite at SI = 2.15, though we did 
at SI = 2.40 (see methods section).  In contrast, island nucleation in the case of calcite 
occurs at a much lower saturation index, SI < 1.3 (De Yoreo and Vekilov, 2003). Obtuse 
step velocities also do not decrease as sharply with increasing or decreasing cation-to-
anion ratios as they do with calcite (Bracco et al., 2012; Larsen et al., 2010; Stack and 
Grantham, 2010), suggesting the factors affecting changes in calcite step velocities are 
different than for magnesite step velocities. Magnesite step velocities decrease by 
approximately 50% over two orders of magnitude change in ionic ratio whereas calcite 
step velocities can decrease by 90% over this range (Bracco et al., 2012; Stack and 
Grantham, 2010).  
Hillock morphologies at SI = 2.15 (Figure 3.4) were markedly different than those 
at the lower saturation indices. Obtuse steps became more highly curved and the hillocks 
became more tear-drop shaped, suggesting roughening of the obtuse steps was occurring. 
The curvature leads to steps following directions vicinal to the  and  step 
directions. Despite roughening of these steps and the variation in step velocities with 
cation-to-anion ratio, morphological changes associated with variation in cation-to-anion 
ratio were not observed. As the roughness of obtuse steps is quite significant (Figure 3.4) 
and given the obtuse step vicinality, it appears likely that these steps contain a number of 
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forced kink sites that increases the reactivity of the steps.  If the obtuse steps here are in 
fact saturated with kink sites, the step velocity is likely related to the net rate of kink site 
propagation and as such these steps advance at a faster rate than the straight steps 
observed at lower saturation indices.  The steps at SI = 2.15 may not be directly 
comparable with obtuse steps observed at lower saturation indices as the mechanism of 
growth for the two steps may be different. This can be tested by examining various 
models used to describe the step velocities as a function of the solution composition.  
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Figure 3.4: Morphologies of the 

1014  surface of magnesite at SI = 2.15 and ratios of a) 
[Mg2+]/[CO3
2-] = 0.628, image size 7.5 x 7.5μm and b) [Mg2+]/[CO3
2-] = 6.25, image size 
7.5 x 7.5μm. Morphologies did not appreciably change with changing ratio, however 
obtuse steps are curved as compared to morphologies at the lower saturation index, 
suggesting the presence of a number of forced kink sites.  
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3.3.3. Model Fitting 
As magnesite growth is commonly modeled using an affinity based model (Saldi 
et al., 2009; Saldi et al., 2012), the results were fit using the model presented by Saldi et 
al. (2009) for step velocities using the authors’ experimentally derived quantities:  
  v = Ae
−Ea
RT (S2 − 1)     (3.1) 
where v is the step velocity, A is an exponential prefactor (nm/s), Ea is the activation 
energy (kJ/mol), R is the gas constant (J/mol/K), T is temperature (in K), and S is the 
saturation state: 
 S = √
{Mg2+}{CO3
2−}
Ksp
      (3.2) 
While the model describes the results at SI =1.9 fairly accurately without adjusting any of 
the parameters, it underestimates most of the step velocities measured at SI = 2.15. The 
model also overestimates step velocities at SI = 1.7 (Figure 3.1) by approximately a 
factor of three. In addition, since this model is an affinity-based model, the modeled step 
velocities are based solely on saturation index and temperature, not on the solute ionic 
ratio, which leads to the model’s inability to reproduce the differences in step velocities 
observed as a function of ionic ratio at SI = 2.15. To determine if attachment of ion pairs 
to the surface could also be leading to the observed behavior, the PHREEQC calculated 
magnesium carbonate (which is roughly constant as the pCO2 is fixed) and magnesium 
bicarbonate ion pair concentrations are plotted as a function of the magnesium-to-
carbonate ratios respectively. No correlation exists between ion pair concentrations and 
step velocities (as shown in Figure 3.5), suggesting magnesite growth occurs by 
independent attachment of magnesium and carbonate ions, similar to observations on 
calcite (Hong and Teng, 2014). 
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Figure 3.5: Concentration of (top) magnesium carbonate and (bottom) magnesium 
bicarbonate ion pairs as a function of ratio. Concentrations are roughly constant for the 
different ratios for magnesium carbonate pairs, even at SI = 2.15, suggesting ion pairing 
is not responsible for the observed step velocities.  
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Since the data at higher saturation indices display a similar trend as other 
sparingly-soluble minerals, the magnesite data here is also modeled using the kink site 
nucleation-limited model first presented in Stack and Grantham (2010) (the form used in 
(Stack, 2014) is shown):  
v = aRkn = 𝑎 (
kMg{Mg
2+}kCO3{CO3
2−}Vm
kMg{Mg2+}+kCO3{CO3
2−}
− kknVm)  (3.3) 
where v is the step velocity (nm/s), a is the magnesite row width, 0.287 nm, Rkn is the rate 
of kink site nucleation (s-1),  is the rate of magnesium attachment (s-1),  is the 
rate of carbonate attachment (s-1), Vm is the molar volume of magnesite (28.01 cm
3/mol) 
and  kkn is a zeroth order overall detachment rate (M⨯s-1). This equation has been used to 
accurately describe calcite step velocities at multiple saturation indices and in the 
presence of strontium (Bracco et al., 2012) and subsequently expanded to model overall 
growth rates by incorporating step densities (Bracco et al., 2013). Here the model has 
been fit simultaneously to the SI = 2.15 and SI = 1.9 datasets using a Newton-Raphson 
minimization (Figure 3.6). The value for the overall detachment term was found to be 
quite small 34.7 ± 38 M s-1, likely due to the far from equilibrium solution conditions, and 
the magnesium and carbonate attachment fit parameters were found to be 2.52  ± 0.57 × 
105 s-1 and 1.27  ± 0.38 × 106s-1, respectively (Table 3.3).  
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Figure 3.6: Step velocities and model fits based on the kink site nucleation model 
presented by Stack and Grantham (2010) at 80°C.  
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 While Eqn. 3.3 could be used to successfully model growth rates for a fit solely to 
the SI = 2.15 dataset, the model fails to describe growth of both the datasets when 
simultaneously fit, as shown by the red line in Figure 3.6. As the steps at higher 
saturation indices are quite rough, suggesting the presence of many kinks, the 
propagation of kink sites may also be an important factor in modeling magnesite step 
velocities. Stack and Grantham (2010) included a model in which kink site nucleation and 
propagation are incorporated into the following expression:  
 v = a√2RknRkp     (3.4) 
where Rkn corresponds to the rate of kink site nucleation (see equation 3 above for 
explanation of symbols): 
𝑅𝑘𝑛 = (
kMg{Mg
2+}kCO3{CO3
2−}Vm
kMg{Mg2+}+kCO3{CO3
2−}
− kknVm)     (3.5) 
and Rkp (s
-1) corresponds to the rate of kink site propagation: 
𝑅𝑘𝑝 = (
kMg{Mg
2+}kCO3{CO3
2−}Vm−𝑘𝑘𝑝
2 𝑉𝑚
kMg{Mg2+}+kCO3{CO3
2−}+2𝑘𝑘𝑝
)   (3.6)  
Since the detachment rate coefficients for kink site propagation for each type of ion used 
in Stack and Grantham (2010), are covariant, here they were combined into a single fit 
parameter, k-kp (in M⨯s-1), that corresponds to an overall zeroth order rate coefficient for 
detachment from propagating kinks.  Simultaneous fitting of Eqn. 3.4 to the SI = 2.15 and 
SI = 1.9 datasets leads to model fits that describe the entire 80 oC dataset quite well 
(Figure 3.7; Table 3.3).  Fit attachment rates for magnesium ( ) and carbonate ( ) 
ions to the surface are slightly greater for Eqn. 3.4 than those for the kink site nucleation 
model (Eqn. 3.3). In the nucleation and propagation model, detachment rates from kink 
k
Mg2

k
CO3
2
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sites (kink site propagation) and from step edges (kink site nucleation) are assumed to be 
different due to the differences in bonding environments. The fit parameters suggest that 
detachment from step sites (kkn) are not significant at these high saturation states, 
however detachment from propagating kinks (kkp) appears to be significant. This 
observation is quite different than what has been previously observed on calcite (Bracco 
et al., 2012; Stack and Grantham, 2010) as in those cases, propagation reactions were not 
needed to accurately describe calcite growth rates.  The model fit also differs from the 
Zhang and Nancollas model (1998) as written, since in that model it is assumed that 
growth reactions for kink nucleation and propagation have the same rate. 
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Figure 3.7: Predicted step velocities based on the kink site nucleation and propagation 
model presented by Stack and Grantham (2010) at 80°C.  
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Table 3.3: Fit parameters for the kink site nucleation only model and the kink site 
nucleation plus propagation model from Stack and Grantham (2010).   
 Nucleation only 
(Eqn. 3.3) 
Nucleation + 
Propagation 
(Eqn. 3.4) 

k
Mg2  
(s-1) 2.52  ± 0.57 × 10
5 3.99  ± 0.55 × 105 

k
CO3
2  (s
-1) 1.27  ± 0.38 × 10
6 1.96  ± 0.36 × 106 
kkn (M/s) 34.7
 ± 38 0 ± 81 
kkp (M/s)  611
 ± 82 
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One interesting feature of the nucleation and propagation model is that it predicts 
different cation-to-anion ratios for the peak step velocities at different saturation indices. 
At SI = 2.15, the peak is at a ratio of about 7:1 whereas at SI = 1.9, the model predicts a 
peak at a ratio of around 10:1, although the dependence on cation-to-anion ratio is weak. 
In the kink nucleation-limited model, peak step velocity occurs at  a ratio of around 6:1 
and is independent of the saturation index and detachment rate for kink site nucleation, 
however in the nucleation and propagation model, the peak step velocity will also depend 
on the propagation detachment rates. At lower saturation states, the propagation 
detachment reactions become more significant relative to the attachment reactions, 
leading to a less pronounced peak in step velocity with a peak velocity shifted to higher 
cation-to-anion ratios.  
For comparison with the attachment rate coefficients, the water exchange rate for 
an aqueous magnesium ion at room temperature is 5.0 × 105 s-1 (Richens, 1997) and a 
water exchange rate for a carbonate ion can be estimated from a carbonate diffusion 
coefficient estimate to be approximately 2.0 × 109 s-1 (at room temperature) (Stack and 
Grantham, 2010). To calculate a water exchange rate at 80 °C for magnesium ions, the 
Eyring equation can be used (Eyring, 1935): 
  𝑘 =
𝑘𝐵𝑇
ℎ
𝑒
∆𝑆
𝑅 𝑒
−∆𝐻
𝑅𝑇      (3.8) 
where ΔS is the entropy of activation (ΔS = 8 J/(mol⨯K)) (Neely and Connick, 1970), 
ΔH is the enthalpy of activation (ΔH = 43 kJ/mol), and T, R, h and kB have their usual 
meanings. Using Eqn. 3.8, a water exchange rate at 80 °C of 1.3 × 106 s-1 was estimated 
for magnesium, which is slightly more than 3× faster than the fit parameter for 
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magnesium attachment from the fit of Eqns. 3.5-3.7.  The attachment rate for carbonate 
ions to the surface (1.96  ± 0.36 × 106  s-1) is similar to that of the 80 oC magnesium water 
exchange rate (1.3 × 106 s-1), suggesting that carbonate attachment may be limited by the 
water exchange rate of magnesium surface sites, if magnesium surface sites have roughly 
similar rates of water exchange as aqueous magnesium ions. The 3× difference in the rate 
coefficient for Mg2+ attachment and water exchange rate for aqueous Mg2+ is 
significantly smaller than the differences in the rate coefficient for attachment of calcium 
and barium ions to calcite and barite, respectively, and water exchange on aqueous 
calcium and barium ions. For example with calcite, the above process-based model has 
resulted in a rate coefficient for attachment of calcium to step edges (Stack, 2014) that is 
5.62 × 106 s-1 while experimental estimates of water exchange rate constants for aqueous 
calcium ions are two to three orders of magnitude (Eigen, 1963; Richens, 1997) faster 
(computational estimates are three to four orders of magnitude faster (Kerisit and Parker, 
2004; Larentzos and Criscenti, 2008; Raiteri et al., 2010))  than the rate of attachment of 
calcium from the empirical model. Large differences in the hydration structures of 
calcium and magnesium ions not only provide a qualitative understanding of the 
inhibition of magnesite growth, but these same differences have been suggested as a 
factor in the difficulty in growing dolomite at room temperature (Fenter et al., 2007). For 
dolomite, incorporation of the two cations in one-to-one proportion and in an ordered 
manner is precluded by the significant difference in hydration dynamics of the two ions.  
Due to the self-limiting growth of a non-stoichiometric film often observed on dolomite 
(Fenter et al., 2007), step velocity information for comparison is unavailable, limiting our 
ability to directly compare our results with kinetic data for dolomite. Likewise to the case 
 
 112 
for calcite and calcium, metadynamics simulations on a barite step edge measured a 
limiting rate- coefficient for attachment of barium ion to the step (Stack et al., 2012) of 1 
× 106 s-1 which is approximately three to four orders of magnitude smaller than 
experimental estimates (Helm and Merbach, 2005; Salmon, 1987) and computational 
estimates for either the water exchange rate of aqueous barium ion or barium sites on a 
barite surface (Stack and Rustad, 2007). Thus, in contrast to the cases for calcite and 
barite, and their respective cation water exchange kinetics, growth on magnesite appears 
to be strictly limited by the magnesium ion or surface site hydration behavior. 
3.4. Conclusions 
 Magnesite step velocities have been measured at 80 and 90°C at SI = 2.15, 1.9 
(80°C), and 1.7 (90°C) as a function of the magnesium-to-carbonate ratio. Growth rates 
were found to be invariant with ratio at SI = 1.9 and 1.7, however at SI = 2.15, step 
velocities were maximized at a ratio slightly greater than unity, with step velocities 
decreasing at high and low ratios. At this SI, morphological changes were also observed 
in which steps became curved and were vicinal to the step directions. We were unable to 
fit an affinity based model to these results, suggesting kinetic, rather than 
thermodynamic, factors were responsible for the observed behavior. A kink site 
nucleation limited model, which included separate attachment rates for magnesium and 
carbonate ions, was also unable to be fully explain our results. However, a kink site 
nucleation and propagation model was able to accurately model our step velocities. In 
this model, there were two different detachment terms, one to nucleate a kink and the 
other to propagate a kink, and two different attachment terms, one for magnesium ions 
and one for carbonate ions. The successful fit using the nucleation + propagation model 
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suggests not only that both kink site nucleation and propagation reactions are significant 
in magnesite growth at far from equilibrium conditions, but also that the rate of ion 
attachment to the surface may be limited by the kinetics of water exchange about 
magnesium ions. 
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Abstract 
Step velocities on the celestite (001) surface have been measured as a function of temperature 
(23-45°C), saturation index (SI = 0 - 0.7), ionic strength (I = 0.01, 0.06, and 0.1 M), and aqueous 
strontium:sulfate ratio (r = 0.01 - 100) using atomic force microscopy (AFM). Celestite growth 
hillocks were flanked by [010]-aligned step edges, which are polar, and step edges vicinal to 
〈120〉, which are non-polar. [010] step velocities increased with temperature and saturation state, 
however step velocities did not vary significantly with ionic strength. Step velocities were non-
linear with saturation state, suggesting a change in mechanism at high SI as compared with low 
SI. At constant SI, the step velocities were maximized at r = 1 and decreased significantly at 
extreme r, demonstrating the governing role of solute stoichiometry. We successfully fit the step 
velocity data as a function of r using the Stack and Grantham (2010) nucleation and propagation 
model.  Based on the results as a function of ionic strength and r, the mechanism at low SI is 
likely ion-by-ion attachment to the step with an activation energy of 75 (± 10) kJ mol-1. At high 
SI the mechanism is a combination of the one at low SI and possibly attachment of a neutral 
species such as an ion pair with an activation energy of 43 (± 9) kJ mol-1.  
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4. 1. Introduction 
Mineral growth and dissolution plays a significant role in the environmental cycling of 
elements and ions, such as sulfate, which is the second most prevalent anion in ocean water. 
Removal of sulfate from ocean waters can occur via precipitation of sulfate minerals, including 
the isostructural minerals barite (BaSO4), celestite (SrSO4), and the intermediate members 
(BaxSr1-xSO4), as many oceanic and pore waters are supersaturated with respect to barite and 
celestite (Bernstein et al., 1992; Monnin, 1999; Hoareau et al., 2010). Although a complete solid 
solution exists between barite and celestite, most minerals found in this series are either barium-
rich or strontium-rich, likely due to the large difference in solubility products for the two 
minerals (Hanor, 2000). Due to these differences in solubility, celestite primarily forms where 
strontium concentrations are much greater than barium concentrations or when there is a process 
discriminating against barium co-precipitation (Hanor, 2000). Under these conditions, growth 
and dissolution of celestite will play a role in controlling both the sulfate and strontium 
compositions in the environment.  
Predicting mineral growth and dissolution rates in a wide variety of geologic settings is 
an important objective in the modeling of geochemical reactions in the subsurface. However, the 
expressions used as “rate laws” in geochemical reaction modeling codes often are based on 
reaction affinity as the primary driver for dissolution or growth (Bethke, 1996). While affinity is 
an important quantity which forms a thermodynamic foundation for determining whether a 
reaction will proceed as written, affinity alone does not account for the observed change in rate 
of mineralization with solute stoichiometry (e.g., the calcium:carbonate ratio has been shown to 
affect calcite growth rates (Bracco et al., 2013)) and mechanisms for these processes may change 
as the solution composition varies (i.e., changes in pH, reaction affinity, ionic strength, foreign 
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ion composition). Celestite, belonging to the barite-group minerals, is a sparingly-soluble, 
ionically-bonded mineral with the potential to serve as a model mineral for this group, but 
surprisingly little has been reported on its growth mechanism.  
  Despite the reactivity of celestite at room temperature, the number of studies on celestite 
growth and dissolution have been quite limited. Experiments on the bulk dissolution kinetics of 
isostructural orthorhombic sulfates (barite, celestite, and anglesite) indicate, under similar 
conditions, that celestite dissolution rates are greater than anglesite dissolution rates, which in 
turn are greater than barite dissolution rates (Dove and Czank, 1995). This suggests dissolution 
rates are limited by the relative solvation affinity of the divalent metal ion, something which has 
been observed for sparingly-soluble AB-type carbonate minerals (Duckworth and Martin, 2004). 
Dissolution of the celestite (001) surface, a perfect cleavage face, has also been found to occur 
via the same mechanism as other sparingly soluble minerals, such as barite, with etch pit 
nucleation and mono- and bilayer step retreat occurring simultaneously under far from 
equilibrium solution conditions (Seo and Shindo, 1994; Shindo et al., 1999; Bose et al., 2008). 
Etch pit nucleation took place exclusively at high undersaturation so at near-equilibrium 
conditions, dissolution only occurred by mono- and bilayer step retreat (Bose et al., 2008). 
However, dissolution rates followed a non-linear function of solution saturation state which Bose 
et al. (2008) attributed in part to the presence of impurities, but which also suggests that basic 
crystal growth and dissolution models may not be sufficient for explaining celestite dissolution, 
particularly in light of the change in mechanism near-equilibrium. It is unknown if similar non-
linear behavior occurs during celestite growth and if so, how these non-linearities can be 
modeled. Risthaus et al. (2001) found celestite grows via a spiral mechanism at room 
temperature and low supersaturations, similar to barite, though the growth hillocks for the two 
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minerals were shaped differently, a fact that was attributed to differences in interfacial tension of 
the respective mineral-water interfaces.  
In contrast to the literature on celestite, there have been many studies on barite which 
demonstrate, among other features, that barite growth is affected by a variety of factors, 
including temperature (Higgins et al., 2000), saturation state (Bosbach et al., 1998; Pina et al., 
1998a; Pina et al., 1998b; Higgins et al., 2000), ionic strength (Risthaus et al., 2001; Becker et 
al., 2002; Kowacz and Putnis, 2008; Godinho and Stack, 2015), and aqueous cation-to-anion 
ratio, r ({Ba2+}:{SO4
2-})(Kowacz et al., 2007), where {i} is the activity of the ith species. Based 
on these results on barite, there are a number of important gaps in our understanding of celestite 
growth such as the effect of temperature, saturation state, ionic strength (I), and r. Recent studies 
on the effects of r on barite, magnesite, and calcite growth demonstrate that step velocities are 
maximized at r close to 1, or between 1-10, even for minerals with very large differences in 
cation hydration structure such as calcite and magnesite (Kowacz et al., 2007; Perdikouri et al., 
2009; Larsen et al., 2010; Bracco et al., 2012; Gebrehiwet et al., 2012; Bracco et al., 2014). As 
before, it is unknown if r affects celestite growth in a manner different than growth of barite due 
to differences in cation hydration structure. The effect of I on celestite growth rates is also of 
interest, as barite island spreading rates (Kowacz and Putnis, 2008), step velocities (Risthaus et 
al., 2001; Becker et al., 2002), and crystal growth rates, as well of growth rates of the (001) face, 
increase with ionic strength (Godinho and Stack, 2015).  To address some of the fundamental 
deficiencies in our understanding of celestite growth, in this study we investigate the influence of 
saturation state, I, temperature, and aqueous r on celestite growth via a spiral growth mechanism 
using in situ atomic force microscopy (AFM) by measuring bilayer [010] step velocities on the 
(001) celestite surface.  
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4.2. Methods 
4.2.1. Materials and Solution Preparation  
Optically clear, grayish-blue, freshly cleaved celestite samples, containing minor and 
trace impurities, were used (electronic annex Table 4.S.1). Celestite samples were analyzed for 
trace metal impurities by dissolving a 100 mg sample in 100 mL of a 50 mM EDTA solution at 
pH=13 with the subsequent solution analyzed by inductively-coupled plasma optical emission 
spectroscopy (ICP-OES). The complete details of this procedure can be found in the electronic 
annex and are adapted from Averyt et al. (2003). The most abundant cation impurity was 
calcium at 0.11 mol%.  Aqueous supersaturated solutions for AFM experiments were prepared 
using stock solutions prepared from high-purity, trace metal grade reagents (of at least 99.99% 
purity). Stock solutions included Sr(NO3)2 and Na2SO4, with the molarities for each experiment 
specified in Table 4.1 and either nominally 0.01 M or 0.1 M NaNO3, and deionized water 
(resistivity = 18.2 MΩ·cm; Table 4.1). The molarity of the strontium nitrate and sodium sulfate 
stock solutions was determined using ICP-OES (Table 4.1). PHREEQC was used to calculate 
solution speciation using the minteq.v4 database (Parkhurst and Appelo, 1999) which included a 
Ksp for celestite of 10
-6.62 at 23°C, 10-6.61 at 35°C, and 10-6.60 at 45°C. The other databases 
available in PHREEQC utilize similar Ksp values, however the LLNL database used a Ksp of 10
-
5.6771 and predicts celestite should dissolve even at conditions where considerable growth on the 
(001) surface was observed. Solution compositions (calculated at 23, 26, 35, and 45 oC) are 
given in Table 4.1([i] and {i} denote molar concentration and activity, respectively, of ith 
species). Atmospheric CO2 was not removed from solutions as it was not predicted to 
significantly affect saturation states or lead to appreciable concentrations of carbonate or 
bicarbonate in solution. The saturation indices (SI = log
{Sr2+}{SO4
2−}
K𝑠𝑝
) studied at constant ionic 
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strength (I = 0.01-0.02 M) and r = 0.7-0.8, ranged from 0.1 to 0.6 at 23-26 oC, 0.1 to 0.5 at 35 oC,  
and 0.1 to 0.4 at 45 oC. For experiments to determine the effect of r on growth rates, r was varied 
from approximately 0.01 to 100 at constant SI (SI = 0.39, 0.53, and 0.69) and constant I (I = 0.06 
M). We were unable to carry out experiments at r greater than 120 or less than 0.0089 without 
introducing significant changes in ionic strength. For the ionic strength dependence experiments, 
NaNO3 was used to maintain an ionic strength at values of 0.01 M, 0.06 M, and 0.1 M at 26
 oC 
and r = 0.6-0.8. 
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Table 4.1: Solution compositions for the AFM experiments.  
[Sr2+]stock 
(M) 
[SO4
2−]stock 
(M) 
T 
(°C) 
mL 
Sr(NO3)2 
mL 
Na2SO4 
mL 
NaNO3 
mL 
H2O 
SI [Sr2+] (M) [SO4
2-] (M) {Sr2+} (M) {SO4
2-} (M) r I (M) v (nm s-1) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
23 15.0 18.6 66.4 0.0 0.59 
1.32 (±0.020) 
⨯10-3 
1.94 (±0.13) 
⨯10-3 
7.90 (±0.12) 
⨯10-4 
1.16 (±0.080) 
⨯10-3 
6.80 (±0.48) 
⨯10-1 
0.017 
0.470 
(±0.090) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
23 14.0 17.4 68.6 0.0 0.54 
1.24 (±0.019) 
⨯10-3 
1.83 (±0.13) 
⨯10-3 
7.46 (±0.11) 
⨯10-4 
1.10 (±0.075) 
⨯10-3 
6.80 (±0.48) 
⨯10-1 
0.017 
0.295 
(±0.046) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
23 13.0 16.1 70.9 0.0 0.48 
1.16 (±0.017) 
⨯10-3 
1.70 (±0.12) 
⨯10-3 
7.01 (±0.11) 
⨯10-4 
1.03 (±0.070) 
⨯10-3 
6.83 (±0.48) 
⨯10-1 
0.016 
0.189 
(±0.055) 
 1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
23 12.0 14.9 73.1 0.0 0.42 
1.08 (±0.016) 
⨯10-3 
1.58 (±0.11) 
⨯10-3 
6.53 (±0.098) 
⨯10-4 
9.57 (±0.66) 
⨯10-4 
6.83 (±0.48) 
⨯10-1 
0.016 
0.133 
(±0.058) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
23 11.0 13.6 75.4 0.0 0.35 
9.94 (±0.15) 
⨯10-4 
1.45 (±0.099) 
⨯10-3 
6.08 (±0.091) 
⨯10-4 
8.85 (±0.61) 
⨯10-4 
6.87 (±0.48) 
⨯10-1 
0.015 
0.0498 
(±0.024) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
23 10.0 12.4 77.6 0.0 0.28 
9.10 (±0.14) 
⨯10-4 
1.33 (±0.091) 
⨯10-3 
5.60 (±0.084) 
⨯10-4 
8.16 (±0.56) 
⨯10-4 
6.87 (±0.48) 
⨯10-1 
0.015 
0.0252 
(±0.0087) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 23 9.00 11.2 79.8 0.0 0.20 
8.25 (±0.12) 
⨯10-4 
1.20 (±0.082) 
⨯10-3 
5.11 (±0.077) 
⨯10-4 
7.45 (±0.51) 
⨯10-4 
6.85 (±0.48) 
⨯10-1 
0.014 
0.00609 
(±0.011) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 23 8.00 9.90 82.1 0.0 0.11 
7.39 (±0.11) 
⨯10-4 
1.07 (±0.073) 
⨯10-3 
4.61 (±0.069) 
⨯10-4 
6.66 (±0.46) 
⨯10-4 
6.91 (±0.48) 
⨯10-1 
0.014 
-0.00614 
(±0.0077) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
35 14.0 17.4 68.6 0.0 0.51 
1.23 (±0.018) 
⨯10-3 
1.81 (±0.11) 
⨯10-3 
7.32 (±0.11) 
⨯10-4 
1.08 (±0.074) 
⨯10-3 
6.79 (±0.48) 
⨯10-1 
0.016 
0.446 
(±0.081) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
35 13.0 16.1 70.9 0.0 0.45 
1.15 (±0.017) 
⨯10-3 
1.68 (±0.12) 
⨯10-3 
6.89 (±0.10) 
⨯10-4 
1.01 (±0.069) 
⨯10-3 
6.38 (±0.48) 
⨯10-1 
0.016 
0.250 
(±0.047) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
35 12.0 14.9 73.1 0.0 0.39 
1.07 (±0.016) 
⨯10-3 
1.57 (±0.11) 
⨯10-3 
6.44 (±0.097) 
⨯10-4 
9.43 (±0.065) 
⨯10-4 
6.83 (±0.48) 
⨯10-1 
0.016 
0.106 
(±0.026) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
35 11.0 13.6 75.4 0.0 0.33 
9.88 (±0.15) 
⨯10-4 
1.44 (±0.098) 
⨯10-3 
5.98 (±0.090) 
⨯10-4 
8.70 (±0.060) 
⨯10-4 
6.88 (±0.48) 
⨯10-1 
0.015 
0.0636 
(±0.024) 
1.02 (± 
0.016)⨯1
0-2 
1.18 (± 
0.081)⨯10-2 
35 10.0 12.4 77.6 0.0 0.25 
9.05 (±0.14) 
⨯10-4 
1.32 (±0.090) 
⨯10-3 
5.51 (±0.083) 
⨯10-4 
8.02 (±0.055) 
⨯10-4 
6.87 (±0.48) 
⨯10-1 
0.015 
0.0465 
(±0.035) 
1.02 (± 
0.016)⨯1
0-2 
1.02 (± 
0.011)⨯10-2 
35 9.00 11.2 79.8 0.0 0.12 
8.29 (±0.12) 
⨯10-4 
1.03 (±0.012) 
⨯10-3 
5.12 (±0.077) 
⨯10-4 
6.38 (±0.073) 
⨯10-4 
8.04 (±0.15) 
⨯10-1 
0.014 
0.0117 
(±0.036) 
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1.02 (± 
0.016)⨯1
0-2 
1.02 (± 
0.011)⨯10-2 
45 9.00 11.2 79.8 0.0 0.10 
8.26 (±0.12) 
⨯10-4 
1.03 (±0.012) 
⨯10-3 
5.06 (±0.076) 
⨯10-4 
6.29 (±0.072) 
⨯10-4 
8.05 (±0.15) 
⨯10-1 
0.014 
0.891 
(±0.079) 
1.02 (± 
0.016)⨯1
0-2 
1.02 (± 
0.011)⨯10-2 
45 10.0 12.4 77.6 0.0 0.18 
9.12 (±0.14) 
⨯10-4 
1.13 (±0.13) 
⨯10-3 
5.55 (±0.083)  
⨯10-4 
6.88 (±0.078) 
⨯10-4 
8.07 (±0.15) 
⨯10-1 
0.014 
0.633 
(±0.15) 
1.02 (± 
0.016)⨯1
0-2 
1.02 (± 
0.011)⨯10-2 
45 11.0 13.6 75.4 0.0 0.25 
9.96 (±0.15) 
⨯10-4 
1.23 (±0.12) 
⨯10-3 
6.03 (±0.090) 
⨯10-4 
7.46 (±0.085) 
⨯10-4 
8.08 (±0.15) 
⨯10-1 
0.015 
0.233 
(±0.027) 
1.02 (± 
0.016)⨯1
0-2 
1.02 (± 
0.011)⨯10-2 
45 12.0 14.9 73.1 0.0 0.32 
1.08 (±0016) 
⨯10-3 
1.34 (±0.15) 
⨯10-3 
6.49 (±0.097)  
⨯10-4 
8.08 (±0.092) 
⨯10-4 
8.03 (±0.15) 
⨯10-1 
0.015 
0.0465 
(±0.075) 
1.02 (± 
0.016)⨯1
0-2 
1.02 (± 
0.011)⨯10-2 
45 13.0 16.1 70.9 0.0 0.38 
1.16 (±0.017) 
⨯10-3 
1.44 (±0.016) 
⨯10-3 
6.95 (±0.10) 
⨯10-4 
8.64 (±0.098) 
⨯10-4 
8.04 (±0.15) 
⨯10-1 
0.015 
0.0162 
(±0.054) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 2.60 3.70 93.7 0.0 0.57 
2.27 (±0.050) 
⨯10-3 
3.01 (±0.081) 
⨯10-3 
8.20 (±0.18)  
⨯10-4 
1.09 (±0.029) 
⨯10-3 
7.54 (±0.26) 
⨯10-1 
0.11 
0.544 
(±0.13) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 2.30 3.30 94.4 0.0 0.47 
2.02 (±0.044) 
⨯10-3 
2.70 (±0.73) 
⨯10-3 
7.32 (±0.16)  
⨯10-4 
9.77 (±0.26) 
⨯10-4 
7.48 (±0.26) 
⨯10-1 
0.11 
0.314 
(±0.11) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 2.10 3.00 94.9 0.0 0.40 
1.85 (±0.041) 
⨯10-3 
2.46 (±0.66) 
⨯10-3 
6.72 (±0.15) 
⨯10-4 
8.93 (±0.24)  
⨯10-4 
7.53 (±0.26) 
⨯10-1 
0.11 
0.240 
(±0.067) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.90 2.70 95.4 0.0 0.31 
1.68 (±0.037) 
⨯10-3 
2.22 (±0.060) 
⨯10-3 
6.13 (±0.13) 
⨯10-4 
8.08 (±0.22) 
⨯10-4 
7.58 (±0.26) 
⨯10-1 
0.11 
0.150 
(±0.031) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.70 2.40 95.9 0.0 0.22 
1.51 (±0.033) 
⨯10-3 
1.98 (±0.053) 
⨯10-3 
5.52 (±0.12) 
⨯10-4 
7.22 (±0.20) 
⨯10-4 
7.64 (±0.26) 
⨯10-1 
0.11 
0.0557 
(±0.041) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.50 2.10 96.4 0.0 0.11 
1.34 (±0.030) 
⨯10-3 
1.74 (±0.047) 
⨯10-3 
4.90 (±0.11) 
⨯10-4 
6.36 (±0.17) 
⨯10-4 
7.72 (±0.27) 
⨯10-1 
0.11 
0.0421 
(±0.034) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 2.00 3.00 45.0 50.0 0.56 
1.82 (±0.040) 
⨯10-3 
2.58 (±0.070) 
⨯10-3 
7.90 (±0.17) 
⨯10-4 
1.12 (±0.030) 
⨯10-3 
7.06 (±0.27) 
⨯10-1 
0.060 
0.511 
(±0.11) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.70 2.70 47.0 48.6 0.46 
1.56 (±0.034) 
⨯10-3 
2.34 (±0.063) 
⨯10-3 
6.74 (±0.15) 
⨯10-4 
1.01 (±0.027) 
⨯10-3 
6.67 (±0.25) 
⨯10-1 
0.060 
0.266 
(±0.050) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.55 2.55 49.0 46.9 0.38 
1.42 (±0.031) 
⨯10-3 
2.21 (±0.060) 
⨯10-3 
6.13 (±0.13) 
⨯10-4 
9.51 (±0.26) 
⨯10-4 
6.44 (±0.23) 
⨯10-1 
0.060 
0.121 
(±0.067) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.40 2.40 49.0 47.2 0.32 
1.29 (±0.028) 
⨯10-3 
2.09 (±0.056) 
⨯10-3 
5.58 (±0.12) 
⨯10-4 
9.02 (±0.24) 
⨯10-4 
6.18 (±0.22) 
⨯10-1 
0.060 
0.0975 
(±0.021) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.20 2.20 51.0 45.6 0.22 
1.11 (±0.024) 
⨯10-3 
1.92 (±0.052) 
⨯10-3 
4.78 (±0.11) 
⨯10-4 
8.26 (±0.22) 
⨯10-4 
5.78 (±0.20) 
⨯10-1 
0.061 
0.0219 
(±0.031) 
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1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.10 2.00 53.0 43.9 0.13 
1.02 (±0.022) 
⨯10-3 
1.75 (±0.047) 
⨯10-3 
4.37 (±0.096) 
⨯10-4 
7.48 (±0.20) 
⨯10-4 
5.85 (±0.20) 
⨯10-1 
0.062 
-.000768 
(±0.009) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 0.26 20.0 0.0 79.7 0.39 
1.66 (±0.037) 
⨯10-4 
1.86 (±0.050) 
⨯10-2 
7.26 (±0.16) 
⨯10-5 
8.14 (±0.22) 
⨯10-3 
8.92 (±0.31) 
⨯10-3 
0.058 
0.0547 
(±0.032) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 0.40 11.4 27.0 61.2 0.39 
3.03 (±0.067) 
⨯10-4 
1.04 (±0.028) 
⨯10-2 
1.31 (±0.029) 
⨯10-4 
4.48 (±0.12) 
⨯10-3 
2.92 (±0.10) 
⨯10-2 
0.061 
0.125 
(±0.038) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 0.70 6.00 42.0 51.3 0.39 
5.93 (±0.13) 
⨯10-4 
5.35 (±0.14) 
⨯10-3 
2.56 (±0.056) 
⨯10-4 
2.31 (±0.062) 
⨯10-3 
1.11 (±0.039) 
⨯10-1 
0.061 
0.177 
(±0.034) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 2.00 2.00 50.0 46.0 0.39 
1.86 (±0.041) 
⨯10-3 
1.71 (±0.046) 
⨯10-3 
8.00 (±0.18) 
⨯10-4 
7.38 (±0.20) 
⨯10-4 
1.08 (±0.038) 
⨯100 
0.062 
0.323 
(±0.14) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 6.00 0.70 42.0 51.3 0.39 
5.78 (±0.13) 
⨯10-3 
5.46 (±0.15) 
⨯10-4 
2.48 (±0.055) 
⨯10-3 
2.35 (±0.063) 
⨯10-4 
1.06 (±0.037) 
⨯101 
0.062 
0.254 
(±0.064) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 11.5 0.40 25.0 63.1 0.39 
1.13 
(±0.025)⨯10-2 
2.78 (±0.075) 
⨯10-4 
4.87 (±0.19) 
⨯10-3 
1.20 (±0.32) 
⨯10-4 
4.06 (±0.14) 
⨯101 
0.061 
0.0950 
(±0.040) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 20.0 0.27 0.0 79.7 0.39 
2.00 
(±0.044)⨯10-2 
1.60 (±0.043) 
⨯10-4 
8.57 (±0.19) 
⨯10-3 
6.88 (±0.19) 
⨯10-5 
1.25 (±0.043) 
⨯102 
0.062 
0.0546 
(±0.082) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 2.90 2.90 45.0 49.2 0.69 
2.65 
(±0.058)⨯10-3 
2.44 (±0.066) 
⨯10-3 
1.14 (±0.025) 
⨯10-3 
1.05 (±0.028) 
⨯10-3 
1.09 (±0.038) 
⨯100 
0.062 
1.02 
(±0.19) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 6.00 1.45 40.0 52.6 0.69 
5.71 (±0.13) 
⨯10-3 
1.13 (±0.031) 
⨯10-3 
2.45 (±0.054) 
⨯10-3 
4.84 (±0.13) 
⨯10-4 
5.05 (±0.18) 
⨯100 
0.062 
0.858 
(±0.12) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 9.10 1.00 32.0 57.9 0.69 
8.80 (±0.19) 
⨯10-3 
7.28 (±0.20) 
⨯10-4 
3.76 (±0.083) 
⨯10-3 
3.11 (±0.084) 
⨯10-4 
1.21 (±0.042) 
⨯101 
0.062 
0.723 
(±0.056) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 18.0 0.60 6.00 75.4 0.69 
1.78 
(±0.039)⨯10-2 
3.66 (±0.099) 
⨯10-4 
7.61 (±0.17) 
⨯10-3 
1.56 (±0.042) 
⨯10-4 
4.87 (±0.17) 
⨯101 
0.062 
0.117 
(±0.030) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.45 6.00 42.0 50.6 0.69 
1.23 (±0.027) 
⨯10-3 
5.25 (±0.14) 
⨯10-3 
5.25 (±0.12) 
⨯10-4 
2.24 (±0.060) 
⨯10-3 
2.35 (±0.082) 
⨯10-1 
0.063 
0.771 
(±0.18) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.00 9.10 34.0 55.9 0.69 
7.94 (±0.17) 
⨯10-4 
8.10 (±0.22) 
⨯10-3 
3.39 (±0.075) 
⨯10-4 
3.46 (±0.093) 
⨯10-3 
9.80 (±0.34) 
⨯10-2 
0.062 
0.449 
(±0.13) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 18.0 0.60 10.0 71.4 0.70 
4.00 (±0.088) 
⨯10-4 
1.65 (±0.044) 
⨯10-2 
1.71 (±0.038) 
⨯10-4 
7.01 (±0.19) 
⨯10-3 
2.43 (±0.085) 
⨯10-2 
0.063 
0.298 
(±0.06) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 2.40 2.40 49.0 46.2 0.53 
2.22 (±0.049) 
⨯10-3 
2.04 (±0.055) 
⨯10-3 
9.44 (±0.21) 
⨯10-4 
8.68 (±0.23) 
⨯10-4 
1.09 (±0.038) 
⨯100 
0.063 
0.668 
(±0.11) 
 
 130 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 1.20 5.00 44.0 49.8 0.54 
1.04 (±0.23) 
⨯10-3 
4.39 (±0.12) 
⨯10-3 
4.46 (±0.098) 
⨯10-4 
1.88 (±0.051) 
⨯10-3 
2.37 (±0.083) 
⨯10-1 
0.061 
0.555 
(±0.10) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 0.80 7.50 40.0 51.7 0.53 
6.55 (±0.14) 
⨯10-4 
6.77 (±0.18) 
⨯10-3 
2.79 
(±0.061)⨯10-4 
2.89 (±0.078) 
⨯10-3 
9.68 (±0.34) 
⨯10-2 
0.063 
0.373 
(±0.037) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 0.50 14.0 24.0 61.5 0.54 
3.58 (±0.079) 
⨯10-4 
1.27 (±0.034) 
⨯10-2 
1.54 
(±0.34)⨯10-4 
5.47 (±0.15) 
⨯10-3 
2.81 (±0.098) 
⨯10-2 
0.061 
0.276 
(±0.067) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 14.0 0.50 24.0 61.5 0.53 
1.38 (±0.030) 
⨯10-2 
3.30 (±0.089) 
⨯10-4 
5.84 (±0.13) 
⨯10-3 
1.40 (±0.038) 
⨯10-4 
4.17 (±0.15) 
⨯101 
0.063 
0.257 
(±0.049) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 7.80 0.80 36.0 55.4 0.54 
7.56 (±0.17) 
⨯10-3 
5.98 (±0.16) 
⨯10-4 
3.24 (±0.071) 
⨯10-3 
2.56 (±0.069) 
⨯10-4 
1.26 (±0.044) 
⨯101 
0.062 
0.454 
(±0.062) 
1.07 (± 
0.024)⨯1
0-1 
1.01 (± 
0.0027)⨯10
-1 
26 5.00 1.20 44.0 49.8 0.54 
4.77 (±0.11) 
⨯10-3 
9.56 (±0.26) 
⨯10-4 
2.04 (±0.045) 
⨯10-3 
4.08 (±0.11) 
⨯10-4 
4.99 (±0.17) 
⨯100 
0.062 
0.516 
(±0.068) 
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4.2.2. AFM Experiments 
Samples of celestite were cleaved using a razor blade with gentle tapping, 
exposing the (001) surface, which then was subjected to a stream of nitrogen gas to 
remove larger dust particles generated during the cleaving process. The sample was then 
fixed in a hydrothermal atomic force microscope (HAFM) with a titanium or gold wire 
(Higgins et al., 1998) and briefly exposed to deionized water to clean the surface.  
Experiments were performed in situ at room temperature (23-26°C; temperature for 
individual experiments noted in Table 4.1), 35, and 45 °C and 1.7 atm (N2) in contact 
mode using platinum iridium double coated cantilevers with a nominal force constant in 
the range of 0.02 - 0.77 N/m (Nanoworld – CONTPt) in a constant flow-through 
condition. Cantilever loads were kept as small as was practicable and tests for tip 
influences on localized step growth did not indicate any significant effects due to the 
scanning tip.  A solution flow rate of 10 mL/hr (~1 mL internal volume of the fluid cell) 
was utilized, as celestite growth rates were found to be independent of flow rate at each 
of the temperatures we utilized (electronic annex Figure 4.S.1). Changes in r and SI did 
not significantly affect the flow rate at which growth became independent of flow.  
Step velocities were determined after a steady-state step velocity had been 
reached following introduction of a new solution, which usually took place after 
approximately thirty minutes. Data for step velocity determinations were collected by 
disabling the slow scan axis at the apex of a spiral growth hillock and collecting four to 
ten position vs. time “images”. This enabled us to measure the angle that the trace of the 
step made with respect to the position axis over time, which can be related to the step 
velocity using the following equation: v𝑠 =
𝑅𝑠𝐴
𝐿 tan𝜃
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where Rs is the scan rate (lines/second), A is the scan size (nm), L is the number of lines 
comprising the position vs. time image (lines/image), and θ is the angle with respect to 
the horizontal (position) axis of the “image” (Teng et al., 2000). Scan rates varied from 
0.2 – 6.0 Hz depending on the step velocity. Step velocities were averaged on both sides 
of the growth hillock (by symmetry, opposing [010] bilayer steps have the same structure 
and will have the same step velocity) to cancel any effects of drift. Averages and standard 
deviations are derived from ~8-10 measurements at the given conditions. Step lengths 
were sufficiently long to ensure growth rates were in a length independent step velocity 
regime (Higgins and Hu, 2006).  
4.3. Results 
4.3.1. Growth Hillock Morphology  
The dominant growth mechanism for the solution conditions studied was spiral 
growth (Figure 4.1). Even at the highest SI (SI=0.7) studied, 2D nucleation was not 
observed, though it was observed at T > 45°C. The steps on the growth hillocks were 
primarily bilayer steps, though monolayer steps were observed very close to the center of 
the spiral. The growth hillocks were a mixture of different types including single-sourced 
single spirals, single-sourced multi spirals, Frank-Reed sourced spirals, and multi-sourced 
spirals, though single-sourced single spirals were rare, particularly at high SI. Since the 
step density depends on the type of growth spiral, this prevented us from measuring step 
densities and overall growth rates as a function of solution composition exclusively at 
single-sourced single spirals. However, regardless of the spiral source, all the hillocks 
were comprised of steps aligned along the [010] direction and steps vicinal to the 〈120〉 
directions (referred to throughout as 〈120〉𝑣), though the [010] steps were much longer 
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than the 〈120〉𝑣 steps under all conditions, indicating 〈120〉𝑣 steps were migrating faster 
than the [010] step. 
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Figure 4.1: Monolayer 〈120〉𝑣and bilayer [010] and 〈120〉𝑣 steps on a celestite growth 
hillock with the step directions marked. Conditions for this experiment were SI=0.45, T 
=35°C, r=0.7, and I=0.02 M. Image size is 700 nm by 700 nm. 
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Celestite is isostructural with barite and anglesite and can be described using the 
Pnma space group (a = 8.359 Å, b = 5.365 Å, c = 6.885 Å; molar volume, Vm=46.66 
cm3/mol). Minerals in this space group have a 21 screw axis parallel to the c axis, so each 
successive monolayer will be related to the underlying monolayer by a 2-fold rotation. 
Due to the orthorhombic unit cell, 〈120〉, 〈110〉, and [010] (among others) monolayer 
steps will have two types of terminations: an acute and an obtuse termination (Figure 
4.2), where the “acute” and “obtuse” terminology is similar to [4̅41] and [481̅] acute (or 
negative) and obtuse (or positive) designations used on the rhombohedral carbonate 
minerals (Jordan et al., 2001). On calcite and magnesite, the obtuse step orientation 
advances faster than the acute step orientation under most solution conditions presumably 
due to the more open obtuse configuration (Teng et al., 1999;  Saldi et al., 2009). We 
speculate a similar situation with the orthorhombic sulfates, due to the more open 
configuration of the obtuse step orientation, attachment of ions to obtuse steps is 
kinetically more facile than to acute steps, leading to the obtuse steps migrating faster 
than the corresponding acute steps. However, unlike the rhombohedral carbonates, the 
orthorhombic sulfate minerals have a screw axis which leads to the faster obtuse steps 
“catching up” to slower acute steps migrating in the same direction in an adjacent layer, 
thereby creating the bilayer 〈120〉 or 〈120〉𝑣 and [010] steps observed on the growth 
hillock. In this case, the rate-limiting step for advancement of these bilayer steps would 
be attachment of strontium and sulfate ions to the acute 〈120〉 or 〈120〉𝑣 and [010] step 
directions.  
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Figure 4.2: Cross-sectional view of orientations of acute and obtuse step terminations on 
a) the 〈120〉 steps on the celestite (001) surface (viewed along [120]), and b) the [010] 
steps on the celestite (001) surface (viewed along [010]). Sr ions are represented as green 
spheres, sulfate ions are yellow tetrahedra.  
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Figure 4.1 shows the center of a growth spiral with the [010] and 〈120〉𝑣 bilayer 
and monolayer step directions labeled. The morphology of the hillock shown in Figure 
4.1 is consistent with that reported previously (Risthaus et al., 2001).  Furthermore, 
unlike barite at low ionic strength, growth hillocks on celestite at low ionic strength are 
bounded by both the 〈120〉𝑣 and the [010] steps, similar to the appearance of barite 
growth hillocks at high ionic strength (I = 0.75 m) (Risthaus et al., 2001). To confirm the 
step orientations of the 〈120〉𝑣 steps, the angle () between [1̅20] and [120] steps was 
measured (Figure 4.3). Based on crystallography, the angle between [110] and [11̅0] 
steps should be  = 64.958° and the angle between [120] and [1̅20] steps should be  = 
76.298°. At SI = 0.6 and T = 23 °C, θ = 37°, confirming that these steps are in fact vicinal 
to both the 〈120〉  and 〈110〉  step directions. Risthaus et al. (2001) suggests the 
differences in barite and celestite growth hillock morphology may be due to a decrease in 
the interfacial tension for barite at high ionic strengths, leading to an interfacial tension 
closer to that of celestite at low ionic strengths (Risthaus et al., 2001; Becker et al., 2002). 
He et al. (1995a) determined that the interfacial tension for barite decreases from 93 
mJ/m2 at low ionic strength (0.003 m NaCl) to 79 mJ/m2 (1 m NaCl), but for celestite the 
interfacial tension/energy decreases from 76 mJ/m2 at low ionic strength (< 0.13 m NaCl) 
to 67 mJ/m2 (1 m NaCl) (He et al., 1995b). However, there are significant differences in 
other values reported for interfacial tension in the literature, even at similar ionic 
strengths, with values ranging from 38 to 150 mJ/m2 for barite at I < 0.03 m (Nielsen, 
1958; Lamer and Dinegar, 1951; Enustun and Turkevich, 1960; Mealor and Townshen.A, 
1966; Carosso and Pelizzetti, 1984; Wojciechowski and Kibalczyc, 1986; Symeopoulos 
and Koutsoukos, 1992; He et al., 1995a;) and 43 to 103 mJ/m2 for celestite at I < 0.15 m 
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(Enustun and Turkevich, 1960; Mealor and Townshen.A, 1966; Furedimilhofer et al., 
1977; He et al., 1995b). These ranges demonstrate the interfacial tension for both of the 
minerals is not particularly well constrained, thus barite and celestite may have similar 
interfacial tensions and attributing surface morphology changes to differences in the 
interfacial tension remains speculative.  
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Figure 4.3: Hillock morphology at r=0.8, T = 23oC and SI=0.32. Growth hillocks are 
comprised of [010] and 〈120〉𝑣 steps. The angle labeled on the figure was measured to 
determine the orientation of the vicinal steps.  
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The [010] step direction corresponds to a polar step orientation where the step can 
be envisioned to be either terminated by strontium ions, sulfate ions, or “zig-zagging” 
strontium and sulfate ions. Explaining the appearance of [010] steps on barite at high 
ionic strength (e.g., NaCl), Risthaus et al. (2001) suggest that sodium and chloride ions 
may be adsorbing to the steps, creating chains of Na+—SO4
2-—Na+ or Sr2+—Cl-—Sr2+ 
(or Ba2+)-Cl which are suggested to be more stable than a step terminated by either 
sulfate or strontium/barium ions. These hypotheses were supported by subsequent ab 
initio theoretical calculations by Becker et al. (2002) where the [010] step edge energy on 
barite (in vacuum) was lowered by replacement of the divalent metal with Na+ ions. 
However, celestite surfaces during growth develop the [010] step directions even in low 
ionic strength solutions where adsorption of background electrolyte species is less likely 
to contribute to the step stability.  Even in the absence of these species, Becker et al. 
(2002) calculated a significant reduction in [010] step energy by terminating the step with 
every other site vacant, effectively creating mini-domains oriented parallel to 〈120〉  
directions and a “zig-zag” step edge with no dipole on average. 
4.3.2. Step velocities as a function of SI and T at constant r and I 
In this study, velocities of [010] bilayer steps were measured. Steps on opposing 
sides of the hillock (Figure 4.1) are structurally equivalent and advance at the same rate. 
Similar to 〈120〉 steps on barite and celestite and the [4̅41] and [481̅] steps on calcite and 
magnesite, the [010] steps can either have an acute or an obtuse termination due to the 
orthorhombic unit cell. We speculate that the bilayer steps have an acute step termination 
as sulfate and strontium ions could approach the more open obtuse step configuration 
from a wider range of angles from solution than the acute step orientation, leading to ion 
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attachment to the acute step orientation being the rate-limiting step for bilayer step 
advance. 
Velocities of [010] steps were measured at r = 0.7-0.8 and I = 0.01-0.02 M at 
three different temperatures (23, 35, and 45°C) with varying SI. Step velocities increased 
with saturation state and temperature (Figure 4.4), however step velocities were non-
linear as a function of {Sr2+} suggesting there may be a change in mechanism at 
intermediate values of {Sr2+}. Based on hillock morphology, the [010] steps advance 
slower than the 〈120〉𝑣 steps under all solution conditions and changes in morphology as 
a function of saturation state were also observed (Figure 4.5). The angle between 
monolayer steps did not change as a function of the saturation state, though the angle 
between bilayer steps decreased at low saturation states. Hillocks elongated parallel to the 
[010] step direction as saturation state decreases (Figure 4.5), showing that the ratio of 
step velocities, vs(120)/vs(010), increases as the solution composition approaches 
equilibrium.  
  
 
 142 
 
Figure 4.4: Celestite step velocities as a function of {Sr2+} for the a) full dataset and b) 
same data as in (a) but focusing on near equilibrium data. Step velocities increased with 
temperature and saturation. All three datasets exhibit significant non-linearity, suggesting 
a change in mechanism at low saturation states. 
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Figure 4.5: Celestite hillock morphology as a function of SI at T=23°C, r=0.7, and I=0.02 
M. As SI decreases, growth hillocks elongate parallel to the [010] direction due to the 
〈120〉𝑣 step velocity decreasing slower than the [010] step velocity.  
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According to the classical crystal growth model of Burton, Cabrera, and Frank 
(1951), step velocities of an isotropic material will follow:  
v𝑠 = βVm([A] − [A]e)           (4.1a) 
 
where v𝑠 is the step velocity (nm/s), β is the step kinetic coefficient (nm/s), Vm is the 
molar volume of the material (cm3/mol), [A] is the concentration of solute in solution, 
and [A] e is the equilibrium concentration of the solute in solution. For most solutions, the 
concentrations in Eqn. 1a are appropriately replaced by activities, and thus for celestite, 
Eqn. 4.1a can be written: 
v𝑠 = βVm({A} − {A}e)          (4.1b) 
Chernov et al. (2005) extended this equation to ionic AB -type crystals by incorporating 
different attachment and detachment rate coefficients for A and B ions:  
v𝑠 =
2ab
λ0
(kA{A}kB{B}−kkpAkkpB)
(kA{A}+kB{B}+kkpA+kkpB)
        (4.2) 
where a is the kink depth (nm), b is the lattice spacing along the step (nm), λ0 is the kink 
density (nm-1), {A} and {B} are the activities of A and B, kA and kB are the attachment 
rate coefficients to kinks for species A and B (M⨯s-1), and kkpA and kkpB are the 
detachment rate coefficients from kinks for A and B (s-1). Through rearrangement of 
terms, Eq. 4.2 becomes: 
v𝑠 =
2abkB
λ0
({A}{B}−
kkpAkkpB
kAkB
)
({A}+
kB
kA
{B}+
kkpA+kkpB
kA
)
 (4.3) 
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Chernov et al. (2005) used the relation 𝐾𝑠𝑝 =
kkpAkkpB
kAkB
, which assumes attachment and 
detachment reactions are reversible. Chernov et al. (2005) also defines Ck =
1
2
kkpA+kkpB
kA
, 
which simplifies Eq. 4.3 to: 
v𝑠 =
2abkB
λ0
({A}{B}−Ksp)
({A}+
kB
kA
{B}+2Ck)
         (4.4) 
If {A}={B}, kA=kB, and kkpA=kkpB, then Eq. 4.4 simplifies to: 
vs =
2abkA
λ0
({A}2−
kkpA
2
kA
2 )
(2{A}+
2kkpA
kA
)
 =
abkA
λ0
({A} −
kkpA
kA
) =
abkA
λ0
({A} − √Ksp) = βVm({A} − {A}e) (4.5) 
For our experiments, and replacing concentrations in the Chernov et al. (2005) equations 
with activities, {Sr2+} ≅ {SO4
2−}, and if we assume kA=kB. (to be justified later) the data 
in Fig. 4.4 cannot be fit to Eqn. 4.4 even if kkpA≠kkpB. This inequality results in non-
linearity predicted from the model, however the degree of non-linearity is small over the 
range of supersaturation in our experiments and thus the model failed to fit the data trend.  
According to the step growth model of Zhang and Nancollas (1990, 1998), which 
is functionally similar to that of Chernov et al. (2005), step velocities should be linear 
with S1/2(S-1), where S=10SI/2. However the experimental step velocities followed a non-
linear trend when plotted against S1/2(S-1) (electronic annex, Figure 4.S.2). Step 
velocities were also non-linear when plotted versus S2-1 and SI (electronic annex, Figure 
4.S.2), though they were linear when plotted versus (S2-1)2 (Figure 4.6). Data at all 
temperatures followed vs=k(S
2-1)2 with k=0.042 (± 0.008) nm/s at 23°C, k=0.066 (± 
0.004) nm/s at 35°C, and k=0.43 (± 0.03) nm/s at 45°C. However, since to our knowledge 
there is not a step growth model based on (S2-1)2, these results are not directly 
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comparable to step coefficients from previous studies (e.g. (Teng et al., 1999; Higgins et 
al., 2000).  
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Figure 4.6: Step velocities plotted as a function of (S2-1)2.  
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Similar non-linear behavior in step velocity as a function of activity or S1/2(S-1) 
has also been observed on calcite during both growth (Teng et al., 1999) and dissolution 
(Xu et al., 2010), during celestite dissolution (Bose et al., 2008), and for [010] steps on 
barite (Bunney et al., 2014). This behavior during growth is often attributed to impurities 
sorbing to the surface and becoming incorporated into the crystal during step migration, 
thereby yielding a superlinear dependence of step velocity on supersaturation, 
particularly at near-equilibrium conditions ( Teng et al., 1999; Bose et al., 2008). 
Impurities also may cause a sublinear dependence (e.g. calcite acute steps (Teng et al., 
1999)) when they interact with steps without incorporation and block attachment of ions 
rather than the observed superlinear behavior (Potapenko, 1993; Voronkov and 
Rashkovich, 1992). In addition to impurity-based explanations for the non-linear data 
trend, kinetic roughening, or changes in the distance between kinks, has also been 
suggested to lead to non-linearities (Teng et al., 1999). This roughening would result in a 
decrease in the kink-kink distance with increasing SI. However considering the [010] 
steps to be fully-kinked, then it is unlikely that the kink-kink distance changes with SI. 
Another consideration is the effect of the back reaction (detachment) on step 
advancement. Based on the crystal growth kinetic models of Zhang and Nancollas 
(1998), Chernov et al. (2005) and Stack and Grantham (2010), detachment reactions are a 
zeroth order reaction that do not depend on the concentrations of ions in solution. At high 
supersaturation, the detachment frequencies from kinks are not significant enough to 
exert an appreciable influence on step kinetics (Zhang and Nancollas, 1990; Zhang and 
Nancollas, 1998), though near equilibrium, these detachment rates may become more 
significant. However, if we consider that detachment frequencies may increase as 
 
 149 
equilibrium is approached, we would expect step velocities to approach zero with a rapid 
drop-off in velocities, demonstrating sublinear behavior, rather than the observed 
superlinear behavior, making it unlikely our observations arise from the back reaction.  
In the context of existing crystal growth models and due to the observed non-
linearities in our data, the lack of fit to Eq. 4.1 to the full range of {Sr2+} in Figure 4.4, 
suggests that there may be different mechanisms at low and high saturation states, in 
which case different functions would need to be applied to the two parts of the dataset. If 
there are two mechanisms affecting growth above some critical activity ({Sr2+}e
∗), the 
step velocity can be written as:  
v𝑠 = β1V𝑚({Sr
2+} − {Sr2+}e) + β2Vm({Sr
2+} − {Sr2+}e
∗) (4.6) 
where β1 and β2 are the step kinetic coefficient (nm/s) for the first and second 
mechanisms respectively, and {Sr2+}e
∗  is the strontium activity where the second 
mechanism becomes favorable (Figure 4.4a).  
Near equilibrium, we fit the data in Figure 4.4b using Eq. 4.1 to obtain β1 and {Sr
2+}e 
(Table 4.2; Figure 4.4b). Far from equilibrium a second mechanism appears to play a role 
in growth, so here the data has been fit to Eq. 4.6 using β1 and {Sr
2+}e from the near 
equilibrium fit for the corresponding dataset to determine β2 and {Sr
2+}e
*. One data point 
was chosen as the point where the two linear functions intersect, and this point was 
included in both the low SI and high SI fits.  
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Table 4.2: Fit parameters for temperature and saturation state dependence fits. 
 T=23°C T=35°C T=45°C 
β1 (cm/s) 5.3 (±2) ⨯ 10-4 1.5 (±0.6) ⨯ 10-3 4.3 (±1) ⨯ 10-3 
β2 (cm/s) 3.5 (±0.7) ⨯ 10-3 6.5 (±2) ⨯ 10-3 1.1 (±0.2) ⨯ 10-2 
{Sr2+}e (M) 4.6 (±0.2) ⨯ 10-4 4.9 (±0.2) ⨯ 10-4 5.1 (±0.1) ⨯ 10-4 
{Sr2+}e
∗  (M) 6.0 (±0.1) ⨯ 10-4 6.5 (±0.1) ⨯ 10-4 5.9 (±0.09) ⨯ 10-4 
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For the near equilibrium data, {Sr2+}e  the strontium activity at which the first 
mechanism becomes favorable, varies with temperature and is in the range of 4.6-5.1⨯10-
4 M. The predicted Ksp based on {Sr
2+}e varies from 10
-6.5 to 10-6.4, greater than the bulk 
Ksp (10
-6.62 at 23°C, 10-6.61 at 35°C, and 10-6.60 at 45°C), which may arise from step edges 
displaying an apparent solubility that is greater than the bulk thermodynamic solubility 
due to the step edge energy (Fan et al., 2006).  β1 values were in the range 1.4 - 53⨯10-4 
cm/s (Table 4.2; Figure 4.4b). β1  is significantly less than β reported for both calcite 
(0.54 cm/s for obtuse steps and 0.30 cm/s for acute steps) (Teng et al., 1999) and barite 
(0.4 cm/s at room temperature, extrapolated from 90-125°C) (Higgins et al., 2000). At 
high SI, {Sr2+}e
∗  varies slightly with temperature, though the behavior is erratic as 
{Sr2+}e
∗  (45°C) < {Sr2+}e
∗  < (23°C) {Sr2+}e
∗  (35°C). Both β1 and β2 increase with 
increasing temperature and can be described with the Arrhenius equation (Figure 4.7):  
𝛽 = Ae
−E𝑎
kT  (4.7)  
where for β1,  A1 = 8.1 (±40) ⨯109 cm s-1 and Ea = 1.2 (±0.2) ⨯10-19 J, which corresponds 
to 75 (+/- 10) kJ/mol, and for β2, A = 1.2 (±4) ⨯105 cm s-1 and Ea = 7.1 (±1.6) ⨯10-20 J, 
which corresponds to 43 (+/- 9) kJ/mol. Based on the fits at high SI, β2 values were in the 
range 3.4 - 14⨯10-3 cm/s, greater than those reported for the low SI fits, though still much 
less than the coefficients for calcite (Teng et al., 1999) and barite (Higgins et al., 2000).  
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Figure 4.7: Natural logarithm of the step kinetic coefficients β1 and β2 as a function of 
1/T.  
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The differences between the β values reported here and those reported on calcite 
and barite are intriguing as they suggest that while the mechanism for barite (001) and 
calcite (104) growth is likely similar (e.g., attachment to non-polar steps), the mechanism 
for celestite (001) growth may be different. This difference may arise in celestite due to 
slow growth of the polar [010] step orientations. The coefficients we calculate here are in 
the range of those for protein crystallization and hydroxyapatite growth (Onuma, 2006; 
Qiu and Orme, 2008; Oyane et al., 1999), the latter of which has been suggested to grow 
via formation and attachment of ion clusters rather than ion-by-ion attachment. We 
therefore hypothesize that the [010] steps on celestite may grow via attachment of ion 
pairs or larger ion clusters to a step edge in addition to ion-by-ion attachment.  
 
4.3.3. Growth as a function of r and SI at constant I and T 
To first test if an ion-by-ion attachment mechanism is involved in [010] step 
growth, step velocities were also measured as a function of {Sr2+}/{SO4
2-} ratio (r) at 
three different supersaturations (SI = 0.39, 0.53, 0.69) at 26°C and I = 0.06 M. Under 
these conditions the concentration of the SrSO4(aq) ion pair is not predicted to change 
with r based on PHREEQC calculations.  For all three saturation states, step velocities 
were at a maximum at r ~ 1 while at extreme r where sulfate or strontium ions dominate, 
step velocities decreased significantly for all saturation indices (Figure 4.8), consistent 
with an ion-by-ion attachment mechanism. The peak at r ~ 1 suggests attachment rate 
coefficients to the [010] steps are similar for strontium and sulfate ions. This is consistent 
with previous results on the acute steps on calcite (Stack and Grantham, 2010; Bracco et 
al., 2012). Previous results on barite island spreading rates as a function of the 
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cation:anion ratio suggest that barium attachment may be rate limiting for barite growth 
(Kowacz et al., 2007). However, it is difficult to make a direct comparison between our 
results and those of Kowacz et al. (2007) since the observations were different (island 
spreading rates in Kowacz et al. (2007) vs. single step velocities in this work). Thus, the 
Kowacz et al. (2007) measurements of island spreading rates represents the sum of the 
velocity of acute and obtuse monolayer steps on barite, whereas here we are exclusively 
measuring acute (or possibly, obtuse) bilayer step velocities. As a point of comparison, 
on calcite, the obtuse and acute step velocities peak at different ratios depending on the 
step termination (Stack and Grantham, 2010; Larsen et al., 2010; Bracco et al., 2012), 
with obtuse steps peaking at an order of magnitude greater r.  
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Figure 4.8: [010] step velocities as a function of r at three different saturation states and 
constant T and I. Step velocities are maximized at r=1 and decrease symmetrically at 
extreme r for all three datasets.  The data were modeled (solid lines) using the equations 
from Stack and Grantham (2010).  
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Whereas step velocities decreased roughly symmetrically at high and low r (Figure 4.8), 
there was not a significant change in hillock morphology as a function of r, though steps 
appeared to roughen at extremes in r (Figure 4.9). It is not clear what the mechanism for 
this roughening is as the [010] steps are likely terminated by one type of ion. The [010] 
steps are highly kinked even when they appear straight, and it is therefore unlikely that 
the roughening corresponds to an increase in kink density. We also observed some 
localized pinning and bunching of steps at extremes in r (Figure 4.9), which may be 
attributable to the presence of defects or impurities, though more likely defects, based on 
our estimates of impurities in solution and in the samples (see section 4.3.4 and Table 
4.S.1 in the electronic annex) 
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Figure 4.9: Hillock morphology at a) low, b) near unity, and c) high {Sr2+}/{SO4
2-}.  
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 Step velocities were fit using the Stack and Grantham (2010) kink site nucleation 
and propagation model (Figure 4.8; Table 4.3; Eqs. 4.8-4.10). For data fitting, the step 
velocities for each saturation state were combined and fit to the following equations using 
a Newton-Raphson minimization:  
vs = a√2RknRkp     (4.8) 
where a is the atomic size (a = 0.687 nm), Rkn is the rate of kink site nucleation, and Rkp 
is the rate of kink site propagation. Rkn is expressed as: 
Rkn =
k
Sr2+
{Sr2+}k
SO4
2−{SO4
2−}Vm
kSr2+{Sr
2+}+k
SO4
2−{SO4
2−}
− kkn𝑉𝑚 (4.9) 
where kSr2+ and kSO42−  are attachment rate coefficients for strontium and sulfate (s
-1) , kkn 
is an overall detachment term for nucleated double kink sites (M⨯s-1) , Vm represents the 
molar volume, and  
Rkp =
(k
Sr2+
{Sr2+}k
SO4
2−{SO4
2−}−k−kpk−kp)Vm
kSr2+{Sr
2+}+k
SO4
2−{SO4
2−}+k−kp+k−kp
,     (4.10) 
where kkp (kkpA=kkpB) (fit values given in Table 4.3) is the detachment rate to propagate 
kink sites, a value which is assumed to be equal for Sr2+ and SO4
2-. Without this 
assumption, there was significant covariance between fit parameters.  
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Table 4.3: Fit coefficients for step velocities vs r data.  
kSr2+⨯Vm (M
-
1·s-1) 3.3 (±0.3) × 103  kSr2+  (s
-1) 
7.1 (±0.6)  × 104 
kSO42−⨯Vm (M
-
1·s-1) 3.3 (±0.2) × 103  kSO42− (s
-1) 
7.1 (±0.4)  × 104 
k-kn ⨯Vm (s-1) 0.22 (±0.04)  k-kn (M·s-1) 4.7 (±0.9) 
k-kp ⨯Vm (s-1) 2.3 (±0.2) k-kp (M·s-1) 4.9 (±0.4) × 101 
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The model fits our data quite well at all three saturation states. However we were unable 
to obtain a satisfactory fit to a combination of r dependent data and saturation state 
dependent data (Figure 4.4) due to the observed non-linearity as a function of {Sr2+}. We 
do not report our failed attempts to fit our data using the Zhang and Nancollas (1998) 
model because the model was explicitly developed for non-polar step orientations. Based 
on these results, we can conclude that an ion-by-ion attachment mechanism is operable 
for [010] steps on celestite, though these results do not preclude the possibility of 
appearance of a second mechanism as we will consider next.  
4.3.4. Growth as a function of I and SI at constant r and T 
To ascertain if emergence of a second mechanism, such as a change from ion-by-
ion attachment to ion pair attachment, is responsible for the non-linearity in the data as a 
function of {Sr2+}, here we measured [010] step velocities at I = 0.1, 0.06, and 0.01 M at 
varying SI and r = 0.7-0.8 and T=23-26°C. For the data at all three ionic strengths, step 
velocities increased with saturation state, though as with the data from section 4.3.2 
(Figure 4.4), the changes in velocity were non-linear (Figure 4.10). Step velocities did not 
consistently change with ionic strength and morphological changes as a function of ionic 
strength were not observed.  Due to the non-linearity of the data, we were unable to fit 
each ionic strength dataset to a single fit function. Following a similar procedure as was 
used in fitting the data in Figure 4.4, we have fit the ionic strength-dependent data to Eq. 
4.6 for each of the ionic strength conditions. As a function of I, β2 did not change 
significantly while β1 increased from I=0.01 M to I=0.06 M and was not statistically 
different at I=0.06 M and I=0.1 M (Table 4.4) allowing us to conclude that I has a 
marginal, if any, effect on the advancement of [010] steps.   
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Figure 4.10: Step velocities as a function of SI at three different ionic strengths, 0.01, 
0.06, and 0.1 M and constant r (r=0.6-0.8) and T (T=23-26°C). Step velocities are similar 
at a given saturation state regardless of the ionic strength.  
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Table 4.4: Fit parameters for ionic strength and saturation state dependence fits. 
 I=0.01M I=0.06M I=0.1M 
β1 (cm/s) 5.3 (±2) ⨯ 10-4 1.7 (±0.4) ⨯ 10-3 1.9  (±0.8) ⨯ 10-3 
β2 (cm/s) 3.5 (±0.7) ⨯ 10-3 3.1 (±2) ⨯ 10-3 2.3 (±2) ⨯ 10-3 
{Sr2+}e  (M) 4.6 ⨯ 10-4 4.6 ⨯ 10-4 4.6 ⨯ 10-4 
{Sr2+}e
∗  (M) 6.0 (±0.1) ⨯ 10-4 6.1 (±0.4) ⨯ 10-4 6.3 (±0.8) ⨯ 10-4 
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In order to describe how the step kinetic coefficients might be independent of I, 
we consider the kinetic salt effect (e.g. (Atkins, 1990)) which describes the change in a 
rate coefficient as a function of ionic strength of a reaction:  
log(kTS) = log(kTS°) + 2ZAZB√𝐼     (4.11) 
where kTS° is the rate coefficient when I = 0, and ZA and ZB are the charges of the two 
interacting species A and B, which are involved in forming the activated complex. Based 
on Eq. 4.11, if the species charges involved in a reaction have the same sign, increasing 
the ionic strength increases the rate constant. This arises due to the increased electrolyte 
screening at increased I which in turn permits closer approach of two like-charged 
species. When species involved in a reaction have opposing charges, increasing I 
decreases the rate coefficient since the favorable electrostatic forces between species are 
lessened by the screening electrolyte solution. If a neutral species is involved in a 
reaction, changing the ionic strength does not change the rate constant, as long as specific 
effects of the electrolyte on the water structure and dynamics in the hydration shells of 
the aqueous ions do not cause significant changes in the rates of species attachment and 
detachment from the step edges (see Kowacz et al. (2008) for further discussion of 
electrolyte-specific effects on barite growth).   
Based on the derived kinetic coefficients, neither β1 nor β2 changes significantly 
with I, in which case the mechanisms may involve an uncharged species, such as a 
neutral ion pair (e.g., SrSO4(aq)) or possibly an uncharged step edge. We also determined 
kinetic coefficients from step velocities as a function of concentration rather than activity, 
but again, the coefficients did not change significantly as a function of IS; Figure S3). 
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Our results at low saturation state, while consistent with an uncharged species involved in 
the mechanism, are partially refuted by the observations in Figure 4.8 where the data 
clearly show that the relative activities of the solute ions (at constant SI) affect the step 
velocity.  Thus, the data in Figure 4.8 strongly support a mechanism of ion-by-ion 
attachment as opposed to neutral ion pair attachment and the weak dependence of 1 on I 
may require further experimentation to better constrain the step velocities and further 
consideration of electrolyte-specific effects, such as the influence of Na+ and NO3
- ions 
on the structure and dynamics of coordinating water molecules.   
The insignificant changes to either 1 or 2 with I (within the uncertainties of our 
data) remain open to interpretation.  What we cannot address directly with experimental 
observations is the possibility that the [010] step behaves as a neutral entity and thus 
leads to a weak, or non-existent kinetic salt effect.  According to Becker et al. (2002), the 
[010] step orientation on barite (or by extension, on celestite) can achieve a non-polar 
configuration (normal to the step edge) by having every 2nd site on the [010] step 
populated by a cation (or anion) with the remaining sites left unpopulated.  This “zig-
zag” termination resulted in a decrease in step edge energy, relative to a termination with 
all cation edge sites populated, according to ab initio calculations in vacuum.  When 
electrolyte ions were considered (i.e., NaCl), Becker et al. (2002) reported a further 
reduction in step energy when all Ba2+ sites on the [010] step contained a Na+ ion with 
the step remaining dipole-free.  While the step, on average, would not possess a dipole, 
there still exists discrete charges along the step edges and associated electric fields whose 
electrostatic influence on approaching ions would remain.  Thus, it is unclear if, and 
perhaps unlikely that [010] steps can be treated as charge-neutral entities at all. 
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The general trend of non-linearity of the step velocity data with {Sr2+}, as an 
alternative explanation, could be associated with impurities introduced through the 
reagents used in this work.  Trace metal grade reagents with at least 99.99% purity and 
high purity celestite samples were used throughout, although this alone does not rule out 
impurities as a source of the non-linearity. We can approximate a maximum impurity 
concentration based on the most prevalent impurities in the sodium nitrate reagent. The 
most prevalent divalent cation impurity was barium at ≤ 1 ppm and the most prevalent 
anion impurities were sulfate and nitrite at ≤ 30 and ≤ 20 ppm, respectively (based on 
the certificate of analysis), which is two orders of magnitude less than the reported 
impurities in Teng et al. (1999). Phosphate, which is a known inhibitor of calcite growth, 
was only present at ≤ 2 ppm. Based on these results, the predicted maximum 
concentration of barium is 6 ⨯ 10-8 M, the additional sulfate from NaNO3 is 3 ⨯10-6 M 
(compare with Table 4.1 experimental sulfate concentrations), and the predicted 
maximum concentration of phosphate is 2 ⨯ 10-7 M, which are 3-4 orders of magnitude 
less than the minimum concentrations of strontium and sulfate in our solutions. For 
impurities to be an important factor in the observed non-linearity we would expect step 
velocities to be increasingly inhibited with increasing ionic strength and a widening 
“dead zone” (e.g.,De Yoreo et al. (2009)) should have appeared as the ionic strength was 
increased (Figure 4.10). Our experimental observations, in light of these impurity 
concentrations, suggest it is unlikely that impurities play a significant role. 
At high saturation state, there are likely two mechanisms responsible for growth: 
(1) the mechanism responsible for growth at low SI and (2) a new mechanism that is 
activated at high SI. Based on the results from the celestite growth studies as a function 
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of r, one of the two mechanisms must be ion-by-ion addition (consistent with the low SI 
observations) as changes in step velocity with r were observed at constant SI. Based on 
our results, β2 (Table 4.4) is statistically indistinguishable at I = 0.01 M, 0.06 M, and 0.1 
M, supporting the hypothesis that the mechanism at high saturation state involves a 
neutral species attaching to a site on the [010] step edge.  
 
4.4. Conclusions 
 In conclusion, between SI=0.1-0.7 and 23-45°C, celestite grows via spiral hillock 
formation with lateral spreading occurring primarily through advance of bilayer [010] 
steps. While it is unclear precisely how these polar steps are terminated, these are likely 
to be an acute step orientation rather than an obtuse orientation. Step velocities increased 
significantly with SI and T at constant r, though non-linear behavior was observed as a 
function of SI. Step kinetic coefficients were derived from the data based on the 
following equation: v𝑠 = β1Vm({Sr
2+} − {Sr2+}e) + β2Vm({Sr
2+} − {Sr2+}e
∗) with the 
second term applying at {Sr2+} ≥ {Sr2+}e* .  Step velocities were also maximized at r = 1 
and decreased roughly symmetrically at high and low r. The step velocities at varying r 
were fit using the Stack and Grantham (2010) nucleation and propagation model, 
suggesting an ion-by-ion attachment mechanism is involved in the growth process. While 
the ionic strength had minimal effect on kinetic coefficients, suggesting involvement of a 
neutral species in the mechanism, we could not envision the steps on celestite to behave 
as neutral species and thus suggest that we do not have sufficient information to explain 
the independence of vs on I. The change in slope of vs verses {Sr
2+} suggests another 
mechanism may play a role at high I, such as ion pair addition to a step edge.  
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The geochemical implications of this work are significant when considering that 
most “rate laws” in geochemical modeling do not capture the relationship between 
growth rates and solute stoichiometry nor do they predict non-linearities in the behavior 
of elementary step edges.  Furthermore, the behavior of celestite here may have 
implications for the chemical kinetics of growth of isostructural barite, a common scaling 
mineral in offshore oil and gas wells.  Based on these results, [010] steps on barite, which 
dominate growth hillocks at high ionic strength (IS = 0.75 M) (Risthaus et al., 2001; 
Becker et al., 2002), may grow via a mechanism similar to that of celestite. This is a 
similar ionic strength to that of waters used during offshore drilling and suggests further 
research is necessary to determine if barite step growth kinetics, at high ionic strength, 
are also non-linear with saturation state.   
Supplementary Material 
An electronic annex is avaliable containing our methadology for analyzing impurities in 
celestite, a table of impurities in celestite, a figure of step velocities plotted as a function 
of solution flow rate, a figure of step velocities plotted as a function of SI, S1/2(S-1), (S2-
1), and a note about how use of the disabled slow scan axis method differs in sulfate and 
carbonate minerals.  
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Electronic Annex  
 
Method for determination of trace impurities in celestite and barite:  
1. Crystals were washed with ethanol 2-3 times and air dried, then washed with water 
and oven dried at 65°C  and then powdered with a mortar and pestle.  
2. EDTA solution was made by dissolving 7.3658 g of high purity EDTA (99.995% 
trace metal grade) in 500 mL 0.1 M NaOH solution.  
3. 100 mg of mineral powder was mixed with 100 mL of EDTA solution in a glass 
beaker and stirred and heated at 80±5°C for 72 hours. 
4. Solution was poured into 100 mL volumetric flask and volume was made up to 100 
mL using the EDTA solution to account for evaporation. 
5. Samples were filtered using a 0.45 µm Teflon filter. The following elements were 
measured using ICP-OES: calcium, copper, iron, magnesium, manganese, lead and 
barium (strontium in the case of analyzing barite). Samples were diluted 1000x and 
filtered to analyze for strontium concentrations (used to determine mol/mol% and 
if the sample was fully dissolved.  
6. Standards were made from a multielement standard (Sigma Aldrich: 90243) diluted 
to a 5% nitric acid matrix and standard concentrations of 1, 0.5, 0.1, 0.05, 0.01 ppm 
for the elements except lead which had concentrations of 10, 5, 1, 0.5, and 0.1 ppm.  
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Table 4.S.1: Amount of impurities in celestite samples.  
 
 
  
  
Element Mole percent 
Barium 0.040 ± 2x10-4 
Calcium 0.106 ± 7x10-4 
Copper 5.9 (± 2) x10-5  
Iron 0.0032 ± 0.001 
Magnesium 1.4 (± 1) x10-4 
Manganese 1.6(± 0.2) x10-4 
Zinc 4.4 (± 1) x10-4  
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Figure 4.S.1: [010] step velocities as a function of solution flow rate and nozzle 
velocity. Step velocities are independent of flow rate, indicating reactions are chemical 
controlled rather than transport controlled.  
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Figure 4.S.2: Step velocities as a function of SI, S1/2(S-1), (S2-1). Step velocities are 
non-linear in all these cases.  
 
Figure 4.S.3: Step velocities as a function of [Sr2+] at three different ionic strengths and 
constant T (23-26°C) and r (r=0.6-0.8).  The slopes of the lines are the same within 
error for the far from equilibrium and neat equilibrium datasets.  
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A note on the disabled axis method: 
At the lowest SI for the 23°C dataset, the steps on both sides of the hillock were 
retreating, indicating net dissolution at the steps. For the lowest SIs at 35 and 45°C it 
appears the hillock was still growing, albeit extremely slowly, however the measured 
angle was > 90° on one side of the hillock and < 90° on the other side, suggesting there is 
some relatively minor drift of the scanner. This is a limitation of the disabled slow scan 
axis method: while the morphology of growth hillocks on the orthorhombic minerals 
enables us to nullify the impact of drift on our measurements, for other types of minerals, 
such as the rhombohedral carbonates, the steps on opposing sides of the hillock do not 
have the same structure and scanner drift may impact measurements, especially those 
close to equilibrium.  
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Chapter 5: Barite step growth rates as a function of the aqueous barium-to-sulfate 
ratio 
Bracco, Jacquelyn N.1; Stack, Andrew G.2; Gooijer, Yiscka 1,3; Higgins, Steven R.1*  
1. Chemistry Department, Wright State University, 3640 Col. Glenn Hwy., Dayton, 
Ohio 45435 
2. Chemical Sciences Division, Oak Ridge National Laboratory, P.O. Box 2008, 
MS-6110, Oak Ridge, Tennessee 37831 
3. Hogeschool Utrecht, Institute for Life Sciences and Chemistry, Utrecht, the 
Netherlands 
 
 
Abstract 
Step velocities on the barite (001) surface have been measured at 108°C using 
hydrothermal atomic force microscopy (HAFM) at moderate supersaturation and as a 
function of the aqueous barium:sulfate ratio (r). Barite growth hillocks at r ~ 1 are 
bounded by 〈120〉 steps, however at r < 1, kink site densities increase, steps take on a 
direction vicinal to 〈120〉, and the [010] steps developed. At r > 1, steps roughen and 
round as the kink site density increases. Step velocities peak at r = 1 and decrease 
roughly symmetrically as a function of r, indicating the attachment rates of barium and 
sulfate ions are similar under these conditions. We hypothesize that the differences in our 
observations at high and low r arise from differences in the attachment rate coefficients 
for the obtuse and acute 〈120〉 steps. Based on results at low r, the data suggests the 
attachment rate coefficient for barium ions is similar for obtuse and acute steps. Based on 
results at high r, the data suggests the attachment rate coefficient for sulfate is greater for 
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obtuse steps than acute steps. Utilizing a step growth model developed by Stack and 
Grantham (2010) the experimental step velocities as a function of r were readily fit while 
attempts to fit the data using the model developed by Zhang and Nancollas (1998) were 
less successful.  
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5.1. Introduction 
Sparingly soluble, AB-type minerals play a significant role in a variety of 
subsurface environmental processes such as contaminant remediation (Curti et al., 2010), 
CO2 sequestration (Oelkers and Cole, 2008), and long term storage of nuclear waste (e.g. 
the Waste Isolation Pilot Plant). Mineral growth in these situations is predicted using 
reactive transport models, which assumes growth will be constant at a given saturation 
state regardless of A:B ratio. However, subsurface conditions are highly variable, leading 
to regions where aqueous concentrations of one constituent ion (A or B) may be 
significantly greater than concentrations of the other ion. An industrial and environmental 
application of this is precipitation of barite scale during injection of seawater into 
reservoir rocks, which arises mainly from the low solubility of barite and the relatively 
high concentrations of barium and sulfate in formation waters and in injected seawater, 
respectively. Use of low sulfate seawater, in which the concentration of sulfate has been 
reduced from ~30 mM to ~1 mM, has been shown to significantly reduce formation of 
barite scale by decreasing the supersaturation with respect to barite by over an order of 
magnitude (Hardy and Simm, 1996). This process also leads to an increase in the aqueous 
barium:sulfate ratio (r), which Kowacz et al. (2007) determined can inhibit growth at 
extreme r. Kowacz et al. measured 2D island spreading rates at room temperature, 
however temperatures in oil reservoirs are usually much higher and it is unclear how this 
growth inhibition scales with temperature. Barite growth also takes place primarily by 
spiral growth at elevated temperatures and it is unclear how r affects this mechanism. 
Therefore, there is a need for further research into the effect of r on barite growth at 
elevated temperatures.  
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Barite growth can be described using modern crystal growth theory, which is 
derived from the terrace-step-kink (TSK) model (Stranski, 1928) and the Burton, 
Cabrera, and Frank (1951) crystal growth theory in which the energy required for growth 
units to attach to or detach from the surface is determined by the coordination 
environment, or the number of other growth units it will attach to or detach from. As 
such, the kink sites will be more reactive than sites in a terrace or step and reactions at 
these sites will be the most important to consider for crystal growth. Frank (1974) further 
derived a kinematic model for growth along a step in which growth is dependent on the 
rate of nucleation events, which create kinks, and the subsequent rate of propagation of 
these kinks. Propagation of these kinks will end when left-hand and right-hand kinks 
meet (annihilation) or when a kink reaches the end of the step. In this model, there are 
two distinct growth regions. The first is a region in which the step velocity is dependent 
on the length of the step:  
𝑣 = 𝑎𝐿𝑅𝑘𝑛       (5.1) 
where a is the atomic size (0.70 nm, half the distance between two barium atoms with the 
same z dimension along a 〈120〉 step), L is the step length (nm), and Rkn is the rate of 
kink site nucleation per unit length (nm-1s-1). Equation (5.1) is valid as long as the 
number of kinks along a step is small (nk << 1) (Frank, 1974; Higgins et al., 2000). This 
condition is met when L is small and completion of a row of growth units occurs before 
the next nucleation event. Region II is a step length independent growth region in which 
the step velocity depends on Rkn and Rkp (where the latter is the propagation velocity of 
kink sites): 
𝑣 = 𝑎√2𝑅𝑘𝑛𝑅𝑘𝑝       (5.2) 
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Barite step velocities are independent of step length after the steps have grown 
short distances (Higgins and Hu, 2006), implying the need to consider both kink 
propagation and kink nucleation. The kink density along barite 〈120〉 steps (at 90-125 oC) 
was suggested to be controlled by non-equilibrium processes rather than equilibrium 
thermal excitation/exchange (Higgins et al., 2000). Thus, the kink density can be 
described using Frank’s (1974) kinetic step growth model at moderate supersaturations 
and r = 1 (Higgins et al., 2000). Further evidence for the impact of kink kinetics on barite 
growth comes from Kowacz and coworkers (2007) who found that 2-dimensional island 
spreading rates (at room temperature) were maximized near r = 10. Experimentally-
derived attachment rate coefficients for calcite (Bracco et al., 2012; Bracco et al., 2013; 
Larsen et al., 2010; Perdikouri et al., 2009; Stack and Grantham, 2010) and magnesite 
(Bracco et al., 2014) are greater for anions than cations.  
Equation (5.2) is utilized in two common growth models (among others) for AB-
type crystals. First is the Zhang and Nancollas (1998) model, which was derived from a 
sodium chloride-type crystal lattice and defines the rate of kink site nucleation to be a 1-
dimensional nucleation rate based on a cluster (Zhang and Nancollas, 1990) that is larger 
than a critical size (i.e., the size for a cluster to grow irreversibly): 
𝑣 = 2𝑎𝑘−𝑘𝑝(𝑆 − 1)𝑆
1/2 exp (−
𝜖
𝑘𝑇
) 𝑞𝑔(𝑟𝑖, 𝑆 ) (5.3) 
where 𝑆 = (
[𝐴]𝛼[𝐵]𝛽
𝐾𝑠
) 
1
𝛼+𝛽
  is the saturation state, 𝑟𝑖 =
𝑘𝐴[𝐴]
𝑘𝐵[𝐵]
 is the kinetic ionic ratio, 𝑘𝑘𝑝 =
𝐾𝑠𝑝
1/2(𝑘𝐴𝑘𝐵)
1/2  is the detachment frequency (s-1), 𝑞𝑔(𝑟𝑖, 𝑆) = [
𝑆+1
2
(
1
𝑆+𝑟
𝑖
1/2 +
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𝑖
−1/2)
𝑆+1
[1+
𝑆(𝑟
𝑖
1/2
+𝑟
𝑖
−1/2
)
2
]
]
1/2
  is the correction function for non-stoichiometric solutions, ϵ 
is the kink formation energy, kA and kB are attachment rate coefficients (M
-1s-1) , and Ksp 
is the solubility product. This model predicts that step velocity, the rate of kink site 
nucleation, and the rate of kink site propagation will decrease at high and low ri.. This 
model is expected to apply to growth of sparingly soluble AB-type minerals and has been 
expanded upon by Nielsen and coworkers (2012) to account for isotopic partitioning and 
Wolthers and coworkers (2012) to account for surface complexation. However, there 
have been some difficulties applying the model to different step orientations (Larsen et 
al., 2010) and multiple saturation indices simultaneously on calcite (Bracco et al., 2012) 
and magnesite (Bracco et al., 2014).  
 These difficulties may arise because the model ties the forward reaction 
(attachment) to the reverse reaction (detachment) through the solubility product, which 
assumes the reaction is reversible. If the forward and reverse reactions have different 
mechanisms, or different rate limiting steps, the model may be unable to accurately 
reproduce experimentally derived step velocities. Using metadynamics simulations, Stack 
and coworkers (2012) determined the rate limiting reactions for barium attachment and 
detachment were different, suggesting that models which assume reversible attachment 
may not be applicable to barite. 
Hellevang et al. (2014) determined the main limitation of the Zhang and 
Nancollas (1998) model is due to the constraints imposed by the saturation state which 
defines the shape of the growth rate curve as a function of ri, leading to model peak 
shapes that are broader than experimentally observed (e.g., Bracco et al. (2012)). The 
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authors were instead able to use a symmetric, empirical function to reproduce 
experimental data:  
𝑔(𝑡) = 2𝛼(
1
𝑡𝛿
+ 𝑡𝛿)−𝛼   (5.4) 
where t=
𝑛[𝐴]
𝑚[𝐵]
 and α and 𝛿 are empirical fit parameters and n and m are the number of 
anions and cations per formula unit, respectively. Here α affects the broadness of the 
peak and 𝛿 affects the t at which step velocities are maximized. However α and 𝛿  in this 
equation are solution saturation state and ionic strength dependent, which prevents us 
from utilizing this equation to predict step velocities and growth rates under conditions 
which have not been examined experimentally.  
The second model to consider is the kink site nucleation and propagation model 
from Stack and Grantham (2010). This model uses the same length independent step 
velocity (equation 5.2) and Rkn has a similar functional form to Rkp: 
𝑅𝑘𝑛 =
𝑘𝐴[𝐴]𝑘𝐵[𝐵]𝑉𝑚
𝑘𝐴[𝐴]+𝑘𝐵[𝐵]
− 𝑘𝑘𝑛𝑉𝑚  (5.5) 
𝑅𝑘𝑝 =
(𝑘𝐴[𝐴]𝑘𝐵[𝐵]𝑉𝑚−𝑘𝑘𝑝𝐴𝑘𝑘𝑝𝐵)𝑉𝑚
𝑘𝐴[𝐴]+𝑘𝐵[𝐵]+𝑘𝑘𝑝𝐴+𝑘𝑘𝑝𝐵
  (5.6) 
In Equations (5.5) and (5.6) kA and kB are attachment rate coefficients to a kink site (note: 
in these equations the units are s-1 not M-1s-1) , kkpA and kkpB are detachment rate 
coefficients from a kink site (note: in these equations the units are M/s not s-1) , and kkn is 
the detachment term for nucleation (M/s). This model predicts that step velocity, the rate 
of kink site propagation, and the rate of kink site nucleation will decrease at low and high 
r. The Stack and Grantham model successfully fits experimental step velocities on calcite 
(Bracco et al., 2012; Bracco et al., 2013; Stack and Grantham, 2010), magnesite (Bracco 
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et al., 2014), and celestite (Chapter 4) and combined with step densities, can predict many 
macroscopic calcite growth rate measurements (Bracco et al., 2013).  
In this study we investigate the aqueous barium:sulfate ratio dependence of barite 
growth via a spiral growth mechanism using in situ hydrothermal atomic force 
microscopy (HAFM) by measuring the bilayer 〈120〉 step velocities on the (001) barite 
surface. We also test the suitability of the Zhang and Nancollas (1998) and Stack and 
Grantham (2010) models in describing both our morphological results and our step 
velocity measurements. 
5.2. Methods 
5.2.1. Materials and Solution Preparation  
Optically clear, freshly cleaved barite samples from Sichuan, China containing 
minor impurities, were used (Table 5.1). Due to the slow dissolution of barite in acid 
(including concentrated hydrochloric acid, nitric acid, and aqua regia) barite samples 
were analyzed for metal impurities by dissolving a 100 mg sample in 100 mL of a 50 mM 
ethylenediaminetetraacetate (EDTA) solution at pH = 13 (adjusted using aqueous NaOH) 
at 80 °C for 72 hours. This method was modified from that reported by (Averyt et al., 
2003). At least 95% of the sample could be dissolved in this manner based on gravimetric 
and inductively-coupled plasma optical emission spectroscopy (ICP-OES) analysis, 
though the yield decreased at lower EDTA concentrations.  Further details of the barite 
chemical analysis are available in Appendix C.  
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Table 5.1: Minor and trace impurities in barite 
Element Percentage element in barite 
(%mol/mol) 
Ca 2.9 ± (0.2) x10-2 
Cu bdl (2.2 x10-4) 
Fe 3.9 (± 0.2) x10-3 
Mg  1.20 (± 0.03) x10-2 
Mn bdl (1.2 x10-5) 
Pb bdl (2.2 x10-5) 
Sr 1.40 (± 0.01) x 10-2 
bdl: below detection limit 
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Supersaturated aqueous solutions for HAFM experiments were prepared using 
stock solutions prepared from high-purity reagents (of at least 99.99% purity). Stock 
solutions included 1.05 (± 0.02) mM Ba(NO3)2, 0.624 (±0.02) mM Na2SO4, nominally 
0.001 M NaNO3, and deionized water (resistivity = 18.2 MΩ·cm; Table 5.2). The 
molarity of the barium nitrate and sodium sulfate stock solutions were determined using 
ICP-OES (analysis of Na was used for determining SO4
2- concentrations). PHREEQC 
was used to calculate solution speciation using the LLNL database (Parkhurst and 
Appelo, 1999) which included a Ksp for barite of 10
-9.48 at 108 °C. Solution compositions 
(calculated at 108 °C) can be found in Table 5.2 ([i] denotes concentration of ith species). 
Atmospheric CO2 was not removed from solutions as it does not significantly affect 
saturation states, and significantly lower concentrations of CO2 were found than those 
required to inhibit growth (Sanchez-Pastor et al., 2013). The saturation indices (𝑆I =
log
{Ba2+}{SO4
2−}
Ksp,barite
) studied were SI = 0.12, 0.33, 0.52 and the pH was not intentionally fixed, 
though the pH calculated using PHREEQC was 6.2 for all solutions.  
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Table 5.2: Solution compositions for the HAFM growth experiments.  
SI 
r  
([Ba2+]/[SO42-]) 
mL 
Ba(NO3)2 
mL 
Na2SO4 
mL 
NaNO3 
[Ba2+] (M) [SO42-] (M) 
Step velocity 
(nm/s) 
IS 
0.14(±0.03) 
1.78(±0.07) 
⨯10-2 
0.33 32.0 67.7 
3.45 (±0.07) 
⨯10-6 
1.94 (±0.1) 
⨯10-4 
0.25 (±0.02) 
1.27 (±0.04) 
⨯ 10-3 
0.12(±0.04) 
7.77 (±0.31) 
⨯10-2 
0.67 14.9 84.4 
3.45 (±0.20) 
⨯10-6 
1.94 (±0.06) 
⨯10-5 
0.54 (±0.03) 
1.14 (±0.02) 
⨯ 10-3 
0.12(±0.04) 
2.95 (±0.12) 
⨯10-1 
1.30 7.60 91.1 
1.36 
(±0.030) 
⨯10-5 
4.60 (±0.30) 
⨯10-5 
0.78 (±0.04) 
1.09 (±0.01) 
⨯ 10-3 
0.12 (±0.04) 
1.67 (±0.07) 
⨯100 
3.10 3.20 93.7 
3.24 (±0.07) 
⨯10-5 
1.94 (±0.10) 
⨯10-5 
1.26 (±0.05) 
1.09 (±0.01) 
⨯ 10-3 
0.12 (±0.03) 
2.71 (±0.11) 
⨯101 
12.6 0.80 86.6 
1.32 (±0.03) 
⨯10-4 
4.85 (±0.30) 
⨯10-6 
0.71 (±0.04) 
1.28 (±0.01) 
⨯ 10-3 
0.12 (±0.03) 
2.71 (±0.11) 
⨯101 
12.6 0.80 86.6 
1.32 (±0.03) 
⨯10-4 
4.85 (±0.30) 
⨯10-6 
0.81 (±0.02) 
1.28 (±0.01) 
⨯ 10-3 
0.10 (±0.04) 
1.72 (±0.07) 
⨯102 
32.0 0.32 67.7 
3.34 (±0.07) 
⨯10-4 
1.94 (±0.10) 
⨯10-6 
0.36 (±0.04) 
1.69 (±0.02) 
⨯ 10-3 
0.36 (±0.03) 
1.57 (±0.06) 
⨯10-2 
0.40 44.0 55.6 
4.19 (±0.09) 
⨯10-6 
2.66 (±0.02) 
⨯10-4 
0.78 (±0.10) 
1.370 
(±0.05) ⨯ 
10-3 
0.35 (±0.03) 
6.58 (±0.26) 
⨯10-2 
0.80 21.0 78.2 
8.37 (±0.20) 
⨯10-6 
1.27 (±0.08) 
⨯10-4 
0.36 (±0.01) 
1.19 (±0.02) 
⨯ 10-3 
0.33 (±0.03) 
2.76 (±0.11) 
⨯10-1 
1.6 10.0 88.4 
1.67 (±0.04) 
⨯10-5 
6.05 (±0.40) 
⨯10-5 
1.24 (±0.07) 
1.12 (±0.01) 
⨯ 10-3 
0.33 (±0.03) 
1.73 (±0.07) 
⨯100 
4.00 4.00 92.0 
4.18 (±0.09) 
⨯10-5 
2.42 (±0.20) 
⨯10-5 
1.86 (±0.07) 
1.12 (±0.01) 
⨯ 10-3 
0.32 (±0.04) 
1.08 (±0.04) 
⨯101 
10.0 1.60 88.4 
1.04 (±0.02) 
⨯10-4 
9.69 (±0.06) 
⨯10-6 
1.13 (±0.03) 
1.23 (±0.01) 
⨯ 10-3 
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0.33 (±0.03) 
4.52 (±0.19) 
⨯101 
21.0 0.80 78.2 
2.19 (±0.05) 
⨯10-4 
4.85 (±0.30) 
⨯10-6 
0.59 (±0.01) 
1.46 (±0.02) 
⨯ 10-3 
0.532(±0.04) 
1.89 (±0.08) 
⨯102 
44.0 0.40 55.6 
4.58 (±0.10) 
⨯10-4 
2.43 (±0.20) 
⨯10-6 
0.54 (±0.02) 
1.94 (±0.03) 
⨯ 10-3 
0.54 (±0.03) 
2.31 (±0.09) 
⨯10-2 
0.60 45.0 54.4 
6.29 (±0.10) 
⨯10-6 
2.72 (±0.20) 
⨯10-4 
0.45 (±0.04) 
1.386 
(±0.05) ⨯ 
10-3 
0.54 (±0.03) 
1.12 (±0.05) 
⨯10-1 
1.30 20.0 78.7 
1.36 (±0.03) 
⨯10-5 
1.21 (±0.08) 
⨯10-4 
0.94 (±0.05) 
1.19 (±0.03) 
⨯ 10-3 
0.52 (±0.04) 
4.32 (±0.18) 
⨯10-1 
2.50 10.0 87.5 
2.61 (±0.06) 
⨯10-5 
6.05 (±0.40) 
⨯10-5 
1.66 (±0.03) 
1.14 (±0.01) 
⨯ 10-3 
0.52 (±0.04) 
1.73 (±0.07) 
⨯100 
5.00 5.00 90.0 
5.22 (±0.10) 
⨯10-5 
3.03 (±0.20) 
⨯10-5 
2.63 (±0.03) 
1.15 (±0.01) 
⨯ 10-3 
0.52 (±0.03) 
6.90 (±0.28) 
⨯100 
10.0 2.50 87.5 
1.04 (±0.02) 
⨯10-4 
1.51 (±0.10) 
⨯10-5 
2.04 (±0.10) 
1.24 (±0.01) 
⨯ 10-3 
0.52 (±0.04) 
2.65 (±0.11) 
⨯101 
20.0 1.30 78.7 
2.09 (±0.04) 
⨯10-4 
7.88 (±0.50) 
⨯10-6 
1.18 (±0.02) 
1.44 (±0.02) 
⨯ 10-3 
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NaNO3 was used to maintain an ionic strength in the range of 0.0011 - 0.0020 M to 
facilitate comparisons with results from Higgins et al. (2000).  
 
5.2.2. HAFM Experiments 
Samples of barite were cleaved using a razor blade with gentle tapping, exposing 
the (001) surface, which then was subjected to a stream of nitrogen gas to remove larger 
dust particles generated during the cleaving process. The sample was then fixed in a 
hydrothermal atomic force microscope with a gold wire (Higgins et al., 1998a) and 
briefly exposed to deionized water at room temperature to clean the surface.  Experiments 
were performed in situ, in constant flowing solution, at 108 °C and 4.1 atm (N2) in 
contact mode using platinum iridium two-side coated cantilevers with a nominal force 
constant in the range of 0.02 - 0.77 N/m (Nanoworld – CONTPt). A solution flow rate of 
16.5 mL/hr (~1 mL internal volume of the fluid cell) was utilized; a rate at which barite 
growth was not limited by flow in this reactor configuration for barite (Figure 5.1). These 
flow rates were significantly higher than rates necessary for non-transport limited 
magnesite growth (Bracco et al., 2014) and celestite growth (Chapter 4), however flow 
rates were lower than those utilized during previous work on calcite (Bracco et al., 2012; 
Bracco et al., 2013; Stack and Grantham, 2010).  Although required flow rates may differ 
due to differences in mineral reactivity, the HAFM fluid cell has more efficient mass 
transport near the cantilever (e.g., Bose et al., 2008) than in many commercial AFM fluid 
cells.  
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Figure 5.1: Step velocities as a function of solution flow rate and nozzle velocity. Step 
velocities are independent of solution flow rate at flow rates > 12 mL/hr.  
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Step velocities were determined after a steady-state step velocity had been 
reached following introduction of a new solution, which usually took place after 
approximately thirty minutes. For step velocity measurements, the data was collected by 
orienting the fast scan axis to be perpendicular to the steps of interest and disabling the 
slow scan axis at the apex of a spiral growth hillock and collecting four to ten position vs. 
time “images”. These “images” enabled us to measure the angle that the trace of the 
position of the step made over time, which can be related to the step velocity using the 
following equation:  
𝑣 =
𝑅𝑠𝐴
𝐿 tan 𝜃
  (5.7) 
where Rs is the scan rate (lines/second), A is the scan size (nm), L is the number of lines 
comprising the position vs. time image (lines/image), and θ is the angle with respect to 
the horizontal (position) axis of the “image” (Teng et al., 2000). Scan rates varied from 
0.2 – 1.0 Hz depending on the step velocity. Step velocities were averaged on both sides 
of the growth hillock (by symmetry, opposing 〈120〉 steps have the same structure and 
will have the same step velocity) to cancel possible effects of drift. Averages and 
standard deviations are derived from ~8-10 determinations at the given conditions. Step 
lengths were sufficiently long to ensure velocities were in a length independent step 
velocity regime (Higgins and Hu, 2006).  
During scanning, small voids (as observed in Figure 5.2) were found on some of 
the surfaces. To investigate possible sources of contamination that could have produced 
the voids, stock solutions and outlet solutions from the fluid cell were collected and 
analyzed for total organic carbon and trace inorganic impurities, all of which were below 
a 1 ppm detection limit for the total organic carbon, below the 0.1 ppm detection limit for 
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lead, and below the 0.01 ppm detection limit for strontium, calcium, iron, copper, 
manganese, and magnesium (based on ICP-OES). Formation of these voids was also not 
temperature dependent, suggesting they are not due to gas exsolution initiated on the 
barite surface during the experiment, a problem encountered at lower system pressures. It 
is possible that the dissolution of the crystal when initially exposed to deionized water 
leads to localized concentrations of impurities released from the crystal and readsorbed 
onto the surface which in turn lead to inhibition of growth in localized regions.  
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Figure 5.2: Step morphologies on barite at a) and c) near unity r, b) low r and d) high r. 
The crystallographic axes are the same in a) and b) and the same in c) and d). At r ~ 1 
hillock morphologies follow the typical 〈120〉 step directions, however at low r the [010] 
step is expressed and the other steps are vicinal to the 〈120〉 directions, suggesting an 
increase in the kink site density. At high r, roughening and rounding occur, leading to an 
increase in the kink site density.  
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5.3. Results and Discussion  
5.3.1. Morphological Observations 
Growth hillocks comprised of bilayer steps were consistently observed on the 
barite (001) surface at all three saturation indices studied (SI=0.12, 0.33, and 0.52). Near 
r ~ 1, the hillocks (Figure 5.2; Figure 5.3) were comprised of steps oriented parallel to the 
[120] and [120] directions (Figure 5.4). Similar to [4̅41] and [481̅] steps observed on the 
calcite {101̅4} surface, the 〈120〉 steps on barite (001) can either be obtuse or acute steps 
(Figure 5.5a).  Due to the 21 screw axis on barite (space group: Pnma), successive 
monolayers on the surface are related to each other by a two-fold rotation about the c axis 
(parallel to [001]). Each half-unit cell height monolayer (3.6 Å) is comprised of two 
straight step edges (〈120〉) which is speculated to be the acute termination, and a curved, 
rough step, purportedly the obtuse termination (de Antonio Gomez et al., 2013). At room 
temperature and under moderate supersaturation with r ~ 1 (Pina et al., 1998a; Pina et al., 
1998b), this rough step advances significantly faster than the straight 〈120〉 step edges. 
As a result, each successive curved step edge meets the slow growing 〈120〉 steps in the 
underlying monolayer, leading to a hillock comprised of [120] and [120] bilayer steps of 
height 7.15 Å. The bilayer steps will be terminated in the lower half-layer by acute 〈120〉 
steps, as long as the acute steps advance more slowly than the obtuse steps (de Antonio 
Gomez et al., 2013). Straight steps following two other directions, the [010] direction, 
and 〈110〉 directions were not observed on growth hillocks at r ~ 1 (Figures 5.2 and 5.3) 
(additional directions are also possible (Hartman and Strom, 1989), but not relevant 
here). There are 4 ways monolayer [010] steps can be terminated for acute (and obtuse) 
steps (for a total of 8 monolayer step terminations). The number of terminations for 
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bilayer steps is 8 for acute (and obtuse), for a total of 16 bilayer step terminations. The 
barite hillock morphology is in contrast to growth hillocks observed on celestite (Chapter 
4), where growth hillocks were comprised of [010] steps and steps vicinal to the 〈120〉 
direction. It is unclear why [010] steps are found on celestite but not barite at low ionic 
strength, but may be due to slower attachment kinetics to the [010] direction for celestite 
than barite as the [010] steps will only appear when step velocities are approximately 
equal to or less than velocities of the 〈120〉 steps. 
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Figure 5.3: Schematic of barite hillock morphology as at a) low, b) near unity, and c) 
high r. Bolded lines represent bilayer steps and regular lines represent monolayer steps.  
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Figure 5.4.: A (002) elementary half layer on the barite surface with the 〈120〉, [010], and 
[100] directions marked. The zigzagging red lines along the [010] direction are periodic 
bonded chains predicted by Hartman and Strom (1989). Heights for the barium ions and 
sulfur ions in the sulfate tetrahedral are indicated using black and dark blue for the high 
positions and gray and light blue for the low positions. Steps observed on barite growth 
hillocks follow the 〈120〉 step direction at r ~ 1, but change as a function of r as the kink 
site density changes.  
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Figure 5.5: Side-view of acute and obtuse step terminations on barite (001). a) monolayer 
〈120〉 steps, b) monolayer[010] step, c) bilayer 〈120〉 steps, and d) bilayer [010] 
steps.Additional terminations are possible for the [010] steps. 
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On growth hillocks at r ~ 1 (Figure 5.2a and 5.2c; Figure 5.3b), there are two 
distinct types of corners where the 〈120〉 steps meet. The first is an acute angle (78.281°, 
based on crystallography) which is formed where [120] and [120] bilayer steps must 
bifurcate due to the barite symmetry, forming the angle  as shown in Figure 5.2. The 
second is an obtuse angle (101.719°),  (Figure 5.2), which is formed by the intersection 
of [120] and [120] bilayer steps. In comparison,  between crystallographically 
equivalent 〈110〉 steps is much smaller, at 63.130° and  between 〈110〉 steps is 
116.870o. The experimentally measured angle, between these steps at r ~ 1 was 
78.3±0.2, confirming that the straight steps in Figure 5.2a and 5.2c are 〈120〉 steps.  
The hillock morphology changed significantly at extreme r. At r << 1, two step 
directions were observed, straight steps vicinal to the 〈120〉 directions and straight steps 
parallel to the [010] direction (Figure 5.2b). This suggests the [010] step velocity has 
decreased significantly compared to its velocity at higher r where the [010] step direction 
is absent (Figure 5.2a). While [010] steps are found on barite at high ionic strength (IS = 
0.75M; (Risthaus et al., 2001)), the differences in ionic strength at r ~ 1 and r << 1 are 
well below that threshold at 0.0011 and 0.0013 M respectively. These [010] steps also 
appear to be obtuse terminated steps (assuming the 〈120〉 steps are acute) based on the 
bifurcation of the bilayer 〈120〉 steps. Since these steps have bifurcated, this also leads to 
both obtuse and acute 〈120〉 steps being expressed at low ratio. This implies the obtuse 
and acute 〈120〉 steps are traveling at the same rate at r << 1, something which has been 
observed on calcite both at r << 1 ((Bracco et al., 2012; Stack and Grantham, 2010) and 
under near equilibrium conditions (Teng et al., 1999).  
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The observations of simultaneous obtuse and acute terminations for 〈120〉  bilayer 
steps in Figure 5.2b has important implications for the ion attachment kinetics at step 
edges.  At r << 1, equations 5.2 and 5.5 simplify to 𝑣 = 𝑎𝑘𝐵𝑎[Ba
2+] assuming the 
detachment reactions are insignificant. Based on the results on calcite, this suggests that 
the attachment rate coefficients for barium ions to both obtuse and acute 〈120〉 steps are 
similar, which leads to similar step velocities for the two step orientations at low r.  
At r > 1 (Figure 5.2d), no bifurcation is observed for the bilayer 〈120〉 steps, 
which suggests that the obtuse steps travel faster than the acute steps even at r > 1, which 
has also been observed on calcite (Bracco et al., 2012; Stack and Grantham, 2010). At 
high r, equations 5.2 and 5.5 simply to v = akSO4[SO4
2−] again assuming detachment 
reactions are not significant. For the obtuse orientation to travel faster than the acute 
orientation even at r > 1, there would need to be a significant difference in the attachment 
rate coefficients for sulfate ions to the obtuse and acute steps.  
In addition to the absence of straight [010] steps at r > 1, the 〈120〉 steps 
roughened and at the most extreme r, the bilayer steps rounded, taking on a curvilinear, 
but roughened, morphology. Morphological changes with respect to r have also been 
observed on barite 2D islands at room temperature (Kowacz et al., 2007) and on calcite 
growth hillocks (Bracco et al., 2012; Larsen et al., 2010; Stack and Grantham, 2010), 
suggesting changes in the kink site density with changes to r. Morphological changes also 
occurred on celestite [010] steps at extreme r, however these steps are likely a fully 
kinked step direction, either terminated by barium or sulfate ions, and as such, it is not 
readily apparent what gives rise to morphological changes on celestite. The presence of 
the [010] step on barite at low r is intriguing, as it is unclear how the [010] step is 
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terminated. Possibilities include termination by a single ion, likely sulfate at low r, or 
zigzagging chains of bariums and sulfates (Figure 5.4) based on periodic bond chain 
theory (Hartman and Strom, 1989; Pina et al., 1998b). In either case, the [010] steps are 
likely rougher at the atomic scale than the 〈120〉 steps and probably represent a highly 
kinked configuration in which attachment of barium ions at sulfate kinks is rate-limiting. 
The other steps observed at low r were steps vicinal to the 〈120〉 direction. The angle,  
at which two of the vicinal steps met was 69.1±0.4°, which suggests a step direction 
approximately halfway between the 〈120〉 and 〈110〉 directions.  Based on the difference 
between  at r << 1 and r ~ 1, the vicinal steps may have a higher kink density compared 
to 〈120〉 steps at r ~ 1. This kink density, which should be regarded as a minimum based 
solely on unidirectional kinks, can be calculated by: tan (
ϕ〈120〉−ϕ𝑣𝑖𝑐𝑖𝑛𝑎𝑙
2
) /𝑎, where a is 
the kink depth (0.70 nm), is the angle at which 〈120〉 steps meet at r~1 (78.3°), and 
vicinal = 69.1°, which gives a kink density of 0.115 (+/- 0.003) nm
-1. In Higgins et al. 
(2000), the kink density at 108°C was estimated at 0.025 nm-1 at SI ~ 0.1 and r ~ 1, 
which is almost an order of magnitude less than that observed here at SI = 0.12 and r << 
1. Steps vicinal to the 〈120〉 direction were also observed on celestite, though for celestite 
vicinal = 17-37° depending on the saturation state (Chapter 4). We are unable to estimate a 
kink density on the vicinal steps at r > 1 due to the degree of rounding, but based on the 
morphology, the step appears significantly rougher than at r ~ 1.  
5.3.2. Step velocity measurements   
For each of the saturation indices studied, step velocities were maximized at r ~ 1 
(Figure 5.6 and 5.7), and decreased roughly symmetrically at high and low r. At extreme 
r, similar velocities were measured for all three SIs. When compared with velocities near 
 
 208 
r ~ 1, this suggests the shape of the step velocity curve flattens at low SI, consistent with 
model predictions (Stack and Grantham, 2010; Zhang and Nancollas, 1998) and previous 
results on obtuse and acute steps on calcite (Bracco et al., 2012) and acute [010] steps on 
celestite (Chapter 4). Interestingly, despite differences in the hydration structure for 
barium and strontium ions and the faster water exchange rate for barium versus strontium 
ions, peak step velocities occur at a similar r for both sulfate minerals.  
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Figure 5.6: a) Barite step velocities as a function of r and b) the residuals from the model 
fit. Model fits are to the Zhang and Nancollas model (1998) using the formulation from 
Nielsen et al. (2012) where the detachment rate coefficients are assumed to be different 
for barium and sulfate ions. The kink binding energy is from Higgins et al. (2000) and is 
assumed to be the same for barium and sulfate ions.  
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Figure 5.7: a) Barite step velocities as a function of r and b) the residuals from the model 
fit. Model fits are to the kink site nucleation and propagation model from S  tack and 
Grantham (2010).  
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A previous study on the effect of r on barite at room temperature measured 
maximum island lateral spreading rates at r ~ 10 and nonsymmetrical decreases in rate 
with respect to r (Kowacz et al., 2007). There are a number of reasons why there may be 
differences between their results and ours, but the most likely reason is that 
measurements of island spreading rates are a convolution of the step velocities of the 
obtuse and acute 〈120〉 steps, whereas here we are only measuring the step velocity of the 
slower advancing and (presumably) acute steps. While we speculate that the obtuse and 
acute steps on barite (001) may display peak velocities at different cation:anion ratios, 
there is evidence for this in the case of calcite where the obtuse step peak velocity is at a 
higher ratio than the peak for acute step (Bracco et al., 2012; Stack and Grantham, 2010). 
The differences in our observations from previous barite observations may also be 
attributable to differences in fluid cell configurations. Kowacz et al., (2007) utilized an 
intermittent flow-through system, which may lead to transport limited growth rates, 
whereas we used a continuous-flow fluid delivery system and measured step velocities 
which were independent of solution flow rates. The reported differences may also arise 
from changes in the growth mechanism with temperature and supersaturation (spiral 
growth vs. 2D island nucleation and spreading) or changes in the hydration structure for 
barium or sulfate at elevated temperatures. The metadynamics derived attachment rate 
coefficients from Stack et al. (2012) were similar at 415 K and 385 K, indicating non-
Arrhenius behavior that is possibly attributable to changes in the interfacial water 
structure, such as changes to the coordination number, which may in turn lead to a shift in 
the value of r at which step velocities are maximized. Differences in pH (Ruiz-Agudo et 
 
 212 
al., 2015), ionic strength, and background electrolyte (Kowacz and Putnis, 2008) are not 
expected to be significant enough to account for the differences in peak position.  
 
5.3.3. Model Fitting   
We fit our data using Newton-Raphson minimizations to two different models, the 
Zhang and Nancollas (1998) model (equations 5.2-5.3) and the Stack and Grantham 
(2010) nucleation and propagation model (equations 5.2 and 5.5-5.6) (Figures 5.6 and 
5.7). In the Zhang and Nancollas (1998) model, the detachment frequencies (ν) and the 
kink formation energies (ϵ) for the two component ions are assumed to be the same since 
the same bond is assumed to be created and broken. Since the step velocities peak at r = 
1.7, here  
𝑘𝐴
𝑘𝐵
= 1.7, so 𝑟𝑖 = 𝑟
𝑘𝐴
𝑘𝐵
= 1.7𝑟. We were unable to satisfactorily fit the data 
using this model, despite evaluating it using a number of different assumptions including 
(1) values for kkp and ϵ from Higgins et al., 2000 (Figure 5.S.1): kkp = 187 s
-1 and ϵ = 0.15 
eV, (2) ϵ = 0.15 eV with kkp (kA can be calculated from kkp) allowed to vary (kkp = 86.8 s
-
1) (Figure 5.S.2), and (3) ν, ϵ, and Ksp allowed to vary (Figure 5.S.3): Ksp=1.72⨯10-11, kkp 
= 28.8 s-1, and ϵ = 0.20 eV. Finally, we used the Nielsen et al., (2012) formulation of the 
Zhang and Nancollas (1998) model (note that in this model the authors define S =
{A}𝛼{B}𝛽
Ksp
 rather than S = (
{Aα}{Bβ}
Ksp
)
1/(𝛼+𝛽)
): 
v = a/2{[exp (
−2∈Ba
kT
)
kkp,SO4
3/2
(Skkp,Bar)
1/2
k,kpSO4+(SkkpBakkpSO4)
1/2 +
exp (
−2∈SO4
kT
)
kkp,Ba
3/2
(SkkpSO4/r)
1/2
k−kpBa+(
SkkpBakkpSO4
r
)
1/2] ×
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[
kkpBa+kkpSO4+(SkkpBakkpSO4/r)
1/2
+(SkkpSO4/r)
1/2
kkpBa+kkpSO4
]}
1/2
×
[
2kkpBakkpSO4(S−1)
kkpBa+kkp,SO4+(SkkpBakkpSO4/r)
1/2
+(SkkpSO4/r)
1/2] (5.8) 
This model allows for different detachment rates and kink formation energies for the two 
component ions, a supposition for which there exists some supporting computational 
evidence. In molecular dynamics simulations of barite 〈120〉  acute steps by Stack 
(2009), significantly larger energies were necessary to detach a barium ion from a straight 
step to form a double kink site than to detach a sulfate ion, which suggests that the 
detachment dynamics may also be different for the two ions. For the fit in Figure 5.6, we 
fixed the kink formation energy for barium and sulfate at 0.15 eV, the value from Higgins 
et al., (2000), as this was the only available experimental estimate. When we did allow 
the kink formation energies to vary, the covariance among parameters was too high to 
yield a unique set of fit parameters.  We also fixed the Ksp at 10
-9.48, the value utilized in 
the PHREEQC calculations. Using Equation 5.8, we were still unable to obtain an 
appropriate fit to our data (Figure 5.6; Table 5.3). Table 5.3 includes rate coefficients that 
have been divided by the molar volume of barite (52.24 cm3/mol) to convert the rate 
coefficients to the appropriate units to compare with the metadynamics results. The rate 
coefficient for the rate limiting step for attachment of a barium ion to an acute [120] 
barite step derived with the metadynamics results is 3.3 (+/- 1) x 107 s-1  (Stack et al., 
2012) which agrees well with this model fit (4.0 (+/- 0.1) x 107  s-1). However, the rate 
coefficient for detachment of a barium ion from a step using metadynamics is 7.3 (+/- 2) 
x 105 s-1 which is four orders of magnitude higher than the rate coefficient that is 
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predicted using the Nielsen et al., (2012) model (29 (+/- 0.7) s-1).  This latter rate 
coefficient is significantly closer to the detachment frequency reported as 187 (+/- 17) s-1 
in Higgins et al. (2000).  A plot of the residuals (step velocity - predicted step velocity) as 
a function of r can be found in Figure 5.6b. The residual plot clearly displays a peak, with 
deviations from the observed step velocity maximized at r ~ 1 and decreasing roughly 
symmetrically at high and low r. This structure demonstrates that the model is missing a 
key component of the data, which is particularly important to include at the higher step 
velocities observed at r ~ 1.  
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Table 5.3: Fit Parameters to the Nielsen et al., 2012 crystal growth model derived from 
Zhang and Nancollas (1998) and the Stack and Grantham (2010) model.  
Nielsen et al., 2012 rate coefficients 
 fit value fit value/Vm 
kBa (M
-1·s-1)  2.1 (±0.05) × 106  4.0 (±0.1) × 107 (s-1)  
kSO4 (M
-1·s-1) 3.6 (±0.09) × 106  7.0 (±0.1) × 107 (s-1) 
kkpBa (s
-1) 29 (±0.7)   
kkpSO4 (s
-1) 86 (±2)   
ϵBa (eV) 0.15   
ϵSO4 (eV) 0.15   
Stack and Grantham (2010) rate coefficients 
 fit value fit value/Vm 
kBa·Vm (M
-1·s-1) 8.9 (±0.3) × 104  1.7 (±0.06)  × 106 (M-1·s-1) 
kSO4·Vm (M
-1·s-1) 1.6  (±0.05) × 105  3.0 (±0.09)  × 106 (M·s-1) 
kkn·Vm (s
-1) 0.061 (±0.03)  5.5 (±0.09)  × 102 (M·s-1) 
kkpBa·Vm (s
-1) 0 (s-1)  
kkpSO4·Vm (s
-1) 0 (s-1)  
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The Zhang and Nancollas (1998) model has also been found to be unable to 
reproduce step velocities observed on calcite and magnesite as a function of r (Bracco et 
al., 2012; Bracco et al., 2014; Larsen et al., 2010). Further evidence for difficulties using 
the Zhang and Nancollas (1998) model for predicting growth of sparingly soluble 
minerals comes from Hellevang et al. (2014) in which the authors evaluated the 
suitability of the model for various AB-type crystals. They found that the model could 
not reproduce bulk growth rates of calcite (Nehrke et al., 2007; van der Weijden and van 
der Weijden, 2014) and gypsum (Zhang and Nancollas, 1992), nor could the model 
predict step velocities on barite (Kowacz et al., 2007) and calcium oxalate (Chernov et 
al., 2006). We hypothesize that the model does not replicate these step velocities because 
it is based on the assumption that kink site attachment is reversible, thereby linking 
forward and reverse rate coefficients by the solubility product. For some minerals this 
may be the case (i.e., reversible attachment/detachment), but if the forward and reverse 
reactions have different mechanisms, the model assumption does not hold. The Zhang 
and Nancollas (1998) model also may not apply to barite 〈120〉 steps because the model 
was designed for a sodium chloride-type cubic crystal lattice, while crystal lattices for 
minerals such as calcite and barite possess lower symmetry. Due to barite 〈120〉 steps 
taking on a vicinal step direction at extreme r, it is also likely the steps take on an 
orientation that is not in accordance to the assumptions inherent in the model, particularly 
those involving the kink annihilation term. In the Zhang and Nancollas (1990) model, 
kinks are assumed to be uniformly distributed along a step edge, with the probability of 
left and right hand facing kinks each being equal to ½. However, in the case of a vicinal 
step orientation, one type of kink will be favored over the other, leading to an 
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accumulation of either left or right facing kinks. Thus, annihilation of kinks opposing the 
step vicinality becomes more probable than kinks facing the same direction as those in 
excess.  This formation of vicinal steps due to asymmetry in the kink propagation rates 
for opposing kinks has been demonstrated through Monte Carlo simulations of retreating 
magnesite steps by Jordan et al. (2001) and retreating calcite steps by Xu et al. (2011). 
For the Zhang and Nancollas model (1990, 1998), only non-vicinal step orientations 
possess the kink symmetry that is assumed, thus the Zhang and Nancollas (1990) 
annihilation rate does not apply to vicinal steps.  
 We also fit the data using the model from Stack and Grantham (2010) for kink 
site nucleation and propagation (Figure 5.7; equations 5.2, 5.5-5.6). The fit to this model 
was much improved over the Zhang and Nancollas (1998) model. The residuals can be 
seen in Figure 5.7b and all are between -0.25 – 0.35, whereas half of the residuals for the 
Zhang and Nancollas (1998) model fell outside this range. Unlike the Zhang and 
Nancollas (1998) model, the residual plots displayed very little structure as residuals for 
similar step velocities were often both greater than or less than zero, indicating no 
relationship between the residuals and step velocities. This suggests the model contains 
all of the necessary parameters. The fit coefficients for the best fit to our data are listed in 
Table 5.3. The values for kBa and kSO4 are approximately three orders of magnitude less 
than the attachment rate coefficient derived using metadynamics simulations by Stack et 
al. (2012) and detachment of kinks, kkpBa and kkpSO4, is not significant. This leads to the fit 
for the nucleation and propagation model being equally good as a fit to the nucleation 
portion of the equation or the propagation portion of the equation as they have very 
similar functional forms.  
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We attempted to use, in our data fitting, the detachment and attachment rates for 
barium ions from the metadynamics simulations in Stack et al. (2012), however as 
metadynamics simulations have only been done for barium ions, not sulfate, we were 
unable to fix the rate coefficients for sulfate ions. To calculate apparent attachment and 
detachment rate coefficients, we incorporated the equilibrium coefficients for the non-
rate-limiting parts of the attachment and detachment processes. Based on the 
metadynamics simulations, during attachment a barium ion goes through the following 
steps: dissolved 
K1
↔OSads  
K2
↔ ISads
k3
→ bidentate
K4
↔double kink, where OSads is the 
outer-sphere adsorbed species, ISads is the inner-sphere adsorbed species, bidentate is a 
species with two bonds to the bulk, K1 =
k1
k−1
=
[OSads]
[dissolved]
 and K2 =
k2
k−2
=
[ISads]
[OSads]
. For the 
rate coefficients, a negative sign indicates the detachment reactions. Since we are using a 
flow-through system, [dissolved] will be constant, which leads to [OSads] being constant, 
which then leads to [ISads] being constant. Therefore 
d[𝑏𝑖𝑑𝑒𝑛𝑡𝑎𝑡𝑒]
dt
= k3[OSads] =
k3𝑘2[ISads]
𝑘−2
=
𝑘1k3𝑘2[𝑑𝑖𝑠𝑠𝑜𝑙𝑣𝑒𝑑]
𝑘−1𝑘−2
 and the apparent attachment rate coefficient is 𝑘𝑎𝑝𝑝−𝑎 =
𝑘1k3𝑘2
𝑘−1𝑘−2)
=4.20⨯1010 s-1. A similar process can be used to calculate the apparent detachment 
rate coefficient where double kink
K−4
↔ bidentate
K−3
↔ ISads
k−2
→ OSads
K−1
↔  dissolved 
where K−4 =
k−4
k4
=
[bidentate]
[kink]
 and K−3 =
k−3
k3
=
[ISads]
[bidentate]
. This leads to an apparent 
detachment rate coefficient of 𝑘𝑎𝑝𝑝−𝑑 =
𝑘−4k−3𝑘−2
𝑘4(𝑘3+𝑘−2)
=6.55⨯106 s-1. These barium 
attachment and detachment rate coefficients are 4-5 orders of magnitude greater than 
those fit using the Stack and Grantham (2010) model and similarly much greater than the 
rate coefficients reported in (Higgins et al., 2000). When we fit the data using the 
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metadynamics rate coefficients for barium attachment and detachment, but allowed the 
rate coefficients for sulfate attachment and detachment to vary, the model predicted step 
velocities on the order of 104 nm/s, four orders of magnitude greater than the 
experimental step velocities. Similar results were obtained when we allowed the rate 
coefficient for barium detachment to vary. This suggests either there is a disconnect 
between the model we are using and the metadyanamics simulations so the processes 
being measured by the metadynamics simulations do not represent the same ones in the 
Stack and Grantham model. Additional studies on kink dynamics using metadynamics 
simulations may be helpful here: simulations on sulfate attachment and detachment, 
propagation of kink sites via attachment and detachment of barium and sulfate, and 
incorporation of background electrolytes may provide better insight into where the 
disconnect between the model and simulations lies.  
Figure 5.8 shows 〈120〉  step velocities as a function of S1/2(S-1), where 𝑆 =
√10𝑆𝐼 for our data at r ~ 1 and 108 oC data from Higgins et al. (2000). Our step velocities 
at SI = 0.33 and 0.52 were similar in magnitude to those reported in Higgins et al. (2000), 
however our step velocities at SI = 0.12 were significantly greater than those previously 
reported.  This may be due to the more effective mass transport system utilized here than 
that used in Higgins et al. (2000). We combined our data at r ~1 with the data from 
Higgins et al., 2000 to estimate a kink formation energy using equation 5.3 by assuming a 
kink detachment frequency of 187 s-1 (Higgins et al., 2000). The estimated kink 
formation energy is 0.153 (±0.001) eV, similar to the result from Higgins et al., (2000) 
where ϵ=0.15 (±0.01) eV, but the goodness of fit (χ2 = 380), indicates this fit is poor. The 
data from the present work in Figure 5.8 implies the possibility for nonlinearity at low S 
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values or that the localized step edge “Ksp” is different than the bulk value utilized here, 
similar to what has previously been observed on calcite (Teng et al., 1999; Teng et al., 
1998). However, when Ksp was allowed to vary, the best fit value was an order of 
magnitude less than the literature Ksp, a difference that appears to be physically 
unrealistic.  
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Figure 5.8: Step velocities versus S1/2(S-1). The line is fit to equation 5.3, the red data 
points are from Higgins et al., 2000, and the blue data points are from this study.  
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5.4. Conclusions 
In situ observations of barite growth as a function of r reveal changes in both kink 
densities and step velocities. Step velocities peaked at  r ~ 1 which means attachment 
rates for barium and sulfate ions are similar under our solution conditions. While the peak 
step velocity differs from a previous study by (Kowacz et al., 2007), this is likely due to 
differences in the step orientation that was measured and may suggest that the obtuse and 
acute 〈120〉 step velocities peak at different r. Step velocities decreased significantly at 
extreme r and the kink site densities increased either through roughening, at r > 1, or 
through steps taking on different directions, at r < 1. While the Zhang and Nancollas 
(1998) model is able to correctly predict the increase in step densities we observe at 
extreme r, the model is unable to replicate our experimental step velocities. In 
comparison, the Stack and Grantham (2010) model fits our experimental step velocities 
very well, though rate coefficients derived using metadynamics were unable to properly 
fit our experimental data.   
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Figure 5.SI.1: Fits for Zhang and Nancollas model (1998) with w (detachment 
frequency) = 187 s-1 and ϵ=0.15 eV.  
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Figure 5.SI.2: Fits for Zhang and Nancollas model (1998) with w (detachment 
frequency) = 87 s-1 and ϵ=0.15 eV.  
  
 
 231 
 
 
5.SI.3: Fits for Zhang and Nancollas model (1998) with w (detachment frequency) = 
29 s-1, ϵ=0.20 eV, and ksp = 1.7e-11.   
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Chapter 6: Conclusions 
In the previous chapters, the effect of the aqueous cation:anion ratio (r) was 
studied on three sparingly-soluble AB-type minerals: magnesite (MgCO3), celestite 
(SrSO4), and barite (BaSO4). Together with previous research on calcite (CaCO3; Bracco 
et al., 2012; Stack and Grantham, 2010), we can elucidate trends in sparingly soluble 
rhombohedral carbonate and orthorhombic sulfate mineral geochemistry and evaluate the 
suitability of current crystal growth models. Figure 6.1 shows the log of the water 
exchange rate for aqueous magnesium, calcium, strontium, and barium ions as a function 
of the hydration free energy (Richens, 1997; Stack, 2009). Since dissolution rates of 
carbonate (Duckworth and Martin, 2004) and sulfate (Dove and Czank, 1995) minerals 
have been shown to be dependent on the aqueous cation, we initially hypothesized that 
peak growth rates would be dependent on the water exchange rate for the aqueous cation. 
Based on this hypothesis, we would expect there to be a multi-order of magnitude 
difference in the cation:anion ratio at which step velocities peak for calcite and magnesite 
due to the very large differences in water exchange rates for calcium and magnesium. 
Due to the smaller difference in water exchange rate for barium and strontium ions, we 
would likewise expect a smaller difference in the ratio at which step velocities peak for 
barite and celestite.  
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Figure 6.1: The aqueous water exchange rate plotted as a function of its hydration free 
energy for the different cations involved in the study.  
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Based on our results on calcite and magnesite, we find that obtuse step velocities 
on magnesite are not affected by r at SI < 2.0, but are maximized at r ~ 3 at SI > 2.0 
(Figure 6.2a). Obtuse step velocities on calcite are maximized at a similar ratio (Figure 
6.2b; Bracco et al., 2012), suggesting the water exchange rate does not affect the ratio at 
which step velocities are maximized. Step velocities for both minerals can be fit using the 
Stack and Grantham (2010) model, but not the Zhang and Nancollas (1998) model. For 
calcite, based on the fit to the Stack and Grantham (2010) model, detachment rates to 
propagate kink sites were not important to include, however on magnesite, these 
detachment rates were significant enough to be necessary to include in the model fit. On 
calcite, morphological changes were observed at low r with obtuse steps roughening and 
rounding. This suggests the kink site density increases at extreme r, though the Stack and 
Grantham model (2010) does not predict significant changes in the kink density as a 
function of r. However, on magnesite, morphological changes with r were not observed, 
which suggests either the kink densities are not changing or roughening is occurring on a 
scale smaller than what we observe with the AFM.  
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Figure 6.2: Step velocities plotted as a function of r (aqueous A:B ratio) for a) calcite 
(Bracco et al., 2012), b)magnesite (Bracco et al., 2014), c) barite, and d) celestite. Step 
velocities are maximized at r~1 for each of the minerals, suggesting dehydration of the 
aqueous cation is not a rate determining step for growth of these minerals. a) is reprinted 
with permission from {Bracco, J.N., Grantham, M.C. and Stack, A.G. (2012) Calcite 
Growth Rates As a Function of Aqueous Calcium-to-Carbonate Ratio, Saturation Index, 
and Inhibitor Concentration: Insight into the Mechanism of Reaction and Poisoning by 
Strontium. Crystal Growth & Design 12, 3540-3548.}. Copyright 2012 American 
Chemical Society. b) is reprinted with permission from {Bracco, J.N., Stack, A.G. and 
Higgins, S.R. (2014) Magnesite Step Growth Rates as a Function of the Aqueous 
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Magnesium:Carbonate Ratio. Crystal Growth & Design 14, 6033-6040.}. Copyright 
{2014} American Chemical Society. 
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 Cation attachment rate coefficients for obtuse step also do not appear to depend 
on the water exchange rate (Figure 6.3). Here the attachment rate coefficients have been 
extrapolated to 25°C for magnesium and barium (calcium and strontium attachment rate 
coefficients were measured at 25°C) using activation energies from Saldi et al. (2009) 
and Higgins et al. (2000) respectively. While the trend for magnesium, strontium, and 
barium is linear, calcium attachment rates are much faster. However since magnesite and 
calcite have a different anion than barite and celestite, this sort of comparison may be 
better done with minerals of the same structure. In this case step velocities would need to 
be measured on anglesite (PbSO4) and either rhodochrosite (MnCO3) or siderite (FeCO3) 
for comparisons between the orthorhombic sulfates and rhombohedreal carbonates 
respectively.  
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Figure 6.3: Cation attachment rate coefficients extrapolated to 25°C as a function of the 
cation water exchange rate. While the trend for magnesium, strontium, and barium 
appears linear, attachment rates for calcium are much faster.  
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Based on our results on barite and celestite, 〈120〉 acute step velocities on barite 
and [010] acute step velocities on celestite are maximized at r ~ 1 and step velocities for 
both step orientations can be modeled using the Stack and Grantham (2010) nucleation 
and propagation model. For the 〈120〉 steps on barite, kink densities increase at extreme r 
with roughening and rounding observed at r > 1, which is not predicted by the Stack and 
Grantham (2010) model. At r << 1, steps become vicinal to the 〈120〉 directions, which 
also increases the kink density, and the [010] steps are expressed. We also observed 
bifurcation of the bilayer steps at r ≤ 1. This bifurcation arises from obtuse and acute step 
velocities migrating at a similar rate, which implies the rate coefficient for attachment of 
barium to a step is similar for the obtuse and acute steps. Since bifurcation is not 
observed at r > 1, this suggests the rate coefficient for sulfate attachment is faster for the 
obtuse than the acute step, which may be due to steric effects due to the more closed 
orientation of the acute steps.  
While [010] step velocities on celestite are also maximized at r ~ 1, bifurcation of 
the [010] steps was not observed, suggesting the rate coefficients for both strontium and 
sulfate attachment may be faster for the obtuse than the acute steps. Step velocities also 
increased with temperature and saturation state, though the behavior was non-linear and 
best described using two linear functions. This strongly suggests the appearance of a new 
growth mechanism far from equilibrium. Since the [010] is a polar step, the Zhang and 
Nancollas model (1998) was not applicable to the data. Based on the observation that step 
velocities do not change significantly with ionic strength, it is likely one of the 
mechanisms involves either a neutral species, such as an ion pair, attaching to a kink site, 
or an ion attaching to a neutral species on a step. However, since celestite [010] step 
 
 240 
velocities vary with r, an ion-by-ion mechanism is likely the other mechanism 
responsible for growth.  
In conclusion, the Zhang and Nancollas model (1998) is unable to successfully fit 
step velocities on magnesite, barite, and celestite, however the Stack and Grantham 
(2010) model successfully fits step velocities on all three minerals at multiple saturation 
states. Previous research on calcite (Bracco et al., 2012) also demonstrates the Zhang and 
Nancollas model (1998) is unable to fit step velocities while the Stack and Grantham 
(2010) model successfully fits step velocities at multiple saturation states. This suggests 
one of the assumptions in the Zhang and Nancollas model (1998) is not applicable to 
these sparingly-soluble minerals, possibly due to the assumption of reversible attachment 
and detachment reactions.  
Figure 6.2 shows step velocities for the four minerals as a function of the 
cation:anion ratio. These step velocities are maximized at ratios between 1 and 10 for all 
of the minerals, regardless of the identity of the cation. Despite a three orders of 
magnitude difference in aqueous water exchange rates for magnesium and calcium ions, 
obtuse step velocities on magnesite and calcite peak at similar ratios. Similarly for the 
sulfate minerals, step velocities are maximized at r~1, despite an order of magnitude 
difference in the water exchange rate for aqueous barium and strontium ions. Since the 
cation:anion ratio at which step velocities are maximized doesn’t change significantly 
with the type of mineral (magnesite, barite, celestite, or calcite), this suggests rather than 
there being one rate limiting step, such as aqueous cation dehydration, instead there may 
be a change in the rate limiting step. When anions are in excess, growth may be limited 
by dehydration of aqueous cations or dehydration of anions on the surface, but when 
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cations are in excess, growth may be limited by dehydration of the aqueous anions or 
dehydration of cations on the surface, which could lead to growth rates peaking at a ratio 
of kH2O-A/kH2O-B or kH2O-A/kH2O-A-STEP, where kH2O-A and kH2O-B are the water exchange 
rates for an aqueous cation and anion, respectively, and kH2O-A-STEP is the water exchange 
rate for a cation on the surface. Since desolvation of divalent cations is generally slower 
than desolvation of divalent anions (Richens, 1997), it is likely that desolvation of cations 
in solution and desolvation of cations at the surface are the rate limiting steps at low and 
high ratio, respectively.   
Desolvation kinetics also appear to play a role in overall growth rates. Magnesite 
is much less reactive than calcite at room temperature (Pokrovsky and Schott, 1999), 
which would be expected when comparing their relative water exchange rates. The 
sulfate minerals are more complicated to interpret. While celestite is reactive at room 
temperature and the solubility product is much greater than that of barite, the step 
coefficients (β) are much lower for [010] steps on celestite than [120] steps on barite 
(extrapolated to room temperature). Based on the relative step densities of the [010] and 
[120] steps on celestite, β’s for [120] steps on celestite are likely an order of magnitude 
less than those for barite. This suggests that celestite growth may in fact be kinetically 
hindered as compared to barite, possibly due to the role of cation desolvation during 
growth.  
Overall growth rates can also be estimated for the four minerals studied by 
measuring step densities and combining the step densities with the step velocities: Rm =
ρhvs
Vm
, where ρ is the step density (nm-1), h is the step height (nm), and Vm is the molar 
volume (nm3/mol), and Rm is the growth rate (mols/nm
2/s). Step densitites did not change 
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significantly with ratio for magnesite, barite, and celestite, though they did change with 
dislocation type (Frank-Reed source, multi-sourced spiral, single-sourced spirals, etc.). 
For this reason the following values are only estimates. The step density for bilayer steps 
on barite at 108°C was approximately 0.005 steps/nm, which corresponds to an overall 
growth rate of 0.2 μmol/m2/s (SI=0.52, r~1) or a growth rate of 0.03 cm/yr perpendicular 
to the surface . The step density for bilayer celestite steps at 26°C was 0.04 steps/nm, 
which corresponds to an overall growth rate of 0.5 μmol/m2/s or a growth rate of 0.09 
cm/yr perpendicular to the surface. Finally the step density for monolayer magnesite 
obtuse steps at 80°C was 0.001-0.002 steps/nm, which corresponds to an overall growth 
rate of 0.02-0.03 μmol/m2/s or a growth rate of 0.004 cm/yr perpendicular to the surface. 
For comparison, step densities on calcite are approximately 0.001-0.004 steps/nm at 
25°C, which corresponds to a maximum growth rate of 0.5 μmol/m2/s (Bracco et al., 
2013; SI=0.75, r~3) or a growth rate of 0.05 cm/yr perpendicular to the surface. These 
rates are significantly faster than growth rates of these minerals in nature (such as growth 
of stalactites/stalagmites), which may occur at a rate of ~0.01-0.02 cm/yr (Baldini, 2010). 
This may be due to the presence of inhibitory ions in natural systems, which will decrease 
growth rates, and also the lower temperatures that occur in caves, which will also 
decrease growth rates.  
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6.2. Suggestions for future work 
Future studies should focus on the complex nature of natural systems, including 
the effects of background electrolytes and impurities. Whereas the current studies have 
focused on studying pure systems, future efforts should first determine the effects 
different background electrolytes have on growth of these minerals as these experiments 
can be used to test hypotheses related to the effects of ion dehydration on growth. Due to 
the relatively complex nature of the carbonate system, barite or celestite would likely be 
the best model mineral to use for the experiments. Experiments should be similar to those 
done on celestite, with saturation state varied at a fixed temperature at three different 
ionic strengths. These experiments would then need to be done for up to five or six 
different background electrolytes, with varying anions and cations present in the 
background electrolytes. Varying the background anions reveals information about the 
solvent structure around the divalent cations whereas varying the background cations 
reveals information about the solvent structure around the divalent anions (Ruiz-Agudo et 
al., 2011). Additional experiments could be done exploring the effects of trivalent cations 
and anions, such as phosphate. 
A second area requiring significant research is the effect that impurities have on 
reaction mechanisms. A previous study examined the effect that strontium has on calcite 
growth and determined the effect is correlated with the concentration of calcium in 
solution, but not the concentration of carbonate (Bracco et al., 2012). This suggests 
strontium inhibits calcite growth by binding to a precursor site for calcium attachment, 
rather than blocking attachment of carbonate ions. This behavior could also be explored 
using barite as a model mineral. Future experiments (AFM based) should follow a similar 
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methodology where step velocities and growth rates are measured as a function of the 
concentration of the impurity at 3-5 different cation:anion ratios. If growth hillocks are 
predominately single spirals, measurements of step densities and the length dependent 
step velocity of very short steps near the dislocation could also be made. These 
experiments will involve determining the effect of strontium, calcium, and magnesium on 
barite growth to determine if the concentration of impurity required to inhibit growth is 
correlated with the aqueous barium concentration and if there are any trends associated 
with ion size. Other experiments could be conducted to determine if selenate and tellurate 
inhibit barite growth and if that inhibition is correlated to the aqueous sulfate 
concentration. Time of flight-nanoSIMS and angle-resolved XPS should also be 
performed on crystals post-reaction to determine the extent of incorporation, particularly 
for experiments involving strontium, as celestite (SrSO4) and barite (BaSO4) form a 
complete solid solution. These results could then be incorporated in crystal growth 
kinetics models to better describe crystal growth inhibition, particularly under extreme 
conditions where r ≠ 1. 
Other experiments that may be beneficial would include near-equilibrium studies 
of growth and dissolution of barite. By starting at SI (~0.2) and reducing the SI to ~-0.2 
and then increasing it back to a high SI (~0.2), it could be determined if there is a dead 
zone near equilibrium where barite does not grow or dissolve at appreciable amounts. 
These sorts of experiments are necessary to incorporate equilibrium and dissolution 
conditions into the Stack and Grantham (2010) model, which currently is only able to 
predict growth conditions. Currently, the model is unable to predict equilibrium and 
dissolution conditions because the rate of kink site nucleation incorporates an overall 
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detachment term. Parameterization of this term based on experiments may enable us to 
use the model to predict both growth and dissolution.  
Finally, studies to determine the effect that the aqueous cation:anion ratio has on 
dissolution would be of interest. These would also help with parameterizing the Stack and 
Grantham (2010) model. Preliminary results from Bose (2008) on celestite and Stack 
(unpublished, personal communication) on barite indicate step retreat rates are 
maximized at a cation:anion ratio of 1-10, similar to results on barite growth and 
dissolution (Chapters 4 and 5 of this dissertation). Dissolution studies can be quite 
complicated, at far from equilibrium conditions these minerals dissolve by formation of 
etch pits and the subsequent spreading of these pits by monolayer retreat. At conditions 
closer to equilibrium, these minerals dissolve by monolayer step retreat, which can be 
problematic for long term experiments as there is not a constant source of steps (such as 
an etch pit or growth hillock).  
In conclusion, our results demonstrate the effect of r on step velocities of 
sparingly-soluble minerals is as significant, and in some cases, more significant, than 
other parameters such as T, I, and SI. While these other parameters are often incorporated 
into reactive transport models, which are models that combine chemical reaction with 
fluid transport and are commonly used to predict growth and dissolution in environmental 
scenarios, to the best of our knowledge, the effect of r is not incorporated into these 
models. This suggests reactive transport models could be made more complete and better 
able to predict sparingly-soluble mineral growth rates by incorporating these effects 
through the use of simple kinetic models, such as the nucleation and propagation model 
from Stack and Grantham (2010).  
 
 246 
 
References 
Baldini, J.U.L. (2010) Cave atmosphere constrols on stalagmite growth rate and 
palaeoclimate records. In Tufas and Speleothems: Unraveling the microbial and 
physical controls. Eds. Pedley, H. M. and Rogerson, M. Geological Society, 
London. 336, 283-294.  
Bose, S. (2008) Dissolution Kinetics of Sulfate Minerals: Linking Environmental 
Significance of Mineral-Water Interface Reactions to the Retention of Aqueous 
CrO42- in Natural Waters, Chemistry. Wright State University, 
https://etd.ohiolink.edu/  
Bracco, J.N., Grantham, M.C. and Stack, A.G. (2012) Calcite Growth Rates As a 
Function of Aqueous Calcium-to-Carbonate Ratio, Saturation Index, and Inhibitor 
Concentration: Insight into the Mechanism of Reaction and Poisoning by 
Strontium. Crystal Growth & Design 12, 3540-3548. 
Bracco, J.N., Stack, A.G. and Higgins, S.R. (2014) Magnesite Step Growth Rates as a 
Function of the Aqueous Magnesium:Carbonate Ratio. Crystal Growth & Design 
14, 6033-6040. 
Dove, P.M. and Czank, C.A. (1995) CRYSTAL-CHEMICAL CONTROLS ON THE 
DISSOLUTION KINETICS OF THE ISOSTRUCTURAL SULFATES - 
CELESTITE, ANGLESITE, AND BARITE. Geochimica Et Cosmochimica Acta 
59, 1907-1915. 
 
 247 
Duckworth, O.W. and Martin, S.T. (2004) Dissolution rates and pit morphologies of 
rhombohedral carbonate minerals. American Mineralogist 89, 554-563. 
Pokrovsky, O.S. and Schott, J. (1999) Processes at the magnesium-bearing carbonates 
solution interface. II. Kinetics and mechanism of magnesite dissolution. 
Geochimica Et Cosmochimica Acta 63, 881-897. 
Richens, D.T. (1997) The Chemistry of Aqua Ions. Wiley and Sons, New York. 
Ruiz-Agudo, E., Putnis, C.V., Wang, L. and Putnis, A. (2011) Specific effects of 
background electrolytes on the kinetics of step propagation during calcite growth. 
Geochimica Et Cosmochimica Acta 75, 3803-3814. 
Stack, A.G. (2009) Molecular Dynamics Simulations of Solvation and Kink Site 
Formation at the {001} Barite-Water Interface. Journal of Physical Chemistry C 
113, 2104-2110. 
Stack, A.G. and Grantham, M.C. (2010) Growth Rate of Calcite Steps As a Function of 
Aqueous Calcium-to-Carbonate Ratio: Independent Attachment and Detachment 
of Calcium and Carbonate Ions. Crystal Growth & Design 10, 1409-1413. 
  
 
 248 
Appendix 1: HAFM SOP 
HAFM Standard Operating Procedure  
 
Tools required: set of jewelers screwdrivers, 3/16” and .050/16” hex key, epoxy.  
 
The HAFM is comprised of four main parts: the microscope, the fluid delivery system, the 
heating element, and the electronics and the associated software.  The microscope (Figure 1) 
can be further divided into three main parts, the base of the instrument, the fluid cell (Figure 2), 
and the optical head.   
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Reprinted with permission from { Higgins, S.R., Eggleston, C.M., Knauss, K.G. and 
Boro, C.O. (1998) A hydrothermal atomic force microscope for imaging in aqueous 
solution up to 150 degrees C. Review of Scientific Instruments 69, 2994-2998.}. 
Copyright {1998} AIP Publishing LLC. 
 
 
Reprinted with permission from { Higgins, S.R., Eggleston, C.M., Knauss, K.G. and 
Boro, C.O. (1998) A hydrothermal atomic force microscope for imaging in aqueous 
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solution up to 150 degrees C. Review of Scientific Instruments 69, 2994-2998.}. 
Copyright {1998} AIP Publishing LLC. 
 
Setup of microscope base (Figure 1) 
 
Attachment of scanner to plate 
 
1. Insert scanner (H in Figure 1) into jig (Figure 3) and lay out wires into cutouts. 
2. Align the plate (N in Figure 1) so the line on the plate aligns with either the x or y 
direction of the scanner.  
3. Add epoxy to bottom of scanner and plate and inset plate into circular cutout of 
jig. The best epoxy to use is styxcast epoxy 2850 with the 23 lv catalyst. 
4. Push plate down until plate is flush with jig and set plate side down.  
5. Heat at 60°C for 2-4 hours, or until epoxy is set (to test, put a weigh boat with 
epoxy in oven at the same time as the scanner). 
6. Once epoxy hardens, push the scanner and plate out of jig by pressing gently on 
the top of the scanner (which should be poking out of the jig).  
7. If wires become unattached from the scanner, use silver conductive epoxy to 
connect them back to the scanner.  
8. The scanner can be coated with silicone at this stage to help prevent moisture 
from damaging scanner.  
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Figure 3: Jig for attaching scanner to base plate 
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Figure 4: Top down view of layout of base of HAFM.  Circles with squares in the middle are hex 
key screws, circles with a line in the middle are flat head screws. The square portion with circles 
in the middle is where the wires attached to the scanner are connected to enable transmission 
of a signal from the software to the scanner.  The circles in the middle represent the scanner 
and base plate for the scanner.  
 
Attachment of spacer and membrane to scanner (Figures 2 and 4) 
 
1. Screw plate onto base of HAFM (Figure 4).   
2. Put HAFM cover over plate and scanner.  
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3. Attach spacer (J in Figure 2) to scanner using epoxy so it is in middle of hole in 
cover and let epoxy harden. Remove cover and unscrew plate from base of 
HAFM.  
4. To attach Kalrez membrane (K, figure 2), insert screw up through scanner using 
smallest hex key and push screw through membrane. Screw sample holder onto 
this screw.  
5. A thinner membrane makes it easier to put the cover back on, but the thicker 
membrane can withstand more pressure.  NOTE: It sounds like the thinner 
membrane leaks, so just use the thicker one.  
 
Soldering  (Figures 4, 5, and 6) 
1. To connect scanner, solder wires shown in Figure 5 to the location on the base of 
the HAFM with the corresponding letter shown in Figure 4. 
2. Test with voltmeter to ensure connections are good.  Do this by touching end of 
wire connected to electrode with one end of voltmeter and the corresponding 
pin on the 9 pin connecter (Figure 6). 
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Figure 5: Representation of the wiring scheme for the piezo scanner.  There are 7 wires: two are 
ground (C, z ground and E, x/y ground), A is the wire for the z portion of the piezo, and F/G and 
D/B are for the x and y portions of the piezo.  
  
  
 
Figure 6: 9 pin connector with the pins corresponding to which part of the scanner labeled.  
 
Putting it all together (Figures 1 and 4) 
 
1. Put cover back on HAFM and screw down.   
2. Put o-ring in grove and then slowly pull membrane through insulator material (I 
in Figure 2) until membrane lies flat atop insulator material. .  
3. Hook up to AFM computer and test to see if scanner is working (see if it moves in 
x and y when scanning and if it can be forced to false engage).  
4. Screw titanium bottom of fluid cell (E in Figure 2) onto insulator (align so optical 
head won’t hit the outlet line or thermocouple).  
5.  Add o-ring and heater ring and then screw top of fluid cell (D in Figure 2; with 
cantilever attached) onto bottom of fluid cell.  
 
The Fluid Delivery System (Figure 7) 
 
1. Make sure there is fluid in the liquid bladder before beginning.  
2. Assemble HAFM base and fluid cell, but leave the window and window cover (B 
in Figure 2) off.   
3. Close all valves and turn gas (either nitrogen or argon) on slightly (just so the 
needle moves a bit).  
4. Open valves 1g, 2g, 1w, and 2w (valves to bladder and fluid inlet line).  
5. Once a bubble of solution forms, turn off valve 2w (valve to fluid cell) and put 
window and window cover on the HAFM.  
6. Depressurize the bladder by opening 4g a little until bladder is depressurized. 
Otherwise a pressure differential might occur across the membrane and the 
epoxy may fail. 
7. Turn on both valve 3g and valve 2w at the same time to prevent unequal 
pressure across the membrane.  
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8. Turn on mass flow controller.  
9. Slowly increase pressure (5 psi increase at a time) until desired pressure is 
reached checking the gauges as the pressure is increased.   
10. To depressurize: turn off mass flow controller, turn off N2 gas, and crack valve 4g 
open a little until system is fully depressurized.  
 
 
Figure 7: Fluid (blue lines) and gas (green lines) delivery system. Solution flows from the bladder 
to the 8 way switching valve to the HAFM fluid cell and then to the mass flow controller.  Gas 
simultaneously flows from the tank to the liquid bladder and the switching valve and the AFM 
base.  
 
Heater System  
 
1. Connect heater ring (M, Figure 2) and thermocouple to temperature controller.   
2. The temperature controller is a negative feedback system.  The setpoint for the 
temperature can be changed by pressing the setpoint button (button 6).   
3. To have the heater being outputting heat, press the heater range button.  To go 
to temperatures above 100C, use high to reach the temperature and then 
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medium to stay around that temperature (can change back to high if necessary).  
At lower temperatures medium or low should work.   
4. If temperature is fluctuating significantly, change the gains for the system by 
pressing the PID/MHP button (button 7).  
 
Calibration of scanner (calibration specimen TGX1) 
1. Put optical head on top of instrument. The legs should be ~3cm long to ensure 
the laser spot can be aligned on the back of the cantilever and reflect onto the 
lucite window.  
2. Follow procedures in user manual, equations are not found in the version on the 
AFM computer, instead use a downloaded manual that has the equations 
available.  
3. Z calibration is less critical that x and y calibration as we know what the step 
height will be.  
4. Make a new calibration file for each temperature and pressure of interest.   
5. Take care not to override the other calibrations files.  
6. For best results calibrate every 6 months.  
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Appendix 2: Phreeqc input/output files and sample code 
Sample phreeqc output file: 
WARNING: Database file from DATABASE keyword is used; command line argument 
ignored. 
   Input file: C:\Users\JBracco\AppData\Local\Temp\phrq0001.tmp 
  Output file: C:\Users\JBracco\Downloads\celestite.out 
Database file: C:\Program Files (x86)\Phreeqc\Databases\minteq.v4.dat 
 
------------------ 
Reading data base. 
------------------ 
 
 SOLUTION_MASTER_SPECIES 
 SOLUTION_SPECIES 
 SOLUTION_SPECIES 
 PHASES 
 PHASES 
 SURFACE_MASTER_SPECIES 
 SURFACE_SPECIES 
 END 
------------------------------------ 
Reading input data for simulation 1. 
------------------------------------ 
 
 DATABASE minteq.v4.dat 
 TITLE celestite 
 solution 2 
  units mol/l 
  Sr  0.106937204 
  N(5)  0.213874407 
 save solution 2b 
 END 
----- 
TITLE 
----- 
 
 celestite 
 
------------------------------------------- 
Beginning of initial solution calculations. 
------------------------------------------- 
 
Initial solution 2.  
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-----------------------------Solution composition------------------------------ 
 
 Elements           Molality       Moles 
 
 N(5)              2.166e-01   2.166e-01 
 Sr                1.083e-01   1.083e-01 
 
----------------------------Description of solution---------------------------- 
 
                                       pH  =   7.000     
                                       pe  =   4.000     
                        Activity of water  =   0.995 
                           Ionic strength  =   2.744e-01 
                       Mass of water (kg)  =   1.000e+00 
                 Total alkalinity (eq/kg)  =   3.356e-08 
                    Total carbon (mol/kg)  =   0.000e+00 
                       Total CO2 (mol/kg)  =   0.000e+00 
                      Temperature (deg C)  =  25.000 
                  Electrical balance (eq)  =  -3.254e-08 
 Percent error, 100*(Cat-|An|)/(Cat+|An|)  =  -0.00 
                               Iterations  =   4 
                                  Total H  = 1.110137e+02 
                                  Total O  = 5.615649e+01 
 
----------------------------Distribution of species---------------------------- 
 
                                                             Log       Log         Log  
   Species                 Molality    Activity  Molality  Activity     Gamma 
 
   OH-                   1.470e-07   1.002e-07    -6.833    -6.999    -0.167 
   H+                     1.359e-07   1.000e-07    -6.867    -7.000    -0.133 
   H2O                  5.551e+01   9.949e-01     1.744    -0.002     0.000 
H(0)             1.329e-25 
   H2                     6.646e-26   7.079e-26   -25.177   -25.150   0.027 
N(5)             2.166e-01 
   NO3-                 1.913e-01   1.408e-01    -0.718    -0.851    -0.133 
   SrNO3+             2.524e-02   1.365e-02    -1.598    -1.865    -0.267 
O(0)             0.000e+00 
   O2                     0.000e+00   0.000e+00   -42.027   -42.000  0.027 
Sr               1.083e-01 
   Sr+2                   8.304e-02   2.436e-02    -1.081    -1.613    -0.533 
   SrNO3+              2.524e-02   1.365e-02    -1.598    -1.865   -0.267 
   SrOH+                2.243e-08   1.612e-08    -7.649    -7.793   -0.143 
 
------------------------------Saturation indices------------------------------- 
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 Phase               SI log IAP  log KT 
 
 O2(g)           -39.09   44.00   83.09  O2 
 
------------------ 
End of simulation. 
------------------ 
 
------------------------------------ 
Reading input data for simulation 2. 
------------------------------------ 
 
 solution 5 
  units mol/l 
  Na 0.201194636 
  S(6) 0.100597318 
 save solution 5b 
 END 
------------------------------------------- 
Beginning of initial solution calculations. 
------------------------------------------- 
 
Initial solution 5.  
 
-----------------------------Solution composition------------------------------ 
 
 Elements           Molality       Moles 
 
 Na                2.041e-01   2.041e-01 
 S(6)              1.021e-01   1.021e-01 
 
----------------------------Description of solution---------------------------- 
 
                                       pH  =   7.000     
                                       pe  =   4.000     
                        Activity of water  =   0.995 
                           Ionic strength  =   2.602e-01 
                       Mass of water (kg)  =   1.000e+00 
                 Total alkalinity (eq/kg)  =  -3.109e-07 
                    Total carbon (mol/kg)  =   0.000e+00 
                       Total CO2 (mol/kg)  =   0.000e+00 
                      Temperature (deg C)  =  25.000 
                  Electrical balance (eq)  =   3.109e-07 
 Percent error, 100*(Cat-|An|)/(Cat+|An|)  =   0.00 
                               Iterations  =   4 
                                  Total H  = 1.110137e+02 
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                                  Total O  = 5.591506e+01 
 
----------------------------Distribution of species---------------------------- 
 
                                                     Log       Log         Log  
   Species                 Molality    Activity  Molality  Activity     Gamma 
 
   OH-                    1.461e-07   1.002e-07    -6.835    -6.999    -0.164 
   H+                     1.356e-07   1.000e-07    -6.868    -7.000    -0.132 
   H2O                    5.551e+01   9.952e-01     1.744    -0.002     0.000 
H(0)             1.334e-25 
   H2                     6.668e-26   7.079e-26   -25.176   -25.150     0.026 
Na               2.041e-01 
   Na+                    1.811e-01   1.336e-01    -0.742    -0.874    -0.132 
   NaSO4-                 2.297e-02   1.678e-02    -1.639    -1.775    -0.136 
O(0)             0.000e+00 
   O2                     0.000e+00   0.000e+00   -42.025   -41.999     0.026 
S(6)             1.021e-01 
   SO4-2                  7.909e-02   2.339e-02    -1.102    -1.631    -0.529 
   NaSO4-                 2.297e-02   1.678e-02    -1.639    -1.775    -0.136 
   HSO4-                  3.215e-07   2.285e-07    -6.493    -6.641    -0.148 
 
------------------------------Saturation indices------------------------------- 
 
 Phase               SI log IAP  log KT 
 
 Mirabilite       -2.29   -3.40   -1.11  Na2SO4:10H2O 
 O2(g)           -39.09   44.00   83.09  O2 
 Thenardite       -3.70   -3.38    0.32  Na2SO4 
 
------------------ 
End of simulation. 
------------------ 
 
------------------------------------ 
Reading input data for simulation 3. 
------------------------------------ 
 
 solution 4 
  units mol/l 
  Na 0.1 
  N(5) 0.1 
  save solution 4b 
 END 
------------------------------------------- 
Beginning of initial solution calculations. 
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------------------------------------------- 
 
Initial solution 4.  
 
-----------------------------Solution composition------------------------------ 
 
 Elements           Molality       Moles 
 
 N(5)              1.004e-01   1.004e-01 
 Na                1.004e-01   1.004e-01 
 
----------------------------Description of solution---------------------------- 
 
                                       pH  =   7.000     
                                       pe  =   4.000     
                        Activity of water  =   0.997 
                           Ionic strength  =   1.004e-01 
                       Mass of water (kg)  =   1.000e+00 
                 Total alkalinity (eq/kg)  =   3.771e-09 
                    Total carbon (mol/kg)  =   0.000e+00 
                       Total CO2 (mol/kg)  =   0.000e+00 
                      Temperature (deg C)  =  25.000 
                  Electrical balance (eq)  =  -3.771e-09 
 Percent error, 100*(Cat-|An|)/(Cat+|An|)  =  -0.00 
                               Iterations  =   4 
                                  Total H  = 1.110137e+02 
                                  Total O  = 5.580795e+01 
 
----------------------------Distribution of species---------------------------- 
 
                                                     Log       Log         Log  
   Species                 Molality    Activity  Molality  Activity     Gamma 
 
   OH-                    1.318e-07   1.003e-07    -6.880    -6.998    -0.118 
   H+                     1.280e-07   1.000e-07    -6.893    -7.000    -0.107 
   H2O                    5.551e+01   9.966e-01     1.744    -0.001     0.000 
H(0)             1.384e-25 
   H2                     6.918e-26   7.079e-26   -25.160   -25.150     0.010 
N(5)             1.004e-01 
   NO3-                   1.004e-01   7.842e-02    -0.998    -1.106    -0.107 
Na               1.004e-01 
   Na+                    1.004e-01   7.842e-02    -0.998    -1.106    -0.107 
O(0)             0.000e+00 
   O2                     0.000e+00   0.000e+00   -42.008   -41.998     0.010 
 
------------------------------Saturation indices------------------------------- 
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 Phase               SI log IAP  log KT 
 
 O2(g)           -39.09   44.00   83.09  O2 
 
------------------ 
End of simulation. 
------------------ 
 
------------------------------------ 
Reading input data for simulation 4. 
------------------------------------ 
 
 solution 3 
 save solution 3b 
 END 
------------------------------------------- 
Beginning of initial solution calculations. 
------------------------------------------- 
 
Initial solution 3.  
 
-----------------------------Solution composition------------------------------ 
 
 Elements           Molality       Moles 
 
 Pure water      
 
----------------------------Description of solution---------------------------- 
 
                                       pH  =   7.000     
                                       pe  =   4.000     
                        Activity of water  =   1.000 
                           Ionic strength  =   1.004e-07 
                       Mass of water (kg)  =   1.000e+00 
                 Total alkalinity (eq/kg)  =   6.935e-10 
                    Total carbon (mol/kg)  =   0.000e+00 
                       Total CO2 (mol/kg)  =   0.000e+00 
                      Temperature (deg C)  =  25.000 
                  Electrical balance (eq)  =  -6.935e-10 
 Percent error, 100*(Cat-|An|)/(Cat+|An|)  =  -0.35 
                               Iterations  =   0 
                                  Total H  = 1.110137e+02 
                                  Total O  = 5.550683e+01 
 
----------------------------Distribution of species---------------------------- 
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                                                     Log       Log         Log  
   Species                 Molality    Activity  Molality  Activity     Gamma 
 
   OH-                    1.007e-07   1.007e-07    -6.997    -6.997    -0.000 
   H+                     1.001e-07   1.000e-07    -7.000    -7.000    -0.000 
   H2O                    5.551e+01   1.000e+00     1.744     0.000     0.000 
H(0)             1.416e-25 
   H2                     7.079e-26   7.079e-26   -25.150   -25.150     0.000 
O(0)             0.000e+00 
   O2                     0.000e+00   0.000e+00   -41.995   -41.995     0.000 
 
------------------------------Saturation indices------------------------------- 
 
 Phase               SI log IAP  log KT 
 
 O2(g)           -39.09   44.00   83.09  O2 
 
------------------ 
End of simulation. 
------------------ 
 
------------------------------------ 
Reading input data for simulation 5. 
------------------------------------ 
 
 MIX 2 
  5b  0.018 
  2b  0.0006 
  4b  0.01 
  3b  0.0714 
 REACTION_TEMPERATURE 
   26 
----------------------------------------- 
Beginning of batch-reaction calculations. 
----------------------------------------- 
 
Reaction step 1. 
 
Using mix 2.  
Using temperature 1.  
 
Mixture 2.  
 
   1.800e-02 Solution 5                                                        
   6.000e-04 Solution 2                                                        
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   1.000e-02 Solution 4                                                        
   7.140e-02 Solution 3                                                        
 
-----------------------------Solution composition------------------------------ 
 
 Elements           Molality       Moles 
 
 N                 1.134e-02   1.134e-03 
 Na                4.678e-02   4.678e-03 
 S                 1.837e-02   1.837e-03 
 Sr                6.497e-04   6.497e-05 
 
----------------------------Description of solution---------------------------- 
 
                                       pH  =   7.025      Charge balance 
                                       pe  =  11.242      Adjusted to redox equilibrium 
                        Activity of water  =   0.999 
                           Ionic strength  =   6.275e-02 
                       Mass of water (kg)  =   1.000e-01 
                 Total alkalinity (eq/kg)  =  -5.490e-08 
                    Total carbon (mol/kg)  =   0.000e+00 
                       Total CO2 (mol/kg)  =   0.000e+00 
                      Temperature (deg C)  =  26.000 
                  Electrical balance (eq)  =   5.480e-09 
 Percent error, 100*(Cat-|An|)/(Cat+|An|)  =   0.00 
                               Iterations  =  29 
                                  Total H  = 1.110137e+01 
                                  Total O  = 5.561432e+00 
 
----------------------------Distribution of species---------------------------- 
 
                                                     Log       Log         Log  
   Species                 Molality    Activity  Molality  Activity     Gamma 
 
   OH-                    1.443e-07   1.149e-07    -6.841    -6.940    -0.099 
   H+                     1.168e-07   9.440e-08    -6.932    -7.025    -0.093 
   H2O                    5.551e+01   9.987e-01     1.744    -0.001     0.000 
H(0)             4.049e-40 
   H2                     2.024e-40   2.054e-40   -39.694   -39.687     0.006 
N(-3)            0.000e+00 
   NH4+                   0.000e+00   0.000e+00   -43.495   -43.601    -0.106 
   NH4SO4-                0.000e+00   0.000e+00   -44.634   -44.725    -0.091 
   NH3                    0.000e+00   0.000e+00   -45.850   -45.850     0.000 
   SrNH3+2                0.000e+00   0.000e+00   -49.176   -49.688    -0.511 
N(3)             9.869e-11 
   NO2-                   9.869e-11   7.795e-11   -10.006   -10.108    -0.102 
 
 265 
N(5)             1.134e-02 
   NO3-                   1.133e-02   9.153e-03    -1.946    -2.038    -0.093 
   SrNO3+                 8.231e-06   6.133e-06    -5.085    -5.212    -0.128 
Na               4.678e-02 
   Na+                    4.509e-02   3.644e-02    -1.346    -1.438    -0.093 
   NaSO4-                 1.684e-03   1.373e-03    -2.774    -2.862    -0.088 
O(0)             4.433e-13 
   O2                     2.217e-13   2.249e-13   -12.654   -12.648     0.006 
S(-2)            0.000e+00 
   HS-                    0.000e+00   0.000e+00  -121.557  -121.685    -0.128 
   H2S                    0.000e+00   0.000e+00  -121.703  -121.703     0.000 
   S5-2                   0.000e+00   0.000e+00  -123.492  -124.003    -0.511 
   S6-2                   0.000e+00   0.000e+00  -124.030  -124.541    -0.511 
   S4-2                   0.000e+00   0.000e+00  -124.086  -124.598    -0.511 
   S3-2                   0.000e+00   0.000e+00  -124.891  -125.402    -0.511 
   S2-2                   0.000e+00   0.000e+00  -125.904  -126.415    -0.511 
   S-2                    0.000e+00   0.000e+00  -131.569  -131.931    -0.362 
S(6)             1.837e-02 
   SO4-2                  1.645e-02   7.009e-03    -1.784    -2.154    -0.370 
   NaSO4-                 1.684e-03   1.373e-03    -2.774    -2.862    -0.088 
   SrSO4                  2.412e-04   2.412e-04    -3.618    -3.618     0.000 
   HSO4-                  8.256e-08   6.661e-08    -7.083    -7.176    -0.093 
   NH4SO4-                0.000e+00   0.000e+00   -44.634   -44.725    -0.091 
Sr               6.497e-04 
   Sr+2                   4.003e-04   1.706e-04    -3.398    -3.768    -0.370 
   SrSO4                  2.412e-04   2.412e-04    -3.618    -3.618     0.000 
   SrNO3+                 8.231e-06   6.133e-06    -5.085    -5.212    -0.128 
   SrOH+                  1.605e-10   1.303e-10    -9.794    -9.885    -0.091 
   SrNH3+2                0.000e+00   0.000e+00   -49.176   -49.688    -0.511 
 
------------------------------Saturation indices------------------------------- 
 
 Phase               SI log IAP  log KT 
 
 Celestite         0.70   -5.92   -6.62  SrSO4 
 H2S(g)         -120.70 -128.71   -8.01  H2S 
 Mirabilite       -3.97   -5.04   -1.07  Na2SO4:10H2O 
 O2(g)            -9.69   73.07   82.75  O2 
 Sulfur          -90.02  -92.18   -2.15  S 
 Thenardite       -5.35   -5.03    0.32  Na2SO4 
 
------------------ 
End of simulation. 
------------------ 
 
------------------------------------ 
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Reading input data for simulation 6. 
------------------------------------ 
 
----------- 
End of run. 
----------- 
 
bash file: 
 
counter=0; 
while [ $counter -le 5000 ]; do 
  python celestite_phreeqc_si.py; 
 /Applications/phreeqc-2.15.0/bin/phreeqc modeltest2 modeltest2.out 
/Applications/phreeqc-2.15.0/database/minteq.v4.dat  
  (( counter++ )) 
done 
 
celestite_phreeqc_si.py: 
########################################################################
######################### 
# This code is for generating large tables of speciation data at a certain saturation index # 
# for use in plotting nice curves in figures with data fitting. # 
# # 
# This code takes a phreeqc input file and selected output file and creates a new input file. 
# 
# The code also needs a output.txt file for the selected output to be dumped to and a file # 
# containing the portion of the phreeqc input file up to the MIX block and a file 
containing the#  
# portion after the MIX block #  
# # 
# The input file needs to be set up so each growth solution is equlibrated with 
atmospheric # 
# CO2 and then mixed. The selected output file is formatted to have two lines: the first # 
# line is the labels and the second line has the calculated values for: # 
# [Ca], [CO3], {Ca}, {CO3}, SI calcite, [Ca]/[CO3], log([Ca]/[CO3]), {Ca}/{CO3} # 
########################################################################
######################### 
 
 
# modeltest.sel is the selected output file 
 
f = open('modeltest.sel', 'r'); 
str = f.readline(); 
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str = f.readline(); #reads two lines 
f.close(); 
 
temp = str.split(); #splits the string 
si2 = temp[4]; #two variables for si, si2 is a string, si is a float.  
si = float(temp[4]); 
r = float(temp[5]); 
 
# modeltest2 is the phreeqc input file 
 
model = open('modeltest2', 'r'); 
 
 
# the following block is to find line in file where the solution composition is specified 
# a is the line at which the mix block starts 
for num, line in enumerate(model, 1): 
if "MIX 2\n" in line: 
a = num; 
model.close(); 
 
# file is formatted so the cation solution comes before the anion (this must be the case!) 
#dumps the line with the cation solution (should be something like 2b #.#) into calc and  
#line with anion solution into carb 
calc = a+1; 
carb = a+2; 
 
temp = open('modeltest2', 'r').readlines()[calc-1]; 
strontium = float(temp.split()[1]); #splits the cation line so we can grab just the #.# part 
as a float 
temp = open('modeltest2','r').readlines()[carb-1]; 
sulfate = float(temp.split()[1]); #splits the anion line so we can grab just the #.# as a float 
 
append_test = open('output2', 'a'); 
append_test.write(si2); #appends the si to a dummy file 
append_test.close(); 
 
# Here we are starting from a low ratio and going to a high ratio 
 
if si == 0.3000: 
append = open('output.txt', 'a');  
append.write(str);  #this dumps the line from modeltest.sel with si, activity, r and 
molarity into a  
#file that can be copied into excel later 
append.close(); 
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#these next lines will be used to dump the amount of cation and anion added (from the 
MIX  
#block) 
append = open('sr2o4.txt', 'a'); 
temp = repr(strontium) + ' '+ repr(sulfate)+'\n'; 
append.write(temp); 
append.close(); 
 
strontium= 1.001*strontium; sulfate = 1.001*sulfate; 
else: 
 
# for the next block, the output file will be empty to start with, since we want to start at a 
low  
# ratio and move to high ratios, we will assign lastr to be some high ratio in this case 
 
filehandle = open('output.txt', 'r'); 
lineList = filehandle.readlines(); 
filehandle.close() 
if len(lineList) == 0: #basically, if there is no line to read 
lastr = 20; 
else: 
temp = (lineList[len(lineList)-1]); 
lastr = float(temp.split()[6]); 
 
# We want a lot of data points for a smooth curve, so we need to slowly increment the 
strontium 
# and sulfate solution amounts. 
 
if si > 0.3000: 
if r > lastr: 
sulfate = .999*sulfate; 
else: 
strontium = .999*strontium; 
else:  
if r > lastr: 
strontium = 1.001*strontium; 
else: 
sulfate = 1.001*sulfate; 
print si, r  
 
# We mix our solutions in 100 mL containers 
#These lines of code create a new MIX block 
nano3 = 0.1 - strontium - sulfate;  
 
temp = '2b'; dummy1 = temp + "\t" + repr(strontium); #\t is tab, \n is new line 
temp = '5b'; dummy2 = temp + "\t" + repr(sulfate); 
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temp = '3b'; dummy3 = temp + "\t" + repr(nano3); 
dummy4 = 'MIX 2' + "\n" + dummy1 +"\n" + dummy2 + "\n" + dummy3 +"\n"; 
 
# react is a file with everything that comes after the mix block in the phreeqc input file 
# head is a file with everything that comes before the mix block in the phreeqc input file 
 
react = open('react', 'r'); 
head = open('head', 'r'); 
 
newfile = open('modeltest2', 'w'); 
newfile.write(head.read());  #pastes the file head into the new phreeqc input file 
newfile.write(dummy4);  #pastes the earlier created MIX block (dummy4) into input 
file 
newfile.write(react.read()); #end of code #pastes the file react into phreeqc input file 
react (this is part of the phreeqc input file that doesn’t change and gets pasted into a new 
phreeqc input file each iteration):  
REACTION_TEMPERATURE 
 25  
SELECTED_OUTPUT 
-file modeltest.sel 
-selected_out true 
-user_punch true 
-simulation false 
-state false 
-solution false 
-distance false 
-time false 
-step false 
-ph false 
-pe false 
 
-molalities Sr+2 SO4-2 
-activities Sr+2 SO4-2 
-si celestite 
USER_PUNCH 
-headings r logr r 
-start 
10 REM calculates r and log r 
20 PUNCH MOL("Sr+2") / MOL("SO4-2") 
30 PUNCH LOG10(MOL("Sr+2") / MOL("SO4-2")) 
40 PUNCH MOL("Sr+2") / MOL("SO4-2") 
-end 
END 
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head (this is part of the phreeqc input file that doesn’t change and gets pasted into a new 
phreeqc input file each iteration):: 
 
TITLE celestite 
solution 2 
 units mol/l 
 Sr  0.070 
 N(5)  0.140  
save solution 2b 
END 
solution 3 
 units mol/l 
 Na 0.0425 
 N(5) 0.0425 
save solution 3b 
END 
solution 5 
 units mol/l 
 Na 0.140 
 S(6) 0.070 
save solution 5b 
END 
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Appendix C: Impurity Analysis 
Method for determination of trace impurities in celestite and barite (magnesite samples 
were dissolved in boiling hydrochloric acid):  
1. Crystals were washed with ethanol 2-3 times and air dried, then washed with water 
and oven dried at 65°C  and then powdered with a mortar and pestle.  
2. EDTA solution was made by dissolving 7.3658 g of high purity EDTA (99.995% 
trace metal grade) in 500 mL 0.1 M NaOH solution.  
3. 100 mg of mineral powder was mixed with 100 mL of EDTA solution in a glass 
beaker and stirred and heated at 80±5°C for 72 hours. 
4. Solution was poured into 100 mL volumetric flask and volume was made up to 100 
mL using the EDTA solution to account for evaporation. 
5. Samples were then diluted 10x and filtered using a 0.45 µm Teflon filter. The 
following elements were measured: calcium, copper, iron, magnesium, manganese, 
lead and barium (strontium in the case of analyzing barite). Samples were diluted 
1000x and filtered to analyze for strontium/barium concentrations (used to 
determine mol/mol% and if the sample was fully dissolved.  
6. Standards were made from a multielement standard (Sigma Aldrich: 90243) diluted 
to a 5% nitric acid matrix and standard concentrations of 1, 0.5, 0.1, 0.05, 0.01 ppm 
for the elements except lead which had concentrations of 10, 5, 1, 0.5, and 0.1 ppm.  
 
