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Relation between catalyst-assisted transformation and multiple-copy transformation
for bipartite pure states
Yuan Feng,1, ∗ Runyao Duan,1, † and Mingsheng Ying1, ‡
1State Key Laboratory of Intelligent Technology and Systems,
Department of Computer Science and Technology Tsinghua University, Beijing, China, 100084
(Dated: November 11, 2018)
We show that in some cases, catalyst-assisted entanglement transformation cannot be imple-
mented by multiple-copy transformation for pure states. This fact, together with the result we
obtained in [R. Y. Duan, Y. Feng, X. Li, and M. S. Ying, Phys. Rev. A 71, 042319 (2005)] that the
latter can be completely implemented by the former, indicates that catalyst-assisted transformation
is strictly more powerful than multiple-copy transformation. For purely probabilistic setting we find,
however, these two kinds of transformations are geometrically equivalent in the sense that the sets of
pure states which can be converted into a given pure state with maximal probabilities not less than
a given value have the same closure, no matter catalyst-assisted transformation or multiple-copy
transformation is used.
PACS numbers: 03.67.Mn,03.65.Ud
I. INTRODUCTION
Quantum entanglement, which is essential in quantum
information processing such as quantum cryptography
[1], quantum superdense coding [2] and quantum tele-
portation [3], has been extensively studied. One fruitful
research direction on quantum entanglement is to discuss
the possibility of transforming a bipartite entangled pure
state into another one allowing only local operations on
the separate subsystems respectively and classical com-
munication between them (or LOCC for short). The
asymptotic case when arbitrarily large number of copies
are provided is considered by Bennett and his collabo-
rators [4]. While in deterministic and finite manner, the
first and significant step was made by Nielsen [5] who dis-
covered the connection between the theory of majoriza-
tion in linear algebra [6] and entanglement transforma-
tion. Nielsen proved that a bipartite entangled pure state
|ψ1〉 can be transformed into another bipartite entangled
pure state |ψ2〉 by LOCC if and only if λψ1 ≺ λψ2 , where
the probability vectors λψ1 and λψ2 denote the Schmidt
coefficient vectors of |ψ1〉 and |ψ2〉, respectively. Here the
symbol ≺ stands for ‘majorization relation’. Generally,
an n-dimensional real vector x is said to be majorized by
another n-dimensional real vector y, denoted by x ≺ y,
if the following relations hold:
l∑
i=1
x↓i ≤
l∑
i=1
y↓i for any 1 ≤ l ≤ n, (1)
with equality holding when l = n, where x↓ denotes the
vector obtained by rearranging the components of x in
nonincreasing order.
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Nielsen’s theorem gives a necessary and sufficient con-
dition when two entangled pure states are comparable in
the sense that one can be transformed into another by
LOCC. There exist, however, incomparable states such
that any one cannot be transformed into another only us-
ing LOCC. To treat the case of transformations between
incomparable states, Vidal [7] generalized Nielsen’s work
by allowing probabilistic transformations. He found that
the maximal probability of transforming |ψ1〉 into |ψ2〉
by LOCC can be calculated by
P (|ψ1〉 → |ψ2〉) = min
1≤l≤n
El(λψ1)
El(λψ2)
, (2)
where El(x) denotes
∑n
i=l x
↓
i .
In Ref.[8], Jonathan and Plenio discovered a very sur-
prising phenomenon that sometimes an entangled state
can enable otherwise impossible entanglement transfor-
mations without being consumed at all. A simple but
well known example is |ψ1〉 9 |ψ2〉 but |ψ1〉 ⊗ |φ〉 →
|ψ2〉⊗|φ〉, where |ψ1〉 =
√
0.4|00〉+√0.4|11〉+√0.1|22〉+√
0.1|33〉, |ψ2〉 =
√
0.5|00〉+√0.25|11〉+√0.25|22〉, and
|φ〉 = √0.6|44〉 + √0.4|55〉. The role of the state |φ〉
is just like a catalyst in a chemical process. Daftuar
and Klimesh [9] examined catalyst-assisted entanglement
transformation and derived some interesting results. In
[10], we investigated catalyst-assisted transformation in
probabilistic setting. A necessary and sufficient condition
was presented under which there exist partial catalysts
that can increase the maximal transforming probability
of a given entanglement transformation. The mathemat-
ical structure of catalyst-assisted probabilistic transfor-
mation was also carefully investigated.
Another interesting phenomenon of entanglement
transformation was noticed by Bandyopadhyay et al.
[11]. In some occasions, increasing the number of copies
of the original state can also help entanglement trans-
formations. Take the above example. Instead of intro-
ducing a catalyst state |φ〉, providing 3 copies of |ψ1〉 is
2also sufficient to transform these copies together into the
same number of |ψ2〉. A question naturally arises here is:
what is the relation between catalyst-assisted entangle-
ment transformation and multiple-copy transformation?
In [12], we found that multiple-copy entanglement trans-
formation can be completely implemented by catalyst-
assisted one. Furthermore, the mixing of these two has
also the same power as pure catalyst-assisted transforma-
tion. In other words, any transformation which can be
realized collectively on multiple copies and with the aid
of a catalyst can be exactly implemented by only pro-
viding some appropriate catalyst. Later on, we proved
that these two kinds of transformations are asymptoti-
cally equivalent in the sense that they can simulate each
other’s ability to implement a desired transformation
with the same optimal success probability, when the di-
mension of catalysts and the number of copies provided
tend to infinity [13].
The contribution of the current paper is twofold. First,
we show that in some cases catalyst-assisted entan-
glement transformation is strictly more powerful than
multiple-copy one by deriving a sufficient condition when
the former cannot be implemented by the latter. Second,
for purely probabilistic setting we find, however, these
two kinds of transformations are geometrically equiva-
lent. That is, no matter catalyst-assisted transforma-
tions or multiple-copy transformations are used, the sets
of quantum states that can be converted into a given
state with maximal probabilities not less than a given
value have the same closure. It is worth noting that the
geometrical equivalence between these two kinds of trans-
formations proved in the current paper is different from
the asymptotical equivalence shown in [13]. We will elab-
orate the difference at the end of Section III after neces-
sary notations have been introduced.
For simplicity, in what follows we denote a bipartite
pure state by the probability vector of its Schmidt coef-
ficients. This will not cause any confusion because it is
well known that the fundamental properties of a bipartite
pure state under LOCC are completely determined by its
Schmidt coefficients. Therefore, from now on, we con-
sider only probability vectors (sometimes we even omit
the normalization of a nonnegative vector to be a proba-
bility one) instead of quantum states and always identify
a probability vector with the bipartite pure state repre-
sented by it.
II. DETERMINISTIC CASE
In this section, we study the relation between catalyst-
assisted transformation and multiple-copy transforma-
tion in deterministic case. First, we introduce some no-
tations.
Denote by V n the set of all n-dimensional nonnegative
vectors and let x, y, · · · range over V n. Let
S(y) = {x ∈ V n | x ≺ y} (3)
be the set of states that can be transformed into y by
LOCC directly,
T (y) = {x ∈ V n | ∃ probability vector c, x⊗ c ≺ y ⊗ c}
(4)
be the set of states that can be transformed into y by
LOCC with the aid of some catalyst, and
M(y) = {x ∈ V n | ∃ integer k ≥ 1, x⊗k ≺ y⊗k} (5)
the set of states which, when some appropriate number
of copies are provided, can be transformed into the same
number of y by LOCC.
Lemma 1 Suppose x ∈ T (y) and x′ ∈ T (y′). Then x¯ ∈
T (y¯) where x¯ = x⊕ x′ and y¯ = y ⊕ y′.
Proof. By definition, x ∈ T (y) and x′ ∈ T (y′) imply
that there exist c and c′ such that x ⊗ c ≺ y ⊗ c and
x′ ⊗ c′ ≺ y′⊗ c′. It can be easily checked that the vector
c⊗ c′ serves as a catalyst for the transformation from x¯
to y¯, that is, x¯⊗ c⊗ c′ ≺ y¯ ⊗ c⊗ c′. Thus x¯ ∈ T (y¯). 
The following lemma, important in its own right, is a
powerful tool which gives us a sufficient condition on x
and y such that they are incomparable in any multiple-
copy transformations. In other words, any number of x
cannot be collectively transformed into the same number
of y using LOCC.
Lemma 2 Suppose x and y are two nonincreasingly ar-
ranged n-dimensional probability vectors, x1 = y1 but
x ⊀ y. Let
d = min{l : 1 ≤ l ≤ n,
l∑
i=1
xi >
l∑
i=1
yi}. (6)
Denote by t1 the number of components in x which are
equal to x1, while t2 the number of components in y which
are equal to y1. If t1 = t2 = t and
x1xd ≥ x2t+1 and y1yd ≥ y2t+1, (7)
then x 6∈M(y).
Proof. First, it is obvious that 1 ≤ t < d < n. From the
assumption Eq.(7), we have for any integer k ≥ 1, the
components of x⊗k and y⊗k can be arranged nonincreas-
ingly as follows
(x⊗k)↓ = xk1 ⊕ (xk−11 x2)⊕k ⊕ · · · ⊕ (xk−1t xt−1)⊕k ⊕ xkt
⊕(xk−11 xt+1)⊕k ⊕ · · · ⊕ (xk−1t xt+1)⊕k ⊕ · · ·
⊕(xk−11 xd)⊕k ⊕ · · · ⊕ (xk−1t xd)⊕k ⊕ · · ·
(8)
and
(y⊗k)↓ = yk1 ⊕ (yk−11 y2)⊕k ⊕ · · · ⊕ (yk−1t yt−1)⊕k ⊕ ykt
⊕(yk−11 yt+1)⊕k ⊕ · · · ⊕ (yk−1t yt+1)⊕k ⊕ · · ·
⊕(yk−11 yd)⊕k ⊕ · · · ⊕ (yk−1t yd)⊕k ⊕ · · ·
(9)
3where by α⊕k we denote the vector
(α, α, · · · , α)︸ ︷︷ ︸ .
k times
(10)
Here we only write out explicitly the largest tk+kt(d− t)
components of x⊗k and y⊗k since it is enough for our
argument. Notice that x1 = · · · = xt > xt+1 and y1 =
· · · = yt > yt+1. It is now easy to check that x⊗k ⊀ y⊗k
since when taking l = tk + kt(d− t), we have
l∑
i=1
(x⊗k)↓i = (tx1)
k + ktxk−11
d∑
i=t+1
xi (11)
> (ty1)
k + ktyk−11
d∑
i=t+1
yi (12)
=
l∑
i=1
(y⊗k)↓i . (13)
So x 6∈M(y) by the arbitrariness of k. 
If we take x and y as in Lemma 2 but xn = yn instead
of x1 = y1. Let
d = max{l : 1 ≤ l ≤ n,
n∑
i=l
xi <
n∑
i=l
yi}. (14)
Denote by t1 the number of components in x which are
equal to xn while t2 the number of components in y which
are equal to yn. If t1 = t2 = t , xnxd ≤ x2n−t, and
ynyd ≤ y2n−t, then we can also deduce that x 6∈M(y).
Using the lemmas above, we can now prove that
T (y) 6= M(y) for some probability vector y by deriving
a sufficient condition under which T (y) 6⊆ M(y), as the
following theorem states.
Theorem 3 Suppose y is a nonincreasingly arranged n-
dimensional probability vector. Denote by t and m the
numbers of components which are equal to y1 and which
are equal to yn, respectively. Let d be the minimal index
of the components which are less than yt+1. That is,
y1 = · · · = yt > yt+1 = · · · = yd−1 > yd, (15)
and
yn−m > yn−m+1 = · · · = yn. (16)
If d < n−m and y1yd ≥ y2t+1, then T (y) 6⊆M(y).
Proof. Take a positive number ǫ such that
ǫ < min{d− t− 1
d− t (yd−1−yd),
m
m+ 1
(yn−m−yn−m+1)}.
(17)
Define two (n−t)-dimensional nonnegative vectors x¯ and
y¯ as follows
x¯ = (yt+1 − ǫ△ , · · · , yd−1 −
ǫ
△ , yd + ǫ, yd+1, · · · ,
yn−m−1, yn−m − ǫ, yn−m+1 + ǫ
m
, · · · , yn + ǫ
m
)
(18)
and
y¯ = (yt+1, yt+2, · · · , yn). (19)
Here △ = d− t− 1. It is easy to check that x¯ and y¯ are
both nonincreasingly arranged, and x¯ ≺ y¯. Furthermore,
x¯ is in the interior of T (y¯) by Lemma 1 in [9] since x¯1 < y¯1
and x¯n−t > y¯n−t. So there exists a sufficiently small but
positive δ such that x¯′ ∈ T (y¯) where
x¯′↓ = (yt+1 − ǫ△ , · · · , yd−1 −
ǫ
△ , yd + ǫ+ δ, yd+1, · · · ,
yn−m−1, yn−m − ǫ− δ, yn−m+1 + ǫ
m
, · · · , yn + ǫ
m
).
(20)
Now define x as the direct sum of the vectors (y1, . . . , yt)
and x¯′↓, that is
x = (y1, · · · , yt, x¯′↓). (21)
By Lemma 1 we have x ∈ T (y). On the other hand,
d∑
i=1
xi =
d∑
i=1
yi + δ >
d∑
i=1
yi, (22)
l∑
i=1
xi ≤
l∑
i=1
yi for 1 ≤ l < d, (23)
and
x1xd = y1(yd + ǫ+ δ)
> y1yd ≥ y2t+1
> (yt+1 − ǫ△ )
2 = x2t+1,
(24)
so we have x 6∈ M(y) from Lemma 2. That completes
our proof. 
Suppose t and m denote the numbers of the compo-
nents which are equal to yn and which are equal to y1,
respectively. Let d be the maximal index of the compo-
nents which are greater than yn−t. If d > m + 1 and
ynyd ≤ y2n−t then we can also deduce that T (y) 6⊆M(y).
An interesting special case of Theorem 3 is when n >
4, if y1 > y2 > y3 > yn−1 > yn and y1y3 ≥ y22 then
T (y) 6⊆M(y).
Theorem 3 in fact gives us a method to construct a vec-
tor y for which T (y) 6⊆M(y). To be more specific, given a
4vector y¯ such that T (y¯) 6= S(y¯), we can derive a desired
y by the following two steps. First, add a sufficiently
large component to y¯ such that the conditions presented
in Theorem 3 are satisfied for the new vector (notice that
from Theorem 6 of [9], when T (y¯) 6= S(y¯), the condition
d < n −m in Theorem 3 holds automatically); second,
normalize the vector to y such that it is a probability
vector. For example, given y¯ = (0.5, 0.25, 0.25, 0), we can
derive y = (3, 0.5, 0.25, 0.25, 0)/4 and T (y) 6⊆M(y). Fur-
thermore, since the proof of Theorem 3 is constructive,
the states which can be transformed into y by catalyst-
assisted transformation while cannot by multiple-copy
transformation can also be constructed.
We have proved that T (y) 6= M(y) in some cases.
Moreover, witness vectors which are in T (y) but not in
M(y) are also constructed explicitly. It should be pointed
out, however, that the witness vectors we constructed lie
on the boundary of T (y) without any exception, that is,
they all satisfy the property that x↓1 = y
↓
1 or x
↓
n = y
↓
n.
These witness vectors can be involved if we consider the
closure of M(y) instead. In fact, we will see in the fol-
lowing section that in probabilistic setting, the two sets
Mλ(y) and T λ(y) defined in Eqs.(26) and (27) have ex-
actly the same closure for 0 ≤ λ < 1. So the question
remained is to show whether or not M(y) and T (y) also
have the same closure.
III. PROBABILISTIC CASE
We considered deterministic entanglement transforma-
tions in the previous section. In this section, let us
turn to examine transformations with maximal proba-
bility strictly less than 1.
Given a nonnegative number λ < 1, let
Sλ(y) = {x ∈ V n | P (x→ y) ≥ λ} (25)
be the set of states that can be transformed into y by
LOCC with the maximal probability not less than λ,
T λ(y) = {x ∈ V n | ∃c, P (x⊗ c→ y ⊗ c) ≥ λ} (26)
be the set of states that can be transformed into y by
catalyst-assisted LOCC with the maximal probability not
less than λ, and
Mλ(y) = {x ∈ V n | ∃k, P (x⊗k → y⊗k)1/k ≥ λ} (27)
the set of states which, when some appropriate number
of copies are provided, can be transformed into the same
number of y by multiple-copy LOCC with the maximal
geometric average probability not less than λ. We have
proved in [13] that Mλ(y) ⊆ T λ(y). In the following we
further show that the reverse is not always true. For this
purpose, two lemmas which corresponding to Lemma 1
and Lemma 2 in the previous section are useful.
Lemma 4 Suppose x, y ∈ V n and z ∈ V m are nonin-
creasingly arranged nonnegative vectors. If x ∈ T λ(y)
then x′ ⊕ λz ∈ T λ(y ⊕ z), where x′ = (x′1, x2, . . . , xn)
with x′1 = x1 + (1− λ)
∑m
i=1 zi.
Proof. From x ∈ T λ(y), there exists c ∈ V r such that
P (x ⊗ c → y ⊗ c) ≥ λ. For any arbitrarily 1 ≤ l ≤
(n+m)r, we have
(n+m)r∑
i=l
((x′ ⊕ λz)⊗ c)↓i =
nr∑
i=l1
(x′ ⊗ c)↓i + λ
mr∑
i=l2
(z ⊗ c)↓i
(28)
for some 1 ≤ l1 ≤ nr and 1 ≤ l2 ≤ mr. On the other
hand, by definition
(n+m)r∑
i=l
((y ⊕ z)⊗ c)↓i ≤
nr∑
i=l1
(y ⊗ c)↓i +
mr∑
i=l2
(z ⊗ c)↓i . (29)
Notice that x′i ≥ xi for any i = 1, . . . , n, and that from
P (x⊗ c→ y ⊗ c) ≥ λ we know
nr∑
i=l1
(x⊗ c)↓i ≥ λ
nr∑
i=l1
(y ⊗ c)↓i . (30)
It follows from Eqs.(28)-(30) that
(n+m)r∑
i=l
((x′ ⊕ λz)⊗ c)↓i ≥ λ
(n+m)r∑
i=l
((y ⊕ z)⊗ c)↓i , (31)
and P ((x′ ⊕ λz) ⊗ c → (y ⊕ z) ⊗ c) ≥ λ from the arbi-
trariness of l. So we have x′ ⊕ λz ∈ T λ(y ⊕ z). 
Lemma 5 Suppose x and y are two nonincreasingly ar-
ranged n-dimensional probability vectors, xn = λyn but
x 6∈ Sλ(y) for λ ∈ (0, 1). Let
d = max{l : 1 ≤ l ≤ n,
n∑
i=l
xi < λ
n∑
i=l
yi}. (32)
Denote by t1 the number of components in x which are
equal to xn, while t2 the number of components in y which
are equal to yn. If t1 = t2 = t and
xnxd ≤ x2n−t and ynyd ≤ y2n−t, (33)
then x 6∈Mλ(y).
Proof. Similar to Lemma 2. But the last tk+kt(n−t−d)
components of (x⊗k)↓ and (y⊗k)↓ are considered for any
k at this time. 
Theorem 6 Let λ ∈ (0, 1). There exists y ∈ V n such
that T λ(y) *Mλ(y).
Proof. The proof is similar to but more complicated than
that of Theorem 3. Beside, due to the asymmetry of roles
of the largest and the smallest components in determin-
ing the maximal transforming probability presented in
Eq.(2), components at the tail but not at the head of y
5should be examined. We outline the main steps of the
proof here.
Let y ∈ V n such that
y1 = · · · = ym > ym+1, (34)
and
yd > yd+1 = · · · = yn−t > yn−t+1 = · · · = yn. (35)
where d > m + 1 and ynyd ≤ y2n−t. Take a positive
number ǫ such that
ǫ < min{ λm
m+ 1
(ym − ym+1), λ△△+ 1(yd − yd+1)}, (36)
where △ = n− t− d. Define
x¯ = (y˜1, λy2 − ǫ
m
, · · · , λym − ǫ
m
, λym+1 + ǫ, λym+2,
· · · , λyd−1, λyd − ǫ, λyd+1 + ǫ△ , · · · , λyn−t +
ǫ
△ )
(37)
and
y¯ = (y1, y2, · · · , yn−t). (38)
Here y˜1 = y1 + (1− λ)
∑n−t
i=2 yi− ǫ/m. Then x¯ and y¯ are
both nonincreasingly arranged, and x¯ ∈ Sλ(y¯). Further-
more, x¯ is in the interior of T λ(y¯) by Theorem 9 in [10]
since x¯n−t > λy¯n−t. So there exists a sufficiently small
but positive δ such that x¯′ ∈ T λ(y¯) where
x¯′↓ = (y˜1, λy2 − ǫ
m
, · · · , λym − ǫ
m
, λym+1 + ǫ+ δ,
λym+2, · · · , λyd−1, λyd − ǫ− δ, λyd+1 + ǫ△ ,
· · · , λyn−t + ǫ△).
(39)
Now define x = (x′, λyn−t+1, · · · , λyn), where x′ =
(x′1, x¯
′↓
2 , . . . , x¯
′↓
n−t) and x
′
1 = y1 + (1 − λ)
∑n
i=2 yi − ǫ/m.
By Lemma 4 and 5 we can similarly prove that x ∈ T λ(y)
but x 6∈Mλ(y). 
To draw a clearer picture of the relation between
catalyst-assisted transformation and multiple-copy trans-
formation in purely probabilistic setting, we investigate
the limit properties of T λ(y) and Mλ(y) about λ. Since
T λ
′
(y) ⊆ T λ(y) for any λ′ > λ, we can define
T λ−(y) =
⋂
λ′<λ
T λ
′
(y), T λ+(y) =
⋃
λ′>λ
T λ
′
(y) (40)
which denote respectively the left limit and right limit
of the set-valued function T λ(y) at the point λ. Similar
notions can be defined for Mλ+(y) and Mλ−(y). It is
direct from the definition that
T λ−(y) = { x | sup
c
P (x⊗ c→ y ⊗ c) ≥ λ}, (41)
Mλ−(y) = { x | sup
k
P (x⊗k → y⊗k)1/k ≥ λ}, (42)
and we have shown in [13] that T λ−(y) = Mλ−(y) for
any λ ∈ [0, 1].
The following theorem tells us that generally, the func-
tion T λ(y) is neither left continuous nor right continuous
at any point λ ∈ (0, 1), although it is ‘almost’ right con-
tinuous in the sense that the right limit at λ shares the
same interior points with T λ(y).
Theorem 7 For any y ∈ V n and 0 < λ < 1,
1) T λ+(y) is open while T λ−(y) is closed,
2) T λ+(y)  T λ(y) ⊆ T λ−(y), and when y↓n > 0,
T λ(y) = T λ−(y) if and only if y↓2 = y
↓
n,
3) T λ(y)◦ = T λ+(y).
Proof. 1). For any x ∈ T λ+(y), there exist µ > λ and c
such that P (x⊗ c→ y⊗ c) ≥ µ. Let ν be a number such
that µ > ν > λ. From the continuity of P (x⊗ c→ y ⊗ c)
about x for fixed c and y, we have some ǫ > 0, such that
for any x′ ∈ B(x, ǫ),
|P (x′ ⊗ c→ y ⊗ c)− P (x⊗ c→ y ⊗ c)| < µ− ν. (43)
We then derive that x′ ∈ T λ+(y) since
P (x′ ⊗ c→ y ⊗ c) ≥ P (x⊗ c→ y ⊗ c)−A
> µ− (µ− ν) = ν
(44)
where A = |P (x′ ⊗ c→ y ⊗ c)−P (x⊗ c→ y ⊗ c)|. That
completes the proof that T λ+(y) is open. To prove the
closeness of T λ−(y), we take any sequence xi ∈ T λ−(y)
such that limi xi = x. By definition, for any xi we have
supc P (xi ⊗ c→ y ⊗ c) ≥ λ. To realize the transforma-
tion from x⊗ c to y⊗ c, a possible protocol is first trans-
forming x to xi and then transforming xi⊗ c to y⊗ c. So
we have the following relation
P (x⊗ c→ y ⊗ c) ≥ P (x→ xi)P (xi ⊗ c→ y ⊗ c). (45)
Thus
sup
c
P (x⊗ c→ y ⊗ c)
≥ P (x→ xi) sup
c
P (xi ⊗ c→ y ⊗ c)
≥ λP (x→ xi).
(46)
The desired result that x ∈ T λ−(y) follows from the
above equation by letting i tend to infinity.
2) is obvious from 1) and the fact that T λ(y) is neither
closed nor open when y↓2 > y
↓
n (see the first two lines of
the proof of Theorem 11 of [10]). When y↓2 = y
↓
n, we
have T λ(y) = Sλ(y) (Theorem 10 of [10]), then T λ(y) =
T λ−(y) follows from the continuity of Sλ(y) for any 0 <
λ < 1 (Theorem 3 of [10]).
Now we prove 3). The relation T λ+(y) ⊆ T λ(y)◦ is
easy from 1) and 2). To prove the reverse relation, we
take any x ∈ T λ(y)◦. Then P (x⊗ c→ y ⊗ c) ≥ λ for
some c. There are two cases to consider.
6Case 1. P (x⊗ c→ y ⊗ c) > λ. In this case, we
know immediately that x ∈ T λ′(y) ⊆ T λ+(y) for λ′ =
P (x⊗ c→ y ⊗ c).
Case 2. P (x⊗ c→ y ⊗ c) = λ. Since x is an inte-
rior point of T λ(y), from Theorem 9 of [10] we have
x↓n/y
↓
n > λ. Then P (x⊗ c→ y ⊗ c) < min{1, x↓n/y↓n}.
By Theorem 2 of [14], there exists a catalyst c′ such that
P (x⊗ c⊗ c′ → y⊗ c⊗ c′) > P (x⊗ c→ y ⊗ c) = λ. (47)
So we also have x ∈ T λ′(y) ⊆ T λ+(y) for λ′ = P (x⊗ c⊗
c′ → y ⊗ c⊗ c′). 
Notice that we assume y↓n > 0 in 2) of the above the-
orem. When y↓n = 0, it is not clear till now whether or
not the result still holds.
With similar techniques, we can prove a correspond-
ing result of Theorem 7 for probabilistic multiple-copy
transformation.
Theorem 8 For any y ∈ V n and 0 < λ < 1,
1) Mλ+(y) is open while Mλ−(y) is closed,
2) Mλ+(y)  Mλ(y) ⊆ Mλ−(y), and when y↓n > 0,
Mλ(y) = Mλ−(y) if and only if y↓2 = y
↓
n,
3) Mλ(y)◦ =Mλ+(y).
Proof. Similar to the proof of Theorem 7. 
Now we can show our main result of this section.
Rather surprisingly, when the probability threshold λ is
strictly less than 1, probabilistic catalyst-assisted trans-
formation and probabilistic multiple-copy transformation
are geometrically equivalent in the sense that the two sets
T λ(y) and Mλ(y) in fact share the same interior points
(or equivalently, the same closure).
Lemma 9 If 0 ≤ λ < λ′ ≤ 1, then T λ′(y) ⊆Mλ(y).
Proof. By definition, for any x ∈ T λ′(y), there exists c
such that P (x ⊗ c→ y ⊗ c) ≥ λ′. Then from Theorem 1
of [13], we have
sup
k
P (x⊗k → y⊗k)1/k = sup
c
P (x⊗ c→ y ⊗ c) ≥ λ′ > λ.
(48)
Thus there exists k0 such that P (x
⊗k0 → y⊗k0)1/k0 > λ.
So x ∈Mλ(y). 
Theorem 10 For any y ∈ V n and 0 ≤ λ < 1, we have
T λ(y) = Mλ(y).
Proof. From Theorems 7 and 8, to prove this theorem
we need only show that T λ+(y) = Mλ+(y), or T λ+(y) ⊆
Mλ+(y) since the reverse is obvious. For any λ′ > λ,
take µ such that λ′ > µ > λ. Then from Lemma 9 we
have T λ
′
(y) ⊆ Mµ(y) ⊆ Mλ+(y). So T λ+(y) ⊆ Mλ+(y)
by definition. 
We are now in the appropriate position to elaborate the
difference between the geometrical equivalence shown in
this paper and the asymptotical equivalence proven in
[13]. The latter can be expressed with our notations as
T λ−(y) = Mλ−(y) while our result here indicates that
T λ(y) = Mλ(y). Since the question whether or not
T λ−(y) = T λ(y) (or equivalently, Mλ−(y) = Mλ(y)) re-
mains open, our result cannot be derived directly from
the one in [13].
IV. CONCLUSION
To summarize, we show that in some cases catalyst-
assisted entanglement transformation is strictly more
powerful than multiple-copy one in either deterministic
or probabilistic setting. For purely probabilistic setting,
however, we can prove that these two kinds of transfor-
mations are geometrically equivalent in the sense that the
two sets T λ(y) and Mλ(y), denoting the sets of bipartite
pure states which can be converted into a given state with
Schmidt coefficient vector y with maximal probabilities
not less than λ by catalyst-assisted transformation and
by multiple-copy transformation, respectively, have the
same closure. The limit properties of T λ(y) and Mλ(y)
as set-valued functions about λ are also discussed.
The results about the relation between catalyst-
assisted transformation and multiple-copy transforma-
tion shown in this paper and our previous works can be
described by the following diagrams:
Mλ+(y) = Mλ(y)◦  Mλ(y)  Mλ(y) ⊂
?
Mλ−(y)
= = ! = =
T λ+(y) = T λ(y)◦  T λ(y)  T λ(y) ⊂
?
T λ−(y)
(49)
for purely probabilistic case (λ < 1) and
M(y)◦  M(y)  M(y) ⊂
?
M−(y)
⊃ ? ! ⊃ ? =
T (y)◦  T (y)  T (y) ⊂
?
T−(y)
(50)
for deterministic case. Where we write A(y)  B(y) if
A(y) ⊆ B(y) holds for all y but there exists some y such
that A(y) 6= B(y); while by A(y) ⊂
?
B(y) we indicate that
whether or not there exists y such that A(y) 6= B(y) is
still open, although A(y) ⊆ B(y) always holds for all y.
From the above two diagrams, the remaining questions
for further study are:
1). Whether or not T λ(y) = T λ−(y) (or equivalently,
Mλ(y) = Mλ−(y) ) for any y and λ ≤ 1. In other words,
whether or not the function T λ(y) (orMλ(y)) is ‘almost’
left continuous at any λ ≤ 1.
2). Whether or not T (y) = M(y) (or equivalently,
T (y)◦ = M(y)◦) for any y. That is, whether or not
catalyst-assisted transformation and multiple-copy trans-
formation are also geometrically equivalent in determin-
istic setting.
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