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Abstract— In order to anticipate rare and impactful events,
we propose to quantify the worst-case risk under distributional
ambiguity using a recent development in kernel methods —
the kernel mean embedding. Specifically, we formulate the
generalized moment problem whose ambiguity set (i.e., the
moment constraint) is described by constraints in the associated
reproducing kernel Hilbert space in a nonparametric manner.
We then present the tractable approximation and its theoretical
justification. As a concrete application, we numerically test the
proposed method in characterizing the worst-case constraint
violation probability in the context of a constrained stochastic
control system.
I. INTRODUCTION
We begin our discussion with the black swan metaphor,
which was visited in a recent popular book [1]. It is argued
that extremely rare events, like a black swan, may potentially
have a huge impact on the underlying system. However,
given limited historical data, statistical inference is prone to
failures in predicting black swans. This issue is also relevant
to optimization and control. Consider the illustrative Fig. 1
of a stochastic control system. All the sampled state trajec-
tories (denoted by xt, in blue) satisfy some underlying state
constraint, which is staying below the dashed curve (denoted
by c(xt) ≤ 0, in red). If we are interested in estimating the
constraint violation probability at a certain time from this
empirical dataset, a naive Monte Carlo estimate yields
P (c(Xt) > 0) ≈
N∑
i=1
1
N
1{c(x(i)t ) > 0} = 0,
i.e., zero violation probability. This is sometimes referred to
as the zero-count problem, also known as the silent evidence
or inductivist turkey. However, just like the black swan
metaphor, the constraint violation event may be rare but
potentially impactful to the system.
The key here is to capture the concept of distributional
ambiguity, i.e., we are uncertain about our knowledge of
the probability measure itself. For example, the classical
Cantelli’s inequality for a zero mean unit variance random
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Fig. 1: Rare constraint violation event as the black swan
variable X ∼ P states P (X > c) ≤ 11+c2 , regardless
of what distribution P is. It is commonly argued in the
literature of optimization and control, e.g., [2], [3], that
such bounds are pessimistic. However, if P is subject to
perturbations, then the statistics such as mean and variance
may become uncertain. We refer to such uncertainty in
distributions as ambiguity. For example, in machine learning
applications such as [4], individual data samples themselves
may be perturbed by an adversary or nature. Consequently,
the original already-conservative bound may fail to hold.
From this point of view, we must ask, “how can nature
perturb the empirical data distribution to hurt us the most?”
Generalized moment problem: In the mathematics lit-
erature, this is the study of the moment problem such
as the classical moment problems of Stieltjes, Hausdorff,
and Hamburger a century ago. In a nutshell, a generalized
moment problem can be abstractly written as
maximize
P∈C
EP l(x), (1)
where C is a set of probability measures. In this paper, we
refer to C as the ambiguity set. For example, C = {P |∫
φi(x) dP (x) = mi, i = 1 . . . p} where φi’s are some given
moment functions and mi’s are moments. This optimization
problem searches for the worst-case risk — expected value
of l(x) under the worst-case distribution.
The literature related to the moment problem is vast
spanning over decades. We now discuss a thread of mod-
ern computational approaches to deriving a bound (e.g.,
right-hand-side of Cantelli’s inequality). The early work of
[5] contains the duality approach to the moment problem.
Subsequently, the author of [6] proved strong duality using
conic linear programming and the finite dimension reduction
results from [7]. Modern computational approaches such as
[8], [9], [10] proposed SDP formulations for the moment
problem under the assumption that the moment functions are
polynomial-representable. Built on that work, a subsequent
paper [2] used Choquet theory to study a few classes of
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TABLE I: Examples of distributional ambiguity descriptions
[10], [2], [11], [12] Known first p moments
[14] Prokhorov metric
[16] φ-divergence
[15] Wasserstein metric
This paper RKHS metric
non-degenerative distributions (e.g. unimodal) to reduce the
conservativeness of the bound. The authors of [11] showed
that a worst-case probability problem admits exact SDP
reformulation under the conditions that constraint set is a
quadratic inequality and ambiguous distributions share the
first two moments. Under similar ambiguity assumptions,
the work of [12] also used Choquet theory for the non-
degenerative classes of distributions to derive exact reformu-
lations under polyhedral constraints. Another related thread
of work is the distributionally robust optimization (DRO)
(e.g., [13], [14], [15]), as well as related approaches in data-
driven robust optimization such as [16], [17], which studies
decision-making under distributional ambiguity. In a nutshell,
it aims to find a decision after the worst-case distribution
in (1) is assumed. Therefore, while this paper does not
study DRO, the moment problem naturally becomes the inner
optimization problem for DRO. Note the generalized moment
problem is also referred to as the uncertainty quantification
problem [18].
At the core of those works is the description for the
ambiguity set, e.g., the set of distributions C in (1). We
summarize a few example approaches taken in Table I.
To characterize ambiguity, this paper summons a recent
development in kernel methods, the kernel mean embedding.
This framework can represent probability distributions as
functionals in the reproducing kernel Hilbert space. This
elegant structural mapping allows us to cast worst-case
probability measures as decision variables of optimization
problems, as we shall introduce shortly.
The main contributions of this paper are in using the kernel
mean embedding for distributional ambiguity description, as
well as the tractable approximate formulations (e.g. (3),(4))
and their theoretical justification (e.g. we prove a novel
convergence result in Proposition 1). We then demonstrate
how to use them in practice in the context of quantifying
worst-case constraint violation probability of a stochastic
control system.
Organization: The paper is organized as follows. Sec. II
presents the background on the kernel mean embedding
framework. We then propose our main method in Sec. III,
whose proofs are deferred to later in Sec. VIII. In Sec. IV, we
analyze the proposed method in two numerical experiments:
a synthetic worst-case probability problem and a stochastic
control problem. The paper is concluded in Sec. V.
Notation: In this paper, X ⊆ Rn denotes the domain or
input space of interest, e.g., the state space of a system.
M denotes the vector space of all signed measures defined
on B(X ), where B(X ) is the Borel algebra. P denotes
the set of all probability measures on B(X ). H denotes
the reproducing kernel Hilbert space associated with the
kernel in the context.
∫
denotes the Stieltjes integral for both
discrete and continuous distributions. M often denotes the
number of data samples we have. δx is the Dirac measure at
x. By embedding, we refer to the kernel mean embedding
which we shall introduce next.
II. PRELIMINARIES ON KERNEL MEAN EMBEDDING
In this section, we give a brief overview of the kernel mean
embedding — a modern development in kernel methods
— which enables us to describe distributional ambiguity
non-parametrically. We start with the definition of a ker-
nel. A symmetric function k : X × X → R is said to
be a positive definite kernel if for any N ∈ Z+, any
{x1, . . . , xN} ⊂ X , and any α1, . . . , αN ∈ R, we have∑N
i=1
∑N
j=1 αiαjk(xi, xj) ≥ 0. We will subsequently refer
to a positive definite kernel simply as a kernel. Given a
kernel k, the Moore-Aronszajn theorem [19] guarantees the
existence of a Hilbert space H of real-valued functions, and
a map φ : X → H, such that 〈f, φ(x)〉H = f(x) for all f ∈
H, x ∈ X , where 〈·, ·〉 := 〈·, ·〉H denotes the inner product on
H. This property is known as the reproducing property, and
H is known as the reproducing kernel Hilbert space (RKHS)
associated with the kernel k. The map φ is commonly known
as a feature map. The reproducing property implies that
k(x, x′) = 〈φ(x), φ(x′)〉 for any x, x′ ∈ X . Therefore, we
interchangeably write k(x, ·) and φ(x).
The kernel mean embedding [20] is a technique that gives
nonparametric representations of distributions in an RKHS.
More precisely, given a probability distribution P and a
kernel k, the (kernel mean) embedding of P is defined as
µP (·) =
∫
k(x, ·) dP (x), (2)
which is simply the expectation of the feature map under
distribution P . If Ex∼P k(x, x) <∞, then µP exists and is in
H [20]. One may also view µP ∈ H as a vectorial represen-
tation of P in H. For example, if X = R, φ(x) := (x, x2)>,
then k(x, y) = xy+x2y2, and µP =
(
Ex∼P [x],Ex∼P [x2]
)>
which contains the first two moments of P . More generally,
if the kernel k is characteristic, then the kernel mean map
P 7→ µP is injective so that µP is unique for any distribution
P [21]. An example of characteristic kernels is the Gaussian
kernel k(x, y) = exp
(
−‖x−y‖222σ2
)
for any bandwidth σ ∈
(0,∞). This kernel defines an infinite-dimensional feature
map φ.
The embedding can be used to define a distance between
two distributions, Specifically, given two Borel probability
measures P,Q, and a characteristic kernel, one can show
that ‖µP −µQ‖H defines a proper distance in the associated
RKHSH. This distance is also known as the maximum mean
discrepancy (MMD) [22]. Note that ‖f‖H :=
√〈f, f〉H for
any f ∈ H. It follows that
‖µP − µQ‖2H = Ex,x′∼P k(x, x′)
− 2Ex∼PEy∼Qk(x, y) + Ey,y′∼Qk(y, y′),
which can be estimated with the plug-in estimator using the
samples from P and Q by virtue of the kernel trick [22].
This paper’s idea is to use the embedding and the distance
in RKHS to characterize the distributional ambiguity and
perform optimization. A previous work [23] already con-
tains the idea of using embedding as optimization variables.
However, that work used regularized formulations without
rigorously characterizing the distributions corresponding to
the solutions. In kernel methods literature, the work of [24]
used embedding to estimate the probability, but did not solve
optimization problems or anticipating the worst case. Their
convergence result also requires the function to be in the
Besov space, as opposed to Proposition. 1.
III. KERNEL MEAN EMBEDDING MOMENT PROBLEM
Suppose µPˆ is given by the empirical embedding µPˆ =
1
M
∑
φ(xi) given data samples {xi}Mi=1. Alternatively, it can
also be the embedding of a continuous distribution such as
µPˆ =
∫
φ(x) dPˆ (x), Pˆ ∼ N(µ, σ). We now propose the
kernel mean embedding moment problem (KME-MP)
maximize
P,µ
∫
l(x) dP (x)
subject to ‖µ− µPˆ ‖H ≤ ∫
φ(x) dP (x) = µ
P ∈ P, µ ∈ H,
(3)
where l(x) is a bounded cost function of interest. The optimal
value of (3) is referred to as the worst-case risk. ‖ · ‖H
is the Hilbert space norm. The second constraint is the
embedding mapping. P is the set of all probability measures.
Our formulation above makes obvious that, intuitively, the
embedding µ may be viewed as a generalized moment vector.
Using the kernel trick, the RKHS structure allows us to
work with infinite-dimensional moment vector µ, therefore
generalizing the moment problem (1).
In the optimization problems of this paper, we focus on
empirical embeddings of the form µ =
∑N
i=1 αiφ(zi) with
the coefficients αi ∈ R and expansion points zi ∈ X (also
called locations), for i = 1 . . . N . This can also be seen as
a finite-sample estimator of (2). Using this representation, a
concrete version of problem 3 is given by
maximize
α
N∑
i=1
αil(zi)
subject to ‖
N∑
i=1
αiφ(zi)−
M∑
i=1
1
M
φ(xi)‖H ≤ ,
where {xi}Mi=1 is the data set we have in hand. Using the
kernel trick, the constraint can be written as the convex
quadratic constraint
α>Kzα− 2 1
M
α>Kzx1 +
1
M2
1>Kx1 ≤ 2,
where Kz,Kzx,Kx are the Gram matrices associated with
the kernel Kz := [k(zi, zj)]ij ,Kzx := [k(zi, xj)]ij ,Kx :=
[k(xi, xj)]ij , 1 := [1, . . . , 1]>, and α := (α1, . . . , αN )>.
Remark. One may alternatively choose to make {zi}Ni=1
decision variables of the optimization formulation, e.g., in
machine learning applications [25]. However, doing so will
make the optimization intractable.
We must first establish a few theoretical results whose
detailed proofs are presented in Sec. VIII. They lead to
the main optimization formulation of this paper. Following
that, we apply our method to characterize the worst-case
constraint violation probability.
Lemma 1. Suppose we have an embedding of the form
µP =
∑N
i=1 αiφ(xi) with N < ∞, where φ is a feature
map associated with a characteristic kernel. Then the corre-
sponding signed measure P is a probability measure if and
only if
∑N
i=1 αi = 1, αi ≥ 0.
Thus, we obtain the practical form of the KME-MP
problem
maximize
α
N∑
i=1
αil(zi)
subject to α>Kzα− 2 1
M
α>Kzx1 +
1
M2
1>Kx1 ≤ 2
N∑
i=1
αi = 1, αi ≥ 0, i = 1 . . . N.
(4)
This optimization problem is by itself convex and tractable.
It does not need a dual reformulation for the purpose of this
paper. The feasibility of this problem is trivially assured.
Lemma 2. If the new expansion points contain the original
data points {zi}Ni=1 ⊇ {xi}Mi=1 and  > 0, the optimization
problem (4) is strictly feasible.
Moreover, we have the following relationship between the
practical formulation (4) and the original formulation (3).
Proposition 1. Suppose l(x) is a bounded, lower semicon-
tinuous function. Let P ∗ be the solution of the original
formulation (3). {α∗i }Ni=1 is the solution of (4) with {zi}Ni=1
sampled from a distribution that has common support with
P ∗, i.e., {zi}Ni=1 ∼ Qz, supp(Qz) ⊇ supp(P ∗). Then
N∑
i=1
α∗i l(zi)
N→∞−−−−→
∫
l(x) dP ∗(x).
Furthermore,
∑N
i=1 α
∗
i l(zi) ≤
∫
l(x)dP ∗(x) for any N ∈
Z+, i.e., the optimal value of (4) converges to that of (3)
from below.
We give a novel proof in Sec. VIII-C. It is important not
to misunderstand that N denotes the number of expansion
points, not the number of data samples, which is M .
Remark. In practice, we may not know what supp(P ∗) is
in order to sample {zi}Ni=1 ∼ Qz with common support.
However, we typically have domain knowledge of the bounds
for such samples. For example, we typically know bounds
for states of a dynamical system. This motivates us, in finite-
sample cases, to restrict the sampling on a compact domain.
We may simply use a uniform sampling or gridding on some
set that contains the whole feasible set. Importantly, we also
want to sample points that may violate the constraints, as
will be made clear in the next application.
This convergence result is particularly useful, e.g. in
stress testing models, as we may make the following in-
tuitive statement. “The worst-case cost is at least as bad
as
∑N
i=1 α
∗
i l(zi).” This is sometimes referred to as an
optimistic bound. Hence, our optimization formulation could
be understood as searching for a maximized lower bound to
the worst-case risk.
Application: evaluating the worst-case probability
One application of the proposed method is to evaluate
the worst-case probability of a certain event. For example,
this arises in stochastic control when dealing with a chance
constraint of form P (X ∈ C) ≥ 1 − δ. In the context of
this paper, we consider the presence of ambiguity in the
underlying distribution P , i.e., P ∈ C for some ambiguity
set C. We are interested in evaluating
maximize
P
P (X /∈ C) subject to P ∈ C ⊆ P.
Chance constraints with ambiguity is also referred to as
distributionally robust chance constraints. Intuitively, by
solving this optimization, we are evaluating the worst-case
tail probability of the risk. Obviously, optimization with
respect to probability distribution is a special case of the
moment problem (3) with the cost function l(x) given by the
indicator function 1{x /∈ C}. Hence, we have the following
concrete formulation adapted from (4).
maximize
α
N∑
i=1
αi1{zi /∈ C}
subject to α>Kzα− 2 1
M
α>Kzx1 +
1
M2
1>Kx1 ≤ 2
N∑
i=1
αi = 1, αi ≥ 0, i = 1 . . . N.
(5)
Our convergence result in Proposition 1 applies since 1{x /∈
C} is bounded and lower semicontinuous if C is closed.
Remark. (Geometric interpretation) We may also view the
KME expansion
∑N
i=1 αiφ(zi) as putting probability mass αi
on location zi. Then the worst-case risk can be interpreted
as an adversarial, such as nature, trying to move the mass to
incur the worst cost. This draws a connection between our
approach and optimal transportation metric-based approach
such as [15]. We later demonstrate this interpretation in
Sec. IV, Fig. 3.
Alternative ambiguity set with known first p moments
Ambiguity sets with known first p moments are typically
studied separately from metric-ball constraints. We now pro-
pose the following unified view using KME. Let us consider
the polynomial kernel of order p: k(x, x′) = (x>x′ + 1)p.
For simplicity, we set p = 2. We consider (4) associated with
this kernel, obtaining the following moment problem under
known first p moments.
maximize
P∈P,µP
N∑
i=1
αil(zi)
subject to α>Kzα
− 2
N∑
i=1
αi(zi
>Exx>zi + 2Ex>zi + 1)
+ Tr(Exx>Exx>) + 2Ex>Ex+ 1 = 0
N∑
i=1
αi = 1, αi ≥ 0, i = 1 . . . N,
(6)
where Kz := [k(zi, zj)]ij is the Gram matrix. However,
the polynomial kernel is not characteristic: the mapping∫
φ(x) dP (x) = µP is finite-dimensional. Intuitively speak-
ing, it can not distinguish all distributions that share the
(finitely many) known moments, hence incurring ambiguity.
Problem (6) is convex, nonetheless.
Remark. The first p moments are typically estimated from
data. Therefore, it is sometimes argued that one may skip
the estimation step and favor directly using nonparametric
formulation such as KME-MP (4). For this reason as well
as clarity, this paper focuses on (4) instead of (6).
IV. NUMERICAL EXPERIMENT
In this section, we solve the proposed optimization prob-
lem (4), (5) to quantify the worst-case risk in synthetic
example and a stochastic control problem. We focus on
describing experimental results and their implications. Ad-
ditional detailed descriptions of the experimental setup are
given in the appendix.
A. Synthetic worst-case probability problem
Suppose X is a real-valued random variable whose distri-
bution is unknown to us. We only have access to the empirical
data samples {xi}Mi=1. We are interested in quantifying the
worst-case violation probability of the event {X ≤ c}. To
this end, we cast the problem in the form of (3).
maximize
P∈P,µ∈H
P (X > c)
subject to ‖µ− µPˆ ‖H ≤ ,
∫
φ(x) dP (x) = µ,
where µPˆ =
∑M
i=1
1
M φ(xi) is the mean embedding of the
empirical data distribution.
To estimate the worst-case violation probability, we solve
the proposed optimization formulation (5) with various levels
of ambiguity . As a result, we obtain the solution to (5),
{α∗i }Ni=1, as well as the corresponding worst-case violation
probability. We plot this quantity in Fig. 2. As we can observe
from the figure, the proposed method is able to estimate the
worst-case value as the ambiguity level  increases. See the
figure caption for more details.
Let us first recall classical Cantelli’s inequality mentioned
in the introduction. It bounds the tail probability of any
Fig. 2: (blue line) This figure depicts the value of worst-case
violation probability (y-axis), i.e., supP P (x > c) changes
with respect to the various allowed ambiguity levels  (x-
axis) in the worst-case risk quantification problem. As we
increase the ambiguity level , the worst-case violation prob-
ability exceeds both Chernoff’s (gray dashed) and Cantelli’s
(red dashed) bound.
distribution sharing the first two moments. In our dataset,
Cantelli’s inequality yields a tail bound P (x ≥ 2.5) ≤
1
1+2.52 ≈ 0.138, which is of course not sharp. For example, a
sharper bound in this case is given by the Chernoff’s bound.
P (x ≥ 2.5) ≤ exp(−2.52/2) ≈ 0.044. Even pessimistic
bounds are subject to violation under distributional ambi-
guity. As we can observe in Fig. 2, with a large enough
ambiguity level , the worst-case risk exceeds that of the
bounds given by the Chernoff’s and Cantelli’s inequality.
This implies the importance of anticipating distributional
ambiguity that may defeat even conservative safety bounds.
We now analyze the behavior of our approach more
carefully. As we have discussed in Sec. III, we may interpret
the coefficient αi of the embedding
∑N
i=1 αiφ(zi) as the
mass of this discrete distribution at location xi. For simplicity
of viewing, we first sample a small set of M = 10 points
{xi}Mi=1 to be our empirical data samples. In this case, all
sampled points are on the left side of c = 2.5. The naive
Monte Carlo estimate of the violation probability yields
P (X > c) ≈ ∑Ni=1 1N 1{xi > c} = 0. Recall this is the
phenomenon of silent evidence discussed in the introduction.
We now demonstrate that, by applying the proposed method,
we are able to anticipate the potential violation with limited
data.
We then solve the optimization problem (5) and plot the
expansion weights {αi}Ni=1 in Fig. 3 for various ambiguity
levels . Similar to our geometric interpretation of (5), the
mass is “transported” from left-hand-side of c (constraint
satisfaction), to the right-hand-side (constraint violation).
This is reminiscent of the worst-case risk characterized by
optimal transport metric, e.g., in [15].
B. Worst-case constraint violation in stochastic control
In this experiment, we are interested in the constrained
stochastic optimal control problem (OCP). We consider the
Fig. 3: Examining the worst-case constraint violation behav-
ior under different ambiguity levels. The (blue) vertical bars
indicate the mass (height) allocated at a certain location x
(horizontal axis). The (red) bar indicates the constraint level
c = 2.5. (top)  = 0, no distributional ambiguity is allowed.
All the mass stayed within the constraint. (middle)  = 0.01,
a small amount of mass is shifted to the right side. The
violation probability is 0.7%. (bottom)  = 0.1, violation
probability 7.1%. More mass is allowed to be moved to the
violation side due to a larger tolerance of ambiguity.
system model of the Van der Pol oscillator
d
dt
[
x1
x2
]
=
[
x2
−0.1 (1− x21)x2 − x1 + u
]
.
This example was adapted from [26]. The goal of the control
design is to steer the system state x1 as high as possible
while staying below the bound (for simplicity, we use the
constraint x1 ≤ 1.5). This is formulated as the following
uncertain OCP.
minimize
x(·),u(·)
∫ T
0
‖x1(t)− 3.0‖22 dt
subject to x˙(t) = f(x(t), u(t)), ∀t ∈ [0, T ]
−40 ≤ u(t) ≤ 40, ∀t ∈ [0, T ]
−0.25 ≤ x1(t) ≤ 1.5, ∀t ∈ [0, T ]
x(0) = s,
(7)
where the initial state s is uncertain. To work with the
nonlinear dynamics, we adopt the scenario MPC [27] to solve
for the optimal control input. The state trajectory associated
with the OCP solution is plotted in Fig. 4 (top).
Furthermore, we assume there is ambiguity in the state
distribution Pxt . Given the empirical data distribution Pˆxt =
Fig. 4: This figure is best viewed in color. In this simulation,
the ambiguity level is set to  = 0.01. (top) State trajectory
(blue) of the solution to the stochastic OCP. The constraint
is to stay below the (red dashed) line. The (pink) shaded
area denotes violation mass is transported to this location.
The higher the mass, the darker the shade. (bottom) is the
plot of the worst-case violation probability supP P (x > 1.5)
under ambiguity by solving the optimization problem (5).
The horizontal axis is time.
1
N
∑
δxt(i) at time t, we are interested in quantifying the
worst-case violation probability
sup
P
P (Xt > 1.5) subject to ‖µP − µPˆxt‖H ≤ .
The recent work of [28] has advocated using embedding for
representing and propagating uncertainty. We now demon-
strate our framework can use this representation to stress
test the control design. To this end, we solve (5) and plot the
worst-case violation probability at each time-step in Fig. 4
(bottom). There is no violation in the beginning as the initial
states are far from the constraint boundary. However, as
the system is steered closer to the boundary, the worst-case
violation probability rises.
Similar to the previous example, we visualize the geomet-
ric interpretation in Fig. 4 (top), illustrated as the shaded
area (pink). The darkness of the shade is proportional to the
amount of the violation probability mass. We may interpret
our method as transporting mass to the locations of violation
states to create a worst-case distribution. Unlike previous
approaches such as [12], our method does not require the
constraint region to be polyhedral. We now test the case
where the event has a simple non-nonlinear multivariate
constraint {
√
(x21 + x
2
2) ≤ 1.5}, where x1, x2 are the two
coordinates of the state. (In fact, it does not need to be
quadratic either.) Fig. 5 illustrates the resulting phase plot
of the system and the worst-case violation probability. The
Fig. 5: This figure is best viewed in color. The dynamics
is the same as that in Fig. 4 except for we try to quantify
the worst-case violation probability for the non-polyhedral
constraint regions, supP P{
√
(x21 + x
2
2) > 1.5} under ambi-
guity. (top) is the phase plot of the system. (arrow) indicates
the direction of the state trajectory over time. The (red)
boundary is a circle. The (black) arrow indicates the direction
of the state over time. The worst-case violation is shaded in
(pink) color. (bottom) plots the violation probability in time.
interpretation is similar to Fig. 4.
The implication of this experiment is interesting from the
perspective of optimal control design. Traditional stochastic
control aims to bound most of the (known) probability mass
of the uncertainty to stay within bound — such as constraint
tightening in stochastic MPC (cf. [3], [29]). We aim to go
beyond such constraint tightening methods based on known
probability measures. Although all the stochastic control
trajectories in our experiment satisfy the constraints, we were
able to quantify non-zero worst-case violation probability. To
robustify against the worst-case risk under the distributional
ambiguity quantified by this paper, the control design must
be distributionally robust.
V. CONCLUSION
In this paper, we introduced the kernel mean embedding
framework as a tool for solving generalized moment prob-
lems. We presented constrained optimization formulations
with the ambiguity sets described by RKHS distance as well
as practical solution methods. Through theoretical analysis
and numerical experiments, we demonstrate how the pro-
posed method can characterize the worst-case risk under
distributional ambiguity. Therefore, we view the kernel mean
embedding as a promising tool for robust optimization and
control under distributional ambiguity. One future direction
of work is choosing the size  of the ambiguity set, which can
be motivated by nonparametric statistical tests [22]. Another
direction is exploring the connection of our approach with
the popular Wasserstein metric, possibly by using the integral
probability metric framework.
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VII. APPENDIX: EXPERIMENTAL SETUP
All the experiments are implemented using Python with
optimization solver IPOPT [30]. The stochastic control ex-
periment used the CasADi library [26]. We used the Gaussian
kernel k(x, y) = exp
(
−‖x−y‖222σ2
)
with bandwidth σ set to
be median({‖xi − xj‖2/
√
2 | i, j = 1, . . . , N}). This is
a common practice known as the median heuristic [22]. We
also used sum-of-kernel practice to combine different widths
to form a new kernel. Our specific implementation of kernel
computation is adapted from [31].
VIII. PROOFS OF THEORETICAL RESULTS
A. Proof of Lemma 1
Proof. Consider a convex combination of N Dirac measures
P =
∑N
i=1 αiδzi . Its embedding is µP =
∑N
i=1 αiφ(zi). Ob-
viously, P is a probability measure if and only if
∑N
i=1 αi =
1, αi ≥ 0. Since the embedding is injective if φ is associated
with a universal kernel, the conclusion follows.
B. Proof of Lemma 2
Proof. Since {xi}Mi=1 ⊆ {zi}Ni=1 , we can trivially choose∑N
i=1 αiφ(zi) =
∑M
i=1
1
M φ(xi) which is strictly feasible.
C. Proof of Proposition 1
Proof. Let D be the space of all convex combinations of
Dirac measures supported on X . It is a fact D is dense
in the space of all probability distributions P on X . Its
proof can be found in standard texts, e.g., [32] Theorem 6.3.
Hence, there exists a sequence of probability measures
Qn ∈ D that converges to P ∗ weakly, i.e. Qn ⇒ P ∗. Let
Qn =
∑K(n)
i=1 γ
(n)
i δy(n)i
, where
∑K(n)
i=1 γ
(n)
i = 1, γ
(n)
i ≥ 0
for i = 1 . . .K(n). By the Portmanteau theorem, this weak
convergence implies
lim inf
n→∞
∫
l(x) dQn(x) ≥
∫
l(x) dP ∗(x), (8)
for any bounded lower semicontinuous function l. Note we
assume supp(Qn) ⊆ supp(P ∗), since otherwise we could
replace Qn by its restriction to supp(P ∗).
Now we prove that lim infN→∞
∑N
i=1 α
∗
i l(zi) ≥∫
l(x) dQn(x) for a given n. Due to the assumptions that the
{zi}Ni=1 are generated from the distribution whose support
contains supp(P ∗), we have for any support point y(n)i of
Qn,
dist({zi}Ni=1, y(n)i ) := min
z∈{zi}Ni=1
d(z, y
(n)
i )
N→∞−−−−→ 0,
where d is the usual distance on X . Therefore, there exists
a sequence {z(n),Ni }∞N=1 such that z(n),Ni ∈ {zi}Ni=1 and
d(z
(n),N
i , y
(n)
i )
N→∞−−−−→ 0. (9)
For fixed n, we use {z(n),Ni }∞N=1 to construct a sequence of
distributions QˆNn :=
∑K(n)
i=1 γ
(n)
i δz(n),Ni
that will converge
weakly to Qn, where K(n), γ
(n)
i are from the definition of
Qn. Due to the lower semicontinuity of l and (9), we have
lim inf
N→∞
∫
l(x) dQˆNn (x) =
K(n)∑
i=1
γ
(n)
i
(
lim inf
N→∞
l(z
(n),N
i )
)
≥
K(n)∑
i=1
γ
(n)
i l(y
(n)
i ) =
∫
l(x) dQn(x). (10)
As {α∗i }Ni=1 attains the maximum of (4) and z(n),Ni ∈
{zi}Ni=1,
N∑
i=1
α∗i l(zi) ≥
K(n)∑
i=1
γ
(n)
i l(z
(n),N
i ).
In the above inequality, we let N →∞ and use (10),
lim inf
N→∞
N∑
i=1
α∗i l(zi) ≥
K(n)∑
i=1
γ
(n)
i l(y
(n)
i ) =
∫
l(x) dQn(x).
Now we let n→∞ and use (8), we obtain
lim inf
N→∞
N∑
i=1
α∗i l(zi) ≥ lim inf
n→∞
∫
l(x) dQn(x)
≥
∫
l(x) dP ∗(x). (11)
Since P ∗ is the probability measure that attains the worst-
case objective value, we always have
N∑
i=1
α∗i l(zi) ≤
∫
l(x) dP ∗(x),∀N ∈ Z+. (12)
Combining (11) and (12), we obtain the convergence.
D. RKHS ambiguity set with known first p moments
The embedding associated with this kernel is
µˆ =
∫
k(x, ·)dP (x) =
∫ (
x>(·) + 1)2 dP (x)
= (·)>Exx>(·) + 2Ex>(·) + 1 (13)
By virtue of the kernel trick,
‖µP − µˆ‖H = ‖
N∑
i=1
αiφ(xi)−
∫
k(x, ·)dP (x)‖
= α>Kzα− 2
N∑
i=1
αi
∫
k(x, zi)dP (x)
+
∫ ∫
k(x, x′)dP (x)dP (x′)
= α>Kzα− 2
N∑
i=1
αi(zi
>Exx>zi + 2Ex>zi + 1)
+ Tr(Exx>Exx>) + 2Ex>Ex+ 1.
(14)
This results in (6).
IX. ADDITIONAL DETAILED EXPERIMENTAL SETUP
A. Setup for Sec. IV-A
For the simulation to produce Fig. 2, we generate M =
100 data samples {xi}Mi=1 i.i.d.∼ N(0, 1) (distribution un-
known to the optimizer) and set c = 2.5. To form the
new expansion points {zi}Ni=1 in (5), we first generate a
set of L = 100 grid points {yi}Li=1 on [0, 5], then we
add the original data samples {xi}Mi=1 to the grid points
to form the new expansion points. That is, the set of new
expansion points {zi}Ni=1 consists of both the grid points and
the original expansion points {zi}Ni=1 = {yi}Li=1 ∪ {xi}Mi=1,
N = 200 in total.
For the experiment in Fig. 3, we add L = 10 new expan-
sion points {yi}Li=1 to the other side of c = 2.5 (by simply
gridding the interval [c, c + 1]). Together with the original
expansion points {xi}Mi=1, they form the set of expansion
points {zi}Ni=1 for the new embedding
∑N
i=1 αiφ(zi).
B. Setup for Sec. IV-B
For the scenario MPC simulation, we sample the i.i.d.
uncertainty realizations {s1, . . . sn} ∼ N(m,Σ), where m =
[0.5 0]T ,Σ =
[
0.012 0
0 0.12
]
. Then, the scenarios are
propagated through the nonlinear dynamics. The continuous-
time dynamics is transcribed with numerical integration. The
total time horizon is 1.0s and we consider 10 control steps
in this experiment.
