Abstract: An implementation of the weighted least absolute value (WLAV) method for obtaining an estimate of the state of the power system is presented. Most of the known WLAV methods use some form of linear programming software to find the best estimate. The paper shows that it is possible to obtain a WLAV estimate by simply applying the Newton-Raphson method to the set of equations that yield the critical points. The resulting iterative scheme corresponds to solving a sequence of linear weighted least-squares (WLS) problems. The proposed implementation enables the use of well-known techniques of WLS estimation and, consequently, facilitates the integration of the WLAV function in an energy management system. Test results on standard IEEE test systems reveal that the proposed implementation is competitive with a standard WLAV algorithm that uses a state-of-the-art implementation of an interior-point method.
Introduction
The static power system state estimation is a mathematical procedure used to compute the best estimate of the state variables (node voltage magnitude and angle) from a given overdetermined set of measurements. The best fit is most commonly calculated either by using the weighted least squares (WLS) [1] or the weighted least absolute value (WLAV) [2] estimator. The WLS estimator is based on successively obtaining a set of converging iterates by using a simple update formula for linear WLS regression. In practice, the update formula is replaced by using orthogonal-triangular (QR) decomposition [3] . The WLS estimator is known to exhibit efficient filtering capability when the errors are Gaussian, but fails in the case of bad data [1] . Unlike the linear WLS regression, there is no explicit formula for the solution to the linear WLAV regression problem. However, the problem can be reformulated as a linear programming (LP) problem. Thus, the WLAV estimator relies on successively solving a sequence of LP problems [2] . It is known that the WLAV estimator is capable of rejecting bad data, as long as the bad measurements are not leverage points [4] .
Research in WLAV estimation methods has focused on two major issues: first, enhancing the bad data rejection properties of WLAV estimators, and, secondly, implementing computationally efficient algorithms. In an attempt to increase the robustness of the WLAV estimator, Abur [4] has presented a bad data identification procedure by extending the method of hypothesis testing identification developed by Mili et al. [5] for the WLS estimator. An alternative was later proposed byCelik and Abur [6] based on evenly distributing leverage points in the factor space of multiple regression via linear transformations. More recently, Abur et al. [7] presented a matrix stretching method for the elimination of leverage measurements. In fact, the viability of the above enhancements in online applications relies on having an efficient implementation of the WLAV estimator. Earlier implementations of the WLAV method used specialised L 1 -norm minimisation techniques to speed up convergence [8, 9] . The techniques used were based on the simplex LP method. Later, Singh and Alvarado [10] investigated the use of a path-following interior-point method and a dual affine-scaling method as the LP solvers in the WLAV estimators. It was concluded that the results for the dual formulation were significantly better, because the dual affine-scaling LP implementation could exploit special routines for solving WLS problems. The dual formulation was subsequently employed to solve the constrained WLAV problem, which is used for approximating the state of external systems [11] .
In fact, most of the known WLAV estimators rely on some type of LP software to solve the linearised problems [8] . This paper shows that the WLAV objective function can be minimised by solving the set of equations that yield the critical points. The solution to these equations is obtained using the same procedure as for the Newton-Raphson power flow. The resulting iterative process is analogous to solving a sequence of linear WLS problems with the weights adjusted dynamically during the iterations. The process is thus called iteratively reweighted least squares (IRLS). An advantage of the proposed estimation method is that the linear WLS problems have the same structure as those arising in the conventional WLS method. This makes the implementation of the IRLS estimator, which minimises the WLAV objective function, extremely simple in an energy management system that already includes the conventional WLS function. Note that a least-squares method with iterative dynamic rescaling (LSIDR) has been recently proposed by Pires et al. [12] to enhance the robustness of the WLS estimator. Although the LSIDR employs an IRLS algorithm, it is not minimising the WLAV objective function, and is therefore different from the implementation discussed herein. 
Iteratively reweighted least squares
The measurement set and the measurement errors are related by where W i is the reciprocal of the error variance of the ith measurement [9] . The estimates x x, which minimize f(x), must satisfy
Differentiating the objective function (2) is a problem, because it involves absolute values. However, the absolute value function
is differentiable everywhere except at one point: y ¼ 0. Furthermore, we can use the following formula for the derivative, where it exists [13] :
Using (5) in (3), we obtain the following equations for critical points:
If we introduce the following notation for the scaled deviations:
we can see that we can write (6) as
To solve the set of equations defined by (8) Substituting the expansion (9) in (8) 
Now, if we let E x (0) denote the diagonal matrix containing the elements e i (x (0) ) on the diagonal, we can write the equations in (11) in matrix notation as follows: The new iteration is computed as
Equation (16) suggests an iterative scheme that hopefully converges to a solution. Indeed, if we start by initialising with x
, and let x (q) denote the approximation at the qth iteration, then the update formula can be expressed as
In view of the definitions in (13) and (14), we can see that (17) has the same structure as the update equation used in the conventional WLS estimator. The weights, which are found on the diagonal of [E x
, are adjusted dynamically during the iterations. However, the update step is not calculated directly as in (17), instead, sparse QR decomposition is employed. See Section 3.1 for details. It is important to note that in case h(x) is affine, and assuming that the matrix inverse exists at every iteration, it can be shown that this iteration scheme converges to a solution of the L 1 -regression problem [13] .
Implementation details
Details regarding the implementation of the algorithm are listed in the following.
Calculation of the update step
Equation (17) 
Sparse QR decomposition [14] is used to obtain the solution of (20) because it is known that such a decomposition is numerically stable in finding WLS solutions of powersystem state-estimation problems [3, 12] . In order to avoid division by zero in the formation of A (q) and b (q) (see (13) and (14)), the elements on the diagonal of E x (q) were not allowed to drop below the floating point relative accuracy, which in the current implementation was 2.2204 Â 10
À16
. This implies that the elements of [E x (q) ] À1 are bounded: a condition required to ensure global convergence in case h(x) is affine [14] . Note that according to [14] , the perturbation of the diagonal elements of E x (q) results in negligible deviation from the solution of the exact L 1 -regression problem. A similar observation was confirmed in the numerical testing reported in Section 4. 
Jacobain update at odd iterations

Starting point
The starting point of the IRLS and QIRLS estimators was initialised by setting all node voltage magnitudes to 1.0 p.u. and all node voltage angles (except for the reference node) to 0 rad. The angle at the reference node (number 1) was fixed to 0 rad during all iterations.
Stopping criteria
The iterative procedure in both algorithms is repeated until the convergence criteria are met
where O Á O 1 stands for the L 1 -norm and tol ¼ 1 Â 10
À5
. In case the criterion in (21) is not satisfied after 100 iterations, the program will declare that convergence has not been attained.
Simulation platform
The prototype codes were implemented in MATLAB 5.3 and run on a personal computer having 233 MHz AMD-K6 processor with 28 Mbytes of RAM.
Numerical performance
Simulations were carried on the IEEE 14, 30, 57 and 118 busbar test systems. The problem statistics are summarised in Table 1 , where the line flow and injection measurements are taken in active/reactive pairs. Comparisons were carried out between four distinct state-estimation methods:
-WLS: The conventional weighted least-squares estimator [1] implemented using sparse QR decomposition [15] .
-WLAV: The weighted least absolute value estimator [8] implemented using MOSEK [16] . MOSEK includes a sparse homogeneous interior-point [17] LP solver that uses state-of-the-art sparse linear algebra.
-IRLS: The iteratively reweighted least-squares estimator (Section 2) for minimising the WLAV objective function.
-QIRLS: The quasi-IRLS estimator (Section 3.2) for minimising the WLAV objective function.
All of these methods used the same starting point and stopping criteria. Each of the test systems was solved using these four methods for 100 Monte Carlo simulations. For each of the individual simulations, the errors in measurements were added assuming Gaussian distribution with zero mean and 0.004, 0.008, 0.01 p.u. standard deviation for the voltage magnitudes, line flows and busbar injections, respectively [9] . Initially, no bad data were introduced.
Performance indices, which measure the average absolute error (AAE) of the estimated state variables and the maximum absolute error (MAE) of the estimated measurements, were calculated. The AAE for the voltage magnitudes and angles and the MAE are defined as:
AAEðdÞ ¼
and The Monte Carlo simulation results are summarised in Table 2 . For each of the four estimators, the minimum (min.), maximum (max.) and average (av.) number of iterations (iter.) and execution times (time) for 100 simulations of a particular test system are reported. Note that, for the WLAV estimator, a distinction is made between the number of sequential linear programming (SLP) and the total number of interior-point (IP) iterations. Moreover, the minimum and maximum values of the performance indices (22), (23) and (24) are recorded. These indices indicate that the IRLS and the QIRLS estimators produce solutions with errors very close to those produced by the WLAV estimator. Indeed, inspection of the specific state vectors produced by the three estimators shows that they are very close. The indices are also comparable with the WLS estimator.
The results in Table 2 also reveal that the average number of iterations required by the IRLS and the QIRLS estimators are less than the average number of IP iterations required by the WLAV estimator. Nevertheless, the average execution time of the IRLS estimator is slightly longer than that of the WLAV estimator, while the QIRLS estimator tends to be faster than both. In all simulations, the WLS estimator still requires the least computational time. However, this has to be gauged against the superior baddata-suppression capability of WLAV-based estimation methods. In fact, the WLAV, IRLS and QIRLS estimators were also tested in the presence of bad data. Four bad data points were introduced in each of the test systems, with care m a x . I P i t e r . taken such that none of the bad data points are leverage point measurements (the masking effect of bad leverage point measurements is common to all WLAV-based implementations). The bad data were simulated by adding gross measurement errors (0.2 to 0.4 p.u.) to line flow and injection measurements. One hundred Monte-Carlo simulations were run again. Simulation results in the presence of bad data are summarised in Table 3 . The results again show that the three estimators produce solutions with very comparable errors. Note that, for all simulation cases, the three tested methods succeeded in rejecting the bad data, indicating that the IRLS and the QIRLS estimators exhibit the same bad data rejection properties as the WLAV estimator. Figure 1 shows the average execution time for the different systems in the presence of bad data. The Figure  suggests that the presence of bad data does not influence the time ranking of the estimators. It is important to note that the execution time comparison is based on prototype software implementations in MATLAB, where the functional and Jacobian updates are coded as M-files, and the LP and QR decomposition methods are coded as MEX (MATLAB Executable) files. MEX files are dynamically linked programs compiled from C code and, therefore, run much faster than the standard M-files, which run in an interpretive mode [18] . Tables 2 and 3 suggest that the IRLS and QIRLS estimators, on average, perform functional and 
À2
Jacobian updates at least five times more than the WLAV estimator. It is therefore anticipated that by coding the estimators in Fortran or C++, for instance, the IRLS and QIRLS estimators would benefit more than the WLAV estimator in reducing their execution time.
Conclusion
This paper has shown that the WLAV state-estimation method can be implemented by simply performing minor adjustments to an existing WLS code. A new algorithm and one of its variants have been proposed, both of which can make use of the existing efficient and numerically stable methods for solving linear least-squares problems. Numerical tests on standard IEEE test systems have shown that the proposed estimation methods retain the bad-data rejection properties of the LP-based WLAV estimator, and that their execution time is comparable with a WLAV estimator implemented using a state-of-the-art sparse interior-point LP solver. 
