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Abstract—A crucial requirement for the network service
provider is to satisfy the Service Level Agreements (SLA) that
it has made with its customers. Coexisting network tenants
may have agreed different SLAs, and thus, the service provider
must be able to provide QoS differentiation in order to meet
his contractual commitments. Current one-size-fits-all routing
models are not appropriate for all network tenants if their
individual SLA requirements are to be efficiently met. We
propose a SDN-based multi-cost routing approach which allocates
network resources based on a portfolio of tenant SLA, which
achieves the goal of accommodating multiple tenants, given their
SLAs. This routing approach allocates routes based on both
the hop count and the probability of link failure. Experimental
evaluation demonstrates that the assignment of network paths
to tenants is prioritised according to the SLA class of the
tenant. Differentiation between tenants who have different SLAs
is achieved. Finally, we demonstrate how the routing model
operates and how it impacts upon the provision of different levels
of service.
Index Terms—SDN, SLA, multi-tenant, routing, network sharing, packet loss, failure probability.

I. I NTRODUCTION
Due to its programmable interfaces, Software-Defined Networking (SDN) offers exciting opportunities for network designers to implement new routing strategies, customised traffic
engineering, dynamic allocation of network resources and
many other programmable functionalities [1]. Its adoption by
leading companies such as Google, Microsoft and Huawei,
who have employed SDNs in their data centers, underlines
the positive perception of its performance capabilities. In the
near future, SDN is expected to play crucial a part in 5G [2].
In order to maximize the efficiency of capital and operational expenditures, network service providers are increasingly interested in exploiting their existing infrastructure by
improving their network resource sharing and multi-tenancy
capabilities. Service Level Agreements (SLA) are an important
component in this approach as these contracts help to determine the scope that service provider’s have when they optimize
to improve efficiency. A SLA is an agreement between a network user and a service provider that specifies the performance
parameters within which a network service is provided. It
may also include the consequences of violations. The global
This publication has emanated from research conducted with the financial support of Science Foundation Ireland (SFI) under the Grant Number
15/SIRG/3459.

view and programmable capabilities of SDN facilitate is a
second important component when designing network resource
sharing solutions for multi-tenant environments. In certain
use-cases, the SDN controller may respond to requests by
providing routing paths and allocating network resources in
a way that ensures that SLAs are fulfilled. The primary focus
of research to date has been on guaranteeing the provision
of services. In this paper, we argue that the quality of the
allocated resources is no less important than the provision of
service. For instance, assigning appliances which are more
prone to failure with a higher frequency than other less prone
to failure appliances, could increase the percentage of packet
losses. This is because failure events cause temporary service
disruption and unavailability and packet loss percentages are
likely to increase as the system recovers from failure events.
We propose a multi-cost routing method that allocates network
appliances on the basis of dynamic metrics with the aim of
providing differentiated levels of service provision.
This paper is organised as follows. In Section II, SDN
multi-tenant techniques are presented and discussed. In Section III, we introduce our proposed method and framework.
Performance evaluation and simulation results are presented
in Section V. Finally, we present our conclusions and outline
our future work in Section VI.
II. R ELATED W ORK
SLAs are contracts between a network service provider and
an end-user, which consist of a set of desired requirements
which are subject to quality constraints, Quality of X (QoX)
constraints [3], where X is an objective factor that can be
defined by any measurable metric such as: service, transmission, resilience, energy, experience, etc. The authors in [3]
proposed a new model that evaluates the quality of network
paths against the quality of network economics. The study also
envisioned a SDN policy model that would fulfill different
SLAs requirements. The authors of [4] proposed an approach
that dynamically adjusted the network resources to solve the
problem of virtual network tenants in SDN. Their proposed
routing mechanism was designed to prioritise the requests
based on the SLA requirements with the aim of avoiding path
congestion and bandwidth overload. The authors showed how
the proposed approach did improve the usage of bandwidth
over the entire network. The authors of [5] presented a

framework for SLA verification in which the quality of enduser experience degradation was adjusted based on customers’
SLAs. The study Key Performance Indicators (KPIs) and Key
Quality Indicators (KQIs) were adopted as metrics for testing
the proposed framework. An application-aware distributed
path computation model called Pathfinder was introduced in
[6]. To enhance the utilisation of network resources, Pathfinder
correlated the path computation process with the users’ SLA
requirements. The performance of Pathfinder was tested on
the basis of the pre-processing time and the system resource
utilisation. The authors of [7] proposed a SLA-aware fine
grained QoS provisioning scheme (SFQP) for multi-tenant
software-defined networks (MTSDN). The proposed method
took into account the different QoS of end-users’ multiple
requests and showed that the SLA violation rate could be
reduced by inferring the QoS via deep packet inspection.
PolicyCop was presented in [8] as a QoS policy enforcement
framework for SDNs. The QoS target in PolicyCop was
obtained from the customer’s SLA. To guarantee SLAs were
met, a periodic monitoring approach was adopted to re-adjust
the network parameters. In the same way, the authors in [9]
introduced a new model to refine the requirements of SLA
as part of a QoS routing strategy. The focus of [10] was
on maximising business revenue by increasing the number
satisfied SLA requests. A SLA-based provisioning algorithm
was proposed, which consisted of two main components: 1)
efficient routing and 2) intelligent admission control. The efficient routing component was responsible for finding network
paths with the minimum SLA violations probability, however,
the aim of the intelligent admission control component was
to admit the requests whose profit was high. The approach
in [11] correlated the network failure elements, i.e. links
and nodes, into the risk of affecting the SLA contracts. The
authors suggested that most critical/important elements should
be maintained regularly in order to avoid the risk of business
loss. GEARSHIFT was presented in [12] as a hybrid fault
tolerance technique where different specified approaches were
used over the time depending on both system status and SLA.
By relying on the concept of dependability, the authors of
[13] introduced a new method to measure the SLA violation
risk that would result from service deterioration. The network
path and controller availability were considered to measure
the undelivered flows and hence the SLA violation risk. The
authors also claimed that recovery mechanisms could have a
crucial role on this subject. We refer the interested readers
to the recent survey in [14] for more details about SLA in
computer networks. Although these studies provide important
insights into the area of SLA and multi-tenancy, such studies
remain narrow in focus dealing only with service provisioning.
In this paper, we focus on reducing the undelivered packet
flows of high SLA class contracts.
III. T HE P ROPOSED M ETHOD
A. Network model
A graph G, which models communication between appliances [15], can be defined as G = (V, E) where V

represents the finite set of vertices (i.e. routers) in G , and
E represents the finite set of bidirectional edges (i.e. links)
in G that connect the vertices to one another. The set of
all edges in a graph can be defined as a 2-element subset
of vertices, E ⊆ V × V . A path P is a sequence of nodes
(v1 , . . . , vd ). Pairs of vertices in a path are members of the
edge-set, (vi , vi+1 ) ∈ E, ∀1 6 i < d. Here, v1 and vd are
called the source and destination nodes of P , respectively. We
suppose that P is a simple path if all the nodes are distinct.
The length of PPis the total weights, i.e. cost, of its edges;
that is ω(P ) = vi ,vi+1 ∈P ω(vi , vi+1 ), where the edge cost
can any additive metric such as hop count, delay and so on.
The shortest path, i.e. Pmin , from v1 to vd is the path with
minimal cost among all available paths from v1 to vd , denoted
Pmin (v1 , vd ). We consider a path is operational when all its
edge pairs can be traversed. Hence, we define the following
test operational function (δ) over a link, which reflects the
current state of links as follows:
(
1 the link is operational
δ(vi , vi+1 ) =
(1)
0 otherwise.
We define f as the failed links set as follows:
f = {(vi , vi+1 ) | (vi , vi+1 ) ∈ E ∧ δ(vi , vi+1 ) = 0}

(2)

We define the set F low to represent the demand traffic flows
that need to be serviced. Each f low ∈ F low is an instance of
P , which associates with a particular traffic that are defined
by a unique source and destination.
f low = {P | (first(P ) = v1 ) ∧ (last(P ) = vd )}

(3)

and the definition of first and last is given as functions on any
general sequence (v1 , . . . , vd ):
first((v1 , . . . , vd )) = v1
last((v1 , . . . , vd )) = vd

(4)

We define P v1 ,vd to represent a set that includes all potential
paths between any two possible nodes, i.e. v1 and vd . In other
words, P v1 ,vd reserves all paths that can be construed from a
given graph G.
We denote the diameter of a graph by ∆(G), which is
defined as the longest shortest path length between any pair of
nodes in a graph. In other words, ∆(G) represents the shortest
path with the maximum number of hops as follows:
∆(G) = maxv1 ,vd ∈V Pmin (v1 , vd )

(5)

B. Failure model
Due to the lack of a public network dataset that includes
details such as failures, we have developed and used a failure
model that generates failure events periodically. Two metrics
are considered in this model: mean-time between failure
(MTBF) and mean-time to recover (MTTR). These metrics
are important for calculating the availability and reliability of
each network repairable component [16]. MTBF is defined as
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SLA
Information

Algorithm 1: SLA-Aware Routing
. Initialisation :
1 ∀(vi , vi+1 ) ∈ E, ω(vi ,vi+1 ) = 1
β(vi ,vi+1 )
× 100
2 ∀(vi , vi+1 ) ∈ E, p(vi ,vi+1 ) = P`(E)−1
β(vi ,vi+1 )
i=1
. Shortest Path:
3 foreach Bronze request do
4
Run Dijkstra’s algorithm to find the shortest path
with link costs {ω(vi ,vi+1 ) }
5 end
6 foreach Gold request do
7
Run Dijkstra’s algorithm to find the shortest path
with link costs {ω(vi ,vi+1 ) + p(vi ,vi+1 ) }
8 end
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Fig. 1. Architecture of the proposed framework and its components: the
primary contribution of this paper is on the SLA blocks. Openflow is used on
the southbound interface and POX APIs are used on the northbound interface.

and it is impossible for a particular tenant to be assigned to
two different service classes at same time,
@SLA = {(τi , si ), (τi , sj )} | {si , sj } ∈ S ∧ i 6= j.

the average time a particular component functions before it
fails. It is calculated using
P
(startdown time − startup time )
.
(6)
number of f ailures
MTTR is the average time required to repair a failed component. Each link is characterized by its own values of both
MTBF and MTTR, and they are commonly independent from
other components in the network. Metrics such as cable
length, i.e. `(vi , vi+1 ) , and Cable Cut (CC), can be used
as alternatives for measuring the two availability metrics.
According to [16], MTBF can be calculated as follows:
CC × 365 × 24
(7)
M T BF (hours) =
`(vi , vi+1 )
For instance, when CC is equal to 100 km, it means that per
100 km there will be on average one cut per year. Besides this,
the MTTR of a link is influenced by its length [17], which
expresses the fact that the longer link has a higher MTTR
value. On this basis, we have designed the following formula
for calculating the MTTR value for each link in the network.
M T T R(hours) = ψ · `(vi , vi+1 )

(8)

The time (per kilometer) required to fix the cable, ψ, has units
hour/kilometer format. Due to the fact that links are physically
distributed in different locations and environments, ψ differs
from one link to another. Even if some links have the same
length, their ψ could be different as it relies on the physical
location and the ambient conditions. A more comprehensive
and detailed description of failure model is given in [18] .
C. SLA-based routing
The tenants set is defined as, T = {τ1 , . . . , τn }, for n ∈ N.
The service levels set is defined as, S = {s1 , . . . , sn }, for
n ∈ N. The Demand requests of network tenants are allocated
to a singular service level as follows:
SLA = {(τ, s) | τ ∈ T ∧ s ∈ S}

(9)

(10)

In this work, we take as an example of applicability two
service levels, i.e. gold and bronze.
IV. T HE PROPOSED FRAMEWORK
From a high level point of view, Fig. 1 illustrates the main
components of our proposed framework. The implementation
code of the current framework is made available on the GitHub
platform1 . We discuss next in more detail the components we
used and developed in this framework.
SDN controller: The SDN controller represents the network’s
brain. It is where the intelligence and decision making is
performed by the framework. We use the POX controller as
it facilitates fast prototyping [19]. The standard OpenFlow
protocol [20] is used as a southbound API for establishing the
communication between the data and control planes, whereas
the set of POX APIs is used on the northbound interface for
developing various network control applications.
Topology parser: The topology parser is responsible for
fetching the underlying network topology characteristics and
building a topological view with the aid of the POX OpenFlow
discovery2 . In order to represent the network topology as a
graph, G, we utilised the NetworkX [21] tool in order to
be able to manipulate and simplify the underlying network
topology.
A. SLA aware routing algorithm
In centralised networking systems like a SDN, network
information (such as elements states, global view, traffic
characteristics and patterns, etc.) is made available to the
network controller. The availability of such information facilitates increased flexibility in the resource allocation procedure
that consumes it, enabling truly adaptive global routing. As
a consequence the provision of different levels of service
is possible. In this paper we consider two different classes
1 https://github.com/Ali00/SDN-Multi-Tenants.
2 https://openflow.stanford.edu/display/ONL/POX+Wiki.html

of service levels, gold and bronze. We propose a multi-cost
routing function as a technique to free the network tenants
from committing to one fixed routing model that fits all
network users. In Algorithm 1 members of the two different
SLA classes, were assumed to be instances of the network
tenants in this work. In addition, we assumed that every request
generated by the end users was subject to the corresponding
SLA class. The costs for each class are now defined.
Bronze class: Every incoming packet of this class is treated as
an ordinary request. This means that a normal path allocation
procedure will be applied. Hence, we adopt a cost function
that uses the hop counts as metric to measure the distance
between v1 and vd . This will make the weight of network’s
edges equal, i.e.
∀(vi , vi+1 ) ∈ E : Cost(vi ,vi+1 ) = ω(vi ,vi+1 ) = 1.

(11)

Responding to every bronze request, Dijkstra’s algorithm [22]
is used as the shortest path algorithm to form Pmin , which is
the path with the minimum number of hops.
Gold class: Every incoming packet of this class is treated
as a special request in which the network controller needs to
determine and allocate a shortest path which has a low failure
rate for these requests. This means that a new path allocation
procedure, which differs from the previous one, will need to
be applied. We use another cost function that combines both
the links failure probability (as a dynamic metric) and the hop
counts to form the shortest path between v1 and vd . As a
result, the links weights in the network are now distinct. The
gold class costs is defined as
∀(vi , vi+1 ) ∈ E : Cost(vi ,vi+1 ) = ω(vi ,vi+1 ) + p(vi ,vi+1 ) (12)
where p(vi ,vi+1 ) represents the percentage of link failures in
the network that occur on the link vi , vi+1 . In Algorithm 1, line
2, p(vi ,vi+1 ) is computed from βvi ,vi+1 , which is the running
estimate of the link failure rate on link {vi , vi+1 }. An estimate
of the link failure rate, βvi ,vi+1 , is maintained for each link
and then normalized so that p(vi ,vi+1 ) reflects the behaviour
of the entire network. In response to gold requests, a modified
Dijkstra’s algorithm with this new cost function is used to
form the shortest path, Pmin , which is the path with minimum
failure rate.

Fig. 2. SLA example contract between a service provider and customer. In
this example the part of obligation is demonstrated to show how the objectives
can be expressed.

from the requests guarantee by looking at whether or not the
requests are successfully delivered. This is because responding
to a request does not mean that the delivery is guaranteed as
the network forwarding elements, i.e. nodes and links, are not
failure-free.
V. P ERFORMANCE E VALUATION
In this section, we evaluate our approach using a real-world
topology. A real-world network topology was used in order
to construct the data plane layer, allowing us to evaluate the
different strategies of the multi-tenants routing algorithm in
a realistic setting. The European Reference Network (ERnet)
[16] was used as the case study. It has 37 nodes and 57
edges and is depicted in Fig. 3. The Distributed Internet

H9
10.0.0.9

H1

B. SLA information
The network operator is responsible for importing the SLA
contract details of tenants into the SLA database information.
This is to enable the application layer routing model to be
responsive to the SLA level of each host in the network. For
the purpose of translating high-level SLA policies to lowlevel forwarding rules, some refinement tools like ARKHAM
[23] can be used. Fig. 2 illustrates an SLA contract [24]
example. IT only shows the obligations section of SLA such as
requests, guarantees and service availability. However, there is
no standard objective for the SLAs and many other properties
can be added such as fault tolerance, dropped packets and
delay. In this paper, we will take as an example the packet
loss as an objective. Indeed, the packet loss metric differs

10.0.0.1

H3
10.0.0.3

H7
10.0.0.7
10.0.0.6

H6

H12
10.0.0.12

H8
H2
H10

H4

10.0.0.10 10.0.0.4

H11
10.0.0.11

H5

10.0.0.8

10.0.0.2

10.0.0.5

Fig. 3. The European reference network topology (ERnet) with 12 hosts.
The added hosts are classified into two SLA categories: Gold and Bronze.
The gold hosts have the IPs from 10.0.0.1 to 10.0.0.6, while, the IP
of bronze hosts start from 10.0.0.7 to 10.0.0.12.

TABLE I
E XPERIMENTAL PATHS THAT WERE CLASSIFIED BASED ON ITS NORMALISED LENGTH .
Path

Hops

Route

P1
P2
P3

8
5
3

Dublin--London--Paris--Lyon--Marseilles--Rome--Zagreb--Belgrade--Sofia
Hamburg--Amsterdam--London--Lisbon--Madrid--Barcelona
Rome--Marseilles--Lyon--Paris

Traffic Generator (D-ITG) [25] was used to generate network
traffic. It is a platform for producing a realistic packet-based
network traffic by accurately emulating the workload of real
world traffic and current Internet applications. According to
[26], D-ITG was proven to be more reliable than the existing
traffic generators. D-ITG supports several modes of traffic
generation, these are, single-flow, multiple-flow and daemon.

(a) H1

(b) H2

(c) H3

(e) H5

(f) H6

(g) H7

(h) H8

(i) H9

(j) H10

(k) H11

(l) H12

A. Experiment design
Once the shortest path with the maximum number of hops,
∆(G), of ERnet topology was determined, we selected 3
random paths whose lengths were different percentages of the
length of ∆(G). The selected paths are categorised as small,
medium and large with pecentage lengths of 30%, 50% and
100%, respectively, of the length of ∆(G). Table I shows
the three paths along with the optimal number of hops and
the route between the source and destination nodes. We have
established 12 virtual hosts, namely H1 to H12 , for the purpose
of sending and receiving network data packets. Since, in this
work, we are dealing with only two type of SLA classes, i.e.
gold and bronze, we specified the hosts H1 to H6 to represent
the gold tenants and the hosts H7 to H12 to represent the
bronze tenants over the three selected paths.
For each path in Table I, we deployed a D-ITG transmitter
onto the terminal of each host that attached to a source node
and a D-ITG receiver on each host that attached to a destination node. We generated constant-bitrate traffic towards the
destination hosts. We set the D-ITG to multiple-flow mode so
that we could generate several flows for each path. To evaluate
the impact of link failure incidents on the selected paths of
each SLA class, we generated 4 ICMP flows sequentially
between the designated hosts for an hour. The packet sizes and
the inter-departure times were constant and adjusted to 100 and
10 packet per second respectively. The duration of each flow
was set to a approximately 10 minutes, this was to make the
generated flows more susceptible to the network link failure
incidents. In other words, a longer traffic generation time
helped us to better investigate the performance of the proposed
approach. The proposed framework was implemented and
evaluated by using the container-based emulator, Mininet [27].
As evidenced in the survey [28], Mininet is a widely used
emulation system for emulating/simulating network architecture with various experimental scenarios as well as to evaluate
and prototype SDN protocols and applications. Finally, in the
emulation environment, we employed two servers; one acted as
the OpenFlow controller and the other simulated the network
topology. For each server, we used Ubuntu v.14.04 LTS with
Intel Core-i5 CPU and 8 GB RAM.

(d) H4

Fig. 4. Wireshark view showing the flow of packets recorded via hosts from
0 − 5000 seconds (x-axis). Hosts H1 to H6 to represent the gold tenants and
the hosts H7 to H12 represent the bronze tenants. In addition, blue indicates
sender hosts and red indicates receiver. Hosts H1 to H6 (rows 1 and 2) exhibit
lower packet loss as there a fewer dips in this throughput (y-axis) during the
experiment run.

B. Simulation results
The proposed approach is aimed to investigate the problem
of a SDN that operates in a multi-tenant environment, where,
it is necessary to provide different service levels among the
network tenants based on their contracted SLA without slicing
the network infrastructure. In order to compare between the
two SLA classes presented in Algorithm 1, i.e. gold and
bronze, a couple of metrics were adopted as follows:
1) Packet drop: The performance of the proposed approach
was studied with respect to the packet drop percentage. This
metric gives an indication of the quality of the selected paths
in terms of packet delivery. Since we have multiple users with
different requirements, we assume that the network service
provider is committed to providing a basic quality of service
to the bronze users and best quality of service to the gold

TABLE II
E XPERIMENTAL NETWORK PATHS WITH D-ITG STATISTICS : T HE DROPPED PACKETS AND THE PACKET LOSS PERCENTAGE OF GOLD PATHS IS ALWAYS
LESS THAN THAT OF THE BRONZE PATHS .
SLA
Gold

Bronze

Paths
P1
P2
P3
P1
P2
P3

No. flows
4
4
4
4
4
4

Generated packets
58266
53672
54838
47510
53328
55072

users. Hence, we are interested in gauging to what extent the
path selected for a gold SLA would reduce the percentage of
packet loss that resulted from data-plane link failure incidents.
To estimate this, we utilised wireshark3 tool to monitor the
generated and received packets at every sender and receiver
host in the ERnet topology. Fig. 4 shows the wireshark
captured data of the 12 hosts. A larger version of this figure
is available at the the GitHub repository mentioned in Section
IV. Although the gold and bronze hosts are attached to the
same source and destination nodes, it can be clearly seen that
the packet loss of the bronze hosts is greater than that of the
gold ones. Moreover, we analysed the D-ITG log files for more
information about the generated traffic report this in Table II.
The dropped packets and the packet loss percentage of gold
paths is always less than that of the bronze paths. This is
because the multi-cost routing method selects a low failure
rate paths for the gold host’s requests.
2) Hop counts: The performance of the proposed approach
was also studied with respect to the hop counts metric. When
an OpenFlow controller detects a data-plane link failure status,
the failed path is first identified followed by installing a backup
path that detours the disrupted flow packets, achieving network
recovery. This process could result in a new path length, which
might be longer in terms of hop count. The optimal hop counts
of each experimental path is reported in Table I, which was
obtained prior to link failure occurring and it serves as our
be benchmark even though it is not a feasible estimate once
a link failure has occurred. Fig. 5 shows the hop counts of
paths that have been established during the experimentation.
In general, paths due to gold SLAs have a greater number
of hops compared to paths which arise to due bronze SLAs.
This is because the current system uses the probability of link
failure as a metric to form the gold SLA paths, therefore, the
probability of excluding a particular link from being used is
increased when it fails frequently. For instance, all paths start
at the optimal number of hops and as time evolves the counts
hops of gold SLA become larger than the paths of bronze SLA.
In Table III, we have summarised the average hop counts of
each path to demonstrate this difference between the gold and
bronze paths. In the worst case scenario, on average the hop
counts of the gold paths were never more than 12.874% greater
than the hop counts of the bronze paths.
In fact, this disadvantage of higher hop counts comes as a
3 https://www.wireshark.org/

Dropped packets
348
4100
3084
6742
4782
3100

%Packet loss
0.59%
7.1%
5.32%
12.43%
8.23%
5.33%

Time (min)
54.997
54.663
54.998
54.983
54.953
54.994

TABLE III
AVERAGE HOP COUNTS ACROSS THE EXPERIMENTAL PATHS OF TABLE I.
SLA
Gold

Bronze

Paths
P1
P2
P3
P1
P2
P3

Avg. hop counts
10.111
6.888
5.666
8.888
5.666
4

trade-off for decreasing the packet loss percentage of the gold
tenants where the proposed routing method striving to find
shortest paths with minimum failure rate.
VI. C ONCLUSION
This paper demonstrated the promise of using a multi-cost
routing algorithm to enhance the problem of meeting the SLAs
of different classes of tenant in a SDN environment. Despite
the fact that network multi-tenancy is a well established research area, it still needs further investigation to cope with the
current demands of network service providers. We presented
a new multi-tenant routing algorithm in which the network
tenants are not subjected to one, fixed routing model. Instead,
we rely on the tenant’s SLA contract to allocate the network
appliances. We demonstrated how the proposed method can
be implemented. The performance of the proposed approach
was tested and evaluated through simulation experiments on a
real network topology. Two metrics were used to examine our
approach, these were: packet loss and hop counts. The experimental findings have shown the effectiveness of the proposed
method in supporting the SDN with multi-tenancy and the
ability of the approach to differentiate between requests based
on the SLA classes. In closing, tenants with high SLA class
had a lower packet loss percentage than the low class one but
this came at the cost of a slightly longer path hop-count.
As part of our future work, we intend to develop a business
model with economic factors which could maximise the network revenue by investigating the provisioning of requests in
a multi-tenants network environment.
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