Abstract: This paper presents a multi-innovation stochastic gradient algorithm for an input nonlinear state space system by deriving the identification model of the system and by decomposing the model into two sub-models. The basic idea is to design a state observer to estimate the unmeasurable states and to estimate interactively the unknown parameters of two subsystems by using the hierarchical identification principle. The simulation results show that the proposed algorithm is efficient.
INTRODUCTION
Nonlinearities are often encountered in fault detection and system identification (Jiang & Chowdhury, 2005; . The nonlinear system modeling has been widely used in the industrial processes, such as the microbial batch fermentation and pH process (Chen, et al., 2014; Liu, 2013) . Much effort was devoted to the identification of the block-oriented nonlinear systems, which include the input nonlinear systems, i.e., a static nonlinear block followed by a linear dynamic one, and the output nonlinear systems as the special cases (Chai, Loxton, Teo, & Yang, 2013; Enqvist & Ljung, 2005; Vörös, 2007) . For example, Yu, Zhang, and Xie (2014) studied the parameter estimation problem for Hammerstein systems using a blind identification based deterministic estimation algorithm. Li and Wen (2013) transformed the known basis functions into the orthogonal basis functions and proposed a normalized iterative algorithm for Hammerstein systems by applying a fixed-point iteration technique. Some algorithms have been reported for the nonlinear systems, such as the over-parametrization methods (Bai, 1998; Liu & Bai, 2007) , the least squares methods (Krstic, 2009; Vörös, 2005) , the iterative methods (Bai & Li, 2004; Vörös, 1999; Wang & Tang, 2014) and the maximumlikelihood methods (Hagenblad, Ljung, & Wills, 2008; Li, 2013) . The over-parametrization methods transform the output of the original nonlinear system into a linear function on the parameter space so that any linear estimation algorithms can be applied (Ding & Chen, 2005) . However, the resulting cross-product increases the dimensions of the identification parameters and leads to a heavy computational burden. The hierarchical identification algorithm is to decompose a system into two subsystems with small dimensions, and to identify the parameters of each subsystem respectively, thus the computational efficiency can be improved (Ding, 2013) . Raja and Chaudhary (2014) presented a two-stage fractional least mean squares adaptive algorithm for controlled autoregressive moving average systems. Ding and Duan (2013) derived a two-stage recursive least squares algorithm and a two-stage gradient algorithm for Box-Jenkins models.
State space models can describe the dynamic of the systems and play a key role in the controller design (Dhawan & Kar, 2011; Wu, Wang, & Li, 2012) , signal filtering (Levy & Nikoukhah, 2013) and system analysis (Hmida, Khémiri, Ragot, & Gossa, 2012; Mulders, Schoukens, & Vanbeylen, 2013; Pence, Fathy, & Stein, 2011) . The identification of the state space models may involve not only the estimation of the unknown model parameters, but also the unmeasurable system states. The combined state and parameter estimation based recursive identification is important since it can be implemented with advanced control strategies or monitoring process behavior to improve the online control performance of the key quality variables. The maximum likelihood method or the expectation-maximization method have been reported for estimating the state and parameter simultaneously (Mader, Linke, et al., 2014) . Tulsyan, Huang, Gopaluni, and Forbes (2013) presented a Bayesian approach for nonlinear state space models with an adaptive sequential-importance-resampling filter. Schön, Wills, and Ninness (2011) proposed an expectationmaximization algorithm for nonlinear dynamic systems in state-space form using a particle smoother.
The importance of the canonical forms of the state space models is widely admitted. Mercère and Bako (2011) presented the canonical form of the multivariable systems and discussed its application in the subspace identification. Based on the observability canonical form, Ding (2014) derived a combined state and least squares algorithm for state space systems by means of the Kalman filter. Recently, for the nonlinear state space systems with onetime delay, Gu and Ding (2014) investigated the gradient based and the least squares based iterative algorithms. Wang, Ding, and Liu (2014) studied the least squares based parameter and state estimation algorithm for the input nonlinear state space systems. This paper develops a highly accurate recursive identification algorithm for input nonlinear state space systems using the hierarchical identification and the multi-innovation identification theory. The multi-innovation identification algorithm is introduced to improve the computational efficiency of the stochastic gradient methods by utilizing current innovations and past innovations repeatedly.
The rest of this paper is organized as follows. Section 2 derives the identification model for input nonlinear state space systems. Section 3 develops a multi-innovation stochastic gradient (MISG) algorithm to estimate the system parameters and states jointly. Section 4 provides an illustrative example to show the effectiveness of the proposed algorithms. Finally, concluding remarks are given in Section 5.
PROBLEM DESCRIPTION AND SYSTEM MODEL
Consider the following input nonlinear state space systems,
where
T ∈ R n is the state vector,ū(t) ∈ R is the output of the nonlinear part and unmeasurable, u(t) ∈ R is the system input, y(t) ∈ R is the system output, v(t) ∈ R is a random noise with zero mean, A ∈ R n×n , b ∈ R n and c ∈ R n are the parameter matrix and vectors of the system,
The disturbance w(t) ∈ R is a process noise, H(z) is a finite impulse response model:
The nonlinear outputū(t) is a linear combination of a known basis with coefficients γ := (γ 1 , γ 2 , · · · , γ m ) T ∈ R m , and can be expressed asū
From (1), we have
From (4), we have
Inserting (6) and (8) into (3) yields
Define the intermediate variable
The model in (10) can be decomposed into the following two identification sub-models,
The parameter vectors a, b, γ and h to be estimated are included in sub-models (11) and (12).
THE MULTI-INNOVATION STOCHASTIC GRADIENT ALGORITHM
Consider p data from j = t − p + 1 to j = t. Define the cost functions IFAC ADCHEM 2015 June 7-10, 2015, Whistler, British Columbia, Canada
Note that γ in J 1 (ϑ) and b in J 2 (γ) are unknown and can be replaced by their corresponding estimatesγ(t − 1) and b(t). Using the gradient search and minimizing J 1 (ϑ) and
where p represents the innovation length. From (8) and (3), we have
Letφ(t) be the estimate of ϕ(t), ϕ(t)
Replacing x 1 (t), ϕ(t) and h withx 1 (t),φ(t) andĥ(t), the estimate of v(t) can be computed througĥ
t)ĥ(t). (19) Define the stacked output vector Y (p, t) and the stacked information matrices Γ(p, t), Ξ(p, t), X(p, t), Ψ(p, t) and Φ(p, t) as
(24) Introduce two innovation vectors
Then Equations (13) and (15) can equivalently be rewritten asθ
The unknown state x(t) in the information vector η(γ(t − 1), t) can be replaced with the state observerx(t) in the preceding section, and the unknown v(t − i) are replaced with its estimatev(t − i). Thus we can summarize the multi-innovation gradient identification algorithm:
Based on the Kalman filtering theory, the following state observer algorithm can be used for estimating the state vector x(t),
Equations (17)- (37) form the multi-innovation stochastic gradient algorithm for Hammerstein state space systems.
EXAMPLE
Consider the following Hammerstein state space system, IFAC ADCHEM 2015 June 7-10, 2015, Whistler, British Columbia, Canada
The parameter vector to be estimated is From Tables 1-3 and Figure 1 , we can draw the following conclusions.
• The estimation errors given by the stochastic gradient algorithm and the MISG algorithm become smaller with increasing t -see Tables 1-3. • For the MISG algorithm, a larger innovation length p leads to a faster convergence rate -see Figure 1 .
CONCLUSIONS
A multi-innovation stochastic gradient identification algorithm is presented for input nonlinear state space systems. The simulation test indicates that increasing the innovation length can improve the parameter estimation accuracy. The proposed algorithm can be extended to other nonlinear systems (Yu, Mao, Jia, & Yuan, 2014) and time-delay systems (Li & Shi, 2012) . 
