Abstract-Inter-sensor modeling of data streams is an im-be the same on both sensors. Due to these observations, we portant problem and an enabler for numerous sensor network have developed a symmetric monotonic regression (SMR). We tasks such as faulty data detection, missing data recovery, and also propose a simple and fast lower bound regression (LBR) compression. We have developed a new symmetric monotonic regression (SMR) technique for predicting data at one sensor approach for evaluating the achievable accuracy of SMR. using data from another sensor or a set of sensors that simultaThe SMR technique leverages on two mechanisms: symneously guarantees isotonicity and minimizes an arbitrary form metry and monotonicity. monotonicity is the following. Two sensors are well correlated most often only if they are exposed to similar or identical sets I. INTRODUCTION of sources of excitation of the same modality. If either source Modeling is a problem that inherently permeates many tasks increase/decreases its intensity the impact will be the same on in both sensor networks and computational sensing. Intersen-both sensors. sor modeling aims to predict a reading at a particular sensor at We first introduce SMR, LBR, and efficient polynomiala particular time using one or more readings taken from any time optimal algorithms for their calculation. We show that sensors, including itself, at any sampled time moment. Our SMR outperforms other popular regression and has accuracy objective is to develop a systematic non-parametric data-driven that is close to one provided by LBR. Using SMR as an approach for intersensor modeling that leverages on insights accurate prediction tool for inter-sensor modeling, we address about the physical nature of sensing signals and enables the coordinated sleeping-based power management problem. efficient and consistent treatment of optimization software SMR enables accurate inter-sensor modeling enabling minimal used by sensor network applications. sampling at each sensor, which allows for efficient power Using Intel Berkeley dataset of 54 sensors of three modali-optimization. The goal is to determine a set of sensors which ties (temperature, humidity and light) during a period of three can be alternately placed into a low-power sleep mode in a weeks, we concluded in many situations modeling a single such a way that their missing sensor samples can be recovered sensor reading from the reading of another sensor at the same using SMR prediction from awake and sampled sensors. The time moment is inaccurate. In addition, standard regression problem is optimally solved using integer linear programming models solely model from sensor X to sensor Y, without (ILP) formulation. Another ILP formulation is used to solve 2-considering the quality of prediction from Y to X. Without D SMR problem that is used for time-shifted prediction using facilitating a symmetric prediction model for X to Y and Y to data from two sensors. X, if the model is applied for determining a series of values between sensor X and sensor Y, the prediction values will be II. RELATED WORK incorrectly produced, leading to sequences of values which
regression (SMR) technique for predicting data at one sensor approach for evaluating the achievable accuracy of SMR. using data from another sensor or a set of sensors that simulta-
The SMR technique leverages on two mechanisms: symneously guarantees isotonicity and minimizes an arbitrary form metry and monotonicity. Symmetry ensures that one simultaof error for predicting stream X from stream Y and vice versa. neously takes into account the errors of predicting sensor A Using a simple and fast algorithm, we also developed a lower from sensor B and sensor B from sensor A. The main benefit bound regression (LBR) approach for evaluating the achievable of enforcing symmetry is that it enables consistent circular accuracy of regression between the readings at two sensors. SMR often performs very close to the lower bound on a set predictions. For example, if we predict sensor A from sensor of collected real-life sensor data. We show how LBR barrier B and consequently predict from the obtained value sensor can be outperformed by conducting prediction using either data A using symmetric regression, we will obtained exactly the from multiple sensors or by considering information extracted starting value of sensor A. Note that until now no monotonic (multiple consecutive time samples) of the explanatory stream. startionval ofisens th at until n onotonic
The effectiveness of SMR is demonstrated on a sensor node r sleeping coordination problem by reducing energy consumption constraint that enforces that for a pair of measurements at by more than an order of magnitude with respect to the best sensor A, m' and m", such that m' is smaller than m" previously published technique.
readings at sensors B in the corresponding moments mT and Index Terms-Modeling, Multisensor systems m7/ satisfy the condition that m/7 > mB. The intuition behind monotonicity is the following. Two sensors are well correlated most often only if they are exposed to similar or identical sets I. INTRODUCTION of sources of excitation of the same modality. If either source Modeling is a problem that inherently permeates many tasks increase/decreases its intensity the impact will be the same on in both sensor networks and computational sensing. Intersen-both sensors. sor modeling aims to predict a reading at a particular sensor at
We first introduce SMR, LBR, and efficient polynomiala particular time using one or more readings taken from any time optimal algorithms for their calculation. We show that sensors, including itself, at any sampled time moment. Our SMR outperforms other popular regression and has accuracy objective is to develop a systematic non-parametric data-driven that is close to one provided by LBR. Using SMR as an approach for intersensor modeling that leverages on insights accurate prediction tool for inter-sensor modeling, we address about the physical nature of sensing signals and enables the coordinated sleeping-based power management problem. efficient and consistent treatment of optimization software SMR enables accurate inter-sensor modeling enabling minimal used by sensor network applications. sampling at each sensor, which allows for efficient power Using Intel Berkeley dataset of 54 sensors of three modali-optimization. The goal is to determine a set of sensors which ties (temperature, humidity and light) during a period of three can be alternately placed into a low-power sleep mode in a weeks, we concluded in many situations modeling a single such a way that their missing sensor samples can be recovered sensor reading from the reading of another sensor at the same using SMR prediction from awake and sampled sensors. The time moment is inaccurate. In addition, standard regression problem is optimally solved using integer linear programming models solely model from sensor X to sensor Y, without (ILP) formulation. Another ILP formulation is used to solve 2-considering the quality of prediction from Y to X. Without D SMR problem that is used for time-shifted prediction using facilitating a symmetric prediction model for X to Y and Y to data from two sensors. X, if the model is applied for determining a series of values between sensor X and sensor Y, the prediction values will be II. RELATED WORK incorrectly produced, leading to sequences of values which
We briefly survey the most directly related work in this eventually converge at the point where the two regression section. Nowak [1] presented an application of adistributed exmodels intersect. Lastly we observed that two sensors are most pectation maximization (EM) algorithm for density estimation often well correlated only if they are exposed to similar or in sensor networks. [15] . Jain et al. [16] proposed an adaptive introduced if the bin were to be selected as the predictor from sampling approach which varies the sampling rate at each sen-one sensor to the other. The SMR problem is now stated as:
sor and therefore adapting to the streaming-data characteristics find a mapping from si to sj and from sj to si in this matrix of the sensor. The use of mobile sensor nodes are used to that follows the symmetric and monotonic restrictions while determine sampling density required in various environmental reducing the mapping errors. We use a dynamic programming regions in [17] . Their Fidelity Driven Sampling actively seeks approach to solve for this mapping. The pseudo code of the to minimize error without prior knowledge of the variable algorithm is listed in Figure 1 . Once the matrix F is created and initialized to 0, for all obinstances of the networks. All of the proposed sampling served data pairs (si, sj), we increment the element F (Si, Sj). schemes assumed simultaneous sampling at all nodes. Our From F, we compute two normalized matrices F,iSj and goal is to demonstrate that by relaxing this requirement and FsjSi by dividing each non-zero entry of F by column sums using time-shifted data for data recovery we can improve the or row sums respectively and subtracting from 1. If an element lifetime of the network by more than an order of magnitude FS. ,j 0, we set the corresponding element in rSS and while maintaining the user specified level of accuracy.
Fsj i to 1.
The next step is building a graph G with nodes corre-III. SMR AND LOWER BOUND REGRESSION sponding to the elements of F, and edges corresponding to
In this section we present the symmetric monotonic re-monotonic movements from(mim(si), mim(sj))to (max(si), gression algorithm, the lower bound regression measure, and max(sj)). In order to illustrate the LBR measure and the close match graph with horizontal, vertical, and diagonal edges. Depending between the prediction error between the LBR and the SMR on the type of edge, starting in node (xi, yj) and ending in technique, Figure 3 shows the prediction error of these two (Xe, Ye), we have the horizontal, diagonal, and vertical weights techniques for two sensor 6 and 7 from the Berkeley dataset (Gh, Wd, and wo) that are computed as follows:
for the three modalities: temperature, humidity, and light. Evaluation is conducted from a dataset that consists of eight Wh = rSiSj (Xe, Ye)
(1) days of sensor measurements. Note, that the LBR is derived Wd = FSiSj (Xe, Ye) + FSjSi (Xe Ye) (2) using exactly this dataset while the SMR is developed using a Wv = rsj -si (Xe Ye) (3) learning dataset that consists of three days of measurements.
As we see at the bottom of the figures the percentage differThe basic monotonic graph G can be extended to allow "up-ence between error of SMR and LBR are 0.41%, 34.9%, and to-k"-jumps where k is a positive integer. We use the notation 21.4% for temperature, humidity, and light respectively. Gk to refer to this graph. Note that the basic graph described above is a special case of the extended graph with k = 1 (G1). B 2-Dimension Symmetric Monotonic Regression As shown in figure 2 (right) (9) produced by this path Popt.
The SMR algorithm complexity is quadratic with respect to for all x, y E zv? . 3zV (yl)z (10) the bin size selected for counting data pair occurrences. .54 data from sensor 6 alone and using data from sensor 7 alone are shown. We see significant improvement (2.96 and 4.05 individually, 1.51 combined) in accuracy. In Table I we present IV. EXPERIMENTAL RESULTS the SMR, LBR, linear regression (P1) and a quadratic fit (P2)
In our experimental evaluation of the SMR models, we for each of the predictions individually for all three modalities utilized the models to address the sleeping coordination prob-(temperature, humidity, light) for sensor 6 or 7 predicting lem. Models for sensor readings of temperature, humidity, and sensor 8. The average absolute SMR and LBR errors for 2-D light taken from the Intel Berkeley dataset [19] we developed. prediction of sensor 8 from both sensor 6 and 7 was 1.51, 0.78 The dataset consists of 55 sensors which were sampled at 30 for temperature and 1.92, 0.91 for humidity, respectively. In second intervals. All models were built with three days of this case, while their was a large improvement for combined data and evaluated using eight different days. The sleeping prediction for temperature and humidity, for light this was coordination problem aims at maximizing the amount of time not the case. The error in the LBR for light was 14.85 (no each sensor is placed into a minimal energy state, or sleep improvement over LBR of individual predictions), signifying state. Any sensor that is not collecting sensor readings or that 2-D SMR would not perform better than the individual communicating can be placed in this state and does not predictions.
communicate. The goal is to minimize the number of samples taken by each sensor, s. (17) the samples taken by that sample must be less than or equal to 1, the largest number of samples taken by any sensor. The The final constraint is for addressing the use of the 2-D second set of constraints (Eq. (14)) specifies that at each epoch, SMR model (F). If two sensors j and k can predict sensor i each sensor must be either sampled or/and predicted. Finally, above P% accuracy, then i is predictable at t. Note that the the constraint in Eq. (15) specifies that if a sensor i is to be constraint in Eq. (17) is to be written for any time shifted predicted at epoch t, then the it must be predicted by one of combination of epochs which are the time phased pairs in the the models (D (TSMR), or E (2-D SMR)). set Eij Each case is formulated using varied input to an ILP formulation. All formulations were solved with CPLEX with a maximum runtime of 5 minutes, but almost all instances ran sensor readings, and through a pair of sensors. The lifetime of within seconds. Three sets ofL* errors were considered 2%, the sensor network is shown to improve by more than an order 3%, and 5%. In addition, three instances of the dataset were of magnitude in comparison with the best previously obtained examined: all sensor nodes, a set of approximately two-thirds results. of the nodes, and a set of nodes from one third of the layout
