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This paper is devoted to results on the continuation of solutions of 
differential equations or inequalities backwards in time. Our results are of 
two types; those for nonnegative solutions are essentially independent of the 
quadratic form defined by the principal part, while the results for square 
integrable solutions require the form to be nonnegative. 
It is first shown that unique continuation holds for nonnegative solutions 
of a system generalizing the system considered by Bodanko [2]. Our method, 
like that of Bodanko, requires the use of a “damping factor.” As the class of 
equations is further narrowed, our results become more precise. The best 
results are for nonnegative solutions of second order parabolic equations, 
where the results of Aronson [l] and the Harnack inequality are available. 
Unique continuation is proved also for square integrable. solutions of a 
second order equation, under very stringent assumptions on the coefficients. 
These assumptions can be weakened, but this will be the subject of another 
paper. Finally, we show that in the presence of a strong source, nonnegative 
solutions of an equation of parabolic type vanish if subjected to very weak 
global constraints. 
Notation. We denote a multiindex by the symbol p = (p, -** pn) where 
pj are integers, Ip] =p,+...+&, and for a real valued function u 
defined on IfP, 
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We write j <p if j, &ppk for each R ::=: 1, 2,..., n, andp - j := (p, - jl, 
p2 -j2 ,.-, p, -i). Euclidean distance to the origin in Iwn is denoted by 
y Lxx (x12 + . ‘. + &2)l/t. 
A function g(x, t) defined on 178~ x [0, T] belongs to E, if there is an A 
such that 
I g(x, t)l < M exp(A(r2 + 1)“12). 
The usual notation for LJ’ norms on subsets of Iw” will be used, namely 
llfll, = (s,, Ifb4l” d.z.)lip 
while 
llf II L%?) = (s, IfWl” qp. 
with the obvious modifications for p = 00. 
We shall have occasion to consider various parabolic problems. For a 
second order elliptic operator 
Au = f %(X, t) %Q”, + i b&q t) UZi + c(x, t)u, 
i&l i=l 
we will consider the operator 
the operator 
L,U = AU - au/at, 
and the equation in divergence form 
L,u = c (aiju,j)“i + c b&x, t) UZi + cl4 - 2. 
ii z 
The hypotheses on the coefficients will be discussed when each equation 
is considered. 
1. RESULTS FOR NONNEGATIVE SOLUTIONS 
We begin with a system of the type considered by Bodanko [2], 
Ehli 
- = 
at 
c a,$(~, t) D”u” + 1 ckiuk, U-1) 
l<lN$m k=l 
k#i 
for i = 1, 2,..., N,xsRn,tl <t < To. 
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THEOREM 1. Assume that the coe@icients aDi, DiaSi, cki are measurable 
and that 
1 Dp-jaj” 1 < M(r2 + ~)C’Wl/~(~-1) 
for p 3 j, 1 < 1 p j < m. Assume that the coeficients cki are nonnegative 
and of class Em,,_1 . Let (u’} be a nonnegative solution of (1.1) of class E,,,-l 
on UP x [t1 , To]. If 
then for any t E [to , T], where T - t, = l/a, and 01 is suficiently large, zf K is 
a compact subset of W, there is a constant C depending on K and the structure 
of the equation, such that 
Observe that the form of backwards continuous dependence is very weak. 
An average smallness at time T produces an average smallness at nearby 
preceeding times. 
Proof. Let M, A be constants chosen so that api, DjaDi, j ,<p, cki and ui 
are in E,l,-1 with these constants. We use the damping factor 
(b(x, t) = exp(-2A(r2 + l)mlz(m-l)/l + a(t - to)) hR(x) = H(x, t) hR(x), 
where 0 < t - to < T - to < l/q and h is a function of class C,(P) 
such that 
h&) = 1;; 1x1 <R 1x1 <R+l, 
0 < AR(x) < 1, and Clpl+ I Dnh, 1 < D, where D is a constant independent 
of R, and the constants 01 and to will be chosen later. 
Multiply (1.1) by q4 and integrate by parts, noting that since 
DP(a,i+) = 1 (;I Dp-j~,~Dj+, I p 1 < m, 
O<i<P 
it follows that for to < s < T 
,p;m (-l)IpI D’(a;+) + g] dx dt 
+ j-’ j- c ckiuk+ dx dt + 1 ui(x, s) $(x, s) dx 
s W" k=l WA 
k#i 
=I u’(x, T)+(x, T) dx, UP 
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for i = 1,2 ,..., N. Let R -+ cc, and the equation becomes 
1 ii;DjH ++ dxdt 
Ij\<m I 
+ gl jsT jEn c,%“H dx dt + j ui(x, s) H(x, s) dx 
Psi 
= 
s 
ui(x, T) H(x, T) dx, (1.2) 
where 
Our assumptions imply that 
Since 
j uji / < M(f-2 + ~)t~-lill/2(~-~). 
1 DjH / < &fl(2A)ljl [l + a(t - t,,)]-ljl (9 + l)l~lL~/2(~-1)-1/21 
exp(-2A(r2 + l)n/2(+1)/1 + a(t - to)) 
for j j j < m, it follows that 
c 4”D’H+g 3 i-&f2 
l(ljl@ 
l<;<vL [I + a(t - to)]-“’ (Y2 + l)+(+r) 
-. -. 
+ ol(l + ci(t - t,)-2 (Y” + l)m/2(n-1) H 3 0 
I 
for CY sufficiently large. Indeed, since 1 ,( 1 + ol(t - t,) < 2 on the range 
on which we consider it, the expression in brackets dominates (or/4 - iVl,C,,) 
(~2 + l)m/2(m-l)H, and this is nonnegative if (I: >, 4C,,M2 . Here C,, is the 
number of multiindices j with 1 < 1 j 1 < m. 
Using the fact that cki 3 0 for i # K, (1.2) becomes 
j d(x, s) H(x, s) dx < j ui(x, T) H(x, T) dx. (1.3) 
If K is a compact subset of W such that KC {x 1 / x 1 < B}, then 
ui(x, s) dx < eCA(B2+lP"ab-1) <, t, < s < T. 
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COROLLARY. If{ “} u is a nonnegative solution of (1.1) such that u”(x, T) = 0 
for all x E IIP, i = 1,2 ,..., N, then ui = 0 for all i = 1,2 ,..., N. 
For we can now iterate the above result. 
Remark. The same proof extends the result to a system of the form 
f 1 azDZ?ui + f c,%” - ad/at = 0, j = 1, 2 ,..., N, (1.4) 
i=l O<lPl<rn k=l 
where J& ckj(x, t) >, 0, j = 1, 2 ,..., N, and the estimate is made on 
CL, u((x, t). In particular, if u((x, 2’) = 0, i = I,..., N, then ui s 0, 
i = 1, 2 ,..., N. 
Let us specialize these results to the equation 
L,u = A*u - au/at, U-5) 
where we assume that aij , aagi/axi , a%+/&&,  bi , ab,/ax, , c are continuous 
functions on lFP x [0, T] and that moreover, 1 ajj 1 < M, [ ba 1 < (1 + 1 x I), 
I c 1 < M(1 + 1 x 12), 0 < t < T, x E W. Note that we do not assume 
parabolicity. The above results already imply that for nonnegative solutions 
of L,u = 0 the estimate 
I u(x, s) dx < CK s u(x, T) dx, to < s < T, K 
is valid for each compact set K. This result implies unique continuation 
backwards in time for nonnegative solutions. If a little more is assumed, we 
can say more. 
THEOREM 2. If u is a nonnegative solution of the dajferential inequality 
L,u < 0 in FP x [0, T], 
which satisfies 
T 
ss 
u(x, t) dx dt < co, 
0 kP 
and if c < 0, then 
s + p(s) = I u(x, s) dx 
is an increasing function of s. 
Proof. The proof is the same as the proof of Theorem 1; with P > 0, 
introduce the damping factor 
4(x, t) = exp( -4 + I x I”)/1 + a(t - to)> h(x) = f&(x, t) h(x) 
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where 01 will be chosen later. Here, h E t?(P), 
and is such that 0 < h < 1 and 
where L is a constant independent of R and E. 
Choose (Y so large that 
4G 1 agxi,q - 26(1 + a(t - to)) f aij - 26(1 + a(t - to) 1 biX, 
i=l 
+ [' + 4t - t,)12c + 24 + I x I”) 2 0, 
for 0 < t - t, < T - t, < l/01, x < W. This can be done with (Y independent 
of E, because 
/ C WW 1 < n2M 1 x 12, 
and hence 
49 1 aijxixj 3 -4c2n2M ( x I2 > --E 1 x j2, 
for E sufficiently small. The fact that c 3 0 is necessary in order that (Y can 
be chosen independently of E. 
As in the proof of Theorem 1, multiply by +, integrate by parts and let 
R -+ co. Since u EU(W x (0, T)), all of the integrals converge at least for 
almost every s and we get 
1’ I * (1 ai$fzd,, + 1 U-Li + CH + H,) dx dt + j U(X, S) H(x, S) dx .? fp R” 
< I 4x, T) H(x, T) dx, BP 
and by our choice of CL, 
j- 
I” 
u(x, s) H(x, s) dx < j- 
R” 
u(x, T) H(x, T) dx < j. u(x, T) dx, 
for 0 < s - t, < T - t, = I/CL This holds for any E > 0 (a is independent 
of l ); apply Fatou and let E + O+, this gives 
s u(x, s) dx < 4x, T) dx, T- l/m <s < T. UP s R8” 
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This result can now be applied to U(X, T - l/a) and the process iterated. 
This gives 
I 
u(x, s) dx < s 4x, T) dx, O<s<T, 
and more generally, if sr < sa , 
s 4x, ~1) dx <s u(x, s2) dx. 
If you do not assume c >, 0, there are solutions of parabolic equations for 
which p(s) is decreasing. The equation 
u,, + (x/[x” + 1]1/2)Us + [(I + x2)-3/2 - 1124 - Ut = 0 
has a solution U(X, t) = exp(--t - [x2 + l]1/z), for which p(t) = ce& 
decreases. 
In the presence of a source, the average temperature thus increases. If the 
source is sufficiently strong, we will see below that the weighted temperature 
average increases. 
COROLLARY 1. For an inequality as in Theorem 2, assume that the non- 
negative solution satisfies 
T 
ss 
u(x, t) exp(-/3 ] x I”) dx dt < co, 
0 w 
and that the coe#kient c satis$es 
4% t> >, Y(l + I x 12), 
where y > 6(n, p)M is a positive constant. Then, 
s ---f p(s) = 1 u(x, s) exp(-8 ] x 1”) dx 
is an increasing function of s. 
Proof. Note that v(x, t) = u(x, t) exp(+ 1 x 1”) satisfies a differential 
inequality 
L,‘v < 0, 
whose coefficients satisfy our hypotheses, and for which 
C’ = c + 2j3 1 bixi + 4f12 C aijxixj - 28 C aii . 
ij z 
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Since 
1 4p2 C %jxixj / < 4pwYq 1 + I x I”) 
it follows that if c 3 ~(1 + / x j2), 
c’>(y-4pnM-4~2n2M)(1+/x~2)~0, 
if 
y > 4/3nM + 4/3%z2M. 
We apply Theorem 2 to v and L,‘. 
A simple example shows that the condition c 3 0 is not sufficient for 
Corollary 1. The function U(X, t) = e-V satisfies the equation 
Km - 3% + u - Ut = 0. 
COROLLARY 2. If u is u nonnegative solution of the differential equation 
A*u - ut = 0, 
which belongs to L1(R,fl x (0, T)) and for which c = 0, then j u(x, t) dx is 
independent of t. 
Proof. The function v(x, t) = u(x, T - t) satisfies an equation of the 
same type as u; in fact, /i’v - vt = 0, where 
and thus, 
iiij(x, t) = --aii(x, T - t), 
&(x, t) = -bi(x, T - t), 
qx, t) = 0, 
S-+ 
s 
u(x, t) dx 
is also a decreasing function of t, hence constant. 
This result depended on the fact that our equation was not required to be 
parabolic, and thus the substitution u + v does not change the type of the 
equation. The result is of course well-known for solutions of parabolic 
equations. 
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One further corollary is of interest since it has applications to the theory 
of homogeneous Besov spaces. The result says that a nonnegative solution 
of a differential inequality cannot persist indefinitely if it is subject to a 
seemingly reasonable global restriction. 
COROLLARY 4. If u is a nonnegative solution of the differential inequality 
L,u < 0 for x E W, 0 < t < 00, where c > 0, and if u is integrable on 
Iwn x (0, oo), then u is identically zero. 
Proof. We must have that 
p(s) = j- u(i, s) dx 
is an nonnegative integrable increasing function of s on (0, co). 
Since the result applies to the heat equation, it follows from [7] that only 
the zero measure (among nonnegative measures) can belong to 4~: . 
If we now specialize to uniformly parabolic equations, sharper results can 
be given. Let us assume that there is a positive constant X, such that 
and that this holds for all (x, t) E [w” x [0, T]. We also assume that the 
coefficients and their appropriate derivatives are bounded and Holder 
continuous in [w” x [0, T]. Under these hypotheses, the fundamental 
solution exists and satisfies the estimate (Aronson [l, p. 6611) 
cz(t - ,)--I2 exp(-p2 1 x - y 12/t - T) 
G q-5 t; y, T) U.6) 
< cl(t - 7)--n/2 exp(--CL1 1 x - y 12/t - T), 
for (x, t), (y, T) in [w” x [0, 2’1, and 7 < t. Since c is bounded, we assume 
that the transformation u + e-% has been made so that c >, 0 in IFP. 
Harnack’s inequality is valid for such equations (Moser [8], p. 104). If u is 
a nonnegative solution of L,u = 0, then 
4x, 4 < U(Y, 4 exp{C(l x - y 12/t - s + t/s) 
for x, y E R,“, 0 < s < t < T, where C depends only on T and the structure 
of the equation. 
THEOREM 3. Let u be a nonnegative solution of the equation L,u = 0 in 
W x [0, T], where the coejicients of L, satisfy the hypotheses on p. 7, and 
assume that 
T 
ss u(x, s) exp(--M(l + I x 1”) dx ds < 03. (l-7) 0 R8” 
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If JR,, u(x, T) dx < E, then for each compact subset K of W and 6 > 0, there 
is a constant C which depends on K, 6 and on the structure of the equation, 
such that 
u(x, t) < G for (x, t) E K x [S, T]. 
Proof. Using the method of Theorem 1 with A > 2M, where M comes 
from (1.7), we see that 
j u(x, s) H(x, s) dx < 1 u(x, T) H(x, T) dx. (1.8) 
Choose tl with T - t, so small that 
u(x, s + tJ = j u(y, td r(x> s; Y, 0) 4, O<s<T-tt,. 
This semigroup formula is always valid in small intervals of length inversely 
proportional to the constant of parabolicity A,. There is an additional 
condition on t, . Note that for x E R”, y E K, 
(~1 I x - Y 12/t - td - 41 + I x I”)/1 + 4t - to) 
3 (PI I x - Y IV” - tJ - 41 + I x I”) 
= &, ( --A 1x;2-~<x,Y>+~ly12-A. 1 
Here p1 is the constant from (1.6). Choose t, so small that [pr/( T - tl)] -A = 
X > 0, and apply the estimate 
I(% Y>l G (4) I x I2 + u/w I Y I2 
with an appropriate E, and we see that this expression dominates 
2 d(T, tl, A, K) > --co. 
(Observe that d may be negative). 
It now follows from (1.7) and (1.8) that 
E 2 j U(X, tl) H(x, tl) dx > 1 u(x, tl>(t - t,)-“/2 exp (- cLI ‘,x--tly I2 ) 
* /(t - t,)“j2 exp [(* I XY 1’) - (4 + I x I”)/1 + 4t - to,]/ 
2 Ced f u(x, tl) r(y, t - t, ; x, 0) dx(t - tJnj2 
= Ce%(y, t)(t - t,)n12, 
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and we conclude that for any y E K, 
u(y, t) < Ce-“(t - tpk, t, < t < T. 
In particular, for a ball K = {x 1 1 x 1 < A}, we have 
(1.9) 
u(y, HT + td) < Cc, for y E K, 
where C certainly depends on K and on T - t, . 
Harnack’s inequality [l] applied to the cylinder (1 x 1 < A) x [a, T] 
shows that 
U(Y, 4 < CE, 6 < s < (T + Q/Z y E K, 
which combined with (I .9) gives the result. 
. 
Remarks. Assumption (1.7) is not unreasonable since by [6], a nonnegative 
solution satisfies such an estimate at least for 0 < t < T - q for any 77 > 0. 
Because the equation is uniformly parabolic, an L1 estimate at time T leads 
to a pointwise estimate for preceding times. 
The argument with Harnack’s inequality such as used above makes 
questions of backward continuation for nonnegative solutions trivial if a 
pointwise estimate is given. For example, if U(X, T) < E for 1 x 1 = A, use 
Harnack twice to derive 
and by the maximum principle, 
u(x, s) < Cc, 1 x 1 < A, 6 < s < T. 
We note that this simple result is the best that we can say in the following 
sense. If it is given that U(X, T) f E for I x I < A, we cannot conclude that 
for each compact set KC IlP and 6 > 0, 
sup +, t) G C+(f), 
x E K, s<t<T 
(*> 
where C is some constant depending on K, T and 6 and the structure of the 
equation, but not on u, and 4 is bounded as a function of E as E + 0. One 
does not even have 
cs > 
l/P 
u(x, t)’ dx < q(E). 
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Consider the functions u,(x, t) ::= e’t-T)n2e’L(s~1’ which satisfy the heat 
equation in --03<~<~0,O<‘ttT~Take,-1=j,thenfor s’ i, 
u,(x, T) < ecrz!” < 1. 
If (*) held for any K we could take K = [-2, 21 and for 6 = 1, 
sup %&.G t) < q(l), 12: i si2, T--l&t:< T 
where now C can depend only on T and the structure of the equation, and 
is thus independent of IZ. However, 242, T - l/n”) = en-l, and this gives 
a contradiction. If we use the LP norm with K = [ 1, 21, 
= e-l(enP/np - l/np)‘lp < C&l). 
However, as n+ co, the expression on the left converges to infinity. 
This example shows that backwards continuous dependence for non- 
negative solutions holds only in a cylinder with a smaller base than the set 
on which bound (U < c) is given. 
In the parabolic case, we can extend Corollary 2 of Theorem 2 by using 
the results of [3, 61 and thus drop the assumption that the solution is non- 
negative. The hypothesis of our next corollary implies that the solution is 
the difference of two nonnegative solutions. 
COROLLARY 3. If A*u - ut = 0, c = 0 and I/ u(., t)lIl < M, 0 < t < T, 
then J u(x, t) dx is independent oft. 
2. BACKWARDS CONTINUATION FOR L2 SOLUTIONS OF SECOND ORDER 
PARABOLIC EQUATIONS 
In this section, we consider a second order equation in the form 
L,u = t -fc i&x, t) 
i,j=l 3% 
g-) + g1 ux, t) $ + cu - +, P-1) 
where we assume that 
aij , aa,,/axi , 6, , c are continuous in W X [0, T] (2.2) 
1 bi 1 ,( M(1 + 1 X 12)1’2, I C I < M(1 + I x 12>, I %*iaxj I < M(l + lx12)1’29 
(2.3) 
SOLUTIONS OF DIFFERENTIALS BACKWARDS IN TIME 221 
there is a constant M such that 
for [E IF!?, (x, t) E BP X [0, T]. 
Note that it follows from (2.4) that 
for every 5, r) E FP. Throughout this proof, grad u will denote the spatial 
gradient. 
THEOREM 4. Let u be a solution of L,u = 0 in W x [O, T], which satisfies 
ST / [UCX, tj2 +i 1 s (x, t> I”] exp(-PC1 + I x I”)) dx dt < 0~). (2.6) 
0 P” 61 
Then ifspm 1 u(x, T)12 exp(-/3 + 1 x I”)) dx isfinite, there are positiwe constants 
/I1 , /32 such that 
s I u(x, W exp(-Ml + I x I”)> dx lP 
G [ I,- 7 (i$J’ exp(-fi,(l + I x I”)) dx dt 
+ s,. I 4x> VI 2 exp(-B2(l + I x 1”)) dx, O<t<T. 
Proof. We introduce the damping factor 
4(x, t) = exp(--3Ml(1 + I x I”)/1 + 4t - to>>, 
(since we may assume j? = M) with a! to be chosen later. Multiply the 
equation by $2u, and observe that 
while 
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When these last identities are substituted into +2uL,u = 0, we derive 
2 & (Uiif#2u +) - 1 UijU c + -$$- - 2+2 C ai9 -CT!- au 
axj axi 
a+ + c$” 1 b,u +f$ + +2cu2 = + 4 (fu”) - ,+ at u2. (2.7) 
By (2.5) it follows that 
while by Schwarz’s inequality, 
+“uCbi$ > -&+” 1 grad u I2 - 1/2t~ ]bi I2 cj2u2 
’ 3 -M2 I grad u I2 - Wf2/2p)(1 + I x I”) +2u2, 
for any p > 0. 
Substitute these inequalities into (2.7) and use (2.4), and we obtain that 
- (M2/2h) u2 I grad 4 I2 - (+ + 1) I$” C aij s $ 
3 1 
- &+a I grad u I2 - (M2/2~)( 1 + I x I”) +2~2 -t $2m2 
a4 
< f $ (d”u”) - 4 at u2, 
which we arrange in the following way: 
u2 [ -(M2/2h) I grad 4 I2 - (M2/2/1)(1 + I x I”) 4” + 2~3 $ + c$2] 
< $ -& (+“U2) - C 6 (+2uaij --&-) + [($A + 1) M2 + &] 4” I grad u 12. 
Now a is to be chosen such that the expression in brackets is nonnegative; 
this is possible since 
and 
I grad 4 I2 = (6J4 I x I”+“)/(1 + a(t - to)j2 
and 
d a+ -1 at 
3&U + I x I”) 4” 
[1 + 4 - td12 ’ 
1 c I < w1 + I x I”). 
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Of course 01 depends on h and p (e.g., OL = (M/2p) + 18 M4/h), but one can 
take h and TV arbitrarily (say h = TV = 1) and then choose 01. (The reason 
for carrying through the h and p is that it would be desirable below to be 
able to get rid of the term with jj 1 grad u 12, which happens for the heat 
equation when /3 = 0. Although our proof does not allow us to take h = 
p = 0, it comes very close (the term with ss j grad u I2 has a constant which 
can be made less than any preassigned positive constant) and perhaps can 
be modified to get the desired result.) 
Integrate the resulting inequality on (1 x 1 < R) x [tr , T], where t, = 
T - l/a < t, < T; this gives 
j u(x, tl)” (b(x, Q2 dx < j u(x, T)2 4(x, T)2 dx dt 
BR BR 
+ stf jBR [(+? + 1)M + 4~1 d2 I grad * I21 dx dt. 
The second integral on the right-hand side tends to zero as R + 03, and 
passing to the limit gives 
j u(x, t,j2 4(x, tl)" dx < j 4x, T)2 4(x, T)2 dx 
+ [($A + 1) M2 + QPI 1: Iw,Q I grad u I2 dx fit* 
This proves our claim for [to, T]. We then cover [0, T] with a finite 
collection of intervals of length I/U and iterate. The result of the iteration 
is that 
I u(x, t)2 exp(-6M(l + 1 x I”)) dx 
< s I u(x, T)12 exp(-3W + I x I”)) dx 
+ B [’ jRm I grad u I2 exp(-3M(l + I x I”)) dx dt. 
One corollary on the growth of the initial value follows immediately. 
COROLLARY 1. If u, au/ax, are in L2(W x [0, T]) with respect to the 
we&ht exp( -j3 1 x 12), then there is a constant fl which depends on j3 and the 
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structure of the equation, such that u(x, 0) is in L2(Iwn) with respect to the 
weight exp(-j? 1 x I”). 
It is a trivial matter to extend these results to the case L,u = f, where 
f EL2(W x [0, T]) with respect to the weight exp(-b / x 1”). 
The corollary implies a respresentation and a backward uniqueness 
theorem, if we specialize to uniformly parabolic equations. Let us assume that 
for some h, > 0, all [ E FP. We replace the remainder of the hypotheses of 
Theorem 4, by the assumption that the coefficients are bounded and H6lder 
continuous. In particular, the fundamental solution exists. We can now state 
COROLLARY 2. If L,u = 0 in W x [0, T] and u, %/ax, are in 
L2(1Wn x [0, T]) with respect to the weight exp(-/3 1 x IS), then 
4x, t) = j” r(x, t; t, O>f (0 de, 
where there is a constant /? < /3 such that f exp(-fl 1 6 1”) is in L2(aBn). The 
formula is valid for 0 < t < l/4&,6. 
If moreover the coefficients are independent of time, the results of [5] 
apply and we derive 
COROLLARY 3. Suppose L,u = 0 in W x [0, T], where u and &/ax, , 
i = 1, 2,..., n, are inL2(EP x [0, T]) with respect to the weight exp(-/3 1 x 12), 
and T < l/4@?, where /? is as in Corollary 2. If u(x, T) is zero for all x E IF%“, 
then u is identically zero. 
We have noted that nonnegative solutions of certain parabolic equations 
can only belong to L1(Rn x (0, CO)) if they are identically zero. A similar 
result seems likely for L2(Rn x (0, 00)); at present, we can only prove: 
THEOREM 5. Suppose u is a nonnegative temperature in R x (0, 03) 
such that 
m 
I (1 1 
2/p 
u(x, t)” dx dt < 00, l<p<co. 
0 R 
Then u is identically zero. 
Proof. Since u is nonnegative, it is well known that 
u(x, t) = j” W(x - 6, 4 4.43, 
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where p is a nonnegative measure and 
s exp(--8 I x I”)444 < 00 
for some positive fl. (This holds for every positive fi since the solution exists 
for all time.) 
As u belongs to L2(0, co; D(R)), it follows from [7] that 
where f~ .6&t (see [7]). This implies that 
f = Ag = (d/dx) Hg, 
where g E eP2 _C Lp [4]. H ere H is the Hilbert transform and II is the square 
root of the negative Laplacian. By uniqueness, it follows that as distributions, 
p =f = (d/dx) Hg. 
Regularize both sides of this equation by convolving both sides with a non- 
negative Cm function with compact support, e.g., with the Friedrich’s 
mollifier & . This gives 
A = (44 Hg, 7 
and now, g, ELM n Cm, and thus Hg, EL* [9], while pLr is smooth and non- 
negative. However, the only L” function with a nonnegative derivative is the 
zero function, and hence, 
Hg, = 0. 
Thus, g, = 0 (take Fourier transforms and note that g, ELM), and since 
g, + g in Lp, g = 0, showing that u is identically zero. 
Once again, this result has an interpretation in terms of certain Besov 
spaces. 
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