Abstract. Mordell in 1958 gave a new proof of the three squares theorem. We generalize those techniques to characterize the integers represented by the remaining six "Ramanujan-Dickson ternaries" as well as three other ternary forms.
Introduction and Statement of Results
Given a quadratic form, a natural question to ask concerns the values represented by the form. One of the invaluable applications of such analysis of ternary quadratic forms is in addressing the question in the quaternary setting. In [16] , Ramanujan proved the existence of 55 quaternary diagonal positive definite quadratic forms which represent all n ∈ N (though, of course, it was later discovered one of those forms failed to represent n = 15. The remaining 54 do, however, give the complete list). His method was that of escalation-a technique appearing later in more general quadratic forms results such as in Bhargava's proof of the 15 Theorem [1] . In creating his list of 55 quaternary diagonal forms, Ramanujan produced the following list of ternary forms:
x 2 + y 2 + z 2 , x 2 + y 2 + 2z 2 , x 2 + y 2 + 3z 2 , x 2 + 2y 2 + 2z 2 , x 2 + 2y 2 + 3z 2 , x 2 + 2y 2 + 4z 2 , x 2 + 2y 2 + 5z 2 .
Upon knowing which integers fail to be represented by each of these ternaries, Ramanujan was able to create the list of quaternary quadratic forms that represent all n ∈ N. He made (correct) claims about the values represented and not represented by the seven ternaries; however, he included no proofs. Dickson [7] some years later provided what are commonly accepted as the first complete set of proofs, and these seven forms subsequently are referred to in the literature as the Ramanujan-Dickson ternaries. Dickson's methods are predominantly algebraic in flavor; in addition to standard congruential arguments (used mostly to state which values a form fails to represent) he used reduction techniques.
Some thirty years later, Mordell published a new proof of the three squares theorem [14] . His argument differed from Dickson's in several crucial ways. First, Mordell avoided all reduction methods. Second, Mordell's algebraic manipulations of the forms were much more general than Dickson's; however, Mordell then needed to make use of a shortest-vector theorem of Gauss which in turn depends upon the determinant of the form. Subsequently, Mordell only provided a proof of the three squares theorem. We know now that with significant alteration, the tools generalize. In particular, we generalize the method in such a way that the shortest-vector theorem (and hence any condition on the determinant) is unnecessary. We begin by presenting what we are calling "Mordell-style proofs" of the numbers represented by the remaining six Ramanujan-Dickson ternaries. The altered Mordell-style applies to more than just these cases. One could ask, for example, if the method applies to all integer matrix ternaries of specified determinant. We answer in the affirmative for determinants 5 and 6, providing in the process results which previously did not appear in the literature: 
Notes:
• The other ternary of determinant 6 is one of the Ramanujan-Dickson forms, so we do not list it again.
• In 1931, Jones proved that the forms of a given genus collectively represent all positive integers not ruled out by certain congruence conditions [10] . Since all of the forms we consider are alone in their genus, these forms represent exactly the integers they represent locally. The class number one requirement is a somewhat strict condition on a quadratic form and prevents large degrees of generalization. For instance, it has been well documented (see [11] , [12] ) that x 2 + y 2 + 7z 2 is not class number one and-more crucially-the integers represented by that form are still not understood.
The remainder of the paper is organized as follows. After a brief background section, we proceed to the proofs related to the Ramanujan-Dickson ternaries. Then we end with the proofs of representation for the forms of determinant 5 and 6.
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Background
We provide a brief introduction to the definition and notation commonly seen in the study of quadratic forms.
Let n ∈ N. An n-ary integral quadratic form is a homogeneous integral polynomial of degree two of the form
An equivalent way to represent quadratic forms is via symmetric matrices in M n (Q); that is, to each n-ary integral quadratic form there exists a unique symmetric matrix A Q ∈ M n (Q) such that
Under such a representation, all diagonal terms are integers while all off-diagonal entries are allowed to be (at worst) half integers. When A Q ∈ M n (Z) (equivalently, when all cross-terms of Q are even) we say that Q is an integer-matrix form (equivalently, that Q is classically integral).
Given two n-ary quadratic forms Q 1 and Q 2 with respective matrices A Q 1 , A Q 2 we say that Q 1 and Q 2 are equivalent (over Z) if and only if there exists a matrix M ∈ GL n (Z) such that
Let Q(x) be an n-ary integral quadratic form and let m ∈ Z. We say that Q represents m if there exists v ∈ Z n such that Q(v) = m. When Q(v) > 0 (resp., ≤ 0) for all 0 v ∈ Z n , we say that Q is positive definite (resp. negative definite).
Henceforth, by "form" we mean "positive definite ternary classically integral quadratic form."
We now outline the method of Mordell for proving representability by the sum of three squares. Let m ∈ N and suppose f (x, y, z) is a classically integral form of determinant 1 which represents m. Write
where A, B, a, h, b ∈ Z with
and where necessarily ab − h 2 = m. A geometry of numbers result of Gauss [4, II.3.4] guarantees that f represents a positive integer E ≤ 3 √ 2D. As in the case of the sum of three squares D = 1, this guarantees that f represents 1. As f is presumed to be classically integral, this means f is equivalent to a ternary of the form The result of Gauss clearly becomes especially difficult to apply as the determinant of the form and subsequently the bound on E increases. Moreover, as the determinant increases more forms will appear as possible candidates. We posit that this is why Mordell only used this result on the sum of three squares. However, this result of Gauss is not necessary. Instead of using a small vector argument to isolate the form of interest f as Mordell did, we instead add conditions on A, B, h, a and b to force f to represent values all other forms of the same determinant except. Since the values of the coefficients of any reduced form are bounded by the determinant of the form we can create a finite list of all classically integral forms of a fixed determinant. We refer to Nebe [15] , who provides a finite list of all forms of a given determinant, up to equivalence. For historical completion, we note that the tables appearing on Nebe's webpage were originally compiled in 1958 by Brandt and Intrau [3] using a method of bounding coefficients of reduced quadratic forms (see [5] for such an argument in the binary case).
Our general method of proof is as follows. We begin with the same construction of m f (x, y, z) as Mordell. Towards generalization we first require that f (x, y, z) has determinant D, which forces ab − h 2 = Dm. Like Mordell, we must have
a . This satisfies all requirements except A 2 + a ≡ 0 (mod m) and ab − h 2 = Dm. To show these in fact hold we use Dirichlet's theorem of primes in an arithmetic progression to construct a such that a ∤ m and 
The Ramanujan-Dickson Ternaries
In this section, we provide proofs for the six Ramanujan-Dickson ternaries not considered by Mordell. Proof. This is a simple exercise left to the reader. 
This forces x ≡ y ≡ z ≡ 0 (mod 2). Writing x = 2x 1 , y = 2y 1 , z = 2z 1 , we then see
Proof. This follows immediately from the previous two lemmas.
We now show that 
we have shown that x 2 + y 2 + 2z 2 represents m.
Take b ≡ h ≡ 0 (mod 2m) and B ≡ 0 (mod m). For a and A, we proceed by cases on m.
(Case 1) m ≡ 1, 5, 9, 13 (mod 16). We take a to be a positive prime with a ≡ 1 (mod 8) and ( −a p ) = 1 for all odd primes p|m. For such a prime a: 
This completes the proof of Theorem 1(a). Proof. Assume 4m is represented by Q 2 , so there exist x, y, z ∈ Z such that
This forces x ≡ y ≡ z ≡ 0 (mod 2). Writing x = 2x 1 , y = 2y 1 , and z = 2z 1 for
Proof. We can assume m = 8ℓ + 5 by the previous lemma. Suppose m were represented by Q 2 . Then x is necessarily odd and
As there is no solution to the above equation m is not represented by Q 2 .
Lemma 6. If m is not represented by Q
Proof. Assume 9m is represented by Q 1 , so there exist x, y, z ∈ Z such that
This implies x ≡ y ≡ z ≡ 0 (mod 3). Writing x = 3x 1 , y = 3y 1 , and z = 3z 1 for
Proof. A computer search shows that if m ≡ 6 (mod 9) then Q 1 cannot represent m. Applying the previous lemma gives the result.
We now show that that x 2 + y 2 + 3z 2 represents all integers m 9 k (9ℓ + 6) for k, ℓ ∈ Z ≥0 . Let m ∈ Z, where 9 ∤ m and with m 6 (mod 9). Consider a ternary quadratic form
where necessarily ab − h 2 = 3m. By construction f represents m. We must show that A, B, a, b and h exist with
To satisfy the second and third congruences choose b ≡ h ≡ 0 (mod 3m) and B ≡ 0 (mod m). To show that f is equivalent to Q 1 and not Q 2 , we moreover require that Proof. The proof is trivial, and is left to the reader. Proof. Suppose that 4m is represented by Q 1 . Then there exist x, y, z ∈ Z so that
This implies x ≡ y ≡ z ≡ 0 (mod 2). Writing x = 2x 1 , y = 2y 1 , z = 2z 1 we have We now show that that
where 4 ∤ m and with m 7 (mod 8). Consider a ternary quadratic form
where necessarily ab − h 2 = 4m. By construction f represents m. We must show that A, B, a, b and h exist with
To satisfy the second and third congruences choose b ≡ h ≡ 0 (mod 4m) and B ≡ 0 (mod m). To show that f is equivalent to Q 1 and not Q 2 , we moreover require that 
Choosing A odd gives the desired result. 
Choosing A odd gives the result.
This completes the proof of Theorem 1(c).
3.4. The form x 2 + 2y 2 + 3z 2 .
There are two quadratic forms of determinant 6: Q 1 : x 2 + y 2 + 6z 2 and Q 2 : x 2 + 2y 2 + 3z 2 . Moreover, as 3m ≡ 3, 15, 27 (mod 36) then there will exist an A such that A 2 ≡ 3m − a (mod 36). When 3|m, a similar argument follows. Our restriction of a ≡ 11 (mod 36) implies that a ≡ 2, 11, 20 (mod 27). Regardless of the choice of a, there is an integer A such that A 2 +a ≡ 3m (mod 27) holds. There are four forms of determinant 8: Q 1 : x 2 + 2y 2 + 4z 2 , Q 2 : x 2 + y 2 + 8z 2 , Q 3 : x 2 + 3y 2 + 3z 2 + 2yz and Q 4 : 2x 2 + 2y 2 + 3z 2 + 2yz + 2xz.
Lemma 15. Let m ∈ Z. If m ≡ 6 (mod 16), then m is not represented by Q
Proof. This is a simple exercise that is left to the reader. This forces x ≡ y ≡ 0 (mod 2). Writing x = 2x 1 , y = 2y 1 , this means
Thus m is represented by X 2 + Y 2 + 2Z 2 ; however, that form does not represent any m ≡ 14 (mod 16) as shown in an earlier section.
We now show that that where necessarily ab − h 2 = 8m. We will show how to select A, B, a, b, and h so that f (x, y, z) is equivalent to Q 1 . Considering
we begin by setting h ≡ b ≡ 0 (mod 8m) and B ≡ 0 (mod m). The first condition will be satisfied if 
Choose A ≡ 2 (mod 32). Then, This completes the proof of Theorem 1(e) 3.6. The form x 2 + 2y 2 + 5z 2 . We note that the forms of determinant 10 are Q 1 = x 2 + 2y 2 + 5z 2 , Q 2 = 2x 2 + 2y 2 + 2xz + 3z 2 and Q 3 = x 2 + y 2 + 10z 2 .
Lemma 18. Let m ≡ 6 (mod 16). Then m is not represented by Q 2 and m is not represented by Q 3 .
Proof. The proof is simple, and is left to the reader.
Lemma 19. 25m is represented by Q 1 if and only if m is represented by Q 1 .
Proof. One direction is trivial. Suppose 25m is represented by x 2 + 2y 2 + 5y 2 . Then x 2 + 2y 2 + 5y 2 ≡ 0 (mod 5) so x 2 ≡ −2y 2 (mod 5), which implies x, y ≡ 0 (mod 5). We now have 0 + 0 + 5z 2 ≡ 0 (mod 25), so 5|z. Substituting z = 5z 1 , x = 5z 1 and y = 5y 1 we see 
We now consider four further subcases: m ≡ 1, 9, 13, 17 (mod 20). For the remainder of the proof, we refer the reader to Table 1 ; this shows the complete list of A values (dependent upon m) which we yield
m ≡ E (mod 400) where E ∈ Z, E > 0, and E ≡ 6 (mod 16). (Subcase 2) m ≡ 3 (mod 4). We will add the constraint that a ≡ 17 (mod 400). We again refer to Table 1 to consider the subsequent four subcases. 
As we have done previously, we now consider four further subcases, m ≡ 2, 18, 26, 34 (mod 40) and refer the reader to Table 1 for the choices of A. (Subcase 2) Let m = 2m 1 ≡ 6 (mod 8) where m 1 ≡ 3 (mod 4). Again, we refer the reader to Table 1 1 (mod 4) . We choose a 1 ≡ 1 (mod 400) so that
As is frequently the case, we now consider two further subcases: m ≡ 5, 45 (mod 100). Moreover we refer the reader to Table 1 
As we have done previously, we consider two further subcases: m ≡ 130, 170 (mod 200) and refer the reader to Table 1 This completes the proof of Theorem 1.
Forms of Determinant Five
There are two quadratic forms of determinant 5: Q 1 : x 2 + y 2 + 5z 2 and Q 2 : x 2 + 2y 2 + 2yz + 3z 2 . We see that ab − h 2 = 5m. Choose h, b such that h ≡ 0 ≡ b (mod 5m). We need
The second two conditions are met if B ≡ 0 (mod m) and the first condition is met if we choose an a such that 
Note that here we can also allow 
Then all conditions are met, including We see that ab − h 2 = 5m. Choose h, b such that h ≡ 0 ≡ b (mod 5m). We need
Last choose A so that A 2 ≡ 4 (mod 400). (Subcase 2) m = 2m 1 ≡ 6 (mod 16) where m 1 ≡ 3 (mod 8). = {6, 22, 38, 54, 86, 102, 118, 134, 166, 182, 198, 214, 246, 262, 278, 294, 326, 342, 358, 374} and 18, 34, 66, 82, 98, 114, 146, 162, 178, 194, 226, 242, 258, 274, 306, 322, 338, 354, 386} .
M C
Let E m be the element of E such that E m · m ≡ 2 (mod 400). Then choose a = 2a 1 where a 1 ≡ 1 (mod 400), a 1 ∤ m is prime with 
