We present new version of previously published Fortran and C programs for solving the Gross-Pitaevskii equation for a Bose-Einstein condensate with contact interaction in one, two and three spatial dimensions in imaginary and real time, yielding both stationary and non-stationary solutions. To reduce the execution time on multicore processors, new versions of parallelized programs are developed using Open Multi-Processing (OpenMP) interface. The input in the previous versions of programs was the mathematical quantity nonlinearity for dimensionless form of Gross-Pitaevskii equation, whereas in the present programs the inputs are quantities of experimental interest, such as, number of atoms, scattering length, oscillator length for the trap, etc. New output files for some integrated one-and two-dimensional densities of experimental interest are given. We also present speedup test results for the new programs. . However, a vast majority of users use single-computer programs, with which the solution of a realistic dynamical 1D problem, not to mention the more complicated 2D and 3D problems, could be time consuming. Now practically all computers have multicore processors, ranging from 2 up to 18 and more CPU cores. Some computers include motherboards with more than one physical CPU, further increasing the possible number of available CPU cores on a single computer to several tens. The present programs are parallelized using OpenMP over all the CPU cores and can significantly reduce the execution time. Furthermore, in the old version of the programs [1, 2] the inputs were based on the mathematical quantity nonlinearity for the dimensionless form of the GP equation. The inputs for the present versions of programs are given in terms of phenomenological variables of experimental interest, as in Refs. [4, 5] , i.e., number of atoms, scattering length, harmonic oscillator length of the confining trap, etc. Also, the output files are given names which make identification of their contents easier, as in Refs. [4, 5] . In addition, new output files for integrated densities of experimental interest are provided, and all programs were thoroughly revised to eliminate redundancies.
Nature of problem: The present OpenMP Fortran and C programs solve the time-dependent nonlinear partial differential Gross-Pitaevskii (GP) equation for a Bose-Einstein condensate in one (1D), two (2D), and three (3D) spatial dimensions in a harmonic trap with six different symmetries: axial-and radial-symmetry in 3D, circular-symmetry in 2D, and fully anisotropic in 2D and 3D.
Solution method: The time-dependent GP equation is solved by the split-step Crank-Nicolson method by discretizing in space and time. The discretized equation is then solved by propagation, in either imaginary or real time, over small time steps. The method yields the solution of stationary and/or non-stationary problems.
Reasons for the new version: Previously published Fortran and C programs [1, 2] for solving the GP equation are recently enjoying frequent usage [3] and application to a more complex scenario of dipolar atoms [4] . They are also further extended to make use of general purpose graphics processing units (GPGPU) with Nvidia CUDA [5] , as well as computer clusters using Message Passing Interface (MPI) [6] . However, a vast majority of users use single-computer programs, with which the solution of a realistic dynamical 1D problem, not to mention the more complicated 2D and 3D problems, could be time consuming. Now practically all computers have multicore processors, ranging from 2 up to 18 and more CPU cores. Some computers include motherboards with more than one physical CPU, further increasing the possible number of available CPU cores on a single computer to several tens. The present programs are parallelized using OpenMP over all the CPU cores and can significantly reduce the execution time. Furthermore, in the old version of the programs [1, 2] the inputs were based on the mathematical quantity nonlinearity for the dimensionless form of the GP equation. The inputs for the present versions of programs are given in terms of phenomenological variables of experimental interest, as in Refs. [4, 5] , i.e., number of atoms, scattering length, harmonic oscillator length of the confining trap, etc. Also, the output files are given names which make identification of their contents easier, as in Refs. [4, 5] . In addition, new output files for integrated densities of experimental interest are provided, and all programs were thoroughly revised to eliminate redundancies. [1] and C [2] programs for the solution of time-dependent GP equation in 1D, 2D, and 3D with different trap symmetries have been modified to achieve two goals. First, they are parallelized using OpenMP interface to reduce the execution time in multicore processors. Previous C programs [2] had OpenMPparallelized versions of 2D and 3D programs, together with the serial versions, while here all programs are OpenMPparallelized. Secondly, the programs now have input and output files with quantities of phenomenological interest. There are six trap symmetries and both in C and in Fortran there are twelve programs, six for imaginary-time propagation and six for real-time propagation, totaling to 24 programs. In 3D, we consider full radial symmetry, axial symmetry and full anisotropy. In 2D, we consider circular symmetry and full anisotropy. The structure of all programs is similar.
Summary of revisions: Previous Fortran
For the Fortran programs the input data (number of atoms, scattering length, harmonic oscillator trap length, trap anisotropy, etc.) are conveniently placed at the beginning of each program. For the C programs the input data are placed in separate input files, examples of which can be found in a directory named input. The examples of output files for both Fortran and C programs are placed in the corresponding directories called output. The programs then calculate the dimensionless nonlinearities actually used in the calculation. The provided programs use physical input parameters that give identical nonlinearity values as the previously published programs [1, 2] , so that the output files of the old and new programs can be directly compared. The output files are conveniently named so that their contents can be easily identified, following Refs. [4, 5] . For example, file named <code>-out.txt, where <code> is a name of the individual program, is the general output file containing input data, time and space steps, nonlinearity, energy and chemical potential, and was named fort.7 in the old Fortran version. The file <code>-den.txt is the output file with the condensate density, which had the names fort.3 and fort.4 in the old Fortran version for imaginary-and real-time propagation, respectively. Other density outputs, such as the initial density, are commented out to have a simpler set of output files. The users can re-introduce those by taking out the comment symbols, if needed.
Also, some new output files are introduced in this version of programs. The files <code>-rms.txt are the output files with values of root-mean-square (rms) sizes in the multi-variable cases. There are new files with integrated densities, such as imag2d-den1d x.txt, where the first part (imag2d) denotes that the density was calculated with the 2D program imag2d, and the second part (den1d x) stands for the 1D density in the x-direction, obtained after integrating out the 2D density |φ(x, y)| 2 in the x − y plane over y-coordinate, Similarly, imag3d-den1d x.txt and real3d-den1d x.txt represent 1D densities from a 3D calculation obtained after integrating out the 3D density |φ(x, y, z)| 2 over y-and z-coordinate. The files imag3d-den2d xy.txt and real3d-den2d xy.txt are the integrated 2D densities in the x − y plane from a 3D calculation obtained after integrating out the 3D density over the z-coordinate, and similarly for other output files. Again, caclulation and saving of these integrated densities is commented out in the programs, and can be activated by the user, if needed.
In real-time propagation programs there are additional results for the dynamics saved in files, such as real2d-dyna.txt, where the first column denotes time, the second, third and fourth columns display rms sizes for the x-, y-, and r-coordinate, respectively. The dynamics is generated by multiplying the nonlinearity with a pre-defined factor during the NRUN iterations, and starting with the wave function calculated during the NPAS iterations. Such files were named fort.8 in the old Fortran versions of programs. There are similar files in the 3D real-time programs as well.
Often it is needed to get a precise stationary state solution by imaginary-time propagation and then use it in the study of dynamics using real-time propagation. For that purpose, if the integer number NSTP is set to zero in real-time propagation, the density obtained in the imaginary-time simulation is used as initial wave function for real-time propagation, as in Refs. [4, 5] . In addition, at the end of output files <code>-out.txt, we have introduced two new outputs, wall-clock execution time and CPU time for each run.
We tested our programs on a workstation with two 10-core Intel Xeon E5-2650 v3 CPUs, and present results for all programs compiled with the Intel compiler. In Table 1 we show different wall-clock execution times for runs on 1 and 20 CPU cores for Fortran and C. The corresponding columns "speedup-F" and "speedup-C" give the ratio of wall-clock execution times of runs on 1 and 20 CPU cores, and denotes the actual measured speedup. For the programs with effectively one spatial variable, the Fortran programs turn out to be quicker for small number of cores, whereas for larger number of cores and for the programs with three spatial variables the C programs are faster. We also studied the speedup of the programs as a function of the number of available cores. The results for the imag3d Fortran and C programs are illustrated in Figs. 1(a) and 1(b) , where we plot the speedup and actual wall-clock time of the imag3d C and Fortran programs as a function of number of cores in a workstation with two Intel Xeon E5-2650 v3 CPUs, with a total of 20 cores. The plot in Fig. 1(a) shows that the C program parallelizes more efficiently than the Fortran program. However, as the wall-clock time in Fortran for a single core is less than that in C, the wall-clock times in both cases are comparable, viz. Fig. 1(b) . A saturation of the speedup with the increase of the number of cores is expected in all cases. However, the saturation is attained quicker in Fortran than in C programs, and therefore the use of C programs could be recommended for larger number of CPU cores. For a small number of cores the Fortran programs should be preferable. In Fig. 1(a) 
