Small unmanned aircraft can help firefighters combat wildfires by providing real-time surveillance of the growing fires. However, guiding the aircraft autonomously given only wildfire images is a challenging problem. This work models noisy images obtained from on-board cameras and proposes two approaches to filtering the wildfire images. The first approach uses a simple Kalman filter to reduce noise and update a belief map in observed areas. The second approach uses a particle filter to predict wildfire growth and uses observations to estimate uncertainties relating to wildfire expansion. The belief maps are used to train a deep reinforcement learning controller, which learns a policy to navigate the aircraft to survey the wildfire while avoiding flight directly over the fire. Simulation results show that the proposed controllers precisely guide the aircraft and accurately estimate wildfire growth, and a study of observation noise demonstrates the robustness of the particle filter approach.
I. INTRODUCTION
Over the past three decades, the frequency and severity of wildfires in North America has grown [1] . From 2006 to 2015, the US Congress spent $13 billion to suppress wildfires [2] , and a record high 10.1 million acres of land were consumed by wildfires in 2015 [3] . Modeling and tracking wildfire growth allows firefighters to more effectively mitigate wildfires by distributing fire suppressant. Current approaches use computer models to predict wildfire growth [4] or satellite images to track wildfires [5] , but neither approach offers real-time high-resolution maps of wildfires. Because wildfires can change speed and direction due to changes in wind and fuel conditions, better accuracy is needed for firefighters to keep up with wildfires.
Unmanned aerial vehicles (UAVs) are increasingly popular for wildfire surveillance because they offer real-time observations without risking human pilots [6] , [7] . Julian and Kochenderfer proposed a method for wildfire monitoring with a team of small autonomous UAVs, which was shown scale with large numbers of aircraft [8] . To enable automatic control of an aircraft, images of a wildfire must be processed and used to generate trajectories that maneuver the aircraft to track moving fires. Flight tests with autonomous helicopters over controlled fires demonstrated wildfire tracking through image feature matching [9] . Other works have developed algorithms for detecting fire within images through genetic fuzzy logic [10] and color space conversion with threshold kjulian3@stanford.edu 2 Mykel J. Kochenderfer is an Associate Professor in the Department of Aeronautics and Astronautics, Stanford University, Stanford, CA, 94305 mykel@stanford.edu segmentation [11] . This work does not model image processing but assumes wildfire locations can be extracted from wildfire images.
Given noisy observations of wildfire locations, two approaches are proposed to filter and compile the observations into a wildfire map, referred herein as a belief map. The first approach is based on the Kalman filter [12] , which was originally developed for filtering noisy observations and has since been applied to many image-based applications, such as restoring noisy images [13] and predicting the time evolution of roadway scenes based on images of traffic [14] . This work performs image-based belief updates using an extended Kalman filter (EKF), which revises a wildfire belief map in locations where observations are made.
The second proposed filtering approach uses a particle filter to simulate and estimate the extent of wildfires given observations. Particle filters are popular for filtering and prediction for non-linear systems [15] and have been used to track moving cars [16] and people [17] . In addition, particle filters have been used with observations from multiple aircraft in order to track ground targets [18] . This work implements a particle filter to create an accurate wildfire belief map and predict wind parameters governing the wildfire expansion, which would give firefighters a more accurate prediction of the wildfire's location and future growth.
After creating wildfire belief maps, a deep reinforcement learning (DRL) controller is trained to navigate the aircraft. DRL trains a policy mapping high dimensional or image inputs to control actions, allowing images to be used as the basis for control. DRL controllers are trained through simulation, resulting in intelligent controllers for many applications such as Atari games and Go [19] , [20] . In previous work, the DRL algorithm was used to train a neural network controller that makes decisions based on observations of wildfire [8] . This work builds on the previous approach by modeling camera images, incorporating observation noise, filtering observations into a belief map, and predicting wildfire growth through wind estimation. Simulated experiments show that DRL intelligently guides aircraft to survey wildfires while accurately estimating wildfire wind and future growth.
II. PREVIOUS WORK
This work builds on the framework presented in [8] . A brief explanation of the wildfire model and neural network controller is presented in this section. 
A. Wildfire Model
A stochastic wildfire model is used to simulate wildfires [21] . A 1 km 2 area of land is divided into cells, and each cell s has some amount of fuel F (s) and is either burning (B(s) = 1), or not burning (B(s) = 0). If the cell is not burning, then at the next time step the cell might begin burning if nearby cells are currently burning where the probability of ignition increases with proximity to burning cells. The fuel decreases as the cell burns until the fuel is gone and the cell extinguishes.
Wind can be modeled by biasing the probability of fire spreading in a given direction. Figure 1 shows a wildfire spreading from an initial seed with wind blowing from west to east, which makes the fire grow more quickly toward the east.
B. Deep Reinforcement Learning Controller
Previous work developed a DRL framework to train a distributed controller for fixed-wing UAVs to track wildfires [8] . Given only sensor information, a deep neural network is trained to maximize wildfire surveillance for a pair of aircraft. At each time step the neural network changes the commanded bank angle by ±5 • , which can be tracked by a PID controller. With this approach, the neural network generates trajectories for the aircraft to survey wildfire.
Along with relative position and orientation of the other aircraft, the neural network uses an image to compute the best bank angle modification. Two different approaches model how wildfire observations can be used to make decisions. The first approach uses observations immediately while the second approach combines the observations from multiple aircraft to generate a belief map of wildfire locations, which is used to make decisions. In the observationbased approach, the aircraft receives a polar image of the wildfire that is refined close to the aircraft but coarse farther In the belief-based approach, the aircraft receives a perfect observation of the wildfire within some small radius, which is used to update the belief map. The belief map is a binary image of the wildfire representing whether or not wildfire is believed to be in a given location. The time since each cell was viewed is also tracked and compiled into a time map. Images of the belief and time maps centered around and relative to each aircraft are used as network inputs to generate control commands.
The observation-based and belief-based networks were trained using deep Q-learning to create controllers that accurately and cooperatively navigate aircraft around a wildfire. Simulation results showed that the approach can scale with larger numbers of aircraft and generalizes to different wildfires shapes.
III. PROBLEM FORMULATION
Because the neural networks were trained with noiseless images, adding noise to the images can significantly degrade performance. To investigate the effect of noise, the trained observation-based controller was given images where 15% of all observation points were randomly changed. Fig. 2 shows the flight trajectories of two aircraft receiving noisy observations of a growing wildfire plotted over the final state of the wildfire. Although the cyan aircraft follows along the boundary initially, it eventually leaves the boundary and loses the wildfire front. The black aircraft initially flies away from the fire, and though it eventually returns to the wildfire, it does not track along the fire front. Neither aircraft performs well when noise is added to the observations, demonstrating the lack of noise robustness of previous approaches.
In addition, previous approaches assume observations are made in a perfect circle around the aircraft, regardless of aircraft bank angle. To generate such observations, a camera would need to be gimbaled, or many fixed cameras would be needed to ensure every point around the aircraft remains in view. To make the observations more realistic, this work simulates fixed cameras on the aircraft that produce noisy images of regions that move with the aircraft. Two approaches are used to filter the images into a belief map to guide the aircraft. The first approach uses an extended Kalman filter to filter the observations into a belief map. The second approach uses a particle filter to predict wildfire growth that is updated with observations. The particle filter approach allows the aircraft to predict the spread of wildfire in regions where no observations are made and estimate the wind governing wildfire growth.
The reward structure used to train the neural networks was also changed from previous approaches. While observing wildfire growth is still rewarded, the aircraft are also penalized for flying directly over the fire. Since these aircraft are small fixed-wing aircraft flying at low altitude, flying over the fire could damage or destroy the aircraft. As a result, the wildfire observation problem is multi-objective: observe as much wildfire as possible while minimizing flight over fire. The controllers are trained with different levels of tolerance to flight over fire, as shown in Section VIII.
IV. CAMERA MODEL
Unlike prior work that assumed a fixed sensing radius around each aircraft, this work models fixed cameras on the aircraft to generate wildfire observations [8] . To define the camera orientation, the aircraft orientation must first be defined. The aircraft frame is rotated with respect to the fixed north-east-down world frame using the roll-pitch-yaw convention. The aircraft body frame is centered at the aircraft center of gravity such that the x-axis points to the aircraft nose, the z-axis points downward, and the y-axis points out the right wing of the aircraft. In this work, the aircraft is assumed to remain at steady-level flight with pitch angle θ = 0 • . Conversion from the body frame to the world frame can be accomplished by rotating about the z-axis by heading angle ψ and then rotating about the x-axis by the bank angle φ.
The camera frame is attached to the camera with the x-axis and y-axis defining the image plane and the z-axis perpendicular to the image plane and positive in front of the camera. The camera is rotated with respect to the aircraft body axes. Let φ c be the camera rotation about the aircraft x-axis and θ c be the subsequent camera rotation about the y-axis. As a result, a point p c defined in the camera frame has world frame coordinates p w where
A simple pinhole camera model was used, which uses a camera matrix based on focal length and assumes no distortion or skew [22] . With camera image coordinates (u, v), focal length f , and world points in the camera frame (x, y, z), the pinhole camera model defines
Because Eq. (2) reduces the dimensionality of observations from 3-D to 2-D, there are infinitely many (x, y, z) points that give the same (u, v). However, the aircraft is assumed to be flying at altitude h = 200 m, so there will only be one ground point for every image point. The cameras were modeled as 35 mm cameras with 24 mm by 36 mm images Fig. 3 . Aircraft imaging regions without limiting range (left) and with a range limit of 300 meters (right) and 50 mm focal lengths. In this work, the aircraft use four cameras with θ c = 30 • and φ c ∈ [−40 • , −13 • , 13 • , 40 • ]. In addition, sensor observations are limited to a range of 300 m to prevent the aircraft from viewing points very far away. Figure 3 shows the observations for an aircraft in level flight and one banked 40 • during a left turn. Each aircraft observes four regions, one for each camera. The bank angle significantly skews the observations because the aircraft bank angle also rotates the attached cameras. The range of the images is limited to 300 m, as shown in the right plot of Fig. 3 , so the aircraft are limited to viewing only nearby locations.
Each observation image maps a region of 30 by 20 pixels from image coordinates to the ground where the wildfire of the nearest cell is observed. To introduce noise, 10% of the image observations are changed at random. The next sections discuss two methods for filtering these noisy images into a map for aircraft guidance.
V. EXTENDED KALMAN FILTER
One approach to filtering noisy observations uses an extended Kalman filter (EKF). Let x t ∈ R N be the current state where N is the number of cells in the grid and x i t represents the probability that cell i is burning at time t. The EKF estimates x t with a mean value µ t and covariance Σ t . With the assumption that the fire spreads slowly, x t can be approximated as static subject to Gaussian white process noise Q ∈ R N , which allows the Jacobian of the state dynamics to be reduced to an identity matrix. Furthermore, the observation made at each point in the observation image depends on the burning status of the cells closest to the point of observation, so the observation Jacobian for a given point in the observation is 1 for cells closest to that point and 0 for other cells.
However, the EKF approach has a significant drawback. With N = 10000, the matrix inversion of Σ means computational complexity will be O(N 3 ). If observations are received at a rate of 10 Hz, then this approach will not be able to keep up with the rate of new observations. To speed up computation, each cell is assumed to be independent. This limits the filter from correlating the values of neighboring cells, but if the wildfire grows slowly, then this approximation can be effective. With this simplification, filtering is performed by N one-dimensional EKFs, which greatly 
where y t is the sensor observation, Q is the variance of process noise, and R is the variance of observation noise [23] . While the EKF can filter and compile noisy images into a map, there are a few limitations. The EKF does not use any model of wildfire dynamics, so regions that are not observed are static until they are observed again. Figure 4 shows the final wildfire and aircraft configuration as well as the trajectories flown as the wildfire expands. The EKF mean is thresholded withx = 1{µ > 0.5} to produce a prediction of the wildfire, which is accurate near the aircraft but less accurate at other points along or inside the fire front. In addition, the underlying wind parameters governing the wildfire growth remain uncertain. The next section discusses an approach that uses a particle filter to address these issues.
VI. PARTICLE FILTER
Another approach to filtering wildfire observations while estimating wind and wildfire growth is to use a particle filter where each particle represents a probabilistic wildfire model. For each cell s, the cell's burning probability at time t is B t (s) with fuel distribution F K t (s), where K ∈ [0, 1, . . . , K max ] is the amount of fuel remaining. The wildfire probabilities are initialized with a small square of high probability wildfire and a uniform distribution over possible fuels, and then they are propagated according to
where P (s, s ) is the probability that cell s will ignite cell s as a function of wind, and ρ(s) is the probability that cell s will ignite from nearby cells. Therefore, the wildfire probabilities will grow according to non-dimensional wind coefficients. With each time step, the wildfire probabilities are updated and the wind is allowed to change according to random noise, which allows the particle filter to adapt to changing winds. Each observation is used to update the particle likelihood. For particle x, the posterior log-likelihood (x | o) is computed according to Bayes' Rule as
Initially all particles are assumed equally likely; however, as the log-likelihood is updated with new measurements, some particles will be more likely than others. After 20 wildfire steps, the particle filter is resampled with a weighted distribution proportional to the normalized particle likelihoods [15] . Resampling removes unlikely particles and encourages the filter to explore more promising particles. After resampling, some particles will be duplicated, but the random changes added to the wind encourage the particle filter to model wildfires with different wind speeds. For this work 40 particles were used. In addition to updating particle likelihoods, the observations are used to update the particle wildfire probabilities. For observation o t correlated with ground cell s, the particle update follows Bayes' rule as
where p(o t = 1 | B t (s)) and p(o t = 0 | B t (s)) define the observation model. The probability of observing correctly was set to 0.8. The particle filter's wildfire and wind predictions can be computed as the sum over particles weighted by normalized particle likelihood. Figure 5 shows the state of a particle filter after a period where the aircraft have observed the wildfire. The mean fire probabilities can be thresholded as in the EKF approach to create a prediction of the wildfire that is accurate away from the aircraft, unlike the EKF prediction. Points inside the wildfire expansion are likely not burning because the fuel is probably depleted, and the particle filter can predict the wildfire expansion without observation. In addition, the particle filter accurately predicts the true wind parameters of the fire, as shown in the rightmost plot of Fig. 5 , where the wind particle probability is shown by the marker size.
While good observations will enhance the particle filter accuracy, observations in unimportant locations will lead to large differences between the predicted wildfire and true wildfire. Therefore, the aircraft need to fly strategic trajectories to observe the wildfire and compute an accurate wildfire belief map.
VII. BASELINES
In the following experiments, three baseline methods for generating aircraft trajectories are compared with the DRL approaches. The first baseline chooses actions randomly, and the second baseline uses a simple heuristic method to fly near the wildfire to make observations. The third baseline uses a receding horizon approach where the wildfire belief map is used to plan a trajectory of T steps, then t < T steps are executed before re-planning. The trajectory is optimized using a coordinate descent approach with random restarts, which yields good trajectories without needing to evaluate all possible trajectories.
VIII. SIMULATION RESULTS
Twenty random simulations were conducted for different DRL and baseline controllers. Each method was evaluated with different tolerances for flying over the wildfire, and four metrics were extracted. The first metric counts the number of fire cells within 40 m of the aircraft during the trajectory, while the second metric counts the number of fire cells observed during the trajectory. The third metric computes the Hamming distance between the thresholded belief map and true wildfire map, and the fourth metric computes the average error in predicted wind. Although the EKF approach does not approximate wind, the observations can be used with the particle filter even though the particle filter is not being used to guide the aircraft. Figure 6 shows the performance of the different methods as a function of fire cells flown over, which varies as each method is tuned with different tolerances for flying over fire. Both DRL approaches dominate the baselines in all metrics. Although the EKF belief map does not represent the wildfire as well, applying the particle filter to the generated observations improves performance. Overall both the EKF and particle filter methods are effective in controlling the aircraft. These results suggest that the simpler EKF approach is as effective in guiding the aircraft as the particle filter. Fig. 7 , both DRL controllers circle around the wildfire at a safe distance. Furthermore, the cyan aircraft performs a stalling 360 • turn to gain separation from the other aircraft so observations are not redundant. This behavior illustrates that the aircraft can cooperate implicitly to monitor wildfire growth, while the baseline trajectories are uncoordinated and less effective. Figure 8 shows the trajectories flown when flying over wildfire is not penalized. The DRL approaches, along with the heuristic method, guide the aircraft to the interior of the fire and make tight turns, allowing the aircraft to view the entire front from one location.
Increasing observation error shows one advantage of particle filter over the EKF for controlling aircraft. As shown in Fig. 9 degrades the EKF performance significantly, but the particle filter maintains good trajectories and tracks the wildfire well. Because the particle filter has a prior on the location of the wildfire, it is less easily fooled by noisy observations. However, the generated belief map and wind estimates degrade for the particle filter controlled aircraft as the errors reach 35%. This result demonstrates that the particle filter controller is more robust to observation noise.
IX. CONCLUSIONS
This work presented deep reinforcement learning (DRL) controllers for wildfire surveillance using noisy camera observations. Two methods, an extended Kalman filter (EKF) and particle filter, were implemented to filter the images into a belief map, which were used as the input to the DRL controller. Simulations were conducted with different tolerances for flying over the wildfire, and both DRL methods were shown to effectively guide the aircraft to survey the wildfire and outperformed baseline methods. The particle filter was able to accurately predict wildfire growth and wind parameters, which are informative indicators about the state of the wildfire. In addition, the particle filter was shown to be more robust to observation noise than the EKF because it uses a prior over the wildfire locations.
