Brownian motion can be characterized as a generalized random process and, as such, has a generalized derivative whose covariance functional is the delta function. In a similar fashion, fractional Brownian motion can be interpreted as a generalized random process and shown to possess a generalized derivative. The resulting process is a generalized Gaussian process with mean functional zero and covariance functional that can be interpreted as a fractional integral or fractional derivative of the delta-function.
Introduction
Fractional Brownian motion, like ordinary Brownian motion, has almost everywhere continuous sample paths of unbounded variation and ordinary derivatives of the process do not exist. Gel'fand and Vilenkin (1964) provided an alternative characterization of Brownian motion as a generalized Gaussian process defined as a random functional on a space of well behaved functions. Interpreted as a generalized random process, Brownian motion is differentiable.
A generalized Gaussian process is uniquely determined by its mean functional and the bivariate covariance functional. Correspondingly, the generalized derivative of a Gaussian process with zero mean functional is a generalized Gaussian process with zero mean functional and covariance functional that can be computed from the covariance functional of the original process. Gel'fand and Vilenkin provide a description of the generalized Gaussian process which represents the derivative of Brownian motion. This process has a covariance functional that can be interpreted in terms of the delta-function.
The present paper considers fractional Brownian motion from the same perspective as a generalized process and shows how to characterize its generalized derivative. The resulting process is a generalized Gaussian process with mean functional zero and covariance functional that can be interpreted as a fractional integral or fractional derivative of the delta-function. Higher order derivatives can be similarly described.
Fractional Brownian motion as a generalized random process
The form of the fractional Brownian motion process considered here was introduced by Mandelbrot and Van Ness (1968) . In Marinucci and Robinson(1999) it is called Type I fractional Brownian motion. This form of (standard) fractional Brownian motion for 0 < H < 1 is represented in integral form as
with The mean functional of (1) is EB H (r) = 0 and the covariance kernel V (r 1 , r 2 ) is (Samorodnitsky and Taqqu, 1994)
Note that B H (0) = 0 and for r 1 , r 2 > 0 the covariance kernel becomes
The usual covariance kernel of Brownian motion follows when H = . Following Gel'fand and Vilenkin (1964), define the space K of 'test functions' as follows. K is the space of infinitely continuously differentiable functions φ with finite support on the real line R. The topology on this space is defined by convergence of sequences in K, where φ n → 0 as n → ∞ if all φ n are defined on the same finite support and φ (i) n → 0 for the function (i = 0) and all of its derivatives (i = 1, ...)
Integrals in linear functionals such as (3) are taken from 0 to ∞ and they are convergent due to the fact that all φ ∈ K have finite support. Test functions could differ at negative values of r without affecting the value of the functional hB H , φi . Thus we can restrict ourselves to the subspace K + of K of functions φ(r) with non-negative support. The representation (3) provides an interpretation of B H as a linear functional on the space K + . It is easily seen that this functional is continuous in the topology on K + . Since E(B H ) = 0, the mean functional is zero. Next we derive the covariance functional of B H . This functional, which we denote by V H [φ, ψ] is given in terms of the covariance kernel V (r 1 , r 2 ) of the process B H . For φ, ψ ∈ K + we have
Substituting the expression for V (t, s) from (2) we have
Denote the integral
This integral is the fractional integral (in the Liouville sense) of the function f . If g(t) = (I a f )(t) where a > 0, then f is the fractional derivative of g and we shall write f (t) = (I −a g)(t). We use these expressions to simplify (4) in what follows.
Start by noting that since
which equals
Use this expression in (4) to get
and
Using (6) and (7) in (5) gives the following expression for
in this expression, we find that (8) specializes to
which is the covariance functional of Brownian motion as a generalized process, a formula given in Gel'fand and Vilenkin (1964, p. 259).
Thus, as a generalized random process, fractional Brownian motion is a generalized Gaussian process with mean functional zero and covariance functional given by (8). Observe that (8) is a bilinear functional involving fractional integrals of the test functions ψ and φ.
This alternative approach provides a new description of fractional Brownian motion. In the conventional manner, fractional Brownian motion can be described by its randomly selected sample paths, so that one can think about this process as being indexed by a random element in the probability space where the process lives. In contrast, the new description of fractional Brownian motion as a generalized process indexes the process by deterministic functions belonging to the class K + . Its covariance properties are similarly indexed by these deterministic functions through the covariance functional
3 The generalized derivative of the fractional Brownian motion process
One advantage of this new description of fractional Brownian motion is that it is differentiable, and the process representing the derivative is also a generalized Gaussian process. The mean functional is zero for the derivative process and, according to Gel'fand and Vilenkin (1964, p. 257), its covari-
Substituting φ 0 , ψ 0 for φ and ψ, respectively in (8), we get the expression
since (I a+1 f 0 )(t) = (I a f )(t) and φ(∞) = ψ(∞) = 0, in view of the finite support of the test functions.
Next we interpret the bilinear functional V 0 H . First, for ordinary Brownian
which can be interpreted in terms of the delta-function δ(w), i.e.,
Thus, the covariance kernel of the derivative of standard Brownian motion is the delta function, as shown in Gel'fand and Vilenkin (1964, p. 260) .
Similarly in the fractional case we can interpret V 0 H in terms of a generalized fractional integral/derivative of the delta-function. Treating w(t) = (I a f )(t) as a generalized function on K, the functional hw, φi = R w(t)φ(t)dt is differentiable as a generalized function with derivative hw 0 , φi = R w 0 (t)φ(t)dt = − R w(t)φ 0 (t)dt by definition of a generalized derivative (Gel'fand and Shilov, 1964). Using this relation in the expression for
As we see in what follows, this expression can be written in the form
extending the representation (10) for the covariance functional of the first derivative of Brownian motion. So the covariance kernel of the derivative of fractional Brownian motion (treated as a generalized process) is the fractional derivative/integral (I 2H−1 δ) of the delta function. For H > 1 2 this is a fractional integral, while for H < 1 2 it is a fractional derivative. We examine the two cases separately.
In the case of a fractional integral with a = 2H − 1 > 0 and t > 0 we have
Then
and similarly
giving the result (11).
In the case of a fractional derivative with a = 2H − 1 < 0 (0 < H < 
