In this paper we generalize a new type of compact Hermite weighted essentially non- 
Introduction
In this paper we consider solving the two dimensional conservation law, given by u t + f (u) x + g(u) y = 0, u(x, y, 0) = u 0 (x, y), (1.1) using the Runge-Kutta discontinuous Galerkin (RKDG) method [5, 6, 7, 8] on unstructured triangular meshes. RKDG methods use explicit, nonlinearly stable high order Runge-Kutta methods [29] to discretize the temporal variable and the DG methods to discretize the spatial variables, with exact or approximate Riemann solvers as interface fluxes. For a detailed discussion on DG methods for solving the conservation laws, we refer readers to the review paper [9] and the books and lecture notes [4, 14, 19, 28] .
DG methods can compute the numerical solution to (1.1) without further modification provided the solution either is smooth or contains weak discontinuities. However, for problems containing strong shocks or contact discontinuities, there are spurious oscillations in the numerical solution near these discontinuities, which may cause nonlinear instability.
One common strategy to control these oscillations is to apply nonlinear limiters to RKDG methods. Many limiters have been studied in the literature for RKDG methods, such as the minmod type total variation bounded (TVB) limiter [5, 6, 7, 8] , the moment based limiter [2] and an improved moment limiter [3] and so on. These limiters belong to the slope type limiters and they do control oscillations very well at the price of possibly degrading the accuracy of the numerical solution at smooth extrema. Another type of limiters is the WENO type limiters, which are based on the weighted essentially non-oscillatory (WENO) methodology [13, 15, 16, 20] and can achieve both high-order accuracy and non-oscillatory property near discontinuities. This type of limiters includes the WENO limiter [23, 32] and the HWENO limiter [21, 22, 25] , which use the classical WENO finite volume methodology for reconstruction and thus require a wide stencil, especially for higher order methods. Therefore, it is difficult to implement these limiters for multi-dimensional problems, especially on unstructured meshes. Moreover, these limiters may have the issue of negative linear weights. An alternative family of DG limiters which serves at the same time as a new PDE-based limiter, as well as a troubled cells indicator, was introduced by Dumbser et al. [12] .
More recently, a simple and compact WENO limiter for RKDG methods was developed by Zhong et al. [31, 33] . The key idea is to reconstruct the entire polynomial instead of reconstructing point values or moments as in the classical WENO reconstructions. The main advantage of this limiter is its simplicity in implementation, its small stencil consisting of only the current cell and its immediate neighbors, and the positivity of the linear weights.
However, the robustness of this limiter seems to deteriorate for higher order RKDG methods, for example, negative pressure appears for the blast wave problem using P 3 polynomials with this limiter, calling for an additional positivity-preserving limiter to ensure stability [31] . In order to further improve this limiter, in [34] , we have developed a new HWENO limiter in which the reconstruction is in a least square fashion [10] . This new HWENO limiter is more stable and more robust than the WENO limiter in [31] without compromising its major advantage of the compactness of the reconstruction stencil and the simplicity of choosing linear weights. In this paper, we extend the new HWENO limiter in [34] to two dimensional unstructured triangular meshes.
This paper is organized as follows: in Section 2, we briefly review the RKDG methods for solving (1.1) on triangular meshes and present the details of the new HWENO procedure for two dimensional scalar and system problems on unstructured meshes. Numerical examples are provided in Section 3 to verify the compactness, accuracy and stability of this new approach. Concluding remarks are given in Section 4.
2 New HWENO limiter to the RKDG method on unstructured meshes
In this section, we describe the details of using the new HWENO reconstruction procedure as a limiter for the RKDG methods. It is a generalization to unstructured meshes of the procedure in [34] for structured meshes. We will first briefly review the RKDG method for solving two dimensional problems on unstructured meshes in Section 2.1. Then we present the framework of the HWENO limiter procedure, which consists of two steps. The first step is to identify the "troubled cells", namely those cells which may need the HWENO limiting procedure. This part will be discussed in Section 2.2. The second step is to reconstruct a new polynomial using the HWENO limiting procedure in order to replace the solution polynomial on the "troubled cell". The new polynomial should maintain the cell average and high order accuracy of the original DG solution polynomial, but should be less oscillatory. The details of this step will be discussed for the scalar case in Section 2.3 and for the system case in Section 2.4.
Review of the RKDG method on unstructured meshes
This section provides a review of RKDG methods for solving two dimensional conservation laws (1.1) on the triangular meshes.
We first use DG methods to discretize the spatial variables. Given a triangulation of the computational domain consisting of cells △ j , the DG method has its solution as well as the test function space given by
the set of polynomials of degree at most k defined on △ j . The semi-discrete DG method for solving (1.1) is defined as follows: find the unique function
holds for all the test functions v ∈ V k h . Here n = (n x , n y ) T is the outward unit normal of the triangle boundary ∂△ 0 , and (f (u h ), g(u h )) T · n is a monotone numerical flux for the scalar case and an exact or approximate Riemann solver for the system case. Lax-Friedrichs flux is used in all of our numerical tests.
For time discretization, we can use, for example, the third order strong stability preserving (SSP) Runge-Kutta methods [29] :
2)
Other SSP time discretization method can also be used here.
The troubled cell indicator
In this subsection, we will discuss the first step of the HWENO limiting procedure, i.e. , where the flow is into (v · n < 0) and out of (v · n > 0) △ 0 , respectively. Here we define v, taking its value from inside the cell △ 0 , as the vector (f ′ (u), g ′ (u)) T and take u as the indicator variable for the scalar case. For the Euler systems (2.7), v, again taking its value from inside the cell △0 0 , is (µ, ν) T where µ is the velocity in the x-direction and ν is the velocity in the y-direction, and we take both the density ρ and the total energy E as the indicator variables. The cell △ 0 is identified as a troubled cell when
where C k is a constant, and we take C k = 1 as in [18] unless otherwise specified in Section 3.
Here we choose h as the radius of the circumscribed circle in △ 0 , and △ l , l = 1, 2, 3, denote the neighboring cells sharing the edge(s) with △ 0 . u h is the numerical solution corresponding to the indicator variable(s) and ||u
HWENO limiting procedure: scalar case
In this subsection, the details of the HWENO limiting procedure are presented for the scalar case. The idea of this new and simple HWENO limiter is that the reconstructed polynomial on the troubled cell is a convex combination of the DG solution polynomial on the target cell and the "modified" DG solution polynomials on its neighboring cells. The modification procedure is in a least square fashion [10] . The construction of the nonlinear weights in the convex combination coefficients follows the classical WENO procedure.
Now assume △ 0 is identified as a troubled cell by our trouble cell indicator. The procedure to reconstruct a new polynomial on the troubled cell △ 0 by using the HWENO reconstruction procedure is summarized as follows:
Step 1.1. Denote the reconstruction stencil as Figure   2 .1, and denote the DG solutions on these four cells as p ℓ (x, y), ℓ = 0, 1, 2, 3, respectively.
We need to modify the DG solutions on the neighboring cells first and denote the modified version of p ℓ (x, y), ℓ = 1, 2, 3 asp ℓ (x, y), ℓ = 1, 2, 3. The modification procedure is defined as follows:p 1 (x, y) is the solution to the minimization problem:
Here and below⋆ denotes the cell average of the function ⋆ on the target cell while⋆ denotes the cell average of the function ⋆ on its own associated cell.
The modified polynomialp 1 (x, y) has the same cell average as the polynomial on the troubled cell,p 0 , and it optimizes the distance to p 1 (x; y) and to the cell averages of those "useful" polynomial(s) on the other neighboring cells. The "useful" polynomial is chosen by comparing the distance between the cell averages of the polynomials on the other neighboring cells and the cell average of p 0 on the target cell. If one is not the farthest, then this polynomial is considered "useful".
Similarly,p 2 (x, y) is the solution to the minimization problem:
subject toφ =p 0 , where
is the solution to the minimization problem:
We also definep 0 (x, y) = p 0 (x, y) to keep notation consistency.
Step 1.2. Choose the linear weights denoted by γ 0 , ..., γ 3 . Notice that, sincep i (x, y),
, are all (k + 1)-th order approximations to the exact solution in smooth regions, there is no requirement on the values of these linear weights for accuracy besides
The choice of these linear weights is then solely based on the consideration of a balance between accuracy and ability to achieve essentially nonoscillatory shock transition. In all of our numerical tests, following the practice in [11, 31] , we take γ 0 = 0.997 and γ 1 = γ 2 = γ 3 = 0.001.
Step 
where ℓ = (ℓ 1 , ℓ 2 ) and |ℓ| = ℓ 1 + ℓ 2 .
Step 1.4. Compute the nonlinear weights based on the smoothness indicators:
Here ε is a small positive number to avoid the denominator becoming zero. We take ε = 10
in our computation.
Step 1.5. The final nonlinear HWENO reconstruction polynomial p new 0 (x, y) is defined by a convex combination of the four (modified) polynomials in the stencil:
It is easy to verify that p new 0 (x, y) has the same cell average and order of accuracy as the original one p 0 (x, y) on the condition that
HWENO limiting procedure: system case
In this subsection, the details of the HWENO limiting procedure are presented for the systems case.
Consider equation (1.1) where u, f (u) and g(u) are vectors with m components. In order to achieve better nonoscillatory property, the HWENO reconstruction limiter is used with a local characteristic decomposition, see [27] for a discussion on the rationale in adopting such a decomposition. In this paper, we only consider the following Euler systems and set m = 4.
with u(x, y, 0) = u 0 (x, y), where ρ is the density, µ is the x-direction velocity, ν is the ydirection velocity, E is the total energy, p =
is the pressure and γ = 1.4 in our test cases. We denote the Jacobian matrices as (f ′ (u), g ′ (u)) · n i and n i = (n ix , n iy ) T , i = 1, 2, 3, are the outward unit normals to different edges of the target cell. We then give the left and right eigenvectors of such Jacobian matrices as:
and
where c = γp/ρ,
Assuming △ 0 is the troubled cell detected by the KXRCF technique [18] by using (2.3),
we denote the four polynomial vectors on the troubled cell and its three neighboring cells as
Note that each of them has four components. We then perform the HWENO limiting procedure as follows:
Step 2.1. In each n i -direction among three normal directions of ∂△ 0 , we reconstruct new polynomial vectors (p 0 ) new i
, i = 1, 2, 3, by using the characteristic-wise HWENO limiting procedure with the associated Jacobian f ′ (u)n ix + g ′ (u)n iy , i = 1, 2, 3:
-Step 2.1.1. Project the polynomial vectors p 0 , p 1 , p 2 and p 3 into the characteristic fields Step 2.2. The final new 4-component vector on the troubled cell △ 0 is defined as
Numerical results
In this section, we provide numerical results to demonstrate the performance of the HWENO limiters for the RKDG methods on unstructured meshes described in Section 2.
For all of our accuracy tests, the refinement is performed by a structured refinement (each triangle is divided into four similar smaller triangles for every level of the refinement). We perform the HWENO limiting procedure on every cell of the computational domain for the accuracy tests, in order to fully assess the influence of the limiter upon accuracy. The CFL number is set to be 0.3 for the second order (k = 1), 0.18 for the third order (k = 2) and 0.1 for the fourth order (k = 3) RKDG methods.
Example 3.1. We solve the following scalar Burgers equation in two dimensions: Table 3 .1. It is observed that the HWENO limiter keeps the designed order of accuracy. We can see the schemes could give non-oscillatory shock transitions for this problem in either case. ), the exact post-shock condition is imposed. At the top boundary is the Figure 3 .8. In Figure   3 .9, we show 30 equally spaced density contours from 0.32 to 6.15 computed by the second order, third order and fourth order RKDG methods with the HWENO limiters, respectively.
The troubled cells identified at the last time step are shown in Figure 3 .10. We can clearly observe that the fourth order scheme gives better resolution than the former two schemes, especially for the resolution of the physical instability and roll-up of the contact line. Clearly, very few cells are identified as troubled cells. extreme test case, many limiters may fail to control the appearance of negative pressure, causing instability, including the one in [33] . We can see from 
Concluding remarks
We have generalized the Runge-Kutta discontinuous Galerkin (RKDG) methods with a new type of simple Hermite weighted essentially non-oscillatory (HWENO) limiters for solving hyperbolic conservation laws to two dimensional unstructured meshes. The procedure of this new HWENO limiters for the RKDG methods is specified as follows: the KXRCF technique [18] is used to detect the troubled cells which need further HWENO reconstruction, then the new polynomials are reconstructed using the available DG solution polynomials on the troubled cell and its three neighbors with suitable modification. The modification procedure is performed in a least square fashion [10] . Several numerical benchmark tests of scalar equations and for compressible inviscid Euler equations are given to demonstrate the good performance, with results comparable to those in earlier literature which use wider stencils and more complicated (H)WENO limiters. In future work, we would like to extend such simple HWENO limiting methodology to three dimensional tetrahedral meshes. 
