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Abstract
Accurate prediction of the solar wind properties, interplanetary magnetic field di-
rection and various space weather phenomena becomes ever more important as our
dependence on Earth orbiting spacecraft increases. Different solar wind drivers can
lead both to enhancements and losses of relativistic electrons in the outer radiation
belts, thus posing a major risk to satellites. To further our understanding of the Sun’s
impact on the near Earth space environment, as well as to provide predictive capabil-
ities, a mission placing monitoring satellites in key orbits in the inner Solar System is
being proposed. As part of that effort, the possibility of using Libration point orbits
for these monitoring satellites is investigated. Using the Circular Restricted Three
Body Problem (CRTBP) as an early assessment of transfer trajectories to Libration
point orbits around Earth and the other inner planets. Single and multiple shooting
methods are implemented and used to find solutions to the equations of motion of
the CRTBP targeting periodic orbits and transfer trajectories. Various transfer meth-
ods are discussed and Low Energy transfers using invariant manifolds are evaluated.
Transfers from Earth to Sun-Earth L1 as well as Sun-Venus, and Sun-Mercury L1 are
computed.
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Chapter 1
Mission Background and Introduction
1.1 Introduction
As part of The Next Generation Space Weather Prediction mission, a number of satel-
lites are planned to be deployed to the inner Solar System. These satellites will mon-
itor the Solar Wind in situ, and relay data back to Earth for analysis. The data will
be used in an effort to forecast space weather in the Near Earth Space Environment,
so as to provide early warning to satellite operators in the hopes of preventing loss
or damage of equipment. Satellite locations at various Lagrange/Libration points for
Earth, Venus, and Mercury are under consideration. Due to mission time constraints,
this thesis will investigate the feasibility of placing satellites in their respective orbits
within the required time frame.
1.2 Effect of Solar Wind on the Near Earth Space
Environment
The solar wind (SW) is expanding solar atmosphere extending far into the inter-stellar
medium [3]. The SW travels radially from the surface of the Sun at speeds between
of about 300-700 km/s [4, 5]. The solar wind consists primarily of protons, electrons
and helium ions, all of which play a role in the interaction between the solar wind
1
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and the Earth’s magnetosphere. As the solar wind leaves the Sun it drags magnetic
field lines with it due to the frozen-in plasma condition [4? ]. These magnetic field
lines make up the interplanetary magnetic field (IMF). The IMF is generally very
week at Earth’s orbit, being around 1/1000 of the Earth’s own magnetic field. The
solar wind properties at Earth’s orbit are highly variable, depending on solar activity
such as solar flares and coronal mass ejections(CME) [5]. Also, the "quiet" solar
wind shows variability and can be divided to "slow" and "fast" solar wind. The
high speed SW originates from coronal holes, which appear dark when observed in
Extreme Ultraviolet (EUV) and X-ray wave lengths, due to lower plasma density
than the surrounding regions. During solar minimum most coronal holes exist at
north and south heliographic poles, while at other times more transient holes appear
at all latitudes [? ]. The equatorial coronal holes are the source of fast plasma that
can be directed toward the Earth, so they can be effective drivers of geomagnetic
storms. When high speed SW overtakes slow speed SW, it creates regions of very
high densities and strong magnetic fields, corotating interaction regions (CIRs) [? ].
The exact mechanism generating the magnetic field of the Sun is not well under-
stood, but it is well established that the total number of localized regions of strong
magnetic fields, called the sunspots, are known to vary with roughly an 11-year period
known as the solar cycle. The peak of the solar cycle is known as solar maximum and
is associated with higher solar activity, while the trough is known as solar minimum.
The CMEs are violent eruptions that occur in the solar corona. These eruptions
often occur in conjunction with solar flares and hurl huge amounts of plasma and
magnetic field lines into interplanetary space [4, 6, 7]. The first indication of a coronal
mass ejection is typically X-Rays which arrive at Earth around 8 minutes after the
event. The plasma ejected from the suns surface can travel at a significant fraction
at of the speed of light, and takes around 1 hour to reach the Earth [6].
The Earth’s magnetosphere has several current systems that exist primarily due
to energetic particles carried by the solar wind. The main current of concern here
is the ring current. It is a westward flow of mostly ions that encircles the Earth
[4]. Since the ring current is a closed loop of electrical flow, by Amperes law, it also
generates a magnetic field. This magnetic field is in opposition to Earth’s own, and
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causes degradation of the Earth’s magnetic field inside the ring. The actual size of
the ring current varies, but it typically exist between 3-6 RE from Earth [4, 5]. Loss
mechanisms keep the ring current in a relative equilibrium condition. However, this
equilibrium is disrupted during solar events like fast flows or CMEs.
CMEs and solar flares deposit large amounts of energetic particles into the ring
current and Van Allen radiation belts. This results in a drastic increase in the current
of the ring current its magnetic field. Variations in the magnetic field are measured
on the Earth’s surface and are called the Disturbance Storm Time (DsT) index. For
example, in 2005 on May 13, a CME impacted the Earth and the DsT decreased to
-263 nT [6]. During calm periods, the DST will typically be be around 0 nT or just
below[8].
1.3 Effect of Solar Wind on Equipment
Satellites will typically suffer damaging effects from three sources [2], listed below.
• Solar Particle Events (SPE)
• Galactic Cosmic Rays (GCR)
• Trapped Particles
Solar particle events are a result of CMEs and solar flares. These particles will
typically result in penetration of shielding designed for defense of background level
radiation. Particle energies can be between 50-100 MeV/nucleon, which is considered
penetrating. Galactic Cosmic Rays are extra-solar in nature and can have energies
up to 1× 1014 MeV [? ].
Earth’s inner magnetosphere consists of trapped energetic particle populations
that perform gyro, bounce and drift motion in the magnetic field forming the ring
current and the Van Allen radiation belts. Electrons are present between 1.5 to 3 RE,
and 3 to 10 RE[2] and have energies typically between 0.1-10 MeV. The outer radiation
belt shows a lot of variability and electrons can be lost by various of processes [].
Protons are mainly in the inner ring current and in the inner Van Allen belt, between
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1.1 to 3 RE [2], are quite stable and have energies between 10-100 MeV [9]. Electrons
are typically non penetrating, instead they cause surface charging and solar panel
degradation. Protons, depending on energy can penetrate satellites and cause bulk
charging in addition to surface charging. Bulk charging is charging of components and
structures inside the satellite. Build up if charge can lead to arcing, which damages
electrical components. Depending on the severity of the event, they are classified as
the following
• Single Event Upset (SEU)
• Single Event Latchup (SEL)
• Single Event Burnout (SEB)
Single event upsets occur when radiation causes temporary or minor damage such
as a bit flip. It is fully recoverable and does not impact operation of the satellite
past the time of the event. An SEV causes a component or system to hang, and can
disrupt operation. Depending on what the component’s function is, it may or may
not cause damage that affects the operational capability of the satellite. As the name
suggest, and SEB causes permanent and irreversible damage to a component and may
even result in a loss of the satellite [2].
All space weather is driven by solar activity, which is tracked by counting the
number of sun spots on the solar surface. Sun spots appear as dark areas on the
sun, and are relatively cool [4]. The National Oceanic and Atmospheric Administra-
tion(NOAA) tracks and publishes this data.
In 2013, Lohmeyer and Baker [10] studied the correlation between space weather
and GEO communication satellite anomalies. They noted that seventeen out of
twenty six anomalies occurred within two weeks of a sever space weather event.
1.3.1 Mission Overview
The Next Generation Space Weather Prediction mission has a tentative time line of
2032-2038. This time period coincides with the predicted [11] rise to solar maximum as
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well as solar minimum.The primary goal is to develop understanding of the dynamics
in the vicinity of libration point orbits, as well as the methods used to calculate those
orbits. Additionally, transfer trajectories from the secondary bodies (Earth, Venus,
and Mercury) of the CRTBP to their respective L1 points are developed. Considering
the time constraints of the mission, it is of interest to determine weather transfers to
these points can be achieved in a reasonable amount of time.
Planet Libration Points
Earth L1
Venus L1,L3,L4,L5
Mercury L1,L3,L4,L5
Table 1.1: Potential locations for satellite deployment in Next Generation Space
Weather Prediction mission.
1.4 Lagrange Points History and Missions
Libration points are equilibrium points in the Circular Restricted Three Body Prob-
lem (CRTBP). The CRTBP considers three bodies, two large and one infinitesimally
small. Three of the Lagrange points (L1, L2, and L3) are co-linear on a line drawn
between the two large bodies, and the remaining two (L4, L5) are located as shown
in Figure 1.1. Though named after Lagrange, the co-linear Lagrange points were
discovered by Leohnard Euler who published his findings in 1767[12, 13]. The two
remaining points, called the triangular libration points were discovered by Lagrange
in 1772[12, 14].
There have been a number of missions to libration points, beginning with ISEE-3
(International Sun-Earth Explorer). [15]. The primary goal of the ISEE-3 mission was
upstream monitoring of the solar wind. Since the spacecraft was initially stationed
at the Sun-Earth L1 point, it was able to provide solar wind data to scientists on
Earth one hour before the solar window impacted the Earth’s magnetosphere [15].
ISEE-3 orbited the Sun-Earth L1 in a quasi-periodic orbit with a z amplitude of
approximately 120,000 km [15, 16]. The orbit was chosen for primarily for two reasons;
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X ′
Y ′
L1 L2L3
L4
L5
Figure 1.1: Libration point locations for a CRTBP
larger Halo orbits require less ∆V (change in velocity) for orbit insertion, and the size
of the orbit prevent the ISEE-3 spacecraft from experiencing down link interference
from solar radiation [15, 16]. Design of the orbit requires several steps. First, a third
order analytical approximation is used to find approximate initial conditions [16, 17].
The analytical orbit is constructed by setting a desired z amplitude (Az), the x
amplitude follows as a consequence of the dynamics near the libration point. With
relatively good initial conditions obtained, a differential correction process is used
to numerical correct the analytically obtained initial conditions. The numerically
corrected orbit had lower ∆V maintenance requirements and was therefore chosen
as the orbit for the actual mission. Richardson [16, 17] reported that the average
stationkeeping ∆V was around 10m/s/yr. The third order analytical approximation
and numerical differential correction methods are discussed in 3.1.
The next mission to a libration point was 18 years later, in 1995 [15, 18]. The
Solar and Heliospheric Observatory(SOHO) was launched in December 1995 and Halo
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orbit insertion took place in February 1996. As with the ISEE-3 mission, SOHO had
to avoid interference from the Sun in order to communicate with earth; this lead to
similar orbit to ISEE- 3 [1].
Ax(km) Ay(km) Az(km) T (days)
206,448 666,672 120,100 178
Table 1.2: SOHO Halo orbit dimensions [1]
This particular type of orbit is referred to as Class 2 or southern Halo orbit
[1, 17]. Figure 1.2 demonstrates the geometry of this type of orbit. Specifically, the
orbit projection in the X − Z place indicates that the orbit trajectory stays behind
(Earth side) and under (-Z) the L1 point.
-2
-1.5
-1
5
1
-0.5
Earth
10
-3
Z
0.998
0
Y
10
-3
0.5
0.996
X
0
1
0.994
0.992
Sun-Earth L1
0.99-5
Figure 1.2: Recreation of SOHO orbit in the CRTBP using differential Correction
with the values from Table 1.2 as initial conditions.
Between 1996 and 1998, the SOHO spacecraft used an average ∆V of 2.4m/s/yr
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[1], a significantly lower value than the average yearly ∆V used by ISEE-3. The in-
herent risk of using libration point orbits is highlighted by SOHO, which experienced
two distinct system failures during its mission [1]. Due to the saddle point nature
of the co-linear libration points, small perturbations in the orbit lead to exponential
departures (see 2.1.3 and 2.2). Typically these perturbations are accounted for using
station keeping maneuvers which impart small but necessary ∆V to the spacecraft.
Depending on the direction of the perturbation, the spacecraft can escape towards
the sun and enter a heliocentric orbit. Conversely, the spacecraft could escape to-
wards Earth. Therefore it is critical that stationkeeping maneuvers are performed as
accurately and precisely as possible.
As mentioned previously, ∆V requirements for Halo orbit increase as the Halo
orbit size decreases. For example, the Advance Composition Explorer(ACE) which
was launched in 1997, had a much smaller Halo orbit that ISEE-3 and SOHO. Its
halo orbit insertion ∆V was therefore much higher; between 140m/s and 200m/s [19].
Both ISEE-3 and SOHO used direct transfers to reach their respective Halo orbits,
and while ACE eventually used the same, the possibility of using a Lunar gravity
assist was considered. The Lunar gravity assist would have required highly elliptic
phasing orbits, and ACE would have passed through the Van-Allen radiation belts
several times. In the end, due to those reasons and optimization constraints, a direct
transfer was selected [19].
While the previous missions have all worked backwards from orbit design, the
HERSCHEL/PLANCK missions designed their L2 Lissajous orbits based on launch
vehicle constraints. The two main constraints from the launch vehicle were low perigee
altitude, and a line of apsides near the equator; the last due to the launch site be-
ing near the equator. Other orbit design constraints included eclipse avoidance and
a mission time of 6 years [20]. In order to meet the launch constraints, various Lis-
sajous orbits and their stable manifolds were investigated. As with previous missions,
the investigation began with an analytical approximation and followed with a some
numerical method. In this case, the numerical method was the bisection root-finding
method. This was used to find the intersection at perigee with the Lissajous stable
manifolds [20].
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Orbits about libration points are chosen for a variety of reasons. However, recur-
ring requirements through all of the missions above are the following.
• Stable thermal environment
• Continuous line of site with science target
• Eclipse avoidance
Equipment on board is designed to operate within specific thermal tolerances.
Table 1.3 provides some examples of temperature ranges that spacecraft equipment
must stay within.
Component Temperature Ranges (
◦C)
Operational Survival
Batteries 0 to 15 -10 to 25
Reaction Wheels -10 to 40 -20 to 50
Solar Panels -150 to 110 -200 to 130
Gyros/IMUs 0 to 40 -10 to 50
Star Trackers 0 to 30 -10 to 40
Antennas -100 to 100 -120 to 130
Table 1.3: Typical temperature ranges for select spacecraft equipment[2]
Spacecraft are equipped with a thermal control subsystem; which is responsible
for ensuring that all thermal constraints are met. Two general categories of thermal
control exist; active and passive. Passive means are usually preferred, as they rely on
natural thermal radiation to remove heat from the spacecraft and therefore require no
power [2]. For example, a satellite in zero inclination low Earth orbit(LEO) will spend
half its orbit in Earth’s shadow. Whatever thermal equilibrium was maintained while
in direct sunlight will be upset and the thermal control system will have to add heat
to the spacecraft to keep its components within their operating limits. A properly
designed libration point orbit avoids this particular problem entirely. At the L1 point
the satellite will be exposed to essentially constant thermal radiation from the sun.
Although, as is the case with HERSCHEL/PLANCK spacecraft, an L2 orbit can also
be thermally stable if it is properly designed to avoid eclipsing. Thermal stability
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reduces the load on the spacecrafts thermal control subsystem, as well as minimizes
temperature transients.
The other points are very mission specific. For example line of sight with the
science target greatly depends on the science that is being performed. In this case, the
spacecraft are being placed such that they are able to perform in situ measurements
of the solar wind as it flows radially from the Sun.
Chapter 2
Dynamical Model
2.1 Circular Restricted Three Body Problem
The Circular Restricted Three Body Problem (CRTBP) is a specialization of the
Three Body Problem (TBP). The TBP considers the motion of three bodies under the
influence of each others gravitational forces [21]; with no restrictions or assumptions
on orbit shape or the masses of the bodies. The CRTBP restricts the mass of one of the
bodies to be so small as to have an inconsequential effect on the remaining two, which
orbit their common barycenter in perfect circular orbits. The equations of motion
in the Primary-Secondary co-rotating reference frame, [X ′, Y ′, Z ′] are considered. In
this frame, the primary and secondary bodies lie on the X ′ axis. The Y ′ axis is in the
plane of motion and the Z ′ axis is coincident with the inertial Z as shown in Figure
2.1. The entire frame rotates about Z and Z ′ with a constant angular velocity equal
to the angular velocity of the primary and secondary bodies.
Transformation of the position vector from the rotating reference frame to the
inertial reference frame is accomplished using a simple transformation matrix. Since
the entire frame rotates about the Z axis, the transformation is accomplished with
r = Rzr
′. Velocity rotation requires the derivative ofRz, which takes the form shown
11
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X
Y
Z
m1
m2
r
2
r 1
−µ
1− µ
Figure 2.1: Diagram of the non-dimensionalized CRTBP
X
Y
X ′
Y ′
θ
Figure 2.2: Top down view of the ecliptic plane. The co-rotating reference frame is
in red.
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below.
Rz(θ) =

cos θ − sin θ 0
sin θ cos θ 0
0 0 1
 , (2.1)
where θ = nt∗ and n is the mean motion and t∗ is the non-dimensional time.
dR′
dt
|i =
dR′
dt
|R + [ω×]R (2.2)
Equation 2.2 is the general form where [ω×] is the skew symmetric matrix shown
in Equation 2.3. In the rotating frame, dR′
dt
= 0, thus the equation reduces to [ω×]R.
Since we are concerned only with rotation about the Z axis, R = Rz in this case.
[ω×] =

0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0
 (2.3)
Therefore, the rotation of the velocity vector from the co-rotating reference frame
to the inertial frame is expressed as
v = [ω×]Rv. (2.4)
Because there is no rotation about any axis except for Z, ωx = ωy = 0.
2.1.1 Equations of Motion
The equations of motion for the CRTBP are well known [12, 21]. In both the nu-
merical and analytic cases the problem is non-dimensionalized for ease of analysis.
Three quantities require non dimensionalization: position, velocity, and time. The
relationships between these quantities and their dimensional counterparts are given
below. In this notation, the ∗ term designates quantities with dimensional units.
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x =
x∗
a
(2.5)
ẋ = ẋ∗
√
GMp +GMs
a
(2.6)
t = t∗
√
a
GMp +GMs
(2.7)
In the non-dimensional problem, the distance between the two bodies is normalized
to unity. As can be seen in Figure 2.1, this results in the primary body being offset
from the origin by a quantity −µ. The value of µ is calculated from masses or
gravitational parameters of the primary and secondary body.
µ =
m2
m1 +m2
(2.8)
µ =
µ2
µ1 + µ2
(2.9)
Where µ1 and µ2 are the Gravitational parameters of the primary and secondary
bodies, respectively.
r1 =
√
(x+ µ)2 + y2 + z2 (2.10)
r2 =
√
(x− 1 + µ)2 + y2 + z2 (2.11)
(2.12)
ẍ = 2ẏ − Ux (2.13)
ÿ = 2ẋ− Uy (2.14)
z̈ = Uz (2.15)
Here, U is the potential function in Equation 2.16, and the subscript represents
the partial derivative with respect to that variable.
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U =
1
2
[
x2 + y2 + z2 + µ(1− µ)
]
+
1− µ
r1
+
µ
r2
(2.16)
ẍ =2ẏ − (1− µ)x+ µ
r31
− µx+ µ− 1
r32
(2.17)
ÿ =2ẋ− (1− µ) y
r31
− µ y
r32
(2.18)
z̈ =(1− µ) z
r31
− µ z
r32
(2.19)
(2.20)
The problem has no closed form solution, but several analytic approximations
exist. Most notably, the third order approximation by Richardson [17] shown in
Equations 2.21 - 2.23. The ai,j, bi,j, and di,j terms are constants computed based on
equations given in [17]. Az, and Ax are the x and z amplitudes of the orbit, and are
related by the phase constraint relationship 2.24.
x = a21A
2
x + a22 − Ax cos τ1 + +(a23A2x − a24A2z) cos 2τ1
+ (a31A
3
x − a32AxA2z) cos 3τ1
(2.21)
y = kAx sin τ1 + (b21A
2
x − b22A2z) sin 2τ1
+ (b31A
3
x − b32AxA2z) sin 3τ1
(2.22)
z = δnAz cos τ1 + δnd21AxAz(cos 2τ1 − 3)
+ δn(d32AzA
2
x − d31A3z) cos 3τ1
(2.23)
l1A
2
x + l2A
2
z + ∆ = 0 (2.24)
The terms l1, l2, and ∆ are constants. See [17] for a full list of constants and
their equations. As the CRTBP is a chaotic system, it is imperative that good
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approximations are used for the initial conditions of the numerical scheme used to
solve them. The Richardson approximation is often used to generate a set of initial
conditions, which are then fed into a differential correction scheme to refine.
The equations of motion admit an energy integral, called the Jacobi integral. The
Jacobi integral is related to the energy of the system by[12, 22]. Energy of the system
bounds the realms of possible motion in the CRTBP, which is given by
C = −2E. (2.25)
Here, the energy of the system E can be represented as
E(x, y, z, ẋ, ẏ, ż) =
1
2
(ẋ2 + ż2 + ż2) + U(x, y, z), (2.26)
Where U is the effective potential from Equation 2.16. If the phase space of system is
Rn, then the Jacobi constant represents an n− 1 energy manifold embedded in that
phase space[12, 22]. The manifold, M(µ,E = {(x, y, z)|E(x, y, z, ẋ, ẏ, ż)}, bounds
the realms of possible motion for a given constant µ and E. The realms of possible
motion are called Hill’s regions, and are typically represented by projecting the n− 1
manifold into position space. The boundary’s of the energy manifold are called zero
velocity curves.
As an object approaches a zero velocity curve its kinetic energy approaches zero
and it can never cross. Because of this, inside the region bounded by the zero velocity
curves is called the forbidden region [12, 22]. Due to the relationship in Equation 2.25,
as the Jacobi energy increases, the energy of the system decreases.
The equations of motion can also be written in Hamiltonian form. The conjugate
momenta are written as in Equation 2.30. The Hamiltonian is shown in Equation
2.31
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Figure 2.3: Zero velocity curves in the CRTBP for a Jacobi constant C =, the Jacobi
constant of L1
px = ẋ− y (2.27)
py = ẏ + x (2.28)
pz = ż (2.29)
(2.30)
H(x, y, z, px, py, pz) =
1
2
((px + y)
2 + (py − x2)) + p2z
1− µ
r1
− µ
r2
(2.31)
The Jacobi constant and Hamiltonian are related by
C = −2H + µ(1− µ) (2.32)
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2.1.2 Equilibrium Solutions to the CR3BP
In order to locate the libration points, first assume that they are in the plane of motion
shared by the two bodies; i.e., z = 0. If the co-linear libration points are of interest,
then we can further assume that y = 0. Because the libration points are equilibrium
points in the CRTBP, their position is constant. From this we can deduce that the
velocity and accelerations are all zero. Applying these assumptions to the equations
of motion completely eliminates two of the ODEs. From the remaining equation,
three separate quintic polynomials can be found; the zeros of which correspond to the
co-linear libration points [21].
Locating the triangular libration points, L4 and L5, is a matter of solving the
equations of motion with an equilibrium assumption above as well as z = 0. This
results in the expression below, which can be solved for x and y.
0 =− (1− µ)x+ µ
r31
− µx+ µ− 1
r32
(2.33)
0 =− (1− µ) y
r31
− µ y
r32
(2.34)
The triangular libration points are then located at the following x and y coordi-
nates.
x =− µ+ 1
2
(2.35)
y =±
√
3
2
(2.36)
The locations of all libration points are illustrated in Figure 1.1. Since periodic
orbits about the libration points are of interest, it is necessary to investigate stability
of the equilibrium solutions.
0 =(1− µ) x+ µ
(x+ µ)3
− µ x+ µ− 1
(x+ µ− 1)3
(2.37)
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Figure 2.4: Surface plot of the effective potential (µ = 0.2) with libration points
shown.
Figure 2.4 illustrates the effective potential in the CRTBP. The two potential wells
are from the primary and secondary bodies, with the smallest (in diameter) being the
secondary. The saddle point nature of the L1 libration point can be seen from the
geometry of the effective potential. L1 is located on the neck between the two bodies.
2.1.3 Stability of libration Points
Stability of is investigated by linearizing Equations 2.20 about the equilibrium points
of the system. Consider the dynamical system
dx
dt
= f(x) (2.38)
A Taylor expansion about the equilibrium point xeq, neglecting higher order terms
is as follows:
dx
dt
= f(x)
∣∣∣∣
xeq
+
∂f
∂x
∣∣∣∣
xeq
x (2.39)
CHAPTER 2. DYNAMICAL MODEL 20
The derivative term ∂f
∂x
is the A matrix from the linear system.
ẋ = Ax (2.40)
The equations of motion for the CRTBP can be expressed in state space form as

ẋ
ẏ
ż
ẍ
ÿ
z̈

=

F1
F2
F3
F4
F5
F6

=

ẋ
ẏ
ż
2ẏ + x+ (µ−1)(µ+x)
[(µ+x)2+y2+z2]
3
2
− µ(µ+x−1)
[(µ+x−1)2+y2+z2]
3
2
−2ẋ+ y + (µ−1)y
[(µ+x)2+y2+z2]
3
2
− µy
[(µ+x−1)2+y2+z2]
3
2
(µ−1)z
[(µ+x)2+y2+z2]
3
2
− µz
[(µ+x−1)2+y2+z2]
3
2

(2.41)
Since the A matrix is the Jacobian of the equations of motion, it has the form
A =

∂F1
∂X
∂F1
∂Y
∂F1
∂Z
∂F1
∂Ẋ
∂F1
∂Ẏ
∂F1
∂Ż
∂F2
∂X
. . . ...
... . . .
...
... . . .
...
... . . .
...
∂Fn
∂X
. . . . . . . . . . . . ∂Fn
∂Ż

(2.42)
The A matrix can be broken into four sub-matrices.
A =
[
0 I
U Ω
]
(2.43)
Here Ω has the form shown below, and U contains partial derivatives of the
equations of motion.
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Ω =

0 2 0
−2 0 0
0 0 0
 (2.44)
At this point, to evaluate the stability of the Libration points for a given CRTBP,
the positions of the points are inserted and the eigenvalues of the matrix are cal-
culated. For example, let us next consider the L1 point in the Sun-Earth CRTBP.
The mass parameter for this system is µ = 3.00348727176121 × 10−6, and L1 has
coordinates of [0.990026615575206, 0, 0]T .
USEL1 =

9.1216977095219 0 0
0 −3.060848854760950
0 0 −4.06084885476095
 (2.45)
The eigenvalues of the A matrix are

λ1
λ2
λ3
λ4
λ5
λ6

=

−2.53256975999929
2.53256975999929
−1.24900009027033× 10−16 + 2.0869898737081i
−1.24900009027033× 10−16 − 2.0869898737081i
0 + 2.0151547967243i
0− 2.0151547967243i

(2.46)
Since λ1 and λ2 are real and opposite in sign, we can conclude that L1 is a saddle
point. This is true for all the three co-linear libration points.
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2.2 Invariant Manifolds in the Circular Restricted
Three Body Problem
[23] defines the invariant manifolds of the CRTBP as the set of all the 6-dimensional
vectors that converge to a given periodic orbit in forward and backwards time [23]:
M(Ch) = {(x, y, z, ẋ, ẏ, ż) : C(x, y, z, ẋ, ẏ, ż) = Ch} (2.47)
Here M(Ch) is a five dimensional manifold embedded in six dimensional phase
space. When projected into three dimensional position space, the manifolds exhibit
tube-like structures that extend from periodic solutions to the CRTBP equations of
motion. In order to calculate invariant manifolds, the Monodromy matrix is typically
used to push a perturbation vector around the periodic solution. Consider again the
dynamical system in Equation 3.1. Let T be the period of the periodic solution. If
that system has a solution x(T ) that follows from some initial condition x(0), then
the flow map is a solution to that system 3.2. If the initial condition is perturbed by
δx0 then the change in the final state x(T ) is
δx(T ) = φ(T,x0 + δx0)− φ(T,x0) (2.48)
Again, using a Taylor series expansion
δx(T ) = Φ(T )δx0, (2.49)
which is typically referred to as the state transition matrix. However, because it now
represents the flow mapping to a periodic orbit of period T , it is called the Monodromy
matrix[12, 21]. The Monodromy matrix has information about the stability of the
orbit.
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M = Φ(T ) (2.50)
Since the Equation 2.49 is a solution to the variational equations, it is also a
solution to the normal dynamical equations:
ẋ(t) = Df(x(t))x(t) (2.51)
The monodromy matrix has the following eigenvalues:

λ1
λ2
λ3
λ4
λ5
λ6

(2.52)
For a periodic solution to the dynamical equations, the monodromy matrix will
have two real eigenvalues:
λ1 =
1
λ2
(2.53)
λ1, λ2 ∈ R (2.54)
Where λ1 is the largest eigen value and its inverse is the smallest. The remaining
eigenvalues are complex numbers representing the periodic motion of the solution. In
the case of a Lyapunov orbit, two of the eigen values take on λ3 = λ4 = 1, which
follows from the orbit not having any motion in the Z direction.
The eigenvalue λ1 also has the property |λ1| > 1 and corresponds to an eigen
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vector λu, which represents a tangential perturbation away from the periodic solution.
In order to calculate the invariant manifolds of a periodic solution, a perturbation
vector is constructed along the direction of the stable and unstable eigenvectors. This
perturbation vector vp must be calculated at each point of interest along the orbit.
A set of initial conditions for the invariant orbits is generated using the stable and
unstable perturbations[12, 21]
xp,s(n) =x(n)± ελs (2.55)
xp,u(n) =x(n)± ελu, (2.56)
where xp,s(n) is the nth point of parametization along the orbit. λs and λu are the
stable and unstable eigenvectors of the Monodromy matrix, respectively. A scaling
factor ε is used to offset the point from the orbit, the number used is rather arbitrary.
Typically recommended numbers are on the order of 10−6, which in the CRTBP
corresponds to a distance of around 1000km. The order of εmust be small enough that
the linear approximation still holds [21, 24]. Figure 2.5 illustrates these perturbations
applied to the SOHO L1 Halo orbit. Once the initial conditions are obtained, the
stable invariant manifolds can be found by numerically integrating backwards in time.
The unstable manifolds are integrated in forward time.
0.9875 0.988 0.9885 0.989 0.9895 0.99 0.9905 0.991 0.9915 0.992
X
-6
-4
-2
0
2
4
6
Y
10
-3
(a) Directions of positive stable(blue)
and unstable(red) perturbations along a
Halo orbit.
0.9885 0.989 0.9895 0.99 0.9905 0.991 0.9915 0.992 0.9925 0.993
X
-5
-4
-3
-2
-1
0
1
2
3
4
5
Y
10
-3
(b) Directions of negative stable(blue)
and unstable(red) perturbations along a
Halo orbit.
Figure 2.5: Parametization of a Halo orbit for invariant manifold calculations, n = 40
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Figure 2.6 shows the stable (blue) and unstable (red) invariant manifolds for the
SOHO orbit. The perturbed initial conditions are propagated to the Poincare section
which is a plane at y = 0 to the +x side of the Earth. Any spacecraft placed on
the stable manifold will asymptotically converge to the Halo orbit. Conversely, any
spacecraft placed on the unstable manifold will asymptotically diverge from the orbit.
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Figure 2.6: Invariant manifolds of the SOHO L1 Halo orbit
Due to the converging nature of the stable manifolds, they can be used for very
low energy transfers involving Libration points. This application is investigated in
the next chapter.
Chapter 3
Computation of Orbits and Transfers
As this thesis is primarily concerned with design of transfer orbits from Earth to
the Lagrange Points listed in Table 1.1, design of specific Lagrange Point orbits for
mission criteria is not considered and is the topic for another M.S thesis. Generic
Lagrange orbits are presented as basis for transfers trajectory design. The methods
presented below are applicable regardless of the specific orbit type.
3.1 Differential Correction
Differential correction is a process for solving Boundary Value Problems as Initial
Value Problems. The method makes use of the State Transition Matrix (STM),
which is related to the flow map. The STM and flow map are denoted as Φ(t, x, x0),
and φ(t, x, x0) respectively[12]. The flow map x0 to x at some later time, φ(t, x, x0) :
x0 −→ x(t). For simplicity, x(tk) will be denoted as xk and x(t) will be x.
Therefore, given some dynamical system
ẋ = f(x, t) (3.1)
The flow map, φ(t, x, x0) is a solution to the system:
26
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dφ(t, x, xk)
dt
= f(φ(t, x, xl)) (3.2)
Perturbing the initial state xk by some value δxk results in difference in the states
δx at some time t:
δx = φ(t, x, xk + δxk)− φ(t, x, xk) (3.3)
A Taylor series expansion to the first order yields
δx =
∂φ(t, xk)
∂xk
δxk (3.4)
The matrix ∂φ(t,xk)
∂xk
is called the State transition(STM) or sensitivity matrix. The
STM, Φ(t, tk), linearly maps the initial perturbation to the final perturbation. Addi-
tionally, the STM is a solution to the variational equations of 3.1:
δx = Φ(t, tk)δxk (3.5)
δẋ = Df(x)δxl (3.6)
Where Df is the Jacobian of the flow along some reference trajectory.
x = [x1 x2 . . . xn]
T (3.7)
The STM can be written out as:
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Φ(t, tk) =

∂x1
∂x1,k
∂x1
∂x2,k
. . . ∂x1
∂xn,k
∂x2
∂x1,k
. . .
... . . .
∂xn
∂x1,k
∂xn
∂xn,k
 (3.8)
The STM is therefore the Jacobian of the state x at some time t, with respect
to the initial conditions xk. To use the STM in the differential corrections process,
it must be integrated numerically along with the equations of motion. The time
derivative of the STM is:
Φ̇(t, tk) = AΦ(t, tk) (3.9)
where A is from the linearized dynamical equation and represents the Jacobian
of the equations of motion in 3.1.
Ẋ = AX (3.10)
3.2 Single Shooting
The single shooting method is used to find solutions to the equations of motion for
the CRTBP shown in Equation 2.20. Consider that it is desired to find a Lyapunov
orbit in the vicinity of the Sun-Earth L1 point. The orbit is symmetric about the
X − Z plane, therefore it is only necessary to find half the actual periodic orbit[22].
The integration time for this trajectory is denoted T/2. In most literature, the initial
conditions for the orbit are presented as
x0 = [x 0 0; 0 ẏ 0]
T (3.11)
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There are two components of the initial conditions that are varied, x, and ẏ.
Where ẏ can be either positive or negative. In order to find a symmetric orbit, the ẋ
and ż components of the state vector should be zero at T/2. This ensures that the
trajectory is perpendicular when it pierces the X − Z plane, which is required for
the orbit periodicity. The equations of motion can be arranged in state space form
as shown in Equation??. Since the initial conditions are R6×1, the STM and A for
any trajectory in the CRTBP will be R6×6. The Jacobian, A, has the form shown in
Equation 2.42.
3.2.1 Constant Time
In the constant time method, the value of T/2 is held constant. For this case, an
example of an in initial condition vector is given as:
X = [x y zẋ ẏ ż]T (3.12)
The values of y, ẋ, and ż of the initial state(design vector) are held at a constant
value of 0. The remaining variables are allowed to vary during the differential cor-
rection process. The variables are adjusted using the STM, which is integrated along
with the equations of motion. The term δX from Equation 3.4 is a constraint term.
Solving Equation 3.4 for the value of xk yields the corrections to the initial condition
vector, also called the design vector.
Xf = [xf yf zf ẋf ẏf żf ]
T (3.13)
Using the symmetry argument as above, the values of yf , xf , zf , and yf are not
considered. The constraints required for symmetry are
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[
ẋf
żf
]
=
[
0
0
]
(3.14)
Within some prescribed tolerance, they should be equal to zero. The differential
correction process drives the constraint vector to zero. Since the constraints above are
already required to be zero, the vector doesn’t need to be modified. It is populated
by the necessary components of the final state vector. The terms of the design vector,
δx are calculated using the matrix inversion. Since
bm is the Jacobian of the constraint vector with respect to the design vector, it is a
square matrix and a normal matrix inversion is used.
δxk = Df
−1δx (3.15)
What results is a Newton iteration.
xk,i = xk,i−1 −Df−1δxf (3.16)
The integration is then performed again, and the process is repeated until the
constraint vector meets the requisite tolerance.
3.2.2 Variable Time
In the variable time version, the value of T/2 is allowed to vary. The design vector
then takes the form
X =

δx
δẏ
δT/2
 (3.17)
CHAPTER 3. COMPUTATION OF ORBITS AND TRANSFERS 31
and the constraint vector is given below.
F (X) =

ẋf
żf
yf
 (3.18)
Since the time is allowed to vary, it is necessary to specify the final value of y in
the constraint vector. This also serves to keep the Jacobian as a square matrix.
Df =

∂ẋf
∂xk
∂ẋf
∂ẏk
∂ẋf
∂T/2
∂żf
∂xk
∂żf
∂ẏk
∂żf
∂T/2
∂yf
∂xk
∂yf
∂ẏk
∂yf
∂T/2
 (3.19)
The values in the first two columns of the Jacobian are elements of the STM,
which can be substituted in. The last column has the time derivatives of the final
state.
Df =

Φ4,1 Φ4,5 ẍ
Φ6,1 Φ6,5 z̈
Φ2,1 Φ4,5 ẏ
 (3.20)
3.3 Multiple Shooting
x1
xf1
x2 xf2
x3
xff
xf
Figure 3.1: Diagram of idea behind the multiple shooting method.
The multiple shooting method is a modification of the single shooting that divides
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the trajectory into subsections[25]. The free or design variables are compiled into the
design vector, here denoted X, where xn ∈ R6×1. The design variable vector is
therefore of length 6n.
X = [x1 x2 x3 x4 x5 x6]
T (3.21)
The constraint vector is generally used to ensure continuity along the trajectory
at the various patch points.
F (X) =

xf2 − x2
xf3 − x3
xf4 − x4
xf5 − x5
xf6 − x6

(3.22)
The Jacobian is the derivative of the constraints with respect to the design vari-
ables, ∂F (X)
∂X
∈ R4n×(4n−1).
∂F (X)
∂X
=

∂(xf2−x2)
∂x1
∂(xf2−x2)
∂x2
. . .
∂(xf2−x2)
∂xn
... . . .
...
∂(xfn−xn)
∂x1
∂(xfn−xn)
∂xn
 (3.23)
Where each element in ∂F (X)
∂X
is ∈ R6×6. Taking, for example, the top left element.
It’s easy to see that since it is a partial derivative of vectors that each element is it’s
own Jacobian matrix.
∂(xf2 − x2)
∂x1
=
∂xf2
∂x1
− ∂x2
∂x1
(3.24)
Some important properties are noticeable after some simplification.
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• ∂x2
∂x1
= 0, since x2 has no dependence on x1
• ∂x2
∂x2
= I6×6
• ∂(x
f
n−xn)
∂xn
= Φ(ti+1, t), the state transition matrix for that particular arc
∂F (X)
∂X
=

Φ1 −I6×6 0 . . . 0
0
. . . . . .
... . . . . . .
0 Φn −I6×6
 (3.25)
It’s often useful to include time in the design variable. Defining tn as the integra-
tion time for the nth arc of the multiple shooting method, the design vector takes the
form below.
X =

x1
x2
...
xn
t1
t2
...
tn

(3.26)
The constraint vector remains unchanged, resulting in a Jacobian matrix ∂F (X)
∂x
∈
R7(n−1)×6n
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∂F (X)
∂X
=

Φ1 −I6×6 0 . . . 0 ẋ1
0
. . . . . . ẋ2
... . . . . . . . . .
0 Φn −I6×6 ẋn
 (3.27)
3.4 Targeting Halo Orbits
3.4.1 Lyapunov
Lyapunov orbits exist in the ecliptic plane and are symmetric about the X-Z plane.
These properties lead to a formulation for an initial state estimate:
x0 = [x 0 0 0 ẏ 0]
T (3.28)
To ensure symmetry, the orbit should pierce the X-Z plane with ẋ = 0 and ż = 0.
Using the single shooting method, the constraint vector is:
F (X) =

yf
ẋf
żf
 (3.29)
As implied in Equation 3.28, the only elements of the state vector allowed to vary
are x and ẏ. These make up the first two entries in the design vector. The last entry
in the design vector is T/2.
D =

x0
ẏ0
T/2
 (3.30)
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The Jacobian is then
DF =

∂yf
∂x0
∂yf
∂ẏ0
∂yf
∂T/2
∂ẋf
∂x0
∂ẋf
∂ẏ0
∂ẋf
∂T/2
∂żf
∂x0
∂żf
∂ẏ0
∂żf
∂T/2
 (3.31)
The first two columns are entries from the State Transition Matrix, and the last
column is comprised of entries from the derivative of the state vector at T/2.
Df =

Φ2,1 Φ2,5 ẏf
Φ4,1 Φ4,5 ẍf
Φ6,1 Φ6,5 z̈f
 (3.32)
Since the Jacobian is a square matrix, the Newton Scheme used is
Xi = Xi−1 −Df−1F (X) (3.33)
Applying the Newton iteration scheme, given sufficiently good initial conditions,
convergence should be occur in just a few steps.
Using the multiple shooting method requires modification of the general Multiple
Shooting method described in 3.3. First, since only x0 and ẏ0 are allowed to vary,
the remaining elements of the initial state vector are removed from the design vector.
Second, since yf ẋf , and żf are the only elements of the final state vector being
constrained, the rest must be removed from the constraint vector. Finally, in order
to ensure that the y intercept is considered from the correct direction, an inequality
constraint is introduced.
ẏf ≥ 0; (3.34)
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Since the multiple shooting method finds the zero, the inequality must be written
in the form f(x) = 0. For this reason, a slack variable β is introduced.
ẏf − β2 = 0 (3.35)
For a multiple shooting method with n = 3 patch points, the design vector now
consist of x and ẏ0 from the initial state vector, the initial state of the second arc
(x2), and the slack variable β:
X0 = [x0 ẏ0 x2 β]
T (3.36)
Where > 0. The first element in the constraint vector remains unchanged, it is
still the continuity constraint for the two arcs.
F (X) =

xf2 − x2
yf
ẋf
żf
 (3.37)
As in Equation 3.27, the diagonal of the Jacobian is made up of elements of the
State Transition Matrices for each of the arcs. However, the first and last STM are
modified due to the changes in constraint and design vectors. The elements of the
first STM included are given as:
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Φ1 =

∂xf2
∂x0
∂xf2
∂ẏ0
∂yf2
∂x0
∂yf2
∂ẏ0
∂zf2
∂x0
∂zf2
∂ẏ0
∂ẋf2
∂x0
∂ẋf2
∂ẏ0
∂ẏf2
∂x0
∂ẏf2
∂ẏ0
∂żf2
∂x0
∂żf2
∂ẏ0

(3.38)
The elements of the last STM included are given as:
Φ2 =

∂yf
∂x2
∂yf
∂y2
∂yf
∂z2
∂yf
∂ẋ2
∂yf
∂ẏ2
∂yf
∂ż2
∂ẋf
∂x2
∂ẋf
∂y2
∂ẋf
∂z2
∂ẋf
∂ẋ2
∂ẋf
∂ẏ2
∂ẋf
∂ż2
∂żf
∂x2
∂żf
∂y2
∂żf
∂z2
∂żf
∂ẋ2
∂żf
∂ẏ2
∂żf
∂ż2
 (3.39)
The derivative entry correspond to the last arc is:
ẋf

ẏf
ẍf
z̈f
 (3.40)
Finally, the Jacobian is:
DF =
[
Φ1 −I6×6 ẋf2 06×1
04×2 Φ2 06×1 ẋf
]
(3.41)
Since the Df is not a square matrix, the newton iteration scheme requires use of
a pseudo inverse.
Xi = Xi −DfT (DfDfT )−1F (X) (3.42)
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Figure 3.2: Lyapunov Orbit calculated using differential correction.
This iteration results in a least squares solution satisfying the constraints of 3.26
or 3.22.
3.4.2 Halo Orbits
The initial conditions for a Halo orbit are similar to 3.28. However, since Halo orbits
are 3 dimensional, they have a z amplitude Az > 0.
x0 = [x 0 z 0 ẏ 0]
T (3.43)
The design vector in the case of the 3D Halo orbit is similar to those in Equation
3.30, however since both x and z are non-zero, the decision of which to include in
the design vector and which to hold constant, must be made. In the case where it’s
necessary to have a specific Az, it’s useful to hold z0 fixed, so that the differential
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correction process doesn’t alter Az. The design and constraint vectors are then exactly
the same as in the Lyapunov case.
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Figure 3.3: Earth L1 Halo Orbit calculated using differential correction method.
3.4.3 Transfers to Libration Point Orbits
Types of Transfers
We will discuss three approaches for transferring spacecraft to their designated Li-
bration point orbit [15, 23].
• Direct Transfer
• Indirect Transfer
• Weak Stability Boundary Transfer
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Direct transfers tend to be the most expensive in terms of ∆V , at least when
compared to other transfer methods to a libration point orbit. Indirect transfer
trajectories make use of the rich dynamics to achieve low thrust transfers to the
desired libration point orbit. Weak stability boundary transfer (WSB) also uses
invariant manifolds, but may use more than one to achieve the desired orbit [23].
WSB transfer trajectories are typically employed when computing low thrust transfers
between LPOs. Research has also been done on using manifolds for interplanetary
transfers[22, 25].
In the indirect method a spacecraft is placed on the stable invariant manifold and
then drifts to the Halo orbit of that manifold. The trajectory can be divided into
three segments [22, 23].
• Transfer Trajectory Insertion (TTI)
• Transfer Trajectory
• Halo Orbit Insertion (HOI)
The TTI will generally take place as an impulsive maneuver from a parking orbit
around one of the bodies. Consider the Sun Earth L1 point. By backwards prop-
agating the stable manifold to some area near the Earth (see Figure 2.5), transfer
trajectories are naturally found. The issue is then to find some trajectory from park-
ing orbit to the manifold. The single or multiple shooting method can be used here,
however since the trajectories are very close to the secondary body; Earth in this case,
numerical stability becomes a concern. Since the invariant manifolds are surfaces of
constant energy, one way to monitor the numerical error is to calculate the Jacobi
constant along each trajectory.
Since the stable manifolds are calculated using backwards integration, the spike
in Jacobi Constant values around t = 4 is near the end of the integration time span.
This coincides with the closet approach to the Earth given a Poincare section at
x = 1− µ. Since the primary and secondary bodies are singularities in the equations
of motion, numerical instability in these regions is expected.
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Figure 3.4: Jacobi Constant variations during numerical integration with 10th order
Runge-Kutta method
Additionally the equation presented by [26] calculates error directly by making
use of the monodromy matrix Φ(T ).
ε ≈ ||λ1||ε(t0) (3.44)
Here, ε(t0) is the initial error at the maneuver from parking orbit. For the Halo
orbit about the Sun-Earth L2 point with initial conditions as given below, the stable
manifold is shown in Figure 3.5
x(t0) =

1.01102841501321
1.1434704× 10−8
0.00392014430224348
7.105861× 10−9
−0.0107911062813058
−2.55252069× 10−7

(3.45)
Transfer trajectories are found by propagating the stable manifold of an Halo orbit
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Figure 3.5: Stable manifold of an L2 Halo orbit in the Sun-Earth system
to an appropriate Poincare section. A Poincare section at y = 0 and ẏ < 0 for an
L1 insertion and a section of y = 0 and ẏ > 0 for an L2 is recommended [22]. This
section should be associated with minimal ∆V cost as the trajectory is tangential to
the secondary bodies motion.
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Figure 3.6: Layout of the weak stability transfer problem.
In Figure 3.6, we can see the Poincare map for the unstable manifold of the
L2 LPO overlaps with the Poincare map of the stable manifold of the L1 LPO. A
spacecraft can depart the the L2 LPO on the unstable manifold and then perform a
∆V maneuver to transfer onto the stable manifold of the L1 LPO.
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Figure 3.7: Close up view of the Earth and the L1 stable manifold.
Figure 3.7 is a zoomed in view of the stable manifold room an L1 Halo orbit as it
approaches the Earth. The point on the Poincare section (not shown) that is closest
to the Earth is indicated with a red star. The black circle is an LEO orbit of 400
nd the green circle is a GEO orbit of 30,000 A number of trajectories fall within a
reasonable range of the Earth, so the closest is arbitrarily chosen as a test point.
For the transfer trajectories discussed , the spacecraft will begin in a parking orbit
with the altitude and inclination specific to the manifold trajectory being used. Franco
et al. [22] provides a solution to this particular problem using some simple geometry.
To find the appropriate parking orbit altitude some point along the manifold surface
is chosen. The most intuitive and practical way to do this is to create a Poincare map
of the stable manifold at some Poincare section near the Earth. In this case, a planar
Poincare section was placed with it’s origin at x = 1 − mu + 0.01. The plane was
given widths(x) and heights(z) w = 0.005 h = 0.1. Figure 3.8 illustrates the location
of the Poincare section.
The Poincare map generate by this method is display in Figure 3.9. The tube like
structure of the invariant manifold is clearly visible. The points in the map can then
be iterated through so as to find the one closest to the Earth.
That point will have a state vector in the form
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Figure 3.8: Stable manifold propagated back to the Poincare section at y = 0
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Figure 3.9: Poincare map of the stable manifold at y = 0. The blue circle is Earth,
orange dots are trajectory intersections with the Poincare section
xm = [xm ym zm ẋm ẏm żm]
T (3.46)
The required parking orbit altitude can be calculated using the following equation
[22]
h =
√
x2m + y
2
m + z
2
m −RE (3.47)
Adding RE back to h is just the distance of the Poincare map point from Earth.
We can find an angle with respect to the ecliptic at which the satellite should be
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orbiting [22].
i = atan
(
zm√
(xm − 1 + µ)2 + y2m
)
(3.48)
From the Poincare map in Figure 3.9, the closest point to Earth is 8.32805×10−5; u
away. This corresponds to a distance of about 11535 km. The orbit altitude and
inclination are then:
h = 5156km (3.49)
i = 5.34◦ (3.50)
(3.51)
These values correspond to a state of:
xT = [1.00007; 1.96864× 10−7; 7.23448× 10−6 − 0.03161 0.27465; 0.00588]
(3.52)
The magnitude of velocity for the circular orbit at altitude h is calculated using:
vc =
√
GME
h+RE
(3.53)
Which yields an orbital velocity of vc = 5.87km/s. The ∆V required to enter the
transfer trajectory is then just the difference between the transfer trajectory start
point velocity, and the velocity of the circular orbit. The calculated ∆V for this
particular transfer (TTI) is ∆V = 2.2993km/s
Using the implemented multiple shooting method, targeting Lyapunov and Halo
orbits has been done as shown in Figures 1.2 and 3.2. The first figure is a recreation
of the SOHO Halo orbit about the Sun-Earth L1. The number of arcs used in the
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dividing up up the reference trajectory is configurable. Regardless of the number of
arcs chosen, the Jacobian in Equation in 3.27 is built to the correct dimensions and
content.
Equation 3.38 is changed to account for the initial positions being held constant,
while only the velocities are allowed to vary.
Φ1 =

∂xf2
∂ẋ0
∂xf2
∂ẏ0
∂xf2
∂ż0
∂yf2
∂ẋ0
∂yf2
∂ẏ0
∂yf2
∂ż0
∂zf2
∂ẋ0
∂zf2
∂ẏ0
∂zf2
∂ż0
∂ẋf2
∂ẋ0
∂ẋf2
∂ẏ0
∂ẋf2
∂ż0
∂ẏf2
∂ẋ0
∂ẏf2
∂ẏ0
∂ẏf2
∂ż0
∂żf2
∂ẋ0
∂żf2
∂ẏ0
∂żf2
∂ż0

(3.54)
The last STM in the Jacobian becomes the full STM for that particular arc, if
end velocities are being constrained. If only position is being constrained, then the
last three rows are removed. The last state derivative entry also has it’s acceleration
elements removed.
ẋf =

ẋf
ẏf
żf
 (3.55)
Figures 3.10b and 3.11 illustrate transfer trajectories from Earth and Venus park-
ing orbits. The trajectories were computed using the multiple shooting method de-
scribed in Section 3.3. Both Halo orbits have Z amplitudes of Az = 100000 km.
Despite the similar sizes, the transfer trajectories have significantly different ∆V cost
for TTI from the parking orbit. The transfer times and ∆V cost for the Earth transfer
are similar to those calculated by [22]. The largest difference is in the HOI ∆V .
Since we are primarily concerned with the total time to achieve orbits, it is impor-
tant to note that the transfer time to Venus L1 does not include time of flight from
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Figure 3.10: Transfer orbit from Earth parking orbit to Halo at Sun-Earth L1.
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with manifolds indicated.
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Figure 3.11: Transfer orbit from Venus parking orbit to Halo at Sun-Venus L1.
Earth. There are many types of interplanetary transfers available. Some of those in-
clude making use of the unstable manifolds of the departing and target planets. For
example in [25], the authors use the unstable manifold of a Sun-Earth-Moon L2 orbit
to depart the Earth, and the stable Manifold of a Mars-Sun L1 to enter into Mars
orbit. This approach requires finding an intersection of the two manifolds, where a
∆V can be applied to transfer from the Earth unstable to the Mars stable. The same
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method could be applied to transfer from Earth to Venus. Instead of departing via
the L2 unstable manifold, the spacecraft would depart via the L1 unstable manifold
and arrive at Venus via it’s L2 stable. Figure 3.12 illustrates this concept. Combining
the two CRTBP models requires a non-trivial implementation, and is not attempted
as part of this research. However, this technique is worth considering for future work.
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(a) Earth unstable manifold departure.
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Figure 3.12: Transfer from Earth L1 to Venus L2
In order to obtain a rough estimate of the total transfer time for Venus and Mer-
cury, a Hohmann transfer is considered. The calculations interplanetary Hohmann
transfers are described in great detail in [27], and replicated below for this case. In the
Hohmann transfer problem, applied to multiple bodies such as in the interplanetary
transfer, a patched conic approach is required. This is due to the multiple spheres
of influence that the spacecraft must pass through. Spheres of influence are typi-
cally defined as regions where a planetary bodies gravitational force is the dominant
gravitational force. The radius of these spheres can be calculated using the following
equation.
RSOI = (
GMp
GMs
)2/5d (3.56)
Where mp and ms are the masses of the planet and the sun, and d is the orbital
radius of the planet. Table 3.1 summarizes the different SOI for Earth, Venus, and
Mercury.
A Hohmann transfer is defined as an elliptical transfer orbit that the spacecraft
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Planet GM(×106km3/s2 Average Orbital Radius(×106km) SOI Radius(×105km)
Earth 0.39860 149.6 9.24660
Venus 0.32486 108.2 6.16228
Mercury 0.022032 57.91 1.35879
Table 3.1: Spheres of Influence for select planets.
follows to move from one orbit to another. In Figure 3.13, that orbit is shown as
"Transfer Trajectory". The arrows indicate the direction of motion of the planets, as
well as the departure and arrival velocities. These velocities are defined in the inertial
Heliocentric reference frame. The magnitude of velocity of a body orbiting the sun
may calculated using:
v =
√
µsun
a
(3.57)
Where µsun is the gravitational parameter of the sun and a is the semi-major axis
of the orbit. In transferring to the inner solar system, the departing velocity occurs
at the apoapsis of the elliptical transfer orbit, and the arriving velocity occurs at the
periapsis. Periapsis occurs at the point of closest approach, which is coincident with
the semi-major axis of the inner planets orbit. While apoapsis occurs at the furthest
point. These two distances can be referred to as R1 and R2. Where R1 is apoapsis
and R2 is periapsis.
vd =
√
2µsunR2
R1(R1 +R2)
(3.58)
va =
√
2µsunR1
R2(R1 +R2)
(3.59)
The relative velocity of required by the satellite after it leaves the Earth’s sphere
of influence is then calculated:
vr = vd − vE (3.60)
Since the lowest velocity occurs at apoapsis, these will all result in negative relative
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Figure 3.13: Hohmann Transfer
velocities. The spacecraft must lose angular momentum in order to approach the inner
planets. Table 3.2 shows values for transfers from Earth to Venus and Mercury.
To achieve these relative velocities, the spacecraft must reach exit the SOI with
excess velocity. This excess is the departure relative velocity from Table 3.2. Assum-
ing the spacecraft departs from a circular parking orbit of approximately 400km, the
total ∆V required to enter the elliptical transfer orbit can be computed as follows:
vpo =
√
µearth
Rearth + 400km
(3.61)
This yields a parking orbit velocity of vpo = 7.67km/s. The ∆V to achieve the
required hyperbolic departure trajectory is then
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Destination Arrival(km/s) Departure (km/s) Arrival Relative (km/s) Departure Relative (km/s)
Venus 37.73 27.29 2.71 -2.49
Mercury 50.82 22.25 10.12 -7.53
Table 3.2: Velocities for Hohmann Transfers.
∆v = vpo(
√
2 + (
vde
vpo
)2 − 1) (3.62)
Where vde is the excess velocity required. The required ∆V is 3.46km/s for the
Earth to Venus transfer, and 5.53km/s for the Earth to Mercury transfer.
The time of flight can be calculated from the following equation:
t1/2 =
π
µsun
(
ad
aa
)3/2 (3.63)
The time of flights are then t1/2 = 146.1days for Venus, and t1/2 = 105.5days for
Mercury.
If we consider that the spacecraft depart an Earth parking orbit and enter a
parking orbit at either Venus or Mercury, then the total time of flight, assuming a
negligible amount of time for entering the correct parking orbit at the target planet,
is the transfer time of the elliptical transfer orbit added to the transfer time from
parking orbit to the respective L1 point.
Chapter 4
Conclusion
4.1 Implementation
The numerical methods described in Chapters 3 were implemented in the Julia pro-
gramming language. Julia was chosen for speed and the extensive suite of ODE solvers
provided by the DifferentialEquations.jl package [28, 29]. One of the key features of
this package was it’s implementation of event detection, which greatly simplifies the
calculation of Poincare sections, which are crucial for finding potential initial condi-
tions for transfer orbits. The code was written to be relatively general to allow for
reuse wherever possible. In particular the Jacobian created for the multiple shooting
method is populated automatically dependent on what boundary values are allowed
to vary. A key assumption is that continuity requirements will always include both
the position and velocity of the spacecraft.
4.2 Results and Discussion
Halo orbits and transfers where generated from 1000km to 150000 km for Earth and
Venus, while halo orbits of 1000 km and 100000 km were generated for Mercury. No
particular assumptions were made about the parking orbit the spacecraft would be in,
other than not allowing the altitude of the orbit to be below the surface of the planet.
In order to address stability concerns while integrating near a singularity, such as
53
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Earth in the CRTBP, the transfer orbits were integrated backwards from the HOI
maneuver. The initial conditions for transfer were selected by finding the manifold
trajectory that approached closest to the planet. In this case only 40 manifold tra-
jectories were calculated for each orbit, however if further refinement was necessary
it is trivial to increase the number of manifold trajectories.
Az km Time(days) TTI ∆V m/s HOI ∆V m/s
1000 227.14 2360.9 0.0366
50000 227.67 2319.6 0.0366
100000 227.96 2412.1 0.0366
150000 228.65 2575.7 0.0366
Table 4.1: Sample of transfers to varying size Halo orbits at Sun-Earth L1
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Figure 4.1: Transfer from Earth parking orbit to L1 Halo, with Az = 1, 000km
Venus transfer orbits exhibit similar behaviour to the Earth transfer orbits in that
they have a constant HOI and a steadily increasing TTI ∆V . However, the transfer
times are significantly shorter.
The transfer times shown in Figure 4.3 for Mercury to Sun-Mercury L1 are much
shorter than comparable Earth and Venus transfers. The difference in ∆V between
the smallest and largest orbit are also quite large.
Tables 4.4 and 4.5 summarize transfer times and ∆V for the small 1000 km and
the larger 150,000 km orbits. The ∆V requirements are of particular interest as they
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Figure 4.2: Transfer from Earth parking orbit to L1 Halo, with Az = 50, 000km
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(a) Top down view of transfer orbit
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Figure 4.3: Transfer from Earth parking orbit to L1 Halo, with Az = 150, 000km
are exceptionally high. Considering that the MESSENGER spacecraft had a ∆V
budget of 2.3 km/s[30], it seems unlikely that a spacecraft on chemical propulsion
would be able to achieve the thrust required.
The combined transfer times of Hohmann and Halo orbit trajectories are very
reasonable. However, considering the ∆V requirements, it’s unlikely that a satellite
for this mission would make use of the Hohmann transfer method.
Further research for this mission should involve investigation of interplanetary
transfers that make use of Weak-Stability transfers. As discussed in Chapter 3, weak
stability transfers can be used to move a satellite between two Halo orbits by ex-
ploiting the dynamics of the manifolds. Additionally, the Halo orbits generated can
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Figure 4.4: Transfer from Earth parking orbit to L1 Halo, with Az = 200, 000km
Az km Time(days) TTI ∆V m/s HOI ∆V m/s
1000 133.73 2482.59 0.059
50000 133.76 2525.65 0.059
100000 133.92 2656.04 0.059
150000 134.70 3112.91 0.059
Table 4.2: Sample of transfers to varying size Halo orbits at Sun-Venus L1
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Figure 4.5: Transfer from Venus parking orbit to L1 Halo, with Az = 1, 000km
be further refined by moving from the CRTBP to the Elliptical Restricted Three
Body Problem (ERTBP), or the ephemeris model. The ephemeris model makes use
of planetary ephemerides generated by the NASA Jet Propulsion Lab to accurately
represent planet positions and velocities in three dimensional space. Lagrange point
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Figure 4.6: Transfer from Venus parking orbit to L1 Halo, with Az = 50, 000km
0.988 0.99 0.992 0.994 0.996 0.998 1 1.002
X
-5
-4
-3
-2
-1
0
1
2
3
4
5
Y
10
-3
(a) Top down view of transfer orbit
-1
5
-0.5
1
0
10
-3
0.998
0.5
Y
10
-3 0 0.996
X
1
0.994
0.992
0.99-5
(b) 3D view of transfer orbit
Figure 4.7: Transfer from Venus parking orbit to L1 Halo, with Az = 150, 000km
orbits about L3,L4, and L5 should also be investigated as they are of concern but
were not covered as part of this research.
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Figure 4.8: Transfer from Venus parking orbit to L1 Halo, with Az = 200, 000km
Az km Time(days) TTI ∆V m/s HOI ∆V m/s
1000 44.09 1448.18 0.15
150000 45.52 3153.10 0.15
Table 4.3: Sample of transfers to varying size Halo orbits at Sun-Mercury L1
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Figure 4.9: Transfer from Mercury parking orbit to L1 Halo, with Az = 1, 000km
Destination Transfer Time(days) Total /DeltaV (km/s)
Venus 279.83 9.24
Mercury 149.59 15.05
Table 4.4: Transfer time and ∆V for Venus and Mercury Halo orbits Az = 1000
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Figure 4.10: Transfer from Mercury parking orbit to L1 Halo, with Az = 150, 000km
Destination Transfer Time(days) Total /DeltaV (km/s)
Venus 280.02 9.87
Mercury 151.02 16.75
Table 4.5: Transfer time and ∆V for Venus and Mercury Halo orbits Az = 150000
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