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Abstract
Fractures of the proximal femur represent a critical entity in the western world, particularly with the growing
elderly population. Such fractures result in high morbidity and mortality, reflecting a significant health and
economic impact on our society. Different treatment strategies are recommended for different fracture types,
with surgical treatment still being the gold standard in most of the cases. The success of the treatment
and prognosis after surgery strongly depends on an accurate classification of the fracture among standard
types, such as those defined by the AO system. However, the classification of fracture types based on x-ray
images is difficult as confirmed by low intra- and inter-expert agreement rates of our in-house study and also
in the previous literature. The presented work proposes a fully automatic computer-aided diagnosis (CAD)
tool, based on current deep learning techniques, able to identify, localize and finally classify proximal femur
fractures on x-rays images according to the AO classification. Results of our experimental evaluation show that
the performance achieved by the proposed CAD tool is comparable to the average expert for the classification
of x-ray images into types “A”, “B” and “normal” (precision of 89%), while the performance is even superior
when classifying fractures versus “normal” cases (precision of 94%). In addition, the integration of the proposed
CAD tool into daily clinical routine is extensively discussed, towards improving the interface between humans
and AI-powered machines in supporting medical decisions.
Introduction
Proximal femur fractures are a significant problem especially of the elderly population in the western world.
Starting at an age of 65 the incidence of femoral fractures increases exponentially and is almost doubled every
five years. The arising consequences of proximal femur fractures have a significant socioeconomic impact since
the mortality rate one year after the accident ranges between 14 and 36% [1, 2, 3].
In almost all cases, surgical treatment has to be considered the gold standard [4]. However, the indication
for surgery and the choice of surgical implant strongly relies on the classification of the fracture itself. In this
context, the Arbeitsgemeinschaft fu¨r Osteosynthesefragen (AO-Foundation) established a generally applicable
and valid classification system for fractures of all bones of the skeleton based on x-rays in two orthogonal
planes. In the common literature, the AO classification for proximal femur fractures was claimed to present a
better reproducibility compared to other classification systems such as the Jensen classification [5]. The AO
classification is of hierarchical character, as it can be seen in Fig. 1-a, and is determined by the localization
and configurations of the fracture lines, so that in case the trochanteric region is broken, these fractures are
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Figure 1: Challenges of hierarchical classification and proposed CAD system. (a) Hierarchical
classification according to the AO standard. Two scenarios are considered: i) fracture detection (2 classes), ii)
classification of the fracture into type A or B (3 classes). (b) Examples of regions of interest of x-ray images in
our dataset, from top to bottom: healthy femur, fracture type A and B, respectively are shown. (c) Schematic
representation of the CAD model. At training time, an x-ray image and its class label according to the AO
standard are given as input, whereas for inference, only the x-ray image is presented as input. As output, the
type of fracture is predicted and an activation heatmap is provided.
considered as “A” and those of the subcapital area as “B” fractures. The further division in classes A and B
into subclasses 1 through 3 indicates the complexity of the fracture considering the number of fracture lines as
well as the displacement of fragments. However, adequately classifying fractures according to the AO standard
based on x-rays needs several years of experience.
This hierarchical process of correct classification of proximal femur fractures is trained during daily clinical
routine in the trauma surgery department. However, the learning curve of young trauma surgery residents is
long and shallow, as shown by the significant difference in the inter-reader agreement of 66% among residents
vs. 71% among experienced trauma surgeons [6]. Up to date, young trauma surgeons and medical students
majorly rely on the judgment call of colleagues and attendants to achieve a correct classification in order
to introduce the best therapeutic option to the patient. Although, there are several online support systems
available such as the “bone ninja” or the “AO surgical reference”, these do only demonstrate the different
fracture classifications comparable to a textbook. Currently, there is no available automatized system capable
of classifying x-ray images individually and fracture-specifically. Therefore, the aim of this work was to develop
a computer-aided diagnosis (CAD) tool based on radiographs to automatically identify proximal femur fractures
in a first step, and consecutively classify them according to the AO classification, thereby, effectively assisting
the therapy planning and finally improving the outcome of the individual patient.
To the best of our knowledge, our team is the first to address the categorization of x-ray images according to
a medical classification standard in cases of proximal femur fractures. The chosen AO standard is based on
the detection, relative localization, and classification of the fracture lines. From an image-analysis point of
view, these three tasks present several technical challenges (see Fig. 1-b). At first, x-ray image quality is often
deteriorated by noise and poor contrast. Secondly, fracture lines are thin and subtle with respect to the full
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Cohen’s kappa Exp2 - Read1 Exp3 - Read1 Exp1 - Read2 Exp2 - Read2 Exp3 - Read2
Exp1 - Read1 0.6682 0.3203 0.9269 0.6432 0.6136
Exp2 - Read1 0.3576 0.7061 0.6820 0.6742
Exp3 - Read1 0.3703 0.5730 0.5725
Exp1 - Read2 0.7156 0.6863
Exp2 - Read2 0.9294
All - Intra 0.7271 (0.6820) ± 0.1482
All - Inter 0.6048 (0.6557) ± 0.1691
Table 1: Intra-, inter-expert agreement for fine-grained 7-class classification. Cohen’s kappa assesses
the reliability of the agreement between a pair of observers, when assigning categorical ratings, to a number of
items. Here, we used it to quantify the agreement between each pair of clinical experts classifying fractures on
x-ray images of proximal femura. As a summary, in the last two rows, we report for all experts: mean, median
in brackets and standard deviation. The highlighted indices in bold correspond to the intra-rater agreement
between the first (Read1) and second (Read2) readings.
image. Moreover, fractures may resemble other structures present in the image e.g. skin folds. Finally, there
is a large variability in terms of location and number of bone fragments.
Initial prior work for detection and classification of fractures [7, 8, 9] has focused on conventional machine
learning pipelines consisting of preprocessing, feature extraction and classification steps. For example, Bayram
et al. [9] rely on metrics, like the number of fragments, that are sensitive to low quality of x-ray images.
More recently, deep learning has overcome some limitations of such approaches thanks to the integration
of the discriminative feature learning within the predictive models. Deep learning models have shown a
remarkable performance in automatic detection and classification of objects in the computer vision community
[10, 11, 12, 13], and are increasingly used in the medical domain, e.g. to assist dermatologists in the detection
of skin cancer [14]. A recent study has also shown their effectiveness for normal vs. bone fracture discrimination
[15].
In this work, we show that Convolutional Neural Networks (ConvNets) trained on x-ray images and image-wise
class-annotations constitute a suitable predictive model for automatic and on the fly classification of individual
fractures according to the AO standard. We demonstrate the applicability of such models on a clinical dataset
of 1347 radiographs with a performance similar to expert radiologists and trauma surgeons [6]. We further
propose a modification of the typical classification workflow considering a localized region of interest (ROI)
around the fracture, selected either manually or automatically, which further improves the classification results.
In the light of our in-house study on the intra- and inter-expert classification agreement, the proposed Artificial
Intelligence tool has an effective potential to support the diagnosis. Finally, we address the question of how to
effectively integrate such tool into the daily clinical routine.
Results
Proximal femur fractures dataset. Our dataset of proximal femur images was collected at the University
level I trauma center, Klinikum Rechts der Isar in Munich, Germany. Overall, 672 patients were enrolled with a
total of 1347 x-ray images. Most of the images were anterior-posterior, only 4% were lateral views. To establish
a ground truth classification for the images, three clinical experts participated in the evaluation: one 5th-year
resident trauma surgeon, one trauma surgery attendant and one senior radiologist. The set of all images was
divided into two parts. One-third was assigned to the resident, and two-thirds to the trauma surgery attendant.
The classifications provided by the two of them were later confirmed by the senior radiologist. The reader is
referred to the Methods section for further details of the dataset.
Intra- and inter-expert agreement is strong for identifying the presence of fractures, and telling
appart “A” and “B” fracture types, however it drops significantly when further classes are
considered. Our first contribution is a study quantifying the agreement among three experienced readers
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Figure 2: Intra-rater agreement. (a) Cohen’s kappa coefficients for 2-, 3- and 7-class scenario. (b) Kappa
indices per class for the fine-grained 7-class classification. In shades of red and green, “A” and “B” subclasses
are depicted, respectively. The boxplot shows the median and standard deviation of the coefficients.
when classifying proximal femur x-ray images from our in-house dataset according to the AO standard. We
investigated the intra-expert reliability and inter-expert agreement on the classification. The clinical experts
evaluated 230 radiographs selected from the entire dataset1 needing an average time of 46 minutes. Regarding
the classification, we looked at three scenarios: fracture detection (“normal” vs. “fracture present”), further
division of the “fracture present” class into types “A” and “B”, and finally, subclassifiying types A and B into
classes 1 to 3. The last subdivision indicates the complexity of the fracture. For each scenario, the three clinical
experts (Exp1: a trauma surgery attendant, Exp2: a senior radiologist and Exp3: a trauma surgery attending
1st year) performed the classification independently from each other, filling the results in separate data sheets.
They evaluated the radiographs twice 2-3 weeks apart. We computed Cohen’s kappa indices between each pair
of experts in the first (Read1) and second (Read2) readings to investigate intra- and inter-rater agreement.
To quantify the agreement among pairs of observers, the Cohen’s kappa coefficient was used. It should be
mentioned that the three experts participated in the creation of the ground truth classification, although the
evaluation for this study was conducted two years after the ground truth was created.
In Figure 2, the analysis of intra-rater reliability is demonstrated. At first, in Fig. 2-a the intra-observer
agreement for the different scenarios was investigated. We report the mean, median in brackets and ± the
standard deviation. We found the following results, for binary classification: 0.8852 (0.8591) ± 0.0643, for 3
classes classification: 0.8962 (0.8704)± 0.0628, and for the fine-grained classification: 0.7271 (0.6820)± 0.1482.
According to Landis and Koch [16], for 2 and 3 classes the intra-expert agreement is considered almost perfect
(κ > 0.8), and substantial (0.6 < κ ≤ 0.8) for 7 classes. However, while for the first and second scenarios the
standard deviation was only of 6%, for the latter it grew to 14%. Secondly, in Fig. 2-b, we explored in depth
the reliability of the agreement per class. It can be observed that there is a significant difference in agreement
identifying “normal” cases than the fracture subclasses. The highest agreement, rated as substantial, is found
for A1 and B1. Other classes like A2 and B2 are ranked as moderate (0.4 < κ ≤ 0.6). B3 shows the lowest
reliability, considered as fair (0.2 < κ ≤ 0.4). A3 presents the broader variability, although due to the reduced
number of samples (5), we cannot consider it significant.
Regarding inter-expert reliability, we found an agreement of 0.8777 (0.8725) ± 0.0779 for 2 classes and of
0.8867 (0.8962) ± 0.0728 for 3 classes. The fine-grained 7-types classification study is further analyzed in
Table 1. The agreement between every pair of experts, and also between the first and second reading is
reported. As to be expected, the mean intra-expert variability is smaller than inter-expert for the 3 scenarios.
Again, variability is high for the fine-grained 7-class classification, the indices in Table 1 vary from 0.3 (fair)
to 0.9 (almost perfect).
1 The 230 x-ray images that the clinical experts evaluated are the same ones classified by the CAD model. For 2 classes,
“normal”: 115, “fracture present”: 115. For 3 and 7 classes, 55 “normal” images were not considered to employ a class-balanced
distribution, “A1”: 25, “A2”: 25, “A3”: 5, “B1”: 20, “B2”: 20, “B2”: 20, “normal”: 60.
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2 classes 3 classes
Fracture Normal Avg. A B N Avg.
Full images
Accuracy 0.83 0.83 0.83 0.86 0.87 0.94 0.89
Precision 0.78 0.90 0.84 0.86 0.78 0.88 0.84
PPV 0.78 0.90 0.84 0.86 0.78 0.88 0.84
Manual ROIs
Accuracy 0.94 0.94 0.94 0.91 0.91 0.91 0.91
Precision 0.93 0.94 0.94 0.98 0.87 0.81 0.89
PPV 0.93 0.94 0.94 0.98 0.87 0.81 0.88
Table 2: Classification metrics for evaluation of full images vs. manual ROIs. Accuracy, precision
and positive predictive value (PPV) of our model trained on full x-ray images vs. manually provided ROIs.
A performant baseline model for classification of full x-ray images. We designed our baseline CAD
model receiving a radiograph as input and computing in real-time the predicted class. On top of the class
prediction, we also provide an explanatory activation heatmap overlayed on the input image. A simplified
diagram of the CAD tool illustrating this principle can be found in Figure 1-c.
To target the classification of proximal femur fractures, a sequential approach was used. At first, the problem
of pathology detection was addressed in a 2-class approach: “fracture present” versus “normal” or “no fracture
present”. Secondly, the “fracture present” class was further divided into type “A” and “B”, resulting in 3
classes. According to the AO standard, fractures are classified as type “A” when fracture lines are located
in the trochanteric region, and as type “B” when they are in the subcapital area (see Fig. 1-a). For each
scenario, we trained a residual network [17] addressing the classification task. Please refer to the Methods
section for details. In Table 2, we present the accuracy, precision and positive predictive value (PPV) for the
classifications of full x-ray images in two hierarchical scenarios. It can be observed that, the performance of
the model is maintained when the number of classes was increased from 2 to 3, with an average precision of
0.84 for both cases. Moreover, the CAD model classifies the test-set of 230 images in about 20 ms vs. the 46
minutes required by the experts.
Fracture localization improves precision in proximal femur fracture detection by 12% and clas-
sification by 6%. Next, we investigated the influence of localizing a relevant ROI prior to the classification.
Here, the ROI was provided by our experts, who draw a square around every femur head. The cropped image
containing only the ROI was then used as input to the CAD model instead of the full image. As it can be seen
in Table 2, the use of a region of interest instead of the full image increased all the classification metrics. In
this case, the network visualizes the characteristics (location, shape, number of fragments) of the fracture at a
preferable resolution. These results confirm our initial findings on the importance of localization for fracture
classification [18]. While the improvement in fracture detection accounts for 12% (from 0.84 to 0.94), when the
model has to differentiate between fracture type “A” and “B”, the improvement is of 6% given the increased
difficulty of the task.
Classification on automatically predicted ROIs achieves similar performance to manually defined
ROIs. In the previous subsection, it was demonstrated that localization of the abnormality improves the
classification metrics. Therefore, in this section we focused on an automatic method to localize the ROI within
the radiograph. We leveraged the bounding box annotations, manually provided by our experts, to formulate
the problem as a regression, in which the goal was to find the ROI in the radiograph. To this end, an auxiliary
ConvNet was trained to predict the extreme points of the bounding box. In Fig. 3-a, some examples of the
manually provided and the predicted bounding boxes are illustrated. Even though there is not a unique way
to define a bounding box, we found that the manually defined bounding boxes always contained the center of
the predicted ROIs. After the model had learned, the predicted ROIs were classified, by feeding them to the
network of the previous subsection. We observed in Fig. 4, that the classification tool performed similarly on
the automatically extracted regions and the ones manually provided by the experts. However, the automatic
localization removes the need of an expert intervention during test time.
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ba
Figure 3: Localization capabilities of the CAD system. (a) Manually delineated (green) and predicted
(blue) bounding boxes for the region of interest in the radiograph. (b) Visualization of the activation heatmaps
of the network. The heat-color map ranges from least (blue) to maximum (red) attention.
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Figure 4: Influence of localization in classification. Accuracy, precision and positive predictive value
(PPV) for (a) binary (b) and 3-class classification for the models trained on full x-ray images (red), predicted
bounding boxes (orange) and manually delineated regions of interest (blue).
As just mentioned above, ROIs cannot be standardized, i.e. there is not a unique definition of a correct bounding
box. We further investigated the robustness of our model against the variability of the scale of the predicted
ROIs. The predicted bounding boxes were scaled by the following values [0.75, 1.00, 1.25, 1.50, 1.75, 2.00] and
fed to the classification network. We gathered the predictions at each scale and quantified the percentage of
correct predictions across scales, i.e. how many scaled ROIs supported the correct classification. Results are
reported in Figure 5. They show a mean support for the correct prediction of 93.82% and 88.35% for 2 and 3
classes, respectively. We can conclude that the model is robust to a variety of scale changes, and furthermore,
the disagreement can alert a possible misclassification.
Competitive results on fracture classification regarding clinical expert-level performance. In order
to evaluate the relevance of the above results, we compared the best-performing model against the individual
performance of the three experts on the two readings and their average. A Receiver Operating Characteristic
(ROC) analysis was carried out by using the ground truth as target classification. To this end, ROC curves were
built from the reciprocal relation between sensitivity and specificity calculated for all the possible threshold
values. In Figure 6, only for visualization purposes, the x-axis has been inverted, i.e. we show “Sensitivity”
instead of “1-Sensitivity”. The performance of each expert against the others can be analyzed, but in this case,
only one point of the ROC space is obtained. Our CAD model performed similarly compared to the average
expert results in fracture classification, and it performed better than the average expert regarding the fracture
detection task.
Automatic detection of the fracture region as a by-product of classification. ConvNets have been
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Figure 5: Classification robustness and informative disagreement across scales. Support of the
system, across different scales [0.75, 1.00, 1.25, 1.50, 1.75, 2.00]. We gathered the predictions of the scaled regions
of interest, and quantified how many were correctly classified for (a) fracture detection and (b) classification.
The boxplot shows the median and standard deviation of the support for all test images (in blue), correctly
classified (in green) and misclassified (in red).
2 classes 3 classes
Automatic ROIs Fracture A B N Avg.
Accuracy 0.90 (↑7%) 0.87 ( 0%) 0.86 (↑5%) 0.91 (↑7%) 0.88 (↑4%)
Precision 0.90 (↑7%) 0.97 (↑5%) 0.75 (↑4%) 0.83 (↑12%) 0.85 (↑8%)
PPV 0.90 (↑7%) 0.97 (↑5%) 0.75 (↑4%) 0.83 (↑12%) 0.85 (↑8%)
Table 3: Classification metrics obtained from the evaluation of automatic ROIs. Accuracy, precision
and positive predictive value (PPV) of our shallower architecture trained for plain classification and simulta-
neously retrieving automatically the region of interest. In brackets the relative improvement with respect to
the classification-only method is presented. Please refer to Methods section for implementation details.
criticized for being black-box classifiers. Here, we demonstrate that in addition to improving the classification
results, the localization of the region of interest improves the interpretability of a CAD system based on
ConvNets. Indeed, accompanying the class-prediction with spatial map of the regions supporting the decision
provides a handy way to check their consistency. Even in the case where manual ROIs cannot be collected,
automatic regions of interest can be obtained with the shallower network from [19, 20], details can be found in
Methods section.
In contrast to the results in previous subsections, this variant of the system simultaneously detects a ROI and
provides a class prediction, based only on image-wise class annotations, and therefore, without the requirement
of building a database of ROIs for training. The achieved performance of the architecture is able to automat-
ically retrieve the fracture region as a byproduct of classification. For comparison purposes, we report the
improvement of this variant with respect to a similar architecture trained for classification-only. The results
can be found in Table 3. Accuracy, precision and PPV of the proposed method are presented, along with
the relative improvement with respect to the classification-only approach in brackets. Finding the ROI as a
by-product of classification results in an improvement in precision of 7% for binary classification and of 8%
for the 3-class classification. Furthermore, in Fig. 3-b, the displayed activation heatmaps identify the most
important image parts defining the classification type, as found by Kumar et al. [21]. For most of the cases, it
was verified that the network gathers its attention on the fracture region and, consequently, the classification
outcome is based on features that are automatically learned by the characteristics of each fracture type.
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Figure 6: Clinical experts vs. CAD system. Comparison of specificity measuring the proportion of
negatives correctly identified, against sensitivity accounting for the number of positives correctly found, for
(a) fracture detection and (b) classification. The set of colors distinguish the CAD system from the individual
experts. The filled shapes illustrate the first (triangle) and second (square) readings. The mean performance
of every expert is depicted by colorful circles, and the average clinical expert by a black circle.
Discussion
Proximal femur fractures present a huge socioeconomic problem especially in the elderly population. The
adequate and exact graduation of these fractures according to the AO classification is highly important for the
following treatment and the clinical outcome of the patients. Accurate fracture classification is a hard task to
achieve and it takes years of experience to learn from colleagues, textbooks and the internet. Such solutions,
however, do not provide detailed help for an individual case to be evaluated by a 1st or 2nd year resident of
trauma surgery.
From a technical point of view, the automated image analysis of fractures present significant challenges due to
the poor contrast and large variability of the fractures, as described earltier. Such difficulties are exacerbated
for proximal femur fractures due to background clutter and the presence of overlapping structures in the pelvic
region, as recognized by Wu et al. [22].
In the general context of fracture detection, the predominant approach to overcome such technical challenges
has been stacking of multiple image preprocessing steps, including noise removal, filtering and edge-detection
techniques [7, 9], followed by an explicit segmentation of the bone regions [9, 23]. After preprocessing, the
actual fracture detection typically consists of a feature extraction step (e.g. wavelets [7]), and a machine
learning algorithm (e.g. Support Vector Machine [9] or BayesNet [7]) modeled to solve the binary (fracture
vs. normal) classification problem. The main drawback of such multiple-step approaches is the propagation
and accumulation of intermediate errors in the early stages towards the final prediction.
End-to-end approaches avoiding multiple stages have recently come forward with deep learning. The power
of ConvNets for fracture detection has been demonstrated for various anatomical regions, such as pelvis [22],
spine [23] or wrist [24]. These methods point to the effectiveness of ConvNets to assist the radiologist’s analysis,
towards reducing the false negative rate and boosting the speed of decisions. However, the methods above target
still the binary detection problem (fracture vs. normal). The only exception is the work of Olczak et al. [25],
who addressed a multi-class classification problem for four classes: fracture, laterality, exam-view, body part.
In our opinion, the real clinical application of such fracture CAD tool is assisting the decision for the adequate
treatment of proximal femur fractures. Therefore, the presented work focuses on an end-to-end method capable
of identifying multiple classes according to a clinical classification standard such as the AO.
Finally, there is an increasing demand to improve the interpretability of deep learning predictions of medical
CAD systems [24]. In this direction, Roth et al. [23] proposed the detection of vertebrae fractures at a patch
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level. By collecting expert markers indicating the fracture localization and training for binary classification,
they were able to provide as output interpretable probabilistic maps localizing the fractures. However, it is
known that patch-based approaches are redundant and do not efficiently aggregate the information across
patches. In our approach, instead we have used the end-to-end localization of the region of interest to improve
the classification and explain the predictions.
In terms of imaging modalities, X-ray based fracture detection models have been targeted more frequently in
the literature [7, 9, 24, 26] than computed tomography (CT) cases [22, 23]. Compared to CT, classification tasks
based on X-ray images are confronted with the depth ambiguity resulting from projecting and accumulating
the 3D information in a 2D plane.
In this paper, we present a deep learning CAD system capable of detecting fractures of the proximal femur
based on plain x-rays, and different to any prior approach, also of classifying the type of fracture according
to the AO standard. Such classification is far from trivial, as demonstrated by the intra- and inter-expert
agreement, both in the literature [6] and in our own study. In this direction, our CAD system shows expert-
level classification results for both the 2 and 3 class problems with an average false negative rate of 0.17 on full
images, of 0.15 on automatically predicted regions of interest, and of 0.13 on manually fetched ROI for the 3
class problem.
Our system is one of the first works primarily intended to support the everyday activity of residents during
their training in trauma surgery. Since trauma is often associated with emergency situations, the system has
been designed to make fast decisions and thereby, facilitate an accurate choice of treatment and implants. The
value of our CAD classification predictions is comparable with that of experienced radiologists and surgeons,
even for the cases where a full image with no further information is provided as input.
In order to favor the adoption of the proposed CAD system, we devise several strategies for improving both,
the interpretability of the results, as well as, the possibilities for human-machine interaction. First, along with
the predicted class labels, we provide as an additional output the activation maps supporting the decision.
These activations consist of heatmap images (Fig. 3-b) highlighting the specific local regions where the system
focuses its attention, in order to fetch features for the final prediction. It should be noted that the system
leaves out the irrelevant regions (background, other anatomical regions). In case the heatmaps indicate a
region of support outside the expected anatomy, we provide a minimal interaction tool, consisting of two clicks
to manually select the region of interest around the fracture. Classification on the selected region of interest
leads to both a positive and significant improvement in the prediction as described in Results section.
A third way of interaction is to use the learned feature space directly fetched from the last layer of the network
to retrieve similar images. In order to visualize its relevance for retrieval, we projected the learned feature
representation of the testing images to two dimensions by means of the t-SNE algorithm [27]. As it can be
seen from Figure 7, in the embedded space, the points belonging to different classes for both the 2- and 3-class
problems are successfully separated. Thus, building an image retrieval system will help the experts analyze
the complex cases by comparing them with the retrieved samples. Such a retrieval system can also be used by
residents to learn about variants of a single fracture type making a good use of the data already available in
the hospital.
To better understand the performance of the proposed CAD system, we have further analyzed the behaviour of
our model under different levels of zooming and different strategies for selecting the region where to zoom. In the
Results section, we demonstrated that zooming is an important key for improving the classification, suggesting
that ROIs allow the model to fetch more discriminative features of the fracture type. Two adaptations were
proposed, where the region of interest was either obtained automatically by an auxiliary (localization) network,
or inferred directly from the classification network. Although the latter approach did not reach the performance
of the manual or supervised region of interest extractions, it does neither require any interaction nor the
tedious collection of a dataset with annotated regions of interest. This is an important aspect to consider when
extending the system to other large bones from retrospective data.
One difficulty in collecting ROI annotations, is that there is not a unique way to define them. The ROI has to
include the fracture, but how much context around the regions of interest should be covered is undetermined.
To study the effect of the uncertainty in the definition of the ROI, we conducted an experiment under a large
variation of the region of interest’s scale. In this experiment, we fed regions of interest of different scaling
(varying from 0.75 to 2.00 of the manual annotations) as the input to our system and obtained a mean support
for the correct prediction of 93.82% and 88.35% with 12.34% and 16.58% standard deviation for 2 and 3 classes
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Figure 7: Projected 2D space learned by t-SNE. (a) Fracture detection. At first, we observed that the
model was able to differentiate and group left or right femur. These two clusters were especially differentiated
in the “normal” class. Secondly, in the “fracture” class subgroups of type “A” and “B” were found, even if
the network was only trained for binary classification. (b) Fracture classification. To support the learning of
trainees, our model can be used as a retrieval system to recover the most similar images to the one provided.
10
aA1 A2 A3 B1 B2 B3
A1
A2
A3
B1
B2
B3
5 2 0 0 11 7
3 19 0 0 0 3
0 5 0 0 0 0
4 1 0 5 5 5
1 0 0 0 10 9
0 0 0 0 11 9
0
4
8
12
16
20
A1 A2 A3 B1 B2 B3
A1
A2
A3
B1
B2
B3
13 3 0 6 3 0
7 17 0 1 0 0
1 3 0 1 0 0
2 0 0 17 1 0
2 0 1 6 7 4
2 0 0 3 4 11
0
4
8
12
16
20
b c
A1 A2 A3 B1 B2 B3
A1
A2
A3
B1
B2
B3
3 7 0 3 12 0
1 22 0 0 1 1
0 4 1 0 0 0
1 0 0 9 10 0
0 0 0 1 17 2
1 0 0 0 12 7
0
4
8
12
16
20
Figure 8: Confusion matrices for fine-grained classification. Prediction (a) on full image, (b) with
supervised localization, (c) on manually selected ROIs. Rows correspond to ground truth labels and columns
to predicted labels.
respectively. These values demonstrate the robustness and stability of the CAD system to scale variation for
most of the cases. Moreover, the disagreement across different scales was shown to be informative of spurious
predictions, as was also confirmed by [28].
As future work, we plan to include methods for quality control [29], i.e. the model will provide an estimate of
uncertainty regarding the given classification, and we will consider extending the CAD system to finer levels
of granularity (A1, A2, A3, B1, B2, B3). As our initial exploratory experiments show that weighted cross
entropy and data augmentation techniques do not suffice, we will consider additional means to handle the large
imbalance in the frequency of appearance of the classes [30] (our current dataset contains only 16 images of
class A3 while 212 of class B2). Figure 8 shows the confusion matrices for our models. The effect of class
imbalance is clearly visible on the performance of the models. For this task the smaller variabilities within the
classes play a crucial role. All the three models show a bias towards class A2 for most of the samples in class
A and class B2 for the class B.
From the analysis of our intra- and inter-expert agreement (see Table 1 and Fig. 2-b), two key ideas can be
extracted: i) the strong agreement on the small number of classes endorses the presented work, and ii) it is
confirmed that the fine-grained 7-class (including “normal” images) is a challenging problem. With regard to
prior intra- and inter-expert studies, Van Embden et al. [6] report kappa correlation values of 71% and 68%,
respectively, for the classification of proximal femur fractures including the subgroups (A1, A2, A3, B1, B2,
B3). In their study, 10 observers (five trauma surgeons and “five surgical residents with special interest for
orthopaedic trauma”) classified a total of 50 anterior-posterior and lateral radiographs. The findings from our
in-house study are in line with the above-mentioned study. The presented study in this work is noteworthy
larger in terms of images (230). The absence of a solid agreement between the experts can lead to unreliable
class annotations. Thus, a performance decay of supervised methods learning from them is to be expected
[18, 31].
Methods
Dataset collection and preprocessing. X-rays of the hip and pelvis of patients enrolled at the trauma
surgery department of the University hospital Rechts der Isar in Munich were gathered in an anonymized
manner. The collected images of each patient contained either anterior-posterior (a-p) and lateral view or
only the a-p image. The anterior-posterior views of the pelvis usually involved both hip joints and femora.
Therefore, they were parted into two, containing one femur each. In most trauma surgery cases, one of the
images shows a normal, healthy contralateral femur. All images were resized from 2500 × 2048 px (original
size) to height × width (specified in each section below) in order to create images compatible to the input size
of the proposed deep learning model.
For the two class problem (normal/abnormal) 780 fracture images and 567 “normal” images were considered.
The same dataset was used for the three class problem considering 327-type A-, 453-type B-fractures and
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567-normal x-rays. The dataset was split into three parts with the ratio 70% : 10% : 20% to build respectively
the training, validation and test set in all presented experiments. In order to overcome the problem of class
imbalance, data augmentation techniques such as translation, scaling and rotation were used. When collecting
the manual annotations of the ROIs, the only instruction given to the experts was to include the femur head.
The coordinates of the selected squared bounding box were stored.
Model architectures. We proposed four variants of the CAD model for fracture classification applied on
different types of training information along with the class labels:
(a) full images,
(b) manually cropped ROIs,
(c) full images and coordinates of ROIs, and
(d) full images as in (a) but treated differently.
In this section, we provide details for choosing the design and implementation of the four models.
For the classification of full x-rays images (See Fig. 9-a), we leveraged the state-of-the-art Resnet-50 architec-
ture [17]. As its name suggests, this model includes residual modules potentially beneficial for detecting edges.
The network was trained on full images, down-sampled from the original size to 224× 224 px. Cross-entropy
loss was used as our objective for optimization.
The second variant of the model acts on manually cropped ROIs (see Fig. 9-b) aiming at both i) eliminating
the influence of non-relevant areas such as surrounding bones of the pelvis in the feature learning process and
ii) increasing the resolution of the subtle fracture lines. Other than the input image resolution, the rest of the
details of the network and training were kept as in (a). In this set-up we require the expert annotations during
both training and testing phase.
The third variant implements the concept of explicit fracture localization. Here, a separate deep learning
model, hereafter called “localization network”, was trained to automatically predict the coordinates of the ROI,
and thereby avoid the need of drawing bounding boxes during test usage. After localization, the predicted
ROI was cropped from the full image and fed to the same classification network as in (b) (See Fig. 9-c). The
localization network was designed using AlexNet [20]. For this architecture, full x-ray images were down-
sampled to 227 × 227 px. Localization was defined as a regression problem and optimized with a L2-norm
objective function. The expert ROI annotations were used for the supervised training of the localization
network. In test time, no intervention a-priori is required. However, for refinement or correction the expert
may go back to model (b).
Finally, to completely eliminate the need of ROI annotation, an end-to-end model for x-ray classification
with implicit localization was proposed. As opposed to the previous sequential approach, the localization
and classification tasks were simultaneously trained from the class labels only (see Fig 9-d), leading to an
automatic detection of the fracture region as a by-product of classification. Inspired by Hwang et
al. [19], the localization was modeled as an auxiliary task trained along with classification using Self-Transfer
Learning (STL). The STL framework, as depicted in Figure 9-d, consists of shared convolutional layers, followed
by two branches: one for classification and the other one for localization. The input given to this shared block
are images of slightly larger dimensions (500× 500 px in our case) to be able to create larger activation maps.
Both localization and classification branches were trained with the following joint loss function:
Ltotal = (1− α)Lclass + αLloc, (1)
where Lclass and Lloc are individual cross-entropy losses between classification target labels and the output
prediction of each branch respectively. Ltotal is the weighted sum of the two losses, where the contribution
of each loss is governed by α. The value of α is initially kept small allowing the filters to concentrate on
classification. When reaching convergence, the value of α is complemented, i.e. set to 1 − α, to focus on
improving the localization of the ROI.
Training and implementation details. All the models were trained on a Linux based workstation equipped
with 16GB RAM, Intel(R) Xeon(R) CPU @ 3.50GHz and 64 GB GeForce GTX 1080 graphics card. Stochastic
Gradient Descent (SGD) was used for optimization. All the models were trained until convergence, which was
80 epochs for classification, and 200 epochs for supervised localization. The batch size and momentum for
training was kept constant as 64 and 0.9 for all four models. The learning rate was initialized to 1× 10−2 for
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Figure 9: Architectures for classification. Representation of all four variants of the proposed method.
(a) Classification model for full image, (b) model for manually cropped ROIs, (c) model for full images and
coordinates of ROIs, (d) model with localization as by-product. Input to all four architectures is selected from
the full x-ray image (i.e either the image or the ROI).
the classification models, and to 1 × 10−8 for the localization network, the decay varied among the different
models.
Cohen’s Kappa. For the calculation of intra- and inter-expert agreement, the Cohen’s kappa statistic was
used, which is computed based on
κ =
P (a)− P (e)
1− P (e) , (2)
where P (a) denotes the observed percentage of agreement among two raters (equivalent to accuracy), and
P (e) denotes the probability of expected agreement due to chance [32]. κ values are contained in [−1, 1]. 1
indicates perfect agreement, 0 stands for random agreement, and negative values up to −1 are equivalent to
disagreement.
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