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概要: 現在の大規模オンラインゲームで主流のサーバー
クライアント型には, サーバーの設置, 運用にかかるコ
ストや運営側の都合でのサービス終了等の課題が存在す
る. これらを解決するために P2P型ネットワークを用い
て, ゲーム上の処理をユーザーに分散管理させる ZFM,
2HZFMという手法が考案されている. 本研究では, これ
らの手法を元にプレイヤー数増加に対する負荷耐性の向
上を目指す手法を提案し, その効果を計算機実験により確
認した.
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1 背景
現在の大規模なオンラインゲームは, サーバーク
ライアント型のものが主流である. データや処理
の管理が容易である一方, 高負荷に対応できるサー
バー機器やネットワーク設備の導入, 運用にかかる
コストが高い. そのため, 規模の小さい企業など
が参入するには敷居が高くなっている. また, ユー
ザー側にとっても運営側の都合でサービスが終了し
サーバーが落とされてしまうと, ゲームをプレイで
きなくなってしまうデメリットが存在する. これら
の問題点を解決するために, P2P方式が研究されて
きた [1][2][3].
2 目的
本研究では, P2Pネットワークによる大規模なオ
ンラインゲームの開発手法として考案された Zoned
Federation Model (ZFM) [1][2]と Two Hierarchi-
cal Zoned Federation Model (2HZFM) [3]をベー
スに, 課題となっていた負荷の一極集中の回避と参
加プレイヤー数を両立するために, リソースのレイ
ヤー化を提案する.
3 オンラインゲーム
3.1 概要
オンラインゲームはネットワーク上で様々な人と
一緒にプレイすることの出来るゲームである. イン
ターネット環境の普及と高速化に伴い, 世界的に親
しまれている. 従来のオフラインゲームと比較して,
定期的なコンテンツ追加などのバージョンアップ
を行うことが出来, ひとつのタイトルの寿命が長い.
近年は PC や据え置き型ゲーム機だけでなく, 携帯
ゲーム機にも多くのオンラインゲームが存在する.
3.2 本研究で扱うオンラインゲーム
オンラインゲームにはアクション, RPG (ロー
ルプレイングゲーム) , シューティング, テーブル
ゲームなど様々なジャンルが存在する. 将棋やボー
ドゲーム等のユーザーが交互に操作を行うゲーム
は, リアルタイム性を必要とせず, 比較的実装が容
易であるとされる. 一方 MMOG (Massive Multi-
player Online Game) と呼ばれる大量のユーザー
が同時にプレイし, リアルタイムに進行する大規模
なオンラインゲームは, オンラインゲームの中でも
開発の難易度が高いとされる. 本研究では, 将棋や
ボードゲームなどは扱わず, リアルタイムに応答す
る性能が重視されるMMOGを対象とする.
3.3 特徴
オンラインゲームはネットワーク上で様々な人と
一緒にゲームをプレイすることが出来るようにす
るため, 他のネットワークアプリケーションに比べ,
リアルタイム応答性能がより重視される. さらに,
ゲームの状況を表すデータの一貫性が保たれている
ことも重要である. そのため, 一般的にはいわゆる
サーバークライアント型の構造により構築されるこ
とが多い.
　また, 多くの MMOG は図 1 のように各プレイ
ヤーが自由に行動するため, プレイヤーそれぞれに
自分が必要とするデータの注目領域が存在する. あ
るプレイヤーの付近にいるプレイヤーとはデータの
共有が必要だが, 遠く離れた場所にいるプレイヤー
に伝える必要はない. このように, プレイヤーの位
置や状態によって, 必要とするデータを細分化でき
るように設計することで, ゲーム全体の通信量を減
らすことが出来る.
図 1 ゲームデータの注目領域
3.4 問題
MMOGをサーバークライアント型で構築するに
は, 高性能なサーバー, 広帯域の回線の確保が必要
である. そのため運営のためには莫大な資金が必要
であり, 規模の小さい企業や個人が運営することは
非常に困難となっている.
4 関連研究
MMOGをサーバークライアント型で開発する際
の問題を解決するため, MMOGの P2Pネットワー
ク上での実装を目指した研究に ZFM[1][2]と, デー
タを 2 層に分割した 2HZFM が存在する [3]. P2P
ネットワークはノード同士が直接つながり構成さ
れるネットワークである. 高コストの中央サーバー
を必要とせず, 柔軟なネットワークを構築すること
を可能とする. 本研究ではこれらの研究をベースと
した.
4.1 ZFM
ZFM は, ネットワークで共有するゲームに関す
るデータを Global Status Data (GSD) と定義し
ている. GSD は図 2 のように必要とするノードに
のみ伝われば良いと考え, GSDを Zoneという単位
で n個に分割し, ユーザーノードに分散管理させる
ことにより P2P ネットワークでの大規模なオンラ
インゲームを実現している.
図 2 Zoneと注目領域
Zone は分散ハッシュテーブル (DHT) に基づき
各ノードに割り当てられており, その Zone のデー
タを必要とするノードが Zoneを管理するノードに
アクセスすることで Zone に参加する. Zone に参
加しているノードの内, Zone のデータの変更がで
きるのは 1 つのノード (Owner) のみで, その他の
ノードは Owner に処理を依頼する Member とな
る. これによりデータの一貫性が保たれている. 各
ノードは図 3のように接続される.
一方で, 特定の Zone に多数のノードが集中して
参加した場合, その ZoneのOwnerの負荷が大きく
なってしまう問題点を持つ. 特にゲームの論理的な
構造上, 全てのユーザーが必ず使用するデータを持
つ Zone などでは, こういったことが起こりやすい
と考えられる.
4.2 2HZFM
ZFM の問題点を解決するために考案されたの
が 2HZFM である. 2HZFM では GSD を一時的
なデータである Auto GSD (AGSD) と, 永続的な
データである Static GSD (SGSD) の 2 つに分類
図 3 ZFM
している. 例として, チャットや移動などのその場
限りで通信され, あとから参加してくるプレイヤー
には関係のない一時的な共有データを AGSD, プ
レイヤーの持ち物などの永続的に保存されるもの
を SGSD としている. そして, AGSD はゲーム内
で密接に関係しているプレイヤー同士のグループ内
のみで通信されれば良いと考え, 全体と通信を行う
SGSDと分離させ 2層化している.
　新たに分割されたグループを管理するノードを
Ownerとし, 一つの Zone内を管理する唯一のノー
ドを Administratorとする. これらは図 4のように
接続され, AGSDは Ownerを通じグループ内のみ
で共有され, SGSDは Owner, Administratorを経
由し Zone内の全員で共有される.
　しかし, この方法では AGSDは Zoneの中で細分
されたグループ内のみのやり取りしか行われないた
め, グループ外のプレイヤーの AGSD を取得する
ことが出来ず, あるプレイヤーが共有できるデータ
は大きく制限されてしまう. 大人数が参加し, プレ
イヤー同士で交流できることが特徴であるMMOG
において, この制限は好ましいものではないと考
える.
図 4 2HZFM
5 GSDの多層化
5.1 nHZFM
本研究では, ZFM, 2HZFM 両手法の課題を改
善するため, 2HZFM を元に GSD の分割方法を変
更し, 新たな層を追加した n Hierarchical Zoned
Federation Model (nHZFM)を提案する. nHZFM
では 2HZFM 同様多層化による負荷分散を行いつ
つ, ZFMに近い GSDの共有を目指す.
5.2 GSDの分割
nHZFM では GSD を三種類に分割している. 2
つは 2HZFM と同様で, Zone 内の全体が知るべき
情報である SGSD, そしてその場限りの一部が知っ
ていれば良い情報である AGSD である. この 2
つに加え, Zone 内の全体が知るべきだが, 厳密に
リアルタイムに知る必要はない情報である DGSD
(Delay Global Status Data) に分割した. DGSD
には遅延の許容値を設定しておく. 意図的に通信の
間隔を大きく取ることで通信量を減らし, 各ノード
の負荷を軽減することが期待できる.
5.3 ノードの役割
nHZFMではノードの役割を 4つに分ける. その
うち 3つは 2HZFMと同様で, ZoneのGSDに対し
て唯一の変更権限を持つ Administrator, グループ
を管理する Owner, そしてグループに属するMem-
ber である. nHZFM ではこれらに加えて, DGSD
の処理を担当する Delay Owner (D-Owner) を定
義する. D-Owner は Administrator や Owner 以
外から選ぶ. D-Ownerは複数のOwnerやMember
を子に持ち, グループを形成する. このグループの
参加人数の上限は Ownerが形成するグループとは
別に設定する. 一回の通信あたりのデータサイズ
が Owner と同じ場合, 遅延を許容する DGSD を
扱う D-Ownerの方がより多くの子ノードを抱える
ことが出来る. その結果, ひとつの Zone に属する
D-Ownerの数は同じ Zoneに属する Ownerより少
なく抑えられる. これは Administrator が抱える
子ノードの増加を抑えることにも繋がり, 結果とし
てリアルタイム性能を落とさず, より多くのプレイ
ヤーの接続を可能にする. Administratorが送信し
なければならない SGSDの量を s, DGSDの量を d
とする. また Zone内の Ownerの数を a, D-Owner
の数を b とする. もし D-Owner を置かない場合,
Administratorの送信する通信量は a(s+d)である.
D-Ownerを置く場合は as + bdとなる. D-Owner
は Owner より少ない数で済むため, a > b となる.
つまり a(s + d) > as + bd となり, D-Owner を置
くことで Administratorの負荷を低減できる.
5.4 処理の流れ
AGSD, SGSD の処理の流れは 2HZFM と同様
である. DGSD は図 5 のように各ノードから D-
Owner へと送信され, D-Owner と Administrator
を経由し Zone内の各ノードへ送信される. これに
より, 従来の Owner の負荷を抑えつつ, DGSD の
各ノードへの送信を行える.
5.5 DGSDおよび役割のさらなる多層化
DGSD における遅延の許容値は, DGSD の種類
によって個別に設定することも出来る. この時, 図
6 のようにそれぞれの DGSD ごとに D-Owner を
図 5 nHZFMにおける DGSDの処理
設定するとする. この場合, 許容値が大きく, より遅
延を許容する DGSDを担当するD-Ownerほど, よ
り多くの子ノードを抱えることが可能である. 例え
ば, 100人の子ノードがあるとして, ある DGSDに
対して D-Owner1 人あたりの抱えられる子ノード
が 10人だった場合は, 必要な D-Ownerは 10人で
ある. これが D-Owner1 人あたりの抱えられる子
ノードが 20人だった場合は, D-Ownerは 5人で済
むことになる. このように DGSD を遅延の許容値
に合わせて n層に分割し, D-Ownerも n層に分け,
それぞれの層の D-Ownerが抱えられる子ノード数
を調整することによって, Administratorが DGSD
を送らなければならない D-Ownerを削減すること
が出来る.
図 6 DGSDの多層化
また, 図 7 のように D-Owner と Member ら子
ノードの接続自体を n層に分けることも出来る. こ
れにより, ひとつのノードが抱える子ノードは大き
く削減できる. Member から Administrator まで
のパスが増えると, それだけ更新が伝わるまでの時
間差は増えてしまうが, 遅延を許容する DGSD に
おいては大きな問題にはなりにくい.
6 実験
本研究が研究対象としているオンラインゲーム
は, 様々なジャンルが存在するため, ゲームの構造,
通信等も様々である. オンラインゲームの構造が明
確で無いため, nHZFMの有用性をあらゆるオンラ
図 7 D-Ownerの多層化
インゲームにおいて実証することは困難である. そ
こで本研究では, ひとつのオンラインゲームを開発
し, このゲームについてのみ評価する. これによっ
て少なくとも nHZFM が本実験のゲームにおいて
は有用であることを実証するとともに, 同じオンラ
インゲーム上では ZFM より負荷分散能力に優れ,
かつ 2HZFMより多くの GSDの共有を行えること
を実証する.
6.1 開発環境
開発はMicrosoft Visual C++で行い, グラフィ
ック描画, ネットワーク通信にはDXライブラリ [4]
を用いた.
6.2 Ownerの負荷についての実験
各手法において最も負荷のかかる役割である
Owner の負荷を測定するため, ひとつの Zone に
対して参加ノードを増やしていき Ownerの通信量
を測定した. 2HZFM, nHZFMにおける Ownerの
抱える子ノードの上限は 10, D-Owner の抱える子
ノードの上限は 50と設定した.
　 35台の PCを用いて, 各手法における Ownerの
通信量を計測した結果が図 8 である. ZFM がおお
よそプレイヤー数の 2乗に比例して伸び続けている
のに対し, 提案手法である nHZFM では Adminis-
tratorに加え Ownerの子ノードが上限に達する 11
人までは ZFM同様プレイヤー数の 2乗に比例して
通信量が増加する. それ以降は受信するデータは増
えるが, 送信する相手はグループ内の 10 人から増
えなくなるため, 通信量の増加はプレイヤー数に比
例する.
　 2HZFMは一つのグループに参加するプレイヤー
数, すなわち画面上に表示されるプレイヤー数を 10
人に制限しているので, Owner の通信量はほぼ一
定量に留まっている. 対して nHZFM では通信量
は増えていくものの, 2HZFMと比較しより多くの
GSD を Zone に参加する全ノードで共有すること
が出来る. 　
7 結論
本研究では, 現在の大規模オンラインゲームで主
流のサーバークライアント型では, サーバー環境の
図 8 Ownerの通信量
構築や運用に多くのコストがかかることや, 運営側
の都合によるサービス終了等が問題と考えた. これ
を解決するために, 大規模オンラインゲームをオー
バーレイネットワーク上に分散して構築することを
目指した ZFM, 2HZFMをベースに, プレイヤー数
増加に対する負荷耐性の向上を目指し, 2HZFM多
層化と GSD の分類を見直した, nHZFM を提案し
た. nHZFM により 2HZFM に対してより多くの
GSD を全プレイヤーが共有し, かつ負担の大きい
Ownerの負荷の増加を, ZFMに比べて低減できる
ことを示した.
　実際にオンラインゲームとしてサービスを提供す
る際には, 不正を行うユーザーへの対策や, アカウ
ント情報の管理等が課題となる.
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