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ABSTRACT 
Let A and B be Hermitian matrices. We say that A > B if A - B is nonnegative 
definite. A function f: (0, co) + A is said to be matrix monotone (m.m.) if A 2 B >, 0 
implies that f(A) > f(B). Matrix convex and concave functions can be similarly 
defined. In this paper, several known results (some in sharper forms) are given 
alternative proofs. These include the following: (a) A positive function f( t ) is m.m. iff 
t/f(t) is m.m. (b) If f(t) is m.m., then both tf(t) and f(t)/t are matrix convex and 
are almost always strictly convex; on the other hand, f(t) is always concave and 
almost always strictly concave. The concavity of m.m. functions and an inequality of 
Hansen are consequences of a more general inequality on m.m. functions. Some 
complementary inequalities are also established. We then prove an extension of 
Lyapunov’s theorem. Let A and P be positive definite matrices and either for l/f 
be a m.m. function; then the unique matrix solution X of the matrix equation 
AX + XA = f( A)P + F’f(A) is positive definite. A similar result holds for a related 
equation. Most of the results are obtained by exploiting the integral representation of 
m.m. functions. 
1. INTRODUCTION 
A Hermitian matrix A is said to be positive definite (for short, positive) if 
all its eigenvalues are positive. It is said to be nonnegative definite (for short, 
nonnegative) if all its eigenvalues are nonnegative. Each of these classes of 
*This work was supported by the Applied Mathematical Sciences subprogram of the Office 
of Energy Research, U.S. Department of Energy, under contract W-31-109Eng38. 
LINEARALGEBRAANDITSAPPLICATZONS 118:129-153(1989) 
0 Elsevier Science Publishing Co., Inc., 1969 
129 
655 Avenue of the Americas, New York, NY 10010 0024-3795/89/$3.50 
130 MAN KAM KWONG 
matrices induces a partial ordering in the space of Hermitian matrices. We 
say that 
A>(>)B if A-Z3 is positive (nonnegative). (1) 
In some ways, the ordering of Hermitian matrices behaves like that of real 
numbers. However, we pointed out in [8] that many inequalities for real 
numbers, especially those involving products, are no longer true for Hermi- 
tian matrices. Those that continue to hold usually have difficult proofs. The 
question of determining which inequalities remain valid for matrices has been 
the subject of investigation of many authors, including C. Loewner, T. Ando, 
and W. N. Anderson. Applications of such inequalities abound (see [l-S]). 
Let f: S c R --, R be a real scalar function defined in a subset S of the 
real line R. It can be extended to define a matrix-valued function on the set 
of all matrices whose eigenvalues lie within the set S. In particular, if A is a 
Hermitian matrix whose eigenvalues, Xi, A,, . . . , X n lie in S, the matrix f(A) 
is defined and is Hermitian. Let U be a unitary matrix that diagonalizes A. 
In other words, A = UAU*, where U* is the adjoint of U, and A is the 
diagonal matrix whose diagonal elements are Xi, X,, . . . , h n. Then f(A) = 
Uf( A)U*, where f(A) is the diagonal matrix whose diagonal elements are 
f(x,),f(h,),...,f(A"). 
In this paper, we are interested only in functions of positive or nonnega- 
tive Hermitian matrices, so that we restrict ourselves to the set S = (0, co) or 
[0, co). The theory of matrix monotone functions as developed by earlier 
authors works also for general S. 
A scalar function f is said to be matrix monotone increasing (m.m.i.) in 
an interval I, usually a subinterval of the domain of definition of f, if for all 
Hermitian matrices A and B of all orders whose eigenvalues lie in I, 
Aa B implies f(A)>, f(B). (2) 
It is matrix monotone decreasing (m.m.d.) if the inequality is reversed after 
the application of f. Following common usage, an m.m.i. function is simply 
called matrix monotone (m.m.) for short. 
Not all ordinary monotone functions are m.m. In a series of important 
work starting with [17], C. Loewner characterized all m.m. functions as 
precisely the class of Pick functions. An integral representation of such 
functions is known. This elegant theory has been well explained in the 
monograph by Donoghue [Q]; see also [4]. See [8] for a discussion of some 
elementary aspects of the theory. 
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We quote here only the fundamental representation result that we need in 
the sequel. It has been restated in a form more suitable for our choice of 
s = (0, cc). 
THEOREM 1. A function f: (0,03) + R is m.m. in (0,oc) ifand only i.it 
has the representation 
where a > 0 and b are any two real constants and dp(s) is any positive Bore1 
mmure (for short, measure) defined on (0,oo) such that the integral in the 
identity converges. 
Alternatively, the representation (3) can be interpreted as a Stieljes 
integral with p(s) a nondecreasing function. 
Among the well-known m.m. functions are f( t ) = t ‘, with r E [O. 11, 
and f(t) = log t. Other interesting examples, including t/log’(l + t), 
tlog’(l+l/t), (tlogt-t+l)logP2t, and fitan-‘(b/ti), b>O, can be 
found in [8]. 
Matrix convex functions have been studied by Kraus [14] and Bendat and 
Sherman [6]. The inequalities between various power means of matrices 
established by Bhagwat and Subramanian [7] are actually special cases of 
results on matrix convex functions. 
The following example illustrates how hard it is to predict whether some 
obvious inequalities for real number hold also for positive Hermitian matrices. 
As Bhagwat and Subramanian [7] established, for p > 1 and any two nonneg- 
ative matrices 
A+B 
a---- 
2 (4) 
Furthermore if A > B, then the right-hand side is larger than or equal to B. 
Thus we have 
> B. (5) 
In [8], it was asked whether in the special case p = 2, the complementary 
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inequality A > /+ also holds. Furuta published a counterexample 
in [ll]. 
In this paper, we exploit the integral representation of m.m. functions to 
study the class in more detail. 
In Section 2 we give a seemingly circular characterization of positive 
m.m. functions and show how it can be used to generate new examples of 
functions in the class. 
In [6], Bendat and Sherman showed that if f(t) is an m.m. function, then 
tf(t) is a matrix convex function. A partial converse also holds. In Section 3, 
we give an alternative proof of the arithmetic-mean-harmonic-mean 
(AM-HM) inequality for matrices, which is implicit in the results of [6] but 
first explicitly established by Bhagwat and Subramanian [7]. Another proof 
has been given by Moore [18]. We also give the condition under which a 
strict inequality can occur. This is used to determine when strict convexity 
holds for a large class of functions. In brief, our result states that strict 
convexity prevails except in a special case. 
We also show that m.m. functions are automatically matrix concave. Strict 
concavity holds under the same conditions for matrix convex functions, as 
mentioned above. 
In Section 4, we give an extension of a result by Hansen and present some 
related inequalities. 
In Section 5, we establish an extension of Lyapunov’s theorem concerning 
the positivity of the solution of a Lyapunov equation. This result has been 
announced in [8], in which a special case is proved. The proof of the general 
case makes use of techniques similar to those employed in Section 2. A similar 
result is established for a related equation of the type studied in [16]. 
2. POSITIVE MATRIX MONOTONE FUNCTIONS 
We consider m.m. functions f: (0, co) -+ (0,oo) that take only positive 
values. Examples are f(t) = t’, with r E (0, l), and f(t) = t/(t + s), with 
s > 0. Here we can give an alternative proof of the following known result in 
Corollary 2.6 in [13]. 
THEOREMS. The following conditions are equivalent: 
1. f is matrix mm&me increasing, 
2. f(t)/t is matrix monotone decreasing, 
3. t/f(t) is matrix monotone increasing. 
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Proof. Conditions 2 and 3 are equivalent because the taking of matrix 
inverses reverses Hermitian-matrix inequalities. Suppose that f is m.m. It has 
the representation (3). By setting t = 0, we see that b = f(0) >, 0. Dividing 
(3) by t, we obtain 
f(t) b m 1 
-=n+T+ t / 
o ~444* 
The integrand on the right-hand side is m.m.d.; therefore, so is the entire 
integral. Now each term on the right-hand side is m.m.d., so we have 2. 
Suppose now that f(t)/t is m.m.d. Then 1- f(t)/t is m.m.i. By the 
representation result, we have 
1 _ f(t) 
-=ut+b+ 
t / 
,“& 444 
We claim that a = 0. Since f( t ) z 0, the left-hand side is always less than 1 
and so is bounded. Suppose that a # 0; then the sum of the first and the third 
term on the right-hand side of expression (7) adds up to 
t(,t(q. (8) 
It is easy to see that as t + co, the integral in the equation (8) tends to zero. 
Thus the term (1 dominates the integral for t sufficiently large. The sum, and 
hence the right-hand side of (7), therefore becomes unbounded, a contradic- 
tion. 
From (7), we can solve for f(t) to get 
By using the identity 
t2 t 
-=t--_- 
t+s t+s’ 
we can simplify the equation (10) to 
f(t) = at + ~m&4(4 
(9) 
(10) 
(11) 
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with (Y a suitable constant. It remains to show that (Y > 0. Then f has a 
representation of the form (3) with a = (Y, b = 0, and the Bore1 measure 
sdp(s) instead of dp(s). The proof is similar to the one above for a = 0. If 
(Y < 0, then for t large enough, the first term on the right-hand side will 
dominate the second term and then f(t) becomes negative, contradicting our 
assumption that f takes only nonnegative values. H 
Theorem 2 is useful in constructing new m.m. functions from known ones, 
especially when coupled with Theorem 1 (or, rather, its special case Theorem 
4) in [8]. Note also that composite functions of m.m. functions are again 
monotone. 
As an example, we can start with several positive m.m. functions and 
form their sum S( f ), which is also monotone. Then the function t/S(f) is 
again m.m. Thus 
t 3/4 t 
-= 
1+ t”” tw + t’P 
and 
t 
t +In(l+ t) 
are m.m. Using the composition of the last function and the function t’, we 
conclude that 
t’ 
t’+ln(l+ t’) ’ 
r E (0, I), 
is also m.m. 
3. MATRIX CONVEX AND CONCAVE FUNCTIONS 
We begin with the arithmetic-mean-harmonic-mean inequality. The clas- 
sical AM-HM inequality for real numbers is 
forall a,b>O, 02) 
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or equivalently 
a-‘+b-‘>4(a+b)-‘. (13) 
Bhagwat and Subramanian [7] observed that the same inequality holds 
when a and b are replaced by positive matrices. The harmonic mean of 
matrices (parallel sum) and its generalization have found many applications 
in circuit theory (see [l-3]). We give below a slightly simplified proof of the 
inequality and discuss the condition for which a strict inequality holds. 
THEOREM 3. Let A and B be positive definitive Hemitian matrices. 
Then 
A-1+B-‘>,4(A+B)-‘. (14) 
Strict inequality holds except in the case when one of the eigenvalues of 
A - B is 0. In this case, there exists a nonzero vector u such that 
[ A-‘+B-‘-4(A+B)-‘]u=O, (15) 
and any vector u satisfying this equation hu.s the property that 
(A+ B)-‘U isinthenullspaceof A-B. (16) 
Proof. Let A+B=2M and X=A-M=M-B. Then A=M+X 
and B = M - X. From the identity 
B(A-‘+ B-')A=A+B=2M, (17) 
we see that 
=2[(M+X)M-'(M-X)]-1=2(M-XM-'X)-1. (18) 
Thus the inequality (14) is equivalent to 
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This inequality follows from the facts that XM- 'X is nonnegative (so that 
M - XM-'X < M) and that taking matrix inverses reverses the direction of 
Hermitian inequalities. 
Now suppose that strict inequality is not valid for (14). Then there exists a 
vector 2L satisfying (15). Using the equivalent inequality (19), we see that 
(M-XM-~X)-'~=M%. (20) 
Multiplying both sides by M - XM-'X, we obtain, after simplification, 
XM-'XM-'u=O. (21) 
We use (. , .) to denote the usual complex inner product of vectors. It follows 
from (21) that 
(M-'XM-lu,XM-'~)=(XM-'XM-lu,M-lu) =O. (22) 
Because M is positive definite, the equation (22) can hold only if 
XM-'u=O. (23) 
This is the required conclusion. n 
As is well known, the AM-HM inequality for real numbers can be 
interpreted as the convexity of the function l/t. The same is true for 
matrices. First of all, we call a real-valued function f: S + R, defined in a 
connected interval S, matrix convex (concave) if for all Hermitian matrices A 
and B whose eigenvalues he in S, and for all real numbers X E (0,l) the 
following inequality holds: 
Xf(A)+(l-X)f(B)~(~)f(XA+(l-X)B). (24) 
In this paper, we are interested mainly in functions that are matrix convex 
or concave in (0, co). We say that the function is weakly matrix convex 
(concave) if the inequality (24) is true only for the special choice X = i, 
namely, 
(25) 
It is well known that if the function f is continuous, then it is convex 
(concave) with respect to real numbers if and only if it is weakly convex 
(concave). The same is true when f is considered as a matrix function, and 
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FIG. 1. 
the proof is word for word the same as in the real-number case. Geometrically 
we have the picture in Figure 1. The inequality (25) means that the midpoint 
of the straight line joining the points a and b lies above the curve represent- 
ing f. Applying (25) to the two subintervals AM and MB, we see that the 
point on the straight line above the midpoints of these subintervals also lies 
above the curve. Repeating the same argument on the segments partitioned 
out by the midpoints of previous subintervals and taking the limit, we see 
that the entire straight-line segment between a and b must he above 
(perhaps not strictly) the curve, and this gives the stronger inequality (24). 
If, furthermore, the inequality (25) is strict, then the midpoint m of the 
straight line ab lies strictly above the curve. We can choose a point p that 
lies strictly below m but strictly above the curve. The same arguments used 
in the previous paragraph show that the part of the curve between a and b 
lies below the straight lines up and bp and so must be strictly below the 
straight line ab. 
LEMMA 1. If a continuous function f is weakly matrix convex (concave), 
then it is matrix convex (concave). Furthermore, if for given A and B the 
inequality (25) is strict, then for any X E (0,l) the inequality (24) is strict. 
As a corollary, we can extend the AM-HM inequality in two ways, a 
weighted inequality and an inequality involving a set of finite matrices. The 
second corollary can be proved by induction. 
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COROLLARY 1. For any two positive Hermitian matrices A and B and 
any red number X E (0, l), 
AA-‘+(l--X)B-‘>, [XA+(l-X)B] -l. (26) 
The condition for the strict inequality to hold is the same as for Theorem 3. 
COROLLARY 2. For any set of finite positive Hermitian matrices 
{Ai:i=l,...,n}, 
A,‘+A,‘+ ..+ + A;‘>r?(A,+ A,+ ... + A,))‘. (27) 
The condition for the strict inequulity to hold is the same as for Theorem 3. 
The next lemma provides another class of matrix convex functions. 
LEMMA 2. Any quadratic function f( t ) = at 2 + bt + c with a > 0 is 
matrix convex in ( - 00, 00). 
Proof. Since convexity is preserved by taking linear combinations, it 
remains to show that f(t) = t 2 is matrix convex. In other words, we have to 
show that 
2(A2+ B2) > (A+ B)2. (28) 
After expansion and transferring of terms to the left-hand side, this reduces to 
the obvious inequality (A - B)2 > 0. n 
Let us see how we can build up new inequalities from (14) by taking 
positive linear combinations of various forms of it. 
Denote by Z the identity matrix. Let A be any positive matrix and s any 
positive real number. We write A + s for A + sZ. The following identities are 
easy to verify: 
A(A+s)-’ =I-s(A+s)-‘, (29) 
A’(A+ s)-1 =A-s+s2(A+s))l. (30) 
Replacing A and B by A + s and B + s, respectively, in (14), we obtain the 
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inequality 
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(A++‘+(B+s)-‘,,2(M+s)-‘, (31) 
where M is as before the arithmetic mean of A and B. Combining this 
inequality with the identities (29) and (30), respectively, for A, B, and M, we 
obtain the inequalities 
A(A+s)-‘+B(B+s)-‘<2M(M+s)-‘, (32) 
A2(A+s)-‘+B2(B+s)-‘>2M2(M+s)-‘. (33) 
Since the three inequalities (31)-(33) hold for any positive s, we can take 
various weighted linear combinations with respect to the parameter s and 
take the limit if necessary to obtain new inequalities. Further, we can add the 
result to a linear function or a quadratic function. More precisely, let d&s) 
be any measure on (0, co) such that the following integral converges: 
and define 
f(t) = at + b + g(t), (35) 
where a > 0 and b are arbitrary constants. Such functions are precisely the 
m.m. functions obtained by C. Loewner in Theorem 1. By integrating (31), 
(32), and (33) with respect to s and using Theorem 1, Lemma 1, and Lemma 
2, we obtain the following known results in [S, Lemma 5.21, [13, Theorem 
2.41, and [6, Theorem 3.41. 
THEOREM 4. Let f be any matrix monotonefinction. Then f(t) is matrix 
concave, whereas both f(t)/t and tf(t) are matrix convex. In other words, 
let A and B be positive definite Hermitian matrices, and X E (0,l). Then 
AA-‘f(A)+(l-h)B_‘f(B)k [AA+Q-X)B] -‘j&4+(1-h)~), 
(36) 
Xf(A)+(l-h)f(B)<f(XA+(l-h)B), (37) 
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and 
~A~(A)+(I-x)B~(B)~ [xA+(I-~)B]f(h~+(l-A)B). (38) 
In particular, if 2M = A + B, then we have 
A-‘f(A)+ B-‘f(B) 2 SM-‘f(M), (39) 
f(A)+f@) <2f(M), (40) 
and 
Af(A)+ Bf(B) > 2Mf(M). (41) 
We consider now under what conditions the inequalities in Theorem 4 are 
strict. 
We say that a point sa E (0, co) is in the support of the measure dp(s) if 
for any continuous nonnegative function h : [0, cc) + (0, co) such that h(s,) 
> 0. we have 
jo”W 444 > 0. (42) 
For example, if dp(s) consists of point masses, then each point mass is in the 
support of the measure. On the other hand, if dp(s) has an absolutely 
continuous component @r(s) = +(s) ds, then every point sc at which 
+(~a) > 0 belongs to the support. 
Our main result states that if the support of dp(s) is an infinite set, then 
the inequalities in Theorem 4 are strict except in one special case. This case 
turns out to be the exceptional case for nonstrict inequalities in the results in 
[15]. However, proofs used there are different. We need the following lemmas 
to establish this result. 
LEMMA 3. Let A,, A,, . . . , h n and sir s2,. . . , s, be two sets of distinct 
positive numbers. The determinant 
Ithi + sj)-llij=l,...,n (43) 
is nonsingular. 
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Proof. Subtract the first row from each of the other rows, and factor out 
the common factor from each of the resulting rows. Repeat the same on the 
columns of the resulting determinant. The determinant is now reduced to one 
of order n - 1 and of the same form as the original. Induction completes the 
proof. n 
THEOREM 5. Let f be any matrix monotone fin&ion. Suppose that the 
support of the measure dp(s) in the &$nition off is an in$nite set. Then the 
inequalities (36), (37), and (38) are strict except in the case that there exists a 
nontrivial vector u such that A% = B”u for all positive integers n. In this 
case, only the nonstrict inequality holds. 
Proof. The last assertion is obvious. We give only the proof of the first 
part and consider just the concavity inequality (37), since the assertion 
concerning (36) and (38) can be proved similarly. Suppose that the strict 
inequality does not hold in (37). By the second part of Lemma 1, we 
conclude that strict inequality does not hold for the weaker (40) either. Then 
there exists a nontrivial vector u such that 
By going back to the integral representation of the operator on the left-hand 
side, and taking into account that the integrand is nonnegative for each value 
of s, we conclude that the integral can be zero only if the integrand vanishes 
for each value of s in the support of dp(s). In particular, since the support is 
infinite, there are n (the dimension of A and B) distinct points sl,. . . , s,, 
such that 
[A(A+si)-‘+B(B+si)-‘-2M(M+si)-‘]u=O. (45) 
Using (29), we see that this fact is true only if the AM-HM inequality (31) is 
nonstrict for every si. By Theorem 3, we see that 
(M+s~)-~u=v~ isinthenullspaceof X forall i=l,...,n, (46) 
where X = :(A - B). 
We claim that it then follows that Mu is in the null space of X. Without 
loss of generality we may assume that M and thus (M + si) - ’ are all 
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diagonal, with diagonal elements 
and 
{~,J,>...,~“} (47) 
{(Al+Si)-1~(X2+Si)-1,...,(X.+Si)-1}, (48) 
respectively. Let us fix a positive integer k. By Lemma 3, we can find n 
constants, ci,. . . , c, such that 
cl(xi + sl> -1+c2(hi+s2)-‘+ ..* +c”(Ai+sJ1=A; (49) 
for i = 1,2,..., n. These equations translate into the operator equation 
Cl(M + Sl> -‘+c,(M+s,)-‘+ ... +c,(M+s,)_‘=Mk. (50) 
It follows that Mku can be expressed as a linear combination of the vectors 
ui. Hence Mku belongs to the null space of X for any positive integer k. This 
means that Xu = XMu = XM% = . . . = 0. From the first assertion, we have 
Au=Bu. (51) 
Thus 
2Mu = Au + Bu = 2Au = 2Bu. (52) 
From the second, we have 
AMu=BMu. (53) 
In view of (52), this becomes 
A2u = B2u. (54) 
Combining this identity with (51), we see that all four second-degree prod- 
ucts of A and B give the same vector when applied to U. Thus 
4M2u=(A+B)2~=4A2u=4B2u. (55) 
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A simple induction argument using XM2u = XM3u = . . . = 0 now completes 
the proof of the theorem. w 
The following corollaries are obtained by applying Theorems 4 and 5 to 
particular m.m. functions. They extend results in [7]. 
COROLLARY 3. Let -l<p<Oorl<p<2. Then 
A”+ BP 
->MP, 
2 
(56) 
where 2M = A + B, except in the case when there exists a nontrivial vector u 
such that A% = B”u for all positive integers n. In such cases, the nonstrict 
inequality holds. 
COROLLARY 4. Letp>l. Then 
(57) 
except in the case that there exists a nontrivial vector u such that A% = B”u 
for all positive integers n. In such cases, the nonstrict inequality holds. 
COROLLARY 5. 
A-‘logA+B-‘logB>2M-‘logM, (58) 
logA+logB<21ogM, (59) 
AlogA+BlogB>2MlogM, (60) 
where 2M = A + B, except in the case that there exists a nontrivial vector u 
such that A% = B”u for all positive integers n. In such cases, the nonstrict 
inequality holds. 
COROLLARY 6. Zf f:(O,co)+(O,co) is mm., then l/f and t”/f are 
matrix convex, whereas t/f is matrix concave. The condition for strict 
convexity and concavity is the same as that in Theorem 5. 
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Proof. By Theorem 2, t/f(t) is m.m. It remains to apply Theorems 4 
and 5 to this function. n 
We obtain the inequality (31) [and hence (30) and (29)] from (14) by 
introducing a parameter s symmet.ricaUy with respect to A and B. In fact, we 
can introduce the parameter asymmetrically. This way we can obtain some 
exotic inequalities, which are not easy to establish directly even for real 
numbers. A few examples will illustrate the procedure. 
Replacing A by A + s in (14), and integrating the resulting inequality 
with respect to s over [O,l], we obtain 
log(l+A-‘)+B-1>410g[l+(A+B)-‘]. (61) 
Replace A by A + s in (14) divide the inequality by s2, and then 
integrate on [l, co). We get 
A-2[A-log(A+1)]+B-1>,4(A+B)-2[A+B-log(A+B+1)]. 
(62) 
Replace A by A + s4 and B by B + s2 in (14), and integrate over [0, 00). 
We obtain 
~m(A+s4)-1dp+jgm(B+s2)-1dp>_ljm(A+B+s2+s4)-1ds. 
0 
The second integral yields 7rB-‘/2/2. The other two integrals can be 
evaluated either by partial fractions or by the method of residues to give the 
following inequality: 
A-3 B-1/2 
-+- 
2312 
2 a#@+@, (64 
where 
+)= &i&r). (65) 
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4. EXTENSION OF AN INEQUALITY BY HANSEN 
In [12], Hansen proved the following elegant result: 
Let f: (0, cc) + (0, co) be any mm. fin&ion. For any n x n matrix 
(not necessarily Hermitian) C such that C*C Q Z and any positive n x n 
matrix A, 
C*f( A)C < f(C*AC). 68) 
The condition that f takes only positive values is not present in Hansen’s 
original statement, that is, the argument in [12] tacitly assumes that f(0) = 0. 
In fact, the result is no longer true if this condition is not imposed. 
Hansen’s result for f( t ) = ta (12 a > 0) has been accurately used re- 
cently by Furuta [lo] to obtain the following definitive theorem as an 
extension of a conjecture raised in [8]. 
THEOREM (Fur&a). Zf A z B 2 0, then for each r 2 0, 
(B’APB’yJ > B(P+2r)/q (87) 
and 
A(P + 2r)/2 > ( A’B PA’) l/q (68) 
In this section we show that Hansen’s proof can actually be extended to 
obtain a more general inequality that includes the concavity property of m.m. 
functions. 
We say that a set of n X n (not necessarily Hermitian) matrices 
{C,, C,, + *. > C, } is a set of matrix weights if 
c:c,+c,*c,+ e-f +c;c,=z. (69) 
Given m Hermitian matrices A,, A,, . . . , A,,,, we define their weighted mean 
with respect to the set of given weights as 
M(A,)=C;rA,C,+C,*A,C,+ e.0 +C,*A,C,. (70) 
Our result states that an m.m. function is actually matrix concave relative to 
the mean of matrix weights. 
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We first state one of the crucial arguments in [12] as a lemma. We 
consider the partition of n X n matrices into four submatrices: 
Xl x2 
i I x3 x4 ’ (71) 
where X, is of dimension k X k. 
LEMMA 4. Let f: (0,oo) + ( - co, co) be an m.m. function. With X a 
positive Hermitian matrix, we partition it and f( X) as described above to get 
Xl x2 x= x 
i i 3 X4’ 
f(X)= 2 ; . 
i I 4 
Then we have 
Y,~f(X,). (73) 
Proof. Let E > 0 be any constant. We can always find a constant X 
large enough that 
(74) 
In the first matrix, c stands for the k X k identity matrix multiplied by C, and 
h can be interpreted similarly. It follows that for X large enough, 
I. (75) 
Applying f to the two sides of the inequality (73) and using the fact that 
inequalities between Hermitian matrices are inherited by their principal 
minors, we get the inequality 
f(X,+c) >,Y,. (76) 
Taking limit as c + 0 gives the required conclusion. n 
THEOREM 6. Let f:(O, oo) + ( - oo,oo) be an m.m. function and 
{C,,...,C,> a set of matrix weights. Then for any m positive matrices 
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{A I,..., A,}, 
M(f(Ai)) G f(M(A,))y 
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where the matrix mean M is as defined in (70). 
Proof. Form the mn x n matrix 
by lining up the given matrices Ci in a column. Consider each column of this 
large matrix as a column vector in the unitary space C’““. The identity (69) 
simply expresses the fact that these n column vectors form an orthonormal 
set in C”“. Expand this to form an ortbonormal basis for C”“. By adjoining 
the remaining basis vectors to the matrix C, we now get a unitary matrix U 
whose first n column are the same as those of C. Form an mn X mn diagonal 
block matrix A using the given matrices A,, A,, . . . , A,,,. Note that the n x n 
principal minor of U*AU is precisely M( A i). We have 
f(U*AU) = U*f(A)U, (78) 
and its n X n principal minor is precisely M( f(Ai)). Using Lemma 4 with 
X, n, nl replaced by U*AU, mn, n respectively, we obtained the required 
conclusion. n 
If all the weight matrices Ci are multiples of the identity, the inequality 
(77) reduces to the concavity property. In the case in which f is a nonnega- 
tive function, we have the following extension of Hansen’s result. 
COROLLARY 7. Suppose that an m.m. fin&ion f: (0,oo) --, (0, a)) takes 
only positive values. Let { D,, D,, . . . , D,,,} be a set of matrices such that 
D:D,+ D;Dz+ .a- + D,*D,<I. (79) 
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Then for any m positive matrices A,, A,,. .., A,, 
iglZ’i*f(Ai)D, G ? ADi*AiDi)* (80) 
i=l 
Proof. We can expand the set { Di } into a set of matrix weights by 
adding the matrix (I - CD,*D,) ‘12. To complete the proof, we apply Theo- 
rem6tothesetof m+lmatrices {A,,...,A,,O}andnoticethat f(O)>O. 
n 
In the spirit of the last section, it is of interest to ask when a strict 
inequality prevails. We decide to leave this question for future discussion. 
The following complement to Hansen’s result is deducible from it. 
COROLLARY 8. Suppose f: (0,oo) -j (0,oo) is m.m. and E is a matrix 
such that E*E > I. Then for any positive matrix A, 
E*f(a)E 2 f(E*AE). (81) 
Proof. Let c = E*-‘, and apply Hansen’s inequality to E*AE instead 
of A. n 
Hansen’s original result may also be derived using the integral representa- 
tion of m.m. functions, but the proof is less elegant. We use this technique to 
obtain the next two theorems, which also complement Hansen’s result. 
THEOREM 7. Let A be a positive Hermitian matrix and C any n X n 
matrix such that CC* Q 1. For a positive m.m. function f, denote by F(t) 
one of the fourfunctions f(t)/t. l/f(t), tf(t), and t2/f(t). We have 
F(A) > CF(C*AC)C*. (82) 
Proof. We give the proof only for the first case, F( t ) = f(t )/t. Using 
the integral representation of f, we need only to show that for any s > 0, 
(A+s)-‘aC(c*Ac+~)-‘C*. (83) 
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After taking inverses of the two sides, the inequality (81) reduces to an 
obvious inequality, and so the proof is complete. n 
THEOREM 8. Let A be a positive Hennitian matrix and C be any n x n 
matrix such that CC* Q Z and CC*ACC* d A. Fur a positive m.m. fin&ion 
f, denote by F(t) one of the four function-s f(t>/t, l/f(t), tf(t), and 
t’/f(t). We have 
C*F( A)C < F(C*AC). (84) 
Proof Instead of (83) we need to show 
C*(A+s)-‘C<(C*AC+s)-‘, (85) 
which again reduces to an obvious inequality after taking inverses of the two 
sides and invoking the the hypotheses. n 
We remark that the inequality CC*ACC* Q A does not follow from 
CC* < 1. A simple counterexample is 
036) 
5. A LYAPUNOV-TYPE THEOREM 
The following result (and its generalization to positively stable matrices 
A), commonly known as Lyapunov’s theorem, plays an important role in the 
stability theory of differential equations: If A and P are positive matrices, 
then the solution Y of the matrix equation 
AY+YA=P (87) 
is positive. A simple proof of this fact can be found in [a]. In [a], the same 
result is proved to be true for the solution X of the equation 
AX + XA = A’J’~P + PA1’2. (88) 
It is known that in general the right-hand side of (88) is not positive; 
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otherwise the definiteness of X would be a corollary of Lyapunov’s original 
theorem. In this section, we establish a more general result that includes 
these two special cases. 
LEMMA 5. Let A and P be positive matrices and s >, 0 be a constant. 
The solution X of the matrix equation 
AX+XA=(A+s)-‘P+P(A+s) 
is positive. 
Proof. After premultiplying and postmultiplying 
letting Y = (A + s)X( A + s), we reduce (89) to 
AY+YA= AP+ PA+ZsP. 
By linearity, Y is the sum of P and the solution of 
AZ + ZA = 2sP. 
-1 (89) 
(89) by A + s, and 
(90) 
(91) 
By Lyapunov’s theorem, Z is positive, and so are Y = Z + P, and X = 
(A + s)-‘Y(A + s)-‘. H 
LEMMA 6. Let A and P be positive matrices and s >, 0 be a constant. 
The solution X of the matrix equation 
AX+XA=A(A+s)-‘P+PA(A+s)-’ (92) 
is positive. 
Proof. Premultiplying and postmultiplying (92) by A + s, we reduce it 
to 
AY+YA= AP+ PA+ZPAP. (93) 
The same argument as in the proof of Lemma 5 shows that Y is sum of P and 
the positive solution of a Lyapunov equation and so is positive. n 
We let 2 (3,) denote the class of functions g: (0, co) -+ (0,~) such that 
for all positive Hermitian matrices A and P (of order n X n), the solution of 
the matrix equation 
AX + XP = g( A)P + Pg( A) (94 
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is positive. Lemmas 5 and 6 simply mean that 
1 t 
- ---EL?. 
t’l+t 
(95) 
From the linear dependence of the solution X on the right-hand side of the 
equation, it follows that dp is a closed cone. In other words, 2 is closed 
under positive linear combinations. This fact allows us to form integrals of 
functions in 8 to produce new functions in P. In particular all positive 
m.m. function as well as their reciprocals belong to Y. 
THEOREM 9. Let g(t)=f(t)+ h(t) be a sum of a positive matrix 
monotone increasing function f and a positive matrix monotone decreasing 
function h. Then fm any two positive Hermitian matrices A and P, the 
solution X of the matrix equation 
AX + XA = g( A)P + Pg( A) (96) 
is positive. 
Let g E 2 be given. Then for any two positive Hermitian matrices A 
and P, the solution of the matrix equation 
A2Y+YA2+2AYA=g(A)P+ Pg(A) (97) 
is positive. This is because the left-hand side of the equation (95) can be 
rewritten as A( AY + YA) + (AY + YA)A. This reduces the solution of Y to 
the solution of two Lyapunov equations, each of the answers being positive. 
A direct application of a general theorem established in [16] gives the 
following result. 
THEOREM 10. Let t E ( - 2,2] be any given number. Under the same 
hypotheses a.s in Theorem 9, the solution of the matrix equation 
A2Y+YA2+tAYA=g(A)P+Pg(A) (98) 
is positive. 
It is an interesting question to seek a complete characterization of the 
functions in 2. As pointed out in [16], in the study of equations of the type 
(88), it suffices to considered only diagonal matrices A and the special choice 
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of P where all its elements are 1. With all these in mind, we can easily verify 
the following observation. 
THEOREM 11. A function g : (0, co) + R is in P2 if and only if for any 
two real numbers, a B b B 0, 
b 
ag(a) > bg(b) implies a > - 
da) g(b) 
and vice versa. (99) 
COROLLARY 9. A nondecreasing fin&ion g : (0,~) + R is in P2 if and 
only if the function t/g( t ) is also nondecreasing in t. 
As an example, the piecewise linear function 
g(t) = 
straight line with slope 1 in [2n,2n + l] 
constant in [2n + 1,2n +2] 
n=O,l ,***, 
belongs to 2’s. It is easy to verify, however, that this function does not belong 
to 2’s. We have thus concluded that 9s z 6pa. 
Note also that 3 = U~zlS?n. Hence a characterization of 2 may be 
obtained by characterizing all the 2’“. 
6. CONCLUDING REMARKS 
The use of the integral representation of m.m. functions is in many ways 
similar to the use of the prime factoring of integers. Just as primes are the 
basic building blocks of integers, the functions t/(t + s) = 1 - l/(t + s) are 
the building blocks of m.m. functions. Thus many facts on m.m. functions 
can be established by simply verifying them on these “prime” m.m. func- 
tions. In many ways, this approach also reminds us of the Choquet theory of 
constructing compact convex sets in Banach spaces using Bore1 integrals of 
their extreme points. The functions t/(t + s) are the “extreme points” of the 
set of m.m. functions. 
It is tempting to conjecture that as in the scalar case, the function l/ t2 is 
convex. We examine this conjecture with the linear-algebra numerical pack- 
age MATLAB on randomly generated Hermitian matrices A and B. The 
following counterexample turns up very quickly: 
A=(; ;), B=(;.’ ;), (I@)) 
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with 
1.41 A-2+B-2-8(A+B)-2=(g~:$; ). 
- 0.12 
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(101) 
That the last matrix is not positive definite is equivalent to the fact that weak 
convexity does not hold for the function l/t2 and the pair of matrices A 
and B. 
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