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Abstract
A graphical model provides a compact and efficient representation of the association
structure of a multivariate distribution by means of a graph. Relevant features of the distri-
bution are represented by vertices, edges and other higher-order graphical structures, such as
cliques or paths. Typically, paths play a central role in these models because they determine
the independence relationships among variables. However, while a theory of path coefficients
is available in models for directed graphs, little has been investigated about the strength of
the association represented by a path in an undirected graph. Essentially, it has been shown
that the covariance between two variables can be decomposed into a sum of weights associ-
ated with each of the paths connecting the two variables in the corresponding concentration
graph. In this context, we consider concentration graph models and provide an extensive
analysis of the properties of path weights and their interpretation. More specifically, we give
an interpretation of covariance weights through their factorisation into a partial covariance
and an inflation factor. We then extend the covariance decomposition over the paths of an
undirected graph to other measures of association, such as the marginal correlation coeffi-
cient and a quantity that we call the inflated correlation. The usefulness of these findings is
illustrated with an application to the analysis of dietary intake networks.
Keywords: Covariance decomposition; Concentration graph; Inflation factor; Partial correlation;
Undirected path; Undirected graphical model.
1 Introduction
Statistical models associated with a graph, called graphical models, are of significant interest in
many modern applications and have become a popular tool for representing network structures
in applied contexts such as genetic and brain network analysis; see (Maathuis et al., 2019) for a
recent review of the state of art of graphical models.
In graphical models, paths joining vertices of the graph are the main tools used in the
definition of separation criteria and therefore, in the specification of the association structure of
the variables. In models for continuous acyclic directed graphs it is also possible to compute path
coefficients. Specifically, the theory of path analysis, originated from the seminal work of Wright
(1921), provides a way of quantifying the relative importance of causal relationships represented
by directed paths. On the other hand, in models for undirected graphs little has been investigated
on the strength of the association encoded by paths. A prominent exception is the work by Jones
and West (2005), which introduced a covariance decomposition in terms of additive weights
associated with undirected paths in concentration graph models. A concentration graph (Cox
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and Wermuth, 1996; Whittaker, 1990; Lauritzen, 1996) is a labelled undirected graph that
provides a representation of the sparsity pattern of an inverse covariance matrix. In such a graph,
labelled vertices are associated with random variables and missing edges with zero entries in the
inverse covariance matrix. The interpretation of the path weights of Jones and West (2005),
however, remained unexplored until Roverato and Castelo (2017) provided one for the basic case
of single-edge paths. Some preliminary results on the paths between vertices in a tree were also
given by Roverato and Castelo (2018).
In this article, we consider concentration graph models and provide an extensive analysis of
the properties of the weight of an arbitrary path and of its interpretation. We first consider the
original weights introduced by Jones and West (2005) obtained from the decomposition of the
covariance between two variables, and then move on to a more general setting that also includes
the weights obtained from the decomposition of certain normalised measures of association. More
specifically, we consider the decomposition of the correlation coefficient between two variables
and of a novel, to the best of our knowledge, normalized measure of linear association that we call
the inflated correlation coefficient. We find that, as far as path weights are concerned, the latter
quantity should be preferred to the traditional correlation coefficients, because the corresponding
weights admit a clearer interpretation. Furthermore, the weights relative to inflated correlations
satisfy a set of properties which are consistent with the properties of weights computed from
covariance coefficients. Finally, we illustrate possible uses of the theory of path weights in
applied contexts by the analysis of food intake patterns based on two, sex-specific, dietary
intake networks from Iqbal et al. (2016).
2 Background and notation
2.1 Concentration graphs
An undirected graph with vertex set V is a pair G = (V, E) where E is a set of edges, which are
unordered pairs of vertices; formally E ⊆ V ×V . The graphs we consider have no self-loops, that
is {v, v} 6∈ E for any v ∈ V . We say that a graph G′ = (V ′, E ′) is a subgraph of G if V ′ ⊆ V and
E ′ ⊆ E . The subgraph of G induced by A ⊆ V is the undirected graph GA with vertex set A and
edges EA = {{u, v} ∈ E : u, v ∈ A}. A path of length k ≥ 2 between x and y in G is a sequence
pi = 〈x = v1, . . . , vk = y〉 of distinct vertices such that {vi, vi+1} ∈ E for every i = 1, . . . , k − 1.
We denote by V (pi) ⊆ V and E(pi) ⊆ E the set of vertices and edges of the path pi, respectively.
We write pixy when we want to make more explicit which are the endpoints of the path and,
furthermore, when clear from the context, we will write P ≡ V (pi) to improve the readability of
sub- and super-scripts. For a pair of vertices x, y ∈ A, we denote by ΠVxy ≡ Πxy the collection
of all paths between x and y in G and by ΠAxy the set of paths joining the same pair of vertices
in GA. It is straightforward to see that ΠAxy ⊆ Πxy and, more specifically, pi ∈ ΠAxy if and only if
pi is such that pi ∈ Πxy and V (pi) ⊆ A.
Let X ≡ XV be a random vector indexed by a finite set V = {1, . . . , p} so that for A ⊆ V ,
XA is the subvector of X indexed by A. The random vector XV has probability distribution
PV and covariance matrix Σ = {σuv}u,v∈V . The concentration matrix K = {κuv}u,v∈V of XV
is the inverse of its covariance matrix, that is K = Σ−1. We say that K is adapted to a graph
G = (V, E) if for every κuv 6= 0, with u 6= v, it holds that {u, v} ∈ E and, accordingly, we
call G a concentration graph of XV . The concentration graph model (Cox and Wermuth, 1996)
with graph G = (V, E) is the family of multivariate normal distributions whose concentration
matrices are adapted to G. The latter model has also been called a covariance selection model
(Dempster, 1972) and a graphical Gaussian model (Whittaker, 1990); we refer the reader to
Lauritzen (1996) for details and discussion.
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For A,B ⊆ V with A∩B = ∅, the partial covariance matrix ΣAA·B = ΣAA−ΣABΣ−1BBΣBA is
the covariance matrix of XA|XB, that is, the residual vector deriving from the linear least square
predictor of XA on XB (see Whittaker, 1990, p. 134). We denote by σuv·B, for u, v ∈ A, the
entries of ΣAA·B and recall that, in the Gaussian case, ΣAA·B coincides with the covariance matrix
of the conditional distribution of XA given XB. Note that we use the convention that Σ
−1
AA =
(ΣAA)
−1 and, similarly, Σ−1AA·B = (ΣAA·B)
−1. Furthermore, if A¯ = V \ A is the complement of
a subset A with respect to V , then it follows from the rule for the inversion of a partitioned
matrix that ΣAA·A¯ = K
−1
AA and, similarly, Σ
−1
AA = KAA·A¯. A useful consequence of the latter
equalities is that if K is adapted to G, then the concentration matrix of XA|XA¯, i.e., KAA, is
adapted to GA, and therefore, GA is a concentration graph of XA|XA¯.
2.2 Covariance decomposition over G
In the analysis of graphical Gaussian models, Jones and West (2005) showed that the covariance
between two variables can be computed as the sum of weights associated with the paths joining
the two variables.
Theorem 2.1 (Jones and West (2005)). Let K = Σ−1 be the concentration matrix of XV . If
K is adapted to the graph G = (V, E) then for every x, y ∈ V it holds that
σxy =
∑
pi∈Πxy
ω(pi,Σ) (1)
where
ω(pi,Σ) = (−1)|P |+1 |KP¯ P¯ ||K|
∏
{u,v}∈E(pi)
κuv. (2)
The quantity ω(pi,Σ) in (2) represents the contribution of the path pi to the covariance σxy
and, for this reason, we call it the covariance weight of pi relative to XV . More generally, we will
refer to (1) as the covariance decomposition over G. There is no clear interpretation associated
with the value taken by a covariance weight, with the exception of paths consisting of a single
edge (Roverato and Castelo, 2017), and the forthcoming sections will address this issue. We also
recall that another interesting decomposition of the covariance in Gaussian models, in terms
of walk-weights, can be found in Malioutov et al. (2006) and references therein. Unlike paths,
walks can cross an edge multiple times.
3 Inflation factors
Linear regression diagnostics use a quantity called the variance inflation factor to quantify the
effect of multicollinearity, and this section deals with a generalized version of the inflation factor
that arises naturally in the theory of path weights developed in this paper.
The variance inflation factor of Xv on XV \{v} is defined as IFv = 1/(1 − ρ2(v)(V \{v})) where
ρ(v)(V \{v}) is the multiple correlation of Xv on XV \{v}. IFv equals 1 when Xv and XV \{v} are
uncorrelated so that ρ(v)(V \{v}) = 0; otherwise IFv > 1 and its value increases as ρ(v)(V \{v})
increases (see Belsley et al., 2005; Chatterjee and Hadi, 2012).
Fox and Monette (1992) considered the case where one is interested in sets of regressors
rather than individual regressors and introduced a generalized version of the variance inflation
factor; specifically, for a pair of subsets A,B ⊆ V , with A ∩B = ∅ this is given by,
IFBA =
|ΣAA||ΣBB|
|ΣA∪BA∪B| , (3)
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so that IFBA = IFv when A = {v} and B = V \ {v}. We will refer to IFBA as the inflation factor
of A on B, and to simplify the notation we will write IFA when B = V \ A. It is also worth
remarking that the covariance matrices we consider are assumed to be positive definite so that
IFBA ≥ 1 and we set IFBA = 1 whenever either A = ∅ or B = ∅. More generally, throughout this
paper we use the convention that the determinant of a submatrix whose rows and columns are
indexed by the empty set is equal to 1. The following lemma provides some ways to compute
IFBA alternative to (3).
Lemma 3.1. Let Σ the covariance matrix of XV , then for any pair of subsets A,B ⊆ V , with
A ∩B = ∅, it holds that
IFBA =
|ΣAA|
|ΣAA·B| =
|ΣBB|
|ΣBB·A| . (4)
Furthermore,
IFBA =
|ΣA∪BA∪B|
|ΣAA·B||ΣBB·A| , (5)
that in the special case where B = A¯ gives IFA = (|KAA| × |KA¯A¯|)/|K|, where K = Σ−1.
Proof. From the Schur’s determinant identities |ΣA∪BA∪B| = |ΣAA·B||ΣBB| and |ΣA∪BA∪B| =
|ΣBB·A||ΣAA| one has that
IFBA =
|ΣAA||ΣBB|
|ΣA∪BA∪B| =
|ΣAA||ΣBB|
|ΣAA·B||ΣBB| =
|ΣAA|
|ΣAA·B| ,
and in a similar way one can show that IFBA = |ΣBB|/|ΣBB·A|. From the latter identity one
obtains that
IFBA =
|ΣBB|
|ΣBB·A| =
|ΣBB||ΣAA·B|
|ΣBB·A||ΣAA·B| =
|ΣA∪BA∪B|
|ΣBB·A||ΣAA·B| , (6)
which gives (5). Finally, in the case where B = A¯, then (6) can be written as
IFA =
|Σ|
|ΣAA·A¯||ΣA¯A¯·A|
=
|Σ−1
AA·A¯||Σ−1A¯A¯·A|
|Σ−1| =
|KAA||KA¯A¯|
|K| ,
and this completes the proof.
If we denote by Ω the correlation matrix of XV , then one can write the inflation factor in
(3) as IFBA = (|ΩAA| × |ΩBB|)/|ΩA∪B,A∪B|. The determinant of |Ω| is a common global measure
of collinearity usually justified by noting that |Ω| = 1 for uncorrelated variables and |Ω| = 0
for perfectly collinear variables. As remarked by Fox and Monette (1992), this suggests the
following interpretation of IFBA : the inflation factor of A on B represents the global collinearity
of XA∪B scaled by the product of the collinearity internal to each of XA and XB. Based on
this perspective, Fox and Monette (1992) suggested a generalization of (3) to the case where
XV is partitioned into k sets, A1, . . . Ak, given by (|ΣA1A1 | × · · · × |ΣAkAk |)/|Σ|. The latter is
consistent with the measure of collinearity provided by |Ω| because in the special case where
every set contains a single variable one obtains,∏
v∈V σvv
|Σ| =
1
|Ω| . (7)
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It is of interest for us to compare the different formulations of the inflation factor provided by
(3) and (5). Specifically, we note that equation (5) allows for an alternative interpretation of
IFBA . In linear regression the strength of the linear association between variables is commonly
measured by comparing the variability of the response variable with the variability of the same
variable after it is linearly adjusted for the covariates. As shown in (4), also the inflation factor
is feasible of this type of interpretation, and equation (5) writes the ratio of variability measures
in a way that is symmetrical with respect to the two sets A and B. The determinant of Σ is the
generalized variance of XV , whereas |ΣAA·B| and |ΣBB·A| are the generalized variances of XA|XB
and XB|XA, respectively. Thus, one can interpret IFBA as the variability of XV scaled by the
product of the variabilities internal to each of XA|XB and XB|XA. This allows a generalization
of the inflation factor to the case where XV is partitioned into k sets as |Σ|/(|ΣA1A1·A¯1 | × · · · ×
|ΣAkAk·A¯k |). The case where every set contains a single variable provides a global measure of
collinearity for XV alternative to (7),
|Σ|∏
v∈V σvv·V \{v}
, (8)
which plays a central role on the interpretation of the information provided by path weights.
To further clarify the connection existing between (7) and (8), we note that Hadamard’s
inequality implies both that |Σ| ≤ ∏v∈V σvv and that |K| ≤ ∏v∈V κvv. In turn, this implies
that
∏
v∈V σvv·V \{v} ≤ |Σ| ≤
∏
v∈V σvv, because κvv = 1/σvv·V \{v} for every v ∈ V (Whittaker,
1990, Corollary 5.8.1). In this way we can see that (7) scales |Σ| with its upper bound whereas
(8) scales |Σ| with its lower bound, and both quantities are global measures of linear association
that can be regarded as inflations factors because they take values in the interval [1,∞).
4 The inflated correlation matrix and other relevant matrices
We introduce here some scaled versions of both the covariance and the concentration matrix.
We first scale K to have unit diagonal and write (I − R) = diag(K)− 12K diag(K)− 12 , where I
denotes the p × p identity matrix and R is a matrix with partial correlations as off-diagonal
entries and zeros on the main diagonal. This follows from the fact that, if we denote by ρxy·A
the partial correlation coefficient of Xx and Xy given XA then, for every x, y ∈ V it holds that
(see Lauritzen, 1996, p. 130),
ρuv·V \{u,v} =
−κuv√
κuuκvv
= {R}uv .
The correlation matrix Ω = diag(Σ)−
1
2 Σ diag(Σ)−
1
2 is computed by scaling Σ to have unit
diagonal. In this paper a central role is played by a different scaled version of the covariance
matrix, which we denote by ΩV , and that can be computed as the inverse of (I −R),
ΩV = (I −R)−1 = diag(K) 12 Σ diag(K) 12 . (9)
We call ΩV the inflated correlation matrix because its entries, denoted by %Vuv for u, v ∈ V , can
be interpreted as inflated correlation coefficients. Furthermore, the determinant of ΩV is the
global measure of linear association between the variables in XV given in (8).
Lemma 4.1. The entries of ΩV = {%Vuv}u,v∈V are given by %Vvv = IFv for every v ∈ V , whereas
for every u, v ∈ V with v 6= u,
%Vuv = ρuv ×
√
IFu× IFv , (10)
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so that for |V | = 2 the inflated correlation %Vuv in (10) becomes %{u,v}uv = ρuv/(1− ρ2uv). Further-
more,
|ΩV | = |Σ|∏
v∈V σvv·V \{v}
,
with |ΩV | ≥ 1 and |ΩV | = 1 if and only if Σ is diagonal.
Proof. The entries of ΩV = diag(K)
1
2 Σ diag(K)
1
2 can be computed as %Vuv = σuv
√
κuuκvv, and
because κuu = 1/σuu·V \{u} and κvv = 1/σvv·V \{v} it follows that for every u, v ∈ V ,
%Vuv =
σuv√
σuu·V \{u}σvv·V \{v}
=
σuv√
σuuσvv
√
σuu
σuu·V \{u}
√
σvv
σvv·V \{v}
. (11)
For u = v, equation (11) becomes %Vuu = σuu/σuu·V \{u} so that, by Lemma 3.1, %Vuu = IFv.
Similarly, for u 6= v equation (11) and Lemma 3.1 give (10), as required. For V = {u, v} it holds
that IFu = IFv = 1/(1− ρ2uv) so that (10) can be written as %{u,v}uv = ρuv/(1− ρ2uv).
The determinant of ΩV can be computed from (9) as
|ΩV | = | diag(K)||Σ| = |Σ|
∏
v∈V
κvv =
|Σ|∏
v∈V σvv·V \{v}
,
whereas to show that |ΩV | ≥ 1 it is sufficient to notice that |ΩV | = 1/|I−R| and that |I−R| ≤ 1
by Hadamard’s inequality. Furthermore, |I −R| = 1 if and only if R = 0, that is, if and only if
K, or equivalently Σ, is diagonal.
Hence, the off-diagonal entry %Vuv of Ω
V is the correlation ρuv inflated by a factor that is
the product of the square root of the inflation factors of Xu and Xv on XV \{u} and XV \{v},
respectively. It is worth remarking that, unlike ρuv, which is a measure of marginal association,
the computation of %Vuv involves the joint distribution of XV . Furthermore, it can be shown that
%Vuv ≥ %Auv for every u, v ∈ A ⊆ V because IFV \{v}v ≥ IFA\{v}v ; see also Roverato and Castelo
(2018). It is also interesting to recall that if the spectral radius of R is smaller then 1, then
limk→∞Rk = 0 and ΩV = (I −R)−1 = I +R+R2 + · · · .
In the following we will also consider both correlations and inflated correlations computed
with respect to the distribution of XA|XA¯. The corresponding matrices are given by Ω,[A|A¯] =
{ρuv·A¯}u,v∈A and ΩAAA·A¯ = {%Auv·A¯}u,v∈A, respectively, where the different types of subscript used
in the notation reflect the different ways in which the two matrices are computed. Indeed,
similarly to ΣAA·A¯, the matrix ΩAAA·A¯ can be computed as Ω
A
AA·A¯ = Ω
V
AA −ΩVAA¯(ΩVA¯A¯)−1ΩVA¯A so
that ΩA
AA·A¯ = (I − R)−1AA. On the other hand, Ω[A|A¯] is obtained by scaling ΣAA·A¯ so that, in
general, Ω[A|A¯] 6= ΩAA·A¯.
5 Interpretation of covariance path weights
Our approach to the interpretation of covariance weights relies on a key factorization of these
quantities. More specifically, we show that any covariance weight can be written as the product
of a partial covariance weight by an inflation factor. The analysis of these two components
allows one to gain insight into the meaning of path weights and the kind of information they
provide.
If K is adapted to the graph G = (V, E), and pi is a path between x and y in G, then it
follows that pi is also a path in GA = (A, EA) for any A such that V (pi) ⊆ A ⊆ V . On the other
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hand, the concentration matrix KAA = Σ
−1
AA·A¯ of XA|XA¯ is adapted to the subgraph GA, and
therefore it makes sense to compute
ω(pi,ΣAA·A¯) = (−1)|P |+1
|KA\PA\P |
|KAA|
∏
{u,v}∈E(pi)
κuv,
which is the covariance weight of pi with respect to the distribution of XA|XA¯, i.e., the partial
covariance weight of pi relative to XA|XA¯. An immediate consequence of Theorem 2.1 is that
ω(pi,ΣAA·A¯) represents the contribution of the path pi to the partial covariance σxy·A¯.
Corollary 5.1. Let K = Σ−1 be the concentration matrix of XV . If K is adapted to the graph
G = (V, E), then for every A ⊆ V and x, y ∈ A, x 6= y, it holds that
σxy·A¯ =
∑
pi∈ΠAxy
ω(pi,ΣAA·A¯). (12)
Proof. The result follows by applying Theorem 2.1 to the distribution of XA|XA¯ and noticing
that the set of paths pi ∈ ΠAxy coincides with the set of all paths between x and y in GA.
It is worth remarking that equation (12) can be regarded as a generalization of the covariance
decomposition in (1), as it coincides with the latter when A = V .
The theory of path weights we develop here relies on the existing connection between the
covariance weight and partial covariance weight of a path. Specifically, the following result
provides a rule to compute the partial covariance weight of a path pi from the covariance weight
of pi. An interesting consequence of it is that the inflation factor arises naturally as an updating
multiplicative constant.
Theorem 5.2. If the matrix K = Σ−1 is adapted to the graph G = (V, E), then for any path pi
in G and subset A ⊆ V such that V (pi) ⊆ A, it holds that
ω(pi,Σ) = ω(pi,ΣAA·A¯)× IFA¯P
where P = V (pi). Furthermore,
sgn {ω(pi,Σ)} = sgn {ω(pi,ΣAA·A¯)} , |ω(pi,Σ)| ≥ |ω(pi,ΣAA·A¯)|
where, for nonzero weights, the latter inequality is an equality if and only if IFA¯P = 1.
Proof. Recall that |ΣPP | = |KP¯ P¯ |/|K|, whereas |ΣPP ·A¯| = |KA\PA\P |/|KAA|. Hence, we can
write
ω(pi,Σ) = (−1)|P |+1 |ΣPP |
∏
{u,v}∈E(pi)
κuv = (−1)|P |+1 |ΣPP ·A¯|
∏
{u,v}∈E(pi)
κuv × |ΣPP ||ΣPP ·A¯|
= ω(pi,ΣAA·A¯)× IFA¯P ,
where the inflation factor is computed as in Lemma 3.1. The remaining statements follow
immediately from the fact that IFA¯P ≥ 1.
Theorem 5.2 shows that for any A ⊆ V such that V (pi) ⊆ A, the partial covariance weight
of the path pi relative to XA|XA¯ can be obtained as the product of the covariace weight of
pi by a term that is a function of the linear association between the variables indexed by the
vertices in the path P = V (pi) and the variables indexed by A¯. Next, we notice that for a
given path pi one can compute a weight ω(pi,ΣAA·A¯) for every A such that P ⊆ A ⊆ V , thereby
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obtaining a collection of weights for pi. Furthermore, one can iteratively apply Theorem 5.2 to
see that |ω(pi,ΣPP ·P¯ )| ≤ |ω(pi,ΣAA·A¯)| ≤ |ω(pi,Σ)| for every A such that P ⊆ A ⊆ V . Hence,
ω(pi,ΣPP ·P¯ ) is the smallest partial covariance weight of pi and the factorization
ω(pi,Σ) = ω(pi,ΣPP ·P¯ )× IFP (13)
plays a central role among all the possible decompositions of ω(pi,Σ) implied by Theorem 5.2.
Equation (13) shows that ω(pi,Σ) is obtained by multiplying the partial path weight ω(pi,ΣPP ·P¯ )
by the inflation factor IFP . We note that ω(pi,ΣPP ·P¯ ) and IFP provide two clearly distinct pieces
of information. Specifically:
(a) ω(pi,ΣPP ·P¯ ) is the covariance weight of the path pi linearly adjusted for all the variables
not involved in the path. Hence, as far as linear relationships are concerned, this quantity
provides no information on how the path pi interacts with the variables in the rest of
the network. This kind of interpretation is even stronger in the case where the variables
are jointly Gaussian because ω(pi,ΣPP ·P¯ ) is the weight of the path pi computed in the
conditional distribution of XP |XP¯ .
(b) The inflation factor IFP depends on pi only through its vertex set P = V (pi) and it is a
measure of the strength of the association of the variables in the path with the remaining
variables. For instance, when the variables indexed by V (pi) are disconnected from the
rest of the network, it holds that IFP = 1 and therefore ω(pi,Σ) = ω(pi,ΣPP ·P¯ ).
The factorization (13) splits a covariance weight into two clearly distinct pieces of infor-
mation. However, while the value of the inflation factor has a clear interpretation, the partial
covariance weight requires some additional consideration to clarify its meaning. If we apply
Corollary 5.1 with A = P = V (pi) then we can write
σxy·P¯ =
∑
pi′∈ΠPxy
ω(pi′,ΣPP ·P¯ ). (14)
Thus, ω(pi,ΣPP ·P¯ ) in (13) can be interpreted as the contribution of the path pi to the partial
covariance between Xx and Xy given all the variables that do not belong to the path. Hereafter,
we consider some special cases of interest where the interpretation of ω(pi,ΣPP ·P¯ ) is specially
straightforward, whereas in the next section we address this issue with respect to normalized
measures of association.
A first case of interest is when the weights of the paths in ΠPxy are either all positive or
all negative; recall that, by Theorem 5.2, ω(pi,Σ) has the same sign as any partial covariance
weight of pi. In that case, (14) meaningfully decomposes σxy·P¯ along the partial paths in ΠAxy,
each contributing to a proportion of the latter covariance. In this context, a relevant role is
played by the family of Gaussian totally positive distributions of order two. Fallat et al. (2017)
and Lauritzen et al. (2019) studied the multivariate association structure of totally positive
distributions of order two, and showed that they satisfy useful properties within the undirected
graphical model framework. Interestingly, a Gaussian distribution is totally positive of order two
if and only if all the entries of R are either zero or positive (Karlin and Rinott, 1983; Fallat et al.,
2017). It follows immediately that these distributions have the additional property that, for any
path, both the weight and all of the partial weights are positive. More generally, a random
variable XV has a signed totally positive distribution of order two if there exists a diagonal
matrix ∆ = {δvv}v∈V with δvv = ±1 such that the distribution of ∆XV is totally positive of
order two (Karlin and Rinott, 1981; Lauritzen et al., 2019). In the Gaussian case, for this wider
family of distributions the weights of the paths can also be given a clear interpretation because
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it follows from Lemma 6.1 of Section 6 that in Gaussian signed totally positive distributions of
order two, for any pair x, y ∈ V the paths Πxy are either all positive or all negative.
A second special case is when the path pi has no chords. A chord of a path pi is any edge
joining a pair of nonadjacent vertices of pi, that is {vi, vj} ∈ E is a chord of pi if {vi, vj} ⊆ V (pi)
and {vi, vj} 6∈ E(pi). A path is said to be chordless if it has no chords (Pelayo, 2013), and we
note that a path pi between x and y is chordless if and only if ΠPxy = {pi} and thus, because by
(14) it holds that ω(pi,ΣPP ·P¯ ) = σxy·P¯ , then (13) takes the form,
ω(pi,Σ) = σxy·P¯ × IFP . (15)
Equation (15) shows that the covariance weight of a chordless path has a precise interpretation
because it can be written as a straightforward combination of two well-established quantities:
a partial covariance and an inflation factor. Roverato and Castelo (2017) considered the path
weights (15) for the particular case of paths made up of a single edge. Every edge of the graph
is a chordless path, and equation (15) extends the result of Roverato and Castelo (2017) to
arbitrary chordless paths.
Finally, we consider the case where pi is the unique path between x and y in G, that is,
Πxy = {pi}. It follows immediately from (1) that ω(pi,Σ) = σxy, but on the other hand Πxy = {pi}
implies ΠPxy = {pi}, i.e., pi is a chordless path, so (15) applies, leading to a decomposition of the
covariance into a partial covariance and an inflation factor,
σxy = σxy·P¯ × IFP . (16)
Equation (16) allows one to clarify the mechanism by which the covariance σxy updates its
value when the distribution of X{x,y} is adjusted for XP¯ . It implies, for instance, that σxy
and σxy·P¯ have the same sign and that |σxy| ≥ |σxy·P¯ |. Equation (16) cannot be applied to
arbitrary paths; nevertheless there are relevant instances of models involving unique paths.
More concretely, graphical models with a tree structure play an important role due to their
computational tractability; see, among others, Edwards et al. (2010), Choi et al. (2011), Lafferty
et al. (2012) and Højsgaard et al. (2012, Section 7.4). Since in a tree |Πxy| = 1 for every x, y ∈ V
with x 6= y, then in concentration tree models the relationship (16) holds true for all pairs of
variables (Roverato and Castelo, 2018).
6 Generalized path weights
6.1 Correlation and inflated correlation path weights
The work of Jones and West (2005) focuses on the covariance matrix Σ of XV and provides
a decomposition of the entries of this matrix along the paths of a concentration graph G of
XV . We note that such a decomposition relies on the fact that Σ
−1 is adapted to G, and
therefore can be immediately applied to any positive-definite matrix Γ = {γuv}u,v∈V whose
inverse Γ−1 = Θ = {θuv}u,v∈V is adapted to G. Here, we consider an arbitrary matrix Γ
obtained as Γ = ∆Σ∆ where ∆ = {δuv}u,v∈V is a diagonal matrix with nonzero diagonal
entries. Note that both Ω and ΩV can be obtained in this way by setting ∆ = diag(Σ)−
1
2 and
∆ = diag(K)
1
2 , respectively. Indeed, correlations and inflated correlations are both normalized
measures of association, and for this reason it is of interest to compute and interpret the values
of the corresponding weights.
There exist two possible ways to exploit Theorem 2.1 to obtain a decomposition of an
off-diagonal entry γxy of Γ. The first is to replace Σ by Γ in (1) and (2) thereby obtain-
ing γxy =
∑
pi∈Πxy ω(pi,Γ). On the other hand, one can consider the basic decomposition σxy =
9
∑
pi∈Πxy ω(pi,Σ) in (1) and then multiply both sides by δxxδyy to obtain γxy =
∑
pi∈Πxy δxxδyyω(pi,Σ).
The following result shows that these two approaches are equivalent because they lead to iden-
tical decompositions.
Lemma 6.1. If the matrix K = Σ−1 is adapted to the graph G = (V, E) and Γ = ∆Σ∆ where
∆ = {δuv}u,v∈V is a diagonal matrix with δvv 6= 0 for all v ∈ V , then for any path pi between x
and y in G it holds that ω(pi,Γ) = δxxδyy ω(pi,Σ).
Proof. If K = Σ−1 then (∆Σ∆)−1 = ∆−1K∆−1 and |∆−1K∆−1| = |K|∏
v∈V δ2vv
. Hence, we can
compute (2) as
ω(pi,Γ) = (−1)|P |+1 | ∆
−1
P¯ P¯
KP¯ P¯∆
−1
P¯ P¯
|
|∆−1K∆−1|
∏
{u,v}∈E(pi)
κuv
δuuδvv
=
|∆−1
P¯ P¯
|2
|∆−1|2
 ∏
{u,v}∈E(pi)
1
δuuδvv
 ω(pi,Σ)
=
|∆|2
|∆P¯ P¯ |2
∏
{u,v}∈E(pi) δuuδvv
ω(pi,Σ)
=
∏
v∈V δ
2
vv(∏
v∈P¯ δ
2
vv
) (
δxxδyy
∏
v∈P\{x,y} δ
2
vv
) ω(pi,Σ)
=
∏
v∈V δ
2
vv
δxxδyy
∏
v∈V \{x,y} δ
2
vv
ω(pi,Σ) = δxxδyy ω(pi,Σ).
Lemma 6.1 allows one to extend the properties of covariance path weights to the weights of
other measures of association. More specifically, we show below that results similar to (13), (15)
and (16) also hold for both the correlation and the inflated correlation path weights.
Proposition 6.2. Under the conditions of Theorem 2.1 let Ω be the correlation matrix of XV
and let pi be a path between x and y in G. Then it holds that:
(i) ω(pi,Ω) = ω(pi,Ω[P |P¯ ])× IFP√
IFP¯x IF
P¯
y
;
(ii) if pi is a chordless path then ω(pi,Ω[P |P¯ ]) = ρxy·P¯ so that ω(pi,Ω) = ρxy·P¯ × IFP√
IFP¯x IF
P¯
y
;
(iii) if pi is the unique path between x and y in G then ω(pi,Ω) = ρxy, so that
ρxy = ρxy·P¯ ×
IFP√
IFP¯x IF
P¯
y
.
Proof. Equation (i) can be shown as follows,
ω(pi,Ω) = (σxxσyy)
− 1
2ω(pi,Σ) (17)
= (σxxσyy)
− 1
2ω(pi,ΣPP ·P ) IFP (18)
=
(
σxx·P¯σyy·P¯
σxxσyy
) 1
2
ω(pi,Ω[P |P¯ ]) IFP (19)
= ω(pi,Ω[P |P¯ ])×
IFP√
IFP¯x IF
P¯
y
, (20)
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where (17) and (19) follow from Lemma 6.1 because ω(pi,Ω) = (σxxσyy)
−1/2ω(pi,Σ) and ω(pi,Ω[P |P¯ ]) =
(σxx·P¯σyy·P¯ )−1/2ω(pi,ΣPP ·P¯ ). Furthermore, (18) is given by (13), and the inflation factors in (20)
are computed from Lemma 3.1.
The identity (ii) follow from (i) because in a chordless path ω(pi,ΣPP ·P¯ ) = σxy·P¯ by (15), so
that ω(pi,Ω[P |P¯ ]) = (σxx·P¯σyy·P¯ )−1/2σxy·P¯ = ρxy·P¯ . Finally, (iii) follows from (ii) because if pi is
the only path between x and y in G, then ω(pi,Σ) = σxy so that ω(pi,Ω) = (σxxσyy)−1/2σxy =
ρxy.
The equality (iii) of Proposition 6.2 was first given in Roverato and Castelo (2018), where
this factorization of the correlation coefficient was exploited to compare Gaussian tree models.
They also noticed that this equality implies that sgn(ρxy) = sgn(ρxy·P¯ ) and that |ρxy| ≥ |ρxy·P¯ |.
Furthermore, as shown by Choi et al. (2011) and Zwiernik (2015), among others, when G is a
tree, then the correlation ρxy can be factorized over the edges of the unique path between x and
y as ρxy =
∏
{u,v}∈E(pi) ρuv. The latter implies that the partial correlation in both (ii) and (iii)
can be factorized as ρxy·P¯ =
∏
{u,v}∈E(pi) ρuv·P¯ , because GP is a tree.
We now turn to the decomposition of inflated correlations and in this case we also give an
explicit expression of the corresponding weights, which are easier to interpret with respect to
the other types of weights considered so far.
Theorem 6.3. Under the conditions of Theorem 2.1, let ΩV be the inflated correlation matrix
of XV and let pi be a path between x and y in G. Then it holds that,
ω(pi,ΩV ) = |ΩVPP |
∏
{u.v}∈E(pi)
ρuv·V \{u,v}; (21)
and furthermore,
(i) ω(pi,ΩV ) = ω(pi,ΩP
PP ·P¯ )× IFP where
ω(pi,ΩPPP ·P¯ ) = |ΩPPP ·P¯ |
∏
{u.v}∈E(pi)
ρuv·V \{u,v}; (22)
(ii) if pi is a chordless path ω(pi,ΩP
PP ·P¯ ) = %
P
xy·P¯ , so that ω(pi,Ω
V ) = %P
xy·P¯ × IFP ;
(iii) if pi is the unique path between x and y in G, then ω(pi,ΩV ) = %Vxy so that %Vxy = %Pxy·P¯×IFP .
Proof. Equations (21) and (22) follow from the direct computation of ω(pi,ΩV ) and ω(pi,ΩV
PP ·P¯ ),
respectively, by recalling that (ΩV )−1 = I −R and (ΩP
PP ·P¯ )
−1 = IPP −RPP .
Equation (i) can be shown as follows,
ω(pi,ΩV ) = (κxxκyy)
1
2ω(pi,Σ) (23)
= (κxxκyy)
1
2ω(pi,ΣPP ·P ) IFP (24)
= ω(pi,ΩPPP ·P¯ ) IFP (25)
where (23) and (25) follow from Lemma 6.1 because Σ−1
PP ·P¯ = KPP so that ω(pi,Ω
V ) =
(κxxκyy)
1
2ω(pi,Σ) and ω(pi,ΩP
PP ·P¯ ) = (κxxκyy)
1
2ω(pi,ΣPP ·P¯ ) and (24) is given by (13). The
identity (ii) follow from (i) because in a chordless path ω(pi,ΣPP ·P¯ ) = σxy·P¯ by (15), so that
ω(pi,ΩP
PP ·P¯ ) = (κxxκyy)
1
2σxy·P¯ = %xy·P¯ . Finally, (iii) follows from (ii) because if pi is the only
path between x and y in G, then ω(pi,Σ) = σxy so that ω(pi,ΩV ) = (κxxκyy) 12σxy = %xy.
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Both correlations and inflated correlations can be regarded as normalized versions of covari-
ances, and Proposition 6.2 and Theorem 6.3 show that the behaviour of weights obtained from
inflated correlations is more consistent with that of weights obtained from the decomposition
of covariances. For example, the weights of covariances and inflated correlations involve the
same type of inflation factor. Furthermore, the computation of (i) in Theorem 6.3 from ω(pi,Σ)
involves two steps: the normalization of ω(pi,Σ) to obtain ω(pi,ΩV ) and then the factorization
of the latter. The order in which these two steps are executed can be reversed, in the sense that
one obtains the same result by first factorizing ω(pi,Σ) and then normalizing ω(pi,ΣPP ·P¯ ). The
same is not true for the weights computed from correlations.
We have focused on three different types of weights obtained from the decomposition of co-
variances, correlations and inflated correlations, respectively. Among these, we find that inflated
correlations are of special interest because their value can be clearly interpreted. Consider the
weights in (21) and (22). These two quantities are computed as the product of the partial corre-
lations relative to the edges of the path,
∏
{u.v}∈E(pi) ρuv·V \{u,v}, multiplied by |ΩVPP | and |ΩPPP ·P¯ |,
respectively. The product of the partial correlations associated with the edges of the paths is
perhaps the most intuitive measure to be associated with a path; however, we note that every
partial correlation ρuv·V \{u,v} is computed with respect to the distribution of X{u,v} adjusted
for all the remaining variables in XV . As a consequence, this product of partial correlations can
be regarded as a “maximally adjusted” weight that needs to be embedded in the distribution
where the path is considered. This is obtained by multiplying the product of partial correlations
by the proper inflation factor, that is |ΩP
PP ·P¯ | for XP |XP¯ and |ΩVPP | for XV ; recall that, unlike
ΩPP that is computed on the marginal distribution of XP , the computation of Ω
V
PP requires the
joint distribution of XV . We have discussed the interpretation of the determinants of inflated
correlations in Section 3; here we remark that |ΩVPP | ≥ |ΩPPP ·P¯ | ≥ 1 and that from Theorem 6.3
it follows that ω(pi,ΩV )/ω(pi,ΩP
PP ·P¯ )| = |ΩVPP |/|ΩPPP ·P¯ | = IFP . Finally, this interpretation of
inflated correlation weights can be readily extended to interpret the meaning of the covariance
weights, because by Lemma 6.1 it holds that ω(pi,Σ) =
√
σxx·V \{x}σxx·V \{x} × ω(pi,ΩV ).
6.2 Single edge paths
In the representation of a concentration graph it is of interest to identify a measure that may
suitably encode the strength of the association represented by an edge of the graph. Commonly,
this is done by associating the partial covariance σxy·V \{x,y} with the edge {x, y}, which can then
be normalized to obtain the partial correlation ρxy·V \{x,y}. On the other hand, Roverato and
Castelo (2017) observed that every edge of the graph is itself a path between its endpoints and
therefore the corresponding covariance weights can provide an alternative measure of association
for the edge. More formally, every edge is a chordless path and therefore, by (15), the covariance
weight of 〈x, y〉 is given by ω(〈x, y〉,Σ) = σxy·V \{x,y}×IF{x,y}. Roverato and Castelo (2017) called
this quantity a networked partial covariance and then they normalized it to obtain a networked
partial correlation ρxy·V \{x,y} × IF{x,y}. They also showed that networked partial correlations
explain a larger fraction of variability of quantitative genetic interaction profiles in yeast than do
marginal or partial correlations. Nevertheless, from Proposition 6.2 if follows that ρxy·V \{x,y} ×
IF{x,y} 6= ω(〈x, y〉,Ω) and more generally, to the best of our knowledge, networked partial
correlations are not weights obtained from the decomposition of an association measure. On the
other hand, Theorem 6.3 suggests that inflated partial correlations represent an alternative way
to normalize networked partial covariances that is consistent with the path weight interpretation
because it holds that,
ω(〈x, y〉,ΩV ) = %{x,y}xy·V \{x,y} × IF{x,y} . (26)
12
We call this quantity a networked inflated partial correlation and remark that networked par-
tial correlations and networked inflated partial correlations are closely related because, by
Lemma 4.1, the inflated partial correlation in (26) is a simple one-to-one transformation that
scales ρxy·V \{x,y} to take values in IR,
%
{x,y}
xy·V \{x,y} =
ρxy·V \{x,y}
1− ρ2xy·V \{x,y}
.
6.3 Upper and lower bounds
Path weights, even when they are normalized quantities, do not take values in the interval [−1, 1]
and it is therefore of interest to compute their lower and upper bounds. To this aim it is useful
to define the following function of R,
φ(pi,R) = |(I −R)P¯ P¯ |
∏
{u,v}∈E(pi)
ρuv·V \{u,v},
where P = V (pi) and P¯ = V \ P ; note that φ(pi,R) takes values between −1 and +1.
Proposition 6.4. Under the conditions of Theorem 2.1 let Γ = ∆Σ∆ where ∆ = {δuv}u,v∈V is
a diagonal matrix with δvv 6= 0 for all v ∈ V . Then for any path pi between x and y in G it holds
that,
|ω(pi,Γ)| ≤ |ΩV |
√
δ2xx σxx·V \{x} δ2yy σyy·V \{y}, (27)
and, furthermore,
ω(pi,Γ)
|ΩV |
√
δ2xx σxx·V \{x} δ2yy σyy·V \{y}
= φ(pi,R).
Proof. We first notice that, because |ΩVPP | = |(I −R)P¯ P¯ |/|I −R|,
ω(pi,ΩV ) = |ΩVPP |
∏
{u,v}∈E(pi)
ρuv·V \{u,v} =
φ(pi,R)
|I −R| = |Ω
V | φ(pi,R).
Hence, we can apply Lemma 6.1 to obtain
ω(pi,Γ) = δxxδyyω(pi,Σ) =
δxxδyyω(pi,Ω
V )√
κxx κyy
=
√
δ2xx σxx·V \{x} δ2yy σyy·V \{y} |ΩV |φ(pi,R),
as required. The upper and lower bounds in (27) are an immediate consequence of the fact that
−1 ≤ φ(pi,R) ≤ 1.
The bounds given in (27) cannot be improved because they can actually be attained. This
happens when φ(pi,R) = ±1, that is, when both |(I − R)P¯ P¯ | = 1 and ρuv·V \{u,v} = ±1 for all
{u, v} ∈ E(pi). Clearly, it holds that |(I − R)P¯ P¯ | = 1 if and only if RP¯ P¯ = 0, i.e., the entries of
XP¯ |XP are mutually independent so that GP¯ has no edges.
As far as the comparison of the weights of two paths is concerned, Proposition 6.4 shows that
the weights of the paths joining two vertices have the same upper and lower bounds, i.e., they
have the same range of possible values. On the other hand, two paths with different endpoints
do not have, in general, the same upper and lower bounds. A remarkable exception is given by
inflated correlations, for which all the weights have the same upper and lower bounds, regardless
of the path endpoints.
13
Corollary 6.5. Under the conditions of Theorem 2.1 let ΩV be the inflated correlation matrix
of XV . Then for any path pi between x and y in G it holds that,
−|ΩV | ≤ ω(pi,ΩV ) ≤ |ΩV |, ω(pi,Ω
V )
|ΩV | = φ(pi,R).
Proof. This is an immediate consequence of Proposition 6.4 because in this case δ2xx = κxx =
1/σxx·V \{x}, and similarly for δ2yy.
We close this section by observing that the quantity φ(pi,R) can be computed as the product
of
∏
{u,v}∈E(pi) ρuv·V \{u,v}, which is a function of RPP , and of the determinant of (I−R)P¯ P¯ . These
two submatrices are variation independent in the sense that for any pair of positive-definite
matrices with unit diagonal (I − R)PP and (I − R)P¯ P¯ , there exists a positive-definite matrix
(I − R) with (I − R)PP and (I − R)P¯ P¯ as submatrices. This feature may be exploited in the
estimation of φ(pi,R) from data, for instance when one is interested in the comparison of paths
through the ratio of their weights.
7 Application to the analysis of dietary intake patterns
Iqbal et al. (2016) introduced the use of dietary intake networks in the analysis of dietary
patterns. Every vertex of the network represents the consumption of a given food group, and the
edge structure shows how foods are consumed in relation to each other. More concretely, Iqbal
et al. (2016) applied graphical lasso (Friedman et al., 2008) to a well-studied set of food intake
data from 16 340 women and 10 780 men, to fit sex-specific concentration graph models. The
number of food groups considered is 49, and for both women and men, the resulting network
is made up of one major dietary network, called the principal intake network, and by a few
disconnected small networks, consisting of similar food groups for women and men (see Iqbal
et al., 2016, Fig. 1 and 2). The principal intake networks are given in Fig. 1 and they comprise
13 food groups for women and 12 for men, with fried potatoes consumption being not present
in the latter. The two principal networks also differ with respect to the neighbours of the food
group legumes. The estimates of the partial correlations and of the networked inflated partial
correlations can be found in Table 1. In this section we build on the analysis of Iqbal et al.
(2016) in order to provide some examples on how the theory of path weights can be used to
address points of interest and to answer relevant questions.
Table 1: Fitted values of partial correlations (PC) and networked inflated partial correlations
(NIPC) for the edges of the intake networks in Fig. 1.
Women Men Women Men
Edge
PC NIPC PC NIPC
Edge
PC NIPC PC NIPC
cooked veg. red meat 0.09 0.16 0.11 0.19 legumes red meat 0.07 0.11
cooked veg. sauce 0.13 0.18 0.15 0.21 fried pot. red meat 0.06 0.09
cooked veg. mushrooms 0.18 0.23 0.21 0.28 poultry red meat 0.29 0.42 0.28 0.39
cooked veg. cabbage 0.22 0.29 0.29 0.39 sauce red meat 0.20 0.29 0.23 0.33
cooked veg. potatoes 0.17 0.23 0.13 0.19 potatoes red meat 0.18 0.28 0.21 0.31
cooked veg. legumes 0.17 0.23 0.12 0.17 potatoes cabbage 0.14 0.17 0.15 0.19
whole bread refined br. -0.37 -0.45 -0.34 -0.40 potatoes legumes 0.10 0.13
proc. meat refined br. 0.17 0.23 0.20 0.26 soup legumes 0.20 0.23 0.27 0.30
proc. meat red meat 0.31 0.46 0.25 0.37
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Figure 1: Principal dietary intake networks from Iqbal et al. (2016): (a) women, (b) men.
An advantage of networks, with respect to traditional methods used in dietary pattern analy-
sis, is that they provide the association structure between food variables, thereby improving the
understanding of the complexity of eating behaviours. One key issue that can be addressed using
networks is the identification of food groups that play a central role in the eating behaviours.
On the basis of degree centrality, i.e., the number of neighbours of vertices, Iqbal et al. (2016)
identified consumption of red meat and cooked vegetables as central to the dietary intake of
both women and men and, in addition, also legumes and potatoes consumption were identified
as central, but only for women. Degree centrality is a local measure that does not take into ac-
count the global structure of the network. On the other hand, one can consider betweenness-like
centrality, which is based on some measure of relative relevance of paths passing trough a given
vertex (Freeman, 1977). In concentration graph models, path weights constitute a natural way
to quantify the relevance of a path, and accordingly the betweenness of a food group represented
by a vertex v with respect to vertices x and y can be computed as
Bxy(v) =
∑
pi∈Πxy ;v∈pi |ω(pi,ΩV )|∑
pi∈Πxy |ω(pi,ΩV )|
(28)
so that an overall measure of betweenness centrality of the vertex v is given by B(v) =
∑
Bxy(v),
where the sum is taken over all unordered pairs of vertices x, y ∈ V with x, y 6= v. Because B(v)
scales with the number of pairs of vertices, the following normalization is usually performed:
B˜(v) =
B(v)−Bmin
Bmax −Bmin ,
where Bmin = minv∈V {B(v)} and Bmax = maxv∈V {B(v)}. In this way, it holds hat B˜ = 1 for
the most central vertex and B˜ = 0 for the least central. It is important to remark that, although
we use inflated correlation weights to calculate betweenness centrality, this quantity would not
change if computed with any of the other types of weights considered in this paper, because
it follows immediately from Lemma 6.1 that Bxy(v) in (28) is invariant with respect to scale
transformations of Σ. We also recall that betweenness centrality is more commonly computed by
restricting attention to shortest paths. Here, we follow the alternative approach of considering
all paths (Borgatti and Everett, 2006), because in this way the interpretation of Bxy(v) in (28)
is specially straightforward. Indeed, it can be shown from the network structures and the signs
of partial correlations in Table 1 that the fitted distributions of interest belong to the family of
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Table 2: Betweenness centrality, B, and normalized betweenness centrality, B˜, for the principal
intake networks of women and men; variables are ordered according to the value of B˜ for women.
Women Men
Food group B B˜ B B˜
red meat 45.63 1.00 33.72 1.00
cooked vegetables 24.35 0.53 31.94 0.95
processed meat 20.00 0.44 18.00 0.53
legumes 13.53 0.30 10.00 0.30
potatoes 11.72 0.26 7.44 0.22
refined bread 11.00 0.24 10.00 0.30
sauce 3.35 0.07 4.80 0.14
cabbage 1.23 0.03 2.19 0.07
mushrooms 0.00 0.00 0.00 0.00
poultry 0.00 0.00 0.00 0.00
soup 0.00 0.00 0.00 0.00
whole bread 0.00 0.00 0.00 0.00
fried potatoes 0.00 0.00
signed totally positive distributions of order two for both women and men. As a consequence,
Bxy(v) in (28) is simply the proportion of %ˆ
V
xy, or equivalently of σˆxy and ρˆxy, due to paths
between x and y containing the vertex v. Table 2 gives the values of betweenness and normalized
betweenness for the principal intake networks of women and men. This analysis confirms the
central role played by red meat and cooked vegetables consumption, but it also highlights
that the consumption of processed meat is relevant with respect to centrality in both networks.
Furthermore, legumes and potatoes seem to play a similar role in women and men, despite
the higher numbers of neighbours they have in the network for women. Although comparison of
alternative centrality measures is beyond the scope of this paper, it is worth mentioning that an
analysis of betweenness centrality based on shortest paths gave results similar to those provided
by Table 2, thus leading to comparable conclusions.
The role played by red meat consumption in dietary patterns is specially important for the
comprehension of eating behaviours and, as remarked by Iqbal et al. (2016), the strong positive
partial correlation between red meat and processed meat is an interesting finding with possible
implications in further analyses aimed at investigating the effect of meat consumption on health
outcomes. This finding is confirmed by the values of networked inflated partial correlations in
Table 1, which take into account not only the partial association encoded by an edge, but also the
relevance of the edge in terms of connections with the rest of the network. Indeed, for women,
red meat and processed meat is the pair of variables with the strongest value of networked
inflated partial correlation. We also note that there are three food groups relating to meat,
specifically red meat, processed meat and poultry. In both networks these vertices form a
path with three vertices and to investigate the relevance of this path within the two networks we
computed the inflated correlation weights for all the paths on three vertices and compared them.
This is meaningful because, by Corollary 6.5, unlike the other types of weights, it is possible to
use the inflated correlation weight to compare paths with different endpoints. Interestingly, in
both networks, the path 〈processed meat, red meat, poultry〉 is the one with the strongest
inflated correlation weight among all paths on three vertices, thereby providing evidence of the
relevance of meat in food intake patterns.
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One of the tasks of dietary pattern analysis is to understand how foods are consumed in
relation to each other. From this perspective, one important structural difference between the
two networks in Fig. 1 concerns the vertex legumes, which presents fewer connections with
other vertices in the men’s network than in the women’s network. This affects, for example,
the relationship between soup and cooked vegetables consumption. Indeed, for men this is
entirely due to the path 〈soup, legumes, cooked vegetables〉, whereas in the network for
women there are nine paths between these two variables. Hence, a comparison of the two net-
works that only involves their edge structure would convey the information that the association
structure of these two food groups is much more complex in women than in men. However, if
we look at the weights of these 9 paths, we can easily see that in women the weight of the path
〈soup, legumes, cooked vegetables〉 accounts for 81.4% of the strength of the association be-
tween soup and cooked vegetables, while the remaining eight paths account for only 18.6%.
Therefore, the additional information provided by the values of path weights allows one to see
that the path 〈soup, legumes, cooked vegetables〉 is highly relevant also in women. From
this observation, it follows that the way in which soup and cooked vegetables are consumed
in relation to each other is more similar between men and women than would appear at first
sight from a simple visual comparison of the two networks. More generally, in the analysis of
how two foods, x and y say, are consumed in relation to each other, path weights can be used
to identify the most relevant paths between x and y, that is, the most relevant dietary patterns.
Finally, we remark that, also in this case, we do not need to choose which association measures
to apply among covariance, correlation and inflated correlation, because all the types of weights
considered in this paper would give the same results in this type of analysis.
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