Spectroscopy and critical quantum thermometry in the ultrastrong
  coupling regime by Salado-Mejía, M. et al.
Spectroscopy and critical quantum thermometry in
the ultrastrong coupling regime
M. Salado-Mej´ıa, R. Roma´n-Ancheyta∗, F. Soto-Eguibar and
H. M. Moya-Cessa
Instituto Nacional de Astrof´ısica, O´ptica y Electro´nica, Calle Luis Enrique Erro 1,
Santa Mar´ıa Tonantzintla, Puebla, 72840, Mexico
E-mail: ∗ancheyta6@gmail.com
Abstract. We present an exact analytical solution of the anisotropic Hopfield model,
and we use it to investigate in detail the spectral and thermometric response of two
ultrastrongly coupled quantum systems. Interestingly, we show that depending on the
initial state of the coupled system, the vacuum Rabi splitting manifests significant
asymmetries that may be considered spectral signatures of the counterintuitive
decoupling effect. Using the coupled system as a thermometer for quantum
thermodynamics applications, we obtain the ultimate bounds on the estimation of
temperature that remain valid in the ultrastrong coupling regime. Remarkably, if the
system performs a quantum phase transition, the quantum Fisher information exhibits
periodic divergences, suggesting that one can have several points of arbitrarily high
thermometry precision for such a critical quantum sensor.
1. Introduction
When the coupling strength between light and matter starts to be comparable with
the system’s natural frequencies, the ultrastrong coupling (USC) regime of the light-
matter interaction emerges [1]. The USC regime has received considerable attention
from the theoretical and experimental point of view [2] during the last decade, mainly
because it enables more efficient interactions that one could potentially use in quantum
technologies with hybrid systems [3].
The USC regime is characterized, among other things, for the breakdown
of the rotating-wave approximation (RWA), an approximation commonly used in
quantum optics. Unambiguous evidence of this breakdown has been acquired through
spectroscopy measurements in several experiments, see for instance Refs. [4–6]. From
a theoretical point of view, there are different ways to determine the spectral response
of such ultrastrongly coupled quantum systems. For example, one might calculate the
transmission or absorption spectra using the input-output theory [7] or through the
WienerKhintchine power spectrum using the theory of open quantum systems [8]. A
detailed treatment of the interaction between the coupled system and its environment
must be done in either case. For the latter, a full microscopic derivation, sometimes
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called a global approach, of the corresponding master equation is the standard procedure
to follow [9]. However, such derivation is highly dependent on either the coupled system
is in the strong or ultrastrong coupling regime [10], and if the Born, Markov, or secular
approximations have to be considered. Those approaches may then force one to opt
for numerical solutions that, sometimes, make it difficult to obtain valuable information
about the problem. Here, we advocate on using the so-called time-dependent physical
spectrum of light introduced by Eberly and Wo´dkiewicz (EW) in [11], which is based on,
somehow, a phenomenological approach. Remarkably, we find that for the case where
there is a single excitation in the coupled system, which is a common situation for
several up to date experiments, the EW spectrum can describe, in simple terms, some
of the most interesting effects predicted to happen in the USC regime of the light-matter
interaction.
On the other hand, it is known that spectroscopy measurements of a quantum
system can also be used to extract information about the temperature of the thermal
environment the system is in contact with. This strategy has been experimentally
implemented with the name of fluorescence thermometry [12, 13]. Recently, such idea
was extended to the notion of the so-called apparent temperature associated with non-
thermal baths [14,15], i.e., baths having a certain amount of quantum coherence. Along
these lines of research, in this work, we use the Hopfield model [16] as an example of a
composite quantum probe acting as a thermometer [17,18], and we obtain fundamental
bounds on the precision of temperature estimation. In contrast to previous works where
the RWA is used [18, 19], our quantum thermometry results remain valid in the USC
regime. Moreover, we exploit the thermometer’s criticality when, close to the critical
point of a quantum phase transition, the corresponding quantum Fisher information,
which is proportional to the square of the signal-to-noise ratio, diverges.
The organization of the paper is the following: in Sec. 2, we introduce the
anisotropic Hopfield model and present a general analytical solution of the corresponding
eigenfrequencies, polaritons, that we use to describe the energy level structure of the
coupled system. In Sec. 3, we compute the corresponding EW spectrum and get a
vacuum Rabi splitting with large asymmetries that can be considered spectral signatures
of the counterintuitive decoupling effect. Sec. 4 deals with the quantum thermometry
analysis, where we use the Hopfield model as a thermometer for the estimation of
temperature. Sec. 5 shows the conclusions.
2. The Hopfield model
We start by writing the Hamiltonian of the simplified version of the Hopfield model [1]:
HˆHopfield = ωcaˆ
†aˆ+ ωbbˆ†bˆ+ ig1(aˆbˆ† − aˆ†bˆ) + ig2(aˆ†bˆ† − aˆbˆ) +D(aˆ+ aˆ†)2, (1)
where we have set ~ = 1. This kind of Hamiltonian is widely used to describe, in the
weak excitation limit, several experiments dealing with the USC between two effective
quantum systems [5,6,20–25]. For instance, in the light-matter interaction, the coupling
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could be between a highly confined single electromagnetic field mode of frequency ωc,
with a collective excitation of a matter system of frequency ωb, which are described by the
free (unperturbed) Hamiltonians ωcaˆ
†aˆ and ωbbˆ†bˆ respectively. Often, the matter system
is an ensemble made of a large number of two-level systems that can be bosonize [24].
In such case, bˆ (aˆ) and bˆ†(aˆ†) will represent, respectively, the annihilation and creation
matter (field) operators with the usual commutation relation, [bˆ, bˆ†] = [aˆ, aˆ†] = 1. On
the third and four-term of Eq. (1), g1 and g2 are, respectively, the coupling strengths
of the commonly named corotating and counterrotating terms; the latter should not
be neglected anymore if the coupled system is in the USC regime. Recall that,
when light interacts with natural atoms, g1 must be equal to g2. However, recent
experiments on matter-matter interactions (specifically magnon-magnon interaction)
show that one can have astonishing situations when g2 > g1 [6, 26]. There is also
evidence that such anisotropy (g1 6= g2) can better describe the experimental data of the
USC between electromagnetic radiation with artificial atoms made of superconducting
quantum circuits [27]. Thus, HˆHopfield in Eq. (1) might be called the anisotropic Hopfield
model in analogy with the anisotropic Rabi model [27, 28]. The last term in Eq. (1) is
the so-called diamagnetic term (because it is responsible for diamagnetism) associated
with the square of the vector potential of the field and can be viewed as a self-
interaction energy with D its strength [1, 2]. This term is relevant and can be even
dominant in the USC regime of the light-matter interaction. However, in some mater-
matter interaction experiments, like the spin-magnon [29] or magnon-magnon [6], such
term may not appear. Interestingly, although the anisotropic Hopfield model does not
conserve the total number of excitations [1], it still preserves a discrete symmetry, the
Z2 or parity symmetry [30], this is because HˆHopfield commutes with the parity operator
Pˆ = exp
[
ipi(aˆ†aˆ + bˆ†bˆ)
]
, i.e., the Hamiltonian is invariant under the transformation
Pˆ †HˆHopfieldPˆ = HˆHopfield, which means that spectral crossing between energy levels from
different symmetry sectors are allowed to occur [31].
It is well known that the energy level structure of HˆHopfield is quite rich, and
in the USC regime, it has substantial deviations from the standard energy spectrum
obtained when the RWA is considered. This fact has been shown numerically [1] and
analytically [32] for g1 = g2 and D 6= 0. Attempts to generalize the previous results
for g1 6= g2 were made very recently in [33] where, through a relatively complicated
procedure, an analytical result of the eigenfrequencies was obtained but only when
D = 0. In the following, we show that, indeed, it is possible to get a complete analytical
solution of the eigenvalues of HˆHopfield in the most general case, i.e., when g1 6= g2, D 6= 0
and the coupled system is off-resonance ωc 6= ωb.
Since HˆHopfield is a quadratic Hamiltonian, we can use a series of simple, but by no
means trivial, unitary transformations to diagonalize it. We only need a combination of
two rotations and one squeezing transformation that allow us to write the eigenmodes
of HˆHopfield as the Hamiltonian of two uncoupled harmonic oscillators with frequencies
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(see Appendix A for a detailed derivation):
2ω2x,y = (2λ1λ2 + Ω
2
x + Ω
2
y)±
√
(1− λ22) (Ω2x − Ω2y)2 + [2λ1 + λ2(Ω2x + Ω2y)]2, (2)
where Ω2x = ω
2
c + 4Dωc, Ω
2
y=ω
2
b and λ1,2 = (g1 ± g2) (ωcωb)±1/2. Therefore, the exact
eigenvalues of HˆHopfield are Emn = ωx(m+1/2)+ωy(n+1/2), with n and m non-negative
integers. In the context of light-matter interaction, ωx,y are known, respectively, as
the upper and lower frequencies of the photonic quasiparticles called polaritons [34],
polaritons are hybrid light-matter states. As expected, Eq. (2) contains, as a particular
case, the results of [32] and [33] when, respectively, g1 = g2 or D = 0.
The analytical expression of ωx,y in Eq. (2) is useful for finding out the exact critical
values of the parameters in HˆHopfield that suppress or permit a possible quantum phase
transition in the model. For instance, in order to suppress it, it is easy to show that
the diamagnetic term should satisfy the inequality D > Dcrit ≡ (g1 + g2)2/(4ωb)−ωc/4,
implying that HˆHopfield is bounded from below. For the particular case where g1 = g2 ≡ g,
Dcrit reduces to the one obtained in [35]. Additionally, if D = 0, HˆHopfield will represent
a Dicke-type Hamiltonian with a quantum phase transition at g = gcrit ≡ √ωcωb/2 [35].
It is instructive to see how the polaritonic frequencies ωx,y and the energy
eigenvalues Emn change when the coupled system starts to enter the USC regime. For
instance, if g1 = g2 = g (for simplicity), Eq. (2) reduces to
2ω2x,y = (ω
2
c + ω
2
b + 4Dωc)±
[
(ω2c − ω2b + 4Dωc)2 + 16g2ωcωb
] 1
2 . (3)
Additionally, by considering the ThomasReicheKuhn (TRK) sum rule [36–38] in light-
matter interaction, the diamagnetic term takes the value D = g2/ωb [32, 38]. Thus,
under resonant conditions and together with the TRK sum rule, we show in Fig. 1(a)
the behavior of Eq. (3) as a function of the normalized coupling g/ωc (solid black
lines). There we can see how the frequency of the upper (lower) polariton ωx (ωy),
as its name implies, increases (decreases) as a function of g/ωc. If D = 0, which can
happen for some of the cases mentioned above, the behavior of Eq. (3) is shown by
the red dashed lines of Fig. 1(a). Contrary to the previous case, the eigenfrequency
ωy is now pushed to zero by increasing the normalized coupling. Then the coupled
system undergoes a superradiant phase transition (SPT) (see [39] and references therein
for a detailed discussion on the applicability of generalized no-go theorems in different
light-matter scenarios like circuit-QED). It is illustrative to compare these two previous
examples with the one in which the RWA has been applied, i.e., when the counterrotating
and the diamagnetic terms in Eq. (2) are neglected, that is, when g2 = D = 0 and
g1 ≡ g. Under the RWA, the eigenfrequencies of Eq. (2) acquire a very simple form
2ωRWAx,y ≡ (ωc + ωb)±
√
(ωc − ωb)2 + 4g2 shown as the two blue dotted linear asymptotes
of Fig. 1(a). As expected, one can see that the RWA is a good approximation for the
upper and lower polaritonic frequencies only when the normalized coupling is small
enough, i.e., when the coupled system is far away from the USC regime.
In Fig. 1(b)-(d), we show the corresponding energy levels structure as a function
of g/ωc, for the three cases previously discussed. For example, Fig. 1(b) displays
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(approximately) the first 50 energy levels Emn associated with the polaritonic frequencies
ωx,y corresponding to the solid black lines of Fig. 1(a). One can see that this figure differs
substantially from the figure 2.f of the recent review [1] dealing with USC between light
and matter. It seems that in [1] the energy levels structure was calculated by standard
numerical methods and, due to the lack of a fully converged numerical solution during
the diagonalization process, fictitious avoided crossing energy levels can be observed
(in Fig. 2f) for values g/ωc ≈ 1.5. Even more, for larger values of g/ωc, around 3,
for example, Ref. [1] predicts an anharmonic behavior in the energy spectrum. All
this is in contrast with the exact analytical result of the energy levels displayed in
Fig. 1(b), where due to the model’s parity symmetry, no avoided crossing energy levels
are observed, and for large values of the normalized coupling strength, the energy levels
are equispaced and not anharmonic as shown in [1]. In fact, in the next section, we will
see in detail that such equispaced behavior is a manifestation of the so-called decoupling
(a) (b)
x
(c) (d)
y
Figure 1. (a) Polaritonic frequencies ωx,y of HˆHopfield, cf. Eq. (2), as a function
of the normalized coupling strength g/ωc. Under resonance conditions (ωc = ωb) we
set g1 = g2 = g, with D = g
2/ωb (black solid lines) and D = 0 (red dashed lines).
Blue dotted lines are the frequencies obtained after the RWA is applied in Eq. (2).
(b) Energy levels, Emn = ωxm + ωyn with m,n ∈ Z+, of HˆHopfield versus g/ωc. The
corresponding set of parameters are the same as those of the black solid lines in (a).
(c) Same as (b) but now the parameters a those of the red dashed lines in (a). An
evident spectral collapse occurs because ωy is pushed to zero at gcrit = ωc/2 where the
system exhibits a super radiant phase transition [1]. (d) Same as (b) but using the
parameters of the blue dotted lines of (a). As expected, all the energy-level diagrams
coincide in the region g/ωc ≤ 0.1, i.e., far away from the USC regime, see the main
text for more details.
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effect [40] occurring in the deep-strong coupling (DSC) regime. The DSC occurs when
g/ωc,b ≥ 1 [1,2]. Figure 1(c) shows the energy levels Emn with frequencies ωx,y associated
with the red dashed lines of Fig. 1(a), i.e., when D = 0 in Eq. (3). There, one can see a
spectral collapse [41] at the critical coupling constant gcrit = ωc/2; this happens because
the corresponding ωy is pushed to zero when the normalized coupling increases and
the coupled system enters the SPT. Once again, in figure 2.f of Ref. [1] it is difficult
to distinguish such spectral collapse due to an apparent deficient numerical solution.
Figure 1(d) also shows Emn but using the eigenfrequencies ω
RWA
x,y , that correspond to the
blue dotted lines of Fig. 1(a), i.e., when the RWA is applied. Note that Figs. 1(b)-(d) are
shifted by adding a factor −(ωc + ωb)/2 to Emn and, as expected, all of them coincide
in the region g/ωc ≤ 0.1 [1, 2].
3. Spectroscopy of the Hopfield model
The Eberly-Wo´dkiewicz (EW) time-dependent physical spectrum is defined as [11,42]:
S(ω, t,Γ) = 2Γe−2Γt
∫ t
0
dt1
∫ t
0
dt2e
(Γ−iω)t1e(Γ+iω)t2〈aˆ†1(t1)aˆ1(t2)〉, (4)
where ω and Γ are, respectively, the central frequency and band half-width of a
FabryProt cavity acting as a filter and 〈aˆ†1(t1)aˆ1(t2)〉 is the field’s autocorrelation
function with the average done with respect to the initial state of the coupled system.
If one is interested in the spectrum corresponding to the matter part of the light-matter
interaction, then the previous correlation function should be replaced by 〈bˆ†1(t1)bˆ1(t2)〉.
Here, we will not describe in full detail how to take into account the interaction
between the ultrastrongly coupled system with an environment; instead, we will
see that the corresponding unitary evolution generated by the Hopfield Hamiltonian,
Uˆ(t) = exp(−itHˆHopfield), is enough for our purposes.
We first consider the case where the initial state of the coupled system is
|1, 0〉 ≡ |1〉 ⊗ |0〉, which means that the field initially contains one excitation (one
photon) while the matter part is in its ground (vacuum) state. Additionally, and
for the sake of simplicity, we assume that g1 = g2 = g. In such situation, we
can show that the field’s autocorrelation function is given by (see Appendix B for
details): 〈1, 0|aˆ†(t1)aˆ(t2)|1, 0〉 = f ∗1 (t1)f1(t2)+2f ∗2 (t1)f2(t2)+f ∗4 (t1)f4(t2), with the time-
dependent functions fj(t)=
∑2
k=1 exp(±iωxt)µjk +
∑4
k=3 exp(±iωyt)µjk and the time-
independent coefficients µjk defined in (B.1) of Appendix B. Notice that each fj(t) has
a simple time-dependency given by the sum of the exponentials exp(±iωx,yt), where the
frequencies ωx,y are those given in Eq. (3). By substituting this result in Eq. (4), one
can efficiently compute the two corresponding time-integrals, where the contribution of
several of the resulting time-dependent terms, in the long time limit Γt  1, can be
negligible due to their fast oscillations. The long time limit is when the spectrum has
been stabilized, and there are no significant changes. However, it should not be confused
with the steady-state, the latter only occurs when dissipation processes are explicitly
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taken into account; we refer the reader to Refs. [14] and [43] where this observation has
been tested by analytical and numerical methods in other examples of the light-matter
interaction. Therefore, in the long time limit and with the particular initial conditions
above-mentioned, the EW spectrum of Eq. (4) can be very well approximated by the
time-independent expression S(ω,Γ) ≡ Sx(ω,Γ) + Sy(ω,Γ), where we have defined the
following terms:
Sx,y(ω,Γ) =
1
2
Γx,y
Γ2 + (ω − ωx,y)2 , Γx,y =
Γhx,y
4ω2cω
2
x,y
[
(ωc + ωx,y)
4 + 2(ω2c − ω2x,y)2
]
, (5)
hx,y =
[
1 ± Ω(4λ2 + Ω2)− 12 ]2/4, Ω = ωc2 + 4Dωc − ωb2 and λ = 2g√ωbωc. Thus, for
the initial state |1, 0〉, which contains only a single excitation in the coupled system, the
EW spectrum of the Hopfield Hamiltonian is just the sum of two Lorentzian line shape
functions Sx,y(ω,Γ). This analytical spectrum is valid in the USC regimen for any value
of the diamagnetic term D, and it is one of our major results. It is illustrative to compare
this result with the corresponding spectrum that is obtained under the RWA and the
same initial state |1, 0〉, in such case the calculations are more straightforward than the
previous ones and the EW spectrum reduces to SRWA(ω,Γ) = S
RWA
x (ω,Γ) + S
RWA
y (ω,Γ),
where
SRWAx,y (ω,Γ) =
1
2
ΓRWA
Γ2 +
(
ω − ωRWAx,y
)2 , ΓRWA = 4Γg2(ωb − ωc)2 + 4g2 (6)
and 2ωRWAx,y = (ωc + ωb) ±
√
(ωc − ωb)2 + 4g2 are the eigenfrequencies that were already
obtained in Sec. 2. The main difference between the Lorentzians of Eq. (5) and Eq. (6)
is that, in the latter, the corresponding ΓRWA of each S
RWA
x,y (ω,Γ) is the same, while
in the former each Γx,y is different. Later we will see that this difference is the root
of the asymmetric shape of the vacuum Rabi splitting of a system that is in the
USC regimen of the light-matter interaction. One thing in common between all the
Lorentzian functions in the equations mentioned above is that, as a function of ω, each
of them is centered around the corresponding eigenfrequency, i.e., Sx,y(ω,Γ) is centered
at ωx,y and S
RWA
x,y (ω,Γ) at ω
RWA
x,y . This is because the spectrum’s maximum intensity is
expected to happen at the resonant frequencies that can be obtained from the transitions
between two energy levels of the coupled system. For example, by defining the polariton
dispersion as ∆Emnpq ≡ Emn−Epq = (m−p)ωx+(n−q)ωy, which is the energy associated
with such transitions, ∆E1000 = ωx and ∆E
01
00 = ωy represent the transitions from the
first two excited states to the ground state of the Hopfield Hamiltonian.
In Fig. 2(a)-(b), we show density-plots of the spectrum of the Hopfield model,
S(ω,Γ) = Sx(ω,Γ) + Sy(ω,Γ), as a function of ωb/ωc, with a normalized coupling
strength g/ωc equals to 0.1(a) and 0.35(b), i.e., the system is within the USC regime.
Brighter (darker) colors represent the regions where the intensity of the spectrum is
high (low). Near resonance (ωb/ωc = 1), one can see the characteristic avoiding crossing
between the upper and lower polaritons branches of the coupled system. As expected,
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Figure 2. Field spectra of the Hopfield model in the USC regime and within the
single excitation manifold. For (a)-(b) the initial state of the light-matter coupled
system is |1, 0〉, i.e., the excitation starts in the field while the matter is in its
ground state; for (c)-(d) we have the opposite initial state, |0, 1〉. Density plots of
(a),(c) are for g = 0.1ωc and (b),(d) for g = 0.35ωc, in all cases the diamagnetic
constant is D = g2/ωb and Γ = 0.05. When the normalized coupling constant g/ωc
increases, the separation of the avoiding crossing between the polariton branches also
increases. Brighter (darker) colors are the regions where the intensity of the spectrum
is high (low). Cyan solid lines are the bare frequencies ωc and ωb of the uncoupled
(g = 0) system. All dashed lines are the polaritonic dispersions representing the energy
transition between the first two excited states of HˆHopfield with the ground state. For
the blue dashed lines we set D = g2/ωb, these polariton dispersions coincide with the
values where the spectrum’s intensity is maximum, depicted as the red dots in (b),(d).
For the red dashed lines we set D = 0, corresponding to the case of Fig.1(c). The
green dashed lines of (b) are for D = 0.5g2/ωb, while in (d) the white dashed lines are
for D = g2 = 0 and g1 = g, i.e., is the situation where only the corotating terms are
present in the Hopfield Hamiltonian, see the main text for more details.
when the normalized coupling g/ωc increases, the separation between these two branches
also increases. In Fig. 2(a)-(b) we also show, as dashed-lines, the corresponding polariton
dispersions ∆E1000 and ∆E
01
00 as a function of ωb/ωc and for different values of the
diamagnetic constant D. For example, by considering the TRK sum rule [37, 38], we
have that D = g2/ωb [1, 36] (blue dashed-lines). The blue-dashed lines fit very well
within the regions where the spectrum’s intensity is maximum, see the red dots. The
green dashed lines are for D = dg2/ωb, where d ∈ (0, 1) is a prefactor that effectively
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reduces the diamagnetic term’s strength. Such a value of D represents a modification of
the standard Hopfield model under the TRK sum rule. It was introduced very recently
in [21] to explain the experimental data of Landau polaritons in highly nonparabolic
two-dimensional gases in the USC regime; for Fig. 2(b) we set d = 0.5. The red dashed
lines are for D = 0 and represent the case described in Fig. 1(c), i.e., a situation where
the corotating and counterrotating terms are taken into account, but the diamagnetic
term is not present. The cyan solid lines represent the bare frequencies ωc and ωb of the
system; in particular, the horizontal cyan line corresponds to the field frequency ωc. It
is easy to show that, in the dispersive regime (ωb/ωc  1), ωx,y ≈ ωb,c. That is why for
an initial state like |1, 0〉 the spectrum of the field is brighter near the horizontal cyan
line representing ωc. In the dispersive regime there is little exchange of energy between
the field and the matter part. Therefore, any initial excitation in the field will remain
mainly there and should be captured by the EW spectrum around ωc.
As a complementary case, we now consider that in the Hopfield model the field
starts in the vacuum and the matter part in its first excited state, i.e., the entire initial
state is |0, 1〉 ≡ |0〉 ⊗ |1〉, opposite situation of the previous example. In this case,
the field’s autocorrelation function will be (see Appendix B): 〈0, 1|aˆ†(t1)aˆ(t2)|0, 1〉 =
f ∗2 (t1)f2(t2) + f
∗
3 (t1)f3(t2) + 2f
∗
4 (t1)f4(t2), where, as in the previous example, we have
assumed g1 = g2 = g. In the long-time limit the corresponding EW spectrum can be
written as S ′(ω,Γ) ≡ S ′x(ω,Γ) + S ′y(ω,Γ), where
S ′x,y(ω,Γ) =
Γ′x,y
Γ2 + (ω − ωx,y)2 , Γ
′
x,y =
Γhxy
32ωbωcω2x,y
(3ω2b − 2ωbωx,y + 3ω2x,y)(ωc + ωx,y)2,
(7)
hxy = (4λ
2)(4λ2 + Ω2)−1, Ω = ωc2 + 4Dωc − ωb2 and λ = 2g√ωbωc. Once again, we
obtain that for the single excitation regime, but with the initial state |0, 1〉, the Hopfield
model’s spectrum can be well approximated by the sum of two Lorentzian S ′x,y(ω,Γ)
having different Γ′x,y.
For the initial state |0, 1〉 Figs. 2(c)-(d) show density-plots of the spectrum of the
field S ′(ω,Γ) = S ′x(ω,Γ) + S
′
y(ω,Γ). We set the normalized coupling g/ωc as 0.1(c)
and 0.35(d). Like in the previous case, dashed-lines are the polaritonic dispersion from
the first two excited states to the ground state. In particular, blue dashed-lines are for
D = g2/ωb while white dashed-lines are for D = g2 = 0 and g1 = g, i.e., the white
dashed-lines represent the situation described in Fig. 1(d) where only corotating terms
in the Hamiltonian are considered. As expected, the blue dashed lines match the values
where the intensity of the spectrum is maximum and illustrated by the red dots in
(d). Notice that, contrary to Fig. 2(a)-(b), the intensity of the spectrum is now higher
around the avoiding crossing region (near resonance). Moreover, in the dispersive limit,
the spectrum’s intensity vanishes nearby both solid cyan lines. Such behavior occurs
because the initial state is |0, 1〉 and, therefore, there will not be enough energy to be
captured by the spectrum of the field when ωb/ωc  1. In contrast, near resonance,
there is a strong exchange of energy between light and matter; thus, high values in the
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intensity of the field’s spectrum can be obtained.
3.1. Asymmetries in the vacuum Rabi splitting
From previous results, we can quickly obtain the vacuum Rabi splitting (VRS) of the
light-matter interaction in the Hopfield model when the bare frequencies of the field and
matter, ωc and ωb, are resonant, ωc = ωb. In particular, in Fig. 3(a) we show a density
plot for the EW spectrum of the field S(ω,Γ) = Sx(ω,Γ)+Sy(ω,Γ), as a function of the
normalized coupling g/ωc and frequency ω/ωc, at resonance conditions ωc = ωb and with
the diamagnetic constant under the TRK sum rule D = g2/ωb. Red (blue) colors are
the regions where the spectrum’s intensity is high (low). For g > 0.1ωc, we see that the
spectrum is not symmetric to the resonance frequency and heights because of Γx 6= Γy.
This asymmetry and the separation between the peaks of the two Lorentzian, Sx(ω,Γ)
and Sx(ω,Γ), increases for larger values of g/ωc and is more evident in Fig. 3(b); there
we show, in semi-log scale, the VRS for three different values of the normalized coupling
constant indicated by the dark arrows of Fig. 3(a). In Fig. 3(b) the right Lorentzian
Sx(ω,Γ) becomes dominant while the left one Sy(ω,Γ) decreases as the coupling constant
increases. The blue dashed line is for g = 0.1ωc, green dashed-line is for g = 0.35ωc, and
the solid black line is for g/ωc = 1. The first two cases are in the USC regime, and the
last one starts to enter the DSC regime. For the sake of comparison, the red solid-line
of Fig. 3(b) shows the VRS, but when the RWA has been applied, i.e., it represents
SRWA(ω,Γ) = S
RWA
x (ω,Γ) + S
RWA
y (ω,Γ) for g = 0.35ωc. Thus, under the RWA, the VRS
will be symmetric to the heights and the resonance frequency. We might understand
the asymmetric behavior of the VRS by looking for the eigenfrequencies ωx,y in the
limit where the normalized coupling is large. For instance, using Eq. (3) it is easy to
show that if D = g2/ωb and g  1, then ω2x ≈ 4g2ωc/ωb, ω2y ≈ 0 and the eigenvalues
Emn of HˆHopfield simplify to those of a single harmonic oscillator Emn ≈ ω˜x(m + 1/2),
with ω˜x ≡ 2g
√
ωc/ωb. In such limit, the EW spectrum of the field reduces to just one
Lorentzian give by S(ω,Γ) ≈ S˜x(ω,Γ), where
S˜x(ω,Γ) ≡ 3Γg
2ωc/(2ωb)
Γ2 + (ω − ω˜x)2 . (8)
In this way, we see that in the DSC regime of the Hopfield model, one of the two
characteristic peaks of the VRS tends to vanish and the other remains and get more
prominent, actually, in Refs. [25, 44, 45] significant asymmetries of the VRS were
experimentally obtained, confirming the breakdown of the RWA and the relevance of
the diamagnetic term in the USC and DSC regime. Having in mind that a measurement
of the separation between these two peaks gives the information about how strong is
the light-matter coupling, one can interpret the above tendency into a single peak as
an effective decoupling between light and matter when the coupling constant increases,
a counterintuitive effect predicted in Ref. [40] and measured for first time in Ref. [44]
by reaching the record g/ωc = 1.43. The effective decoupling happens because the
diamagnetic term, which is proportional to g2 under the TRK sum rule, is the dominant
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RWA
(b)
Figure 3. Vacuum Rabi splitting (VRS) of the Hopfield model. (a) Shows the
spectrum of the field S(ω,Γ) = Sx(ω,Γ) + Sy(ω,Γ), cf. Eq.(5), as a function of
the normalized coupling strength g/ωc and frequency ω/ωc, at resonance conditions,
ωc = ωb. Red (blue) colors are the regions where the intensity of the spectrum is
high (low). In the USC regime the VRS is no longer symmetric with respect to the
resonance frequency and the heights of each polariton branch. In fact, for large coupling
strengths, the diamagnetic term in HˆHopfield is dominant, and the VRS tends to a single
polariton branch, which can be interpreted as an effective decoupling effect [40]. (b)
Shows, in a semi-log scale, the VRS for three different values of g/ωc indicated by the
dark arrows of (a). Blue dashed line is for g = 0.1ωc, green dashed line for g = 0.35ωc
and black solid line for g = ωc. In particular, the red solid line is for g = 0.35ωc, but
when the rotating-wave approximation (RWA) has been applied to HˆHopfield. Under
this approximation the VRS is fully symmetric.
term in the DSC regime, and it can act as a potential barrier [1] for the photonic field
producing the collapse of the Purcell effect [40].
It is essential to mention that the asymmetry of the VRS remains, but it is less
noticeable (plots not shown) if one uses |0, 1〉 as the initial state in the calculations
of the EW spectrum, i.e., the field starts in the vacuum state while matter contains
one excitation; the corresponding spectrum is S ′(ω,Γ) = S ′x(ω,Γ) + S
′
y(ω,Γ). This
observation might explain why in a recent experimental demonstration of the vacuum
Bloch-Siegert shift, the VRS looks almost symmetric even when g/ωc = 0.36 [5]. In fact,
in [5], the USC is between a two-dimensional electron gas with the counter-rotating
component of a terahertz photonic-crystal cavity’s vacuum fluctuation field, realizing
a strong-field phenomenon without a strong field [24]. Finally, we notice that similar
spectral modifications have been pointed out in other theoretical works [7, 10, 46, 47];
however, they use more involved dissipative models to obtain these results. Here, we
remark that our analytical expressions allow us to characterize in simple terms the
spectral response of these two ultrastrongly coupled quantum systems.
4. Quantum thermometry with the Hopfield model
Similar to standard quantum thermometry studies using individual quantum probes
as thermometers [17, 48, 49], we assume that our thermometer (made of the two
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interacting quantum systems described by HˆHopfield) is fully thermalized by allowing
it to equilibrate with the sample to be probed. The temperature T of the sample is
inferred from the thermal state of the probe ρˆT ≡ exp(−βHˆHopfield)/Z, where Z is the
partition function and β = (kBT )
−1 the inverse temperature and kB the Boltzmann
constant. To determine the ultimate limit on the estimation of temperature, we
need to resort to the quantum Crame´r-Rao bound [18] given by ∆T ≥ 1/√NF(ρˆT ),
where ∆T is the uncertainty in the temperature, N the number of independent
measurements and F(ρˆT ) is the quantum Fisher information (QFI). For thermal states,
the QFI can be written in terms of the variance of the thermometer’s Hamiltonian
F(ρˆT ) = (∆HˆHopfield)2/(k2BT 4), where (∆HˆHopfield)2 ≡ 〈Hˆ2Hopfield〉 − 〈HˆHopfield〉2. We can
rewrite the QFI in terms of the thermometer’s heat capacity as F(ρˆT ) = C(T )/(kBT 2),
where C(T ) = (∆HˆHopfield)
2/(kBT
2), which implies that for the single-shot scenario of
N = 1 [48], the signal-to-noise ratio, T/∆T , is upper bounded as (T/∆T )2 ≤ C(T )/kB.
Moreover, the heat capacity can also be obtained from the internal energy, U , as follow:
C(T ) = ∂TU , with U = kBT
2∂T lnZ [50]. It means we only need to know how the
thermometer’s partition function is to obtain the corresponding ultimate bound on the
thermal sensitivity through the QFI. To compute Z = tr{exp(−βHˆHopfield)} we will
take advantage of the analytical solution of the Hopfield model given in Sec. 2. For
instance, the trace operation is independent of the representation, so we can calculate
Z in the normal mode representation where HˆHopfield is diagonal, and it represents
two decoupled oscillators with eigenfrequencies ωx,y, see Eq. (2). On such basis, the
partition function of two independent quantum system factorizes as Z = ZxZy, where
Zx,y =
1
2
csch(βωx,y/2) is the partition function of a quantum harmonic oscillator in a
thermal state [50]. We can efficiently compute the internal energy and the heat capacity
as U = Ux + Uy and C(T ) = Cx(T ) + Cy(T ), where Ux,y =
1
2
ωx,y coth(βωx,y/2) and
Cx,y(T ) =
1
4
kB(βωx,y)
2csch2(βωx,y/2). Therefore, the QFI of the anisotropic Hopfield
model acting as a thermometer reduces to F(ρˆT ) = Fx(ρˆT ) + Fy(ρˆT ), where
Fx,y(ρˆT ) =
( ωx,y
2kBT 2
)2
csch2
(
ωx,y
2kBT
)
(9)
is the well known QFI of a harmonic oscillator [14, 48].
In Fig. 4(a), we show Fx(ρˆT ) + Fy(ρˆT ) as a function of the temperature and the
normalized coupling using the same set of parameters of Fig. 1(b), i.e., a situation
where the interacting systems are on resonance (ωc = ωb), the diamagnetic constant is
obtained from the TRK sum rule (D = g2/ωb), and the contribution of the co-rotating
and counter-rotating terms is the same (g1 = g2 = g). Red (blue) colors represent high
(low) values of the QFI. We can see that for any value of the temperature, the QFI
substantially increases, and the thermometry precision as well, when the thermometer
operates in the USC and DSC regime. Similar results were obtained in Refs. [18, 19]
but for the particular case in which the RWA is used in the Hamiltonian of two coupled
bosonic modes. If we replace ωx,y by ω
RWA
x,y in Eq. (9), we obtain the same expression of
the QFI derived in [18,19].
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Figure 4. (a) Quantum Fisher information (QFI) of the composite quantum probe,
F(ρˆT ) = Fx(ρˆT ) + Fx(ρˆT ), cf. Eq. (9), as a function of the normalized coupling g/ωc
and the sample temperature T with kB = 1. Red (blue) colors represent high (low)
values of F(ρˆT ). The QFI substantially increases if the probe is in the USC regime.
The set of parameters are those used in Fig. 1(b), i.e., the system is on resonance
ωc = ωb, g1 = g2 = g and D = g
2/ωb. (b). Signal-to-noise ratio, T/∆T ≡ T
√F(ρˆT ),
versus g/ωc, with a sample temperature T = 0.1 (black solid line) and T = 0.2
(red dashed line). For this case D = 0 and F(ρˆT ) is given by Eq. (10). At low
temperatures, a divergence of T/∆T appears if the system is close to the critical point
(gcrit ≡ ωc/2) of the quantum phase transition described in Fig. 1(c). If g > gcrit,
periodic divergences occur because one of hyperbolic functions of Eq. (10) changes to
its trigonometric version. In principle, one could obtain arbitrarily high thermometry
precision by exploiting the criticality of this quantum sensor.
Such enhancement in the estimation of the temperature is due to the gap between
the corresponding energy levels of the thermometer decreases when the coupling constant
increases, see Fig. 1(b), which makes it easy to populate more excited energy states.
Therefore, in an extreme case where the gap vanishes, significant thermometry precision
changes are to be expected [18]. Interestingly, a vanishing gap occurs during the spectral
collapse of Fig. 1(c), where D = 0, HˆHopfield represents a Dicke-type Hamiltonian with
a quantum phase transition at the critical point gcrit ≡ ωc/2, see Sec. 2. In such a case,
the eigenfrequencies of Eq. (3) simplify to ω2x,y = ω
2
c ± 2gωc, which we substitute in
Eq. (9) to get
F(ρˆT ) = ω
2
c + 2gωc
4k2BT
4
csch2
(√
ω2c + 2gωc
2kBT
)
+
ω2c − 2gωc
4k2BT
4
csch2
(√
ω2c − 2gωc
2kBT
)
. (10)
When g = gcrit the first term in the above equation vanishes at low temperatures,
while the second one is proportional to T−2, making the QFI diverge. This divergence
suggests that an arbitrarily high thermometry precision can be achieved in the critical
region’s vicinity at low enough temperatures [18]. Remarkably, if g > gcrit several
divergences in the QFI may appear, which is our second major result, such atypical
behavior of the QFI when g > gcrit is due to the argument on the hyperbolic function
in the second term of Eq. (10) which becomes complex, this changes the hyperbolic
cosecant to its trigonometric version, which as a function of the normalized coupling
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has periodic divergences that can be tailored depending on the temperature. Recall
that in the region g > gcrit the energy level structure of the coupled system is no longer
discrete but continuous. Using Eq. (10), we plot in Fig. 4(b) the signal-to-noise ratio
T/∆T ≡ T√F(ρˆT ) as a function of the normalized coupling. The solid black line
shows the above-mentioned periodic divergences of the QFI at low temperatures, and
these are modified if the temperature increases, see the red dashed line. Similar results
were recently obtained in [51] but only for frequency-estimation protocols, where the
criticality of finite-component quantum optical probes was exploited.
5. Conclusions
We have shown that the spectral response of two ultrastrongly coupled quantum systems
(described by the Hopfield model) can be characterized by the Eberly-Wo´dkiewicz (EW)
physical spectrum. Through a non-trivial diagonalization procedure, we derived an
exact analytical solution of the anisotropic Hopfield Hamiltonian, and we found the
corresponding polaritonic frequencies, see Eq. (2), as well as the autocorrelation function
of the field. The eigenfrequencies were useful to obtain a better description (compared
with previous numerical results [1]) of the energy level structure of the coupled system,
including its quantum phase transition. Simultaneously, the autocorrelation function
was necessary to perform the two time-integrals of the EW spectrum. In the long-time
limit, the resulting EW spectrum is time-independent, and it can be reduced to a simple
expression, Eq. (5), that remains valid in the USC and DSC regime. We confirm that,
in the DSC regime, the vacuum Rabi splitting manifests large asymmetries that can be
considered spectral signatures of the counterintuitive decoupling effect.
We also show that when the Hopfield model is used as a quantum thermometer, the
corresponding ultimate bounds on the estimation of temperature are valid in the USC
and DSC regime, regimes that to the best of our knowledge, had not been explored
yet in the field of quantum thermometry. For both regimes, the quantum Fisher
information (QFI) of the Hopfield model substantially increases. Remarkably, when
the coupled system (described by a Dicke-type Hamiltonian) performs a superradiant
phase transition (SPT), the QFI displays periodic divergences that allow it to have, in
principle, arbitrary high thermometry precision. This thermometry result depends on
the fact that the diamagnetic term should not be present in the USC and DSC regime;
therefore, it might not be possible to test it in quantum optics experiments where
light interacts with natural atoms. However, it could be implemented in condensed
matter systems using matter-matter interactions. For instance, Dicke cooperativity
was experimentally realized in [29] with spin-magnon interactions in the USC regime.
Moreover, recent terahertz magnetospectroscopy experiments [6,26,52] suggest that the
magnonic version of the SPT is within reach [53].
Using the Hopfield model’s analytical solution presented in this work, it would be
possible to derive the corresponding microscopic (global) Lindblad master equation [9].
With the master equation at hand, one could investigate the impact of the USC on the
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energy transfer dynamics or the thermodynamics properties [54]. Moreover, it is known
that the output power of a particular class [55] of quantum heat engines is determined
by the heat capacity of their working substance [56]; therefore, if we use the Hopfield
model as a working medium, significant changes in its heat capacity are expected to
enhance the maximal output power of such a critical heat engine operating in the USC
regime [57]. These are a few exciting topics of research that we will address in future
work.
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Appendix A. Diagonalization of the anisotropic Hopfield Hamiltonian
In this Appendix we describe all the necessary steps to diagonalize the anisotropic
(g1 6= g2) Hopfield Hamiltonian HˆHopfield given in Eq. (1) of the main text. First,
we make a change of sign on the third and four term of HˆHopfield by means of the
unitary transformation Tˆ = exp(−ipibˆ†bˆ/2), i.e., Tˆ HˆHopfieldTˆ † ≡ Hˆ1, where Tˆ bˆTˆ † = ibˆ,
Tˆ bˆ†Tˆ † = −ibˆ† such that
Hˆ1 = ωcaˆ
†aˆ+ ωbbˆ†bˆ+ g1(aˆbˆ† + aˆ†bˆ) + g2(aˆ†bˆ† + aˆbˆ) +D(aˆ+ aˆ†)2. (A.1)
Next, we rewrite Hˆ1 in terms of the hermitian operators xˆ, pˆx, yˆ and pˆy, defined by the
relations aˆ =
√
ωc/2
(
xˆ + ipˆx/ωc
)
, bˆ =
√
ωb/2
(
yˆ + ipˆy/ωb
)
and their adjoint operators,
evidently [xˆ, pˆx] = i and [yˆ, pˆy] = i. This yields
Hˆ1 =
(
pˆ2x + pˆ
2
y + Ωxxˆ
2 + Ω2yyˆ
2
)
/2 + λ1xˆyˆ + λ2pˆxpˆy, (A.2)
where we have defined the quantities Ω2x=ω
2
c +4Dωc, Ω
2
y=ω
2
b , λ1,2 = (g1 ± g2) (ωcωb)±1/2.
Now, using the unitary transformation Rˆ = exp
[
ipi(xˆpˆy − yˆpˆx)/4
]
, we perform a pi/4
rotation in (A.2), i.e., RˆHˆ1Rˆ
† ≡ Hˆ2, which removes the coupling term λ2pˆxpˆy of (A.2):
Hˆ2 =
[
(1 + λ2) pˆ
2
x + (1− λ2) pˆ2y + Ω21xˆ2 + Ω22yˆ2
]
/2 + λ˜xˆyˆ, (A.3)
where Ω21 =
(
Ω2x + Ω
2
y
)
/2 + λ1, Ω
2
2 =
(
Ω2x + Ω
2
y
)
/2 − λ1 and λ˜ =
(
Ω2x − Ω2y
)
/2. Note
that, in order to obtain (A.3), we have used the follow identities
RˆpˆxRˆ
† = (pˆx − pˆy)/2, RˆxˆRˆ† = (xˆ− yˆ)/2, (A.4)
RˆpˆyRˆ
† = (pˆx + pˆy)/2, RˆyˆRˆ† = (xˆ+ yˆ)/2. (A.5)
By using Sˆ = exp
[
ir1 (xˆpˆx + pˆxxˆ) /2
]
exp
[
ir2 (yˆpˆy + pˆyyˆ) /2
]
, where r1 = ln
√
1 + λ2
and r2 = ln
√
1− λ2, we carry out a squeezing transformation SˆHˆ2Sˆ† ≡ Hˆ3. The
actions of this squeezing transformation,
SˆxˆSˆ† = xˆ(1 + λ2), SˆpˆxSˆ† = pˆx(1 + λ2)−1, (A.6)
SˆyˆSˆ† = yˆ(1− λ2), SˆpˆySˆ† = pˆy(1− λ2)−1, (A.7)
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allow us to get Hˆ3 =
(
pˆ2x + pˆ
2
y + w
2
1xˆ
2 + w22yˆ
2
)
/2 + λxˆyˆ, where the new definitions
w21,2 = (1± λ2) (Ω2x+Ω2y±2λ1)/2 and λ = (1− λ22)
1
2 (Ω2y − Ω2x)/2 have been used. Above,
we have omitted the discussion about the validity of this squeezing transformation. It
is clear that if λ2 < −1 or λ2 > 1 the transformation can not be done because one the
parameters r1 or r2 become undetermined. These conditions correspond, in Hˆ2, to have
effective negative masses of the corresponding oscillators.
As last step, we use Rˆθ = exp
[
iθ(xˆpˆy − yˆpˆx)
]
with tan(2θ) = 2λ(w21 − w22)−1 to
make another rotation, RˆθHˆ3Rˆ
†
θ ≡ Hˆdiag, and remove the coupling term λxˆyˆ of Hˆ3. This
yields Hˆdiag = (pˆ
2
x+ω
2
xxˆ
2)/2 + (pˆ2y +ω
2
y yˆ
2)/2, which is the Hamiltonian of two decoupled
quantum harmonic oscillators with eigenvalues Emn = ωx(m + 1/2) + ωy(n + 1/2) and
frequencies 2ω2x,y = (w
2
1 + w
2
2) ± (w1 − w2)−1(w21 − w22 + 4λ2)1/2. Here, n and m are
non-negative integers. To obtain such diagonal Hamiltonian, Hˆdiag, we have used the
follow identities:
RˆθxˆRˆ
†
θ = xˆ cos θ − yˆ sin θ, RˆθpˆxRˆ†θ = pˆx cos θ − pˆy sin θ, (A.8)
RˆθyˆRˆ
†
θ = xˆ sin θ + yˆ cos θ, RˆθpˆyRˆ
†
θ = pˆx sin θ + pˆy cos θ. (A.9)
By substituting w1,2 in ωx,y we obtain Eq. (2) of the main text. Note that when w1 = w2
the angle θ is not undefined, actually in such limit θ → pi/4 and ω2x,y = w21 ± λ. In
summary, Hˆdiag = RˆθSˆRˆTˆ HˆHopfieldTˆ
†Rˆ†Sˆ†Rˆ†θ and Emn are, in fact, the exact eigenvalues
of the anisotropic Hopfield Hamiltonian.
Appendix B. Temporal evolution of the field operators and the
autocorrelation function
Here, we compute the time evolution of the field operator aˆ and the corresponding
autocorrelation function needed to calculate the physical spectrum in Eq. (4) of the
main text. The field operator is written as aˆ (t) = Uˆ (t)† aˆUˆ (t), where Uˆ(t) is the
time evolution operator Uˆ (t) = exp(−itHˆHopfield) and we have denoted the value of
aˆ (t) at time zero, aˆ (t = 0), just as aˆ. At the end of Appendix A we find that
HˆHopfield = Tˆ
†Rˆ†Sˆ†Rˆ†θHˆdiagRˆθSˆRˆTˆ , however, if g1 = g2 = g then λ2 = 0, r1,2 = 0 and
the squeezing transformation Sˆ becomes the identity operator, see the text bellow (A.2)
and (A.5). In such situation HˆHopfield reduces to HˆHopfield = Tˆ
†Rˆ†Rˆ†θHˆdiagRˆθRˆTˆ . If the
two rotations RˆθRˆ are written as one rotation Rˆφ, with the angle φ ≡ θ + pi/4, the
Hamiltonian simplifies even further HˆHopfield = Tˆ
†Rˆ†φHˆdiagRˆφTˆ . The evolution operator
can be written as a product of unitary transformations Uˆ(t) = Tˆ †Rˆ†φ exp(−itHˆdiag)RˆφTˆ .
Thus, the field operator reads as aˆ (t) = Tˆ †Rˆ†φe
itHˆdiagRˆφTˆ aˆTˆ
†Rˆ†φe
−itHˆdiagRˆφTˆ . So we have
to make one by one all of these transformations, as an example, it is easy to see that the
first one is Tˆ aˆTˆ † = aˆ, however, the next unitary transformations are too cumbersome
to be shown here. The result of making all these transformations to the field operator
is the following: aˆ(t) = f1(t)aˆ+ f2(t)aˆ
† + f3(t)bˆ+ f4(t)bˆ†, where the functions fj(t) are
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defined as fj(t)=
∑2
k=1 exp(±iωxt)µjk+
∑4
k=3 exp(±iωyt)µjk and the coefficients µjk are:
µ11 =− cos
2(φ)(ωc − ωx)2
4ωcωx
, µ12 =
cos2(φ) (ωc + ωx)
2
4ωcωx
,
µ13 =− sin
2(φ) (ωc − ωy) 2
4ωcωy
, µ14 =
sin2(φ) (ωc + ωy)
2
4ωcωy
,
µ21 =
cos2(φ) (ωc − ωx) (ωc + ωx)
4ωcωx
, µ22 =
cos2(φ) (ω2x − ω2c )
4ωcωx
,
µ23 =
sin2(φ) (ωc − ωy) (ωc + ωy)
4ωcωy
, µ24 =
sin2(φ)
(
ω2y − ω2c
)
4ωcωy
,
µ31 =
i sin(2φ) (ωb − ωx) (ωc − ωx)
8ωx
√
ωbωc
, µ32 = −i sin(2φ) (ωb + ωx) (ωc + ωx)
8ωx
√
ωbωc
,
µ33 =
i sin(2φ) (ωb − ωy) (ωy − ωc)
8ωy
√
ωbωc
, µ34 =
i sin(2φ) (ωb + ωy) (ωc + ωy)
8ωy
√
ωbωc
,
µ41 =
i sin(2φ) (ωb + ωx) (ωc − ωx)
8ωx
√
ωbωc
, µ42 = −i sin(2φ) (ωb − ωx) (ωc + ωx)
8ωx
√
ωbωc
,
µ43 =− i sin(2φ) (ωb + ωy) (ωc − ωy)
8ωy
√
ωbωc
, µ44 =
i sin(2φ) (ωb − ωy) (ωc + ωy)
8ωy
√
ωbωc
.
(B.1)
The frequencies ωx,y are those given in Eq. (3) of the main text and the angle φ
can be written as tan(2φ) = 2λ(ω2x − ω2y + 4Dωc)−1 with λ = 2g
√
ωcωb. Evidently,
aˆ† (t) = f ∗1 (t) aˆ
† + f ∗2 (t) aˆ+ f
∗
3 (t) bˆ
† + f ∗4 (t) bˆ.
Finally, the autocorrelation function for an initial product state |n,m〉 ≡ |n〉⊗ |m〉,
where n (m) means that there are n (m) excitations in the field (matter) part
satisfying n 6= m, is given by 〈n,m|aˆ†(t1)aˆ(t2)|n,m〉 =
[
f ∗1 (t1)f1(t2) + f
∗
2 (t1)f2(t2)
]
n +[
f ∗3 (t1)f3(t2) + f
∗
4 (t1)f4(t2)
]
m + f ∗2 (t1)f2(t2) + f
∗
4 (t1)f4(t2). Thus, we use this result to
compute the physical spectrum of the Hopfield model, given in Eq. (4), for the two
examples of initial states that are considered along Sec. 3 of the main text.
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