Introduction
Nonparametric regression methods are useful for exploratory data analysis and for representing underlying features that can not be well described by parametric regression models. In the recent two decades, many attentions have been paid to local polynomial modeling for nonparametric regression which was first suggested by Stone (1977) and Cleveland (1979) . Fan (1993) and many others investigated the theoretical and numerical properties. Ruppert and Wand (1994) established theoretical results for local polynomial regression with multiple covariates. Wand and Jones (1995) , Fan and Gijbels (1996) and Simonoff (1996) provided excellent reviews. We consider reducing variance in multivariate local linear regression. This is of fundamental interests since local linear techniques are very useful and efficient in a wide range of fields including survival analysis, longitudinal data analysis, time series modeling and so on. 
The nonparametric regression model with multiple covariates is as follows
Y i = m(X i ) + ν 1/2 (X i ) ε i ,(1.Y i − α − β T (X i − x) 2 Π d j=1 K X ij − x j b j h ,(1.m(x) = e T (X T x W x X x ) −1 X T x W x Y,(1.
m(x), · · · ,
If x is an interior point, Ruppert and Wand (1994) showed that, under regularity conditions,
Here, that x is an interior point means that the set S because, with the same sample size, the design points X 1 , · · · , X n are much less dense in higher dimensions so the variance inflates to a slower rate. Therefore, reducing variance of multivariate local linear regression becomes very important and it is investigated in the subsequent sections.
We propose two types of estimators of m(x) that improve the multivariate local linear regression estimator m(x) in terms of reducing the asymptotic conditional variance while keeping the same asymptotic conditional bias. The first variance reducing estimator is introduced in Section 2.1. It has a very appealing property of achieving variance reduction while requiring even much less computational effort, by a factor decreasing exponentially in d, than the original local linear estimator. Our second method, proposed in Section 2.2, is even more effective in the sense that its pointwise relative efficiency with respect to m(x) is uniform and is the best that the first method can achieve at only certain points.
The way it is constructed can be easily explained by the first method.
Section 2 introduces the variance reducing techniques and investigates the asymptotic conditional biases and variances. Bandwidth selection, the most crucial problem in nonparametric smoothing, is discussed in Section 3. Section 4 studies the asymptotic relative efficiencies and issues such as implementation and boundary corrections. A simulation study and a real application are presented in Section 5. All proofs are given in Section 6.
Methodology

Method I -Fixed Local Linear Constraints
T be a vector of odd integers, and for each i = 1, · · · , d let {α i,j : j = 1, · · · , G i } be an equally spaced grid of points with bin width
where
, such that x is expressed as
So the vector v indicates the subset D v of D that x belongs to and the vector r marks the location of x relative to the set of grid points that fall within D v , i.e.,
The local linear estimator m(x) involves an inverse operation associated with the local design matrix in which only a few design points have positive weights, see (1.2) and ( . Meanwhile, to ensure the asymptotic conditional bias unchanged, the new estimator has to be subject to certain moment conditions. This can be accomplished by forcing the coefficients in the linear combination to fulfill the corresponding requirements.
Our first variance reduced estimator is defined as Our main result is as follows. 
Hence, from (1.4), (1.5), (2.5) and (2.6), m(x) and m(x; r, δ) have the same asymptotic conditional bias and their asymptotic conditional variances differ only by the con- 
This condition is assumed throughout this paper. As for r, note that r 
Ratio of the asymptotic conditional variance of m(x; r, δ) to that of m(x) is
. 
And the maximum is uniform, hence unique, across all such points and over all subsets 
Method II -Varying Local Linear Constraints
As observed in Section 2. Consider that given both B and δ being positive vectors. Fix any r = (
Then, for every x where m(x) is to be estimated, let 
Define a variance reduced estimator of m(x) as
The following theorem follows immediately from Theorem 1.
Theorem 2. Suppose that r is any given vector in
Therefore the asymptotic conditional biases of m r (x; δ) and m(x) are again the same. And the ratio of the asymptotic conditional variances is constant over all values of x satisfying the conditions in Theorem 2.
For a particular value of r, since the set Λ x,r is skewed around x, i.e. the 3 d points in Λ x,r are asymmetrically distributed about x, finite sample bias of m r (x; δ) may be more than the asymptotic prediction. A way to avoid potential finite sample biases arising from this skewness is to take an average of all the 2 d estimates. That is, given B and δ, the averaged variance reduced estimator is defined as
for every x. The following theorem is proved in Section 6.
Theorem 3. Suppose that every element of Λ x,r is an interior point for every r ∈
where 
Bandwidth Selection
The asymptotically optimal local bandwidth that minimizes the asymptotic conditional
and those for m(x; r, δ), m r (x; δ) andm(x; δ) are respectively
. based on bandwidth h are usually derived from global measures of discrepancy such as 
Comparisons
This section is devoted to examine in details impacts of the new estimators on several essential issues in nonparametric smoothing, including relative efficiency, implementation and boundary effects.
Relative Efficiencies
The pointwise asymptotically optimal conditional mean squared error of m(x), achieved
The asymptotically optimal local bandwidths in (3.2) respectively yield the pointwise asymptotically optimal mean squared errors of m(x; r, , δ), m r (x; δ) andm(x; δ) as
Thus, given B and δ, the pointwise asymptotic relative efficiencies of the new estimators with respect to m(x) are 
where S(u) = R(K) − C(u)/4 /R(K) and T (u) = R(K) − C(u)/4 − D(u)/2 /R(K).
Consider the simplest case that and T (δ 0 ) −4d/(d+4) when K is the Epanechnikov kernel. 
Implementation
Since there is no parametric structural assumptions on the unknown regression function 
Behaviors at Boundary Regions
One reason that the local linear technique is very popular in practice and in many contexts is that it does boundary correction automatically. For instance, when x is a boundary at a boundary point x. However, it is generally true that, as x moves more toward the boundary, the decrease in E 2 m(x) − m(x) X 1 , · · · , X n is much less than the increase in is entirely contained in the support of the design density f . Then the above arguments
can be used to demonstrate that m r (x; δ) andm(x; δ) also have the automatic boundary correction property, and that they have smaller asymptotic mean squared errors than m(x) in boundary regions.
Asymptotic behaviors of the conditional bias and variance of the local linear estimator m(x) when x is near the boundary are illustrated and discussed in details by Fan and Gijbels (1992), Ruppert and Wand (1994) and Fan and Gijbels (1996) , among others.
5 Simulation study and real application
Simulation Study
Consider model (1.1) with d = 2, ν(x) = 1, m(x 1 , x 2 ) = sin(2πx 1 ) + sin(2πx 2 ). Let X i1 and X i2 be independent with each being uniformly distributed on [0, 1], and ε i has a standard Normal distribution. We drew samples from the above model with sample size n = 400 and n = 1000. In computingm(x 1 , x 2 ) andm(x 1 , x 2 ; δ), we employed the biweight kernel K(u) = 15 16 Figures 1-4 , the natural logarithm of ratio of the mean squared error ofm(x 1 , x 2 ; δ) to that ofm(
is plotted against different x 1 = 0, 0.05, · · · , 1 and x 2 = 0, 0.05, · · · , 1, and also against when (x 1 , x 2 ) is an interior point. Occasionally, the mean squared error ofm(x 1 , x 2 ; δ)
is slightly larger than that ofm(x 1 , x 2 ) for some boundary points. Boundary behaviours is not a main issue in nonparametric multivariate regression since the data contain very little information about the regression surface there.
Real application
We applied the local linear estimatorm(·) and our variance reduced estimatem(·; δ) to the Boston housing price data set. This data set consists of the median value of owneroccupied homes in 506 U.S. census tracts in the Boston area in 1970, together with several variables which might explain the variation of housing value, see Harrison and Rubinfeld (1978) . Here we fit model (1.1) to the median values of homes with two covariates, 
Proofs
Proof of Theorem 1.
we have
Then (2.5) follows if E 1 = E 2 = 0 which can be validated by showing that
and by induction.
To deal with the conditional variance, let
. The covariance of m(z) and m(y) conditional on
Note that 
Hence, using (6.3) we have
By induction, we can show (2.11). plotm(x 1 , x 2 ) (solid line) andm(x 1 , x 2 ; δ) (dotted line) against x 2 when x 1 = 7, 9, 11, 13, respectively.
