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Abstract
We introduce the Probabilistic Auto-Encoder (PAE), a generative model with a
lower dimensional latent space that is based on an Auto-Encoder which is inter-
preted probabilistically after training using a Normalizing Flow. The PAE combines
the advantages of an Auto-Encoder, i.e. it is fast and easy to train and achieves small
reconstruction error, with the desired properties of a generative model, such as high
sample quality and good performance in downstream tasks. Compared to a VAE
and its common variants, the PAE trains faster, reaches lower reconstruction error
and achieves state of the art samples without parameter fine-tuning or annealing
schemes. We demonstrate that the PAE is further a powerful model for performing
the downstream tasks of outlier detection and probabilistic image reconstruction:
1) Starting from the Laplace approximation to the marginal likelihood, we identify
a PAE-based outlier detection metric which achieves state of the art results in
Out-of-Distribution detection outperforming other likelihood based estimators. 2)
Using posterior analysis in the PAE latent space we perform high dimensional data
inpainting and denoising with uncertainty quantification.
1 Introduction
Deep generative models are powerful machine learning models designed to perform tasks such as
realistic artificial data generation and data likelihood evaluation. Many generative models are laid
out for one specific task. For example, Generative Adversarial Networks (Goodfellow et al., 2014)
produce high quality samples, but do not allow for a direct evaluation of the data likelihood. Their
samples often fail to cover the entire data space. A probabilistic model that covers the data space
are Variational Auto-Encoders (VAEs) (Kingma & Welling, 2013; Rezende et al., 2014), which
are trained to maximize a lower bound to the data likelihood (ELBO). VAEs allow for expressive
architectures but require fine-tuning, architectural tweaks or special training procedures to reach good
sample quality (Higgins et al., 2017; Alemi et al., 2018b; Rezende & Mohamed, 2015; Larsen et al.,
2016). Both GANs and VAEs use lower dimensional latent spaces. Normalizing Flows (NFs) (Rippel
& Adams, 2013; Dinh et al., 2014, 2016; Kingma & Dhariwal, 2018a; Grathwohl et al., 2018; Kingma
& Dhariwal, 2018b; Durkan et al., 2019; Papamakarios et al., 2019) model the probability density
p(x) of high-dimensional data directly. They introduce a bijective mapping from x to an underlying
latent representation z. The latter is enforced to follow a tractable prior distribution p(z). NFs do not
reduce the dimensionality and achieve high data likelihoods on many standard data sets (Gritsenko
et al., 2019). However, their data likelihood has been shown to be a poor Out-of-Distribution (OoD)
metric (Nalisnick et al., 2018). This finding similarly applies to the ELBO of VAEs (Nalisnick et al.,
2018).
The failure of VAEs and NFs in OoD detection shows that maximizing the data likelihood does
not necessarily correspond to optimizing a model for a specific downstream task. For example, a
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phenomenon which is well known in linear methods such as probabilistic PCA (Tipping & Bishop,
1999) are singular latent space variables. They have vanishing effect on the data distribution, yet
dominate the likelihood: the contribution of the smallest eigenvalues, λi, to the log likelihood of a
Gaussian, linear model is ∆ ln p(x) = −0.5[1+ln(2piλi)], which diverges for λi → 0. This suggests
that maximizing the likelihood under a model can be dominated by these eigenvalues, while they may
have no relevance for tasks such as generative sampling or outlier detection. In linear methods this
problem is addressed with shrinkage regularization (Ledoit & Wolf, 2004, 2015) or dimensionality
reduction (low rank PCA) (Tipping & Bishop, 1999).
Here we propose a new composite generative model, the Probabilistic Auto-Encoder (PAE), which is
not trained to maximize the data likelihood, but achieves state of the art results in many downstream
tasks. Specifically, we show that the PAE produces high quality samples, that a PAE-based density
estimator outperforms other generative model-based outlier detectors, and that the PAE can be used
for probabilistic data denoising and inpainting. The PAE maps the data to a lower dimensional latent
space with an Auto-Encoder (AE) and performs density estimation in the latent space of the AE with
a Normalizing Flow. In the limit of no dimensionality reduction, the PAE becomes a Normalizing
Flow. The PAE can thus be interpreted as a regularized Normalizing Flow, in which the effect of
singular dimensions is suppressed by the AE compression, in analogy to a low rank probabilistic
PCA regularizing the density estimation in the linear case. An advantage of the PAE over many
other generative models is that it requires no hyperparameter tuning, special training procedures or
architectural tweaks to achieve good results. It is thus particularly useful for non-ML experts who are
looking for an easy-to-use and reliable generative model that also performs well in downstream tasks.
2 PAE training, sampling and density estimation
To construct the PAE we start by training a standard Auto-Encoder on the N -dimensional data x.
The latent space z is of dimensionality K<N . Encoder f and decoder g are deep neural networks
with trainable parameters φ and θ, respectively.
fφ : R
N → RK ,x 7→ fφ(x), gθ : RK → RN , z 7→ gθ(z). (1)
The training objective of the AE is the reconstruction error
LAE = Ep(x)[x− gθ(fφ(x))]2. (2)
The Auto-Encoder by itself is not a probabilistic model. To construct the PAE, we interpret it
probabilistically after training. The latent space prior, p(z), of the PAE is found by performing a
density estimation on the AE-encoded training data. Formally, this can be be derived from
p(z) =
∫
dx p(x) pφ(z|x) = Ep(x) [pφ(z|x)] = Ep(x)
[
δD(z − fφ(x))
]
, (3)
where in the last step we have identified the AE posterior, pφ(z|x), as a Dirac delta distribution. In
our experiments we learn p(z) using a Normalizing Flow (NF), but other density estimators could be
used instead. Note that the NF training is performed after we have trained the Auto-Encoder. We
do not retrain the generator or decoder of the AE in this step. The AE latent space is of relatively
low dimensionality, KN , which allows for computationally tractable density estimation: the NF
models require little tuning in terms of architecture and are fast to train. The performance of different
density estimators can be compared at this step.
The NF is a bijective mapping from the latent space of the AE-encoder, z, to the latent space of the
NF, u, which is parametrized by deep networks with parameters, γ,
bγ : R
K → RK , z 7→ u=bγ(z). (4)
The training objective of the NF is the negative log likelihood of the encoded samples,
LNF = − log pγ(z)=− log p(u)− |∇ub−1γ (u)|. (5)
where the NF prior is p(u)=N (0,1) and the determinant of the NF Jacobian is given by
det Jγ=|∇zbγ(z)|=|∇ub−1γ (u)|.
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Figure 1: Schematic diagram of the PAE (left panel) and an illustration of the sampling procedure
from the PAE (right panel).
2.1 Sampling from the PAE
To sample from p(x) we draw a sample, u∼N (0,1), from the NF latent distribution and pass it
through both the NF and AE generators (Figure 1),
x = gθ(b
−1
γ (u)). (6)
It is often argued that AEs are problematic because they can map very different images into very
nearby latent space points. This is cured by the NF, which maps well separated samples, u, to nearby
samples in the AE latent space z. It makes sure that many samples land in regions of high p(z) and
that the entire AE latent space is covered. This approach thus achieves an excellent sample quality and
diversity, as well as continuous interpolations between data points. We note that a lower dimensional
latent space is usually not a hindrance to high sample quality, as long as its dimensionality is chosen
high enough to achieve reconstructions with the desired quality.
The PAE is trained to first achieve optimal reconstruction quality. The NF then allows to draw
samples of that same quality. This is different from a VAE which balances the reconstruction error
(the likelihood term) with the sample quality (the KL term). If the former dominates the loss during
training, the encoded distribution and prior do not match well. In this case, samples from the prior
can land outside of the encoded domain resulting in low sample quality. If the KL term dominates,
some latent variables do not get used and the reconstruction quality is low (this is known as posterior
collapse problem). More involved methods such as annealing schemes need to be used to overcome
these problems. The differences between PAE and VAEs are discussed in more detail in Section 3.
2.2 A PAE-based density estimator for outlier detection
The PAE is not trained to maximize the data likelihood p(x). While we have shown in Section 2.1
that this is not required to obtain a probabilistic generative model, an estimate of p(x) can be useful
for certain downstream tasks such as OoD detection.
In latent space models a p(x) estimate is obtained by marginalization over the latent space
pθ,γ(x) =
∫
dz pγ(z)pθ(x|z). (7)
The prior, pγ(z), is modelled by the NF (Eq. 5), but Eq. 7 further requires defining an implicit
likelihood, p(x|z). For this we make the Gaussian ansatz
pθ(x|z)=[2pi
∏
i
σ2i ]
−N2 exp
{
−1
2
N∑
i=1
[xi−gθi(z)]2
σ2i
}
, (8)
where σi are the mean pixel-wise reconstruction errors of the AE, which can be measured on the
validation data. We denote the noise covariance of the implicit likelihood, i.e. the diagonal matrix
with values σi, as σ.
The integral in Eq.7 is generally not tractable and needs to be solved approximately. In VAEs it is
approximated with Variational Inference (VI). Here, we follow a different approach: We use the
Laplace approximation around the maximum of the posterior (MAP).
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Density estimation for a data point p(x) with the Laplace approximation proceeds in two steps:
1) Find the MAP by minimizing
LMAP = arg min
z
{− ln pθ(x|z)− ln pγ(z)}. (9)
The encoded value, fφ(x), can be used as initial value. The minimization is generally computationally
tractable and fast since it is performed in the lower dimensional latent space. We find, however, that
using the amortized fφ(x) in lieu of the MAP already achieves excellent outlier detection accuracy.
2) Obtain the Hessian at the MAP value, z′,
Σ−1z′ = J
T
γ Jγ + [∇z′gθ(z′))]Tσ−2[∇z′gθ(z′)], (10)
where we have used the Gauss-Newton approximation to the Hessian. Given the MAP position and
the Hessian we can estimate p(x) under the Laplace approximation,
ln p(x) ≈− 1
2
[x− gθ(z′)]Tσ−2[x− gθ(z′)]−
1
2
bγ(z
′)T bγ(z′) + ln detJγ
− [ln detσ2 − ln det Σz′ +N ln 2pi]/2. (11)
We found in our experiments that the Hessian tends to suffer from numerical noise, which decreases
the accuracy of the density estimation. To obtain a more reliable OoD metric, we drop the Hessian
term,
ln p˜(x) ≈− 1
2
[x− gθ(z′)]Tσ−2[x− gθ(z′)]−
1
2
bγ(z
′)T bγ(z′) + ln detJγ . (12)
The metric in Eq. 12 has been derived from a normalized probability density estimator but can no
longer be interpreted as one. Intuitively, it can be interpreted as the conjunction of two outlier metrics:
a (weighted) reconstruction error (first term of Eq. 12) and a density estimator in the latent space of
the Auto Encoder (second and third term of Eq. 12).
We will show that in high latent space dimensions we can also drop the reconstruction error (first term)
from Eq. 12: in this case the density estimator becomes a regularized NF density estimator, where
regularization has been achieved by dimensionality reduction. We find that Eq. 12 is an excellent
outlier detection metric for high-dimensional data x, outperforming AE-based outlier detection
(AE-based outlier detection uses the reconstruction error, i.e. the first term of Eq. 12 as a metric), the
ELBO, IWAE (Burda et al., 2016), and the data likelihood of Normalizing Flows.
2.3 PAE-based denoising and inpainting with uncertainty quantification
Another important downstream task of generative models is image denoising and inpainting. This is
often performed with point estimators and the important task of uncertainty quantification (UQ) ne-
glected. The probabilistic PAE framework can be used to address both with posterior inference (Böhm
et al., 2019). For Gaussian noise, n, with noise covariance matrix σnoise (typically a diagonal matrix)
and a pixel-wise maskM , the log posterior of a corrupted data point, x˜ = Mx+ n, under the PAE
is
ln pθ,γ(u|x˜) = ln pθ,γ(u|x˜,M ,σnoise) + ln p(u)− const. (13)
The prior is p(u)=N (0,1) and the implicit likelihood is given by
pθ(u|x˜,M ,σnoise) = N
(
M
[
gθ(b
−1
γ (u))
]
,σ2 + σ2noise
)
. (14)
The covariance of the Gaussian likelihood is composed of the PAE reconstruction error and the
noise level in the corrupted data. For sufficiently high latent space dimensionality the latter dom-
inates, σiσnoise,i, ensuring that the likelihood is well approximated by a Gaussian. Note that
we have replaced x by its generative process, gθ(b
−1
γ (u)), thus bringing the inference problem to
the low dimensional latent space of the PAE. In this lower dimensional space, posterior analysis is
computationally more tractable.
To denoise and inpaint a corrupted image we perform latent space posterior analysis. A point
estimate is given by the MAP, u′, the maximum of Eq. 13, which forward modeled into data space,
xrecon = gθ(b
−1
γ (u
′)), yields the most likely underlying image. For a full posterior analysis any
technique from MAP+Lapace over VI to MCMC could be used. Given the multi-modal posterior of
some of our examples we fit a full rank Gaussian mixture model to Eq. 13 following Seljak & Yu
(2019). We can then sample from this model to obtain other solutions that are compatible with the
data. In Sec. 4 we show that this procedure recovers high quality images from badly corrupted inputs.
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Table 1: FID scores and reconstruction errors at latent space dimensionality K=32 measured on
10000 samples/test data. The errors on the FIDs are smaller than the differences (order 1).
Model AE VAE β-VAE PAE
sample FID score ↓ 102.9 102.4 56.3 35.4
reconstruction FID score ↓ 31.5 32.3 51.3 31.5
mean reconstruction error ↓ 0.077 0.084 0.114 0.077
Figure 2: Sample qualities at K=32: From left to right we show samples from an AE, samples
from an equivalent VAE without parameter-tuning, samples from a β-VAE with tuned parameters
(β=100, C=15), samples from the PAE and reconstructions of test data. Corresponding FID scores
are listed in Table 1: the PAE reaches better FIDs than the β-VAE without requiring parameter-tuning.
3 Related Work
The PAE can be viewed as a generalization of probabilistic PCA (Tipping & Bishop, 1999) and
reduces to it for linear, Gaussian models. The PAE replaces the low rank PCA components by the
low dimensional AE latent space. Both approaches treat the reconstruction error that arises from the
compression as Gaussian noise (Eq. 8). The low rank PCA representation removes components with
very small eigenvalues that would otherwise dominate the likelihood. A Gaussian prior is imposed on
the PCA weights to make the PCA probabilistic. The PAE imposes an NF prior on the latent space.
The PAE is also a form of regularized NF, since an NF can be viewed as a nonlinear generalization of
a full rank probabilistic PCA. The PAE regularizes the NF by reducing its dimensionality. A similar
reinterpretation of an NF as a VAE has been discussed in Gritsenko et al. (2019). The PAE uses an
AE as a dimensionality reduction tool, which for powerful architectures and high latent dimensions
has a small reconstruction error, yet regularizes the sensitivity of the NF to low variance components.
The PAE uses an NF prior, which differs from a VAE with an NF posterior (Rezende & Mohamed,
2015): for the latter the training proceeds using the standard ELBO optimization. The PAE uses an
NF to learn the prior after the AE training is complete. VI and ELBO are never used. This allows for
fast, easy and stable training of AE and NF.
Other approaches that try to improve the VAE sample quality include β-VAEs (Higgins et al., 2017)
and 2-Stage-VAEs (Dai & Wipf, 2019). β-VAEs need to balance reconstruction error and sample
quality and require costly hyperparameter tuning (Eq. 15). 2-stage-VAEs combine two consecutive
VAE’s, one for the purpose of data compression, where the KL term in the ELBO is suppressed (small
β in Eq. 15), and a second one for latent space density estimation. This is similar to the PAE, and
achieves similarly high quality samples. Our approach, however, shows that VI and ELBO are not
essential to obtain these results: in the first stage the KL term of the ELBO (Eq. 15) can be completely
dropped and no sampling from q is needed (the VAE becomes an AE), and in the second stage the
VAE can be replaced by a powerful NF, which is useful for downstream tasks such as OoD detection.
4 Experiments
We train PAEs on the MNIST (Lecun et al., 1998), Fashion-MNIST (Xiao et al., 2017) and Celeb-
A (Liu et al., 2015) training data sets. We preprocess these data sets with standard procedures: we
dequantize and rescale pixel values to the interval [-0.5,0.5]. The celeb-A samples are cropped
to the central 128x128 pixels and then downsampled to 64x64 pixels. The first building block of
the PAE is an Auto-Encoder: The AE encoder and decoder networks are based on the infoGAN
architecture (Chen et al., 2016). We train the AEs until convergence (at least 500 epochs) using an
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Figure 3: F-MNIST samples from the PAE at K=64 with FID=31.7 (left) and K=128 with
FID=28.0 (right).
initial learning rate of 1e-3 which we reduce to 1e-4 after 400 epochs. The second building block of
the PAE is a Normalizing Flow. This NF is trained on the AE latent space (Eq. 4). Depending on the
latent space dimensionality we use different architectures for the NF. For K<=32, we find that a
realNVP architecture (Dinh et al., 2016) with random permutations is sufficient to achieve samples
of the same quality as the reconstructions. For higher K, we switch to more state-of-the-art Neural
Spline Flows (Durkan et al., 2019) and trainable permutations (Kingma & Dhariwal, 2018a). All NFs
are trained for at least 100 epochs until convergence. For comparison we also train (β)-VAEs using
the same architecture and training procedure as for the AE. The VAEs are trained with a Gaussian
likelihood (allowing for a direct comparison with the PAE), a standard normal distribution as prior
and using the mean field approximation for the posterior. In β-VAEs (Higgins et al., 2017) the
training objective is modified by two tunable parameters, β and C,
Lβ−VAE = Eqφ(z|x) [pθ(x|z)]− β|DKL(qφ(z|x)||p(z))− C|. (15)
We iterate over several parameter combinations until we achieve optimal sample quality.
4.1 Sample and reconstruction quality
We compare the sample and reconstruction quality of the PAE with an equivalent VAE. We quantify
sample qualities with the Frechet-Inception Distance (FID) (Heusel et al., 2017) to the test data.
We also quote FIDs for reconstructions, not only because they quantify reconstruction quality, but
also because they constitute a lower bound to the sample FID that is achievable with a model.
The reconstruction quality is further quantified with the mean reconstruction error on the test data
(averaged over all pixels).
In Fig. 2 we show F-MNIST samples of different models at latent space dimensionality K=32. The
samples of the VAE without parameter-tuning are very similar to samples from an AE (to sample from
the AE, we draw latent space points from N (0,1) and pass them through the AE generator). The
low VAE sample quality is a consequence of the likelihood term dominating the ELBO in this setting.
This can be cured by fine-tuning the relative weighting of likelihood and KL terms (Eq. 15). We
run 5 different parameter combinations (changing the parameters based on the result of the previous
combination) and show results for the combination with the highest FID score. In contrast to the
β-VAE, the PAE does not require any iterative parameter search to achieve high quality samples. In
Table 1 we list the corresponding FID scores.
While the β-VAE balances a trade-off between reconstruction error and sample quality, the PAE is
trained to reach an optimal reconstruction error. Matching the latent space distribution of the AE with
an NF then allows to achieve samples with similar quality as the reconstructions. Because of this, the
PAE reaches lower reconstruction errors (Table 1) and higher sample quality than the β-VAE. At the
same time it does so at lower computational (and human) cost: Several β-VAE models have to be
trained to find the optimal parameter combination, while the PAE only needs to be trained once. We
show PAE samples for F-MNIST and PAE samples and interpolations for celeb-A in Figs. 3 and 4.
4.2 Downstream tasks: Out of Distribution (OoD) detection, denoising, inpainting
In Section 2.2 we derived an approximate, PAE-based density estimator which we now apply as
an outlier detector. OoD detection with generative models has recently attracted a lot of attention,
since their probability estimates have been shown to be poor outlier-detectors: Nalisnick et al. (2018)
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Figure 4: PAE performance on Celeb-A at K=64. Samples (left) reach FID=49.2 (reconstructions
FID=44.0). Right: Interpolations between samples from the validation data.
Table 2: OoD detection accuracy quantified by the AUROC (↑) for models trained on F-MNIST.
Outlier MNIST OMNIGLOT FMNIST-hflip FMNIST-vflip
PAE density (this work) 0.997 0.981 0.698 0.891
AE reconstruction error (this work) 0.986 0.916 0.689 0.880
likelihood ratios (Ren et al. 2019) 0.996 - - -
VIB (Choi et al. 2018) 0.941 0.943 0.667 0.902
WAIC (Choi et al. 2018) 0.766 0.796 0.624 0.704
IWAE (Choi et al. 2018) 0.423 0.568 0.594 0.668
found that different generative models, including VAEs and NFs, can assign consistently higher log
probabilities to OoD data than training data. One particular combination of data sets for which this has
been observed is Fashion-MNIST and MNIST, where a model trained on the former assigns higher
probability to the latter. We use this pair to demonstrate the discriminating power of the PAE outlier
detector. We compare our results to other recently suggested outlier detectors: Choi et al. (2018)
propose the use of the Watanabe-Akaike Information Criterion (WAIC) and compare it to several
other techniques. Here, we also quote their results using the Variational Information Bottleneck OoD
detector (VIB) (Alemi et al., 2018a), since it performed best in their experiments on the data pairs we
consider here, and the Importance Weighted AutoEncoder (IWAE) (Burda et al., 2016). Different to
our PAE-based detector, the VIB OoD-detector requires a labeled training data set. Ren et al. (2019)
propose to use the likelihood ratio between two models: one trained on in-distribution data, the other
trained on perturbed in-distribution data. Their method requires hyper-parameter tuning (the amount
of perturbation) for which some OoD data needs to be used.
The PAE-based outlier detector, Eq. 12 combines two terms, a likelihood term measuring the
reconstruction error, and a latent space density term measuring the probability of the encoded data
point in latent space. We find that the reconstruction error is more informative about outliers at low
latent space dimensionalities (K<16), while it quickly becomes irrelevant for K>16. At higher K,
the reconstruction error becomes very small (as illustrated in Fig. 5), while the latent space density
becomes very informative about outliers. We could find an optimal weighting between likelihood and
latent space term for each K. However, we decide to omit any hyper-parameter tuning, and quote
results for the two extreme settings: 1) OoD detection with only the latent space density at K=64.
2) OoD detection with ony the AE reconstruction error at K=4. We compare our results for these
settings to other methods in terms of the Area Under Receiver Operating Characteristic (AUROC)
curve in Table 2. As OoD data we use MNIST, OMNIGLOT (Lake et al., 2015) as well as vertically
(vflip) and horizontaly (hflip) flipped F-MNIST test data. The in distribution data is the F-MNIST
test set. We find that the PAE outlier detector yields consistently high AUROC values without any
parameter tuning, outperforming the other methods in MNIST, OMNIGLOT and hflip. The good
performance of the PAE-detector is owed to the regularization imposed by dimensionality reduction,
as it eliminates the low variance components that dominate the likelihood but are not informative
about outliers. The likelihood ratio (Ren et al., 2019) similarly upweights the more informative part
of the data by adding noise, and can be viewed as a form of regularization since it also eliminates
information from low variance components. However, it requires fine-tuning the type and amount of
perturbation on some additional OoD data set. We achieve competitive results without parameter
tuning and without requiring any kind of OoD data for calibration.
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Figure 5: MNIST input images (outermost left plot) and their reconstructions with with AEs trained
on F-MNIST. As K increases from left to right (4,8,16,32), the reconstructions transition from being
visually close to F-MNIST (high reconstruction error) to visually close to the actual input (low
reconstruction error). On the right we compare OoD detection based on reconstruction error (yellow)
to latent space density (blue) as a function of K in terms of the ratio of True Positive (TP) over False
Positive (FP) rate at a False Negative rate of 5%. At low K the reconstruction error is a better OoD
detector, at higher K the latent space density outperforms it.
Figure 6: Left panel: corrupted input data with masks shown in gray (left column), MAP reconstruc-
tions (middle column) and underlying truth (right column). Middle panel: posterior density of two
latent space variables (out of 8) for the first example of the masked 3. Right panel: Samples drawn
from the posterior, the bottom rows show the same samples with the mask.
Another downstream task that deep probabilistic models are useful for is posterior analysis of
incomplete or corrupted data. We address this task with the PAE following Section 2.3. In the left
panel of Figure 6 we show 3 examples of corrupted MNIST test data (left column), reconstructions at
the peak of the posterior (MAP) (middle) and and true images (right column). The first example of
the masked 3 illustrates why uncertainty quantification in terms of posterior analysis is important:
The corrupted data is compatible not only with a 3, but also a 5. We see in the middle panel1 that the
corresponding posterior is complicated, possibly multi-modal. Drawing from this posterior results in
the samples at the top of the right panel. The masked samples in the bottom show that they are all
compatible with the input data. The samples are mostly 3s, with occasional occurrence of 5 (possibly
associated with the secondary peak in the latent space posterior). While the digit 5 can be consistent
with the data, this is true for only a small fraction of the prior and the posterior reflects this.
5 Discussion and conclusion
We show that an Auto-Encoder combined with a Normalizing Flow is a powerful, easy and fast
to train probabilistic model (PAE). The PAE can be used for sample generation, outlier detection
and probabilistic image inpainting and denoising. When compared to baselines such as (β-)VAEs
it outperforms these in terms of reconstruction error, sample quality, computational time, and
downstream tasks such as OoD, without the need of hyper-parameter-tuning.
The PAE can be viewed either as a nonlinear generalization of a low rank probabilistic PCA or as
a regularized form of an Normalizing Flow. The regularization through dimensionality reduction
avoids the issues that plague NFs, such as zero or near zero variance pixels, which can flaw density
estimation based outlier detection. This allows the PAE to achieve state of the art results on OoD
problems where NFs are known to fail.
1plot created with the mcmcplot package (Miles, 2018)
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