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The compactness and the concentration compactness
via p-capacity
T.V. Anoop ∗, Ujjal Das.
Abstract
For p ∈ (1, N) and Ω ⊆ RN open, the Beppo-Levi space D1,p0 (Ω) is the com-
pletion of C∞c (Ω) with respect to the norm
(∫
Ω |∇u|
p
) 1
p . Using the p-capacity, we
define a norm and then identify the Banach function space H(Ω) with the set of
all g in L1loc(Ω) that admits the following Hardy-Sobolev type inequality:∫
Ω
|g||u|p ≤ C
∫
Ω
|∇u|p,∀ u ∈ D1,p0 (Ω),
for some C > 0. Further, we characterize the set of all g in H(Ω) for which the map
G(u) =
∫
Ω g|u|
p is compact on D1,p0 (Ω). We use a variation of the concentration
compactness lemma to give a sufficient condition on g ∈ H(Ω) so that the best
constant in the above inequality is attained in D1,p0 (Ω).
Mathematics Subject Classification (2010): 28A12, 28A33, 35A23, 35J20, 46E30,
46E35.
Keywords: Hardy-Sobolev inequality; p-capacity; eigenvalue problem for p-Laplacian;
absolute continuous norm; concentration compactness; embedding of D1,p0 (Ω).
1 Introduction
For p ∈ (1, N) and an open subset Ω of RN , the Beppo-Levi space D1,p0 (Ω) is the comple-
tion of C∞c (Ω) with respect to the norm, ‖u‖D :=
(∫
Ω
|∇u|p
) 1
p . Let H(Ω) be the space
of all g ∈ L1loc(Ω) that admits the following Hardy-Sobolev type inequality:∫
Ω
|g||u|p ≤ C
∫
Ω
|∇u|p, ∀ u ∈ D1,p0 (Ω), (1.1)
for some C > 0. The elements of H(Ω) are called the Hardy potentials.
∗corresponding author
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Using Poincare´ inequality, it is easy to verify that L∞(Ω) ⊆ H(Ω). Further, the
classical Hardy-Sobolev inequality∫
Ω
1
|x|p
|u|p ≤ (
p
N − p
)p
∫
Ω
|∇u|p, u ∈ D1,p0 (Ω) (1.2)
ensures that 1
|x|p
∈ H(Ω), even when Ω contains the origin. In the context of improving the
Hardy-Sobolev inequality many examples of Hardy potentials were produced, see [1,10,13]
and the references there in. For p = 2 and Ω bounded, Lr(Ω) ⊆ H(Ω) with r > N
2
[20],
r = N
2
[2]. For p ∈ (1,∞) and for general domain Ω, in [24] authors showed that
L(
N
p
,∞)(Ω) ⊆ H(Ω) using the Lorentz-Sobolev embedding. If Ω is the exterior of closed
unit ball, then examples of Hardy potentials outside the L(
N
p
,∞)(Ω) are provided in [6].
For g ∈ L1loc(Ω), we consider
g˜(r) = ess sup{|g(y)| : |y| = r}, r > 0,
where the essential supremum is taken with respect to (N − 1) dimensional surface
measure. Let
I(Ω) = {g ∈ L1loc(Ω) : g˜ ∈ L
1((0,∞), rp−1dr)}; ‖g‖I =
∫ ∞
0
rp−1|g˜|(r)dr.
Then, I(Ω) is a Banach space with the norm ‖.‖I and I(Ω) ⊆ H(Ω) (Proposition 3.2).
In [21], Maz’ya gave a very intrinsic characterization of a Hardy potential using the
p-capacity (see Section 2.4.1, page 128). Recall that, for F⊂⊂Ω, the p-capacity of F
relative to Ω is defined as,
Capp(F,Ω) = inf
{∫
Ω
|∇u|p : u ∈ N (F )
}
,
where N (F ) = {u ∈ D1,p0 (Ω) : u ≥ 1 in a neighbourhood of F}. Thus for g ∈ H(Ω) and
v ∈ N (F ), we have ∫
F
|g| ≤
∫
Ω
|g||v|p ≤ C
∫
Ω
|∇v|p.
Now by taking the infimum over N (F ) and as F is arbitrary, we get a necessary condition:
sup
F⊂⊂Ω
∫
F
|g|
Capp(F,Ω)
≤ C.
Maz’ya proved that the above condition is also sufficient for g to be in H(Ω). Motivated
by this, for g ∈ L1loc(Ω), we define,
‖g‖ = sup
{ ∫
F
|g|
Capp(F,Ω)
: F⊂⊂Ω; |F | 6= 0
}
.
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One can verify that ‖.‖ is a Banach function norm on H(Ω). The Banach function
space structure of H(Ω) and Maz’ya’s characterization helps us to prove an embedding
of D1,p0 (Ω) which is finer than the Lorentz-Sobolev embedding proved in [3]. We also
provide an alternate proof for the Lorentz-Sobolev embedding (Proposition 3.5).
For g ∈ H(Ω), let Bg be the best constant in the following inequality:∫
Ω
g|u|p ≤ C
∫
Ω
|∇u|p, ∀ u ∈ D1,p0 (Ω), (1.3)
with C > 0. In this article, we are interested to find the Hardy potentials for which Bg
is attained in D1,p0 (Ω). Notice that, we have g in (1.3), whereas |g| in (1.1). Clearly (1.3)
holds if g is a Hardy potential and more generally, for any function g with g+ ∈ H(Ω).
It may so happen that for such a weight function g, the best constant Bg may also
be attained in D1,p0 (Ω) (Proposition 5.6). However, we focus on g for which both g
+
and g− are in H(Ω) (i.e., g is Hardy potential) and the best constant is attained in
D1,p0 (Ω). Many authors considered similar problems in the context of finding the first
(least) positive eigenvalue for the following weighted eigenvalue problem:
−∆pu = λg|u|
p−2u on D1,p0 (Ω). (1.4)
If the map G : D1,p0 (Ω) → R defined by G(u) =
∫
Ω
g|u|p is compact, then a direct
variational method ensures that the first positive eigenvalue for the above problem exists
and Bg is attained in D
1,p
0 (Ω). For p = 2 and Ω bounded, the compactness of G is proved
for g ∈ Lr(Ω) with r > N
2
in [20] and r = N
2
in [2]. For p ∈ (1,∞) and for general
domain Ω, g ∈ L(
N
p
,d)(Ω) with d < ∞, in [24]. The result is extended for a larger space
FN
p
(Ω) := C∞c (Ω) in L
(N
p
,∞)(Ω) in [7] for p = 2 and in [4] for p ∈ (1, N). In [6], authors
obtained the compactness for g ∈ I(B
c
1).
We extend and unify all the existing sufficient conditions for the compactness of G
by characterizing the set of all Hardy potentials for which the map G(u) =
∫
Ω
g|u|p is
compact. In fact, we provide three different characterizations and each of them uses the
Banach function space structure of H(Ω) in one way or other. Our first characterization
is motivated by the definition of the space FN
p
(Ω) considered in [4,7]. Here, we consider
the following subspace of H(Ω):
F(Ω) := C∞c (Ω) in H(Ω).
Now, we have the following theorem:
Theorem 1.1. Let g ∈ H(Ω). Then G : D1,p0 (Ω)→ R is compact if and only if g ∈ F(Ω).
For the second characterization, we use the notion of the absolute continuous norm
on a Banach function space.
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Let X = (X(Ω), ‖.‖X) be a Banach function space. A function f ∈ X is said to have
absolute continuous norm, if for any sequence of measurable subsets (An) of Ω with χAn
converges to 0 a.e. on Ω, then ‖fχAn‖X converges to 0.
Theorem 1.2. Let g ∈ H(Ω). Then G : D1,p0 (Ω) → R is compact if and only if g has
absolute continuous norm in H(Ω).
The third characterization is based on a concentration function that is defined using
the norm on H(Ω). For x ∈ Ω and r > 0, let Br(x) be the ball of radius r centered at x.
Now for g ∈ H(Ω), we define,
Cg(x) = lim
r→0
∥∥gχBr(x)∥∥; Cg(∞) = lim
R→∞
∥∥gχBR(0)c∥∥.
Observe that, the concentration function Cg measures the lack of absolute continuity
of the norm of g at all the points in Ω and at the infinity. Therefore, if Cg vanishes
everywhere, then naturally one may anticipate the compactness of G, and precisely this
is our next result.
Theorem 1.3. Let g ∈ H(Ω). Then G : D1,p0 (Ω)→ R is compact if and only if
Cg(x) = 0, ∀x ∈ Ω ∪ {∞}.
Observe that the best constant in (1.3) is attained in D1,p0 (Ω) if and only if the
following minimization problem (dual problem) has a minimizer:
min
{∫
Ω
|∇u|p : u ∈ D1,p0 (Ω),
∫
Ω
g|u|p = 1
}
. (1.5)
If G is compact, then the level set G−1{1} is weakly closed and hence the weak limit of
a minimizing sequence lie in G−1{1}. Indeed, the weak limit of a minimizing sequence
solves the minimization problem and Bg is attained at this weak limit. However, for the
existence of the weak limit of a minimizing sequence, it is not necessary to have G−1{1}
is weakly closed. In other words, for a non-compact G, (1.5) may admit a minimizer.
These cases were treated in [23] for p = 2, Ω = RN and in [22] for p ∈ (1, N) and general
Ω. In [22, 23], authors provided sufficient condition on g for the existence of minimizer
for (1.5). In [23], Tertikas used the celebrated concentration compactness lemma of Lions
( [17,18]) and Smets proved a variant of it in [22]. One of their main restrictions on g was
its countability of the closure of the ‘singular’ set. In this article, we provide a sufficient
condition without any restriction on the cardinality or on the structure of the closure of
the singular set (Remark 5.4). Next, we state our sufficient condition.
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Theorem 1.4. Let g ∈ H(Ω) be such that g ≥ 0 and
CHCg(x) < Bg, ∀x ∈ Ω ∪ {∞},
where Bg is the best constant in (1.3) and CH = p
p(p − 1)1−p. Then Bg is attained on
D1,p0 (Ω).
If g ∈ H(Ω) with g ≥ 0 and CHdist(g,F(Ω)) < ‖g‖, then by the above theorem, Bg
is attained on D1,p0 (Ω) (Corollary 5.5). This helps us to produce Hardy potentials for
which the map G is not compact, however Bg is attained. The following theorem is an
analogue of Theorem 1.3 of [23]:
Theorem 1.5. Let h ∈ H(Ω) and h ≥ 0. Then for any non-zero, non-negative φ ∈ F(Ω),
there exists ǫ0 > 0 such that Bg is attained in D
1,p
0 (Ω) for g = h+ ǫφ, for all ǫ > ǫ0.
The rest of the paper is organized as follows. In Section 2, we recall some important
results that are required for the development of this article. Further, we discuss the
function spaces H(Ω), F(Ω) and some embeddings of D1,p0 (Ω) in Section 3. In Section 4
we prove Theorem 1.1, Theorem 1.2 and Theorem 1.3. Section 5 contains the proof of
Theorem 1.4 and Theorem 1.5.
2 Preliminaries
In this section, we briefly outline the symmetrization, Banach function space, Lorentz
spaces and p-capacity and list some of their properties. Further, we state a few other
results that we use in the subsequent sections.
2.1 Symmetrization
Let Ω ⊆ RN be an open set. Let M(Ω) be the set of all extended real valued Lebesgue
measurable functions that are finite a.e. in Ω. For f ∈ M(Ω) and for s > 0, we define
Ef (s) = {x : |f(x)| > s} and the distribution function αf of f is defined as
αf(s) :=
∣∣Ef (s)∣∣, for s > 0,
where |A| denotes the Lebesgue measure of a set A ⊆ RN . Now, we define the one
dimensional decreasing rearrangement f ∗ of f as below:
f ∗(t) :=
{
ess sup f, t = 0
inf{s > 0 : αf (s) < t}, t > 0.
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The map f 7→ f ∗ is not sub-additive. However, we obtain a sub-additive function from
f ∗, namely the maximal function f ∗∗ of f ∗, defined by
f ∗∗(t) =
1
t
∫ t
0
f ∗(τ)dτ, t > 0.
The sub-additivity of f ∗∗ with respect to f helps us to define norms in certain function
spaces.
The Schwarz symmetrization of f is defined by
f ⋆(x) = f ∗(ωN |x|
N), ∀ x ∈ Ω⋆,
where ωN is the measure of the unit ball in R
N and Ω⋆ is the open ball centered at the
origin with same measure as Ω.
Next, we state an important inequality concerning the Schwarz symmetrization, see
Theorem 3.2.10 of [11].
Proposition 2.1 (Hardy-Littlewood inequality). Let Ω ⊆ RN with N ≥ 1 and f, g ∈
M(Ω) be nonnegative functions. Then∫
Ω
f(x)g(x) dx ≤
∫
Ω⋆
f ⋆(x)g⋆(x) dx =
∫ |Ω|
0
f ∗(t)g∗(t)dt. (2.1)
2.2 Banach function spaces
Definition 2.2. A normed linear space (X, ‖.‖X) of functions in M(Ω) is called a Ba-
nach function space if the following conditions are satisfied:
1. ‖f‖X = ‖|f |‖X , for all f ∈ X,
2. if (fn) is a non-negative sequence of function in X, increases to f , then ‖fn‖X
increases to ‖f‖X ,
3. if E ⊆ Ω with |E| <∞, then χE ∈ X,
4. for all E ⊆ Ω with |E| <∞, there exist CE > 0 such that
∫
E
|f | ≤ CE‖f‖X .
The norm ‖.‖X is called a Banach function norm on X.
Definition 2.3. Let (X, ‖.‖X) be a Banach function space. For u ∈M(Ω), define
‖u‖′ = sup
{∫
Ω
|fu| : f ∈ X, ‖f‖X ≤ 1
}
.
Then the associate space X ′ of X is given by
X ′ =
{
u ∈M(Ω) : ‖u‖′ <∞
}
.
One can verify that X ′ is also a Banach function space with respect to the norm ‖.‖′.
For further readings on Banach function spaces, we refer to [8, 11].
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2.3 Lorentz spaces
The Lorentz spaces are refinements of the usual Lebesgue spaces and introduced by
Lorentz in [19]. For more details on Lorentz spaces and related results, we refer to the
book [11].
Given a function f ∈ M(Ω) and (p, q) ∈ [1,∞) × [1,∞] we consider the following
quantity:
|f |(p,q) :=
∥∥∥t 1p− 1q f ∗(t)∥∥∥
Lq((0,∞))
=


(∫ ∞
0
[
t
1
p
− 1
q f ∗(t)
]q
dt
) 1
q
; 1 ≤ q <∞,
sup
t>0
t
1
pf ∗(t); q =∞.
The Lorentz space Lp,q(Ω) is defined as
Lp,q(Ω) :=
{
f ∈M(Ω) : |f |(p,q) <∞
}
.
|f |(p,q) is a complete quasi-norm on L
p,q(Ω). For (p, q) ∈ (1,∞)× [1,∞], let
‖f‖(p,q) :=
∥∥∥t 1p− 1q f ∗∗(t)∥∥∥
Lq((0,∞))
.
Then ‖f‖(p,q) is a norm on L
p,q(Ω) and it is equivalent to the quasi-norm |f |(p,q) (see
Lemma 3.4.6 of [11]). Next proposition identifies the associate space of Lorentz spaces,
see [8](Theorem 4.7, page 220).
Proposition 2.4. Let 1 < p < ∞ and 1 ≤ q ≤ ∞ (or p = q = 1 or p = q = ∞). Then
the associate space of Lp,q(Ω) is, up to equivalence of norms, the Lorentz space Lp
′,q′(Ω),
where 1
p
+ 1
p′
= 1 and 1
q
+ 1
q′
= 1.
2.4 The p-capacity
For any subset A of RN define,
Capp(A) := inf
{∫
Ω
|∇u|p : u ∈ D1,p0 (R
N), A ⊆ int{u ≥ 1}
}
.
It can be shown that the above definition is consistent with our earlier definition when
A is relatively compact in Ω. Next, we list some of the properties of capacity in the
following proposition.
Proposition 2.5. (a) Let Ω1 ⊆ Ω2 be open in RN . Then Capp(.,Ω2) ≤ Capp(.,Ω1).
(b) Capp is an outer measure on R
N .
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(c) For λ > 0 and F⊂⊂RN , Capp(λF ) = λ
N−pCapp(F ).
(d) For F⊂⊂RN , ∃C > 0 depending on p,N such that |F | ≤ CCapp(F )
N
N−p .
(e) For N > p, Capp(B1) = NωN(
N−p
p−1
)p−1, where B1 is the unit ball in R
N .
Proof. (a) Follows easily from the definition of capacity.
(b) See Theorem 4.14 of [12](page 174).
(c), (d) See Theorem 4.15 of [12](page 175).
(e) Section 2.2.4 of [21] (page 106).
Remark 2.6. If a set A is measurable with respect to Capp then Capp(A) must be 0 or
∞, see Theorem 4.14 of [12] (page 174).
The next theorem follows from Maz’ya’s characterization of Hardy potential, [21] (see
Section 2.3.2, page 111).
Theorem 2.7. Let N > p, Ω ⊆ RN be open and g ∈ L1loc(Ω). If g ∈ H(Ω), then∫
Ω
g|u|p ≤ CH‖g‖
∫
Ω
|∇u|p, ∀u ∈ D1,p0 (Ω),
where CH = p
p(p− 1)1−p.
It is easy to see that, the best constant satisfies the following inequalities:
‖g‖ ≤ Bg ≤ CH‖g‖. (2.2)
2.5 The space of complex measures
Let M(Ω) be the space of all complex measures on Ω. Then M(Ω) is a Banach space with
respect to the norm ‖µ‖ = |µ|(Ω) (total variation of the measure µ). Further, by Riesz
representation theorem, we know that M(Ω) is the dual of C0(Ω) (= Cc(Ω) in L
∞(Ω))
and for µ ∈ M(Ω), ‖µ‖ = supφ∈Cc(Ω),‖φ‖∞≤1
∫
Ω
φ dµ. The next proposition follows from
the uniqueness of the Riesz representation theorem.
Proposition 2.8. Let µ ∈M(Ω) be a positive measure. Then for an open V ⊆ Ω,
µ(V ) = sup
{∫
Ω
φ dµ : 0 ≤ φ ≤ 1, φ ∈ Cc(Ω) with Supp(φ) ⊆ V
}
and for any Borel set E ⊆ Ω, µ(E) := inf{µ(V ) : E ⊆ V, V open }.
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Recall that, a sequence (µn) is said to be weak* convergent to µ in M(Ω), if∫
Ω
φ dµn →
∫
Ω
φ dµ, as n→∞, ∀φ ∈ Cc(Ω).
In this case we denote µn
∗
⇀ µ. The next proposition is a consequence of Banach-Alaoglu
theorem which states that for any Banach space X , the closed unit ball in X∗ is weak*
compact.
Proposition 2.9. Let (µn) be a bounded sequence in M(Ω), then there exists µ ∈M(Ω)
such that µn
∗
⇀ µ up to a subsequence.
2.6 Brezis-Lieb lemma
The following lemma is due to Brezis and Lieb (see Theorem 1 of [9]).
Lemma 2.10. Let (Ω,A, µ) be a measure space and (fn) be a sequence of complex -valued
measurable functions which are uniformly bounded in Lp(Ω, µ) for some 0 < p < ∞.
Moreover, if (fn) converges to f a.e., then
lim
n→∞
∣∣∣‖fn‖(p,µ) − ‖fn − f‖(p,µ)∣∣∣ = ‖f‖(p,µ).
We also require the following inequality (see [16], page 22) that played an important role
in the proof of Bresiz-Lieb lemma: for a, b ∈ C,
||a+ b|p − |a|p| ≤ ǫ|a|p + C(ǫ, p)|b|p (2.3)
valid for each ǫ > 0 and 0 < p <∞.
3 Embeddings
In this section we prove the following continuous embeddings:
L
N
p
,∞(Ω) →֒ H(Ω); FN
p
(Ω) →֒ F(Ω); I(Ω) →֒ F(Ω).
We provide alternate proofs for certain classical embeddings and also provide an embed-
ding of D1,p0 (Ω) finer than Lorentz-Sobolev embeddings.
Proposition 3.1. For p ∈ (1, N) and an open subset Ω in RN , L
N
p
,∞(Ω) is continuously
embedded in H(Ω).
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Proof. Observe that, Capp(F
⋆) ≤ Capp(F
⋆,Ω⋆) ≤ Capp(F,Ω). The first inequality comes
from (a)-th property of Proposition 2.5 and the latter one follows from Polya-Szego
inequality. Capp(F
⋆) = NωN(
N−p
p−1
)p−1RN−p, where R is the radius of F ⋆ (by (e)-th
property of Proposition 2.5). Now, for a relatively compact set F ,
∫
F
|g|(x)dx
Capp(F,Ω)
≤
∫
F ⋆
g⋆(x)dx
Capp(F
⋆,RN)
=
∫ |F |
0
g∗(t)dt
NωN(
N−p
p−1
)p−1RN−p
=
Rpg∗∗(ωNR
N)
N(N−p
p−1
)p−1
.
By setting ωNR
N = t we get,∫
F
|g|(x)dx
Capp(F,Ω)
≤ C(N, p)‖g‖(N
p
,∞).
Now take the supremum over F⊂⊂Ω to obtain,
‖g‖ ≤ C(N, p)‖g‖(N
p
,∞) with C(N, p) =
1
N(ωN )
p
N (N−p
p−1
)p−1
.
Proposition 3.2. For p ∈ (1, N) and an open subset Ω in RN , I(Ω) is continuously
embedded into H(Ω).
Proof. For g ∈ I(Ω) and u ∈ N (F ), use Lemma 2.1 of [6] to obtain∫
F
|g| ≤
∫
Ω
|g||u|pdx ≤ CH‖g‖I
∫
Ω
|∇u|pdx, ∀u ∈ D1,p0 (Ω),
where C depends only on N, p. Taking the infimum over N (F ) and then the supremum
over F we obtain ‖g‖ ≤ CH‖g‖I .
Remark 3.3. Notice that I(Ω) and H(Ω) are not rearrangement invariant Banach func-
tion spaces. For example, for p = 2, N ≥ 3 and β ∈ ( 2
N
, 1) consider the following function
analogous to Example 3.8 of [5],
g(x) =
{
(|x| − 1)−β, 1 < |x| ≤ 2,
0, otherwise.
It can be verified that g ∈ I(RN) and g⋆ /∈ H(RN).
Proposition 3.4. For p ∈ (1, N) and an open subset Ω in RN , FN
p
(Ω) and I(Ω) are
continuously embedded in F(Ω).
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Proof. Recall that, FN
p
(Ω) is the closure of C∞c (Ω) in L
N
p
,∞(Ω) and F(Ω) is closure of
C∞c (Ω) in H(Ω). Now since ‖.‖ ≤ C‖.‖(N
p
,∞), it is immediate that FNp
(Ω) is contained in
F(Ω). Similarly, for showing I(Ω) is contained in F(Ω), it is enough to prove C∞c (Ω) is
dense in I(Ω). For this, let g ∈ I(Ω) and ǫ > 0 be arbitrary. As C∞c ((0,∞)) is dense in
L1((0,∞), rp−1), there exists φ ∈ C∞c ((0,∞)) such that ‖g˜ − φ‖L1((0,∞),rp−1) < ǫ. Now,
for x ∈ Ω let σ(x) := φ(|x|). By denoting, h = g − σ we have, h˜(r) = g˜(r) − φ(r).
Therefore,
‖g − σ‖I =
∫ ∞
0
|h˜|(r)rp−1dr = ‖g˜ − φ‖L1((0,∞),rp−1) < ǫ.
Next, we give an alternate proof for the Lorentz-Sobolev embedding of D1,p0 (Ω). The
idea is similar to that of Corollary 3.6 of [5].
Proposition 3.5. For p ∈ (1, N) and an open subset Ω in RN , D1,p0 (Ω) is continuously
embedded in Lp
∗,p(Ω).
Proof. Without loss of generality we may assume Ω = RN (for a general domain Ω, the
result will follow by considering the zero extension to RN). Let g ∈ M(Ω) be such that
g⋆ ∈M(Ω). Then using Polya-Szego we have,∫
RN
g⋆|u⋆|pdx ≤ CH‖g
⋆‖
∫
RN
|∇u⋆|p ≤ CH‖g
⋆‖
∫
RN
|∇u|p, ∀u ∈ D1,p0 (R
N ).
In particular, for g(x) = 1
ω
p
N
N |x|
p
, g∗(s) = 1
s
p
N
and ‖g⋆‖ = (p−1)
p−1
N(N−p)p−1
. Now
∫
RN
g⋆|u⋆|pdx =∫∞
0
g∗(s)|u∗(s)|pds. Thus from the above inequality we obtain,∫ ∞
0
|u∗(s)|p
s
p
N
≤ C(N, p)
∫
RN
|∇u|p dx, ∀ u ∈ D1,p0 (Ω).
The left hand side of the above inequality is |u|p(p∗,p), a quasi-norm equivalent to the norm
‖u‖p(p∗,p) in L
p∗,p(Ω). This completes the proof.
Corollary 3.6. For p ∈ (1, N) and an open subset Ω in RN , D1,p0 (Ω) is compactly
embedded in Lploc(Ω).
Proof. Clearly D1,p0 (Ω) is continuously embedded into W
1,p
loc (Ω). Since W
1,p
loc (Ω) is com-
pactly embedded in Lploc(Ω), we have the required embedding.
Notice that we used just one Hardy potential 1
|x|p
to obtain the Lorentz-Sobolev
embedding in Proposition 3.5. Instead, if we consider all of H(Ω), then we anticipate
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to get an embedding finer than the above one. For this, we consider the following space
(defined in a similar way as the associate space):
E(Ω) :=
{
u ∈ M(Ω) : |u|p ∈ H(Ω)′
}
.
One can verify that E(Ω) is a Banach function space with respect to the norm
‖u‖E :=
(
‖|u|p‖′
) 1
p .
In the next theorem we establish an embedding of D1,p0 (Ω) into E(Ω). Further, we assert
that the embedding is finer than the classical one.
Theorem 3.7. Let 1 < p < N and Ω be open in RN . Then
(a) D1,p0 (Ω) is continuously embedded into E(Ω),
(b) E(Ω) is a proper subspace of Lp
∗,p(Ω).
Proof. (a) For g ∈ H(Ω), by Theorem 2.7,∫
Ω
g|u|p ≤ CH‖g‖
∫
Ω
|∇u|p, ∀u ∈ D1,p0 (Ω).
Now taking the supremum over the unit ball in H(Ω) we obtain,
‖u‖E ≤ C
1
p
H‖u‖D1,p
0
(Ω), ∀u ∈ D
1,p
0 (Ω).
(b) Clearly v ∈ E(Ω) if and only if |v|p ∈ H(Ω)′. Further, L
N
p
,∞(Ω) ( H(Ω) and
hence H(Ω)′ ( L
p∗
p
,1(Ω) (by Proposition 2.4). Now, we can easily deduce that
E(Ω) ( Lp
∗,p(Ω).
4 The compactness
In this section, we develop a g depended concentration compactness lemma as in [22].
Then we give equivalent conditions for compactness and prove Theorem 1.1, Theorem
1.2 and Theorem 1.3.
Lemma 4.1. Let Φ ∈ C1b (Ω) be such that ∇Φ has compact support and un ⇀ u in
D1,p0 (Ω). Then
lim
n→∞
∫
Ω
|∇((un − u)Φ)|
p = lim
n→∞
∫
Ω
|∇(un − u)|
p|Φ|p.
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Proof. Let ǫ > 0 be given. Using (2.3),
|
∫
Ω
|∇((un − u)Φ)|
p −
∫
Ω
|∇(un − u)|
p|Φ|p|
≤ ǫ
∫
Ω
|∇(un − u)|
p|Φ|p + C(ǫ, p)
∫
Ω
|un − u|
p|∇Φ|p.
Since ∇Φ is compactly supported, by Corollary 3.6 the second term in the right hand
side of the above inequality goes to 0 as n→∞. Further, as (un) is bounded in D
1,p
0 (Ω)
and ǫ is arbitrary we obtain the desired result.
For un, u ∈ D
1,p
0 (Ω) and a Borel set E in Ω, we denote
νn(E) =
∫
E
g|un − u|
p dx; Γn(E) =
∫
E
|∇(un − u)|
p dx.
If un ⇀ u in D
1,p
0 (Ω), then νn and µn have weak* convergent sub-sequences (Proposition
2.9). Let
νn
∗
⇀ ν; Γn
∗
⇀ Γ in M(Ω).
Next, we prove the absolute continuity of the measure ν with respect to Γ.
Lemma 4.2. Let g ∈ H(Ω), g ≥ 0 and un ⇀ u in D
1,p
0 (Ω). Then for any Borel set E in
Ω,
ν(E) ≤ CH C
∗
gΓ(E), where C
∗
g = sup
x∈Ω
Cg(x) .
Proof. As un ⇀ u in D
1,p
0 (Ω), un → u in L
p
loc(Ω) (by Corollary 3.6). For Φ ∈ C
∞
c (Ω),
(un − u)Φ ∈ D
1,p
0 (Ω) and thus by Theorem 2.7,∫
Ω
|Φ|p dνn =
∫
Ω
g|(un − u)Φ|
p ≤ CH‖g‖
∫
Ω
|∇((un − u)Φ)|
p.
Take n→∞ and use Lemma 4.1 to obtain∫
Ω
|Φ|p dν ≤ CH‖g‖
∫
Ω
|Φ|p dΓ.
Now by the density of C∞c (Ω) in C0(Ω) together with Proposition 2.8, we get
ν(E) ≤ CH‖g‖Γ(E) , ∀E Borel in Ω. (4.1)
In particular, ν ≪ Γ and hence by Radon-Nikodym theorem,
ν(E) =
∫
E
dν
dΓ
dΓ , ∀E Borel in Ω. (4.2)
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Further, by Lebesgue differentiation theorem (page 95 of [14]) we have
dν
dΓ
(x) = lim
r→0
ν(Br(x))
Γ(Br(x))
. (4.3)
Now replacing g by gχBr(x) and proceeding as before,
ν(Br(x)) ≤ CH
∥∥gχBr(x)∥∥ Γ(Br(x)).
Thus from (4.3) we get dν
dΓ
(x) ≤ CHCg(x) and hence
∥∥ dν
dΓ
∥∥
∞
≤ CHC∗g . Now from (4.2) we
obtain ν(E) ≤ CH C∗gΓ(E) for all Borel subsets E of Ω.
Remark 4.3. In [23] (for p = 2 and Ω = RN) and in [22] (for p ∈ (1, N) and Ω ⊆ RN),
the authors considered the following concentration function:
Sg(x) = lim
r→0
inf
{∫
Ω
|∇u|p : u ∈ D1,p0 (Ω ∩ Br(x)),
∫
Ω
g|u|p = 1
}
,
and defined the singular set
∑
g = {x ∈ Ω : Sg(x) < ∞}. Further, they have assumed
that their Hardy potential g satisfies
∑
g is at most countable (see (H) of [23] and (H1)
of [22]). One can easily see that
∑
g coincides with the set {x ∈ Ω : Cg(x) > 0}. We would
like to stress that we do not make any assumption on the cardinality or the structure of
the closure of the singular set.
Remark 4.4. The countability assumption allowed them to describe ν as a countable
sum of Dirac measures located on
∑
g and using this they have obtained the absolute
continuity of ν with respect to Γ (see Lemma 2.1 of [22] and Lemma 3.1 of [23]). We use
the Radon-Nikodym theorem and the Lebesgue differentiation theorem for describing ν
in terms of Γ.
The proofs of the following lemmas are similar to that of Lemma 2.1 of [22]. We would
like to stress that we are not assuming the countability of the closure of the singular set.
Lemma 4.5. Let g ∈ H(Ω), g ≥ 0 and un ⇀ u in D
1,p
0 (Ω) and ΦR ∈ C
∞
b (R
N) with
0 ≤ ΦR ≤ 1, ΦR = 0 on BR and ΦR = 1 on BcR+1. Then,
(A) lim
R→∞
lim
n→∞
∫
Ω∩BR
c
g|un|
p = lim
R→∞
lim
n→∞
νn(Ω ∩BR
c
) = lim
R→∞
lim
n→∞
∫
Ω
|ΦR|
pdνn,
(B) lim
R→∞
lim
n→∞
∫
Ω∩BR
c
|∇un|
p = lim
R→∞
lim
n→∞
Γn(Ω ∩ BR
c
) = lim
R→∞
lim
n→∞
∫
Ω
|ΦR|
pdΓn.
Proof. We prove only (A) and the proof of (B) is similar. By Brezis-Lieb lemma,
lim
n→∞
∣∣∣∣νn(Ω ∩ BRc)−
∫
Ω∩BR
c
g|un|
p
∣∣∣∣ = limn→∞
∣∣∣∣
∫
Ω∩BR
c
g|un − u|
p −
∫
Ω∩BR
c
g|un|
p
∣∣∣∣
=
∫
Ω∩BR
c
g|u|p.
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As g|u|p ∈ L1(Ω), the right hand side integral goes to 0 as R → ∞. Thus, we get the
first equality in (A). For the second equality, it is enough to observe that∫
Ω∩BR+1
c
g|un − u|
p ≤
∫
Ω
g|un − u|
pΦR ≤
∫
Ω∩BR
c
g|un − u|
p.
Now by taking n,R→∞ respectively we get the required equality.
Lemma 4.6. Let g ∈ H(Ω), g ≥ 0 and un ⇀ u in D
1,p
0 (Ω). Set
ν∞ = lim
R→∞
lim
n→∞
νn(Ω ∩ BR
c
) and Γ∞ = lim
R→∞
lim
n→∞
Γn(Ω ∩ BR
c
).
Then
(i) ν∞ ≤ CH Cg(∞)Γ∞,
(ii) limn→∞
∫
Ω
g|un|p =
∫
Ω
g|u|p + ‖ν‖+ ν∞,
(iii) limn→∞
∫
Ω
|∇un|p =
∫
Ω
|∇u|p + ‖Γ‖+ Γ∞.
Proof. (i): For R > 0, choose ΦR ∈ C1b (R
N) satisfying 0 ≤ ΦR ≤ 1, ΦR = 0 on BR and
ΦR = 1 on B
c
R+1. Clearly, (un−u)ΦR ∈ D
1,p
0 (Ω∩BR
c
). Since
∥∥gχBRc∥∥ <∞, by Theorem
2.7, ∫
Ω∩BR
c
g|(un − u)ΦR|
p ≤ CH
∥∥gχBRc∥∥
∫
Ω∩BR
c
|∇((un − u)ΦR)|
p.
By Lemma 4.1 we have, lim
n→∞
∫
Ω∩BR
c
|∇((un − u)ΦR)|
p = lim
n→∞
∫
Ω∩BR
c
|ΦR|
p dΓn. There-
fore, letting n→ ∞, R →∞ and using Lemma 4.5 successively in the above inequality
we obtain ν∞ ≤ CHCg(∞) Γ∞.
(ii): By choosing ΦR as above and using Brezis-Lieb lemma together with Lemma 4.5
we have,
lim
n→∞
∫
Ω
g|un|
p = lim
n→∞
[∫
Ω
g|un|
p(1− ΦR) +
∫
Ω
g|un|
pΦR
]
= lim
n→∞
[∫
Ω
g|u|p(1− ΦR) +
∫
Ω
g|un − u|
p(1− ΦR) +
∫
Ω
g|un|
pΦR
]
=
∫
Ω
g|u|p + ‖ν‖ + ν∞.
(iii): Using the same arguments as in (ii) we get the following:
lim
n→∞
∫
Ω
|∇un|
p = lim
n→∞
[∫
Ω
|∇un|
p(1− ΦR) +
∫
Ω
|∇un|
pΦR
]
= lim
n→∞
[∫
Ω
|∇u|p(1− ΦR) +
∫
Ω
|∇un − u|
p(1− ΦR) +
∫
Ω
|∇un|
pΦR
]
=
∫
Ω
|∇u|p + Γ∞ + ‖Γ‖
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In the following lemma we approximate F(Ω) functions using L∞(Ω) functions (see
Proposition 3.2 of [7]).
Lemma 4.7. g ∈ F(Ω) if and only if for every ǫ > 0, ∃gǫ ∈ L∞(Ω) such that |Supp(gǫ)| <
∞ and ‖g − gǫ‖ < ǫ.
Proof. Let g ∈ F(Ω) and ǫ > 0 be given. By definition of F(Ω), ∃gǫ ∈ C∞c (Ω) such that
‖g − gǫ‖ < ǫ. This gǫ fulfill our requirements. For the converse part, take a g satisfying
the hypothesis. Let ǫ > 0 be arbitrary. Then ∃gǫ ∈ L∞(Ω) such that |Supp(gǫ)| < ∞
and ‖g − gǫ‖ <
ǫ
2
. Thus, gǫ ∈ L
N
p (Ω) and hence there exists φǫ ∈ C∞c (Ω) such that
‖gǫ − φǫ‖N
p
< ǫ
2C
, where C is the embedding constant for the embedding L
N
p (Ω) into
H(Ω). Now by triangle inequality, we obtain ‖g − gǫ‖ < ǫ as required.
The next proposition gives an interesting property of capacity which helps us to
localize the norm on H(Ω).
Proposition 4.8. There exists C1, C2 > 0 such that for F⊂⊂Ω,
(i) Capp(F ∩ Br(x),Ω ∩B2r(x)) ≤ C1Capp(F ∩Br(x),Ω), ∀r > 0.
(ii) Capp(F ∩ B
c
2R,Ω ∩ BR
c
) ≤ C2Capp(F ∩ B
c
2R,Ω), ∀R > 0.
Proof. (i) Let Φ ∈ C∞c (R
N ) be such that 0 ≤ Φ ≤ 1, Φ = 1 on B1(0) and Supp(Φ) ⊆
B2(0). Take Φr(z) = Φ(
z−x
r
). Let ǫ > 0 be given. Then for F⊂⊂Ω, ∃u ∈ N (F ∩ Br(x))
such that
∫
Ω
|∇u|p < Capp(F ∩ Br(x),Ω) + ǫ. If we set wr(z) = Φr(z)u(z), then it is
easy to see that wr ∈ D
1,p
0 (Ω ∩ B2r(x)) and wr ≥ 1 on F ∩ Br(x). Further, we have the
following estimate:∫
Ω
|∇wr|
p ≤ C
[∫
Ω
|Φr|
p|∇u|p +
∫
Ω
|u|p|∇Φr|
p
]
≤ C
[∫
Ω
|∇u|p +
(∫
Ω
|u|p∗
)p/p∗ (∫
Ω
|∇Φr|
N
)p/N]
.
By noticing
∫
Ω
|∇Φr|N ≤
∫
RN
|∇Φ|N and then using the Sobolev embedding, we obtain∫
Ω
|∇wr|
p ≤ C1
∫
Ω
|∇u|p,
where C1 is a constant independent of F, r and ǫ. Therefore,
Capp(F ∩Br(x),Ω ∩B2r(x)) ≤ C1Capp(F ∩ Br(x),Ω) + C1ǫ.
Now as ǫ > 0 is arbitrary we obtain the desired result.
(ii) For Φ ∈ C∞b (R
N) with 0 ≤ Φ ≤ 1, Φ = 0 on B1(0) and Φ = 1 on B2(0)c, we take
ΦR(z) = Φ(
z
R
). The rest of the proof is similar to the proof of (i).
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Now we consider the map |G| : D1,p0 (Ω) 7→ R defined as |G| =
∫
Ω
|g||u|p and state the
following proposition.
Proposition 4.9. Let g ∈ H(Ω). Then G is compact if and only if |G| is compact.
Proof. Let un ⇀ u in D
1,p
0 (Ω). Then un → u, g|un|
p → g|u|p and |g||un|p → |g||u|p a.e in
Ω. Further,
|g|un|
p| = ||g||un|
p|. (4.4)
Now as g ∈ H(Ω), both of g|un|p, g|u|p belong to L1(Ω). Since equality occurs in (4.4),
a direct application of generalized dominated convergence theorem proves the required
equivalence.
Lemma 4.10. Let g ∈ H(Ω) and G : D1,p0 (Ω) 7→ R is compact. Then,
(i) if (An) is a sequence of bounded measurable subsets such that χAn decreases to 0,
then ‖gχAn‖ → 0 as n→∞.
(ii)
∥∥gχBcn∥∥→ 0 as n→∞.
Proof. (i) Let (An) be a sequence of bounded measurable subsets such that χAn decreases
to 0. If ‖gχAn‖9 0, then ∃a > 0 such that ‖gχAn‖ > a, ∀n (by the monotonicity of the
norm). Thus, ∃Fn⊂⊂Ω and un ∈ N (Fn) such that∫
Ω
|∇un|
p <
1
a
∫
Fn∩An
|g| ≤
1
a
∫
Ω
|g||un|
p. (4.5)
Since An’s are bounded and χAn decreases to 0, it follows that |An| → 0, as n → ∞.
Further, as g ∈ L1(A1), we also have
∫
Fn∩An
|g| → 0. Hence from the above inequalities,
un → 0 in D
1,p
0 (Ω) and hence un → 0 in L
p∗(Ω). Let vn =
un
‖un‖D
, then up to a sub
sequence, vn converges to 0 a.e. in Ω and (vn) converges weakly to 0. On the other hand,
(4.5) yields a ≤
∫
Ω
|g||vn|p. This is a contradiction as |G| is compact (Proposition 4.9).
Thus ‖gχAn‖ → 0 as n→∞.
(ii) If
∥∥gχBcn∥∥9 0, as n→∞, then there exists Fn⊂⊂Ω such that
a <
∫
Fn∩Bcn
|g|
Capp(Fn,Ω)
≤
∫
Fn∩Bcn
|g|
Capp(Fn ∩ B
c
n,Ω)
≤
C
∫
Fn∩Bcn
|g|
Capp(Fn ∩ B
c
n,Ω ∩ B
c
n
2
)
for some a > 0 and C > 0. Last inequality follows from the part (ii) of Proposition 4.8.
Thus, for each n there exists wn ∈ D
1,p
0 (Ω ∩B
c
n
2
) with wn ≥ 1 on Fn ∩ B
c
n such that∫
Ω
|∇wn|
p <
C
a
∫
Fn∩Bcn
|g| ≤
C
a
∫
Ω
|g||wn|
p.
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By taking vn =
wn
‖wn‖D
and following a same argument as in (i) we contradict the
compactness of |G| and hence, that of G.
Next for φ ∈ C∞c (Ω) we compute Cφ.
Proposition 4.11. Let φ ∈ C∞c (Ω). Then Cφ = 0.
Proof. First notice that for φ ∈ C∞c (Ω),
∥∥φχBr(x)∥∥ = sup
F⊂⊂Ω
[∫
F∩Br(x)
|φ|
Capp(F,Ω)
]
≤ sup
F⊂⊂Ω
[
sup(|φ|)|(F ∩ Br)⋆|
Capp((F ∩Br)
⋆)
]
.
If d is the radius of (F ∩ Br)⋆ then
|(F ∩ Br)⋆|
Capp((F ∩Br)
⋆)
=
ωNd
N
NωN(
N−p
p−1
)p−1d(N−p)
= C(N, p)dp ≤ C(N, p)rp.
Thus, Cφ(x) = limr→0
∥∥φχBr(x)∥∥ = 0. Also, one can easily see that Cφ(∞) = 0 as φ has
compact support .
The next theorem proves Theorem 1.1, Theorem 1.2 and Theorem 1.3 in one shot.
Theorem 4.12. Let g ∈ H(Ω). Then the following statements are equivalent:
(i) G : D1,p0 (Ω) 7→ R is compact,
(ii) g has absolute continuous norm in H(Ω),
(iii) g ∈ F(Ω),
(iv) C∗g = 0 = Cg(∞).
Proof. (i) =⇒ (ii) : Let G be compact. Take a sequence of measurable subsets (An) of
Ω such that χAn decreases to 0 a.e. in Ω. Part (ii) of Lemma 4.10 gives
∥∥gχBcn∥∥→ 0, as
n→∞. Choose ǫ > 0 arbitrarily. There exists N0 ∈ N, such that
∥∥gχBcn∥∥ ≤ ǫ2 , ∀n ≥ N0.
Now An = (An ∩ BN0) ∪ (An ∩ B
c
N0
), for each n. Thus,
‖gχAn‖ ≤
∥∥gχAn∩BN0∥∥+
∥∥∥gχAn∩BcN0
∥∥∥ ≤ ∥∥gχAn∩BN0∥∥+ ǫ2 .
By part (i) of Lemma 4.10, there exists N1(≥ N0) ∈ N such that
∥∥gχAn∩BN0∥∥ ≤ ǫ2 , ∀n ≥
N1 and hence ‖gχAn‖ ≤ ǫ for all n ≥ N1. Therefore, g has absolutely continuous norm.
(ii) =⇒ (iii) : Let g has absolute continuous norm in H(Ω). Now for any n ∈ N,
g = gχ{|g|≤n}∩Bn + gχ{|g|>n}∩Bn + gχBcn := gn + hn.
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where gn = gχ{|g|≤n}∩Bn and hn = gχ{|g|>n}∩Bn + gχBcn. Clearly, gn ∈ L
∞(Ω) and
|Supp(gn)| <∞. Furthermore,
‖hn‖ ≤
∥∥gχ{|g|>n}∩Bn∥∥+ ∥∥gχBcn∥∥ ≤ ∥∥gχ{|g|>n}∥∥+ ∥∥gχBcn∥∥.
Now g ∈ L1loc(Ω) ensures that χ{|g|>n} → 0 as n → ∞. As g has absolutely continuous
norm, both
∥∥gχ{|g|>n}∥∥ and ∥∥gχBcn∥∥ converge to 0. Hence Lemma 4.7 concludes that
g ∈ F(Ω).
(iii) =⇒ (iv) : Let g ∈ F(Ω) and ǫ > 0 be arbitrary. Then there exists gε ∈ C∞c (Ω) such
that ‖g − gε‖ < ǫ. Thus Proposition 4.11 infers that Cgε vanishes. Now as g = gε+(g−gε),
it follows that Cg(x) ≤ Cgε(x) + Cg−gε(x) ≤ ‖g − gε‖ < ǫ and hence C
∗
g = 0. By a similar
argument one can show Cg(∞) = 0.
(iv) =⇒ (i) : Assume that C∗g = 0 = Cg(∞). Let (un) be a bounded sequence in D
1,p
0 (Ω).
Then by Lemma 4.6, up to a sub-sequence we have,
ν∞ ≤ CH Cg(∞)Γ∞,
‖ν‖ ≤ CHC
∗
g‖Γ‖,
lim
n→∞
∫
Ω
|g||un|
p =
∫
Ω
|g||u|p + ‖ν‖+ ν∞.
As C∗g = 0 = Cg(∞) we immediately conclude that lim
n→∞
∫
Ω
|g||un|
p =
∫
Ω
|g||u|p and hence
G : D1,p0 (Ω) 7→ R is compact (Proposition 4.9).
Remark 4.13. Let N > p and g(x) = 1
|x|p
in RN . Then for any r > 0,∫
Br(0)
dx
|x|p
Capp(Br(0))
=
(p− 1)p−1
(N − p)p
.
Thus Cg(0) =
(p−1)p−1
(N−p)p
and hence g /∈ F(RN).
Remark 4.14. Let X = (X(Ω), ‖.‖X) be a Banach function space and f ∈ X . Then
f is said to have continuous norm in X , if for each x ∈ Ω,
∥∥fχBr(x)∥∥ converges to 0, as
r → 0. Observe that by Theorem 4.12, the set of all functions having continuous norm
and the set of all function having absolute continuous norm are one and the same on
H(Ω). However, in [15], authors constructed a Banach function space where these two
sets are different.
Now, we recall Maz’ya’s concentration function Πg ,(see Section 2.4.2, page 130 of
[21]). For F⊂⊂Ω with |F | 6= 0, let Π(F, g,Ω) :=
∫
F |g|
Capp(F,Ω)
. Then
Πg(x) = lim
r→0
sup{Π(g, F,Ω) : F⊂⊂Ω ∩ Br(x)},
Πg(∞) = lim
r→∞
sup { Π(g, F,Ω) : F⊂⊂Ω ∩ Br(0)
c} .
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Next proposition shows that Cg coincides with Πg. As Cg measures the concentration
using the norm of H(Ω), we prefer Cg over Πg.
Proposition 4.15. Let g ∈ H(Ω). Then Cg(x) = Πg(x) for all x ∈ Ω and Cg(∞) =
Πg(∞).
Proof. First notice that Πg(x) ≤ Cg(x), for any x ∈ Ω and Πg(∞) ≤ Cg(∞). On other
hand for V⊂⊂Ω,∫
V
|g|χBr(x)
Capp(V,Ω)
≤
∫
V ∩Br(x)
|g|
Capp(V ∩ Br(x),Ω)
≤ sup
F⊂⊂Ω∩B2r(x)
[ ∫
F
|g|
Capp(F,Ω)
]
= Π2rg (x).
The last inequality follows as V ∩Br(x) is relatively compact in Ω ∩B2r(x). Taking the
supremum over all V⊂⊂Ω and letting r → 0 we obtain Cg(x) ≤ Πg(x). By a similar
argument we also get Cg(∞) ≤ Πg(∞) as required.
5 The existence of minimizer
Recall that, for g ∈ H(Ω), the best constant Bg in (1.3) is given by
1
Bg
= inf
u∈G−1{1}
∫
Ω
|∇u|p.
Proof of Theorem 1.4. Let (un) ∈ G−1{1} be a sequence that minimizes
∫
Ω
|∇u|p over
G−1{1}. Then up to a sub-sequence we can assume that un ⇀ u in D
1,p
0 (Ω) and un → u
a.e. in Ω. Further, |∇un−∇u|p ⇀ Γ, g|un−u|p ⇀ ν in M(Ω). Since un ∈ G−1{1}, using
Lemma 4.6 we have
1 =
∫
Ω
g|u|p + ‖ν‖ + ν∞.
Suppose ‖Γ‖ or Γ∞ is nonzero. Then using Hardy-Sobolev inequality, part (i) of Lemma
4.6 and Lemma 4.2, we obtain the following estimate:∫
Ω
g|u|p + ν∞ + ‖ν‖ ≤ Bg
∫
Ω
|∇u|p + CH
(
C∗g‖Γ‖+ Cg(∞)Γ∞
)
< Bg
(∫
Ω
|∇u|p + ‖Γ‖+ Γ∞
)
≤ Bg × limn→∞
∫
Ω
|∇un|
p.
A contradiction, as limn→∞
∫
Ω
|∇un|p =
1
Bg
. Thus ‖Γ‖ = 0 = Γ∞. Consequently, ‖ν‖ =
0 = ν∞ (by part (i) of Lemma 4.6 and Lemma 4.2) and
∫
Ω
g|u|p = 1. Therefore, Bg is
attained at u.
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Remark 5.1. For g(x) = 1
|x|p
in RN , it is well known that Bg is not attained in D
1,p
0 (Ω).
Further, Cg(0) =
(p−1)p−1
(N−p)p
and hence CHC∗g = Bg.
Remark 5.2. Recall the definition of Sg(x). In [22], author also considered the following
quantities :
S∗g := sup
x∈Ω
Sg(x),
Sg := inf
{∫
Ω
|∇u|p : u ∈ D1,p0 (Ω),
∫
Ω
g|u|p = 1
}
.
Since Sg captures the best constant in the Hardy inequality locally at the points of Ω
and at the infinity, by (2.2), we have
‖g‖ ≤
1
Sg
≤ CH‖g‖, C
∗
g ≤
1
S∗g
≤ CHC
∗
g , Cg(∞) ≤
1
Sg(∞)
≤ CHCg(∞). (5.1)
Therefore, if CHC∗g < ‖g‖ and CHCg(∞) < ‖g‖ then Sg < S
∗
g and Sg < Sg(∞). Thus,
if
∑
g is countable, then Theorem 1.4 also follow from Theorem 3.1 of [22]. Thus our
sufficient condition is slightly weaker than that of [22]. This is mainly because of the gap
in the Hardy inequality given in 2.7 (see, (2.2))
Remark 5.3. In [22], Smets proved the Mazya’s compactness criteria by showing that
G is compact if and only if S∗g = Sg(∞) = ∞. Observe that, one can easily derive this
result by using (5.1) together with Theorem 1.3.
Remark 5.4. Let (xi)i∈N be an enumeration of Q
N ⊆ RN . Now consider the function,
h =
∑
i∈N wi, where wi =
1
i2|x−xi|p
on unit ball centered at xi and zero elsewhere. Clearly,∑
h = R
N . Now for any non-negative φ ∈ F(Ω) with ‖φ‖ > (CH − 1)‖h‖, setting
g = h+ φ we have
∑
g = R
N . Thus results of [22, 23] are not applicable for h. However,
CHC
∗
g = CHC
∗
h ≤ CH‖h‖ = ‖h‖+ (CH − 1)‖h‖ < ‖h‖+ ‖φ‖ = ‖g‖ ≤ Bg,
Cg(∞) = 0.
Thus by Theorem 1.4, Bg is attained in D
1,p
0 (Ω).
Proof of Theorem 1.5. Let h ∈ H(Ω) be non-negative. Take a non-zero, non-negative
φ ∈ F(Ω) and ǫ0 =
(CH−1)‖h‖
‖φ‖
, then for ǫ > ǫ0,
CHC
∗
g = CHC
∗
h+ǫφ = CHC
∗
h ≤ CH‖h‖ < ‖h‖ + ǫ‖φ‖ = ‖g‖ ≤ Bg.
Similarly, we can show CHCg(∞) < ‖g‖ ≤ Bg. Therefore, by Theorem 1.4, Bg is attained.
Corollary 5.5. Let g ∈ H(Ω) and g ≥ 0. If CHdist(g,F(Ω)) < ‖g‖, then Bg is attained
in D1,p0 (Ω).
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Proof. For g, h ∈ L1loc(Ω) and F⊂⊂Ω,∫
F
|g|χBr(x)
Capp(F,Ω)
≤
∫
F
|g − h|χBr(x)
Capp(F,Ω)
+
∫
F
|h|χBr(x)
Capp(F,Ω)
.
By taking the supremum over all such F and r tends to 0 respectively, we obtain Cg(x) ≤
Cg−h(x) + Ch(x) and hence
C∗g ≤ C
∗
g−h + C
∗
h. (5.2)
Now as CHdist(g,F(Ω)) < ‖g‖, ∃φ ∈ F(Ω) such that CH‖g − φ‖ < ‖g‖. Thus by (5.2),
CHC∗g ≤ CHC
∗
g−φ ≤ CH‖g − φ‖ < ‖g‖ ≤ Bg and similarly CHCg(∞) < Bg. Now the result
follows from Theorem 1.4.
Next proposition also gives us another way to produce the Hardy potential for which
Bg is attained in D
1,p
0 (Ω) without G being compact.
Proposition 5.6. Let g ∈ L1loc(Ω) be such that g
+ ∈ F(Ω). Then the best constant Bg
is attained.
Proof. Let (un) be a sequence that minimizes
∫
Ω
|∇u|p over G−1{1}. Then (un) is
bounded in D1,p0 (Ω) and hence up to a subsequence un ⇀ u in D
1,p
0 (Ω) and un → u
a.e. in Ω. Since g+ ∈ F(Ω), limn→∞
∫
Ω
g+|un|p =
∫
Ω
g+|u|p (by Theorem 1.1). Further,∫
Ω
g−|un|p =
∫
Ω
g+|un|p − 1. Now Fatous lemma gives
∫
Ω
g−|u|p ≤
∫
Ω
g+|u|p − 1. Thus
1 ≤
∫
Ω
g|u|p and hence u˜ := u
(
∫
Ω
g|u|p)1/p
is a required element in D1,p0 (Ω) for which the
best constant is attained.
Remark 5.7. The above proposition gives an alternate way to produce examples of
weight function g for which the best constant Bg is attained without G being compact.
For example, take g in 1loc(Ω) with g
+ ∈ F(Ω) and g− /∈ F(Ω).
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