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Abstract
In this paper, we discuss local and global existence and uniqueness results for first-order impulsive func-
tional differential equations with multiple delay. We shall rely on a fixed point theorem of Schaefer and a
nonlinear alternative of Leray–Schauder. For the global existence and uniqueness we apply a recent nonlin-
ear alternative of Leray–Schauder type in Fréchet spaces, due to Frigon and Granas [M. Frigon, A. Granas,
Résultats de type Leray–Schauder pour des contractions sur des espaces de Fréchet, Ann. Sci. Math. Québec
22 (2) (1998) 161–168].
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is concerned with the existence and uniqueness of solutions, for first-order func-
tional differential equations with impulsive effects and multiple delay. In Section 3, we will
consider local existence and uniqueness results for first-order impulsive functional differential
equations with fixed moments and multiple delay
y′(t) = f (t, yt ) +
n∗∑
i=1
y(t − Ti) a.e. t ∈ J := [0, b]\{t1, t2, . . . , tm}, (1)
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(
t+k
)− y(t−k )= Ik(y(t−k )), k = 1, . . . ,m, (2)
y(t) = φ(t), t ∈ [−r,0], (3)
where n∗ ∈ {1,2, . . .}, r = max1in∗ Ti , f :J × D → Rn is a given function, D ={ψ : [−r,0] → R; ψ is continuous everywhere except for a finite number of points t¯ at which
ψ(t¯ ) and ψ(t¯+) exist and ψ(t¯−) = ψ(t¯ )}, 0 = t0 < t1 < · · · < tm < tm+1 = b, Ik ∈ C(Rn,Rn),
k = 1,2, . . . ,m, are given functions satisfying some assumptions that will be specified later.
For any function y defined on [−r, b] and any t ∈ J we denote by yt the element of D defined
by
yt (θ) = y(t + θ), θ ∈ [−r,0].
Here yt (·) represents the history of the state from time t − r , up to the present time t .
Impulsive differential equations have become more important in recent years in some math-
ematical models of real processes and phenomena studied in physics, chemical technology,
population dynamics, biotechnology and economics. There has been a significant development
in impulse theory, in recent years, especially in the area of impulsive differential equations with
fixed moments; see the monographs of Bainov and Simeonov [2], Lakshmikantham et al. [12],
Samoilenko and Perestyuk [14] and the references therein. The main theorems of this paper
extends the problem (1)–(3) considered by Benchohra et al. [3] when the impulse times are con-
stant. Our approach is based on Schaefer’s fixed point theorem (see [15, p. 29]), the nonlinear
alternative of Leray–Schauder type [6], the Banach fixed point theorem and a recent nonlinear
alternative of Leray–Schauder type in Fréchet spaces, due to Frigon and Granas [7]. These results
can be considered as a contribution to the literature.
2. Preliminaries
In this section, we introduce notations, definitions, and preliminary facts which are used
throughout this paper.
By C(J,Rn) we denote the Banach space of all continuous functions from J into Rn with the
norm
‖y‖∞ := sup
{∣∣y(t)∣∣: t ∈ J}.
Also D is endowed with norm ‖ · ‖ defined,
‖φ‖D := sup
{∣∣φ(θ)∣∣: −r  θ  0},
L1(J,Rn) = {y :J → Rn: y is Lebesgue integrable}.
Then, we are able to define
‖y‖L1 =
b∫
0
∣∣y(t)∣∣dt for J := [0, b].
Let us add that two functions y1, y2 :J → Rn such that the set {y1(t) = y2(t) | t ∈ J } has
Lebesgue measure equal to zero are considered as equal. It is well known that(
L1
(
J,Rn
)
,‖ · ‖L1
)
is a Banach space.
ACi(J,Rn) is the space of functions y :J → Rn i-differentiable in whose ith derivative, y(i),
is absolutely continuous.
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(i) t 	→ f (t, u) is measurable for each u ∈D;
(ii) u 	→ f (t, u) is continuous for almost all t ∈ J ;
(iii) For each q > 0, there exists hq ∈ L1(J,R+) such that∣∣f (t, u)∣∣ hq(t) for all ‖u‖ q and for almost all t ∈ J.
3. Existence and uniqueness results
In order to define the solution of (1)–(3) we shall consider the space
PC = {y : [0, b] → Rn: y(t−k ) and y(t+k ) exist with y(t−k )= y(tk), k = 1, . . . ,m
and y ∈ C([tk, tk+1),Rn), k = 0, . . . ,m},
which is a Banach space with the norm
‖y‖PC = max
{‖yk‖Jk , k = 0, . . . ,m},
where yk is the restriction of y to Jk = [tk, tk+1], k = 0, . . . ,m. Let
Ω = {y : [−r, b] →Rn: y ∈D ∩ PC},
which is a Banach space with the norm
‖y‖Ω = sup
{∣∣y(t)∣∣: t ∈ [−r, b]}, y ∈ Ω.
Let us start by defining what we mean by a solution of problem (1)–(3).
Definition 3.1. A function y ∈ Ω ∩ AC(J,Rn), is said to be a solution of (1)–(3) if y satisfies
the equation y′(t) = f (t, yt )+∑n∗i=1 y(t − Ti) a.e. on J , t = tk , k = 1, . . . ,m and the conditions
y(t+k ) − y(t−k ) = Ik(y(t−k )), k = 1, . . . ,m and y(t) = φ(t) on [−r,0].
We need the following auxiliary result.
Lemma 3.2. Let f :D→ Rn be a continuous function. Then y is the unique solution of the initial
value problem
y′(t) = f (yt ) +
n∗∑
i=1
y(t − Ti), t ∈ J := [0, b], t = tk, k = 1, . . . ,m, (4)
y
(
t+k
)− y(tk) = Ik(y(t−k )), k = 1, . . . ,m, (5)
y(t) = φ(t), t ∈ [−r,0], (6)
where r = max1in∗ Ti if and only if y is a solution of impulsive integral functional differential
equation
y(t) =
⎧⎪⎨
⎪⎩
φ(t), if t ∈ [−r,0],
φ(0) +∑n∗i=1 ∫ 0−Ti φ(s) ds + ∫ t0 f (ys) ds
+∑n∗i=1 ∫ t−Ti0 y(s) ds +∑0<tk<t Ik(y(t−k )), if t ∈ [0, b].
(7)
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y′(t) = f (yt ) +
n∗∑
i=1
y(t − Ti) for t ∈ [0, b].
Assume that tk < t  tk+1, k = 1, . . . ,m. By integration of above inequality yields
y
(
t−1
)− y(0) =
t1∫
0
f (ys) ds +
n∗∑
i=1
t1∫
0
y(s − Ti) ds,
y
(
t−1
)− y(0) =
t1∫
0
f (ys) ds +
n∗∑
i=1
t1−Ti∫
−Ti
y(s) ds,
y
(
t−2
)− y(t+1 )=
t2∫
t1
f (ys) ds +
n∗∑
i=1
t2∫
t1
y(s − Ti) ds,
y
(
t−2
)− y(t−1 )= I1(y(t−1 ))+
t2∫
t1
f (ys) ds +
n∗∑
i=1
t2−Ti∫
t1−Ti
y(s) ds,
...
y
(
t−k
)− y(t+k−1)=
tk∫
tk−1
f (ys) ds +
n∗∑
i=1
tk∫
tk−1
y(s − Ti) ds,
y
(
t−k
)− y(t−k−1)= Ik(y(t−k ))+
tk∫
tk−1
f (ys) ds +
n∗∑
i=1
tk−Ti∫
tk−1−Ti
y(s − Ti) ds,
y(t) − y(t−k )= Ik(y(t−k ))+
t∫
tk
f (ys) ds +
n∗∑
i=1
t−Ti∫
tk−Ti
y(s) ds.
Then
y(t1) − y(0) =
t1∫
0
f (ys) ds +
n∗∑
i=1
t1−Ti∫
−Ti
y(s) ds,
y(t2) − y
(
t−1
)= I1(y(t−1 ))+
t2∫
t1
f (ys) ds +
n∗∑
i=1
t2−Ti∫
t1−Ti
y(s) ds,
...
y
(
t−k
)− y(tk−1) = Ik(y(t−k ))+
tk∫
tk−1
f (ys) ds +
n∗∑
i=1
tk−Ti∫
tk−1−T
y(s − Ti) ds,
i
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t∫
tk
f (ys) ds +
n∗∑
i=1
t−Ti∫
tk−Ti
y(s) ds.
Adding these together, we get
y(t) = y(0) +
∑
0<tk<t
Ik
(
y
(
t−k
))+
t∫
0
f (ys) ds +
n∗∑
i=1
t−Ti∫
−Ti
y(s) ds
= φ(0) +
∑
0<tk<t
Ik
(
y
(
t−k
))+
t∫
0
f (ys) ds +
n∗∑
i=1
t−Ti∫
0
y(s) ds +
n∗∑
i=1
0∫
−Ti
y(s) ds.
Thus
y(t) = φ(0) +
∑
0<tk<t
Ik
(
y
(
t−k
))+
t∫
0
f (ys) ds +
n∗∑
i=1
t−Ti∫
0
y(s) ds +
n∗∑
i=1
0∫
−Ti
φ(s) ds.
If y satisfies the integral equation (7), then y is solution of the problem (4)–(6). Let t ∈ [0, b]\
{t1, . . . , tm} and
y(t) = φ(0) +
∑
0<tk<t
Ik
(
y
(
t−k
))+
t∫
0
f (ys) ds +
n∗∑
i=1
t−Ti∫
0
y(s) ds +
n∗∑
i=1
0∫
−Ti
φ(s) ds.
Hence
y′(t) = f (yt ) +
n∗∑
i=1
y(t − Ti).
We can easily prove that y(t+k ) − y(t−k ) = Ik(y(t−k )), k = 1, . . . ,m. 
We are now in a position to state and prove our existence result for the problem (1)–(3). For
the study of this problem we first list the following hypotheses:
(H1) F :J ×D→ Rn is an L1-Carathéodory function;
(H2) There exist positive constants ck , k = 1, . . . ,m such that∣∣Ik(y)∣∣ ck for all y ∈Rn;
(H3) There exist a function p ∈ L1(J,R+) and a continuous nondecreasing function
ψ : [0,∞) → [0,∞) such that∣∣f (t, x)∣∣ p(t)ψ(‖x‖D) for a.e. t ∈ J and each x ∈D
with
b∫
0
m(s)ds <
∞∫
c
du
u + ψ(u) ,
where c = ‖φ‖D + rn∗‖φ‖D +
∑m
k=1 ck and m(t) = max(n∗,p(t)).
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solution on [−r, b].
Proof. Transform the problem (1)–(3) into a fixed point problem. Consider the operator
N :Ω → Ω defined by
N(y)(t) =
⎧⎪⎨
⎪⎩
φ(t), if t ∈ [−r,0],
φ(0) +∑n∗i=1 ∫ 0−Ti φ(s) ds + ∫ t0 f (s, ys) ds
+∑n∗i=1 ∫ t−Ti0 y(s) ds +∑0<tk<t Ik(y(t−k )), if t ∈ [0, b].
We shall show that the operator N is completely continuous.
Step 1. N is continuous.
Let {yn} be a sequence such that yn → y in Ω .
Then
∣∣N(yn)(t) − N(y)(t)∣∣
t∫
0
∣∣f (s, yns) − f (s, ys)∣∣ds + n∗
t∫
0
∣∣yn(s) − y(s)∣∣ds
+
m∑
k=1
∣∣Ik(yn(t−k ))− Ik(y(t−k ))∣∣

b∫
0
∣∣f (s, yns) − f (s, ys)∣∣ds + n∗
t∫
0
∣∣yn(s) − y(s)∣∣ds
+
m∑
k=1
∣∣Ik(yn(t−k ))− Ik(y(t−k ))∣∣.
Since f is an L1-Carathéodory function and Ik are continuous functions, we have by the
Lebesgue dominated convergence theorem that∥∥N(yn) − N(y)∥∥Ω  ∥∥f (·, yn) − f (·, y)∥∥L1 + n∗b‖yn − y‖Ω
+
m∑
k=1
∣∣Ik(yn(t−k ))− Ik(y(t−k ))∣∣→ 0 as n → ∞.
Step 2. N maps bounded sets into bounded sets in Ω .
Indeed, it is enough to show that for any q > 0 there exists a positive constant  such that for
each y ∈ Bq = {y ∈ Ω: ‖y‖Ω  q} we have ‖N(y)‖Ω  . By Definition 3.1(iii) we have for
each t ∈ [0, b]
∣∣N(y)(t)∣∣ ∣∣φ(0)∣∣+ n∗∑
k=1
Ti∫ ∣∣φ(−s)∣∣ds +
t∫ ∣∣f (s, ys)∣∣ds0 0
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n∗∑
k=1
t−Ti∫
0
∣∣y(s)∣∣ds + m∑
k=1
∣∣Ik(y(t−k ))∣∣
 ‖φ‖D + n∗r‖φ‖D + ‖hq‖L1 + n∗qb +
m∑
k=1
ck.
Thus
∥∥N(y)∥∥
Ω
 ‖φ‖D + n∗r‖φ‖D + ‖hq‖L1 + n∗qb +
m∑
k=1
ck := .
Step 3. N maps bounded sets into equicontinuous sets of Ω .
Let l1, l2 ∈ [0, b], l1 < l2, Bq be a bounded set of Ω as in Step 2, and let y ∈ Bq . Then
∣∣N(y)(l2) − N(y)(l1)∣∣
l2∫
l1
hq(s) ds + n∗|l2 − l1| +
∑
0<t<l2−l1
ck.
As l2 → l1 the right-hand side of the above inequality tends to zero. The equicontinuity for the
cases l1 < l2  0 and l1  0 l2 is obvious.
As a consequence of Steps 1 to 3 together with the Arzela–Ascoli theorem we can conclude
that N :Ω → Ω is completely continuous.
Step 4. Now it remains to show that the set
E(N) := {y ∈ Ω: y = λN(y) for some 0 < λ < 1}
is bounded.
Let y ∈ E(N). Then y = λN(y) for some 0 < λ < 1. Thus for each t ∈ [0, b]
y(t) = λ
(
φ(0) +
n∗∑
i=1
0∫
−Ti
φ(s) ds +
t∫
0
f (s, ys) ds
+
n∗∑
i=1
t−Ti∫
0
y(s) ds +
∑
0<tk<t
Ik
(
y
(
t−k
)))
.
This implies by (H2) and (H3) that for each t ∈ J we have
∣∣y(t)∣∣ ‖φ‖D + n∗r‖φ‖D + m∑
k=1
ck +
t∫
0
p(s)ψ
(‖ys‖D)ds + n∗
t∫
0
∣∣y(s)∣∣ds.
We consider the function μ defined by
μ(t) = sup{∣∣y(s)∣∣: −r  s  t}, 0 t  b.
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t ∈ [0, b]
μ(t) ‖φ‖D + n∗r‖φ‖D +
m∑
k=1
ck +
t∫
0
p(s)ψ
(
μ(s)
)
ds + n∗
t∫
0
μ(s) ds.
If t∗ ∈ [−r,0], then μ(t) = ‖φ‖D and the previous inequality holds. Let us take the right-hand
side of the above inequality as v(t). Then we have
c = v(0) = ‖φ‖D + n∗r‖φ‖D +
m∑
k=1
ck, μ(t) v(t), t ∈ [0, b],
and
v′(t) = n∗μ(t) + p(t)ψ
(
μ(t)
)
a.e. t ∈ [0, b].
Using the nondecreasing character of ψ we get
v′(t) n∗v(t) + p(t)ψ
(
v(t)
)
m(t)
[
v(t) + ψ(v(t))] a.e. t ∈ [0, b].
This implies that for each t ∈ [0, b]
v(t)∫
v(0)
ds
s + ψ(s) 
b∫
0
m(s)ds <
∞∫
v(0)
ds
s + ψ(s) .
Thus there exists a constant K such that v(t)  K , t ∈ [0, b], and hence μ(t)  K , t ∈ [0, b].
Since for every t ∈ [0, b], ‖yt‖ μ(t), we have
‖y‖Ω max
{‖φ‖D,K} := K ′,
where K ′ depends on b and on the functions m and ψ . This shows that E(N) is bounded.
Set X := Ω . As a consequence of Schaefer theorem (see [15, p. 29]) we deduce that N has a
fixed point y which is a solution to the problem (1)–(3). 
Remark 3.4. We can easily show that the above reasoning with appropriateness can be applied to
obtain existence and uniqueness results for the first order impulsive neutral functional differential
equation
d
dt
[
y(t) − g(t, yt )
]= f (t, yt ) + n∗∑
i=1
y(t − Ti) a.e. t ∈ J := [0, b]\{t1, t2, . . . , tm}, (8)
y
(
t+k
)− y(tk) = Ik(y(tk)), k = 1, . . . ,m, (9)
y(t) = φ(t), t ∈ [−r,0], (10)
where r , f , Ik are as in the problem (1)–(3) and g :J ×D→Rn.
In this part we given uniqueness result of the problem (1)–(3).
(A1) There exists l ∈ L1([0, b],R+) such that∣∣f (t, x) − f (t, x)∣∣ l(t)‖x − x‖D for all x, x ∈D and t ∈ J ;
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Theorem 3.5. Assume that hypotheses (A1)–(A2) hold. If ∑mk=1 ck < 1. Then the IVP (1)–(3)
has unique solutions.
Proof. Let N :Ω → Ω be defined as in Theorem 3.3. We shall show that N is a contraction.
Indeed, consider y, y ∈ Ω . Then we have for each t ∈ [0, b]
∣∣N(y)(t) − N(y)(t)∣∣
t∫
0
∣∣f (s, ys) − f (s, ys)∣∣ds + n∗∑
k=1
t−Ti∫
0
∣∣y(s) − y(s)∣∣ds
+
∑
0<tk<t
∣∣Ik(y(t−k ))− Ik(y(t−k ))∣∣

t∫
0
l(s)‖ys − ys‖D ds + n∗
t∫
0
∣∣y(s) − y(s)∣∣ds
+
∑
0<tk<t
ck
∣∣y(tk) − y(tk)∣∣

t∫
0
l(s)eτL(s)e−τL(s)‖ys − ys‖D ds
+
t∫
0
n∗eτL(s)e−τL(s)
∣∣y(s) − y(s)∣∣ds
+
∑
0<tk<t
cke
τL(t)e−τL(t)
∣∣y(tk) − y(tk)∣∣

t∫
0
l(s)eτL(s) ds‖y − y‖BΩ ds +
t∫
0
n∗eτL(s) ds‖y − y‖BΩ
+
∑
0<tk<t
cke
τL(t)‖y − y‖BΩ

t∫
0
1
τ
(
eτL(s)
)′
ds‖y − y‖BΩ ds +
t∫
0
1
τ
(
eτL(s)
)′
ds‖y − y‖BΩ
+
m∑
k=1
cke
τL(t)‖y − y‖BΩ
 eτL(t)
(
2
τ
+
m∑
k=1
ck
)
‖y − y‖BΩ.
Thus
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∣∣N(y)(t) − N(y)(t)∣∣
(
2
τ
+
m∑
k=1
ck
)
‖y − y‖BΩ,
where L(t) = ∫ t−r l∗(s) ds and
l∗(t) =
{
0, t ∈ [−r,0],
l(t)+ n∗, t ∈ [0, b]
and τ is sufficiently large and ‖ · ‖BΩ is the Bielecki-type norm on Ω defined by
‖y‖BΩ = sup
t∈[−r,b]
e−τL(t)
∣∣y(t)∣∣.
Therefore,
∥∥N(y) − N(y)∥∥
BΩ

(
2
τ
+
m∑
k=1
ck
)
‖y − y‖BΩ,
showing that, N is a contraction and hence it has a unique fixed point which is a solution to
(1)–(3). The proof is completed. 
4. Global existence and uniqueness result
In this section, we are concerned with an application of a recent nonlinear alternative for
contraction maps in Fréchet spaces due to, Frigon and Granas [7], to the existence and uniqueness
of the following problem, with infinity impulses and multiple delay
y′(t) = f (t, yt ) +
n∗∑
i=1
y(t − Ti) a.e. t ∈ J∗ := [0,∞)\{t1, t2, . . .}, (11)
y
(
t+k
)− y(t−k )= Ik(y(t−k )), k = 1, . . . , (12)
y(t) = φ(t), t ∈ [−r,0], (13)
where f :J∗ ×D→Rn and Ik ∈ C(Rn,Rn), k = 1, . . . ,D = {ψ : [−r,0] → Rn,ψ is continuous
everywhere except for a countable number of points t¯ at which ψ(t¯−) and ψ(t¯+) exist, ψ(t¯−) =
ψ(t¯ ) and supθ∈[−r,0] |ψ(θ)| < ∞} (0 < r < ∞), 0 = t0 < t1 < · · · < tm < · · · , limn→∞ tn = ∞.
As we know, the investigation of many properties of solutions for a given equation, such as
stability, oscillation, needs its guarantee of global existence. Thus it is important and necessary
to establish sufficient conditions for global existence of solutions for impulsive differential equa-
tions. The global existence results for impulsive differential equations with different conditions
were studied by Benchohra et al. [4], Cheng and Yan [5], Graef and Ouahab [8], Guo [9,10],
Guo and Liu [11], Marino et al. [13], Stamov and Stamova [16], Weng [17], Yan [18,19]. Very,
recently this alternative was applied by Arara et al. [1] for controllability of functional semi-
linear differential equations and by Graef and Ouahab [8] for functional impulsive differential
equations with variable times. These results can be seen as a contribution to the literature.
For more details on the following notions we refer to [7]. Let X be a Fréchet space with a
family of semi-norms {‖ · ‖n), n ∈ N}. Let Y ⊂ X, we say that Y is bounded if for every n ∈ N,
there exists Mn > 0 such that
‖y‖n Mn for all y ∈ Y.
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we consider the equivalence relation ∼n defined by x ∼n y if and only if ‖x − y‖n = 0 for
all x, y ∈ X. We denote Xn = (X/ ∼n,‖ · ‖) the quotient space, the completion of Xn with
respect to ‖ · ‖n. To every Y ⊂ X, we associate a sequence the {Yn} of subsets Yn ⊂ Xn as
follows. For every x ∈ X, we denote [x]n the equivalence class of x of subset Xn and we defined
Yn = {[x]n: x ∈ Y }. We denote Yn, intn(Y n) and ∂nY n, respectively, the closure, the interior and
the boundary of Yn with respect to ‖ · ‖ in Xn. We assume that the family of semi-norms {‖ · ‖n}
verifies
‖x‖1  ‖x‖2  ‖x‖3  · · · for every x ∈ X.
Definition 4.1. A function f :X → X is said to be a contraction if for each n ∈ N there exists
kn ∈ (0,1) such that∥∥f (x) − f (y)∥∥
n
 kn‖x − y‖n for all x, y ∈ X.
Theorem 4.2 (Nonlinear alternative [7]). Let X be a Fréchet space and Y ⊂ X a closed subset
in Y let N :Y → X be a contraction such that N(Y) is bounded. Then one of the following
statements hold:
(C1) N has a unique fixed point;
(C2) there exists λ ∈ [0,1), n ∈N, and x ∈ ∂nY n such that ‖x − λN(x)‖n = 0.
5. Uniqueness result in Fréchet spaces
In order to define the solution of (1)–(3) we shall consider the space, PC(J,Rn) =
{y : [0,∞) → Rn such that y(t) is continuous everywhere except for some tk at which y(t−k ) and
y(t+k ) exist and y(t
−
k ) = y(tk), k = 1,2, . . .}.
Set
Ω = {y :J1 →Rn: y ∈D ∩ PC(J∗,Rn)}, J1 = [−r,0] ∪ J∗.
Definition 5.1. A function y ∈ Ω is said to be a solution of (11)–(13) if
y′(t) = f (s, yt ) +
n∗∑
k=1
y(t − Ti) a.e. t ∈ [0,∞), t = tk, k = 1,2, . . . ,
and the conditions (12) and (13) are satisfied.
Let us introduce the following hypotheses:
(B1) There exist a function p ∈ L1(J∗,R+) and a continuous nondecreasing function
ψ : [0,∞) → [0,∞) such that∥∥f (t, x)∥∥ p(t)ψ(‖x‖D) for a.e. t ∈ J∗ and each x ∈D,
with
∞∫
1
ds
s + ψ(s) = ∞;
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(B3) For all R > 0 there exists lR ∈ L1loc([0,∞),R+) such that∣∣f (t, x) − f (t, x)∣∣ lR(t)‖x − x‖D for all x, x ∈D with ‖x‖,‖x‖R,
for a.e. t ∈ J∗;
(B4) There exist constants ck  0 such that for each k = 1,2, . . . , we have∣∣Ik(y) − Ik(x)∣∣ ck|x − x| for each x, x ∈ Rn.
Theorem 5.2. Assume that hypotheses (B1)–(B4) hold. If ∑∞k=1 ck < 1, then the IVP (11)–(13)
has unique solutions.
Proof. We begin by defining a family of semi-norms on Ω , thus rendering Ω into a Fréchet
space. Let τ be sufficiently large. Then for each n ∈N we define in Ω the semi-norms by
‖y‖n = sup
{
e−τLn(t)
∣∣y(t)∣∣: −r  t  tn},
where Ln(t) =
∫ t
−r l¯n(s) ds and
l¯n(t) =
{
0, t ∈ [−r,0],
ln(t) + n∗, t ∈ [0, tn].
Thus Ω =⋃n1 Ωn, where
Ωn =
{
y : [−r, tn] → Rn: y ∈D ∩ PCn
(
J,Rn
)}
and PCn(J,Rn) = {y : [0, tn] → Rn such that y(t) is continuous everywhere except for some tk
at which y(t−k ) and y(t
+
k ) exist and y(t
−
k ) = y(tk), k = 1,2, . . . , n − 1}. Then Ω is a Fréchet
space with the family of semi-norms {‖ · ‖n}.
Transform the problem (11)–(13) into a fixed point problem. Consider the operator G :Ω →
Ω defined by
G(y)(t) =
⎧⎪⎨
⎪⎩
φ(t), if t ∈ [−r,0],
φ(0) +∑n∗i=1 ∫ 0−Ti φ(s) ds + ∫ t0 f (s, ys) ds
+∑n∗i=1 ∫ t−Ti0 y(s) ds +∑0<tk<t Ik(y(t−k )) if t ∈ [0,∞).
Let y be a solutions of the problem (11)–(13) then for t ∈ [0, tn], n ∈ N we have
y(t) = φ(0) +
n∗∑
i=1
0∫
−Ti
φ(s) ds +
t∫
0
f (s, ys) ds +
n∗∑
i=1
t−Ti∫
0
y(s) ds +
∑
0<tk<t
Ik
(
y
(
t−k
))
.
As in Theorem 3.3 we can prove that there exists Mn > 0 such that ‖y‖n Mn. Set
Y = {y ∈ Ω: ‖y‖n Mn + 1 for all n ∈N}.
Clearly, Y is a closed subset of Ω and we can easily show that G :Ωn → Ωn is contraction. From
the choice of Y there is no y ∈ ∂Y n such that y = λG(y) for some λ ∈ (0,1). As a consequence
of the nonlinear alternative type (see Theorem 4.2) we deduce that G has a unique fixed point
which is a solution to (11)–(13). 
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(H∗3) There exist a continuous function ψ : [0,∞) → (0,∞) and p ∈ L1([0, b],Rn) such that∣∣f (t, y)∣∣ p(t)ψ(‖y‖D) for a.e. t ∈ [0, b] and each y ∈D
with
tk∫
tk−1
m(t) ds <
∞∫
Nk−1
du
u + ψ(u) , k = 1, . . . ,m,
where
N0 = ‖φ‖D +
n∗∑
i=1
Ti‖φ‖D, Nk−1 = sup
x∈[−Kk−2,Kk−2]
∣∣Ik−1(x)∣∣+ Mk−2,
Nk−1 = Nk−1 + n∗tk−1Kk−2,
Mk−2 = Γ −1k−1
( tk−1∫
tk−2
m(s)ds
)
for k = 2, . . . ,m + 2, and
K0 = max
(
M0,‖φ‖D
)
, Kk = max(Kk−1,Mk), k = 1, . . . ,m + 1,
m(t) = max(p(t), n∗),
Γl−1(z) =
z∫
Nl−1
du
u + ψ(u) , zNl−1, l ∈ {1, . . . ,m + 2}.
Then for each k = 0, . . . ,m + 1 there exists a constant Kk such that
sup
{∣∣y(t)∣∣: t ∈ [tk−1, tk]}Kk,
for each solution y of the problem (1)–(3).
Proof. Let y be a possible solution of the problem (1)–(3). Then y|[−r,t1] is a solution to
y′(t) = f (t, yt ) +
n∗∑
i=1
y(t − Ti) for t ∈ [0, t1], y(t) = φ(t), t ∈ [−r,0].
By integration of above equations, we get
y(t) = φ(0) +
t∫
0
f (s, ys) ds +
n∗∑
i=1
0∫
−Ti
φ(s) ds +
n∗∑
i=1
t∫
0
y(s) ds.
Hence by (H∗3) we have
∣∣y(t)∣∣ ‖φ‖D + n∗∑
i=1
Ti‖φ‖D +
t∫
p(s)ψ
(‖ys‖D)ds + n∗
t∫ ∣∣y(s)∣∣ds.0 0
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μ(t) = sup{∣∣y(s)∣∣: −r  s  t}, 0 t  t1.
Let t∗ ∈ [−r, t] be such that μ(t) = |y(t∗)|. If t∗ ∈ [0, t1], by the previous inequality we have for
t ∈ [0, t1]
μ(t) ‖φ‖D +
n∗∑
i=1
Ti‖φ‖D +
t∫
0
m(s)
[
μ(s) + ψ(μ(s))]ds.
If t∗ ∈ [−r,0], then μ(t) = ‖φ‖D and the previous inequality holds. Let us take the right-hand
side of the above inequality as v(t). Then we have
c = v(0) = ‖φ‖D +
n∗∑
i=1
Ti‖φ‖D, μ(t) v(t), t ∈ [0, t1],
and
v′(t)m(t)
[
μ(t)+ ψ(μ(t))] a.e. t ∈ [0, t1].
Using the nondecreasing character of ψ we get
v′(t)m(t)
[
v(t)+ ψ(v(t))] a.e. t ∈ [0, t1].
This implies that for each t ∈ [0, t1]
Γ1
(
v(t)
)=
v(t)∫
v(0)
ds
s + ψ(s) 
t1∫
0
m(s)ds <
∞∫
v(0)
ds
s + ψ(s) .
Thus there exists a constant K such that v(t)  Γ −11 (
∫ t1
0 m(s)ds) = M0, t ∈ [0, t1], and hence
μ(t)M0, t ∈ [0, t1]. Since for every t ∈ [0, t1], ‖yt‖ μ(t), we have
‖y‖∞ max
{‖φ‖D,M0}= K0.
Now y|[t1,t2] is a solution to
y′(t) = f (t, yt ) +
n∗∑
i=1
y(t − Ti) a.e. t ∈ [t1, t2], y
(
t+1
)− y(t−1 )= I1(y(t−1 )).
Note that∣∣y(t+1 )∣∣ sup
x∈[−K0,K0]
∣∣I1(x)∣∣+ K0 := N1.
Next
∣∣y(t)∣∣N1 + n∗∑
i=1
t1∫
0
∣∣y(s)∣∣ds +
t∫
t1
p(s)ψ
(‖ys‖D)ds + n∗∑
i=1
t∫
t1
∣∣y(s)∣∣ds.
We consider the function μ defined by
μ(t) = sup{∣∣y(s)∣∣: −r  s  t}, 0 t  t2.
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t ∈ [0, t2]
μ(t)N1 + n∗t1K0 +
t∫
t1
m(s)
[
μ(s) + ψ(μ(s))]ds.
If t∗ ∈ [−r, t1], then μ(t)K0 and the previous inequality holds. Let us take the right-hand side
of the above inequality as w(t). Then we have
c = v(t1) = N1 + t1K0n∗, μ(t)w(t), t ∈ [t1, t2],
and
w′(t) = m(t)[μ(t) + ψ(μ(t))] a.e. t ∈ [t1, t2].
Using the nondecreasing character of ψ we get
w′(t)m(t)
[
w(t)+ ψ(w(t))] a.e. t ∈ [t1, t2].
This implies that for each t ∈ [t1, t2]
Γ2
(
w(t)
)=
w(t)∫
w(t1)
ds
s + ψ(s) 
t2∫
t1
m(s)ds <
∞∫
w(t1)
ds
s + ψ(s) .
Thus there exists a constant K such that v(t) Γ −12 (
∫ t2
t1
m(s)ds) = M1, t ∈ [t1, t2], and hence
μ(t)M1, t ∈ [t1, t2]. Since for every t ∈ [t1, t2], ‖yt‖ μ(t), we have
‖y‖∞ max{K0,M1} = K1.
We continue this process and also take into account that y|[tm,b] solution to the problem
y′(t) = f (t, yt ) +
n∗∑
i=1
y(t − Ti) a.e. t ∈ [tm, b], y
(
t+m−1
)− y(t−m )= Im(y(t−m )).
We obtain that there exists a constant Mm+1 such that
sup
{∣∣y(t)∣∣: t ∈ [tm, b]}max(Mm+1,Km−1) := Km+1,
where Mm+1 = Γ −1m+1
( b∫
tm
m(s) ds
)
.
Consequently, for each possible solution y to (1)–(3) we have
‖y‖Ω max
{‖φ‖D, Ki, i = 1, . . . ,m} := M. 
Theorem 5.4. Assume that (H1) and (H∗3) are satisfied. Then the problem (1)–(3) has at least
one solution.
Proof. Consider the operator N defined in the proof of Theorem 3.3. We shall show that N
satisfies the assumptions of the nonlinear alternative of Leray–Schauder type. Set
U = {y ∈ Ω: ‖y‖Ω < M + 1}.
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choice of U there is no y ∈ ∂U such that y = λN(y) for some λ ∈ (0,1). As a consequence of
the nonlinear alternative of Leray–Schauder type [6], we deduce that N has a fixed point y in U ,
which is a solution of the IVP (1)–(3). 
6. Some examples
In this, section we give some examples to illustrate the usefulness of our main results.
Example 6.1. Consider the system
y′(t) = 1
(t + 1)(t + 2)y
2
t + y(t − 1) a.e. t ∈ J := [0,1]
∖{1
2
}
, (14)
y
(
1
2
+)
− y
(
1
2
−)
= by
(
1
2
−)
, (15)
y(t) = φ(t), t ∈ [−1,0], (16)
where
φ(t) =
{0, if t = 0,
t − 12 , if t ∈ [−1,0).
I1(x) = bx and f (t, x) = 1(t+1)(t+2) x2. Assume that p(t) = 1t+1 and ψ(x) = x2 + 1. Then
∣∣f (t, x)∣∣ 1
t + 2ψ
(‖x‖D) for all x ∈D, t ∈ [0,1],
1∫
0
m(t) dt = 1 <
∞∫
0
du
u2 + u + 1 =
π
2
√
2
.
Thus, by Theorem 5.4 the problem (14)–(16) has at least one solution.
Example 6.2. Consider the system
y′(t) = 1
(t + 1)(t + 2)y
2
t + y(t − 1) a.e. t ∈ J := [0,∞)]\{t1, t2, . . .}, (17)
y
(
t+k
)− y(t−k )= bky(t−k ), k = 1, . . . ,m, (18)
y(t) = φ(t), t ∈ [−1,0], (19)
where tk = (6k2 + 12k − 2)/6k, k ∈ N, and
φ(t) =
{0, if t = 0,
t − 12 , if t ∈ [−1,0).
f (t, x) = 1
(t+1)(t+2) x
2 and bk > 0, Ik(x) = bkx, k ∈ N. Let R > 0 and x, x ∈ D, such that
‖x‖D,‖x‖D R hence
∣∣f (t, x) − f (t, x)∣∣ 1 ‖x + x‖D‖x − x‖D  2R ‖x − x‖D.
(t + 1)(t + 2) (t + 1)(t + 2)
472 A. Ouahab / J. Math. Anal. Appl. 323 (2006) 456–472Set lR(t) = 2R(t+1)(t+2) for t ∈ [0,∞) ⇒ lR ∈ L1loc([0,∞),Rn). It is clearly that∣∣Ik(x) − Ik(x)∣∣ bk|x − x| for all x, x ∈Rn.
If
∑∞
k=1 bk < 1. Then by Theorem 5.2 the problem (17)–(18) has unique solution.
Acknowledgment
The author thanks the referee for his valuable suggestions and comments.
References
[1] A. Arara, M. Benchohra, A. Ouahab, Some uniqueness results for the controllability of functional semilinear differ-
ential equations in Fréchet space, Nonlinear Oscil. 6 (3) (2003) 287–303.
[2] D.D. Bainov, P.S. Simeonov, Systems with Impulse Effect, Horwood, Chichester, 1989.
[3] M. Benchohra, J. Henderson, S.K. Ntouyas, An existence result for first order impulsive functional differential
equations in Banach spaces, Comput. Math. Appl. 42 (10–11) (2001) 1303–1310.
[4] M. Benchohra, J. Henderson, S.K. Ntouyas, A. Ouahab, Boundary value problems for impulsive functional differ-
ential equations with infinite delay, Int. J. Math. Comput. Sci. 1 (2006) 27–39.
[5] D. Cheng, J. Yan, Global existence and asymptotic behavior of solution of second order nonlinear impulsive differ-
ential equations, Int. J. Math. Math. Sci. 25 (2001) 175–182.
[6] J. Dugundji, A. Granas, Fixed Point Theory, Mongrafie Mat., PWN, Warsaw, 1982.
[7] M. Frigon, A. Granas, Résultats de type Leray–Schauder pour des contractions sur des espaces de Fréchet, Ann.
Sci. Math. Québec 22 (2) (1998) 161–168.
[8] J.R. Graef, A. Ouahab, Some existence results and uniqueness solutions for functional impulsive differential equa-
tions with variable times in Fréchet spaces, Dyn. Contin. Discrete Impuls. Syst., in press.
[9] D. Guo, Boundary value problem for impulsive integro-differential equation on unbounded domains in a Banach
space, Appl. Math. Comput. 99 (1999) 1–15.
[10] G. Guo, A class of second-order implusive integro-differential equations on unbounded domain in a Banach space,
Appl. Math. Comput. 125 (2002) 59–77.
[11] D. Guo, X.Z. Liu, Impulsive integro-differential equations on unbounded domain in Banach space, Nonlinear Stud. 3
(1996) 49–57.
[12] V. Lakshmikantham, D.D. Bainov, P.S. Simeonov, Theory of Impulsive Differential Equations, World Scientific,
Singapore, 1989.
[13] G. Marino, P. Pielramala, L. Muglia, Impulsive neutral integrodifferential equations on unbounded intervals,
Mediterr. J. Math. 1 (2004) 3–42.
[14] A.M. Samoilenko, N.A. Perestyuk, Impulsive Differential Equations, World Scientific, Singapore, 1995.
[15] D.R. Smart, Fixed Point Theorems, Cambridge Univ. Press, Cambridge, 1974.
[16] G.T. Stamov, I.M. Stamova, Second method of Lyapunov and existence of integral manifolds for impulsive differ-
ential equations, SUT J. Math. 32 (1996) 101–107.
[17] P. Weng, Global existence in integrable space for impulsive FDE with P-delay, Dyn. Contin. Discrete Impuls. Syst. 9
(2002) 321–337.
[18] B. Yan, On Lploc-solutions of nonlinear impulsive Volterra integral equations in Banach spaces, SUT J. Math. 33
(1997) 121–137.
[19] B. Yan, The existence of positive solutions of nonlinear impulsive Fredholm integral equations in Banach spaces,
Dyn. Contin. Discrete Impuls. Syst. 6 (1999) 289–300.
