INTRODUCTION
We propose a method for the almost surely identification of the local Holder index of a Gaussian process, using a discrete observation of one sample path. The Holder index of a Gaussian process gives precise information on the sample path (e.g. Adler, 1990, Th. 5 .1 for extrema distributions, Ibragimov and Rozanov, 1978, p. 22 for smoothness of the sample paths), on the rate of convergence of non-parametric estimate of the covariance function (Istas and Laredo, 1993) and on the asymptotic behaviour of the wavelet decomposition coefficients of X (Istas, 1992) . We obtain a convergence theorem and a central limit theorem for the estimation of this index. This estimation uses a generalisation of the quadratic variation. We show the convergence of the generalised quadratic variations and a central limit theorem.
Let X(t) be a Gaussian process on [0, 1] with mean value rn(t) = E(X (t)) and covariance function R(t, t') ==' E(X (t) -m(t')). Consider the quadratic variation of process X on [0, 1] at scale A preliminary result on quadratic variations of Gaussian non-differentiable process is Baxter's Theorem (e.g. Grenander (1981) ch. 5) giving assumptions on the smoothness of the mean value m(t) and of the covariance function R( t, tf) [3 3/2, ~/~( 2014~--l) converges to a centred normal distribution; -if 3 2 /3 2, n2-{3 (VH,n n -1 ) converges to a centred non-normal distribution.
The generalisation of these variations for Gaussian fields is studied in Guyon (1987) and Leon and Ortega (1989) . Another generalisation for generalised Gaussian processes and quadratic variations along curves is done in Adler and Pyke (1993) . Quadratic variations (smoothed by convenient kernels) are applied to the estimation of the diffusion coefficient of a diffusion process in Genon-Catalot et al. (1992) , Brugière (1991) and Soulier (1991) .
We define general quadratic variations, substituting a general discrete difference operator to the simple difference X(~A) 2014 ~((A; 2014 1)A). Process X is centred and has stationary increments. We consider observations of the process at times j for j = 1 to n, with mesh A(n) tending to zero as n tends to infinity.
In Theorem 1, we give conditions on the discrete difference and on the covariance of X that ensure the almost surely convergence of the general quadratic variations. In Theorem 2, we give stronger conditions that ensure the asymptotic normality of the general quadratic variations. Then we use the quadratic variations to estimate the Holder index of process X from discrete observations at times jA for j = 1 to n. In Theorem 3, we define estimators of this index and give conditions that ensure their almost surely convergence and asymptotic normality. The preceding results are easily extended to non-centred processes under weak smoothness assumptions on the expectation function, in Corollaries 1, 2 and 3.
Other methods for the estimation of the local Holder index have been proposed. A short survey is given in Lang (1994) . Hall and Wood (1993) showed that the box counting estimation has a very large asymptotical bias. Hall et al. (1994) studied an estimation using the level crossings.
Hydrology is an application field for the previous study. The estimation of the smoothness is used for the characterisation of rainfall time series or the spatial variability of rainfields (Hubert and Carbonnel, 1988) . Estimation of the local Holder index is also used in pattern recognition to define zones of homogenous roughness (Pentland, 1984 ' We choose a sequence a satisfying (A2) with M(a) &#x3E; D + 1.
We choose 0(n) such that ~ 2 1 4s-6 00.
. n2A(n)45~6 Then V(a, n, 0 ) tends (a. s. ) to zero as n tends to infinity.
Note:
The conditions in (i) imply that v is smoother outside zero than at zero.
Sequence a has a first non-zero moment M ( a ) such that 2 M ( a ) is greater than the parameters describing the smoothness of v.
In (ii), the previous conditions are not satisfied because parameter s defining the smoothness at zero and q and d defining the smoothness outside zero are close. In this case, we need an additional relation between n and ~. (i) Assume that the remainder r(t) corresponding to Y, the sequence a and the sequence 0(rz) satisfy the conditions of Theorem 1 (i). Assume that m is l-Hölderian with I &#x3E; h. Then V(a, n, 0 ) tends (a. s. ) to zero as n tends to infinity.
(ii) Assume that the remainder r(t) corresponding to Y, the sequence a and the sequence 0(n) satisfy the conditions of Theorem 1 (ii). Assume that m is l-Hölderian with I &#x3E; h. Then V(a, n ; 0 ) tends (a. s. ) to zero as n tends to infinity. Guyon and Leon ( 1989) .
Central limit theorem
For a non-differentiable process observed on a fixed interval (0(n) _ 1 /n), Guyon and Leon ( 1989) showed that if s 3/2, the classic quadratic variation converges to a normal distribution at rate In the case s &#x3E; 3/2, the limit distribution is the second Wiener chaos with rate n2-s . In (i), we claim that the limit distribution is normal with a rate n for the quadratic a-variation, if n6.(n)2(s-1)---+00. This condition is satisfied for 0(n) (ii) Assume that the remainder r(t) in (A 1 ) and sequences ai satisfy the conditions of Theorem 1 (ii).
Assume that rx 1/ (48 -6) then:
(h, C) ----~ ( h, C), as n tends to infinity. de- note by N(n, A) the normalisation factor of both V (a, n, 0 ) and V ( b, n, 0 ) .
The limit of the covariance N2(n, 0)cov(V(a, n, 0), V(b, n, 0)) is expressed as follows :
If D equals zero, this formula is:
These formulas allow the computation of the variances of estimators h and C.
PROOFS
We represent the quadratic a-variations as a sum of squares of independent Gaussian variables. Using the assumption on r:
Because q--y &#x3E; 1/2, the sum over j converges. This term is 0(~A~"~) and its contribution is negligible. So Bn is O( n). Vol. 33, nO 4-1997. 
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We apply the Cauchy Schwarz inequality to the square of the summation over k and l. This square is less than the product:
The first factor is independent of j. We consider each integral as the value of the function at a point near jA, so that the summation over j of the second factor is a Riemann sum for the definite integral So Cn is o(n) and s2n is asymptotically proportional to n.
Case (ii). -We follow the same method of proof. The calculation concerning An is the same. Concerning Bn, v(2D+2)(t) = 1)ltI8-2 + r"(t), so that on [-6, 6] We compute E(V (a, n, 0)~), using decomposition (5):
In case (i), s2n is asymptotically of order n, so 03A3 E(V(a, n, 0394)4) 00. .
~=1
We use Markov inequality and Borel-Cantelli lemma to conclude that V(a, n, A) converges almost surely to zero.
In case (ii), 9~ is 0(~A~'~). Because V~ ~ ~_g oo, 00 oo, V(~,~,A) converges almost surely to zero.
=1
Proof of Corollary 1. -We consider the centred process Y(t) = X(t) -
The variation corresponding to X is the sum of three terms:
Vol. 33, n° 4-1997. (Luenberger, 1979, ch. We simulate discrete samplings of three processes Pl, P2, P3, using a method based on the spectral representation and the Fast Fourier Transform algorithm (Azaïs 1994 
