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.sOBRE LA HIPOTESIS DE NORIYfALIDAD DE LAS
PERTURBACIONES ALEATORIAS EN LOS
MODELOS ECONOMÉTRICOS LINEALES o
POR
DoiriNG() FELl"PE CAVALLO
.Una rápida revisi6n de los métodos estadísticos de la econome-
tría, en especial de algunos progresos recientes, deja la impresi6n de
que 3: .menudo las técnicas de inferencia son más robustas que los
supuestos sobre los que se basan. Ello ha dado lugar a un creciente
número de investigaciones orientadas, por un lado, a la determinación
de losefectos de lainexactitud de los distintos supuestos sobre la
bondad d,e las inferencias y porel0h'?, a la construcci6nde criterios
apropiados para elcontraste de los mísmossupuestoeeubase a la
infor111aci6n suministrada por la muestra. La dílucídacíón de estas dos
ctlestiones con. referencia a. varios. supuestos más o menos ..comunes
eIllosmodelos estadísticos lineales, ha sido el puntode partida de
importantes progresos teórícos y prácticos, en particular en el campo
.,' o' -'o _ _ __
de la. econometría. De esta forma han nacido nuevas técnicas d~
estimación aplicables a supuestos lIlenos restrictivos, y, por consi-
guiente, con mayores posibilidades de aplicaci6n exitosa a proble-
mas reales.
En este trabajo me ocupo de la hip6tesis de normalidad de las
perturbaciones aleatorias en los modelos econométrícos lineales. Para
este caso en particular interesan, por supuesto,' las dos cuestiones
señaladas.. Las consecuencias de la inexactitud del supuesto de nor-
o -Fragmento del trabajo' de Tesis presentado. por el autor, para optar al
grado de. Doctor en Cíencías Económicas en lá: Universidad Nacional de
Córdoba,
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malidad sobre la bondad de las inferencias ya ha sido estudiada
en especial por A. K. Gayen (12) y R. G. Geary (11). Respecto de
esta cuestión los resultados obtenidos por estos autores, ponen en
evidencia la necesidad de 'construir un criterio apropiado para el
contraste de la hipótesis de normalidad. Esto último constituye el
objetivo central de este trabajo en el que presento una. forma de
docimar la hipótesis' de normalidad de las perturbaciones alea-
torias de los modelos econométricos lineales, y Ia utilizo para inves-
tigar la veracidad de esta hipótesis en un conjunto de modelos
seleccionados como ejemplo.
El principal inconveniente para la aplicación directa en este
contexto de alguna de las varias dócimas de la hipótesis de norma-
lidad disponibles, radica en el hecho de que. las perturbaciones
aleatorías a que se refiere la hipótesis son no observables, y los
residuos estimados que podrían reemplazarlas a los fines de la dó-
cima, no son independientes entre' sí. De ahí que éste sea elprimer
problema que he de encarar. .
La factibilidad de abordar este problema de la forma' en que
se hace en estetrabajo es admitidapor Malinvaud 1 cuandoseñala:
"Diversos tests sehanconstruicIopara juzgar la nOIDlalidad ~e una
variablealeatoriá ...• a partir de una muestra de observacíones'inde-
pendientes. Estos tests no se aplican directamente a nuestro pro-
blema, ya que los errores no son' exactamente conocidos. sin .•. ero;
bargo parecen fáciles de adaptar, pues el' vector de lbs residuos
sigue una ley normal en un subespacio •lineal cuando los error'es
son normales. Basta por tanto definir, a. partir de los residuos,
T - m magnitudes no correlacionadas entre sí y de la misma va-
rianza, y probar la normalidad de la variable aleatoria correspon-
diente. Esta sugerencia no parece haberse utilizado en Iapráctíca",
También Theíl 2 sugiere esta línea de investigación cuando
refiriéndose a las hipótesis convencionales de los modelos lineales,
1 MAL1NvAUD, E., Métodos Estadísticos de la Econometría. Ariel- Bar-
celona, 1967, Cap. 8, pág. 288.
2 THEIL, H., "The Analysís of Disturbances in Regression Analysís", Jour-
na! oi the American Statistical Association, 60, 1965. Pág. 1068. Traducción
propia. .
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escribe: C\, .A'· veces se quiere docimarlas contra algunas otras
hipótesis alternativas, tales comoheteroscedasticidad y-no-norma-
lidad. ~En todos estos casos es íguálmente verdaderó qué el pro-
cedimiento de dócima se simplificaría considerablemente si la matriz
de covarianzas de las perturbacíones restímadasrfuera de Ia- forma
0'2 1 en lugar de 0'2 M ...",
Finalmente en .un artículo recientePutter 3 indica. .más expre-
samente que "alguna base ortonormal del espacio de los errores
puede ser utilizada para docímar la normalidad, usando el test l;
tests basados en momentos muestrales, tests del tipo Kolmogorov-
Smirnov o Crámer - von Mises, o el recientemente sugerido test de
Shapiro - Wi1k".
A pesar de que el enfoque del problema es sugerido tan clara-
mente por estos autores no parece haber sido desarrollado en detalle
el procedimiento propuesto. En particular; no conozco que hayan
sido resueltos hasta ahora los interrogantes planteados al existir
una n-Jinidad de bases ortonormalesdel espacio de' los residuos y
varios tests de normalidad alternativos.
Además no se dispone de la distribución de las estadísticas de
esos tests, cuando la hipótesis nula especifica el valor de la media
poblacíonal, pero no el de la varianza.
Cada uno de. estos aspectos son iílvestigados. en el pr~se~te
trabajo para llegar a aplicar una dócima de normalidad a micon-
junto de modelos econométricos particulares.
1 --,. DETERl'illNACION DE LAS MAGNITUDES SOBRE.LAS QUE
SE APLICARA LA DOCIMA DE NORMALIDAD.
La naturaleza no observable de las perturbacíónes aleatórías de
los modelos econométricos lineales y el hecho de que los residuos estén
correlacionados entre sí, nos lleva a perseguir una transformación de
estos últimos que eliminando la correlación asegure, bajo la hipó-
3 PuTrER, J., "Orthonormal Bases of Error Spaces and their Use for In-
vestígatíng the Normality and Variances of Resíduals", American Statistical
Association lournol, 1967. Pág. 1033. Traducción propia.
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"tesis de normalidad, la independencia estocástica de las variables
resultantes. El objetivo de' este punto, consiste .. en precisar cuál de
las infinitas transformaciones posibles seadoptará en definitiva.
1.1. Una transformaéi6n, adecuada de los. residuos.
El denominado "modelo lineal general" 4, • aplicado al conjunto
de observaciones muestrales y utilizando notación matricial, puede
expresarse como:
donde
r
I
I
Y =-1
l
Yl 1
y: I
I
I
Yn J
y - X,p+e
E (e) = O
V{ed) = ()'21
r"u X12 ••••• Xlp 1
1I X21 X22 ••••• X2P'
X -1 1
I I
I I
lXnl Xn2 ••••• Xnp J
r
I
e= I
, 1
I
L
AsípIánteado, el vector Y (n x 1) es una observación de un
vector aleatorio, X(n x p) es una matriz de cantidades conocidas.
{3(p x 1) es el vector de parámetros desconocidos y e(nx 1) es un
vector de variables aleatorias no observables. Para que el modelo
sea de "rango completo" es necesario incorporar la exigencia de' que
el rango de X sea p <TI.
Incorporando la hipótesis de que la distribución de la variable
es normal, ,o, en términos del modelo aplicado al, conjunto de obser-
vaciones, el vector e. tiene distribución N (O,q2 1), se demuestra
que' los estimadores
Af3 = (X'X)-1X,Y
/\ Y' (I-X(X'X)-ÍXlY)()'2 = _
n-p
4 Una formulación en detalle puede encontrarse' en Graybill (10).
52
SOBRE LA HIPOTESIS DE NORMALIDAD
tienen las siguientes propiedades:
(1) Son insesgados
(2) Son consistentes
(3) Son eficientes
(4) Son suficientes
1\(5){3 se distribuye N ({3, u" (X'X)-l)
(6) Son completos
(7) Son ínsesgados de mínima varianza
A(n-p) 0-2
(8) se distribuye como una l
u 2 (n-p)
A 1\(9 )13 y 0-2 son independientes.
Estas propiedades permiten realizar estimaciones por interva-
los y también. docimar hipótesis nulas respecto a 13 y u 2•
Se denomina vector de residuos "e" a la diferencia:
A
y -Xft -:-.e
!I.
que puede6btenerse una vez que ha sido estimado el vector {3.
Es fácil demostrar que:
E( e) = O
Y Y(e) ..E(ee')=u2 [I - X (X'X)-1 X' ]
El vector "e" por ser la ímágen de una transformacíónIíneal ~
singular del vector Y de distribución N (0,,¡¡2 I), tiene una dístrí-
buciónnormal singular o degenerada. Es decir, e se distribuye
Mediante una transformación ortogonal del vector de los residuos,
es posible conseguir un nuevo vector E tal que
rz 1
E = LoJ
5 La matriz de la transformación es singular. No obstante la distribución
de e será. todavía normal. Véase-T. W. Anderson (2), págs. 26 y 27.
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donde ZCn-p)" 1 tendrá dístríbucíón normal no singular, con media
O y matriz de varianzas y covarianzas ci I. Consecuentemente, los
elementos del vector Z pueden considerarse n - p. observaciones
independientes provenientes' de una población normal unívaríante
de media O y desvllÍción estandar a,
Vale la pena .destacar que no existe una única transformación
ortogonal de e. Nótese no obstante, que una transformación orto-
gonal de un vector Z en particular, 'dejará Invariante su distri-
bución:
Si Z -- N (0,1121)
para C ortogonal,C'Z--- N (C'O, C' q2 1 C)
C'Z -- N (O, (T2I)
Es decir que cualquiera sea la transformación ortogonal del vec-
tor de los residuos que nos permita obtener el nuevo vector E, la
distribución de este último permanecerá invariante; a pesar de ello,
el hecho de que existan infinitas transformaciones ortogonales posibles
introduce una complicación. Nuestro objetivo es contrastar la hipó-
tesis de normalidad de los residuos para lo cual procuramos obtener,
a partir de ellos, un vector de variables .aleatorias independientes
con el cual definiremos una estadística para el test. Laexistencia
de infinitas transformaciones ortogonales susceptibles de conducirnos
a un vector que reúna tales condiciones, nos obligará a exigir que el
test sea ínvaríante ante transformaciones ortogonales del vector E.
Otra vía alternativa de.soluoíón consiste en encontrar una trans-
formación ortogonal particular y única que por alguna razón sea la
más conveniente. Esta es la que seguiremos en la presente investi-
gación.
Los elementos del vector
e = [I-X (X'X)-l x/j y = [I-X (X' XY-1X'] e
constituyen los "mejores estimadores lineales ínsesgados" (MELI)'
6 Utilizaremos la expresión MELl para referirnos a los "mejores estima-
dores lineales ínsesgados". Es decir, MELI sustituye a la expresión BLUE
("Best linear umbíased estímator") que se utiliza en la literatura inglesa.
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de los verdaderos valores de las perturbaciones e. La demostración
puede verse en Theil (27).
Dado que nuestro objetivo es contrastar una hipótesis referida
ae, es razonable valernos de los "mejores estimadores lineales ínses-
gados" de sus valores, pero además por imperativo de nuestro obje-
tivo, debemos agregllr ahora laeondiciónde q1.le. teIlga matriz de
covarianzas escalar. En otros términos debemos áhora -encontrar los
"mejores estimadores lineales insesgados y de matriz de covarianza
escalar" de e.
El vector Z formado por estimadores de .. los elementos de e,
que reúnen esa condición, es el siguiente:
Z = A'Y, Y
A' = [-P D'h P' (X x-:
1 u.
donde P es una matriz ortogonal tal que:
P D'hP']
P'Mu P=D P'P = I,
síendoD diagonal y sus elementos Ías raíces características de Mu •
A su vez:
M« = I--Xl (X' X)...l X'l '
y X, surge de particionar a X de la siguiente forma:
donde X, es p x p, y Xl es (n~ p) x p.
. La demostración de que este rvector Z contiene 10s mejores
estimadores lineales insesgados y de matriz de covarianza escalar"
de los elementos de e, puede verse también en Theil (27).
1.2. Un ejemplo numérico.
Un ejemplo numérico simple contribuirá a aclarar el método
de cálculo.
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Supongamos que para el modelo y - f3 X +.s se dispone de
la siguiente información
y I O 1 -1
xJ'-l' 1 2
Si decidimos estimar el valor de la perturhación aleatoria para:
las dosúltímás observaciones, podernos escribir
rO,." r-1,
y . l -i J X = L ~J x, = [-1]
Comenzamos calculando X' X:
[111x1 =
.). 2 J
[
-1)
X' X= [-1 1 2] ~ j = 6
Y por consiguiente:
1(X/X)-l = __
6
Podemos ahora calcular Ml1
5 ~':'l
6 6 1
1
2 I
~ j
r
I2] _ I
I 2
L~e
1 1 1
I __ [1
2 J 6M u =
Para calcular D debemos encontrar las raíces características
de Muo Para ello resolvemos la ecuación característica
r 5 2 1
-=-)\.
--
11 I
'1 6 6 11 1I I
-OI I1
,2 2 II II e-X. jL --6
que resulta ser
7 . 6 ,
A2 .....:.. _ X+ _' '- . O'
6 36
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1
cuyas raíces, son Al=1, Y iÑ2 =-
J~
-,," . '" ..
Estamos en condiciones -de formar la matrizb:
r
1 O 1
D 1 ' I1 I1 Ot - J
L 6 J
Para obtener P debernos encontrar un par de vectores caracte-
rísticos de Mu y normalizarlos.
, A, partir de los s,is.temas
O
o ')
1
1
1
I
i
I
I
I
1
J
1 rOl
I J I
1'-1 I¡-l l
I 1 l.
1 I 1
1. L O j
r P~i1 r
1 l· i
: r=:
1 "1 1
1 1 1
1 1 I
L P22 'J L
'f P11
I
1
1
1
1
1
I
L
r1
1 I
J
J
1
6 :
1
Il O
2
6
2
6
l r 1
J J
I I
1-1
: i
J I
I J
J LO
2 1
J
6 ,1
I
2 ¡
6 J
rr 5
I ¡II 6
1i 2ll=~6
rr 5
1: 611"I! 2LL -6
y exigiendo que
=1
)"=0
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obtenemos:
2 1 1 -2
Pll=-, Plll=--, Pu= -, P22=-
v'5 V5 . V5 v'5
Con lo cual disponemos también de P
r 2 1 ,
1 1J v5 \,,5 1I 11 1
P
- 1 111 1 2 11 11 1, - l . --v'5 J, v'5
Estamos ahora en condiciones de .determinar Al y Ao:
1 1
I
--1
v'5 i
1
2 1I
--1
v'5 J
2 v'6-2,
----1
v'150 I
v'6+4 I
----1
v'150 J
0,23670331
1
I
1
1
1
0,5266016J
2y6-2
v'150
1 r 211--
11 v'511
I 1
11
1 II 1
11
1 !
v'6 JL v'5
r 2
1--
1-..;5
1
1 1
1
I~
L-..;5
AI=PD'hP'=
1 1r 1 O
-11
- 11
v'5 I ¡
11
11
2 1I
--110
v'5 JL
f4 v'"6+1 2 v'6"- 21 r0,8816565
¡ v'EO v'150 I I
1 1_11 _ _ 1-1
12 v' 6- 2 v'6'1+41 l.l v'15O v'15O J lO,2367033
r , lJr 4 v' 6+ 11-11 1----
1 1 . I I v'150
1 1I [-1] -l ~ 1Ao= - (Xl XO- l)' Al = - 1 1
1 I 1 I
1 2 1 1 I
L J J L
[
5 10
-- -~ J =;[ 0,4082499 - 0,8164998]
v'150 . v'150
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Por lo tanto:
r 0,408~99
Z=A'Y= IL- 0,8164998-
0,8816565 _0,236703:3] [ 1 ] r- 0,1715466 1
0,2367033 0,5266016-~ = l 1.3431014 J
2 - SELECCION"DE LA ESTADISTICA A UTILIZAR ENLApOCIMA.
Existen varias estadísticas que permiten docimar la hipótesis de
normalidad de una población a partir de una muestra aleatoria sim-
ple. En este punto se analizará .la posibilidad del empleo de las
mismas para docimar la normalidad de las perturbaciones aleatorias
de un modelo lineal
2 .1. Distribución de. una variable . poblacional. y distribución de la
muestra.
Supongamos que F (x) es la función de distribución de una
variable aleatoria X. En particular, nos interesa en esta investigación
el importante caso en que X es una variable normal, o sea en el que
x
e 2 u' dx (2.1.1)
donde JL es la media de X y !()" su desviación standard.
Una muestra de esta población estará constituida por n obser-
vaciones x~, X" •••• , Xn. Llamaremos aquí distribución de la muestra
a la sencilla distribución discreta que se obtiene asignando probabi-
lidad -l/n a cada una de estas observaciones ~uestrales. Si ordena-
mos en forma creciente las observacíones y simbolizamos este orde-
namíento mediante Yl, Y" .... , Yn, podemos expresar la función de
distribución de la muestra de la-siguiente forma:
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(2.1.2)
..
para Yl
para( O
I
I :
1
í 2I
F'(x) '--- j n
1-
!
I
I
I
II para X >y.
En el Gráfico 1 se ha representado, como ejemplo, la función de
distribución de una muestra particular de tamaño' 8.
GRUICO 1
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Frecuentemente la normalidad de. Xy consecuentemente la ex-
presión (2.1.1) para F (x), constituirán sólo una hipótesis, y para
el caso en que sea verdadera, W(x) puede. considerarse como su
"imagen estadística".. Para valores grandes .de· n puede esperarse
que la distribución de la muestra constituya una aproximación de
la dístríbucíón de la variable poblacíonal, . . .• .
Cuando se desea docimar la hipótesis. que postulaaF(x) en
base a lasobservaciories reales, parece natural' utílízar alguna .me-
dída de la "divergencia" entre F(x) Y Fe (X) Y basarla dóeíma en
la distríbucíónen el muestreo de tal medida. Enesta 'lítíéá de tra-
bajo, han sido propuestas varias dócímas de bondad de ajuste que
analizaremos afín de' seleccionar la más adecuada para ser aplí-
cada al problema que investigamos. en este trabajo.
2.2. Posibilidades, de aplicación de. las estadísticas disponibles en
la docimacia de la. hipótesis de normalidad de... las perturba-
ciones aleatorias.
En él punto 1 logramos una transformación del vector de los
residuos que conduce a un nuevo vector de variables aleatorias que
mantienen la misma media y varianza pero que están íncorrela-
cionadas.
Cuando se establece la hipótesis de normalidad.de las pertur-
baciones aleatorias del modelo, además de las hipótesis convencio-
nales de esperanza nula y matriz de .covarianzas escalar, los resi-
duos son también normales si la primer hípótesís es verdadera y
la transformación ortogonal: de los residuos (en particular la que
conduce a los mejores estimadores lineales insesgados y de matriz
de"covarianza escalar) .nos lleva a 'lln llllevovector de variables
que siguen siendo normales; Por consiguiente el' vector
donde A' cumple las condiciones establecidas en el punto 1, con-
tiene un conjunto de (n- p) variables aleatorias normales de me-
dia O y desviación estandar desconocida O" y, por consiguiente,
61
REVISTk DE ECONOMIA y ESTADISTICA
puede considerarse como una muestra aleatoria de tamaño (n - p)
proveniente de una población normal (O, er).
En lo sucesivo represent~emos esta muestra por ZI,~, ••••, Zn-p>
Yuna vez que ha sido ordenada en forma creciente por VI, V2, "., Vn-p>.
. En el análisis dC3 la: posibilidad de aplicar a esta muestra las
diversas estadísticas· disponibles, debemos tener especialmente en
cuentll que para la distribución poblacionalhipotética se conoce la
media y se desconoce la desviación standard.
La estadística XO de Pearson (20),Wde Shapiroy Wilk (25)
y el cociente p,. entre rango y desviación standard (6), pueden
aplicarse aun cuando F(x) no esté completamente especificada.
Si bien originariamente la x: se aplicó al caso en que la distri-
bución hipotética estaba completamente especificada, R. A. Fisher
demostró que si para la estimación de los •• parámetros desconocidos
. .
se emplea el método de la mínima X:, entonces la. única diferencia
con el caso de la especificación completa estriba en" que se 'reduce
el número de grados de libertad de la" XO en tantas unidades como
parámetros desconocidos haya.
El procedimiento para la aplicación de x: en nuestro caso par-
tícular, requerirá agrupar en r intervalos las observaciones VI, vs, ...
• • , Vn - p y estimar erO a partir de
~-------
1=1
o (2.2.1)
donde VI ..... Vr representan las frecuencias de los r intervalos y
Pi=P (Si) donde SI es la ésirna pacte de una partición finita del
espacio de la variable aleatoria 'V'. De (2.2.1) resulta
n
~ (VI-V)2
A 1=1ero = _
n-p
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!I
Con'(i se pueden calcular las probabilidades que corresponden
a cada intervalo.
para i- 1, 2, ...., r
v'
-""""A
2<fi
e dv
1
y2m up,=P(S.)= L-,,---
Con estos elementos se podrá computar
r
X2o~. = ~ --__
1=1
el quedeberá compararse con el punto crítico de una x" con r - 2
grados de libertad para el nivel de significación elegido. Si el va-
lor observado es mayor al punto crítico corresponderá rechazar
la hipótesis de normalidad.
La estadística vV de Shapiro y Wilk ha sido propuesta especí-
ficamente para el caso en que se desconoce la media y la varianza
de la distrihuciónnormal hipotética. Dado que en nuestro caso se
sabe que la media es O deberá estimarse 'u a partir de
VI = 'u SI i= 1,2, '" ., n-p
lo que equivale a asignar aO' el valor que minimiza la forma cua-
drática
(V -O'M)' 0-1 (V -u M)
M'n-lV
de donde resulta
A0'=-------
M'n.,.1M
S' calculado mediante la simple suma de los valores de VI
elevados al cuadrado, será ahora un estimador insesgado de u'.
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En conclusíórrW puede determinarse mediante cualquiera de las
siguientes expresiones:
AR4 .q2 b2 (A'V)2
W=---'-=--=---
C282 82 82 ~-p
-~ Vil
1=1
donde R2 = M' 0-1 M
C2 = M' 0-1 0-1 M '.
R2 A2a
b_ Y
C
n-p
82 = '~V¡2
i=l
Dado. queja tabla de puntos críticos confeccionada por. Shapíro
y Wilk (24). corresponde al caso en que se desconocen la media,
y la varianza, no es exactamente aplicable al problema que. ahora
nos ocupa, pues" Íos" valores de la verdadera función -de dístríbu-
ción para cada nivel de significación serán en este caso algo me-
nor. No obstante el problema no es grave porque lo que ocurrirá
en la práctica es que cuando utilicemos la tabla para. un nivel de
significación dado en realidad estaremos trabajando con una pro-
babilidad de error de tipo 1 algo mayor que la que aquel indica.
Queda no obstante" la posibilidad" de que 'por un' procedimiento
similar al empleado por Shapíro yWilk se determine la tabla de
valores críticos que corresponde al estadístico W en este caso par-
ticular en que sólo se desconoce la varianza.
Con respecto al cociente entre el rango y la desviación standard
muestral no existe ningún problema para su aplicación en estas cir-
cunstancias y las tablas más completas de Pearson y Stephens son
perfectamente utilizables.
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Las estadísticas del tipo Cramer-Von Mises (5 )1 18) YKolmogo-
rov-Smírnov (15), han sido propuestas para cuando la hipótesis espe-
cifica completamente la distrihución de la variable poblacional y para
esta circunstancia se han obtenido sus distribuciones asintóticas y las
que corresponden a algunos tamaños muestrales particulares. No obs-
tante sería posible extender su aplicación, incluso a los casos en que
se desconocen algunos parámetros poblacionales, para lo cual sería
necesario determinar en forma empírica la distribución del estadís-
tico.Para D, de Kolmogorov y Smirnov esta tarea fue emprendida
por Hubert W. Lillíefors (7) en el caso en que se desconoce la
media. y lavarianza y se estiman a partir de la muestra. No obstante
la tabla de puntos críticos no es exactamente aplicable al problema
que nos interesa porque también la media ha sido estimada a par-
tir de la muestra. A· su aplicación deben realizarse las mismas ad-
vertencias .formuladas para la tabla de Shapiro .y Wílk de la dís-
tríbución de W.
No existe ningún impedimento teórico para determinar en for-
ma empúicala distribución de D, de Kolmogorov - Smirnov, V,
variante de Kuiper (16), W'n de Cramer - Von Mises, y U'n variante
déG. S: \Vatson(29),cuando sólo la varianza se estima a partir
de la muestra y por consiguiente también estas estadísticas podrán
aplicarse en 'Ia docímacía de la hipótesis de normalidad de lasper-
turbaciones.
Otra circunstancia a tener en cuenta en el análisis de la apli-
cabilidad de las diversas dócimas alp~oblema que nosocupa surge
porque en los problemas econométri~os son frecuentes las muestras
pequeñas, Esto. quita posibilidades. a la x' por cuanto los intervalos
en-que deben agruparse las observaciones muestrales no deben conte-
ner, engeneral, menos de cinco observaciones y por consiguiente
para muestras pequeñas se pierde mucha información. El resto de
los criterios es aplicable aun a muestras muy pequeñas..
Por último la elección definitiva entre las diversas estadísticas
debe realizm-se teniendo en cuenta la potencia de los tests en que se
emple-an.
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Para este análisis nos valdremos de los resultados presentados
por Shapíro y Wilk (25) Y Lilliefors (7), referidos ambos al caso en
que se desconocen la media y la varianza de la distribución pobla-
cionaL
Los primeros compararon la potencia de los tests de norma-
lidad W, x\ b!, b27, Dn, W n, p., el de Cramer-Von Mises ponde-
F (x)
rada por y la versión de Durbin del procedimiento
l-F (x)
Kolmogorov-Smímov, Para todos ellos, excepto x2, determinaron la
distribución bajo la hipótesis nula en forma empírica a 'partir de
500 muestras de tamaño 20. Las potencias para las diferentes hipó-
tesis alternativas fue determinada también en forma empírica a par-
tir de 200 muestras.
Lilliefors realizó una investigación semejante mediante 500
muestras de tamaño 20 y otras 500 muestras de tamaño 10, pero
. sólo para comparar entre los test x: y Kolmogorov-Smírnov,
Del análisis de los cuadros N9 1 Y 2, surge que vV es altamente
sensible ante una variada gama de hipótesis alternativas y su po-
tencia es sólo levemente superada por la x: para las hipótesis alter-
nativas normal logarítmica, Poisson y Binomial, por la b2 para cuan-
do la hipótesis alternativa es la distribución de La Place, por la de
Cramer - Van Mises ponderada para la distribucíón de Cauchy y
por el cociente rango!desviación standard para la distribución
uniforme.
En general b, no es sensible cuando la hipótesis alternativa es
simétrica como lo muestra el caso de la distribución uniforme..b2
no es sensible a las asimetrías. D, y W n tienen en general potencias
inferiores a, W y lo mismo OCUlTe para el W 2n ponderado salvo para
el caso en que la hipótesis alternativa es la distribución de Cauchy.
La versión de Durbin de la:estadística Kolmogorov-Smirnov en gene-
ral es superada en potencia por otras estadísticas salvo para el caso
de alternativas discretas. Por último p. es poco sensible a la-asíme-
tría y puntíagudés,
7 b, y b, son respectivamente, el tercer y CUarto momentos muestrales es-
tandarizados, que también se emplean para docimar la normalidad.
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CUADRO Nt> 1
Potencia empírica de diversos tests de normalidad al 5% de
significación para varias distribuciones alternativas.
La hipótesis nula no especifica ni la media ni la varianza de la distribución.
(3~ (32 W x2 b 1 b2 KS CVM WCVM D JL
x2 (1) 2.83 15.0 0.98 0.94 0.89 0.53 0.44 0.44 0.54 0.87 0.10
x2 (2) 2.00 9.0 .84 .33 .74 .34 .27 .23 .27 .42 .08
,f (4) 1.41 6.0 .50 .13 .49 .27 .18 .13 .16 .15 .06
x2 (10) 0.89 4.2 .29 .07 .29 .19 .11 .10 .11 .07 .06
No cent. x2 0.73 3.7 .59 .10 .50 .20 .19 .16 .18 .20 .10
Log. normal 6.19 113.9 .93 .95 .89 .58 .44 .48 .62 .82 .06
Cauehy '.88 .41 .77 .81 .45 .55 .98 .85 .56
Uniforme O 1.8 .2,3 .11 .00 .29 .13 .09 .10 .08 .38
Logística O 4.2 .08 .06 .12 .06 .06 .03 .05 .05 .07
Beta (2, 1) -0.57 2.4 .35 .08 .08 .13 .08 .10 .12 .12 .23
La Place O 6.0 .25 .17 .25 .27 .07 .07 .29 .16 .19
Poisson (1) 1.00 4.0 .99 1.00 .26 .11 .55 .22 .31 1.00 .35
Bínomíal, (4,0.5) O 2.5 .n 1.00 .02 .03 .38 .15 .17 1.00 .20
T(5,2.4) 0.79 2.2 .55 .14 .24 .20 .23 .20 .22
T (10,3.1) 0.97 2.8 .89 .32 .51 .24 .32 .30 .30
CUADRO Nt> 2
Probabilidad de rechazar la hipótesis de normalidad usando la
estadística D, y la x2 cuando el tamaño de la muestra es 20.
Distribución poblacional
Test de
Kolmogorov-
Smirnov
Test
de Chí-
cuadrado
=.05 =.10 =.06 =.12
Normal .06 .10 .12
Chí-cuadrado, 3 grados de libertad .44 .55 .20 .27
t de Student, 3 grados de libertad .50 '.58 .40 .52
Exponencial .61 .72 .29 .41
Uniforme .12 .22 .10 .18
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En conclusión, W aparece como la estadística más apropiada
para el problema que nos ocupa pues además de no plantear difi-
cultades porel" desconocimiento de la varianza y ser aplicable a
muestras incluso pequeñas, present~ para' 'una 'váriada gama de
hipótesis alternatívás una alta potencia, escasamente' superada.' en
algunos casos.
3-LA DISTRIBUCION DEW
Hasta aquí hemos conseguido una transformación de los residuos
que conduce a un-conjunto de varíables-íncorrelacíónadas, Cuando
la hipótesis de normalidad de las perturbaciones esverdadera.,éste
conjunto pued.e in.. terpr.etarse. como una muestra aleatoria"Shnp.le
.. . . . ~ :' . . .
proveniente de una población normal de media cero y varianza
desconocida {j"2. Además hemos seleccionado una adaptación de la esta-
dística W de Shapiro y Wilk a fin de plantea): un criterio de dócima
de la hipótesis de' normalidad de .las perturbaciones originales.' '
Para que el nuevo 'conjunto de variablesaleatorlas que se..uti-
liza para la dócíma sea único, es necesario fijar qué. perturbaciones
quedarán sin estimar luego de la transformación. Hemos adelantado
que esta selección se realizará en base a consideraciones de potencia
de la dócima mencionada, porlo cual analizaremos este punto. A conti-
nuación se utiliza el método Mon.tecarlo para obtener una tabla de
puntos críticos de,W para una gamaapropíada de níveles.de signi-
ficación y tamaños muestrales.. Finalmente presentamos •en. forma
, resumida los pasos que deben seguirse para la aplicación práctica
del test.
3.. 1. Selección de las pe/turbaciones que no resultarán estimadas,
Bajo los supuestos convenciona:les del modelo lineal general, .el
vector de residuos . .
e = [1 - X (X' X)~lX/]Y
contiene los mejores estimadores lineales ínsesgados de las n pertur- '
baciones aleatorias del vector e, De entre éstas deben seleccionarse
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ppara las que no se-conseguíránr'los mejores estimadores lineales
insesgados de matriz decovarianzas escalar". -
Nos interesa que nuestra dócima sea lo inás potente posible; es-
pecialmente para aquellas hipótesis alternativas que! implican mar-
cada asimetría o puntíagudez diferente a la nor.mat Por consiguien-
te convíeneresígnarIa-éstímacíón de aquellas perturbaciones que
menos contribuyen' a señalar esas dos características y que son-obvia-
mente, las que han asumido valores más cercanos a cero. Dado que
en el momento de tomar esta -decisión sólo conocemos los residuos
como estimación de las perturbaciones, deberemos seleccionar aque-
llas a las que correspondan los residuos más cercanos a cero.
Como método práctico convendrá ordenar en forma creciente
los residuos en valor absoluto y . eliminar como objetivo de la si-
guiente estimación los que ocupan Iosp-prímeros-Iugares de dicho
ordenamiento.
3"2" Aproximación empírica de la distribución de W'.
Shapiro y Wílk han tabulado la distribución empírica W para
cuando se desconocen la media y la varianza de la distribución po-
blacional y las observaciones se. obtienen directamente a partir de
una muestra aleatoria simple.
El contexto al que aplicaremos aquí .la adaptación de la estadís-
tica W difiere del que dio lugar a la dístribucíónempíríca tabulada
por dichos autores; Esas diferencias son las siguientes: :
a) en nuestro caso sólo se desconoce la varianza poblacional,
ya que la hipótesis _puntualiza que la media .de la distri-
bución es O.
b) las observaciones se generan mediante transformaciones li-
neales. sobre ulla muestra aleatoria simple de tamaño .n a
parm,-de -ladistribuciónde una variable aleatoria "y''' que
depende de un conjunto' de p cantídades.conocídas Xl,X2, " .
• •, Xp y de .P parámetros desconocidos f3l, f32," •• "' f3p,
La primera diferencia determina queIa distribución, de W de-
pende de n- p y no del tamaño de fu muestra orígínal de ob-
servaciones de y.
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Para conseguir una aproximación de la distribución en la hipó-
tesis nula de W con estas variantes, hemos aplicado el método
Montecarlo. Trabajamos con el modelo
YI = .ftXI-+ el para i - 1, .. , ., n
haciendo asumir a n todos los valores enteros entre 3 y 51. Para
XI adoptamos a priori los valores
n+li--.--
2
A
se estimó p = ------= (X' X):" X' Yb)
n---l
2
Y a -El se asignaron números aleatorios normales extraídos de las
tablas de la "Band Corporatíon", Este proceso se. repitió 1.000 ve-
ces para cada tamaño muestral.
Para cada muestra aleatoria generada de esta forma se siguie-
ron los siguientes pasos:
a) se calcularon los valores de YI (vector Y).
~YI XI
c)
d)
e)
A
se calcularon los residuos el = YI - PXI (vector e).
se determinó el orden del mínimo lell, al que llamamos e•.
se formó el vector Xl con todos los el excepto es.
1
f) se calculó (X' X)-l =---,-
~ XI2
g) se calculó Mn =1---Xl (X' xr-X'I
h) - se determinó las m =n -1 raíces características de M«
(Al, A2, ..•. , A.m ) y su matriz de vectores propios norma-
lizados (P ).
r Al O
i) se formó la matriz D-:.. 1 O ~
I
L O O
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j) se calculó Al = P D'h P'.
k) se calculó A., ~IX. X~.) A.,=-l X,:.)' A,
rYo. I1) se determinó Z = A' Y = [A'oA'd IJI
l Y1
m) se ordenaron m = n -1 elementos de Z obteniendo
n) se calculó' b
-,
k
~ am-i+l (Vm- I+1 - Vi)
1=1
ñ)
siendo m -:- n-1 =2 k ó m =n -1 =2 k + 1 según que
n -1 sea par o impar. Los coeficientes am-i+l fueron extraí-
dos en las tablas de Sarhan y Greenberg completadas por
Shapiro y Wilk.
m
se calculó S2 = ~ vl
1=-1
o)
b2
se determinó W =--S2
Al cabo de todas las repeticiones del experimento fue posible
disponer de los valores de W para cuando su función de distribu-
ción asume los valores 0.01, 0.02, 0.05, 0.10. Estos valores para el
caso e~ que se dispone desde 2 hasta 50 grados de libertad aparecen
en el cuadro N9 3.
Además, para evaluar el grado de aproximación obtenido con
esta simulación se procedió a calcular el momento, de ordenuno en
base a la distribución. empírica deW para los diversos grados de
libertad-.En el cuadro N9 4 aparecen, junto al verdadero momento
de orden uno calculado a partir de
E(b2)
E (W) -<--
E(S2)
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CUADRO NQ 3
Puntos críticos para el test de normalidad de las pe/turbaciones
aleatorias basado en 'V.
Para muestras de 2 a 50 grados de líbertad.:
ID 0,01 0,025 0,05 0,10
2 0,535 0,562 0,632 0,670
3 0,502 . 0,504_ 0,511 0,526
4 0,440 0,530 0,56r 0,594
5 0,548 0,572 0,609 0,644
6 0,594 0,619 0,656 0,688·
7 0,625 0,651 0,688. 0,718
8 0,655 0,680 0~715 .- 0,744
9 9,679 0,703 0,736 0,763
10 0,702 0,725 0,757 0,782
11 0,720 0,742 0,772 0,796
12 0,737 0,759· 0,787 0,809
13 0,751 0,772 0,199 . 0,820
14 0,766 0,785 0,811 0,831
15 0,779 0,798' O,8~2. 0,840
16 0,791 0,809 0,831 0,849
17 0,800 0,817 0,839 0,856
18 0,810 0,825 0,847 0,863
19 0,817 0,832 0,853 0,868
20 0,824 0,839 0,859 0,874
21 0,831 0,845 '0,864 0,879
22 0,838 0,851 0,869 ·0,883
23 0,842 0,856 0,864' 0,887
24 0,847 0,860 0,877 0,891
25 ·0,852 -. 0,864 0,881. 0,893
26 0,856 0,869 0,884 0,897
27 0,860 0,872 0,888 0,900
28 0,864 0,875 . 0,891 0,902
29 0,867 0,879 . 0,894 . 0,904
30 0,870 0,881 0,896 0,907 .
31 0,872 0,884 . 0,899 0,910
32 0,876 0,886 0,901 0,912
33 0,879 0,889 0,903 0,913
34 0,881 0,892 0,906 0,915
35 0,884 0,894 0,907 . 0,917
72
m 0,01 0,025 0,05 0,10
36 0,887 0,896 0,909 0,919
37 .0,889 0;899 0;911 0,920
38 0,892 0,901 0,913 0,922
39 0,894 0,903 0,Q15 0,924
40 0,896 0,905 0,917 0,925
41 0,898 0,908 0,918 0,927
42 0,900 0,908 '0,920 0,928
43 0,901 0,910 0,921 0,929
44 0,903 0,913 '0,923 0,930
45 0,905 0,913 .. 0,924 0,932
46 0,907 0,915 0,924 0,932
47 0,908 0;916 0,926' 0,934
48 0,910 0,918 0,927" . 0,934
49 0,910 0,918 0,928 0,936
50 0,911. .0,919 0,928 0,936
CUADRO N9 4
Momento teórico de orden 1 y la aproximación obtenida por el
método Monte Carla, obtenida para la distribución
;i\.,... de W bajo la hipótesis nula.
Se especifica la media peronoIa-varíanza
GRADOS DE
LIBERTAD A
, ¡.tI
3
4
5
6
7
8
9
10·
1I
12
13
14
15
·'16
17
18
19
20
.
0,6090
0,6759
0,7220
0,7.5.60'
0,7819
0,8027
0,8120'
0,8337
0,8457
0,8558
,0,8648
0,8726
0,8795
0,8856
'0,8912
0,8963
0,9007
0,9046
0,5999
0,6772
0,7300
0,7572
Q,7900
O~8¡07
0,8132
0,8294
0,8409
0,8560
0,8632
0,8731
. 0;8800'
0,8870
0,8920
,,0,8957
0,9009
0,9070
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R4 A R4 A A
E (bi) = - E ( {T2 ) = - {Var ( a ) ~ E ( IT )n=
C2 C2 .
=a
2 ¡[R2 (R~+ 1) j C2 ]
E(S2) = rrre"
R2 (R2 +1)
E(W)=----
Para el tamaño 11.= 21, o lo que es lo mismo para 20 grados
de libertad, se procedió a calcular con cada muestra aleatoria el
valor de las estadísticas VVJ'n, U2n, D2n, V2n, JL, bl Y b2• De esta forma
se obtuvieron los puntos críticos para sus respectivos tests de nor-
malidad. Estos valores aparecen en el cuadro N9 5.
CUADRO NQ 5
Puntos críticos para los tests de normalidad de las perturbaciones
aleatorias basados en W 2" , V21l , D2" , U2" , u, b, y b..
Para muestras de veinte grados de libertad.
w,
U 2n
V2n
ti
b,
b2
Dn
Límite inferior
0,01 0,05
: 0,026 0,037
0,020 0,028
0,158 0,166
3,02 3,23
-0,54 -0,53
1,25 1,80
Límite superior
0,05 0,01
0,460 0,731
0,184 0,293
0,361 0,438
4,52 4,87
0,53 0,54
5,21 5,73
0,194 0,236
Con estos elementos es posible determinar a partir de otra si-
mulación, la potencia de la dócima a que conduce W en compara-
ción con la de '''2n, U2n, D2n, V2n, p., b, Y b2 • Un análisis semejante,
pero realizado en base a los resultados obtenidos por Shapiro y
Wilk, nos llevó a elegir W como la estadística más conveniente para
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el problema que nos ocupa. Con los resultados de esta nueva simu-
lación estaremos en condiciones de verificar esa conclusión para los
datos de potencia de las distintas dócimas aplicadas directamente al
contraste de la hípótesis.de ·inormalidad de las perturbaciones de un
modelo lineal.
Se reálízaron simulaciones compuestas por 500 muestras cada una
para las síguíentes distribuciones de e:
a) x2 (1)-1
b) x2 (2) ..",- 2
c) x2 (10)-10
d) x2 (1)
e) r(2)
f) x2 (10)
g) Lag. normal
h) uniforme (-1, 1)
i) X-1, donde X es Poisson d~ med~ 1)
j) m - 2, donde m es binomial (. 4, 2
k) bínomíal ( <)
En cada uno de estos casos se computaron los valores de vV,
x\ V/'n, D'n, D'n, V'n,b1 y b2.Y se calculó el porcentaje de veces que
resultó rechazada la hipótesis nula a los niveles del 5% y del 1% de
significación. En el cuadro NQ 6 aparecen los resultados, los que con-
firman plenamente las conclusiones que habíamos elaborado en base
a los resultados de Shapiro y Wilk para el caso en que la hipótesis
nula no especifica ni la media ni la varianza de la distribución
poblacional.
3.3. Resumen del procedimiento para la aplicación de la dácima.
Para docimar la hipótesis de normalidad de las perturbaciones
a partir del modelo
75
CUADRO NI' 6
Potencia empírica. de .los tests de normalidad basados en W2" , U2" , D2" , V 2" , u, b., b2 Y w: al 5y :
·al.l% de significación para varias distribuciones altemativas.
La hipótesis nula. especifica la media pero no la varianza de la distribución.
W2~ U2 D 2 n V2 U b, b, '. W.n n
0,05'0,01 0,050,01 0,05 0,01 0,05 0,01 0,05 0,01 0,05 0,01 0,05 0,01' 0,05 0,01
X
2 (1) ~l 0,41' 0,29 0,42' 0,29 0,38 0,27 0,41 0;30 0,09 0,03 0,85 0,62 0;72 0,530,89 0,65
• (2) -:'2 0,40 0,23 0,40 0,20, 0,35 0,20 0~41 0,27 0,08 0,03 0,77 0,45 0,61 0,42 0,77 0,44X
l (10)'--::.10 0,31 0,15 0;33 0,12 0,22 0,12 0,;32 0,10 0,05 0,01 0,51 0,31: . 0,30 0,23 0,63 0,31
• (1) 0,45.0,27 0,38 0,23 0,450,34 0..51 0,27 0,12 0,07 0,87 0,69 0,81 0,69 0,92 0,73X
X' (2) 0,39 0,20 0,41 0,17 0,42 '0;33 0,43 0,30 0,12 0,03 0,79 0,53 0,40 0,31 0,81 0,53
X' (10) :
,
0,.25 '0,090,35. 0?18 0,39 0,19 0,38 0,17 0,07 0,01 0,53 0,31: 0,19 0,10 0,()7 0,3~
lag. normal 0,12.0,05 0,10 0,03. 0,10 0,03 0,11 0,05 0,03 0,00 0,70 0,61 0,10 0;03 0,90 0,69
uníformeí-e-I, +1) 0,40,0,21,' 0,32 Q,17 0,39",0,21 0,43 0,27 !0,35 0,23 0,00 0,00 Q,17 0,12 0,16 0,09
X, Poísson: (1) 0,52,0,20 0,47 0,23 0,50' 0,22 0,57 0,31 0,33 0,22 0,23 0,10' 0,09 6,030,95 0,72
X-1 0,30' 0,17 0,23 0,12 0,32 0,21 0,38 0,20 0,27 0,22 0,10 0,02 0,08. 0,04 0,93 0,67
m, Binomitll (4, Yz) 0;26" 0,15 0;17. 0,09 0,30 0,12 0,19 0,07 0,15 0,09 0,03 0,00 0,03:, 0;00. 0,34 0,18
m-l. 0;220,12 ;' 0,16 0,05 0,17 0,09 0,17 0,03 0,12 0,05 0,00 0,00. 0,03 0,00 0,20 0,09
SOBRE·.LA .HIPOTESIS DE -NORMALIDAD-
y = X,B+€
E (€)=O
E ( e 8') -:- a2 1
deben seguirse los siguientes pasos:
a) computar e = [1-x (X' X)-' X'] y
b ) encontrar los p desvíos más cercanos a cero
1 r Xp,-l III 1 1I Y X,= 1 1I I 1I -1 IJ I 1l Xn J
c) formar los vectores X, =
r Xl
I
L Xp
d) computar M 11 '_ I - X¡(X'X )-l X',
e) encontrar las raíces características de M 11 y sus vectores ca-
racterísticos. Es decir determinar Xi yPr tal que
Al=l,;; n-p
PI' PI = 1
r Xl O II
I I
I I YI I
I I
I O An-p
1-
l J
Pn~l']P - "[PiPó .....
y calcular
Al = P D'hP'
Ao = (Xl Xo-')' Al
f) formar las matrices D
g)
h)
r Yo "1
calcular Z ...:- [No A',] l Y
l
J
ordenar los elementos de Z de menor a mayor
V 1- V 2 --v n-p
i) calcular
k
b =::s am-l+l (Vm-l+l-V¡)
i=l
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para K tal que m = n-p = 2k
o m=n-p=2k+1
Los valores de am - l+1 se obtienen del cuadro NQ 7.
j) calcular
m
S2 = ~ Yi
1=1
k) determinar finalmente
b2
W ob =--
S2
Si F (W<b) es menor al nivel de significación preestablecido para
la dócima, corresponde rechazar la hipótesis de normalidad. El valor
de F (W,«) se encuentra en el cuadro NQ 3.
3.4. Un ejemplo numérico.
En el capítulo 1 trabajamos con el modelo Y1 -{3 Xi+ Ei para
el que se dispone de la siguiente información:
y I O
x 1-1
1 -1
1 2
Siguiendo los lineamientos esbozados en el punto 3.3 ilustramos
A
el procedimiento allí referido. En primer lugar estimamos {3:
~y X 1A{3=-----
~X2 6
Obtenemos luego el vector de los residuos
-1
1
~ r 1 1
1 1--6 li1-11-1 1
1 : 7 1
2 J I _ I
6 I
1
4 I
-- !L 6 J
r -1
1
1
L
011
1 1 +_
J 6
A r
e=Y-{3X= I
1
L
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El mínimo le;1 es I ..... ~ I el cual ocupa el primer lugar en
el vector e. Podemos entonces establecer las 'matrices Xo · y Xl'
Xo = [-lJ r 1 lXl = I
L 2 J
En el punto 1, hemos calculado ya
1
(X' xr-
2
1
2
---
6
l
I
I
: J
'1
O I
I
I
I
I
J
'1
I
I
I
I
I
I__o I
V5 J
0,23670331
0,5266016 J
- 0,8164998 J
1
o
6
5
6
r
I
I
I 2
I . . . . .L-T
r
I
I
I
I
I
l
r 2
I¡\Í5
I
I 1
Lv 5
r 0,8816565
I
I
L0,2367033
[ 0,4082499
r- 0,1715466 J1
L 1,3431014
Ao =
P--
yZ . A'Y-
Ordenamos ahora los elementos de Z de menor a mayor, es
decir
-0,1715466 1,3431014
79
REVISTA' 'DE EGONOML'\. rESTADISTICA
Calculamos b = 0,7071 (1,3431014+ 0,1715466) = 1,071
para lo cual hemos obtenido el coeficiente. al = 0,7071 para el ta-
maño m = 2 de 'la tabla de Sarhan y Greenberg que reproducimos
en el cuadro N9 7.
También calculamos 82 - (1,3431014r + (-0,1715466)2 =
(1,071)2
= 1,8333 para obtener finalmente "VOb=----- 0,6257 .
1,8333
Comparando '''Ob con el valor de \V = 0,6320'que encontramos
en la tabla N9 5 para un nivel de significación del 0,05, observamos
que el primero es menor que el segundo por lo que corresponde
rechazar la hipótesis nula que puntualiza, que las perturbaciones
ei tienen distríbucióu normal de media O.
4 - ALGUNAS APLICACIONES EXTENDIDAS DE LA DOCIMA y LOS
RESULTADOS OBTENIDOS PARA ALGUNOS:MODELOS ESPECIFICaS
No está probado que las perturbaciones, aleatorias de los mo-
delos econométricos lineales se dishibuyen siempre normalmente y
por consiguiente no necesitamos demostrar lo contrario para poner en
evidencia que cuando constituye una hipótesis crucial del modelo,
quizás sea conveniente docimarla. La aplicación de la dócíma a un
conjunto de modelosespecíficos que realizamosen este capítulo, sólo
persigue poner en evidencia que la verdadera distribución de las
perturbaciones se aleja significativamente dé la distribución normal
con más frecuencia qu'é 10 que a veces se cree 8.
Antes de comentar los resultados de la aplicación mencionada,
mostramos cómo la dócima puede aplicarse a algunos modelos di-
ferentes al que hemos utilizado aquí.
8 Véase por ej, BARBANCHO, Complementos de Econometría - Ed. Ariel-
Barcelona, 1966, pág, 34.
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CUADRO NQ 7
Coeficientes a...-1+1 para el test de normalidad basado en W. Para muestras de 2 a 50 grados de libertad.
. m 2 3 4 5 6 7 8 9 101 '
1 0.7071 0.7071 0.6872 0.6646 0.6431 0.6233 0.6052 ' 0.5888 0.5739
2
-
.0000 .1677 .2413 .2806 .3031 .3164 .3244 .3291
3 - - - .0000 .0875 .1401 .1743 .1976 .2141
4
- - - - -
.0000 .0561 .0947 .1224
5
- -
- - - - -
.0000 .0399
i m 11, 12 13 14 15 16 17 18 19 20
1 0.5601 0.5475 0.5359 0.5251 0.5150 0.5056 0.4968 0.4886 0.4808 0.4734
2 .3315 .3325 .3325 .3318 .3306 .3290 .3273 .3253 .3232 .3211
3 .2260 .2347 .2412 .2460 .2495 .2521 .2540 .2553 .2561 .2565
4 .1429 .1586 .1707 .1802 .1878 .1939 .1988 .2027 .2059 .2085
5 .0695 .0922 .1099 .1240 .1353 .1447 .1524 .1587 .1641 .1686
6, 0.0000 0.0303 0.0539 0.0727 ' 0.0880 0.1005 0.1109 0.1197 0.1271 0.1334
7
- -
.0000 ,0240 ' .0433 .0593 .0725 .0837 .0932 .1013
8
- - - -
.0000 .0196 .0359 .0496 .0612 .0711
9
- - - - -
- .0000 .0163 .0303 , .0422
10 - - - - - - - - .0000 .0140
REVISTA DE ECONOMIA y ESTADISTICA
4.1. Aplicación de la dócimaa modelos lineales con perturbaciones
serialmenie correlaoionadds. __
Sea: el modelo
y' x¡r+ e
E(e)=O
E (,ee') = u2 n
donde n es una matriz simétrica no diagonal,' Es obvio que no podrá
aplicarse directamente el procedimiento descripto en el capítulo III.
No obstante para cuando n es conocida o se dispone de alguna
estimación, el problema es de fácil solución.' Basta determinar una
matriz ortogonal P tal que
P/nP=I
Obtenida P puede aplicarse el procedimiento convencional para
la dócíma sobre el modelo con variables transformadas:
(PI Y) = (PI X){3 + P' B
dado que ahora : .
.E(P' e) .=. O
E(P' e e'P) = 'u2 P/ QP = iU2 I
y para la hipótesis nula. <~e normal", P' e será también normal,
4.2. Aplicación de la dócima a modelos lineales con perturbaciones
heterosedásucas.
En el modelo
y = XP+e
E(e)=O
.E(.e ~)=ifA.
donde A es una matriz diagonal no escalar, las varíables. aleatorias
obtenidas mediante la transformación indicada en el punto t no ten-
drán todas la misma varianza. Nuevamente no puede aplicarse en
forma directa el procedimiento para la dócimaqu~ hemos descripto
en el punto anterior.
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No obstante luego de transformar las variables mediante la
matriz A-;2 dicho procedimiento puede aplicarse sin variantes. En
efecto, en el modelo transformado
se dan las condiciones
E (A-'h e) = O
E (A-'h e el A-'h') =u2 A-'h A A-'h = u2 1
y A-'h e es normal si lo es e.
4.3. Aplicación de la dócima a los modelos lineales
multíecuacionales.
Puede desearse docimar la normalidad de las perturbaciones
de cada ecuación estructural del modelo
'"
En este último caso:
a) existirá sólo una variable endógena en cada ecuación.
b) las perturbaciones aleatorias de cada ecuación serán se-
rialmente incorrelacionadas.
c) bajo la hipótesis que E:t sea un conjunto de variables nor-
males con. E (et) = O, cada elemento de B-1 E:t también será una
variable normal de esperanza nula.
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4.4. Resultados obtenidos aldocímar la normalidad de las
perturbaciones en.algunos modelos econométricos.
La elección de los modelos de Klein-Go1dberger para los Es-
tados Unidos de Norteaméríca y de Klein, Ball, Hazlewood y Van-
dome para el Reino Unido, con el objeto de aplicar como ejemplo el
test de normalidad, responde a las siguientes razones:
a) se trata de dos trabajos ya clásicos sobre el-terna elaborado
por econometristas de nombradía.
b) se los considera correctamente especificados y han servido
de base para la elaboración de muchos otros modelos del
mismo tipo.
c) la información estadística utilizada aparece transcripta en
los trabajos publicados.
d) la hipótesis de normalidad de las perturbaciones juega un
papel crucial en los dos modelos dado que los autores han
estimado sus parámetros mediante el método de la máxi-
ma verosimilitud con información limitada.
Sólo hemos docimado la hipótesis de normalidad. de las per-
turbaciones de aquellas ecuaciones estructurales de los dos modelos
que contienen una sola variable endógena. Como hemos señalado
en el punto anterior el test podría haberse aplicado también a todas
las ecuaciones de la forma reducida del modelo. En el cuadro NQ
8 se ha transcripto como ejemplo Una ecuación estimada, el vector
de residuos transformados, y el valor obtenido de W.
También se agrega la representación gráfica de la función de
distribución hipotética y la correspondiente distribución de la muestra.
De las catorce aplicaciones realizadas cinco veces resultó recha-
zada la hipótesis de normalidad.
4.5. Posibles causas de discrepancias con la nOl'malidad de las
perturbaciones en los modelos econométricos.
Las condiciones que por el teorema central del límite podrían
asegurar la normalidad de las perturbaciones, son poco frecuentes
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.' CUADRO N98
Relación entre las tasas de inte1'és de C01'to y lm'go plazo. Modelo de Klein-Goldbe1'ge1'.
iL _ 2,58+ 0,44(is)~3+0,26 (iS)~5
(0,15) (0,10) (0,09)
R = 0,95
n-p = 17
Wob = 0,792
WO. 05 =.0,839
iL = rendimiento promedio sobre bonos de las empresas.
is _ rendimiento promedio sobre papeles comerciales de corto plazo.
+1
r 0,80
e d,60
s ° 40. ,
J.
,d 0,20
u °
o -0,20
s -0,40
-0,60
-0,80
-1
f.o
""
"
•
..
" ..
"
o
..
"
..
"
•
•
"
..
"
"
0,80 0,40
-0,40 -0,80
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en la práctica. Si bien puede pensarse que en general la perturba-
ción aleatoria es el resultado de la suma de un conjunto numeroso
de causas, es difícil asegurar que las mismas serán Independientes
entre sí, especialmente cuando constituyen fenómenos económicos.
A modo de ejemplo puede pensarse en el conjunto de los precios de
los sustitutos y complementos lejanos que corrientemente quedan
resumidos en la perturbación aleatoria de las funciones de demanda.
Es razonable pensar que en la mayor parte de los casos estarán
fuertemente correlacionados entre sí.
Por otro lado, los errores de especificación pueden conducir a
alejamientos importantes de la normalidad. Estos errores son fre-
cuentes cuando por desconocimiento del fenómeno (o por carencia
de información estadística) no se incluyen en el modelo en. forma
explícita algunas variables relevantes o no se adopta la forma fun-
cional más cercana a la realidad.
. Finalmente, errores de observación asimétricos en la variable
endógena e inexistencia de la varianza de los errores, pueden. cons-
tituir otras causas de no-normalidad.
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