The present research study investigates the application of nonlinear normalizing data transformations in conjunction with ordinary kriging (OK) for the accurate prediction of groundwater level spatial variability in a sparsely-gauged basin. We investigate three established normalizing methods, Gaussian anamorphosis, transGaussian kriging and the Box-Cox method to improve the estimation accuracy. The first two are applied for the first time to groundwater level data. All three methods improve the mean absolute prediction error compared to the application of OK to the non-transformed data. In addition, a modified Box-Cox transformation is proposed and applied to normalize the hydraulic heads. The modified Box-Cox transformation in conjunction with OK is found to be the optimal spatial model based on leave-one-out cross-validation. The recently established Spartan semivariogram family provides the optimal model fit to the transformed data. Finally, we present maps of the groundwater level and the kriging variance based on the optimal spatial model. 
INTRODUCTION
The accurate representation of groundwater levels in an aquifer is very important for groundwater modelling and effective groundwater resources management. However, the number and spatial distribution of monitoring sites in a given aquifer are not always sufficient to accurately represent the water table. Predictions of groundwater level at unvisited locations of an aquifer can be obtained by applying geostatistical methods on the available groundwater level data. Such applications can lead to the reliable mapping of the free surface of an aquifer.
Kriging is a well-established and efficient interpolation method with many applications to hydrological data and especially to groundwater level data (e.g. Delhomme 1978 , Gambolati and Volpi 1979a , 1979b , Sophocleous et al. 1982 , Aboufirassi and Marino 1983 , Pucci and Murashige 1987 , Hoeksema et al. 1989 , Desbarats et al. 2002 , Theodossiou and Latinopoulos 2006 , Ahmadi and Sedghamiz 2007 , 2008 , Kumar 2007 , Rivest et al. 2008 , Nikroo et al. 2009 ).
The kriging methodology comprises a family of interpolators. The most commonly met in hydrosciences are the Ordinary Kriging (OK) and Universal Kriging (UK) methodologies. Kriging is characterized as the best linear unbiased estimator (BLUE). The kriging estimator is a weighted linear function of the data with weights that follow from the unbiasedness constraint (i.e. zero mean estimation error) and the minimum square error condition. The resulting system of linear equations is solved to determine the estimator's weights. The coefficients of the equations depend on the model semivariogram, which is obtained by fitting the empirical semivariogram to theoretical models, or by means of the maximum likelihood estimation method (Kitanidis 1997 , Ahmed 2007 . The semivariogram measures the degree of spatial correlation as a function of distance and/or direction between data points. The semivariogram determines the kriging weights and therefore controls the quality of the estimates (Mouser et al. 2005 , Ahmed 2007 ). An advantage of kriging compared to deterministic approaches is that it allows the estimation of the interpolation error at unmeasured points (Deutsch and Journel 1992) . In addition, in the absence of a nugget (e.g. measurement error), kriging is an exact interpolator at measurement points (Delhomme 1974 , Ahmed 2007 . Optimal kriging results are obtained if the probability distribution of the data is stationary in space (spatially homogeneous).
Skewed or erratic data can often be made more suitable for geostatistical modelling by appropriate transformation. A normal distribution for the variable under study is desirable in linear geostatistics (Clark and Harper 2000) . Even though mild deviations from normality do not cause problems, significant deviations, e.g. due to high skewness and outliers, have an undesirable impact on the semivariogram structure and the kriging estimates (Gringarten and Deutsch 2001, Ouyang et al. 2006) . OK is wellknown to be optimal when the data have a multivariate normal distribution and the true semivariogram is known. Therefore, transformation of data may be required before kriging to normalize the data distribution, suppress outliers, and improve data stationarity Journel 1992, Armstrong 1998) . Then the estimation is performed in the Gaussian domain, before back-transforming the estimates to the original domain. An advantage of the Gaussian distribution is that spatial variability is easier to model, because it reduces effects of extreme values providing more stable semivariograms (Goovaerts 1997 , Armstrong 1998 , Pardo-Iguzquiza and Dowd 2005 . Kriging represents variability only up to the secondorder moment (covariance); therefore, the random field of the transformed variable must be Gaussian to derive unbiased estimates at non-sampled locations Journel 1992, Goovaerts et al. 2005) . In practice, multi-normality is invoked as a working hypothesis.
The aim of this work is to investigate the improvement in groundwater level interpolation with OK using nonlinear data normalization methodologies. Well-known OK based methodologies are applied, most of them for the first time, to groundwater level data. In addition, a novel normalization method based on the Box-Cox transformation, termed Modified Box-Cox is established and implemented in this paper. Furthermore, the recently established Spartan semivariogram family is applied herein along with classical semivariogram models. The Modified Box-Cox (MBC) method, the Gaussian Anamorphosis (GA) normalization method and the Trans-Gaussian Kriging (TGK) method are implemented for the first time to groundwater level data. Overall, several kriging-based spatial models are investigated and evaluated, and maps of estimated water table elevation and its associated uncertainty are generated by means of the optimal model.
STUDY AREA AND EXPLORATORY STATISTICS
The study area is located on the island of Crete (Greece). Crete has a dry sub-humid climate and marginal groundwater resources, which are extensively used for agricultural activities and human consumption. The Mesara Valley is located in the south of the Heraklion prefecture; it covers an area of 398 km 2 and is the largest and most productive valley of the island (Fig. 1) . Overexploitation during the past 30 years has led to a dramatic decrease in groundwater level, exceeding 35 m. Possible future climatic changes in the Mediterranean region, population increase, and extensive agricultural activity generate concern over the sustainability of water resources in the area and the risk of desertification.
The accurate estimation of the spatial variability of the aquifer's groundwater level is important for integrated groundwater resources management plans. This study focuses on the Mires basin of the Mesara Valley for two reasons. The first is the availability of hydro-geological data and the second that the basin consists entirely of alluvial sediments. The Mires basin is a down-faulted trough with an area of 50.3 km 2 , roughly 14 km long and, on average, 3 km wide (Fig. 2) . The trough is filled with Quaternary alluvial sediments, which form an inter-bedded sequence of gravels, gravely sands, sands, silts, silty sands and clays (Donta et al. 2006) . The data used in this study consist of 70 hydraulic head measurements, which represent averages for the wet hydrological period October-April of the hydrological year [2002] [2003] . The data have been provided by the Administration of Land Reclamation of the Prefecture of Crete. The measurements are unevenly distributed and mostly concentrated along the Geropotamos, a temporary river that crosses the basin (Fig. 2) . The range of hydraulic heads varies from an extremely low value of 9.4 m above sea level (m a.s.l.) to 62 m a.s.l. for the wet period of the year. The head values are even lower during the dry period. The objective of this study is to develop accurate static maps of groundwater level.
The results of exploratory analysis for the head data are shown in Table 1 . The head data have skewness and kurtosis coefficients ofŝ z = 0.81 andk z = 2.58 respectively, implying a mild deviation from Gaussian statistics (ŝ z = 0 andk z = 3 respectively).
OVERVIEW OF GEOSTATISTICAL METHODOLOGY
In the following, we assume that the hydraulic head is represented by a spatial random field (SRF), which herein is generally denoted by Z(s,ω), where ω is the state index used to denote that Z(s,ω) is a realization from an ensemble of possible states (omitted for brevity) .The sampled field at the measurement points is denoted by Z(s ∈ S), where S is the set of sampling points. The values of the SRF in a given state are denoted by lower-case letters. The target is to derive estimates,Ẑ(s ∈ P), of the head at the prediction point set P, where the points lie on a rectangular grid that covers the basin.
For spatial interpolation, we use the OK method in combination with nonlinear normalizing transformations g(·) applied to the data. OK is used to derive predictions of the transformed field Y (s) = g(Z(s)). The predictions are then back-transformed to obtain head estimates. A leave-one-out crossvalidation analysis is used to determine the optimal spatial model and to assess the accuracy of the interpolated head field (Ahmed 2007) .
Several methods can be used to handle nonGaussian behaviour in the data. We applied the BoxCox transformation, TGK, GA and a MBC transform. We briefly review these methods below.
Box-Cox transformation method
The Box-Cox (BC) method (Box and Cox 1964) is widely used to transform hydrological data into approximately Gaussian distributions (Chander et al. 1978 , Hirsch 1979 , Jain and Singh 1986 , Salas 1993 , Thyer et al. 2002 . The transform is defined only for positive data values and is defined by means of:
Given the vector of data observations z T = (z 1 , . . . , z N ), the optimal value of the power exponent k that leads to the best agreement of
) with the Gaussian distribution, can be determined by means of the maximum likelihood estimation method (De Oliveira et al. 1997 ).
The power exponent k is estimated by maximizing the logarithm of the likelihood function:
where
is the arithmetic mean of the transformed data whilst the sum of
denotes the transformed data variance.
Trans-Gaussian kriging (TGK)
Trans-Gaussian kriging is more general than the BoxCox transformation (Cressie 1993 , Kozintseva 1999 , Schabenberger and Gotway 2005 . For a nonlinear normalizing transformation, (1) is used, as herein, the functions ϕ(·) and ϕ (·) have the following form:
Gaussian anamorphosis (GA)
This method is based on the transformation of a Gaussian variable Y into a new variable Z with an arbitrary distribution by means of Z = GA (Y ), where GA (·) is the Gaussian anamorphosis transformation. The transformation used in GA involves the following polynomial expansion (Chiles and Delfiner 1999) :
where the functions H i (Y ), i = 0, . . . , K are Hermite polynomials and i denote the coefficients of the expansion. The Hermite polynomials are defined in terms of the derivatives of the Gaussian density function:
where g(x) is the zero-mean and unit variance Gaussian density function, i.e. g(
2 and g (i) (x) is the ith-order derivative of g (x) . The Hermite polynomials are calculated by means of the following recurrence relation:
Typically, a high polynomial order (K = 30-100) is used. Model fitting consists of estimating the coefficients i . The normalization of a non-Gaussian variable requires the inversion of the anamorphosis function, by means of Y = GA -1 (z). The geostatistical analysis is performed on the transformed variable Y , and the estimates are finally back-transformed to the original values through the anamorphosis function (Olea 1999 , Wackernagel 2003 , Casa and Castrignano 2008 .
Practically any function of Y which is square integrable with respect to the Gaussian density can be expanded in terms of Hermite polynomials. The coefficients of the expansion are given by (Wackernagel 2003) :
For the field application studied herein, the expansion coefficients i are estimated for the linear, polynomial and exponential functions. The function GA that gives the best fit to the data is the quadratic function GA (x) = x 2 . For the quadratic, the integral (9) used to estimate i is solved analytically for any Hermite polynomial using integration by parts. As an example, for the second-order Hermite polynomial, equation (9) becomes:
In general, the solution of the integral is:
for even n, while a n = 0 for odd n. Hence, the corresponding expansion coefficients i vanish for Hermite polynomials of odd order.
Modified Box-Cox (MBC) transformation
This new method focuses on normalizing the skewness and kurtosis coefficients of the data, but it neglects higher-order moments. It is defined by the following function:
where k 1 is the power exponent and k 2 is an offset parameter. Use of the latter allows negative z values and so the transformation (12) can be applied to fluctuations as well. Parameters (k 1 ,k 2 ) are estimated from the numerical solution of the equationsŝ Y = 0,k Y = 3, whereŝ Y andk Y are the sample skewness and kurtosis coefficients respectively. The minimization is performed using the Nelder-Mead simplex optimization method (Nelder and Mead 1965) . The methods are all implemented by original code developed and run in the Matlab ® programming environment (Matlab v.7.5 on Microsoft Windows XP). This allows control of the model parameters and straightforward comparison of the results. To avoid numerical instabilities, we normalize the coordinates of the study area to the interval [0,1].
Semivariogram estimation
The main tool in geostatistical modelling is the semivariogram which expresses the spatial dependence between neighbouring observations. The empirical semivariogram,γ (r) is defined as the average square difference of the field values between points separated by the lag vector r. The Matheron method-of-moments estimator of the semivariogram is given by:
where N(r) is the number of pairs at lag r. If there are no distinct anisotropies, the omnidirectional empirical semivariogram is estimated and then fitted to a model function (Deutsch and Journel 1992) . Classical semivariogram models (Table 2 ) include the spherical, Gaussian, exponential, power-law and linear functions (e.g. Lantuejoul 2002 ). The isotropic versions of the above models involve at most two parameters, i.e. variance and correlation length. Below we briefly review two semivariogram models that offer increased parameter flexibility.
Matérn semivariogram
This covariance family includes an additional smoothness parameter ν, which controls the continuity and differentiability of the random field, and thus also the short-distance behaviour of γ (r), which has greater impact on interpolation than medium to large distance dependence. The Matérn semivariogram model (Matérn 1960 , Stein 1999 , Pardo-Iguzquiza and Chica-Olmo 2008 ) is defined as:
where σ 2 > 0 is the variance, ξ > 0 is the characteristic length, ν > 0 is the smoothness parameter, (·) is the gamma function, K ν (·) is the modified Bessel function of the second kind of order ν, and |r| is 
c is the coefficient and H the Hurst exponent Linear: γ z (r) = c |r| the norm of vector r. For ν = 0.5 the exponential model is recovered, whereas the Gaussian model is produced when ν tends to infinity. The case ν = 1 has been introduced by Whittle (1954) . The Matérn model has been applied to different research fields including hydrology (e.g. Rodriguez-Iturbe and Mejia 1974, Zimmermann et al. 2008) .
Spartan semivariogram
Spartan semivariograms have been successfully applied to various environmental data sets , Hristopulos and Elogne 2009 ). Herein, they are for the first time applied to hydrological data. The Spartan covariance functions of the fluctuation-gradient-curvature (FGC) Spartan spatial random field (SSRF) model in 3D are expressed as equation (15) (Hristopulos and Elogne 2007) :
In equation (15), η 0 is the scale factor and determines in connection with η 1 the total variance of the fluctuations; η 1 is dimensionless and denotes the rigidity coefficient,
, ξ is a characteristic length, h = r/ξ is the normalized lag vector, h = |h| its Euclidean norm and σ 2 z is the variance. The exponential covariance is recovered for η 1 = 2, while for |η 1 | < 2 the product of the exponential and holeeffect model is obtained. A covariance function that is permissible in three spatial dimensions is also permissible in two dimensions (Christakos 1991) . Hence, (15) can be used in two dimensions, although it does not correspond to the FGC-SSRF two-dimensional covariance.
Anisotropy test
In the present study a test for geometric anisotropy is performed by comparing directional semivariograms in four main directions (Goovaerts 1997 ) using an angle tolerance of 40 • for the semivariogram estimation. As shown in Fig. 3 , there are no distinct differences among the directional semivariograms. Therefore, the spatial variation of groundwater level is considered to be isotropic (Ahmadi and Sedghamiz 2007) .
Kriging interpolation
The term kriging is used for a suite of interpolation methods that are based on the principles of zero bias and minimum mean square error. Kriging estimates the value of a process over an entire domain, over a finite-volume block or at a specific point s 0 . The estimates are formed by means of a linear combination of the data values. The summation is over the entire area or a restricted neighbourhood centred at the estimation point. Kriging interpolation method also quantifies the estimation variance, and thus, the precision of the resulting estimates. The commonly used OK method is based on the following equations (Goovaerts 1997 , Kitanidis 1997 ):
Equation ( 
2 is given by:
Spatial model validation
Leave-one-out cross-validation is used for small data sets. It consists of removing one datum at a time from S and estimating its value based on the remaining N -1 data. Based on the performance of statistical metrics that quantify differences between the estimated and true values, the "optimal" spatial model is determined (Isaaks and Srivastava 1989 , Goovaerts 1997 , Leuangthong et al. 2004 , Ahmadi and Sedghamiz 2008 . The validation measures used are defined in Table 3 , where z * (s i ) and z(s i ) are the estimated and true head values at point s i , respectively, and N is the number of observations.
RESULTS AND DISCUSSION
Three general approaches are tested for interpolation. The first approach applies OK with the optimal semivariogram function to the original data. The second approach first applies a normalizing transformation (Box-Cox, MBC, GA), then applies OK on the transformed variable, and finally it back-transforms the predictions. The third one employs TGK using the Box-Cox transform. The application of transformation methods improves the data normality as can be seen in Table 4 . The results of leave-one-out cross-validation are shown in Table 5 , which shows that no transformation method is significantly superior. The best Table 3 List of cross-validation measures used to compare the true and estimated values of the hydraulic head. In the following, z * (s i ) is the estimated head at point s i , obtained by removing z(s i ) from the data set and interpolating the remaining data, while z(s i ) denotes the spatial average of the data and z * (s i ) the spatial average value of the estimates.
Mean absolute error
Mean absolute relative error
Linear correlation coefficient (Table 5) (Table 5 ). The parameters of the Spartan semivariogram arê σ 2 = 13.4,ξ = 0.42 (in normalized units), andη 1 = 0.97. The MBC-OK method with the above parameters improves the MAE and the root mean square error (RMSE) compared to OK, while its bias, mean absolute relative error (MARE) and correlation coefficient R are identical to OK. The scale factor η 0 of the Spartan semivariogram is equal to 147.20 (dimensionless) . This is obtained by equating the semivariogram sill with σ 2 z ; the latter is given by (15) for |η 1 | < 2, based on the estimateη 1 = 0.97. The scale factor of the transformed data is dimensionless, because the initial data are rendered dimensionless by dividing with an arbitrary constant that has the same units as the data (one metre in the present case study). In the back-transform stage the hydraulic head estimates are multiplied by this constant. If we use a unit constant (as we do herein), these operations have no impact on the number values, they just ensure that the final estimates are in the correct units.
Therefore, the MBC-OK method is optimal for interpolating groundwater levels in the Mires basin. To further support this choice, a series of specialized statistical measures are investigated. The correlation coefficient of the estimates vs the true values is equal to 0.91 (Table 5) , while the distribution of errors is symmetric with a low bias equal to 0.02 m a.s.l. (Fig. 5) . The plot of errors vs estimates Table 5 Cross-validation results of the spatial models with the optimal semivariograms based on the measures listed in ( Fig. 5 ) is centred about zero error, satisfying the "conditional unbiasedness" property. According to (Leuangthong et al. 2004) , cross-validation that yields such results satisfies the conditions for a model with "good" parameters. Histogram reproduction is another measure for evaluating the spatial model performance (Leuangthong et al. 2004) . Figure 6 shows that the histograms of the measurements and the cross-validated values are overall in good agreement. In general, the spatial model tends to overestimate the lower values while the opposite is true for the higher values. MBC-OK (with the Spartan model) gives the most accurate estimate, i.e. 29.7 m a.s.l. for the extreme low level in the data set (9.4 m a.s.l.). Thus it determines the low level with ≈6% higher accuracy than the second best Box-Cox-OK and TGK, which yield ≈31 m a.s.l. and ≈17% higher accuracy than the OK and GA-OK, which yield 33 m a.s.l. In contrast, the highest level of 62 m a.s.l. is estimated with higher accuracy ≈60 m a.s.l. by all interpolation methodologies tested.
The extreme values in this data set include the global minimum (9.4 m a.s.l.), as well as three local extremes that differ significantly from their measured neighbours. These values are estimated with relatively large errors (see Fig. 5 ) due to the significant deviations of the measurements from the values of their nearest neighbours. These errors may be due to the presence of fractures near the measurement-well (in the case of the minimum) or to locally different interbedded sequence of alluvial sediments that can affect the water table head. The highest estimation error (Fig. 5) is associated with the minimum value of 9.4 m a.s.l., which differs from its neighbours by at least 10 m a.s.l.
As shown in the histogram of Fig. 6 , the tails of the measured histogram are wider than those of the estimates. The discrepancy in the lower tail has been explained above. The underestimation of the high values (i.e. the values exceeding 60 m a.s.l.) is due to the smoothing effect of kriging and the fact that only two such values exist in the data set. The impact of the extreme values is mostly noticeable in the cross-validation analysis, because the values in question are removed and then estimated from their neighbours. The generated maps, however, are based on all the measurements and thus not affected by the removal of local extreme values.
A series of statistical metrics are used to compare the performance of different interpolation methods. The MAE is a linear score, meaning that the errors at all points are equally weighted in the average. In contrast, RMSE is a quadratic scoring rule, i.e. the errors are squared before averaging, thus leading to relatively higher contributions of larger errors. The difference between the RMSE and MAE increases with the variance of the errors. Herein the difference between the two metrics is small (Table 5) . The slightly better RMSE obtained with MBC-OK is due to the more accurate estimation of the extreme low value by this method. The bias is the difference between the estimated and the true values at a single point; hence, it can be positive or negative or zero. Unbiased estimation corresponds to zero bias. The sign of the average bias shows if the specific method underestimates (negative bias) or overestimates (positive bias) the data. Low bias errors mean more accurate estimations.
The MARE measures the accuracy of the estimates relative to the respective measured values; MARE is independent of the units of measurement. The magnitude of MARE for all the normalization methods presented herein is similar and approximately equal to 14%. This estimate is partly due to the overestimation of the minimum value (9.4 m a.s.l.) by all the methods (see above). The linear correlation coefficient (R) measures the strength of the association between the estimates and the measured values. Values of the coefficient close to 1 imply high association strength between the estimates and the measurements. In the present study, for all the methods the correlation coefficient has high values (ranging from 0.89 to 0.91).
All the error metrics are significant for evaluating the performance of the methods, and they are typically used in geostatistical studies (Goovaerts 1997) . We give priority to MAE, bias and RMSE, which are able to differentiate between the methodology and the semivariogram model used, in contrast with MARE and R that are similar for the majority of methodologies. Since the bias is the most sensitive evaluator of method performance, we use it to select the optimal transformation method (MBC-OK).
The validation metrics presented in Table 5 show that the studied methods are practically insensitive to the methodology used to normalize the data. This occurs because the transformation methods used lead to similar values for the skewness and kurtosis of the transformed data (Table 4 ). In addition, the differences between the transformation methods and classical OK are not significant. This is due to the fact that the original data set has a mild deviation from the normal distribution, and the OK estimator is used for all cases tested following the normalizing transformation. For all the methods tested, however, there are differences in the validation metrics between different semivariogram models. Nevertheless, the validation metrics obtained with different normalizing methods but with the same semivariogram model are similar. This paper shows that nonlinear normalization methods help to improve the performance of kriging estimations (Table 5) , even for a data set that has mild deviations from the normal distribution.
The optimal interpolation map is derived using the MBC-OK with the Spartan model approach on a 100 × 100 grid defined in normalized coordinate space (actual cell size: 114 m × 47 m). Estimates are obtained only at points inside the convex hull of the measurement locations (7317 grid points). The contour map in physical space is shown in Fig. 7(a) .
The kriging standard deviation, which represents the uncertainty of the estimates, is shown in Fig. 7(b) . The optimum search radius used with the Spartan model (determined from leave-one-out cross-validation) is equal to 0.39 (normalized units), which is a little shorter than the determined characteristic length.
Interpolation maps for all the normalization methods investigated and for classical OK are constructed with the optimal semivariogram (Spartan); the maps are compared in Figs. 8(a)-(d) . For the specific data set there are no significant differences between the generated maps. This is expected since the estimation measures are similar for all the methods, and especially for those that use a normalization process (Table 5 ). According to the cross-validation results, MBC-OK delivers a slightly more accurate groundwater level interpolation map compared to the other methods. Specifically, on the grid nodes close to the minimum value, MBC-OK method provides estimates closer to 9.4 m a.s.l. (9.44 m a.s.l.) than the other methods (which give estimates larger than 9.6 m a.s.l.). Another feature observed in the maps is the smoothness of TGK contours compared to the other normalization methods.
Stochastic interpolation methods such as kriging allow the comparison of the empirical semivariogram of the data with that obtained from the interpolation results, in order to test for the accurate reproduction of the spatial continuity. In Fig. 9 we compare the experimental semivariogram of the observations and the experimental semivariogram obtained from the MBC-OK interpolation estimates. The semivariogram of the estimates shows very similar structure to that of the data. However, the former exhibits overall lower variability that reflects the smoothing effect of interpolation. The MBC-OK method is optimal with respect to the statistical metrics investigated above, and thus we used it for the interpolation of groundwater levels in the basin. Experience from previous studies has shown that a generally optimal interpolation method does not exist. Therefore, MBC-OK is optimal with respect to the specific case study and no general conclusions for the method's efficiency can be drawn. Hence, the optimal method should be determined for each case individually.
CONCLUSIONS
This article presents nonlinear data normalizing methods for the improvement of kriging groundwater levels. The application field is the Mires basin on the island of Crete (Greece). TGK, GA-OK, Box-Cox-OK and MBC-OK, using the Spartan semivariogram model improve the mean absolute estimation error (MAE) compared to OK. For the first three methodologies the other estimation measures applied are found to be similar to those of OK, except for their inferior bias error. However, the MBC-OK also improves the RMSE, delivers the same low bias error and identical MARE and R. Overall they deliver the most accurate estimation measures compared to the other methodologies tested and overall better than those of OK. The MBC method is applicable to both positive and negative values in contrast to the Box-Cox method that can be applied only to positive values. Normalization methods in general show that they can improve the effectiveness of the kriging interpolation method by reducing the estimation error compared to OK; thus leading to more accurate predictions. In this study the newly established data normalization method (MBC) and the recently proposed spatial semivariogram structure (Spartan) are applied with OK for the groundwater level data interpolation, not only because they obtain overall the most accurate cross-validation results but also because their cross-validation estimates and the interpolation estimates satisfy a wide range of statistical criteria.
