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In出ispaper， we explore a method with neural network to be substituted 
for the game-tree search algorithm used in the computer game. A three layer 
feed-forward neural network for the tic-tac-toe strategy is built， and then a learning 
pattems set and a test signa1 set are organized wi白血epurpose of仕ainingneural 
network and testing the rate of correct answer of the network. After the neural 
network has been trained with back-propagation， the rate of correct answer is 
tested. At the same time， some factors that affect the convergence and the 
property of the neural network a1so are discussed. 
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三日並べ戦略の表現について，図 3 に示す構造を選択した。入力層の素子は 18 個ある。 1~9 番素子















力側 l番目と出力側 5番目の素子が"1刊となり，ほかの素子が"0"となる。すなわち表 lのl行日の
ようになる。続いて，人間が4番のマスに円 0"を書き，コンビュータが7番のマスに"X"を応答する
とする。この場合には，教師信号は入力側 l番目と 4番目と 14番目および出力側7番目の素子がヴ， 1" 
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?? ????? ??? ???
教師信号を利用して，図2のネットワークで学習を試みた。実験では，ネットワークの学習収束の条
件は RMSE(RootMean Square Error) < 0.01に指定した。教師信号の学習が完全に収束した後，検証
信号集合を用いてネットワークの正解率を検証した。このネットワークでは，正常な状態では，入力信












衣 2 ネットワーク I十:桝本の検証紡*
fd り-やif(~i 童文 iE解脱舶数 iU瞬5ド(%)
教師信サ集合 75 75 100 
検証信号ー集合 114 82 71.93 
に示す。
表3隠れ層の素子数と収束状態の関係





























の正解率が異なることがわかる oRMSEが適当な大きさのとき，正解率が高くなる O しかし，RMSEが
小さすぎると，正解率はむしろ低くなる。たとえば RMSE= 0.005とRMSE= 0.001のときでは，後
者の方が正解率が低くなる。これは， RMSEが低すぎるとネットワークが過学習の状態に陥るためであ
ると考えられる o 実験結果より，RMSE = 0.01は最も良い結果を与える。
学習率ηと慣性係数αは，ともにネットワークの学習収束速度に影響するパラメータである [5]。今回
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xiut = h(xin) = x ( iごしえ…，N1) (4 ) 
隠れ層
N[ NI 
H;Hこ乞バJ・xfut-()j = L tル (5) 
N1 
IfJω= fH(Hjη) = fH(乞叫.xiut) (j = 1，2ぃ .，NH 、?????， ? ? ? ?
出力層
NJl NH 
31n=乞tujk・II;ut-OKニエ1ujk・Htt (k = 1，2，…，No) (7) 
j=1 j=O 
No 
Y:1d = fo(y;n) = fo(乞イk.H;ut) (k = 1，2，…，No) (8) 
J=O 
ここで:NIは入力層の素子数で、ある oNHは隠れ層の素子数で、ある oNoは出力層の素子数で、ある。 wlj
は入力層の i番素子と隠れ層のj番素子問の重みである。イkは隠れ層のj番素子と出力層のk番素子間
の重みである。 ()j，()k'ましきい値である。 xon -1.0， Hgut 1ー.0であり， ω;1ニ内， ωふ=()kで、あるo
3)ネットワーク学習収束の評価関数
RMSE(Root Mean Square Error)によって，ネットワークの収束性と収束速度を評価する。
ηN仇~ (9況:一 y~わ)2

















ム叫(t+ 1)=ー→一 (13) 。叩むい)
ここで:ηは学習率， αは・慣'性項である。重みωIj(O)'W]k(O)は[-0ム0.5]のランダムな数ちである。
Step1 random( )を用いて重みを初期化する O
Step2 式 (1)~(9) により， RMSEを計算する。
Stcp3 if RMSEく ε
then学習終了。
248 
else goto Setwt 0 
St('pι1 式(lO)~(l:~) により，重みを調整する O
Stcp[) 学青|品数>予定1'U? 
Yes，収束しない刊をプリント，学習終了。
No， goto Step 2。
