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 TD 学習を用いたテトリス解法アルゴリズム  
 








A method using a genetic algorithm (GA) and neural networks (NN) was proposed in a 
previous study that focused on an algorithm for obtaining a Tetris solution. While this 
approach has a very high performance with respect to game score in Tetris, it has the 
drawback of taking a considerable amount of time for learning. The aim of this study is 
to reduce the learning time by online learning, using a TD learning method and NN. 
 
























関数に NN を使用し，NN の最適化に TD 学習
を用いた新たな手法を提案する． 
 
2. GA と NN を用いた従来研究 






























2.2. GA と NN を用いた従来研究手法 
従来研究として，GA と NN を組み合わせた




慮して仮配置し，NN の出力（評価値）を得て，  
 
 
































































図 1． デッドスペースの例 
 















図 3 に合計高低差 4 の例を示す． 
 
 
図 3． 合計高低差 4 の例 
 
デッドスペース 
 𝑓4(𝑥)： 左右に 4 マスの溝を作成できる 





































表 2． 100 回試行した消去段数の違い 
 最高段数(段) 平均段数(段) 
筆者 6,385  701.57  
GA 809,707  162,837.40  
 



























るのに NN の入力として 8 個の特徴量と中間層
50 個を使用しており，パラメータ数は


















































































δ = 𝑟𝑡+1 + γ𝑉𝑡(𝑠𝑡+1) − 𝑉𝑡(𝑠𝑡)． 
 








も単純な TD 法は TD(0)と呼ばれ，  
  
𝑉𝑡+1(𝑠𝑡) = 𝑉𝑡(𝑠𝑡) + 𝛼δ𝑡 
で表される．𝛼はステップサイズパラメータと呼
ばれる学習率である(0 ≤ 𝛼 ≤ 1)．  
 また，NN で教師信号を𝑟𝑡+1 + γ𝑉𝑡(𝑠𝑡+1)とし，
出力を𝑉𝑡(𝑠𝑡)とした最急降下法を行うこともで
きる．θ𝑡⃗⃗  ⃗ を NN の結合荷重の列ベクトルとし，




θ𝑡+1⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   
     = θ𝑡⃗⃗  ⃗ −
1
2
𝛼∇ θ𝑡⃗⃗ ⃗⃗  [r𝑡+1 + 𝛾V𝑡(s𝑡+1) − V𝑡(s𝑡)]
2  
= θ𝑡⃗⃗  ⃗ + 𝛼[r𝑡+1 + 𝛾V𝑡(s𝑡+1) − V𝑡(s𝑡)]∇ θ𝑡⃗⃗⃗⃗  V𝑡(s𝑡) 
 
と表される．∇ θ𝑡⃗⃗⃗⃗  V𝑡(s𝑡)は，𝑓を任意の関数とし， 
 



















り，時刻 t における状態 s の適格度トレースは
e𝑡(s)と表される．伝搬率はトレース減衰パラメ







 s ≠ 𝑠𝑡の時 









V𝑡+1(𝑠𝑡) = V𝑡(𝑠𝑡) + 𝛼𝛿𝑡(e𝑡)𝑠𝑡  
 
































ゼロを取る．1 個（2 個，3 個）ある場合には，
1 番目（2 番目，3 番目）までのニューロンが値
1 を取る．そのポイントに白駒が 4 個以上ある








取り込み，学習を行わせた．また，NN は 3 層
で構成されており，中間層のニューロンは 40 個，
出力層のニューロンは 1 個である．  
 
 
図 7 バックギャモンの初期配置 
各入力ニューロンiからの信号𝑥𝑖と対応する結合
荷重𝑤𝑗𝑖との積が計算され，中間層ニューロン






























𝛼∇ 𝑤𝑗𝑖𝑡⃗⃗ ⃗⃗ ⃗⃗⃗⃗  ⃗
[r𝑡+1 + 𝛾V𝑡(s𝑡+1) − V𝑡(s𝑡)]
2  




e𝑡⃗⃗  ⃗ = 𝛾𝜆e𝑡−1⃗⃗⃗⃗ ⃗⃗⃗⃗ + 𝛻𝑤𝑗𝑡⃗⃗ ⃗⃗ ⃗⃗  ⃗
𝑉𝑡(s𝑡)  
で更新される．ただし，e0⃗⃗  ⃗ = 0⃗ である． TD(λ)
の NN における更新式は 

































TD 学習と NN を用いた提案手法 
















とする．また，報酬 r を罰金と呼ぶこととする． 
図 8 のような，入力層ニューロン 209 個，中


















な出力 V は， 
𝑉 =
1

















図 8．NN の構造 
 









































ていなかった場合を 0 とする．1 列ごとに列を
参照し，フィールドの 20 行目から 0 行目にたど
り着くまでにマスの値が変化した回数を求める．












クトルe𝑡⃗⃗  ⃗の更新式は以下のようになる． 
𝑤𝑗𝑖𝑡+1 = 𝑤𝑗𝑖𝑡 + 𝛼e𝑡⃗⃗  ⃗𝛿𝑡 (3) 
 





𝑐𝑗𝑡+1 = 𝑐𝑗𝑡 + 𝛼e𝑡⃗⃗  ⃗𝛿𝑡 (5) 
状態コストV(s)の算出方法は前述した式(1)と式
(2)に従うものとする． 
 罰金 r は，ゲームオーバー時にのみ 1 の値を
取る．それ以外は 0 である．  
𝑟 = {










 本実験では，TD 学習により NN の結合荷重
を最適化する実験を行った．事前実験より，そ
れぞれの学習に関するパラメータは{α, γ,λ}=
{0.01 , 1.0 , 0.6}とした． 
 縦軸を消去段数，横軸をゲームオーバーの回




図 9 seed 値 0 の実行結果 
 
 
図 10 seed 値 1 の実行結果 
 
 
図 11 seed 値 2 の実行結果 
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