Abstract: This paper focuses on wide-area control systems for that Internet-based communication, although being the only economically feasible option for communication, is insufficient for reliability or transmission delay reasons. An example for such a control system is the modem electricity system, which is currently changing from the traditional hierarchical to a more and more peer-to-peer oriented structure, and thus having growing demands for modem IT and control solutions. While up to now consumers were Eonsid--ered passive players, a new generation of automated demand response emerges, where consumers can react on real-time prices, on grid parameters like frequency or on transport schedules, in terms of their energy consumption. For enabling these features, a robustwide-area control infrastructure has to be developed, that allows for low delay transmission of control commands and measurement data. Further, it is critical to find simple and consistent models of the involved processes to design the respective control infrastructure according to its needs. This paper describes a novel approach for the design of distributed wide-area control systems that utilises process-specific parameters (here: grid frequency changes) as a new means of fast and reliable communication besides conventional communication channels. Copyright 0 2007 IFAC
INTRODUCTION
One of the largest existing kinds of control networks is the energy transmission and distribution system. Like the Internet, these systems have grown from single, isolated grids to continent-spanning networks. Although their primary task is energy transmission, information exchange is an essential aspect for the operation of the energy system. Due to the long distances that information has to travel, and the high number of data sinks and sources in the system, communication systems for energy distribution with its high demands on availability are not simply a trivial application of existing technology. In the early times of energy grid operations, the problem of transmitting time-critical information was solved elegantly by utilising the network frequency for broadcasting the current energy balance state of the grid. Generation and consumption of energy in the grid has to be balanced at all times, otherwise voltages exceed lower or upper limits, resulting in damage at generation or customer equipment. All generators and loads of the grid participate in a very large and complex control system whose task is to maintain the energy balance by keeping the area control error (ACE) low. Short-term changes in the load situation (within a few seconds) have to be compensated by the generators in real-time (primary control). Only if longer mid-term or long-term discrepancies occur (lasting for minutes or more), secondary or tertiary reserves are activated, that need a considerable activation time until they are fully active. While remote loads are causing the ACE to change, this change has to be detected at the generator's site. Conventional generators have rotating masses, and the rotation speed (frequency) depends on the generator load. Increasing load results in decreasing frequency and vice versa. Thus, the presence of a new remote load in the grid is communicated to the generators by changed impedance resulting in a slightly lower system frequency. Since the system frequency is the same at any place of the connected grid, the deviation from 50 Hz (60 Hz in the U.S.) is a direct and ubiquitous indicator of the ACE. The system frequency as inherent communication channel is used very successfully for communicating the time-critical ACE information in the grid. Less time critical information is traditionally distributed by voice communication, although this approach is more and more replaced by automation networks.
In this paper, a case study for the utilisation of this implicit communication channel is carried out for a special application. The deregulation of European power is accompanied by the preparation of a market for primary control power. At this special energy market, not only energy generators but also energy consumers will be able to offer their ability to modulate their power consumption according to the needs of ACE control. In order to be able to make substantial offers, a large number of widely distributed loads have to be put together and be coordinated. The need for coordination of many small units increases the cost for primary control power provision on the demand side. An always-on real-time communication infrastructure would be far too expensive for this application. Consequently, it is proposed to split the communication requirements in two areas: timecritical coordination realised using the system frequency as implicit communication channel and noncritical administrative communication using available infrastructures such as mobile phone networks or wireless Internet.
RELATED WORK
Shedding of electrical loads for the purpose of costs saving and also for electricity grid stabilisation is state of the art. While peak load restriction is a classical application of automation networks on industrial sites where power information of loads in a restricted area is processed, the system frequency is used as one locally measured indicator for the overall grid situation in protection systems that switch off loads in critical grid situations (see e.g. Shokooh et al, 2005) . However, this approach deals only with extra-ordinary grid situations where the energy provision to some consumers can be sacrificed (that is, switched off) in order to prevent larger blackouts.
In contrast to that, the approach presented in this paper is intended for normal operating conditions. It originates from the context of the "IRON Project" (Kupzog, 2006) , which aims to increase the efficiency of the power system by means of modem information and computer technology with a focus on the demand side. The idea is to utilise so far unused distributed energy storage capacities in inert processes, e.g. heating or cooling applications or material transport. This utilisation is conducted in such a way that the "user comfort" of the energy customer is not negatively influenced. Numerous benefits lye in the utilisation of distributed storages, depending on what that storage system is used for. Here, the application is primary control. The main hindrance for the largescale realisation of systems incorporating distributed loads is that a very large number of spatially distributed nodes need to be reached by a robust and lowcost control network. Therefore, implicit communication using the power system frequency is considered.
Another approach that focuses on the grid frequency is followed as part of the large U.S. "GridWise" initiative, where research in the area of intelligent loads is also conducted (Trudnowsky et al., 2006) . The corresponding GridWise project concentrates on frequency deviation measurement and reaction, but communication here is restricted to the system frequency channel only, resulting in restricted control possibilities. This paper proposes the use of a dual communication strategy in order to increase the manageability of the system. Time critical communication is performed using inherent communication over the power system frequency, and other information is exchanged using existing, low cost and potentially low bandwidth communication infrastructures with low dependability.
COMMUNICATION MODELLING
Distributed control systems are typically relying on an explicit communication charnel with some given quality of services (QoS). For network based control, hard real time requirements are usually not avoidable, so a general purpose network with best effort transport (as the plain Internet must be considered) can not be used. One kind of communication charnel that is often forgotten is the process itself ( Fig. 3.1) . Depending on the type of process, important coordination information can be gained out of measurement values. In our example the channel "grid frequency" has even a perfectly simple channel model since it is instantaneously transported. Another source of coordination trigger is time, supposing the local clocks are synchronized.
The control decisions to be done in this system (resource management) depend on process parameters (indicators of the resource) and some rules that ensure fairness, economic operation or safety. The necessary information and the chosen communication channels are therefore: With this hybrid communication infrastructure it is possible to achieve a real-time-like large area distributed system, without investing in expensive infrastructure.
This duality in means of communication, the implicit channel for time critical data exchange and the explicit channel for non-time critical setup and adrninistration data exchange, is a novel solution approach for wide-area control systems, where the best-effort approach of the only available communication infrastructure -the Internet -was so far insufficient.
Fig. 3.2:
The system discussed here consists of a large number of highly distributed resources that use events on the implicit process channel to trigger reactions. Via an additional internet connection of each resource the actual reactions on events of the process channel (grid frequency changes) are agreed among the resources.
In the following sections, an actual implementation of the concept of using process-implicit communication is described.
RESOURCE MODELLING
Provided adequate process interfaces (e.g. access to temperature set-points in distributed resources like air-conditioning systems and the like) and communication channels (for coordinating load shifts) are in place, the capability of energy storage in a large group of electrical loads can be utilised without interfering with the safe and uninterrupted operation of these loads. In order to operate such a system consisting of thousands of distributed storages (resources). a consistent model is needed that describes
the behaviour or the individual process precisely enough but at the same time is not too complex so that Ea~culations on many models can be processed efficiently. The resource model used here is described in detail in Kupwg and Roesener, 2007 and will subsequently be summarised.
It is assumed that every electrical consumption process can be described as the superposition of potentially volatile power consumption and an energy storage that can be charged and discharged. This energy storage can e.g. be the thermal capacity of a room.
Only those loads with a sufficient large amount of storage capability can be utilised in this context (e.g. air conditioning systems). The volatile power consumption originates from the attempts to keep the energy level of the storage (e.g. room temperature) constant. It is the continuous replenishment of energy that is lost due to non-ideal isolation. Although the process cannot feed energy back into the grid and therefore is not a real electrical energy storage, the volatile consumption profile can be estimated for a large number of processes. If this is subtracted from the total load of all considered processes, then positive and also negative power components remain, representing charge and discharge of the storage.
CONTROL ALGORITHM
The provision of primary control power is determined by the system frequency j; which can be measured at every point of the system. The system frequency therefore acts as an implicit, unidirectional, real-time and highly reliable communication channel. A system of elechical loads that takes part in primary control has to adhere to a given power characteristic depending on the frequency. The relationship of the power that has to be provided and the network frequency f can be expressed in a function K f i , subsequently referred to as power function. A basic system that hlfils the primary control objective is shown in Fig 5. 1. The load or generation of s single unit connected to the power system is modulated with K f i . The shape of K(F) is given e.g. by UCTE, 2004. The term 'modulation' is used to point out the fact that the load (or generator) behaviour is only changed relatively to its usual behaviour without primary control activities. The delta character (A)
will be added to variables to reflect this (see e.g. AP
in Fig 5.1 ).
The speciality of the algorithm that shall be discussed here is that is not operating on a single unit but rather coordinating a large number of potentially very small contributors to primary control. However, before dealing with the aspects of distributed contributors, the power function K f i shall be discussed more in detail since it is the main objective of the system to realise this function as precise as possible.
Variable load (or generator)
System providing primary control power As stated in the ground rules of the Union for the Coordination of Transmission of Electricity (UCTE, 2004) , the provision of primary control power is linearly increasing with the system frequency deviation from 50 Hz. In order to avoid too frequent control activity, a dead band of +/-20 mHz has been introduced (UCTE, 2004) . As long as the system frequency is within this dead band, no control activities are issued. Only when the frequency exceeds the dead band, primary control power is supplied. A maximum frequency deviation of +I-200 mHz is allowed; from here on, emergency measures are taken that are not covered by the regulations for primary control. Therefore, the supplied control power is constant outside the +/-200 mHz band. The resulting frequency-power function is shown in Fig. 5 .2. It can be seen that the power function is piecewise linear, monotonously increasing and bounded. These three properties &ill be used by the algorithm. In fact, the algorithm can work with any function K O that has these properties. K O determines the power for primary control P , of a system taking part in the primary control measure. Such a system is characterised by the maximum power it can commit (Pcommif. fedmm, see Fig. 5 .2) which itself is an important factor that is reflected in the scaling of K@.
The differential power A P consumed by a system of resources, which is defined relatively to the normal resource operation power, is the sum of all individual differential power amplitudes Api. The system is linear in this regard, not depending on the model of the individual resource. Now, an algorithm is searched that influences the individual resources in such a way that their total differential power AP equals (to a certain extend) the required power P,,. These relationships of AP, Ap, P, , and KCf) are shown in (1).
So far, all considerations were independent of the resource model. Now, in order to be able to find and expression for the individual power Ap,, the energy storage model discussed in Section 3 will be facilitated. For the design of the distributed control algorithm a linear modelling is of great advantage since this allows the definition of some system-wide sum variables (such as AP), that can easily be broken down to individual resources. Two basic possibilities of influencing loads exist. it was found that the fist option, simple (because direct) control of the process powerp, by switching the load off and on is not the preferable solution since it disregards internal process knowledge and has only short-term effects. The more elegant and better solution is to gain influence on process variables that only influence the power indirectly. For thermal applications, this was the process temperature set-point T,,,,i. However, it is possible to generalise this using the energy storage model as outlined in the previous section. Each storage i (either conceptual or real) has an internal energy state si that indicates the energy currently stored in the storage. The power consumption of the resource can be described as the power that is needed for compensating the losses of the process, superposed by the power consumed (or released) by chargingldischarging the internal energy storage. This is depicted in Fig. 5 .3. When the storage energy level is increased, the resource consumes additional power (compared to the normal or average operation). When the energy level is decreased, the resource consumes less power. Additionally, in most cases the charged storage has higher losses than the discharged.
This basic behaviour of a resource can be summarised as in (2) and (3). In (3), the average power is omitted and only the differential power is described:
where Api is the differential power consumed by resource i, si is the energy stored in resource i and bi, ci are a process-specific parameters. For an ideal storage without losses, bi = 0. . When the storage energy level is increased, the resource consumes additional power. When the energy level is decreased, the resource consumes less power.
si is the process parameter that can be externally controlled. The maximum amount of energy that can be stored in the resource i$ determined by the value range of si. The value ranges of si as well as the d e viation of si are bounded within certain limits, which are process-specific.
Discussion of the simplified approach with bi = 0
In the following, it will first be assumed that all bi = 0, i.e. all storage processes in the distributed resources are ideal and no additional losses are caused. This simplifies the problem and allows describing the general idea of the approach used here. Later, this simplification will be dropped and the case bi > 0 will be discussed.
Since the DSM resource model is linear, a systemwide storage energy Scan easily be defined:
This definition is motivated by the search for a relationship between the system frequency f and the individual process energy s . For bi = 0, (Z), (3) and (4) can easily be combined to (5):
By integration of (5), the following is gained for the required system-wise energy state S:
The objective for a collective of distributed storages taking part in primary control is to adhere to the power function K f l . The individual resource has a restricted infoxmation horizon. It is not aware of how much power the other resources consume, or what their energy states are. It only can control its own energy state si, therefore also its own power consumption, and it can measure the network fiequency J Now, (6) gives a simple calculation directive how to calculate the system-wide energy state S only from the system frequency. So, S is actually known at all places and the remaining question is how to determine the individual storage state si from S at the place of resource i without any knowledge about all other storage states si.
Two basic solutions can be applied here. The first, which shall be called the "continuous approach", simply scales down S to the individual s , so that si = ki . S with C ki = 1
Vi
While it is very simple, the drawback of this solution is that si continuously follows S, resulting in a very fine-grain variation of the resource's energy state. Any small error (e.g. due to quantisation) is multiplied with the potentially very large number of resources and can have major impact on the system performance. Further, all resources would be operated in a synchronous fashion, potentially causing catastrophic resonances among periodic loads such as two-point regulated thermal processes.
The second option, the "discrete approach", allows only discrete values for si: si = I;: . qmBx with I;: E {-1;0;+1)
By doing so, both disadvantages of the continuous approach are avoided. All resources commit either no or their maximum storage potential to the system; and changes between these states are nonsynchronous between all resources. In order to determine when si changes its state, the positive value range of S is divided into i subintervals of size si,,,, resulting in a set of interval borders L = {lo, G ... I,). (This could also be done to the negative half of the value range without any differences since both halves are symmetrical.) The current state of ri is then determined by (9).
0 else and si = I;. -si,- Fig. 5 .4. The total value of S is constituted by multiple individual resources that commit si each. Each individual resource i can calculate S and knows its activation level 1;. When S exceeds this level, the resource becomes active and changes its own energy state si accordingly.
In Fig. 5 .4 an example is shown how the individual si are chosen according to the development of S over time. First off all, it can be seen that S is calculated by integrating over K f l , which itself is nearly proportional to the system frequency J When S exceeds the first activation level lo, which is zero because it is the first one, the first resource so is activated. After a short while, S exceeds the next activation level and s, is activated. This goes on until S is no longer increasing. In this example, only six resources become activated. In reality this will usually be many more. From looking at Fig. 5 .4 it becomes intuitively clear that Resource 0 will be active more often than Resource 5. This is due to the non-homogenous probability density function of S. The probability density function of S plays a strong role for fair workload distribution in the system. Without additional measures, the workload will be distributed unevenly over resources. The most straight-forward solution for this is to re-arrange the activation levels over the value range of S from time to time so that heavily used resources will be re-situated in less frequently activated intervals. While the system was designed up to this point for only relying on the system frequency measurement as implicit means of communication, the task of re-arranging the activation levels requires a dedicated communication infrastructure.
Structure of the resulting system
Taking into account the structural considerations from the previous sections, the following structure for the system of distributed storages providing primary control power is proposed, which is also depicted in Fig. 5 .5 (whole system) and Fig. 5 .6 (single resource): A set of resources is connected to the power network. Each resource has the capability for storage of the energy tciii,, and its energy state s, can be changed at any time. All resources measure the system frequency f and use this to calculate the required system-wide energy state S. It can be assumed that the value of S is precisely synchronised and equal in all resources. Technical measures to achieve this are subject to discussion in subsequent sections. Changes in the energy state will result in a change of power consumption of the resource, and the system is designed in such a way that all individual changes in power consumption add up to realise the required power characteristic given by KO.
The supporting communication network will be used to determine the activation levels li or the resources.
Further it can be used for remote calibration of the local measurement of the grid frequency f: Also changes in the shape of the KO function, that occur when the number of resources in the system considerably changes, can be communicated using this supporting network. All these data exchanges are not time-critical and therefore can be performed using low-bandwidth Internet connections. Prototypes developed for the resource controllers use the public mobile phone service GPRS or wireless LAN to access the internet. On top of the established TCPIIP connection to one of the coordinating servers in the system, a simple text protocol is used ("IRON' Protocol). This algorithm described above is executed on each single resource and uses the system frequency as only input. Therefore, a fast and dependable reaction on frequency changes is guaranteed. Nevertheless, there is a need for an additional communication infrastructure that serves for multiple purposes as outlined in Fig. 5 .6. However, in contrast to the measurement o f f , the information exchange over the dedicated communication channel is not time-critical.
The precise measurement of the system frequency is crucial for a well-synchronised calculation of S.
Since the system frequency is the same in the whole power system, it can be measured at any place. Measurement results at the resource's site can be compared to a high-precision central measurement and a remote calibration of the local measurement units can be performed.
The number of resources taking part in the system can vary. Therefore, also the committed maximum power for primary control can change. Since this information is part of the power function KO, it must be possible to update the versions of K O stored at individual resources.
As discussed before, the activation levels have to be re-arranged over the value range of S on a regular basis for maintaining a fair workload distribution in the resources.
Improved algorithm for the case bi > 0
So far it was assumed that the resource behaviour (power consumption) is only depending on the deviation of si (bi = 0 in (3)). In reality though, there are also linear and even non-linear power components. However, non-linear components are assumed to be so small that they can be neglected. Nevertheless, the linear components of the resource power cannot be neglected, which can be concluded from an example shown in Fig. 5.7 . In this figure, the system power
for ideal resources (b, = 0) and real resources (bi > 0) is compared. The shown trajectories have been calculated on the basis of real eequency data, using (3) as continuous resource model. For the case bi > 0, a realistic value for b has been assumed that was calculated for a household refrigerator (b = ' I ,~~~) . The result shows qualitatively very clearly that neglecting the linear power component is not possible. Even for relatively small losses in the process, the trajectory is far off the required power function Kfl. A solution for overcoming this major obstacle can be found, however this solution shall be motivated by another problem of the current system design. In the previous discussion the value range of the overall system energy Splays a role. The basic idea of the system is to chose S in such a way that the deviation of S, which is essentially the system power M , meets exactly the requirements of the power function Kfl. This is done by integrating Kfl over time. So, the value range of S is actually the value range of the integral Theoretically, the system frequency f has a perfectly symmetrical probability density. So, it should be guaranteed that the value of the integral crosses zero from time to time and that the integral is not divergent. However, this does not give any guaranties concerning the bounds of S. In fact, even if the probability density function off is perfectly symmetrical, the slightest measurement offset will cause the integral to become divergent. A very pragmatic but also efficient way of avoiding the value of the integral to exceed all bounds is to migrate from an ideal integrator to an integrator with 'losses'. This can also be seen as a low pass filter that is transparent for short-term changes (higher frequencies) but filters out the long-term increase or decrease of the integral value (lower frequencies). In an electrical circuit, a capacitor in combination with a resistor would be used, so that the loss in capacitor voltage is proportional to the voltage itself, resulting in an exponential decrease. The ideal integrator can be exchanged by such a component in the hope that the impact of this replacement on the system operation is only minor.
S (ideal integration)
Fig. 5.8: The time-domain comparison of ideally integrated and low pass integrated frequency data measured over 28 hours reveals that the diverging trend of the ideal integration can be successfully avoided.
In order to calculate the impact of a non-ideal integrator, the system shall be examined in the frequency domain. Before doing so, some general matters and conventions should be considered:
The system is seen as a continuous system and therefore the continuous Fourier transformation is applied. In practice however, the system will probably be implemented in a time-discrete fashion. The findings of the continuous analysis can also be derived using time-discrete analysis methods such as z-transformation.
In order to avoid the system frequency being mixed up with the frequency domain variablef; the application of the power function on the system fiequency K(j(t)) will be treated as basic signal K(t) in the time domain and K, @ in the frequency domain.
In general all signals in the time domain will now be written with t as argument (e.g. S + S(0, si + si(t)) and in the frequency domain with f as argument and subscript (e.g. SM).
At first, the system with ideal integrator shall be considered. By transforming (10) into the frequency domain, the following is achieved:
conslant component K, (0) = 0
