Difference schemes for two-point boundary value problems for systems of first-order nonlinear ordinary differential equations are considered. It was shown in former papers of the authors that starting from the two-point exact difference scheme (EDS) one can derive a so-called truncated difference scheme (TDS) which a priori possesses an arbitrary given order of accuracy ᏻ(|h| m ) with respect to the maximal step size |h|. This m-TDS represents a system of nonlinear algebraic equations for the approximate values of the exact solution on the grid. In the present paper, new efficient methods for the implementation of an m-TDS are discussed. Examples are given which illustrate the theorems proved in this paper.
Introduction
This paper deals with boundary value problems (BVPs) of the form 
The given BVP: existence and uniqueness of the solution
The linear part of the differential equation in (1.1) determines the fundamental matrix (or the evolution operator) U(x,ξ) ∈ R d×d which satisfies the matrix initial value problem (IVP)
∂U(x,ξ) ∂x
where I ∈ R d×d is the identity matrix. The fundamental matrix U satisfies the semigroup property 2) and the inequality (see [14] )
In what follows we denote by u ≡ √ u T u the Euclidean norm of u ∈ R d and we will use the subordinate matrix norm generated by this vector norm. It is easy to show that condition (PI) guarantees the nonsingularity of the matrix Q ≡ B 0 + B 1 U(1,0) (see, e.g., [14] ). Some sufficient conditions which guarantee that the linear homogeneous BVP corresponding to (1.1) has only the trivial solution are given in [14] .
Let us introduce the vector-function where H ≡ Q −1 B 1 . Now, we discuss sufficient conditions which guarantee the existence and uniqueness of a solution of problem (1.1). We will use these conditions below to prove the existence of the exact two-point difference scheme and to justify the schemes of an arbitrary given order of accuracy.
We begin with the following statement.
Theorem 2.1. Under assumptions (PI)-(PIII) and
q ≡ Lexp c 1 1 + H exp c 1 < 1, (2.9) (2.12)
problem (1.1) possesses in the set Ω([0,1],r(·)) a unique solution u(x) which can be determined by the iteration procedure
u (k) (x) = 1 0 G(x,ξ)f ξ,u (k−1) (ξ) dξ + u (0) (x), x ∈ [0,1],(2.
Existence of an exact two-point difference scheme
Let us consider the space of vector-functions (u j ) N j=0 defined on the grid ω h and equipped with the norm u 0,∞, ωh = max 0≤ j≤N u j .
(3.1)
Throughout the paper M denotes a generic positive constant independent of |h|.
The existence of a unique solution of (3.2) is postulated in the following lemma. Proof. The question about the existence and uniqueness of the solution to (3.2) is equivalent to the same question for the integral equation
where
We define the nth power of the operator (
, we have the estimate
(3.7)
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Using this estimate, we get
(3.8)
If we continue to determine such estimates, we get by induction
and it follows that
we can fix n large enough such that [Lexp(c 1 h j )h j ] n /(n!) < 1, which yields that the nth power of the operator n (x,v j−1 ,Y j ) is a contractive mapping of the set Ω([x j−1 ,x j ],r(·)) into itself. Thus (see, e.g., [1] or [25] ), for (v j ) N j=0 ∈ Ω( ω h ,r(x)), problem (3.3) (or problem (3.2)) has a unique solution.
We are now in the position to prove the main result of this section. 
Proof. It is easy to see that
(3.13)
Due to Lemma 3.1 the solvability of the last problem is equivalent to the solvability of problem (1.1). Thus, the solution of problem (1.1) can be represented by
Substituting here x = x j , we get the two-point EDS (3.11)-(3.12).
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For the further investigation of the two-point EDS, we need the following lemma. 
Proof. When proving Lemma 3.1, it was shown that
Now, Gronwall's lemma implies (3.15).
We can now prove the uniqueness of the solution of the two-point EDS (3.11)-(3.12). 
) which can be determined by the modified fixed point iteration
The corresponding error estimate is 18) where
Proof. Taking into account (2.2), we apply successively the formula (3.11) and get
. . .
Substituting (3.19) into the boundary condition (3.12), we obtain
Thus, 22) where the discrete Green's function G h (x,ξ) of problem (3.11)-(3.12) is the projection onto the grid ω h of the Green's function G(x,ξ) in (2.12), that is,
Due to
we have
Next we show that the operator (3.25) transforms the set Ω( ω h ,r(·)) into itself.
, then we have (see the proof of Lemma 3.1)
) is a contraction on Ω( ω h ,r(·)), since due to Lemma 3.3 and the estimate
which has been proved in [14] , the relation (3.22) implies
Since (2.9) implies q < 1, we have q 1 < 1 for h 0 small enough and the operator h (
. Then Banach's fixed point theorem (see, e.g., [1] ) says that the two-point EDS (3.11)-(3.12) has a unique solution which can be determined by the modified fixed point iteration (3.17) with the error estimate (3.18).
Implementation of two-point EDS
In order to get a constructive compact two-point difference scheme from the two-point EDS, we replace (3.11)-(3.12) by the so-called truncated difference scheme of rank m (m-TDS): 
that is, it holds that
where the increment function (see, e.g., [6] ) Φ(x,u,h) satisfies the consistency condition
For example, in case of the Taylor expansion we have
and in case of an explicit s-stage Runge-Kutta method we have
with the corresponding real parameters c i ,
In order to prove the existence and uniqueness of a solution of the m-TDS (4.1)-(4.2) and to investigate its accuracy, the next assertion is needed. where
Proof. Inserting x = x j into the Taylor expansion of the function U(x,x j−1 ) at the point
From this equation the inequality (4.8) follows immediately. It is easy to verify the following equalities:
whereh ∈ (0,|h|), which imply (4.9)-(4.10). The proof is complete. Now, we are in the position to prove the main result of this paper. 
(4.14)
The corresponding error estimate is
Proof. From (4.1) we deduce successively
N into the boundary conditions (4.2), we get Let us show that the matrix in square brackets is regular. Here and in the following we use the inequality
which can be easily derived using the estimate (4.8). We have 19) that is,
for h 0 small enough. Here we have used the inequality 
exists and due to (4.19) the following estimate holds:
Moreover, from (4.16) and (4.17) we have
and G (1) h (x,ξ) is Green's function of the problem (4.1)-(4.2) given by Estimates (4.18) and (4.23) imply
Now we use Banach's fixed point theorem. First of all we show that the operator
) transforms the set Ω( ω h ,r(x) + Δ) into itself. Using (4.9) and (4.28) we get, for all (v 
) is a contractive operator. Thus, the scheme (4.1)-(4.2) has a unique solution which can be determined by the modified fixed point iteration (4.14) with the error estimate 
We rewrite problem (4.32) in the equivalent form
Then (4.28) and Lemma 4.1 imply
The last inequality yields
Now, from (4.31) and (4.36) we get the error estimate for the method (4.15):
which completes the proof.
Remark 4.3.
Using U (1) (see formula (4.11)) in (4.14) instead of the fundamental matrix U preserves the order of accuracy but reduces the computational costs significantly.
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Above we have shown that the nonlinear system of equations which represents the TDS can be solved by the modified fixed point iteration. But actually Newton's method is used due to its higher convergence rate. The Newton method applied to the system (4. = g(x,u,λ), x ∈ (0,1) ,
where λ denotes the problem parameter. We assume that for each λ ∈ [λ 0 ,λ k ] an isolated solution u(x,λ) exists and depends smoothly on λ.
If the problem does not contain a natural parameter, then we can introduce such a parameter λ artificially by forming the homotopy function
with a given function f 1 (x) such that the problem (4.46) has a unique solution. Now, for λ = 0 the problem (4.44) is reduced to the linear BVP The differentiation by λ yields the BVP where The start approach for Newton's method can now be obtained by
Example 4.4. This BVP goes back to Troesch (see, e.g., [26] ) and represents a well-known test problem for numerical software (see, e.g., [5, pages 17-18] ):
We apply the truncated difference scheme of order m:
where the following Taylor series IVP-solver is used: 
Substituting this series into the differential equation (4.57), we get
Performing the simple transformations
and applying formula (8.20b) from [4] , we arrive at the recurrence equations
The corresponding initial conditions are
The Jacobian is given by
with
Since the functions Y 1,ul (x,y (m)
for the computation of Y 1,p,ul , we get the recurrence algorithm 
we obtain for Y 1,p,λ the recurrence relation
Taking into account the behavior of the solution we choose the grid where n = 1,2,...,10 denotes the iteration number. Setting the value of the unknown first derivative at the point x = 0 equal to s the solution of Troesch's test problem can be represented in the form (see, e.g., [22] )
where sn(λx,k), cn(λx,k) are the elliptic Jacobi functions and the parameter s satisfies the equation Table 4 .1, where CPU * is the time needed by the processor in order to solve the sequence of Troesch problems beginning with λ = 1 and using the step λ until the value of λ given in the table is reached. The numerical results for λ = 61,62 computed with the difference scheme of the order of accuracy 10 on the grid with α = −26 are given in Table 4 .2. The real deviation from the exact solution is given by
The numerical experiments were carried out with double precision in Fortran on a PC with Intel Pentium (R) 4 CPU 1700 MHz processor and a RAM of 512 MB. To calculate the Jacobi functions sn(x,k), cn(x,k) for large |x| the computer algebra tool Maple VII with Digits = 80 was used. Then, the exact solution on the grid ω h and an approximation for the parameter s, namely, s = 0. To compare the results we have solved problem (4.53) with the multiple shooting code RWPM (see, e.g., [7] or [27] ). For the parameter values λ = 10,20,30,40 the numerical IVP-solver used was the code RKEX78, an implementation of the Dormand-Prince embedded Runge-Kutta method 7(8), whereas for λ = 45 we have used the code BGSEXP, an implementation of the well-known Bulirsch-Stoer-Gragg extrapolation method. In Table 4 .3 we denote by m the number of the automatically determined shooting points, NFUN is the number of ODE calls, it the number of iterations, and CPU the CPU time used. One can observe that the accuracy characteristics of our TDS method are better than that of the code RWPM. Besides, RWPM fails for values λ ≥ 50.
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Example 4.5. Let us consider the BVP for a system of stiff differential equations (see [21] )
(4.78)
In order to solve this problem numerically we apply the TDS of the order of accuracy 6 given by
where Y (6) j (x j ,y (6) j−1 ) is the numerical solution of the IVP (3.2) computed by the following Runge-Kutta method of the order 6 (see, e.g., [6] ): Numerical results on the uniform grid
obtained by the TDS (4.79)-(4.81) are given in Table 4 .4. This problem was also solved by the code RWPM with the semi-implicit extrapolation method SIMPR as the IVP-solver within the multiple shooting method. As the start iteration we used the solution of the problem with λ = 0. The numerical results are given in Table 4 .5, where CPU + denotes the aggregate time of the solution of the linear problem with λ = 0 and of the problem with λ = 100. Example 4.6. Let us consider the periodic BVP (see [19] ) are given in Table 4 .6.
Conclusions
The main result of this paper is a new theoretical framework for the construction of difference schemes of an arbitrarily given order of accuracy for nonlinear two-point boundary value problems. The algorithmical aspects of these schemes and their implementation are only sketched and will be discussed in detail in forthcoming papers. Note that the proposed framework enables an automatic grid generation on the basis of efficient a posteriori error estimations as it is known from the numerical codes for IVPs. More precisely, Theorem 4.2 asserts that if the coefficients of the TDS are computed by two embedded Runge-Kutta methods of the orders m and m + 1, then the corresponding difference schemes for the given BVP are of the order m and m + 1, respectively. Thus, the difference between these two numerical solutions represents an a posteriori estimate of the local error of the m-TDS (analogously to IVP-solvers) which can be used for an automatic and local grid refinement.
Mathematical Problems in Engineering
Special Issue on Time-Dependent Billiards
Call for Papers
This subject has been extensively studied in the past years for one-, two-, and three-dimensional space. Additionally, such dynamical systems can exhibit a very important and still unexplained phenomenon, called as the Fermi acceleration phenomenon. Basically, the phenomenon of Fermi acceleration (FA) is a process in which a classical particle can acquire unbounded energy from collisions with a heavy moving wall. This phenomenon was originally proposed by Enrico Fermi in 1949 as a possible explanation of the origin of the large energies of the cosmic particles. His original model was then modified and considered under different approaches and using many versions. Moreover, applications of FA have been of a large broad interest in many different fields of science including plasma physics, astrophysics, atomic physics, optics, and time-dependent billiard problems and they are useful for controlling chaos in Engineering and dynamical systems exhibiting chaos (both conservative and dissipative chaos). We intend to publish in this special issue papers reporting research on time-dependent billiards. The topic includes both conservative and dissipative dynamics. Papers discussing dynamical properties, statistical and mathematical results, stability investigation of the phase space structure, the phenomenon of Fermi acceleration, conditions for having suppression of Fermi acceleration, and computational and numerical methods for exploring these structures and applications are welcome.
To be acceptable for publication in the special issue of Mathematical Problems in Engineering, papers must make significant, original, and correct contributions to one or more of the topics above mentioned. Mathematical papers regarding the topics above are also welcome.
Authors should follow the Mathematical Problems in Engineering manuscript format described at http://www .hindawi.com/journals/mpe/. Prospective authors should submit an electronic copy of their complete manuscript through the journal Manuscript Tracking System at http:// mts.hindawi.com/ according to the following timetable:
Manuscript Due March 1, 2009 First Round of Reviews June 1, 2009 
