Ecophysiological models are increasingly used as research and decision support tools in agriculture, but it is often difficult to assess how suitable a model is for a particular application. Model evaluations usually involve bivariate linear regression between observed and simulated values, which assumes statistical independence among observed values. However, observed data often have dependencies if they originate from series of experiments or involve experiments using nested designs (e.g., with split plots). By representing experiments, cultivars, or other variables as factors, linear regression models can specify expected dependencies, permitting analyses that are statistically more rigorous and provide more insights into model performance. This study evaluated the Cropping System Model (CSM)-CROPGROSoybean model using regressions that included environment and cultivars as factors as well as continuous variables such as temperature or daylength. When applied to 28 data sets for soybean [Glycine max (L.) Merr.], representing 113 treatment combinations, the regressions showed that the model simulated days to anthesis and grain yield well for a wide range of environments. Differences among environments represented a larger portion of unexplained variation than did differences among cultivars. Further improvements thus might be sought in modeling crop response to environment rather than in representing cultivar differences, or alternatively, in characterizing soil profiles or daily weather rather than cultivars. A submodel for photosynthesis that scaled leaf-level values to canopy simulated grain yield more accurately than a simpler submodel. Multiple regressions provided much more information on model performance than simple bivariate comparisons. E COPHYSIOLOGICAL MODELS of crop species quantify and integrate hypotheses about how crops respond to the environment and specifically to different management scenarios and environmental conditions. These simulation models can provide explicit predictions of crop production and impacts on natural resources. They also can guide research on more fundamental questions such as how genetic alterations to partitioning affect crop growth or whether increased atmospheric CO 2 concentration will improve crop water and N use efficiency. Applications of crop simulation models include research on global warming (e.g., Mearns et al., 1999; Alexandrov and Hoogenboom, 2000; Jones and Thornton, 2003) , crop response to sowing dates (Egli and Bruening, 1992; Acosta-Gallegos and White, 1995) and irrigation (Hood et al., 1987) , characterizations of production experiments (Chapman et al., 2000) , regional targeting of technologies (Hartkamp et al., 2004) , plant breeding (White, 1998; Mavromatis et al., 2001 Mavromatis et al., , 2002 Banterng et al., 2004) and yield forecasting (Bannayan et al., 2003) .
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Increasingly, crop models are applied outside of the range of conditions for which they were developed and tested, especially in global change research, and new users may have little prior experience with underlying assumptions, features or limitations of the models. Model evaluation procedures can inform users of the likely accuracy of a given model as well as guide further experimental work and model revisions. Basic evaluations usually involve comparisons of observed vs. simulated data for variables like days to anthesis, grain yield, harvest index, and unit grain weight (e.g., Hoogenboom et al., 1997; Sau et al., 1999) . The correlations, slope, intercept, or allied indices (e.g., Willmott's d-statistic; Willmott, 1982) are underlain by bivariate linear regressions that assume that observations are statistically independent of one another (Mayer et al., 1994; Kleinbaum and Kupper, 1978) . When considering sets of observed data assembled from multiple locations or experiments with any type of nested (hierarchical) treatment structure, the assumption of independence of observed values is likely incorrect. Linear regression models, however, can be extended to incorporate information on treatment structures, especially those related to locations and cultivars. Such extensions are occasionally found in crop modeling literature (e.g., Hoogenboom et al., 1997) , but more often, researchers either ignore lack of dependence or resort to subdividing data sets, which sacrifices statistical power and makes it harder to interpret the overall results.
Residuals from regressions of observed vs. simulated data should always be inspected (Kleinbaum and Kupper, 1978) for underlying patterns. Besides problems of independence (e.g., evidenced by residuals clustering by experiments or treatments), residuals can be analyzed for relations with factors not considered in the simulation model (e.g., pest damage or lodging) or associations with specific environmental characteristics, which might suggest problems with input data or the simulation model (e.g., du Toit and du Toit, 2003) . Such relations also can be quantified with multiple regressions, providing a further example of the utility of regression analysis in model evaluation.
One may ask why validation procedures seldom consider independence among observations. One answer is that researchers have underestimated the biases that a lack of independence can introduce in evaluating simulations. A second reason is that when lack of independence manifests itself, the variation is viewed as a problem rather than as a pattern that can be analyzed, potentially providing further insights into model behavior. A third reason concerns whether regression and analysis of variance (ANOVA) are viewed as discrete forms of analysis. The dominant view is that regression quantifies relations among vectors of numeric data, while ANOVA compares treatment means by partitioning variances. The alternate perspective is that linear regression models can include combinations of continuous and discrete variables, while the ANOVA describes how variation is explained by the different independent variables in the linear model. These two perspectives are easily recognized in different books on statistical analysis (e.g., Gomez and Gomez, 1984 vs. Kleinbaum and Kupper, 1978) and in statistical packages. For the latter, one difference is in how data are represented. In the SAS package (SAS Institute, Cary, NC), all data exist as variates, and it is only in specifying a linear model that variables having discrete levels are identified with a Class statement. In contrast, GenStat (VSN International Ltd., Hemel Hempstead, Herts., UK) and the R Project (www.r-project.org) recognize two main data classes, vectors and factors. Factors have discrete levels, and may or may not have level identifiers. When a factor is used in a linear regression model, the software creates a set of contrasts corresponding to the factor levels. Thus, the two perspectives result in numerically identical results regardless of whether vectors or factors are considered.
Our objective is to investigate how linear regressions can be used to test the responses of models to environments, cultivars, or other variables. Besides comparisons of observed and simulated data, we also illustrate use of linear models to assess the influence of alternate explanatory variables and to compare different models. We emphasize that the procedures discussed are meant to stimulate critical thinking on how a given model performs. No procedure can provide conclusive proof that a model is valid.
MATERIALS AND METHODS Evaluation Data Sets
Twenty-eight sets of data from field experiments were obtained from the Decision Support Systems for Agrotechnology (DSSAT) Version 4 software package . Several of the data sets can also be obtained from the ICASA (International Consortium for Agricultural Systems Applications) Data Exchange (Bostick et al., 2004; www.ICASA. net) . The experiments included 17 cultivars (Table 1) grown under various management practices in 11 sites (Table 2) , providing 113 treatment combinations. Figure 1 summarizes temperature, solar radiation, daylength, and rainfall conditions during the experiments. Each data set included information on the soil profile, daily weather conditions during the growing season, and management practices for the experiment in question. Observed data considered were days to anthesis, grain yield (dry grain basis), and total aboveground biomass at harvest maturity (dry weight basis). Most of the data sets were used in the development and calibration of the CSM-CROPGRO-Soybean model , so the observed data do not represent a completely independent evaluation data set. However, regression is equally applicable to calibration and evaluation data.
Simulations Using CSM-CROPGRO-Soybean
All simulations were conducted with the CSM-CROPGROSoybean model Version 4.0.2.0 Hoogenboom et al., 2004) , which was developed from SOYGRO (Jones et al., 1989) and CROPGRO (Hoogenboom et al., 1992; Boote et al., 1998a) . Photosynthesis and phenology are described in separate routines that use hourly time steps. Carbohydrate partitioning, growth, and the water and N balances are simulated with daily steps. The hedgerow photosynthesis submodel, which is the default option and predicts leaf photosynthesis for sunlit and shaded leaves in a canopy (Boote and Pickering, 1994) , was used for most of the analyses, but a simpler canopy submodel (Boote et al., 1998b) was also tested to illustrate how models may be compared. The CSM-CROPGROSoybean simulates development by integrating phase-specific developmental rates over physiological time, which includes phase-specific temperature and photoperiod effects.
Simulations for individual experiments assumed field conditions and management as reported in the input files that specified experimental details for each experiment. Cultivarspecific parameters were used as provided with the soybean model in DSSAT V4. Full water and N balances, including symbiotic N fixation, were simulated (Godwin and Singh, 1998; Ritchie, 1998) . No effects of pests or weeds were considered, and it was assumed that the experiments were otherwise well managed. 
Regression Analysis
Linear regression models with ordinary least squares estimation were used to test the effects of independent variables. All regressions were conducted using the GLM procedure of SAS Version 8 (SAS Institute, Cary, NC, USA). For qualitative variables such as location and cultivar, the CLASS statement was used, which is equivalent to creating a set of dummy variables or orthogonal contrasts.
Each linear model was related to a specific proposition concerning performance of the simulation model, such as whether the simulations effectively accounted for variability due to location or genotype. In most cases, the proposition involved a comparison of sequential effects of independent variables, so the relevant tests were based on sequential changes in sums of squares using the residual sums of squares as the error term, remembering that it was the null hypothesis (H 0 ) that was being tested. This stated that there was no effect other than random variation for the factor or variates being tested. This perspective sometimes creates confusion. With large datasets, quite small effects can be significantly different from zero. Thus, it is much more important to consider the portion of the variation accounted for by the effect than the actual significance level. Unfortunately, there is no simple test of probability for assessing relative magnitudes of variances.
Examples of the linear models used are outlined below. The simplest case is the traditional comparison of vectors of an observed (y) vs. (x) simulated response, using a bivariate linear model,
where b 0 is the intercept, b 1 is the slope, and e is the error or residual component of the model. An effect of location, year, cultivar, or other factor is introduced using a variable z,
Since z has discrete levels, the statistical software creates contrasts to represent the factor levels. If the factor has n levels, the degrees of freedom (DF) associated with the effect of z will be n 2 1. Equation [2] is equivalent to fitting n lines with constant slope but different intercepts. The interaction of x and z is easily incorporated,
and is interpretable as a test for differences in slopes. The equation can include additional variates or factors, Reproduced from Agronomy Journal. Published by American Society of Agronomy. All copyrights reserved.
where x 2 is a second vector. Depending on the proposition being examined, a factor can be introduced before a vector. We emphasize that these are merely examples of equations that might be used. More extensive discussions are found in texts on regression analyses (e.g., Kleinbaum and Kupper, 1978; Maindonald and Braun, 2003) .
For the bivariate regressions (Eq.
[1]), various validation statistics are provided to facilitate interpretation. These include the mean absolute difference, root mean square error, slope, intercept, the square of the correlation coefficient (r 2 ), and Willmott's Index of Agreement or d-statistic (Willmott, 1982) . The d-statistic is calculated as,
where Y is the mean of the observed values. Similar to r 2 , it is scaled from 0 to 1 but unlike r 2 , the d-statistic is influenced by the bias between observed and simulated values and by the variation in the observed values.
RESULTS AND DISCUSSION Proposition 1: The Simulation Explains a Large Portion of the Observed Variation
The regressions for observed vs. simulated days to anthesis and grain yield (Eq. [1]) indicated that the simulation explains a large portion of the observed variation for both traits (Tables 3 and 4 ). The slopes had values near one, and the intercepts were small (Table 3) relative to the mean values of 49 d to anthesis and 2680 kg ha 21 grain yield. Proposition 1 seems reasonable, but inspection of plots of observed vs. simulated values (Fig. 2 ) indicated probable differences in how well responses were simulated in different locations. For example, simulated days to anthesis for Lugo was consistently later than observed values, while simulated values for Rocky Mount were often earlier than observed data. Thus, it would seem that the proposition is correct, but the caveat is required that there was evidence of lack of independence among observations.
Proposition 2: Once an Effect of the Simulation is Allowed For, the Effect of Environments is Small
One likely source of dependencies is due to differences among environments, assumed here to include combined effects of locations and growing seasons. Explicitly introducing an effect of environment in the linear regression can test whether there is an environment-related bias in the simulations. This is equivalent to saying that results from within an environment are more similar (less independent) than observations from different environments. Using Eq. [3], the bivariate model was extended by adding effects of environment and of the interaction of simulations and environments.
For days to anthesis, the mean effects of environment and the interaction were significant, representing about 9% of the model sums of squares (Table 4) . The simulation 3 environment effect was of similar magnitude for grain yield, but due to the larger error term, the interaction was nonsignificant. Taken together, the two regressions suggest that, while a large portion of variation (92% for anthesis and 83% for grain yield) was accounted for by the simulations, there are differences among the environments that were not simulated by the model. Proposition 2 appears reasonable, but depending on needs of future research or applications, the results support examining the bias across environments. With the data at hand, however, no information is provided as to whether the bias is due to problems with input data (e.g., errors in soil profile descriptions or daily weather data), representation of processes in the simulation model, or errors in the observed data.
Proposition 3: Once Effects of the Simulation and of Environments are Accounted for, the Effect of Genotype is Small
The appropriate test for effects of genotypes differs from that of environments because genotypes are usually chosen within environments. This implies a hierarchical structure, so the appropriate regression model describes the effect of cultivars as being nested within environments (Table 4) . No cultivar effect was found for days to anthesis, and the cultivar effect for grain yield represented only 5% of total model sums of squares (P , 0.001). Proposition 3 is therefore supported. Comparing this result to that for effects of environments (Proposition 2), the two propositions jointly suggest that more attention should be paid to improving simulation of differences among environments than of cultivar differences.
Proposition 4: Once Effects of the Simulation and of Environments are Accounted for, the Residual Effect of Temperature and Daylength are Negligible
In comparing observed vs. simulated data, the question arises as to whether the unexplained (residual) variation is associated with other explanatory variables. For crop models, one might seek relations with environmental variables like temperature or daylength, stress parameters such as indicators of water or N deficits, or other parameters produced from the simulations. Trends with residuals can evidence problems in the environmental data used as inputs, responses that are being simulated, or the observed data. The usual approach for Average temperature and daylengths were calculated for each treatment, considering vegetative and reproductive phases separately. Mean temperature, mean daylength, and their interaction were then tested as additional explanatory variables in the linear models. As examples, we describe results for temperature, daylength, and their interaction during the vegetative phase (Table 4 , Fig. 3, and Fig. 4 ). All three variables affected days to anthesis (Table 4) , but their combined effect accounted for less than 2% of sums of squares. Similarly, temperature and temperature 3 daylength effects were found for grain yield, but their combined effect was also less than 2% of sums of squares. Proposition 4 is supported. However, data for Elora (1977) and Lugo (1997) in the graphs of the residuals for days to anthesis vs. temperature and daylength (Fig. 3) suggest clustering of residuals by environment that merits further investigation. Graphs comparing residuals for grain yield with various factors did not evidence strong clustering (Fig. 4) .
Proposition 5: Effectiveness of the Simulation in Explaining Variation in Grain Yield is Mainly Because of Accurate Simulation of Time to Anthesis
In many production situations, grain yield increases with length of the growing season unless stresses constrain late-season growth. Thus, a simple, albeit pessimistic, proposition is that the variation in simulated yield is mainly attributable to accurate simulation of phenology. This was tested by first regressing observed grain yield against simulated days to anthesis, and then determining whether simulated grain yield accounted for a large portion of the remaining variation in observed yield (Table 4) . Anthesis date only accounted for 36% of the model sum of squares, so a large portion of the variation in yield that was accounted for by the simulation model was independent of simulated anthesis date. Proposition 5 is therefore rejected.
Proposition 6: The Version of the Simulation Model that Includes Leaf-Level Photosynthesis Explains More Variation in Growth and Yield than the Canopy Version
The more mechanistic leaf photosynthesis submodel, available as an option in CSM-CROPGRO, was expected to improve simulations of grain yield and biomass at maturity, especially if different row-spacings were used or water deficits were severe enough to limit canopy development. For grain yield, the comparison of the simulations from the two submodels revealed that the leaf submodel accounted for an additional 8% of sum of squares (Table 4 ; P , 0.001). For biomass at maturity, however, the leaf submodel explained less than 1% of the variation (Table 4 ; not significant, NS), indicating no improvement in biomass prediction. Because biomass was often not measured or not reported, only 78 values of biomass at maturity were available vs. 113 for grain yield. Thus, a partial explanation for the contrasting results for grain yield and biomass may be that the biomass data represented too small a subset of the experiments with yield data. An additional explanation is that biomass at maturity may have a higher measurement error than yield due to smaller sample (plot) sizes, uncertainty over inclusion of senesced tissue, differences in drying regimes, or other familiar problems of field research. The role of measurement error could be assessed if observed data were provided with respective standard errors or as data from individual replicates. Proposition 6 is supported for grain yield, but not for final biomass. Since there is a benefit in simulated grain yield and no apparent drawback for biomass, use of the leaf-level submodel appears justified.
Proposition 7: The Simulation Model Performs Similarly for High-and Low-Yielding Situations
Simulation models often are developed and calibrated using data from environmental conditions or management practices that vary more than those expected for commercial production. This raises the concern that while performance of a model may appear satisfactory when tested under this wide range, model performance may differ for high-or low-yielding situations. By introducing a variable characterizing observations as coming from high-yield (here defined as observed grain yield $2500 kg ha 21 ) or low-yield (observed grain yield ,2500 kg ha 21 ) situations, regressions can test for an interaction of yield level with the simulations.
For days to anthesis, the direct effect of yield level ( Table 4 ) simply confirmed that a long vegetative phase is associated with higher grain yields, as noted in Proposition 5. For grain yield, the large effect of yield level simply is a consequence of the data being partitioned into the two yield levels. The key issues in assessing Proposition 7 are whether the simulation still explains a large portion of variation, indicating that the model predicts variation within each group, and whether the interaction of yield level with simulation is large enough to suggest a model bias related to yield level.
Simulation per se still explained an important portion of variation for days to anthesis and grain yield (Table 4) . Days to anthesis did show an interaction with yield level (P , 0.001), but the portion of variation attributable to the interaction was less than 3% of that attributable to the simulation (Table 4) . Overall, the results support Proposition 7, suggesting that CSM-CROPGRO will perform similarly for both high-and 
Further Considerations on Use of Regression Models
Extension of bivariate regressions to include factors and additional variates can provide valuable insights on model performance. However, the approach should not be applied mechanically without understanding potential limitations. Foremost is that a strong effect in a regression model does not automatically indicate a causal relation. Care is also needed in assuring that the correct variables are considered, that possible nesting is accounted for, and that the variables are introduced in the most meaningful order.
As illustrated in Proposition 6, multiple regressions also can bring more rigor to comparisons of models, including model options or versions. The approach offers a partial solution to the problem of determining whether a new model truly improves prediction. This issue is often raised in discussions of parsimony and the merits of simple vs. complex models (Monteith, 1996; Gauch, 2003) . We emphasize, however, that regression tests can be abused by using them in an exploratory fashion to find the combinations of model parameters or equations that result in an apparently significant improvement. The preferred approach is to use other criteria for goodness of fit such as root mean square error to identify the best new model and only use the regression-based test with an independent set of validation data.
The strength of any conclusions supported by regressions will increase with the quality, quantity, and representativeness of the observed data. Data quality relates to basic issues such as experimental design, plot size, sampling strategy, and protocols for processing samples, but for simulation models, it also involves the thoroughness with which growing conditions and crop management are described and can be accurately quantified.
Determining whether a model explains essentially all of the variation that is not readily attributable to error requires having an independent estimate of error. Such an estimate is provided by the residual error from the individual trials once all replicate and treatment effects have been removed. If the regression residual variance is not significantly different from the mean experimental variance (testable with a simple F test), then one can conclude that the simulation model explained the variance to a reasonable level with no effects left to explain. The null hypotheses, H 0 , thus becomes ''there are no factors or variates that would explain the regression residual''. Rejecting H 0 implies that there still is residual variation that should be explainable.
Regression analyses are sensitive to the number of data points considered, and due to the lack of orthogonality and balance among treatments, an especially large number of observations are desirable. We suggest that the 108 observations available for days to anthesis in this soybean data set approached the viable lowerlimit for multiple regressions of this type, but a more rigorous analysis of sample size is justified.
Various procedures can improve the robustness of linear regression analysis. The R Project package has tools to facilitate graphical inspection of residuals and detection of values that have a large influence (leverage) on the regression (Maindonald and Braun, 2003) . If experimental error is thought to vary substantially for different experiments or main treatments within an experiment, weighted-least squares analysis may be used (Kleinbaum and Kupper, 1978) . Transformations can be used to stabilize the variance of the observed variable.
The question of whether the available data represent the application domain of interest is often neglected in evaluating models. Ideally, the selection of locations and treatments should match the application domain. The tests of Proposition 7 on model performance by yield level provided a simple example of how simulations can be analyzed according to specific characteristics. The same approach could be applied for specific management conditions (e.g., atmospheric CO 2 concentrations), cultivar types (e.g., determinate vs. indeterminate), or even genetic loci (e.g., the E loci that affect flowering time in soybean). Another interesting opportunity is to strengthen evaluations by conducting special experiments to link data sets through common set of cultivars or other treatments. This might involve assembling data from previous multilocation trials or conducting specially designed model evaluation trials.
CONCLUSIONS
The use of multiple regressions allowed for the testing of diverse hypotheses that relate to model performance. Explicitly testing for effects of locations, cultivars, management, or specific environmental factors can help researchers understand the relative strengths and weaknesses of a model or different models. Similarly, the approach is useful for investigating whether changes in a model improve the predictive power of the model relative to previous versions.
However, performing these analyses requires having access to large numbers of treatments 3 environment combinations. Soybean data on experimental conditions and observed crop responses were available in the DSSAT Version 4.0 format , which partially implements standards developed by the ICASA (Hunt et al., 2001) . Use of such standards should help promote wider and more effective sharing of data. A sample program using the standard DSSAT output files as data sources for the statistical analysis program SAS Version 8 (SAS Institute, Cary, NC, USA) is available from the first author.
