Generation of dense electron-hole plasmas in silicon with intense 100-fs laser pulses is studied by timeresolved measurements of the optical reflectivity at 625 nm. For fluences F between 10 mJ/cm 2 ϽF Ͻ400 mJ/cm 2 , plasma generation is dominated by strong two-photon absorption, and possibly higher-order nonlinearities, which lead to very steep spatial carrier distributions. The maximum carrier densities at the sample surface are in excess of 10 22 cm Ϫ3 , and therefore, the reflectivity shows a mainly Drude-like freecarrier response. Within the Drude model, limits for the optical effective mass and the damping time are determined.
I. INTRODUCTION
The properties of optically excited electron-hole plasmas in semiconductors have been extensively studied during the past two decades. 1 The availability of femtosecond laser pulses has led to an enormous progress, because the electronic properties of semiconductors are determined by the basic relaxation processes of the free carriers, which occur in the subpicosecond time domain. In most cases, the experimental work was limited to carrier densities below 10 20 cm Ϫ3 . Work on electron-hole plasmas of higher density has been done in connection with the investigation of nanosecond and picosecond laser-induced phase transitions in solid materials. Starting with the discovery of laser annealing 2 of crystal damage in ion-implanted semiconductors at the end of the 1970s and the attempts by Van Vechten et al. 3 to explain these processes by the so-called plasma model, there was a controversial debate 4 about the mechanisms of melting by short laser pulses. This stimulated a great deal of experimental [5] [6] [7] [8] [9] [10] and theoretical [11] [12] [13] [14] work on the properties of laser excited e-h plasmas up to the 10 21 -cm Ϫ3 range. Meanwhile, it was generally accepted 15 that for pulse durations down to a few picoseconds the phase transformation is a rapid thermal process, due to the fast energy exchange between the optically excited electronic subsystem and the lattice.
The situation is quite different when much shorter laser pulses are used. Time-resolved optical experiments on femtosecond excited silicon, [16] [17] [18] gallium arsenide, 18-21 indium antimonide, 22 and carbon 23 gave strong evidence that the transition to the disordered liquid phase is possible on a subpicosecond time scale, too fast to be explained by thermal processes. Based on Van Vechten and co-workers' idea 3, 24 of plasma-induced softening of the crystal lattice, a number of theoretical studies [25] [26] [27] [28] [29] investigated nonthermal melting in semiconductors. These studies set a lower density limit of approximately 10 22 cm Ϫ3 for the proposed lattice instability. However, only few experiments [30] [31] [32] [33] directly addressed this density range. The experimental verification of densities in excess of 10 22 cm Ϫ3 , and a thorough understanding of the properties of such dense e-h plasmas, is still lacking.
In a recent paper 18 we presented a detailed investigation of femtosecond laser-induced melting in silicon and gallium arsenide by means of time-resolved measurements of the optical reflectivity and the reflected second harmonic. These experiments provided changes of the linear optical constants and of the second-order nonlinear optical susceptibility. Our data suggest a simple two-step model of the laser-induced phase transition. This model distinguishes between an excitation stage and a transition stage. While Ref. 18 emphasized the melting process during the transition stage, the present paper will focus on the excitation stage. We have investigated in detail the carrier generation processes and the plasma properties in silicon at very early times before melting occurs. The paper is organized as follows. In Sec. II we briefly describe the experimental setup. Based on results from previous work on low-density e-h plasmas, Sec. III discusses the expected laser-induced changes of the optical properties. In Sec. IV we describe and analyze the experimental data. As the main result, a lower limit of the density of the e-h plasma as a function of excitation fluence is derived, giving quantitative evidence for e-h densities in excess of 10 22 cm Ϫ3 . A summary and some conclusions concerning the relevance of the results in the context of femtosecond laser induced melting are presented in Sec. V.
II. EXPERIMENT
To investigate the generation and the properties of dense electron-hole plasmas in silicon, time-resolved measurements of the reflectivity have been performed on single-crystalline, 34 optically polished samples. We applied standard femtosecond pump-probe techniques using 100-fs light pulses at 625 nm provided by a 10-Hz-amplified colliding-pulse, passively mode-locked dye-laser ͑rhodamine6G/DODCI͒. The s-polarized pump beam struck the sample surface at an angle of incidence of 30°; the probe beam was p polarized with an angle of incidence of 49°. The probe was focused to the central part of the excited area to minimize the effects of spatial averaging. The silicon wafers were raster scanned during the measurements by a steppermotor-driven two-axis translation stage in order to ensure that each pump pulse strikes a fresh, unexcited area on the sample surface.
For each laser shot the energy of the pump and the probe beam and the reflectivity were measured by calibrated p-i-n photodiodes. Great care was taken to measure the excitation fluence precisely. We used a diode array in a reference plane representing a replica of the target surface to control the spatial intensity distribution of the pump beam on the sample. During the experimental runs the diode array was replaced by a suitable pinhole followed by an additional photodiode. The pinhole represents that part of the excited area which is actually interrogated by the probe beam. Due to small pulse-to-pulse variations of the beam profile of the focused pump beam and variations of the spatial overlap between pump and probe, the local pump fluence turned out to be a much better energy reference than the total pump energy. By this technique the scattering of the measured reflectivity data could be significantly reduced.
The fluence of the excitation pulse was varied from below 0.01 J/cm 2 up to 0.4 J/cm 2 with the help of a half-wave plate in conjunction with an optical polarizer. The highest fluence corresponds to approximately 2.5 times the melting threshold of 0.17 J/cm 2 . The fluence of the probe pulse was kept at a level of about a few hundred J/cm 2 , well below the single-shot melting threshold.
III. OPTICAL PROPERTIES OF STRONGLY EXCITED SILICON
This section discusses the electronic structure of strongly excited silicon, and the expected changes of the optical properties. We are dealing with electron-hole densities around 10 22 cm Ϫ3 . The temperature of the plasma could be roughly estimated from the effective excess energy of the electronhole pairs, which is greater than the single-photon excess energy ប 0 ϪE gap . As we show later, this is due to the strong two-photon 32, 33 and free-carrier contributions to the overall absorption of the pump pulse. The initial distribution of the excited e-h pairs thermalizes very rapidly within a few tens of femtoseconds 35, 36 due to ultrafast carrier-carrier scattering. Thus the initial carrier temperature should be above 10 4 K, making the plasma nondegenerate even at these high densities. 37 To deduce some basic guidelines concerning the expected changes of the optical properties, we extrapolate the results of previous low-excitation work to the density and temperature regimes encountered in this study. Three physical effects are responsible for changes of the linear optical properties of a semiconductor: ͑i͒ state and band filling, 39, 40 ͑ii͒ renormalization of the band structure, 41 and ͑iii͒ the free-carrier response. For simplicity we assume first that each mechanism contributes separately to the dielectric constant ⑀* of the excited material: Band-structure renormalization describes changes of the single-particle energy of the carriers due to many-body interactions in the excited plasma. Often these changes are treated as a rigid shift of the band structure resulting in a shrinkage of the energy gap (⌬E gap ) which is proportional to the cubic root of the density. 41, 43, 44 Deviations from the simple cubic root law are expected due to the temperature dependence of ⌬E gap , 45 and additional high density contributions described by Kim and co-workers. 46 Neglecting the latter effects the changes of the optical properties can be estimated within the rigid band shift model from a corresponding shift of the optical spectra: 33 ⌬⑀ bgs ϭ⑀ g ͑ បϩ⌬E gap ͒Ϫ⑀ g ͑ ប ͒. ͑3͒
C. Free-carrier response
The changes of the optical constants caused by the response of the free carriers can be described by the Drude model 47 The optical mass in silicon is known only for low-density, relaxed plasmas, where the carriers occupy states near the band edges. Using common definitions for the mobility effective masses 48 and tabulated values for the different mass parameters in silicon, 50 a value of m opt * ϭ0.15 is found. Considering again the high density and high temperature of the e-h plasma with carriers far from the band edges, the assumption of a constant mass parameter is questionable, because of the nonparabolicity of the bands. Under these conditions the optical mass in Eq. ͑3͒ must be calculated as an average over all occupied states, 51 which again requires a knowledge of the carrier distribution functions; m opt * will become in principle a density-and temperature-dependent quantity.
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Similar restrictions apply for the Drude damping time D which also becomes density and temperature dependent. 52, 53 At low densities the current relaxation is determined by carrier-phonon collisions (1/ D Ϸ10 13 s Ϫ1 ). For higher densities carrier-carrier collisions, in which the total momentum, but not the current, is conserved, are thought to be responsible for the high damping rates (1/ D Ϸ10 15 s Ϫ1 ) observed in previous high-density experiments. 5, 31 Although no detailed experimental data exist on the density and temperature dependences of the Drude parameters, it will be shown in Sec. IV that the changes of the optical properties are dominated by the response of the free carriers at the high densities we are dealing with in this work.
D. Optical constants and reflectivity
Summarizing the discussion of the last paragraphs the following expression for the dielectric function of an optically excited semiconductor can be derived:
We will use this equation to analyze in more detail the expected changes of the reflectivity and the importance of the different contributions. For simplicity we assume a temperature-independent gap shrinkage and constant values for the optical mass and the damping time. For the last two parameters we choose m opt * ϭ0.18 and D ϭ1 fs ͑see experimental data͒. In Fig. 1 the p-polarized reflectivity of silicon for ϭ625 nm at an angle of incidence of 49°is plotted as a function of the carrier density.
The dotted curve represents the combined contributions due to state and band filling and band-gap renormalization according to the first part of Eq. ͑5͒. Due to the opposite sign of the two effects the change in reflectivity is relatively small. The dashed curve shows the reflectivity derived from a pure Drude model ͓the free-carrier response alone; see Eq. ͑4͔͒. Very briefly, the main reflectivity features of the pure Drude model are the decrease at lower densities and a drastic increase at higher densities. The reflectivity minimum corresponds to the density where the real part of ⑀* is equal to 1. The reflectivity increases when the electron-hole density exceeds the critical density N cr which corresponds to Re(⑀*) ϭ0 ͓also called the plasma resonance: P ϷͱRe(⑀ g )͔.
With the given optical constants and the chosen Drude parameters (m opt * ϭ0.18, D ϭ1 fs) the value of the critical density is N cr ϭ8.7ϫ10 21 cm Ϫ3 . The value of the reflectivity at the minimum and the slope of the rising part are determined by the magnitude of the imaginary part of ⑀*, which depends ͑in the pure Drude model͒ only on the damping constant. The inset of Fig. 1 shows the minimum reflectivity as function of the Drude damping time D . For a strongly damped plasma ( D Ӷ1) the minimum reflectivity stays close to the value of the unperturbed solid; for a weakly damped plasma ( D ӷ1), it approaches zero.
The solid curve represents the reflectivity calculated with the total dielectric function given in Eq. ͑5͒. The principal shape of this curve is very similar to the pure Drude model. This demonstrates that, especially at higher densities, free carriers dominate the optical response. Only for densities well below the critical density may the positive contribution resulting from gap shrinkage be stronger. Other differences between the dashed and solid curves are a slight increase of the critical density ͓caused by the increase of Re(⑀*) due to gap shrinkage͔ and an increased reflectivity value at the minimum ͓due to the increase of Im(⑀*)͔. Nevertheless, it is important to note that under high-density conditions the pure Drude model alone may be sufficient to interpret experimental reflectivity data: ͑i͒ The relation between carrier density and laser fluence is usually unknown. This relation determines position and slope of the plasma resonance ͑as a function of fluence͒. ͑ii͒ An increased damping constant can account for the changes of the minimum reflectivity.
IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section we describe the investigation of plasma generation and plasma properties in femtosecond photoexcited silicon. Experimentally, we measure the optical reflectivity of the probe pulse as a function of the pump pulse fluence. Such reflectivity data for four different delay times between pump and probe are shown in Fig. 2 . Each data point represents the measured reflectivity of a single laser pulse. Due to the procedure described above of measuring the pump fluence on the actually probed portion of the excited area, no averaging of the data is necessary to obtain a high accuracy.
A. Melting dynamics
The results shown in Fig. 2 extend over a proximately 2.5ϫF m . Although here we do not discuss in detail the solid-liquid phase transition ͑for details see, e.g., Refs. 18 and 21͒, it may be useful to give a brief description of the melting dynamics and the corresponding reflectivity changes. Upon melting, a drastic increase of the reflectivity due to the transformation from the semiconducting solid phase to the metallic liquid is expected ͑Fig. 2: dotted line R sol , dashed line R liq ), in agreement with the general behavior of the measured curves. From a closer inspection of the data, different fluence regimes could be distinguished.
For fluences below F m only relatively small changes of the reflectivity are observed. In this fluence regime the measured signals at early times are determined by the creation and relaxation of an electron-hole plasma, and, after approximately 1 ps, by the time evolution of the lattice temperature. We define the melting threshold as the lowest pump fluence for which the observed reflectivity rise equals the expected reflectivity of solid silicon at the equilibrium melting temperature of 1685°K. 54 Such a definition with reference to thermal melting is justified, because this reflectivity rise occurs rather slowly in tens of picoseconds ͑Fig. 2, ⌬t ϭ70 ps).
For fluences above F m , melting must be taken into account. For gallium arsenide, it has been shown 18, 56 that two different regimes of femtosecond laser-induced melting exist. In the vicinity of the melting threshold the solid-liquid phase transition is a slow, thermal process occurring on a 10-100 ps time scale. For higher fluences the experimental data show melting on a subpicosecond time scale. In this fluence regime melting is due to the plasma-induced lattice instability discussed in the introduction. The behavior observed on silicon is very similar ͑compare Fig. 2 , ⌬t ϭ650 fs and ⌬tϭ70 ps).
It should be noted, however, that a clear distinction between the highly excited solid phase and the molten phase is quite difficult. 18 For example, the shape of the reflectivity curves measured at ⌬tϭ150 and 650 fs is in both cases in agreement with the behavior expected from the Drude model ͑Fig. 1͒. Nevertheless, the large increase of reflectivity observed for higher fluences at ⌬tϭ650 fs occurs significantly after the pulse, and is related to the phase transition. As we have shown previously, 18 there is only a small time window just after the excitation pulse in which the strongly excited state of the solid phase can be studied. The following analysis will focus on the reflectivity data measured at very early times, e.g., ⌬tϭ150 fs. At ⌬tϭ150 fs creation of the e-h plasma is complete, but for most of the fluence range under investigation there is not enough time for relaxation of the plasma or melting. Only at the highest fluences shown here will the reflectivity be influenced by the very fast onset of nonthermal melting. 18 Therefore, the main conclusions of the analysis presented in the next sections are based on the reflectivity behavior at lower fluences ͑up to Ϸ300 mJ/cm 2 ).
B. Plasma generation and plasma density
As mentioned above, the reflectivity curves observed at early delay times follow the behavior expected from the Drude model. This shows that the free carriers dominate the optical response of the excited material, in agreement with the analysis presented in Sec. IV A. Before the Drude model is used to analyze our reflectivity data at ⌬tϭ150 fs, we will briefly discuss the absorption of light in solid silicon. The absorption processes determine the density, the temperature, and the spatial profile of the excited carrier plasma. In silicon, electron-hole pairs are created by linear and by twophoton absorption ͑TPA͒. 32 Neglecting recombination and diffusion during and shortly after excitation, carrier generation can be described by the following differential equations for the carrier density and the pump intensity:
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Here z denotes the spatial coordinate perpendicular to the surface. ␣ 0 and ␤ describe linear and two-photon interband absorption, and intraband free-carrier absorption is included via a space-and time-dependent coefficient ␣ f cr . Assuming a Gaussian pulse shape I 0 e Ϫ(t/t 0 ) 2 , the density equation can be integrated in time. To calculate the fraction of the incident laser-pulse energy which is coupled into the material, we neglect changes of the reflectivity R during the pump pulse. This is justified by the reflectivity curve for ⌬tϭ0 fs in Fig.  2 , which shows only slight changes of R as a function of fluence. 57 Using F 0 ϭͱt 0 I 0 the following result is obtained for the carrier density at the sample surface as a function of the excitation fluence F 0 ͑Ref. 32͒:
Introducing the optical effective mass m opt * on both sides of this equation, and dividing by F 0 , gives
While the right-hand side of Eq. ͑9͒ represents a simple linear function in F 0 , the quantity on the left can be inferred from the measured data. By applying the Drude model, the damping time D can be determined from the minimum reflectivity R min . The observed value of R min ϭ13.5% yields D Ϸ0.5 fs. Knowing D , the plasma density or, more precisely, the ratio N e-h /m opt * , can be calculated from the measured reflectivity. The result is depicted in Fig. 3 , where the experimentally determined ratio N e-h /(m opt * F 0 ) is plotted as a function of excitation fluence at ⌬tϭ150 fs. The data follow the expected linear dependence up to fluences of about 180 mJ/cm 2 ͑solid curve: linear fit to the data; the dotted curve will be discussed below͒. With the help of Eq. ͑9͒, the parameters of the linear fit function can be used to extract the optical effective mass m opt * ͑intersection with ordinate͒ and the TPA coefficient ␤ ͑slope͒. This yields m opt * ϭ(0.18 Ϯ 0,02 0,04 ), in rather close agreement with the known value for low-density plasmas in silicon. A value of ␤ϭ(50Ϯ10) cm/GW, somewhat higher than in previous studies, 32, 33 is deduced. It must be concluded that in silicon TPA makes the dominant contribution to plasma generation: At the melting threshold of 170 mJ/cm 2 , TPA is approximately one order of magnitude stronger than linear interband absorption ͓␣ 0 ϭ3.42ϫ10 3 cm Ϫ1 , 42 and ␤(1ϪR)I 0 Ϸ3ϫ10 4 cm Ϫ1 ]. Equation ͑9͒ can finally be used to infer from the measured data the absolute electron-hole densities. The result is shown by the data points in Fig. 4 . The threshold density for nonthermal melting is approximately 10 22 cm Ϫ3 . This limit is marked by the dashed line. The measured data clearly show that this density threshold is exceeded.
C. Spatial effects and model calculations
The dominance of TPA in the carrier generation process has important consequences. First, the excess energy of the created carriers and thus the plasma temperature is significantly increased. Second, the effective absorption length is much shorter than the linear absorption length (1/␣ 0 Ϸ2 m). Therefore, TPA leads to very steep spatial carrier distributions. Under these conditions, the Fresnel formulas, which assume an optically homogeneous medium, are no longer properly describing the reflectivity. Instead, the distributed response of the spatial profile of the optical constants must be taken into account.
To obtain an estimate on the influence of the spatial variation of the optical properties on the measured reflectivity data, we performed numerical calculations based on Eqs. ͑6͒ and ͑7͒, using the experimentally determined parameters (␤,m opt * ). Changes of the optical absorption are included via a space-and time-dependent dielectric function according to Eq. ͑5͒. As a result, the spatial carrier distributions as a function of time are obtained. As an example Fig. 5 shows the spatial carrier distributions 150 fs after the pump pulse for three selected pump fluences. The steepening of the carrier profiles with increasing fluence is evident. At 25 mJ/cm 2 the distribution is still exponential, although already with a decreased absorption depth due to TPA. At higher fluences the distributions develop a nonexponential shape with a drastically reduced effective absorption depth below 100 nm.
In a second step we used these carrier profiles to calculate the reflectivity of the probe pulse. To account for the spatial variation of the optical constants, we employed the matrix algorithm 58 of thin-film optics, which divides the profile into thin slices of constant optical properties. In this description, the distributed response is due to multiple interference at a large number of layers.
The reflectivity of a spatially nonhomogeneous e-h plasma still looks like a Drude response similar to Fig. 1 . 8, 30 Comparing with a homogeneous plasma, the main difference is a flattening of the structures associated with the plasma resonance: ͑1͒ the minimum reflectivity value is raised, and ͑2͒ the slope of the reflectivity rise for higher densities is decreased. Qualitatively speaking, the spatial inhomogeneity has a similar effect as an increased damping ͑lower D ).
The latter point is demonstrated by Fig. 6 , which shows the measured reflectivity data at ⌬tϭ150 fs from Fig. 2 on an expanded scale. The dashed curve represents the reflectivity calculated from the results of our simulations using the Fresnel formula, where the spatial variation of the optical properties is ignored. It is assumed that the plasma density is constant, and corresponds to the maximum density at the sample surface as obtained from the simulation. The solid curve uses the same numerical results as before, but takes into account the spatial carrier profile. Both models provide a good approximation to the measured reflectivity up to fluences of about 180 mJ/cm 2 . While the homogeneous description fails at higher excitation, a much better fit is obtained with the inhomogeneous model. For the homogeneous model, a shorter damping D ϭ0.5 fs is necessary, whereas for the inhomogeneous model we have D ϭ1.1 fs. In the density calculations the latter value was used to determine ␣ f cr in order to maintain self-consistency between the density-and the reflectivity-calculations.
The conclusions drawn from Fig. 6 justify the use of a homogeneous model ͑Fresnel formula͒ in the analysis of our reflectivity data for fluences below 180 mJ/cm 2 . It is sufficient to adjust the damping constant to account for the spatial variation of the e-h density. This explains why below 180 mJ/cm 2 , Eq. ͑9͒, which was derived for the carrier density at the sample surface, gives such a good approximation of the measured data. Moreover, it becomes quite clear why there are deviations from the linear dependence in Fig. 3 at higher fluences. These deviations are not due to changes of material parameters ͑i.e., ␤ or m opt * ), but could be naturally explained by the increasing influence of the steep carrier distributions and the failure of the homogeneous reflectivity model. This is also evidenced by the dash-dotted curve in Fig. 3 . This curve has been derived from the simulated reflectivity ͑solid curve in Fig. 6͒ by applying the same procedure that was used to obtain N e-h /(m opt * F) from the experimental reflectivity data ͑open circles in Fig. 3͒ . The dashdotted curve reproduces quite well the deviation from the expected linear behavior at higher fluences, demonstrating the increasing importance of the spatial inhomogeneity of the carrier distributions.
It is necessary to make some comments on the influence of band-gap-shrinkage and state and band filling on the results of our calculations. These effects should lead to an increase of both the real and imaginary parts of the dielectric function with carrier density and thus with fluence F. The increase of the imaginary part affects the determination of ␤ (␣ becomes an increasing function in F). Therefore, the analysis based on Eq. ͑9͒ and a pure Drude model ͑in conjunction with the Fresnel formula͒ tends to overestimate ␤. This overestimate is partially canceled by the increase of the real part of the dielectric function, because it shifts the plasma resonance to higher densities. The value of ␤ used in the simulation including all effects ͑state and band filling, band-gap shrinkage͒ is therefore only slightly smaller ͑45 cm/GW͒ than the value of 50 cm/GW directly obtained from the data. A pure but inhomogeneous Drude-model gives a similar good approximation of our reflectivity data with ␤ ϭ50 cm/GW. The differences are within the experimental errors.
The spatial variation of the carrier density also influences the determination of the absolute carrier density shown in Fig. 4 . The data points correspond to the directly determined density using a homogeneous reflectivity model ͑Fresnel formula͒. Such a description underestimates the carrier density at the sample surface. The solid line is taken from our simulations used to fit the measured reflectivity, and should be closer to the true maximum carrier density at the surface.
D. Drude parameter
It is quite remarkable that the Drude model with constant parameters m opt * and D provides such a good approximation of the measured reflectivity. As discussed in Sec. III C, it is expected that the optical mass increases with carrier density. 12, 13 An increase of m opt * should lead to a strong deviation from the observed linear behavior of N e-h /(m opt * F 0 ).
Using the results of our simulations in conjunction with a density-dependent optical mass, 13 the dotted curve in Fig. 3 is calculated from Eq. ͑9͒. It is obvious that this curve cannot describe the data. To be consistent with the data, an increasing optical mass would require additional carrier generation mechanisms at high carrier densities. For example, ␤ should double for electron-hole densities around 10 22 cm Ϫ3 . Such an increase is unlikely, not only because of state-filling effects which bleach two-photon transitions between the valence and conduction bands. Moreover, from the measured dispersion of ␤, 33 it is expected that the TPA coefficient should also decrease due to band-gap shrinkage. Another possibility might be impact ionization due to the high plasma temperature, but it is difficult to assess the importance of this effect. To obtain a reasonable estimate of the rate of impact ionization it is necessary to know how the Coulomb interaction between the carriers is screened at high densities. Unfortunately, no experimental data are available for highdensity plasmas, and different theoretical viewpoints can be found in the literature. 11, 59 A simple static screening model 11 suggests that impact ionization should be negligible. On the other hand, assuming an unscreened interaction, the impact ionization rate would become comparable to the TPA rate at higher excitation levels. Therefore, the experimentally obtained electron-hole densities shown in Fig. 4 must be regarded as a lower limit.
As mentioned before, the experimentally determined Drude damping time of approximately 1 fs is in agreement with both previous high-density experiments 5, 31 and theoretical predictions. 52, 53 The theoretical studies showed that at high densities electron-hole collisions are responsible for the rather strong damping. In this theoretical work, it has been recognized that the value of D ϭ0.3 fs, which was obtained by Hulin et al. 31 from the analysis of self-reflectivity data, is too high, even for e-h scattering. Based on the results presented here we propose an explanation of this discrepancy. In Ref. 31 an inhomogeneous model for carrier generation and reflectivity was used, but two-photon absorption was neglected. For a self-reflectivity measurement the influence of TPA is twofold. TPA creates much steeper carrier distributions than linear and free-carrier absorption alone. Neglecting TPA must then be compensated for by an increased freecarrier absorption, e.g., stronger damping. At ⌬tϭ0 an additional effect occurs due to the transient increase of the imaginary part of the dielectric function caused by TPA. Again, an apparently higher value of the damping constant is deduced, if the reflectivity data are interpreted without TPA.
V. SUMMARY AND CONCLUSIONS
In summary, we have presented a detailed study of the generation and the properties of extremely dense electronhole plasmas in femtosecond photoexcited silicon. The measured time-resolved reflectivity data can be explained by the Drude-like optical response of the free-carrier plasma, in agreement with simple theoretical considerations. State and band filling and also band-gap shrinkage are of minor importance only.
Based on a careful analysis of the reflectivity data, a lower limit for the plasma density as a function of excitation fluence was determined. The maximum densities were found to be in excess of 10 22 cm Ϫ3 , which corresponds to approximately 10% of the total valence-band population. Although a number of studies gave evidence that such high carrier concentrations are created, quantitative values could not be obtained, because of the uncertainties of other physical parameters involved.
Using a simple but surprisingly successful Drude description, we were able to determine important quantities to understand carrier generation in silicon and the optical properties of dense electron-hole plasmas. Within the Drude model an effective two-photon absorption coefficient of ␤ϭ50 Ϯ10 cm/GW, an optical mass of m opt * ϭ0.18, and a Drude damping time of D ϭ1.1 fs were determined. Free-carrier generation in silicon at higher intensity is therefore dominated by nonlinear absorption. The observed damping time of approximately 1 fs is in agreement with theoretical predictions. An apparently constant value for the optical mass up to very high densities seems to indicate that additional carrier generation mechanisms become important at high fluences.
Moreover, it was demonstrated that the spatial variation of the carrier density and of the optical properties, caused by strong two-photon and free-carrier absorption, must be taken into account. Otherwise, misinterpretation of the experimental data and a drastic underestimate of the carrier density at higher fluences will occur.
Finally, we would like to comment on the relevance of our results in the context of nonthermal laser-induced melting of semiconductors. It is generally accepted that such nonthermal mechanisms are only important above a certain level of electronic excitation of the material: As mentioned in Sec. I, theoretical work [25] [26] [27] [28] [29] has set a lower e-h density limit of approximately 10 22 cm Ϫ3 . To our knowledge, Fig. 4 represents the first explicit quantitative determination of electronhole densities well in excess of this threshold value. Therefore, the careful characterization of the properties of the strongly excited solid quantitatively supports the models of a plasma-induced lattice instability as an explanation for disordering and melting on a subpicosecond time scale.
