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Abstract—Ghost imaging via sparsity constraint
(GISC) can recover objects from the intensity fluctu-
ation of light fields even when the sampling rate is
far below the Nyquist sampling rate. In this paper,
we develop an efficient algorithm called the precon-
ditioned multiple orthogonal least squares (PmOLS)
for solving the GISC reconstruction problem. Our
analysis shows that the PmOLS algorithm perfectly
recovers any n-dimensional K-sparse signal from m
random linear samples of the signal with probability
exceeding 1− 3n2e−cm/K2 . Simulations and experiments
demonstrate that the proposed algorithm has very
competitive imaging quality compared to the state-of-
the-art methods.
Index Terms—Ghost imaging (GI), sparsity, com-
pressive sensing (CS), preconditioning, multiple or-
thogonal least squares (mOLS).
I. Introduction
A. Ghost Imaging via Sparsity Constraint
AS a novel imaging technique, ghost imaging (GI)extracts objects by exploiting the intensity fluctu-
ation characteristics of light fields, which has received
considerable attention in the last few decades [1]–[4]. In
a nutshell, GI consists of two major processes: i) sampling
and ii) reconstruction. In the sampling process, objects are
encoded by the random intensity fluctuation of light fields.
Whereas in the reconstruction process, objects are decoded
from the second-order correlation of intensity fluctuation.
Applications of GI include Lidar staring imaging [5],
single-shot multi-spectral imaging [6], X-ray Fourier trans-
form diffraction imaging [3], etc.
Although the GI technique has demonstrated advan-
tages in complex imaging environments [7], its imaging
capacity is fundamentally limited to the number of sam-
ples. In general, more samples of objects lead to better
imaging quality. However, a large number of samples is
often associated with a high acquisition cost, which in turn
limits the practical applications of GI. Recently, therefore,
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much effort has been devoted to improve the imaging
quality of GI based on the given number of samples; See,
for examples, the differential GI (DGI) [7], normalized GI
(NGI) [8], and pseudo-inverse for GI (PGI) [9]. While these
methods have achieved more or less improvement of the
imaging quality, they are still demanding in the number
of samples.
Inspired by the prevalent compressive sensing (CS)
theory [10]–[12], which exploits sparsity of the imaging
objects, GI via sparsity constraints (GISC) has recently
been proposed [13]. In general, the reconstruction problem
of GISC is given by
min
x
‖x‖0 subject to y0 = Ψx, (1)
where y0 ∈ Rm is the sampling signals measured by a
bucket detector, x ∈ Rn represents the object, which is
typically K-sparse (i.e, ‖x‖0 ≤ K where ‖ · ‖0 denotes
the `0-norm), and Ψ ∈ Rm×n is the sampling matrix
consisting of the light intensity recorded by a pixelated
detector (Ψij ≥ 0, ∀i, j). The key advantage of the GISC
technique lies in that it works even when the sampling rate
is far below the Nyquist sampling rate [14], [15]. Owing to
this advantage, GISC has greatly promoted the industrial
applications of GI, such as the super-resolution imag-
ing [13], three-dimensional (3-D) computational imaging
with single-pixel detectors [16] and single-shot spectral
camera [17].
B. Preconditioning
There has been much evidence that the imaging quality
of GISC depends heavily on the property of the sampling
matrix. In particular, GISC produces faithful imaging
quality when the sampling matrix has sufficiently small
mutual coherence, which is defined as [10]
µ(Ψ) = max
1≤i<j≤n
|〈ψi, ψj〉|
‖ψi‖2‖ψj‖2 , (2)
where ‖ · ‖2 is the `2-norm and ψi denotes the i-th column
of the sampling matrix Ψ. For a given imaging system,
however, the mutual coherence µ(Ψ) of the sampling
matrix is physically determined and could be expensive
or hard to reduce in hardware. Thus, much attention
has been focused on refining µ(Ψ) via post processing.
Typically, by multiplying a pre-designed matrix P to the
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Figure 1. The empirical running time of different preconditioning
methods as a function of sampling rate.
sampling signals y0, problem (1) can be converted to
min
x
‖x‖0 subject to Py0 = PΨx. (3)
We would like the new sampling matrix PΨ to have
smaller mutual coherence than Ψ does, so that the un-
derlying signal x could be reconstructed from Py0 with
hopefully better quality. In numerical linear algebra, the
method of multiplying a pre-designed matrix to the sam-
ples y0 so as to improve the recovery quality of vector x
is often referred to as preconditioning [18], where matrix
P is called the preconditioner.
In CS, there have been many studies on preconditioning.
For example, Elad [19] proposed a shrinkage operation
on the off-diagonal entries of the Gram matrix of PΨ to
refine its average mutual coherence. Duarte-Carvajalino
et al. [20] suggested a matrix optimization method to
optimize the preconditioner P for the given sampling
matrix Ψ, which makes the Gram matrix of PΨ approach
an identity matrix. Based on the frame theory, Tsiligianni
et al. [21] iteratively constructed the matrix PΨ towards
a unit norm tight frame (UNTF). While these precon-
ditioning methods have achieved much improvement on
the reconstruction quality, they have limitations in both
theory and practice. To be specific, the preconditioners
of these methods are all obtained in an iterative fashion,
which may be computationally involved in practice. More-
over, the iterations unavoidably bring in difficulties to the
theoretical analyses of the preconditioners. To date, little
has been known about the theoretical guarantees of these
existing preconditioning methods [19]–[21].
In this paper, we propose an efficient preconditioning
method called the pseudo-inverse preconditioning (PIP)
to refine the mutual coherence of sampling matrices. We
consider the typical setting of GISC where down-sampling
is used (i.e., m < n). Our preconditioner P is literally the
pseudo-inverse matrix of the original sampling matrix Ψ,
P := ΨT
(
ΨΨT
)−1
. (4)
In the following, we summarize the advantages of the
proposed PIP method in two aspects.
i) Speed: The empirical running time of different pre-
conditioning methods as a function of sampling rate
is plotted in Fig. 1. In our simulation, we consider
random Gaussian sampling matrices with n = 256
and entries drawn i.i.d. from Gaussian distribution
N (0, 1/m) for various sampling rates. For all the
aforementioned preconditioning methods, the running
time was measured using the MATLAB program
under the 2-core 2.6GHz 64-bit processor, 256Gb
RAM and Windows Server 2012 R2 environments.
For comparative purpose, the number of iterations
for these iterative methods [19]–[21] is uniformly set
to ten. It can be observed that the proposed PIP
method is computationally much more efficient than
the iterative ones. In particular, the running time of
PIP is less than 10% of the other methods for the
whole region of sampling rate.
ii) Performance guarantee: In the CS literature, ran-
dom Gaussian sampling matrices have been exten-
sively studied as they often lead to promising recov-
ery performance as well as elegant guarantees (see,
e.g., [10], [11]). In this paper, we also consider the
random Gaussian sampling matrices to study the
effectiveness of the proposed PIP method. In partic-
ular, our analysis shows that the mutual coherence
µ(PΨ) of the preconditioned sampling matrix is well
bounded with high probability. To the best of our
knowledge, this result is the first theoretical guarantee
on preconditioning.
C. Reconstruction Methods for Solving GISC
While preconditioning methods are useful for improving
the recovery quality of signals, the performance of GISC
also depends on the reconstruction method. Generally
speaking, most of the algorithms currently used for solv-
ing the GISC problem are derived from CS, which can
be roughly grouped into two categories: i) those relying
on optimization and ii) those using greedy search. The
optimization-based approaches replace the `0-norm with
`1-norm and translate the non-convex problem in (1) into
a convex problem:
min
x
‖x‖1 subject to y0 = Ψx, (5)
which is known as basis pursuit (BP) [22]. In the second
category, greedy algorithms have received considerable at-
tention due to their computational simplicity and compet-
itive performance. Representative methods include orthog-
onal matching pursuit (OMP) [23]–[28] and orthogonal
least squares (OLS) [30]–[32]. They sequentially construct
3the support (i.e., the positions of nonzero elements) of
sparse signals to minimize the representation distance to
the samples y0.
As a natural extension of the OLS algorithm, mul-
tiple orthogonal least squares (mOLS) [33] selects mul-
tiple indices at a time corresponding to the s (≥ 1)
largest correlation magnitudes between the residual and
the columns of sampling matrix. Thanks to the selection of
multiple correct indices per iteration, the mOLS algorithm
often converges much faster than the conventional OLS
algorithm. While a massive reduction of the computation
burden is achieved, the mOLS algorithm nevertheless
generates promising reconstruction performance [33]. In-
terested readers are referred to [33] for more details about
the mOLS algorithm.
In this paper, we propose a preconditioned mOLS
(PmOLS) algorithm for solving the GISC reconstruction
problem. Basically, the PmOLS algorithm can be viewed
as the mOLS algorithm with inputs being the precondi-
tioned sampling matrix and preconditioned samples; See
Algorithm 1 for a mathematical description of PmOLS.
Particularly, we would like the preconditioned sampling
matrix to have better mutual coherence property so that
the PmOLS algorithm could reconstruct sparse signals
with higher quality. Theoretical analysis shows that the
PmOLS algorithm exactly solves the GISC problem with
probability exceeding
1− 3n2e−cm/K2 .
Therefore, the choice of m ≥ cK2 log(n/) is sufficient to
ensure the success probability exceeding 1− .
D. Organization
The rest of this paper is organized as follows. In Sec-
tion II, we introduce some notations, definitions and lem-
mas that will be used in this paper. In Section III, we in-
troduce the PmOLS algorithm and analyze its theoretical
performance in solving the GISC problem. In Section IV,
we study the simulation and experimental performance of
the PmOLS algorithm. In Section V, we discuss several in-
teresting issues raised from our analysis and experiments.
Concluding remarks are given in Section VI.
II. Preliminaries
A. Notations and Definitions
We first briefly explain some notations that will used
throughout this paper. Let Ω = {1, 2, · · · , n} and let T =
supp(x) = {i|i ∈ Ω, xi 6= 0} denote the support of vector
x. For S ⊆ Ω, |S| is the cardinality of S. T\S = {i|i ∈
T but i /∈ S}. xS ∈ R|S| is the restriction of the vector
x to the elements with indices in S. ΦS ∈ Rm×|S| is a
submatrix of Φ that only contains columns indexed by S.
If ΦS is full column rank, then Φ†S = (ΦTSΦS)−1ΦTS is the
pseudoinverse of ΦS . span(ΦS) is the span of columns in
ΦS . PS = ΦSΦ†S is the projection onto span(ΦS). P⊥S =
I− PS is the projection onto the orthogonal complement
of span(ΦS) where I is the identity matrix.
Algorithm 1 The PmOLS Algorithm
Input: sampling matrix Ψ ∈ Rm×n, samples y0 ∈ Rm,
sparsity K, residual tolerant tol and number of indices
in each selection s ≤ min{K, mK }.
Output: estimated support set Tˆ and estimated signal xˆ.
1: function PmOLS(Ψ,y0,K, tol, s)
2: Initialization:
3: preconditioner P← ΨT (ΨΨT )−1;
4: preconditioned samples y← Py0;
5: preconditioned sampling matrix Φ← PΨ;
6: iteration count k ← 0;
7: estimated support S0 ← ∅;
8: residual r0 ← y.
9: while ‖rk‖2 > tol and k < min{K, mK } do
10: k = k + 1.
11: Select Sk = Sk−1∪arg min
S:|S|=s
∑
i∈S ‖P⊥Sk−1∪{i}y‖22;
12: Estimate xk = arg min
u:supp(u)=Sk
‖y−Φu‖2;
13: Update rk = y−Φxk.
14: end while
15: return estimated support Tˆ = arg min
S:|S|=K
‖xk−xkS‖2,
estimated signal xˆ obeying xˆΩ\Tˆ = 0 and xˆTˆ = Φ
†
Tˆ
y.
16: end function
Definition 1. (Restricted isometry property (RIP) [11])
A matrix Φ is said to satisfy the RIP of order K if there
exists a constant δ ∈ [0, 1) such that
(1− δ)‖x‖22 ≤ ‖Φx‖22 ≤ (1 + δ)‖x‖22 (6)
for all K-sparse vectors x. Specifically, the minimum of all
constants δ’s satisfying (6) is called the isometry constant
and denoted as δK .
The RIP characterizes how close the matrix Φ behalves
like an identity matrix, which has been popularly used for
the analyses of CS reconstruction algorithms [11], [12].
Definition 2. (Tight Frame [34]) A family F = {fi}i∈Ω
in a Hilbert space H is called a frame if there exist two
constants 0 < α ≤ β <∞ obeying the following condition,
α‖f‖22 ≤
∑
i∈Ω
|〈f , fi〉|2 ≤ β‖f‖22, ∀f ∈ Rm, (7)
where α and β are called frame bounds. α-tight frame is a
frame whose bounds are equal, namely α = β. Specially, a
tight frame with α = 1 is called a Parseval tight frame.
B. Lemmas
The following lemmas are useful for our analysis.
Lemma 1. (Singular values of random Gaussian matri-
ces) Given m,n ∈ N with m ≤ n and let Ψ ∈ Rm×n be a
Gaussian random matrix with entries ϕi,j
i.i.d∼ N (0, 1/m).
Let σ1(Ψ) ≥ · · · ≥ σm(Ψ) be the singular values of Ψ.
Then, for any constant ε ≥ 0,
Pr
{
σ1(Ψ) ≥
√
n/m+ 1 + ε
} ≤ e−mε2/2, (8a)
Pr
{
σm(Ψ) ≤
√
n/m− 1− ε} ≤ e−mε2/2. (8b)
4It is worth mentioning that the concentration inequali-
ties in Lemma 1 can be easily derived from [11, Section 3],
as they differs only in the variance of Gaussian entries.
Specifically, the entries of Ψ in Lemma 1 are drawn i.i.d.
from N (0, 1/m), while those in [11, Section 3] are i.i.d.
from N (0, 1/n). See Appendix A for more details.
Lemma 2. (Tail bound for random Gaussian matrix [35])
Given m,n ∈ N with m ≤ n and let Ψ ∈ Rm×n be a random
Gaussian matrix with entries ϕi,j
i.i.d∼ (0, 1/m). Then for
any constant η ∈ (0, 1), the mutual coherence of Ψ satisfies
Pr {µ(Ψ) ≥ η} ≤ n(n− 1)(e−mη2/(16+4η) + e−m/16). (9)
Lemma 3. (Generalized Wielandt inequality [36]) Let A ∈
Rn×n be a positive-definite matrix with eigenvalues λ1 ≥
· · · ≥ λn and eigenvectors x1, · · · ,xn of unit length. Let
u,v ∈ Rn be nonzero vectors and ϕ := |〈u,v〉|‖u‖2‖v‖2 . Then,∣∣uTAv∣∣2≤(λ1 − λn + (λ1 + λn)ϕ
λ1 + λn + (λ1 − λn)ϕ
)2
uTAuvTAv. (10)
In particular, the equality holds if and only if either the
vectors u and v are collinear or of the following form:{
u = ‖u‖2 (s1
√
1 + ϕx1 + s2
√
1− ϕxn) /
√
2,
v = ‖v‖2 (s1
√
1 + ϕx1 − s2
√
1− ϕxn) s3/
√
2,
(11)
where s1, s2 and s3 take values from {1,−1}.
Lemma 4. (Consequences of the RIP [37], [43]]) Let S ⊆
Ω and let Φ be a matrix satisfying the RIP with isometry
constant δ|S| < 1. Then for any vector u ∈ R|S|,
δ|S| ≤ (|S| − 1)µ, (12a)
‖u‖2
1 + δ|S|
≤ ‖(ΦTSΦS)−1u‖2 ≤
‖u‖2
1− δ|S| , (12b)
(1− δ|S|)‖u‖2 ≤ ‖ΦTSΦSu‖2 ≤ (1 + δ|S|)‖u‖2, (12c)
(1− δ|S|)
∥∥(Φ†S)Tu∥∥22 ≤ ‖u‖22 ≤ (1 + δ|S|)∥∥(Φ†S)Tu∥∥22. (12d)
Lemma 5. (Norm inequality [38]) For matrices A,B ∈
Rm×n and u ∈ Rm, it is satisfied that∣∣‖A‖2 − ‖B‖2∣∣ ≤ ‖A + B‖2 ≤ ‖A‖2 + ‖B‖2, (13a)
‖u‖1√
m
≤ ‖u‖2 ≤
√
m‖u‖max, (13b)
where ‖u‖max = maxi |ui|.
Lemma 6. For two disjoint sets I1, I2 ⊂ Ω and ΦI1 ,ΦI2 ,
which are two subsets of matrix Φ ∈ Rm×n, it holds that
‖ΦTI1ΦI2‖2 ≤
√
|I1|·|I2|µ(Φ). (14)
Proof: We have
‖ΦTI1ΦI2‖2 ≤
√
|I1||I2|‖ΦTI1ΦI2‖max
=
√
|I1||I2|µ ([ΦI1ΦI2 ])
≤
√
|I1||I2|µ(Φ), (15)
which is the desired result.
Lemma 7. ([32, Lemma 3]) Suppose that S ⊂ Ω and let
Φ have unit l2-norm columns and satisfy the RIP of order
|S|+ 1. Then, for any i ∈ {1, 2, · · · , n}\S,
‖P⊥S φi‖2 ≥
√
1− δ2|S|+1. (16)
The lower bound for ‖P⊥S φi‖2 has also been shown to
be sharp in [32].
III. The PmOLS Algorithm
In this section, we theoretically study the performance
of PmOLS. As shown in Algorithm 1, the PmOLS algo-
rithm consists of two main parts: i) preconditioning and ii)
signal reconstruction. Specifically, the first part uses the
PIP method to reduce the mutual coherence of sampling
matrix, while the second part employs the conventional
mOLS algorithm [33] to reconstruct sparse signals.
A. The PIP Method
The key idea of the PIP method is to multiply a
preconditioner P ∈ Rn×m to the sampling matrix Ψ so
as to make the matrix PΨ approach an identity matrix:
P = arg min
P
‖PΨ− I‖F , (17)
where ‖ · ‖F denotes the Frobenius norm and I ∈ Rn×n is
an identity matrix. The solution of problem (17) is given
in the following proposition.
Proposition 1. Let U and V be the left- and right-
singular matrices of Ψ ∈ Rm×n, respectively, and let
σ1, · · · , σr be the nonzero singular values of Ψ in descend-
ing order. Then, the solution to (17) can be given by
P =

ΨT
(
ΨΨT
)−1
r = m,(
ΨTΨ
)−1 ΨT . r = n,
Vdiag
([
1/σ1, · · ·, 1/σr︸ ︷︷ ︸
r
, 0,· · ·, 0︸ ︷︷ ︸
n−r
])
UT r < min{m,n}.
(18)
Moreover,
PΨ = Vdiag
(
[1, · · · , 1︸ ︷︷ ︸
r
, 0, · · · , 0︸ ︷︷ ︸
n−r
]
)
VT . (19)
Proof: See Appendix B.
This proposition provides closed-form solutions to (17)
pertaining to three cases. To analyze the PIP method,
however, we are interested in the case of m < n, which is
a typical down-sampling of GISC. The following theorem
characterizes the mutual coherence of the preconditioned
sampling matrix via PIP.
Theorem 1. Let Ψ ∈ Rm×n be a random Gaussian
matrix with m < n and entries ϕij
i.i.d∼ N (0, 1/m) and
P := ΨT (ΨΨT )−1 be the preconditioner of the PIP
method. Also, let µ(PΨ) be the mutual coherence of matrix
PΨ. Then, for any constant η ∈ (0, 1), we have
Pr(µ(PΨ) ≤ η) ≥ 1− 3n2e−mη2/72. (20)
Proof: See Appendix C.
5One can interpret from Theorem 1 that the probability
in the right-hand side of (20) increases monotonically
with the problem dimension. Recently, it has brought
to our attention that under the down-sampling setting,
generalized alternating projection (GAP) [39], [40] implied
a similar strategy as the one posted in Proposition 1.
Nevertheless, our method is more general as it covers
all possible ranks of sampling matrices. Moreover, we
establish a probabilistic guarantee for our method, for
which there is no counterpart in the GAP studies.
B. The mOLS Algorithm
For notational simplicity, denote y := Py0 and Φ :=
PΨ, which we call the preconditioned samples and the
preconditioned sampling matrix, respectively. Then, the
system model can be rewritten as
y = Φx. (21)
In the signal reconstruction step, the mOLS algorithm
solves problem (3) in an iterative manner. Specifically, in
the (k + 1)-th iteration (k ≥ 0), it adds s indices to the
previously selected index set Sk to obtain
Sk+1 = Sk ∪ arg min
S:|S|=s
∑
i∈S
∥∥P⊥Sk∪{i}rk∥∥2. (22)
The vestige lying in the subspace spanned by the columns
of ΦSk+1 is then eliminated from y, yielding the residual
vector rk+1 for the (k + 1)-th iteration. Put formally,
rk+1 = y−Φxk+1
= y−ΦSk+1Φ†Sk+1y
= y− PSk+1y = P⊥Sk+1y, (23)
where the second equality is because
(xk+1)Sk+1 = Φ†Sk+1y and (x
k+1)Ω\Sk+1 = 0. (24)
The expression of the residual rk+1 will play an important
role in our analysis in Appendix D.
As mentioned in [33], the straightforward implementa-
tion of (22) is computationally prohibited as it computes
and sorts the elements in {‖P⊥Sk∪{i}y‖2}i∈Ω\Sk to find
out the smallest s ones, which involves n − sk orthogo-
nal projections (i.e., P⊥Sk∪{i},∀i ∈ Ω\Sk). Nevertheless,
following [41], a more efficient way for solving (22) is
Sk+1 = Sk ∪ arg max
S:|S|=s
∑
i∈S
∣∣〈φi, rk〉∣∣∥∥P⊥Skφi∥∥2 , (25)
which is much simpler than (22) as it requires only the
projection operator P⊥Sk .
Moreover, from the property of orthogonal complement
projector (i.e., P⊥Sk = (P⊥Sk)T = (P⊥Sk)2), the correlation
term
∣∣〈φi, rk〉∣∣ in the right-hand side of (25) satisfies∣∣〈φi, rk〉∣∣ (23)= ∣∣〈φi,P⊥Sky〉∣∣
=
∣∣〈φi, (P⊥Sk)2y〉∣∣
=
∣∣〈φi, (P⊥Sk)TP⊥Sky〉∣∣
=
∣∣〈P⊥Skφi,P⊥Sky〉∣∣
=
∣∣〈P⊥Skφi, rk〉∣∣ . (26)
Thus, one can rewritten (25) as
Sk+1 = Sk ∪ arg max
S:|S|=L
∑
i∈S
∣∣∣∣〈 P⊥Skφi‖P⊥Skφi‖2 , rk
〉∣∣∣∣, (27)
which implies that the behavior of mOLS is un-changed
whether the sampling matrix is normalized or not.
The following theorem gives a recovery condition for the
mOLS algorithm to perfectly recover any K-sparse signal.
Theorem 2. Consider the mOLS algorithm with selection
parameter s. Let Φ ∈ Rm×n be a sampling matrix with
unit `2-norm columns. Then, mOLS exactly recovers any
vector x from its samples y = Φx if the mutual coherence
of matrix Φ satisfies
µ(Φ) < 12sK − 2s+ 1 . (28)
Proof: See Appendix D.
The mOLS algorithm reduces to the conventional OLS
algorithm when s = 1 and the recovery condition becomes
µ(Φ) < 12K − 1 , (29)
which matches the recovery condition of OLS proposed
in [31]. One can notice from (28) that the recovery condi-
tion becomes more restrictive as the parameter s increases.
This in turn implies that the sparsity range of signals that
is guaranteed to be recovered via mOLS narrows down as
s goes large. On the other hand, a larger s may acceler-
ate the convergence rate of the algorithm. Therefore, an
appropriate choice of s to trade off the convergence rate
and recovery guarantee of the mOLS algorithm is of vital
importance; See more discussions in [33].
C. Exact Recovery via PmOLS
Thus far, we have discussed the performance guaran-
tees of PIP and mOLS in Theorem 1 and Theorem 2,
respectively. By relating these two theorems, we obtain
the recovery condition for the PmOLS algorithm.
Theorem 3. Consider the PmOLS algorithm with selec-
tion parameter s. Let Ψ ∈ Rm×n be a random Gaussian
sampling matrix with m < n and entries ϕij
i.i.d∼ N (0, 1/m)
and P := ΨT (ΨΨT )−1 be the preconditioner of the PIP
method. Then, PmOLS perfectly recovers any K-sparse
vector x from the preconditioned samples y = PΨx with
probability exceeding
1− 3n2e−m/[72(2Ks−2s+1)2]. (30)
Proof: See Appendix E.
Clearly Theorem 3 implies that the choice of
m ≥ cK2 log(n/) (31)
is sufficient to ensure the success probability of PmOLS
exceeding 1 − . We would like to point out that the
suggested sampling complexity in (31) cannot be funda-
mentally improved. Specifically, it has been shown in [32]
6that OLS (i.e., the mOLS algorithm with s = 1) may fail
to recover some K-sparse signal under
δK+1 =
1√
K + 14
. (32)
For m× n random Gaussian matrices with entries drawn
i.i.d. from Gaussian distribution N (0, 1/m), if one wishes
to ensure the above RIP condition with high probability,
then it requires at least [11]
m ≥ cK2 log(n/K), (33)
which remains a gap to the result in (31). Whether it is
possible to bridge this gap is an interesting open question.
The suggested bound in (31) is closely related to [42],
where it is shown that OMP can exactly recover a given
K-sparse n-dimensional from its
m ≥ cK log(n/) (34)
random Gaussian samples with probability 1 − . The
difference in the sampling complexity is due to that (34)
is derived for the recovery of a given sparse signal (i.e., a
sparse signal with the fixed support); Whereas, our result
in (31) holds uniformly for all K-sparse signals.
IV. Simulation and Experimental Results
A. Simulation Results
In this section, in order to evaluate the empirical per-
formance of the PmOLS algorithm, we carry out nu-
merical simulations. The first simulation aims to show
how effective the PIP method is in reducing the mutual
coherence of sampling matrices. To the end, we perform
500 independent trials to compare the mutual coherence
of sampling matrices before and after preconditioning.
In each trial, we construct an m × n random Gaussian
matrix Ψ with entries drawn i.i.d. from Gaussian distribu-
tion N (0, 1/m), where we fix n = 256 and let the sampling
rate vary from 5% to one. For each sampling rate m/n, we
compute the mutual coherence of the original sampling
matrix Ψ and that of the preconditioned sampling ma-
trix PΨ, respectively. By averaging the values over 500
independent trials, we plot the results as a function of
sampling rate in Fig. 2(a). It can be observed that for
both matrices Ψ and PΨ, the mutual coherence decreases
as the sampling rate increases. In particular, the mutual
coherence of PΨ is uniformly better than that of Ψ
and the gap between them increases with the sampling
rate, which clearly demonstrates the effectiveness of the
proposed PIP method.
In the second part of our simulations, we empirically
compare the recovery performance of the PmOLS algo-
rithm with other approaches. We follow the simulation
strategy in [43], which evaluates the effectiveness of re-
covery algorithms by checking the empirical frequency of
exact reconstruction of sparse signals. In particular, by
comparing the maximum sparsity level, i.e., the critical
sparsity [43] at which exact reconstruction of sparse signals
is always guaranteed, the recovery performance of different
approaches can be empirically compared. We consider
random Gaussian matrices of size 128 × 256 with entries
drawn i.i.d. from Gaussian distribution N (0, 1/128). Also,
we consider three types of signals to be recovered: i) sparse
Gaussian signals, ii) sparse pulse amplitude modulation
(PAM) signals and iii) sparse two-valued signals, whose
nonzero elements are drawn independently from N (0, 1),
{±1,±3} and {0, 255}, respectively, and their support
indices are chosen at random.
For comparative purpose, the following representative
approaches are included in our simulation:
• BP [22];
• OMP [23];
• PreOMP, i.e., the OMP algorithm preconditioned by
Tsiligianni et al. [21];
• mOLS [33], where the selection parameter s is chosen
from {3, 5} because s ≤ min{K, mK };
• PmOLS, where s ∈ {3, 5}.
Fig. 2(b)–2(d) shows the performance comparison of
different approaches for the recovery of sparse Gaussian
signals, sparse PAM signal and sparse two-valued signals,
respectively. Overall, it can be observed that for all three
types of signals under test, the critical sparsity of the
PmOLS algorithm is uniformly higher than those of OMP,
PreOMP and mOLS. Even when compared with BP,
PmOLS still exhibits very competitive performance.
B. Experimental Results
In this section, we perform imaging experiments to
evaluate the performance of PmOLS. In our experiments,
we consider the typical GISC system and compare the
imaging quality of PmOLS with other methods. The op-
tical setup of GISC is specified in Fig. 3. A light-emitting
diode (LED) with wavelength λ = 532nm is used as
the light source. Through the Ko¨hler illumination lens,
the light beam generated from LED is projected on the
digital micromirror device (DMD). The DMD consists of
1024 × 786 pixels, each of which has size 13um × 13um.
Only 252 × 252 pixels located at the center of the DMD
are used to generate the designed pattern, because the
light intensity is more evenly distributed in this area. After
being modulated by the designed pattern of the DMD, the
light beam is projected on the object through an emission
lens, whose magnification is 2.7. The light signal reflected
from the object is collected and recorded on a bucket
detector by a conventional imaging lens.
In our experiments, we consider three types of objects: i)
digit “3”, ii) digit “7” and iii) “Tai-chi” of size 9mm×9mm,
which are digitized as images of 28 × 28 pixels and de-
noted as X. Also, we consider random Gaussian matrices
Ψ of n = 784 columns, whose entries are drawn i.i.d.
from Gaussian distribution N (0, 1/m). Each row of Ψ is
reshaped into 28 × 28 two-dimension (2-D) image as a
designed pattern. Since these pattern matrices may have
negative entries, which cannot be imported into the DMD
directly, we employ an operation called “non-negative
lifting”. To be specific, by adding a positive constant c0
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Figure 2. Simulation results: (a) mutual coherence as a function of sampling rate; (b)–(d) Frequency of exact recovery of three types of
sparse signals as a function of K for the random Gaussian sampling matrix.
to each entry of these pattern matrices, we lift them to be
non-negative ones. Then, the detected signal on the bucket
detector is the component-wise product of the pattern
matrices and the digitized images to be retrieved. Put
formally, the lifted sampling matrix becomes Ψ0 = Ψ+C0,
where C0 ∈ Rm×n>0 has all entries being c0’s. The detected
signal on the bucket detector is given by
y0 = Ψ0x. (35)
In GI, the object’s information is retrieved from the
fluctuations y0 − 〈y0〉 and Ψ0 − 〈Ψ0〉, where the vector
〈y0〉 has entries of the same value being the mean value of
the entries in y, while each column of 〈Ψ0〉 has identical
entries that equal to the mean value of the column of Ψ0.
Specifically, the object x is recovered by correlating the
intensity fluctuations of light fields, namely
xˆ = (Ψ0 − 〈Ψ0〉)T (y0 − 〈y0〉). (36)
Some modified versions of GI, such as DGI [7] and PGI [9],
suggest modifications on the correlation in (36) to im-
8Figure 3. System diagram of GISC based on the digital micromirror
device (DMD).
prove the imaging quality. Our experiments include GI,
DGI [7], PGI [9], mOLS [33], gradient projection for sparse
reconstruction (GPSR) [44] and BP [22]. Fig. 4 shows
the imaging results of those approaches under different
sampling rates, where the number of samples is labeled
in the leftmost column, while the ground truth is placed
in the right-most column. It can be observed that for
all objects under test, the PmOLS algorithm outperforms
other methods in the imaging quality.
Moreover, to quantitatively evaluate the imaging qual-
ity of PmOLS, we employ the peak signal-to-noise ratio
(PSNR) as the performance metric, which is defined as
PSNR := 20 log10
 255√
MSE(Xˆ,X)
 , (37)
where MSE(Xˆ,X) denotes the mean squared error be-
tween the reconstructed image Xˆ and ground truth X,
MSE(Xˆ,X) := 128× 28
28∑
i=1
28∑
j=1
(Xˆi,j −Xi,j)2. (38)
A larger PSNR usually implies better reconstruction qual-
ity of images. The PNSR of recovered images (in dB) via
different approaches are given in Table I. Overall, it can be
observed that the experimental results well match those
in our numerical simulations. In particular, the PmOLS
algorithm performs comparably to BP and outperforms
all the other approaches. Also, it can be observed that
PmOLS improves the PSNR of reconstructed images by
1dB or so over that of the classic mOLS algorithm, which
clearly demonstrates the advantage of our PIP method.
V. DISCUSSION
In this section, we shall discuss some issues that arise
from our analysis, simulation and experimental results.
A. Related to Frame Theory
The PIP method can be understood from the frame
perspective. The theory of frame was first introduced
by Duffin and Schaeffer [45] in the early 1950’s and
has evolved into a state-of-the-art signal processing tool
in recent decades. Specific types of tight frames are a
natural generalization of orthogonal bases in sparse and
redundant representations. Interestingly, it can be shown
that the preconditioned sampling matrix PΨ with P =
ΨT (ΨΨT )−1 is a Parseval tight frame. Specifically, PΨ
can be given by
PΨ (19)= Vdiag
(
[1, · · · , 1︸ ︷︷ ︸
m
, 0, · · · , 0︸ ︷︷ ︸
n−m
]
)
VT
=
[
Vm,Vm
] 1m×m 0m×(n−m)
0(n−m)×m 0(n−m)×(n−m)

VTm
VTm

= VmVTm, (39)
where Vm ∈ Rn×m and Vm ∈ Rn×(n−m) denote the
restrictions of matrix V to its first m columns and the
remaining n−m ones, respectively. Thus,
(PΨ)TPΨ = (VmVTm)TVmVTm = VmVTm. (40)
Since the nonzero eigenvalues of matrix VmVTm are all
ones, by the properties of tight frame [46] the precondi-
tioned sampling matrix PΨ is a Parseval tight frame.
B. What If We Precondition Ψ Twice?
So far, we have demonstrated from simulation results
that the mutual coherence of sampling matrices can be im-
proved via the proposed PIP method. A natural question is
that whether the mutual coherence can be further reduced
by preconditioning the matrices again. The following the-
orem aims to give a negative answer to this question.
Theorem 4. Let Ψ ∈ Rm×n be a sampling matrix with
m < n and let P be a preconditioner produced by PIP.
Then, the mutual coherence of the preconditioned sampling
matrix PΨ cannot be further reduced by applying the PIP
method again.
Proof: As show in (39), the preconditioned sampling
matrix via PIP is
PΨ = VmVTm. (41)
To see if the mutual coherence of matrix PΨ can be further
reduced, we apply the PIP method again. Since PΨ is
an n × n matrix of rank m (< n), by Proposition 1 the
preconditioner for PΨ can be given by
PPΨ = Vdiag
([
1
σ1(PΨ)
, · · · , 1
σm(PΨ)
, 0, · · · , 0︸ ︷︷ ︸
n−m
])
UT
(a)= VmVTm, (42)
where (a) is because PΨ = VmVTm so that its singular
values σi(PΨ), i = 1, · · · ,m, are all ones.
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Figure 4. Experimental results: the number of samples under test and the ground truth objects are shown in the leftmost and rightmost
column, respectively. The 2–7 columns in the middle are the reconstruction results for the GI, PGI, DGI, mOLS, BP and PmOLS approaches,
where different objects are imaged and compared in different rows.
Table I
Comparison of the PSNR results of three objects (in dB) imaged by different algorithms.
Object Sampling Size GI PGI [9] DGI [7] mOLS (s = 3) [33] GPSR [44] BP [22] PmOLS (s = 3)
digit “3” 360 20.48 20.66 20.67 21.32 21.82 22.59 22.84
digit “7” 420 20.18 20.33 20.38 21.77 21.37 22.40 22.83
“Tai-chi” 410 20.14 20.81 20.17 22.27 21.52 22.60 23.23
Therefore,
PPΨPΨ = VmVTmVmVTm = VmVTm = PΨ, (43)
which completes the proof.
C. Comparison of Preconditioning Methods
We empirically compare the performance of PIP with
existing methods, including Elad [19], Tsiligianni et al. [21]
and Duarte-Carvajalino et al. [20]. Fig. 5(a) shows the
comparison of mutual coherence of random Gaussian ma-
trices after applying different preconditioning methods.
It can be observed that for all testing methods except
Elad’s [19], the mutual coherence of preconditioned matri-
ces is uniformly better than the original Gaussian case. To
be specific, the proposed PIP method performs similarly
with the methods of Tsiligianni et al. [21] and Duarte-
Carvajalino et al. [20] in low sampling rates and performs
the best in the high sampling rates. Elad’s method [19]
is effective only when the sampling rate is below 0.4.
Moreover, the method of Tsiligianni et al. [21] works pretty
well in the low sampling rate region but degrades sharply
when the sampling rate goes beyond 0.8. This is perhaps
because this method utilizes the alternative projection
to solve a non-convex optimization problem, which may
not converge in some cases. Overall, we observe that the
proposed PIP method is competitive compared to the
existing methods.
D. Alternative to Non-negative Lifting
In our experimental section, we have employed a non-
negative lifting to cope with the non-negative constraint of
sampling matrices (i.e., Ψij ≥ 0,∀i, j). In the worst case,
however, this operation may severely affect the mutual
incoherence of sampling matrices, leading to potential risk
to the imaging quality. To deal with this issue, we provide
an alternative operation called non-negative subtraction.
The key idea is to use a non-negative matrix to sample the
input signal x, but use a different matrix (i.e., the original
sampling matrix Ψ) for the sequent reconstruction, which
can be realized in the following steps.
i) Since the sampling matrix Ψ (e.g., the random Gaus-
sian matrix considered in this paper) does not neces-
sarily have all non-negative entries, we decompose it
into a subtraction of two non-negative matrices:
Ψ = Ψ+ −Ψ−. (44)
For instance,
Ψ︷ ︸︸ ︷ 1 1 1
−1 −1 −1
=
Ψ+︷ ︸︸ ︷ 1 1 1
0 0 0
−
Ψ−︷ ︸︸ ︷ 0 0 0
1 1 1
 .
ii) The matrices Ψ+ and Ψ− are used to physically
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Figure 5. Simulation results: (a) Mutual coherence as a function of sampling rate; (b) MSE for recovering 50-sparse Gaussian signals.
acquire the samples of x as
 Ψ+
Ψ−

 x
 =
 y+
y−
 , (45)
iii) Using these samples, we obtain the desired samples:
y = y+ − y− = (Ψ+ −Ψ−)x (44)= Ψx, (46)
from which we can recover x.
The non-negative subtraction has theoretical advan-
tages over the non-negative lifting as it does not affect
the mutual coherence of Ψ, which is no doubt beneficial
to the image reconstruction. However, it should be pointed
out that this theoretical benefit is essentially at the cost of
acquiring double samples (i.e., y+ and y−). Considering
i) that the cost of acquiring more samples could be very
expensive in practice and ii) that these two operations
generally lead to very similar performance as confirmed
by our numerical simulations, we still suggest to use the
non-negative lifting in the experiments.
E. The Noisy Case
In practical GISC systems, the detection noise is un-
avoidable and may even be enlarged by preconditioning,
which in turn becomes detrimental to the signal recon-
struction. To address this issue, we propose a regular-
ization method to minimize the weighted sum of the
objectives:
min
P
‖PΨ− I‖F + λ‖P‖F , (47)
for some λ > 0 related to the level of detection noise. One
can show that this problem has a closed-form solution:
Pλ = ΨT
(
ΨΨT + λI
)−1
, (48)
which we call the modified PIP method.
To show the effectiveness of this solution, we empirically
test the MSE performance for the recovery of sparse
signals. In our simulation, we follow the simulation settings
in [33], in which the system model is given by
y0 = Ψx + v (49)
and the noise vector v has elements generated i.i.d. from
N (0, Km10−
SNR
10 ), where
SNR := 10 log10
‖Ψx‖22
‖v‖22
(50)
is the signal to noise rate (SNR). We consider the sampling
matrix Ψ ∈ R128×256 to have entries drawn i.i.d. from
N (0, 1128 ) and the input signal x to be 50-sparse and
have entries drawn i.i.d. from N (0, 1). In Fig. 5(b), the
MSE performance of the modified PmOLS is shown as a
function of SNR. The benchmark performance of PmOLS
is plotted as well. Clearly it can be observed that the MSE
of the modified PmOLS algorithm (i.e., the modified PIP
method followed by mOLS) is uniformly better than that
of PmOLS, especially at low SNR’s. Therefore, the modi-
fied PIP method can be used to improve the reconstruction
quality of sparse signals in the noisy scenario.
VI. CONCLUSION
In this paper, with an aim of obtaining faithful imaging
quality via GISC, we have proposed an algorithm called
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PmOLS, which consists of two parts: i) the PIP method
and ii) the mOLS algorithm. Through theoretical analysis,
we have shown that the PIP method can well bound the
mutual coherence of sampling matrices with high probabil-
ity. The analysis of the PIP method is potentially useful for
the application to other sparsity-constrained optimization
problems, such as sparse phase retrieval [47], [48]. In the
second part of PmOLS is the classic mOLS algorithm. For
this algorithm, we have built a mutual coherence based
condition, which, in conjunction with the probabilistic
guarantee of the PIP method, leads to an overall recovery
condition for the PmOLS algorithm. Therefore, the choice
of m ≥ cK2 log(n/) is sufficient to ensure the success
probability exceeding 1− .
We would like to mention a technical limitations in our
analysis. Specifically, by introducing a regularization term,
we have proposed a closed-form solution of the precondi-
tioner under noise, which, however, only brings in marginal
improvement over the PIP method, as shown in Fig. 5(b).
Designing a more effective preconditioner that is robust
to noise and deriving analytical results demonstrating the
effectiveness can be of great significance. Our future work
will be directed towards this avenue.
Appendix A
Proof of Lemma 1
Proof:
Let Ψ ∈ Rm×n be a random Gaussian matrices with
entries ϕi,j
i.i.d∼ N (0, 1/m) and let
ϕ′i,j =
√
m/n ϕi,j , ∀i, j. (51)
Then, Ψ′ ∈ Rn×m has entries ϕ′i,j
i.i.d∼ N (0, 1/n). Also, let
σ1(Ψ) ≥ · · · ≥ σm(Ψ) and σ1(Ψ′) ≥ · · · ≥ σm(Ψ′) be the
singular values of matrices Ψ and Ψ′, respectively. Then,
σi(Ψ) =
√
n/m σi(Ψ′), ∀i ∈ {1, · · · ,m} (52)
In [?, Section 4.1], it has been shown that for any
constant ε ≥ 0, σ1(Ψ′) and σm(Ψ′) satisfy
Pr
{
σ1(Ψ′) ≥ 1 +
√
m/n+ ε
} ≤ e−nε2/2, (53a)
Pr
{
σm(Ψ′)≤ 1−
√
m/n− ε} ≤ e−nε2/2. (53b)
Using (52), (53a) and (53b), we can build the lower
and upper bounds for σ1(Ψ) and σm(Ψ), respectively.
Specifically, we have
Pr{σ1(Ψ) ≥ t} (52)= Pr
{
σ1(Ψ′) ≥
√
m/n t
}
(53a)
≤ e−n(
√
m/n t−
√
m/n−1)2/2
≤ e−m(t−
√
n/m−1)2/2. (54)
Let ε = t−√n/m− 1. Then,
Pr
{
σ1(Ψ) ≥
√
n/m+ 1 + ε
} ≤ e−mε2/2. (55)
Likewise, σm(Ψ) can be upper bounded as
Pr{σm(Ψ) ≤ t} (52)= Pr
{
σ′m(Ψ′) ≤
√
m/n t
}
(53b)
≤ e−n(1−
√
m/n−
√
m/nt)2/2
≤ e−m(
√
n/m−1−t)2/2. (56)
By letting ε =
√
n/m− 1− t, we have
Pr
{
σm(Ψ) ≤
√
n/m− 1− ε} ≤ e−mε2/2. (57)
The proof is thus complete.
Appendix B
Proof of Proposition 1
Proof:
we consider the three cases for solving (17).
i) If r = m, then matrix Ψ has full row rank. One can
show that problem (17) has the closed-form solution:
P = ΨT
(
ΨΨT
)−1
. (58)
Specifically, let UΣVT be the singular value decom-
position (SVD) of Ψ where Σ = [Σm 0] and Σm
is a diagonal matrix with diagonal elements being
the nonzero singular values of Ψ in descending order.
Then, (58) implies
PΨ = VΣTUT
(
UΣVTVΣTUT
)−1 UΣVT
= Vdiag
(
[1, · · · , 1︸ ︷︷ ︸
m
, 0, · · · , 0︸ ︷︷ ︸
n−m
]
)
VT , (59)
where diag(u) returns a square diagonal matrix with
the elements of vector u on the main diagonal. Clearly
matrix PΨ in (59) has the minimum Frobenius norm
distance to the identity matrix I ∈ Rn×n.
ii) If r = n, then matrix Ψ has full column rank. In a
similar way, one can also show that problem (17) has
the closed-form solution:
P =
(
ΨTΨ
)−1 ΨT . (60)
To be specific, let UΣVT be the SVD of Ψ where Σ =
[Σn 0]T and Σn is a diagonal matrix with diagonal
elements being the nonzero singular values of Ψ in
descending order. Then it follows from (60) that
PΨ =
(
VΣTUTUΣVT
)−1 VΣTUTUΣVT
= Vdiag
(
[1, · · · , 1︸ ︷︷ ︸
n
]
)
VT , (61)
which is equal to the identity matrix I ∈ Rn×n.
iii) If r < min{m,n}, then matrix Ψ is neither full
column nor full row rank. Nevertheless, one can still
show that problem (17) has the closed-form solution:
P = V
 Σ−1r 0r×(n−r)
0(m−r)×r 0(m−r)×(n−r)
UT , (62)
where Σr is a diagonal matrix with diagonal elements
being r nonzero singular values of Ψ in descending
order. Indeed, let UΣVT be the SVD of Ψ where
Σ =
 Σr 0r×(n−r)
0(m−r)×r 0(m−r)×(n−r)
 . (63)
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Then, (62) implies
PΨ = V
 Σ−1r 0r×(n−r)
0(m−r)×r 0(m−r)×(n−r)
UT
U
 Σr 0r×(n−r)
0(m−r)×r 0(m−r)×(n−r)
VT
= Vdiag
(
[1, · · · , 1︸ ︷︷ ︸
r
, 0, · · · , 0︸ ︷︷ ︸
n−r
]
)
VT , (64)
which has the minimum Frobenius-norm distance to
the identity matrix I ∈ Rn×n.
In summary, the preconditioned sampling matrix PΨ
satisfies
PΨ = Vdiag
(
[1, · · · , 1︸ ︷︷ ︸
rank(Ψ)
, 0, · · · , 0︸ ︷︷ ︸
n−rank(Ψ)
]
)
VT , (65)
which completes the proof.
Appendix C
Proof of Theorem 1
Proof:
In a nutshell, the proof of Theorem 1 consists of two
parts. Firstly, we build the relationship between µ(PΨ)
and µ(Ψ), which allows to characterize the lower bound
of Pr(µ(PΨ) ≤ η) in terms of both the matrix µ(Ψ) and
the singular values of Ψ. Some of our proof follows along
a similar line as in the recent work [49]. Secondly, we
further estimate the lower bound of Pr(µ(PΨ) ≤ η) by
incorporating the random Gaussian nature of Ψ.
A. Relationship between µ(PΨ) and µ(Ψ)
We first simplify the preconditioned sampling ma-
trix PΨ. Let UΣVT be the SVD of Ψ, where Σ =
[Σm 0m×(n−m)] and Σm = diag
(
[σ1, · · · , σm]
)
is a di-
agonal matrix with diagonal elements being the singular
values of Ψ in descending order of their magnitudes. Then,
PΨ (4)= ΨT
(
ΨΨT
)−1 Ψ
(59)= Vdiag
(
[1, · · · , 1︸ ︷︷ ︸
m
, 0, · · · , 0︸ ︷︷ ︸
n−m
]
)
VT
=
[
Vm,Vm
] 1m×m 0m×(n−m)
0(n−m)×m 0(n−m)×(n−m)

VTm
VTm

= VmVTm, (66)
where Vm = [v1, · · · ,vn]T ∈ Rn×m and Vm =
[v1, · · · ,vn]T ∈ Rn×(n−m) are the restrictions of matrix
V to its first m columns and the remaining n −m ones,
respectively.
From (66), one can derive an upper bound of µ(PΨ) in
terms of both µ(Ψ) and the singular values of Ψ. To be
specific, by the definition of mutual coherence,
µ(PΨ) = max
1≤i<j≤n
∣∣(PΨ)Ti (PΨ)j∣∣
‖(PΨ)i‖2‖(PΨ)j‖2
(a)= max
1≤i<j≤n
|(Vmvi)TVmvj |
‖Vmvj‖2‖Vmvj‖2
= max
1≤i<j≤n
|vTi vj |
‖vi‖2‖vj‖2
(b)= |ψ
T
i Σ−2m ψj |
‖Σ−1m ψi‖2 ‖Σ−1m ψj‖2
Lemma 3≤ (σ
2
1 − σ2m)(‖ψi‖2‖ψj‖2) + (σ21 + σ2m)|ψTi ψj |
(σ21 + σ2m)(‖ψi‖2‖ψj‖2) + (σ21 − σ2m)|ψTi ψj |
=
νm + |ψ
T
i ψj |
‖ψi‖2‖ψj‖2
1 + νm · |ψ
T
i
ψj |
‖ψi‖2‖ψj‖2
(c)
≤ νm + µ (Ψ)1 + νmµ (Ψ) ≤ νm + µ (Ψ) , (67)
where νm := σ
2
1−σ2m
σ21+σ2m
∈ (0, 1), (a) is because (PΨ)i =
(VmVTm)i = Vmvi and VTmVm = Im×m, (b) is because
Ψ = UΣVT = UΣmVTm so that ψi = UΣmvi, and (c) is
due to i) that the function f(x) := νm+x1+νmx is monotonically
increasing in x and ii) that
|ψTi ψj |
‖ψi‖2‖ψj‖2 ≤ max1≤i<j≤n
|ψTi ψj |
‖ψi‖2‖ψj‖2
(2)= µ(Ψ).
Clearly (67) implies that
Pr(µ(PΨ) ≤ η) ≥ Pr(µ (Ψ) ≤ η − νm). (68)
B. Lower Bound of Pr(µ(PΨ) ≤ η)
One can see from (68) that to estimate a lower bound
of Pr(µ(PΨ) ≤ η), it suffices to build that for Pr(µ (Ψ) ≤
η− νm), where the parameter νm depends on the singular
values of Ψ only. In the following, we shall lower bound
Pr(µ (Ψ) ≤ η − νm) in three steps. Before proceeding,
define two events:
E1
def=
{√
n/m−1−ε≤σi(Ψ)≤
√
n/m+1+ε
}
(69a)
E2
def=
{
νm ≤ 2
√
n/m (1 + ε)
n/m+ (1 + ε)2
}
(69b)
for any constant ε ≥ 0, where σi(Ψ)’s, i = 1, · · · ,m, are
the singular values of the sampling matrix Ψ in descending
order of their magnitudes.
i) Lower bound of Pr(E1):
Since Ψ is a random Gaussian matrix with entries
ϕi,j
i.i.d.∼ (0, 1/m), by Lemma 2 one has
Pr(E1)
(a)
≥ Pr{√n/m− 1− ε ≤ σi(Ψ)}
+ Pr
{
σi(Ψ) ≤
√
n/m+ 1 + ε
}− 1
≥ Pr{√n/m− 1− ε≤ σm(Ψ)}
+ Pr
{
σ1(Ψ) ≤
√
n/m+ 1 + ε
}− 1
(b)= 1− 2e−mε2/2, (70)
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where (a) uses the fact that 1 ≥ Pr(A∪B) = Pr(A)+
Pr(B)−Pr(A∩B) with events A := {√n/m−1−ε ≤
σi(Ψ)} and B := {σi(Ψ) ≥
√
n/m + 1 + ε}, and (b)
is due to Lemma 1.
ii) Lower bound of Pr(E2):
From Pr(E1), we can also derive a lower bound for
Pr(E2). Specifically, by the basic probability theory,
Pr(E2) ≥ Pr(E2E1) = Pr(E2|E1) Pr(E1)
(a)= Pr(E1)
(70)
≥ 1− 2e−mε2/2, (71)
where (a) is because
νm =
σ21(Ψ)− σ2m
σ21(Ψ) + σ2m
E1≤ (
√
n/m+ 1 + ε)2 − (√n/m− 1− ε)2
(
√
n/m+ 1 + ε)2 + (
√
n/m− 1− ε)2
= 2
√
n/m(1 + ε)
n/m+ (1 + ε)2 (72)
so that Pr(E2|E1) = 1. In other words, event E2
always happens if E1 holds. By letting
ε =
(
2 +
√
4− η2
η
)√
n
m
− 1, (73)
we have
2
√
n/m(1 + ε)
n/m+ (1 + ε)2 =
η
2 . (74)
Then, it follows that
Pr(E2)
(69b)= Pr
{
νm ≤ 2
√
n/m(1 + ε)
n/m+ (1 + ε)2
}
(74)= Pr
(
νm ≤ η2
)
(73)
≥ 1− 2e−m
(
(2+
√
4−η2)
√
n/m/η−1
)2
/2. (75)
iii) Lower bound of Pr(µ (Ψ) ≤ η − νm):
Having Pr(E2) in hand, we are now ready to derive a
lower bound for Pr(µ (Ψ) ≤ η − νm). To be specific,
Pr(µ (Ψ) ≤ η − νm)
(a)
≥ Pr
(
µ (Ψ) ≤ η − νm
∣∣∣νm ≤ η2)Pr(νm ≤ η2)
(75)
≥ Pr
(
µ (Ψ) ≤ η2
∣∣∣νm ≤ η2)
×
(
1− 2e−m
(
(2+
√
4−η2)
√
n/m/η−1
)2
/2
)
, (76)
where (a) follows from the fact that Pr(A) ≥
Pr(AB) = Pr(A|B) Pr(B) with events A := {µ (Ψ) ≤
η − νm} and B := {νm ≤ τη}. Thus, our remain-
ing task is to establish a lower bound of the term
Pr(µ (Ψ) ≤ (1 − τ)η|νm ≤ η2 ) in the right-hand side
of (76). In fact, observe that
Pr
(
µ (Ψ) ≤ (1− τ)η
∣∣∣νm ≤ η2)
= 1− Pr
(
µ (Ψ) > η2
∣∣∣νm ≤ η2)
≥ 1− Pr
(
µ (Ψ) ≥ η2
)
Lemma 2≥ 1− n(n− 1)
(
e−mη
2/(64+8η) + e−m/16
)
(a)
> 1− 2n(n− 1)e−mη2/(64+8η), (77)
where (a) is follows from that η
2
64+8η <
1
16 for η ∈
(0, 1). Using (76) and (77), we have
Pr(µ (Ψ) ≤ η − νm)
≥
(
1− 2n(n− 1)e−mη2/(64+8η)
)
×
(
1− 2e−m
(
(2+
√
4−η2)
√
n/m/η−1
)2
/2
)
> 1− 2n(n− 1)e−mη2/(64+8η)
−2e−m
(
(2+
√
4−η2)
√
n/m/η−1
)2
/2
(a)
> 1− 3n(n− 1)e−mη2/(64+8η),
(b)
> 1− 3n2e−mη2/72, (78)
where (a) holds true under√
n
m
≥
(
1 + η2
√
8 + η
)
η
2 +
√
4− η2 (79)
and (b) due to n(n− 1) < n2 and η ∈ (0, 1).
Finally, one can verify that the right-hand side of (79)
increases monotonically in η ∈ (0, 1) and thus is upper
bounded by 7/(6(2 +
√
3)) ≈ 0.3126. Therefore, it can be
concluded that (79) is guaranteed whenever nm ≥ 0.1. This
completes the proof.
Appendix D
Proof of Theorem 2
A. Main Idea
Proof: Our proof works by mathematical induction,
which follows a similar strategy as in [27], [33] but with
extension to the mutual coherence framework. Assume
that the mOLS algorithm has performed k (0 ≤ k < K)
iterations successfully, that is, it picked up at least one
correct index in each of these iterations. Under this as-
sumption, the previously selected index set Sk contains at
least k correct ones (|Sk∩T | ≥ k). We shall show that the
algorithm will also perform successfully in the (k + 1)-th
iteration.
We first introduce a simple principle to determine if
mOLS will perform successfully in the (k+1)-th iteration.
Let Uk = {u1, · · · , us} ⊆ Ω\T be an index set such that
|〈φu1 , rk〉|
‖P⊥Skφu1‖2
≥ |〈φu2 , r
k〉|
‖P⊥Skφu2‖2
≥ · · · ≥ |〈φus , r
k〉|
‖P⊥Skφus‖2
, (80)
where φi is the i-th column of Φ, P⊥Sk is the orthogonal
projection against the subspace spanned by the columns
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of ΦSk , and rk is the residual vector at the k-th iteration
of mOLS. Then, we define two quantities:
αs := min
i∈Uk
|〈φi, rk〉|
‖P⊥Skφi‖2
and β1 := max
i∈T\Sk
|〈φi, rk〉|
‖P⊥Skφi‖2
(81)
By the selection rule of the mOLS algorithm, it will
perform successfully in the (k + 1)-th iteration whenever
β1 > αs. (82)
In the following, we shall build an upper bound for αs and
a lower bound for β1, respectively. Combining these two
bounds leads to a sufficient condition for the algorithm to
be successful in the (k + 1)-th iteration.
B. Lower Bound of β1
We take some observations on the residual rk.
From (23), we can formulate the residual rk as
rk = P⊥Sky. = P⊥SkΦTxT
= P⊥Sk(ΦSkxSk + ΦT\SkxT\Sk) = P⊥SkΦT\SkxT\Sk , (83)
where the last equality is because the orthogonal projector
P⊥Sk eliminates all the components lying in the subspace
spanned by the columns of ΦSk .
Using (83), β1 can be lower bounded as follows,
β1 = max
i∈T\Sk
|〈φi, rk〉|
‖P⊥Skφi‖2
(a)
≥ ‖ΦTT\Skrk‖∞
(b)
≥
‖ΦTT\Skrk‖2√
|T\Sk|
(83)=
‖ΦTT\SkP⊥SkΦT\SkxT\Sk‖2√
|T\Sk|
(c)
≥
‖ΦTT\SkΦT\SkxT\Sk‖2−‖ΦTT\SkPSkΦT\SkxT\Sk‖2√
|T\Sk| ,
(84)
where (a) is because ‖φi‖2 = 1 and thus
∥∥P⊥Skφi∥∥2 ≤ 1,
(b) is due to Lemma 5 and (c) is from P⊥Sk = I − PSk .
In fact, the two terms in the numerator of the right-hand
side of (84) can respectively be bounded as
‖ΦTT\SkΦT\SkxT\Sk‖2
(12c)
≥ (1− δ|T\Sk|)‖xT\Sk‖2
(12a)
≥ (1− (|T\Sk| − 1)µ)‖xT\Sk‖2 (85)
and
‖ΦTT\SkPSkΦT\SkxT\Sk‖2
= ‖ΦTT\SkΦSk(ΦTSkΦSk)−1ΦTSkΦT\SkxT\Sk‖2
(a)
≤ µ
√
|T\Sk| · |Sk|‖(ΦTSkΦSk)−1ΦTSkΦT\SkxT\Sk‖2
(b)
≤ µ
√
|T\Sk| · |Sk|
1− (|Sk| − 1)µ ‖Φ
T
SkΦT\SkxT\Sk‖2
(c)
≤ µ|T\S
k| · |Sk|
1− (|Sk| − 1)µ‖xT\Sk‖2, (86)
where (a) and (c) follow from Lemma 6, and (b) is due
to (12b) and (12a).
Therefore, by combining (85) and (86), we have
β1 ≥
(
1− (|T\Sk|− 1)µ− |T\S
k| · |Sk|µ
1− (|Sk|− 1)µ
) ‖xT\Sk‖2√
|T\Sk| . (87)
C. Upper Bound of αs
From (81),
αs
(a)
≤ 1
s
∑
i∈Uk
|〈φi, rk〉|
‖P⊥Skφi‖2
(b)
≤ ‖Φ
T
Ukrk‖1
s min
i∈Uk
‖P⊥Skφi‖2
(c)
≤
√
s‖ΦTUkrk‖2
s min
i∈Uk
‖P⊥Skφi‖2
=
‖ΦTUkrk‖2√
s min
i∈Uk
‖P⊥Skφi‖2
, (88)
where (a) is because the smallest element of a set should be
no larger than its average, (b) is due to min
i∈Uk
‖P⊥Skφi‖2 ≤
‖P⊥Skφj‖2, ∀j ∈ Uk, and (c) follows from Lemma 5.
Next, we take some observations on the right-hand side
of (88). Since matrix Φ has unit `2-norm columns, the
term min
i∈Uk
‖P⊥Skφi‖2 in the denominator satisfies
min
i∈Uk
‖P⊥Skφi‖2
Lemma 16≥
√
1− δ|Sk|+1
(a)
≥ 1− δ|Sk|+1
(12a)
≥ 1− |Sk|µ, (89)
where (a) holds because of 1− δ|Sk|+1 < 1.
Building a lower bound for the numerator of the right-
hand side of (88) requires a little more effort. In fact,
‖ΦTUkrk‖2
= ‖ΦTUk(I− PSk)ΦT\SkxT\Sk‖2
(a)
≤ ‖ΦTUkΦT\SkxT\Sk‖2 + ‖ΦTUkPSkΦT\SkxT\Sk‖2 (90)
where (a) is due to (13a). The two terms in the right-hand
side of (90) can, respectively, be bounded as
‖ΦTUkΦT\SknxT\Sk‖2
Lemma 6≤ µ
√
|Uk| · |T\Sk|‖xT\Sk‖2
= µ
√
s|T\Sk|‖xT\Sk‖2, (91)
and
‖ΦTUkPSkΦT\SkxT\Sk‖2
= ‖ΦTUkΦSk(ΦTSkΦSk)−1ΦTSkΦT\SkxT\Sk‖2
Lemma 6≤ µ
√
|Uk| · |Sk|‖(ΦTSkΦSk)−1ΦTSkΦT\SkxT\Sk‖2
(a)
≤ µ
√
s|Sk|‖ΦTSkΦT\SkxT\Sk‖2
1− (|Sk| − 1)µ
Lemma 6≤ µ
√
s|Sk|
1− (|Sk| − 1)µ
(
µ
√
|T\Sk| · |Sk|‖xT\Sk‖2
)
= |S
k|√s|T\Sk|µ2
1− (|Sk| − 1)µ ‖xT\Sk‖2, (92)
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where (a) follows from (12a) and (12b).
Using (90), (91)) and (92), we get
‖ΦTUkrk‖2
≤
(
µ
√
s|T\Sk|+ |S
k|
√
s|T\Sk|µ2
1− (|Sk| − 1)µ
)
‖xT\Sk‖2. (93)
Finally, plugging (89) and (93) into (88), we have
αs ≤
√
|T\Sk|
1− |Sk|µ
(
µ+ |S
k|µ2
1− (|Sk| − 1)µ
)
‖xT\Sk‖2. (94)
D. Overall Condition
Thus far, we have established in (94) an upper bound
for αs and in (87) a lower bound for β1. By relating these
two bounds, we have that β1 > αs can be satisfied when
1√|T\Sk|
(
1− (|T\Sk| − 1)µ− |T\S
k| · |Sk|µ2
1− (|Sk| − 1)µ
)
>
√
|T\Sk|
1− |Sk|µ
(
µ+ |S
k|µ2
1− (|Sk| − 1)µ
)
, (95)
which is equivalent to
1
|T\Sk| >
µ
1− (|Sk| − 1)µ +
µ
(1− (|Sk| − 1)µ)(1− |Sk|µ) .
(96)
Since
µ
1− (|Sk| − 1)µ <
µ
(1− (|Sk| − 1)µ)(1− |Sk|µ) ,
it is clear that (96) holds under
1
|T\Sk| >
2µ
(1− (|Sk| − 1)µ)(1− |Sk|µ) , (97)
or equivalently,
|T\Sk| < (1− (|S
k| − 1)µ)(1− |Sk|µ)
2µ
= 12
(
1
µ
+ 1
)
− |Sk|+ |S
k|(|Sk| − 1)µ
2 . (98)
Furthermore, since the third term |S
k|(|Sk|−1)µ
2 in the
right-hand side of (98) is always non-negative for |Sk| = sk
and k ∈ {0, 1, · · · ,K − 1}, (98) is ensured whenever
|T\Sk| < 12
(
1
µ
+ 1
)
− |Sk|. (99)
By induction hypothesis the previously selected index set
Sk contains at least k correct ones (|Sk ∩ T | ≥ k), which
implies that ∣∣T\Sk∣∣ ≤ K − k,
and hence (99) is guaranteed under
K − k < 12
(
1 + 1
µ
)
− sk. (100)
Noting that 0 ≤ k ≤ K − 1, (100) holds if
sK − s+ 1 < 12
(
1 + 1
µ
)
, (101)
that is
µ <
1
2sK − 2s+ 1 . (102)
In summary, under (102) the mOLS will select all
support indices within K iterations. Let k∗ denote the
number of iterations when mOLS stops. Then, the esti-
mated support set T k∗ may contain some indices that do
not belong to T . Even in this situation, the final recovery
result is unaffected (i.e., xˆ = xk∗ = x) because
xk
∗
= arg min
u:supp(u)=Tk∗
‖y−Φu‖2
and
(xk
∗
)Tk∗ = Φ
†
Tk∗y = Φ
†
Tk∗ΦTxT
(a)= Φ†
Tk∗ΦTk∗xTk∗ = xTk∗ , (103)
where (a) is due to the fact that supp(x) = T and thus
xTk∗\T = 0, which completes the proof.
Appendix E
Proof of theorem 3
Proof: We cannot directly combine Theorem 1 and
Theorem 2 because the latter requires the sampling matrix
Φ to have unit `2-norm columns. However, if Ψ ∈ Rm×n
has entries ϕij
i.i.d∼ N (0, 1/m), then Φ = PΨ cannot
always satisfy the unit `2-norm constraint. Nevertheless,
we can address this issue by reformulating the sampling
system. To be specific,
y = Φx
=
[
Φ1
‖Φ1‖2 , · · · ,
Φn
‖Φn‖2
]
︸ ︷︷ ︸
Φ¯

‖Φ1‖2 0
. . .
0 ‖Φn‖2

 x

︸ ︷︷ ︸
x¯
,
(104)
where matrix Φ¯ has unit `2-norm columns and x¯ is K-
sparse.
According to Theorem 2, the mOLS algorithm exactly
recovers any K-sparse signal x¯ from it samples y = Φ¯x¯ if
µ(Φ¯) < 12sK − 2s+ 1 (105)
Since µ
(
Φ¯
)
= µ(Φ) = µ(PΨ) by definition of mutual
coherence in (2), and also noting that x immediately
follows from x¯, i.e.,
x =

1
‖Φ1‖2 0
. . .
0 1‖Φn‖2

 x¯
 , (106)
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we can conclude that the mOLS algorithm exactly recovers
any K-sparse signal x under
µ(PΨ) < 12sK − 2s+ 1 . (107)
This, together with Theorem 1, implies Theorem 3.
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