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Abstract
The purpose of this paper is to generalize the measure of non-compactness for
the space of continuous functions over the T
3
1
2
space. Motivated by the general-
ized Arzelà-Ascoli theorem for Tichonoff space T via Wallman compactifiaction
Wall(T ), we constuct a measure of non-compactness for the space Cb(T ). We also
study some of the properties of this object and give another version of Darbo-type
theorem, suitable for this particular case.
Keywords : Tichonoff spaces, measure of non-compactness
1 Introduction
Measures of non-compactness have some interesting applications in the fixed point
theory. Consequently, they play an important role in many branches of nonlinear
analysis, optimization, integral and differential equations. Their usefulness stems
from the fact that many problems in the mentioned fields can be reformulated in
terms of a fixed point problem.
A measure of non-compactness is basically a function, defined on set of all bounded
subsets of a metric space, which determines how far a set strays from being relatively
compact. It takes the value of zero at each relatively compact subset of the underlying
metric space.
First notes about the measures of non-compactness are associated with Kuratowski
[18]. In his paper [13], he introduced the following
Definition 1. (Kuratowski measure of non-compactness)
Let (X, d) be a metric space. The function α : P(X) → [0,+∞] ( where P(X) is a
power set of X), defined as follows:
α(B) = inf
{
δ > 0 : B ⊂ B1 ∪ . . . Bn, diam(Bk) ≤ δ, 1 ≤ k ≤ n
}
,
is called a Kuratowski measure of non-compactness.
A similar construction which is based on ε-nets has been provided in [15].
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Definition 2. For a given bounded subset A of a metric space X, its Hausdorff
measure of non-compactness is defined as
χ(A) := inf{ε > 0 : there exists ε-net for A.}
25 years later, an Italian mathematician Darbo in [5] (pages 84-92) deployed the
first of these functionals in his work, resulting in the celebrated Darbo fixed point
theorem. Many others mathematicians followed this train of thought – which resulted
in constructing different measures of non-compactness. An interesting observation –
which turned out to be the genesis of this paper – was made by Krukowski, who
stated that whenever we have some characterization of compactness, it is possible to
construct a measure of non-compactness based on this characterization.
In this paper, we present a new measure of non-compactness, originating from
the refurbished version of Arzelà-Ascoli theorem by Krukowski [10]. Some necessary
definitions are provided in the end of chapter 1. Then we recall the aforementioned
Arzela-Ascoli theorem to construct a new measure of non-compactness and prove
some of its properties. Lastly, in chapter 3, we provide a glimpse of its possible uses.
1.1 Notation and basic definitions
Throughout the paper, Y denotes a Banach space. B(c, r) and B(c, r) are under-
stood to be open and closed balls, respectively, centered at c and of radius r > 0.
For any T3 1
2
space T , by C(T ) we denote set of all continuous functions on X,
while Cb(T ) ⊂ C(T ) denotes the family of continuous and bounded functions. Such
spaces have two families of important, distinguishable sets, namely zero and cozero
sets.
Definition 3. (Zero and cozero sets)
Let T be a Tichonoff space. By Z(T ) we denote the family
Z(T ) := {f−1{0} : f ∈ Cb(T )}.
We will call set A ∈ Z(T ) a zero set. Compliments of zero sets, i.e. sets B ⊂ T for
which T \B ∈ Z(T ) will be called cozero sets and the family of all such sets will be
denoted by Zc(T ).
These two families of sets give us a makeshift of normality in a space. This is due
to the fact, that each two disjoint zero sets (which of course are closed in T ) can be
separated by two disjoint cozero sets. The following lemma formally represents this
claim, though we will omit the proof of this simple fact.
Lemma 1. For any F,G ∈ Z(T ), F ∩ G = ∅, there exist U, V ∈ Zc(T ) for which
F ⊂ U , G ⊂ V and U ∩ V = ∅.
It turns out that zero and cozero sets are the cornerstone of the Wallman compact-
ification construction. The elements of the compactification are called ω-ultrafilters
and the definition of such object is given below.
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Definition 4. (ω-ultrafilter)
A family U ⊂ Z(T ) is called a ω-ultrafilter if it satisfies the following conditions:
(ω1) For any finite F ⊂ U its intersection is not empty, i.e.
⋂
F 6= ∅,
(ω2) U is maximal in the sense that it is not possible to add any set to U without
losing property (ω1).
It is convenient to think of ω-ultrafilters as of maximal families of closed sets which
test the compactness of a space (compare [16] (pages 169-170)). This is due to the
fact, that for a non-compact space there exists a family of closed sets (which can be
extended to an ω-ultrafilter due to Tukey’s lemma, see [8] (page 10)), which has an
empty intersection. An important characterization of ω-ultrafilters is given below:
Lemma 2. A family U ⊂ Z(T ) is ω-ultrafilter if and only if the following properties
hold
(U1) ∀n∈N (A1, . . . , An ∈ U =⇒
⋂n
i=1 ∈ U),
(U2) ∀A∈Z(T ) (∀B∈UA ∩B 6= ∅) =⇒ A ∈ U .
As almost straightforward consequence of this characterization we obtain
Corollary 3. For any A,B ⊂ Z(T ) and any ω-ultrafilter U
A ∪B ∈ U =⇒ (A ∈ U ∨ B ∈ U) .
The very idea behind the Wallman compactification is to fill this gap in a space
with some missing elements, which this intersection lacks – and the maximal family
with this property itself turns out to be suitable for this purpose.
We can now proceed to the definition of the Wallman compactification.
Definition 5. (Wallman compactification)
Let T be a Tichonoff space. By (Wall(T ), ϕ) we will denote its Wallman compact-
ification, where ϕ : T →Wall(T ) is given by
∀t∈T ϕ(t) := Pt :=
{
f−1(0) ∈ Z(T ) : f(t) = 0
}
,
and Wall(T ) is the set of all ω-ultrafilters on T . The function ϕ is sometimes called
a principal function.
The fact that Wallman compactification is equivalent to the Cech-Stone compact-
ification for T3 1
2
spaces is quite well-known. We provide the sketch of the proof for
the sake of Readers’ convenience.
To do this, we will firstly need a short description of topology on Wall(T ). We
will do it by defining a base of open sets on Wall(T ). Fix an open set U ⊂ T and
define
U∗ := {U ∈Wall(T ) : T \ U /∈ U}.
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It is relatively easy to see, that
U∗ ∩ V ∗ = (U ∩ V )∗ (1)
for any U, V ⊂ T which are open. Indeed, assume that U ∈ (U ∩ V )∗. Then T \ (U ∩
V ) = (T \ U) ∪ (T \ V ) /∈ U . If T \ U was an element of U , then (since U is maximal
and T \U ⊂ T \ (U ∩ V )) T \ (U ∩ V ) ∈ U , which contradicts that U ∈ U∗ ∩ V ∗. The
same reasoning holds in the second case, therefore U∗ ∩ V ∗ ⊃ (U ∩ V )∗.
Assume now that U belongs to both U∗ and V ∗. Then T \U /∈ U and T \ V /∈ U .
Almost analogously to the previous part of proof, if (T \U)∪ (T \ V ) ∈ U , then from
the properties of ultrafilters (namely Corollary 3), either T \ U or T \ V belongs to
U , a contradiction.
Every ultrafilter belongs to some open set U∗, therefore by [7] (page 12) we obtain
that {U∗ : U ⊂ T is open} form a base of topology in Wall(T ). This topology will
be denoted by τ∗.
The proof that the pair (Wall(T ), τ∗) is a compactification of the Tichonoff space
goes as follows. Firstly we prove that τ∗ is T2. Then we prove that (Wall(T ), τ∗)
is compact, which is done by contradiction. Lastly, we show that each continuous
and bounded function defined on T can be extended to a continuous function on
whole Wall(T ) – which proves the maximality of this compactification. The mapping
Γ : Cb(T ) → C(Wall(T )) which pairs an arbitrary function f ∈ Cb(T ) with its
extension on C(Wall(T )) is called aGelfand transform. Its properties are described
in the following theorem, which is a composition of results obtained in [10] and [9]
(pages 66-73). These attributes of the Gelfand transform will be necessary in the
latter part of our work.
Theorem 4. The function Γ : Cb(T )→ C (Wall(T )) is a homeomorphism. Moreover,
it is a isometric ∗-isomorphism between these two spaces.
2 Measure of non-compactness on Cb(T )
This part of the paper is dedicated to an introduction of a measure of non-
compactness on Cb(T ), where T is an arbitrary Tichonoff space. Therefore, unless
explicitly stated otherwise, we will assume that T is T3 1
2
space from now on.
The following definition introduces the concept of measure of non-compactness.
The list of axioms (MN1) - (MN6) is based on the classical collections that can be
found in [3] (page 11), [19] (pages 18-19) or [4] (page 170).
Definition 6. (Measure of non-compactness)
A function Ω : P(Y )→ R+ is called a measure of non-compactness in Y if
(MN1) for every A ∈ P(Y ), Ω(A) = 0 if and only if A is relatively compact,
(MN2) for every A,B ∈ P(Y ) such that A ⊂ B we have Ω(A) ≤ Ω(B),
(MN3) for every A ∈ P(Y ) we have Ω(A) = Ω(A),
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(MN4) for every A ∈ P(Y ) and λ ∈ C we have Ω(λA) = |λ|Ω(A),
(MN5) for every finite A and B ∈ P(Y ) such that A∩B = ∅ we have Ω(A ∪B) = Ω(B),
(MN6) for every A ∈ P(Y ) we have Ω(conv(A)) = Ω(A).
Keeping in mind that any characterisation of relatively compact sets allows us to
construct an appropriate measure of non-compactness, we start with the following
theorem from [10].
Theorem 5. (Arzela-Ascoli theorem via the Wallman compactification)
The family F ⊂ Cb(T ) is relatively compact iff
(AA1) F is pointwise bounded at every point of T , i.e. Ft := {f(t) : t ∈ T} is
bounded for each point t ∈ T ;
(AA2) F is ω-equicontinuous i.e.
∀ ε>0
U∈Wall(T )
∃ V ∈τ
U∈V ∗
∀f∈F
t∈V
∣∣∣f(t)− fˆ(U)∣∣∣ < ε,
where fˆ := Γ(f).
To constuct the measure of non-compactness according to the theorem above, we
will need to measure both pointwise boundedness and ω-equicontinuity. We shall first
take care of pointwise boundedness (or, since we deal with C, relative compactness
of images of each evaluation functional). It is noteworthy, that we can employ Ku-
ratowski or Hausdorff measure of non-compactness (see [19, Definition 2.1.]) in the
definition below.
Definition 7. Let ξ be any measure of non-compactness on R. For any F ⊂ Cb(T )
define
η(F) := sup
t∈T
ξ ({f(t) : f ∈ F}) .
We will call functional η a measure of pointwise boundedness on Cb(T ).
In case X = R, such a functional has been employed in the study of differential
equations, for example in [17]. The functional η measures how much a set deviates
from being pointwise relatively compact, which justifies the name we used in the
definition 7. The next two lemmas put this claim in a formal mathematical setting.
Lemma 6. Functional η from Definition 7 satisfies (MN2)–(MN6).
Proof
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Ad (MN2). If F ⊂ G ⊂ Cb(T ), then – since ξ is monotone – we obtain:
η(F) = sup
t∈T
ξ ({f(t) : f ∈ F}) 6 sup
t∈T
ξ ({f(t) : f ∈ G}) = η(G).
Ad (MN3). Due to (MN2) we simply need to show that η(F) 6 η(F). Fix a point
t0 ∈ T . If f ∈ F , then there exists a sequence (fn) ⊂ F such that (fn) → f . Thus
(fn(t0))→ f(t0). Therefore
{f(t0) : f ∈ F} ⊂ {f(t0) : f ∈ F},
which, after taking closure of both these sets yields
{f(t0) : f ∈ F} ⊂ {f(t0) : f ∈ F}.
Altogether this gives us
ξ
({
f(t0) : f ∈ F
})
6 ξ
(
{f(t0) : f ∈ F}
)
= ξ ({f(t0) : f ∈ F}) ,
where the last equality follows from (MN3) property of ξ. Since t0 was chosen
arbitrarily, then taking supremum over all points of T yields (MN3) property for η.
Ad (MN4). Let λ ∈ C. We have that
η(λF) = sup
t∈T
ξ ({λf(t) : f ∈ F})
= sup
t∈T
ξ (λ {f(t) : f ∈ F})
= sup
t∈T
|λ|ξ ({f(t) : f ∈ F})
= λη(F).
Ad (MN5). Let G be a finite family of continuous and bounded functions on T .
Therefore, from (MN5) property of ξ we obtain
η(F ∪ G) = sup
t∈T
ξ ({f(t) : f ∈ F} ∪ {g(t) : g ∈ G})
= sup
t∈T
ξ ({f(t) : f ∈ F})
= η(F).
Ad (MN6) Since β is a measure of non-compactness on C, it is invariant under
passing to the convex hull. Notice that for a fixed t ∈ T and F ⊂ Cb(T ) the following
sets are equal:
{f(t) : f ∈ conv(F)} = conv ({f(t) : f ∈ F}) .
Combining these two facts together yields
η
(
conv(F)
)
= sup
t∈T
β ({f(t) : f ∈ conv(F)})
= sup
t∈T
β (conv ({f(t) : f ∈ F}))
= sup
t∈T
β ({f(t) : f ∈ F})
= η(F).
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Thus, η has the desired invariance property. 
The next lemma justifies clearly, why we refer to η as to a measure of pointwise
boundedness (compactness).
Lemma 7. For F ⊂ Cb(T ) the following equivalence holds:
F is pointwise bounded ⇐⇒ η(F) = 0.
Proof
" =⇒ " If F is pointwise bounded, then for any t ∈ T the set {f(t) : f ∈ F} is
bounded. Hence ξ ({f(t) : f ∈ F}) = 0. Taking supremum over all t ∈ T yields the
desired implication.
" ⇐= " If η(F) = 0, then for any t ∈ T the set {f(t) : f ∈ F} is relatively
compact, hence bounded. Therefore, F is pointwise bounded. 
Apart from measuring pointwise relative compactness, we would like to measure
the violation of ω-equicontinuity. The following, stepwise construction will provide us
with a proper tool for that purpose.
Definition 8. For every F ⊂ Cb(T ), U ∈ Wall(T ) and open V ⊂ T , for which
U ∈ V ∗ we define
ωU(F , V ) := sup
f∈F
sup
t∈V
∣∣∣fˆ(U)− f(t)∣∣∣ ;
ωU (F) := inf
V ∗∋U
ωU (F , V );
ω(F) := sup
U∈WallX
ωU (F).
The functional ω defined above will measure the violation of ω-equicontinuity. To
handle some difficulties with proving one of its properties, we will need an additional
Lemma 8. (Restriction Lemma) Let F ⊂ Cb(T ), U ∈Wall(T ) and V ⊂ T be a fixed
open subset, for which U ∈ V ∗. The following equality holds:
ωU (F) = inf
τ∋W⊂V
W ∗∋U
ωU (F , V ).
Proof
Let S := {W ∈ τ : U ∈W ∗ ⊂ V ∗} and S′ := {W ∈ τ : U ∈W ∗ 6⊂ V ∗}. Note that
inf
U∈W∈τ
ωU (F,W ) = min
{
inf
W∈S
ωU(F,W ), inf
W∈S′
ωU (F,W )
}
.
It is enough to prove that
inf
W∈S
ωU (F, V ) 6 inf
W∈S′
ωU (F, V ).
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Take any set W ∈ S′. Since U ∈ W ∗, then W ∩ V is non-empty, due to (1) and the
simple fact, that ∅∗ = ∅. Therefore W ∩ V ∈ S. Also notice that ωU(F,W ∩ V ) 6
ωU(F,W ), since we take supremum over the smaller (in the sense of inclusion) set.
Therefore, for each W ∈ S′ we have a corresponding set of form (V ∩W ) ∈ S, on
which the functional ωU attains a smaller value. Thus, we have proven that
inf
W∈S
ωU (F, V ) 6 inf
W∈S′
ωU (F, V ).

Now, we will show that our functional ω has all the properties (MN2)-(MN6),
which is the statement of the following
Lemma 9. The functional ω satisfies the properties (MN2)–(MN6).
Proof
Ad (MN2). Let F ⊂ G ⊂ Cb(T ) and fix U ∈Wall(T ). Let V be any open subset of
T for which U ∈ V ∗. Therefore
ωU (F , V ) = sup
f∈F
sup
t∈V
∣∣∣fˆ(U)− f(t)∣∣∣ 6 sup
f∈G
sup
t∈V
∣∣∣fˆ(U)− f(t)∣∣∣ = ωU (G, V ).
Since V was arbitrary, then ωU(F ) 6 ωU (G). Due to U being arbitrary, we obtain
ω(F) 6 ω(G), thus proving the first property.
Ad (MN3). Fix ε > 0. Once again consider a point U ∈ Wall(T ) and its open
neighbourhood V ∗. From the definition of supremum, there exists a function f1 ∈ F
such that
ωU (F , V ) = sup
f∈F
sup
t∈V
∣∣∣fˆ(U)− f(t)∣∣∣ 6 sup
t∈V
∣∣∣fˆ1(U)− f1(t)∣∣∣+ ε3 .
Since f1 ∈ F , every neighbourhood of f1 intersects F in a non-empty way. The
mapping Γ is an isometry – hence for any positive constant, then in particular for
ε > 0, the following equivalence holds(
sup
t∈T
|f1(t)− f2(t)| <
ε
3
)
⇐⇒ sup
V∈Wall(T )
∣∣∣fˆ1(V)− fˆ2(V)∣∣∣ < ε3
for any f2 ∈ Cb(T ). The intersection of B
(
f1,
ε
3
)
and F is non-empty, so let f2 ∈
B(f1, ε3) ∩ F . Then(
∀t∈T |f1(t)− f2(t)| <
ε
3
)
∧
( ∣∣∣fˆ1(U)− fˆ2(U)∣∣∣ < ε3
)
.
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In conclusion, we obtain
ωU (F , V ) 6 sup
t∈V
∣∣∣fˆ1(U)− f1(t)∣∣∣+ ε3
6 sup
t∈V
(∣∣∣fˆ1(U)− fˆ2(U)∣∣∣ + ∣∣∣fˆ2(U)− f2(t)∣∣∣ + |f2(t)− f1(t)|)+ ε3
6
ε
3
+ sup
t∈V
∣∣∣fˆ2(U)− f2(t)∣∣∣ + ε3 + ε3
6 ωU(F , V ) + ε.
Since ε was arbitrary, we obtain the desired property.
Ad (MN4). This property is obvious due to homogenity of Γ.
ωU(λF , V ) := sup
f∈F
sup
t∈V
∣∣∣λ̂f(U)− λf(t)∣∣∣ = sup
f∈F
sup
t∈V
|λ| ·
∣∣∣fˆ(U)− f(t)∣∣∣ = |λ|ωU (F , V ).
Passing to the infimum over all neighbourhoods of U and then taking supremum over
all U ∈Wall(T ) yields the desired property.
Ad (MN5). The proof of this property can be easily done by induction, with addi-
tional help of Restriction Lemma 8. We will prove that extending any F ⊂ Cb(T )
by any finite set of functions from this space will not change the value of ω on this
family.
Therefore, let F ⊂ Cb(T ) and f0 /∈ F be another function from Cb(T ). Fix
U ∈Wall(T ) and a positive ε. We will prove that
ωU (F ∪ {f0}) = ω
U (F) + ε.
The singleton {f0} is trivially ω-equicontinuous, therefore we are able to find V ∈ τ
such that U ∈ V ∗ and
∀t∈V
∣∣∣f0(t)− f̂0(U)∣∣∣ < ε. (2)
Now, due to the Restriction Lemma, if we denote by S := {W ∈ τ : U ∈W ∗ ⊂ V ∗}
then, taking into consideration (2), we obtain
ωU (F ∪ {f0}) = infW∈S ωU (F ∪ {f0},W ) = infW∈Smax{ωU (F ,W ) , ε}
6 infW∈S ωU (F ,W ) + ε = ωU (F) + ε
Since ε > 0 was arbitrary, then ωU (F ∪ {f0}) = ωU (F). Due to U ∈ Wall(T ) being
arbitrary as well, we obtain that ω (F ∪ {f0}) = ω(F). Inductively, we can add any
finite family of functions from Cb(T ) – which proves the fifth desired property of ω.
This proves that ω is a quasimeasure of non-ω-equicontinuity.
Ad (MN6). After brief examination of a problem, one might see a necessity for
referring to the characterisation of convex hull.
Lemma 10. Let X be a linear space and let A ⊂ X. The following equivalence holds
x ∈ conv(A) ⇐⇒ x is a convex combination of elements of A.
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Taking this fact into account, if we fix U and an open set V ⊂ T for which U ∈ V ∗
we have the following equalities:
ωU
(
conv(F), V
)
= sup
g ∈conv(F)
sup
t∈V
|g(t) − gˆ(U)|
= sup
n∈N
sup
s1,...sn>0∑
n
i=1
si=1
sup
f1,...,fn∈F
sup
t∈T
∣∣∣∣∣
n∑
i=1
sifi(t)−
n∑
i=1
ŝifi(U)
∣∣∣∣∣
Due to linearity of the Gelfand transform we can split the extension of convex com-
bination of the right fragment of the difference, obtaining
ωU
(
conv(F), V
)
= sup
n∈N
sup
s1,...sn>0∑
n
i=1
si=1
sup
f1,...,fn∈F
sup
t∈T
∣∣∣∣∣
n∑
i=1
sifi(t)−
n∑
i=1
sifˆi(U)
∣∣∣∣∣
6 sup
n∈N
sup
s1,...sn>0∑
n
i=1
si=1
sup
f1,...,fn∈F
sup
t∈T
n∑
i=1
si
∣∣∣fi(t)− fˆi(U)∣∣∣
6 sup
n∈N
sup
s1,...sn>0∑
n
i=1
si=1
sup
f1,...,fn∈F
n∑
i=1
si ·
(
sup
t∈T
∣∣∣fi(t)− fˆi(U)∣∣∣
)
,
since we can maximize each addend independently. By maximizing this expression
through each function fi separately we obtain
ωU
(
conv(F), V
)
6 sup
n∈N
sup
s1,...sn>0∑
n
i=1
si=1
n∑
i=1
si ·
(
sup
fi∈F
sup
t∈T
∣∣∣fi(t)− fˆi(U)∣∣∣
)
= sup
n∈N
sup
s1,...sn>0∑
n
i=1
si=1
n∑
i=1
si ·
(
sup
f∈F
sup
t∈T
∣∣∣f(t)− fˆ(U)∣∣∣)
= 1 ·
(
sup
fi∈F
sup
t∈T
∣∣∣fi(t)− fˆi(U)∣∣∣
)
= ωU(F , V ).
Since both V and U were arbitrary, we get
ωU
(
conv(F)
)
= inf
V
ωU
(
conv(F), V
)
6 inf
V
ωU
(
F , V
)
= ωU (F).
Finally, ω
(
conv(F)
)
6 ω(F). Since ω satisfies (MN2) and conv(F) ⊃ F , then ω is
invariant under passing to convex hull. 
The fact that ω measures how much F ⊂ Cb(T ) violates ω-equicontinuity is
expressed by the lemma below:
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Lemma 11. For any family F ⊂ Cb(T ), the following equivalence holds:
F is ω-equicontinuous ⇐⇒ ω(F) = 0.
Proof
" =⇒ " Assume that F is ω-equicontinuous. Take any U ∈Wall(T ). Then, for every
εn := 1n there exists Vn ⊂ T – open, such that for each f ∈ F , t ∈ Vn the inequality
|fˆ(U)− f(t)| < 1
n
. Hence
ωU (F , Vn) 6
1
n
,
and since U ∈ V ∗n for all n ∈ N, ω
U (F) = 0. Since U was chosen arbitrarily, ω(F) = 0.
"⇐= " Assume that ω(F) = 0. Therefore, for all U ∈Wall(T ) we have ωU (F) = 0.
For the sake of contradiction, suppose that F fails to be ω-equicontinuous. Then, there
exists ε > 0 and U0 ∈Wall(T ) such that for any V ∗-neighbourhood of U0 there exists
fV ∈ F and tV ∈ V for which ∣∣∣fˆV (U0)− f(tV )∣∣∣ > ε.
As a result (
∀V ∗∋U0 ω
U0(F , V )
)
> ε =⇒ ωU0(F) > ε.
This implies that ε 6 ωU0(F) 6 ω(F) = 0, a contradiction. Hence F is ω-equicontinuous.

Having all the necessary tools, we can present the main result of our divagations
until now.
Theorem 12. The functional Ω : Cb(T )→ [0,+∞] given by the formula
Ω(F) := ω(F) + η(F)
satisfies properties (MN1)-(MN6). Therefore Ω is a measure of non-compactness
on Cb(T ).
Proof
Thanks to Lemmas 6 and 9, we obtain the properties (MN2)–(MN6) immediately.
If F is relatively compact, then due to Theorem 5 it is both pointwise bounded and
ω-equicontinuous. Consequently, due to Lemmas 7 and 11
Ω(F) = η(F) + ω(F) = 0.
Conversely, if Ω(F) = 0, then both η(F) and ω(F) equal to 0. This means F is both
ω-equicontinuous and pointwise bounded, thus relatively compact. 
11
Example 1. Consider a compact unit interval [0, 1] with the topology induced by Eu-
clidean metric and a family of continuous and bounded functions F := {xn : n ∈ N}.
One can easily see that the Cech-Stone compactification of this interval is the inter-
val [0, 1] itself, since compactification of a compact space does not alter its structure.
So one can identify U ∈ Wall(T ) simply as elements of unit interval. Since F is
bounded, then η(F) = 0. But this family fails to be compact, therefore it has to be
non-ω-continuous to some extent. Let us measure to what extent this property fails to
be satisfied. Fix some t0 ∈ [0, 1]. Due to Lemma 8, we can restrict only to the neigh-
bourhoods of the form (t0 − ε, t0 + ε). In case when t0 = 1 or t0 = 0 we can use open
sets of the form (1 − ε, 1] and [0, ε) respectively. For t0 = 0 and its ε-neighbourhood
obviously ωt0(F , V ) = ε, since ε < 1. And for 1 we get
ω1(F , V ) := sup
n∈N
|(1− ε)n − 1n| = 1,
since lim
n→∞
|(1− ε)n − 1n| = 1. For some t0 ∈ (0, 1) and ε > 0 such that V :=
(t0 − ε, t0 + ε) ⊂ [0, 1] we have
ωt0(F , V ) := sup
n∈N
sup
t∈V
|xn − (t0)
n|
Since the derivation of (xn− tn0 ) yields x
n−1, we can easily see that this supremum in
this case can be calculated as the value of this expression at one of the points (t0 − ε)
or (t0 + ε). Of course the latter value yields a greater difference for each n ∈ N, thus
we stick to the latter one. Thus ω0(F , V ) = supn∈N ((t0 + ε)
n − (t0)n). This value
does not exceed 1 though. If we tend with ε to 0, i.e. we take the infimum over all
neighbourhoods of t0 ∈ [0, 1], we obtain that ωt0(F) 6 1 for all t0 and it attains value
of 1 for t0 = 1. Consequently ω(F) = 1.
Let us try to evaluate the value of the Hausdorff measure of non-compactness on this
family. Obviously, this measure does not exceed 1, since a closed ball centered at zero
function contains the whole family F . Notice, however, that for any n ∈ N
sup
n∈N
‖xn −
1
2
‖ = sup
n∈N
sup
x∈[0,1]
|xn −
1
2
| =
1
2
.
This means that the Hausdorff measure of F cannot exceed 12 .
We will show, that α(F) > 1. On the contrary, suppose that F can be covered by
a finite family of sets G, whose diameters are no greater than 1 − ε. Notice that for
n < k
1 6 ‖xn − xk‖ = sup
x∈[0,1]
(xn − xk) >
(
n
k
) n
k−n
−
(
n
k
) k
k−n k→∞
−→ 1− 0 = 1.
If G covers entire F , then the identity mapping x1 belongs to some A1 ∈ F . Since
‖xn − x‖
n→∞
−→ 1, there exists n1 ∈ N such that ‖xn − x‖ > 1 − ε for all n > n1.
Therefore xn1 ∈ A2 for some different A2 ∈ G. Again, there exists n1 < n2 ∈ N such
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that xn /∈ A1 ∪A2 for all n > n2. Consequently, if
⋃k
i=1 Ai contains all functions x
n
up to some nk−1, there exists nk such that x
n /∈
⋃k
i=1 Ai for n > nk. Thus G cannot
be finite. This proves, that α(F) = 1. This reasoning also shows that χ(F) = 12 .
Due to the fact, that Γ is an isometry, one may think that neither Kuratowski’s nor
Hausdorff’s measure can exceed Ω. The example provided proves that the opposite
relation cannot hold in case of χ. Thus we pose the following
Question 1: Prove or disprove if there exists any form of inequality between Ω
and some other measures of non-compactness, including Kuratowski’s and Hausdorff’s
measures.
3 Applications – Darbo fixed point theorem.
The theorem we present below is stated in the classic terms of Y being any Banach
space and Ω being any quasimeasure of non-compactness. However, space Y = Cb(X)
is, in fact, a Banach space and we can implement in this theorem the measure of
non-compactness constructed in Theorem 12. The proof is inspired by [14] and [1],
especially by the use of consecutive iterations of the function ψ. Nevertheless we dish
it up for the Readers’ convenience.
Theorem 13. Let Ω : P(Y ) → R+ be a quasimeasure of non-compactness, C ⊂ Y
a non-empty, convex, bounded and closed subset and ψ : R+ → R+ a nondecreasing
function such that limn→∞ ψ(n)(t) = 0 for every t ≥ 0. If Φ : C → C is a continuous
function such that
(B) for all A ⊂ C we have
Ω(Φ(A)) ≤ ψ(Ω(A)),
and Ω(C) <∞ then Φ has at least one fixed point in C.
Proof
Denote C1 := C and define Cn+1 := convΦ(Cn). From this definition, the closed-
ness of Cn for every n ∈ N is obvious. By induction we will prove that (Cn)n∈N is a
descending sequence. Indeed, since Φ(C1) ⊂ C1, then
C2 := convΦ(C1) ⊂ C1,
due to C being a closed and convex set. Notice, that Φ|C2 : C2 → C2, because
Φ(C2) ⊂ Φ(C1) ⊂ C2. Thus, using the same argument as previously, the inductive
step can be proved.
If we define D as D :=
⋂
n∈NCn, we see that it is an intersection of closed and
convex sets, thus it is a closed and convex set itself.
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By (B), we have the following bound on Ω(Cn)
Ω(Cn+1)
(MN3)
= Ω(Φ(Cn)) ≤ ψ(Ω(Cn)) ≤ ψ
(2)(Ω(Cn−1)) ≤ . . . ≤ ψ
(n)(Ω(C)). (3)
This (paired with the assumption that Ω(C) < ∞) implies that the sequence Ω(Cn)
tends to 0 for n → ∞. As a consequence Ω(D) = 0, thus D is relatively compact,
though we do not know at this point whether it contains any elements or not.
In the next part of the proof, we would like to show that D is non-empty. Since
each Cn is non-empty, we can consider a sequence (xn)n∈N ⊂ C such that xn ∈ Cn,
then for a fixed k ∈ N we have
Ω((xn)n∈N) = Ω
(
(xn)
k
n=1 ∪ (xk+n)n∈N
)
(MN5)
≤ Ω(Ck+1).
As k →∞, we conclude that Ω((xn)n∈N) = 0, i.e. {xn : n ∈ N} is relatively compact,
thanks to the property (MN1). Therefore, the existence of a convergent subsequence
of (xn)n∈N is established. Let us denote its limit by x ∈ Y .
Now, each of the sets Cn was closed, and due to the fact, that (Cn)n∈N is descend-
ing, for a fixed positive k ∈ N, the sequence (xk+n)n∈N is a convergent sequence of
elements from Ck. Since k was arbitrary, x ∈ Ck for each k ∈ N, hence x ∈ D. Now,
since D is non-empty, relatively compact and closed, it is a non-empty and compact
set, which happens to be convex as well.
If we restrict Φ to set D, we obtain a continuous map, which is compact as well.
Thus, applying Schauder fixed point theorem to Φ : D → D, we can establish the
existence of the fixed point. 
Final remarks
From the lecture of [12] it seems to be possible to create a different measure of non-
compactness over the space of functions which map σ-locally compact Hausdorff space
X to some metric space Y . The result obtained by the authors of this publication is
also a result in the spirit of Arzelá-Ascoli theorem, which seems to be promising for
further research. Another direction, provided by one of the authors of the previously
mentioned paper in [11] also contains results which are quite similar to the ones used
in the construction of the functional Ω. It allows us to hope that other measures of
non-compactness, based on the other variants of Arzelá-Ascoli theorem, can possess
some interesting properties.
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