The belief propagation (BP) decoding of polar codes provides better bit error rate (BER) and packet error rate (PER) performance than the successive cancelation (SC) decoding. It has been reported in the literature that the graph of BP decoding of polar codes can be permuted to provide even better decoding performance. In this paper, we theoretically prove that all permutations of the graph are equivalent in terms of the polar encoding. For BP decoding, it is shown that permutations of the layers of the graph also permute the bit channels. A principle which protects the weakest information bit channel is provided in the paper. Two parallel BP decoders, one employing the standard graph and the other selected based on the selection principle, are also proposed to work together. The simulation results show that when the total number of iterations is fixed, the proposed BP decoding can have the same performance as the existing permutation scheme while provides a higher throughput.
I. INTRODUCTION
Polar codes, with their low encoding and decoding complexity (successive cancellation, SC) [1] , have been selected as the channel coding scheme for the control channel of the 5G communications [2] (enhanced mobile broadband scenarios, eMBB). The performance of the original SC decoding is further improved from various decoding techniques, such as the SC list (SCL) decoding [3] [4] , the belief propagation (BP) decoding [5] - [8] , and the SC and SCL decoding helped by a successive permutation scheme in [9] .
In [5] , the SC decoding is shown to be a special case of the BP decoding. The over-representation of the decoding graph is employed there to improve the performance of the BP decoding. For a code length N = 2 n (n ≥ 1), there are n! permutations of the decoding graph. How to select the graph is left as an open problem. Empirically the n cyclic shifted graphs are used for the BP decoding. The randomly permutated graphs are employed in [8] , and cyclic redundancy check (CRC) is concatenated with the polar code. It is shown in [8] that the performance of the BP decoding with randomly permutated graphs can outperform non CRC-aided SCL decoders. In [7] , the authors proposed an The associate editor coordinating the review of this manuscript and approving it for publication was Pietro Savazzi . empirical construction of permutated graphs with better performance than that of [5] and [8] . The authors in [9] allow the subcodes in each layer permutating freely, and thus producing more permutations of the factor graph than n!. A successive permutation is performed in [9] to find a permutation in each layer. Note that the permutations considered in this paper follow that of [5] , [8] where subcodes in each layer permutate in the same way.
In this paper, the permutations of the encoding graphs of polar codes are first theoretically studied. The generator matrix is decomposed to n sub-matrices corresponding to n layers of the encoding graphs. It is shown in the paper that the generator matrix is equivalent for all n! permutations of the sub-matrices, resulting in equivalent encoding graph for all permutations of the graph. These sub-matrices are commutative. For ease of description, the graph presented in [1] is called the standard graph in this paper to differentiate with the other permutated graphs. The information bits, whether selected from the Tal-Vardy procedure [10] or the Gaussian approximation procedure [11] - [13] , are based on the standard graph in this paper, as also done in the literature.
However, for the decoding employing a permutated graph, the information bits experience different bit channel qualities compared with the case employing the standard graph. It is shown in the paper that, when employing only one graph, the union bound of the decoding with a permutated graph can not be better than that employing the standard graph. As reported in [5] , [7] , [8] , multiple graphs together can still be exploited to improve the BP decoding performance. Unlike the work in [7] , [8] where n graphs are employed, we propose to use only two graphs for decoding. Besides the standard graph, a principle in selecting another graph is proposed, which protects the weakest bit channel among all the information bit channels. Besides, the two BP decoding processes can be carried out together in parallel to improve the overall throughput. Simulation results show that the proposed BP decoding can have the same performance as that of [7] when fixing the overall number of iterations of all the BP decoding processes. In the mean time, the proposed BP decoding with two graphs yields a higher throughput.
The rest of the paper is arranged as follows. Section II introduces the preliminaries of polar codes. Section III provides the decomposition of the generator matrix into submatrices which are commutative. Section IV-A introduces the BP decoding process of polar codes. Section IV-B is on the introduction of the BP decoding with permutated graphs. The union bound of the BP decoding employing a permutated graph is explained in Section IV-C. The principle in selecting a BP decoding graph is also presented in this section. The BP decoding with two graphs is proposed in Section IV-D. The simulations results are presented in Section V. Section VI is the conclusion of the paper.
II. PRELIMINARIES
Throughout the paper, we use x N 1 to denote a N -length vector (x 1 , · · · , x N ). Let W : X → Y denote a binary-input discrete memoryless symmetric channel (B-DMC) with an input alphabet X = {0,1}, an out alphabet Y, and the transition probability W (y|x), x ∈ X , y ∈ Y. Let N denote the code length, where N = 2 n for some n > 0. The generator matrix G N = B N F ⊗n is given in [1] , where B N is a bit-reversal matrix, F = 1 0 1 1 , and ⊗ represents the Kronecker power over the binary field F 2 . The codeword x N 1 can be obtained by x N 1 = u N 1 G N , where u N 1 is the source vector consisting of K information bits and N − K frozen bits. Transmitting the codeword x N 1 over N independent underlying channels W , the transition probability is W N (y N 1 |x N 1 ). The process of channel polarization consists of two separate steps: channel combining and channel splitting. Channel combining is to merge N independent channels into a vector channel W N :
Channel splitting is an operation splitting W N back into a set of N binaryinput channels {W
The ith such channel is called bit channel i. The channel polarization theorem [1] states that I (W (i) N ) (the capacity of bit channel i) converges to either 0 or 1 as N tends to infinity, and the fraction of the good bit channels with capacity 1 approaches I (W ).
Due to channel combining and channel splitting, the channels are polarized, and K best bit channels are selected to transmit K information bits. The remaining N − K channels are used to transmit the frozen bits (the frozen bits are sometimes fixed to zero). The good information set is denoted as A and the complementary set is A c . Denote u A as a subvector of vector u N 1 (the elements of u A coming from elements of u N 1 indicated by the set A). The encoding can be written as The SC decoding is a bit-by-bit decoding proposed by E. Arıkan with the complexity of O(N log N ) [1] . The likelihood ratio (LR) of bit i is calculated as
is the estimation of bits u i−1 1 . If u i ∈ A c , then u i = u i since the frozen bits are known to the receiver. When i ∈ A, the decision ofû i comes from
(2)
III. DECOMPOSITION OF THE GENERATOR MATRIX
In the encoding process, the permutation matrix B N simply puts the input vector u N 1 in the bit-reversed order. The intermediate calculations are controlled by the matrix F ⊗ . In the following study, we focus on the property of the generator matrix G N without the permutation matrix B N , assuming the input vector is already in the bit-reversed order.
The encoding process of polar codes is shown in Fig. 1 for the case of N = 8. There are n levels of basic Z-shape connections, each with N /2 of them. From the left to the right, the levels are labeled as level 1 to level n.
is just the source vector u N 1 in the bit-reversed order. The final output {u
These n levels Z-shape connections perform the encoding from u N 1 to x N 1 , equivalently performing the calculations specified by the generator matrix G N . Observing the connections of each level in Fig. 1 , the generator matrix G N can be decomposed as
Here I m represents the identity matrix of dimension m. The matrix G i can be written in the following form
The number of the submatrix G iB in G i is 2 i−1 . This form of G N = G 1 G 2 · · · G n is the encoding graph used in [1] . In this paper, we call this form of the encoding and the corresponding decoding graph the standard encoding and decoding graph. For ease of description, we use the bold font u (k) to represent the vector {u
. A standard diagram of encoding is shown in Fig. 1 where the source vector u (0) is the input from the left-hand side of the graph, and the codeword u (3) is the output from the right-hand side of the graph. The original encoding process is decomposed as a n-level encoding with G i as the encoding matrix for level i (1 ≤ i ≤ n). The submatrices {G i } n i=1 are all invertible. The encoding matrices {G i } n i=1 have the following property stated by Lemma 1.
Proof: First consider G iB and G jB . Without loss of generality, assume j > i. Since j > i, G iB and G jB can not be directly multiplied. The size of G iB is N /2 i−1 by N /2 i−1 and the size of G jB is N /2 j−1 by N /2 j−1 . The submatrix contained in G iB is I N /2 i and the submatrix contained in G jB is I N /2 j . With i < j, I N /2 i can be decomposed of I N /2 j as the following:
Replacing (4), G iB can be written in the following form
Stack 2 j−i submatrices G jB to form a new matrix G j B :
Then
It can be seen that G j B has the same size as G iB . Therefore they can be directly multiplied:
In the same way, G j B G iB can be obtained as
It follows that G i G j = G j G i . Define the set S n and the permutation π over it as:
Define the encoding matrix G N (π (S n )) as:
Corollary 1 can be obtained immediately from Lemma 1. Corollary 1: Let π 1 and π 2 be any two permutations over the set S n . These two permutations are one-to-one and onto. Then G N (π 1 (S n )) = G N (π 2 (S n )).
Corollary 1 says that the n matrices of each level can be interchanged, all resulting in the same generator matrix G N . There are n! permutations of these n matrices, equivalent to n! encoding graphs for polar codes with the length N = 2 n . Fig. 2 shows the encoding structure with G N = G 1 G 3 G 2 .
IV. BP DECODING WITH TWO GRAPHS
With one encoding graph, there is a corresponding graph for BP decoding. As discussed in the previous section, there are n! equivalent encoding graphs, all producing the same codewords for the same input. This brings n! BP decoding graphs. In [5] , some of the n! graphs are used in the BP decoding process, producing better error performance than using one standard graph of polar codes. However, [5] does not state how to select the graphs among n! graphs for BP decoding. In this section, the BP decoding of polar codes is first introduced. Then principles of selecting decoding graphs are investigated.
A. BP DECODING OF POLAR CODES
BP decoding of polar codes is a message passing decoding based on a factor graph. The factor graph is a graphical representation of the generator matrix G N , including check 
nodes (CNs) and variable nodes (VNs). An instance for the code length N = 8 is shown in Fig. 3 (the circles represent the VNs and the squares represent CNs).
The bit vectorû N 1 = U N 1 (the left-hand side VNs) is to be decoded and is partitioned into two parts:û A andû A c . Each column of VNs (CNs) is represented as a VN (CN) layer. The VN layers consist of 0 to n layers and the CN layers consist of 1 to n layers. Each CN layer contains N 2 Z-shaped VN-CN connections, and one of which is highlighted in red in Fig. 3 .
Assume that decoding starts from the right to the left of the decoding graph. The 0th VN layer receives the channel observation y N 1 , and the first CN layer connects to the 0th VN layer. In the ith CN layer (1 ≤ i ≤ n), the values of the left upper VN and the left lower VN of all Z-shaped VN-CN connections are calculated. A sum operation is performed at each VN, and a product operation is performed at each CN. The calculations of one layer is followed by the calculation of the next CN layer.
The messages are passed along the graph in an iterative manner from the right to the left and then from the left to the right until the maximum number of iterations is reached, or a termination criterion is met. Messages are passed in the form of the log-likelihood ratio (LLR). Let L 
Initial LLR values of the leftmost VN layer is
The messages for nodes i and j are updated according to the following rules:
where f (x, y) = 2arctanh(tanh(x/2) tanh(y/2) for x, y ∈ R.
For bit i, the sum L final (i) = L (n)
B. BP DECODING WITH PERMUTATED GRAPHS
Since the generator matrix G N can be decomposed into any permutation of the submatrices {G i } n i=1 , the BP decoding can have different decoding graphs, shown in Fig. 3 and Fig. 4 of two different BP decoding graphs. These two decoding graphs are corresponding encoding graphs shown in Fig. 1 and Fig. 2 .
The construction of polar codes is that, for a given number of information bits in one block, the standard graph is employed to calculate the bit channel qualities. For example, Bhattacharyya parameters can be used to determine the quality of bit channels with BEC channel [1] . For other channel types, Tal-Vardy [10] approach or GA [11] - [13] can be used. With the information set A obtained from the standard encoding graph, the information bits are put at those positions specified by A in the left-hand side of the encoding graph.
Although all other permutations of the n submatrices of G N are equivalent in terms of the encoding, the BP decoding following a permutation of the standard graph is shown in this section to result in an error performance no better than that following the standard graph.
The position of bit channel i (1 ≤ i ≤ N ) in the encoding and decoding graphs can be determined by the binary expansion i − 1 = (b i n , b i n−1 · · · b i 1 ). For example, with the standard connection (the one presented in [1] ) of N = 8, bit channels are positioned from the top to the bottom as: {1, 5, 3, 7, 2, 6, 4, 8}. However, if G N is permutated as G N = G 2 G 3 G 1 , then the bit channels are positioned as:
{1, 3, 2, 4, 5, 7, 6, 8}. This is shown in Fig. 5 , where the original bit channels are positioned according to the standard graph, and the new bit channels are results of the permuted graph with G N = G 2 G 3 G 1 . This can be formally stated as follows.
Lemma 2: Consider the ith (1 ≤ i ≤ N ) bit channel with the binary expansion i − 1 = (b i n , b i n−1 · · · b i 1 ). With the permutation of the generator matrix G N (π (S n )), bit channel i is permutated as π(i), where π(i) = π b i n , b i n−1 , · · · , b i 1 permutates the binary bits accordingly. Proof: The proof follows the same technique as the proof of Theorem 1 from [7] . The bit channel i is transformed as:
As stated in [7] , the permutation of the generator matrix (or the layers of the factor graph) is equivalent to the permutation of the binary expansion of the bit channel index. Note that in [7] , the authors employ this fact to permutate the codeword (at the right-hand side of the graph) so that the decoding can be performed following the standard graph for any permutation of the layers. In this work, we fix the codeword and show that the resulted bit channels (at the lefthand side of the graph) are permutated when the layers are permutated.
Let the information set be A = {i 1 , i 2 , · · · , i K } and assume this set is ordered in the ascending order with respect to the bit channel quality. In other words P e (W (i 1 )
is the error probability of the ith bit channel.
Since the encoding is performed with the information bits arranged according to the standard graph, there is a key difference in the decoding process between employing the standard graph and the permutated graph: The equivalent bit channel quality of the permutated graph cannot be better than the standard graph. Before providing a formal statement of this fact in the next subsection, let us observe the example of Fig. 5 . The three information bits are conveyed at bit channels {W (6) N , W (7) N , W (8) N } from the standard encoding graph. This shows that these three bit channels have the best quality among the eight bit channels. Otherwise they can not be selected as information bit channels in the polar code construction process. Now if the permutated graph with G N = G 2 G 3 G 1 is used for the BP decoding, then the original three bit channels {W 
N }. The three information bits in this example experience different bit channels: {6, 7, 8} in the standard BP decoding, and {4, 6, 8} in BP decoding with the permutated graph. The difference lies in bit channel 4 and bit channel 7. From the polar code construction principle [1] , it must be true that bit channel W (4) N is worse than bit channel W (7) N , since the latter is chosen as an information bit channel.
C. BP DECODING GRAPH SELECTION
As observed from the previous subsection, when BP decoding follows a permutated graph, the information bits experience different bit channels from the standard decoding graph. This section provides a principle in the selection of the BP decoding graph.
First, let us denote a BP decoding following a graph of G N (π (S n )) as π (BP). Denote P B {π (BP) , A} as the packet error rate (PER) of the BP decoding following a decoding graph of G N (π (S n )) when the information set A is selected with the standard graph. Denote A (π (S n )) as the set of bit channels at positions indicated by A when the BP decoding follows a permutated decoding graph G N (π (S n )). As stated in [5] , SC decoding is a special case of the BP decoding. Therefore, the PER of the BP decoding follows the same union bound of the SC decoding, which is [10] 
When the permutation π is the identity permutation, this is the union bound of the standard SC decoding.
The following lemma states the union bound of the PER with the permutated decoding graph and the PER of the standard decoding graph.
Lemma 3: Let π be a one-to-one and onto permutation over the set S n . Then, when π is not the identity permutation, the union bound of P B {π (BP) , A} is not less than the union bound of P B {BP, A}.
Proof: From (24), this lemma is to show that j∈A(π(S n ))
When π is not the identity permutation, there must be bit channels in A (π (S n )) which are different from those in A. Let the set A s = A (π (S n )) ∩ A. These are the bit channels which are common in A (π (S n )) and A. Extract the remaining bit channels from them:
In the polar code construction stage, ∀i ∈ A d and ∀j ∈ A pd it must hold that P e (W (i)
N is selected as one of the information bit channels in A. Therefore, the inequality in (25) holds.
What Lemma 3 says is that for BP decoding following a permutated graph, the union bound of the PER can not be better than that following the standard graph. This is with respect to a single decoding graph. As observed in [5] , the over-representation of the decoding graph provides a way to increase the BP decoding performance. However, how to select the graphs over n! of them is left as an open problem in [5] . In the following, with the help of the partial order (PO) [14] , [15] , a principle of selecting decoding graphs is provided in Principle 1.
To introduce Principle 1, the PO in [15] , [16] is needed. Let the binary expansion of i − 1 be (b i n , b i n−1 , ..., b i 1 ). Let b i c = 0, b i d = 1 (1 ≤ c, d ≤ n) , and d > c. The PO in [15] , [16] is that switching bit b i c with b i d resulting in a new bit channel i , then bit channel i is stochastically degraded with respect to bit channel i: P e (W (i) [15] , [16] . VOLUME 8, 2020 Define set L ⊆ {1, 2, . . . , n} containing the positions of ones of (b i n , b i n−1 , ..., b i 1 ) in the descending order:
Locate the positions of zeros of (b i n , b i n−1 , ..., b i 1 ) with indices smaller than the first entry of L, denoted asL (in the ascending order):L
Let m + 1 be the first index such that l m+1 < z m+1 . Principle 1: Let the information set A = {i 1 , i 2 , · · · , i K } be in the ascending order in terms of the bit channel quality. Let (b i 1 n , b i 1 n−1 , . . . , b i 1 1 ) be the binary expansion of i 1 − 1 (the index of the worst quality information bit channel). A BP decoding graph should avoid the selection which switches the first m bits in L with the first m bits inL of (b i 1 n , b i 1 n−1 , . . . , b i 1 1 ). Proof: According to the PO in [14] , [15] , switching a bit b i 1 d = 1 with a bit b i 1 c = 0 (d > c) resulting in a degraded bit channel. An iterative application of this PO can be applied to all zeros of (b i 1 n , b i 1 n−1 , . . . , b i 1 1 ) with indices smaller than d until the smallest index, which eventually resulting in the worst possible bit channel when switching bit b i 1 d = 1 with another bit zero. The process can go on for the first m bits (with the largest indices) in L and the first L bits (with the smallest indices) inL, which results in the worst possible bit channel i when switching bits of (b i 1 n , b i 1 n−1 , . . . , b i 1 1 ). For the information set A = {i 1 , i 2 , · · · , i K }, bit channel i 1 bears the worst quality among all bit channels for the standard graph. If a permuted BP decoding graph produces the worst possible bit channel at position i 1 , then the overall performance is further degraded by this bit channel. Therefore this principle avoids the BP graph which produces the worst possible bit channel at position i 1 .
Note: Principle 1 tries to protect the 'weakest' bit channel in the information set. In the following, BP decoding is performed over two graphs following this principle. Early termination with CRC is also proposed in speeding up the decoding process.
D. BP DECODING WITH TWO GRAPHS
In [5] , the authors employed cyclic shifted graphs for the BP decoding. In [7] , an empirical approach is used to construct permutations of the decoding graph. In [8] , random permutations are employed.
In this paper, besides the standard graph, another graph is selected following Principle 1. Unlike the works in [5] , [7] where the BP decoding is performed in serial, the BP decoding of the selected graph and the standard graph can be performed in parallel, resulting in a higher throughput. For the ith information bit, the LLR from the standard graph is denoted as L standard final (i) and that from the permutated graph is It is worth noting that the second graph selected from Principle 1 is not unique. One reason is that polar codes are channel specific: the weakest information bit channel varies when the underlying channel varies even for the same code length and code rate. Therefore the binary expansion of the weakest information bit channel is not fixed for a given code length and code rate. Another reason for the non-uniqueness of the second graph is from the fact that there are more than one permutation defined: Principle 1 says what bits in the binary expansion cannot be switched; the remaining bits are free to permutate. A general way in selecting the second graph can be done to make the weakest information bit channel better according to the PO.
V. SIMULATION RESULTS
The channel considered is the additive white Gaussian noise (AWGN) channel. The code lengths considered are N = 256 and N = 1024. For the code length N = 256, two code rates are studied R = 1 2 and R = 3 4 . Twelve CRC bits are additionally added for all cases. The information set A is constructed from the Tal-Vardy approach at 2 dB.
For N = 256 and R = 1/2, the weakest bit channel in the information set is i = 56. The binary expansion of i − 1 is i − 1 = 55 = (0, 0, 1, 1, 0, 1, 1, 1). From Principle 1, to protect this bit channel, bit 6 should not switch with bit 4. Otherwise this bit channel is permutated as the worst possible bit channel.
One of the graphs for the proposed BP decoding is the standard graph. The other graph is selected with the layers specified by the set: {1, 3, 2, 4, 5, 7, 6, 8}. For bit channel i with i − 1 = (b i n , b i n−1 , · · · , b i 1 ), this is to switch b i 2 with b i 3 and switch b i 6 with b i 7 . For i = 56, since b i 2 = b i 3 , the first switch does not change the bit channel quality. Switching b i 6 = 1 with b i 7 = 0 actually upgrades the bit channel quality for according to the PO. Therefore in this case the selected permutated graph for the BP decoding improves the quality of the worst bit channel in the information set. Fig. 6 shows the error performance of the proposed BP decoding with two graphs for N = 256 and R = 1/2, shown by the curve with asterisks. The performance of the standard BP is labeled as 'BP'. For the standard BP, the iteration number is fixed as 30. For the proposed BP with two graphs, each parallel BP decoder has a maximum iteration number 30. The BP decoding with graphs randomly selected [8] is shown by the curve with diamonds. The legend for this curve is 'Random Graphs [8] '. Eight random graphs are generated. The BP decoding starts with the standard graph. If it fails after 30 iterations, another graph is employed until the last graph. The performance of the BP decoding with eight precalculated graphs as in [7] is shown by the curve with squares. The legend for this is 'Precalculated Graphs [7] '. This decoder works as the random BP decoder except that the graphs are precalculated. Also shown in the figure is the performance of the BP decoding employing eight cyclic shifted graphs as in [5] . The legend for this decoder is 'Cyclic Graphs [5] '. The maximum iteration for each graph is also 30. From Fig. 6 , it can be shown that the BP decoder with precalculated graphs [7] achieves the best error performance compared with the other BP decoders with permutated graphs. Fig. 7 shows the average iteration numbers of the corresponding decoders. Note that the proposed BP decoder works in parallel: two parallel decoders stop at the same time. For a fair comparison, the average iteration number reported in one decoder is doubled in Fig. 7 for the proposed BP decoder. It is observed that for E b /N 0 ≤ 2 dB, the proposed BP decoding with two parallel decoders requires far less iterations compared with the 'Random Graphs [8] ', 'Cyclic Graphs [5] ', and 'Precalculated Graphs [7] ' decoding.
The large average iteration numbers of three existing BP decoders with permutated graphs motivate another comparison as shown in Fig. 8 , where the total maximum number of iterations is fixed as 60. Since the BP decoding with precalculated graphs in [7] shows the best error performance, the proposed BP decoding with two parallel BP decoders is only compared with it. Because the proposed BP decoding works in parallel, the maximum number of iterations for each of the two decoders is set as 30, resulting in a total number of iterations not exceeding 60. For the BP decoding employing eight precalculated graphs, the number of iterations for each graph is accumulated, which cannot be larger than 60. Given this constraint, the BP decoding in [7] and the proposed BP with two parallel BP decoders show the same error performance. Fig. 9 shows the number of iterations when fixing the total number of iterations to be 60. Here in this plot, we emphasize the 'delay' in finishing the decoding: how many iterations the decoding needs to stream out the decoded data. In this sense, the recorded number of the iterations for one decoder of the proposed decoding is not doubled, since the other decoder works in parallel. On the other hand, because of the serial nature of the decoding in [7] , the total number of iterations is what the decoder takes to stream out the decoded data. For the same error performance shown in Fig. 9 , the proposed BP decoding maintains a smaller 'delay' in streaming out the data, thus yielding a higher throughput.
The proposed decoder is also studied for a higher code rate R = 3/4 (N = 256). The four figures corresponding to Fig. 6 ∼ Fig. 9 are shown in Fig. 10 ∼ Fig. 13 . For this case, the worst quality information bit channel is i = 53. The binary expansion of this channel is i − 1 = 52 = (0, 0, 1, 1, 0, 1, 0, 0). According to Principle 1, bit 6 and bit 5 cannot be switched with bit 1 and bit 2. The other graph is selected as: {1, 2, 4, 3, 5, 8, 7, 6}, which switches bit 3 with bit 4 and bit 6 with bit 8. This switching makes bit channel i = 53 better according to the PO. Observing Fig. 10 ∼ Fig. 13 , it is seen that the trend of the proposed BP decoder with two graphs with a higher code rate (R = 3/4) is the same as that of the relatively low code rate (R = 1/2). When the code length is increased from N = 256 to N = 1024, the results are reported in Fig. 14 ∼ Fig. 17 . Here the code rate is R = 1/2. The worst information bit is i = 365. The binary expansion of it is: i − 1 = 364 = (0, 1, 0, 1, 1, 0, 1, 1, 0, 0). Another graph of the proposed BP decoder is selected as: {1, 2, 3, 5, 4, 6, 7, 8, 10, 9}. Fig. 14 ∼ Fig. 17 show the same phenomenon as in the N = 256 case. This indicates that the proposed BP decoder with two graphs performs consistently across code lengths and code rates.
VI. CONCLUSION
In this paper, it is proven that the generator matrix of polar codes can be decomposed as commutative sub-matrices, which renders equivalent encoding for all possible permutations of the layers. For the decoding, it is shown that for a permutated graph, the original bit channels experience different channel quality compared with the standard graph. A union bound for the BP decoding employing a permutated graph is present that is no better than the standard graph. A principle to protect the weakest bit channel in the information set is also provided and is employed in the simulation results. When fixing the total number of iterations, the proposed BP decoding with two parallel decoders can achieve the same error performance as the best existing BP decoding with permutated graphs, and provides a higher throughput in the mean time.
