In this work we report on the application of a higher order statistics based method that can be used to improve passive signature estimation over the conventional bispectrum methods. The method employs the biphase for extraction of frequency triplets with possible quadratic phase coupling. We demonstrate the method using data recorded by bottom mounted hydrophones during a sea trial in the Baltic Sea with a small fiberglass motor boat as a target. Several frequency pairs are shown to exist for which, according to the biphase test, can be useful to form complementary features for passive signature classification.
Wl'fi) = -IXj(fdXj(f2)12, there is significant quadratic phase coupling. This information p(f) = -pj Conventional passive sonar signal signature analysis i s based on identification of patterns based on narrow-band components in the power spectrum of the received hydrophone data. However, the phase relations between sources are not possible to explore with conventional power spectral based analysis, and these relations often carry a considerable amount of additional information. A common way of extracting some of this information is to apply higher order spectral analysis, most notably bispectral techniques. Using the bispectrum one can determine if a phase coupling is present between two harmonics found in the power spectrum and thereby identify and separate different physical generating mechanisms. One such mechanism which is important as a feature in certain classification scenarios is quadratic phase coupling (QPC). This type of phase coupling between two harmonics occurs when one of the harmonics is a mixing product resulting from passage through a quadratic nonlinearity.
The bicoherence b2(f1, fz) is bounded between 0 and 1.
If the harmonics at frequencies f1, f2 with phases 4 1 and $2, respectively, are (phase) coupled the phase 4 3 of the frequency f3 = f1 + f2 satisfies 4 3 = 41 + 4 3 and the value of b2(f1, f2) is close to one. If the two frequencies are not phase coupled the value of b2(fi, f2) will in general be low (for details see [2] ). For analysis of peaks in the bicoherence, the significance levels for zero bicoherence are important to establish. Haubrich [3] shows that the bicoherence of a Gaussian signal is X2-distributed. Elgar and Guza [4] found that the bicoherence statistics are independent of the averaging technique. Significance levels are therefore not affected by smoothing techniques. Elgar and Sebert [5] investigate by numerical simulations the statistics and the confidence limits of the estimates of both the bicoherence and the biphase. The threshold for the 5% significance level of the bicoherence is m, where df is the degree of freedom which equals 2K.
In the analysis using the bicoherence we follow Fackrell et al. [2] . We separate the real bR(fl, f2) and imaginary b'(f1, f2) parts of the bicoherence as
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The j:th block Xj (f) of an N-point Discrete Fourier Transform (DFT), evaluated at frequency f, of a finite part WWl, fill &fl, If a strong QPC is present, the biphase should be close to zero because the phase at the bifrequency is 4 3 = 41 + 4 2 , which implies that the real part b R ( f l , f2) is much larger than the imaginary part b'(fi f2). Consequently, it is important to know the significance levels for the biphase. Fackrell et al. [2] used an empirical relation in the complex bispectral plane to estimate the limit for QPC. They assumed that the biphase e ( f 1 fi) is zero mean Gaussian with variance where b;r,,e is the true bicoherence value. This value is not known in practical situations and therefore we use the estimated b2 instead. The significant biphase standardized statistics N ( 0 , l ) can then be calculated from A threshold value can be set for Z ( f 1 fi) to define a critical acceptance region for significant QPC. The acceptance region for QPC is formed by two regions in the complex bicoherence plane, one for bicoherence magnitude level at 95% confidence level and one for significant biphase, see Fig. 1 . Here, we use the acceptance region in the biphase for separation of peaks with and without QPC. If a significant value of QPC is present in the data, interactions between triplets of frequencies are likely to exist.
The data was recorded at a sea trial in the Baltic Sea off the east coast of Sweden, in shallow waters of approximately 30 m depth. A 23 ft fiberglass motorboat with a 4-cyl. 4-stroke diesel engine connected to a stem drive (gear ratio 2.3:l) was used as target. The drive was fitted with two counter-rotating propellers with 3 and 4 blades, respectively. Engine and hull vibrations were recorded with two one-axis accelerometers, one fitted directly on the engine mount and one to the hull close to the engine. The sound propagated through water was recorded using a hydrophone array with four onmi-directional wide-band hydrophones horizontally equally spaced but at varying depths. Further details about the experiments and the recording procedure can be found in [61, [7] .
DATA ANALYSIS AND RESULTS
The data used in the analysis here is from hydrophone recordings of the boat running at constant speed with the engine running at 2712 rpm, recorded with a hydrophone mounted at a depth of 17 m. The boat started at a distance of approximately 600 m from the hydrophone array and was run on a straight track going over the array until passing the array by a distance of approximately 100 m. The recording was split into 7 frames, each of length 15 secs, and each frame was then divided into 20 (nonoverlapping) blocks. Because of the nonstationarity of the data when the boat started, an initial part of 10 sec. was discarded from each recording. In all DFT calculations data was tapered using a Hamming window and the frequency resolution was 1. 5 Hz. An example of time series and the corresponding power spectra of the hydrophone recordings are displayed in Fig. 2 and a short-time Fourier transform (STFT) on the complete hydrophone recording is shown in Fig. 3 . Several frequency peaks in the spectrum and lines in the STFT are clearly visible. Our objective has been to investigate how these frequencies interact for possible use in feature extraction on the received passive signature.
In Fig. 4 the bicoherence is displayed. It is known that there is no possibility to separate the QPC and non-QPC peaks in the bicoherence alone, 121. The biphase corresponding to Fig. 4 is displayed in Fig. 5 . In the biphase acceptance region for QPC only 5% of all significant bicoherence peaks appears.
If we include only the detected QPC peaks in the acceptance region a different pattern emerges. In Fig. 6 to Fig. 12 the significant QPC peaks in frames 1 through 7 are displayed. The seven strongest bicoherence peaks pl , . . . p7 in these frames are at (320.5,387), (263.3,325.8), (393.7,488.1), (252.7,328.5), (180.9,243.4), (25.6,38.6) and (410.9,601.1) Hz, respectively. In Fig. 13 the development of these peaks over the whole run is displayed. ..
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IV. CONCLUSIONS
In previous works by Lennmsson et al. [6] and [71 the relation of bispectral peaks to sources (engine/drive/hull) was investigated using the same data set as we use here and distinct couplings between engine and drive harmonics were possible to detect using the bispectrum. However, no conclusive evidence of QPC presence could be uncovered by that analysis. In the present work we have explored the possibility of applying biphase techniques to study the existence of QPC by means of significance and acceptance regions in the biphase. The seven strongest peaks in the biphase falling in the acceptance region have been extracted and of these at least three (pl,pz and p7) do not correspond to a coupling between two harmonics where both are multiples of one engine or drive harmonic. In other words, these peaks could be attributed to QPC. Even though these peaks are not in all blocks strong enough to fall in the acceptance region of the test, they are so in the majority of the blocks. Therefore, the biphase QPC detection
