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DISTRIBUTION OF VALUES OF L-FUNCTIONS
AT THE EDGE OF THE CRITICAL STRIP
Youness Lamzouri
Abstract. We prove several results on the distribution of values of L-functions at the edge of
the critical strip, by constructing and studying a large class of random Euler products. Among
new applications, we study families of symmetric power L-functions of holomorphic cusp forms
in the level aspect (assuming the automorphy of these L-functions) at s = 1, functions in the
Selberg class (in the height aspect), and quadratic twists of a fixed GL(m)/Q-automorphic
cusp form at s = 1.
Introduction and statement of results
Values of L-functions at the edge of the critical strip are interesting objects that encode
deep arithmetic information. For example, the non-vanishing of the Riemann zeta function
ζ(s) on the line Re(s) = 1 implies the prime number theorem proved by Hadamard and de
La Valle´e Poussin in 1896. Furthermore, let Spk(N) be the set of arithmetically normalized
primitive cusp forms of weight k and level N . Serre [27], proved that the Sato-Tate
conjecture is equivalent to the non-vanishing of symmetric power L-functions L(s, Symkf)
at Re(s) = 1, for all k ∈ N. This was recently used by Taylor and al [30] to prove the
Sato-Tate conjecture for all non-CM elliptic curves over totally real fields, satisfying the
mild condition of having multiplicative reduction at some prime.
The distribution of these values have been extensively studied over the last decades.
One can quote the work of Granville-Soundararajan [7] and Lamzouri [15] in the case of
ζ(1 + it); Elliott ([5] and [6]), Montgomery-Vaughan [20] and Granville-Soundararajan [8]
in the case of Dirichlet L-functions of quadratic characters L(1, χd); Duke [4] in the case
of Artin L-functions, and the work of Cogdell-Michel [1], Habsieger-Royer [9], Lau-Wu
[16], Liu-Royer-Wu [19], Royer ([21] and [22]), and Royer-Wu ([23] and [24]) in the case of
symmetric power L-functions of GL(2)-automorphic forms.
In the case of quadratic characters L-functions, Montgomery and Vaughan [20] were
the first to construct a probabilistic model to study the distribution of this family at
s = 1, and based on their model they conjectured that the distribution function should be
double exponentially decreasing. Granville and Soundararajan [8] computed large complex
moments of L(1, χd) and deduced an asymptotic formula for the distribution of the L-
values, proving Montgomery and Vaughan’s conjecture. More precisely let Φx(τ) to be the
proportion of fundamental discriminants d with |d| ≤ x, for which L(1, χd) > eγτ . Then
AMS subject classification: 11M06, 11N37.
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Granville and Soundararajan proved that uniformly in the region τ ≤ log2 x (throughout
this paper logj denotes the j-th iterated logarithm, so that log1 n = logn and logj n =
log(logj−1 n) for each j ≥ 2), we have
(1) Φx(τ) = exp
(
−e
τ−C1
τ
(
1 +O
(
1
τ
)))
,
where C1 := 1 +
∫ 1
0
log cosh y
dy
y2
+
∫ ∞
1
(log cosh y − y)dy
y2
= 0.8187...
Using a similar approach, they studied the distribution of the values |ζ(1 + it)| (in
[7]), and showed that uniformly in the region τ ≤ log2 T − log3 T , the measure of points
t ∈ [T, 2T ] for which |ζ(1 + it)| ≥ eγτ , equals
(2) T exp
(
−e
τ−C2
τ
(1 + o(1))
)
, where C2 := 1+
∫ 1
0
log I0(t)
dt
t2
+
∫ ∞
1
(log I0(t)− t)dt
t2
,
and I0(t) :=
∑∞
n=0(t/2)
2n/n!2 is the modified Bessel function of order 0.
Recently, Liu, Royer and Wu [19] studied the distribution of the values of automorphic
L-functions at s = 1 in the weight aspect, and showed that the distribution function of
L(1, f) where f varies over elements of Spk(1), has the same shape as (1) and (2).
The methods used to prove these results are similar and consist mainly in two steps.
The first one is to prove that large complex moments of our family of L-functions and those
of the corresponding random model are roughly equal, and the second one is to compute
these moments using techniques from analytic number theory and probability. Therefore it
seems interesting to prove a very general statement for the distribution of various families
of L-functions using these ideas. In this work, we investigate the distribution of a general
class of random Euler products, satisfying very natural conditions (confer conditions 1-4
below), then we deduce information about values of “L-functions” via their corresponding
random model. Among our results, we will prove a general formula for the constant in-
volved in the corresponding distribution function. Furthermore, we recover all the previous
results proved by Granville-Soundararajan ([7] and [8]) and Liu-Royer-Wu [19]. Indeed,
the corresponding random models for the families |ζ(1 + it)|, L(1, χd) and L(1, f) satisfy
our conditions 1-4 below. Another novelty in our work is to realize that we only need
to compute large integral moments of L-functions rather than the complex ones. Indeed
computing large complex moments of L-functions becomes a hard task when a completely
multiplicative structure for their coefficients lacks.
Let d be a positive integer, and P be the set of all prime numbers. For p ∈ P and
1 ≤ j ≤ d, let θj(p) be random variables distributed on [−π, π] and satisfying:
Condition 1. E(eiθj(p)) = 0, for all p ∈ P and 1 ≤ j ≤ d.
Condition 2. θj(p) and θk(q) are independent random variables for p 6= q.
Condition 3. The random variables X(p) :=
∑d
j=1 e
iθj(p)/d, are identically dis-
tributed, for every p ∈ P.
Condition 4. There exists an absolute constant α > 0 such that for all primes p
and all ǫ > 0, we have Prob (|θ1(p)| ≤ ǫ, ..., |θd(p)| ≤ ǫ)≫ ǫα.
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Consider the following random Euler products
L(1, X) :=
∏
p∈P
d∏
j=1
(
1− e
iθj(p)
p
)−1
.
Our aim then is to study the behavior of
Φ(τ) := Prob
(|L(1, X)| > (eγτ)d) .
Theorem 1. Let d be a positive integer. For 1 ≤ j ≤ d and p ∈ P, let θj(p) be random
variables distributed on [−π, π] and satisfying conditions 1-4. For τ ≫ 1, we have
Φ(τ) = exp
(
−e
τ−AX
τ
(
1 +O
(
1√
τ
)))
,
where
AX := 1 +
∫ ∞
0
f(t)
t2
dt, with f(t) :=


logE
(
eRe(X)t
)
if 0 ≤ t < 1,
logE
(
eRe(X)t
)
− t if 1 ≤ t,
and X is a random variable having the same distribution as the X(p). Furthermore AX is
convergent by Lemma 1.1 below.
In [1], Cogdell and Michel proved that large complex moments at s = 1 of the family of
k-th symmetric power L-functions of primitive cusp forms of weight 2 and large prime level
q, coincide with those of the adequate probabilistic model (constructed from the Sato-Tate
distribution) as q →∞, assuming the following hypothesis:
Hypothesis Symk(q): For all f ∈ Sp2 (q) the k-th symmetric power L-function of f is
automorphic, that is it coincides with the L-function of a certain cuspidal automorphic
representation of GL(k + 1)/Q.
This hypothesis is predicted by the Langlands functoriality conjectures and is effectively
proved for the symmetric powers up to 4. In view of the Petersson trace formula, it is
arguably more natural to consider the weighted arithmetic distribution function
Φq(Sym
k, τ) =

 ∑
f∈Sp2 (q)
ωf


−1 ∑
f∈Sp2 (q)
L(1,Symkf)≥(eγτ)k+1
ωf ,
where ωf := 1/(4π‖f‖) is the usual harmonic weight. In their paper [1], Cogdell and Michel
did not determine a good estimate for the appropriate distribution function, and noted
that it will be interesting to have such an estimate. Liu, Royer and Wu [19] noted that
their method should work in this case but with additional technical issues. Using Theorem
1 we get a good estimate for this distribution function. Indeed, the corresponding random
model for this family satisfies conditions 1-4, since in this case we have θj(p) = (k− 2j)θp
for 0 ≤ j ≤ k, where the {θp}p∈P are independent random variables distributed on [0, π]
according to the Sato-Tate measure dµst =
2
π sin
2(θ)dθ.
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Theorem 2. Let k ≥ 1 be an integer and q be a large prime such that Hypothesis Symk(q)
holds. Then uniformly in the region τ ≤ log2 q − log3 q − 2 log4 q we have
Φq(Sym
k, τ) = exp
(
−e
τ−Ak
τ
(
1 +O
(
1√
τ
)))
,
where Ak = 1 +
∫ 1
0
hk(t)
t2 dt+
∫∞
1
hk(t)−t
t2 dt and
hk(t) = log

 2
π
∫ π
0
exp

 t
k + 1
k∑
j=0
cos(θ(k − 2j))

 sin2 θdθ

 .
Another application of our work concerns the distribution of functions of the Selberg
class in the t-aspect. This class S, introduced by Selberg [26] (see also the nice survey of
Kaczorowski and Perelli [12]), is the class of Dirichlet series
F (s) =
∞∑
n=1
aF (n)
ns
, for Re(s) > 1,
satisfying the following axioms
Axiom 1 Analyticity: (s − 1)lF (s) is an entire function of finite order for some
non-negative integer l.
Axiom 2 Ramanujan hypothesis: aF (n)≪ǫ nǫ for any fixed ǫ > 0.
Axiom 3 Functional equation: F satisfies the functional equation
Φ(s) = ωΦ(1− s),
where
Φ(s) = QsF
k∏
i=1
Γ(wis+ µi)F (s),
and |ω| = 1, QF > 0, wi > 0 and Re(µi) ≥ 0 are parameters depending on F .
Axiom 4 Euler product: a1 = 1, and
logF (s) =
∞∑
n=1
bn
ns
,
where bn = 0 unless n = p
m with m ≥ 1, and bn ≪ nλ for some λ < 1/2.
All L-functions appearing in number theory are conjectured to belong to the Selberg
class, and most of these L-functions are indeed in S. Examples include the Riemann
zeta function ζ(s), Dirichlet L-functions of primitive characters L(s, χ), the Dedekind zeta
function ζK(s) of an algebraic number field K, the L-function associated with a normalized
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primitive cusp form of some congruence subgroup of SL2(Z), and the L-function of a
Rankin-Selberg convolution of two normalized primitive cusp forms. However, the L-
functions attached to GL(2) Maass cusp forms are not known to belong to S since the
Ramanujan hypothesis (axiom 2) is missing for these L-functions. Therefore, in order to
include this latter case in our setting we define another class of functions which satisfy
axioms 1, 3 and 4 and for which the Ramanujan hypothesis is replaced by the following
assumption:
Strong Ramanujan hypothesis on average. There exists a constant βF ≥ 0 such
that
(3)
∑
n≤x
|aF (n)| ≪ x(log x)βF .
We denote the class of such functions by Sa. By a classical result (Theorem 8.3 of [10]
combined with Cauchy-Schwarz inequality) we know that L-functions attached to GL(2)
Maass cusp forms are in Sa. Indeed these L-functions satisfy assumption (3) with βF = 0.
It is conjectured that the Selberg class consists only of automorphic L-functions, and
for those the Euler product (axiom 4) has the form:
(4) F (s) =
∏
p∈P
d∏
i=1
(
1− αi,F (p)
ps
)−1
, for Re(s) > 1,
where αi,F (p) 6= 0 for all primes except finitely many. The αi,F (p) are complex numbers
called the local roots of F at p and d ∈ N is called the degree of F . In this case we say that
F has a polynomial Euler product.
Let Sp be the class of functions which satisfy axioms 1-4 of S and which have a polyno-
mial Euler product. All examples of elements of S cited above are in Sp. A classical result
(see Lemma 4.1 below) shows that the Ramanujan hypothesis along with the polynomial
Euler product implies that
(5) |αi,F (p)| ≤ 1, for all p ∈ P and 1 ≤ i ≤ d,
and therefore, we can show the following key fact (see Lemma 4.1 for a proof)
(6) Sp ⊂ S ∩ Sa,
while it is conjectured that Sp = S.
Let F ∈ Sa. Our aim is to study the distribution of large values of |F (1 + it)| for
t ∈ [T, 2T ], and T large. To this end we construct a probabilistic model based on the to-
tally multiplicative function X(.), where the {X(p)}p∈P are independent random variables
uniformly distributed on the unit circle U, and for a positive integer n = pa11 ...p
ar
r we have
X(n) := X(p1)
a1 ...X(pr)
ar . Then define the following random series
F (1, X) :=
∞∑
n=1
aF (n)X(n)
n
, (these series converge with probability 1).
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We first prove that large integral moments of |F (1+ it)| and those of |F (1, X)| are roughly
equal, assuming that F satisfies the following assumption
Weak zero density estimate near σ = 1 (WZD). Let
NF (σ, T ) := |{ρ = β + iγ : F (ρ) = 0, σ ≤ β ≤ 1, |γ| ≤ T}|
Then there exist two constants λF > 0 and 0 < ǫF < 1 such that
NF (σ, T )≪ TλF (1−σ), uniformly for 1− ǫF < σ < 1.
This assumption has been proved for a wide range of L-functions. Indeed it holds for
all elements of the Selberg Class S by the work of Kaczorowski and Perelli [11], and for
L-functions attached to GL(2)-Maass cusp forms by the work of Sankaranarayanan and
Sengupta [25]. We prove
Theorem 3. Let F ∈ Sa and satisfies (WZD). Let T > 0 be large, and take A > 0. Then
for all positive integers k in the range 1 ≤ k ≤ logT/(B(log2 T )βF+2) (for a suitably large
constant B = B(A, F )) , we have
(7)
1
T
∫ 2T
T
|F (1 + it)|2kdt = E (|F (1, X)|2k)(1 +O( 1
logA T
))
.
Moreover if F ∈ Sp, then this latter asymptotic holds in the wider range 1 ≤ k ≤
logT/(C log2 T log3 T ), for a suitably large constant C = C(A, F ).
Remark 1. To improve the range of uniformity for the moments of elements of Sp,
we use (5) to show that if F ∈ Sp then ∑p≤x |aF (p)|/p ≪ log log x. Furthermore, it is
conjectured that for all F ∈ S there exists some constant κF > 0 such that
(8)
∑
p≤x
|aF (p)|
p
= κF log log x+ EF (x),
where EF (x) is an error term, and we believe further that EF (x) = O(1). This conjecture
is intimately related to the Deep Selberg orthogonality conjectures (see [26]). For L-
functions of degree one (ζ(s) and L(s, χ)) this is indeed true, and for L-functions attached
to elliptic curves and their symmetric powers (up to 4) we can show that (8) holds with
EF (x) = o(log log x) (see remark 3 below).
Using assumption (8) and Theorem 3 we can exhibit large values of |F (1 + it)|, when
F ∈ Sp. Indeed we have
Corollary 1. Let F ∈ Sp and satisfies assumption (8). Then for T > 0 large, there exists
some t ∈ [T, 2T ] such that
|F (1 + it)| ≫
{
(log log T )κF+o(1) if EF (x) = o(log log x),
(log log T )κF if EF (x) = O(1).
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Remark 2. When EF (x) = O(1), the bound provided by Corollary 1 is best possible
(up to the multiplicative constant). Indeed by a standard argument of Littlewood ([17]
and [18]) one can show that, under the Generalized Riemann Hypothesis for F
|F (1 + it)| ≪ (log log t)κF .
Therefore what remains is to study the random model closely to deduce an estimate
for the distribution function of |F (1 + it)|. First we restrict our selves to the class Sp.
Furthermore, we believe that for most functions of Sp the values |aF (p)| behave in some
regular way, that is there exists some compactly supported distribution function ψ(t), such
that
(9)
1
π(x)
|{p ≤ x : |aF (p)| ∈ I}| ∼
∫
I
ψ(t)dt, as x→∞,
for any interval I.
Remark 3. This assumption is proved to hold for the following L-functions:
1. Degree one L-functions: ζ(s) and L(s, χ), in which case ψ(t) = δ(t− 1), where δ is
the Dirac-Delta function.
2. Normalized L-function attached to a non-CM elliptic curve over a totally real field.
In which case ψ(t) = 2π
√
1− t2/4, for t ∈ [0, 2] and equals 0 otherwise. This can
be derived from the Sato-Tate measure.
3. Normalized L-function attached to a CM elliptic curve. In this case by the work of
Deuring [3] we can prove that ψ(t) = 1
2
δ(x) + 1/(2π
√
1− t2/4), for t ∈ [0, 2] and
equals 0 otherwise.
Moreover for our purpose we need a slightly uniform version of (9):
Hypothesis D. There exists a compactly supported distribution function ψ(t) (with sup-
port in some interval [0, U ]), such that for all continuous functions g we have
∑
p≤x
g(|aF (p)|) = π(x)
(∫ U
0
g(t)ψ(t)dt+ o
(
1
log x
))
, as x→∞.
Let F ∈ Sp and satisfies hypothesis D. Let N := ∫ U
0
tψ(t)dt and M :=
∫ U
0
t log tψ(t)dt.
Then one can easily prove that F satisfies assumption (8) with κF = N , and EF (x) = O(1).
This implies that the following Euler product is convergent
bF :=
∏
p∈P
max
t∈[−π,π]
∣∣∣∣∣
d∏
i=1
(
1− e
itαi,F (p)
p
)−1∣∣∣∣∣
(
1− 1
p
)N
.
Now define
(10) ΦF (τ) :=
1
T
meas{t ∈ [T, 2T ] : |F (1 + it)| > bF (eγτ)N}.
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Theorem 4. Let T > 0 be large. Let F ∈ Sp, and satisfies Hypothesis D (with distribution
function ψ). Then uniformly in the region τ ≤ log2 T − log3 T − 2 log4 T , we have
ΦF (τ) = exp
(
−e
τ−C2−M/N+logN
τ
(1 + o(1))
)
.
In equations (1), (2) and in Theorem 2, the constant involved in the distribution function
depends only on the corresponding random model. However in the case of Theorem 4, this
constant contains two parts, the first one C2 depends on the random model, and the
second one M/N − logN depends on the function ψ which governs the distribution of the
|aF (p)|. This latter constant equals 0 for L-functions of degree one, but is non-vanishing
for L-functions attached to elliptic curves, and can be computed using remark 3 above.
Therefore it seems that assuming Hypothesis D (or at least assumption (9)) is necessary
if one wants to know the distribution of large values of F (1 + it).
Let F ∈ S, and χ a primitive character mod q. The twist of F by χ is defined for
Re(s) > 1 by the Dirichlet series
F ⊗ χ(s) =
∞∑
n=1
aF (n)χ(n)
ns
.
For general F we do not know if F ⊗ χ belongs to S. Therefore we restrict our selves
to the automorphic world where this holds. Let π be an auto-dual cuspidal automorphic
representation of GL(m)/Q. The normalized L-function of π (so that the critical strip
is 0 ≤ Re(s) ≤ 1) satisfies axioms 1, 3 and 4, and has a polynomial Euler product as in
(4) with degree m. Let L(π ⊗ χd, s) be the twist of L(π, s) by the unique real quadratic
character mod d, where d is a fundamental discriminant. The last part of our work concerns
the study of the distribution of large values of L(π ⊗ χd, 1) for fundamental discriminants
|d| ≤ x, where x is large. We prove the analogue of Theorem 3 in this case (see Theorem
5.2) assuming that π satisfies assumption (3) and that |aπ(p)| ≪ pθ for some 0 < θ < 1/4.
In particular this holds for GL(2) Maass cusp forms, where one can take θ = 1/9 by the
work of Kim and Shahidi [13]. Moreover if L(π, s) satisfies the Ramanujan hypothesis
and hypothesis D (with distribution function ψ), then we have the analogue of Theorem
4 in this case. Indeed, similarly to (10) let Φπ(τ) denotes the proportion of fundamental
discriminants d with |d| ≤ x, such that L(π ⊗ χd, 1) > bπ(eγτ)N , where N =
∫ U
0
tψ(t)dt,
M =
∫ U
0
t log tψ(t)dt, and
bπ :=
∏
p∈P
max
δ∈{−1,1}
d∏
i=1
(
1− δαi,F (p)
p
)−1 (
1− 1
p
)N
.
Theorem 5. Let π be an auto-dual cuspidal automorphic representation of GL(m)/Q
satisfying the Ramanujan hypothesis, and such that the aπ(p) satisfy Hypothesis D (with
distribution function ψ). Let x > 0 be large. Then uniformly in the region τ ≤ log2 x −
log3 x− 2 log4 x, we have
Φπ(τ) = exp
(
−e
τ−C1−M/N+logN
τ
(1 + o(1))
)
.
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1. Distribution of Random Euler Products: Proof of Theorem 1
For 1 ≤ j ≤ d and p ∈ P, let θj(p) be random variables distributed on [−π, π] and
satisfying conditions 1-4. Let X be a random variable having the same distribution as the
X(p), define h(t) := logE
(
eRe(X)t
)
, and let f(t) be as in Theorem 1. First we prove some
useful properties of the function f .
Lemma 1.1.
i) f satisfies the growth conditions
f(t) =
{
O
(
t2
)
if 0 ≤ t < 1
O (log t+ 1) if 1 ≤ t.
ii) h and f are continuous differentiable Lipshitz functions on [0,+∞).
iii) AX is convergent.
Proof.
i) First let 0 ≤ t < 1. Noting that E(Re(X)) = 0 by condition 1, and using the Taylor
expansion of eRe(X)t, we deduce that f(t) = log(1 + O(t2)) = O(t2). Now for t ≥ 1 , we
have that f(t) = logE
(
e(Re(X)−1)t
)
. Since Re(X) ≤ 1, then f(t) ≤ 0. Let p be prime. By
condition 3 we have
ef(t) ≥ Prob (|θ1(p)| ≤ ǫ, ..., |θd(p)| ≤ ǫ) e(cos ǫ−1)t, for all ǫ > 0.
Choose ǫ = 1/t, and use condition 4 to get the result.
ii) By the Taylor expansion of eRe(X)t and the fact that |Re(X)| ≤ 1, h is smooth and
|h′(t)| =
∣∣E (Re(X)eRe(X)t)∣∣
E
(
eRe(X)t
) ≤ E
(|Re(X)| eRe(X)t)
E
(
eRe(X)t
) ≤ 1.
Hence h is Lipschitz with constant 1. This implies also that f is differentiable and Lipshitz
with constant 2.
iii) This follows from (i).
Now we are ready to compute the real moments of the random variable |L(1, X)|. We
prove the following proposition
Proposition 1.2. Let r > d8. Then we have
logE (|L(1, X)|r) = rd log2(rd) + rdγ +
rd
log rd
(
AX − 1 +O
(
1
log r
))
.
Proof. We have that
|L(1, X)|r =
∏
p∈P
d∏
j=1
∣∣∣∣1− eiθj(p)p
∣∣∣∣
−r
=
∏
p∈P
d∏
j=1
(
1− 2 cos θj(p)
p
+
1
p2
)−r/2
.
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Let
Ep := E

 d∏
j=1
(
1− 2 cos θj(p)
p
+
1
p2
)−r/2 .
Then by condition 2 we know that E(|L(1, X)|r) =∏p∈P Ep.
Case 1. p >
√
rd. In this case
(1.1)
d∏
j=1
(
1− 2 cos θj(p)
p
+
1
p2
)−r/2
= exp
(
rd
p
Re(X(p)) +O
(
rd
p2
))
.
Case 2. p ≤ √rd. Let
Ep∗ := Ep
(
1− 1
p
)rd
.
Then we have
(1.2) Ep∗ = E

 d∏
j=1
(
1− 2(cos θj(p)− 1)
p(1− 1/p)2
)−r/2 ≤ 1.
Moreover for all ǫ > 0 we have that
Ep∗ ≥ Prob (|θ1(p)| ≤ ǫ, ..., |θd(p)| ≤ ǫ)
d∏
j=1
(
1− 2(cos ǫ− 1)
p(1− 1/p)2
)−r/2
.
Choosing ǫ = 1/(dr) and using condition 4, we get
(1.3) Ep∗ ≫ 1
(dr)α
exp
(
− 1
2rd2p(1− 1/p)2
)
≫ 1
(dr)α
.
Therefore by (1.2) and (1.3) we get
logEp = −rd log
(
1− 1
p
)
+O(log r).
Hence by (1.1) we conclude that
∑
p∈P
logEp = −rd
∑
p≤√rd
log
(
1− 1
p
)
+
∑
√
rd<p
h
(
rd
p
)
+O

 ∑
p≤√rd
log r +
∑
√
rd<p
dr
p2

 .
For the error terms, since r > d8 we have
∑
√
rd<p
dr
p2
+
∑
p≤√rd
log r ≪ r3/4.
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Therefore using that ∑
√
rd≤p≤rd
log
(
1− 1
p
)
+
1
p
≪ (rd)−1/2,
we get
(1.4)
∑
p∈P
logEp = −rd
∑
p≤rd
log
(
1− 1
p
)
+
∑
√
rd<p
f
(
rd
p
)
+O
(
r3/4
)
.
Let r1 = r
3/2. Then by Lemma 1.1
(1.5)
∑
p>r1
f
(
rd
p
)
≪
∑
p>r1
(rd)2
p2
≪ r3/4.
To evaluate the sum over f(rd/p) we use the prime number theorem in the form
π(t) =
∫ t
2
du
log u
+O
(
te−8
√
log t
)
.
Therefore
(1.6)
∑
√
rd<p≤r1
f
(
rd
p
)
=
∫ r1
√
rd
f
(
rd
t
)
dπ(t) =
∫ r1
√
rd
f
(
rd
t
)
dt
log t
+E1,
where
E1 ≪ f
(√
rd
)√
rde−4
√
log r + f
(
rd
r1
)
r1e
−4√log r +
∫ r1
√
rd
rd
t2
∣∣∣∣f ′
(
rd
t
)∣∣∣∣ te−8√log tdt.
Now by Lemma 1.1 we can see that E1 ≪ rde−4
√
log r. To estimate the main term we make
the change of variables T = rd/t. Hence we have
(1.7)
∫ r1
√
rd
f
(
rd
t
)
dt
log t
= rd
∫ √rd
dr−1/2
f(T )
T 2 log(rd/T )
dT.
In the range dr−1/2 ≤ t ≤ √rd, we have
1
log(rd/t)
=
1
log(rd)
1
1− log t
log(rd)
=
1
log(rd)
+O
(
log t
log2 r
)
.
Therefore
(1.8)
∫ √rd
dr−1/2
f(t)
t2 log(rd/t)
dt =
1
log(rd)
∫ √rd
dr−1/2
f(t)
t2
dt+O
(
1
log2 r
)
,
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using that ∫ ∞
0
f(t) log(t)
t2
dt≪ 1,
which follows from Lemma 1.1. Finally by the same Lemma we deduce that
(1.9)
∫ √rd
dr−1/2
f(t)
t2
dt = AX − 1 +O
(
d√
r
+
log rd√
rd
)
.
Therefore from equations (1.4)-(1.9) we deduce that
∑
p∈P
logEp = −rd
∑
p≤rd
log
(
1− 1
p
)
+
rd
log rd
(AX − 1) +O
(
rd
log2 r
)
.
Finally by the prime number theorem we have
(1.10) −
∑
p≤rd
log
(
1− 1
p
)
= log2(rd) + γ +O
(
e−2
√
log r
)
,
which implies the result.
Proof of Theorem 1. Let the {X(p)}p∈P be defined on a probability space (Ω, µ). Then
rd
∫ ∞
0
Φ(t)trd−1dt = rd
∫ ∞
0
trd−1
∫
|L(1,X(ω))|>(eγt)d
dµ(ω)dt
=
∫
Ω
|L(1, X(ω))|r
(eγrd)
dµ(ω) = E (|L(1, X)|r) e−γrd.
Therefore by Proposition 1.2 we deduce that
(1.11)
∫ ∞
0
Φ(t)trd−1dt = (log rd)rd exp
(
rd
log rd
(
AX − 1 +O
(
1
log r
)))
.
Let τ = log rd+ AX , and R = re
δ where δ > 0 will be chosen later. By (1.11) we have∫ ∞
τ+δ
Φ(t)trd−1dt ≤ (τ + δ)rd(1−eδ)
∫ ∞
0
Φ(t)tRd−1dt
= (τ + δ)rd(1−e
δ)(log rd+ δ)rde
δ
exp
(
rdeδ
log rd
(
AX − 1 +O
(
1
log r
)))
= (log rd)rd exp
(
rd
log rd
(
AX − 1 + (δ + 1− eδ) +O
(
1
log r
)))
.(1.12)
Now choose δ = c/
√
log r, where c is a suitably large constant. Then by (1.11) and (1.12)
we deduce that
(1.13)
∫ ∞
τ+δ
Φ(t)trd−1dt ≤
(∫ ∞
0
Φ(t)trd−1dt
)
exp
(
− r
log2 r
)
.
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A similar argument shows that
(1.14)
∫ τ−δ
0
Φ(t)trd−1dt ≤
(∫ ∞
0
Φ(t)trd−1dt
)
exp
(
− r
log2 r
)
.
Therefore by (1.11), (1.13) and (1.14) we deduce that
(1.15)
∫ τ+δ
τ−δ
Φ(t)trd−1dt = (log rd)rd exp
(
rd
log rd
(
AX − 1 +O
(
1
log r
)))
.
Since Φ(t) is a non-increasing function we have that
Φ(τ + δ)τ rd exp
(
O
(
δr
τ
))
≤
∫ τ+δ
τ−δ
Φ(t)trd−1dt ≤ Φ(τ − δ)τ rd exp
(
O
(
δr
τ
))
.
This along with (1.15) imply that
Φ(τ + δ) ≤ exp
(
−e
τ−AX
τ
(1 +O (δ))
)
≤ Φ(τ − δ),
and thus
Φ(τ) = exp
(
−e
τ−AX
τ
(
1 +O
(
1√
τ
)))
,
completing the proof.
2. Distribution of Symmetric power L-functions: Proof of Theorem 2
In this section we study the distribution of the family L(1, Symkf), for f ∈ Sp2 (q), where
q is a large prime number. Given a sequence (αf )f∈Sp2 (q), its harmonic average is defined
as the sum ∑h
f∈Sp2 (q)
αf =
∑
f∈Sp2 (q)
αf
4π‖f‖ ,
and if S ⊂ Sp2 (q) then we will let |S|h denote the harmonic measure of S, that is
|S|h :=
∑h
f∈S
1.
Such averaging is natural in view of the two following facts
(2.1) |Sp2(q)|h = 1 +O
(
log q
q3/2
)
, and
1
q(log q)3
≪ ωf ≪ log q
q
;
so that the harmonic weight ωf is not far from the natural weight 1/|Sp2(q)| (since |Sp2 (q)| ≍
q), and it defines asymptotically a probability measure on Sp2(q).
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To describe the corresponding random model for the family L(1, Symkf), we consider
the compact group G = SU(2) endowed with its natural Haar measure µG; we then let
G♮ be the set of conjugacy classes of G endowed with the Sato-Tate measure µst (i.e. the
direct image of µG by the canonical projection). By Weyl’s integration formula, the map
θ → g(θ)♮ =
(
eiθ 0
0 e−iθ
)♮
,
identifies G♮ with the interval [0, π] and µst with the distribution
dµst(θ) =
2
π
sin2(θ)dθ.
Consider a probability space (Ω, µ), and let {g♮p}p∈P be a sequence of independent random
variables, with values in G♮ and distributed according to the measure µst. Consider the
following random Euler product
L(1, Symkg♮) :=
∏
p∈P
det
(
I − p−1Symkg♮p
)−1
,
which converges with probability 1. Cogdell and Michel [1] proved that large complex
harmonic moments of L(1, Symkf) and those of the random product L(1, Symkg♮) are
roughly equal. More precisely they showed that
Theorem 2.1 (Theorem 1.3 of [1]). Let k ≥ 1 be an integer and q a prime such that
Hypothesis Symk(q) holds. Then there exists C = C(k) > 0 and δ = δ(k) > 0 and an
exceptional set Sp2,ex(q) ⊂ Sp2 (q) with at most one element such that, for any complex
number z satisfying |z| ≤ C log q/(log2 q log3 q), we have
1
|Sp2 (q)\Sp2,ex(q)|h
∑h
f∈Sp2 (q)\Sp2,ex(q)
L(1, Symkf)z = E
(
L(1, Symkg♮)z
)
+Ok
(
exp
(
−δ log q
log2 q
))
,
the implied constant depending on k only.
Let
Φ⋆q(Sym
k, τ) =
1
|Sp2(q)\Sp2,ex(q)|h
∑h
f∈Sp2 (q)\Sp2,ex(q)
L(1,Symkf)≥(eγτ)k+1
1.
Removing at most one exceptional element from Sp2 (q) does not affect the distribution
function. Indeed by (2.1) we can see that
(2.2) Φq(Sym
k, τ) = Φ⋆q(Sym
k, τ) +O
(
log q
q
)
.
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Now we have to compute the moments of the random Euler product L(1, Symkg♮). Let
r > 0, by Weyl’s integration formula we have
E
(
L(1, Symkg♮)r
)
=
∏
p∈P
∫
G♮
det
(
I − p−1Symkg♮)−r dµst(g♮)
=
∏
p∈P
(
2
π
∫ π
0
det
(
I − p−1Symkg(θ))−r sin2 θdθ) .
Since Symkg(θ) is a diagonal matrix with diagonal entries (eiθ(k−2j))0≤j≤k, then
det
(
I − p−1Symkg(θ)) = k∏
j=0
(
1− e
iθ(k−2j)
p
)
.
Let {θp}p∈P be independent random variables taking values on [0, π] and endowed with
the Sato-Tate measure (2/π) sin2 θdθ, and let θj(p) = (k− 2j)θp for 0 ≤ j ≤ k. Define the
random variables Xst(p) :=
∑k
j=0 θj(p)/(k + 1), and the random Euler product L(1, Xst)
L(1, Xst) :=
∏
p∈P
k∏
j=0
(
1− e
iθp(k−2j)
p
)−1
.
The local factors of this random Euler product equal
(
1− 1
p
)−δ2|k ∏
0≤j<k/2
(
1− 2 cos(θp(k − 2j))
p
+
1
p2
)−1
,
where δ2|k = 1 if k is even and 0 otherwise. This implies that |L(1, Xst)| = L(1, Xst). Also
one can easily see that the θj(p) satisfy conditions 1-4 of Theorem 1 and Proposition 1.2.
and that
(2.3) E
(
L(1, Symkg♮)r
)
= E (L(1, Xst)
r) .
Now we are ready to prove Theorem 2
Proof of Theorem 2. Let r > 0 be large. Then by Theorem 2.1 and (2.3) we have that
uniformly for r ≤ C log q/(log2 q log3 q)
r(k + 1)
∫ ∞
0
Φ⋆q(Sym
k, t)tr(k+1)−1dt =
r(k + 1)
|Sp2 (q)\Sp2,ex(q)|h
∫ ∞
0
tr(k+1)−1
∑h
f∈Sp2 (q)\Sp2,ex(q)
L(1,Symkf)≥(eγt)k+1
1dt
=
e−γ(k+1)r
|Sp2(q)\Sp2,ex(q)|h
∑h
f∈Sp2 (q)\Sp2,ex(q)
L(1, Symkf)r = e−γ(k+1)rE (L(1, Xst)r) + o (1) .
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Since L(1, Xst) is real and positive, we deduce by Proposition 1.2 that
E (L(1, Xst)
r) = eγ(k+1)r(log r(k + 1))r(k+1) exp
(
r(k + 1)
log(r(k + 1))
(Ak − 1) +O
(
r
log2 r
))
,
where Ak is defined as in Theorem 2. Therefore∫ ∞
0
Φ⋆q(Sym
k, t)tr(k+1)−1dt = (log r(k+1))r(k+1) exp
(
r(k + 1)
log(r(k + 1))
(
Ak − 1 +O
(
1
log r
)))
,
and thus by the same saddle point method used to prove Theorem 1 (taking τ = log(r(k+
1)) + Ak), we deduce that uniformly for τ ≤ log2 q − log3 q − 2 log4 q, we have
Φ⋆q(Sym
k, τ) = exp
(
−e
τ−Ak
τ
(
1 +O
(
1√
τ
)))
.
Hence by (2.2) the result follows.
3. Another class of random models
For some families of L-functions, the corresponding probabilistic model has the shape
L(1, X) =
∏
p∈P
d∏
j=1
(
1− Xj(p)aj(p)
ps
)−1
where the Xj(p) are random variables distributed on the unit circle U, and aj(n) are
completely multiplicative functions. In general it is difficult to study the distribution of
|L(1, X)| if any of the functions aj(p) is negative or have complex values, since in this case
it is difficult to find the maximum of the local factors of |L(1, X)|, if the Xj(p) are not
independent for the same prime p. However we still get results in some cases where
X1(p) = X2(p) = ... = Xd(p) = X(p), for all primes p.
In the first case we take the {X(p)}p∈P to be independent random variables uniformly
distributed on U (this will correspond to the random models constructed to study functions
of the Selberg class in the t-aspect). While in the second case the {X(p)}p∈P will be random
variables taking the values −1 and 1 with equal probabilities 1/2 (this will be useful in the
study of quadratic twists of GL(m)-automorphic L-functions at s = 1). Since the analysis
for the two cases is quite similar, we only describe the first one.
Let a1(n), ..., ad(n) be completely multiplicative functions such that for primes p we
have |ai(p)| ≤ 1, and define an by
∏
p∈P
d∏
j=1
(
1− aj(p)
ps
)−1
=
∞∑
n=1
an
ns
, for Re(s) > 1,
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so that an is multiplicative and |ap| = |
∑d
j=1 aj(p)| ≤ d. Let {Xu(p)}p∈P be independent
random variables uniformly distributed on U. In this section we study the distribution of
the following random Euler product
(3.1) L(1, Xu) :=
∏
p∈P
d∏
j=1
(
1− Xu(p)aj(p)
p
)−1
.
To this end we have to estimate its real moments. Define
Lp(t) :=
d∏
j=1
(
1− e
itaj(p)
p
)−1
, for t ∈ [−π, π].
Since |Lp(t)| is a continuous function of t, it attain its maximum at some φp ∈ [−π, π]. Let
h(t) = log I0(t). We first prove
Lemma 3.1. Let r > 0 be large, and put r1 := r/(log
2 r), and r2 := r log2 r. Then we
have the following estimates for logE (|L(1, Xu)|r)
logE (|L(1, Xu)|r) =


r
∑
p≤r1
log |Lp(φp)|+
∑
r1<p≤r2
h
(
r|ap|
p
)
+ o
(
r
log r
)
,
r
∑
p≤r
|ap|
p
+O(r).
Proof. The proof goes through the lines of the proof of Proposition 1.2. Write E(|L(1, Xu)|r) =∏
p∈P Ep, where
Ep = E

 d∏
j=1
∣∣∣∣1− Xu(p)aj(p)p
∣∣∣∣
−r

 = E

 d∏
j=1
(
1− 2Re(Xu(p)aj(p))
p
+
|aj(p)|2
p2
)−r/2 .
Let βp = arg ap. In the range p > r1, we have
Ep = E
(
exp
(
r
p
Re(apXu(p))
))(
1 +O
(
r
p2
))
=
1
2π
∫ π
−π
exp
(
r|ap|
p
cos(t+ βp)
)
dt
(
1 +O
(
r
p2
))
= exp
(
h
(
r|ap|
p
))(
1 +O
(
r
p2
))
.(3.2)
Now if p ≤ r1, we let
E⋆p := Ep|Lp(φp)|−r ≤ 1.
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Further E⋆p equals
E

 d∏
j=1
(
1− 2Re(aj(p)(Xu(p)− e
iφp))
p (1− 2Re(eiφpaj(p))/p+ |aj(p)|2/p2)
)
−r/2
.
Let ǫ = 1
r2
. Then
E⋆p ≥
1
2π
∫ φp+ǫ
φp−ǫ
d∏
j=1
(
1− 2Re(aj(p)(e
it − eiφp))
p (1− 2Re(eiφpaj(p))/p+ |aj(p)|2/p2)
)−r/2
dt,
from which we can deduce that E⋆p ≥ 1/(2πr2). Which implies that
logEp = r log |Lp(φp)|+O (log r) .
Therefore we deduce from these two cases that
∑
p∈P
logEp = r
∑
p≤r1
log |Lp(φp)|+
∑
r1<p
h
(
r|ap|
p
)
+O
(
r
∑
p>r1
1
p2
+ π(r1) log r
)
.
The error term above is ≪ r/(log2 r). Moreover by the fact that h(t) ≪ t2 for 0 ≤ t ≤ 1,
we have ∑
p>r2
h
(
r|ap|
p
)
≪
∑
p>r2
r2|ap|2
p2
≪ r
2
r2 log r2
= o
(
r
log r
)
,
which implies the first estimate. For the second one we first prove that
∑
r1<p≤r2
h
(
r|ap|
p
)
= o(r).
To this end we divide this sum into two parts, the first one R1 will be over those primes
for which |ap| ≤ δ, and the second one R2 will be over the remaining terms, where δ is a
small positive number to be chosen later. Since h(t)≪ max(t, t2) we have
R1 ≪
∑
r1<p<r2
max
{
rδ
p
,
r2δ2
p2
}
=
∑
r1<p<δr
r2δ2
p2
+
∑
rδ<p<r2
rδ
p
≪ δ2r log r+ r log δ
log r
+ r
log2 r
log r
.
Moreover we know that h(t)≪ t for t ≥ 1, and that |ap| ≤ d. Then
R2 ≪
∑
r1<p<rδ
r|ap|
p
+
∑
rδ<p<r2
max
{
rd
p
,
r2d2
p2
}
≪ r log δ
log r
+ r
log2 r
log r
+
r
δ log(rδ)
.
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Now we choose δ = (log r)−2/3, to deduce that
R1 +R2 ≪ r
(log r)1/3
.
Finally our estimate follows from the two following facts
|L(φp)| = exp
( |ap|
p
+O
(
1
p2
))
, and
∑
r1<p<r
|ap|
p
= o(1).
In order to evaluate the main term of the first estimate in Lemma 3.1, we assume
further that the ap satisfy Hypothesis D with distribution function ψ. Let N and M be
as in Theorem 4. To estimate the first sum we use the following convergent product
bu :=
∏
p∈P
|Lp(φp)|
(
1− 1
p
)N
.
Indeed this product converges upon using Hypothesis D to show that
∑
p≤y
|ap|
p
= N
∑
p≤y
1
p
+O(1).
We now prove
Proposition 3.2. Assume that the {ap}p∈P satisfy Hypothesis D. Let M and N be as in
Theorem 4. For r > 0 large enough we have
logE (|L(1, Xu)|r) = rN log2(r) + r(γN + log bu) +
r
log r
(M +N(C2 − 1)) + o
(
r
log r
)
.
Proof. Let r1 and r2 be as in Lemma 3.1. The first step is to estimate
∑
r1<p<r2
h(r|ap|/p).
To do so divide the interval (r1, r2) into small interval (ui, ui+1) for 1 ≤ i ≤ I, where
u1 = r1, and ui+1 = ui
(
1 +
1
log22 r
)
,
and I is the smallest integer such that uI > r2. A simple estimate shows that I ≪ (log2 r)3.
Now for 1 ≤ i ≤ I − 1 we have
(3.3)
∑
ui≤p≤ui+1
h
(
r|ap|
p
)
=
∑
ui≤p≤ui+1
h
(
r|ap|
ui
)
+O

 ∑
ui≤p≤ui+1
∣∣∣∣ rui −
r
p
∣∣∣∣

 ,
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since h is Lipschitz. By the prime number Theorem the error term above is
≪ r
log22 r
∑
ui≤p≤ui+1
1
p
≪ r
ui log
2
2 r
(π(ui+1)− π(ui))≪ r
log r log42 r
.
We assumed hypothesis D, hence we get
(3.4)
∑
ui≤p≤ui+1
h
(
r|ap|
ui
)
= (π(ui+1)− π(ui))
∫ U
0
h
(
rt
ui
)
ψ(t)dt+ o
(
ui
log2 ui
)
.
Using that h is Lipschitz again gives us
(π(ui+1)− π(ui))
∫ U
0
h
(
rt
ui
)
ψ(t)dt =
∑
ui≤p≤ui+1
∫ U
0
h
(
rt
p
)
ψ(t)dt+O
(
r
log r log42 r
)
.
Therefore using the equation above with (3.3) and (3.4) give
∑
ui≤p≤ui+1
h
(
r|ap|
p
)
=
∑
ui≤p≤ui+1
∫ U
0
h
(
rt
p
)
ψ(t)dt+O
(
r
log r log42 r
)
.
Now adding all these together for 1 ≤ i ≤ I, we deduce
(3.5)
∑
r1≤p≤r2
h
(
r|ap|
p
)
=
∑
r1≤p≤r2
∫ U
0
h
(
rt
p
)
ψ(t)dt+O
(
r
log r log2 r
)
.
For a positive number x define
H(x) :=
∫ U
0
h (xt)ψ(t)dt, and F (x) :=
∫ U
0
f (xt)ψ(t)dt.
Then
H(x) = F (x) + x
∫ U
1/x
tψ(t)dt.
By a simple change of variables and Lemma 1.1, we have
F (x)≪
∫ U
0
f (xt) dt =
1
x
∫ Ux
0
f(t)dt =
{
O
(
x2
)
if 0 ≤ x < 1/U
O(log x+ 1) if 1/U ≤ x.
Therefore by the same analysis as in equations (1.6)-(1.9), we deduce that
(3.6)
∑
r1≤p≤r2
F
(
r
p
)
=
r
log r
∫ ∞
0
F (t)
t2
dt+ o
(
r
log r
)
.
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Now ∫ ∞
0
F (t)
t2
dt =
∫ ∞
0
1
t2
∫ U
0
f (tx)ψ(x)dxdt =
∫ U
0
ψ(x)
∫ ∞
0
f (tx)
t2
dtdx.
By a simple change of variable T = tx (t is the variable and x is constant), we get
(3.7)
∫ ∞
0
F (t)
t2
dt =
∫ U
0
xψ(x)
∫ ∞
0
f (T )
T 2
dTdx = N(C2 − 1),
Furthermore
(3.8)
∑
r1≤p≤rU
r
p
∫ U
p/r
tψ(t)dt = N
∑
r1≤p≤rU
r
p
−
∑
r1≤p≤rU
r
p
∫ p/r
0
tψ(t)dt.
Now to calculate the last sum on the RHS of (3.8), we change the order of summation and
integration to get
(3.9)
∑
r1≤p≤rU
r
p
∫ p/r
0
tψ(t)dt = r
∫ r1/r
0
∑
r1≤p≤rU
1
p
tψ(t)dt+ r
∫ U
r1/r
∑
rt≤p≤rU
1
p
tψ(t)dt.
And since
(3.10) r
∫ r1/r
0
∑
r1≤p≤rU
1
p
tψ(t)dt≪ r log2 r
∫ 1/ log2 r
0
tdt = O
(
r
log3 r
)
,
the LHS of (3.9) equals
(3.11) r
∫ U
r1/r
log
(
log rU
log rt
)
tψ(t)dt+O
(
r
log2 r
)
.
In the range r1/r ≤ t ≤ U , we have
log
(
log rU
log rt
)
= − log
(
1 +
log t/U
log rU
)
= − log t/U
log rU
+O
(
log2 t
log2 r
)
.
Therefore by (3.10) and (3.11) we deduce that the LHS of (3.9) equals
− r
log rU
∫ U
0
tψ(t) log t/Udt+O
(
r
log2 r
)
.
Hence by (3.8) we have
∑
r1≤p≤rU
r
p
∫ U
p/r
tψ(t)dt = Nr
∑
r1≤p≤rU
1
p
+ (M −N logU) r
log r
+O
(
r
log2 r
)
= Nr
∑
r1≤p≤r
1
p
+M
r
log r
+O
(
r
log2 r
)
.(3.12)
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Thus by (3.5), (3.6), (3.7) and (3.12) we deduce that
(3.13)
∑
r1≤p≤r2
h
(
r|ap|
p
)
= Nr
∑
r1≤p≤r
1
p
+ (M +N(C2 − 1)) r
log r
+ o
(
r
log r
)
.
Furthermore using hypothesis D and partial summation, we have that
∑
p≤y
|ap| −N
p
= o
(
1
log y
)
,
and therefore we get that
(3.14) r
∑
p≤r1
log |Lp(φp)| = −
∑
p≤r1
rN log
(
1− 1
p
)
+ r log bu + o
(
r
log r
)
.
Finally by ∑
r1<p<r
1
p
+ log
(
1− 1
p
)
≪ 1
r1 log r1
,
and (1.10), we get the result.
Now define
Φu(τ) := Prob
(|L(1, Xu)| > bu(eγτ)N) .
Following the same lines as the proof of Theorem 1 (taking τ = log(rN) + (C2 +M/N −
logN)) we obtain the following result
Theorem 3.3. With the same notations and assumptions as in Proposition 3.2, we have
for τ ≫ 1
Φu(τ) = exp
(
−e
τ−C2−M/N+logN
τ
(1 + o(1))
)
.
Let {Xc(p)}p∈P be independent random variables taking the values −1 and 1 with equal
probabilities, and define the random Euler product
L(1, Xc) :=
∏
p∈P
d∏
j=1
(
1− Xc(p)aj(p)
p
)−1
,
where the |aj(p)| ≤ 1 are real and satisfy Hypothesis D with distribution function ψ. As
above define
Φc(τ) := Prob
(
L(1, Xc) > bc(e
γτ)N
)
,
where
bc :=
∏
p∈P
L(p)
(
1− 1
p
)N
and L(p) = max
δ∈{−1,1}
d∏
i=1
(
1− δ aj(p)
p
)−1
.
Then using exactly the same analysis as above we prove
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Theorem 3.4. Assume that the {ap}p∈P are real and satisfy Hypothesis D. Let M and
N be as in Theorem 4. For r > 0 large enough we have
logE (L(1, Xc)
r) = rN log2(r) + r(γN + log bc) +
r
log r
(M +N(C1 − 1)) + o
(
r
log r
)
,
and
Φc(τ) = exp
(
−e
τ−C1−M/N+logN
τ
(1 + o(1))
)
.
4. Functions of the Selberg class in the height aspect
We begin this section by proving that the class Sa contains all elements of the Selberg
class which have a polynomial Euler product (all know L-functions do). This is a classical
result which is proved in Lemmas 2.2 and 2.3 of [29].
Lemma 4.1. Let F be a function which satisfies axioms 1, 3 and 4, and which have
a polynomial Euler product of degree m. Then the Ramanujan hypothesis (axiom 2) is
equivalent to the fact that the local roots of F satisfy |αi,F (p)| ≤ 1, for all prime p and
1 ≤ i ≤ m. Moreover we have that Sp ⊂ Sa.
Proof. By the identity between the Dirichlet series and the Euler product of F (which
holds in Re(s) > 1), we have the power series expansion
∞∑
k=1
aF (p
k)Xk =
m∏
i=1
(1− αi,F (p)X)−1 .
Therefore if the Ramanujan hypothesis (axiom 2) is true, then the series is analytic for
|X | < 1, hence so is the right-hand side which implies that |αi,F (p)| ≤ 1.
Now if |αi,F (p)| ≤ 1 for all prime p then one can easily show that |aF (n)| ≤ dm(n)≪ nǫ
for all ǫ, where dm(n) is the m-th divisor function. Furthermore in this case, we have∑
n≤x
|aF (n)| ≤
∑
n≤x
dm(n)≪ x(log x)m−1,
which implies that Sp ⊂ Sa.
Let F be a function which satisfies axioms 1, 3 and 4. In order to study values of F
on the line Re(s) = 1, we will need good bounds for
∑
p≤x |aF (p)|/p. If F ∈ Sp and has
degree m, then it is easy to see that the last sum is bounded by (m+ o(1)) log log x, which
follows from the fact that |aF (p)| ≤ m. While if F ∈ Sa, then by partial summation we
can show that
(4.1)
∑
p≤x
|aF (p)|
p
≪ (log x)βF+1.
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To study the distribution of large values of |F (1 + it)|, the first step is to compute its
moments. However it is difficult in general to find asymptotic formulas for large moments
due to the difficulty of estimating the off-diagonal terms. To solve this problem we approx-
imate F (1 + it) by very short Euler products and compute large moments of these. We
generalize the approach of Granville and Soundararajan ([7] and [8]), and use assumption
(WZD) to show that this approximation holds for almost all t. First we prove
Lemma 4.2. Let F ∈ Sa, and y ≥ 2 and |t| ≥ y + 3 be real numbers. Let 1/2 ≤ σ0 <
σ, and suppose that there are no zeros of F (s) inside the rectangle {z : σ0 ≤ Re(z) ≤
1, |Im(z)− t| ≤ y + 1}, then for s = σ + it we have
| logF (s)| ≪ log |t|
σ − σ0
Proof. First for σ > 1 we know that | logF (s)| ≪ 1 so there is nothing to prove in this case.
Now assume that σ ≤ 1, and consider the circles with center 2 + it and radii r := 2− σ <
R := 2 − σ0, so that the smaller circle passes through s. By our hypothesis logF (s)
is analytic inside the larger circle. For a point z on the larger circle we use the bound
|F (z)| ≪ |z|αF ≪ |t|αF , which holds for some constant αF by the functional equation, so
that Re(logF (z))≪ log |t|. Thus upon using the Borel-Caratheodory Theorem we deduce
that
| logF (s)| ≤ 2r
R− r max|z−2−it|=RRe(logF (s)) +
R + r
R − r | logF (2 + it)| ≪
log |t|
σ − σ0 .
Using this bound we prove
Lemma 4.3. Let F ∈ Sa, and y ≥ 2 and |t| ≥ y+3 be real numbers. Let 12 ≤ σ0 < σ ≤ 1
and suppose that the rectangle {s : σ0 < Re(s) ≤ 1, |Im(s)−t| ≤ y+2} does not contains
zeros of F (s). Then
logF (σ + it) =
y∑
n=2
bn
nσ+it
+O
(
log |t|
(σ1 − σ0)2 y
σ1−σ
)
,
where σ1 = min(σ0 +
1
log y ,
σ+σ0
2 ).
Proof. Without loss of generality we may assume that y ∈ Z+ 12 . Let c = 1−σ+ 1log y , by
Perron’s formula (see Davenport [2]), we have
1
2πi
∫ c+iy
c−iy
logF (σ + it+ w)
yw
w
dw =
y∑
n=2
bn
nσ+it
+O
(1
y
∞∑
n=1
yc|bn|
nσ+c
1
| log(y/n)|
)(4.2)
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To deal with the error term in the RHS of (4.2), we take first all the terms for which
n ≤ 3
4
y or n ≥ 5
4
y. For these, | log(y/n)| has a positive lower bound, so their contribution
is
≪ 1
yσ
∞∑
n=1
|bn|
n1+1/ log y
=
1
yσ

∑
p∈P
|aF (p)|
p1+1/ log y
+O(1)

≪ log y
yσ
,
by (4.1).
Now consider the terms for which 34y < n < y. Let y0 be the largest prime power
less than y; we can suppose that 34y < y0 < y. For the term n = y0, we have that
log(y/n) ≥ (y − n)/y, so the contribution of this term is ≪ |bn|
yσ
≪ yλ−σ by axiom 4. For
the other terms we can put n = y0 −m, where 0 < m < y/4, and then log(y/n) ≥ m/y.
Hence the contribution of these terms is
≪ 1
yσ
∑
0<m<y/4
|by0−m|y0
(y0 −m)1+1/ log ym ≪ y
λ−σ log y.
The terms with y < n < 54y are dealt with similarly, except that y0 is replaced by y1 which
is the least prime power greater than y. Thus the error term in the RHS of (4.2) is
≪ yλ−σ log y.
Now we move the line of integration to the left at Re(w) = σ1 − σ < 0. From our
hypothesis we encounter only a simple pole at w = 0 which has residue logF (σ+ it). Thus
the left side of (4.2) equals logF (σ + it) plus
1
2πi
(∫ σ1−σ−iy
c−iy
+
∫ σ1−σ+iy
σ1−σ−iy
+
∫ c+iy
σ1−σ+iy
)
logF (σ + it+ w)
yw
w
dw ≪ log |t|
(σ1 − σ0)2 y
σ1−σ,
by Lemma 4.2.
Lemma 4.4. Let F ∈ Sa and satisfies assumption (WZD). Let T > 0 be large. Then
there exists some νF > 0, such that for any real number 3 ≤ y ≤ T/2 the asymptotic
logF (1 + it) =
y∑
n=2
bn
n1+it
+O
(
y−νF log3 T
)
holds for all t ∈ (T, 2T ) except a set of measure T 1−cF y, for some fixed constant cF > 0.
Proof. By (WZD), there exist two positive constants 0 < νF , cF < 1/2 such that
NF (1− νF , T )≪ T 1−cF . Thus appealing to Lemma 4.3 with σ0 = 1− νF gives the result.
Let F ∈ Sa and satisfies (WZD). For y > 2 define the short Euler product of length y
of F (1 + it) by
(4.3) F (1 + it, y) :=
∑
n∈S(y)
aF (n)
n1+it
, where S(y) = {n ∈ N : p|n =⇒ p ≤ y}.
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And similarly define the short Euler random product of F (1, X) by
F (1, X, y) :=
∑
n∈S(y)
aF (n)X(n)
n
.
The following proposition establish that large integral moments of F (1+it, y) and F (1, X, y)
are roughly equal. For simplicity we let aF (n) = an.
Proposition 4.5. Let F ∈ Sa. Let T > 0 be large and 2 < y < (logT )A a real number
where A > 0 is a fixed constant. Then for all positive integers k in the range 1 ≤ k ≤
logT/(B(log2 T )
βF+2) (for some suitably large constant B = B(F,A) > 0), we have
1
T
∫ 2T
T
|F (1 + it, y)|2kdt = E (|F (1, X, y)|2k)+ o(1).
Moreover if F ∈ Sp, then this last estimate holds in the wider range
1 ≤ k ≤ log T/(C log2 T log3 T ) for some suitably large constant C = C(F,A) > 0.
Proof. First we have that
|F (1 + it, y)|2k =
∑
n,m∈S(y)
ck(n)ck(m)
m1−itn1+it
, where ck(m) =
∑
m1m2...mk=m
am1 ...amk .
Therefore
1
T
∫ 2T
T
|F (1 + it, y)|2kdt =
∑
n,m∈S(y)
ck(n)ck(m)
mn
1
T
∫ 2T
T
(m
n
)it
dt.
The contribution of the diagonal terms m = n is
∑
n∈S(y)
|ck(n)|2k
n2
= E
(|F (1, X, y)|2k) ,
so it remains only to bound the contribution of the non-diagonal terms. To do so we divide
the above sum into two parts: E1 over the integers 1 ≤ m 6= n ≤
√
T , and E2 over the
remaining terms. For the first terms we use the fact that∫ 2T
T
(m
n
)it
dt≪ 1
T | log(m/n)| ≤
1√
T
,
which implies that
E1 ≪ 1√
T

 ∑
n∈S(y)
|ck(n)|
n


2
=
1√
T

 ∑
n∈S(y)
|an|
n


2k
=
1√
T
exp

2k∑
p≤y
|ap|
p
+O(k)

 .
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Let β = 1/ log2 T . The contribution of the remaining non-diagonal terms is
E2 ≪

 ∑
n>
√
T
n∈S(y)
|ck(n)|
n



 ∑
n∈S(y)
|ck(n)|
n

≪ 1
T β/2

 ∑
n∈S(y)
|ck(n)|
n1−β



 ∑
n∈S(y)
|ck(n)|
n

 .
Moreover
 ∑
n∈S(y)
|ck(n)|
n1−β

 = exp

k∑
p≤y
|ap|
p1−β
+O(k)

 = exp

O

k∑
p≤y
|ap|
p



 .
Therefore the contribution of the non-diagonal terms is bounded by
exp

−β log T +O

k∑
p≤y
|ap|
p



 .
Finally the result follows from the fact that
∑
p≤y
|ap|
p
≪
{
log log y if F ∈ Sp,
(log y)βF+1 if F ∈ Sa.
By Lemma 4.4 we can approximate F (1 + it) by very short Euler products for almost
all t ∈ [T, 2T ], where the exceptional set have measure ≤ T 1−cF for some positive constant
cF . Therefore in order to compute high moments of F (1 + it), we need to control the
contribution of these exceptional values. To do so we prove the classical bound for F (1+it).
We follow closely the method of Soundararajan [28].
Lemma 4.6. Let F ∈ Sa. Then there exists a constant mF such that for any real number
t we have
F (1 + it)≪ log(|t|+ 2)mF .
Proof. Let c > 0, and take Z ≥ 1. Then expand F (1 + it + ω) into its Dirichlet series to
see that
1
2πi
∫ c+i∞
c−i∞
F (1 + it+ ω)ZωΓ(ω)dω =
∞∑
n=1
an
n1+it
e−n/Z .
Now shift the contour to the line of integration ω = −1 + ǫ. the pole at ω = 0 leaves the
residue F (1 + it). The possible pole at ω = −it leaves a residue ≪ Zǫ(1 + |t|)ǫ|Γ(it)| ≪
Zǫe−|t|. Finally using the functional equation (axiom 3) and Stirling’s formula we have
|F (1 + it+ ω)| = |γF (−it− ω)||γF (1 + it+ ω)| |F (−it− ω)| ≪ (1 + |t|+ |ω|)
1+ǫ,
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for ω on the line Re(ω) = −1 + ǫ. Hence the integral on the line Re(ω) = −1 + ǫ is
≪ Z−1+ǫ(1 + |t|)1+ǫ. Therefore we deduced that for any ǫ > 0 and Z ≥ 1
F (1 + it) =
∞∑
n=1
an
n1+it
e−n/Z +O
(
Z−1+ǫ(1 + |t|)1+ǫ + Zǫe−|t|
)
.
Choose Z = 1 + |t|2. Then the error term is ≪ |t|−1+2ǫ. Now the main term is bounded
by ∑
n≤Z2
|an|
n
+
∞∑
k=1
e−Z
k ∑
Zk+1≤n≤Zk+2
|an|
n
.
Finally since F ∈ Sa, we know by (3) that ∑n≤y |an|/n ≤ (log y)βF+1. Therefore we get
F (1 + it)≪ log(|t|+ 2)mF ,
for some constant mF > 0.
Proof of Theorem 3. Let νF be as in Lemma 4.4 and take y = log
(A+3)/νF T. Then by this
Lemma we know that
F (1 + it) = F (1 + it, y)
(
1 +O
(
1
logA T
))
,
for all t ∈ [T, 2T ] except a set of measure V = T 1−δ for some small δ = δ(F,A). Now by
Lemma 4.6 we deduce that
1
T
∫ 2T
T
|F (1 + it)|2kdt = 1
T
∫ 2T
T
|F (1 + it, y)|2kdt
(
1 +O
(
1
logA T
))
+ Er,
where
Er≪ V max
t∈[T,2T ]
|F (1 + it)|2k + V max
t∈[T,2T ]
|F (1 + it, y)|2k ≪ T 1−δ exp (O(k log2 T )) = o(1).
Furthermore by (3.2) and the fact that h(t)≪ t2 for 0 ≤ t ≤ 1, we have
E
(|F (1, X)|2k) = E (|F (1, X, y)|2k) exp
(
O
(
k
∑
p>y
|ap|2
p2
))
= E
(|F (1, X, y)|2k)(1 +O( 1
logA T
))
.
Therefore by Proposition 4.5 we get the result.
We now deduce information on large values of |F (1 + it)|. Indeed we prove Corollary 1
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Proof of Corollary 1. By Theorem 3 and Lemma 3.1 we have that
1
T
∫ 2T
T
|F (1 + it)|2kdt = exp

2k ∑
p≤2k
|ap|
p
+O(k)

 ,
uniformly for k ≤ (logT )/B(log2 T )βF+2. Therefore taking k = [(logT )/B(log2 T )βF+2],
we have
max
t∈[T,2T ]
|F (1 + it)| ≥ exp

∑
p≤2k
|ap|
p
+O(1)

 ,
from which we deduce the result.
In order to prove Theorem 4 we consider only those F ∈ Sp which satisfy Hypothesis D
(with distribution function ψ). Hence our random model F (1, X) satisfies the assumptions
of Proposition 3.2, and thus we can compute its real moments. Using this fact along with
the same saddle point method used to prove Theorem 1 we prove Theorem 4.
Proof of Theorem 4. First for any positive real number r we have that
rN
∫ ∞
0
ΦF (t)t
rN−1dt =
(
bF e
γN
)−r 1
T
∫ 2T
T
|F (1 + it)|rdt.
Take r = 2k where 1 ≤ k ≤ log T/(B log2 T log3 T ) is a positive integer, and B is a suitably
large constant. Therefore by Theorem 3 and Proposition 3.2 we have that
2kN
∫ ∞
0
ΦF (t)t
2kN−1dt =
(
bF e
γN
)−2k
E
(|F (1, X)|2k)(1 +O( 1
logT
))
= (log 2k)2kN exp
(
2k
log 2k
(M +N(C2 − 1)) + o
(
2k
log 2k
))
.(4.4)
In order to use the saddle point method as in the proof of Theorem 1, we require (4.4) to
be valid for all real numbers r in the range 2 ≤ r ≤ 2 logT/(B log2 T log3 T ). To do so we
know by (4.4) (for k ≥ 1/N and fixed) that∫ ∞
0
ΦF (t)dt≪ 1 +
∫ ∞
1
ΦF (t)t
2kN−1dt≪ 1.
Therefore by Ho¨lder’s inequality we have for a < b∫ ∞
0
ΦF (t)t
adt ≤
(∫ ∞
0
ΦF (t)dt)
1−a/b
)(∫ ∞
0
ΦF (t)t
bdt
)a/b
≪
(∫ ∞
0
ΦF (t)t
bdt
)a/b
.
Using this we may interpolate (4.4) to non-integer value κ ∈ (k − 1, k) by taking a =
2(k − 1)N − 1, b = 2κN − 1 and then a = 2κN − 1, b = 2kN − 1 in the last inequality to
obtain(∫ ∞
0
ΦF (t)t
2(k−1)N−1dt
) 2κN−1
2(k−1)N−1
≪
∫ ∞
0
ΦF (t)t
2κN−1dt≪
(∫ ∞
0
ΦF (t)t
2kN−1dt
) 2κN−1
2kN−1
.
Hence we get (4.4) for r = 2κ by substituting (4.4) for 2(k− 1) and 2k into this equation.
Finally applying the same saddle point method as in the proof of Theorem 1 (now taking
τ = log r + C2 +M/N) we get the result.
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5. Distribution of Quadratic twists of automorphic L-functions
Let π be an auto-dual cuspidal automorphic representation of GL(m)/Q, and let L(π, ·)
be the L-function attached to π. Consider the values of L(π ⊗ χd, 1) as d varies over all
fundamental discriminants with |d| ≤ x, where χd denotes the unique real character mod
d. The probabilistic model constructed for this family is based on the totally multiplicative
function X(.), where the {X(p)}p∈P are independent random variables taking the values
1 with probability p/(2(p + 1)), 0 with probability 1/(p + 1), and −1 with probability
p/(2(p+ 1)); and for a positive integer n = pa11 ...p
ar
r we have X(n) := X(p1)
a1 ...X(pr)
ar .
Then define the following random series
Lπ(1, X) :=
∞∑
n=1
aπ(n)X(n)
n
, (these series converge with probability 1).
As in equation (4.3) let L(π⊗ χd, 1, y) and Lπ(1, X, y) denote the short Euler products of
length y of L(π ⊗ χd, 1) and Lπ(1, X) respectively.
The analogue of (WZD) (zeros density estimates near Re(s) = 1) has been proved by
Kowalski and Michel (see Theorem 5 of [14]) for general families F of cuspidal automorphic
representations of GL(m)/Q, under the condition that |af (p)| ≪ pθ for some 0 < θ < 1/4
and all f ∈ F . For our family this holds if
(5.1) |aπ(p)| ≪ pθ for some 0 < θ < 1/4.
In particular this is known to be true for GL(2) Maass cusp forms, where one can take
θ = 1/9 by the work of Kim and Shahidi [13].
The analysis for this section is similar to section 4, indeed the methods for proving the
analogues of Lemmas 4.2, 4.3, 4.4 and 4.6 are exactly the same. However the method of
proving the estimates for the moments of short Euler products is a little bit different so
we include it.
Proposition 5.1. Let π be an auto-dual cuspidal automorphic representation of GL(m)/Q.
Let x > 0 be large and 2 < y < (log x)A a real number where A > 0 is a fixed con-
stant. If π satisfies assumption (3), then for all positive integers k in the range 1 ≤ k ≤
log x/(B1(log2 x)
βπ+2) (for a suitably large constant B1 = B1(π,A)), we have
π2
6x
∑♭
|d|≤x
L(π ⊗ χd, 1, y)k = E
(
Lπ(1, X, y)
k
)
+ o(1),
where
∑♭
denotes the sum over fundamental discriminants. Moreover if π satisfies the
Ramanujan hypothesis then this last estimate holds in the wider range
1 ≤ k ≤ log x/(B2 log2 x log3 x) (for a suitably large constant B2 = B2(π,A)).
Proof. For simplicity we assume that π satisfies the Ramanujan hypothesis, since the proof
is similar in the other case (where π satisfies (3)), exactly as in the proof of Proposition
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4.5. In this case we have |aπ(p)| ≤ m by Lemma 4.1. First we have
L(π ⊗ χd, 1, y)k =

 ∑
n∈S(y)
aπ(n)χd(n)
n


k
=
∑
n∈S(y)
c(k, n)χd(n)
n
,
where c(k, n) =
∑
n1n2...nk=n
aπ(n1)...aπ(nk). Further one can see that E(X(n)) =
∏
p|n
(
p
p+1
)
if n is a square and equals 0 otherwise. Hence
E
(
Lπ(1, X, y)
k
)
= E

 ∑
n∈S(y)
c(k, n)X(n)
n

 = ∑
l∈S(y)
c(k, l2)
l2
∏
p|l
(
p
p+ 1
)
.
Now we estimate the contribution of the diagonal terms n =  (which constitute the main
term) to the moments of L(π ⊗ χd, 1, y). When n = l2 we have
∑♭
|d|≤x
χd(l
2) =
∑♭
|d|≤x
(l,d)=1
1 =
6
π2
x
∏
p|l
(
p
p+ 1
)
+O
(
x1/2+ǫd(l)
)
.
Thus the contribution of the diagonal terms is
(5.2)
6
π2
x
∑
l∈S(y)
c(k, l2)
l2
∏
p|l
(
p
p+ 1
)
+O

x1/2+ǫ ∑
l∈S(y)
c(k, l2)d(l)
l2

 .
Before considering the non-diagonal terms, we will bound the error term in the RHS of
(5.2). To do so we divide the sum into two parts l ≤ x1/3 and l > x1/3. Using that
d(l) ≤ √l, the contribution of the first terms is
≪ x2/3+ǫ
∑
l∈S(y)
c(k, l2)
l2
≤ x2/3+ǫ

 ∑
n∈S(y)
|aπ(n)|
n


k
≤ x2/3+ǫ exp

k∑
p≤y
|aπ(p)|
p
+O(k)

≪ x3/4,(5.3)
by our hypothesis on k. Now for the other terms we use the bound of Ramanujan
d(l) ≤ exp
(
log 2 log(l)
log2(l)
(1 + o(1))
)
≤ l2β,
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with β = 1/(2 log2 x). Thus similarly to (5.3), we can show that the contribution of these
terms is
(5.4) ≪ x1/2+ǫ
∑
l∈S(y)
c(k, l2)
l2−2β
≤ x1/2+ǫ exp

k∑
p≤y
|aπ(p)|
p1−β
+O(k)

≪ x2/3,
using that pβ = O(1) for all primes p ≤ y. Moreover the contribution of the non-diagonal
terms n 6=  is
≪
∑
n∈S(y)
n6=
|c(k, n)|
n
∣∣∣∣∑♭
|d|≤x
χd(n)
∣∣∣∣.
Consider first the terms n ≤ x. For these we use Lemma 4.1 of Granville-Soundararajan
[8] which asserts that ∣∣∣∣∑♭
|d|≤x
χd(n)
∣∣∣∣≪ x1/2n1/4(logn)1/2,
if n is not a perfect square. Hence the contribution of these terms is
(5.5) ≪ x5/6
∑
n∈S(y)
|c(k, n)|
n
≪ x5/6 exp

k∑
p≤y
|aπ(p)|
p
+O(k)

≪ x6/7.
Now the contribution of the terms n > x is
≪ x
∑
n∈S(y)
n>x
|c(k, n)|
n
≪ x1−2β
∑
n∈S(y)
|c(k, n)|
n1−2β
≪ x1−2β exp

O

k∑
p≤y
|aπ(p)|
p



≪ x1−β .
This along with (5.2)-(5.5) complete the proof.
Now using exactly the same method as in the proof of Theorem 3, we can prove the
following result
Theorem 5.2. Let π be an auto-dual cuspidal automorphic representation of GL(m)/Q.
Let x > 0 be large, and take A > 0. If π satisfies assumptions (3) and (5.1), then for
all positive integers k in the range 1 ≤ k ≤ log x/(B1(log2 x)βπ+2) (for a suitably large
constant B1 = B1(π,A)), we have
π2
6x
∑♭
|d|≤x
L(π ⊗ χd, 1)k = E
(
Lπ(1, X)
k
)(
1 +O
(
1
logA x
))
.
Moreover if π satisfies the Ramanujan hypothesis then this last estimate holds in the wider
range 1 ≤ k ≤ log x/(B2 log2 x log3 x) (for a suitably large constant B2 = B2(π,A)).
From this theorem and using the same proof as for Corollary 1, we deduce the following
result on large values of L(π ⊗ χd, 1)
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Corollary 5.3. Let π be an auto-dual cuspidal automorphic representation of GL(m)/Q
satisfying the Ramanujan hypothesis and assumption (8). Then for x > 0 large, there is a
fundamental discriminant d with |d| ≤ x such that
L(π ⊗ χd, 1)≫
{
(log log x)κπ+o(1) if Eπ(t) = o(log log t),
(log log x)κπ if Eπ(t) = O(1).
Finally we prove Theorem 5
Proof of Theorem 5. We use exactly the same proof as Theorem 4. What remains only is
compute the moments of Lπ(1, X). To this end let {X1(p)}p∈P be independent random
variables taking the values −1 and 1 with equal probabilities. ExtendX1(.) to a completely
multiplicative function over positive integers and consider the random series
Lπ(1, X1) :=
∞∑
n=1
aπ(n)X1(n)
n
.
Then using Theorem 3.4 we can compute the moments of Lπ(1, X1). Now since E(X) =
E(X1) = 0 we have that
E
(
Lπ(1, X)
k
)
E (Lπ(1, X1)k)
=
E
(
Lπ(1, X, k
2)k
)
E (Lπ(1, X1, k2)k)
exp

O

k ∑
p>k2
|aπ(p)|2
p2




=
∏
p≤k2
(
1 +O
(
1
p
))(
1 +O
(
1
k
))
= log kO(1).
Thus by Theorem 3.4 the asymptotic of logE
(
Lπ(1, X1)
k
)
holds also for logE
(
Lπ(1, X)
k
)
,
completing the proof.
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