We obtain some basic results on existence, uniqueness, and continuous dependence of solutions with respect to initial values for set differential equations with causal operators.
We note that the Hausdorff metric (2.1) satisfies the following properties:
D[A + C,B + C] = D[A,B], D[A,B] = D[B,A], (2.2) D[λA,λB] = λD[A,B], (2.3) D[A,B] ≤ D[A,C] + D[C,B]
, (2.4) for all A, B, C ∈ K c (R n ) and λ ∈ R + . Given any two sets A, B ∈ K c (R n ) if there exists a set C ∈ K c (R n ) satisfying A = B + C, then A − B is defined as the Hukuhara difference of the sets A and B.
The exist in the topology of K c (R n ) and are equal to D H F(t 0 ). Here I is any interval in R. Now we can consider the set differential equation
where
Definition 2.1. The mapping U ∈ C 1 [J,K c (R n )], J = [t 0 ,t 0 + a], is said to be a solution of (2.6) on J if it satisfies (2.6) on J.
Since U(t) is continuously differentiable, we have The following properties are useful tools in proving theorems in the SDE setup. If for A ∈ K c (R n ), where θ is the zero element of R n , which is regarded as a one-point set.
U(t)
=F : [t 0 ,T] → K c (R n ) is integrable, we have t2 t0 F(t)dt = t1 t0 F(t)dt + t2 t1 F(t)dt, t 0 ≤ t 1 ≤ t 2 ≤ T, T t0 λF(t)dt = λ T t0 F(t)dt, λ ∈ R + . (2.9) Also, if F, G : [t 0 ,T] → K c (R n ) are integrable, then D[F(·),G(·)] : [t 0 ,T] →
Main results
We will devote this section to extend certain basic results to SDEs with causal or nonanticipative maps of Volterra type, since such equations provide a unified treatment of the basic theory of SDEs, SDEs with delay and set integrodifferential equations which in turn include ordinary dynamic systems of the corresponding types.
We define the IVP for an SDE with causal map, using the Hukuhara derivative as follows:
Before we proceed to prove an existence and uniqueness result for (3.2), we need the following comparison results. 
Proof. To prove the stated inequality, it is enough to prove that
where w(t,t 0 ,w 0 , ) is any solution of 
which is a contradiction to (3.7). Hence the theorem follows.
Next we obtain an estimate of the distance between any two solutions of (3.2) in terms of the maximal solution of (3.4) utilizing Theorem 3.2.
We define
further that the maximal solution r(t,t 0 ,w 0 ) of the differential equation (3.4) exists on J. Then, if U(t),V (t) are any two solutions of (3.2) through
Using the property (2.4) of the Hausdorff metric D, we successively get the following relations:
),U(t) + h(QU)(t) + D U(t) + h(QU)(t),V (t + h) ≤ D U(t + h),U(t) + h(QU)(t) + D U(t) + h(QU)(t),V (t) + h(QV )(t) + D V (t) + h(QV )(t),V (t + h) ≤ D U(t + h),U(t) + h(QU)(t) + D U(t) + h(QU)(t),U(t) + h(QV )(t) + D U(t) + h(QV )(t),V (t) + h(QV )(t) + D V (t) + h(QV )(t),V (t + h) . (3.12)
Next, using the property (2.2) of the Hausdorff metric D and the fact that the Hukuhara differences U(t + h) − U(t) and V (t + h) − V (t) exist for small h > 0, we arrive at
m(t + h) ≤ D U(t) + Z(t,h),U(t) + h(QU)(t) + D h(QU)(t),h(QV )(t) + D U(t),V (t) + D V (t) + h(QV )(t),V (t) + Y (t,h) , (3.13) where U(t + h) = U(t) + Z(t,h) and V (t + h) = V (t) + Y (t,h). Again the property (2.2) gives m(t + h) ≤ D Z(t,h),h(QU)(t) + D h(QU)(t),h(QV )(t) + D U(t),V (t) + D h(QV )(t),Y (t,h) .
(3.14)
Since the Hukuhara differences exist, we can replace Z(t,h) and Y (t,h) with U(t + h) − U(t) and V (t + h) − V (t), respectively. This gives, on subtracting m(t) and dividing both sides with h > 0,
(3.15)
Now, taking limit supremum as h → 0 + and using the fact that U(t) and V (t) are solutions of (3.2), along with the assumption (3.10) we obtain
Theorem 3.2 now guarantees the stated conclusion and the proof is complete. 
We begin by proving a local existence result using successive approximations.
ing in w for each t ∈ J and w(t) = 0 is the only solution of 
Then, the successive approximations defined by
which shows the successive approximations are well defined on J 0 . Next, we define successive approximations for the problem (3.18) as follows:
Then,
Then, using the monotonicity of g, we get
Hence, the sequence {w k (t)} is monotone decreasing. Since w k (t) = g(t,w k−1 (t)) ≤ M 2 , t ∈ J 0 , we conclude by Ascoli-Arzela theorem and the monotonicity of the sequence {w k (t)} that Observing that for each (3.26) which implies that D 0 [U 1 ,U 0 ](t) ≤ w 0 (t). We assume, for some k > 1,
which further gives
Thus, we conclude that 
The above inequalities yield, on using Theorem 3.2, the estimate
where r n (t) is the maximal solution of r n = g t,r n + 2g t,w n−1 (t) , r n (t 0 ) = 0, (3.33)
for each n. Since as n → ∞, 2g(t,w n−1 (t)) → 0 uniformly on J 0 , it follows by [3, Lemma 1.3.1] that r n (t) → 0, as n → ∞ uniformly on J 0 . This implies from (3.30) that U n (t) converges uniformly to U(t) on J 0 and clearly U(t) is a solution of (3.2).
To prove uniqueness, let V (t) be another solution of (3.
Since m(t 0 ) = 0, it follows from Theorem 3.2 that
where r(t,t 0 ,0) is the maximal solution of (3.18). The assumption (b) now shows that U(t) = V (t), t ∈ J 0 , proving uniqueness.
Assuming local existence, we next discuss a global existence result.
where g ∈ C[R 2 + ,R + ], g(t,w) is nondecreasing in w for each t ∈ R + and the maximal solution r(t) = r(t,t 0 ,w 0 ) of (3.4) exists on [t 0 ,∞). Suppose further that Q is smooth enough to guarantee the local existence of solutions of (3.2) for any 
Assume that r * (t,t 0 ,0) is the maximal solution of
Let U(t) = U(t,t 0 ,0) be the solution of (3.2) . Then,
Hence, 
