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1. INTRODUCTION 
1.1. Background 
Daily life imposes the need for scheduling decisions on each of us. 
The many jobs to be done must be scheduled, at least informally. If, for 
example, an urgent letter is to be mailed, do we first go to the post 
office and mail the letter, and then go to work, or do we go straight to 
work and then to the post office during lunch to mail the letter? This is 
a simple example of a problem of scheduling with two "jobs": mailing the 
letter and going to work, and one "machine": the individual himself. 
Organizations possessing certain facilities and needing to accomplish cer­
tain functions face more complex scheduling problems, in part because such 
functions typically can be performed on only some of the installations. 
For example, a campus has a certain number of facilities in which to offer 
a certain number of courses. It uses its "machines" (i.e., facilities) to 
perform its "jobs" (i.e., courses for certain numbers of students in cer­
tain periods of time). Of course, within the limitations of facilities and 
time, the courses should be so arranged that no two courses overlap in a 
single classroom in a given period of time. Another example of a schedul­
ing problem could be the example of runways at an airport, and the planes 
that need to take off or land on them (Conway et al., 1967). Here, there 
must be a certain discipline or arrangement such that the planes neither 
stand waiting for too long, nor crowd each other in hazardous fashion. In 
general, then, as seen from these examples, we may speak of n jobs and m 
machines, with the m machines required to process the n jobs under con­
straints of space and time. 
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As also can be seen from these examples, in scheduling problems we 
typically will have certain objectives to achieve. First, all the jobs 
have to be taken care of by the available facilities, i.e., machines. Next, 
we may have to perform these jobs within a given period of time, or within 
a given limitation of cost. One may know in advance that each job will 
take a certain amount of time to be processed on each machine, or one may 
know only probability distributions for these processing times. Again, 
perhaps all the jobs will not be available at the outset. So we are led 
to consider two major classifications of scheduling problems: one classi­
fication of scheduling problems according to whether processing times for 
each machine are sure or random, and a second classification of scheduling 
problems according to whether or not all jobs are available for scheduling 
at the start of operations. A third classification of scheduling problems 
is according to whether or not all jobs require the available machines in 
the same progression. The first eventuality usually is denoted by the 
term "flow shop," and the second by the term "job shop." 
In facing a scheduling problem, one will, of course, need to ask 
oneself on what basis schedules are to be selected. The answer to this 
question will depend on the kinds of benefits that are expected. The 
scheduling problem may, for example, be one for which one is interested only 
in getting the jobs done, no matter when or at what cost. In this case, 
any schedule will work, as long as jobs will not conflict. But, an op­
timization problem arises when the jobs need to be processed in the short­
est possible time or at the smallest possible cost, with such objectives 
quantified by "objective functions." The objective function emphasized 
in this thesis (and also in almost all prior work) is the maximum of all 
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total job processing times. The problem of minimizing this objective func­
tion is discussed in the context of a flow shop in which all jobs are avail­
able for scheduling at the outset, with known processing times. 
1.2. Literature Review 
The field of scheduling theory is a very large one, and, even though 
it has seen tremendous research efforts, a great many problems still re­
main to be solved. 
Johnson's well-known work (Johnson, 1954) is one of the pioneering 
contributions of the field, and is concerned with scheduling n jobs in a 
2-machine flow shop. Johnson also introduces a related algorithm covering 
special cases in a 3-machine flow shop. We shall return to Johnson's con­
tributions later in this chapter. Smith (1955) solves a problem with a 
single machine and with jobs of differing priorities (weighted flow times). 
Little et al. (1963) suggest a branch-and-bound algorithm for solving a 
certain scheduling problem with sequence-dependent set-up costs, related 
to the traveling salesman problem, Giglio and Wagner (1964) analyze the 
3-machine scheduling problem empirically by integer programming, linear 
programming, Monte Carlo, and Johnson's approach. None of the techniques 
tested prove to be superior to the others. Dudek and Teuton (1964) at­
tempt a general algorithm for the m-machine flow shop, for which Karush 
(1965) exhibits a counter example. Smith and Dudek (1966) try to correct 
the algorithm, but the resulting algorithm is inefficient (Ashour, 1967). 
Lomnicki (1965) gives a branch-and-bound algorithm for the exact solution 
of the 3-machine flow shop, using a graph-theoretical interpretation of 
the problem. Ashour (1967) proposes an approximate decomposition approach. 
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Ashour (1970) also proposes a branch-and-bound algorithm for the flow shop, 
in which a new lower bound is developed. This lower bound, based on re­
solving the conflict of jobs on the last machine, allows a substantial 
reduction in computation time. Gupta (1971) suggests a heuristic algorithm 
for the m-machine flow shop under the assumption that all jobs are pro­
cessed on all machines in the same order (i.e., restricting to "permuta­
tion schedules"). Gupta and Maykut (1973) also investigate the m-machine 
flow shop, again restricting to permutation schedules. They develop a 
heuristic algorithm based on decomposition and job-pairing. The proposed 
algorithm is found to be superior to Ashour's decomposition algorithm, 
both in increased solution quality and decreased computational time. A 
comparative study of flow shop algorithms, reminiscent of the earlier em­
pirical study of Giglio and Wagner (1964), is made by Baker (1975). Using 
a set of test problems, Baker investigates various branch-and-bound and 
elimination strategies, and combines these in a new efficient algorithm. 
Gupta (1975a, 1975b) applies combinatorial analysis to the m-machine flow 
shop, to arrive at several simple algorithms for solving flow shop problems 
of special structure. Some of the proposed algorithms are simple and com­
putationally efficient, able to solve large problems of such special 
structure, even with hand calculators. Bonney and Sundry (1976) propose 
solutions to the flow shop problem under certain constraints. These con­
straints allow a range of new solutions, using a geometrical approach 
called "slope matching," and these solutions compare favorably with Gupta's 
(1971) algorithm. They also, as did Little et al. (1963), formulate the 
flow shop problem as a traveling salesman problem, and convert the m-
machine flow shop problem into a 2-machine flow shop problem, to which 
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Johnson's algorithm can then be applied. Smith et al. (1976) propose a 
simple and efficient algorithm for certain special cases of the m-machine 
flow shop. Gupta (1976) proposes a simple heuristic algorithm form-machine 
flow shops, restricted to permutation schedules. His algorithm is based on 
the fact that the flow shop scheduling problem may be considered near-equi­
valent to a certain sorting problem, and may be solved to within good ap­
proximation by an exact solution of this sorting problem. This heuristic 
algorithm can be implemented on manual calculators, and compares favorably 
with prior heuristic algorithms. Dannenbring (1977) continues in the tra­
dition set by Giglio and Wagner (1964) and by Baker (1975), and presents 
computational experience with eleven heuristic flow shop algorithms. These 
include three previously unreported heuristic algorithms, of which one 
turns out to be superior to the other ten tested. The comparisons are made 
on a variety of problem sizes, ranging up to fifty jobs and fifty machines. 
Three special cases of flow shop problems are solved by Szwarc (1977), based 
on the critical path concept (Conway et al., 1967). Gonzales and Sahni 
(1978) obtain bounds on the performance of various heuristic algorithms. 
Lageweg et al. (1978) present a general bounding scheme for permutation 
schedules in the m-machine flow shop. Burns and Rooker (1978) relax the 
conditions given by Johnson for solving 3-machine problems and also pro­
vide a further condition under which Johnson's 2-machine flow shop algo­
rithm can be adapted to deriving an optimum permutation schedule for the 
3-machine flow shop. 
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1.3. Overview 
Chapter 2 contains the basic definitions and concepts for the job shop 
and flow shop scheduling problems of primary concern in this thesis. The 
idea of a scheduling algorithm is defined, and, in particular, algorithms 
for obtaining the optimum among the subset of schedules called permutation 
schedules. Particular attention is paid to algorithms based on the order-
ings of pairs of jobs in a flow shop. Such orderings are called "pairwise 
J-orderings," in recognition of the prototype of such ordering proposed by 
Johnson (1954). Motivated by Johnson's work, the two abstract properties 
of "transitivity" and "job-adjunction-robustness" (JAR) are identified as 
sufficient for a pairwise J-ordering to lead to an optimum permutation 
schedule. In recognition of the fact that transitivity often will not be 
realized in practice, a partial optimality result is discussed, to cover 
situations when pairwise J-orderings fail to be transitive. 
Chapter 3 is devoted to a pairwise J-ordering for 3-machines, called 
the Jg-ordering. This ordering is optimal in a certain strict sense in 
the case of the ordering of two jobs. In addition, it coincides with the 
standard 3-machine adaptation of Johnson's ordering (Burns and Rooker, 
1978; Johnson, 1954), and seems to provide optimal ordering in certain 
cases where Johnson's adaptation does not apply. 
Chapter 4 is devoted to extending the above 3-machine adaptation of 
Johnson's ordering (Burns and Rooker, 1978; Johnson, 1954), to the general 
case of m-machines. 
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2. CONCEPTS AND NOTATION FOR THE m-MACHINE FLOW SHOP 
2.1. Introductory 
We will consider the general job shop and flow shops and the differ­
ence between the two. The concept of a schedule and a permutation sched­
ule will be discussed, along with a particular objective function, and the 
concept of pairwise J-ordering will be introduced, together with some of 
its properties. 
2.2. The General m-Machine Job Shop 
Scheduling problems of the sort considered in this thesis involve 
certain "machines" and "jobs" to be processed on them. The link between 
jobs and machines is that all jobs need to be processed on at least one 
machine, and that the processing of a particular job on a particular ma­
chine requires a given amount of time. We assume that each of n jobs is 
available initially, that each machine can work on at most one job at any 
given time, that each job is processed on at most one machine at any given 
time, and that a machine's business with a particular job, once started, 
is carried through without interruption. The general m-machine job shop 
problem is one in which not all of the jobs follow the same progression 
through the m machines. For example, job 1 may go from machine 2, to 5, 3, 
4, and 1, while job 2 may go from machine 3, to 1, 2, 4, and 5. Figure 2.1 
portrays this situation geometrically, including the portrayal of the 
various required processing times. 
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Machine 1 
Machine 2 
Machine 3 
Machine 4 
Machine 5 
m### 
IIIIMIM 
m 
WIIIIIM 
Job 1: WMh Job 2: 
Figure 2.1. Job progression in a job shop 
2.3. The m-Machine Flow Shop 
A flow shop is a job shop in which all of the n jobs follow essen­
tially the same progression from one machine to the next. We number the 
machines according to their appearance in this progression. An example 
with m=5 and n = 2 is given in Figure 2.2. 
Machine 1 
Machine 2 
Machine 3 
Machine 4 
Machine 5 
INNM 
///////////// 
WM 
MIIIIIIIIIII 
Job 1: /////////// Job 2: 
Figure 2.2. Job progression in a flow shop 
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As we may notice, the progression of both jobs through the 5 machines is 
the same. 
2.4. Schedules and Permutation Schedules 
A schedule S is an arrangement of n jobs on m machines. The set of 
all schedules is denoted by {S}. 
A permutation schedule m is a schedule such that all jobs are sched­
uled in the same sequence on all machines. The name "permutation schedule" 
derives from the fact that, with the n jobs serially labeled, the set of 
n! permutations of the first n positive integers corresponds to the set of 
possible permutation schedules. We may note here the implicit assumption 
that an actual schedule is constructed from a given permutation by "left-
shifting" processing initiations; i.e., by allowing no trivially remediable 
idle times on any machine; an obvious consequence of "left-shifting" (Hague, 
1976) is that the first machine always is scheduled to operate continuously, 
starting at the initial time. A permutation schedule sometimes is called 
an ordering. The set of permutation schedules is denoted by {n}. Unless 
specified otherwise, the term "schedule" is used below to denote both a 
general  schedule S and a permutat ion schedule i r .  
2.5. Objective Functions — In Particular, 
Maximum Flow Time 
The flow time F^ is the amount of time that job i spends in the shop, 
either being worked on, or waiting to be processed. The notation F\(S) or 
F\(n) is used to denote the flow time of the job i, for a given schedule 
S or permutation schedule IT. 
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Objective functions, i.e., indices of the worth of a given schedule, 
often are functions of the F^.(s) or This thesis is concerned with 
a particular such objective function, namely 
Fmax's) ^ max F^ls) . 
An optimal schedule s* is one such that 
fmax<=*' = "in F^„(s) . 
An optimal permutation schedule ir* is one such that: 
^max'"*' ' '"max*"'-TT 
2.6. A Useful Theorem 
In case m=2 or m =3, an optimal permutation schedule is also an 
optimal schedule. This can be stated in the following theorem, whose con­
tent is given on pages 80-81 of Conway et al. (1957): 
Theorem 2.6.1. When m, the number of machines in a flow shop problem, is 
2 or 3, then s* and it*, the optimal schedule and optimal permutation sched­
ule, respectively, are such that 
fn.ax(^*) = '2.6.1) 
In view of Theorem 2.6.1., we may restrict attention to permutation 
schedules when m = 2 or 3. In fact, we will restrict ourselves to permu­
tation schedules also in case m >3. This is because the problem of find­
ing s* is unwieldly. 
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The following counter-example, given in Conway et al. (1967), illus­
trates that (2.6.1.) is not necessarily true when m > 3. 
Example 2.6.1. 
Machine 
Job 1 
Job 2 
Processing time 
Figure 2.3. The parameters of example 2.6.1 
Of the two possible permutation schedules (1,2) and 112'' (2,1) 
neither is an optimal schedule since the following schedule s^ of Figure 
(2.4) is such that 
Fmax(Sl) ' Fmax(') ' 
iTe{iT^ jir^} 
Machine 1 
Machine 2 
Machine 3 
Machine 4 
/////////////////I 
mm# 
Job 1: Job 2: MM 
Figure 2.4. The schedule s^ 
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2.7, Ordering Algorithms for Obtaining Optimum 
Permutation Schedules 
We say job i precedes job j in a permutation schedule tt, if job i 
appears before job j in the ordering. We denote this by 
i « j. 
Also, we denote the processing time, including the setup time, of job 
i on machine 1 by A^. ; similarly, the processing time, including the setup 
time, of job i on machine 2 is denoted by , and the processing time, in­
cluding the setup time, of job ion machine 3 is denoted by C^, and so on. 
This thesis is concerned with ways to determine optimum permutation 
schedules n*, as denoted in section 2.5. In view of Theorem 2.6.1, this 
amounts to finding an optimum schedule s*, in case m = 2 or 3. Of course, 
TT* could in principle be determined by computing for each of the 
n! possible permutations. An alternative way, if possible, is to use an 
"algorithm" which tells how to order the jobs, as a function of the 
parameters A^, , C^., and so on. A sub-class of such algorithms, of 
which Johnson's algorithm (Johnson, 1954) is the outstanding example, 
consists of algorithms based on the ordering of pairs of jobs as a func­
tion onl^ of their own parameters. We shall call such orderings pairwise 
J-orderings. Often the simplicity of such an algorithm must be paid for 
by assumptions concerning the parameters A^, B^, and so on. 
2.8. Pairwise J-orderings 
Clearly, any ordering of two jobs can be thought of as based on a 
function f (ApBp... ,A2,B2... ) such that 
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. 1 ,  
In a given parametric problem, for which all parameters of all n jobs 
are specified, the function f can be replaced by the simpler function g 
g(l,2) E f(ApB^... ;A2jB2-• • ). 
The following example shows that it is not in general possible to 
an optimal ordering of n jobs by means of optimal pairwise J-ordering. 
Example 2.8.1. 
Job 
i 
Processing time 
Ai Bi S-
1 5 15 11 
2 5 14 10 
3 9 12 13 
Figure 2.5. The parameters of example 2.8.1 
If we consider the problem of finding the optimal ordering of jobs 
2 and 3 only, we observe that the permutation schedule u': (2,3) is 
better than the permutation schedule tt": (3,2), because 
Fmax'"') ' 
Fmax'"") = "5-
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On the other hand: 
•^r (1 ,2 ,3 ) ,  with FMAX("L)  = 59; 
^2 '  (1 ,3 ,2 ) ,  with ^MAX(^2)  = 56, 
113: (2 ,1 ,3 ) ,  with = 59; 
IT^: ( 2 ,3 ,1 ) ,  with ^MAX(^4)  = 57; 
^5' (3 ,1 ,2 ) ,  with = 60; 
1^6 = ( 3 ,2 ,1 ) ,  with 
' ^MAX^^6^  
= 61; 
(tto - IT*) ; 
and it is clear that the ordering of jobs 2 and 3 in the optimal permuta­
tion schedule irg violates their ordering in ir'. 
2,9. Schematic Tables and Transitivity 
Any pairwise J-ordering of n jobs can be portrayed by a "schematic" 
table (also called "preference table" in other contexts, e.g., David, 1963), 
where the symbol << or >> appears in the (i.j)^^ entry of the table, in ac­
cordance with whether i « j or j << i. Figure 2.6 shows the situation for a 
general case. 
h '2 ^3 ^n-1 
X < <  < <  < <  < <  
^2 X < <  < <  
^3 x; >> < <  
• • 
^n-l X « 
X 
Figure 2.6. A schematic table for a pairwise J-ordering 
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Schematic tables of this type are useful also for displaying pair-
wise order relationships among the members of subsets of jobs. 
When a pairwise J-ordering based on 
g(i,j) = min(A.+B^, By+Cj), 
i.e., the pairwise J-ordering of Johnson (1954), is used for example 
2.8.1, the table of figure 2.6 becomes 
2 
1 
3 
We may notice that this table exhibits the property of "transitivity." 
A pairwise J-ordering is "transitive" if i^ << 12 and ig << ig imply 
i^ << ig. Under transitivity, it is always possible to arrange jobs in 
such a way that only the sign << appears in the schematic table of Figure 
2 . 6 .  
2.10. Job Adjunction Robustness (JAR) 
Suppose we have a pairwise J-ordering. This pairwise J-ordering is 
job-adjunction robust (JAR) if the following is true: Let ir be any order­
ing of n jobs, such that at least one neighboring pair of jobs (viz., 
violating neighboring pair) is ordered in violation of this pairwise J-
ordering. Let u' be an ordering obtained from tt by interchanging the posi­
tions of the two jobs composing this violating neighboring pair. Then 
2 1 3 
< <  < <  
< <  
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(2.10.1) 
2.11. An Optimality Condition 
The JAR property and transitivity of a pairwise J-ordering are 
sufficient to insure that the algorithm which orders jobs in accordance 
with the pairwise J-ordering furnishes an optimal ordering ir*. This is 
verified in the following lemma. 
Lemma 2.11.1. Let a pairwise J-ordering be both JAR and transitive; 
then an ordering TT* consistent with this J-ordering is optimal. 
Proof. Suppose not. Without loss of generality, let ir* be (1,2,...,n), 
and let ttq: (i^,i2,...,i^) be any optimal ordering. Let k be the first 
job in ÏÏ* for which ij^ f k. Therefore, there is an i^, with & > k, such 
that k = i^. Clearly, i^ and i^_^ are not ordered as in tt* (i.e., i^ pre­
cedes i£_i)> and are neighbors. Interchanging i^ and we get a new 
ordering tt^ which has, using the JAR property, the following relationship 
with 77q; 
We can continue the process of interchange of i^ with its left neighbors 
until it replaces ij^, and ij^ moves one position to the right in the order­
ing and, repeatedly using the JAR property, has the following 
relationship with Wg. 
- Fmax('o) ax^"0^-
) < Fmav(nn) max\"0'' 
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If ir^ ^ is the same as tt*, then we are done. If not, let k' be 
the next job in ir* for which i|^i ^ k'. We can now treat Tr^_|^ as we treated 
TTg, to get a further ordering in such that 
^max^^&'-k') — ^max(^&-k) — ^max^^O^' 
Continuing in this way, we finally reach IT*, and find 
W'*' - - - - - Fmax('«-kl - FmaxC'o)' 
which shows that tt* is optimal, a contradiction. 
2.12. Transitive Skeins 
If a pairwise J-ordering is given for ordering n jobs, then a subset 
of jobs for which the corresponding schematic table exhibits transitivity 
(i.e., a subset uniquely ordered by the pairwise J-ordering) is called a 
'transitive skein for that pairwise J-ordering. 
If the set of all n jobs involved in the problem forms a transitive 
skein for the pairwise J-ordering, then the pairwise J-ordering is, of 
course, transitive. 
2.13. A Restricted JAR Property 
In order to establish a relationship between optimal orderings and 
transitive skeins under a JAR-type property, it is natural to strengthen 
the latter. 
A pairwise J-ordering is said to have the strong JAR property if the 
following is true. 
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In a given ordering its if we interchange the order of any two jobs 
which are not ordered in accordance with the schematic table of the pair-
wise J-ordering, to get a new ordering tt'» then we have 
^max^"" ^ 
2.14 Transitive Skeins under the Strong JAR Property 
The following theorem deduces properties of optimal orderings under 
the strong JAR property, when transitivity does not necessarily obtain. 
Theorem 2.14.1. When the pairwise J-ordering has the strong JAR property, 
then all transitive skeins appear as transitively ordered subsets in at 
least  one o f  the opt imal  order ings I T * .  
Proof. Suppose not. Without loss of generality, suppose the naturally 
ordered skein of jobs l,2,...,k appears as a transitively ordered subset in 
no optimal ordering. Let ttq be any optimal orderng, for which the jobs 1, 
2,...,k will not appear in the natural order. Clearly, at most k pairwise 
interchanges (not necessarily of neighbors) will alter Uq into a new order­
ing TT* in which the k jobs appear in their natural order. By the strong 
JAR property, it will be true that F  ( n * )  <  F (tta), so that n *  is op-
rricix """ I iIqx u 
timal, and a contradiction is reached. 
2.15. Johnson's Algorithm for a 2-Machine Flow Shop 
A well-known example of an algorithm based on a pairwise J-ordering 
that is transitive and JAR is Johnson's algorithm for m = 2. This algo­
rithm is based on the pairwise J-ordering for which 
g(i,j) = min(Ay,Bj), i j. 
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As defined earlier, A^ is the processing time, including the setup time, of 
job ion machine 1 and Bj is the processing time, including the setup time, 
of job j on machine 2. We order job i before job j, i.e., i << j if 
g(i,j) 1 gU.i). 
2.16. Conditionally JAR and Transitive Pairwise J-orderings 
For m>2, it is difficult to find pairwise J-orderings that are transi­
tive and JAR, However, it is sometimes possible to identify a pairwise 
J-ordering that is both JAR and transitive under suitable conditions on 
the parameters A^, , and so on. An example of this (Burns and Rooker, 
1978), for m=3, is the pairwise J-ordering for which 
g(i,j) = min(A^+B^,Bj+Cj). 
Conditions under which this pairwise J-ordering is both JAR and 
transitive are 
i) £ Cj for all i  ^ y, 
ii) B. £ Aj for all i  ^ j; 
iii) Bj _< min(Aj,Cj) for all i. 
Specific numerical examples fall under the "conditional" heading as 
well. For instance, in the case m =6, the pairwise J-ordering Jg for which 
g(.i,j) = min{Aj,Bj) + IfA^-Bj) I (Cj-Bj)min(Aj+Bj-Bj,Cj) + 
Il-I(A.-B.)I(C.-B.)]min(B.,C.), 
with 
r1, if X 2 
\o, if X < 
. . 0 
I(x) = ^ - , (2.16.1) 
 0 
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discussed in Chapter 3, is both JAR and transitive for the following 
particular set of parameter values. 
Job 
1 
Processing times 
A. B. C. 
1 4 5 5 
2 2 17 7 
3 2 10 4 
4 10 8 2 
5 7 15 6 
6 9 4 11 
Figure 2.7. A specific numerical example 
This example is taken from problem 3 of the Appendix in Ashour (1967). 
2.17. Uniqueness 
I t  is clear from the above discussion that a l g o r i t h m s  based on transi­
tive and JAR pairwise J-orderings will lead to several optimal orderings 
when, for some pairs (i,j), g(i,j) = g(j,i), and to a single optimal order­
ing when no such pairs exist. This does not mean, of course, that the 
latter case is an indication that the optimal ordering is unique. An 
example of this, in the context of Johnson's Algorithm, is as follows. 
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Example 2.17.1 
Processing time 
Job 
i ai bi 
1 14 19 
2 10 20 
3 16 12 
Figure 2.8. The parameters of example 2.17.1 
Using Johnson's algorithm, we get the simple ordering 
u*: (2,1,3) with = 61» 
while, the ordering T T ': (2,3,1), with F^ax^^') ~ is another optimal 
ordering. 
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3. A PAIRWISE J-ORDERIMG FOR THE CASE m = 3 
3.1. Introductory 
In this chapter, we will introduce a pairwise J-ordering, to be called 
the Jg-ordering, whose primary motivation is the ordering of two jobs in a 
3-machine flow shop. Indeed, the J^-ordering is shown in Lemma 3.2.1. to 
be JAR for the case n = 2, i.e., is shown to provide an optimal ordering 
for that special case. It turns out that the J^-ordering has also certain 
further properties in the case of arbitrary n, as will be indicated in this 
chapter. 
3.2. The Jg-Ordering 
Lemma 3.2.1. Suppose that two jobs are to be scheduled in a 3-machine 
flow shop. Let 
g(i,j) = f(A.,3. 
= min(aj,bj) + i(a^-bj)i(cj-b^)min(aj+bj-bj,cj) 
+ [l-I(A.-Bj)I(Cj-B.)]min(B.,Cj), (3.2.1) 
with 
r i ,  i f  X  >  0  
I(x) = < 
Lo, if X  < 0. 
Then, the pairwise J-ordering (to be called the J^-ordering) based on the 
above g provides an optimal ordering of two machines. In other words, 
job 1 is to be scheduled before job 2 if 
9(1,2) < g(2,l). 
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Proof. Let (A^,B^,Cj^) and (AgiBg.Cg) be the times on machines 1, 2, and 
3 required, respectively, by jobs 1 and 2. Further abbreviating notation 
to be used is as follows: 
1 .<< 2 is to mean "schedule job 1 before job 2, 
and not job 2 before job 1;" 
2 .« 1 is to mean "schedule job 2 before job 1, 
and not job 1 before job 2;" 
1 II 2 is to mean "schedule either job first." 
We shall identify twenty exhaustive parametric cases involving the six 
constants Ap...,C2, for which the resolution of the question of optimal 
precedence between jobs 1 and 2 is clear. 
Because of equalities in the parametric characterizations of these 
twenty cases, the latter are not mutually exclusive. However, it is clear 
that, when the same parametric condition appears more than once, the same 
ordering conclusion pertains. 
1. If A^^Bg, Cgj^B^, Ag^B^, then 1 •<< 2, 2 •<< 1, or 1 | | 2, 
according to whether Aj+C2 < A2+Cp A^+Cg^-Ag+C^, or A^+Cg = Ag+C^, 
where the relationship between A^+Cg and Ag+C^ is called the "key 
relationship" for case 1. 
To avoid uninformative repetition in the remaining nineteen 
cases, this last assertion is condensed to 
a^ ^ b2, c2 ^ b2, a2 ^ b2 ; cj ^ b2 ' 
1:2 : : (^^+62) : (A^+C^). 
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2. aj £ bg, b^ £ cg, ag <_ bp cj £ bg: 
1:2 :: (a^+b^) : (ag+c^). 
3. Bg ^ Ajj Cg B^) Ag ^ B^J Cj ^ Bg* 
1:2 :: (bg+cg) : (ag+c^). 
4' a^ ^ bg, cg ^ bp ag ^ bp bg ^ cp 
1:2 :: (a^+cg) : (ag+bg). 
5. ^ Bg» Bj ^ Cgj Ag Bp Bg ^ Cp 
1:2:: (A^+B^) :  (Ag+Bg). 
6. Bg ^ A^» Cg ^1' Ag Bp Bg ^ 
1:2 :: (Cg) : (Ag). 
7. Aj ^ Bg J Cg ^ B^, Bj ^ Agj Cj ^ Bg :  
1:2 :  :  (A^+Cg) :  (B^+C^). 
8. Aj ^ Bg} B^ ^ Cg, B^ ^ Ag, C^ ^ Bg :  
1:2 : :  (A^) :  (C^). 
9 .  Bg ^  Ap Cg ^  Bp ^  Ag,  ^  Bg:  
1 :2  : :  (Bg+Cg)  :  (B]_+Cj) .  
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10. bg 1 ap 1 cg, bj < ag, 1 bg, b^+a^-bg 1 cg: 
1:2 : :  (A^) :  (C^). 
11. Aj 1 Bg, Cg < Bp B^ < Ag, Bg <_ Cp Bg+Ag-B^ < C^: 
1:2 : :  (A^+Cg) :  (Ag+Bg). 
12. A^ ^ BgJ Bj ^ Cg, Bj Ag} Bg ^ C^» ^2^^2~^1 — ^1' 
1:2 :  :  (A^+B^) :  (Ag+Bg). 
13. Bg 1 A^, Cg <_ Bp B^ < Ag, Bg £ Cp Bg+Ag-B^ <_ C^: 
1:2 : :  (Cg) ;  (Ag). 
14. Bg ^ Ap Bj^ _< Cg, B^ ^ Ag, Bg Cp B^+A^-Bg ^ Cg, Bg+Ag-B^ ^ C^: 
1:2 :  :  (A^+B^) :  (Ag+Bg). 
15. Bg 1 Ap B^ < Cg, Bj < Ag, Bg < Cp Cg < B^+A^-Bg, Bg+Ag-B^ i  Cp 
1:2 : :  (Cg) :  (Ag). 
15. A^ ^ Bg, Cg _< Bp B^ ^ Ag, Bg ^ Cp C^ ^ Bg+Ag-B^^: 
1:2 : :  (A^+Cg) :  (B^+C^). 
17 .  A^ £  Bg,  B^  £  Cg,  Bj^  £  Ag,  Bg  £  Cp  C^ £  Bg+Ag-Bp 
1 :2  : :  (A^)  :  (C^) .  
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18. bg _< ap cg ^ bjj _< ag: bg _< c^, _< e^+ag-b^: 
1:2 :: (bg+cg) : (bi+c;). 
19. Bg ^ Ap Bj _< Cg, B^ ^ Ag, Bg ± C^, ^ Bg+Ag-Bp ^1^^1"^2 — ^2' 
1:2 :  :  (A^) :  (C^). 
20. bg ^ ajj ^ cg: b^ <. ag, b^ ^ c^» 
^2 — bj+aj-bgj cj ^  bg+ag-bj^: 
1:2 : : (bg+cg) = (bj+cj)-
We intend to prove the assertion of the Lemma in the following steps. 
a) We consider the condition 
g(l,2) < 9(2,1) (3.2.2) 
in the context of each of the twenty exhaustive parametric cases, and find 
that, in every case, it leads to the inequality in the key relationship 
that corresponds to 1 *«2. 
b) We consider the condition 
in the context of each of the twenty exhaustive parametric cases, and find 
that, in every case, it leads to the inequality of the key relationship 
that corresponds to 2 •<< 1. 
3) We consider the condition 
in the context of each of the twenty exhaustive parametric cases, and find 
g ( l , 2 )  >  g ( 2 , l )  (3.2.3) 
9(1.2) = 9(2,1) (3.2.4) 
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that, in every case, it leads to the equality in the key relationship 
that corresponds to 1 || 2. 
We will not examine a), b) and c) for all twenty cases in detail, but 
only a) for cases 1, 6, 7, 10, 14, and 20. The discussion will employ 
the following notation: 
and 
tt^ : (1,2) 
-iïg : (2,1). 
Case 1. Suppose 3.2.2 holds; using (3.2.1), we get 
a1+c2 < (3.2.5) 
Adding to both sides of (3.2.5), we have 
a1+b1+b2+c2 < ^^*^2^^1^^1' (3.2.6) 
Machine 1 
Machine 2 
Machine 3 
Figure 3.1. The Gantt Chart for 
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Machine 1 
Machine 2 
Machine 3 
Figure 3.2. The Gantt Chart for mg 
Using the Gantt Charts (Clark, 1952) in Figures 3.1 and 3.2, we ob­
serve that the L.H.S. of (3.2.6) is the R.H.S. of (3.2.6) is 
F (iT«), and (3.2.6) therefore implies 
max^ 2' 
(3.2.7) 
So we have examined part a); regarding parts b) and c), we may change 
the inequality < in (3.2.5), (3.2.6), and (3.2.7) to > and =, respectively, 
and use analogous arguments. 
Case 6. Suppose (3.2.2) holds; using (3.2.1), we get 
b2+c2 < a2+b2. (3.2.8) 
If we add (A^+B^+C^-Bg) to both sides of (3.2.8), we get 
a1+b1+c1+c2 < a2+aj^+b2+c2. (3.2.9) 
Using the corresponding Gantt Charts of Figures 3.3 and 3.4, we observe 
that (3.2.9) implies 
fmaxt'l' " fmax('2) (3.2.10) 
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Machine 1 1 2 j  
Machine 2 1 2 
Machine 3 1 2 
Figure 3.3. The Gantt Chart for ir^ 
Machine 1 
Machine 2 
Machine 3 
Figure 3.4. The Gantt Chart for trg 
Case 7. Suppose (3.2.2) holds; using (3.2.1), we get 
A^+Cg < B^+C^. (3.2.11) 
If we add (Ag+Bg) to both sides of (3.2.11), we get 
^^^^2^^2^^2 Ag+Bg+Bj^+Cj^. (3.2.12) 
Using the corresponding Gantt Charts in Figures 3.5 and 3.6, we observe 
that (3.2.12) implies 
2 1 
2 1 
2 1 
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fmax('l) ' fmaxi'z)- (3.2.13) 
Machine 1 
Machine 2 
Machine 3 
Figure 3.5. The Gantt Chart for 
Machine 1 
Machine 2 
Machine 3 
Figure 3.6. The Gantt Chart for irg 
Case 10. Suppose (3.2.2) holds; using (3.2.1), we get 
ai+bi < b^+c^. 
If we add (A2+B2+C2-B1) to both sides of (3.2.14), we get 
a1+a2+b2+c2 < a2+b2+c2+c2. 
(3.2.14) 
(3.2.15) 
Using the corresponding Gantt Charts in Figures 3.7 and 3.8, we observe 
that (3.2.15) implies 
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''max'"!' ' fmaxt'z)- (3.2.16) 
Machine 1 
Machine 2 
Machine 3 
Figure 3.7. The Gantt Chart for m 1 
Machine 1 
Machine 2 
Machine 3 
Figure 3.8. The Gantt Chart for iTg 
Case 14. Suppose 3.2.2 holds; using 3.2.1, we get 
a^+b^ < a2+b2. 
If we add (C^+Cg) to both sides of (3.2.17), we get 
a1+b1+c1+c2 < a2^^2*^2^^1' 
(3.2.17) 
(3.2.18) 
Using the corresponding Gantt Charts of Figures 3.9 and 3.10, we observe 
that (3.2.18) implies 
fmax<'l) " fmax(*2)' (3.2.19) 
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Machine 1 
Machine 2 
Machine 3 
Figure 3.9. The Gantt Chart for tr^ 
Machine 1 
Machine 2 
Machine 3 
Figure 3.10. The Gantt Chart for Hg 
Case 20. Suppose (3.2.2) holds; using (3.2.1), we get 
b2+c2 < bj^+cj (3.2.20) 
If we add (A^+Ag) to both sides of (3.2.20), we get 
a1+a2+b2+c2 < (3.2.21) 
Using the corresponding Gantt Charts of Figures 3.11 and 3.12, we observe 
that (3.2.21) implies 
'^max^^l^ ^ ^max^^2^' (3.2.22) 
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Machine 1 
Machine 2 
Machine 3 
Figure 3.11. The Gantt Chart for 
Machine 1 
Machine 2 
Machine 3 
Figure 3.12. The Gantt Chart for 
In the next section, we show that the J^-ordering is equivalent to 
the well-known 3-machine adaptation (2.16.1) of Johnson's pairwise J-
ordering, under the three parametric conditions i), ii), iii) of Section 
2.16 that have been advanced (Burns and Rocker, 1973) in the context of 
this adaptation. 
3.3. Equivalence of the Adapted Johnson Ordering 
and the J^-Ordering 
Under the parametric conditions i), ii) and iii) of Section 2.16, the 
Jg-ordering i^ the three-machine adaptation of the Johnson ordering, and 
is, therefore, conditionally JAR and transitive, so that the J^-ordering 
provides an optimal ordering under these conditions. 
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Lemma 3.3.1. If, in a three-machine flow shop, the parameters 
and C^. satisfy any of conditions i), ii), or iii) of Section 2.16, then 
the g function (3.2.1) of the pairwise J^-ordering becomes the g function 
g(i,j) = min(A^.+B^, Ey+Cj) 
of 2.16.1. 
For the sake of the reader, the conditions i), ii) and iii) are re­
peated here: 
i) B. _< , for all jobs i and j, with i  ^ j; 
ii) B. ^Cj, for all jobs i and j, with i f j; 
iii) B^ j< min(A^.,C^) for all jobs i. 
Proof. Suppose i) holds. Then, g, in (3.2.1), becomes 
g(iJ) = Bj+I(C.-Bj)min(A.+B.-Bj, Cj) + J '  1 J '  1 1 J 
) min(B.,C.) 
= mi n(A^+B^., Bj+Cj ). 
Suppose ii) holds. Then g, in (3.2.1), becomes 
g(i,j) = min(Ay,Bj)+I(A^-Bj)min(A.+B.-Bj,Cj) + 1 1 J J 
) min(B. ,C.) 
35 
A^+B^, if or |Bj<A^, and A^+B^-Bj<cJ 
B.+C., if |B .<A. and C. < A.+6.-6.1 
- J  J  L j i  J  —  T  1  J J  
= min(A^.+B^, Bj+Cj). 
Suppose iii) holds. Then, g, in (3.2.1), becomes 
^A^+Bj, if or j^Bj<A^., and A^+B^-Bj •< C^.J 
lb.+C ,, i-
g(iJ) =-
J -J' 'f [BjlAi and Cj<B.] 
min(A^.+B^, By+Cj). 
Note that the above g cannot be A^+Cj, because if 
g(i,j) = A^+Cj, then we have 
Bj > A^, A^ 6^, B j > Cj, 
which imply that Bj > Cj, a contradiction to iii), 
3.4. More on the J^-Ordering 
Now we will show, by an example, that there are conditions on the 
parameters A^,B^, and C^, other than the conditions in Lemma 3.4.1, such 
that the Johnson adaptation does not give an optimal ordering, while the 
Jg-ordering does so. 
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Example 3.4.1. 
for n=6. 
The following parameters, taken from Ashour (1967), are 
Job 
i 
1 
2 
3 
4 
5 
6 
Processing time 
Ai Bi Ci 
4 5 5 
2 17 7 
2 10 4 
10 8 2 
7 15 6 
9 4 11 
Figure 3.13. The parameters of example 3.4.1 
First, note that none of the above conditions i), ii), and iii) are satis­
fied. Furthermore, if we use the Johnson adaptation, we get 
IT : (1,3,6,2,5,4), with = 65. 
But, using the J^-ordering, we get an optimal ordering 
TT*: (2,3,1,6,5,4), with = 63. 
In the remainder of this chapter, we will show that, in general, the 
Jg-ordering is neither transitive nor JAR. 
Example 3.4.2. (Transitive, but not JAR). Consider the parameters in 
Figure 3.14 and note the following steps. 
Step 1. To compare jobs 1 and 2, we have to calculate g(l,2) and g(2,1), 
using (3.2.1), and obtain 
g(l,2) = 15, and g(2,1) = 16. 
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Processing time 
Job 
i Ai ^i Ci 
1 5 15 11 
2 5 14 10 
3 9 12 13 
Figure 3.14. The parameters of example 3.4.2 
Note that the Jg-ordering prescribes 
1  «  2 .  
Step 2. To compare jobs 2 and 3, we have to calculate g(2,3) and 
g(3,2), using (3.2.1), and we obtain 
g(2,3) = 18, and g(3,2) = 19, 
so that the J^-ordering prescribes 
2 << 3. 
Step 3. To compare jobs 1 and 3, we have to calculate g(l,3) and 
g(3,l). Using (3.2.1), we obtain 
g(l,3) = 18, and g(3,l) = 20, 
so that the J^-ordering prescribes 
1 « 3. 
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The above three steps imply that the J^-ordering in this case is 
transitive and, as a result, provides the single ordering 
tvq : (1,2,3), with = 59. 
If we now consider the ordering 
TTj : (1,3,2), with = 56, 
and interchange the order of the neighboring pair of jobs 2 and 3 in ac­
cordance with the order given by ttq, we will obtain ttq itself, with 
59 = fmax('o) < fmax'"!» = =5, 
which contradicts our definition of JAR in Section 2.10. 
Example 3.4.3. (Not transitive and not JAR.) Consider the parameters in 
Figure 3.15. Using the same three steps as in Example 3.4.2, we will get 
Job 
i 
Processing time 
Ai Gi Ci 
1 1 10 3 
2 4 5 5 
3 6 7 9 
Figure 3.15. The parameters of example 3.4.3 
the pairwise ordering of jobs 1, 2, and 3 in the schematic table below, 
which, of course, shows us that the Jg-ordering in this case is not 
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1 2 3 
< <  >> 
X < <  
3 k 
Figure 3.16. The table corresponding to the J^-ordering 
transitive. Furthermore, in the ordering 
ttq : (1,3,2), with = 32, 
interchanging the order of neighboring jobs 1 and 3 in accordance with 
Figure 3.16 yields the ordering 
TT^ : (3,1,2), with F^^x(n^) = 33, 
which shows that the J^-ordering is not JAR. 
We note that, as anticipated by Theorem 2.14.1, there is a transitive 
skein, namely (1,2) which is not preserved under the unique optimal order­
ing (2,3,1). 
As a final remark on the J^-ordering, we may note that, in analogy to 
David (1963), the J^-ordering can be made to lead to a (not necessarily op­
timal) permutation schedule. 
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4. CONDITIONALLY TRANSITIVE AND JAR PAIRWISE 
O-ORDERINGS FOR m > 3 
4.1. Introductory 
We will extend the work of Johnson (1954) to the case m>3, generaliz­
i n g  t h e  r e s u l t s  o b t a i n e d  b y  B u r n s  a n d  R o o k e r ( 1 9 7 8 )  f o r  t h e  c a s e  m  = 3 .  
First, we discuss the matter through a theorem for m = 4, and provide an 
example. Then, we extend the analysis to the case m > 4; finally, some 
guidelines are provided for further study in this area. 
4.2. Parametric Conditions for the 
4-Machine Flow Shop 
We remind the reader that, in the light of example 2.6.1., we shall 
aim only at conditions under which an optimal ordering (i.e., optimal per­
mutation schedule) can be found. 
Theorem 4.2.1. In a 4-machine flow shop with n > 2, if 
g ( i , j )  =  m i n ( A ^ + B ^ + C i ,  E y + C j + D j ) ,  ( 4 . 2 . 1 )  
then, under any of the following four conditions the pairwise J-ordering 
based on (4.2.1) yields an optimal ordering of n jobs. 
i) £ Bj, £ Aj for all i  ^  j; 
i i )  B ^  £  C j ,  C ^  £  D j  f o r  a l l  i  ^ j ;  
iii) B. < A., C. < D. for all i j; 
1 — J 1 — J 
iv) Bj+C^ £ min(Aj,Dj) for all i. 
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Proof. Let ir be any permutation schedule. Define to be the idle time, 
under IT, on machine 2, just before the beginning of the processing of the 
i^^ job processed. Analogously, let y^ be the idle time, under tt, on 
machine 3, just before the beginning of the processing of the i^^ job pro­
cessed. Finally, let be the idle time, under tr, on machine 4, just be­
fore the beginning of the processing of the i^*^ job processed. The depen­
dence of the Xj, y^, and z- on n will be made explicit by adopting the 
notation Xj(m), y.(m), z^. (tr). In addition, an analogous notation will be 
adopted for the processing times themselves, with for example, de­
noting the processing time on machine 1, under I T , of the i^^ job processed. 
The permutation schedule TT and x^(n), y.(N), z^.(TT), B.(7T), C^(n), 
and D ^ . ( T T ) are illustrated in Figure 4.1. 
Machine 1 
Machine 2 
Machine 3 
Machine 4 
a^{ïï) agfm) agfn) 
X J  B J  (  tt)  
^ 2  
^ 1  
C J ( Î R )  
H 
D^(it) zg dgfn) zg dgfn) 
Figure 4.1. An illustration of a particular it 
It is readily verified, with the help of Figure 4.1., that 
''max'"' = / 
1 -i 1 -i 
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so that minimizing is equivalent to minimizing 
n 
z z.(7r). 
1 = 1  ^  
It is the latter that is now shown to be minimized, under i), ii), iii),or 
iv), by the pairwise J-ordering based on (4.2.1). 
The proof of the theorem proceeds in several steps, denoted by Roman 
numerals. 
I. We have 
Z^(n) =  Y 2^(ir ) + C J (ir) =  (it) + B ^(tt) + Cj(ir) = A J (ïï ) + B^(tr) + C J (7r) j 
Zgfn) = max|Cj(Tr)+C2(Tr)+y2(iT)+y2(TT)-Dj(ii)-z^(iT), oj, 
/ n n n-1 n-1 \ 
z„(it) = rnaxl % C, (m)+ z y-(ïï)- z D.(n)- z Z ,-(it)j 01, 
" \i=l ^ 1=1 ^ 1=1 ^ 1=1 ^ / 
with 
where 
y^fn) = xj^(ïï)+b^(tt) = aj(ir)+bj(tt), 
ygfn) = max|Bj(7r)+B2(iT)+X2^(TT)+X2(iT)-C^(TT)-y2(TT)5 o)> 
(4.2.2) 
/ n n n-1 n-1 \ 
y^fn) = rnaxl Z B.(n)+ z X .(tt)- Z  C.(ir)- z y^-(ir), 0/, (4.2.3) 
" \1 = 1 ^ 1=1 ^ 1 = 1 ^ 1 = 1 1 
x^(tr) = aj(tr), 
Xgfn) = max|A^(n)+A2(n)-Bi(m)-x2(n), o|. 
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n-1 n-1 
x^(ïï) = max I E  A. ( N ) -  E  B-(tt)- E  x. ( N ) ,  O). 
" \i=l ^ 1=1 1=1 1 / 
From (4.2.2), we get 
n / n n-1 n n-1 
E  Z . ( T r )  = rnaxl E  C .(n)- E  D.(n)+ E  y.(n), E  Z  •  (it) 
1=1 ^ \i=l ^ 1=1 ^ 1=1 ^ 1=1 T / 
(4.2.4) 
n-1 n n-1 n-2 
= max E  C . ( it) -  E  D . ( t7 ) +  E  y-(ïï), E  C .(tt) -  E  D . ( Ï Ï ) +  
\i=l 1 1=1 1 1=1 1 1=1 1 1=1 1 
n-1 
z y^fn), . . ., Cj(TT)+C2(Tr)-Dj(iT)+y^(iT)+y2(TT), 
1 = 1 
c2(n)+y2(n) 
But, since, from (4.2.3) and (4.2.4), we have 
E y.(tt) = max 
1=1 ^ 
n-1 \ / n n-1 
E  A  -  (TT) -  E  B  .  (TT) I + I E  B  .  (it) -  E  C  .  (TT) I , 
1 ^ 1=1 ^ / \l=l 1 1=1 ^ / 
n-1 n-2 \ /n-1 n-2 
E  A -  (tt) -  E  B -  (it) j + I E  B -  (tt) -  E  C -  ( it) 
1=1 ^ 1=1 ^ /  \1=1 ^ 1=1 ^ 
_ E  A ^  (tt) - B ^ (TT) 1 +  (  E  B ^ .  (Tr) - C ^  (TT) Ai (tt) I + 
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n 
Z  X . ( T T )  =  max 
i=l ^ 
n-1 n-1 n-2 
Z  A .  ( T T ) -  E  B . ( i r )  I  ,  [  E  A .  ( T T ) -  Z  B .  ( I T )  
i=l ^ 1=1 ^ / \ i=l ^ 1=1 ^ 
. . ., ^  aj(n)-b2(m)j , 
Simplification of z z.(n), based on the last two equalities, now yields 
i=l ^ 
E z.(n) 
i=l ^ 
= max 
n-1 n-1 
Z  c .  ( i r ) -  E  D .  ( T T )  I + I E  A  -  ( I T ) -  E  B  .  ( I T )  I + 
i=l ^ i=l ^ / \i = l 1 i=l 1 / 
r n n-1 ^ 
E  B .  ( I T ) -  E  C . ( T T )  
\i=l V i=l ^ ) 
n-1 n-2 
n-1 n-2 
E  C  .  ( T T ) -  E  D  .  ( T T )  
i=l ^ i=l ^ 
n-1 n-2 
tr j + 
E  A .  ( T T ) -  E  B  .  ( T T ) 1 + i E  B  .  ( T T ) -  E  ( T T )  )  ,  
J = 1 ^ i=l T / \i=l ^ i = l  ^ / 
Let 
.  .  .  ,  ^  E  c^(n)-d^(n)j +  |  _ E ^a^-(T T ) - B ^ ^  ( T T )  j +  
^ _E^B^ (Tr)-Cj(TT)j , |(Cj(Tr)j + + ^B^(n)j 
(4.2.5) 
h^cn) = a2(tt) j 
kj(tr) = bj(tt), 
^^(n) = Cj^(tt), 
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u u-1 
H (it) = E A. (tt)- E B.(tt); u = 2, 3, 
" 1=1 ^ 1=1 ^ 
• • 9 n ) 
l^t") 
V v-1 
E B.(ir)- E C.(Tr); V = 2, 3, n, and 
i=l ^ 1=1 ^ 
w w-1 
E C. (tt)- E D . (ïï); 
1=1 ^ 1=1 ^ 
w = 2, 3, ..., n. (4.2.6) 
Substituting (4.2.6) in (4.2.5), we get 
n 
E z. (it) = max 
1=1 1 
^hn(")+kn(")+ln(*)) ' [ 
ln_i(Tr)j , . . ., ^ H2(n)+K2(n)+L2(n)j , 
|^hj(tt) + kj(tt) + l2(ïï)j 
which we may condense to 
(4.2.7) 
E  z. (tt) = max 
1=1 l<u<v<w<n 
j^h^j(tt)+k^(tr)+l^^(tr)j . (4.2.8) 
II. The next step is to examine the square-bracketed quantity on the 
R.H.S. of (4.2.8), and to derive certain algebraic conditions (conditions 
(*), (**), and (***) below) that Insure that this square-bracketed quan­
tity may be bounded by certain more elementary expressions. To this end, 
consider any given ordering tt, and any Integers u, v, w, such that 
l<u<v<w<n. Then 
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H^(tt) +  K |j(it)+L^(tt) £ max f H^(ir) + K^(tt)+L^(it), H Y (n) + K Y (n) + L Y (n), 
H W ( " ) + K W (n ) + L W (n) 
± k^(-rr)+l^(Tr) or 1 Hy(n )+Ly(n) or 
<. hw(n)+kw(n) 
V w w-1 
Z  B .  ( N ) +  E  C .  (tt) < C  {tt)+ Z  D . ( N )  
i=u+l ^ i=v ^ "" " i=u ^ 
or 
v-1 w V w-1 
z B. ( N ) +  Z  c. ( N )  < _  Z  A .  (IT) + z D. ( V R )  
i=u i=v+l i=u+l i=v 
or 
V w-1 w 
Z  B .(tt)+ Z  C .(tt) £  Z  A .  (Tr ) + B  (it) 
1 ^ i=u+l ' " 1 = U  1 = V  
t 
{(*) or (**) or (***)}, 
where (*), (**) and (***) are as follows: 
V w w-1 
( * )  :  Z  B. ( N ) +  Z  c. ( N )  <_ C ( N ) +  Z  D .(tt), 
i=u+l ^ i=v ^ " i=u ^ 
v -1 W  V  w-1 
(**) : Z  B. ( N ) +  Z  c. ( N )  £  Z  A. ( N ) +  Z  D . ( I R ) ,  
i=u i=v+l i=u+l i=v 
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V w- 1  w 
( * * * )  :  E  B .  ( W ) +  E  C . ( T T )  ^  E  A .  ( T r ) + B  ( i r ) .  
i=u i=v i=u+l 
III. In this further step, we verify that (*), (**) or (***) follow from 
any of the four conditions of the theorem. It is easily verified that, if 
condition i) is true, then (***) holds; if condition ii) is true, then 
(*) holds, and if condition iii) is true, then (**) holds. As for condi­
tion iv), the verification is somewhat more involved, and is now detailed 
by showing that, under iv), (*) and (***) cannot both fail to hold. Sup­
pose, therefore, that iv) holds, but (*) and (***) do not. Since (*) is 
not true, we have 
V w w- 1  
Z  B . ( T T ) +  Z  C . ( m )  >  C  ( i r ) +  E D .  ( N ) ,  ( 4 . 2 . 9 )  
i=u+l ^ i=v ^ " i=u 1 
and, using condition iv), the R.H.S. of (4.2.9) is such that 
W-1  W" 1  w-1  
C  ( N ) +  Z D . ( I T )  >  C  ( M ) +  Z B - ( n ) +  E  C . ( N ) ;  ( 4 . 2 . 1 0 )  
" i=u ^ " i=u ^ i=u 1 
combining (4.2.9) and (4.2.10) and simplifying, we get 
W-1 v-1 
C  ( N )  >  C  ( Ï Ï ) + B  ( T r ) +  E  B .  ( n ) +  E  C - ( T T ) .  ( 4 . 2 , 1 1 )  
^ " i=v+l ^ i=u 1 
Furthermore, since (***) is not true, we have 
V W-1 w 
E  B .  ( N ) +  E  C . ( I T )  >  E  A .  ( I T ) + B  ( i r )  ( 4 . 2 . 1 2 )  
i=u ^ i=v 1 i=u+l ^ w 
and, using condition iv), the R.H.S. of (4.2.12) is such that 
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w WW 
E A. (ir)+B (T I ) ^ Z  B. ( T T ) +  Z C,(n)+B (n) 
i=u+l ^ ^ i=u+l ^ i=u+l ^ w 
(4.2.13) 
combining (4.2.12) and (4.2.13) and simplifying, we get 
w v-1 
B .(?) > E B.(Tr)+ E c. (7r)+C (7r)+B (tt), 
i=v+l ^ i=u+l ^ ^ w 
(4.2.14) 
Adding now (4.2.11) and (4.2.14), we get 
0 > 2 
w-1 v-1 
c ( I T ) + B  ( T T ) +  E  B .(Tr)+ E  C-( T T )  
^ i=V+l ^ i=U+l 1 
which is a contradiction. 
IV. As the next-to-last step, we now recognize that, in view of III, any 
of the four conditions of the theorem imply at least one of the conditions 
(*), (**) or (***), and that, in view of II, any of the latter imply that 
e z.(7r) 
i=l ^ 
may be minimized by minimizing 
max 
i<u<n 
h^j( T r )+k^j( 7 r )+l^ ( T r )  
The last step utilizes this observation to verify that the pairwise J-order-
ing based on (4.2.1) conditionally is JAR. Since it clearly also is 
transitive, this last step establishes the theorem. 
49 
V. Let ir' be the permutation schedule formed by interchanging the jobs 
in positions j and j+1 in u. Then 
with 
n 
E z. (it' ) = max 
i=l l<u<n 
(ti' ) = aj( 77' ), 
), 
) = CjCtt' ), 
(tt' (TT' ) 
u-1 
H  ( tt' )  =  Ï  A .  (it')- Z  B . (tt'); for u =  2 ,  . n ,  
" i=l ^ i=l ^ 
u-1 
k (tt') = I  B. (tt') - E C.(Tr'); for u =2, .n, 
^ i=l ^ i=l ^ 
and 
u n-1 
L (tt') = Z c. (tt')- z D. (m'); for u = 2, . n ,  
^ i=l ^ i=l ^ 
a^ (tt' ) = a.| (tt); 
bj (•iï '  )  b.| (tt) ; 
cj(n') = c^(n); 
D . C tt') d.j (n); if i / j, j+1. 
50 
Thus, 
Aj(m') = = Aj(n); 
Bj(n ' )  =  B j+ i (n) ,  B j+ i (n ' )  =  B j (n) ;  
C j (n ' )  =  C j^^( ï ï ) ,  C j+^(n ' )  -  Cj (n) ;  
Dj(n') = Dj+^(w), Dj+^(n') = Dj(n). 
n n 
E  Z . ( T T ' )  =  Z  Z . ( N )  
i = l  ^  i = l  ^  
unless, possibly 
Let 
max|(Hj(Tr')+Kj(Tr')+Lj(iT')j , ^  )) | 
max|(Hj(Tr)+Kj(Tr)+Lj(Tr)^ , ^ Hj+l(n)+Kj+i(n)+Lj^2(n)^j 
max [(Hj{Tr)+Kj(ir)+Lj{TT)) , < 
max[(Hj(n')+K.(n')+Lj(n'^| , (Hj+l(n')+Kj+l(n')+Lj+i(n'^i] • 
(4.2 
If we subtract 
'j+1 j-1 \ /j+1 j-1 \ /j+1 
E  A.  (TT)-  E  B.  (TT)  ) + I E  B.  (TT)-  E  C .  ( i t )  J  +  (  E  C- (TT)-
i = l  ^  i = l  ^  /  \ i = l  ^  i = l  ^  /  \ i = l  ^  
j-1 
E  D. ( IT)  
i  =  l  
from both sides of (4.2.15), we get 
or 
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max(-Bj+i-Cj+i-Dj+i, -Aj-Bj-Cj), 
Min(Aj^2+Bj^2+Cj^^, Bj+Cj+Oj). (4.2.16) 
Substituting g from (4.2.1) in (4.2.16), we get 
g(j, j+1) < g(j+l, j), 
which does say that the pairwise J-ordering of (4.2.1) is conditionally 
JAR. 
4.3. An Example for m = 4, n = 7 
In the following example, we implement the above optimal ordering, 
using the obvious analogue of Johnson's "work rule" for m=2 (Johnson, 1954) 
Example 4.3.1. Let the parameters A^, B^, and be as given in 
Figure 4.2. We may note that condition i) of Theorem 4.2.1 is satisfied 
here. The parameters (A^+B^+C^) and (B^+C^+D^) are given in Figure 4.3. 
Processing time 
Job 
i 
1 
2 
3 
4 
5 
6 
7 
h .  
12 
10 
11 
10 
18 
15 
9 
6 
7 
9 
9 
7 
8 
10 
il 
7 
5 
6 
5 
5 
6 
4 
18 
9 
4 
5 
8 
3 
5 
Figure 4.2. The parameters of example 4.3.1 
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Job 
i 
A^.+B^+C^ Bj+C^+Dj 
1 25 31 
2 22 21 
3 26 19 
4 24 19 
5 30 20 
6 29 17 
7 23 19 
Figure 4.3. The parameters (A^+B^+C^.) and (B^+C^.+D^) 
Using the work rule analogue for Figure 4.3, we obtain 
TT* : (1,2,5,7,4,3,6), with = 102. 
4.4. The Case of General m 
In this section, an analogue of Theorem 4.2.1, pertaining to the 
case of general m, is stated with partial proof. The notation A^., B^, ... 
is replaced in this section by p. p. ..., where 
I > 1 ' 5 ^ 
p^-j = The processing time, including the set up time, of job i 
on machine j, i = 1, ..., n, j = 1, ..., m. 
Theorem 4.4.1. In an m-machine (m, n>2) flow shop, if 
/m-1 m \ 
g(i,j) = min( ^Z^Pj^y , (4.4.1) 
then, under any of the following m conditions, the above pairwise J-order-
ing yields an optimal ordering of n jobs. 
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P i , l  - P j , 2 '  P i , 2  ^  P j , 3  P i , m - 2  ^  P j , n i - 1  f o r  a l l  i  f  j ;  
P i , l  -  P j . 2 '  P i , 2  ^  Pj ,3 '  "  P i , m - 3  ^  P j , m - 2 '  P i , m - 1  ^  P j , m  
f o r  a l l  1  j  ;  
P i , l  -  P j , 2 '  P i , 2  -  P j , 3  P i , m - k - l  -  P j , m - k '  P i , m - k + l  -
:  P i , m - k + 2  P i . m _ l  ^  P j , m  a l l  i  f  j ;  
( m - 2 ) .  P i , i  z  P j , 2 '  P i , 3  ^  P j , 4 '  P i , 4 ^ P j , 5 '  P i , ( m - 1 )  ^  P i , m  
f o r  a l l  i  ^  j ;  
(m- l ) .  P i ,2  ^  Pj ,3 '  P i .3  ^  Pj .4 '  P i . (m- l )  ^  Pj .m a l l  i  f  j ;  
m. 
m-l 
< min(p ,_ i ,  p ,_J  for  a l l  i .  
Proof. Let tt be any permutation schedule. Define x,- to be the 
1  J  J  
idle time, under I T , on machine j, for j=2,...,m, just before the beginning 
of the processing of the i^^ job processed, i=l,2 n. Also, let p^ j(n) 
denote the processing time, including the setup time, on machine j, under 
TT, of the i^^ job processed, for all j=l m and i=l,...,n. The permu­
tation schedule TT and x. •(TT), p. .(TT) are illustrated in Figure 4.4. 
1  9  J  '  »  J  
It is readily verified, with the help of Figure 4.4, that 
fmax'") = 
n 
so that minimizing F„,„(tt) is equivalent to minimizing z x. (?). It is 
UlaX i  =1 '  
I ^3,1^ 
Machine 1 
Machine 2 
Machine 3 
Machine 
(m-1) 
Machine m 
Pi 2^^) ' P2 2^^^ ' ^3 2^^^ 
• I 
1 Pj_3(") I 92,3^') I ^ 3,3^"^ 
Pl.(m-1)(*) P2.(m-l)('l Ps.tm-l)'") 
o,viii-iy '2,(m-1) 
I 
'  P I  M ( ^ )  
Ul 
-p> 
Figure 4.4. An illustration of a permutation schedule tt 
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the latter that is now shown to be minimized under 1), 2), m), by the 
pairwise J-ordering based on (4.4.1). 
The proof is analogous to the proof of Theorem 4.2.1, with the same 
steps. Now we briefly explain each step. 
I. Analogously to step I of the proof of Theorem 4.2.1, 
n 
I :  X .  ( t t )  =  max 
i= l  '  IIU1IU2-"  '  ' - "m-1-"  
m-1 
where  
and  
P i . j ' " '  -  "1 . (0+1 ) ( ' ' ) •  
(4.2.2) 
for all j=l m-1, Uj = 2, 3, 4, n. 
II. In this step, analogously to step II of the proof of Theorem 4.2.1, 
we easily can see that, for all I<U1<U2<U2<...<u^_^<n. 
m-1 /m-1 m-1 m-1 
E  H, .( T T ) <  max I z H,, A-n), z H, -(TT) z H, j= l  """"y  '  j%l  '  j=l  U(m-l ) ' J  
I 
jfa^) or (a2)or(a3) or ... or (a(n^_i))| 
M l  
where 
"2 "3 "4 
(a^): _ I  P^ gfm) + Pj^gtn) + E Pi^4(m) + ...+ 
i=Uj+l l=Uf i=u. 
56 
^(m-l) 
+ 
"(m-l)-l 
S,(n.-l'''' ' i=\ 
(au): Z Pi ?(n) + E p. ofn) + z p. 4 
^ 1=LU 1=Uo+l i=Uo ' 
I (ïï) + ... + 
u (m-1) u. 
T-U(m-2) ^ "l ^ '2,4 
"(m-l)-l 
^U2,(m-1) 1=U 
U 3 - 1  
(a-): Z P I  O ( I R ) +  Z Pj T ( I T )+ Z P^ 4(T T )+ Z P^ 5(17) + ... + 
i=Ui i=u. i=Uo+l ' i=u. 
"(m-1) 
z 
i=u (m-2) 
i Pi.l(')+Pu3.2(*l+Pu3.5(')+' 
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"(tn-l)-l 
"(ni-l)-l 
^  ^  F U  o ( n ^ + . . . +  E  
[ m - L )  i=u^ i=U2 Pi.(m-l)('l -
z 
i=u^+i 
III. It may be verified, in a manner analogous to the corresponding step 
in Theorem 4.2.1, that (a^), (aig), ..., or follow from any of 
the m conditions of the theorem. 
IV. As the next-to-last step, we now recognize that, in view of III, any 
of the m conditions of the theorem imply at least one of conditions (a^), 
(ag), ..., or that, in view of II, any of the latter imply 
that n 
may be minimized by minimizing 
max / E H .{TTA. 
l£U£ n  L  j= l  J  
The last step utilizes this observation to verify that the pairwise J-order-
ing based on (4.4.1) conditionally is JAR. Since it clearly also is transi­
tive, this last step establishes the theorem. 
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V. Let n '  be the permutation schedule formed by interchanging the jobs in 
positions i and i+1 in w. Then, 
We may use an argument similar to the corresponding one in Theorem 4.2.1, 
to see that the comparison of 
which is equivalent to the comparison of 
g(i,i+l) and g(i+l,i), 
determines the relative worth of U  and T T ' in a manner analogous to the 
case m = 4, which does say that the pairwise 0-ordering based on 4.4.1 
is conditionally JAR. 
The above generalization does involve generalizing the parametric re­
strictions of Burns and Rooker (1978), which become increasingly restric­
tive with increasing m. To counter this problem, the author suggests that 
it may be possible, in given practical situations, to "aggregate" neighbor­
ing machines into a single machine to meet at least one of the conditions 
of Theorem 4.4.1, creating an (m-k)-machine problem. The resulting permu­
tation schedule typically will call for left-shifting when machines are 
"disaggregated" under the (m-k)-optimal permutation schedule. 
max < 
l<u<nLj 
4.5. A Suggestion for Further Studies 
59 
5. SUMMARY AND CONCLUSIONS 
A sub-class of algorithms, for ordering n jobs in a flow shop, of 
which Johnson's algorithm (Johnson, 1954) is the outstanding example, con­
sists of algorithms based on the ordering of pairs of jobs, as a function 
only of the parameters of the pair. Such an ordering is called a "pair-
wise J-ordering" in this thesis. A "schematic table" for a pairwise J-
ordering is an nxn table with (i,j)^^ entry shows whether job i precedes 
or follows job j in the ordering. If, for a pairwise J-ordering, we can 
find a schematic table with all entries the same, then that pairwise J-
ordering is said to be transitive. The concept of JAR (job-adjunction-
robustness) of a pairwise J-ordering also is introduced. We may note that 
this concept is implicitly used, but not identified in Johnson (1954). If 
a pairwise J-ordering is both JAR and transitive, then it leads to an op­
timal ordering. In the absence of transitivity of a pairwise J-ordering, 
the concept of "transitive skein," along with certain restricted JAR prop­
erty, serves to partially identify an optimal ordering. 
A certain pairwise J-ordering, the J^-ordering, is introduced for a 
3-machine flow shop. The J^-ordering has the following properties. 
1. It provides an optimal permutation schedule in the case n = 2. 
2. Under the conditions of Burns and Rooker (1978), it is equivalent 
to Johnson's adaptation of his algorithm to the 3-machine flow shop. 
3. There are certain numerical cases for which the Jg-ordering leads us 
to an optimal ordering when Johnson's adaptation does not. The 
author conjectures that, in fact, the Jg-ordering will provide an 
optimal at least as often as Johnson's adaptation. A Monte-Carlo 
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study is suggested to investigate this hypothesis, and to investi­
gate as well how near to optimal the J^-ordering is in general. 
Finally, the extension of Johnson's 3-machine adaptation (Burns and 
Rooker, 1978) is generalized to the case of m machines. This generaliza­
tion does involve generalizing the parametric restrictions of Burns and 
Rooker (1978), which become increasingly restrictive with increasing m. 
To counter this problem, the author suggests that it may be possible, in 
given practical situations, to "aggregate" neighboring machines into a 
single machine to meet the conditions of Theorem 4.4.1, creating an (m-k)-
machine problem. The restricting permutation schedule typically will call 
for left-shifting when machines are "disaggregated" under the (m-k)-optimal 
permutation schedule. 
A different possibility for coping with the severity of the parametric 
restrictions is contained in the following conjecture: if a k partitioning 
of n jobs (k £ m) exists, such that each of the k partition elements satis­
fies one of m conditions of Theorem 4.4.1, then the pairwise J-ordering 
given by g in 4.4.1 may be conditionally JAR and transitive. A counter 
example to this conjecture could not be found in the case m = 3. 
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