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suppose (i, ,“, . . . . i,:,) is permutation of (1, . . . . n) for each positive integer II such 
that the order of the Indices { 1, . . . . n - 1 } in the permutation corresponding to n - 1 
is preserved. If  {Z,} is a sequence of mean-zero random variables and {k,} 
is a sequence of positive integers with k, + co and k,/n -0, we prove 
max,C,CR. Ix{=, ZivJ/k,,+O a.s. under a first moment-type assumption on {Z,} 
and appropriate conditions on the permutations and the growth rate of {k,}. The 
result is applied to prove strong consistency of nonparametric estimators of 
regression functions with heavy-tailed error distributions using the k-nearest 
neighbor and the unikform kernel methods under similar moment assumptions on 
the conditional distributions of the regressed variable. 0 1989 Academic Press, Inc. 
1. INTRODUCTION 
Suppose (Xl, YA . . . . (x,, YJ are i.i.d. Rd x R-valued random variables 
with finite conditional means m(x) = E[ Y, 1 A’, = x]. Let II.11 and 1.1 denote 
the norms in Rd and R, respectively. For fixed x,, E Rd and for each n 2 1 let 
Vln, ***, AT,,,,} denote the order statistics of {Xi, . . . . X,}, ordered by the 
distances { 11x0 - XJ >, with ties being broken by the chronological order. 
Let { Ylnr . . . . Y,,} denote the corresponding induced order statistics of 
{ y, , **.> Y,} and let Sj~ = C{= i Y,, 1 <j< n. Consider the nonparametric 
regression (NPR) estimators of m(xo) of the form 
m&d = S+JL (1.1) 
where {k,} is a sequence of positive integers with k, + co and k,/n + 0. In 
the k-nearest neighbor (k - NN) procedure {k,} is a fixed sequence. In the 
moving window or uniform kernel procedure {k,} is random with the 
above properties holding a.s. by appropriate assumptions on the marginal 
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distribution of X,. Strong consistency of m,(x,) has been considered by 
many authors (see, e.g., Mack and Silverman [ 111 and Cheng [ 33 and the 
references cited therein). All these authors prove complete convergence via 
the Borel-Cantelli lemma and assume uniformly bounded conditional 
moments of order at least 2 for Y, - m(X,) given X, =x for all x in some 
neigborhood of x,,. Kolmogorov’s SLLN, on the other hand, requires only 
a first moment when { Y, - m(Xi)} is an i.i.d. sequence. There has been an 
increasing interest in modelling regression with heavy-tailed distributions. 
Most of the literature deals with the parametric setup with (typically sym- 
metric) stable error distributions with index 1 <u < 2. Nonparametric 
regression is a valid competitor and study of consistency results is a start. 
Thus it is of interest to know if consitency of m,(x,) can be proven with a 
first moment-type assumption only. 
A SLLN to cover our problem requires generalization of classical results 
in two directions. Let Zi= Yj- m(X,), Z, = Y, - m(X,), and Tj, = 
C{=lZin, l<jdn. We need to show that T,Jk, + 0 a.s. Now Tj,, is not 
the partial sums of the sequence {Zi} or any other sequence. However, it is 
the partial sum of {Zi} with the indices permuted in a manner which leaves 
the ordering between a pair Zi and Zj, once determined, fixed for all future 
permutations. For this case Brunk [l] and Hanson, Pledger, and Wright 
[8] proved the following SLLN: 
THEOREM 1.1. rf {Z;} are independent mean-zero random variables and 
s 
m  
H(z)=supP(IZ,I >z)+O as z-+ co and z IdH(z)l < 00 (1.2) 
IIT1 0 
then 
max T,ln + 0 as. (1.3) 
1CjGn 
The result (1.3) is essentially T,,,/n +O a.s., the “maximum” part comes 
free, i.e., without any additional assumptions. In our case we have to 
consider the convergence of T,Jk, to 0 with k,/n + 0. Now the overlap 
of the summands in { Tk,,“} as n increases becomes very important. If {Z,} 
are in the chronological order then clearly max, G jG kn Tj,Jk, + 0 a.s. by 
Theorem 1.1 for any k, -+ co. If (Z,} is in the reverse chronological order, 
i.e., Tjn = x1= ,, _ j + , Zin, and k, is as large as [n1/2], then U, = T+,/k, + 0 
a.s. implies U,2 = C:= n2 ~ n + , Z,/n -+ 0 a.s. Since ( U,,2) is composed of dis- 
joint subsets of the independent sequence {Z,}, the BorelCantelli lemma 
implies U,,2 + 0 completely. Erdiis [7] proved the Hsu-Robbins [9] con- 
jecture that for an i.i.d. mean-zero sequence {Zi} the complete convergence 
of C;=, Zi/n implies EZf < co. The same proof shows that EZf < co when 
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Un2 + 0 completely. Thus the desired strong law will depend on a delicate 
interaction among the three items: (i) the moment assumptions on the con- 
ditional errors, (ii) the rate of growth of {k,}, and, most importantly, (iii) 
the overlap of the summands in (7’k.,n}. It is not easy to quantify the last 
item in a way which is useful in applications. However, we have been able 
to do so when the marginal distribution of X, has a continuous positive 
density at x0. The conditions given in a general setting in our main 
theorem, Theorem 2.1, do hold in this case and are easily verifiable, and 
they allow a SLLN to be proven with a first moment-type condition (1.2) 
only and k, = [Cn’] for some 0 < 6 d 1. We show by an example that the 
condition on {k,} is reasonably sharp. 
It is interesting to note that in proving complete convergence of m,(x,) 
the smaller the conditional moment assumption on {Zi} the faster k, must 
go to infinity. For example, for the k -NN method Cheng [3] uses 
moments of order 2 and requires k,,/& log n + co, which is much stronger 
than ours. On the other hand, Devroye [5] shows that if {Zi} is a 
uniformly bounded sequence then k,Jlog log n --+ cc is sufficient. 
In Section 2 we prove our SLLN. In Section 3 we apply it to the k-NN 
and kernel procedures. In Section 4 we consider some generalizations using 
Brunk’s [2] independent observations regression model including an 
application to a case where (Xi} is (marginally) a stationary sequence. 
2. A STRONG LAW OF LARGE NUMBERS 
Suppose {Z,} is a sequence of independent mean-zero random variables. 
For n > 2 let (i in, . . . . i,,) be a permutation of (1, . . . . n) obtained by assigning 
a place to the integer n at some integer of, or between some successive 
integers of, or at the beginning of, or at the end of the permutation 
corresponding to the integer n - 1, ties being broken by the chronological 
order, i.e., if j and k occupy the same location, 1 < j< k <n, j= i,, and 
k = ipn, then p>v. Let Zvn=Zi,, and Tjn=CC=,Z,,, l<j<n. 
Let {k,} and {r,} be sequences of positive integers with 
O-csdk,/r,dtcco and r,T * (2.1) 
for some 0 < s < t < co. This condition covers kernel regressions where {k,} 
is a random sequence, but almost surely not too different from a fixed 
sequence (I~}; it also avoids the assumption k, t co in the k-NN case. For 
p = 0, 1, . . . let 
J(p)={n:2P-1<r,<2P}=[IP_,+1,1P]andassume 
J(p) # 0 for all p sufficiently large, 
(2.2) 
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which is a Lipschitz-type condition on the growth rate of (r,}. For a 
measure of the overlap of the summands in T,(,),, and T,(qj,q with qan let 
N ,,n,q=max{v:i,,=i,,},j6n and Nj,~.Y=Nn,n,q~j>q~ 
Nj.n,q --number of indices located at and to the “left” of iin in the 
permutation of (1, . . . . q). For simplicity we write Nj,4 for Nj,,,q, since the 
middle index will always be “K” For all n large enough so that (2.2) holds, 
define p(n) = p such that n E J( p). With t as in (2.1) assume that 
NCtr(n)l.wl G CT&P) for some 1 6 c < co for all n E J(p). (2.3) 
This crucial assumption guarantees that the number of summands in 
Tm)l,n~ n E .Z( p), grows at most linearly with r,(,). In Section 3 we show 
that this condition holds and is easily verifiable if the marginal distribution 
of X, has a density g, continuous and positive at x0, and rn = [Cn’] for 
some O< 6< 1. The example at the end of Section 3 shows that the 
condition on {r,} cannot be weakened significantly. 
THEOREM 2.1. In the notation abooe, assume that {Z, } obeys ( 1.2) and 
that (2.1k(2.3) hold. Then 
U.S. 
Proof. W.L.O.G. we assume that (2.2) and (2.3) hold for all p and n. By 
(2.1) and (2.2) it is sufficient to show that 
max Tj,,/2p + 0 as. 
lCj<tr. 
For /I = 0, 1, . . . . Z(p) - n let 
{ UB,,(pj} are the partial sums of Z,, 1, . . . . Zltpj written in the permutation 
corresponding to Z(p). For 1 < j 6 tr, write 
Let E > 0 be arbitrary and define 
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A,= { max ITj">CS2p+1}, 
14jStr. 
B,=I o<~~;ll;.,,.,,p, KJn’ 6 CE2P), and 
C, E D, = { max 
I Q j< crf(p) 
1 T,,,p,l > CELL}. 
Since [tr,] < N Ctr~n~l,l~P~I < crlCp) by (2.3), A,B, c C, for all n. We will 
show that 
P(BZ) + 0 asn-+cOand 2 P(D,)<oo. 
p=o 
This will imply that P( B,) >, f for all n large enough and 
0 = P(lim sup Dp) = P(lim sup C,) B P(lim sup A,l B,) 
P ” n 
2 tP(lim sup A,) 
n 
by the Borel-Cantelli lemma and the lemma for events 
[lo, p. 2581) which will complete the proof. 
(2.4) 
(Lo&e 
For P=O, 1, . . . let ~v,I~p~=Zv,l~p~~(IZv.,~p~l ~2~), 1 d v</(p). By (1.2) 
f P((Z,(>n)< f H(n)<co and f 2”P(IZ”I > 2”) 
n=l II=1 PI=0 
i f 2”H(2”)< co. (2.5) 
?7=0 
As in the proof of Kolmogorov’s SLLN (Lo&e [ 10,O. 251 I), 
EC K,(p) - z”,l(pJ = J%&(,,~~~“J~,,I ’ 2p)1 + 0 
as p + co and 
p;o “Cl P(J%,P, + ZV.I(PJ 
co ccr/(pll 
= c c fY-G(,,I > ZP) 
p=o v=l 
<c f 2PH(2P)<03 by (2.5), 
p=o 
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so that P(J’v,,cp, f Zv,IcpJ, 1 G v G crlcpj, i.o) = 0 and it is sufficient to prove 
(2.4) with kc,, in place of Z,,(,,. Now, for 1 < v < crlCP), 
j= 1 
j=l u=l 
=2 g $J aP(j- 1 < IZv,I(p,l <j) 
<2 g aH(a-1). 
a=1 
By Kolmogorov’s inequality and (2.6), 
f P(L),) < f “2” EV&,/C*E*~*~ 
p=o p=o v=l 
cc [c2P] 20 
< 2 1 1 1 aH(a- 1)/~~&*2~~ 
p=o v=l a=1 
62 f g aH(a- 1)/~&~2~ 
p=o a=1 
43 g H(a - l)/~s*2~ 
p=o p=o a=2r-‘+1 
<2ff g H(a - 1 )/cs22p 
p=o p=p a=*r-‘+1 
<4 f : H(a - 1)/cs2 =4 f H(p)/cs2 < co, 
p=o a=2fl-‘+1 p=O 
and P(E) < Cafe” EV$cpJ~2~222P + 0 from above. 
This completes the proof of (2.4) and the theorem. 1 
3. CONSISTENCY IN NONPARAMETRIC REGRESSION 
(2.6) 
The sequence {k, > in the estimator ( 1.1) is a fixed sequence in the K-NN 
case. In the kernel case one defines a positive bandwidth sequence {b,} 
with b, + 0 and nb,d + co. In this case {k,} is random and is defined by (we 
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write K,, to emphasize the randomness) K, = Cl=, I( 1)x0 - Xi 1) < b,). Let G 
be the marginal d’of X, . To prove strong consistencty of m,(x,) defined by 
either procedure we will make the assumptions, 
k,=n A [Cn’] andbf=Cn’-r forsomeC>OandO<6<1, (3.1) 
G is continuously differentiable 
in a neighborhood of x0 and g(xO) = G’(x,) > 0, (3.2) 
m is continuous at x0. (3.3) 
Let B, = lb0 - Xkcn),,, 11 in the k-NN case. Since x, is in the support of X, 
and k Jn --) 0, Devroye’s [S] analysis shows that B, + 0 a.s. in the k-NN 
case. Since b, -+O in the kernel case by assumption, Em,(x,,) -+m(x,) in 
both cases by (3.3). Thus we need to show only that m,(x,) + Em,(x,) a.s. 
Let {Zi= Yi-m(X,)}, {Z,}, and { Ti,} be defined as before. Then, 
given {xi}, {Zi} is a mean-zero independent sequence, {Zi> and 
the random permutations of (1, . . . . n), n > 1, are independent, and 
m,(x,J - Em,(x,) = Tkc,,,,/k, in the k -NN case and TK(+/K(n) in the 
kernel case. Consider the assumption 
H(z)=supP{IY,-m(X,)I>zIX,=x}+O as z+cc 
xeN 
I 
cc 
z IdH(z)l < co for some neighborhood N of x0. (3.4) 
0 
THEOREM 3.1. In the kernel regression, using. the notation above, assume 
that (3.1), (3.2), and (3.4) hold. Then m,(xo) -+ Em,(x,) a.s. 
Proof Let r,= [nb,d]. Then (r,> obeys (2.2) by assumption (3.1) 
and {Z,} obeys (1.2) for all n large enough by assumptions (3.1) and 
(3.4). Also note that l(p) N 2pJ*/C1/6 and b,,/b,(,, < blcp- Il/blcpJ N 
2(~--r)(S--1/d6/2~(6--1udS=2(1--s)ldS<21/d6 
Since nbf/log n + 00 by (3.1), (3.2) implies that K,/nb,d+ vg(xo) a.s., 
where v is the Lebesgue measure of the unit sphere in Rd (Devroye and 
Wagner [6]). Thus, for almost all sample sequences and all n large 
enough, vg(x,)/2 < K,/[nbfJ < 2vg(xo), verifying (2.1) with s = vg(x,)/2 
and t = 2vg(xo), and 
2vg(xo)[nbz] < # (j: 1 d j < n, 11x0 - Xjll d 22’db,} 
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so that 
N C2%dxll)nb~lJ(P) 
6 # ($1 <j<(p), llxo-Xjll <22’db,} 
< # {j:l <j</(p), ll~,,-X~Il <2(2+1’6)‘db,cpj} 
G 2(3+ “d’w(xo)[Z(p) b&J < 2’3+ “%g(x,,) rlcp),, 
verifying (2.3). Thus the result follows from Theorem 2.1. 1 
THEOREM 3.2. In the k-NN regression, using the notation above, assume 
that (3.1), (3.2), and (3.4) hold. Then m,(x,) -+ Em,(x,) a.s. 
Proof Let r,, = k,. Then (r,} obeys (2.1) with s= t = 1 and obeys (2.2) 
by (3.1), and {Z,} obeys (1.2) for all n large enough by (3.4) and the fact 
that B n -+ 0 as. Note that I(p) N 2”@/C” and I( p)/n < I( p)/l( p - 1) N 2’/6. 
Since r,/log n = k,/log n + co by (3.1), (3.2) implies that r,/nBt -+ vg(x,) 
a.s. (Wagner [ 131). Thus, for almost all sample sequences and for all n 
large enough, 
r,/2 d nBfvg(x,J < 2r, < 2rlcp) <41(p) B&,,vg(x,) 
< 2(2+ 1’6’nBG,,vg(x,), 
so that B, 6 2c2 + ‘l*)ldB l(p)y and 
N r(n~~)G # 11.: 1 QjGO), ll~o-~~ll G,) 
G # {j:l <j<l(p), ]lxO-XjI] <2(2+“d)‘dBIc,,) 
Q 2(3+ 1’6)vg(xo) Z(p) B;‘cp, 6 2(4+ 1’6)r,cpJ, 
verifying (2.3). Thus the result follows from Theorem 2.1. 1 
Remark 3.3. For more flexibility the constant C in assumption (3.1) 
could be changed to a positive sequence C,, bounded away from 0 and co. 
It can be seen easily that Theorems 3.1 and 3.2 are still in force. 
EXAMPLE 3.4. The following example shows that Theorem 3.2 is false if 
k, = [log’n] for some r > 0 without the assumption of a higher moment 
condition. 
Let X, - U[O, 11, Y, independent of A’,, EY, = 0, and let x,=0. Then 
{ 2, = Y,} is an i.i.d. mean-zero sequence and (X,, Z,} is mutually 
independent. Now assume that T,Jk, -+O a.s. We will show that 
E 1211 m+ 1m < *. 
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For j> 1 let nj= [ej’]. Following the proof of Lemma 7 in Devroye [S], 
P(X,,,, < l/(nj log’ nj) i.o. in j) = 0 and 
WL",,", 1 < XI,,) G B(k,, nj, ll(nj- I log2 nj- I I), 
where B(I, n, p) = cf=, (7) pi( 1 - p)” - i. From Lemma 1 in Devroge [ 51, if 
1= I(n) and p= p(n) vary with n in such a way that 1-t co, 1*/n +O, 
I/rip + 0, and rip/log n + co, then XI”=, B(Z, n, p) < co. Now k, = [log’n] 
implies that, as j-+ co, k, 7jzr -+ 03, 
knini-, log2 nj- Jnj- j2rf4 e-‘*+I + 0, 
ki,/ni - j4r e-j’ + 0, k,,,njp(nj) = 
and nj/(nj-, log’ njel log nj) - 
e2*-l/j6 -+ co, so that 
P(X,“,,,,>Xi,,,_, i.o.in j)=O. 
This implies that for almost all sample sequences and all j large enough the 
summands in { Tkn.,nj > do not overlap. Since {Z,} is an i.i.d. sequence, the 
Borel-Cantelli lemma shows that P( 1 Tknjl > k, i.o. in j) = 0 if and only 
if Cj”= 1 p( I Tkn I > k,,) < ~0. Since and 
cj”P( 1 Z, 1 > 2j23 = cj”P( 1 Z, 1 ‘jZr 
k, N [ j2r] P( 1 TCj2,, 1 > j2r) > 
> 2112’j) for some c >O (Erdiis [7]), 
Cy= 1 j2’P( IZ, 1 1’2r > 2j) < 00 which implies E IZ, I (2r+ 1M2r < 00. 1 
4. AN INDEPENDENT OBSERVATIONS REGRESSION MODEL 
Independent {(Xi, Yi)} is the commonest model in NPR. Unfortunately, 
this does not cover the case of designed experiments where {Xi> are fixed, 
nor many natural areas of application where {Xi} is not (marginally) 
independent. Assume F, is a df for each x E Rd, x E Rd, {X”} is an Rd- 
valued stochastic process, { Y,> is a real-valued stochastic process, and, 
conditional on {Xn} = ix”}, { Y,} is an independent sequence with the df 
of Y, being FX”, n > 1. Brunk [2] gives a formal construction of a 
probability space for this so-called independent observations regression 
model (IORM) (X,, Y,}. Let G, denote the edf of X,, . . . . X,. From the 
proofs of Theorems 3.1 and 3.2 it is clear that consistency of m,(x,) could 
be proven any time G, -+ G a.s. for some df G obeying (3.2) and the 
k - NN (or uniform kernel) density estimator k,,/vnBi (or K,,/vnbf) + g(xO) 
a.s. (we continue using the notation of Section 3), which might require 
more stringent assumptions on {k,} (or {b,}) when (Xn} is not indepen- 
dent. We illustrate this for a stationary mixing (Xn}. Recently Roussas 
[12] has proven the following theorem: 
THEOREM 4.1. Suppose {X”} is a strictly stationary mixing (strong, * or 
uniform) sequence with mixing coefficients {d(n)}, C,“=, $(n) < co, 6, = n-’ 
with 8 > 0 and d0 < 4, and assume (3.2) holds. Then K,,lvnbf -+ g(x,) a.s. 
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Using Theorem 4.1 we have the following generalization of Theorem 3.1 
which we state without proof: 
THEOREM 4.2. In the kernel estimation of m(q) assume the ZORM 
{X,, Yn} and that (3.4) and the conditions of Theorem 4.1 hold. Then 
m,(x,) + Em,(x,) a.s. 
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