In this paper, we systematically study non-crossing chords of simple polygons in the plane. We first introduce the reduced Euler characteristic of a family of line-segments, and subsequently investigate the structure of the diagonals and epigonals of a polygon. Interestingly enough, the reduced Euler characteristic of a subfamily of diagonals and epigonals characterizes the geometric convexity of polygons. In particular, an alternative and complete answer is given for a problem proposed by G. C. Shephard. Meanwhile, we extend such research to non-crossing diagonals and epigonals with forbidden positions in some appropriate sense. We prove that the reduced Euler characteristic of diagonals with forbidden positions only depends on the information involving convex partitions by those forbidden diagonals, and it determines the shapes of polygons in a surprising way. Incidentally, some kinds of generalized Catalan's numbers naturally arise.
Introduction
A polygon is a closed curve, composed of a finite sequence of straight line segments. These segments are called its edges, and the points where two edges meet are the polygon's vertices. For simplicity, we restrict ourselves to simple polygons (no self-intersecting) whose vertices are in general position (no three vertices are collinear).
Given a polygon P , a chord is a segment whose endpoints are non-consecutive vertices of P . A chord is called a diagonal (resp., epigonal) if it lies in the interior (resp., exterior) of P .
Suppose P has n vertices, which we will symbolically denote by |P | = n, where n ≥ 4. Let d 1 be the number of diagonals, d 2 be the number of non-crossing pairs of diagonals, and, in general, d i be the number of sets of i diagonals of the polygon which are pairwise non-crossing. Particularly, d n−3 is the number of triangulations of P , and for any n ≥ 4, there exist polygons satisfying d n−3 = 1, such as polygons in Class 1 (see Fig. 1 below) . The number e i is defined in a similar manner for epigonals, i = 1, 2, . . . , n − 3. By these definitions, e 1 stands for the number of epigonals of P , and thus e 1 > 0 represents the non-convexity of P . Besides, we have d i = e i = 0 if i > n − 3, and we always set d 0 = e 0 = 1. Class 1. This is the family of all non-convex polygons with only three (consecutive) angles which are less than π. Such polygonal region can be obtained by deleting a convex polygonal region from a triangular region (see Fig. 1 
below).
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Figure 1: Illustration for polygons described in Class 1. In this polygon, only the angles at the three vertices A i−1 , A i and A i+1 are less than π.
Definition 1. Let P be a simple polygon whose vertices are in general position. Now we define the reduced Euler characteristics χ d (P ) = ∞ i=0 (−1) i d i and χ e (P ) = ∞ i=0 (−1) i e i . Theorem 1. Let P n be a simple polygon with n vertices in general position. If P n is convex, then χ d (P n ) = (−1) n+1 and χ e (P n ) = 1. Otherwise, χ d (P n ) = χ e (P n ) = 0.
It was already known that the complex of non-crossing diagonals of a convex polygon was spherical and so the convex case of Theorem 1 was true and a proof was published by Lee [4] , as well as an alternative easier proof could be found in [7] . Moreover, the first conclusion χ d (P n ) = (−1) n+1 in Theorem 1 is indeed the Euler-Poincaré formula for the associahedron, and as an extended version, we generalize this result to Theorem 2.
The non-convex case of Theorem 1 was proposed by Shephard [6] , and its first proof was given by Braun and Ehrenborg [1] . In fact, they prove the simplicial complex of non-crossing diagonals in a polygon is a sphere or a ball of the expected dimension. In Section 2, we give a new proof of χ d (P n ) = 0 and further prove χ e (P n ) = 0 for non-convex case, and thus complete the proof of Theorem 1.
The main aim of this paper is to study non-crossing chords of simple polygons with restricted or forbidden positions. Let F be a set of finite points which are in general position in the plane, and let M be a subset of line-segments with end-points in F . The family of the sets of non-crossing segments in M is denoted by Now we concentrate on some polygons with restricted number of vertices, which can be viewed as a generalization of the convex case of Theorem 1.
Definition 2. Given a ∈ N
+ and a polygon P with |P | = a(n + 1) + 2 for some n ∈ N, a diagonal of P is said to be an a-diagonal if there are ka vertices between its two endpoints for some
Theorem 2. Given a ∈ N + and n ∈ N + , let P be a convex polygon with a(n+1)+2 vertices, and let
and then we obtain a closed formula
J provides a convex partition of P },
. It is noteworthy that the reduced Euler characteristic of a set of diagonals only depends on the corresponding convex partitions (see Theorem 3 below). This plays a central role in the development of our ideas and results.
Moreover, we have the following conclusions:
, then the following statements hold.
, where m = #J ′ + 1, and P 1 , . . . , P m are the sub-polygons divided by J ′ .
Theorem 3 could be used to determine the type of polygons with χ(
As an application, the following proposition indicates the fruitfulness of the topologies of simplicial complexes related to restricted diagonals of polygons. We construct a family of polygons to realize the proof. Proposition 1. For every l ∈ Z, there exists a polygon P and
We provide Theorem 4 as a non-trivial application of Theorem 3 which also possesses independent interest in the study of typical polygons. First, we list a zoo of polygons which will be used in the next result.
Class 2. This is a special family of non-convex polygons with only one angle larger than π. For detailed descriptions, these polygons possess the properties that Figs. 2(a) and 2(b) ).
The class of such polygons is a special subclass of Class 5 with a restriction that the unique special vertex A i lies in the region I or region III (see Fig. 2(c) ).
(a) The special vertex A i lies in the region I
The regions I, II, II' and III are bounded by the chords
Figure 2: Illustration for polygons described in Class 2.
Class 3. This class of polygons are constructed in an elementary manner, where each polygonal region can be obtained by deleting a triangle region or a polygonal region in Class 1 along an edge (or two neighbouring edges) of a convex polygonal region (see Fig. 3 ). (B) χ(M e \ {A i A j : j = i − 1, i, i + 1}) = 0 ⇔ P is convex or belongs to Class 3 (see Fig. 3 ). Fig. 4 ). 
and 5).
The paper is organized as follows. In Section 1, we give the background, introduction, preliminary, and show the main theorems of this paper. A brief discussion of reduced Euler characteristic and a proof of Theorem 1 (i.e., Shephard's problem) is in Section 2. Auxiliary results on reduced Euler characteristic and the proof of Theorem 3 and Proposition 1 are proposed in Section 3. Detailed proofs of Theorem 4 and Theorem 2 are presented respectively in Section 4 and Section 5 with further results. Additional illustrations with a few remarks are provided in the appendix.
2 Reduced Euler characteristic for family of segments and the proof of Theorem 1
First we list some basic and elementary facts which will be used in the sequel. The proofs are very basic and we put them in the Appendix for reader's convenience. 
is a finite sum and thus it is well-defined. 
If A has a center, then we call it a star set.
Proof. We do induction on #A.
Suppose that for any star set A with #A < n, χ(A) = 0, then for any star set A with #A = n, we shall prove that χ(A) still equals to 0. Let H be a center of A.
Therefore, H is a center of A \ {v}, which means that A \ {v} is a star set.
By the hypothesis of induction, we have χ(A \ {v}) = 0 and χ(A v ) = 0. Therefore, χ(A) = 0.
A solution of Shephard's problem (i.e., non-convex case of Theorem 1)
Proof of Theorem 1 for non-convex case. Since P is non-convex, it has more than three vertices. We assume |P | ≥ 4 and ∠A 1 > π. Let H be a set of diagonals with an end-point A 1 (see Fig. 7 ) 
Since the angle A 1 can not be an angle of a triangle, there is someone (a diagonal) in J ′ such that the vertex A 1 is its end-point. Therefore H ∩ J ′ = ∅. So M d is a star set, and then by Proposition 5, we get
For the case of M e , note that there exists an epigonal as a side of the convex hull of P . Such epigonal must be non-crossing with other epigonals. This means that such epigonal is a center of M e . Consequently, M e is a star set, and by Proposition 5, we get χ(M e ) = 0. Combining with the convex case of Theorem 1, we complete the proof.
Finally, we show a generalization of the non-convex case in Theorem 1.
Proposition 6. Consider the set F of finite points in the plane, and the set S 2 (F ) of all the line-segments whose end-points lie in F . Let S ⊂ S 2 (F ). If S contains an edge of the convex polygon P conv(F ), then χ(S) = 0. Here, P conv(F ) is the boundary polygon of the convex hull conv(F ).
Let F be the collections of vertices of a non-convex polygon P , and let S = M e (P ). Then Proposition 6 immediately implies χ(M e ) = 0.
3 Auxiliary results and the proof of Theorem 3 and Proposition 1
Proof. We classify the sets in N C[M d ] via their intersections with J. It follows from the principle of inclusionexclusion that
where M d \ I denotes the set of diagonals which are non-crossing with the diagonals in I. Then, according to the definition of reduced Euler characteristic and the above equality, we have
The last equality is a direct consequence of the product formula of reduced Euler characteristic.
A direct calculation following Lemma 1 gives
(−1)
So, we complete the proof of (1.1), which is the main part of Theorem 3. Next, we focus on the other parts.
Corollary 1. If P is convex, and J
The following Lemma 2 is another form of (1.1) in Theorem 3.
Proof. The case of J = ∅ reduces to Theorem 1 (B). We suppose that J = ∅.
. Thus, combining with Lemma 2, we immediately obtain
By Proposition 7, we deduce Theorem 3 (1). 
Proof. Since J c is the unique minimal subset of J which divides P into convex polygons, for I ⊂ J, I divides P into convex polygons if and only if J c ⊂ I. Combining with Lemma 2, we immediately obtain
|P |+1+#Jc
By Proposition 8, we get Theorem 3 (2a).
, where m = #J ′ + 1, and P 1 , . . . , P m are the sub-polygons divided by J ′ and
According to Theorem 3, we obtain
By Proposition 9, Theorem 3 (2c) is proved. Using similar techniques, we can prove Lemma 3. Assume that P and its convex hull exactly bound m polygons,
Proposition 10. Let P be a non-convex polygon and
are all the minimal sets. Then
are all the maximal sets. Then
be all the minimal sets, i.e., for any I ∈ N C c [J], there exists i ∈ {1, . . . , m} such that I ⊃ J i . It follows from Theorem 3 and the principle of inclusion-exclusion that
be all the maximal sets, i.e., for any I ∈ N C nc [J], there exists i ∈ {1, . . . , m} such that I ⊂ I i . Then Lemma 2 together with the principle of inclusion-exclusion deduce that
(−1) 
Proof of Proposition 1
Now we show a proof of Proposition 1. Note that Theorem 3 (1) and (2) provide the examples of the case l ∈ {−1, 0, 1} of Proposition 1 (for l = 0, we can take P non-convex and J = ∅, and for l = ±1, we can take P convex and J = ∅). Therefore we only need to consider the case of |l| > 1. We first pay attention to the case of l > 1. Here P is the polygon with 12 (red) edges and J is the set of 9 (blue) dotted non-crossing diagonals.
Construct P with |P | = 3|l| and linearly order the vertices of P in counter-clockwise direction, A 1 , A 2 , . . . , A 3|l| (see Figs. 8,9,10,11 for l = 2, 3, 4, 5, 6, 7, 8, respectively). We refer readers to Appendix for the detailed information of such polygons. Set X = {{3k +2, 3|l|−3k, 3|l|−3k −2} : 0 ≤ k ≤ |l|/2−1, k ∈ Z}∪{{3k +2, 3k, 3|l|−3k +1} : 1 ≤ k < |l|/2, k ∈ Z} and J = {A i A j : {i, j, k} ∈ X}. Now we label the diagonals as
Then J = {e 1 , · · · , e 3(|l|−1) }, and we can check that for I ⊂ J, I ∈ N C c [J] if and only if
Set J k = {e k+1 , · · · , e 3(|l|−1) }, 0 ≤ k < 3(|l| − 1), J 3(|l|−1) = ∅. Given 0 < k ≤ 3(|l| − 1), for any I satisfying J k−1 ⊂ I ⊂ J, one can verify that
Then a 0 = 1, a 1 = 0 and for 2 ≤ k ≤ 3(|l| − 1), we have
Using this formula by induction we have
Figure 11: Examples of χ(M d (P ) \ J) ∈ {5, 6, 7, 8} used in the proof of Proposition 1. Here P is the polygon with red edges and J is the set of corresponding blue non-crossing diagonals.
For the case of l < −1, we consider the polygon P ′ (see Fig. 12 ) with linearly ordered vertices in counter- A 1 A 3|l| , whereA 1 , A 2 , . . . , A 3|l| are the vertices of P above.
This completes the proof of Proposition 1.
Figure 12: Examples of χ(M d (P ) \ J) = l ∈ {−2, −3, . . . , −8} used in the proof of Proposition 1. Here P is the polygon with red edges and J is the set of corresponding blue non-crossing diagonals.
Proof of Theorem 4
Let J = {A i A j : j = i − 1, i, i + 1}, and without loss of generality we let i = 1 for simplicity.
.e., every chord A 1 A j is a diagonal of P , where j = 1, 2, n. Since χ(M d \ J) = 0, Proposition 7 implies that J ∩ M d divides P into convex polygons, with a common vertex A 1 . Suppose that there exists j 1 = 1 such that A 1 A j1 ∈ M d (P ). Then A 1 A j1 is not an edge of these convex sub-polygons. Note that A j1 must be a vertex of a convex sub-polygon. So, A 1 A j1 is a diagonal of such convex sub-polygon and thus A 1 A j1 is a diagonal of P , which is a contradiction.
By Claim 1, we have ∠A 3 A 2 A 1 < π and ∠A 1 A n A n−1 < π (see Fig. 13 ).
A n−1 Let
It is easy to see that J c ⊂ J (see Fig. 13 ). Claim 2 If I ⊂ J divides P into convex polygons, then I ⊃ J c .
Suppose the contrary, that I ⊃ J c , i.e., there exists A 1 A j ∈ J c \ I. Then there is a sub-polygon containing the vertices A j−1 , A j , A j+1 . Since ∠A j−1 A j A j+1 > π, such sub-polygon must be non-convex and this leads to a contradiction. Now we divide the proof of Theorem 4 (A) into several cases. Case 1. J c divides P into convex polygons. This is equivalent to ∠A 2 A 1 A n < π and ∠A j+1 A j A j−1 > π for any j = 1, 2, n.
Since χ(M d \ J) = 0, Claim 3 implies that J c = J. That is, ∠A j+1 A j A j−1 > π for any j = 1, 2, n. Thus, (n − 3)π + ∠A 3 A 2 A 1 + ∠A 2 A 1 A n + ∠A 1 A n A n−1 < n j=1 ∠A j+1 A j A j−1 = (n − 2)π. We immediately get ∠A 2 A 1 A n < π. So, P belongs to Class 1. Case 2. J c doesn't divide P into convex polygons.
In this case, J c = J and ∠A 2 A 1 A n > π. Case 2.1. J c = ∅, i.e., A j+1 A j A j−1 < π for any j = 1, 2, n.
In this case, combining with the fact J ⊂ M d , we further have ∠A j+1 A j A j−1 < π for any j = 1. If ∠A 2 A 1 A n < π, then P is a convex polygon. Thus, Corollary 1 deduces that χ(M d \ J) = 0 unless P is a triangle. Next we assume that ∠A 2 A 1 A n > π.
Case 2.1.1. N C nc [J] = {∅}, i.e., ∠A 3 A 1 A n < π and ∠A 2 A 1 A n−1 < π (see Fig. 2(a) ). In this case,
. . , A 1 A n−1 } with 3 ≤ i and j ≤ n− 1, and the only non-convex sub-polygon is
Here the first part {A 1 A 3 , . . . , A 1 A i } or the second part {A 1 A j , . . . , A 1 A n−1 } may be empty but cannot be both empty, and if the two parts are both nonempty then i < j. So, each maximal
, there exists i, j ∈ {1, . . . , m} such that A 1 A 3 ∈ I i and A 1 A n−1 ∈ I j , and clearly, such i and j are unique. Without loss of generality, we may assume that A 1 A 3 ∈ I m and
which is a contradiction. Thus, m = 2, and we can assume Fig. 2(b) ). In this case,
For simplicity, we set i 0 = 2 and
So, there is at most one s ∈ {0, 1, . . . , k} such that ∠A is A 1 A is+1 > π. If for any s ∈ {0, 1, . . . , k}, ∠A is A 1 A is+1 < π, then J c divides P into convex polygons, which contradicts to the assumption of Case 2.
Hence, there exists a unique t ∈ {0, 1, . . . , k} such that ∠A it A 1 A it+1 > π (see Fig. 14) . Now we shall prove that for any j ∈ {3, . . . , i t } ∪ {i t+1 , . . . , n − 2}, ∠A j+1 A j A j−1 > π and thus J c = {A 1 A j : j = 3, . . . , i t , i t+1 , . . . , n−2}. If not, then there exists j 0 ∈ {3, . . . , i t }∪{i t+1 , . . . , n−2} such that ∠A j0+1 A j0 A j0−1 < π, i.e., 
Then Proposition 9 implies that
. Note that the sub-polygon Fig. 14) fulfils the assumption of Case 2.1, i.e., ∠A it A 1 A it+1 > π (fulfils the assumption of Case 2) and A j+1 A j A j−1 < π for any j = 1, i t , i t+1 (further fulfils the assumption of Case 2.1). And note that the sub-polygons A 1 A 2 · · · A it (if i t = 1, 2) and A 1 A it+1 · · · A n (if i t+1 = n, 1) satisfy the assumption of Case 1 (see Fig. 14) . In consequence, P belongs to Class 6.
(B) If P is a convex polygon, then M e = ∅, χ(M e \ J) = χ(∅) = 1, and thus the statement obviously holds.
Next we focus on the non-convex case. Then the boundary of the convex hull of P forms a convex polygon which is denoted by P conv(P ), and each edge of the convex polygon is either an edge of P or an epigonal of P . Since χ(M e \ J) = 0, all the edges of the convex polygon P conv(P ) which are the epigonals of P must belong to J = {A 1 A j : j = 1, 2, n}. Thus, A 1 is a vertex of P conv(P ) and the number of such epigonals which are edges of P conv(P ) is at most two.
We may assume without loss of generality that there are exact two epigonals which are edges of P conv(P ) with the common vertex A 1 , denoted by A 1 A j1 and A 1 A j2 . Then there are two polygons between P and P conv(P ), denoted them by P 1 and P 2 which respectively possesses the edges A 1 A j1 and
, and thus we have χ(
Theorem 4 (A) shows that P 1 and P 2 must belong to Class 2 or Class 1 or Class 6. Note that the sum of the angles at A 1 of P 1 and the angles at A 1 of P 2 is less that ∠A j1 A 1 A j2 < π. So, P 1 and P 2 must belong to Class 1, and thus P must belong to Class 3.
If P is a non-convex polygon and χ(M d \ {A 2 A n }) = 0, then Proposition 7 implies that A 2 A n divides P into convex polygons. Hence, the sub-polygon A 2 A 3 · · · A n is convex, and as a consequence, P belongs to Class 4.
(D) If P is a convex polygon, then χ(M e \ {A 2 A n }) = 0. So, we only concentrate on the non-convex case. If χ(M e \ {A 2 A n }) = 0, then A 2 A n is the unique edge of P conv(P ) which is not an edge of P . Such polygon must belong to Class 1 or Class 5.
For Class 1,
We have completed the proof of Theorem 4.
Proof of Theorem 2
First we give some elementary facts for a-diagonals of a polygon P .
Remark 4. (1) Each diagonal is an 1-diagonal.
(2) Each ab-diagonal is both a-diagonal and b-diagonal.
(3) A polygon P is called an a-polygon if it has a(n + 1) + 2 vertices for some n ∈ N. Every a-diagonal of P divides P into two a-polygons.
(4) If P is convex and |P | = a(n + 1) + 2, then there exists n a-diagonals with one common endpoint.
Let P = P a(n+1)+2 be a convex polygon with a(n+1)+2 vertices. Let d 1 (n, a) be the number of a-diagonals, d 2 (n, a) be the number of non-crossing pairs of a-diagonals, and, in general, d i (n, a) be the number of sets of i a-diagonals of the polygon which are pairwise non-crossing.
Proof. Corollary 6 [7] (or Theorem 4 [3] ) gives that the number of different ways of cutting P a(n+1)+2 into sub-polygons P ai1+2 , P ai2+2 , . . . , P ai k+1 +2 by diagonals is always
, where (i 1 , . . . , i k+1 ) is a given ordered array of positive integers.
Note that k+1 j=1 |P aij +2 | = |P a(n+1)+2 | + 2k, i.e., a(i 1 + · · · + i k+1 ) + 2(k + 1) = a(n + 1) + 2 + 2k, and this is equivalent to i 1 +i 2 +· · ·+i k+1 = n+1. Since the number of positive integer solutions of
k n k . It should be noted that Proposition 11 is nothing but Corollary 2 [5] . Here we show a new and simple proof of such result above.
Proposition 12. For any a ∈ N + , we have
Proposition 12 can be proved by modifying the ideas in [7] .
Proof.
where Res 0 (f (u)) is the residue of the function f (u) at u = 0.
n is clearly a special case of Proposition 12 for a = 1.
Proposition 13. Given k, n ∈ N + , we have
Remark 6. This result is a generalization of the identity of Catalan's number. The proof is standard and hence we omit it.
By Proposition 11 and Proposition 13, we have the following combinatorial identity. Here, we present another proof by residue theorem and PDE method. Proposition 14. Given n, i ∈ N + , we have
b n,i , n, i > 0, which can be written as 2ia n,i = (a(n + 1) + 2)b n,i , n, i ≥ 0. Note that i = 0 or i > n implies b n,i = 0, then it follows from n,i≥0 (a(n + 1) + 2)b n,i x n y i = a(x 2 yF 2 ) x + 2xyF 2 and n,i≥0 2ia n,i x n y i = 2yF y that (5.1) is equivalent to a(x 2 yF 2 ) x + 2xyF 2 = 2yF y . This can be simplified as a(2xyF 2 + 2x 2 yF F x ) + 2xyF 2 = 2yF y , which can be further written as
Next we use the method of characteristics to solve (5.3). Let x = x(y) solve dx dy = −ax 2 F (x, y). Then F = F (x(y), y) solves dF dy = (1 + a)F 2 x, and we have
Thus we have xF = 1 c1−y for some c 1 ∈ R, and then
Taking the initial datum y = 0 in (5.2), we have F (x, 0) = n≥0 a n,0 x n = n≥0 x n = 1 1−x , and thus
According to the implicit function theorem, v and then F must be an analytic function of (x, y) for sufficiently small |x| and |y|, thus (5.4) gives a solution of (5.3). Next we prove that the F satisfying (5.4) must satisfy
Then by the residue theorem, we have x n a n,i .
Therefore, (5.2) holds, and then (5.1) holds.
Acknowledgement The third-named author thanks Zipei Nie for interesting discussions. Proof of Proposition 2. We set A 0 = A n and A n+1 = A 1 . Since n i=1 ∠A i−1 A i A i+1 = (n − 2)π, there exists i 0 ∈ {1, 2, . . . , n} such that ∠A i0−1 A i0 A i0+1 ≤ (n−2)π n < π. For simplicity, we let B = A i0−1 , A = A i0 and C = A i0+1 . Then ∠BAC < π, and the segment BC is not an edge of P n (otherwise, P n = △ABC and this contradicts with n ≥ 4).
If BC is a diagonal, then there is nothing need to show. If BC is not a diagonal, then there is a vertex D inside △ABC with greatest distance to BC (see Fig. 15 ). Accordingly, AD lies in the polygonal region, and thus AD must be a diagonal.
Proof of Proposition 3. Note that J divides P into some polygons, which can be denoted by P 1 , . . . , P k . Clearly, each diagonal of a sub-polygon P i is a diagonal of P , where i ∈ {1, . . . , k}. Proposition 2 yields that if there exists P i with |P i | ≥ 4, then P i has a diagonal, and we can add the diagonal to J. Repeat the process until every sub-polygon is a triangle. At this time, we obtain J ′ , which provides a triangulation of P n . Obviously, #J ′ = n − 3 and J ′ ⊃ J. 
