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Abstract-A basic set of data types for a set theoretic programming language is presented. The emphasis is on 
a certain definition of uecfor in terms of sets. The definition is contrasted with other methods of defining 
vectors in terms of sets, such a3 Kuratowski’s device. 
INTRODUCTION 
We discuss a possible core set of data types for a very high level (VHL) set theoretic language. 
There are several languages employing sets as a data type that are in various stages of 
development (ABSET[l], AEPL[2], GRAAL[3], MADCAP [4], SAIL[5], SETL[6], VERS2[7], 
and others). It seems likely that out of this stew a high level treatment of abstract data structures 
will emerge that will become widely used, and hopefully it will tastefully combine the best 
features of all these languages. The purpose of this paper is to provide food for thought in the 
area of basic data types and abstract data structures. 
The ideas to be discussed are used in a derivative of SETL called Algorithm Specification 
Language (ASL), which presently exists only on paper [S]. The major point is to select a few data 
types that “do what you want them to do”, no more and no less. Put another way, we wish to 
minimize the number of distinct concepts in the language, while at the same time allowing natural 
(a term we leave undefined) expressions but disallowing unnatural ones. The advantages of this 
outlook have been discussed in a general setting elsewhere[9], and will not be repeated here. 
DATATYPESOFASL 
There are six data types in ASL: 
Number Pointer 
Character Procedure 
Boolean Set 
The first live are the atomic data types (those that cannot be subdivided), and the last is an 
aggregate of any of the six. The main point of this paper is to show how the familiar abstract data 
structures such as arrays are constructed from sets and atoms, but for background we briefly 
describe the atomic data types of ASL. 
There is only one numeric data type, and it is intended to be a reasonable approximation to the 
mathematical idea of a real number. ASL does not include complex numbers. The usual 
distinctions between types of numeric data, such as floating point versus fixed point, decimal 
versus binary, etc., are not used. However, coincident with one’s informal use of numbers, a 
value may be either exact or approximate. If exact, it may be a rational or an arbitrarily large 
integer, An approximate number would be stored in some form convenient for the machine, such 
as binary floating point. ASL makes no attempt to maintain tolerances on approximate numbers, 
although this would be reasonable in a more numerically oriented language. 
The character and Boolean atomic data types in ASL are the single character and single truth 
value, as in Algol 68. Character and Boolean strings are I-origined vectors of these (defined 
below). The main reason for this approach is for economy of definition: all the vector operations 
(indexing, substring, concatenation, iteration over, searching, etc.) apply in an obvious way to 
character and Boolean strings. 
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For many applications, pointer data has no place in VHL’s. Two reasons for having pointer 
data in ASL are: 
(1) For the “control block effect”, and 
(2) For the accurate description of algorithms in which pointers play an important role. 
Control blocks have the property that when something in them changes, the change is “seen” 
by portions of the program that have references to the control block. This effect can be achieved 
through the use of maps or procedures, but only more awkwardly. 
As an example of point (2) above, one might wish to use ASL as a specification language for 
aigebraic simplification algorithms that feature the sharing of data (as in ALTRAN). 
The ASL pointer is relatively tame in that a pointer cannot point to the same instance of a 
value that a program variable denotes. Using an up-arrow to denote the pointer creating operator, 
the meaning of the assignment “p = t e;” is to evaluate the expression e, and then make p point 
to the newly created object. To emphasize, if v is a variable, the meaning of “p = t v;” is the 
same as “p = t copy(v),“, where CCJ~,PY is a routine that creates a fresh copy of its argument. In 
implementation terms, pointers may point to the storage “heap”, but not to the stack. With these 
semantics, expressions like “ t 2” make sense, and are useful for initializing pointers, whereas in 
PL/I the corresponding expression ADDR(2) is not acceptable. 
This treatment of pointers makes for more readable programs, as the reader can be confident 
that the value of a variable is not being changed in some obscure way involving pointers. 
Similarly, certain optimizations, such as common expression elimination, that would be 
prevented by the PLII definition of pointers, remain possible in ASL. 
Occasionally one wants a pointer to point to the same instance of a value that a variable 
denotes, and in this case the ASL treatment is deficient. However, it is felt that pointers present a 
case in which we must accept restrictions if we are to write reasonable (readable, reliable, 
maintainable, optimizable) programs. The situation is analogous to that of the “go to” statement. 
The ASL “procedure” data type is of the same character as that in FORTRAN and PL/I. 
Sets in ASL are the conventional mathematical type: unordered and without duplicate 
members. They are always finite and are simply collections of the members. To emphasize, there 
are no “formal” sets represented by formulas, and there are no “special” infinite sets, such as the 
set of all integers. 
ABSTRACTDATA STRUCTURES 
The key definition for forming the conventional abstract data structures is the definition of the 
urdered pair, or simply pair, written (x, y) 
(x, Y) = {(L xl, (2, Y)l. (1) 
Here x and y may be any objects whatever, although they must be defined (ASL allows an 
“undefined” state for a variable, partly for debugging reasons). The definition of ordered pair 
involves an infinite recursion, so in a sense we never “really” know what a pair is. We have 
We postulate the essential property of ordered pairs, that (x, y) = (z, w) implies x = z and y = w 
(it is shown below that this postulate can be weakened). Before discussing the good and bad 
points of this definition, we define a number of abstract data structures and related terms. 
A binary relation is a set of pairs. The set consisting of the first components of the pairs is the 
domain of the relation, and the set consisting of the second components is its range. The set 
obtained by reversing each pair in a binary relation is the inverse of the relation. That is, if R is a 
binary relation, 
domain(R) = {x(3y[(x, ykRl}, 
range (R) = {Y I+[(x, YMII, and 
inverse(R) = NY, x)l(x, YM). 
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A map, or function, is a binary relation in which the first component of each pair is unique. 
Maps and most of the other abstract data structures described below are special cases of binary 
relations, and hence the terms domain, range, and inverse apply to them in an obvious way. 
A vector is a map whose domain is a set of integers. A regulur vector, or string, or n-&pie, is a 
map whose domain is a set of integers of the form {1,2,. . ., n}. The members of its domain are its 
indices, and the members of its range are its components. The origin of a vector is its lowest 
index. A vector is said to be dense if its domain, or index set, includes all integers from the origin 
to the largest index. A non-dense vector is sparse. Hence a regular vector is a dense, I -origined, 
vector. 
An important point to make now is that a regular vector of length two, or a 2-tuple, is the same 
object as a pair. For a 2-tuple having components x and y is a map from 1 to x and from 2 to y, i.e. 
the abstract structure 
This is the same as the pair (x, y) defined above, so we may use the terms pair and 2-tupfe 
interchangeably. 
We now define a few more abstract structures. 
A relation is a set of regular vectors, all of the same length, this length being the order of the 
relation. Because a 2-vector and a pair are the same object, a relation of order two is the same as 
the binary relation defined above. We do not use the terms domain, range, and inverse for 
relations of order other than two. 
An array is a map whose domain is a relation among integers. The order of the domain 
relation is the dimension of the array. A matrix is a two-dimensional array. The origin of an 
n-dimensional array is a vector (x,, x2,. . .,x,), where each xi is the least integer in the ith 
position of all the n-vectors in the domain of the array. The terms dense and sparse applied to 
arrays are similar generalizations of the same terms for vectors. Loosely speaking, we use the 
term “sparse” to mean “not all components are defined”, although to the numerical analyst it 
means “most components are zero”. 
In the same spirit we could define various types of trees, lists, partially ordered sets, etc. 
THE ASL ORDERED PAIR 
We now discuss the ASL definition of ordered pair in terms of sets, and later will contrast it 
with other definitions in terms of their utility for a programming language. 
Before beginning, however, we wish to emphasize that a set theoretic programming language 
might very well define the ordered pair or n-vector as a new data type, and endow it with exactly 
the desired properties. This approach is entirely reasonable, and whether or not it is preferable to 
defining the pair in terms of sets seems to be mainly a matter of taste (although questions of 
implementation efficiency also arise). Therefore we do not attempt to persuade the reader that the 
ASL definition is “best”, and in fact the author does not view it as necessarily the one to use. It is 
merely presented as a reasonable approach, certainly worth exploring, and one that in several 
respects is more reasonable for a programming language than any of the definitions of ordered 
pair in terms of sets that are found in the literature. 
We note that any definition of vector in terms of sets is certain to have some counter-intuitive 
properties, for example we shall be able to form the set theoretic union of two vectors. This may 
very well be a bad property, but we will explore definition (1) anyway, because of its intrinsic 
interest, its economy of definition (which frequently leads to economies in implementation), and 
the possibility that it might give certain insights into how vectors “ought” to behave. 
Definition (1) does not quite imply the essential property of ordered pairs, that (x, y) = (2, w) 
implies x = z and y = w. However, we can derive a few results in this direction. For example we 
note that (I, 1)#(1,2), because (1, l)~(l, 1) but (1,2)/(1,2) [From (I), we have (1, l)={(l, 1) 
(2, l)} and (1,2) = {(l, l), (2,2)}]. Using this idea, we can show that the essential property of 
ordered pairs follows from the weaker postulate that (2, X) = (2, y) implies x = y. For then if 
(x, y) = (z, w), i.e. if {(l, x), (2, y)} = {(I, z), (2, w)}, the pair (I, x) must equal either (1, z) or (2, w). 
But (1, x) cannot equal (2, w) for any x, w, because this would imply {(I, I), (2, x)1 = {(1,2), (2, w)}. 
which cannot be because (1, I), (2, x), and (2, w) all have the self-membership property, whereas 
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(1,2) does not. Therefore (1, xl = (l,z), or {(I, I), (2, x)} = ((1, I), (2, z)}. It follows from reasoning 
similar to the above that (2, x) = (2, z), and then from the weakened pair-postulate that x = z. Also, 
since (1, x) = (1, z), we must have (2, y) = (2, w), from which y = w. 
We now discuss some objections to (1) that may already be in mind. 
First, one might object that (1) is not a definition at all, because of its circularity. However, it 
is nevertheless useful. What we want out of the definition of ordered pair in terms of sets, besides 
the basic ordered pair property, is a definition of the results of all the various set operations on 
ordered pairs. We want to know what is the cardinality of the ordered pair, what are its members, 
what is the union of two ordered pairs, etc., and definition (1) provides answers to all these 
questions. 
Next, one might object that (1) is grossly counter-intuitive, as infinitely nested structures are 
not exactly objects of one’s everyday contemplation. Possibly so, but it is not as counter-intuitive 
as it may first seem. If you are capable of simultaneously holding the following three ideas in your 
head, then you are capable of holding an infinitely nested object: (i) an n-vector is a map from 
{l,2, * .> n} to other objects, (ii) a map is a set of ordered pairs, and (iii) a pair is a 2-vector. From 
(i-iii) the ordered pair definition (1) immediately follows. 
Lastly, one might have an uncomfortable feeling that there might be some sort of paradox 
lurking in definition (1). We cannot prove that there is not, but we mention two paradoxes of set 
theory which (1) seems to touch on, only to show that they do not apply. 
We have already remarked that a set x in ASL can have the property that XEX. Hence it may 
seem to relate to Russell’s paradox[lO], which contemplates {x(-I(xEx)}. However, Russell’s 
paradox evaporates if there is no universe set, and there is no such concept in ASL. 
A similar but more closely related paradox is Mirimanoff’s [ 1 I]: define a grounded set as one 
which is nested only finitely deep, i.e. a set S is grounded if there is no infinite sequence xl, 
x2,. . such that . . . EX~EX,ES. Let G be the set of all grounded sets. Clearly G is itself grounded 
(finitely nested), because each member of G is (equivalently, if G were not grounded, there 
would exist an infinite sequence x,, x2,. . . such that.. . EX~EX,EG. Then G would contain the 
non-grounded set xl, contrary to the definition). But if G is grounded, by definition of G it is a 
member of itself, i.e. GcG. But then.. . EGEGEG holds, so that G is not grounded. 
Again, if no “universe set” exists, then Mirimanoff’s paradox does not arise, as the definition 
of G would not be allowed. 
One might regard the fact that XEX sometimes holds as itself contrary to common sense, i.e. an 
undesirable, pathological, property. But it does seem reasonable if one thinks in terms of (i-iii) 
above, for then if x = (1, I), then x maps 1 to 1 (and also 2 to l), and hence x is a set containing 
the pair (1, I), i.e. (1, l)~(l, 1). A similar remark applies if x is a pair of the form (2, y) for any y. 
Therefore it seems reasonable that XEX should hold if x = (1, 1) or x = (2, y ) for some y. But by 
the constructive nature of ASL, and the fact that in ASL a set is never equal to an atom, we can 
prove that these are the only objects for which XEX holds. Not all programming languages, 
incidently, have the property that a set is never equal to an atom. To some extent in GRAAL, and 
in some set theories, x and {x} are identified for any x. 
We now show that, in ASL, XEX implies x = (I, I) or x = (2, y) for some y. 
In ASL there are several types of expressions that have sets as results, but it is easy to see 
that a set defined by any of these expressions can also be constructed by a finite number of 
applications of the basic set former and pair former 
{x,, x2,. . ., Xk) (2) 
(XI, x2), (3) 
starting with atoms. For example, ASL includes the vector former (xl, XZ, . . . , x,), but this can be 
written {(l, x,), (2, x,), . . ., (n, x,)}. It also includes iterative set and vector formers, such as 
{e(x, y), xeX, yeYIC(x, y)}, where e(x, y) is any expression, X and Y are sets, and C(x, y) is a 
Boolean expression. But such a set is always finite, so it can be written in the form (2). Similar 
remarks apply to unions, arbitrary member selection, etc. 
Assume inductively that if XEX holds for an ASL object x constructed from n applications of 
(2) or (3), starting with atoms, then x is a pair. This is certainly true for n = 1, for if (2) were used 
to construct an x such that XEX, then x = {x, y, . .} with x, y, . . atoms. But in ASL a set is never 
equal to an atom. Hence if n = 1 and XEX holds, form (3) must have been used, so that x is a pair. 
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Now let XEX hold, where x is constructed with II t 1 applications of (2) or (3). If (2) were used 
last, i.e. x = {a, 6, . . .}, then either x = a or x = b or. . . . If x = a then UEU holds, and a is 
evidently constructible with only n applications of (2) or (3) so by the inductive hypothesis a, 
and hence x, is a pair. Assuming x = b, etc. of course leads to the same conclusion. 
Since it is now established that if XEX holds then x is a pair, let x = (u, h). Then since 
(a, b) = ((1, a), (2, b)}, we must have either (a, b) = (1, a) or (a, b) = (2, b). In the former case it 
follows that a = 1 and b = 1, and in the latter case it follows that a = 2. The converse is easy to 
verify, so we have that in ASL XX if and only if x = (1,1) or x = (2, y) for some y. 
OTHER DEFINITIONS OF ORDERED PAIR 
Norbert Wiener, in 1914[12], was first to point out that the ordered pair could be defined in 
terms of sets, thereby reducing the theory of relations to the theory of sets. His definition is 
(x3 Y) = l{b>> 4l>{{YlH. (44 
At about the same time Hausdorff [13] gave the definition 
(4 Y) = {Ix, 11, {Y, 211, 
where 1 and 2 are “new objects”, sure to be distinct from x and y. 
Actually, in Hausdorff’s definition it is not necessary that 1 and 2 be distinct from x and y, 
They could be ordinary integers, or 4 and {4}, for example. However, the resulting scheme does 
not naturally generalize to n-vectors for n 2 3. For example, the definition (x, y, z) = {{x, a}, 
(y, b}, {z, c}}, where a, b, and c are arbitrary prescribed quantities, fails to distinguish between 
(b, u, b) and (b, c, b). This line of thought will not be pursued further, as it does not seem to lead to 
anything essentially different from the other schemes being considered. 
In 1921 Kuratowski[l4] gave the definition most often used today 
lx, Y 1 = {{xl, Ix, Y 11. (4c) 
This seems simpler than Wiener’s, but the proof of the essential pair property (that (x, y) = (z, w) 
implies x = z and y = w) is longer using Kuratowski’s definition (for proof, see [lo]). 
Occasionally one sees a sort of cross between Wiener’s and Kuratowski’s definitions 
Definitions (4a-4d) have the property that the nesting level, or type, in the sense of Russell, is 
raised by two or three when a pair is formed. The next three definitions of ordered pair seek to 
reduce the difference in type between the pair and its components. Unfortunately, the simplicity 
of reducing the type difference is lost by some complicated definitions and various restrictions. 
For example, the definitions to be given all require that all objects are sets, so that one can form 
subsets of any object. This restriction might be met by identifying x and {x}. 
Quine, in 1941 [IS. ref. 51, was first to show how the ordered pair could be defined as a set whose 
type is only one removed from the (maximum) type of its components. His definition is 
(x,4’) = P,(x)U -1 P,(Y), (44 
where P,(X) denotes the set of subsets of .Y of size one, i.e. the unit subclasses of x, and “-1” denotes 
complementation with respect to the universe set. 
In the same year Goodman [ 151 gave a more complicated definition which also reduces the 
type difference to one, and has the advantage of being extendible to n-vectors, while retaining the 
type difference of one. His definition of ordered pair is 
1 
4, if y = 4, 
(4 y) = Pdx) U {{Y,, z), zt-V(if y,}, if #Y = 1, y,ey, (40 
P,(y), if # y 22. 
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where P,(X) denotes the set of all subsets of x of size k. V is the universe set, and # y is the 
number of members or cardinality. of y. Examples of (4f) are: 
(11921, 3)) = {If}. VI, 13,211, {3,&I, . . .) 
W>% 13,435)) = (111, PI, (3941, {3,51, {4,5)1. 
Given an order pair P, the first component is recovered by forming the union of all the singleton 
sets in P. The second component is the intersection of all the doubletons, or, if that is null, then 
the union of all the doubletons. The definition of ordered triple similarly involves subsets of size 
three. 
In 1945 Quine [ 161 rebounded with a definition of ordered pair that reduces the type difference 
to zero! We give the definition below, even though in his words “the definition will be of narrowly 
theoretical interest only, being too inelegant to aspire to adoption as a standard version of the 
ordered pair.” [ 161 
(X,!‘)_{Z’,ZEX}U{M”U{O},WEy}. (4g) 
Here z’ is obtained from each set ZEX by adding one to all the non-negative integers in z (if any). 
The set w’ is similarly defined. Hence z’ and w’ do not contain the integer zero, which is then 
used to tag members of (x, y) as belonging to the second component. Given an ordered pair P, the 
first component is recovered by collecting all the members of P that do not contain zero, and then 
subtracting one from the positive integer members of the members collected. The second 
component of P is recovered similarly. 
Quine points out in a later paper [17] that with this definition everything becomes an ordered 
pair, and since everything is also a set, everything is a binary relation. 
The last definition of ordered pair in terms of sets seems to be that given by 
Schwabhauser [18]. His concern is that none of the above definitions (except (1)) are usable in the 
monadic theory of types, in which all the members of a set of must be of the same type (nesting 
level). He rectifies this with a modification of Kuratowski’s definition 
cc Y 1 = WL Ix’, Y’H (4h) 
where x’ = {{. {x} . . .}}. Here the number of left or right braces is f(i k) - i, where i is the type 
of x, k is the type of y, and f is a function such that i and k are uniquely defined from f(i k), and 
f(i k) 2 max (i, k). Similarly, y’ = {{. .{y}. .}}, the number of braces being f(i, k) - k. This 
makes x’ and y’ the same type f(i? k), and it is easy to see that (4h) uniquely defines x and y. 
UTILITY 
We now contrast (1) with (4a4h) with respect to their utility for a programming language. 
First of all, we should emphasize that from (4a-4h) one may derive what is meant by equality 
of ordered pairs. Definition (1). however, does not give us this; we essentially had to postulate it. 
The saving of a data type, or a “new concept” for a set theory, is to some extent cancelled by the 
introduction of an axiom of equality. This is an aesthetic disadvantage of (1) for a set theory, but it 
seems inconsequential for a programming language, as the semantics of the programming 
language are precisely the same whether the meaning of ordered pair equality is derived or 
postulated. 
We hold that identifying s and {x} is counter-intuitive and likely to lead to semantic difficulties 
(e.g. is the compiler to treat the expressions S U {x} and S U {{x}} as equivalent?). For this and 
other reasons which are probably obvious already, we don’t take definitions (4e-4g) very 
seriously for a programming language. 
An important point is the matter of extending the definition of ordered pair into a definition of 
n-vector. There are several ways in which this may be done. Definitions (4b), (4c), and (4f) have a 
“natural” extension, for example Kuratowski’s device may be extended to a definition of triple 
by 
(x3 Y> 2) = {H.~u> lb3 YH, {Ix Yl, {z}}}, 
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(the attempt (x, y, z) = {{x}, {x, y}, {x, y, z}} fails to distinguish among (x, x, y), (x, Y, x), and 
0, Y, Y)[lW. 
Any of the definitions of ordered pair can be extended to n-vectors by treating the n-vector as 
a map. Using Kuratowski’s device, we have 
(x, Y> 2) = {I(1 3 x), (2, Y )? (3, z)} 
= Ml), 11) x}}, ((217 {2> Y11, ((31, (39 z#. 
Another generally applicable method is to nest pairs, e.g. 
6, Y> 2) = (4 (Yt 2)). 
Clearly (1) has a natural extension into n-vectors that is the same as the map extension. We 
will contrast this definition of n-vector with the various extensions of (4a-4h) by seeing how “well 
behaved” they are with respect to usual programming practice and a few set theoretic operations. 
That is, we assume that a set theoretic language includes the usual set operations, and that it 
defines n-vectors in terms of sets. Hence the set operations may be applied to n-vectors, and we 
wish to have this done in a way that seems useful and reasonably intuitive (even though we are 
not entirely sure what our intuition demands!). 
First of all, it is fairly common in programming, and certainly useful, to have l-vectors and 
vectors that are other than I-origined. Also useful, although not common, are O-vectors, for 
example to initialize loops in which a vector is built up by concatenation (PL/I does not allow any 
dimension of an array to have zero extent, which is sometimes a nuisance. One wants this type of 
thing, just as one wants DO-loops to sometimes be executed zero times). It seems reasonable to 
also allow sparse n-vectors, i.e. vectors which have some components absent. 
Using (1), the l-vector having component x is {( 1, x)}, and the O-vector is the null set. There is 
no problem with k-origined vectors for any integer k, and sparse vectors are handled reasonably. 
For example, using U to denote a missing component, (x, U, y) = {(I, x), (3, Y)}. This definition 
tells us that undefined components on the right end of a vector have no significance, e.g. 
(x, y, 17) = (x, y), and that (U, x, y) is the same as a certain 2-origined 2-vector. These 
equivalences seem reasonable enough, although they might be lost in an overly declaration- 
oriented language. For example, if one declared X to be a 3-vector, and insisted that a 3-vector is 
never equal to a 2-vector, then one either has to disallow the value X = (x,, x2, U), or not use the 
sense of vector equality that (1) leads to. 
In contrast, consider the Kuratowski device with its natural extension to n-vectors for n > 2. 
This has consonant definitions for a l-vector ({x}), but not for a O-vector, and not for a k-origined 
vector for k 10. Also, it has the peculiarity that vectors of different lengths (that have all 
components defined) can be equal, e.g. ({x}, {x}) = (x, x,x). 
The only definition with natural extension that stands up in the degenerate cases being 
considered is Hausdorff’s, and it requires an infinity of “new objects” that play a role very similar 
to integers. 
Extension by nesting does not seem to lead to definitions of l-vector, O-vector, or k-origined 
vectors for k SO. However, if one assumes that undefined positions on the right have no 
significance, then the l-vector having component x is defined; it becomes identical to x itself. For 
if (x, y, U) = (x, (y, U)) is to be equal to (x, y), then evidently y = (y, c’) = (y). This seems to be 
an undesirable property intuitively; more explicitly, it leads to trouble in concatenation. If e 
denotes concatenation, then presumably (x, y) e(z) = (x, y, z) = (x, (Y, 2)). But if (x, Y) = ((x, Y)), 
then (x, Y 1 g (2) = ((x, Y 1) z (2) = (lx, Y 1,~). 
Extension by maps leads to the same behavior regarding l-vectors, O-vectors, etc., as (1). 
NOW consider the members of a vector, as illustrated by set iteration (in which the iterand is 
assigned the members of the set in an arbitrary order). Using definition (I), we would have, for 
the 3-vector (x, y, z), the members (1, x), (2, y), and (3, z), in some arbitrary order. The values of 
the iterand give us not only the components, but also where they came from. In a sparse vector, 
undefined components are skipped over. 
In contrast, all of the definitions (4a--4h), with the possible exception of Hausdorff’s, assign 
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rather useless objects to the iterand, when iterating over a pair. Iteration over a pair is impossible 
using (4e) and (4f), as the sets may be infinite. Set iteration over an n-vector using nested pairs 
always iterates twice: once with the iterand equal to the first component, and once with it equal to 
the “tail” of the n-vector (an (n - I)-vector formed from components 2 through n). Under 
extension by maps, iteration works similarly to the way it works using (l), but in some cases one 
has some strange ordered pairs to work with. 
NOW consider the cardinality of a set. Presumably a set theoretic programming language 
would have a built-in operator for this function, such as the SETL # S. Applied to a vector, using 
definition (1) it gives the number of defined components, which seems reasonable nough (one 
might want to include built-in operators for a vector’s length, highest index, and lowest index). 
The cardinality operator works in the same way for the naturally extended Hausdorff definition, 
but for the other definitions it gives unusual results. The cardinality of an n-vector based on the 
naturally extended Kuratowski device can be any integer from 1 to n. We have already remarked 
that using Goodman’s device (4f) it can be infinite. If the nesting extension is used, the cardinality 
of a vector is always two, and hence is a useless operation. If map extension is used, the 
cardinality operator of course works the same using any of (4a-4h) as it does using (1). 
Lastly, consider the set theoretic union of two vectors. Using definition (l), the result is 
generally not a vector, nor even a function, as the uniqueness property of functions is lost. 
However, if the domains of the two vector operands are disjoint, or more generally if they have 
the same components wherever their domains coincide, then the union is a vector. This may 
occasionally be useful in programming, but it would probably not be used very often. The union 
of vectors works essentially the same using the naturally extended Hausdorff device, and for 
vectors based on map extension, but in the other cases it gives strange results which we won’t 
ponder here. 
In summary, it seems that from (4a4h), the only definitions of vector in terms of sets that 
have reasonable properties for programming languages are (i) the naturally extended Hausdorff 
device, and (ii) any definition of ordered pair extended by treating avector as a map. If (i) is used, 
one must have a new data type, and define what operations are legitimate on it, how it prints, etc. 
Alternatively, one can legislate that the components of a vector are some special kind of set one 
member of which cannot be explicitly obtained. If (ii) is used, with any definition of ordered pair 
other than (l), then the language has the unpleasant property that an ordered pair is not the same 
as a I-origined 2-vector. Also, to avoid some strange properties of pairs, one probably would be 
led to postulate that the pair is a new data type, with its own set of rules (which must be 
documented, learned, and programmed into every compiler, optimizer, correctness prover, and 
run-time support package for the library, and after this is done will still be a source of bugs: 
programs will be written to expect a pair but will be given a 2-vector). 
IMPLEMENTATION 
If an implementation f a set theoretic language uses definition (1) for vectors, it would still 
normally represent vectors internally in the usual way: using contiguous memory locations. This 
is because the most common operation done on vectors is apt to be indexing, and one would want 
that operation to be fast. However, the implementation must be prepared to switch from a vector 
representation (contiguous locations) to a set representation (hash tables, AVL trees, etc.) if the 
vector is used as an operand of a set operation such as union. This is straightforward. What is not 
so straightforward to implement is that it might be desirable to sometimes convert 
representations in the other direction. That is, it is possible that a set that is not a vector may have 
elements removed from it, and the result may be a vector. If it should subsequently be subjected 
to frequent indexing operations, it would be desirable to convert it to the normal vector 
representation. But if indexing operations are very rare or nonexistent (the set may have become 
a vector “by coincidence”). it is preferable to leave it represented as a set. 
As a practical matter, this situation is in all probability not a great problem. The situation of 
removing elements from a non-vector in such a way that it becomes a vector, and having the 
result frequently indexed but infrequently operated upon by other set operations (union, etc.) 
simply won’t arise very often. 
On the other hand, one might occasionally form the union or intersection of two vectors in 
such a way that the result is a vector. To deal with this, the “union routine” might first convert 
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any vector operands to a set representation (we are assuming the details of union forming require 
this), form the union, and then, if the input operands were both vectors, check the result, and if it 
is a vector then convert it to vector representation. I  this way, the steps to determine if a set is, 
in fact, a vector, will only be executed when there is a significant chance that doing so will be 
fruitful. 
We have been assuming a relatively simple implementation, and a language that is declaration 
free. Of course if the language includes declarations, then the source program may clearly state 
that the objects assigned to a certain variable are always vectors, in which case the 
implementation would probably represent them as vectors consistently. Even without 
declarations, a sophisticated implementation may be able to determine, in most cases, whether 
the object assigned to a certain instance of a variable is a vector or not. Promising results in this 
direction have already been achieved by the type-finding algorithm developed on the SETL 
project [191. 
Work has been done on the automatic selection of data structures, on the SETL project and 
elsewhere[20]. The author believes that with good data structure choice algorithms, efficient 
representations can be chosen whether or not definition (1) is used. In other words, it is suggested 
that in a sophisticated implementation, a set theoretic language may have the luxury of using 
definition (l), without suffering execution time inefficiencies. 
However, there may be significant implementation-related reasons for not using definition (1). 
Suppose, for example, that sets are represented by hash tables, and that a method for developing 
the hash code of a set is defined. Then equation (1) imposes restrictions on how the hashing 
function can be extended to apply to vectors. 
To see this, assume the hash code of a set S is given by 
where c is a constant, the mi are the members of S, and “t” denotes any commutative group 
operation (such as addition modulo a constant, or exclusive “or”). Then, trivially, h may be 
extended to pairs in a way compatible with definition (1) if and only if it satisfies 
h(x,y)= c +h(l,x)+hcz YL (6) 
for all x and y. By “compatible with definition (1)” we mean that h (x, y ) = h{( 1, x), (2, y)} for all x 
and y. 
Equation (6) does not give very clear insight as to what extensions of h are acceptable. To 
explore the restrictions on how the hash code of a pair may be defined, let x = y = 1 in (6). Then we 
have h (1, 1) = c t h (1,l) t h (2, I), or h (2, 1) = -c (where -c denotes the additive inverse of c). 
Also, since 
h(x,y)=h{(l,x),(2,y)} 
=cth(l,x)th(2,y) 
=cth{(l,1),(2,x)}+h{(l,2),(2,y)~ 
= 3c t h(1, I) t h(2, x) t h(l,2) t h(2, y), 
and this last form is symmetric in x and y, we have h(x, y) = h(y, x) for all x and y. Since it is 
generally undesirable to have equal hash codes for closely related but distinct objects, one might 
wonder what other embarrasing restrictions (6) implies. The answer is expressed in the following: 
Proposition. Let h be a function on sets such that (5) holds. Then h is compatible with 
definition (1) if and only if there exists a function f such that 
(9 
and 
(ii) 
h(x,y)=-f(2)+f(x)tf(y) 
f(1) = -c 
for all x and y. 
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Proof. First, assume h is compatible with (l), i.e. that h(x, y) = h{(l, x), (2, y)}. Then since (5) 
holds, we have h(1, 1) = h((1, 1), (2, 1)}= c + h(1, 1)+ h(2, l), from which 
h(2, 1) = -c. (7) 
Also, h(l,2) = h{(l, 1), (2,2)} = c t h(1, 1) t h(2,2). Similarly to (7), we can show that 
h(l,2) = -c also, giving 
h(1, 1) t h(2,2) = -2c. (8) 
For arbitrary x, y we have 
h(x, Y) = hKLx),(Z Y)l 
= c t h(1, x) t h(2, y) 
=2cth(l,l)th(2,x)+h(2,y) 
= -h(2,2) t h(2, X) t h(2, y), using (8). (9) 
By taking f(x) = h(2, x). equations (9) and (7) show the existence of a function f satisfying (i) 
and (ii) of the proposition. 
For the converse. assume (i) and (ii), as well as (5), hold. Then for any x, y 
h(x,Y)=-mtf(x)+f(Y) 
= c-mtf(utf(x)+f(Y) (from (ii)) 
=cth(Lx)t.f(y) (from(i)) 
=cth(Lx)-f(2)+.f(2)tf(Y) 
= c t h(1, x) t h(2, y) (from (i)) 
= hKl,x),(Zy)l (from (5)) qed 
The proposition tells us that we may choose f to be any function satisfying f(1) = -c, and then 
by (i), f provides an immediately usable definition of h for pairs that is compatible with (1). It is 
then easy to apply h to n-vectors as we have defined them, for example: 
hky,z)= h{(1,x),(LY),(3,z)l 
= c + h(1, x)+ h(2, y) t h(3, z) 
= c -f(2)+f(l)+f(x) 
- f(2) + f(2) + f(Y) 
-_m)tf(3)+f(z), 
or for regular vectors in general, It r0 
h(x,, . . . x”)=c-nf(2)+f(l)+*~~+f(n)+f(x,)+~~~+f(x”). 
This shows that the hash code of a regular vector is independent of the order of its components. 
A similar result may easily be derived that includes irregular vectors. 
For implementation, it is natural to let f = h (defining h(1) = -c), so that there need be only 
one hashing routine. If for simplicity we also define h (2) = 0, then for a regular vector we have: 
Has this exercise provided any insight into what the hash code of a vector “ought” to be? Not 
very much, unfortunately, at least now with this cursory investigation. The main restriction seems 
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to be that the hash code is independent of the order of the components. But on reflection this may 
not be very serious. The main use of sets of vectors is for functions, and the second most 
important use is probably for binary relations. In the case of functions, frequently the domain and 
range are disjoint, so that the pairs (x, y) and (y, x) would not both be present. In the case of 
binary relations, which are heavily used in graph theoretic algorithms, both the pairs (x, y) and 
(y, x) may very well be present, causing hashing “clashes”. But in such algorithms the inverse of 
the binary relation is frequently used (ASL provides a built-in operator for this), and so should be 
made easy to compute. If h(x, y) = h(y, x), then the inverse may be calculated without 
re-hashing. 
SUMMARY 
We have presented asmall set of data types that might be considered as a core set for a wide 
variety of programming languages. There is a growing realization that sets, in the traditional 
mathematical sense, are a useful type of data structure for a very high level programming 
language, and we have shown how sets may be used as a basis for defining the simple structures 
so ubiquitous in programming, such as arrays and strings. These definitions require an n-vector, 
or at least an ordered pair, to be available, and we have shown how even these may be defined in 
terms of sets in a way that is believed to be novel, practical, and consonant with intuition. 
A message between the lines of this paper is that to raise the level of programming languages 
we should define data structures in terms of traditional mathematical structures uch as sets and 
maps. For example, we have suggested that an array is simply a map of a certain type. This view 
is certainly not new, and is mathematically trivial, but it is not very common in programming. 
The application of this mode of thought to programming was pioneered by J. T. Schwartz with the 
SETL language, and it is likely to lead to other languages that are truly high level and machine 
independent. 
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