Introduction

19
Because of its extreme importance, roadway safety is one of the most heavily studied topics 20 in transport engineering, with the ultimate motivation of a majority of studies to reduce 21 fatalities and injuries. There are a variety of research directions that may help to achieve this 22 goal, including both reactive and proactive approaches, behavioral and engineering 23 improvements, and vehicle design changes. A relatively recent pursuit has focused on 24 potential relationships between roadway operational characteristics and temporally and 25 spatially proximal crash risk. It is generally accepted that crash causes are complex and often 26 the result of a confluence of numerous factors, including behavioral factors (e.g., a driver's 27 mental state, fatigue, distraction, impairment, etc.), vehicle state of repair, traffic conditions 28 (e.g., level of congestion, prevailing speeds), geometry (e.g., horizontal and vertical curves, 29 sight distances, channelisation, etc.) and environmental factors (e.g., ice, snow, rain, etc.).
30
Due to the relative ease of gaining information about real time roadway and operational 31 factors relative to behavioural and vehicle factors -courtesy of electronic detection and 32 control systems -there is interest in exploring whether relationships exist, and if so, how 33 reliable and useful they might be for predicting crash risk. such models. In other words, traffic conditions alone may be found to constitute an 1 elevated crash risk, but without an additional behavioural factor to help differentiate 2 the relative risk, the predicted crash risk shall remain low, giving rise to a high 3 proportion of false positive predictions. iii) Establishing crash risk relationships on a short time scale has great intuitive appeal. 9 Traffic conditions immediately upstream and preceding a crash should have bearing 10 on crash risk, whereas exposure over the last year (for example) has a less obvious 11 direct linkage to crashes. 12 iv) Traffic measurements are determined by device locations and capabilities, and may 13 not be consistently placed and therefore be subject to statistical noise. 14 15 Despite the relatively recent interest in real time crash risk modelling on freeways, most 16 freeway crash models have aimed to predict crash frequency for a particular road segment 17 and/or to identify crash black spots (Moore et evaluate the impact of regulations and/or interventions on a freeway's safety performance 21 (e.g., a new speed limit's impact on the annual crash rate). However, this type of model is 22 reactive, focusing on its historic safety performance to determine if remedial actions are 23 warranted. These models typically rely on aggregate data, whereby safety performance is 24 characterized over the most recent one or two years. Thus, the models are insensitive to real-25 time operational features of freeways. A crash prediction model with the ability to predict the 26 probability of crash occurrence based on temporally and spatially proximal measurements 27 (e.g. 50 meters upstream within the most recent minute) could substantially complement 28 existing aggregate level models, and potential serve real-time safety management objectives.
29
With such temporally and spatially proximal models, crash avoidance systems could be 30 developed and implemented based on these models (Hourdos et al., 2008) .
32
Safety modelling in the current literature is predominantly focused on aggregate level crash 33 forecasting, with one to three year accident histories. In contrast, proactive, real time crash 34 prediction models began appearing in the 1990s (Preston, 1996) . Given the appeal to predict 35 crash risk in real time with the aim to more proactively manage safety, the latter models have 36 received rapidly increased attention recently, and notable progress has been made in 37 identifying significant factors contributing to crash occurrence. In this literature, researchers 38 have developed relationships between real-time traffic conditions (e.g., speed, density, 39 volume, and their combinations) immediately preceding a crash, weather (e.g., rain, snow), 40 and geometric features (e.g., curves, on-/off-ramps) and probability of crash occurrence. An 41 assumption underlying these studies is that certain combinations of traffic conditions are 42 relatively more 'crash prone' than others. Thus the research has focused on detecting and 43 occurrence is promising, inconsistent performance and high prediction errors (e.g., false positive 23 rates of 38.8% and 15% were reported in Abdel-Aty et al., (2004) and Hourdos et al., (2006) , 24 respectively) mean that this method is currently unsuitable for implementation at the real world 25 operational level.
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Many previous studies did not rigorously assess and/or report their models' predictive 27 performance, such as false positive and negative prediction rates. Moreover, inconsistent and previous studies, summarize their common findings, highlight their differences, identify the issues 33 raised, and determine where future research is needed. To addresses this need, this paper provides 34 a systematic literature review and meta-analysis of the current literature on this topic.
35
The remainder of this paper is organized as follows. Section 2 provides details of the systematic 36 literature review, which provides the basis for the meta-analysis that follows in Section 3; Section 37 4 discusses issues arising at different stages of modelling the association between traffic 38 characteristics and crash occurrence, and describes where future research should be directed; and, 39 finally, Section 5 concludes the paper by summarizing its main findings. keywords used in the study were "crash prediction", "crash precursor", "traffic flow", "traffic 7 condition", and "real-time". Several studies did not report the statistical features of their results in 8 sufficient detail. To address this issue, authors were contacted via email to obtain additional 9 information. Papers for which sufficient details could not be obtained were excluded from the 10 analysis. 
Coding for the systematic review
13
To facilitate the systematic review, a coding system was developed to extract information from the 14 relevant studies. This system is summarized in 
27
(Most studies report their results as logarithms of odds-ratios). 
Study selection for meta-analysis
33
In the initial literature review, 99 studies were identified as potentially relevant. After further 34 screening, this number was reduced to 25. Among these 25 studies, 13 were selected for meta-35 analysis because they focused on real-time crash occurrence, and also provided sufficient 36 statistical information about their models (as shown in Table 2 ). In total, these studies contain 46 37 estimated effects. were extracted from local police reports or databases. Loop detector data were used in most studies 3 to measure traffic conditions for a specific freeway segment, while trajectories extracted from 4 video surveillance facilities were used in two studies (see Table 2 ). ii) Some studies are based on aggregated loop detector data (e.g., AADT), which are inherently not suitable for testing the association between real-time traffic conditions and crash occurrence. Thus, these studies were excluded from the meta-analysis (Liu, 1997; Pei et al., 2012) . 3 4 In a research synthesis, assessing the quality of studies prior to conducting a meta-analysis is a assisting researchers in deciding whether or not to include a study in a research synthesis.
Evaluating quality of the selected studies
8
Furthermore, they suggest that examining the quality of studies prior to performing a systematic 9 review increases the reliability of the review. Therefore, consistent with Cooper, a scoring system 10 was developed (see Table 4 ) incorporating the following criteria:
11 i) Did the study control for potential confounders (e.g., geometric characteristics, weather and 12 environmental conditions)?
13
ii) What types of data were used in the study?
14
iii) Was the model validated against other sites or another time period?
15
Information on these three criteria is reported in the selected studies; thus, there is no risk of 16 wrongly scoring studies due to missing information (Elvik, 2013) . Noteworthy is that control for 17 external confounders is the most important criterion, and represents 42.8% of the maximum score
18
(see Table 4 ). To minimise the risk of being dominated by any single criterion, the minimum 1 possible score from each criterion is the same (i.e., 1 unit), and the maximum possible score from 2 each criterion is similar (as indicted in Table 4 ). To further ensure the objectivity of how a quality 3 score is assigned to each study, each study has been assessed against these criteria by the authors 4 independently, and the score assigned to each study has been cross checked.
5
The quality scores for the selected studies are summarized in Table 5 . The relationship between 6 the final quality score and the publication year was examined to detect how the quality of studies 7 has changed over time. Figure 1 reveals this relationship, where the publication year is located on 8 the horizontal axis and relative quality score is on the vertical axis. For each study, the relative 9 score was computed as the quality score of a study divided by the maximum possible score (i.e.,
. The correlation was statistically tested, and no significant relationship was detected (p-11 value=0.604). Split models for predicting multivehicle crashes during high-speed and low-speed operating conditions on freeways
12
ATMS implementation system for identifying traffic conditions leading to potential crashes 3 1 2 6
Calibrating a real-time traffic crash-prediction model using archived weather and ITS traffic
Real-time detection of crash-prone conditions at freeway high-crash locations 2 2 2 6
Accident prevention based on automatic detection of accident-prone traffic conditions: Phase I 3 1 1 5
Relating freeway traffic accidents to inductive loop detector data using logistic regression 1 1 1 3
Impact of traffic oscillations on freeway crash occurrence 3 1 2 6
Identifying crash-type propensity using realtime traffic data on freeways ii) assess the consistency of the variable estimates reported in the literature. In order to conduct a meta-analysis, effect sizes and statistical weights are computed for each 13 variable estimate. 14 15 Effect size indicates the strength of a relationship between two variables, and the summary effect Table 2 applied matched case-control (binary data), and all of 18 these studies reported either odds-ratios or log-odds ratios. An odds ratio (OR) is known as the 19 ratio of the odds of an event (e.g., a crash) occurring in one group (e.g., the case group) to the odds 20 of it occurring in another group (i.e., the control group).
21
Statistical weights were assigned to each variable as inversely proportional to the squared standard 22 error of the estimate such that more precise estimates receive larger weights, as shown in Equation
23
(1) (Borenstein et al., 2011):
where w stands for statistical weight and SE for standard error.
26
For studies that reported confidence intervals rather than standard errors, statistical weights are 27 instead computed using Equation (2) (Borenstein et al., 2011):
where upper (lower) 95% stands for the upper (lower) 95% confidence level. 
Fixed-effect or random-effect model?
31
The next step in conducting a meta-analysis is to decide whether to develop a fixed-effect (FE) or 32 a random-effect (RE) model. The FE model assumes that estimates (effect sizes) across studies 33 † As one referee pointed out, while inconsistencies might exist, they could be caused by a variety of reasons. And for each individual study, the conclusion about specific effect of variable could be convincing in context of its study object. Thus there is perhaps no need to have consistent effects in all cases. The inconsistency also does not necessarily impair the strength or quality of these studies.
share the same unobserved true value, and that all observed differences among effect sizes arise 1 from sampling error. Alternatively, the RE model assumes that there are multiple unobserved true 2 values that reflect unobserved differences across sites.
3
As shown in Equation (3), a statistical test (Q-test) is used to test heterogeneity, and helps to 4 identify which model is more appropriate for each variable tested (Borenstein et al., 2011) .
where ! is the estimate reported by study i (e.g., a log odds ratio from study i), ! is the statistical 7 weight assigned to study i, and g is the number of studies that are combined to compute the heterogeneity between estimates of other variables. Thus the RE model was selected for them.
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For variables where an RE model is appropriate (see Table 6 ), variances (i.e., random effect 16 variances) were calculated using Equation (4):
where ! is the within-study variance and ! represents the between-studies variance, which is 19 computed using Equations (5) and (6).
22
Statistical weights were then updated accordingly, and the summary effect size of each variable 23 was computed as a weighted average. This is shown in Equation (7) 24 = exp (
25 where is the summary effect size, ! and ! are the estimates and statistical weights of each 26 estimate respectively in Study i. The lower and upper limits that define 95% confidence interval 27 boundaries of the summary effects were computed using Equations (8) and (9):
29
= exp[ based on the information we gathered. and reveal symmetry of data points with respect to the vertical axis.
Publication bias and trim-and-fill approach
12
Furthermore, to assess the magnitude of publication bias for each variable, trim-and-fill was variables included in this meta-analysis, the results of which are summarized in 3 The difference in speed between one specific downstream and upstream loop detector position 4 The absolute difference in density between the data for each time and the daily average should be interpreted with caution because of its small number of estimates (i.e., 2). More 6 specifically, the tables shows that: i) the summary effect size (i.e., summary odds ratio) of 7 speed variation is 1.225, which indicates that the odds ratio of a crash occurrence increases 8 by 22.5% when speed variation increases by one additional unit; ii) the summary odds ratio 9 of speed difference is 1.032, which indicates that the odds ratio of a crash occurrence 10 increases by 3.2% when speed difference increases by one additional unit; and iii) the 11 summary odds ratio of average volume is 1.001, which indicates that the odds ratio of a crash 12 increases by 0.1% when average volume increases by one additional unit.
Main analysis and results
1
13
In contrast, average speed has a summary odds ratio of 0.952, which implies that increasing average. Thus, large density variations likely correspond to off peak hours.
23
As previously discussed, funnel plots and trim-and-fill techniques were used for each variable 24 to detect and correct for potential publication bias. As a result, publication bias was detected Figure 2 -was added to achieve symmetry. However, 30 as shown in Table 7 , even after correcting for publication bias, the summary estimate of this 31 variable remained insignificant at a 5% level.
32
Similarly, publication bias was detected in average density, and two extra data points were 33 added (the two triangular points in Figure 3 ). After correcting for publication bias, the 34 summary odds ratio of average density was found to be significant. More specifically, if Noteworthy is that Table 7 shows that after accounting for publication bias, CVS is the only 1 variable that is not statistically significant (at a 5% significance level). In addition, several 2 studied have differentiated variables according to locations. Meta-analysis results for 3 variables differentiated by locations are presented and discussed later. traffic characteristic variable and a study's quality. To confirm this result, the correlation 12 matrix was produced and summarized. As seen in Table 8 , the same conclusion was reached.
13
Of note, this test was not applied to speed difference and density variation due to the small 14 numbers of estimates (fewer than 5). identified.
20
Studies included in the meta-analysis had different strategies for selecting the time interval 21 for measuring traffic flow variables; however, most of these were arbitrarily selected (this magnitude of estimates and a study's quality score were individually examined. For instance, 1 both the quality score and estimated effect decreased as larger time intervals were selected for 2 measuring average speed (see Figure 5 ). Relationships for other variables are summarized in 3 Table 9 , which shows that the time interval has a significant impact on the quality of a study 4 where speed, speed variation, or CVS was used, and on estimates of speed variation, CVS, 5 density, and volume (note that this test was not performed for speed difference and density 6 variation due to the limited sample sizes). Note that speed variation, speed difference, and density variation are not listed in this table 20 because of no location variation for these variables across the cited studies. issues remain that render models from being widely applicable to real-world scenarios.
6
Therefore, there is value in reviewing the current state of knowledge and to identify where 7 fruitful future research might be directed.
8
For the convenience of the following discussion, the studies included in the systematic review 
General discussion
13
Identifying the causes of motor vehicle crashes is a complex phenomenon that involves the 14 known conceptual interactions of behavioural, vehicle, and roadway factors (see Figure 6 ). A
15
fundamental issue relating to the selected studies is that they have been aimed at measuring 
34
This finding suggests that models intended to predict all crashes using only traffic factors will 35 not have sufficient information to discriminate the pre-cursors for approximately 97% of 36 cases.
37
Partly for these reasons, the performance of the existing crash prediction models are 38 inaccurate, imprecise, and reveal inconsistent results as reported in the literature. 
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A third issue arising from this systematic review is that although publications on this topic 19 are rapidly increasing, a number of these papers are based on the same dataset. Studies by 20 researchers using more diverse datasets could lead to a more robust collective inquiry. 
Study design 22 23
Most of the selected studies applied the case-control design to investigate the significance of design is an efficient method of studying the relative risks of rare events, and is widely used 28 in epidemiology (Manski, 1995; Schlesselman and Stolley, 1982 control design.
6
While case-control design was predominant in the study of the link between traffic 7 characteristics and crash occurrences, defining 'cases' and 'controls' is not straightforward: a 8 'case' should represent traffic conditions prior to a crash, and a 'control' should represent 9 non-crash traffic conditions. Some researchers define the controls as the equivalent location, 
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While it is evident that the way in which controls are selected has a significant impact on More importantly, although case-control design is predominant in the literature, the validity 27 of its use in the study of this topic needs to be scrutinized. In traditional case-control studies,
28
the control sample is often unknown, or it is too expensive to recruit all legitimate controls.
29
Thus, this type of study often uses a fixed case-to-control ratio such as 1:5, while a control- 4 5 In recent decades, the availability of high-resolution vehicular data collected by loop 6 detectors and video surveillance facilities has motivated researchers to specifically examine 7 the connection between pre-crash traffic characteristics and crash occurrence. The primary 8 features of these two data types are summarized below.
10
Loop detector data were predominantly used in the selected studies (85%) as they were to detect a unique precursor period for each crash.
40
Another issue in using loop detector data is limited and discontinuous data coverage, both caused by the crash, leading to the potential for "cause and effect" ambiguity.
36
Some researchers attempted to correct the time information in police reports prior to model Specifically, the paper reports that:
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i) The summary effect size of speed variation is 1.226, which indicates that if speed 22 variation increases by one additional unit, the odds ratio of a crash occurrence 23 increases by 22.6%.
24
ii) The summary odds ratio of speed difference is 1.032, which indicates that if speed 25 difference increases by one additional unit, the odds ratio of a crash occurrence 26 increases by 3.2%.
27
iii) The summary odds ratio of average volume (when locations are not distinguished) 
