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Zimmerman, Diane Louise. Ph.D., Purdue University, May 1992. Performance
Analysis of a Class of Nonlinear Spectral Filters. Major Professor: Okan Ersoy.
Analyses and experimental results for the symmetric nonlinear matched
filter (SNMF) and the non-symmetric nonlinear matched filter (nonSNMF) are
presented. The properties studied are signal-to-noise ratio (SNR), resolution, and
intermodulation. Additionally, for the hard-limiter nonlinearity, optimum
threshold selection and probability of error for the SNMF are investigated.
The SNMF is composed of a spectral transformation followed by a pointwise nonlinear transformation. This transformation is applied to both the
reference signal and the received signal, which is then multiplied in the transform
domain. The non-SNMF system involves the nonlinear transformation of only the
filter transfer function prior to multiplication with the received signal spectrum.
Two major spectral transformations studied are the discrete Fourier transform

(DFT)and the real discrete Fourier transform (RDFT). The experimental
nonlinear transformation studied is the hard-limiter, while the theoretical analyses
assume a general nonlinear transformation with the hard-limiter being a special
case.

Theoretical and experimental results indicate that the SNMFs have the
potential to achieve a high power of resolution and large SNR. In the case of the
two-dimensional (2-D) DFT, intermodulation effects should be monitored, while
the 2-D RDFT appears to effectively cancel out the intermodulation effects. The
selection of the optimum threshold for the hard-limiter SNMF improves the SNR
and corresponds to a low probability of error.

1. INTRODUCTION
1.1 Problem Statement

This thesis examines the performance of the symmetric nonlinear matched
filter (SNMF) system and the nonsymmetric nonlinear matched filter (non-SNMF)
system. The performance issues addressed are the signal-to-noise ratio (SNR),
resolution, and intermodulation effects, for any nonlinearity. Additionally, for the
hard-limiter nonlinearity, optimum threshold selection and probability of error for
the SNMF system are investigated.
SNR is a performance measure that describes, numerically, how a system
performs when the input signal is degraded by noise. Resolution is defined as the
ability of a system to discern that there are two or more closeby or overlapping
signals, when present. Intermodulation effects are collectively those output
correlation peaks produced by the system that are not the main output signal
correlation peak or peaks, when there are more than one signal present.
Correlation is an integrable operation that depends upon two functions.
For the given functions, f(t) and h(t), correlation is defined as

where * denotes the correlation operation. If f(t) and h(t) are identical then the

integral correlation is referred to as autocorrelation. Otherwise, it is referred to as
cross-correlation. Correlation is a shift-invariant operation and indicates the
position of a signal by the position of its peak.

1.2 Overview
Matched filtering was first proposed by North in 1943' as a method of
determining, to a specific degree of certainty, the presence and absence of the
smallest discernable signal in background noise. The matched filter, introduced by
North, is referred to as the linear or classical matched filter (CMF). For detecting
a known signal in additive, at least wide-sense stationary (WSS) noise that is
uncorrelated with the signal, the CMF is the optimum linear time-invariant (LTI)
filter. In 1964, Vander Lugt invented the holographic matched filter for optical
correlations2. Since then, matched atering has been a major area of research
interest in both the optics and the signal processing communities.
Another area of research interest involves the application of nonlinear
transformations to time-domain signals. This area has been widely studied by
~ a v e n p o r t ' ~and
* ~ ~Root".
,
Middleton3, price4,Shutterlys, enda at^, Bla~hman'~*~,
Middleton analyzes the average and mean-square voltages and currents, the
mean power spectrum, the power associated with a signal, and the power and
correlation function of a disturbance, or of part of it, when noise or signal and
noise is changed by passage through a nonlinear device. Middleton's analyses are
based upon the Fourier series method of ice'^. Price, like Middleton, also

applies Rice's method in his analysis of the passage of noise through a nonlinear
device. This analysis produces a mathematical model for representing the output
correlation of a memoryless, nonlinear device having Gaussian inputs. Shutterly
examines the output of signals and noise after passage through a memoryless
nonlinear device in terms of a real-plane analysis. Unlike the analysis of Price, the
expressions Shutterly derives are not restricted to Gaussian inputs.
Blachman's analysis defines and examines the output correlation
components of a noise-cormpted signal after passage through a nonlinearity.
These components are the direct current (dc), the signal x signal, the signal x
noise, and the noise x noise. Blachman extends his analysis to examining the SNR
of a system in which a bandpass filter is applied to the output of a nonlinearity. A
similar analysis was conducted by Davenport. In addition, Davenport, in
conjunction with Root, and Bendat present the results of their and others'
research of time-domain signals after passage through nonlinear devices.

An alternative and novel approach that combines matched filtering with
nonlinear transforms (devices) is the application of a nonlinear transformation
after the spectral transformation of a time-domain signal. One class of systems
that utilize this process is comprised of the SNMF system and the non-SNMF
system. Figure 1.1 depicts the SNMF system and the non-SNMF system
structures.
The SNMF system involves the nonlinear transformation of both the
received signal spectrum and the filter transfer function prior to multiplication in

Figure 1.1 (a) The Symmetric Nonlinear Matched Filter System Model
(b) The Non-Symmetric Nonlinear Matched Filter System Model

the frequency domain. The non-SNMF system involves the nonlinear
transformation of only the filter transfer function prior to multiplication with the
received signal spectrum. Two major spectral transformations studied in this
thesis are the Fourier transform and the real Fourier transform. The
experimental nonlinear transformation studied is the hard-limiter, while the
theoretical analysis assumes a general nonlinear transformation, with the hardlimiter being a special case.
The complex Fourier transform is a time-to-frequency transformation that
is composed of both real and imaginary trigonometric operations, resulting in real

and imaginary terms. The real Fourier transform is also a time-to-frequency
transformation, but it involves only real trigonometric operations. The real
Fourier transform produces real and imaginary terms o a when the time signal is
complex
For both spectral transformations, the hard-limiter was chosen, not only for
its ease of implementation, but also for its correspondence to a very high degree
of discrimination.13 A discriminant function, such as the hard-limiter, is a
mathematical function that is derived from a decision rule and is used to divide
the measurement or signal space into decision regions. Figure 1.2 depicts three
levels of nonlinear discriminant functions relative to the hard-limiter. The linear
case, given by (B), corresponds to the CMF. When the nonlinearity is steeper
than the linear case, as in (A), the discrimination power of the system increases.
However, when the nonlinearity has a slope that is less than the linear case, as in

Figure 1.2 Three Levels of Nonlinearity Relative to the Hard-Limiter:
(A) Steeper than Linear
(B) Linear
(C) Less Steeper than Linear.

(C), the discrimination power of the system decreases resulting in more signals
being misclassified. Thus, the hard-limiter was chosen as the nonlinearity for the
performance analyses.

1.3 Organization

This thesis is comprised of seven chapters. In this introductory chapter, the
objective of the research has been stated and a general overview has been
presented. Chapter 2 and Chapter 3 address the SNR performance of the SNMF
and the non-SNMF for one-dimensional and two-dimensional signals, respectively.
The definitions of SNR and both theoretical and experimental results are
included. Expanding the results of Chapter 2, Chapter 4 describes the relationship
between the hard-limiter SNMF and statistical decision theory. An optimum
threshold is determined and its effects on the output SNR and probability of error
are examined. Chapter 5 presents the results of the simulations conducted to
examine the resolution property and intermodulation effects. Additionally,
descriptions of the filters simulated are provided. Theoretical analyses, supporting
the results of Chapter 5, are presented in Chapter 6. Finally, Chapter 7 concludes
the thesis by summarizing and suggesting directions for additional research.

2. SIGNALTO-NOISE RATIO ANALYSIS:
ONE-DIMENSIONAL SIGNALS

2.1 Introduction

In order to determine the performance of a system, it is necessary to be
able to calculate how that system affects signals that are transmitted through it.
One such measure of performance is the output signal-to-noise ratio (SNR). The
output SNR descriies how the system performs with an input signal degraded by
noise.
The classical matched filter (CMF), introduced by North in 1943', is based
on the maximum SNR achievable. The CMF is the optimum linear time-invariant
(LTI) filter for detecting a known signal in additive, at least wide-sense stationary
(WSS) noise that is uncorrelated with the signal. In both theory and practice, the
SNR of the CMF system has been widely studied for various signals and noise.

In previous papersw, the symmetric nonlinear matched filter (SNMF) and
the non-symmetric nonlinear matched filter (non-SNMF) were discussed as the
generalizations of the CMF. The SNMF system and the non-SNMF system have
the structures depicted in Figure 1.1. The SNMF involves passing both the input
signal spectrum and the filter transfer function through a pointwise, memoryless
nonlinearity before multiplication in the spectral domain. The nonSNMF applies

a pointwise, memoryless nonlinearity to only the mter transfer function prior
to multiplication with the input signal spectrum. The signal, x(t), is composed of
the sum of the input signal, s(t), and the noise, n(t). The reference signal is r(t).

T denotes an one-dimensional (l-D) time-to-frequency transformation. g[*] is a
pointwise, memoryless nonlinearity. The resulting SNMF system was shown to be
analogous to a multistage neural network.2

In a recent paper3, the SNR for the symmetric binary mter (SBF), which
corresponds to the SNMF with the nonlinearity being the bipolar hard-limiter, was
estimated experimentally. The experimental results indicated that the SBF has a
larger SNR than the CMF, even in the presence of very large noise.
In this chapter, a theoretical analysis of the SNR of the SNMF and the
-,

SNR of the non-SNMF is presented. The definitions of SNR for the SNMF and
its development for both one-dimensional continuous-time and discrete-time
signals are given in Section 2.2. The analysis of the SNMF SNR when the
nonlinearity is the hard-limiter is addressed in Section 2.3. Section 2.4 defines and
develops the non-SNMF system SNR. The non-SNMF SNR analysis for the hardlimiter nonlinearity is presented in Section 2.5. Section 2.6 extends the general
theoretical analyses of Section 2.3 and Section 2.5 to specific input and reference
signals. Also included is a comparison between the CMF SNR, the SNMF SNR
and the non-SNMF SNR for the specified signals. Section 2.7 is conclusions.

2.2 SNMF SNR Definition and Develo~ment

2.2.1 Definition - Continuous-Time and Frequency
Consider the SNMF system depicted in Figure 1.1. For the input signal,
~ ( t and
) the reference signal, r(t), the output spectral response, Y(f), is

YO

.

sl Udt)I I sl T[r(t)ll
= sPWl s l m l

=

=

.

SgO RgO .

The contribution of the input signal, s(t), to the output signal power is

When the signal, x(t), is composed of the sum of the input signal, s(t), and
the noise signal, n(t), the output spectral response, Y(f), is

Observe that, for

and

The noise contriiution is formed from %(f) - S,(f).

The mean square value of

the noise contriiution after processing is, therefore, defined as

where E[.] denotes expectation.
The output SNR for the SNMF system for the continuous-time signals is
defined as

The maximum output SNR for the CMF when the noise is Gaussian is

where ~ [ n , , ~is] the mean square value of the spectral density of the noise at the
output. Q. (2.8) reduces to Eq. (2.9) when the nonlinearity is a linear operator
and r(t) = s(t).

2.2.2 Defkition - Discrete-Time and Frequency
The analogous SNMF output SNR for discrete-time signals is defined as

where the vectors, $ = [Rg(a,... , %(&)I:
=(

Sg = [Sg(f,-,),

... ,Sg(fm)]tand

) . f m t . The transpose of the vector is denoted by t.

The elements of $, S,, and

are given by

and

xgCfi) = g[T[x(OII

9

(2.13)

where r(i), s(i), and x(i) are the discrete time reference, input, and received
signals, respectively. T is a 1-D discrete time-to-frequency transformation. g is a
memoryless, pointwise nonlinearity.
The maximum output SNR for the CMF when the noise is Gaussian and
the signals are discrete is

where E[q,b,,]

is the mean square value of the spectral density of the noise at the

output.

2.2.3 General Assumptions - Continuous-Time and Frequency
For the purpose of analysis, it is assumed that
(1.) Both the reference signal, r(t), and the input signal, s(t),
are known.
(2.) The input signal, s(t), is a uniform, continuous function
satisfying Is(t) 1

Ia, Vt,

where a is some known positive

finite value.
(3.) The distribution of the transformed noise, N(f), is Gaussian
with zero mean and known variance 02. This assumption is
usually valid for most noise, n(t), and is dependent upon the

time-to-frequency transformation and the application of the
central limit theorem.
(4.) The nonlinearity, g[.], and its derivative are sectionally

continuous.
Based upon the above assumptions, for a given time-to-frequency
transformation, we h o w that
(1.) Both the transformed reference signal, R(f), and the
transformed input signal, S(f), are known.

(2.) The transformed input signal, S(f), is a continuous function
satisfying ( S(f) 1

M, Vf, where M is some known, finite

positive constant.

2.2.4 General Assumptions - Discrete-Time and Frequency
For the purpose of discrete analysis, it is assumed that, as in the continuous

(1.) Both the reference signal, r(i), and the input signal, s(i),
are known.
(2.) The distribution of the transformed noise, N(Q, is Gaussian
with zero mean and known variance $.
(3.) The nonlinearity, g[*], and its derivative are sectionally

continuous.
Additionally, it is assumed that the input signal, s(i), is a discrete function
satisfying (s(i)1 s a, Vi, where a is some known positive finite value.
Based upon the above assumptions, for a given time-to-frequency
transformation, we know that
(1.) Both the transformed reference signal, R(f,), and the
transformed input signal, S(fi), are known.
(2.) The transformed input signal, S(fi), is a discrete function
satisfying IS(4) ( s M,
positive constant.

q,where M is some known, finite

2.2.5 General Development - Continuous-Time and Frequency
Having established the above general assumptions, Eq. (2.8) can be
expanded as

(2.15)
where

Since both the input signal and the reference signal are known, a can be
determined. However, the properties of the transformed signal, X(f), after passing
through the nonlinearity needs further examination. The following theorems and
corollary describe one property of the transformed received signal, $(f),

required

to make the output SNR of the SNMF as large as possible.
Theorem 2.1: One condition under which the maximum output SNR for
the SNMF occurs is when the transformed input signal, S,(f), is equal to the
expected value of the transformed received signal, Xg(f).
Proof: By definition, the output SNR for the SNMF is

To maximize the output SNR, the denominator of Eq. (2.17),

=

a(jaRgm.[xgm
-sgm14O21
-a

must be minimized with respect to %(Q. Thus,

Expanding Eq. (2.19), we obtain the following:

=

2E[j-~R8~[x8~-sg~~&ojaR8m~
-a

'

Thus, setting Eq. (2.20) to zero yields

S8m= E[x8mi.
To verify that e is a minimum when Eq. (2.22) occurs, the second
derivative test is applied, resulting in

Since

e is a minimum. Q.E.D.

Theorem 2.2: If Sg(f) = E[Xg(f)] and the transformed received signal,
%(f), is uncorrelated with variance, 02(f),
the output SNR of the SNMF becomes

ProoE Let S,O = Eh(f)]. Then the output SNR of the SNMF reduces
to the following:

where

.:Mv)

=

E[xgmxg(v)l- E[xgmlE[xg(v)l

If the transformed received signal, %(f), is uncorrelated, then we can write

(2.27)

where the last result follows from Schwarz' inequality6.
Q.E.D.
If the transformed received signal, X&fj, is also stationary, such that

then Eq. (2.25) reduces to

Corollary 2.2.1: If the nonlinearity, g p ] , is such that its transfer function,
in terms of the Fourier or Laplace transform, exists then the transformed received
signal, %(f), is uncorrelated if and only if the transformed noise is independent.
Proof: When the nonlinear function, g[*],is absolutely integrable it can be
expressed in terms of its Fourier transform, q z ) , as

follow^:^

This mathematical expression relates the nonlinear system output in terms of the

input X. q z ) is called the transfer function of g p ] . The contour C limits are

from -ato a along the real axis with downward indentation about a pole or
branchpoint at the origin. When the nonlinear function is not absolutely
integrable, its Fourier transform does not exist. Hence, Eq. (2.32) cannot be used.
However, for these cases the Laplace transform can be applied to obtain similar
results.' We will only consider the nonlinear functions whose transfer function
exists. Then q z ) denotes the transfer function either with respect to the Fourier
transform or the Laplace transform. Below we will cany out the analysis in terms
of the Fourier transform. The analysis is valid with the Laplace transform as well,
with a slight change of notation.
Thus, the transformed received signal, $(f),

where

can be expressed as

where

g[SV) + NV)]

and

=

1
I S(r)d [ ~ + ~ l z &
25s c

which is the characteristic function of the transformed noise, N(Q.
Similarly, E&(f) X,,(v)] is given by

PrXgmXg(v )I = (Lr/J ~ s ( ~ @ma
) ~ +qv)p]
~ ) @ (a, p)da dp
2rc
N1N1
where

which is the joint characteristic function of the transformed noise, N(Q.
Assume that the transformed noise is independent so that
N

1

N =

@Ja)@JP)

Then,

= ~ x g m I a x g ( v ~, I

'Q'f-

For f = v,

Thus,the transformed received signal is uncorrelated.

.

(2.37)

Assume that the transformed received signal is uncorrelated, i.e.

axgc19xg(v)l=axg(.fllax,(v)l , vf#v,

(2.42)

and by Eq. (2.28) for f = v. Then substituting the respective definitions into
Eq. (2.42), we obtain

Comparing Eq. (2.43) to Eq. (2.37) results in the following conclusion:

P)

@N1N.a,

=

@Ja)@JP)

(2.44)

Thus, the transformed noise is independent. Q.E.D.
The transformed noise is expected to be independent if the noise, n(t), is a
Markov process, i.e. a process in which its past probability does not alter its
present probability".

2.2.6 General Development - Discrete-Time and Frequency
Expanding the output SNMF SNR definition for the discrete case, given by
Eq. (2.10), results in

or equivalently,

Since both the input signal vector and the reference signal vector are known, the
numerator of Eq. (2.45) and Eq. (2.46) can be determined. However, the
properties of the transformed received signal vector, X, after passing through the
nonlinearity needs further investigation. The following theorems and corollaries
describe the conditions under which the output SNMF SNR is maximum.
Theorems 2.3 and 2.4 (i) and Corollary 2.4.1 are analogous to the continuous
signal Theorems 2.1 and 2.2 and Corollary 2.2.1, respectively.
Theorem 2.3: One condition under which the maximum output SNR for the
SNMF occurs is when the transformed input signal vector, Sg is equal to the
expected value of the transformed received signal vector,

s.

Proof: The proof is like that of the continuous-time case. Eq.(2.18)
becomes

Again, minimizing e with respect to N is equivalent to minimizing e with respect

to

s.Hence,

9Xg1 = Sr

.

(2.49)

To venfy that e is a minimum when Eq. (2.49) occurs, the second derivative test is
applied, resulting in

where

is a symmetric matrix and positive semi-definite, i.e. Eq. (2.50) is the

Hessian of e . Therefore, e is minimized when Eq. (2.49) occurs. Q.E.D.
Theorem 2.4: For discrete input, the output SNR of the SNMF becomes
infinitely large if
(i) the transformed received signal vector,

is stationary and

uncorrelated, S, = E[XJ and in the limit, the transformed
received signal variance, 02,approaches zero,

(ii) the difference vector, (5- Sbt, lies in the left nullspace of the

transformed reference vector, $.

Proof: (i) Let S, = E N . Then the output SNMF SNR reduces to

Expanding the denominator of Eq. (2.51) results in
Rl'[ E [xzX i ] - E [X,] E [X,'

1 IR,

.

(2.52)

Assume the transformed received signal vector, %, is stationary and uncorrelated,
I.e.,

where ox2is the transformed received signal variance matrix, which is a diagonal
matrix of size M with diagonal elements, ox2(i), i = 1, ..., M. Then, when ox2(i)
approaches zero in the limit for all i, Eq. (2.52) reduces to zero. Thus,

Q.E.D.
(ii) By definition, the left nullspace of a vector Q contains all the vectors,
b, such that Qtb = O? If we assume that the difference vector,

(X,- S$',

lies in

the left nullspace of the transformed referenced vector, Q then by definition,

Hence,

Q.E.D.
Corollary 2.4.1: If the nonlinearity, g m , is such that its transfer function in
terms of the Fourier or Laplace transform exists, then the transformed received
signal vector, % is uncorrelated if and only if the transformed noise is
independent.
Proof: As stated in Corollary 2.2.1, when the nonlinear function, g[*],is
absolutely integrable it can be expressed in terms of its transfer function, q z ) , as
f0ll0ws:~

Again, we will only consider those nonlinear functions whose transfer function
exists. Then, 9(z) denotes the transfer function either with respect to the Fourier
transform or the Laplace transform. The following analysis, as in Corollary 2.2.1,
will be conducted in terms of the Fourier transform. The analysis is also valid for

the Laplace transform, but with a slight change of notation.
The expectation of the elements of the transformed received signal, %
where

can be expressed as

where

g[S(f;)+ NG)] =

1
-/
~ ( z ) ~ [ ~ ~ ) + ~ ) l (2.60)
~&
2x c

and

which is the characteristic function of the transformed noise, N(fi), for i = 0,
Similarly, E[Xl(fJ

%($)I

..., m.

is given by

~ x g ~ ) X g ~ ) l = ( &c~c/ / q a ) ~ B ) # w a + s NlN2
" @(a.B)dadB
where

which is the joint ~haracteristi~
function of the transformed noise, N(fJ.
Assume that the transformed noise is independent so that

(2-62)

Then,

= EIXgV,)Iaxgq)I

For

.

V i J mdf,#fi

4 = 4,

Thus, the transformed received signal, %(fJ, is uncorrelated.
Assume that the transformed received signal, X&fJ, is uncorrelated, i.e.
EIXgG)Xgq)l = e[XgK)laXgq)l V i j

.

and for fi = $, E&(fi)Xg($)] is given by Eq. (2.27) for all ij.
Then, substituting the respective definitions into Eq. (2.67), we obtain

. . the equality of Eq. (2.68) results in the following conclusion:
Exarrrrmng
mh'lN$a,p)

=

o,&a)@,&P)

Thus, the transformed noise is independent. Q.E.D.

(2.67)

2.3 SNR Analvsis of the Hard-limiter SNMF
We will now analyze the theoretical SNR performance of the SNMF when
the nonlinearity is the hard-limiter for the Gaussian noise distriiution. The hardlimiter is by definition

where 8 is a threshold.

2.3.1 General Noise Analysis - Continuous-Time and Frequency
Let us define the function p(f) by

and the function p,(f,v) by

Let

Then,

and

where P{*) denotes probability; N is the random noise process N(f), and FN(n)is
the probability distribution function of the transformed noise.
Hence,

=

~[Wcnl

=

1'P{ wv,= 1 ) +(-l).P{ wv, = - I )

(2.76)

If the density, fN(n), is an even function about the mean, as it is for the Gaussian
noise case,

pm

=

2FJSCf)-8)-1

.

The second moment, p,(f,v), is determined in the following manner:

where

Thus, the SNR for the hard-limiter SNMF is

where

and

and

(2.78)

We will now examine the general hard-limiter case when the transformed
noise, N(f), is Gaussian.

2.3.2 Gaussian Noise - Continuous-Time and Frequency
When N(f) is Gaussian with zero mean, variance 9 and autocorrelation
Mv),

where erf(*) is the error function given by

and

In order to determine p,(f,v), both P(X(f)X(v) > 8) and P{X(f)X(v)

I 8)

must

be analyzed.
The random processes, N(f) and N(v), are jointly normal, each with zero
mean and variance 3,and with correlation coefficient

and

where

Thus,

Observe that for the white noise case, when

P2(frv) = 6Cf-v)

,

--<S<-

,V f,v

.

(2.94)

In summary, when the transformed noise, N(f), is Gaussian with zero mean,

variance

o: and correlation &(v),

the output SNR for the hard-limiter SNMF is

where

and

Furthermore, for the white noise case, the output SNR for the hard-limiter SNMF
is
a2

w-e
/-;~:w~-2.I-~~
w e f l -2 1'~ + .
-OD

IP

From Eq. (2.98) the following theorem is obtained.
Theorem 2.5: For the white noise case, as the noise variance increases, the
output SNMF SNR for the hard-limiter approaches a lower bound given by

Proof: Let the noise variance approach infjnity in the limit. Then,

is equivalent to

since only the error function is a function of the noise variance. Evaluating this
limit results in

Thus, as the noise variance grows large, the output SNR of the SNMF with the
hard-limiter, as given by Eq. (2.98), reduces to Eq. (2.99).
Q.E.D.

2.3.3 General Noise Analysis - Discrete-Time and Frequency
Let us define the vector M, by

and the matrix M, by

M, = E[[sgn(X)l[sgNX)ltl
Let the vector elements be defined as

.

Then,

and

where P{*) denotes probability and F,(n) the probability distribution function of
the transformed noise, N(6).
Hence,

If the density, f,(n), is an even function about the mean, as it is for the Gaussian
noise case, Eq. (2.77) is valid and
MIi

=

2FJSCf,) - 8) - 1

.

(2.109)

The second moment element, M2ij, is determined in the following manner:

where

OiOj =

1
-1

.,

ifx(.oxq)>e
ifxy;)xCf,)se

Thus, the SNR for the hard-limiter SNMF is

where

and

and

2.4 Non-SNMF SNR Definition and Development

2.4.1 Definition - Continuous-Time and Frequency
Consider the non-SNMF system depicted in Figure 1.1. For the input
signal, s(t) and the reference signal, r(t), the output spectral response, Y(f), is
YV, = Tls(t)l
= SV,
=

SV,

glTlr(t)ll
sCRCnl
RgO

.

The output signal power for the input signal, s(t), is

When the signal, x(t), is composed of the sum of the input signal, s(t), and
the noise signal, n(t), the output spectral response, Y(f), is

yy) = T[x(t)l
= XV,

=

xV>

g[T[r(t)ll

s[RCnl
R,W

(2.118)

.

Observe that, after the spectral transformation, T, x(t) given by Eq. (2.4) becomes

Eq.(2.5). The noise contribution is formed from X ( f ) - S(f). The mean square

value of the noise contriiution after processing is, thus, defined as

a~:l=
=

n([-~,v)*rxv)
-sv)1m21
-m

(2.119)

a ( --[ m ~ g w ~, m 2 ~

where E[*]denotes expectation.
The output SNR for the non-SNMF system for the continuous-time signals
is defined as

2.4.2 Definition - Discrete-Time and Frequency
The analogous non-SNMF output SNR for discrete-time signals is

where the vectors, R, = pg(&),... , Rg(L)lt,S = IS,(&), ... ,Sg(L)lt, and

N = IN(&),..., N(L)lt. The transpose of the vector is denoted by t.

The elements of $, S, and N, are given by

R,G)

=

gr~tr(oii

Sy;) = TCs(r?l

Y

and

N(.o

=

W(OI

9

(2.124)

where r(i), s(i), and N(i) are the discrete time reference, input, and noise signals,
respectively. T is the time-to-frequency transformation. g is a memoryless,
pointwise nonlinearity.

2.4.3 General Assumptions
The assumptions stated previously for the SNMF apply to the non-SNMF
for both the continuous and discrete signals.

2.4.4 General Development - Continuous-Time and Frequency
Expanding the non-SNMF output SNR definition given by Eq. (2.120)
results in

Since both the input signal and the reference signal are known, the numerator can
be determined. However, the effect of the properties of the transformed noise
signal, N(f), needs further examination. The following theorem and corollary
desmie the effect of one possible characteristic of the transformed noise signal,
N(f), and a consequence of that characteristic.
Theorem 2.6: If the transformed noise is uncorrelated with variance d(f),
the non-SNMF output SNR is bounded as

Proof: Assume the transformed noise is uncorrelated. Then, by definition,
we can represent

E [ N mN(v)]

=

02V,6(f-v)

.

Eq. (2.125) reduces to

Applying S c h w a ' inequality6 to Eq. (2.128) results in Eq. (2.126). Q.E.D.
Corollary 2.6.1: If the transformed noise is stationary and uncorrelated, the
output SNR of the non-SNMF cannot be greater than the maximum output SNR
of the CMF.

Proof: Assume that the transformed noise is stationary, uncorrelated with
a mean of zero. Then, c?(f') = c? in Eq. (2.127). Applying Schwarz' inequality",

Eq. (2.128) reduces to

Q.E.D.

2.5 SNR Analvsis of the Hard-limiter Non-SNMF
We will now analyze the theoretical SNR performance of the nonSNMF
when the nonlinearity is the hard-limiter for the Gaussian noise distniution. The
hard-limiter is given by Eq. (2.70).

2.5.1 General Noise Analysis - Continuous-Time and Frequency
The SNR for the non-SNMF system with the hard-limiter having the
threshold 8 is given by Eq. (2.125), where

and

r,Cf,v) = ~LNCf)N(v)I

(2.13 1)

We will now examine the general hard-limiter case when the transformed noise,
N(f), is Gaussian.

2.5.2 Gaussian Noise - Continuous-Time and Frequency
When N(f) is Gaussian with zero mean, variance 2 and autocorrelation
BN(v), the output SNR for the hard-limiter non-SNMF is

Furthermore, for the white noise case, the output SNR for the hard-limiter nonSNMF system is

-

2.5.3 General Noise Analysis Discrete-Time and Frequency

Let us define the vector M, by

M,

=

E[NNt]

.

Then, the SNR for the hard-limiter nonSNMF is

where

and

2.6 SNR Analvsis of the Hard-limiter SNMF and Non-SNMF for S~ecificSimals

To gain insight into the SNR performance of the hard-limiter SNMF
system and the hard-limiter non-SNMF system, we will examine the behavior for
specific input and reference signals for the Gaussian noise case. The results will
be compared to the SNR of the CMF using the same signals. The time-to-

frequency transformation, T, will be assumed to be the Fourier transform. The
Fourier transform for some signal, p(t), is defined as

2.6.1 Continuous Signal Case 1
Let the hard-limiter threshold be set to zero. Let the reference signal, r(t),
be equal to the input signal, s(t). Let the input signal, s(t), be

Then, the transformed input signal, S(f), is

The processed input signal, Sg(f), is
1
0

, -asfsa
, othe*

(2.141)
'

Let the transformed noise, N(f), be Gaussian with zero mean, variance t?,
and autocorrelation
BJV)

= 02a(v)

,

vv

.

Then, the output SNR of the hard-limiter SNMF is given by Eq. (2.98).

(2.142)

For the given signal,

and

and

Thus,the output SNMF SNR is

which is independent of a. The corresponding output SNR for the CMF is

For the non-SNMF system,

and

Thus, the non-SNMF output SNR is

Figures 2.1 and 2.2 compare the SNR of Eq. (2.146), Eq. (2.147) and

Eq. (2.150) in dB for various noise powerskariances. Figure 2.1 shows the results
when a = 1. Notice that as the noise variance increases, the hard-limiter SNMF
remains constant at -3 dB, while the CMF and non-SNMF performance degrades.
This is in agreement with Theorem 2.5. Thus, as the noise variance increases,

Eq. (2.146) reduces to ?h,or equivalently, -3 dB. Additionally, the hard-limiter
SNMF exhliits a higher SNR than the CMF and the non-SNMF for all noise
power. The non-SNMF and the CMF have the same SNR for all noise power
because the transformed input signal is a rectangular pulse and the hard-limiter
threshold is zero. Figure 2.2 reveals that, as a becomes large, the CMF performs
better than the hard-limiter SNMF for some ranges of the noise power. In
addition to being better at large noise power,the hard-limiter SNMF has larger
SNR at low noise power.
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Figure 2.1 Comparison of the SNR performances of the CMF, the
Hard-limiter SNMF and the Hard-limiter NonSNMF in the Gaussian
noise case with s(t) = r(t), s(t) = [sin(at)]/t and 8 = 0.
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Figure 2.2 Comparison of the SNR performances of the CMF and the
Hard-limiter SNMF in the Gaussian noise case with
s(t) = r(t) and ~ ( t =
) [sin(at)]/t for various values of a and 0 = 0.

2.6.2 Continuous Signal Case 2
Let the hard-limiter threshold be set to zero. Let the reference signal, r(t),
be equal to the input signal, s(t). Let the input signal, s(t), be

Then, the transformed input signal, S(f), is

The processed input signal, S,(f), is

Let the transformed noise, N(f), be Gaussian with zero mean, variance a2,
and autocorrelation
WJv)

= a26(v)

,

Vv

.

(2.154)

Then, the output SNR of the hard-limiter SNMF is given by Eq. (2.98).
For the given signal,

where W is the maximum positive frequency of the waveform sinc(f)sinc(f).

and

g

Using Simpson's rule of integration to evaluate

in ten steps with step size of 0.2 results in the approximation,

with error bound, e,, given by
(-1.85788 x lo-") r e, r (1.85788x lo-")

.

(2.160)

Thus, the output SNMF SNR is

($17pS)
w
-

w

+

*

(2.161)

where I, is given by Eq. (2.159). The corresponding output SNR for the CMF is

For the non-SNMF system,

and

Thus, the non-SNMF output SNR is

Figure 2.3 compares the SNR of Eq. (2.161), Eq. (2.162) and Eq. (2.165) in

dB for various noise powersbariances. Observe that as the noise variance
increases, the hard-limiter SNMF remains constant at -1.8 dB for W = l and at a
constant -0.97 dB for W=2, while the CMF and the non-SNMF performance
degrades. The threshold effect of the hard-limiter SNMF is in agreement with
Theorem 2.5. As the noise variance becomes very large, I,becomes zero and

Eq. (2.161) reduces to

For W = 1, Eq. (2.166) equals -1.7 dB, and for W = 2, -0.97 dB. The CMF, on
the other hand, outperforms the hard-limiter SNMF when the noise variance is
less than one. Additionally, the non4NM.F has a lower SNR than the CMF for
all noise variances.

2.6.3 Continuous Signal Case 3
Let the hard-limiter threshold be zero. Let the reference signal, r(t), be
equal to the input signal, s(t). Let the input signal, s(t), be
s(t) = e -A?

9

(2.167)

where A is a finite positive constant. Then, the transformed input signal, S(f), is

The processed input signal, S,(f), is

since the exponential is always positive.

-
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Figure 2.3 Comparison of the SNR performances of the CMF, the
Hard-limiter SNMF and the Hard-limiter Non-SNMF in the Gaussian
noise case with s(t) = r(t), s(t) = rect(t) and 0 = 0 for various
values of W.

Let the transformed noise, N(f), be Gaussian with zero mean, variance 2,
and autocorrelation
BtJv)

=

u28(v)

,

Vv

.

Then, the output SNR of the hard-limiter SNMF is given by Eq. (2.98).
For the given signal,

where W is the maximum frequency bandwidth. And,

and

g

Using Simpson's rule of integration to evaluate

in ten steps with step size of 0.2 results in the approximation,

where

(2.170)

with error bound, e# for W = .5 and W = 1, given by

respectively. Thus, the output SNMF SNR is

The corresponding output SNR for the CMF is

For the non-SNMF system,

and

Thus, the non-SNMF output SNR is

Figure 2.4 compares the SNR of Eq. (2.180), Eq. (2.181) and Eq. (2.184) in
dB when A = l for various noise powerskariances and various values of W. Notice
that as the noise variance increases, the hard-limiter SNMF remains constant at
-3 dB, while the CMF and non-SNMF performance degrades. The threshold
effect is in agreement with Theorem 2.5. As the noise variance increases, Eq.
(2.180) approaches 95, or equivalently -3 dB. Additionally, the hard-limiter SNMF
exhlibits a higher SNR than the CMF for all noise power when W = 0.5. For W
= 1, the hard-limiter SNMF outperforms the

CMF when the variance is greater

than one. The non-SNMF has a lower SNR than the CMF.
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Hard-limiter SNMF and the Hard-limiter Non-SNMF in the Gaussian
noise case with s(t) = r(t), s(t) = exp(-t2) and 0 = 0 for
various values of W.

2.6.4 Discrete Signal Case 1
Consider the SNMF system. Let the reference signal vector, R, be equal to
the input signal vector, S. Let the nonlinearity be the hard-limiter with threshold
set to zero. Assume that the processed input signal vector, S,, is

s,

=

[I

1 0

Let the processed received input vectors be

Observe that

-11'

.

The difference vectors are

xro-s,=
xr1-s,
x,-s,

[O

=[O

=

[O

0

0

0

1

01'

-1

01'

0

01'

,
,

.

Computing
Rrt(I
-Sr)
ri
3

(2.193)

for i = 0, 1, and 2, results in zero in each case. Thus, the difference vectors are in
the left nullspace of

and, therefore, the output SNMF SNR is in6nitely large.

For this case, is the processed received signal uncorrelated, i.e.

No, observe that

2.6.5 Discrete Signal Case 2
Let us now consider the SNMF case where the processed received input
vectors are

and

Let the reference signal vector, R, and the input signal vector, S, be equal. Let
the nonlinearity, again, be the hard-limiter with threshold set to zero. Assume
that the processed input signal vector, S, is given by

Observe that

=

The difference vectors are

and

s.

.

Again the difference vectors are in the left nullspace of %, but

This case satisfies both conditions of Theorem 2.4. The output SNR of the
SNMF is infinitely large.

2.6.6 Experimental Case
For the experimental case, an input signal, s(t), given by Eq. (2.139) was
generated with a sample size of 1000 and a = 1. Figure 2.5 depicts the input
signal generated. The reference signal, r(t), is equal to the input signal, s(t). The
nonlinearity is the hard-limiter with threshold set to zero. The transform, T, is the
Discrete Fourier Transform (DFT)with sample size of 1024. The input signal was
zero padded for a sample size of 1024. The transformed noise generated is
Gaussian with zero mean and variances given in Figure 2.6. The output SNMF
SNR versus the output CMF and Non-SNMF SNRs for this experimental case is
shown in Figure 2.6. Observe that the characteristics of the curves are similar to
the theoretical results depicted in Figure 2.1. The lower bound effect observed in
the theoretical case is stronger than that observed in the experimental case. This

Figure 2.5 Sampled signal s(t) = sin(t)/t.
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Figure 2.6 Comparison of the SNR performances of the CMF, the
Hard-limiter SNMF and the Hard-limiter NonSNMF in the Gaussian
noise case with s(t) = r(t), the sampled s(t) = [sin(t)]/t and 0 = 0.

may be due to the sample size and the discontinuous nature of the input signal.
Additionally, the CMF and the Non-SNMF have approximately the same SNR
value. This can be athiiuted to the time-to-frequency transformation of the sinc
wave in conjunction with the zero threshold hard-limiter.

2.7 Conclusions
Theoretical and experimental results presented indicate that for onedimensional signals, the SNMF achieves better performance than the CMF and
the non-SNMF for large noise power when the transformed noise distribution is
Gaussian. Additionally, the results indicate that the SNMF system, in general, has
the potential to achieve large SNR even in the presence of large noise. At low
noise powers, the SNR performance of the SNMF is comparable to, but usually
better than, the SNR performance of the CMF. The exact comparison is signal
dependent.
The maximum SNR of the SNMF occurs when the transformed signal,
S,(f), is equal to the expected value of the transformed received signal, $Q.
When this is true, and %(f) is uncorrelated or uncorrelated and stationary, the
SNR expressions for the SNMF reduce to expressions that are similar to the
corresponding expressions for the CMF with all the quantities defined in the
transformed domain. In addition, $(f) is uncorrelated if and only if the
transformed noise is independent. In the case of the nonlinearity being the hard-

limiter and the transformed noise being white, the SNR of the SNMF approaches
a lower bound as the noise variance increases.
The analysis of the hard-limiter non-SNMF indicates that its SNR is ahvays
less than or equal to the SNR of the CMF. Hence, the conclusions stated
previously are also valid when comparing the SNMF and the nonSNMF.
With these properties the SNMF is expected to be useful in various
applications where matched filtering has been traditionally used.

3. SIGNAL-TO-NOISE RATIO ANALYSIS:
TWO-DIMENSIONAL SIGNALS

3.1 Introduction
In 2-D signal processing, like in I-D signal processing, we are concerned
with concepts such as filtering and spatial transformations and with performance
measures such as the SNR. The general results presented in the 1-D SNR
analysis of the SNMF, nonSNMF, and CMF systems can be, in many cases,
extended to analyze the 2-D SNR of the SNMF, non-SNMF, and CMF systems.
Like its 1-D counterpart, the 2-D SNMF involves passing both the input
signal spectrum and the filter transfer function through a pointwise, memoryless
nonlinearity before multiplication in the spectral domain. The 2-D nonSNMF
applies a pointwise, memoryless nonlinearity to only the filter transfer function
prior to multiplication with the input signal spectrum. The SNMF system and the
non-SNMF system have the structures depicted in Figure 1.1. The signal, x(*,*),
is composed of the sum of the input signal, s(.,.), and the noise, n(*,-). The
reference signal is r(-,*). The space variables will be denoted for the continuous
signals as (f r) and (f,v), and for the discrete signals as (ij) and ($,$). Hence, we
will refer to the signal domain as the spatial domain and the spectral domain as

the spatial frequency domain. T denotes a 2-D space-to-frequency transformation.
g[*]is a pointwise, memoryless nonlinearity.

In this chapter, a theoretical analysis of the SNR of the SNMF and of the
non-SNMF is presented. The definition of SNR for the SNMF and its
development for both 2-D continuous-space and discrete-space signals are given in
Section 3.2. The analysis of the SNMF SNR when the nonlinearity is the hardlimiter is addressed in Section 3.3. Section 3.4 defines and develops the nonSNMF system SNR. The nonSNMF SNR analysis for the hard-limiter
nonlinearity is presented in Section 3.5. Section 3.6 extends the general
theoretical analysis of Section 3.3 and Section 3.5 to specific input and reference
signals. Also included is a comparison between the CMF SNR, the SNMF SNR
and the non-SNMF SNR for the specified signals. Section 3.7 is conclusions.

3.2 SNMF SNR Definition and Development

3.2.1 Definition - Continuous-Space and Frequency
Consider the SNMF system depicted in Figure 1.1. For the input signal,
~($7)and the reference signal, r(t,7), the output spectral response, Y(f,v), is

The contribution of the input signal, s(t,r), to the output signal power is

When the signal, x(t, r), is composed of the sum of the input signal, s(t,r),
and the noise signal, n(t,r), the output spectral response, Y(f,v), is

Observe that, for

and
s[Xy;v)l

=

g[SUv)

+

NUv)l

(3.6)

The noise contriiution is formed from s ( f , v ) - S,(f,v). The mean square value of
the noise contribution after processing is, therefore, defined as

where E[*]
denotes expectation. For the 2-D continuous signal case, the output
SNMF SNR is

The corresponding maximum CMF output SNR for the Gaussian noise
case is

where E[Q~]is the mean square value of the spectral density of the noise at the
output.

3.2.2 Definition - Discrete-Space and Frequency

For the 2-D discrete signal case, the output SNMF SNR is

where the vectors $, S, and X, are generated by some ordering of the frequency
components, such as lexicographic ordering, to yield, )R,
, - ,=&
f(gp

s,

...

= [Sg(&f,-,), .sg(&.&)l: and 4 =
Sg and

%, are given by

... , Rg(&,fJ]:

[XP(&fo), -.,X,(&,&)It. The elements of

and

xgV,4)= g [ T [ x ( i ~ l l ]s

(3.13)

where r(ij), s(ij), and x(i,j) are the 2-D discrete space reference, input, and noise
plus input signals, respectively. T is a 2-D discrete space-to-frequency
transformation. g[.] is a memoryless, pointwise nonlinearity.
The corresponding maximum CMF output SNR for the Gaussian noise
case is given by

with S = rr[s(O,O)], ..., T[s(i,j)], ..., T[s(m,m)]lt.

3.2.3 General Assumptions - Continuous-Space and Frequency
For the purpose of analysis, it is assumed that
(1.) Both the reference signal, r(t,r), and the input signal, s(t,r),
are known.
(2.) The input signal, s(t,r), is a uniform, continuous function
satisfying 1 s(t,r) 1
finite value.

Ia,

W,r, where a is some known positive

(3.) The distribution of the transformed noise, N(f,v), is Gaussian
with zero mean and known variance 2.
(4.) The nonlinearity, g[.], and its derivative are sectionally
continuous.
Based upon the above assumptions, for a given space-to-frequency
transformation, we know that
(1.) Both the transformed reference signal, R(f,v), and the
transformed input signal, S(f,v), are known.
(2.) The transformed input signal, S(f,v), is a continuous function

satisfying I S(f,v) 1

IM,

H,v, where M is some known, finite

positive constant.

3.2.4 General Assumptions - Discrete-Space and Frequency
For the purpose of discrete analysis, it is assumed that, as in the continuous
we,
(1.) Both the reference signal, r(ij), and the input signal, s(ij),
are known.
(2.) The distribution of the transformed noise, N(4,$), is Gaussian
with zero mean and known variance 2.
(3.) The nonlinearity, g[.], and its derivative are sectionally
continuous.

Additionally, it is assumed that the input signal, s(i,j), satisfies (s(i,j) 1 s a,

tfil,

where a is some known positive finite value.
Based upon the above assumptions, for a given space-to-frequency
transformation, we know that
(1.) Both the transformed reference signal, R(f,,5), and the
transformed input signal, S(f,,$), are known.
(2.) The transformed input signal, S(fi,i), is a discrete function
satisfymg IS(&,$)

1

S

M, W,,fi, where M is some known, finite

positive constant.

3.2.5 General Development - Continuous-Space and Frequency
Eq. (3.8) can be expanded as

where

and

Since both the reference and the input signals are known, B can be determined.
However, the properties of the transformed signal, X(f,v), after passing through
the nonlinearity needs additional examination. In the 1-D case, several theorems
and corollaries were developed to descnie the attributes of the transformed
received signal, %(f), such that the output SNR of the SNMF is large. For the
2-D SNIW, similar theorems and corollaries are developed.
Theorem 3.1: One condition under which the maximum output SNR for
the SNMF occurs is when the transformed input signal, S,(f,v), is equal to the
expected value of the transformed received signal, %(cv).
Proof: To maximize the output SNR, the denominator of Eq. (3.8),

must be minimized with respect to S(cv). Thus,

Expanding Eq. (3.20), we obtain the following:

Thus, setting Eq. (3.21) to zero yields

Hence,
sgcf,v) = E[xgUv)l

(3.23)

To ven@ that e is a minimum when Eq. (3.23) occurs, the second
derivative test is applied, resulting in

Since

e is a minimum. Q.E.D.

Theorem 3.2: If S,(f,v) = E[%(f,v)] and the transformed received signal,
%(f,v), is uncorrelated with variance, ux2(f,v), the output SNR of the SNMF
becomes

Proof: Let S,(f,v) = E[X,(f,v)]. Then the output SNR of the SNMF
reduces to the following:

where
2

u x u v ; Z'Y) = E[xguv)x,(c¶y)l

- E[X,Uv)l

E[x,(c,y)l

(3.281

If the transformed received signal, $(f,v), is uncorrelated, then we can write

Then,

where the last result follows from Schwarz' inequality1. Q.E.D.
If the transformed received signal, %(f,v), is also stationary, such that

Corollary 3.2.1: If the nonlinearity, g w , is such that its transfer function in
terms of the Fourier or Laplace transform exists, then the transformed received
signal, $(f,v),

is uncorrelated if and only if the transformed noise is independent.

Proof: When the nonlinear function, g[-1, is absolutely integrable it can be
expressed in terms of its Fourier transform, q z ) , as

follow^:^

This mathematical expression relates the nonlinear system output in terms of the
input X q z ) is called the transfer function of X. The contour C limits are from
00

to

00

along the real axis with downward indentation about a pole or branch

point at the origin. When the nonlinear function is not absolutely integrable, its
Fourier transform does not exist. Hence, Eq. (3.33) cannot be used. However,
for these cases the Laplace transform can be applied to obtain similar results?
We will only consider the nonlinear functions whose transfer function exists. Then
q z ) denotes the transfer function either with respect to the Fourier transform or
the Laplace transform. The following analysis assumes that q z ) is the Fourier
transform. The analysis is also valid for the Laplace transform, but with a slight
change of notation.

-

Thus, the transformed received signal, $(&v), where

X,(f,v)

=

glSUv) +NUv)l

,

can be expressed as

where

and

which is the characteristic function of the transformed noise, N(&v).
Similarly, EI$(f,v)

X g ( C 9 ~ ) l

is given by

,

s ( a ) s ( ~ ) @sav)a+s(c*~)"
u?, (a, b)da de
1 1

where

which is the joint characteristic function of the transformed noise, N(f,v).

(3.38)

Assume that the transformed noise is independent so that

@NIN$a,B)

=

@Ja)@JB)

.

Then,

=Hxguv)lHxg(c,~)l
, Vf*v
For f =

dVC*y.

V,

Thus, the transformed received signal is uncorrelated.
Assume that the transformed received signal is uncorrelated, i.e.

and by Eq. (3.42) for f = v and

C = y.

Then substituting the respective

definitions into Eq. (3.43), we obtain

Examining the equality of Eq. (3.44) results in the following conclusion:

@N,NJa,
B)

=

@ J a )@JB)

(3.45)

Thus, the transformed noise is independent. Q.E.D.
The transformed noise is expected to be independent if the noise, n(t,7), is
a Markov process, i.e. a process in which its past probability does not alter its
present probability4.

-

3.2.6 General Development Discrete-Space and Frequency
Expanding the output SNMF SNR definition for the discrete case, given by

Eq. (3.10), results in

or equivalently,

Since both the input signal vector and the reference signal vector are known, the
numerator of Eq. (3.46) and Eq. (3.47) can be determined. However, the
properties of the transformed signal vector, X, after passing through the
nonlinearity needs further investigation. The following theorems and corollaries
descnibe the conditions under which the output SNMF SNR is maximum.
Theorems 3.3 and 3.4 (i) and Corollary 3.4.1 are analogous to the continuous

signal Theorems 3.1 and 3.2 and Corollary 3.2.1, respectively, and to the l-D
discrete signal case Theorems 2.3 and 2.4 and Corollary 2.4.1.
Theorem 3.3: One condition under which the maximum output SNR for the

SNMF occurs is when the transformed input signal vector, Sk is equal to the
expected value of the transformed received signal vector, 5.
Proof: The proof is like that of the continuous-space case. Eq. (3.19)
becomes

Again, minimizing e with respect to N is equivalent to mhimizhg e with respect
Hence,
to 3.

ax,]

=

st

(3.50)

To venfy that e is a minimum when Eq. (3.50) occurs, the second derivative test is
applied, resulting in

=

where

RAt

9

the Hessian of e, is a symmetric matrix and positive semi-definite.

Therefore, e is minimized when Eq. (3.51) occurs. Q.E.D.
Theorem 3.4: For discrete input, the output SNR of the SNMF becomes
infinitely large if
(i) the transformed received signal vector,
unconelated, S, =

is stationary and

EM and in the limit, the transformed

received signal variance, ox2,approaches zero,

(ii) the difference vector,

(X,- SJ,

transformed reference vector,
Proof: (i) Let S, =

lies in the left nullspace of the

s.

EM. Then the output SNMF SNR reduces to

Expanding the denominator of Eq.(3.52) results in
R,'[E[X*X;l

-E[X,IE[X,'l

IR,

(3.53)

Assume the transformed received signal vector, %, is stationary and uncorrelated,
i.e.,

Erx,x;l - E[x,lE[x,lt

=

2

a
,

,

(3.54)

where 02 is the transformed received signal variance matrix, which is a diagonal
matrix of size M with diagonal elements, ux2(i), i = 1, ...,2m. Then, when ux2(i)
approaches zero in the limit for all i, Eq. (3.53) reduces to zero. Thus,

Q.E.D.
(ii) By definition, the left nullspace of a vector Q contains all the vectors,
b, such that Qtb = 07 If we assume that the difference vector, (X, - Sat, lies in
the left nullspace of the transformed referenced vector, Q then by definition,

Hence,

Q.E.D.
Corollary 3.4.1: If the nonlinearity, gm,is such that its transfer function in
terms of the Fourier or Laplace transform exists then the transformed received
signal vector,
independent.

is uncorrelated if and only if the transformed noise is

Proof: As stated in Corollary 3.2.1, when the nonlinear function, g[*], is
absolutely integrable it can be expressed in terms of its transfer function, q z ) , as
f0ll0ws:~

Again, we will only consider those nonlinear functions whose transfer function
exists. Then q z ) denotes the transfer function either with respect to the Fourier
transform or the Laplace transform. The following analysis, as in Corollary 3.2.1,
will be conducted in terms of the Fourier transform. The analysis is also valid

with the Laplace transform, but with a slight change of notation.
The expectation of the elements of the transformed received signal, X,
where

can be expressed as

where

and

which is the characteristic function of the transformed noise, N(fi,fj), for i = 0,...,m
and j = 0, ...,m.
Similarly, E[%(G,fj) Xp(vi,vj)] is given by

where

which is the joint characteristic function of the transformed noise, N(fi,fj).
Assume that the transformed noise is independent so that

Then,

= a X g ~ f , ) l a x g ( v , , v j ) l , V i J and&#$
For 4 = fj and vi = vj,

Vi#Vj.

Thus, the transformed received signal, %(4,5), is uncorrelated.
Assume that the transformed received signal, %(4,5), is uncorrelated, i.e.

and for

4 = 5 and vi = vj, E[XB(4,%)%(vi,vj)]is given by Eq. (3.67) for all ij.

Then, substituting the respective definitions into Eq. (3.68), we obtain

Examining the equality of Eq. (3.69) results in the following conclusion:

@NldaSp)
= @Ja)@,&B)
Thus, the transformed noise is independent. Q.E.D.

3.3 SNR Anabis of the Hard-limiter SNMF
We will now analyze the theoretical SNR performance of the SNMF when
the nonlinearity is the hard-limiter for the Gaussian noise distribution. The hardlimiter is by definition

where 0 is a threshold.

3.3.1 General Noise Analysis - Continuous-Space and Frequency
Let us deiine the function p(f,v) by

and the function p,(f,v;C,y)

Let

by

and

=

F#'-SCf,v))

,

where P{*) denotes probability; N is the random noise process N(f;v), and EN@)
is the probability distriiution function of the transformed noise.
Hence,

=

If the density, f,(n),
noise case,

1-2Fd8-SCf,v))

.

is an even function about the mean, as it is for the Gaussian

The second moment, p2(f,v;(,y), is determined in the following manner:

where

Thus, the SNR for the hard-limiter SNMF is

where

and

and

We will now examine the general hard-limiter case when the transformed
noise, N(f,v), is Gaussian.

3.3.2 Gaussian Noise - Continuous-Space and Frequency

When N(f,v) is Gaussian with zero mean, variance c? and autocorrelation
& J ( 1v9

where erf(*) is the error function given by

and

In order to determine p2(f,v;C,y), both P{X(f,v)X(C,y) > 0) and
P{X(Cv)X(C,y)

I0)

must be analyzed.

,
with
The random processes, N(f,v) and N(Cyy), are jointly n ~ r m d each
zero mean and variance c?, and with correlation coefficient

and

where

Thus,

Observe that for the white noise case, when

cr2~v;C,7)= acf-C;v - Y )

,

--<S<-

,Vf,v;Cy

.

(3.95)

In summary, when the transformed noise, N(f,v), is Gaussian with zero
mean, variance 2,and correlation B,(v), the output SNR for the hard-limiter

SNMF is

(3.96)
where

is given by Eq.(3.18) and

Furthermore, for the white noise case, the output SNR for the hard-limiter SNMF

From Eq. (3.98) the following theorem is obtained.
Theorem 3.5: For the white noise case, as the noise variance increases, the
output SNMF SNR for the hard-limiter approaches a lower bound given by

Proof: Let the noise variance approach infinity in the limit. Then,

is equivalent to

since only the error function is a function of the noise variance. Evaluating this
limit results in

Thus, as the noise variance grows large, the output SNR of the SNMF with the
hard-limiter, as given by Eq. (3.98), reduces to Eq. (3.99). Q.E.D.

3.3.3 General Noise Analysis - Discrete-Space and Frequency
Let us define the vector M, by

MI

=

[E[s@(XV,f,))Iso**b[sgn(X(frfi))Is***sE[~~(XVmJm))IIt
(3.103)

=

E[sgn(X)It *

and the matrix M, by

4 = Err~@(X)1~sgNX)lt1
Let the vector elements be defined as

Then,

and

where P(*} denotes probability and F,(n) the probability distribution function of
the transformed noise, N(&,$).
Hence,

If the density, fN(n), is an even function about the mean, as it is for the Gaussian
noise case, Eq. (3.78) is valid and

The second moment element, Maid,is determined in the following manner:

where

1
1

= 1

.,

irxv,J,)xv,Jpe
IfXGf&Xq&) r 6

Thus, the SNR for the hard-limiter SNMF is

where

and

and

3.4 Non-SNMF SNR Definition and Develovment

3.4.1 Definition - Continuous-Space and Frequency
Consider the nonSNMF system depicted in Figure 1.1. For the 2-D
continuous signal case, the output non-SNMF SNR is

where

NMv) = T[n(tsr)l

9

(3.118)

and Rg(f,v) is given in Eq. (3.11). r(t,~),s(t,~),and n(t,~)are the continuous space
reference, input and noise signals, respectively. T is a 2-D space-to-frequency
transformation. g[-] is a memoryless, pointwise nonlinearity.

3.4.2 Definition - Discrete-Space and Frequency
The analogous non-SNMF output SNR for discrete-space signals is

where the vectors % S, and N are generated by some ordering of the discrete
frequency components, such as lexicographic ordering to yield,

4 = R(f.f.),, Rg(fm,f)lt, s = [S,(f,,,f,,), ,Sg(f,f)lt, and
N =(
) . N ( , ) ] . The transpose of the vector is denoted by t.
--•

-a-

The elements of $, S, and N, are given by

and
N(ff,)

=

T[N(i,llI

9

(3.122)

where r(ij), s(i,j), and n(i,j) are the discrete space reference, input, and noise
signals, respectively. T is a 2-D space-to-frequency transformation. g[-] is a
memoryless, pointwise nonlinearity.

3.4.3 General Assumptions
The assumptions stated previously for the SNMF apply to the non-SNMF
for both the continuous and discrete signals.

3.4.4 General Development - Continuous-Space and Frequency
Expanding the non-SNMF output SNR definition given by Eq. (3.119)
results in

Since both the input signal and the reference signal are known, the numerator can
be determined. However, the effect of the properties of the transformed noise
signal, N(f,v), needs further examination. The following theorem and corollary
descnie the effect of one possible characteristic of the processed noise signal,
N(f,v), and a consequence of that characteristic.
Theorem 3.6: If the transformed noise is uncorrelated with variance c?(f),
the non-SNMF output SNR is bounded as

Proof: Assume the transformed noise is uncorrelated. Then, by definition,
we can represent
E[NV,v)N(C,y)l

=

a2V,v)6V-l;v -y)

.

Eq. (3.123) reduces to

Applying Schwarz' inequality' to Eq. (3.126) results in Eq. (3.124). Q.E.D.

(3.125)

Corollary 3.6.1: If the transformed noise is stationary and uncorrelated, the
output SNR of the non-SNMF cannot be greater than the maximum output SNR
of the CMF.
Proof: Assume that the transformed noise is stationary, uncorrelated with
a mean of zero. Then, c?(f,v) =

c? in Eq. (3.125).

Applying Schwarz' inequality',

Eq. (3.126) reduces to

Q.E.D.

3.5 SNR Analvsis of the Hard-limiter Non-SNMF
We will now analyze the theoretical SNR performance of the non-SNMF
when the nonlinearity is the hard-limiter for the Gaussian noise distriiution. The
hard-limiter is given by Eq. (3.71).

3.5.1 General Noise Analysis - Continuous-Space and Frequency
The SNR for the non-SNMF system with the hard-limiter having the

threshold 8 is given by Eq.(3.123), where

and

We will now examine the general hard-limiter case when the transformed noise,
N(f,v), is Gaussian.

3.5.2 Gaussian Noise - Continuous-Space and Frequency
When N(f,v) is Gaussian with zero mean, variance ?c and autocorrelation
tRN(v), the output SNR for the hard-limiter SNMF is

Furthermore, for the white noise case, the output SNR for the hard-limiter nonSNMF system is

3.5.3 General Noise Analysis - Discrete-Space and Frequency
Let us define the vector M,, by

Ad,

=

EINN1]

.

Then, the SNR for the hard-limiter non-SNMF is

where

and

3.6 SNR Analvsis of the Hard-limiter SNMF and Non-SNMF for Specific Signals
To gain insight into the SNR performance of the hard-limiter SNMF
system and the hard-limiter non-SNMF system, we will examine the behavior for
specific input and reference signals for the Gaussian noise case. The results will
be compared to the SNR of the CMF using the same signals.

3.6.1 Experimental Case 1

This experimental case examines the SNR performance of a 2-D signal
(image). The input signal is the letter E of size 64 x 64 depicted in Figure 3.1.
The transformation is the 2-D DFT, which, for some signal, x, is

The 2-D inverse DFT is

The nonlinearity is the hard-limiter with threshold equal to zero. The transformed
noise is zero mean Gaussian with variances given in Figure 3.2. Figure 3.2
compares the output SNR of the SNMF, the non-SNMF and the CMF. The

Figure 3.1 The Letter E.
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Figure 3.2. Comparison of the SNR performances of the CMF, the
Hard-limiter SNMF and the Hard-limiter Non-SNMF in the Gaussian
noise case with s(t,r) = r(t,r), s(t,r) the letter E, and 8 = 0 with the
DFT.

SNMF exhibits a higher SNR than the CMF and the non-SNMF for large noise
power. At low noise powers, the SNMF performs nearly as well as the CMF. As
the noise power increases, the SNMF SNR approaches a lower bound. The SNR
of the non-SNMF is less than the SNR of the CMF for all noise powers. This is
in agreement with Corollary 3.6.1.

3.6.2 Experimental Case 2
This experimental case also examines the SNR performance of a 2-D signal
(image). The input signal is the letter E of size 64 x 64 depicted in Figure 3.1.
The transformation is the 2-D RD-,

which is

where

0 , osnis-Nl
2

, elsewhere
for i = 1, 2. The inverse 2-D RDFT is

(3.140)
where

for i = 1, 2. The nonlinearity is the hard-limiter with threshold equal to zero.
The transformed noise is Gaussian with zero mean and variances given in Figure
3.3. Figure 3.3 compares the output SNR of the SNMF, the non-SNMF and the
CMF. Again, the SNMF exhibits a higher SNR than the CMF and the nonSNMF
for large noise power. At low noise powers, the SNR performance of the SNMF
is comparable to the SNR performance of the CMF. The SNR performance of
the non-SNMF is less than the SNR of the CMF for all noise powers. This is in
agreement with Corollary 3.6.1.

3.7 Conclusions
Theoretical and experimental results presented for 2-D signals indicate that
the SNMF achieves better performance than the CMF and the non-SNMF for
large noise power when the transformed noise distribution is Gaussian.
Additionally, the theoretical results indicate that the SNMF system, in general, has
the potential to achieve large SNR even in the presence of large noise. At low
noise powers, the SNR performance of the SNMF is comparable to the SNR
performance of the CMF. The exact comparison is signal dependent.
The maximum SNR of the SNMF occurs when the transformed signal,
Sg(cv), is equal to the expected value of the transformed received signal, ~ ( C V ) .
When this is true, and %(f,v) is either uncorrelated or uncorrelated and

NOISE VARIANCE
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Figure 3.3 Comparison of the SNR performances of the CMF, the
Hard-limiter SNMF and the Hard-limiter Non-SNMF in the Gaussian
noise case with s(~,T)= r(t,~),s(~,T)the letter E, and 8 = 0 with the
RDFT.

stationary, the SNMF SNR reduces to expressions that are equivalent to the CMF
SNR with all the quantities defined in the transform domain. In addition, %(f,v)
is uncorrelated if and only if the transformed noise is independent. In the case of
the nonlinearity being the hard-limiter and the transformed noise being white, the
SNR of the SNMF approaches a lower bound.
The analysis of the hard-limiter non-SNMF indicates that its SNR is always
less than or equal to the SNR of the CMF. Hence, the conclusions stated
previously are also valid when comparing the SNMF and the non-SNMF.

4. DETERMINATION OF THE OPTIMUM HARD-LIMITER THRESHOLD

FOR THE SNMF SYSTEM
4.1 Preface

What is the optimum threshold for the hard-limiter SNMF system? In
order to determine the optimum threshold, we must first examine the relationship
between the hard-limiter SNMF and statistical decision theory. For signals
embedded in noise, statistical decision theory gives the mathematical foundation
for designing optimum detection processes.

In this chapter, the determination of the optimum threshold for the hardlimiter SNMF and its effect on the output SNR are presented. Section 4.2
establishes the relationship between the hard-limiter SNMF and statistical decision
theory. The probability of error for the hard-limiter SNMF is addressed in
Section 4.3. Section 4.4 extends the general theoretical analyses of Section 4.2 and
Section 4.3 to specific input and reference signals. Also included is a comparison
between the output SNRs with the optimum threshold and with an arbitrary
threshold. Finally, Section 4.5 provides a summary.

4.2 The Hard-limiter SNMF and Statistical Decision Theory

The hard-limiter SNMF system at the spectral multiplication stage, shown

in Figure 1.1 (a), can be viewed as a binary channel1. Figure 4.1 depicts the

binary channel in relationship to the hard-limiter SNMF system components. In
Figure 4.1, e , i = 0, 1, is the error of misclassification with

P ( x g w = -1 IS*v) = +11 = el

,

and
P(xgv, = -1 IS*V) = -1) = 1 - e l

,

(4.4)

where P{Xg(f) I Sg(f)l denotes the conditional probability, i.e., the probability that
the event Xg(f) occurs given that the event Sg(f) occurred, and 0 s ei k 0.5, i = 0,

1. This assumes that the conditional density functions are known.

Figure 4.1 The Hard-Limiter SNMF Binary Channel.

Based upon this viewpoint, we can discuss the relationship between the
hard-limiter SNMF system and statistical decision theory. The association
examined is the Bayes decision rule for minimum risk2. For the Bayes decision
rule, let the events {Sg(f) = +1}and {Sg(f) = -1) be denoted by a, and a , ,
respectively. Then, for some observation, %(f), an optimum threshold can be
determined. %(f) is a member of a, when Xg(f) = +l. When

5.9 = -1, %(f)

is a member of a , .

4.2.1 The Hard-limiter SNMF Bayes Decision Rule For Minimum Risk
The Bayes decision rule for minimum risk assigns a cost to a given decision
based upon the correct or true event. For the hard-limiter SNMF the costs are

coo = cost of deciding that X g V , €ao
,when X g V , €ao,

,

co, = cost of deciding t h t X g V , €0 ,when X g V , €ao,

(4-5)
(4-6)

c,,

=

costofdecidingthatXgV,~a0,whenXgV,~a1
,

(4.7)

c,,

=

cost of deciding thatXg(f)€al
,when x ~ v , E ~ ,.

(4.8)

and

A correct decision is assumed to be less costly than an incorrect decision, i.e.,
C11

<

C10

and
coo <

Let
to %(f) E

(4.10)

C0l

Z,and Z1 be the decision regions in the domain of Xg(f) corresponding
ooand %(f) E ol, respectively.

Then, Z =

Z,u 21. The expected cost

or risk, k,is

where Po = PI Sg(f) = + 11, P1 = PI Sg(f) = -11, and fxlS(V

I mi) is the

conditional density of Xg(f) given a , i = 0, 1. Applying the conditions of Eq. (4.9)
and Eq. (4.10) with the equality

Eq. (4.11) reduces to

To minimize the risk,

[.@l'(clo

-cll)fxdq lull -Po(col -coo)fxdq

IU

O ) ~

must be larger than
clop0

+

c11p1

in the region Zo, i.e., Eq. (4.14) must be negative. Thus, the minimum risk
decision rule is

or equivalently,

< p, (co, - coo)

The minimum risk decision rule for the hard-limiter SNMF is

since c,, = c,and clo = q,,.
From Eq. (4.18) the optimum hard-limiter threshold, eon for the SNMF
can be determined. Let the transformed noise, N(f), be Gaussian with zero mean
and variance 2. Let So represent the signal component for S(f) > 8, or
equivalently, the event a,. Let S, denote the signal component S(f) < 8, or

equivalently, the event o,. For some threshold, 0,
S,s8sS0

.

The decision rule of Eq. (4.18) can be expressed as

If X > 0, decide So sent
If X < 8, decide S, sent,
where

for i = 0, 1.
Since N(f) is Gaussian and X is a linear transformation of a Gaussian
random variable, X is also Gaussian but with a nonzero mean. Given that So
is present at the input, the conditional probability density function of X given oo

is

Likewise, the conditional probability density function of X given o, is

Substituting Eq. (4.21) and Eq. (4.22) into Eq. (4.18) and taking its natural
logarithm produces the optimum hard-limiter SNMF threshold, go,

which is

If Po = P,, Eq. (4.23) reduces to

When the transformed noise is Gaussian with mean vectors, Mi, and
covariance matrices, Z, i = 0, 1, the optimum hard-limiter threshold vector, 0,,

can be determined from

where Mxi = [%-Si,

Zw

=

..., mk-Silt,mk is the kLbmean of transformed noise, and

Zi, for i = 0, 1.

4.3 The Hard-limiter SNMF Probabilitv of Error

A decision rule, in general, does not always result in perfect classification
or matching. In order to evaluate the performance of a decision rule, the
probability of error must be determined. The probability of error is the
probability that an element or signal is assigned to the wrong element or signal.

4.3.1 Probability of Error For the Hard-limiter SNMF Bayes Decision Rule For
Minimum Risk
The probability of error, P,, for the hard-limiter SNMF with the optimum
threshold determined by the Bayes decision rule for minimum risk is

The error, e, can be expressed as

Similarly, the error, el, is

If the transformed noise, N(f), is Gaussian with zero mean and variance 2,

and

Then, the probability of error for the hard-limiter SNMF is

When Po = P, and 0 =

eon

where erfc(.) is the complementary error function. If So = -SlyEq. (4.32) reduces
to

Figure 4.2 depicts the relationship between the probability of error, P, for the
hard-limiter SNMF with the optimum threshold, given by Eq. (4.33), and the input
signal SNR given by EJ& where S: = E,which is the average energy of the
input signal.

SNR (dB)

Figure 4.2 Comparison between the Probability of Error of the Hard-limiter
SNMF with the optimum threshold and the input SNR.

4.4 SNR and Probability of Error Analysis For Specific Signals
Results are presented examining the general SNR performance of the
SNMF with the hard-limiter threshold selected by an algorithm and by statistical
decision theory. These results are compared to the SNMF SNR results for the
hard-limiter with threshold set to zero. In addition, a comparison between the
probability of error and the SNR of the hard-limiter SNMF with the optimum
threshold is given.

In each of the experimental cases, the spectral transformation is the 1-D
1024-point D R . The transformed noise signal, N(f), is Gaussian with zero mean
and variance as given in the figures. For the input signals, five 1024-point
Gaussian signals were generated with zero means and variances equal to 0.1, 1, 10,
23, and 100, respectively. The reference signal, r(t), is equal to the input signal,
s(t).

4.4.1 Experimental Case 1
Initially, we hypothesized that choosing the threshold such that the number
of +l's about equaled the number of -1's should give better results than choosing
the threshold arbitrarily, say, equal to zero. This was not the case as the
experiment below indicates.
In this experimental case, the nonlinearity is the hard-limiter with threshold
determined by the following algorithm:

Choose the initial threshold value, 8 , equal to the mean of the transformed
reference signal, R(0.
Adjust

ei such that

If the sum s is greater than 0 then

else if the sum s is less than 0,

Continue the adjustment until Eq. (4.34) is true.
The output CMF, SNMF and nonSNMF SNRs were computed for each
signal and the average determined. Figure 4.3 compares the average SNMF
output SNR to the average CMF and non-SNMF output SNRs. The SNMF
output SNR exhiiits a lower limit of approximately -3 db as the noise variance
increases. The CMF and the non-SNMF SNR performance degrades as the noise
variance increases.
Figure 4.4 compares the average SNMF SNR when the nonlinearity
threshold is set to zero and determined by the above algorithm. The estimated
threshold results depicts the SNMF output SNR performance when the number of
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Figure 4.4 Comparison of the average SNR performances of the Hard-limiter
SNMF with 0 = 0 and the Hard-limiter SNMF with 0 estimated in
the Gaussian noise case with s(t) = r(t), and s(t) a Gaussian signal.

+l's occurring in the reference signal after processing equal the number of -1's.
Furthermore, the adjusted threshold case exhiiits a lower bound as a function of
the noise variance and is in agreement with Theorem 2.5. Additionally, for most
values of the noise power, the SNMF with the estimated threshold does not have
a SNR that is as large as that of the SNMF with the threshold arbitrarily set to
zero.

4.4.2 Experimental Case 2

In this experiment, the hard-limiter threshold is selected by the Bayes
decision rule for minimum risk. Since So = 5,and Po = P, for the hard-limiter
SNMF, the optimum threshold given by Eq. (4.23) equals zero. The output SNRs
for the CMF, the SNMF with the optimum hard-limiter threshold and the nonSNMF with the optimum hard-limiter threshold were computed for each signal
and the average determined. Figure 4.5 compares the average SNMF output SNR
to the average CMF and non-SNMF output SNRs. When the noise variance is
greater than 100, the optimum hard-limiter SNMF SNR is less than 0 dB and
corresponds to a higher probability of error.

4.5 Conclusions

The theoretical and experimental results presented indicate that selection
of the hard-limiter threshold affects the SNR performance of the SNMF. When
the hard-limiter threshold is determined by the Bayes decision rule for minimum
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Figure 4.5 Comparison of the average SNR performances of the CMF, the
Hard-limiter SNMF and the Hard-limiter Non-SNMF in the Gaussian
noise case with s(t) = r(t), s(t) a Gaussian signal and 8 determined by
Bayes rule for minimum risk.

risk, the SNMF SNR performance for most noise powers is very large relative to
the CMF SNR and non-SNMF SNR. Additionally, the experimental and
theoretical results presented support the dependence between the SNR and the
probability of error for the hard-limiter SNMF.

5. SIMULATION RESULTS FOR RESOLUTION AND

INTERMODULATION EFFECTS
5.1 Introduction

I£ two or more signals are present it is generally desirable to detect and
identq each signal separately. For both linear and nonlinear matched filter
systems, the ability of a system to discern that there are two or more closeby or
overlapping signals, when present, is defined in terms of resolution. Although the
signals may differ in angular and spatial orientation, the system must be able to
take advantage of these differences in order to identify one target, i.e. signal, from
another.
,
and
It has been shown by Fried1, HelstromV, ~ i l s s o n~~ r, k o w i d Haue?,
ICova15 that the accuracy with which signals can be resolved is limited only by the

SNR and the characteristics of the envelope autocorrelation function in the
vicinity of its peak. In addition, if two or more signals have the same spatial and
angular orientation, they cannot be resolved in these orientations regardless of the

SNR. Furthermore, if the two signals are at almost the same spatial and angular
orientation, they can only be resolved with a great deal of effort. And, if the
energy of one signal is greater than the other signal the level of difficulty
increases.

These analyses examine resolution in terms of the entire envelope of the
autocorrelation function. ~ o o ton
~ ,the other hand, presents a maximum
likelihood approach to determine a criterion of resolvability. The criterion of
resolvability, stated by Root, provides conditions under which targets cannot be
resolved with any decision rule in the presence of narrow-band noise with singleecho, complex modulated signals.

In this chapter, the property of resolution is examined through computer
simulations for the 2-D CMF,SNMF and non-SNMF systems. Section 5.2 defines
and classifies the filters simulated. The filters are classified as belonging to the

CMF, SNMF, or non-SNMF system. The resolution results are presented in
Section 5.3. Also included is a comparison of the filters implemented with the
discrete Fourier transform and the real discrete Fourier transform and the impact
of the transforms on intermodulation effects. Intermodulation effects are the
additional output correlation peaks that are the result of harmonic terms
introduced by the nonlinear system. Finally, Section 5.4 provides a summary.

5.2 Filter Definitions and Classifications
The three filter transfer functions and two space-to-frequency
transformations used to study the resolution property are the linear (classical)
matched filter (CMF), the phase-only filter (POF), the binary phase-only filter
(BPOF); the 2-D DFT, and the 2-D RDFT. The application of the 2-D DFT to
the SNMF, non-SNMF, and CMF is referred to as the DFT-based SNMF, the

DFT-based non-SNMF, and the DFT-based CMF, respectively. Likewise, the
application of the 2-D RDFT to the SNMF, the non-SNMF, and the CMF is
descriied as the RDFT-based SNMF, the RDFT-based nonSNMF, and the
RDFT-based CMJ?, respectively.
Both the DFT- and RDFT-based systems can be subdivided according to
the flter transfer function implemented. The implementation of the POF and the
BPOF in the SNMF system is specified as the symmetric POF (SPOF) and the
symmetric BPOF (SBPOF), respectively. For the non-SNMF system, the POF and
the BPOF are referred to as the POF and BPOF, respectively. The linear filter
only involves the CMF and is, therefore, not applied to either the SNMF or nonSNMF.

5.2.1 Classical Matched Filter
The CMJ? is defined for any signal, s(t), as the filter whose impulse
response, h(t), is matched to s(t). Mathematically, this can be represented as

where k is an arbitrary constant. The corresponding transfer function, H(v), is
~ ( v =) ks*( v ) e-vt

.

(5.2)

Note that, except for a possible amplitude and delay factor, the transfer function
of the CMF is the complex conjugate of the spectrum of the signal to which it is
matched. For this reason, the CMF is often referred to as a conjugate filter.

Hence, we can express the transfer function in terms of a magnitude and a phase,
i.e.

.

H(v) = J H ( v )( e j * ( v )

The corresponding 2-D transfer function, H(u,v), of the CMF is

5.2.2 Phase-Only Filter
The phase-only filter (POF), described by Homer and Gianino7, is based
upon Oppenheim and L i d s papep. Oppenheim and Lim examined the function
of the spectral magnitude and phase of a continuous tone picture. It was
determined that many of the important features of the signal are preserved if only
the phase is preserved.
Homer and Gianino defined the POF to be

where 4(v) is the phase of the complex conjugate of the signal spectrum, S*(v).
Comparing to the transfer function of the CMF, H(v), the POF transfer function,
H4(v), is equivalent to normalizing the amplitude of H(v) to one. Hence, the
POF is basically a high pass filter. The 2-D POF, &(u,v), is defined as
u 4 ( u l v ) = ej*("*v)

I

(5-6)

where 4(u,v) is the phase of the complex conjugate of the signal spectrum, ~*(u,v).

5.2.3 Binary Phase-Only Filter
The 1-D BPOF transfer function, HB(v), is defined in the following
manner:
1 , c o s l @ ( v ) lr 0
H ~ ( v )= {-I , otherwise

1 , s i n l @ ( v ) lr 0
H ~ ( v )= {-1, otherwise

8

where 4(v) is the phase of the complex conjugate of the signal spectrum.
The 2-D transfer function, HB(qv), of the BPOF is defined as follows:
1, c o s [ 9 ( u 8 v ) lr 0
H ~ ( u 8 v )= {-I , otherwise

(5.9)

1 , s i n l @ ( u , v ) l20
H ~ ( u 8 v )= {-I , otherwise

where 4(u,v) is the phase of the complex conjugate of the signal spectrum.

5.2.4 Nonlinear Matched Filter Implementations
Based upon the 2-D RDFT definitions, the definitions of the amplitude and
phase of 2-D RDFT-based SPOF are more complex than that of the 2-D DFT.
Table 5.1 lists the definition of the 2-D RDFT-based SPOF amplitude. The phase
angles, which are defied for real data such that they remain unchanged through
the nonlinearity, are

X(N1 -n1& =R(n,*) h ( e ( n l & ) h(9,(n1*)),
where 0 s n1 s %N1and 0 s n2 s Y a p

Table 5.1 The 2-D RDFT-Based SPOF Amplitudes

Thus, four spectral values are expressed in terms of an amplitude, R, and
three phase angles, 8, el, and 8,.

In Eq. (5.11), the first and second indices are

modula N, and N, respectively. Allowing R(nl,n2) to be bipolar, the phase
angles, 8,

el, and

8, are restricted to [O,.rt]. Note that for the RDFT-based

SPOF, the nonlinearity is the hard-limiting of the amplitude with the phase angles
unchanged. For the Dm-based SPOF, the nonlinearity is setting the amplitude to
a constant. However, if the T-phase shift is represented by a negative amplitude,
thereby restricting the phase to [O,T), the amplitude becomes hard-limited with
the phase unchanged.
For both the DFT-based and RDFT-based SBPOFs, the application of the
nonlinearity is more straightfoward. In the Dm-based SBPOF, the real or the
imaginary term of the signal spectral value is hard-limited, disregarding the other
term. In the RDFT-based SBPOF, the signal spectral value is simply hard-limited.

5.3 Resolution Simulation Results
The results of computer simulations conducted to analyze the resolution
performance of the 2-D linear and nonlinear matched filter systems is presented.
The systems simulated are the Dm-based and the RDFT-based CMF,the D m based and RDm-based POF, the Dm-based and RDFT-based SPOF, the D m based and RDFT-based BPOF, and the DFT-based and RDFT-based SBPOF.
The input signals used are the letter E, the letter F, and the variable signal as
depicted in Figure 5.1, Figure 5.2, and Figure 5.3, respectively.
From these base signals, five image planes were generated. Three of the
image planes are the letter E overlapped 0% by the letter E as shown in Figure
5.4; the letter E overlapped 90% by the letter E as depicted in Figure 5.5; and the
variable signal overlapped 0% by the variable signal as shown in Figure 5.6. The

remaining images are the four letter E's as depicted in Figure 5.7 and the two
letter E's and two letter F s shown in Figure 5.8.
The result of the CMF simulations are presented in Figure 5.9 through
Figure 5.12 and Figure 5.29 through Figure 5.34. Figure 5.9 and Figure 5.10 show
the output of the CMF with the DFT and RDFT, respectively, when the input
image is the letter E and the reference image is the letter E. The output for the
DFT-based and RDFT-based CMF are identical and have broad output
correlations. When the input image and reference image are the variable signal,
the results for the DFT-based CMF, shown in Figure 5.11, and the RDFT-based
CMF, depicted in Figure 5.12, are similar to the results for the letter E case, i.e.

identical, broad output correlations.
Figure 5.29 through Figure 5.34 depict the DFT-based and RDFT-based
CMF results for the case when the input image is composed of two signals and the
reference image is a single signal. Comparing the case where the input image is
the two letter E's with zero overlap with the reference image being the letter E to
the case where the input image is two letter E's with 90% overlap with the
reference image being the letter E, indicates that as the percentage of overlap
increases, the discernability of the signals decreases. This is true for both the
DFT-based and the RDFT-based CMF.

In contrast to the CMF, the simulation results of the DFT-based POF and
RDFT-based POF exhibit sharper correlation peaks and are shown in Figure 5.13
and Figure 5.14, respectively. In these figures the input image is the letter E with

the reference image being the letter E. The corresponding output for the variable
signal is depicted in Figure 5.15 and Figure 5.16 for the DFT-based and RDFTbased POF, respectively. In this case the output correlation peak is also sharp.
The resolution property of the DFT-based and the RDFT-based POF is
exhiiited by Figure 5.35 through Figure 5.40. The relative performance of the
Dm-based and the RDFT-based POFs in terms of resolution is essentially
identical. Observe that as the signals are moved closer to each other, the
correlation peaks of the two signals remain distinct and separable.
Examination of the DFT-based and the RDm-based SPOF reveals that the
SPOF has very sharp correlation peaks. Figure 5.17 and Figure 5.18 depict the
output of the DFT-based and the RDFT-based SPOF, respectively, when both the
input image and the reference image are the letter E. Figure 5.19 and Figure 5.20
show the corresponding output for the variable signal. Note that the performance
for the variable signal is identical to the performance of the b i n q image, the
letter E.

In terms of resolution, the DFT-based and the RDFT-based SPOF
performs quite well. Figure 5.41 and Figure 5.42 show the ability of the DFT-base
SPOF to resolve two signals when the reference image is the letter E and the
input is the two letter E's with no overlap versus 90% overlap. In both cases, the
sharp correlation peaks are retained, but there are additional side peaks known as
intermodulation effects. The RDFT-based SPOF, on the other hand, reveals
sharp correlation peaks corresponding to the two letter E's, but without any

additional side peaks. In each case, similar performance is observed, as shown in
Figure 5.45 and Figure 5.46, when the input image was the two variable signals
and the reference image was the variable image of Figure 5.3.
Considering the DFT-based and the RDFT-based BPOFs, the correlation
peak is also sharp and distinct, but it is broader at the base than that of the
SPOFs. Figure 5.21 and Figure 5.22 show the general result when the input image
and the reference image are the letter E for the DFT-based and the RDFT-based
BPOFs, respectively. Similar performance is observed for the case when both the
input image and the reference image are the variable signal, as shown in Figure
5.23 and Figure 5.24.
The performance of the BPOF in terms of resolution is better than the

CMF but not as good as either the POF or the SPOF. In Figure 5.47 and Figure
5.48, the output correlation peaks of the two letter E's for the DFT-based BPOF
remain distinct as the two letter E's are overlapped, but there are additional
spurious peaks located in the comers of the output plane. For the RDFT-based
BPOF, shown in Figure 5.49 and Figure 5.50, the results are similar to the DFTbased BPOF, except that there are no spurious peaks in the comers of the output
correlation plane. The results for the variable signal are similar to the letter E
results as indicated by Figure 5.51 and Figure 5.52.
Similar to the SPOF, but unlike the BPOF, the output correlation peaks of
the computer simulation of both the DFT-based and the RDFT-based SBPOF are

very sharp. The results when the input image and the reference image are the

letter E for the DFT-based and the RDFT-based SBPOF are depicted in Figure
5.25 and Figure 5.26, respectively. In each case the output correlation is a single
sharp peak. Similar results are shown for the variable signal in Figure 5.27 and
Figure 5.28.
The resolution performance of the DFT-based SBPOF differs from the
performance of the RDFT-based SBPOF. Figure 5.53 and Figure 5.54 indicate
the result when the reference image is the letter E and the input is the two letter
E's moved from zero overlap to 90% overlap for the DFT-based SBPOF. In both
cases, the correlation peak of the second signal is divided and each half is located
symmetrically about the correlation peak of the first signal. Similar results are
observed for the variable signal as shown in Figure 5.57. In contrast, the RDFTbased SBPOF correlation peaks for the two signals are sharp and distinct, as seen
in Figure 5.55 and Figure 5.56. Similar results for the variable signal, shown in

Figure 5.58, are observed.
Overall, in terms of resolving two identical signals, the RDFT-based SPOF
yields the best performance, while the DFT-based SBPOF and the CMF yield the
poorest performance. Additional investigation into the resolution performance of
the RDFT-based SPOF is presented. Figure 5.59 through Figure 5.64 depict the
results of this supplemental study. In Figure 5.59 and Figure 5.60, the input image
is the four letter E's, shown in Figure 5.7, and the reference image is the letter E
of Figure 5.1. Both the DFT-based and the RDFT-based SPOF were
implemented. The results show that the DFT-based SPOF produced four major

sharp correlation peaks of varying height corresponding to the four letter E's, in
addition to side peaks. The RDIT-based SPOF, on the other hand, produced
only nearly equal height, sharp correlation peaks that correspond to the four letter
E's. A similar experiment was conducted except that the input image is the two
letter E's and two letter F's as shown in Figure 5.8. Again, the RDIT-based
SPOF resulted in four sharp correlation peaks where the two peaks corresponding
to the two letter E's are of nearly equal height and the two peaks corresponding
to the two letter F's are of nearly equal, but lesser, height. The output is shown in
Figure 5.62. The DFT-based SPOF for the same case resulted again in variable
height correlation peaks as shown in Figure 5.61. These correlation peaks,
although of unequal height, do correspond to the relative locations of the four
signals in the image plane.
Finally, the output of the SPOF, in terms of resolving signals with hidden
part removed, i.e. weak signal overlapped by a stronger signal, is examined. For
both the DFT-based and the RDFT-based SPOF, the input image is the letter E
overlapped 90% by the letter E with the hidden part removed, and the reference
image is the letter E of Figure 5.1. In both cases sharp correlation peaks are
obtained that correspond to each of the letter E's. The results are depicted in
Figure 5.63 and Figure 5.64 for the DFT and the RDFT, respectively.

Figure 5.1 The Letter E.

Figure 5.2 The Letter F.

Figure 5.3 The Variable Signal.

Figure 5.4 The Letter E overlapped 0% by the Letter E.

Figure 5.5 The Letter E overlapped 90% by the Letter E.

Figure 5.6 The Variable Signal overlapped 0% by the Variable Signal.

Figure 5.7 Four Letter E's.

Figure 5.8 Two Letter E's and Two Letter F's.

Figure 5.9 The Output of the DFT-based CMF When s(t) is the Letter E and
r(t) =s(t).

Figure 5.10 The Output of the RDFT-based CMF When s(t) is the Letter E and
r(t)=s(t).

Figure 5.11 The Output of the DFT-based CMF When s(t) is the ~ h a b l Signal
e
and r(t)=s(t).

Figure 5.12 The Output of the RDm-based CMF When s(t) is the Variable
Signal and r(t)=s(t).

Figure 5.13 The Output of the DFT-based POF When s(t) is the Letter E and
r(t) =s(t).

Figure 5.14 The Output of the RDFT-based POF When s(t) is the Letter E and
r(t)= s(t).

Figure 5.15 The Output of the DFT-based POF When s(t) is the Variable Signal
and r(t)=s(t).

Figure 5.16 The Output of the RDFT-based POF When s(t) is the Variable
Signal and r(t)= s(t).

Figure 5.17 The Output of the Dm-based SPOF When s(t) is the Letter E and
r(t)=s(t).

Figure 5.18 The Output of the RDm-based SPOF When s(t) is the Letter E and
r(t)=s(t).

Figure 5.19 The Output of the DFT-based SPOF When s(t) is the Variable Signal
and r(t)=s(t).

Figure 5.20 The Output of the RDFT-based SPOF When s(t) is the Variable
Signal and r(t)=s(t).

Figure 5.21 The Output of the DFT-based BPOF When s(t) is the Letter E and
r(t)=s(t).

Figure 5.22 The Output of the RDFT-based BPOF When s(t) is the Letter E and
r(t)=s(t).

Figure 5.23 The Output of the DFT-based BPOF When s(t) is the variable
Signal and r(t) =s(t).

Figure 5.24 The Output of the RDFT-based BPOF When s(t) is the Variable
Signal and r(t)= s(t).

Figure 5.25 The Output of the Dm-based SBPOF When s(t) is the Letter E and
r(t)= s(t).

Figure 5.26 The Output of the RDm-based SBPOF When s(t) is the Letter E
and r(t)=s(t).

Figure 5.27 The Output of the DFT-based SBPOF When s(t) is the Variable
Signal and r(t)=s(t).

Figure 5.28 The Output of the RDm-based SBPOF When s(t) is the Variable
Signal and r(t)=s(t).

Figure 5.29 The Output of the Dm-based CMF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.30 The Output of the Dm-based CMF When s(t) is the Letter E
Overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.31 The Output of the RDFT-based CMF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.32 The Output of the RDFT-based CMF When s(t) is the Letter E
overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.33 The Output of the DFT-based CMF When s(t) is the Variable Signal
Overlapped 0% by the Variable Signal and r(t) is the Variable
Signal.

Figure 5.34 The Output of the RDFT-based CMF When s(t) is the Variable
Signal Overlapped 0% by the Variable Signal and r(t) is the Variable
Signal.

Figure 5.35 The Output of the Dm-based POF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.36 The Output of the Dm-based POF When s(t) is the Letter E
Overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.37 The Output of the RDFT-based POF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 538 The Output of the RDFT-based POF When s(t) is the Letter E
overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.39 The Output of the Dm-based POF When s(t) is the Variable Signal
Overlapped 0% by the Variable Signal and r(t) is the Variable Signal.

Figure 5.40 The Output of the RDFT'-based POF When s(t) is the Variable
Signal Overlapped 0% by the Variable Signal and r(t) is the Variable
Signal.

Figure 5.41 The Output of the DFT-based SPOF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.42 The Output of the DFT-based SPOF When s(t) is the Letter E
Overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.43 The Output of the RDFT-based SPOF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.44 The Output of the RDFI'-based SPOF When s(t) is the Letter E
overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.45 The Output of the Dm-based SPOF When s(t) is the Variable Signal
Overlapped 0% by the Variable Signal and r(t) is the Variable Signal.

Figure 5.46 The Output of the RDm-based SPOF When s(t) is the Variable
Signal Overlapped 0% by the Variable Signal and r(t) is the Variable
Signal.

Figure 5.47 The Output of the DFT-based BPOF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.48 The Output of the DFT-based BPOF When s(t) is the Letter E
Overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.49 The Output of the RDFT-based BPOF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.50 The Output of the RDFT-based BPOF When s(t) is the Letter E
overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.51 The Output of the DFT-based BPOF When s(t) is the Variable
Signal Overlapped 0% by the Variable Signal and r(t) is the Variable
Signal.

Figure 5.52 The Output of the RDFT-based BPOF When s(t) is the Variable
Signal Overlapped 0% by the Variable Signal and r(t) is the Variable
Signal.

Figure 5.53 The Output of the DFT-based SBPOF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.54 The Output of the DFT-based SBPOF When s(t) is the Letter E
Overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.55 The Output of the RDFT-based SBPOF When s(t) is the Letter E
Overlapped 0% by the Letter E and r(t) is the Letter E.

Figure 5.56 The Output of the RDFT-based SBPOF When s(t) is the Letter E
overlapped 90% by the Letter E and r(t) is the Letter E.

Figure 5.57 The Output of the DFT-based SBPOF When s(t) is the Variable
Signal Overlapped 0% by the Variable Signal and r(t) is the Variable
Signal.

Figure 5.58 The Output of the RDFT-based SBPOF When s(t) is the Variable
Signal Overlapped 0% by the Variable Signal and r(t) is the Variable
Signal.

Figure 5.59 The Output of the DFT-based SPOF When s(t) is the Four Letter
E's and r(t) is the Letter E.

Figure 5.60 The Output of the RDFT-based SPOF When s(t) is the Four Letter
E's and r(t) is the Letter E.

Figure 5.61 The Output of the DFT-based SPOF When s(t) is the Two Letter E's
and Two Letter F's and r(t) is the Letter E.

Figure 5.62 The Output of the RDFT-based SPOF When s(t) is the l b o Letter
E's and Two Letter F s and r(t) is the Letter E.

Figure 5.63 The Output of the DFT-based SPOF When s(t) is the Letter E
Overlapped 90% by the Letter E with Hidden Part Removed and r(t)
is the Letter E.

Figure 5.64 The Output of the RDFT-based SPOF When s(t) is the Letter E
Overlapped 90% by the Letter E With Hidden Part Removed and
r(t) is the Letter E.

5.4 Conclusions
The experimental results indicate that the nonlinear matched hlters have
the potential to achieve a high power of resolution. But, in the case of the DFTbased nonlinear matched filters, intermodulation effects should be monitored. The
RDFT-based nonlinear matched hlters, however, appear to effectively cancel out
the intermodulation effects. For both the DFT-based and the RDFT-based
systems, the SPOF exhiiited the highest power of resolution. The CMF exhiiited
the lowest power of resolution.

6. QUANTITATIVE ANALYSIS OF RESOLUTION AND
INTERMODULATION EFFECTS
6.1 Preface

In the previous chapter we presented simulation results that examined
resolution and intermodulation effects. The results indicate that the SNMF has
the potential to achieve a high power of resolution.

In this chapter, a quantitative analysis of resolution and intermodulation
effects are presented. Section 6.2 defines and develops an analytical expression of
resolution for the SNMF and non-SNMF systems. Section 6.3 extends the general
theoretical analysis of Section 6.2 to examine intermodulation effects. Finally,
Section 6.4 provides a summary.

6.2 Resolution Analvsis

6.2.1 Definitions and Development
The ability of a system to distinguish between two closely spaced signals is
called resolution. Signal resolution, as defined by Woodward' for the CMF, is the
width of the ambiguity function about (0,O). The ambiguity function for the CMF

is

where s(t) is input signal, 7 is the time difference between when the signal was
actually sent and when it was received, and
When

t$

t$

is the Doppler frequency shift.

equals zero, Eq.(6.1) reduces to the autocorrelation function of s(t).

This definition assumes that the spectral transformation is the Fourier transform.

The parameters of resolution provide a mathematical basis for analyzing
the resolution of nearby signals by expansion of Ix(7,t$)1 near the origin. These
parameters1 are

and

where s(t) = a(t) expCj ~ ( t ) ) ./3 is the effective bandwidth of the signal when the
mean frequency is zero. a is the effective duration of the signal when the mean
time is zero. A,, is the range-Doppler coupling term.

The effective bandwidth is large when the central peak of the ambiguity
function in the range direction is narrow. Thus, the larger the bandwidth is, the
better the range resolution. Similarly, the effective duration is large when the
central peak in the Doppler direction is narrow. Hence, the longer the duration
is, tlhe better the Doppler resolution. From these, two rules are obtained:
time resolution

-

/3-'

and
frequency resolution = a-l.
For any signal, the uncertainty principal1 states that a;B r v.

In addition, two resolution constants have been proposed by Woodward'.
The time-resolution constant is

The frequency-resolution constant is

The simulation results for resolution addressed only stationary signals. We
will now present, for one-dimensional signals, a general theoretical resolution

analysis of the SNMF and the non-SNMF. The general analysis is an extension of
the study presented by Woodward. Since Woodward's analysis is based upon the
spectral transformation, T, being the Fourier transform, we will assume that T is a
shift-invariant transform, such as the Fourier transform, unless stated otherwise.
Sigrlal resolution for the SNMF and the non-SNMF is defined as the width of the

SMJIF ambiguity function and the non-SNMF ambiguity function about (0,0),
respectively.
Assume that the received signal, x(t), is the input signal, s(t), delayed by a
timt: T and with a Doppler shift of

4, i.e.,

The signal spectrum, as defined by the Fourier transform, is

In general, the signal spectrum of x(t) can be represented as

xu3

= S(rf,+)

(6.11)

If the signal is received by the SNMF system with reference signal, r(t),
equal to the input signal, s(t), the output signal, in general, is

or, equivalently, when the spectral transform is shift-invariant, i.e.,

and ~(t-7)= ~ ( t ) ,

The output fNMF(t,$) is maximum when t = 0 and $ = 0. Thus,

where E
'

smw.

is the total energy of the input signal after being transformed by the

The following analysis will assume a shift-invariant spectral transform, such

as the Fourier transform. Normalizing the output signal results in

which is the SNMF normalized ambiguity function, x:m(t,$).

From Eq. (6.17),

Equivalently,

IX,SNMFI, = 1 at t = 0 and $ = 0. The SNMF ambiguity

function eSNMF(t,$)
is 2 P E~~ x:NMF(t,$).
When the nonlinearity is a smooth function, the effective bandwidth, the
effective signal duration, the time-resolution constant and the frequency-resolution
constant are defined. The effective bandwidth, when the mean frequency is zero,
is

The effective duration of the signal, when the mean time is zero, is

The: corresponding time-resolution constant for the SNMF is

The: frequency-resolution constant for the SNMF is

Analogously, the ambiguity function for the non-SNMF is derived. Again,
assume that the received signal is of the form of Eq. (6.9) with signal spectrum
given by Eq. (6.10) for the Fourier transform or by Eq. (6.11) for the general
spectral transform. If the signal is received by the non-SNMF system with
reference signal r(t) = s(t), the output signal, in general, is

or, equivalently, when the spectral transform is shift-invariant and s(t-T) = s(t),

The output

pSNMF(t,+)
is maximum when t = 0 and 4 = 0.

Thus,

where E~~~ is the total energy of the input signal after being transformed by the
SNIW.
The following analysis will assume a shift-invariant spectral transform.
Normalizing the output signal results in

which is the non-SNMF normalized ambiguity function, Xa*NMF(t,$). Equivalently,

From Eq. (6.26),
function

(xa*NMFlnU.

= 1 at t = 0 and

ens-(t,4) is 2 r Ens-

4=

0. The nonSNMF ambiguity

xanSNMF(t,$).

When the nonlinearity is a smooth function, the effective bandwidth, the
effective signal duration, the time-resolution constant and the frequency-resolution
constant are defined. The effective bandwidth, when the mean frequency is zero,
is

The effective duration of the signal, when the mean time is zero, is

The: corresponding time-resolution constant for the non-SNMF is

The: frequency-resolution constant for the non-SNMF is

The equivalent normalized ambiguity function for the CMF is

is the signal energy.

6.2.2 Analysis For Specific Signals
To gain insight into the resolution property of the SNMF system and the
non-SNMF system, we will examine the behavior for specific input and reference
signials. The results will be compared to the CMF. Unless stated otherwise, the
received signal, x(t), is given by Eq (6.9) with T = 0, for all cases. The spectral
transform, T, is the Fourier transform. The nonlinearity, g[.], is the hard-limiter
with threshold set to zero. The reference signal, r(t), equals the input signal, s(t).

6.2.2.1
- Continuous Signal Case 1
Let the input signal, s(t), be

Then, the transformed input signal, S(Q, is

The processed input signal, S,(Q, is
1
0

, -asfa
, otherwise

'

For the given signal,

Thus, the normalized ambiguity function for the SNMF is

When t = 0,

and when $ = 0,
SNM..

~q

For the non-SNMF system,

and

(t,O) = sinc(2ta)

.

Thus, the normalized ambiguity function for the non-SNMF is

.-(o,e,

=

ec40 ,

andl when 4 = 0,
RSNMF

X=

( t , ~=) sim(2ta)

.

(6.46)

The corresponding normalized ambiguity function for the CMF is

When t = 0,

and. when 4 = 0,

The normalized ambiguity functions for the SNMF, nonSNMF, and CMF
are identical because the transformed input signal, S(f), is a positive constant over
(-a, a) and the nonlinearity is the hard-limiter with zero threshold.

6.2.2.2
-

Continuous Signal Case 2
Let the input signal, s(t), be

The:n, the transformed input signal, S(f), is

The: processed input signal, S,(f), is

For the given signal,

Hence,

and

where W is the maximum positive frequency of the waveform sinc2(f). Thus, the
normalized ambiguity function for the SNMF is

xf"(t.4)

=

When t = 0,
WMF

x,

(094) =

NO)

s

and. when t$ = 0,

X y ' ( t s o ) = a(?) For the non-SNMF system,

and

/'s;(f)&

=

Thus, the normalized ambiguity function for the nonSNMF is

and when 4 = 0,
nmuF
%a
(t,O) =

2

r [recqt)- 6 ( t ) ] .

(6.63)

The corresponding normalized ambiguity function for the CMF is
c m ( t , + ) = ( l - ~ t ~ ) r e ~ ( ~ ) d ~ * ~ .~ ( @ ((6.64)
~ - [ t ~ ) )

Wh.en t = 0,
x : ~ ~ ( o , =@~)7 J C ( @ ),
andl when

4 = 0,

6.2.2.3 Continuous Simal Case 3
Let the input signal, s(t), be
s(t)

=

c'*?

Then, the transformed input signal, S(9, is

The;processed input signal, S,(f), is

AM.

For the given signal,

Hence,
r -a
~ ~ ( f - + ) S ; ( f ) ~= ~2 ~Wsinc(2Wt)
df

where W is the largest positive frequency and

j-:~ir(ns;(f)df

=

2w

Thus, the normalized ambiguity function for the SNMF is
SNMP

x,
When t = 0,

(t,+)

=

Nt)

,

ant1 when qb = 0,

=

W)

/-'SWS;W@

= 1

x?(t,o)
For the non-SNMF system,

ancl

(6.77)

•

Thus, the normalized ambiguity function for the non-SNMF is
-p

Xo

- p.t2.+te-A?

(6.78)

X

When t = 0,

Xo-F(0,4)

(6.79)

,

=

andl when qb = 0,
Xo-(t,o)

=

f ,-A? .

(6.80)

X

The corresponding normalized ambiguity function for the CMF is

Xzm(t,4) = E e

-23 &
e

2

.

(6.81)

andl when 4 = 0,

6.2.2.4
- Continuous Signal Case 4
Let the input signal, s(t), be

Them, the transformed input signal, S(f), is

The;processed input signal, S,(f), is
1
0
-1

= l .
For the given signal,

[Kf-&)+ay+&)l'o
CaCf-fo)+aCf+fo)l
=o
, CbV-fo) +bCf+fo)l<O
9

I-:sgcf-4 1 s ; ~ell"fig
)
= 2 wsinc(2

Wt)

where W is the largest positive frequency and

Thus, the normalized ambiguity function for the SNMF is

When t = 0,
%s"(0¶@) = M O )

and when

= 0,

x Y ( t ¶ o )=

For the nonSNMF system,

and

¶

.

,

(6.88)

/ " ~ ~ ~ ; .~ & = ~
-a

Thus, the normalized ambiguity function for the non-SNMF is

Xy
= d=4tC08(2nfgt) .
When t = 0,

and. when 4 = Oy
RmMF

Xa

( t , O ) = cos(2lsfgt)

.

The corresponding normalized ambiguity function for the CMF is

When t = 0,
X : ~ ~ ( O , O=) a ( @ )

and when 4 = Oy

,

(6.97)

6.2.3 SNMF and Frequency Resolution

6.2..3.1 Develo~ment
-

From the previous examples, the hard-limiter SNMF system exhiiits
excellent time resolution but questionable frequency resolution. In order to
achieve high frequency resolution, we replace correlation in the time domain with
correlation in the frequency domain. Let

r(t) = Nt)
If s(t) is delayed by r and has Doppler shift 4,
~ ( t =) s ( t - r ) $ 2 " ( t - r ) 4

.

The Fourier transform of r(t) is

ancl of x(t) is
XU> = SCf- 4) e -j2"'f

The desired linear correlation is

.

Ushg the linear correlation theorem with the Fourier transform, we obtain
z'(t) = x(t)r*(t)

.

The correlation in the frequency domain is

Coinparing this to Eq. (6.14) for nonlinear correlation in the time domain
indiicates that time and frequency variables are interchanged. Thus, our previous
resiilts are valid with the interchange of time and frequency. The new ambiguity
function is

6.2.3.2
-

Continuous Simal Case
Let the input signal, s(t), be
Sft) =

e-p

A*.

The processed input signal, s,(t), is

For the given signal,

- r)s;(t)e-j2'l'"m= 2 ~ s i nw+)
~ ( ,~
Jmsg(t
-where W is the largest positive time and

Thus, the normalized ambiguity function for the SNMF is
SUMP
Ilra

(T,+) =

u')

and when @ = 0,

*,

SNllF

(r,O)

=

b(O)

(6.116)

Thus, the SNMF can also achieve excellent frequency resolution. Figure
6.1 depicts a dual SNMF system for obtaining both frequency resolution and time
resc3lution. SNMF-F denotes the SNMF and SNMF-T denotes the SNMF with the
application of the duality theorem.

6.3 Analvsis of Intermodulation Effects

In the study of intermodulation effects, Goodman and silvestri2present a
ma thematical analysis that examines Fourier-domain phase quantization while
disregarding amplitude quantization. The analysis of Goodman and Silvestri is
extended to examine the effects of the RE;T phase quantization. In this analysis,
the Fourier spectrum G(f) is expressed in terms of a magnitude, I G(f) 1, and a
phiue, @(f), i.e,

GCn

=

IGCnlfl

(6.117)

Wren the phase is quantized, the Fourier spectrum of G(f), denoted as G(f), is

Ijzk

Time
Resolution

1-4

Frequency
Resolution

SNMF-T

Figure 6.1 Dual SNMF System for Resolution

and. N is the total number of quantization levels.
The general model for analyzing the phase quantization assumes that a
function, cos(r$(f)), is applied at the input of the system. This system subsequently
subdivides into N separate branches which are composed of a phase delay of
k(2w/N), where k represents the branch, followed by a nonlinear function. The
no~llinearitychosen is the ideal biased limiter and has the input-output
relationship,

0,

Y~'-(~/N)
otherwise.

The output of the limiter is then multiplied by dq2=N. After multiplication, the
branches are summed. This sum, represented by P(f), is given exactly by

PU>=&.

(6.121)

Using this model, the total spectrum after quantization, as determined by
Goodman and Silvestri2,is

The primary image occurs when m=O. The harmonic terms result when m+O.

Using trigonometric identities, the harmonic terms are

As can be seen in Eq. (6.86), the strength of the harmonic terms is attenuated by
the factor sinc[l/Nl. As the number of quantization levels, N, increases, the
strt:ngth of the harmonic terms decrease.

In order to extend Goodman and Silvestri's analysis to the RFT, the
relationship between the .ETand the RFT must be established. The RFT of x(t)
is defined as

where

Using the trigonometric identity,
-(a

+

P) = cos(a)m(P)-sin(a)sin(p)

9

(6.126)

the RFT,X(f), of the real signal, x(t), in terms of the FTI' of x(t), Xdf), is

where Re{ ) and Im{ ) represents the real and imaginaq terms, respectively.

The RFT corresponds to taking the cosine and sine parts of the J?I'
separately. Representing the FT of the real signal x(t) in terms of a magnitude

and a phase,

the phase quantized RFT spectrum, %, is

x*v, = lxcv,l[coscev,~cost4XPv,)-9in(ev,)~t4XPv,)]
,

(6.1291

where

and

If the quantized phase is defined in the same manner as Goodman and
Silvestri's analysis, the system model they presented remains valid for the RFT
except for the multiplication of the output of the biased limiter by dvzTm. For
the RET, the output of the biased limiter is multiplied by cos[k(2?r/N)] and by
sin[k(2~/N)]. The resulting output of the k~ cosine branch is

where

The corresponding output of the kthsine branch is

The total output of the phase quantizer is formed by summing Q;(f)
~;(f) over all N branches, i.e.

where

a=--

L

--4

is given by Goodman and Sihrestri. Similarly P0(f) is derived, resulting in

and

Thus,the total output of the phase quantizer, $(f), is

Observe that at m=O, the output is the primary image. The harmonic terms are
obtained from the m + 0 terms. Using trigonometric identities, the harmonic
tenns are

As m approaches infinity, the harmonic terms vanish rapidly. Furthermore, when
N i:s large the harmonic terms are very small relative to the primary image.
Comparing Eq. (6.102) with Eq. (6.86), the harmonics produced by the phase
quantization of the Fourier transform are greater than those produced by the
phalse quantization of the real Fourier transform.
This analysis considered only the one-dimensional Fourier transform and
real Fourier transform. Generalization of this analysis to the two-dimensional
Fourier transform and real Fourier transform will be left to future research.

6.4 Conclusions

Quantitative expressions have been derived for both resolution and
inte:rmodulation. The theoretical results presented support the results observed in

the experimental cases. The SNMF has the potential to achieve a high power of
resolution. The intermodulation effects observed are due to the quantization of
the phase. The strength of the intermodulation effects produced by the real
Foilrier transform is less than that produced by the Fourier transform.

7. CONCLUSIONS
7.1 Conclusions

In this thesis, the performance of the symmetric nonlinear matched filter
system and the nonsymmetric nonlinear matched filter system was examined
theoretically and experimentally. The symmetric nonlinear matched filter system
is clomposed of a spectral transformation, such as the Fourier transform, followed
by

i3

point-wise memoxyless nonlinearity. This transformation is applied to both

the received signal and the reference signal. After the transformation, the
trarlsformed received signal and the transformed reference signal are multiplied.
This multiplication corresponds to correlation in the time domain. After
mu:lltiplication, the inverse spectral transformation is performed, producing the
output correlation. The nonsymmetric nonlinear matched filter system is similar
to the symmetric nonlinear matched. For the nonsymmetric nonlinear matched
filter system, the point-wise memoryless nonlinearity is applied only to the
reference signal. The linear or classical matched filter system is equivalent the
noclsymmetric nonlinear matched filter system with the point-wise memoxyless
nontlinear function being linear.
The general theoretical performance issues addressed were the signal-tonoise ratio, resolution and intermodulation effects. For the hard-limiter symmetric

no~llinearmatched filter system, an optimum hard-limiter threshold, along with the
probability of error, was determined by the Bayes decision rule for minimum risk.
Thle theoretical and experimental results discussed indicate that the symmetric
nonlinear matched filter system has considerable potential to achieve a high power
of :resolution, large signal-to-noise ratio, and with the hard-limiter, low probability
of !error.
For both one-dimensional and two-dimensional signals, we have shown that
the symmetric nonlinear matched filter achieves better performance than the
classical matched filter and the nonsymmetric nonlinear matched filter for large
noise power when the spectrally transformed noise distribution is Gaussian.
Additionally, the results indicate that the symmetric nonlinear matched filter has
the potential to achieve large signal-to-noise ratios even in the presence of large
noise. At low noise powers, the signal-to-noise ratio performance of the
symmetric nonlinear matched filter is comparable to the signal-to-noise ratio
performance of the classical matched filter. The exact comparison is signal
dependent.
The maximum signal-to-noise ratio of the symmetric nonlinear matched
filter occurs when the spectrally and nonlinearly transformed input signal is equal
to .the expected value of the spectrally and nonlinearly transformed received
signal. When this is true, and the spectrally and nonlinearly transformed received
signal is uncorrelated or uncorrelated and stationary, the signal-to-noise ratio
expressions for the symmetric nonlinear matched filter reduce to expressions that

are similar to the corresponding expressions for the classical matched filter with
all the quantities defined in the spectral transform domain. In addition, the
spectrally and nonlinearly transformed received signal is uncorrelated if and only if
the spectrally transformed noise is independent. In the case of the nonlinearity
being the hard-limiter and the spectrally transformed noise being white, the signalto-noise ratio of the symmetric nonlinear matched filter approaches a lower bound
as t:he noise variance increases. This theoretical result was also demonstrated
experimentally.
The analysis of the hard-limiter nonsymmetric nonlinear matched filter
indicates that its signal-to-noise ratio is always less than or equal to the signal-tonoise ratio for the classical matched filter. Hence, the conclusions stated
previously are also valid when comparing the symmetric nonlinear matched filter
and the nonsymmetric nonlinear matched filter.
In the analysis of the signal-to-noise ratio of the symmetric nonlinear

matched filter, the examination of the hard-limiter nonlinearity assumed a
threshold. Statistical decision theory was applied to determine the optimum
threshold. The symmetric nonlinear matched filter with the hard-limiter can be
modeled as a binary channel. Based upon this model, the Bayes rule for
minimum risk was applied in order to determine the optimum hard-limiter
threshold. The theoretical and experimental results presented indicate that
selection of the hard-limiter threshold affects the signal-to-noise ratio performance
of the symmetric nonlinear matched filter. When the hard-limiter is determined

by the Bayes rule for minimum risk, the signal-to-noise ratio performance of the
symmetric nonlinear matched filter for most noise powers is very large relative to
the classical matched filter signal-to-noise ratio and the nonsymmetric nonlinear
matched filter signal-to-noise ratio. Additionally, the experimental and theoretical
results presented support the dependence between the signal-to-noise ratio and
the probability of error for the hard-limiter symmetric nonlinear matched filter.
The property of resolution was addressed experimentally for twodimensional signals and theoretically for one-dimensional signals. Resolution is
defined in terms of the ability of a system to discern that there are two or more
closeby or overlapping signals when present. The experimental results indicate
thal: the symmetric nonlinear matched filter system has the potential to achieve a

high power of resolution. But, the degree of resolution is, in addition to being
signal dependent, dependent upon the spectral transform. In the m e of the
discrete Fourier transform-based symmetric nonlinear matched filters,
intermodulation effects, or artifacts, are produced. The real discrete Fourier
transform, on the other hand, appears to effectively cancel out the
inte:nnodulationeffects. For both the discrete Fourier transform-based and the
real discrete Fourier transform-based systems, the symmetric phase-only filter
exhibited the highest power of resolution. The classical matched filter exhiiited
the lowest power of resolution.

The intermodulation effects observed during the resolution experiments are
dut: to the quantization of the phase. Analysis of intermodulation effects was
conducted by examining the one-dimensional Fourier-domain phase quantization
while disregarding amplitude quantization. The strength of the harmonics, or
intermodulation effects, produced by the Fourier transform is greater than those
produced by the real Fourier transform.
Thus, it has been shown, both experimentally and theoretically, that the
symunetric nonlinear matched filter has the potential to achieve a high power of
resolution, large signal-to-noise ratio, and with the hard-limiter, low probability of
error.

7.2 Future Research
The theoretical analysis and experimental results presented introduce
sevt:ral issues that need investigation. Some of the main topics of interest are
1. Determination of the spectral transformation that maximizes the SNR.

2. Analysis of the affects of phase errors on the SNR performance of the
SNMF system.
3. Generalization of the decision process at the output of the SNMF for

any nonlinearity.
4. Analysis into the range of noise powers that result in a sharp change in
the SNR performance of the SNMF.

5. Extension of the theoretical resolution analysis to two-dimensional
signals.
6. Generalization of the phase quantization analysis of the one-dimensional

Fourier transform and the one-dimensional real Fourier transform to
the two-dimensional Fourier transform and the two-dimensional real
Fourier transform, respectively.

7. Further investigation into the Dual SNMF for frequency and time
resolution.
8. Investigation into practical implementations of the SNMF.
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