We present the results of 61 new simulations of nonprecessing spinning black hole binaries with mass ratios q = m1/m2 in the range 1/3 ≤ q ≤ 1 and individual spins covering the parameter space −0.85 ≤ α1,2 ≤ 0.85. We additionally perform 10 new simulations of nonspinning black hole binaries with mass ratios covering the range 1/6 ≤ q < 1. We follow the evolution for typically the last ten orbits before merger down to the formation of the final remnant black hole. This allows for assessment of the accuracy of our previous empirical formulae for relating the binary parameters to the remnant final black hole mass, spin and recoil. We use the new simulation to improve the fit to the above remnant formulae and add a formula for the peak luminosity of gravitational waves, produced around the merger of the two horizons into one. We find excellent agreement (typical errors ∼ 0.1 − 0.2%) for the mass and spin, and within ∼ 5% for the recoil and peak luminosity. These formulae have direct application to parameter estimation techniques applied to LIGO observations of gravitational waves from binary black hole mergers.
I. INTRODUCTION
The breakthroughs [1] [2] [3] in numerical relativity allow us to make detailed predictions for the gravitational waves from the late inspiral, plunge, merger and ringdown of black hole binary systems (BHB). The first generic, long-term precessing binary black hole evolution without any symmetry was performed in Ref. [4] , including detailed comparison with post-Newtonian = 2, 3 waveforms. Those predictions of numerical relativity simulations of BHB have been recently confirmed by the first direct observation of gravitational waves [5] [6] [7] from such binary systems and by its comparison to targeted runs [8, 9] . The observations are consistent with general relativity as the correct theory for gravity as discussed in [7, 10] .
Numerical relativity techniques also allow us to explore the late binary dynamics, beyond the post-Newtonian regime. For instance to study the hangup, i.e. the role individual black hole spins play to delay or accelerate their merger [11] , the determination of the magnitude and direction of the recoil velocity of the final merged black hole [12] [13] [14] , and the flip-flop of individual spins during the orbital phase [15] [16] [17] . The challenging regime of very high spins is now reachable by numerical simulations [18] .
In a hierarchical search or parameter estimation of gravitational wave signals, aligned spin binaries, i.e. nonprecessing, play an important role, since the main dynamics is given by the spin components along the orbital angular momentum [19] and the full 7 dimensional (assuming very small eccentricities) parameter space of a binary is currently very hard to cover with solely full numerical waveforms.
In Ref. [20] we used 37 original runs and those available in the literature to determine fitting formulae that related aligned spin binaries initial parameters, mass ratio and intrinsic individual spins (q = m 1 /m 2 , α 1 = S 1 /m
The waveforms produced by these new simulations, covering mass ratios in the range 1/3 ≤ q ≤ 1 for the spinning binaries and 1/6 ≤ q < 1 for nonspinning ones will form the basis of the new RIT's waveform catalog. The combination of RIT's and SXS [21] and Gatech [22] , catalogs can be used as a data bank for parameter identification of gravitational wave signals [8] .
The paper is organized as follows. Section II describes the methods and criteria for producing the new simulations. Sec. III describes the results obtained for the remnant properties, i.e. final mass, spin, and recoil, and the comparison with the predicted values from the phenomenological formula of Ref. [20] . We also introduce a fitting formula for the gravitational wave's peak luminosity and use the new runs to better fit the mass, spin and recoil parameters. The new fitting parameters are determined and provided in Tables III and IV. In Sec. IV, the use and potential extensions to this work to precessing binaries are discussed. In the appendices we give tables containing the remnant information and fitting parameters, as well as detailed studies of the numerical convergence and error estimates for those quantities.
II. FULL NUMERICAL EVOLUTIONS
To compute the numerical initial data, we use the puncture approach [23] along with the TwoPunctures [24] thorn. We evolve the following BBH data sets using the LazEv [25] implementation of the moving puncture approach [2, 3] with the conformal function W = √ χ = exp(−2φ) suggested by Ref. [26] . For the run presented here, we use centered, sixth-order finite differencing in space [27] and a fourth-order Runge Kutta time integrator. The use of a sixth-order spatial finite difference allow us to gain a factor ∼ 4/3 with the respect to the eight-order implementation due to the reduction of the ghost zones from 4 to 3. We also allowed for a Courant factor CF L = 1/3 instead of the previous CF L = 0.25 [28] gaining another speedup factor of 4/3. We verified that for this relaxing of the time integration step we still conserve the horizon masses and spins of the individual black holes during evolution and lock the phase of the gravitational waveforms to acceptable levels (below 10 −5 ). This, plus the use of the new Xsede supercomputer Comet at SDSC [29] , lead to typical evolution speeds of 250m/day on 16 nodes. Note that our previous [16, 30] comparable simulations averages ∼ 100m/day.
Our code uses the EinsteinToolkit [31, 32] / Cactus [33] / Carpet [34] infrastructure. The Carpet mesh refinement driver provides a "moving boxes" style of mesh refinement. In this approach, refined grids of fixed size are arranged about the coordinate centers of both holes. The Carpet code then moves these fine grids about the computational domain by following the trajectories of the two BHs.
We use AHFinderDirect [35] to locate apparent horizons. We measure the magnitude of the horizon spin using the isolated horizon (IH) algorithm detailed in Ref. [36] and as implemented in Ref. [37] . Note that once we have the horizon spin, we can calculate the horizon mass via the Christodoulou formula m H = m 2 irr + S 2 H /(4m 2 irr ) , where m irr = A/(16π), A is the surface area of the horizon, and S H is the spin angular momentum of the BH (in units of m 2 , where m = m 1 + m 2 ). In the tables below, we use the variation in the measured horizon irreducible mass and spin during the simulation as a measure of the error in computing these quantities. We measure radiated energy, linear momentum, and angular momentum, in terms of the radiative Weyl Scalar ψ 4 , using the formulas provided in Refs. [38, 39] . However, rather than using the full ψ 4 , we decompose it into and m modes and solve for the radiated linear momentum, dropping terms with > 6. The formulas in Refs. [38, 39] are valid at r = ∞. We extract the radiated energy-momentum at finite radius and extrapolate to r = ∞. We find that the new perturbative extrapolation described in Ref. [40] provides the most accurate waveforms. While the difference of fitting both linear and quadratic extrapolations provides an independent measure of the error.
A. New simulations
In order to supplement our previous work on aligned binaries [20] we consider a set of full numerical simulations with initial configurations as described in Table I and Table II . These simulations cover the parameter space of aligned (and counteraligned) spins for comparable mass ratios q up to 1:3. We have chosen comparable mass ratios and spin magnitude α i ≤ 0.85 as they are less demanding computationally than the more extreme cases. In particular, they span over the median values of mass ratio and spin parameters estimated for the black hole binaries associated with the gravitational wave signals GW150914 (q = 0.81 −0.37 ) [7] . We have also considered initial separations of the binary such that they produce at least 6 orbits prior to merger, with typical simulations producing 8-10 orbits and above. The study of higher spins and longer waveforms (either through simulations or hybridization) will be the subject of a forthcoming paper by the authors.
Note that our new runs supplement the previous study as depicted in Fig. 1 . Those runs have been in part selected to cover the parameter space of aligned binaries on surfaces of equalS 0 = (α 2 +q α 1 )/(1+q) and in part motivated to better model the gravitational wave events mentioned above. They also supplement other independent studies, thus providing a tighter grid of simulations that have been used to directly estimate the parameters of the black hole binary that produced GW150914 [8] . One of the runs provided here (with q = 0.82) was compared with a totally independent simulation by the SXS collaboration finding excellent agreement for the waveform as well as the final remnant parameters [9] .
III. REMNANT AND LUMINOSITY FITTING FORMULAE
Besides the interest in producing waveforms for direct comparison with observation, the simulation of orbiting black hole binaries produce information about the final remnant of the merger of the two holes. This was already the subject of studies using the Lazarus approach [41] previous to the breakthrough that allowed longer accurate computations and lead to numerous empirical formulae relating the initial parameters (individual masses and spins) of the binary to those of the final remnant, such as its mass, spin, and recoil velocity [20, [42] [43] [44] [45] [46] [47] [48] , or algebraic properties of the final metric [49, 50] . The computation of the peak luminosity has also recently been the subject of interest in relation to the observation of gravitational waves [7, 51, 52] .
In general, the mapping of the 7-dimensional space (assuming quasicircular orbits) of a binary into the 4-dimensional space of the final black hole mass and spin is a complicated process because of the task of accurately TABLE I. Initial data parameters for the quasi-circular configurations with a smaller mass black hole (labeled 1), and a larger mass spinning black hole (labeled 2). The punctures are located at r1 = (x1, 0, 0) and r2 = (x2, 0, 0), with momenta P = ±(Pr, Pt, 0), spins Si = (0, 0, Si), mass parameters m p /m, horizon (Christodoulou) masses m H /m, total ADM mass MADM, and dimensionless spins a/mH = S/m [20] and those in blue are the new simulations of this paper. Those points in light gray are obtained by the symmetry 1 ↔ 2 of the case q = 1.
accounting for the precession of the individual spins particularly during the latest stages. In the case studied here, aligned binaries, the symmetry of the problem prevents orbital plane precession and we have obtained accurate representations of the empirical remnant formulae by a fourth order polynomial expansion in the appropriate binary variables [47, 53] and imposing the particle limit analytically [20] . In order to verify the predictions of these formulae we cover the parameter space of comparable mass binaries with a new set of 71 simulations that nearly doubles the original 37 used in [20] and we extend the fittings to also model the peak luminosity. We summarize the results of the evolution of the new 61 spinning and 10 nonspinning binaries in tables V-XIII given in the appendix. Table V for the 61 spinning cases and table VI for the 10 nonspinning ones display the orbital initial frequency of the binary as well as its initial measured eccentricity (small but not zero as we used PN quasicircular orbits [54, 55] , but did not seek to iterate the parameters towards zero as in [56] ). We also provide the eccentricity at merger (as the binary circularizes by emitting gravitational waves) and number of orbits before the merger actually takes place in the simulation (as measured by the formation of a common (apparent) horizon). Finally, for cross reference with other papers using these runs we provide the technical name used to identify the run.
Because the puncture initial data we use [23] assumes a conformally flat 3-metric it has a non-physical (albeit generally small) wave content that gets radiated away or absorbed by the holes. In order to provide a more physical set of initial parameters to be used into the remnant formulae, we extract the parameters of the black holes after the values of the horizon masses and spin settles. We observe that evaluating those at a time t = 150m after the beginning of the simulation is very accurate and we provide those values in Table VII and Table VIII for the 61 spinning and 10 nonspinning binaries respectively.
The remnant properties are displayed in Tables IX and X for the final mass and spin of the product of the merger of the 61 spinning and 10 nonspinning binaries. We compare in those tables the determination of the final mass and spin from the direct measure of the isolated horizon quantities using [36] or from the conservation of the ADM mass and momentum of the system, i.e. subtracting from them the radiated energy and momentum carried by the waveforms to obtain the remnant mass and spin of the final black hole. The level of agreement of those quantities provides an estimate of the errors in determining the final mass and spin of the hole. In our experience using the isolated horizon quantities provides an excellent approximation with a much smaller error than the above estimate.
Finally we also provide Tables XI -XII (for the new runs) XIII (for the previous [20] runs) with the recoil velocity and peak luminosity as directly computed from the waveforms (adding up to = 6 modes). Also included are the weights used in the least-square fittings. We study in appendix B the error estimates of in those quantities produced by the finite difference resolutions we used in the simulations and incorporate this information into the fitting formulae below.
A. Fitting final mass and spin
We compare the results of these new simulations with the predictions of the previous fit to evaluate the errors of the previous fitting given in Ref. [20] .
The fitting formula for M rem is given by,
and the fitting formula for the final spin has the form,
Note that the two formulae above impose the particle limit by including the ISCO dependencies (See Ref. [20, 57] for the explicit expressions).
Here, as in Ref. [20] , we use the notation
where m i is the mass of BH i = 1, 2 and S i is the spin of BH i. We also use the auxiliary variables
where | α i | ≤ 1 is the dimensionless spin of BH i, and we use the convention that m 1 ≤ m 2 and hence q ≤ 1. Here the index ⊥ and refer to components perpendicular to and parallel to the orbital angular momentum. The results of the comparison of all available data in Ref. [20] plus the new data and SXS data for the mass and spins (175 runs in total) with the previous formulae are displayed as the red histograms in Fig. 2 and are labeled as V 1. We also compare these same data points with the new fitted parameters (See below) and the results are summarized by the blue histograms labeled as V 2.
From Fig. 2 , we observe that the predictions using the previous formulae for the final mass and spin are very accurate even for the new runs. Note that in general the new runs started at longer separations and used a different numerical evolution system, as mentioned in the previous section. Given this success we will continue to use the form of the fitting formulae as in Ref. [20] but will include now all runs available to improve the statistical errors in the fitting of the 19 parameters in each formula.
We thus provide a full updated set of fitting parameters using all the 71 new runs, an additional set of 68 SXS spin-aligned runs from their BBH catalog [58] , and the Ref. [20] and V2 labels the fitting from this paper.
36 runs used in Ref. [20] to produce a more accurate set of remnant formulae. The results are summarized in Table III for the final mass and spin. The results of the new fits can be summarized in Fig. 3 where we observe the values of the fit compared to those computed by the simulations for the final mass and the residuals of the fit in both the differences and percentage differences. Notably the residuals are limited to differences in the masses of ±1.2 × 10 −3 , corresponding to percentages of less than 0.13%.
The minimum mass (and hence the maximum radiated energy) as a function of the mass ratio and spins (M rem (q, α 1 , α 2 )) occurs for equal mass binaries bearing maximum spins along the orbital angular momentum. This corresponds also to the maximum hangup effect [11] . Evaluation of the above fitted formula gives us M rem (1, 1, 1) = 0.88672 which corresponds to radiating above 11% of the initial ADM mass of the binary system. The minimum energy radiated occurs in the particle limit, but we can evaluate the minimum en- ergy radiated for the equal-mass case. In this case, minimum radiation occurs due to the anti-hangup, when both spins are anti-aligned with the orbital angular momentum and maximally spinning. In that case only about 3% of the mass is radiated into gravitational waves with M rem (1, −1, −1) = 0.96799.
A similar analysis for the fits to the final remnant spin is shown in Fig. 4 where the residuals are bounded by ±2×10 −3 and typical percentages differences of less than 0.5% (except for those cases where the final spin is close to zero).
The maximum (minimum) remnant spin, α rem (q, α 1 , α 2 ), are achieved in the particle limit for maximal Kerr aligned (anti-aligned) spinning black holes, but if we consider equal mass binaries then the maximum and minimum final spin of the remnant are α rem (1, 1, 1) = 0.95149 and α rem (1, −1, −1) = 0.35771.
A final remnant black hole with vanishing spin is also achievable according to these remnant formulae for q ≤ 0.3 as shown in Fig. 16 of Ref. [20] . The current iteration of the fit does not change this substantially.
The comparative analysis displayed in Fig. 2 of the old and new formulae shows a slight improvement of the new formulae from the statistical point of view. This improvement is due to a larger (and slightly more accurate) sample of data. The improvement is not large in the final mass since the old formula was already providing an excellent approximation. The improvements are more notable for final spin and the recoil velocities. We have also introduced a peak luminosity fit as it follows in the next subsection.
B. Modeling final recoils and peak luminosities
Given the success of the above formulae we will propose a new fitting formula for the peak luminosity of gravitational waves with a similar form to the mass fitting. The motivation for the above formulae comes from a combination of a Taylor expansion in terms of the seven binary parameters, limited by the symmetry properties of the binary under parity and exchange of the black hole labels. We have also found that the use of the variables S,˜ ∆, and δm has a direct connection with PN variables and provides an excellent fit [20, 47, 48, 53] . This can be extended to the peak luminosity that corresponds to the peak power of gravitational radiation and will share the symmetry properties used for the total final mass of the remnant.
For both the recoil velocity and the peak luminosity fittings we use the original 36 simulations from Ref [20] and the 71 new simulations for a total of 107 simulations.
Peak luminosity fits
We propose
Note that the radiated power in the particle limit scales as η 2 (See Ref. [59] , Eq. (16) and (20); evaluated at the ISCO for its peak value). Thus we do not include this explicitly in the fitting above, with the same true in the recoil velocity case below, since radiative terms would need to be fitted anyway.
The best fitted parameters are displayed in Table IV Note that the percentile errors of the luminosity (and this will also be true for the recoil velocity) are an order of magnitude larger than for the mass and spin of the remnant. This is due to the fact that while the final mass and spin can be obtained very accurately from the isolated horizon formulae applied to the final black hole, the peak luminosity is computed directly from the waveforms at infinity and have errors associated with the finite difference used during the evolution (as well as finite extraction radii and modes used) as detailed in Appendix B. We have used a method of weighted least squares to take into account the different available resolutions for the pool of simulations used in this fit. A maximum of ∼ −5% difference in the peak luminosity is observed with respect to [60] . Such a large difference only oc- curs for the largest peak luminosities occurring for near equal-mass systems with large aligned spins. (The two fits agree to better than 0.5% about the peak luminosity for an equal-mass nonspinning binary, for instance.)
By direct evaluation of the fitting formula for the luminosity we see that the maximum value occurs for equal mass binaries and maximum spinning black holes oriented along the orbital angular momentum. In this case we obtain for the peak luminosity L peak (1, 1, 1) = 0.001967 in dimensionless units, equivalent to 7.1368 × 10 56 ergs/sec.
Recoil velocities
We model the total recoil as [20] V recoil (q,
e 1 ,ê 2 are orthogonal unit vectors in the orbital plane, and ξ measures the angle between the "unequal mass" and "spin" contributions to the recoil velocity in the orbital plane, and with,
Where and according to Ref. [61] we have A = 9210 km/s, and B = 2790 km/s.
In the bottom panel of Fig. 5 , the residuals between the first fitting formula and the new fitting formula on the full set of 107 simulations are shown. While the first fitting formula performed reasonably well, with the largest deviations from the data on the order of 15 km/s, the new fitting formula is a marked improvement benefiting from a sample size of our simulations almost tripled from the first version.
The best fitted parameters are displayed in Table IV below. The comparison of the fits to data are displayed in Fig. 7 , that essentially displays residuals of less than 7 km/s, corresponding to typical errors of 5 − 10% for moderate to large recoils.
As for the luminosity, the percentile errors of the recoil velocity are an order of magnitude larger than for the mass and spin of the remnant. We note again that this is due to the fact that while the final mass and spin can be obtained very accurately from the isolated horizon formulae applied to the final black hole, the recoil velocity is computed directly from (different modes of) the waveforms at infinity (See though Ref. [62] for a horizon evaluation of the linear momentum) and have errors associated with the finite difference used during the evolution (as well as finite extraction radii and modes) as detailed in Appendix B. We have used a method of weighted least squares to take into account the different available resolutions for the pool of simulations used in this fit.
The current analysis with a more extensive set of runs (including the new 71 runs and the former 36 run) allow us to make a statistically more robust determination of the 17 fitting parameters. We can also determine that the maximum recoil velocity does not occur for equal mass = −1.0 In addition to the particle limit and the equal mass, equal spins cases there are other configurations that lead to zero recoil velocity as predicted by the above fitting formulae. We find that the results displayed in Fig. 14 of Ref. [20] is not changed substantially with the updated formulae.
IV. CONCLUSIONS AND DISCUSSION
In this paper we have revisited the scenario of nonprecessing binary black hole mergers extending our previous work by tripling the number of our simulations. We have thus verified that our formulae for the final remnant mass and spin were accurate well within a fraction of 1% level, and used the new runs to improve those fittings. We observe in the comparative analysis of Fig. 2 that the new fit particularly improves the residuals of the final spin. The wings of the residuals now halved and are more symmetric around zero than for the old fit, as expected for random errors. The improvement is not as evident for the final mass, since the original fit was already extremely good. The comparative analysis of the fittings for the recoil velocity displayed in Fig. 5 shows that the typical residuals are halved by the newly fitted formula. Thus reducing the error of the remnant recoil to within 5%. Finally, we see in the bottom panel of Fig. 6 that the typical residuals of the luminosity fit lie within 2% values. Note that we also improved the assessment of systematic errors in those results by studying the observer location and finite difference dependences of the results, particularly for the recoil velocity and peak luminosity, since the final mass and spin can be obtained more accurately from the horizon evaluated measurements.
These formulae are particularly relevant for LIGO gravitational wave signal analysis. In fact, the formulae of our previous paper [20] has been used to analyze the aLIGO O1 events [5-7, 10, 51, 63] . The updated formulae in this paper (including that of the peak luminosity) are well suited for implementation and use in an improved analysis of the forthcoming observational runs of advanced LIGO.
While the above formulae are strictly valid for nonprecessing systems, they represent an important basis to model precessing systems as they provide several of the expansion terms to be included in such formulae [47, 48, 53] and they represent a reasonable approximation for most applications. For instance, Ref. [64] uses a simple augmentation of the final spin in [20] to improve its accuracy for precessing systems and shows that the final mass formula of [20] has good accuracy even for precessing systems. In this appendix, we supplement the initial data parameters given in Tables I-II with more information  about the simulations. In Tables V and VI we give the initial orbital frequency, number of orbits to merger (as measured by the formation of a common apparent horizon and monitored by the time of peak luminosity), and initial and final eccentricities estimated as [4] 
In Tables IX and X, the energy radiated and final spins are given. Both quantities are calculated in two ways, one locally on the isolated horizon (at the highest resolution available), and one from the extrapolation of the gravitational waveforms to infinite observer location. The errors given for the horizon quantities are the drift in the quantity from the value calculated just after merger until the end of the simulation, typically 400 − 500m evolution time. For the quantities calculated from the gravitational waves, the error is the difference between a first and second order polynomial extrapolation to infinite observer location.
Finally, in Tables XI, XII (for the new runs) , and XIII (for the previous runs [20] ), the recoil velocities and peak luminosities are given. Since the calculation for the kick uses a new method explained below and since the peak luminosities were not given in Paper 1 [20] , we provide XIII for the simulations of Paper 1. In this table, we provide both the new run number in the first column, along with the Paper 1 run number in column 2. Error bars for the recoil and luminosity are described in the next appendix.
Appendix B: Convergence studies
For the recoil velocity and peak luminosity calculations, there are two main sources of error. The first is the error from calculating the values at a finite observer location. The second, and typically of comparable magnitude, is from finite resolution. Since the final mass and spin are calculated locally on the apparent horizon, where the grid resolution is highest, the finite resolution error is very low and there is no associated finite observer error, hence those quantities can be determined to high accuracy. In order to get a sense of the error of other radiated quantities, we can calculate the final mass and spin in an analogous way to how we calculate the recoil and luminosity. In this appendix, we will explore these errors and the convergence of a set of simulations.
For every simulation, we can calculate the finite observer location error. However, in order to calculate the finite resolution error, we would need the same binary configuration at three different resolutions. For 107 runs, this would be very expensive computationally. Instead, we choose a simulation from each mass ratio at three different resolutions and use this run to calculate the finite resolution error. This error is then used as a weight in the least-squares fitting for the corresponding family of the same mass ratio runs.
The kicks and luminosity values included in the tables are calculated using up to = 6 modes at an extraction radius of r obs /m = 113.0. To extrapolate to infinite observer location, we use the perturbative extrapolation given in Ref. [40] . There is typically still some residual r-dependence so to calculate the extrapolation error we take the difference between the value calculated at r obs = 113.0m and extrapolating to r obs = ∞ using the average of a first and second order polynomial in 1/r obs . This is typically on the order of 1 − 3 km/s for the kick and on the order of 1e-5 to 1e-6 for the luminosity but for a few runs is higher.
We can estimate the finite resolution error by using three different resolutions and a Richardson extrapolation. We label our resolutions as N X where X is a global resolution factor that is related to the resolution in the wavezone. For example, a simulation labeled N 140 would have a wavezone resolution of m/1.4. Tables XIV-XVII show the values of the kick and luminosity at each extraction radius and extrapolated to infinite resolution, along with the order of convergence for each. We typically observe a convergence order between 2.5 and 4 with slightly lower convergence order for the q = 1/3 luminosity. The fitting weights are determined from these tables as the difference between the (r obs , N ) = (∞, ∞) and (113.0m, finite), where N is the resolution factor as described above. This leads to finite resolution errors typically on the order of 5 − 15 km/s for the recoil. The total error reported in Tables XI-XIII is the finite observer and finite resolution errors added in quadrature.
In Figs. 8-11 , we show the recoil velocity, peak luminosity, radiated energy, and radiated angular momentum for each resolution as a function of the inverse of the observer location. For the radiated energy and angular momentum, the value calculated on the isolated horizon (at the highest resolution available) is shown as a green solid line. In each, the solid lines indicate a second order polynomial fit in m/r obs to extrapolate to infinite observer location. In all cases, we have six extraction radii between 75m and 113m. For the equal-mass case in Fig. 8 , we have an additional four extraction radii, out to 190m. In this figure, we show two extrapolations to infinite observer, one in black using all available extraction radii, and one in gray using only up to r obs = 113m as in the other figures. The difference between the two extrapolations is on the order of 1% for all four quantities. 9.90e-04
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