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Abstract
We provide lower bounds for the estimation of the eigenspaces of a
covariance operator. These information inequalities are non-asymptotic
and can be applied to any sequence of eigenvalues. In the important
case of the eigenspace of the d leading eigenvalues, the lower bounds
match non-asymptotic upper bounds based on the empirical covariance
operator. Our approach relies on a van Trees inequality for equivari-
ant models, with the reference measure being the Haar measure on the
orthogonal group, combined with large deviations techniques to design
optimal prior densities.
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1 Introduction
1.1 Motivation
In this paper we address the problem of deriving lower bounds for the es-
timation of derived parameters of the eigenspaces of a covariance operator.
Motivated by principal component analysis (PCA), our main interest lies in
the eigenspace of the d leading eigenvalues.
In an asymptotic framework, such lower bounds can be obtained by exist-
ing results for statistical models satisfying a LAN condition, such as the local
asymptotic minimax theorem due to Ha´jek [15]; see also the monographs by
Ibragimov and Has’minskii [18] and van der Vaart [39]. Extensions are pre-
sented in Koltchinskii, Lo¨ffler and Nickl [25] and Koltchinskii [24] for the
special cases of estimating linear functionals of principal components and
more general smooth functionals of covariance operators, respectively. Both
papers study an asymptotic scenario in which the effective rank of the covari-
ance operator is allowed to increase with the number of observations n, and
provide exactly matching asymptotic lower bounds based on the classical
van Trees inequality.
Non-asymptotic lower bounds for the estimation of the eigenspace of the
d leading eigenvalues have been established in Cai, Ma and Wu [5, 6] and
Vu and Lei [40] for a spiked covariance model with two different eigenval-
ues. This simple model can be parametrized by the Grassmann manifold,
allowing to apply lower bounds under metric entropy conditions. While the
resulting lower bound can also be applied to high-dimensional spiked covari-
ance models, it is of limited use in infinite dimensions, typically encountered
in functional data analysis and kernel methods in machine learning. For in-
stance Sobolev kernels usually lead to polynomially decaying eigenvalues,
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while smooth radial kernels have nearly exponential decaying eigenvalues
(cf. [36, 35, 3] and the references therein).
In this paper we derive minimax lower bounds that are non-asymptotic
on the one hand (e.g. in n and d) and can be applied to arbitrary sequences
of eigenvalues on the other. In particular, this enables us to go beyond
the simple spiked covariance model and to cover important examples from
functional data analysis and supervised learning. As stated in [5], it is
highly nontrivial to obtain lower bounds which depend optimally on all
parameters, in particular the eigenvalues and d. To achieve this we develop a
new information-theoretic approach based on equivariant statistical models.
A well-known lower bound technique that has been used in a variety of
problems is given by the van Trees inequality; see e.g. Tsybakov [38] and
the references therein for the classical one-dimensional inequality, Gill and
Levit [14] for multidimensional extensions, and Jupp [22] for the case of
smooth loss functions on manifolds. For instance, the classical van Trees
inequality can be successfully applied to functionals (i.e. one-dimensional
derived parameters) of the eigenspaces of a covariance operator; see e.g.
[25, 24] and also Section 3.3 below. One main reason for this is the existence
of simple one-parameter subgroups of the orthogonal group. In order to
deal with high-dimensional parameters (e.g. with d large), we will develop
an extension of the van Trees inequality with the reference measure being
the Haar measure on the orthogonal group. In the important case of the
eigenspace of the d leading eigenvalues this will allow us to derive lower
bounds that match recent non-asymptotic upper bounds derived in Reiß
and Wahl [33], Jirak and Wahl [20, 19] and Wahl [41].
The use of group invariance arguments has turned out to be crucial in
multivariate statistics (see e.g. Muirhead [29], Farrell [13], Eaton [11] and
Johnstone [21]), and our approach also relies on such principles. First, our
approach is based on a van Trees inequality tailored for statistical models en-
dowed with a group action. Second, in order to derive tight non-asymptotic
lower bounds, we have to study explicit prior densities with respect to the
Haar measure on the orthogonal group. We propose a density based on the
exponential of the trace that can be analyzed by large deviations techniques;
see e.g. Meckes [28] and Hiai and Petz [16].
1.2 Main result
Let H be a separable Hilbert space with inner product 〈·, ·〉 and norm ‖ · ‖,
and let L+1 (H) be the class of all bounded linear operators Σ : H → H that
are symmetric, positive and of trace class. For Σ ∈ L+1 (H), let λ1(Σ) ≥
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λ2(Σ) ≥ · · · > 0 be the non-increasing sequence of positive eigenvalues of Σ
(which is either finite or infinite and summable). If possible, then we extend
this sequence by adding zeros. Moreover, let u1(Σ), u2(Σ), . . . be a sequence
of corresponding eigenvectors. For I ⊆ {1, 2, . . . }, we write
PI(Σ) =
∑
i∈I
ui(Σ)⊗ ui(Σ)
for the orthogonal projection onto the eigenspace of the eigenvalues {λi(Σ) :
i ∈ I}, where (u ⊗ v)x = 〈v, x〉u, x ∈ H. Note that PI(Σ) is uniquely
defined, provided that the eigenvalues with indices in I are separated from
the rest of the spectrum, that is provided that λi(Σ)− λj(Σ) 6= 0 for every
i ∈ I and j /∈ I.
For a fixed sequence λ1 ≥ λ2 ≥ · · · ≥ 0 of non-negative and summable
real numbers, we define the parameter class
Θλ = {Σ ∈ L+1 (H) : ∀j ≥ 1, λj(Σ) = λj}
consisting of all Σ ∈ L+1 (H) with common spectrum (λ1, λ2, . . . ), and con-
sider the statistical model defined by the family of Gaussian measures
(PΣ)Σ∈Θλ , PΣ = N (0,Σ)⊗n, (1.1)
where N (0,Σ) denotes a Gaussian measure in H with expectation 0 and
covariance operator Σ; see e.g. Chapter 2 in Da Prato and Zabczyk [7] for
some background. This statistical model corresponds to observing n inde-
pendent H-valued Gaussian random variables X1, . . . ,Xn with expectation
zero and covariance Σ, indexed by Σ ∈ Θλ, and we will write EΣ to denote
expectation with respect to X1, . . . ,Xn having law PΣ.
Our first main result provides a non-asymptotic minimax lower bound
for the estimation of the the derived parameter PI(Σ).
Theorem 1. There exists an absolute constant c ∈ (0, 2] such that for any
n ≥ 1, we have
inf
Pˆ
sup
Σ∈Θλ
EΣ‖Pˆ − PI(Σ)‖2HS ≥ c ·max
J⊆N
∑
i∈I∩J
∑
j∈J\I
( λiλj
n(λi − λj)2 ∧
1
|J |
)
,
where the infimum is taken over all estimators Pˆ = Pˆ (X1, . . . ,Xn) with
values in the Hilbert space of all Hilbert-Schmidt operators. Here, ‖ · ‖HS
denotes the Hilbert-Schmidt norm and x ∧ y = min(x, y).
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Theorem 1 is the consequence of a more general Bayes risk bound pre-
sented in Section 1.4. Ignoring the 1/|J |-term, the right-hand side of
the lower bound coincides for c = 2 with the asymptotic limit achieved
by the estimator Pˆ = PI(Σˆ), with empirical covariance operator Σˆ =
n−1
∑n
i=1Xi ⊗Xi; see e.g. Dauxois, Pousse and Romain [8] and Reiß and
Wahl [33]. Moreover, it follows from the local asymptotic minimax theorem
that this estimator is indeed asymptotically efficient. While such asymptotic
results also easily follow from our theory (cf. Corollary 4 below), it is exactly
the difficult to obtain structure including the 1/|J |-terms that makes our
bounds non-asymptotic and leads to optimal lower bounds as illustrated in
the next section. Let us also point out that, in contrast to the asymptotic
setting, it seems unavoidable to use some deeper facts on the underlying
parameter space of all orthonormal bases in order to obtain non-asymptotic
lower bounds. In particular, we will see that the 1/|J |-terms are obtained
by random matrix techniques for the orthogonal group.
1.3 Applications
Let us illustrate the optimality of the obtained minimax lower bound for
three main classes of eigenvalue behavior: polynomial decay, exponential
decay, and a simple spiked covariance model.
For a subset I ⊆ {1, 2, . . . } and a sequence of eigenvalues, we abbreviate
the minimax risk over Θλ as follows
R∗n,λ,I = inf
Pˆ
sup
Σ∈Θλ
EΣ‖Pˆ − PI(Σ)‖2HS.
In what follow, we focus on the important examples I = {1, . . . , d} and
I = {d}, other choices can be treated similarly.
Corollary 1. For H = Rp and the sequence of eigenvalues λ1 = · · · = λd >
λd+1 = · · · = λp, we have
R∗n,λ,{1,...,d} ≥
c
2
·min
(
d, p − d, d(p − d)
n
λdλd+1
(λd − λd+1)2
)
with constant c from Theorem 1.
Corollary 1 follows from Theorem 1 applied with J = {1, . . . , p}, using
that 2d(p − d)/p ≥ min(d, p − d). The result has been obtained in Cai, Ma
and Wu [5] and Vu and Lei [40], based on the behaviour of the local metric
entropy of the Grassmann manifold (cf. [30]). While [40] used the met-
ric entropy to construct some explicit packing set in the parameter space,
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[5] applied a minimax lower bound under metric entropy conditions. The
interesting point here is that Corollary 1 is obtained by a rather different
approach, namely by a van Trees inequality for equivariant statistical mod-
els, with the reference measure being the Haar measure on the orthogonal
group. The main advantage of our approach is that it can be applied to any
sequence of eigenvalues.
Corollary 2. Suppose that for some α > 1, we have λj = j
−α, j ≥ 1.
Then, for every d ≥ 1 and every n ≥ 1, we have
R∗n,λ,{d} ≥ c ·min
(
1,
d2
n
)
and
R∗n,λ,{1,...,d} ≥ c ·min
(
d,
d2
n
(
1 + log+
(
d ∧
√
n
d
)))
,
where c > 0 is a constant depending only on α, and log+(x) = 0 ∨ log(x).
Corollary 2 follows from applying Theorem 1 with J = {d, d + 1} and
J = {j : d/2 < j ≤ 3d/2} respectively; see Appendix A for the details.
In the non-trivial regime d2 ≤ n (note that R∗n,λ,{d} ≤ 1, as can be seen
by considering the zero estimator), Corollary 2 can be written as
R∗n,λ,{d} ≥ c
d2
n
and R∗n,λ,{1,...,d} ≥ c
d2 log(d)
n
. (1.2)
A corresponding non-aymptotic upper bound has been first obtained in Mas
and Ruymgaart [27], yet with additional log factors in n and d and for the
smaller operator norm instead of the Hilbert-Schmidt norm. In case of the
Hilbert-Schmidt norm, Jirak and Wahl [19, 20] showed that the empirical
projectors P{d}(Σˆ) and P{1,...,d}(Σˆ) (with empirical covariance operator Σˆ =
(1/n)
∑n
i=1Xi⊗Xi) achieve, with high probability, the upper bounds Cd2/n
and Cd2 log(d)/n, respectively, as long as d2 log2(d) ≤ cn, implying that the
lower bounds in (1.2) are up to constants sharp in the latter regime.
Corollary 3. Suppose that for some α > 0, we have λj = e
−αj , j ≥ 1.
Then, for every d ≥ 1 and every n ≥ 1, we have
R∗n,λ,{d} ≥
c
n
and R∗n,λ,{1,...,d} ≥
c
n
,
where c > 0 is a constant depending only on α.
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Matching upper bounds have been derived in Wahl [41] and Reiß and
Wahl [33] for the case of J = {d} and J = {1, . . . , d}, respectively. These
upper bounds are obtained for the spectral projectors of the empirical covari-
ance operator and hold provided that d ≤ cn. Again, we get the optimality
of our lower bounds in a (nearly) optimal regime (since Σˆ is a sufficient
statistic and of rank n, it seems to be difficult to say anything for d > n).
Combining our lower bounds in the three above examples with corre-
sponding upper bounds from the literature for the PCA projector P{1,...,d}(Σˆ),
we may conclude that the PCA projector achieves the minimax risk up to
a constant. This leads to the question whether the PCA projector is even
minimax (and admissible) with respect to the Hilbert-Schmidt loss over Θλ
and over all estimators taking values in the class of all orthogonal projec-
tions of rank d. For instance it is not too difficult to show that for H = Rp
and the sequence of eigenvalues λ1 = · · · = λd > λd+1 = · · · = λp, the PCA
projector is the Bayes estimator among all orthogonal projections of rank
d when we assume that the eigenspaces of Σ ∈ Θλ are generated by the
Haar measure on the orthogonal group. Hence, since the PCA projector has
constant risk (cf. Lemma 4 below), it is even minimax in this special case
(see [18, Theorem 3.2]). It seems to be an open problem whether the PCA
projector is minimax or not in the other two examples; see also [32] for a
general conjecture.
1.4 Main Bayes risk bound
We now state a stronger Bayes risk lower bound in the special case of H =
Rp. Afterwards, we show how Theorem 1 can be obtained from this result
by standard decision-theoretic arguments. In what follows, we will use the
following reparametrization of our model
(PU )U∈SO(p), PU = N (0, UΛUT )⊗n, (1.3)
where SO(p) denotes the special orthogonal group (see Section 2 below) and
Λ = diag(λ1, . . . , λp) with λ1 ≥ · · · ≥ λp ≥ 0 fixed. While this leads to a
slight over-parametrization (each covariance matrix is now repeated at least
2p−1-times), it will allow us to invoke more directly properties of the special
orthogonal group. In this reparametrization, the parameter of interest is
PI(U) =
∑
i∈I uiu
T
i , where u1, . . . , up are the columns of U ∈ SO(p).
For q ≤ p, the special orthogonal group SO(q) can be embedded into
SO(p) by letting it act on a q-dimensional subspace of Rp. In particular, for
a subset J ⊆ {1, . . . , p} with |J | = q and U ∈ SO(q), we define UJ ∈ SO(p)
through ((UJ )ij)i,j∈J = U and (UJ )ii = 1 for i /∈ J , being the result of
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letting SO(q) acts on span(ej : j ∈ J ) in the natural way, with e1, . . . , ep
being the standard basis in Rp. This gives rise to the sub-model {PUJ : U ∈
SO(q)} for which we will prove the following Bayes risk bound.
Theorem 2. There are absolute constants c, C > 0 such that for every
n ≥ 1 and every estimator Pˆ = Pˆ (X1, . . . ,Xn) with values in Rp×p, we have∫
SO(q)
EUJ
[‖Pˆ − PI(UJ )‖2HS] exp(Cq tr(U))∫
SO(q) exp(Cq tr(U)) dU
dU
≥ c ·
∑
i∈I∩J
∑
j∈J\I
( λiλj
n(λi − λj)2 ∧
1
q
)
,
where dU denotes the Haar measure on SO(q) (see Section 2 below) and
tr(U) denotes the trace of U .
We conclude this section by showing how Theorem 2 implies Theorem 1.
For some fixed orthonormal basis u1, u2, . . . of H, we consider the sub-model
Θ
(p)
λ = {Σ ∈ Θλ : ∀j > p, Pj(Σ) = uj ⊗ uj} ⊆ Θλ,
leading to covariance operators Σ ∈ Θλ that only differ from each other on
how they map span{uj : j ≤ p} into itself. Hence, restricting the Hilbert-
Schmidt norm to inner products with u1, . . . , up, we have
EΣ‖Pˆ − PI(Σ)‖2HS ≥ EΣ‖Pˆ (p) − PI(Σ(p))‖2HS, (1.4)
with Pˆ (p),Σ(p) ∈ Rp×p defined by Pˆ (p)jk = 〈uj , Pˆ uk〉 and Σ(p)jk = 〈uj ,Σuk〉.
While Pˆ (p) is based on X1, . . . ,Xn, it follows by an application of the suf-
ficiency principle that it suffices to consider estimators based on X
(p)
i =
(〈Xi, uj〉)pj=1, i ≤ n. Indeed, by the Neyman factorization theorem ([18,
Theorem 1.1] or [37, Theorem 20.9]) and basic facts for Gaussian measures
on separable Hilbert spaces (Chapter 2 in [7]) we know that (X
(p)
i : i ≤ n)
is a sufficient statistic for {PΣ : Σ ∈ Θ(p)λ }. Hence, applying Rao-Blackwell’s
theorem ([18, Theorem 2.1]) to the right-hand side of (1.4), we conclude
that
inf
Pˆ
sup
Σ∈Θ
(p)
λ
EΣ‖Pˆ − PI(Σ)‖2HS ≥ inf
P˜
sup
Σ∈Θ
(p)
λ
EΣ‖P˜ − PI(Σ(p))‖2HS, (1.5)
where the infimum is taken over all estimators P˜ = P˜ (X
(p)
i : i ≤ n) with
values in Rp×p. Now, the X
(p)
i are independent N (0,Σ(p))-distributed ran-
dom variables, and the class {Σ(p) : Σ ∈ Θ(p)λ } coincides with {UΛUT :
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U ∈ SO(p)}. Hence, using that the maximum risk over a parameter class is
bounded from below by the Bayes risk over any sub-class, Theorem 1 follows
from applying Theorem 2 to the right-hand side of (1.5).
Outline
The remainder of the paper is organized as follows. Section 2 provides
some preliminaries on the special orthogonal group, on χ2-distances and
the Fisher information, and on statistical models endowed with a group
action. Section 3 develops a van Trees-type inequality for the estimation
of general derived parameters of the eigenspaces of a covariance operator.
Section 4 is devotes to the proof of Theorem 2. Section 4.1 specializes our
van Trees-type inequality to the case of eigenspaces, Section 4.2 studies the
prior density from Theorem 2 based on large deviations techniques for the
special orthogonal group.
2 Preliminaries
2.1 The special orthogonal group
Let us introduce some notation in connection with the (special) orthogonal
group; see e.g. [28] for a detailed account. The special orthogonal group is
defined by SO(p) = {U ∈ Rp×p : UUT = Ip,det(U) = 1}, where Ip denotes
the p × p identity matrix. It is a connected and compact Lie group. The
Lie algebra (i.e. the tangent space at Ip) is given by so(p) = {ξ ∈ Rp×p :
ξ + ξT = 0}. It is generated by L(ij) = eieTj − ejeTi , i < j. Thus we have
dim so(p) = p(p− 1)/2. More generally, the tangent space at U is given by
Uso(p) = so(p)U . The exponential map is given by
exp : so(p)→ SO(p), ξ 7→ exp(ξ) =
∑
k≥0
ξk/k!.
It has the property that (d/dt) exp(tξ) = ξ exp(tξ) = exp(tξ)ξ. Moreover,
it is easy to see that exp(tL(ij)) is a rotation through an angle t, acting on
the two-dimensional space spannd by the standard basis vectors ei and ej .
Finally, there is a unique translation-invariant probability measure µ (called
Haar measure) on SO(p) satisfying∫
SO(p)
f(UV ) dµ(U) =
∫
SO(p)
f(V U) dµ(U) =
∫
SO(p)
f(U) dµ(U) (2.1)
for all V ∈ SO(p) and all integrable functions f . To simplify the notation,
we will denote
∫
SO(p) f(U) dµ(U) by
∫
SO(p) f(U) dU .
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2.2 χ2-divergence and Fisher information
In this section we provide some standard Fisher information calculations for
the statistical model given in (1.3). For similar results and further reading
see e.g. [26, 43] and [2].
The χ2-divergence between two probability measures P and Q (defined
on the same measurable space) is defined as
χ2(P,Q) =
{∫ (
dP
dQ
)2
dQ− 1, if P≪ Q,
∞, otherwise.
If P = P1 ⊗ P2 and Q = Q1 ⊗Q2 are product measures, then we have
χ2(P,Q) = (1 + χ2(P1,Q1))(1 + χ
2(P2,Q2))− 1. (2.2)
The following lemma analyzes the limit behaviour of the χ2-divergence of
the family of probability measures from (1.3).
Lemma 1. For ξ ∈ so(p), let Pexp(tξ) = N (0, exp(tξ)Λ exp(−tξ))⊗n. Then
we have
χ2(Pexp(tξ),PIp)/t
2 → n · 1
2
p∑
i,j=1
ξ2ij
(λi − λj)2
λiλj
as t→ 0.
Proof. Using (2.2), it suffices to consider the case n = 1. Then, for all t
sufficiently small, we have
χ2(Pexp(tξ),PIp) + 1 = 1/
√
det
(
2Ip − Λexp(tξ)Λ−1 exp(−tξ)
)
,
as can be seen by inserting the multivariate Gaussian density function into
the definition of the χ2-divergence. For all t sufficiently small, set f(t) =
det(2Ip − Λexp(tξ)Λ−1 exp(−tξ)). Then it follows from standard formulas
for the derivatives of a determinant (see e.g. [26, Chapter 8.3] and also [31,
Section 2.1.1]) that f(0) = 1, f ′(0) = 0 and
f ′′(0) = 4 tr(ΛξΛ−1ξ − ξ2) = 2
p∑
i,j=1
ξijξji(λiλ
−1
j + λjλ
−1
i − 2)
= −2
p∑
i,j=1
ξ2ij
(λi − λj)2
λiλj
. (2.3)
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Using Taylor’s theorem we get
χ2(Pexp(tξ),PIp)/t
2 =
√
f−1(t)− 1
t2
→ −f
′′(0)
4
as t→ 0,
and the claim follows from inserting (2.3).
We now give a definition of the Fisher information that is sufficient
for our purposes. Let (X ,F , (Pθ)θ∈Θ) be a statistical model, where Θ is a
manifold embedded in some Euclidean space. Suppose that the experiment
is dominated by a measure µ such that f(x, θ) = (dPθ/dµ)(x) are strictly
positive. Moreover, let l(x, θ) = log f(x, θ). Then the Fisher information
form at θ is defined by
Iθ : TθΘ× TθΘ→ R, (v,w) 7→
∫
X
dl(x, θ)v dl(x, θ)w dPθ(x),
provided that the last integrals exist. Here, TθΘ denoted the tangent space
of Θ at θ and dl(x, θ)v is the derivative of l(x, ·) at θ in the direction v,
defined by dl(x, θ)v = (d/dt) l(x, γ(t))|t=0 with γ : (−ǫ, ǫ) → Θ such that
γ(0) = θ and γ′(0) = v.
The following lemma explains the connection of the result in Lemma 1
with the Fisher information.
Lemma 2. Consider the statistical model given by {N (0, UΛUT ) : U ∈
SO(p)}. Then the Fisher information form at Ip is given by
IIp : so(p)× so(p)→ R, (ξ, η) 7→
1
2
p∑
i,j=1
ξijηij
(λi − λj)2
λiλj
.
More generally, for U ∈ SO(p), we have IU(Uξ,Uη) = IIp(ξ, η).
Remark 1. In particular, IIp is diagonalized by the basis {L(ij) : i < j}.
Remark 2. Using the Fisher information form from Lemma 2, Lemma 1 can
be written as χ2(Pexp(tξ),PIp)/t
2 → n · IIp(ξ, ξ) as t → 0. For the more
general concept of L2-differentiability, see e.g. [42, Chapter 1.8].
Proof of Lemma 2. It suffices to show that
IIp(L(ij), L(kl)) = δikδjl
(λi − λj)2
λiλj
∀i < j, k < l
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with δik equal to 1 if i = k and equal to 0 otherwise. Now, with µ being the
Lebesgue measure on Rp,
dl(x, Ip)L
(ij) =
d
dt
1
2
〈x, exp(−tL(ij))Λ−1 exp(tL(ij))x〉∣∣
t=0
=
1
2
〈x, (Λ−1L(ij) − L(ij)Λ−1)x〉 = (λ−1i − λ−1j )xixj .
Thus
IIp(L(ij), L(kl)) = (λ−1i − λ−1j )(λ−1k − λ−1l )
∫
xixjxkxl dN (0,Λ)(x)
= δikδjl(λ
−1
i − λ−1j )2λiλj ,
and the claim follows.
2.3 Statistical models under group action
In this section we summarize some basic facts for equivariant statistical
models; see e.g. [11, 12] for two detailed accounts. Let G be a group.
For every g ∈ G the right multiplication map Rg : G → G is defined by
Rg(h) = hg, h ∈ G. If G acts (from the left) on a measurable space (X ,F),
then we will always assume that the map X → X , x 7→ gx is measurable
for every g ∈ G. If G itself is also a measurable space, then we will always
assume that the map G× X → X , (g, x) 7→ gx is measurable.
Definition 1. Suppose that G acts on (X ,F) and Θ. Then a family (Pθ)θ∈Θ
of probability measures on (X ,F) is called G-equivariant if
Pgθ(gA) = Pθ(A) ∀g ∈ G, θ ∈ Θ, A ∈ F .
Lemma 3. Suppose that (Pθ)θ∈Θ is G-equivariant. For θ0, θ1 ∈ Θ and g ∈ G
the following holds:
(i) For all measurable functions f ≥ 0, we have∫
X
f(x) dPgθ0(x) =
∫
X
f(gx) dPθ0(x).
(ii) If Pθ1 ≪ Pθ0, then Pgθ1 ≪ Pgθ0 and
dPgθ1
dPgθ0
(gx) =
dPθ1
dPθ0
(x) Pθ0 − a.e. x.
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(iii) We have χ2(Pgθ1 ,Pgθ0) = χ
2(Pθ1 ,Pθ0).
Claim (i) follows from Definition 1 and standard measure-theoretic ar-
guments, (ii) is a consequence of (i), and (iii) is a consequence of (ii).
Given an action G on a measurable space (X ,F), there is an induced
action on the set of all probability measures on (X ,F) defined by gP(A) =
P(g−1A) for every g ∈ G, P probability measure on (X ,F), and A ∈ F .
Thus the above definition is included in the following more general one:
Definition 2. Suppose that G acts on both X and Y. Then a function
ψ : X → Y is called G-equivariant if ψ(gx) = gψ(x) for every g ∈ G, x ∈ X .
The following lemma collects some properties on the minimax risk of
equivariant statistical models. Let (X ,F , (Pθ)θ∈Θ) be a statistical model
and ψ : Θ→ Rm be a derived parameter. For a loss function L : Rm×Rm →
[0,∞), let Rθ(ψˆ, ψ(θ)) =
∫
L(ψˆ(x), ψ(θ)) dPθ(x) be the risk of the estimator
ψˆ : X → Rm.
Lemma 4. Suppose that (Pθ)θ∈Θ and ψ are G-equivariant and that the loss
function L is convex in the first argument and satisfies L(ga, gb) = L(a, b)
for every g ∈ G, a, b ∈ Rm. Then, for any G-equivariant estimator ψˆ,
Rθ(ψˆ, ψ(θ)) = Rgθ(ψˆ, ψ(gθ)) ∀θ ∈ Θ, g ∈ G.
Moreover, if ψ˜ is an estimator, then the estimator ψˆ defined by ψˆ(x) =∫
G g
−1ψ˜(gx)µ(dg), x ∈ X (provided that it exists) is G-equivariant with
Rθ(ψˆ, ψ(θ)) ≤ sup
g∈G
Rgθ(ψ˜, ψ(gθ)) ∀θ ∈ Θ.
3 Information inequalities under group action
3.1 A Bayesian version of the Chapman-Robbins inequality
The one-dimensional Chapman-Robbins inequality is a simple lower bound
for the variance of an unbiased estimator of a real-valued parameter. Letting
(X ,F , (Pθ)θ∈Θ) be a statistical model, ψ : Θ→ Rm be a derived parameter,
ψˆ : X → Rm be an unbiased estimator and X be an observation from the
model, a multidimensional version says that
Eθ‖ψˆ(X) − ψ(θ)‖22 ≥
(∑m
j=1(ψj(θj)− ψj(θ))
)2∑m
j=1 χ
2(Pθj ,Pθ)
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for every θ, θ1, . . . , θm ∈ Θ. The proof is simple and based on the identity
m∑
j=1
∫
X
(ψˆj(x)− ψj(θ))(dPθj (x)− dPθ(x)) =
m∑
j=1
(ψj(θj)− ψj(θ)) (3.1)
in combination with the Cauchy-Schwarz inequality (applied twice). In the
case that Θ ⊆ Rd and under additional regularity conditions (e.g. the dif-
ferentiability of ψ at θ and the L2-differentiability of the likelihood function
dPθ′/dPθ at θ), the Chapman-Robbins inequality yields the classical Crame´r-
Rao lower bound (in the case m > 1 the quadratic risk corresponds to the
trace of the covariance matrix of the estimator, thus we get the Crame´r-Rao
lower bound when the trace is applied to both sides). This can be easily
seen by setting θj = θ + tvj and optimizing in the vj ; see e.g. [34] for the
case m = 1.
If ψˆ is biased, then the above approach does not work anymore. Based
on a variation of (3.1), the following proposition provides a Bayesian version
of the Chapman-Robbins inequality for equivariant statistical models in the
sense of Definition 1.
Proposition 1. Let (X ,F , (Pθ)θ∈Θ) be a statistical model. Let G be a topo-
logical group acting on (X ,F) and Θ such that (Pθ)θ∈Θ is G-equivariant.
Suppose that g 7→ Pgθ(A) is measurable for every A ∈ F , θ ∈ Θ. Let Π be
a Borel probability measure on G. Let ψ : Θ→ Rm be a derived parameter,
ψˆ : X → Rm be an estimator and X be an observation from the model.
Then, for each θ ∈ Θ and each h1, . . . , hm ∈ G, we have∫
G
Egθ
[‖ψˆ(X) − ψ(gθ)‖22] dΠ(g)
≥
(∑m
j=1
∫
G(ψj(gh
−1
j θ)− ψj(gθ)) dΠ(g)
)2∑m
j=1
(
χ2(Phjθ,Pθ) + χ
2(Π ◦Rhj ,Π) + χ2(Phjθ,Pθ)χ2(Π ◦Rhj ,Π)
) ,
with Π ◦Rhj defined by Π ◦Rhj(B) = Π(Bhj) for every Borel set B in G.
Remark 3. If G is locally compact, then it is natural to choose a probability
density function π with respect to the right Haar measure µ on G. Then
we have Π ◦Rh(A) =
∫
Ah π(g)µ(dg) =
∫
A π(gh)µ(dg). Note that the choice
π ≡ 1 leads to the trivial lower bound zero.
Proof of Proposition 1. We may assume that Phjθ ≪ Pθ and Π ◦ Rhj ≪ Π
for every j = 1, . . . ,m since the claim is trivial otherwise. Consider the
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expression
m∑
j=1
∫
G
∫
X
(ψˆj(x)− ψj(gθ))(dPgθ(x)dΠ(g) − dPghjθ(x)dΠ ◦Rhj(g)) (3.2)
Applying the transformation formula twice ([10, Theorem 4.1.11]), (3.2) is
equal to
−
m∑
j=1
∫
G
ψj(gθ)(dΠ(g) − dΠ ◦Rhj(g)) =
m∑
j=1
∫
G
(ψj(gh
−1
j θ)− ψj(gθ)) dΠ(g).
On the other hand, by the Cauchy-Schwarz inequality, (3.2) is bounded by
m∑
j=1
(∫
G
∫
X
(ψˆj(x)− ψj(gθ))2 dPgθ(x)dΠ(g)
)1/2
·
(∫
G
∫
X
(
1− dPghjθ
dPgθ
(x)
dΠ ◦Rhj
dΠ
(g)
)2
dPgθ(x)dΠ(g)
)1/2
.
Since (Pθ)θ∈Θ is G-equivariant, Lemma 3 yields that the last term is equal
to
m∑
j=1
(∫
G
∫
X
(ψˆj(x)− ψj(gθ))2 dPgθ(x)dΠ(g)
)1/2
·
(∫
G
∫
X
(
1− dPhjθ
dPθ
(x)
dΠ ◦Rhj
dΠ
(g)
)2
dPθ(x)dΠ(g)
)1/2
.
The term in the second brackets is a χ2 divergence of two product measures.
Thus, by (2.2), the last term is equal to
m∑
j=1
(∫
G
∫
X
(ψˆj(x)− ψj(gθ))2 dPgθ(x)dΠ(g)
)1/2
·
(
(χ2(Phjθ,Pθ) + 1)(χ
2(Π ◦Rhj ,Π) + 1)− 1
)1/2
.
Applying the Cauchy-Schwarz inequality in Rm, this is bounded by( ∫
G
Egθ
[‖ψˆ(X)− ψ(gθ)‖22] dΠ(g))1/2
·
( m∑
j=1
(
(χ2(Phjθ,Pθ) + 1)(χ
2(Π ◦Rhj ,Π) + 1)− 1
))1/2
,
and the claim follows.
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3.2 A van Trees inequality under group action
Under additional regularity conditions, Proposition 1 implies a Bayesian
version of the Crame´r-Rao inequality (similarly as the classical Chapman-
Robbins inequality implies a Crame´r-Rao inequality). In this section we
illustrate this for the problem of estimating general derived parameters of
the eigenspaces of a covariance matrix. Hence, we consider the statistical
model given in (1.3)
{PU : U ∈ SO(p)}, PU = N (0, UΛUT )⊗n
with Λ = diag(λ1, . . . , λp) and λ1 ≥ · · · ≥ λp ≥ 0. In this case we clearly
have PV U(V A) = PU (A) for every U, V ∈ SO(p) and every A ∈ ⊗ni=1BRp
(with V acting coordinate-wise on
∏n
i=1 R
p), meaning that the family is
indeed SO(p)-equivariant in the sense of Definition 1. Clearly, this also
implies that the family {Pg : g ∈ G} is G-equivariant for any closed subgroup
G of SO(p), and our goal is to apply Proposition 1 combined with a limiting
argument in this scenario.
Theorem 3. Let G be a closed subgroup of SO(p) with Lie algebra g. Let
ψ : G → Rm be a continuous function and π : G → [0,∞) be a probability
density function with respect to the Haar measure dg on G. Suppose that ψ
and π are differentiable with bounded derivatives in the sense that
∀g ∈ G,∀j ∈ {1, . . . ,m}, |dψj(g)gξj |, |dπ(g)gξj | ≤M
for some constant M > 0. Then, for any ξ1, . . . , ξm ∈ g and any estimator
ψˆ = ψˆ(X1, . . . ,Xn) with values in R
m, we have
∫
G
Eg
[‖ψˆ − ψ(g)‖22]π(g)dg ≥
( ∫
G
∑m
j=1 dψj(g)gξj π(g)dg
)2
∑m
j=1
(
nIIp(ξj , ξj) +
∫
G
(dπ(g)gξj )2
π(g) dg
) ,
where IIp(·, ·) is the Fisher information form given in Lemma 2 and ‖ · ‖2
denotes the Euclidean norm in Rm.
Remark 4. Here, dψj(g)gξj and dπ(g)gξj denotes the derivative of ψj and
π at the point g ∈ G in the direction gξj (cf. Section 2.2).
Remark 5. The resulting information inequality involves only the Fisher
information at Ip. This is due to the equivariance of the statistical model in
(1.3), leading to constant Fisher information form.
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Remark 6. In an asymptotic scenario n→∞, the local asymptotic minimax
risk at g multiplied with n is lower bounded by
∑
k<l
m∑
j=1
λkλl
(λk − λl)2
(
dψj(g)gL
(kl)
)2
. (3.3)
This can be obtained by choosing a sequence of priors πn approximating the
Dirac measure at g while ensuring that their Fisher informations are o(n), see
Section 3.3 and Remark 8 for two precise statements. The expression (3.3)
follows from setting ξj =
∑
k<l ajklL
(kl) with the asymptotically optimal
choices ajkl = I−1Ip (L(kl), L(kl))dψj(g)gL(kl) (recall from Remark 1 that IIp
is diagonalized by the basis {L(kl) : k < l}). In contrast, the situation is
more difficult in case of non-asymptotic lower bounds, where we need explicit
estimates for the Fisher informations of the prior and the averages in the
numerator.
Proof of Theorem 3. Theorem 3 follows from Proposition 1 applied with
hj = exp(tξj), t → 0, by standard measure-theoretic arguments on the
differentiation of integrals where the integrand depends on a real parameter
(cf. [4, Corollary 5.9]).
Without loss of generality we nay restrict ourselves to estimators with
Hilbert-Schmidt norm bounded maxg∈G ‖ψ(g)‖HS < ∞, so that the risk of
our estimator is bounded. We first assume that π(g) > 0 for all g ∈ G,
meaning that ming∈G π(g) > 0 by a compactness argument. By Lemma 1,
we have, for every j = 1, . . . ,m,
χ2(Pexp(tξj ),PIp)/t
2 → nIIp(ξj, ξj) as t→ 0.
Next, consider the term
χ2(Π ◦Rexp(tξj),Π)/t2 =
∫
G
(π(g exp(tξj))− π(g))2
π(g)t2
dg.
By assumption, the function s 7→ π(g exp(sξj)) is differentiable with deriva-
tive s 7→ dπ(g exp(sξj))g exp(sξj)ξj. By the boundedness assumption this
derivative is bounded in g ∈ G and s ∈ R. Thus, we get that the difference
quotient
π(g exp(tξj))− π(g)
t
is bounded in g ∈ G and t ∈ R. Moreover, it converges to dπ(g)gξj as t→ 0.
Thus the dominated convergence theorem (noting that π is bounded away
17
from zero) implies that for every j = 1, . . . ,m,∫
G
(π(g exp(tξj))− π(g))2
π(g)t2
dg →
∫
G
(dπ(g)gξj)
2
π(g)
dg as t→ 0.
Similarly, using the boundedness assumption on the derivatives ψj this time,
we get, for every j = 1, . . . ,m,∫
G
ψj(g exp(−tξj))− ψj(g)
t
π(g)dg → −
∫
G
dψj(g)gξj π(g)dg as t→ 0.
Hence, for positive π, the claim follows from applying Proposition 1 with
hj = exp(tξj) and letting t → 0, recalling that {Pg : g ∈ G} is indeed
G-equivariant.
It remains to consider the case that π is not necessarily positive. Then
we can consider πǫ = (π+ǫ)/(1+ǫ), for which the lower bound in Theorem 3
holds by what we have shown so far. Letting ǫ go to zero, the Bayes risk of
the prior πǫ converges to the Bayes risk of the prior π, and by the monotone
convergence theorem, we have∫
G
(dπǫ(g)gξj)
2
πǫ(g)
dg =
1
1 + ǫ
∫
G
(dπ(g)gξj)
2
π(g) + ǫ
dg →
∫
G
(dπ(g)gξj)
2
π(g)
dg
as ǫց 0. The numerator is treated similarly.
If π is radially symmetric around Ip, i.e. does only depend on the Hilbert-
Schmidt distance ‖Ip − g‖2HS = 2(p − tr(g)), then can write π(g) = π˜(tr(g))
for some function π˜ : [−q, q]→ R≥0.
Theorem 4. Let G be a closed subgroup of SO(p) with Lie algebra g. Let
ψ : G → Rm be a continuous function and π : G → [0,∞) be a probabil-
ity density function with respect to the Haar measure dg on G of the form
π(g) = π˜(tr(g)) with π˜ : [−q, q] → [0,∞) continuously differentiable. Sup-
pose that for some M > 0, ‖dψ(g)gξj‖2 ≤ M for every g ∈ G. Then, for
any ξ1, . . . , ξm ∈ g and any estimator ψˆ = ψˆ(X1, . . . ,Xn) with values in Rm,
we have∫
G
Eg
[‖ψˆ − ψ(g)‖22] π˜(tr(g))dg ≥
( ∫ ∑m
j=1 dψj(g)gξj π˜(tr(g))dg
)2
m∑
j=1
(
nIIp(ξj , ξj) +
∫
G
(π˜′(tr g) tr(gξj))2
π˜(tr(g)) dg
) .
Remark 7. The condition that π˜ is continuously differentiable can be weak-
ened to π˜ absolutely continuous with bounded derivative π˜′.
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Proof of Theorem 4. We first check that π from Theorem 4 satisfies the
condition of Theorem 3. By definition, for g ∈ G and j = 1, . . . ,m, we have
dπ(g)gξj = f
′(0) with f(t) = π˜(tr(g exp(tξj)). Hence,
dπ(g)gξj = tr(gξj)π˜
′(tr(g))
From the assumptions it follows that π˜′ is bounded (say, by C > 0). Using
this and the Cauchy-Schwarz inequality, we conclude that
sup
g∈G
|dπ(g)gξj | ≤ C√p‖ξj‖HS
Hence the assumptions of Theorem 3 are satisfied and the claim follows from
Theorem 4 and the identities dπ(g)gξj = tr(gξj)π˜
′(tr(g)), j = 1, . . . ,m.
3.3 The simple case of functionals
Before we turn to the proof of Theorem 2 and thus to high-dimensional de-
rived parameters, let us illustrate Theorem 3 in the simple case of function-
als (i.e. one-dimensional derived parameters). This case can also be treated
with a classical one-dimensional van Trees inequality, mainly due to the exis-
tence of simple one-parameter subgroups of the form G = {exp(tξ) : t ∈ R},
ξ ∈ so(p). The full strength of our approach becomes apparent in the next
section by considering high-dimensional eigenprojections.
For simplicity let us consider the problem of estimating linear functionals
of the principal components (cf. [25]), the general case can be treated simi-
larly. More precisely, for i ≤ p and a fixed known α ∈ Rp, the parameter of
interest is ψ(U) = 〈Ui, α〉, U ∈ SO(p), with Ui being the i-th column of U .
To obtain non-trivial bounds we assume that min(λi−1 − λi, λi − λi+1) > 0.
Let us also mention that eigenvectors can only be estimated up to a sign
in general. In order to take this into account, we will consider parameter
classes for which the sign of Ui is uniquely determined.
For U ∈ SO(p), a subgroup of the form G = {exp(tξ) : t ∈ R} with
ξ ∈ so(p) and a probability density function π on G with respect to the
Haar measure dg on G, we consider the Bayes risk
RU,ξ,π(α) = inf
ψˆ
∫
G
EUg
[
(ψˆ − 〈(Ug)i, α〉)2
]
π(g)dg.
Since RU,ξ,π(α) = RIp,ξ,π(U
Tα), let us focus on the case U = Ip. Moreover,
since we consider the i-th eigenvector it turns out to be sufficient to consider
ξ =
∑
j 6=i
xjL
(ij),
∑
j 6=i
x2j = 1.
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The normalization ensures that exp((t + 2π)ξ) = exp(tξ). In particular, in
this parametrization, the Haar measure on G is given by 1[−π,π](t)dt/(2π).
Moreover, it is easy to check that exp(tξ)ii = sin t, while exp(tξ)ji = xj sin t
for every j 6= i, meaning that 〈exp(tξ)i, α〉 = αi cos t −
∑
j 6=i αjxj sin t. In
addition, for k ≥ 1, we choose
π(exp(tξ)) = 4k1[− pi
2k
, pi
2k
](t) cos
2(kt).
Applying Theorem 3 with these choices, using also that the directional
derivatives coincide with the usual derivative with respect to t, we get
RIp,ξ,π(α) = inf
ψˆ
∫ pi
2k
− pi
2k
Eexp(tξ)(ψˆ − 〈exp(tξ)i, α〉)2 4k cos2(kt)
dt
2π
≥
(∑
j 6=i αjxj
∫ pi
2k
− pi
2k
4k cos2(kt) cos(t) dt2π
)2
∑
j 6=i x
2
j
(
n(λi−λj)2
λiλj
+
∫ pi
2k
− pi
2k
4k3 sin2(kt) dt2π
) ≥
(
cos(π/(2k))
∑
j 6=i αjxj
)2
∑
j 6=i x
2
j
(
n(λi−λj)2
λiλj
+ k2
) .
Optimizing in the xj we conclude that
RIp,ξ,π(α) ≥ cos2(π/(2k))
∑
j 6=i
α2j
(n(λi − λj)2
λiλj
+ k2
)−1
. (3.4)
We thus obtain a slightly more precise version of a similar result derived
in [25]. The advantage of our approach is that we directly perturb the
eigenspaces, leading to lower bounds that are already quite precise for finite
samples (in contrast, [25, 24] consider additive perturbations of the form
Σ + tH, t ∈ (−δn, δn)). Clearly, (3.4) also gives a lower bound for the
minimax risk over the support of π. Let us show that (3.4) implies a local
asymptotic minimax theorem (cf. [39, Theorem 8.11]). Setting
Θδ = Θδ(Λ, ξ) = {Σ = exp(tξ)Λ exp(−tξ) : t ∈ (−δ, δ)},
and taking the limit n→∞ with δn such that δ−1n = o(n1/2), we get that
lim inf
n→∞
inf
ψˆ
sup
Σ∈Θδn
nEΣ(ψˆ − 〈ui(Σ), α〉)2 ≥
∑
j 6=i
α2j
λiλj
(λi − λj)2 ,
where we translated (3.4) to the notation of Section 1.2. For a matching
upper bound, see [25].
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4 Lower bounds for the estimation of eigenprojec-
tions
4.1 Invoking the van Trees-type inequality
In this section we specialize Theorem 4 to the case of eigenprojections. Recall
from Section 1.4 that we consider the statistical model {PU : U ∈ SO(p)}
with PU = N (0, UΛUT )⊗n from (1.3) and that for I ⊆ {1, . . . , p}, the
parameter of interest is PI(U) =
∑
i∈I(Uei)(Uei)
T , U ∈ SO(p), where
e1, . . . , ep denotes the standard basis in R
p. Moreover, for J ⊆ {1, . . . , p}
and q ≤ p, we consider SO(q) as a subgroup of SO(p), by letting it act on
span{ej : j ∈ J }, in the natural way. This means that for each U ∈ SO(q)
we define UJ ∈ SO(p) through ((UJ )ij)i,j∈J = U and (UJ )ii = 1 for i /∈ J .
The following corollary applies Theorem 4 in the above setting and the
choice G = {UJ : U ∈ SO(q)}, and proposes a density for which the Fisher
information of π becomes tractable.
Corollary 4. Suppose that π˜ : [−q, q] → [0,∞) is a continuously differen-
tiable function such that
∫
SO(q) π˜(tr(U)) dU = 1. Then, for any estimator
Pˆ = Pˆ (X1, . . . ,Xn) with values in R
p×p, we have∫
SO(q)
EUJ
[‖Pˆ − PI(UJ )‖2HS]π˜(tr(U)) dU
≥ 2
( ∫
SO(q)
(U11U22 + U12U21)π˜(tr(U)) dU
)2·
·
∑
i∈I∩J
∑
j∈J\I
(n(λi − λj)2
λiλj
+
∫
SO(q)
(U12 − U21)2 (π˜
′(tr(U)))2
π˜(tr(U))
dU
)−1
.
In particular, if π˜ is given by π˜h(·) = exp(hq·)/Zh with h > 0 and normal-
izing constant Zh, then we have∫
SO(q)
EUJ
[‖Pˆ − PI(UJ )‖2HS]π˜h(tr(U)) dU
≥ 2
( ∫
SO(q)
(U11U22 + U12U21)π˜h(tr(U)) dU
)2·
·
∑
i∈I∩J
∑
j∈J\I
(n(λi − λj)2
λiλj
+ 8h2q
)−1
.
Remark 8. In an asymptotic setting n → ∞, the second lower bound
implies a Bayesian version of the local asymptotic minimax theorem; see
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e.g. Theorem 8.11 in [39]. Indeed, as long as h = o(
√
n), the term re-
lated to the Fisher information of the prior asymptotically vanishes, and
the asymptotic Bayes risk multiplied with n is bounded from below by
2
∑
i∈I
∑
j /∈I λiλj(λi − λj)−2.
Remark 9. From Lemma 4 it follows that the minimax risk is determined
by estimators that have constant risk. This explains why it is sufficient to
construct a measure that puts most of its measure around Ip.
Proof of Corollary 4. We want to apply Theorem 4 with G = {UJ : U ∈
SO(q)}. For notational simplicity, we assume that SO(q) is directly de-
fined in the basis {ej : j ∈ J }, meaning that we write SO(q) instead of
G and U instead of UJ . With this convention the Lie algebra so(q) is
spanned by the L(ij) = eie
T
j − ejeTi with i, j ∈ J . We start by checking
that PI : SO(q) → Rp×p, PI(U) =
∑
i∈I(Uei)(Uei)
T satisfies the bound-
edness assumption in Theorem 4. By definition, for U ∈ SO(q) ⊆ SO(p)
and ξ ∈ so(q) ⊆ so(p), we have dPI(U)Uξ = f ′(0) with f : R → Rp×p, t 7→∑
i∈I(U exp(tξ)ei)(U exp(tξ)ei)
T . Hence,
dPI(U)Uξ = U exp(tξ)
(
ξ
∑
i∈I
eie
T
i −
∑
i∈I
eie
T
i ξ
)
exp(−tξ)UT (4.1)
and, using that the operator norm of an orthogonal matrix and an orthogonal
projection is bounded by 1, we get
sup
U∈SO(q)
‖dPI(U)Uξ‖HS ≤ 2‖ξ‖HS.
Hence, the assumptions of Theorem 4 are satisfied. We now apply Theorem
4 with
ξjk =


cjkL
(jk), j ∈ I ∩ J , k ∈ J \ I,
cjkL
(kj), k ∈ I ∩ J , j ∈ J \ I,
0, otherwise.
with real numbers cjk to be chosen later (in fact, this structure follows from
proceeding similarly as in Remark 6). Then it follows from (4.1) that
d(PI)jk(U)Uξjk = −cjkeTj U(ekeTj + ejeTk )UT ek = −cjk(UjjUkk + UjkUkj),
for j ∈ I ∩ J , k ∈ J \ I or k ∈ I ∩ J , j ∈ J \ I. Moreover, we have
tr(Uξ(jk)) = cjk(Ujk − Ukj). Hence, Theorem 4 yields∫
SO(q)
EU
[‖Pˆ − PI(U)‖2HS]π(tr(U))dU
22
≥
2
(∑
j∈I∩J
∑
k∈J\I cjk
∫
SO(q)(UjjUkk + UjkUkj)π(tr(U)) dU
)2
∑
j∈I∩J
∑
k∈J\I c
2
jk
(
n(λj−λk)2
λjλk
+
∫
SO(q)(Ujk − Ukj)2 π
′(tr(U))2
π(tr(U)) dU
)
=
2
(∑
j∈I∩J
∑
k∈J\I cjk
)2( ∫
SO(q)(U11U22 + U12U21)π(tr(U)) dU
)2
∑
j∈I∩J
∑
k∈J\I c
2
jk
(
n(λj−λk)2
λjλk
+
∫
SO(q)(U12 − U21)2 (π
′(tr(U)))2
π(tr(U)) dU
) ,
where the equality follows from Lemma 5 below. The lower bound now
follows from optimizing in the cjk, leading to the choices
cjk =
∑
j∈I∩J
∑
k∈J\I
(n(λj − λk)2
λjλk
+
∫
SO(q)
(U12 − U21)2 (π
′(tr(U)))2
π(tr(U))
dU
)−1
.
In special case that π˜ is given by π˜h(s) = exp(hqs)/Zh with h > 0 and
normalizing constant Zh, we have the identity (π˜
′
h(tr(U)))
2/π˜h(tr(U)) =
(hq)2π˜h(tr(U)). Hence, in this case, it holds that∫
SO(q)
(U12 − U21)2 (π˜
′
h(tr(U)))
2
π˜h(tr(U))
dU = (hq)2
∫
SO(q)
(U12 − U21)2π˜h(tr(U)) dU.
Moreover, by Lemma 5, we have∫
SO(q)
(U12 − U21)2π˜h(tr(U)) dU ≤ 2
∫
SO(q)
(U212 + U
2
21)π˜h(tr(U)) dU
=
2
q − 1
∫
SO(q)
p∑
j=2
(U21j + U
2
j1)π˜h(tr(U)) dU ≤
4
q − 1 ≤
8
q
,
where the equality follows from Lemma 5 below.
Lemma 5. The maps i 7→ ∫ Uiiπ˜(tr(U)) dU , (i, j) 7→ ∫ UiiUjjπ˜(tr(U)) dU ,
(i, j) 7→ ∫ UijUjiπ(tr(U)) dU , and (i, j) 7→ ∫ (Uij − Uji)2π˜(tr(U)) dU are
constant in i, j = 1, . . . , q.
Proof. For a permutation σ ∈ Sq, let Pσ = (eσ(1), . . . , eσ(q))T ∈ O(q) be
the associated permutation matrix. Then multiplication from the left with
Pσ permutes the rows by σ and multiplication from the right permutes the
columns by σ−1. By the properties of the Haar measure on the orthogonal
group applied to the transformation U 7→ P(1i)UP(1i), which sends Uii to U11
and leaves the trace fixed, the first claim follows. The other claims follow
similarly from the transformation U 7→ P(2j)P(1i)UP(1i)P(2j).
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4.2 Designing optimal prior densities
In this section, we analyze the density function on SO(q) defined by
π˜h(tr(U)) =
exp(hq tr(U))∫
SO(q) exp(hq tr(U)) dU
, U ∈ SO(q), (4.2)
where h > 0 is a real parameter. It is clear that the resulting probability
measure on SO(q) approximates the Dirac measure at the identity matrix Iq
as h→∞. The following proposition gives a quantitative statement needed
to deduce Theorem 2 from the second part of Corollary 4.
Proposition 2. For each δ ∈ (0, 1), there is real number h = hδ > 0 such
that the density function given in (4.2) satisfies∫
SO(q)
tr(U)π˜h(tr(U)) dU ≥ (1− δ)q ∀q ≥ 2. (4.3)
Remark 10. The inequality (4.3) also holds if we replace h by h′ ≥ h. Indeed,
the function h′ 7→ ∫SO(q) tr(U)π˜h′(tr(U)) dU is non-decreasing in h′, as can
be seen from the fact that its derivative is equal to
q
∫
SO(q)
(tr(U))2π˜h′(tr(U)) dU − q
(∫
SO(q)
tr(U)π˜h′(tr(U)) dU
)2 ≥ 0.
While Proposition 2 can be deduced from Varadhan’s lemma using that
the Jacobi ensemble satisfies a large deviation principle, we present a more
direct proof based on Weyl’s integration formula in combination with some
elementary large deviations arguments from [17] (see also [16] or [1]). After
that we explain how the claim can be alternatively obtained by more general
large deviations arguments.
Proof of Proposition 2. Let us start with proving a lower bound for the
exponential moment
∫
SO(q) exp
(
hq tr(U)
)
dU . We first consider the case
q = 2m even. Then Weyl’s integration formula (see e.g. Theorem 3.5 in
[28]) in combination with the change of variables yi = cos(θi) gives∫
SO(q)
exp
(
hq tr(U)
)
dU
=
2m
2−m+1
m!(2π)m
∫
[−1,1]m
e4hm
∑m
i=1 yi
∏
1≤i<j≤m
(yj − yi)2
m∏
i=1
(1− y2i )−1/2
m∏
i=1
dyi.
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Now, let 0 < δ < 1 be a real number to be chosen later. Restricting the
integral to the set
∆m :=
{
y ∈ [−1, 1]m : 1− δ + δi
m+ 1
≤ yi ≤ 1− δ + δ(i + 1/2)
m+ 1
, 1 ≤ i ≤ m
}
,
we obtain∫
SO(q)
exp
(
hq tr(U)
)
dU
≥ 2
m2−m+1
m!(2π)m
∫
∆m
e4hm
∑m
i=1 yi
∏
1≤i<j≤m
(yj − yi)2
m∏
i=1
dyi
≥ 2
m2−m+1
m!(2π)m
( δ/2
m+ 1
)m
e4hm
2(1−δ/2)δm
2−m
∏
1≤i<j≤m
(j − i− 1/2
m+ 1
)2
. (4.4)
Considering the last product term, we have the following bound
∏
1≤i<j≤m
j − i− 1/2
m+ 1
=
m−1∏
k=1
(k − 1/2
m+ 1
)m−k
≥
m∏
k=1
( k
m+ 1
)m+1−k m∏
k=1
(k − 1/2
k
)m−k
.
On the one hand, using that the function t 7→ (1 − t) log t is monotone
increasing in t ∈ (0, 1] and equal to zero for t = 1, we have
1
(m+ 1)2
m∑
k=1
(m+ 1− k) log
( k
m+ 1
)
≥
∫ 1
0
(1− t) log t dt = 3
4
,
and thus
m∏
k=1
( k
m+ 1
)m+1−k ≥ e− 3(m+1)24 .
On the other hand, using the concavity of the function t 7→ log t, we have
m∑
k=1
(m− k)(log(k)− log(k − 1/2)) ≤
m∑
k=1
m− k
2k − 1 ≤
m∑
k=1
m
k
≤ m log(em),
and thus
m∏
k=1
(k − 1/2
k
)m−k
≥ e−m log(em).
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Inserting these lower bounds into (4.4), we get that the leading exponent
with respect to m is m2. This allows us to conclude that there is a real
number h = hδ > 0 such that for every q ≥ 2 even,∫
SO(q)
exp(hq tr(U)) dU ≥ exp(hq2(1− δ)). (4.5)
The same bound also holds for q odd, in which case Weyl’s integration
formula has a slightly different form (see e.g. Theorem 3.5 in [28]). We next
apply the following simple lemma proven in Appendix A.
Lemma 6. Assume that ξ is a real-valued random variable with Eeξ ≥ eb.
If b ≥ (1− δ)−1 and b ≥ δ−1 log(2δ−1), then we have
Eξeξ
Eeξ
≥ b(1− δ)2.
We apply Lemma 6 to ξ = hq tr(U) with U Haar-distributed on SO(q),
b = hq2(1 − δ), and q ≥ q0 such that b satisfies the assumptions of Lemma
6, leading to∫
SO(q)
tr(U)
exp(hq tr(U))∫
SO(q) exp(hq tr(U)) dU
dU ≥ (1− δ)3q ∀q ≥ q0.
Hence, we get (4.3) for all q ≥ q0 (by adjusting δ). For each fixed q < q0, we
can find h > 0 such that (4.3) holds using that for fixed q the left-hand side
in (4.3) converges to q as h → ∞. Hence, we get the claim by adjusting h,
using also Remark 10.
Let us now outline a slightly different proof of Proposition 2. Making
the change of variables xj = (1 + yj)/2 at the beginning of the above proof
leads to∫
SO(q)
exp
(
hq tr(U)
)
dU =
∫
[0,1]m
e8hm
∑m
i=1 xi−4hm
2
dνm(x1, . . . , xm)
with probability measure νm on [0, 1]
m defined by
dνm(x1, . . . , xm) =
22m
2−2m+1
m!(2π)m
m∏
i=1
(xi(1− xi))−1/2
∏
1≤i<j≤m
(xj − xi)2
m∏
i=1
dxi.
This measure corresponds to a Jacobi ensemble and we next state a large
deviation principle proved in [17]. For this let M1([0, 1]) be the space of
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all probability measures on [0, 1] endowed with the usual weak topology
(metrizable by the bounded Lipschitz metric), and let Σ : M1([0, 1]) →
[−∞,−2 log 2] be the noncommutative entropy define by
Σ(µ) =
∫ 1
0
∫ 1
0
log |x− y| dµ(x)dµ(y), µ ∈ M1([0, 1]).
Assume now that the random vector x(m) is distributed according to the
probability measure νm on [0, 1]
m. Then it follows from Proposition 2.1 in
[17] (resp. a slight variation of it with κ(N) and λ(N) allowed to be negative
such that κ(N)/N, λ(N)/N → 0) that the empirical measure
1
m
δ
x
(m)
1
+ · · ·+ 1
m
δ
x
(m)
m
satisfies the large deviation principle with speedm2 and (good) rate function
I(µ) = −Σ(µ)− 2 log 2, µ ∈ M1([0, 1]). We now apply Varadhan’s integral
lemma to the function f(µ) = 8h
∫ 1
0 y dµ(y). This function is indeed contin-
uous and bounded and it follows from [23, Theorem 27.10(i)] or [9, Theorem
4.3.1] that for every h > 0,
lim
m→∞
1
m2
logE exp
(
8hm
m∑
i=1
x
(m)
i
)
= sup
µ∈M1([0,1])
(
8h
∫ 1
0
y dµ(y)− I(µ)
)
.
(4.6)
From this point we can argue as above. Note that the above proof corre-
sponds to choosing µ as the uniform measure on [1− δ/2, 1].
The following Corollary deals with the integral from the second lower
bound in Corollary 4.
Corollary 5. For each δ ∈ (0, 1) there is an h = hδ such that the density
function π˜h(tr(U)) from (4.2) satisfies, for every i 6= j and every q ≥ 2,∫
SO(q)
UiiUjjπ˜(tr(U)) dU ≥ q((1 − δ)
2q − 1)
q(q − 1) ,∣∣∣ ∫
SO(q)
UijUjiπ˜(tr(U)) dU
∣∣∣ ≤ 1
q − 1(1− (1− δ)
2).
Proof. Consider h = hδ from Proposition 2. By the Cauchy-Schwarz in-
equality and Proposition 2, we have∫
SO(q)
(tr(U))2π˜(tr(U)) dU ≥
( ∫
SO(q)
tr(U)π˜(tr(U)) dU
)2 ≥ (1− δ)2q2.
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On the other hand, by Lemma 5, we have∫
SO(q)
(tr(U))2π˜(tr(U)) dU
=
q∑
i=1
∫
SO(q)
U2iiπ˜(tr(U)) dU +
∑
i 6=j
∫
SO(q)
UiiUjjπ˜(tr(U)) dU
= q
∫
SO(q)
U211π˜(tr(U)) dU + q(q − 1)
∫
SO(q)
U11U22π˜(tr(U)) dU.
Now,
∫
U211π˜(tr(U)) dU ≤ 1 and thus∫
SO(q)
U11U22π˜(tr(U)) dU ≥ q((1− δ)
2q − 1)
q(q − 1) .
This gives the first claim. For the second claim, Lemma 5 gives∫
SO(q)
UijUjiπ˜(tr(U)) dU =
1
q − 1
∑
k 6=i
∫
SO(q)
UikUkiπ˜(tr(U)) dU.
Hence∣∣∣ ∫
SO(q)
UijUjiπ˜(tr(U)) dU
∣∣∣ ≤ 1
q − 1
∑
k 6=i
∫
SO(q)
|UikUki|π˜(tr(U)) dU
≤ 1
2(q − 1)
∑
k 6=i
∫
SO(q)
(U2ik + U
2
ki)π˜(tr(U)) dU
=
1
q − 1
∫
SO(q)
(1− U2ii)π˜(tr(U)) dU. (4.7)
By the Cauchy-Schwarz inequality, Lemma 5 and Proposition 2, we have∫
SO(q)
U2iiπ˜(tr(U)) dU ≥
( ∫
SO(q)
Uiiπ˜(tr(U)) dU
)2 ≥ (1 − δ)2,
and the second claim follows from inserting this into (4.7).
4.3 End of proof of Theorem 2
Combining Corollary 4 with Corollary 5, we conclude that for every ǫ ∈
(0, 1), there is a constant Cǫ > 0 such that for every q ≥ 2,∫
SO(q)
EUJ
[‖Pˆ − PI(UJ )‖2HS] exp(Cǫq tr(U))∫
SO(q) exp(Cǫq tr(U)) dU
dU
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≥ 2(1− ǫ)
∑
i∈I∩J
∑
j∈J\I
(n(λi − λj)2
λiλj
+ 8C2ǫ q
)−1
and the claim follows from the inequality (x+y)−1 ≥ (x−1∧y−1)/2, x, y ≥ 0.
A Additional proofs
Proof of Corollary 2. By convexity, we have (jα − iα)/(j − i) ≤ αjα−1 for
every j > i and thus
λiλj
(λi − λj)2 =
iαjα
(jα − iα)2 ≥ α
−2 i
αj2−α
(j − i)2 ∀j > i.
We now assume for simplicity that d is even and choose J = {d/2+1, d/2+
2, . . . , d+ d/2} such that |J | = d. Then
∑
i∈I∩J
∑
j∈J\I
( λiλj
n(λi − λj)2 ∧
1
|J |
)
=
∑
d/2<i≤d
∑
d<j≤3d/2
( λiλj
n(λi − λj)2 ∧
1
d
)
≥
∑
d/2<i≤d
∑
d<j≤3d/2
(α−23−αd2
n(j − i)2 ∧
1
d
)
≥
d/2∑
k=1
(α−23−αd2
nk
∧ k
d
)
,
where we used in the last inequality that for k ≤ d/2 the number of indices
(i, j) in the double sum satisfying j − i = k is equal to k. We conclude that
∑
i∈I∩J
∑
j∈J\I
( λiλj
n(λi − λj)2 ∧
1
|J |
)
≥ c
d/2∑
k=1
((d/2)2
nk
∧ k
(d/2)
)
with c = α−23−α2−1. Hence Corollary 2 follows from Theorem 1 and the
following lemma applied with x = (d/2)2/n and m = d/2.
Lemma 7. For every m ≥ 1 and every x ≥ 0, we have
m∑
k=1
(x
k
∧ k
m
)
≥ c ·min
(
m,x+ x log+
(
m ∧
√
m
x
))
for some absolute constant c > 0.
It remains to prove Lemma 7. If x ≥ m, then we have
(I) :=
m∑
k=1
(x
k
∧ k
m
)
=
m∑
k=1
k
m
=
m+ 1
2
. (A.1)
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On the other hand if x ≤ 1/m, then
(I) =
m∑
k=1
x
k
≥ x
∫ m+1
1
1
t
dt = x log(m+ 1). (A.2)
Finally, if 1/m < x < m, then let k0 ≥ 2 be the smallest natural number in
{1, . . . , d} such that x/k0 ≤ k0/m. Then we have
(I) =
k0−1∑
k=1
k
m
+
m∑
k=k0
x
k
≥ k0(k0 − 1)
2m
+ x log
(m+ 1
k0
)
,
where the second sums is treated as in (A.2). Using the definition of k0, we
get
(I) ≥ xk0 − 1
2k0
+ x log
( m+ 1√
xm+ 1
)
≥ x
4
+ x log
( m+ 1√
xm+ 1
)
.
Hence, for 1/m < x < m, we get
(I) ≥ x
8
+
x
8
log
( e(m+ 1)√
xm+ 1
)
≥ x
8
+
x
8
log
(√m
x
)
. (A.3)
Collecting (A.1)–(A.3), the claim follows.
Proof of Lemma 6. By assumption, we have
Eeξ ≤ eb(1−δ) + E1{ξ>b(1−δ)}eξ ≤ e−bδEeξ + E1{ξ>b(1−δ)}eξ
and thus
E1{ξ>b(1−δ)}e
ξ ≥ (1− e−bδ)Eeξ.
Using this and the fact that xe−x ≥ −e−1, x ∈ R, we get
Eξeξ ≥ E1{ξ>b(1−δ)}ξeξ + E1{ξ<0}ξeξ
≥ b(1− δ)E1{ξ>b(1−δ)}eξ − e−1
≥ b(1− δ)(1 − 2e−bδ)Eeξ,
and the claim follows the restrictions on δ.
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