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We address the hydrodynamics of operator spreading in interacting integrable lattice models. In
these models, operators spread through the ballistic propagation of quasiparticles, with an operator
front whose velocity is locally set by the fastest quasiparticle velocity. In interacting integrable sys-
tems, this velocity depends on the density of the other quasiparticles, so equilibrium density fluctu-
ations cause the front to follow a biased random walk, and therefore to broaden diffusively. Ballistic
front propagation and diffusive front broadening are also generically present in non-integrable sys-
tems in one dimension; thus, although the mechanisms for operator spreading are distinct in the two
cases, these coarse grained measures of the operator front do not distinguish between the two cases.
We present an expression for the front-broadening rate; we explicitly derive this for a particular
integrable model (the “Floquet-Fredrickson-Andersen” model), and argue on kinetic grounds that
it should apply generally. Our results elucidate the microscopic mechanism for diffusive corrections
to ballistic transport in interacting integrable models.
How an initially local perturbation spreads under time
evolution is a central question in many-body quan-
tum dynamics. Recently, a general coarse-grained phe-
nomenology for such “operator spreading” was proposed
for many-body systems with chaotic dynamics; this
description was motivated by the ansatz that chaotic
systems have essentially random time-evolution, con-
strained only by locality and a few local conservation
laws1–10. In one dimension, the coarse-grained descrip-
tion suggests that operators spread ballistically, with
a “front” that broadens diffusively6,7. In chaotic sys-
tems, conventional response functions do not diagnose
the operator front, since conventional observables re-
lax locally; even in the case of conserved quantities,
the autocorrelation function spreads diffusively while the
front spreads ballistically8,9,11–13. Instead, the dynam-
ics of the operator front can be captured by the out-
of-time-order commutator (OTOC)14–16, which measures
the “footprint” of the spreading operator: C(x, t) ≡
1
2 〈[O0(t),Wx]†[O0(t),Wx]〉, where Wx, O0 are local norm-
one operators at position x and 0, and the expectation
value is taken in a chosen equilibrium ensemble. As O0(t)
spreads in a chaotic system, C(x, t) grows to order one
inside a “light cone” bounded by the propagating front.
Integrable systems have very different dynamics from
chaotic ones: they have ballistically propagating quasi-
particles and an extensive number of conservation
laws 17–25. Thus, one might expect the dynamics of op-
erator spreading in these systems to differ from that in
chaotic systems; and, indeed, integrable systems that can
be mapped to free fermions have fronts that broaden sub-
diffusively as t1/326–30. A quasiparticle description also
holds for interacting integrable systems, so it is tempting
to conclude that such systems also have t1/3 broadening
of the operator front.
We argue here that interacting integrable systems in
fact have operator fronts that broaden diffusively, just
as in non-integrable systems. In interacting integrable
systems, the ballistically propagating quasiparticles also
exhibit subleading diffusive spreading27,31–42. This sub-
leading behavior manifests itself in the shape of an oper-
ator near its front40. Although operator fronts broaden
diffusively in both chaotic and interacting integrable sys-
tems, the mechanisms are different: in the latter case,
we expect diffusive broadening of conventional response
functions as well as OTOCs. Our results show that the
behavior of the OTOC at and beyond the front does not
distinguish between non-integrable and interacting inte-
grable systems, despite the qualitatively different mech-
anisms governing operator spreading in the two cases.
Further, while OTOCs for some operators decay to zero
behind the front in non-interacting models, signaling a
lack of chaos43, we argue below that we expect local oper-
ators in interacting integrable models to generically have
OTOCs that saturate to a nonzero value as the oper-
ator “fills in” behind the front. It is presently unclear
whether this saturation value is universal and distinct
from the chaotic case.
We quantitatively address operator spreading in inter-
acting integrable systems using a generalized hydrody-
namic framework44,45. To this end, we develop a sim-
ple picture of quasiparticle diffusion using kinetic the-
ory, thinking of quantum integrable systems as soliton
gases46–49. According to this picture, a quasiparticle ex-
periences random time delays as it propagates, owing
to collisions with other quasiparticles, and these ran-
dom time delays cause diffusion. This picture is illus-
trated first for a specific integrable model, the Floquet-
Fredrickson-Andersen (FFA) model40,50,51, for which we
derive explicit closed-form expressions for the diffusion
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FIG. 1. Geometric picture of quasiparticle diffusion: the
worldline of the “tagged” quasiparticle (thick black line),
with mean velocity v0, wanders owing to collisions with other
quasiparticles (dashed lines). In a time t, the tagged quasi-
particle collides with quasiparticles moving at velocity vi so
long as those quasiparticles started out in a spatial window
of size |vi− v0|t; their density fluctuations inside this window
govern front broadening.
constant. Our analytic and numerical results for the
FFA model are in excellent agreement with one another.
We generalize our results to other integrable models; in
the general case, our results can be regarded as a simple
kinetic-theory perspective on some of the results obtained
in Ref.39 using apparently different methods.
Picture from Kinetic Theory.—Our main result is
a simple quantitative framework for computing quasi-
particle diffusion within generalized hydrodynamics
(GHD)37,44–47,52–56. One can understand the origin of
diffusion as follows. In an interacting integrable system,
the velocity of a quasiparticle depends on the densities of
other quasiparticles near it. Generically, this relationship
is linear: ∂vk/∂ρq 6= 0, where k and q denote quantum
numbers (quasimomenta, species, etc.) of quasiparticles.
Further, the densities of each type of quasiparticle exhibit
1/
√
` fluctuations in a region of length `. Thus, vk should
vary by an amount ∼ 1/√` while passing through such
a region, and therefore the time a quasiparticle takes to
traverse the region will also fluctuate by
√
`. This imme-
diately implies diffusive broadening of the quasiparticle
front.
To develop a more quantitative understanding, we
adopt a coarse-grained description of an interacting in-
tegrable system in terms of a soliton gas46. To lead-
ing order, quasiparticles move ballistically with a speed
renormalized by the densities of the other quasiparticles,
but they also diffuse because of random shifts due to col-
lisions with other quasiparticles. These shifts are random
because of thermal fluctuations. Consider a quasiparticle
(of type α and group velocity v0) that starts at a position
x = 0 and travels for a time t. In this time interval, it
collides with quasiparticles with velocities vi that were
initially at positions between 0 and xi(vi) = (v0 − vi)t
(Fig. 1). When quasiparticles collide, they scatter elas-
tically; because of these scattering events, the velocity
vα(k) – with k the pseudo-momentum or rapidity – de-
pends on the densities of all other quasiparticles. This is
the basis of GHD44,45.
To compute the diffusion of a tagged quasiparticle with
quantum numbers (α, k), we account for thermal fluctua-
tions of the densities of the other quasiparticles it collides
with. Even though the tagged quasiparticle will move
nearly ballistically with velocity vα,k, it will also wander
owing to collisions with other quasiparticles. In a time t,
the tagged quasiparticle collides with quasiparticles mov-
ing at velocity vβ,k′ if they started out in a spatial window
of size |vα,k − vβ,k′ |t (Fig. 1). The density fluctuations
of these quasiparticles govern the diffusive broadening of
the ballistic trajectory of the tagged quasiparticle as
δx2α,k(t) = [δvα,k]
2t2 = t2
∑
β
∫
dk′
(
∂vα,k
∂nβ,k′
)2
[δnβ,k′ ]
2,
(1)
where nβ,k′ denotes the occupation number (called “gen-
eralized Fermi factor”, to be defined more precisely
below) of the quasiparticles of type β with pseudo-
momentum k′. In that formula, we used the fact that the
equilibrium fluctuations of the generalized Fermi factor
are diagonal57 〈δnβ,k′δnγ,k′′〉 = δβ,γδ(k′ − k′′)Cβ(k′)/`,
where the fluctuations are computed over a region of size
`. (The `-dependence is as one would expect from central-
limit arguments.) Crucially, the fluctuations of nβ,k′ are
computed over a region of size ` = |vα,k − vβ,k′ |t. Thus,
the broadening of the tagged trajectory takes the form
δx2α,k(t) = t
∑
β
∫
dk′
(
∂vα,k
∂nβ,k′
)2
Cβ(k
′)
|vα,k − vβ,k′ | . (2)
We derive explicit expressions for Cβ(k
′) below. We note
that the geometric picture in principle allows us to com-
pute higher-order corrections to propagation beyond dif-
fusion (if we include the diffusive broadening in our esti-
mate of the region over which fluctuations are computed),
but we will not pursue these corrections here.
Eq. (2) captures the diffusion of any type of quasi-
particle. To characterize the width of the “front” of a
spreading operator, we simply compute the broadening
of the quasiparticle with the largest velocity.
FFA model.—We now explicitly check this result in
the case of the Floquet-Fredrickson-Andersen model, an
adaptation of Bobenko’s Rule 54 cellular automaton50.
The diffusive broadening of operator fronts in this model
was numerically demonstrated in Ref.40. The dynamics
of the model are given by the sequence of unitary gates
U = W (odd→ even)W (even→ odd), (3)
where W (even→ odd) applies the following rule to each
odd spin n: apply the Pauli operator σxn unless the neigh-
boring even sites, n−1 and n+1, are both in the |↓ 〉 state;
likewise for W (odd → even) with even and odd sites in-
terchanged. These rules are implemented using standard
3quantum gates40. The unit cell consists of two sites; in
what follows we measure space in terms of unit cells.
(The dynamics is symmetric under simultaneous spatial
translation by a single lattice site and time translation by
a half-step, but not under either operation separately.)
The dynamics of the FFA model can be described
in terms of left- and right-moving quasiparticles. Each
quasiparticle of either type has the same velocity, i.e.,
the dispersion relation is purely linear. This strict dis-
persionlessness is a distinctive feature of Floquet models,
and cannot exist in a local lattice Hamiltonian. When
two quasiparticles collide, each is delayed by one time-
step; thus the model resembles a gas of hard rods with
length −1. Microscopically, a “free” right-moving quasi-
particle consists of two up spins, occupying an odd site
and the even site to its right; a left-mover is similar, but
occupies an odd site and the even site to its left. A config-
uration of the form ↓↑↓ contains a left- and a right-mover
on top of each other; such composites form during colli-
sions. We compute coarse-grained densities of right/left
movers ρR/L by simply counting these configurations in
the microscopic state.
In generic integrable systems, the density of quasipar-
ticles with each rapidity is separately conserved, so the
conservation laws of the model can all be understood in
terms of the rapidity distribution of quasiparticles. In
the FFA model, by contrast, there are only two veloci-
ties, so specifying the densities of left- and right-movers is
not enough to fix the conservation laws. The remaining
conservation laws are the asymptotic spacings between
adjacent left- and right-movers. The broadening of the
front couples to the velocities and not the spacings, so in
what follows we ignore the spacings.
Velocity renormalization and diffusion in the FFA
model.— In the FFA model, right- and left-movers move
ballistically with the respective velocities vR and vL,
which depend on the densities as
vR/L = ±1∓
2ρL/R
1 + ρR + ρL
. (4)
These formulas coincide with the prediction for a hard
rod gas with effective length a = −1, and can also be
derived in an elementary way58 as the left movers slow
down the right movers and vice versa.
In order to include diffusive corrections, we incorporate
equilibrium fluctuations of the quasiparticle densities,
which lead to velocity fluctuations through Eq. (4). The
density fluctuations are not diagonal in the left/right-
mover basis, i.e., 〈δρLδρR〉 6= 0 with δρR/L = ρR/L −
〈ρR/L〉. However, we can define the generalized “Fermi
factor” nR/L = 3ρR/L/(1 + ρR + ρL); note that
〈δnLδnR〉 = 0. The GHD equations describe the advec-
tion of these Fermi factors58. From eq. (4), the velocity
of a right-mover is given by vR = 1−2nL/3; we have con-
firmed this expression numerically. (For simplicity we ex-
press our results for right-movers, but exactly analogous
expressions can be written for left-movers.) To compute
the velocity fluctuations, we need to compute the fluctu-
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FIG. 2. Upper panel: biased random walk of a single right-
moving quasiparticle in the FFA model for a specific initial
product state (left) and diffusive broadening when averaged
over 1000 product states (right). Lower panel: variance of
front position vs. filling for a system of size L = 400; numeri-
cal results (averaged over 1000 random product states) are in
good agreement with the analytic formula (5). We emphasize
that there are no free parameters. Inset: OTOCs in the FFA
model generically fill in behind the front40.
ations 〈δnLδnL〉. We do this to leading order, by expand-
ing δnL in terms of δρR and δρL, and computing the fluc-
tuations of the densities. To do this we write a partition
function Z(µL, µR) =
∑
{σ} exp(−µLNL − µRNR), and
compute Z using a 4×4 transfer matrix, from which den-
sity fluctuations can be evaluated by taking derivatives58.
We specialize to ρL = ρR = ρ; in this case, the density
fluctuations fit the analytic form 〈(δnL)2〉 = 9ρ(1−ρ)(1+2ρ)4`
for a system of size `. According to our kinetic ar-
gument, we compute the fluctuations over a distance
` = t |vR − vL| = 2tvR. Plugging these results into
Eq. (1), we arrive at the following analytic expression
for the variance of the quasiparticle position
δx2(t) = t
2ρ(1− ρ)
(1 + 2ρ)3
, (5)
for a tagged quasiparticle propagating through an equi-
librium state with density (filling) ρ. This prediction is
in good agreement with numerical simulation of the dy-
namics (Fig. 2). The error bars indicate least-squares
error in the fitting of the variance of the front. The
small deviations from the theoretical prediction can be
attributed to the early-time, sub-leading corrections that
are relatively large in this regime – the front is fit-
ted after a few hundred time steps. The simplicity of
our model allows us to directly measure the dynamics
4of a tagged quasiparticle, as follows. We evaluate the
OTOC 〈[P↓(i− 1, B)σ+(i, A)σ+(i, B)σ−(i+ 1, A)σ−(i+
1, B)P↓(i+ 2, A), σzj (t)]
2〉 where P↑/↓ are projectors onto
up/down spins, and A andB label the two spins in the ith
unit cell. This corresponds to translating a single right-
mover without creating or destroying any quasiparticles.
In hard-rod models generally, translating a quasiparti-
cle does not cause a butterfly effect; instead, the OTOC
simply gives the time trace of the tagged quasiparticle
(Fig. 2). We emphasize that the existence of operators
that can tag and translate single quasiparticles is a spe-
cial feature of the FFA model; OTOCs of other generic
local operators in the FFA model fill in behind the front
and look similar to the chaotic case40 (Fig. 2).
In general interacting integrable models, a local op-
erator that exclusively translates a single quasiparticle is
unlikely to exist. Acting with a local operator generically
at least changes the pseudomomenta of some quasipar-
ticle(s) and thus the phase shifts of all the others59,60.
Therefore, OTOCs of local operators should generically
fill in behind the front. Numerical results for the XXZ
chain are shown in58. Our numerics do not settle whether
the saturation value behind the front in the XXZ model
is distinct from the chaotic case, but the distinction, if
present, is empirically weak for the operators we have
considered.
Generic integrable systems.— Our picture can be
straightforwardly generalized to other integrable sys-
tems with a quasiparticle description, like the XXZ spin
chain. Such systems can be described in terms of sta-
ble quasiparticles, even at infinite temperature. Equilib-
rium states associated with a generalized Gibbs ensem-
ble (GGE)61,62 correspond to a distribution of occupied
quasiparticle states ρα,k with α the particle type and k
a pseudo-momentum59,60. After a quench, we expect the
system to locally approach a GGE on a short timescale;
our results apply for later times. Densities ρk are related
to the density of states ρtotα,k through the so-called Bethe
equation ρtotα,k +
∑
β
∫
dk′Kαβ(k, k′)ρβ,k′ = ∂kp0α,k/(2pi),
where the kernel Kαβ(k, k′) encodes the two-body phase
shifts of the model63, and p0α,k is the momentum. Ballis-
tic transport in these models can be captured in terms of
GHD, where the quasiparticle densities are assumed to
be defined locally ρα,k(x, t). The effective quasiparticle
velocity vα,k[ρ] depends on the densities of all the other
quasiparticles through some effective “dressing” opera-
tion by the interaction kernel Kαβ(k, k′).
Diffusive broadening is captured by reintroducing fluc-
tuations in the GHD picture. In a GGE state, the
fluctuations of the generalized Fermi factor nα,k =
ρα,k/ρ
tot
α,k in an interval of length ` are diagonal in k,
and are given by57 〈δnα,kδnβ,k′〉 = δα,βδ(k−k′)nβ,k′(1−
nβ,k′)/(ρ
tot
β,k′`). (Note that nk is a dimensionless quan-
tity.) In the basis of generalized Fermi factors, ther-
mal fluctuations are essentially free-fermion-like. From
the explicit form of the quasiparticle velocity in terms of
generalized Fermi factors, we find the functional deriva-
tive58,64 ρtotα,kδvα,k/δnβ,k′ = (vα,k − vβ,k′)ρtotβ,k′Kdrαβ(k, k′),
where Kdrαβ(k, k′) is a “dressed” version of the scattering
kernel, which satisfies the integral equation Kdrαβ(k, k′) =
Kαβ(k, k′)−
∑
γ
∫
dk′′Kαγ(k, k′′)Kdrγβ(k′′, k′)nγ,k′′ . Plug-
ging this expression into (1), with the explicit form of
the Fermi factor fluctuations computed over a distance
` = |vα,k − vβ,k′ | t, we find
δx2α,k(t) = t
1
(ρtotα,k)
2
∑
β
∫
dk′ |vα,k − vβ,k′ |
× [Kdrαβ(k, k′)]2ρβ,k′(1− nβ,k′). (6)
This formula gives an explicit expression for the diffusive
broadening of a quasi-particle α with pseudo-momentum
k propagating through an homogenous equilibrium state
due to thermal fluctuations. It can be evaluated explic-
itly for any integrable model, and for the fastest quasi-
particle, coincides with the diffusive broadening of the
operator spreading front.
Transport.—In integrable systems, unlike chaotic ones,
the subleading diffusive quasiparticle spreading affects
not just OTOCs but also time-ordered correlators and
transport properties. To see this, consider a GGE state
characterized by a generalized Fermi factor distribution
neqα,k. A small perturbation nˆα,k(x, t) over this GGE
state propagates with mean velocity vα,k[n
eq], but with
diffusive broadening δx2α,k(t) = 2Dkt given by eq. (6).
The corresponding linear-response hydrodynamic equa-
tion reads
∂tnˆα,k + vα,k[n
eq]∂xnˆα,k = Dk[n
eq]∂2xnˆα,k + . . . (7)
where the dots include higher-derivative corrections, but
also ∂2xnˆβ,k′ terms with (β, k
′) 6= (α, k). In fact, al-
though our derivations seem quite distinct, our expres-
sion for the diagonal diffusion constant Dk coincides with
the very recent “Navier-Stokes” corrections computed in
Ref.39 from a form-factor (matrix-element) expansion of
the Kubo formula; it will be interesting to extend our
argument to reproduce fully the transport equation of39.
We note that although fronts for OTOCs and time-
ordered correlation functions both broaden diffusively,
there are important differences: First, operator spread-
ing is dominated by the fastest quasiparticle, whereas
transport generally involves all quasiparticles. Second,
OTOCs saturate to a non-zero value behind the front,
while time-ordered correlators decay. Third, different
conserved quantities couple differently to quasiparticles,
leading to distinct transport properties (e.g., spin trans-
port in the XXZ model is sub-ballistic for Jz ≥ Jx =
Jy
18,55) so time-ordered correlators may not detect the
ballistic operator front in all cases. Numerical results for
two-point correlators, OTOCs, and diffusive front broad-
ening for the XXZ model are shown in58.
Discussion.—This paper used a simple, physically mo-
tivated picture from kinetic theory to derive diffusive cor-
rections to ballistic quasiparticle spreading in interact-
ing integrable systems, and its implications for operator
5spreading and transport. We showed that OTOCs in in-
teracting integrable models have diffusive front broaden-
ing just as in non-integrable systems, although the mech-
anisms are quite different. Nevertheless, coarse grained
measures of front dynamics are not able to discriminate
between these mechanisms. Whether our hydrodynamic
approach can be generalized to construct a fluctuating
hydrodynamics of integrable systems, or extended to sit-
uations like the isotropic Heisenberg chain for which the
diffusion is anomalous65,66, are left for future work.
In addition to the diffusive effect discussed here, inter-
acting integrable systems have a subleading t1/3 front-
broadening that they share with free-fermion models26.
One might wonder if there are any natural circumstances
in which the diffusive broadening we predict might be
absent, causing the t1/3 effect to dominate. Eq. (6) sug-
gests that this essentially never happens in an interacting
system, as all terms are non-negative and therefore the
integrand would have to vanish identically (which is plau-
sible in zero-entropy states, such as the ground state, but
not otherwise).
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I. CONTINUITY EQUATIONS IN THE FFA MODEL
The densities or right and left moving quasiparticles in the FFA models can be written as
ρR(i) = P↑(i, A)P↑(i, B) + P↓(i− 1, B)P↑(i, A)P↓(i, B) + P↓(i, A)P↑(i, B)P↓(i+ 1, A),
ρL(i) = P↑(i−1, B)P↑(i, A)+P↓(i−1, B)P↑(i, A)P↓(i, B) + P↓(i, A)P↑(i, B)P↓(i+ 1, A), (1)
where NR =
∑
i ρR(i) and NL =
∑
i ρL(i) are conserved by the time evolution. It is convenient to define
ρ+(i) = P↑(i, A)P↑(i, B) + P↑(i− 1, B)P↑(i, A) + 2P↓(i− 1, B)P↑(i, A)P↓(i, B)
+ P↓(i, A)P↑(i, B)P↓(i+ 1, A) + P↓(i− 1, A)P↑(i− 1, B)P↓(i, A),
ρ−(i) = P↑(i, A)P↑(i, B)− P↑(i, B)P↑(i+ 1, A). (2)
The sum of these densities is also conserved, and upon coarse graining, we have ρ±(x) = ρR(x) ± ρL(x). Given
the simple dynamics of the FFA model, one can readily compute the time evolution of these operators over a single
Floquet cycle. For example, U†(P↑(i, A)P↑(i, B))U = P↓(i− 1, B)P↑(i, A)P↓(i, B) + P↑(i− 1, B)P↓(i, A)P↓(i, B), and
U†(P↓(i − 1, B)P↑(i, A)P↓(i, B))U = P↑(i − 1, B)P↓(i, A)P↑(i, B). Using these relations and rewriting ρ±(i, t + 1) −
ρ±(i, t) as telescopic sums, we find, after a lengthy but straightforward calculation
ρ+(i, t+ 1)− ρ+(i, t) + j+(i+ 1, t)− j+(i, t) = 0,
ρ−(i, t+ 1)− ρ−(i, t) + j−(i+ 1, t)− j−(i, t) = 0. (3)
The lattice currents are given by
j+(i) = ρ−(i− 1),
j−(i) = P↓(i− 1, B)P↑(i, A)P↓(i, B) + P↑(i− 1, B)P↓(i, A) + P↓(i− 1, B)P↓(i, A)P↑(i, B). (4)
The first equation indicates that the total current J+ =
∑
i j+(i) is a conserved quantity, implying ballistic transport
for ρ+.
II. THERMODYNAMICS AND HYDRODYNAMICS OF THE FFA MODEL
Equilibrium states in the FFA model can be characterized by the classical partition function
Z =
∑
{σ}
e−µRNR−µLNL , (5)
which can be computed using the 4× 4 transfer matrix
T =

1 1 e−µR−µL e−µR/2
e−µR−µL e−µR−µL e−µL e−µR/2−µL
1 1 e−µR−µL e−µR/2
e−µR/2 e−µR/2 e−µR/2−µL e−µR−µL
 , (6)
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FIG. 1: Nature of fluctuations and transport in the FFA model near full filling. The dynamics of the model is oscillatory with
period 3 (left); thus, quasiparticles move with a velocity that also oscillates with period 3 (right). After coarse-graining in time,
though, the quasiparticles can be seen to move exactly ballistically with no front-broadening.
written in the basis {↓↓, ↑↓, ↓↑, ↑↑}. Density averages and fluctuations in the thermodynamic limit can be obtained
from various derivatives of the largest eigenvalue of T . We find that the density fluctuations are non-diagonal,
〈δρRδρL〉 6= 0 in the right and left moving basis. However, if define the generalized “Fermi factor” nR/L = 3ρR/L/(1+
ρR + ρL), we find that
〈(δnL)2〉 = 〈(δnR)2〉 = 9ρ(1− ρ)
(1 + 2ρ)4`
,
〈δnRδnL〉 = 0, (7)
for a system of size ` in an equilibrium state with filling ρ = ρR = ρL.
Using this transfer matrix, we can also compute the equilibrium averages of the currents j± = ρRvR ± ρLvL. We
find
vR/L = ±1∓
2ρL/R
1 + ρR + ρL
. (8)
This formula coincides with the velocities of a hard rod gas with only two “bare” velocities v0R = 1 and v
0
L = −1, and
effective length a = −1.1,2 One can also understand this formula in an elementary way as follows: if a right mover
starts at (0, 0) and goes to (x, t), it encounters all the left movers that started at points closer than x− vLt. The time
t is determined by accounting for the fact that the “bare” velocity is 1, and that each collision with a left mover adds
an extra time step. This means that t = x + ρL(x − vLt), which yields vR = x/t = (1 + ρLvL)/(1 + ρL). Repeating
the argument for left movers, we find vL = (−1 + ρRvR)/(1 + ρR). Solving these two equations yields (8). Note that
this formula is consistent with
j+ = ρR − ρL, (9)
as it should since this relation holds exactly microscopically.
Since the microscopic averages of the currents coincide with this hydrodynamic expectation, one might be tempted
to use the variance of the microscopic current instead of the expression we obtained from the density fluctuations and
the coarse-grained velocity formulas (8). These two expressions do not agree; the discrepancy between them can be
seen, and its mechanism most clearly understood, near the fully filled limit. At full filling, the dynamics consists of
persistent period-3 oscillations (Fig. 1); the current oscillates in a 100100100 . . . sequence. These current fluctuations,
though strong, are not random, and they cause deterministic rather than random changes of the front velocity. After
time averaging, these fluctuations cancel out exactly except for boundary terms. Thus they are not responsible for
diffusive broadening. Instead, the fluctuations that cause diffusive broadening are the slow, random fluctuations that
survive under coarse-graining.
The Euler hydrodynamics in the quasiparticle language (corresponding to the kinetic theory of these quasiparticles),
leads to the following continuity equations
∂tρR/L + ∂x(vR/L[ρR, ρL]ρR/L) = 0. (10)
Using the definition of the “Fermi factors” above, we find the advection equations
∂tnR/L + vR/L[nR, nL]∂xnR/L = 0. (11)
This is a general property of Fermi factors in generic integrable systems.3,4
3III. QUASIPARTICLE DIFFUSION IN GENERIC INTEGRABLE MODELS
In this section, we derive explicitly the form of the quasiparticle diffusion using the kinetic theory argument given
in the main text. The hydrodynamic equations for quantum integrable systems can be thought of either as Euler
equations for all the (local and quasi-local) conserved quantities, or equivalently, as a kinetic equation for the quasi-
particles. Let us define densities of particles, holes and states via
`ρkdk = {# occupied pseudo-momenta in [k, k + dk)}
`ρhkdk = {# unoccupied pseudo-momenta in [k, k + dk)}
`ρtotk dk = {# allowed pseudo-momenta in [k, k + dk)}. (12)
respectively, for a system of size `. For simplicity, we are using a shorthand notation for k which labels both the types
of quasiparticles and their pseudo-momenta. Let ρtotk = ρk + ρ
h
k be the total density of states, and it is also useful
to define the generalized Fermi factor, given by nk =
ρk
ρtotk
, which is by definition a number between 0 and 1. These
quantities are related by the Bethe equations
ρtotk +
∫ ∞
−∞
K(k, k′)ρk′dk′ = ∂kp
0
k
2pi
, (13)
for some scattering kernel K(k, k′) whose precise form depends on the integrable model under consideration, with p0k
the bare momentum. A given generalized Gibbs ensemble (GGE) state – including thermal states in particular – can
be shown to correspond to a given distribution of quasi-particles ρk. Note that we can also choose to work with the
Fermi factor nk, since the Bethe equation together with ρ
tot
k = ρk + ρ
h
k fully fix the other distributions once nk is
known.
Assuming local equilibrium, we can imagine that these quantities all depend on x and t, and that the Bethe
equation (13) is satisfied locally. The semi-classical kinetic equation for nk is then quite simple
3,4
∂tnk + vk[n]∂xnk = 0, (14)
where vk[n] is the group velocity of the quasi-particles which can also be computed from Bethe ansatz. The effective
group velocity5 is then given by vk[n] =
′k[n]
p′k[n]
, where ′k and p
′
k are the dressed derivatives of the quasiparticle energy
and momentum, given by
′k +
∫
dk′K(k − k′)nk′′k′ = ∂k0k, (15)
p′k +
∫
dk′K(k − k′)nk′p′k′ = ∂kp0k. (16)
with 0k and p
0
k the bare energy and momentum. Note that these equations are time-reversal invariant and ignore the
density fluctuations responsible for diffusion that we now describe.
For a system of size `, the fluctuations of the quasiparticle densities in a thermal state at temperature T (corre-
sponding to an equilibrium Fermi factor nk given by the thermodynamic Bethe ansatz)
6 read7
〈δnkδnk′〉 = 1
ρtotk `
nk(1− nk)δ(k − k′). (17)
As explained in the main text, these fluctuations should be computed over a distance ` = |vk − vk′ |t. This leads to a
broadening of the quasiparticle trajectories
δx2k(t) = t
∫
dk′
(
δvk
δnk′
)2
nk′(1− nk′)
ρtotk′ |vk − vk′ |
. (18)
The last step of the calculation is to compute the functional derivative δvkδnk′
using eqs. (15) and (16). We see that we
have
δ′k
δnk′
= vk′
δp′k
δnk′
, so that
δvk
δnk′
=
vk′ − vk
p′k
δp′k
δnk′
=
vk′ − vk
ρtotk
δρtotk
δnk′
, (19)
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FIG. 2: (left) Right weight ρR(x, t) for the spreading operator σ
x
0 (t) in an XXZ chain of size L = 12 with ∆ = 0.5 showing
ballistic front propagation with front broadening. Width of the spreading front w(t) shows a scaling consistent with w(t) ∼ t1/2
(dashed line: fit with x = log t and y = logw). Note that we have very limited dynamical range in time before the front reaches
the end of the chain, but the numerical exponent is already quite far from the free fermion result w(t) ∼ t1/3.
since p′k = 2piρ
tot
k (see also Refs.8,9 for related formulas). Let − 1p′
k′
δp′k
δnk′
≡ Kdr(k, k′). Using (16), this “dressed kernel”
satisfies the integral equation
Kdr(k, k′) = K(k, k′)−
∫
dk′′K(k, k′′)Kdr(k′′, k′)nk′′ . (20)
In terms of the dressed kernel, we have
(
δvk
δnk′
)2
= (vk − vk′)2
[Kdr(k, k′)]2 (ρtotk′
ρtotk
)2
. Plugging this expression in (18),
we find
δx2k(t) = t
1
(ρtotk )
2
∫
dk′ |vk − vk′ |
[Kdr(k, k′)]2 ρk′(1− nk′), (21)
as claimed in the main text. This formula can be evaluated in any equilibrium (GGE) state.
IV. NUMERICS ON THE XXZ SPIN CHAIN
We now present some numerics on the XXZ chain using exact diagonalization. Despite the small sizes and times
accessible to this study, we see many signatures of the qualitative features discussed in the main text, including the
diffusive front broadening of operators.
The Hamiltonian is
H =
∑
i
σxi σ
x
i+1 + σ
y
i σ
y
i+1 + ∆σ
z
i σ
z
i+1 (22)
where σ
x/y/z
i are Pauli spin 1/2 operators on site i and we pick ∆ = 0.5 for specificity. For a spin-1/2 chain of length
L, a complete orthonormal basis for all operators is given by the 4L “Pauli strings” S, which are products of Pauli
matrices on distinct sites. We can then express our spreading operator in this basis of Pauli strings:
O0(t) =
∑
S
aS(t)S . (23)
We measure the right front of the spreading operator O(t) using the “right-weight” ρR(x, t), defined as the total
weight in O(t) of basis strings that end at site x — which means that they act as the identity on all sites to the right
of site x, but act as a non-identity on site x:
ρR(x, t) =
∑
strings S with
rightmost non-
identity on site x
|aS |2,
∑
i
ρR(x, t) = 1. (24)
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FIG. 3: (left) Two-point time-ordered correlators and OTOCs in the XXZ model at ∆ = 0.5 showing that both these quantities
detect the operator front(s), although they saturate to different values at late times. The multiple fronts visible in the data is
consistent with the presence of multiple species of quasiparticles.
The conservation law on ρR(x, t) follows from unitarity and supports the identification of this quantity as an “emer-
gent” density undergoing biased diffusion.10,11 The left front can be defined analogously. Fig 2 (right) shows ρR(x, t)
for an initial operator O0 = σ
x
0 at different times in a system of length L = 12. We clearly see front propagating
ballistically to the right as the weight of O(t) spreads to longer Pauli strings; we also clearly see the front getting
broader with increasing time before it reaches the end of the chain. We can quantify the width of the front by looking
at the second moment of ρR(x, t) in time:
w(t) =
√√√√∑
x
x2ρR(x, t)−
(∑
x
xρR(x, t)
)2
. (25)
Fig 2 (left) shows w(t) plotted against time. While we have very limited dynamical range in time before the front
reaches the end of the chain (and after an initial transient), the data seems consistent with a w(t) ∼ t1/2 scaling, and
certainly quite far from the free fermion result of w(t) ∼ t1/3. The data for the spreading of σz0(t) looks very similar.
Next, we look at the behavior of two-point correlators and OTOCs: 〈σz0(t)σzi (t)〉 and 〈|[σz0(t), σzi (t)]|2〉 in Fig 3. We
see that both the two-point correlator and the OTOC are able to detect the operator front for integrable systems, unlike
the case of non-integrable systems (although two-point functions may not always work for this purpose, for example
when additional symmetries force these to be zero or subballistic). Notice that the figures show the appearance of
multiple fronts which is consistent with the presence of multiple species of quasiparticles in the XXZ model, each
with their own “fastest” speed. Further, as discussed in the main text, while the two point function decays at late
times, the OTOC generically saturates to a non-zero value as the front fills in. The saturation value of the OTOC is
approximately 0.8 which is less than the generic value of 1 in chaotic systems. However, this difference is small and
the saturation does show a weak increase with increasing system size (not shown). Whether this saturation value
converges to a distinct universal value in large systems is presently unclear to us, but the difference is certainly weak.
We note also that the non-monotonic behavior of the OTOC before saturation is generally not seen in chaotic models,
so this may again be a weak signature of the lack of chaos. But the origin and universality of this behavior is again
presently unsettled.
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