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Re´sume´. L’estimation robuste pre´sente une approche alternative aux me´thodes de
re´gression classiques, par exemple lorsque les observations sont affecte´es par la pre´sence
de donne´es aberrantes. Re´cemment, ces estimateurs robustes ont e´te´ conside´re´s pour des
mode`les avec donne´es fonctionnelles. Dans cet expose´, nous conside´rons un mode`le de
re´gression robuste avec une variable d’inte´reˆt re´elle et une variable explicative fonction-
nelle. Nous de´finissons un estimateur non-parame´trique de la fonction de re´gression, et
nous nous inte´ressons a` ses proprie´te´s asymptotiques, relativement a` des erreurs Lq. Notre
proce´dure d’estimation est ensuite e´value´e sur un jeu de donne´es re´elles.
Abstract. It is well known that robust estimation provides an alternative approach to
classical methods affected for instance by the presence of outliers. Recently, these robust
estimators have been considered for models with functional data. In this talk, we focus on
asymptotic properties of a conditional nonparametric estimation of a real valued variable
with a functional covariate. We present results dealing with convergence in probability,
asymptotic normality and Lq errors. Our estimation procedure is also evaluated on a real
dataset.
Mots cle´s. Donne´es fonctionnelles, statistique robuste, estimation non-parame´trique,
erreurs Lq.
1. Introduction
Un proble`me courant en statistiques est d’essayer d’expliquer comment une variable
d’inte´reˆt Y est relie´e a` une variable explicative X. Cet expose´ se rapporte a` ce cadre, dans
lequel on suppose de plus que la variable a` expliquer Y est a` valeurs re´elles et la variable
explicative X est a` valeurs dans un espace de fonctions F muni d’une semi-me´trique d. Ce
type de variables, connu sous le nom de variables fonctionnelles dans la litte´rature, permet
de conside´rer des variables ale´atoires en tant que fonctions (du temps par exemple), ce qui
semble eˆtre le plus adapte´ dans le cas ou` les observations sont par nature fonctionnelles:
on renvoie notamment a` Ramsay et Silverman (2002, 2005) pour une vue d’ensemble sur
les donne´es fonctionnelles. Dans ce contexte, le mode`le le plus ge´ne´ral est le mode`le de
re´gression lorsque la variable explicative est une courbe, qui s’e´crit
1
Y = r(X) + ,
ou` r est un ope´rateur de F dans R et  est une variable ale´atoire d’erreur. Ce mode`le a
de´ja` e´te´ e´tudie´ d’un point de vue non-parame´trique (c’est-a`-dire lorsque l’on fait unique-
ment des hypothe`ses de re´gularite´ sur r). La monographie de Ferraty et Vieu (2006)
recense les principaux re´sultats obtenus pour l’estimateur non-parame´trique a` noyau de
r. Cependant, cette estimation de r vu comme la moyenne conditionnelle de Y sachant
X peut eˆtre inadapte´e dans certaines situations. Par exemple, la pre´sence de donne´es
aberrantes peut amener a` des re´sultats non pertinents. La re´gression robuste a e´te´ intro-
duite pour re´soudre ce genre de proble`mes. Depuis les premiers re´sultats obtenus dans
les anne´es soixante, notamment par Huber (1964), de nombreux auteurs ont de´veloppe´ le
domaine: Robinson (1984), Collomb et Ha¨rdle (1986), Boente et Fraiman (1990), et La¨ıb
! et Ould-Sa¨ıd (2000), . . . Concernant les donne´es en dimension infinie, la litte´rature est
beaucoup plus restreinte: Cadre (2001), ainsi que Cardot et al. (2005) sont les principales
re´fe´rences. Re´cemment, Azzedine et al. (2008) ont e´tudie´ la convergence presque comple`te
d’estimateurs robustes a` noyau. Dans le meˆme cadre, Attouch et al. (2007) ont e´tudie´ la
normalite´ asymptotique de ces estimateurs.
Dans ce travail, on se propose de poursuivre l’e´tude de ces estimateurs a` noyau. Apre`s
avoir rappele´ le re´sultat de convergence en probabilite´ ainsi que la normalite´ asympto-
tique de Attouch et al. (2007), on donne les expressions asymptotiques de la vitesse de
convergence vis-a`-vis des normes Lq, e´tendant ainsi les re´sultats de Delsol (2007) obtenus
dans un cadre non robuste. En guise d’illustration, on applique nos re´sultats en pre´vision
de se´ries temporelles sur un jeu de donne´es re´elles de consommation d’e´nergie.
2. Mode`le
Conside´rons un couple (X, Y ) de variables ale´atoires a` valeurs dans F × R. Pour
x ∈ F , on conside`re une fonction mesurable ψx. Le parame`tre fonctionnel e´tudie´ dans ce
travail, note´ θx, est la solution (suppose´e unique) de l’e´quation en t de´finie par
Ψ(x, t) := E [ψx (Y, t) |X = x] = 0. (1)
En ge´ne´ral, la fonction ψx est fixe´e par le statisticien en fonction de la situation a`
laquelle il est confronte´. Des exemples classiques de ψx conduisent a` l’estimation de la
moyenne conditionnelle (si ψx(Y, t) = Y − t) ou de quantiles conditionnels (si ψx(Y, t) =
1 {Y≥t} − 1 {Y <t}): voir Ferraty et Vieu (2006) et Attouch et al. (2007). E´tant donne´ un










ou` K est un noyau et h = hn est la largeur de feneˆtre. Alors, un estimateur a` noyau
naturel de θx est θ̂n = θ̂n(x) donne´ par
Ψ̂(x, θ̂n) = 0. (3)
On remarque que, sous la condition
∑n
i=1 K (h
−1d(x,Xi)) 6= 0, la de´finition de l’estimateur














3.1. Convergence en probabilite´ et normalite´ asymptotique
On donne ici certains re´sultats obtenus par Attouch et al. (2007) pour des donne´es
(Xi, Yi)i=1,...,n inde´pendantes et identiquement distribue´es. On pose F (h) = P (d(X, x) ≤ h),
connu sous le nom de probabilite´s de petites boules dans la litte´rature. Sous des conditions
techniques (non cite´es ici) mais relativement classiques dans ce contexte non-parame´trique
fonctionnel, ces auteurs montrent







θ̂n − θx −Bn(x)
) L−−−−→
n→+∞
N (0, 1) ,
avec des expressions explicites pour Vn(x) et Bn(x).
3.2. Un re´sultat d’uniforme inte´grabilite´
On donne dans ce paragraphe un re´sultat utile dans la suite pour obtenir la convergence
des moments de θ̂n. Soit t ∈ R fixe´. On donne le re´sultat pour des donne´es (Xi, Yi)i=1,...,n
inde´pendantes et identiquement distribue´es. On peut e´galement montrer, sous des hy-
pothe`ses plus fortes, le meˆme type de re´sultat pour des donne´es arithme´tiquement α-
me´langeantes. On conside`re les hypothe`ses suivantes.
(H.1) Il existe p > 2 et C > 0, tels que, pour X dans un voisinage ouvert de x, on a
presque suˆrement
E [|ψx(Y, t)|p |X] ≤ C.
(H.2) On suppose que lim
n→+∞
nF (hn) = +∞.
3
(H.3) K est a` support [0, 1], est borne´, et K(1) > 0.
Sous les hypothe`ses (H.1)− (H.3), pour 0 ≤ q < p, la quantite´∣∣∣√nF (hn) (Ψn(x, t)− E [Ψn(x, t)])∣∣∣q ,




3.3. Convergence des moments
On donne le re´sultat pour des donne´es (Xi, Yi)i=1,...,n inde´pendantes et identiquement
distribue´es. On peut e´galement montrer, sous des hypothe`ses plus fortes, le meˆme type de
re´sultat pour des donne´es arithme´tiquement α-me´langeantes. On suppose que ψx est de
classe C1 vis-a`-vis de son second argument sur un voisinage de θx. On note ζn la variable
ale´atoire (entre θx and θˆn) telle que θˆn− θx = − Ψn(x,θx)∂Ψn
∂t
(x,ζn)











ou` W est une variable ale´atoire gaussienne centre´e re´duite, et avec des expressions ex-
plicites de Bn(x) et Vn(x). On suppose que les hypothe`ses (H.1) − (H.3) sont ve´rifie´es
(avec t = θx), ainsi que certaines conditions techniques donne´es ci-dessous.









est continue dans un voisinage de θx.

















(Y, θx) | X
]
1 {d(X,x)≤δ} ≥ γ1 {d(X,x)≤δ}.
(H.7) Bn(x) ve´rifie
√
nF (hn)Bn = O (1).
(H.8) Il existe p′ > 2 et une constante 0 < C ′ < +∞ telle que, pour X dans un voisinage







(H.9) Il existe r et une constante 0 < M0 < +∞ tels que E
[∣∣∣θ̂n − θx∣∣∣r] ≤M0.
Alors, pour q < q′ (avec une expression explicite de q′, qui n’est pas donne´e ici), on a
E















Des expressions asymptotiques plus explicites des erreurs Lq peuvent eˆtre de´duites a` partir
des expressions de Bn(x) et Vn(x) donne´es par Attouch et al. (2007) en utilisant la meˆme
approche que Delsol (2007). Ces expressions peuvent eˆtre utilise´es par exemple pour
choisir la feneˆtre optimale h. Ce sont les premiers re´sultats de convergence dans Lq pour
des estimateurs robustes dans un mode`le de re´gression non-parame´trique fonctionnel.
4. Application
Dans cet exemple, on s’inte´resse a` l’application de notre mode`le comme outil de
pre´vision. On utilise les donne´es de consommation d’e´nergie1 e´tudie´es dans la mona-
graphie de Ferraty et Vieu (2006). L’objectif est de pre´voir la consommation une anne´e
connaissant la courbe l’anne´e pre´ce´dente. Pour e´viter l’he´te´rosce´dasticite´ de ces donne´es,
Ferraty et Vieu (2006) ont transforme´ ces donne´es a` l’aide de diffe´rences logarithmiques.
On souhaite utiliser ici les donne´es initiales, notre estimateur robuste ne devant pas eˆtre






est la fonction de Huber de´finie par
ψ(u) =
{
u si u ∈ [−1.34, 1.34],
1.34sgn(u) sinon,
et la quantite´ S(x) est la me´diane de |Y −medx|, avec medx la me´diane conditionnelle de
Y sachant X = x. Le parame`tre de lissage est choisi en utilisant la validation croise´e de
type L1. Le noyau utilise´ est le noyau quadratique. Un autre parame`tre a` fixer et dont
l’importance est cruciale est la semi-me´trique d. On utilise une famille de semi-me´triques
induites par l’analyse en composantes principales fonctionnelle avec plusieurs dimensions:
voir Besse et al. (1997) pour plus de de´tails. Les re´sultats que nous avons obtenus dans
cet exemple sont relativement satisfaisants en termes de pre´diction.
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