Stochastic linear combinations of some random vectors are studied where the distribution of the random vectors and the joint distribution of their coefficients are Dirichlet. A method is provided for calculating the distribution of these combinations which has been studied before by some authors. Our main result is a generalization of some existing results with a simpler proof.
Introduction
For given random variables X 1 , · · · , X n the distribution of the stochastic linear combination Z = n i=1 W i X i is used for the problems in lifetime, stochastic matrices, neural networks and other applications in sociology and biology. Let X i (1 i n) be the lifetime measured in a lab and 0 W i 1 be the random effect of the environment on it; so W i X i X i and thus n i=1 W i X i is the average lifetime in the environment (see Homei (2015) ). Recently, several authors have focused on computing the lifetime of systems in the real conditions. Indeed, the randomly linear combination of random vectors have many applications including traditional portfolio selection models, relationship between attitudes and behavior, number of cancer cells in tumor biology, stream flow in hydrology (Nadarajah & Kotz (2005) ), branching processes, infinite particle systems and probabilistic algorithms, and vehicle speed and lifetime (cf. Homei (2015) , Rezapour & Alamatsaz (2014) and the references therein) so finding their distributions has attracted the attentions of numerous researchers.
In this paper, considering the dependent components and the real envi- The inner product of two random vectors was introduced in Homei (2014) and the exact distribution of this product was investigated for some random vectors with Beta and Dirichlet distributions. In this paper a new generalization for the inner product of two random vectors is introduced. For a random vector W ′ = W 1 , · · · , W n and a vector X = X 1 , · · · , X n of random vectors (each X i being k-dimensional) the inner product of X and W is essentially the linear transformation of W under the k × n matrix X which
We assume that W is independent from X 1 , · · · , X n and has Dirichlet distribution; also X i 's have Dirichlet distributions. Identifying the distribution of Z usually requires (i) either some long computations with combinatorial identities (see e.g. In this paper a new way is introduced to identify the distribution of randomly linear combinations (of Dirichlet distributions) by which a class of stochastic differential equations can be solved; this new method is much simpler than the existing ones.
The Main Result
Our main result identifies the distribution of the randomly linear combination when the coefficients come from a Dirichlet distribution.
, and the random
respectively. Thus,
The k-dimensional vectors T j = Y j X j have independent components and Γ(α • Lemma 1 of Sethuraman (1994) (for n = 2), and
which discusses the multivariate case, or the references below which discuss the single-variable case (note that for k = 2 the Dirichlet distribution leads to the Beta distribution):
• Theorem of van Assche (1987) (for n = k = 2, α
• Theorem 2.4 of Homei (2014) (for k = 2 and α
• Theorem 1 of Homei (2013) (for k = 2); and others; see the references in Homei (2015).
Four Other Proofs for Theorem 2.1 and a Variant of It

Moment Generation Method
The Second Proof. The generating moment function of T j 's in the first proof
By [9, page 77] we have
So, the components of the vector T j are independent and have gamma distributions, which proves the theorem. ⊠ ⊞
Applying Basu's Theorem
The Third Proof. We can write (for j = 1, · · · , n)
.
So,
Let us recall that Γ ij (α ⊠ ⊞
Mathematical Induction
The Fourth Proof. For n = 2 the theorem follows from [13, Lemma 1] . Suppose the theorem holds for n (the induction hypothesis). We prove it for n + 1 (the induction conclusion): By dividing the both sides of
i=1 Y i and using the induction hypothesis we have
in which the right hand side holds by [13, Lemma 1] (for n = 2). ⊠ ⊞
The Moments Method
The Fifth Proof. The general moments (s 1 , s 2 , · · · , s k ) of Z are as follows:
where h j denotes summation over all non-negative integers
This equation can be rearranged as
(where h i * = k j=1 h ij ) and also
By the Dirichlet distribution we have
and also
and again by the Dirichlet distribution
So, by using ( ‡)
By considering the fact that the sum of the Dirichlet-multimonial distributions on their support equals to one, we have
which is the general moment of the k-variate
distribution, and since Z is a bounded random variable, its distribution is uniquely determined by its moments. Thus the proof is complete. ⊠ ⊞
A Variant of Theorem 2.1 Theorem 3.1. The distribution of the randomly linear combination
where X 1 , · · · , X n are two-dimensional independent multivariate random vectors with
Proof. Let Y j (j = 1, · · · , n) be independent random variables independent from (X 1 , · · · , X n ) that have the distribution Γ(α j , µ), respectively. It can be seen, by some classic ways (e.g. E e
is the same distribution of T j with the parameter j α j . We can also write
and so we have T = Y Z in which Y has the gamma distribution with the parameter j α j , and T has the F distribution with the parameter j α j , and Y and Z are independent from each other. Of course, one can define
+ j α j . One can conclude that Z and X ′ have identical distributions by calculating the general moments (s 1 , s 2 ) of T and T ′ , i.e.,
Actually, the above proof also shows that:
where X i 's are independent from each other and have Dirichlet distributions.
If X has a bounded support and the independent random variable Y has
Some Applications in Stochastic Differential Equations
In this section, using Theorem 2.1 and Corollary 2.2, we prove some interesting mathematical facts. As an example consider the following differential equation for each n (cf. Homei (2014)):
(1) (−1) (2) (−1)
where F Y denotes the cumulative distribution function of a random variable
. Also, let m i = 1 (i = 1, · · · , n) and n * = n. Then from the equation (2) we will have
The solution of the equation (3) then by substituting it in the equation (2) we will get the equation (1) immediately.
As another example consider the moment generating function on the vector T j :
Using the double conditional expectation and the fact that the components of T j are independent with gamma distributions we have 
