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Abstract
We employ the Structured Total Least Squares (STLS) framework for estimating the delays
associated with multiple reflections of a chirp signal. The classical methods of using matched-
filter correlation processing, originally aimed at estimating the delay of a single reflection,
have poor resolution and accuracy in the presence of multiple, closely spaced reflections with
overlapping correlation functions. The STLS framework offers enhanced resolution and accu-
racy for this problem. We provide an overview of the STLS framework for complex-valued
data and parameters, showing validity of the Riemannian Singular Value Decomposition (RiS-
VD) approach (which is a well-established tool for real-valued STLS problems), and also
offer a new STLS algorithm via Alternating Coordinates Minimization (ACM), character-
ized by guaranteed convergence and by an ability to account for errors in the equations, thus
potentially being more robust against model mismatch (e.g., whenever the exact number of
reflections is unknown). We then turn to formulate the delays estimation problem in the com-
plex-valued STLS framework, and use simulation results to demonstrate and analyze the accu-
racy and convergence performance (and associated trade-offs) of the proposed approach.
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1. Introduction
The problem of active (as opposed to passive) time-delay estimation often
occurs in radar and sonar systems, as well as in acoustic measurements. A controlled
transmitter emits some excitation signal, whose delayed and possibly attenuated and
phase-shifted reflections from potential targets are measured. The delays 1 of the
reflected signals are indicative of the range to the targets, and their estimation is
therefore instrumental in such systems.
Traditionally, when a single target is considered, the delay is estimated by means
of a matched-filter (MF), which essentially correlates the received signal with the
transmitted signal and seeks the delay parameter for which the absolute value of
the correlation (sometimes termed the “ambiguity function”) is maximized. When
the additive noise is white and Gaussian, this operation coincides with the Maxi-
mum-Likelihood (ML) estimate of the delay. However, when multiple targets exist,
the obtained correlation function consists of a superposition of several attenuated,
phase-shifted and delayed correlation functions. When the delay differences between
targets are smaller than the transmitted pulse-width, the obtained correlation function
would have interfering peaks, whose combined effect might cause severe bias in the
estimate of the respective delays. The peak locations in such cases are no longer the
ML estimates of the delays. Moreover, in the case of very close delays, neighboring
peaks may be difficult to distinguish, leading to degraded resolution capability.
Chirp signals (sometimes termed “linear Frequency Modulation (FM)” signals)
consist of a single tone signal, whose instantaneous frequency varies linearly in time.
These signals are often used in radar/sonar systems for “pulse compression” pur-
poses (see, e.g., [11, p. 132] or [13, Section 6.4]), where they are modulated by a
short pulse in order to decrease the width of that pulse’s ambiguity function. How-
ever, they are mostly used in the context of single targets, or of multiple targets that
are assumed far apart, such that the delay gaps are longer than the pulse-width.
In the context of this paper we address the problem of “clustered” multiple targets,
whose delays differences are smaller than the pulse-width. In fact, we do not assume
that the transmitted chirp signal is pulse-shaped, but rather assume a continuous
chirp with overlapping reflections. The goal is to estimate the associated delays with
enhanced resolution and accuracy relative to that attainable by classical MF methods.
The framework is of “block” (or “batch”) off-line processing, where the samples
collected from the reflections of each pulse are processed separately as one block of
data.
We shall show that in the noiseless case the processed sampled signal, composed
of K reflections, satisfies a Kth order linear difference equation, whose coefficients
are time-varying, and depend on the delay values. These time-varying coefficients
1 For mobile target and/or radar, Doppler frequency-shifts can be introduced as well; However, in the
context of this paper we are only concerned with static targets (and radars), and we shall therefore ignore
that possibility.
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can be decomposed into the product of unknown constant coefficients and known
time-varying coefficients. The delay parameters of interest are embedded in the
unknown constant coefficients. Thus, a possible strategy for estimating the delays
in the realistic noisy case would be to find, among all signals that satisfy the desired
difference equation with any values of the associated constant parameters, the signal
that is the “nearest” (in some sense) to the received signal. The delay parameters
would then be extracted from that signal’s associated parameters.
Actually, our approach can be regarded as accommodating the “time-varying” coun-
terpart of a similar approach, used, e.g., for the problem of estimating the para-
meters of superimposed exponential signals in noise (e.g., [4]). The composite signal in
that problem can also be shown to satisfy a linear difference equation (time-invariant,
in that case) whose regression coefficients are related to the parameters of interest.
Both approaches look for a perturbation of the received signal, having minimum
(possibly weighted) L2 norm 2, such that the perturbed signal satisfies the desired
(time-invariant or time-varying) linear difference equation. A natural framework for
such an optimization task is a framework that evolved from the closely related frame-
work of Total Least Squares (TLS), namely Structured TLS (STLS).
The framework of Total Least Squares (TLS) (see e.g., [15] for a comprehensive
overview), is aimed at finding the minimal rank-reducing perturbation of a given
(full column rank) matrix. In recent years, the TLS concept has been enhanced and
expanded in numerous intriguing directions, one of which is the concept of Struc-
tured TLS (STLS) [3,4,7,9,10] (historically also termed Constrained TLS (CTLS),
see [1,8]). STLS restricts the minimization problem by only allowing parameterized
perturbations of the given matrix, where the parameterization ensures that the per-
turbed, rank deficient matrix maintains some desired “structure”. That structure is
often (but not necessarily) defined as belonging to an affine set of matrices, specified
by a parameterized linear combinations of some “building-block” matrices. In such
a way desired structures such as Hankel, Toeplitz, block-Hankel, block-Toeplitz, etc.
are easily imposed.
Most of the existing STLS approaches are formulated in terms of real-valued
signals and parameters. While no physical system can transmit (or receive) complex
signals, it is common practice in many engineering and signal-processing applica-
tions (see, e.g., [6, Section 15.3] for an overview) to transform the received real-val-
ued signals, as a pre-processing stage, into their complex-valued “analytic signals”
counterparts. The analytic signal has the same spectral components as the original
signal at positive frequencies, but zero components at negative frequencies. It is con-
structed by setting its real part to half the original signal, and its imaginary part to
half the (real-valued) Hilbert transform of the original signal. One of the advanta-
ges of this operation in the context of our problem, is that the dependence on the
2 While the L2 norm is formally defined for the continuous-time signal, in the context of sampled
signals we imply a natural extension, such that the weighted L2 norm of a vector of samples x is given by
xHWx, where W is a symmetric, positive-definite weight matrix.
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reflections’ phase shifts, which is non-linear in real-valued formulation, is trans-
formed into a linear dependence on complex reflection coefficients in the complex
notation, rendering the delays the only parameters of non-linear dependence.
It would therefore seem useful, for this and for other applications, to formu-
late a complex-valued version of the STLS framework and its associated solution
algorithms. Although the complex-valued framework can also be reformulated as
a double-dimensional real-valued problem (see, e.g., [7, Section 2.5]), such formu-
lation would usually be more cumbersome and less tractable notation-wise (only),
with respect to the compact and possibly more elegant notation in complex-
valued formulation. Consequently, the complex-valued algorithms would be easier
to program on readily complex-valued compatible platforms such as Matlab. Addi-
tionally, from a theoretical point of view, it is interesting to verify (as we shall) that
the real-valued algorithms translate easily and naturally into their complex-valued
counterparts.
In the complex formulation for the delays estimation problem, the required STLS
structure of the data matrix resulting from the time-varying difference equation is a
Toeplitz-like structure, in the sense that each of the matrix’ diagonals is related to
one data sample. However, while in a Toeplitz matrix each data sample appears as
a constant along its respective diagonal, in our time-varying case each data value
multiplies a different pre-determined known sequence along its respective diago-
nal. The number of columns is the number of expected reflections K plus one, and
the number of rows is roughly the number of available data points, N (typically,
under reasonable conditions such as in our simulation examples, around N = 50
data points are used). The associated computational load is O(N3) (per iteration),
compared to O(N2) for the MF, but the resulting improved accuracy and enhanced
resolution can be dramatic, as will be demonstrated in the sequel.
Thus, in this paper we use the Complex STLS framework to propose a new ap-
proach to the problem of estimating multiple delays of a transmitted chirp signal.
In the next section we provide a general review of STLS with complex-valued data
and parameters, and present two possible, essentially different approaches for its
solution. In Section 3 we derive the formulation of the delays estimation problem
for chirp signals in the STLS framework. In Section 4 we provide some simula-
tion results demonstrating accuracy performance, convergence and robustness issues.
Concluding remarks are summarized in Section 5. Some proofs related to the gov-
erning difference equation and to the complex-valued STLS problem are outlined in
the Appendices A and B.
2. Review of STLS
In this section we formulate the STLS problem, present one of the classical solu-
tion approaches, and propose another, new approach, whose potential advantages
over the classical approaches are discussed. As mentioned above, our notation
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assumes complex-valued data and matrices, as would be later required for the chirp
delays estimation problem.
Let B0,B1, . . . ,BN ∈ Cp×q denote a set of N + 1 “building-block” matrices.
Given any data vector x ∈ CN , we define
B(x)B0 +
N∑
n=1
x[n]Bn, (1)
where x[n] denotes the nth element of x.
The objective in STLS is to find a perturbation  of x with minimal (possibly
weighted) L2 norm, such that B(x + ) be rank-deficient, namely such that there
exist a non-zero vector  ∈ Cq satisfying B(x + ) = 0:
min
, /=0 
HW s.t. B(x + ) = 0, (2)
where W ∈ CN×N is an arbitrary conjugate-symmetric positive-definite weight mat-
rix. Note that the problem is scale-invariant in , and therefore some additional
scaling constraint is usually imposed on , just in order to select one of the infinitely
many solutions. Often, a quadratic constraint of the form H = 1 is used; note,
however, that in the context of complex-valued data, such a constraint still does not
determine the complex phase of , and we shall therefore use a linear constraint of
the form eH = 1, where e ∈ Cq is some non-zero vector 3.
No closed-form solution is currently known for the STLS problem, but several
iterative approaches have been proposed. Perhaps the three most popular of these
are the CTLS approach [1], the STLN approach [12,14] and the Riemannian Sin-
gular Value Decomposition (RiSVD) approach [3,10] (see also [7, Section 2.2] for
an overview of all three approaches). While the problem formulations in these ap-
proaches are equivalent, the respective proposed solutions are essentially different.
For CTLS the authors in [1] propose a Newton-type gradient descent algorithm; for
STLN (with L2 norm) the authors in [12] propose an algorithm which is essen-
tially also a Gauss–Newton type gradient descent algorithm; on the other hand,
the RiSVD algorithm is not gradient-based, but rather relies on an iterative evo-
lution of the parameters towards simultaneous satisfaction of equations reflecting
necessary conditions for a minimum. Out of (subjective) preference for algorithms
that are not gradient-based (especially when complex data and parameters are in-
volved), we prefer to focus on the RiSVD approach for our complex-valued con-
text.
3 Note that in so called “non-generic” cases (see, e.g., [7, p. 48]), the optimal  may be orthogonal
to the chosen e, and in such cases this constraint cannot be satisfied (and cannot determine the scale of
). However, such cases (with respect to specific choices of e) are usually quite rare, and the theoretical
possibility of a non-generic solution would thus be ignored in the sequel.
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2.1. The Riemannian SVD approach
Defining the following matrices:
H() [B1 B2 · · · BN] ∈ Cp×N, (3a)
G(l) [BH1 l BH2 l · · · BHN l] ∈ Cq×N, (3b)
where l ∈ Cp is an auxiliary vector of Lagrange multipliers (to be addressed shortly),
and defining, additionally,
D()H()W−1HH () ∈ Cp×p, (4a)
C(l)G(l)W−1GH (l) ∈ Cq×q, (4b)
it can be shown that a necessary condition for a minimizing solution is the simulta-
neous satisfaction of
B(x) = D()l, (5a)
BH (x)l = C(l). (5b)
A similar condition has appeared repeatedly in STLS-related work, e.g., [3,4,8–10],
but always for the case of real-valued data and matrices, using simple (rather than
conjugate) transpose of the matrices involved. In Appendix B we formally derive
the anticipated result, that these well-known conditions maintain their form in the
complex-valued case (which is of interest in this work), with mere substitution of the
simple transpose with a conjugate transpose wherever applicable.
When the parameters vector  and the auxiliary vector l that satisfy these condi-
tions are found, the minimizing perturbation vector  is given by
 = −W−1HH ()l, (6)
so that the target criterion assumes the following forms, whose equivalence can be
easily observed (whenever (5a,5b) are satisfied):
HW = lHD()l = HC(l) = lHB(x). (7)
We therefore seek, among all possible solutions of (5a,5b), the couple {, l} which
minimizes either one of the alternative expressions in (7). It is reassuring to note
the scale-invariance of the criterion: for every couple {, l} which solves (5a,5b), the
couple {α, α−1l} (for any non-zero α) is also a solution, and obviously yields the
same value for  and for the target criterion (observe that D() and C(l) are quadratic
in  and l, respectively). We are therefore free to further impose any scaling constraint
on  (which will not affect the resulting ).
In order to obtain better access to the value of the target criterion, as well as to
pose (5a,5b) in a more standard form, it is common practice in STLS to express l as
l = τu, where τ is real-valued and positive, and u is scaled such that uHD()u = 1
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(recall that the scale of , and therefore of D() is determined by an additional,
auxiliary scaling constraint). Consequently, we obtain
B(x) = D()uτ, (8a)
BH (x)u = C(u)τ (8b)
to be solved subject to uHD()u = 1 (which is equivalent to HC(u) = 1), and an
additional (arbitrary) scaling constraint on . As a result, the target criterion becomes
lHD()l = τ 2uHD()u = τ 2, (9)
which means that we need to find the solution to (8a,8b) with the smallest τ possible.
The problem formulated in (8a,8b) is also known as RiSVD [3,4], and the following
iterative algorithm can be used in its minimization (see, e.g., [10]):
RiSVD minimization:
Inputs:
• Building-Block matrices B0,B1, . . . ,BN ∈ Cp×q ;
• Input vector x ∈ CN ;
• Positive-definite, conjugate-symmetric weights matrix W ∈ CN×N ;
• Scaling constraint vector e ∈ Cq for  (via eH = 1).
Definitions:
• B(x)B0 +∑Nn=1 x[n]Bn
• H() [B1 B2 · · · BN]
• G(u) [BH1 u BH2 u · · · BHN u]
• D()H()W−1HH ()
• C(u)G(u)W−1GH (u).
Algorithm:
(1) Initialize {u[0], τ [0], [0]} as the triplet corresponding to the smallest
singular value of B(x);
(2) Repeat for k = 1, 2, . . . until convergence:
[k] = [BH (x)D−1([k−1])B(x)]−1C(u[k−1])[k−1]
[k] = [k]/(eH[k])
u[k] = D−1([k])B(x)[k]
u[k] = u[k]/
√
u[k]HD([k])u[k]
τ [k] = u[k]HB(x)[k]
We did not specify a convergence criterion, but several strategies can be used,
monitoring the changes in either  or τ 2 (which reflects the value of the target crite-
rion). The “classical” stopping condition occurs when the amount of change in the
monitored parameter(s) falls below a specified threshold.
268 A. Yeredor / Linear Algebra and its Applications 391 (2004) 261–286
2.2. The alternating coordinates approach
There is currently no proof (nor claim) of guaranteed convergence of the RiSVD
algorithm, nor of several variants thereof (see, e.g., [3,4,10]) aiming at the solution
of the RiSVD problem. As mentioned above, other approaches for solving the STLS
problem, such as the CTLS [1] or the STLN (with L2-norm) [12] are based on gradi-
ent-descent algorithm, for which convergence is guaranteed when the implied initial
guess for the perturbation (usually zero) is “close enough” to the true solution. We
shall now propose an alternative minimization approach, in which the target criterion
is guaranteed to converge, regardless of initialization.
The basic idea is to replace the constraint B(x + ) = 0 in the original problem
with a highly-weighted penalty term, namely, to replace the classical STLS minimi-
zation problem (2) with the following alternative minimization problem:
min
,
{HW+ µHBH (x + )B(x + ) = 0} s.t. eH = 1, (10)
where µ is a real-valued positive “penalty gain” parameter (to be discussed immedi-
ately). Note that in this minimization problem, constraining the scale of  is material,
and not just a selector of one out of infinitely many solutions: The target criterion
here is not scale-invariant in , and can be made arbitrarily small by reducing the
scales of  and . We must therefore include the scaling constraint in the problem
formulation. As mentioned above, since we are working with complex-valued data,
we prefer the linear scaling constraint over the quadratic counterpart.
Addressing the “penalty gain” parameter––we observe, that when µ→∞, this
problem is equivalent to the original problem (2), since any finite deviation of B(x +
) from 0 would cause an infinite increase in the target criterion, so its (finite) mini-
mum must occur when B(x) = 0 (with  properly scaled) and HW is minimized,
just like in (2). In practice, only a finite value of µ can be used, but that value can be
made arbitrarily large, thus controlling the deviation of the minimizer of (10) from
the minimizer of (2).
Moreover, the additional penalty term has its roots in the criterion termed “Ex-
tended Least Squares” (XLS, [17]), and also in problems of “misfit vs. latency”
[5]. In these contexts, the presence of a finite µ reflects the possibility of “errors in
the equations”, thus deliberately allowing for deviation of B(x + ) from 0, prop-
erly balanced with the deviation of  from 0. In the context of STLS as a limiting
case of (10), ultimate confidence in the constraint is expressed by increasing µ to
infinity.
The main advantage of the alternative criterion (10) over (2) is that it offers a
relatively straightforward alternating coordinates minimization scheme, since mini-
mization with respect to (w.r.t.)  when  is fixed and vice-versa is a simple quadratic
minimization problem, with a closed-form unique global minimizer (although the
combined minimizers may often be neither global nor unique).
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Specifically, given any fixed value of , we seek to minimize (10) w.r.t. , which
amounts to the following constrained minimization:
min

HBH (x + )B(x + ) s.t. eH = 1. (11)
General constrained minimization via Lagrange multiplies is possible, but would
either require differentiation of the real-valued criterion with respect to complex-
valued parameters (which, strictly speaking, is undefined, since the criterion is not
an analytic function thereof), or re-parameterization in terms of the real and imagi-
nary parts of . To avoid these alternatives, we shall somewhat restrict the generality
of the solution, and assume that e = [−1 0 0 · · · 0]T, which is common
practice in many STLS applications. Consequently, the scaling constraint would be
automatically fulfilled if  is of the form
 =
[−1
˜
]
, ˜ ∈ Cq−1. (12)
Partitioning B(x + ) accordingly,
B(x + ) = [b ... B˜] b ∈ Cp, B˜ ∈ Cp×(q−1), (13)
we obtain
HBH (x + )B(x + )=bHb − ˜H B˜Hb − bH B˜˜+ ˜H B˜H B˜˜
=bHb + [B˜H B˜˜− B˜Hb]H [B˜H B˜]−1
×[B˜H B˜˜− B˜Hb] − bH B˜(B˜H B˜)−1B˜Hb,
which is obviously minimized by setting ˜ = (B˜H B˜)−1B˜Hb, thus zeroing-out the
middle term (the only one that depends on ).
Conversely, when  is fixed, we wish to minimize w.r.t. :
min

HW+ µHBH (x + )B(x + ). (14)
We note that
B(x + ) = B(x)+ H() (15)
(where H() has been defined in (3a)), so the criterion can be expressed as
HW+ µ[B(x)+ H()]H [B(x)+ H()]
= H [W+µHH ()H()]+µ(HHH ()B(x)+HBH (x)H())+C1
= (A+ a)HA−1(A+ a)+ C2, (16)
where
AW + µHH ()H(), (17a)
aµHH ()B(x), (17b)
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C1, C2 are irrelevant constants, and the conjugate-symmetry of W has been ex-
ploited. This criterion is obviously minimized by setting
 = −A−1a = −µ[W + µHH ()H()]−1HH ()B(x). (18)
The alternating coordinates minimization (with the linear scaling constraint 1 =
−1) therefore assumes the following form:
Alternating Coordinates Minimization (ACM):
Inputs:
• Building-Block matrices B0,B1, . . .BN ∈ Cp×q ;
• Input vector x ∈ CN ;
• Positive-definite, conjugate-symmetric weights matrix W ∈ CN×N ;
• Penalty-gain factor µ.
Definitions:
• B(x)B0 +∑Nn=1 x(n)Bn
• [b() ... B˜()]B(x + )
• H() [B1 B2 · · · BN]
Algorithm:
(1) Initialize [0], e.g. [0] = 0;
(2) Repeat for k = 1, 2, . . . until convergence:
(a) Minimize w.r.t. : ˜ = [B˜H ([k−1])B˜([k−1])]−1B˜H ([k−1])b([k−1]),
[k] =
[−1
˜
]
;
(b) Minimize w.r.t. :
[k] = −µ[W + µHH ([k])H([k])]−1HH ([k])B(x)[k].
Since the target criterion (10) is guaranteed not to increase (usually to decrease)
in each iteration, being bounded below (by zero), it is guaranteed to converge. There-
fore, a stopping condition that monitors the change in the target criterion and stops
the process when that change falls below a specified threshold, is guaranteed to be
met.
If, in addition, the minimizing parameters converge as well, then by construction
the point of convergence is guaranteed to be a stationary point (with zero deriv-
ative), and also a (possibly local) minimum, at least with respect to each set , 
separately (in other words, the respective blocks in the second-derivative matrix are
positive-definite, since each set is a minimizer when the other set is fixed).
The convergence rate of the ACM algorithm has been analyzed [16, Section 3.1.1]
for a simplified case, and has also been observed empirically to be linear. However,
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the actual rate of the linear convergence is generally data-dependent, and with fixed
data usually slows down as µ is increased.
Thus, the selection ofµ offers a trade-off between speed of convergence and prox-
imity of the solution to the true STLS solution: With (relatively) low values of µ, the
speed of converges is faster, but the attained solution is far from the STLS solution;
as µ is increased, the solution approaches the STLS solution, but the convergence
rate becomes much slower. This trade-off is demonstrated in the simulation results
in Section 4. Recall, however, that a moderate value of µ can be used to “soften”
the constraint in cases where “errors in the equations” can be anticipated. This is
demonstrated in the simulation results for cases of model-mismatch.
Additionally, when µ is increased, the conditioning of the minimization w.r.t.
 may become poor, which can be expressed both in hampered convergence and
possibly in numerical problems, depending on the actual data. As a rough guide-
line, the selection of µ should express the users’ confidence in the data (in terms of
the expected noise level) vs. their confidence in the model, taking into account the
available numerical precision and the number of budgeted iterations.
More specifically, the following heuristic procedure can be proposed for deter-
mining an “intelligent” choice of µ (although the optimal value for µ is usually
unknown - which admittedly constitutes a drawback of the ACM approach):
• First, the anticipated value of HW has to be roughly evaluated. Assuming that
this term is due to additive stationary noise, and that a “sample” noise signal can be
measured “off-line” (e.g., in our radar application, when the radar signal is muted),
it is often easy to estimate HW by substituting  with a sampled noise signal (of
the proper length). Averaging over several experiments can improve the accuracy
of this estimate. Denote the resulting estimate 21 .
• Next, an allowable tolerance for HBH (x0)B(x0) (where x0 is the noiseless sig-
nal) has to be determined. To this end, select a typical value of , and generate
(simulate) the noiseless signal x˜0, resulting from slight perturbation of  by the
user-defined tolerable accuracy in subsequent estimation of . Additionally, antic-
ipated model-mismatch can be introduced into the simulated x˜0. The empirical
tolerance in the model equation term can then be estimated as HBH (x˜0)B(x˜0).
Again, the reliability of this estimate can be improved by averaging over repeated
simulations (with varying perturbations of  and/or model mismatches). Denote
the resulting estimate 22 .
• The value of µ should then be selected such that 21  µ22 , e.g., set µ = 10 
2
1
22
.
Note that in the absence of presumed model-mismatch, 22 would decrease (and
therefore µ would increase) as the tolerable perturbation of  in evaluating 22 is
decreased––so this tolerance cannot be reduced without limit, since µ can only
be increased up to the maximum value that can be afforded from numerical and
computational considerations.
272 A. Yeredor / Linear Algebra and its Applications 391 (2004) 261–286
3. Chirp delays
A continuous-time complex chirp (or “linear FM”) signal is defined as
c(t) = exp{j(ω0 + αt)t}, (19)
where j = √−1, ω0 is the initial angular frequency and α is the “frequency rate”, so
that the “instantaneous angular frequency” of c(t) at time t is ω0 + αt . Throughout,
we assume that ω0 and α are known.
The transmitted chirp signal encounters reflective objects at various distances
from the transmitter, and is reflected to the receiver. Each reflection is an attenuated,
phase-shifted and delayed version of the original chirp signal. We assume, for now,
that the number of reflections, K , is known, and denote by yk(t) the kth reflected
signal,
yk(t) = akc(t − τk) = ak exp{j(ω0 + α(t − τk))(t − τk)} k = 1, 2, . . . , K,
(20)
where ak are the (complex) reflection/attenuation coefficients (bearing both ampli-
tude and phase change information), and τk are the respective delay values, which
are usually of great interest since they bear information on the location of the reflec-
tive objects. We further denote yk[n] yk(nT ) (k = 1, 2, . . . , K) where T is some
sampling period, as the (unavailable) samples of yk(t). The (unavailable) noiseless
sampled version of the received signal is the sum of all K reflections,
y[n] =
K∑
k=1
yk[n]. (21)
The available observations are noisy samples
x[n] = y[n] + v[n], (22)
where v[n] is some noise signal––either due to sampling quantization or to ambient
noise (or both).
In order to apply the STLS framework, we shall exploit the following property,
which, in a sense, regards y[n] as the output of a free (i.e., with no input) linear
auto-regressive time-varying (ARTV) system of order K .
Theorem 1. Denote ω¯0ω0T , α¯αT 2 and τ¯k  τk/T (for k = 1, 2, . . . , K). The
noiseless samples y[n] satisfy the following (time-varying) difference equation:
y[n] =
K∑
l=1
θ˜lSl[n]y[n− l] ∀n, (23)
where
Sl[n] exp{j[ω¯0 + α¯(2n− l)]l}, (24)
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and where ˜ = [θ˜1 θ˜2 · · · θ˜K ]T ∈ CK denote a set of K coefficients, such that
K∑
l=1
θ˜l exp{j2α¯τ¯kl} = 1 ∀k = 1, 2, . . . , K. (25)
Proof. See Appendix A. 
Note that when a finite sequence y[1], y[2], . . . , y[N] is considered, the sub-
sequence y[K + 1], y[K + 2], . . . , y[N] can be viewed as the output of the free
ARTV system with “initial conditions” y[1], y[2], . . . , y[K].
Defining the polynomial p(z; ) − 1 + θ˜1z+ θ˜2z2 + · · · + θ˜KzK , where the
vector  [−1 ˜T]T ∈ CK+1 denotes an augmented version of ˜, we conclude (see
(25)) that the K roots of p(z; ) are {exp{j2α¯τ¯k}, k = 1, 2, . . . , K}.
Thus, a possible strategy for estimating the delays τk (or τ¯k) from the noiseless
data y[n] is to find the regression parameters ˜ in (23), and then extract all τ¯k from
the phases of the K polynomial roots of p(z, ).
However, since only noisy data x[n], n = 1, 2, . . . , N is available, we need to
turn to the STLS strategy, namely to find the signal that satisfies (23) with some
(estimated) set of parameters ˆ, and is the nearest to x[n] among all such signals. We
can then apply polynomial rooting 4 to p(z; ˆ) and extract the roots’ phases in order
to obtain the respective estimated delays.
In order to define the problem in the framework of STLS, we only need to define
the “building-block” matrices B0,B1, . . . ,BN ∈ C(N−K)×(K+1). Observe that the
difference equation (23) can be written in matrix form as
y[K + 1] y[K] · · · y[1]
y[K + 2] y[K + 1] . . . y[2]
...
.
.
.
.
.
.
...
y[N] y[N − 1] · · · y[N −K]



S0[K + 1] S1[K + 1] · · · SK [K + 1]
S0[K + 2] S1[K + 2] · · · SK [K + 2]
...
...
...
...
S0[N] S1[N] · · · SK [N]


−1
θ˜1
θ˜2
...
θ˜K
 = 0, (26)
where  denotes Hadamard’s (element-wise) product.
The structure of the compound data matrix reveals that each diagonal consists of
the product of a single data point (e.g., y[n]) with a series of constant coefficients
4 In some situations, especially involving relatively many reflections (implying a high polynomial
degree K) or very closely spaced reflections, the polynomial rooting problem may become poorly condi-
tioned; however, in “benign” situation the numerical accuracy of the results should be satisfactory.
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(e.g., S0[n], S1[n+ 1], . . . , SK [n+K] for values of n corresponding to “full length”
diagonals, excluding “end-effects”).
More explicitly, The matrices Bn can be identified as follows: B0 = 0, and the
(k, l)th element of Bn is defined as
Bn(k, l)=
{
Sl−1[n+ k − 1] if k − l = n−K − 1
0 otherwise
n = 1, 2, . . . , N, k = 1, 2, . . . , p, l = 1, 2, . . . , q, (27)
where p = N −K and q = K + 1. Each matrix has one non-zero diagonal, similar
to the Toeplitz-structure “building blocks”, but with location-dependent coefficients
(explicitly specified in (24)).
As for the STLS weight matrix W, it can be selected as the identity matrix, or as
any other “intelligent” choice. One such choice can be, e.g., the inverse of the noise
covariance matrix, if that matrix is known, as common in LS problems. We stress,
however, that there is no claim of optimality of the algorithm, either with or without
the proposed weight matrix. Even with such a selection, and under the assumption
of Gaussian noise, the obtained estimates are not the Maximum-Likelihood esti-
mates of the delays, since the minimization in this STLS setup is with respect to
the parameters ˜, and not with respect to the delays. For example, the estimated ˆ
can (and almost surely would) yield a polynomial p(z; ˆ) whose roots are not unit-
module. Parameterization that imposes conjugate-symmetry on ˆ, implying (under
some weak conditions) that the roots of p(z; ˆ) lie on the unit-circle, is possible, but
is beyond the scope of this paper.
4. Simulation results
In this section we provide some simulation examples demonstrating convergence
and accuracy performance issues. The experimental setup assumes a sampling rate
of 8000 samples/s, and a chirp signal whose instantaneous frequency at t = 0 is 2000
Hz, increasing at a rate of 640 Hz/ms ([ms] denotes milliseconds). Our observation
interval consists of N = 50 samples 5, corresponding to 6.25 ms. Thus our discrete
signal’s parameters are ω¯0 = π/2 and α¯ = 0.01.
We simulated cases of two to five reflections. The first two reflections are of
amplitudes a1 = 8, a2 = 9 + j6 and respective delays τ¯1 = 2.2 (corresponding to
τ1 = 0.275 ms) and τ¯2 = 17.8 (τ2 = 2.225 ms). When a third reflection was sim-
ulated, its amplitude was a3 = 9 + 3j and its delay τ¯3 = 20.9 (τ3 = 2.6125 ms).
Two other weak reflection were simulated to test for model-mismatch sensitivity (see
below), with a4 = 0.2 and τ¯4 = 10 (τ4 = 1.25 ms), and with a5 = 0.2j and τ¯5 = 14.1
(τ5 = 1.7625 ms).
5 To clear the “engineering conscience”, note that although the signal’s instantaneous frequency ex-
tends beyond half the sampling rate during the observation period, the implied breech of the Nyquist
sampling condition is irrelevant to the problem, since that condition was not a part of the derivation.
A. Yeredor / Linear Algebra and its Applications 391 (2004) 261–286 275
-1 0 1 2 3 4 5
0
100
200
300
400
500
600
Ambiguity function - two reflections
τ [mS]
A(
τ)
-1 0 1 2 3 4 5
0
100
200
300
400
500
600
Ambiguity function - three reflections  
τ [mS]
A(
τ)
Fig. 1. Ambiguity functions (absolute values of complex correlation functions) for two (top) and three
(bottom) reflections. Thin lines are ambiguity functions for the individual reflections, bold lines are ambi-
guity function of all reflections combined.
In Fig. 1 we demonstrate the poor resolution offered by the MF’s ambiguity func-
tions A(τ) (absolute value of the correlations vs. delay τ ),
A(τ)=
∣∣∣∣∣
N∑
n=1
y[n]c∗(nT − τ)
∣∣∣∣∣
=
∣∣∣∣∣
N∑
n=1
y[n] exp
{
−j
(
ω¯0 + α¯
(
n− τ
T
)) (
n− τ
T
)}∣∣∣∣∣ (28)
for two/three reflections. The two figures depict the individual A(τ) for each of the
reflections, and, in bold lines, the complete A(τ ) for the combined signal. The strong
interference between individual correlations are clearly observed, and it is seen that
in the case of three reflections, the second and third reflections are non-distinguish-
able.
In order to evaluate the accuracy performance in noisy conditions, and to dem-
onstrate the proper use of the weight matrix W, we used additive colored Gaussian
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noise v[n], created by passing a complex-valued white zero-mean Gaussian noise
with variance 2σ 2w through a discrete-time 3-samples moving average filter (whose
coefficients are [1/3 1/3 1/3]). In Figs. 2a and b we demonstrate the performance
obtained in simulation vs. the noise parameter σ 2w, using the RiSVD with W = I (the
identity matrix) and with W = −1v , where v is the noise correlation matrix,
v(n,m)=E[v[n]v∗[m]]
= 2σ
2
w
9
·

3 if |n−m| = 0,
2 if |n−m| = 1,
1 if |n−m| = 2,
0 otherwise,
n,m = 1, 2, . . . , 50. (29)
 
 
Fig. 2. (a) Accuracy of RiSVD with different weight matrices W for K = 2 reflections, in terms of RMS
errors [ms] vs. σw . The MF performance is shown for reference. Results represent empirical averages
over 400 Monte-Carlo trials. All algorithms used the same data. (b) Accuracy of RiSVD with different
weight matrices W for K = 3 reflections, in terms of RMS errors [ms] vs. σw . MF performance is shown
for τ1 only, since τ2 and τ3 are indistinguishable with MF. Results represent empirical averages over 400
Monte-Carlo trials. All algorithms used the same data.
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Fig. 2 (Continued)
Fig. 2a (2b) displays the experiments with K = 2 (K = 3, resp.) reflections. Accu-
racy performance is displayed in terms of the root-mean-square (RMS) estimation
error (in [ms]) in estimating each of the delays:
e =
√√√√ 1
M
M∑
m=1
(τˆ − τ)2, (30)
where M = 400 denotes the number of Monte-Carlo trials. The performance of the
MF approach 6 is displayed for reference; however, for the K = 3 case, since the two
largest delays are non-resolvable by the MF, no MF results are displayed for there
delays. Note that at any rate, the MF performance is dominated by bias, and therefore
does not improve as the noise level decreases.
It is seen that use of the “proper” weight matrix improves the STLS statistical accu-
racy performance, especially at the higher noise levels in theK = 3 case, where the use
of W = I seems to introduce a performance threshold phenomenon, while W = −1v
6 We did not use noise-whitening for the MF estimate, since the error is clearly dominated by the bias.
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Table 1
Final convergence values of τˆ and number of required iterations for ACM with different µ-s and with
RiSVD––occasional “easy” case (K = 2, σw = 0.1)
ACM RiSVD
µ = 10 µ = 20 µ = 50 µ = 100 µ = 200 µ = 500
ˆ¯τ1 2.2028 2.2022 2.2016 2.2015 2.2014 2.2015 2.2013ˆ¯τ2 17.8010 17.8016 17.8013 17.8007 17.8001 17.7994 17.7989
Iterations 5 5 6 7 7 9 2
Table 2
Final convergence values of τˆ and number of required iterations for ACM with different µ-s and with
RiSVD––occasional “difficult” case (K = 3, σw = 1)
ACM RiSVD
µ = 10 µ = 20 µ = 50 µ = 100 µ = 200 µ = 500
ˆ¯τ1 2.3648 2.3204 2.2933 2.2774 2.2625 2.2449 2.1985ˆ¯τ2 18.7806 18.4542 18.0883 17.9221 17.8251 17.7575 17.7440ˆ¯τ3 23.5108 21.6648 21.2144 21.1514 21.1248 21.0889 20.8845
Iterations 20 13 16 27 54 175 23
maintains adequate performance. In fact, for considerably higher noise levels this
threshold phenomenon causes the RiSVD algorithm with W = I to exhibit degraded
accuracy even with respect to the MF, while the RiSVD algorithm with W = −1v main-
tains its advantage over MF even at higher noise levels. In realistic situations it is
usually reasonable to assume the range of noise levels shown in the figure.
We now turn to compare the ACM algorithm to the RiSVD algorithm. Tables
1 and 2 summarize two typical cases comparing ACM (with various values of the
parameter µ) and RiSVD in terms of the resulting delay estimates and the required
number of iterations until convergence 7, when operating on the same data x[n].
The “easy” case is for K = 2 reflections with weak noise (σw = 0.1), and the “dif-
ficult” case is K = 3 with σw = 1. In both cases the ACM estimates approach the
RiSVD estimates as µ increases, in accordance with the fact that the ACM criterion
approaches the true STLS criterion as µ→∞. The number of iterations required by
ACM usually increases with µ as well, but the typical number of iterations depends
on the case type. In “easy” cases RiSVD typically converges within 1–2 iterations,
and ACM takes a few more. In “difficult” cases, ACM can occasionally converge
somewhat faster than RiSVD, as seen in the example in Table 2, but in these cases
the respective estimates are relatively far from the exact STLS solution. in order to
approach that solution,µ has to be increased, usually leading to many more iterations
than RiSVD.
To obtain a statistical characterization of the average relative computational loads,
we show in Fig. 3 the empirical average (over the 400 Monte-Carlo trials) of the num-
7 We define “convergence” when the norm of update in ˆ falls below 10−10.
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Fig. 3. Average number of required iterations vs. σw of ACM with µ = 10, 50, 250 and of RiSVD for
K = 3 reflections: (1) with W = I (left), and (2) with W = (−1v . Results represent empirical averages
over 400 Monte-Carlo trials.
ber of iterations required for the RiSVD and ACM algorithms in the setup of Fig. 2b
(K = 3 reflections). Generally, both the ACM and RiSVD algorithms require O(N3)
operations 8 per iteration, due to the required inversion of an N ×N matrix in both
algorithms. The ratio between the respective running times (per iteration) on Matlab
has been measured empirically, indicating that an ACM iteration requires roughly
half the running time of a RiSVD iteration in our setup. However, it is observed in
Fig. 3, that as could be expected, ACM requires significantly many more iterations
than RiSVD, especially with the high µ values. Additionally, it is seen that with
W = I, RiSVD exhibits a threshold phenomenon (in terms of the required number
of iterations) at the higher noise levels, reminiscent of the threshold exhibited in its
accuracy performance in Fig. 2b.
8 As long as K  N , the computational load per iteration is nearly independent of K (whereas,
naturally, the number of required iteration strongly depends on K).
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Fig. 4. Performance (in terms of RMS errors [ms] (averaged over all K = 3 delays) vs. σw) of ACM with
µ = 10, 50, 250 and of RiSVD in three cases: (1) no model mismatch (left): the number of reflections (3)
equals the presumed model order; (2) with model-mismatch of (1) (middle): a fourth reflection is present;
(3) with model-mismatch of (2): a fifth reflection is present. Results represent empirical averages over 400
Monte-Carlo trials.
Despite its relatively slow convergence, ACM can have an advantage in accuracy
performance, encompassed in its ability to account for possible model mismatch.
This property is demonstrated in Fig. 4, where the experiment included the same
three reflections and an additional model-mismatch, expressed by the presence of
one or two more reflections while the presumed model order is kept at K = 3. Due
to its ability to account for “equation errors”, the ACM solution is more robust to the
model-mismatch error. The accuracy of ACM and RiSVD are compared both in the
case of no model-mismatch and in the cases of model-mismatch of order 1 and 2,
where ACM is shown with different values of the penalty parameter µ. Results are
shown in terms of the RMS error averaged over all three estimated delays.
It is seen that with no model-mismatch, ACM’s performance (with the selected µ
values) is degraded relative to RiSVD. However, in the presence of model-mismatches,
RiSVD degrades significantly, as its accuracy is dominated by bias, while ACM is nearly
unbiased, and can therefore maintain robustness down to the lower noise levels (until
its small bias becomes dominant). Generally, as can be expected, the ACM accuracy ap-
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proaches the RiSVD accuracy asµ increases, so that in the presence of model mismatch,
µ controls the trade-off between variance and bias in ACM.
5. Conclusion
We have presented the complex-valued STLS problem along with two minimiza-
tion strategies: RiSVD and ACM. We then demonstrated the application of STLS to
the problem of estimating multiple delays of a chirp signal.
The ACM algorithm is guaranteed to converge (in terms of convergence of the
target criterion), but its convergence rate is typically slower than that of the RiSVD,
for which, on the other hand, there is no claim for guaranteed convergence. However,
ACM introduces an additional weighting parameter µ, which allows to express dif-
ferent levels of confidence in the model equations, for cases where model mismatch
can be expected. In such cases ACM offers improved performance. This property has
been demonstrated empirically for the delays estimation problem, where additional
(weak) reflections, unaccounted for by the model, were simulated. Nevertheless, this
is strictly a heuristic claim, and naturally, the robustness of ACM with respect to
more severe situations of model mismatch is not guaranteed in general, and would
always depend on proper selection of µ.
Throughout the paper we considered only the batch-processing approach. This
approach fits comfortably into the problem setup, in which each chirp-pulse is trans-
mitted individually, and therefore all the received signals associated with a specific
pulse are processed in one batch, typically of a relatively short length (50 samples
in our simulation examples). The associated real-time requirements are often quite
moderate, due to the finite length of each pulse and the relatively long gap between
pulses, during which the processing can take place.
Although the proposed STLS solution has no claim for optimality, it can sig-
nificantly improve the resolution and accuracy of delays estimation relative to
conventional MF processing. Accounting for the noise covariance (whenever that
covariance is known, at least up to scale) through the weight matrix W offers further
improvement.
While the STLS approach to this problem does not yield the ML estimation of the
delay parameters, there is some relation to be observed between the two. Under the
assumption of Gaussian noise, the ML estimate would look for model parameters that
generate a signal which is as close as possible (in terms of the properly weighted L2-
norm of the difference) to the observed signal. This would require minimization of the
distance with respect to all the delay parameters and the (nuisance) reflection coefficient
simultaneously––a multi-parameter optimization task that is heavily non-linear, espe-
cially in the delay parameters. On the other hand, our STLS formulation seeks to
minimize the same distance, but reformulates the model in terms of the polynomial
coefficients ˜, and, while the resulting minimization problem is still non-linear, the
associated non-linearity is “weaker”, as the model is bilinear in the signal and in the
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parameters (i.e., linear in the parameters when the signal is fixed and vice versa––a prop-
erty that is not shared by the original model). Similar approaches for exploiting the
STLS framework were taken in [4] for estimating the parameters of superimposed expo-
nential signals, and in [1] for estimating the parameters of superimposed tones.
Still, in our case the STLS solution does not coincide with the ML solution, since
the parameterization in terms of ˜ (K complex parameters) does not provide a unique
characterization of the noiseless signal, which is essentially parameterized byK real-
valued parameters (the delays) andK complex parameters (the reflection coefficients,
including phase-shift information). Thus, in a sense, our STLS formulation offers a sim-
plification of the model, at the cost of deviating from the exact ML solution. It should be
noted, though, that despite its computationally more cumbersome nature, the ML solu-
tion is not even necessarily optimal in the finite-data setup.
Other possible algorithms for the same estimation problem can be considered, the
most appealing of which might be to multiply the received signal by the conjugate
of the transmitted chirp, thus converting the delay estimation problem into the more
standard harmonic retrieval problem, which can also be approached in the STLS
framework for improved resolution. With slight manipulations, such a seemingly
different approach can be shown to be equivalent to the approach presented in here;
however, that approach would require translation of the multiplicative effect on the
noise covariance in case the proper weight matrix W is to be used.
Appendix A. Proof of Theorem 1
Observe the following relation, which holds for all ω0, α, t , τ, T :
[ω0 + α(t − τ − T )](t − τ − T )
= [ω0 + α(t − τ)](t − τ)− [ω0 + α(2t − T )]T + 2αT τ. (A.1)
This implies (using (20))
yk(t − lT ) = yk(t) · exp{−j[ω0 + α(2t − lT )]lT } · exp{j2αlT τk} (A.2)
and
exp{j[ω0 + α((2n− l)T )]lT }yk((n− l)T ) = exp{j2αlT τk} · yk(nT ). (A.3)
Denoting ω¯0ω0T , α¯αT 2 and τ¯k  τk/T (for k = 1, 2, . . . , K), and defining
Sl[n] exp{j[ω¯0 + α¯(2n− l)]l} (A.4)
and
qk  exp{j2α¯τ¯k}, (A.5)
we have
Sl[n]yk[n− l] = qlkyk[n]. (A.6)
Summation over k yields (using (21))
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Sl[n]y[n− l] =
K∑
k=1
qlkyk[n]. (A.7)
Now let ˜ = [θ˜1 θ˜2 · · · θ˜K ]T ∈ CK denote a set of K arbitrary coefficients.
We have
K∑
l=1
θ˜lSl[n]y[n− l] =
K∑
l=1
θ˜l
K∑
k=1
qlkyk[n] =
K∑
k=1
(
K∑
l=1
θ˜lq
l
k
)
yk[n]. (A.8)
If the coefficients ˜ satisfy
K∑
l=1
θ˜lq
l
k = 1 ∀k = 1, 2, . . . , K, (A.9)
then the right-hand side of (A.8) reduces to ∑Kk=1 yk[n] = y[n], so that the desired
difference equation
y[n] =
K∑
l=1
θ˜lSl[n]y[n− l] (A.10)
is satisfied.
Appendix B. Derivation of RiSVD for the complex-valued case
As mentioned in Section 2, the constrained minimization of the STLS criterion (2)
cannot, in general, be attained by simple differentiation w.r.t. the parameters, since
the real-valued criterion is not an analytic function thereof (namely, the
Cauchy–Riemann conditions are not satisfied), and therefore has no unique deriv-
ative. Nevertheless, we shall show in here that the results obtained in the real-valued
case (e.g., in [3]) still hold, with replacement of all “transpose” operations with
“conjugate transpose”, leading to the equations (5a,5b).
We begin by formulating a real-valued Lagrangian with respect to the complex
constraint. Turning momentarily to a more general framework, assume that c(z) is
some real-valued criterion depending on complex parameters z, to be minimized sub-
ject to a complex-valued constraints vector h(z) = 0. Obviously, in a real-valued for-
mulation, this would require two vectors of (real-valued) Lagrange multipliers, each
multiplying the real-part and imaginary part of the constraint, respectively, namely:
L(z, lR, lI )=c(z)+ 2lTI Real h(z)+ 2lTI Imag h(z)=c(z)+ lTI (h(z)+ h∗(z))− jlTI (h(z)− h∗(z)). (B.1)
We now wish to differentiate the real-valued L(z, lR, lI ) w.r.t. z, lR and lI , but,
as noted, we encounter a difficulty in differentiating w.r.t. z, since the Cauchy–
Riemann conditions are not satisfied, and the derivative is not well-defined. However,
284 A. Yeredor / Linear Algebra and its Applications 391 (2004) 261–286
denoting z = x + jy, we can reformulate L(z, lR, lI ) as L˜(x, y, lR, lI ), a real-valued
function of real-valued parameters, and differentiate w.r.t. x and y. While mathemat-
ically sound, this can get quite messy, and we would like to avoid these cumbersome
operations. To this end, we can use the following Theorem (see [2] for discussion
and proof):
Theorem B.1. Let g : C × C → C be a function of a complex number z and its
conjugate z∗, and let g be analytic with respect to each variable (z and z∗) inde-
pendently. Let f : R × R → C be the function of real variables x and y such that
g(z, z∗) = f (x, y), where z = x + jy. Then the partial derivative g/z (treating
z∗ as a constant in g) gives the same result (on substituting for z) as (f/x −
jf/y)/2. Similarly, g/z∗ is equivalent to (f/x + jf/y)/2.
Consequently, we only need to reformulate the Lagrangian in terms of z and z∗
as independent variables, and differentiate with respect to either one. Equating the
result to zero would automatically equate to zero both derivatives of L˜(x, y, lR, lI )
w.r.t. x and y, which are, respectively, this result’s real and imaginary parts, due to
Theorem 1.
Returning to the STLS problem (restated here for convenience),
min
, /=0 
HW s.t. B(x + ) = 0, (B.2)
Our complex parameters are  and , and we need to construct the Lagrangian in
terms of , ∗, , ∗, so as to obtain an analytic function of each:
L(, ∗, , ∗, lR, lI )=∗TW+ lTR
[
B(x + )+ B∗(x + )∗]
− jlTI
[
B(x + )− jB∗(x + )∗] (B.3)
(Note that in this notation B∗(x + ) is actually an analytic function of ∗, not of ;
however, this is mentioned just for clarification, since we are about to differentiate
this expression w.r.t.  only). Differentiating w.r.t.  (treating ∗ as constant) and
equating to zero we obtain
lTRB(x + )− jlTI B(x + ) = 0T, (B.4)
which, defining l lR + jlI , can be reduced to
BH (x + )l = 0. (B.5)
In order to differentiate the Lagrangean w.r.t. , we rewrite the same expression (B.3)
differently, using the relation:
B(x + ) = B(x)+ H(), (B.6)
where H() has been defined in (3a):
L(, ∗, , ∗, lR, lI )=∗TW+ lTR
[
B(x)+ H()+ B∗(x)∗ + H∗()∗]
− jlTI
[
B(x)+ H()− B∗(x)∗ − H∗()∗] . (B.7)
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Differentiating w.r.t.  (treating ∗ as constant) and equating to zero we obtain
∗T W + lRH()− jlIH() = 0T, (B.8)
which (using the conjugate symmetry of W), can be written as
W+ HH ()l = 0 ⇒  = −W−1HH ()l. (B.9)
Finally, differentiating w.r.t. the Lagrange multipliers lR and lI and equating to zero,
we obtain the constraint B(x + ) = 0, which, when substituting from (B.6) and
(B.9), yields:
B(x) = −H() = H()W−1HH ()l = D()l, (B.10)
which confirms (5a).
To confirm (5b) we use the relations
HH ()l = GH (l), BH (x + )l = BH (x)l + G(l) (B.11)
(where G(l) has been defined in (3b)), which, when substituted, together with (B.9)
into (B.5) yields:
BH (x)l = −G(l) = G(l)W−1HG(l) = C(l). (B.12)
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