Landau quantization in buckled monolayer GaAs by Chung, Hsien-Ching et al.
Landau quantization in buckled monolayer GaAs
Hsien-Ching Chung∗ and Chih-Wei Chiu†
Department of Physics, National Kaohsiung Normal University, Kaohsiung 824, Taiwan
Chun-Nan Chen
Quantum Engineering Laboratory, Department of Physics,
Tamkang University, Tamsui, New Taipei 25137, Taiwan
Ming-Fa Lin‡
Department of Physics, National Cheng Kung University, Tainan 70101, Taiwan
(Dated: October 9, 2018)
Magneto-electronic properties of buckled monolayer GaAs is studied by the developed generalized
tight-binding model, considering the buckled structure, multi-orbital chemical bondings, spin-orbit
coupling, electric field, and magnetic field simultaneously. Three group of spin-polarized Landau
levels (LLs) near the Fermi level are induced by the magnetic quantization, whose initial energies,
LL degeneracy, energy spacings, magnetic-field-dependence, and spin polarization are investigated.
The Landau state probabilities describing the oscillation patterns, localization centers, and node
regularities of the dominated/minor orbitals are analyzed, and their energy-dependent variations are
discussed. The given density of states directly reflects the main features of the LL energy spectra
in the structure, height, number, and frequency of the spin-polarized LL peaks. The electric field
causes the monotonous/nonmonotonous LL energy dispersions, LL crossing, gap modulation, phase
transition and spin splitting enhancement. The complex gap modulations and phase transitions
based on the competition between magnetic and electric fields are explored in detail by the phase
diagram. The field-controlled gap modulations and phase transitions are helpful in designing the
top-gated and phase-change electronic devices. These predicted magneto-electronic properties could
be verified by scanning tunneling spectroscopy measurements.
I. INTRODUCTION
Over the past decade, graphene [1, 2] has success-
fully brought scientists into the world of two-dimensional
(2D) materials based on its incredible intrinsic proper-
ties, such as high carrier mobility at room temperature
(> 200000 cm2/Vs) [3–5], superior thermoconductivity
(3000–5000 W/mK) [5, 6], high transparency for inci-
dent light over a wide range of wavelength (97.7 %) [7, 8],
extremely large modulus (∼1 TPa) and tensile strength
(∼100 GPa) [9]. Few-layer graphene are observed to have
diverse magnetic quantizations, e.g., the Landau levels
(LLs) with
√
Bz-dependence in monolayer graphene fea-
turing massless Dirac fermion [10–14], the LLs with linear
Bz-dependence in AB-stacked bilayer graphene featuring
massive Dirac fermion [15–17], as well as the coexistence
of square-root and linear Bz-dependent LLs in graphene
of trilayer ABA stacking [18], where Bz is the strength
of magnetic field. Although interest in graphene is still
high, it is also conspicuous that graphene has its limita-
tion. For instance, in contrast to conventional semicon-
ductors, the lack of a significant band gap limits its appli-
cability in electronics where high transistor on/off ratios
are vital [19]. This obstacle triggers researches on emer-
gent 2D materials [20–22], covering group-IV [23–25],
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group-V [26–28], group III-V compounds [29–31], and
transition-metal dichalcogenides (TMDs) [32–35]. Such
2D layered materials are expected to have the rich and
essential properties, being sensitive to the lattice sym-
metry, stacking configuration, layer number, orbital hy-
bridization, spin-orbit coupling (SOC), as well as exter-
nal electric and magnetic fields. This work is focused
on the magnetic quantization of monolayer GaAs us-
ing the generalized tight-binding model. Comparisons
to graphene are also made.
Group-IV monoelemental 2D honeycomb materials be-
yond graphene, such as silicene, germanene, and stanene,
have been proposed to possess a band gap owing to
SOC [36–38]. Recently, few-layer silicene, germanene,
and stanene have been synthesized on various sub-
strates: silicene on Ag(111) [39–42], Ir(111) [43], and
ZrB2(0001) [44]; germanene on Pt(111) [45], Al(111) [46],
and Au(111) [47]; stanene on Bi2Te3(111) [48]. Sil-
icene, germanene, and stanene having buckled structure
with SOC, which grow as the atomic mass increases,
are much different from the planar hexagonal graphene
without SOC. Their low-energy electronic structures are
dominated by the SOC and the hybridization of multi-
orbitals. The group-IV materials with heavy atomic
masses have broad buckled angle and strong SOC,
leading to a large gap, e.g., the gap of germanene
(stanene) is comparable to (larger than) the thermal en-
ergy at room temperature [37, 49]. Moreover, magnetic
quantizations with various magnetic-field-dependent
LLs and monotonous/nonmonotonous electric-field-
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2dependent LLs with subband crossing/anticrossing are
predicted [50–54]. However, the strong interactions be-
tween silicene (germanene, or stanene) and substrate de-
form the buckled structure and mix the electronic states
of silicene and substrate near the Fermi level, making the
modification of low-energy electronic properties. Recent
experiments on tunneling spectra of silicene closing to
the liquid-helium temperature have evidenced the disap-
pearance of LL sequences based on the instability from
the dangling bonds of the sp3-hybridized atoms [55].
Apart from 2D materials of group-IV elements, the bi-
nary compounds of group III-V elements have also been
proposed as honeycomb lattices with large gaps [29–31].
Although the group III-V elemental 2D materials of buck-
led structure with mixed sp3–sp2 bonding are more sta-
ble compared to those of planar ones with sp2 bond-
ing [29], the dangling-bond-induced instability remains.
A promising route is to saturate the dangling bonds by
halogen atoms, which has been used in graphene [56–
58]. First-principles calculations indicate that iodinated
germanene (GeI) [59] and fluorinated stanene (SnF) [38]
are free from dangling bonds and interact weakly with
substrates. Their gaps are about 0.3 eV at the Γ point,
considerably larger than the values of the unpassivated
2D systems. Bulk GaAs is one of the famous group III-V
elemental binary compounds, being widely used in the
manufacture of electronic and optical devices due to its
direct band gap (silicon is indirect gap) and high mobility
(than silicon) [60, 61]. According to first-principles cal-
culations [62], monolayer GaAs possesses buckled hexag-
onal structure, multi-orbital chemical bonding, and sig-
nificant SOC, leading to rich electronic properties. This
system will exhibit diverse magnetic quantization in the
presence/absence of electric fields.
The generalized tight-binding model built from the
subenvelope functions on the layered-dependent dis-
tinct sublattices is developed to study the electronic
properties under uniform/non-uniform external electric
and magnetic fields. The geometric structures, multi-
orbital hybridizations, SOC, and external fields are in-
cluded in the calculation, simultaneously. The quan-
tized energy spectra and wave functions can be effi-
ciently computed by the method of exact diagonaliza-
tion even for a rather large Hamiltonian with complex
matrix elements. This model has been widely adopted
to make systematic studies on multi-dimensional carbon-
based materials and hybrid systems, ranging from three-
dimensional (3D) graphites [63–65], 2D graphenes [63,
66–70], 1D graphene nanoribbons (GNRs) [71–76], car-
bon nanotubes (CNTs) [77–82], graphene nanoflake [83]
and graphene-related hybrids [84]. It is also suitable
for studying the mainstream layered materials, such as
group-IV [53, 54, 85, 86], group-V [87–90], and TMD [91–
96] 2D materials.
In this work, buckled monolayer GaAs with each
atom being passivated by a F atom is chosen as a
model study [Fig. 1(a)]. The dangling bonds are sat-
urated, and thus the effects of substrate can be elimi-
nated. The generalized tight-binding model, simultane-
ously considering geometric structure, mutli-orbital hy-
bridization, SOC, and external fields, is employed to ex-
plore the magneto-electronic properties. The low-lying
electronic structure is composed of a direct energy gap
and three groups of SOC-induced spin-polarized sub-
bands presenting monotonous energy dispersions with
strong wavevector-dependent (k-dependent) spin split-
ting. The state probabilities giving the detailed informa-
tions about the dominated/minor orbitals of each sub-
band and their k-dependent variations are discussed.
Magnetic quantization, accumulating electronic states
with similar energies, induces three groups of LLs. The
initial energy of each LL group, subband degeneracy, en-
ergy spacing among LLs, and spin polarization are in-
vestigated. The LL state probabilities, whose oscillation
patterns are similar to those of harmonic oscillators with
regular nodes at the localization centers, are analyzed.
The complex variation of LL domiated/minor orbitals
are observed to reflect the average of accumulated neigh-
boring zero-field electronic states. It is predicted that
the LL energies have the linear-Bz dependence with the
enhancement of spin splitting for an increasing magnetic
field. The given density of states (DOS) directly reflects
the main features of the LL energy spectra in the struc-
ture, height, number, and frequency of the three-group
spin-polarized LL peaks. The electric field, contributing
to an electric potential difference in the buckled struc-
ture, gives rise to monotonous/nonmonotonous energy
dispersions, LL crossing, gap modulation, and enhance-
ment of spin splitting. The complex gap modulations
and phase transitions based on the competition between
magnetic and electric fields are investigated in detail. A
phase diagram about the complex phase transitions be-
tween four characteristic regions is illustrated, present-
ing that the external-fields-controlled gap presents sev-
eral types of modulation, associated to different region-
to-region phase transitions. A brief comparison between
the buckled monolayer GaAs and planer graphene is de-
scribed for the differences in essential properties and
responses to external fields based on the orbital dom-
ination, SOC, and geometric structure. The predicted
magneto-electronic properties of the monolayer GaAs,
including three groups of spin-polarized LL DOS peaks
with linear Bz-dependence, SOC-induced spin splitting,
the external-field-controlled gap modulation/phase tran-
sition, electric-field-enhanced spin splitting, could be
identified by scanning tunneling spectroscopy (STS) mea-
surements. Furthermore, this work can serve as a model
study for understanding magnetic quantizations of other
group III-V 2D materials.
II. GENERALIZED TIGHT-BINDING MODEL
Monolayer GaAs has the buckled honeycomb lattice
with each atom being passivated by a F atoms [Fig. 1(a)].
Both sp3-hybridized Ga and As atoms bond to four atoms
3(three for As or Ga; one for F) and the Ga-As bond
length is about 2.521 A˚. A unit cell containing two dif-
ferent Ga and As sublattices is indicated by the rhombus
with the primitive unit vectors, a1 and a2 of a lattice
constant a = 4.226 A˚. The altitude of the buckled struc-
ture measured from the distance between the Ga-plane
and As-plane is lz = 0.633 A˚ [Fig. 1(b)]. The buckling
angle θ between the Ga-As bond and the z-axis is about
104.54◦. This configuration is free from dangling bonds
and thus chemically stable [62].
To illustrate the electronic properties explicitly, the
Hamiltonian built from the tight-binding functions of 4s,
4px, and 4py orbitals is expressed as
H =
∑
m,α
αmc
α†
m c
α
m +
∑
〈m,n〉,α,β
γαβmn
(
cα†m c
β
m + h.c.
)
, (1)
where αm, c
α†
m , and c
α
m respectively represent the on-
site energy, creation, and annihilation operators of an
electron at the α-orbital of the m-th atom. γαβmn is the
nearest-neighbor hopping integral between an α-orbital
of the m-th atom and a β-orbital of the n-th atom. The
multi-orbital hopping integrals are γssmn = Vssσ, γ
spx
mn =
Vspσ cos θx, γ
spy
mn = Vspσ cos θy, γ
pxpx
mn = Vppσ cos
2 θx +
Vpppi(1−cos2 θx), γpypymn = Vppσ cos2 θy+Vpppi(1−cos2 θy),
and γ
pxpy
mn = (Vppσ − Vpppi) cos θx cos θy, where θx and θy
are respectively the angles of the vector pointed from the
m-th atom to the n-th atom with respect to the x- and
y-axis [97], and the Slater-Koster hopping parameters in
the sp3 bonding optimized at the equilibrium state are
Vssσ = −1.707 eV, Vspσ = 2.056 eV, Vppσ = 2.650 eV,
and Vpppi = −0.827 eV [62]. The on-site energies of s- and
p-orbitals are set to the values (−12.00 eV, −5.67 eV) for
Ga and (−17.68 eV, −8.30 eV) for As, being taken from
those of bulk GaAs [98].
When an electron with momentum p moving close to
the atomic nuclei in a crystal with potential V , it expe-
riences an effective magnetic field Beff ∼ ∇V × p/m0c2
in its rest-frame (m0 is the mass of a free electron and c
is the speed of light). Such field induces a momentum-
dependent Zeeman energy called the SO coupling, which
is given by
HSO =
~
4m20c
2
(∇V × p) · σ, (2)
where ~ is the reduced Planck constant and σ is the vec-
tor of Pauli matrices. In the central field approximation,
the crystal potential V (r) is considered as the spherical
atomic potential. The SOC term on the same atom is
taken into account and it can be obtained by calculating
the mean value:
HSOi,αβ = λi〈L · σ〉αβ , (3)
where λi is the SOC strength of the i-th atom and L
is the orbital angular momentum operator. The matrix
element 〈L · σ〉αβ is given in the basis of atomic orbitals
(α, β), and the dimensionless SOC operator L ·σ for the
relevant orbitals (4s, 4px, and 4py) in the 2D system is
given by
L · σ =
 0 0 00 0 −isz
0 isz 0
 , (4)
where sz =
(
1 0
0 −1
)
. The SOC strengths of Ga and As
atoms are chosen to be 0.058 eV and 0.140 eV, respec-
tively [99].
When a uniform perpendicular magnetic field, B =
Bz zˆ, is applied to monolayer GaAs, the effective Hamilto-
nian can be regarded as the Peierls substitution Hamilto-
nian [100]. Each Hamiltonian matrix element turns into
the product of the zero-field element and the extra Peierls
phase, exp(i2piθmn), where θmn = (1/φ0)
∫ n
m
A · dl is a
line integral of the vector potential A from the m-th to
n-th site, A is chosen as (0, Bzx, 0) in the Landau gauge,
and φ0 = h/e (4.1357×10−15 T·m2) is the magnetic flux
quantum [101, 102]. The unit cell becomes an enlarged
rectangle with 2RB Ga and 2RB As atoms to satisfy
the periodicity of Peierls phase, where RB = φ0/φ =
φ0/(Bz
√
3/2a2) ∼ 26739 T/Bz is the ratio of flux quan-
tum to magnetic flux through a hexagon φ [Fig. 2(a)].
The reduced Brillouin zone has an area of 4pi2/
√
3a2RB .
The Hamiltonian is built in the space spanned by
the 24RB tight-binding functions {|Gaorbm 〉, |Asorbm 〉;m =
1, 2, 3, ..., 2RB ; orb = 4s, 4px, 4py}
⊗{↑, ↓}. An electric
field E = Ez zˆ along the z-axis introduces a potential
energy −eEzlz/2 (eEzlz/2) to the site energy of the Ga
(As) sublattice. The exact diagonalization of the Hamil-
tonian matrix H yields the energy spectrum Ec,v and
wave functions |Ψc,v〉, where the superscripts c and v de-
note the conduction and valence subbands, respectively.
The generalized tight-binding model can be further de-
veloped to comprehend the Landau quantization in other
layered systems with complex orbital bondings and spin
configurations.
III. SPIN-POLARIZED
MAGNETO-ELECTRONIC PROPERTIES
Monolayer GaAs has feature-rich energy bands, mainly
owing to the low-buckled structure, sp3 bonding, and
SOC. There exist three low-lying energy subbands, i.e.,
the unoccupied conduction subband (n1) and two occu-
pied valence subbands (n2 and n3) with different cur-
vatures near the Γ point, touching at the Fermi level
(EF = 0). Without the SOC, they have the strong
wavevector-dependence in the monotonous form [dashed
curves in Fig. 1(c)]. Each subband is two-fold degen-
erate for the spin degree of freedom except that the n2
and n3 subbands intersect and possess a four-fold degen-
eracy. The conduction and valence subbands near the Γ
point are respectively dominated by the 4s and (4px, 4py)
orbitals [62]. More importantly, a direct band gap of
4Eg = 0.742 eV is determined by the band-edge states
of n1 and n2/n3 at the Γ point. The significant SOC
further induces the variation of band gap and spin split-
ting [solid curves in Fig. 1(c)]. The band gap shrinks
to ESOg = 0.623 eV, while the n2 and n3 valence sub-
bands are separated by ∆SO = 0.237 eV, lifting the state
degeneracy at the Γ point from four- to two-fold. The
spin degeneracy is removed except for the zone from the
Γ point to the M point. Therefore, the spin-degenerate
subbands become spin-polarized subbands. The splitting
energies between spin-up and spin-down subbands grad-
ually increase when deviating from the Γ point and reach
maxima at the K (K’) points (e.g., 0.196 eV between n↑1
and n↓1 subbands; 0.133 eV between n
↑
2 and n
↓
2 subbands).
Such spin splitting has also been found in GaAs quan-
tum wells by photocurrent measurements [103], where
SOC leads to terms linear in wavevector k in the effec-
tive Hamiltonian [104].
The state probability (|Ψc,v|2) exhibits the spacial con-
tribution of different orbitals on subbands and figures out
the variations of dominated/minor orbitals near various
high-symmetric points. A whole range of the orbital vari-
ation on different sublattices for the n↑↓1 , n
↑↓
2 , and n
↑↓
3
subbands is shown in Figs. 1(d)–(o). It is sufficient to
discuss one of the polarized states (e.g., spin-up states)
because the state configurations of spin-up (white zones)
and spin-down (gray zones) states are quite similar. The
state probabilities for different orbitals are very sensitive
to the sublattices and wavevectors. In the conduction
n↑↓1 and valence n
↑↓
3 subbands, the s-orbitals (red curves)
and px-orbitals (green curves) are respectively the most
dominated contributions on the Ga and As sublattices
for a wide range of k. The py-orbitals (blue curves) are
the dominated contributions in the valence n↑↓2 subbands.
Remarkably, the px- and py-orbitals on a specific sublat-
tice are of identical intensity at the high-symmetric Γ
and K points. The state probabilities near the Γ point,
which are much different from the probabilities far away
the Γ point, reveal the orbital variation for the low-lying
states. The conduction subbands are dominated by the
s-orbitals, whose state probabilities on the Ga sublattice
is larger than those on the As sublattice [Figs. 1(d)–(g)].
The increase of px- and py-orbital strength and the de-
crease of s-orbital strength arise as k deviates from the Γ
point. The valence n2 (n3) subbands are dominated by
py-orbitals (px-orbitals) [Figs. 1(h)–(o)]. Instead of the
Ga sublattices, the dominated orbitals on the As sub-
lattices possess larger strength. It should be noted that
the relative strength of the orbital probabilities for the
low-lying states will reflect on the quantized magneto-
electronic states. In other words, the low-energy Landau
states features those accumulated zero-field states near
the Γ point (discussed later).
Magnetic fields constrain carrier motions in real space,
bring neighboring electronic states together, and induce
highly degenerate Landau states. Near the Fermi en-
ergy, there are three groups of spin-polarized dispersion-
less LLs, i.e., one group of occupied conduction LLs [n↑1
and n↓1 in Fig. 2(b)] and two groups of unoccupied valence
LLs [n↑2, n
↓
2, n
↑
3, and n
↓
3 in Figs. 2(e) and (f)]. The distinct
spin polarization in each group of LLs results from the
SOC between the 4px and 4py orbitals. Their LL initial
energies are respectively near 0.62 eV, 0 eV, and −0.24
eV, which reflect the energies of electronic states at the Γ
point in the absent of magnetic fields. For each (kx, ky),
all LLs are two-fold degenerate, being attributed to the
one Γ-valley degree of freedom and the mirror symmetry
of z = 0 plane. As the state energy grows, the energy
spacing between LLs of the same spin-up (or spin-down)
subgroup gradually shrinks.
Wave functions, presenting the spatial information
of electronic states, are very important in realizing
fundamental physical properties, such as charge densi-
ties [105–108], state mixing [109, 110], and optical selec-
tion rules [75, 76, 111, 112]. Under the influence of mag-
netic fields, wave functions in monolayer GaAs present
peculiar spatial distributions, where the localization cen-
ter, orbital domination, waveform, and node number are
very sensitive to the wavevector, state energy, and spin
polarization. Each spin-polarized LL wave function can
be decomposed into subenvelope functions with the (s,
px, py) orbitals on the Ga and As sublattices at the
odd and even sites. For the sake of simplicity, only
the distribution probabilities of subenvelope functions
at the odd sites (Gao and Aso) will be considered be-
cause the even-site probabilities have the same behavior
as the odd-site ones. The localization centers of the LL
wave functions are strongly dependent on the wavevector.
At (kx, ky) = (0, 0), one of the doubly degenerate spin-
polarized LL states is localized at the 1/2 position of the
enlarged unit cell (m/2RB = 1/2) and the other is local-
ized at the 0 position. The Landau states at the 1/2 po-
sition are chosen for illustrating the main features, since
the state probabilities at 0 and 1/2 positions only differ
in the localization center. The probabilities of subenve-
lope functions are well-behaved in their spatial distribu-
tions. Their oscillation patterns at the localization center
are similar to those of harmonic oscillators, having reg-
ular node (zero-point) numbers. For any particular LL,
the node numbers of various orbital subenvelope func-
tions are identical for the Ga and As sublattices. The
dominated-orbital subenvelope function is significant for
characterizing the Landau state, and its node number,
which gradually grows as the state energy increases, is ap-
propriate for labeling the LL. In the nth conduction LLs
(n↑1 = n and n
↓
1 = n), the probabilities of dominated s-
orbital subenvelope functions with n nodes have strength
larger than the probabilities of minor (px and py)-orbital
subenvelope functions with n + 1 nodes [Figs. 2(c) and
(d)]. In the n↑2 = n (n
↓
2 = n) valence LLs, there are n,
n, and n+ 1 (n− 1) nodes in the dominated py-orbitals
and minor px- and s-orbitals, respectively [Figs. 2(g) and
(h)]. In the n↑3 = n (n
↓
3 = n) valence LLs, n, n, and
n − 1 (n + 1) nodes are respectively in the dominated
5FIG. 1. (Color online) (a) Schematic representation of the monolayer GaAs decorated by F atoms. The unit cell is indicated
by the rhombus. a1 and a2 are the two translation vectors. (b) Side view of the low-buckled monolayer GaAs with the buckling
angle θ. (c) Spin-degenerate energy subbands without SOC (n1, n2, and n3) and SOC-induced spin-polarized subbands (n
↑
1, n
↓
1,
n↑2, n
↓
2, n
↑
3, and n
↓
3) along the high symmetry points. (d)–(o) State probabilities of various orbitals located at two sublattices
Ga and As with spin-up (white zones) and spin-down (gray zones) arrangements. s, px, and py orbitals are indicated by red,
green, and blue curves, respectively.
px-orbitals and minor py- and s-orbitals [Figs. 2(i) and
(j)]. It is noteworthy that the Landau state reflects the
average of accumulated neighboring zero-field electronic
states with similar energies. In other words, the relative
strength among LL subenvelope function probabilities of
various orbitals (or different sublattices) corresponds to
the relative strength among zero-field probabilities of var-
ious orbitals (or different sublattices). In each LL group,
6FIG. 2. (Color online) (a) Geometric structure of the low-buckled monolayer GaAs with an enlarged rectangular unit cell in
Bz zˆ. (b)–(j) Spin-polarized LLs and the corresponding probabilities of the subenvelope functions near the localization center
at Bz = 60 T.
7the energy-dependent relative orbital strength is roughly
associated with the k-dependent relative orbital strength
at Bz = 0 owing to the monotonously varying zero-field
band structure near the Γ point. The dominated s-
orbitals on the Ga sublattice have strength stronger than
those on the As sublattice in the conduction LLs, and the
increase of px- and py-orbital strength with the decrease
of s-orbital strength take place as n↑1 and n
↓
1 grow [com-
parison between Figs. 2(c) and (d) and Figs. 1(d)–(g)].
Instead of the Ga sublattice, the dominated orbitals on
the As sublattice in the valence LLs have larger strength.
The px- and py-orbitals on a specific sublattice are of
the same strength in the n↓2 = 0 and n
↑
3 = 0 valence
LLs [Figs. 2(g) and (j)], reflecting the fact that the zero-
field px- and py-orbitals have equivalent strength at the
Γ point [Figs. 1(h)–(o)]. As the subband index increases,
the n↑↓2 (n
↑↓
3 ) valence LLs become py-orbital- (px-orbital-)
dominated, which resembles the k-dependance of domi-
nated orbitals near the Γ point. The aforementioned LL
node regularities and energy-dependent orbital variation
give a fundamental understanding for further researches
in optical and transport properties, such as magneto-
optical absorption selection rules including major/minor
optical transitions and the possible/forbidden transport
channels.
The low-lying LLs exhibit a spin-polarized Bz-
dependent energy spectrum, as clearly shown in Fig. 3(a).
All LLs have a monotonic variation to the magnetic field,
which reflects the monotonic band structure near the Γ
point at zero field. In each spin-up (or spin-down) LL
subgroup, the energy spacing between LLs is enlarged
when the magnetic field increases. The Bz dependence
of the energy spacing is approximately linear owing to
the parabolic energy dispersion at Bz = 0. Between
the nth spin-up and spin-down LLs of the same group
(n↑i = n
↓
i = n; i ∈ {1, 2, 3}), their energy spacing grows
with the increment of Bz, arising from the enhanced SOC
by the more localized LL wave functions. For instance,
the spacing is 24 meV between n↑1 = 0 and n
↓
1 = 0 LLs at
Bz = 100 T (comparable to the room temperature ther-
mal energy). At small magnetic field (Bz → 0), the en-
ergy spacing between the lowest conduction LL and the
highest valence LL closes to the zero-field energy gap.
For an increasing magnetic field, the gap gradually in-
creases due to the rising of n↑1 = 0 LL state energy and
the falling of n↓2 = 0 LL state energy. The DOS, defined
as
∑
k
∑
n↑↓i ;i∈{1,2,3} δ[ω − E
c,v(k, n↑↓i )], directly reflects
the main features of the LL energy spectra as depicted
in Fig. 3(b) [75, 76, 113]. Three groups of delta-function-
like symmetric peaks respectively appear from ∼ 0.62 eV,
0 eV, and −0.24 eV. The delta-function-like symmetric
peaks have two-side-divergent structure at the peak fre-
quency ω, i.e., the delta-function-like peak is symmetric
about the axis of ω. Their peak heights are the same,
indicating the identical degeneracy of LLs. In each spin-
polarized LL subgroup, the peak spacing is shrunk for
a larger subband index. The above-mentioned charac-
FIG. 3. (Color online) (a) Magnetic-field-dependent LL en-
ergy spectra of various groups. (b) Spin-polarized DOS at
Bz = 100 T.
teristics of LL peaks, including peak structure, height,
and spacing, can be verified through the experimental
measurements using STS [10–14]. Furthermore, it is pre-
dicted that the optical absorption peaks are contributed
by transitions between high-intensity-DOS LLs.
The magneto-electronic properties of monolayer GaAs
with buckled structure, which are much different from
those of monolayer graphene with planer structure,
can be diversified by a perpendicular electric field,
Ez. An electric potential difference Vz = Ezlz be-
tween the planes of Ga and As sublattice can cause
monotonous/nonmonotonous dispersion relations, cross-
ing LL spectra, enhancement of spin splitting, and mod-
ulation of energy gap. For a small magnetic field
[Fig. 4(a)], the n↑↓1 and n
↑↓
2 /n
↑↓
3 LLs respectively ex-
hibit monotonous decrease and increase as the electric
field grows. An intergroup LL crossing takes place be-
tween n↑1 = 0 and n
↓
2 = 0 LLs at the critical electric field
(Ecrz = 3.6 V/A˚), and their energy gap shrinks to zero
(gray zone). Meanwhile, the spin splitting is enhanced,
where the energy spacing between the n↑1 = 0 and n
↓
1 = 0
LLs is about 100 meV (larger than the room temperature
thermal energy). For a large magnetic field [Fig. 4(b)],
the n↑↓1 LLs present a monotonous decrease, while the
n↑↓2 /n
↑↓
3 LLs vary nonmonotonously with turning points
(at Ez ∼ 4 V/A˚). The energy gap gradually shrinks and
8reaches a minimum finite value without the intergroup
crossing between n↑↓1 and n
↑↓
2 LLs. Magnetic fields can
shift the gap of a top-gated monolayer GaAs. As the
magnetic field grows over the critical strength [Bcrz ∼ 18
T in Fig. 4(c)], the gap is opened and then gradually
increases.
The gap modulation owing to the the competition be-
tween magnetic and electric fields is presented in detail
by the color map, served as the Ez-Bz phase diagram
[Fig. 4(d)]. There are four regions (I, II, III, and IV)
separated by four boundaries (the critical curve, thresh-
old line, threshold extension line, and finite minimum
gap curve). The red critical curve with an upward trend
indicates the critical electric and magnetic fields (Ecrz
and Bcrz ), where the system is a gapless semiconductor
of ESOg = 0. The vertical threshold line at the maximum
critical magnetic field, Bcr0 , figures out a drastic change
of the gap between finite value and zero. The red criti-
cal curve and the vertical threshold line intersect at the
critical point, (Bcr0 , E
cr
0 ) = (70 T, 5.3 V/A˚), indicating
the maximum critical magnetic and electric fields. The
curve on the right side of the critical point marks finite
minimum gap during the competition. The semimetallic
and semiconducting phases are respectively in regions I
and (II, III, IV). Also, the electric field is in competition
with the magnetic field, inducing complex responses to
the gate voltage in various regions. For a specific mag-
netic field, the overlap between conduction and valence
LLs in the region-I semimetal increases as the electric
field grows. The gap of the region-II, region-III, and
region-IV semiconductors respectively, shrinks to zero,
decreases to a finite minimum value, and increases from
a finite minimum value for a growing Ez. The diverse
phase transitions occur from region I to regions (II, III,
IV), e.g., a phase transition from semiconductor, gapless
semiconductor to semimetal for regions II → I, and a
transition from semimetal to semiconductor for I → IV.
Abundant gap modulation can be achieved by control-
ling the external fields. The gate-voltage-controlled gap
presents two types of modulation, associated to different
region-to-region variations. [Fig. 4(e)]. At Bz < B
cr
0
(red and green curves), the Ez-dependent gap gradually
shrinks to zero, where a large Bz corresponds to a large
Ecrz (cutoff points of the curves). At Bz > B
cr
0 (blue
and magenta curves), the gap reduces to a finite value
and then increases, where the red dashed curve shows
the lower limit of such modulation and the finite mini-
mum value grows with the increasing Bz. The ranges of
gap modulation from regions II → I and III → IV are
illustrated by the dark and light gray zones, respectively.
The magnetic-field-controlled gap possesses three types
of modulation [Fig. 4(f)]. At Ez < E
cr
min (red curve), the
Bz-dependent gap gradually increases (a variation from
regions II → III), where Ecrmin is the critical electric field
at Bz → 0. At Ecrmin < Ez < Ecr0 (green curve), the
gap is opened at Ecrz and increases gradually from zero
(from regions I → II → III). At Ez > Ecr0 (blue curve),
the opened gap gradually increases from a finite value at
Bcr0 (from regions I→ IV). The aforementioned external-
field-controlled gap modulation and phase transitions are
helpful in developing the top-gated electronic/optical de-
vices and enable potential applications in phase-change
electronic devices [114].
The main characteristics and the Bz-Ez-competition-
induced modulation of symmetric Landau peaks in the
DOS can be verified by STS. It is an extension of scan-
ning tunneling microscopy (STM) [115–117] and provides
detailed information about the DOS on a sample sur-
face, such as silicon [118–120] and CNTs [121–124]. The
tunneling differential conductance (dI/dV ), proportional
to the DOS [125], directly reveals the main character-
istics, i.e., the structures, positions, and intensities of
the peaks. Part of theoretical predictions on the LL en-
ergy spectra of few-layered graphene are verified, such
as the
√
Bz-dependent LLs in monolayer graphene [10–
14], the linear Bz-dependent LLs in AB-stacked bilayer
graphene [15–17], the concurrence of square-root and lin-
ear Bz-dependent LLs in graphene of trilayer ABA stack-
ing [18]. The predicted magneto-electronic properties of
the monolayer GaAs, including three groups of LLs with
linear Bz-dependence, the external-field-controlled gap
modulation and the SOC-induced spin splitting, could
be further identified.
The aforementioned main features of wave functions
can be confirmed by spectroscopic-imaging STM [126–
128], which can resolve charge distributions from the lo-
cal DOS and is an appropriate experimental technique
for identifying standing waves and Landau wave func-
tions on the surfaces of various condensed-matter sys-
tems. Standing waves have been directly observed at
the surface steps of Au(111) and Cu(111) [126, 129], as
well as finite-length metallic CNT [123, 130]. Also, the
spatial mapping of the electronic states in the troughs
between self-organized Pt nanowires on Ge(001) is pre-
sented [131, 132]. Recently, Landau orbits without nodes
have been observed [133, 134], and subsequently, obser-
vations of the concentric-ring-like nodal structures have
also been obtained [135, 136]. In monolayer GaAs, the
predicted orbital domination for various groups of LLs
and the relative strength of various orbitals (or differ-
ent sublattices) for a specific LL could be examined
through spectroscopic-imaging STM measurements on
nodal structures.
Monolayer graphene and GaAs have much different es-
sential properties and responses to external fields based
on the orbital domination, SOC, and geometric structure.
The low-energy electronic structure of planar graphene
exhibits a pair of single-orbital-dominated (pz) conduc-
tion/valence spin-degenerate subbands touching at the K
point, resulting in a zero-gap. In contrast to the gapless
semiconducting graphene, monolayer buckled GaAs pos-
sesses a direct energy gap at the Γ point among SOC-
induced multi-orbital-dominated (s, px, and py) spin-
polarized subbands, whose spin-splitting energies are k-
dependent. Distinct features are revealed in magnetic
quantizations, such as the magnetic field dependence
9FIG. 4. (Color online) (a), (b) Gate-voltage-dependent LL energy spectra at Bz = 40 and 100 T. (c) Magnetic-field-dependent
LL energy spectrum at Ez = 3 V/A˚. (d)–(f) Dependence of energy gap on magnetic field and gate voltage.
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of LLs, localization centers of Landau wave functions,
and quantum mode regularities. The LLs reflect the
main features of zero-field energy dispersions, exhibit-
ing
√
Bz-dependent spin-degenerate LLs and linear Bz-
dependent spin-polarized LLs in monolayer graphene and
GaAs, respectively. The localization centers of the spin-
degenerate states (spin-polarized states) are at 1/6, 2/6,
4/6, and 5/6 (0 and 1/2) positions of the enlarged unit
cell. For a specific LL of graphene (GaAs), the major
node numbers of subenvelope functions in different sub-
lattices differ by one (are identical). Electric fields fur-
ther cause an on-site energy difference between two dis-
tinct sublattices of GaAs with buckled structure, leading
to the gap modulation, phase transition, and enhance-
ment of spin splitting. The aforementioned differences
clearly illustrate that electronic properties are diversified
by the geometric structures, orbital hybridizations, spin
configurations, as well as electric and magnetic fields.
IV. CONCLUSION
We develop the generalized tight-binding model to
study the essential properties of monolayer GaAs. Many
critical factors, including the buckled structure, multi-
orbital hybridization, SOC, electric field, and magnetic
field, are considered in the calculation simultaneously.
This system in contrast to graphene is predicted to have
rich and unique magnetic quantizations and phase tran-
sitions. The developed generalized tight-bind model pro-
vides a theoretical framework for investigating the com-
petitions among various critical factors and affords sys-
tematic studies from multi-dimensional materials to hy-
brid systems. Theories with both single-particle and
many-body schemes can also be combined to compre-
hend the essential physical properties, e.g., frequency-
dependent and static Kubo formulas for exploring the
optical absorption spectra [68, 75, 76, 111] and quantum
Hall effect [arXiv:1704.01313], respectively.
Band structures and LLs of monolayer GaAs are
very sensitive to the buckled structure, multi-orbital
hybridizations, spin-orbital interactions, and external
fields. Three groups of SOC-induced spin-polarized sub-
bands (n↑↓1 , n
↑↓
2 , n
↑↓
3 ) initiated from the Γ point exhibit
monotonous energy dispersions and strong k-dependent
spin splitting. There are a direct band gap (ESOg = 0.623
eV) between n↑↓1 and n
↑↓
2 subbands as well as a SOC-
induced energy splitting (∆SO = 0.237 eV) between n
↑↓
2
and n↑↓3 subbands at the Γ point. The whole-range
state probabilities presenting the detailed orbital vari-
ations on different sublattices of various subbands are
illustrated, showing that the conduction n↑↓1 subbands
are s-orbital-dominated with larger state probabilities on
the Ga sublattice; the valence n↑↓2 (n
↑↓
3 ) subbands are
py-orbital- (px-orbital-) dominated with larger probabili-
ties on the As sublattice. Magnetic quantization induces
three groups of spin-polarized LLs with initial energies
respectively near 0.62 eV, 0 eV, and 0.24 eV and a gap
of size ∼ ESOg between the lowest conduction and highest
valence LLs, reflecting the energies of zero-field electronic
states at the Γ point. Each LL is doubly degenerate
based on one Γ valley and mirror symmetry. The LL en-
ergy spacing for any particular spin-polarized subgroup
gradually shrinks as the state energy grows. The state
probabilities of subenvelope functions are well-behaved in
their spatial distributions, possessing oscillation patterns
with regular nodes at the localization centers, similar to
those of harmonic oscillators. The doubly degenerate
spin-polarized LL states at (kx, ky) = (0, 0) are local-
ized at the 0 and 1/2 positions of the enlarged unit cell,
respectively. In each LL, the node numbers of various or-
bital subenvelope functions on the Ga and As sublattices
are identical, and the s-orbital node number differs the
px-orbital (py-orbital) node number by one. The orbital
domination and the complex variation about the domi-
ated/minor orbitals feature the average of accumulated
neighboring zero-field electronic states, i.e., the energy-
dependent relative orbital strength roughly corresponds
to the k-dependent relative orbital strength at Bz = 0
owing to the monotonous zero-field band structure near
the Fermi level. These predicted characteristics of state
probabilities could be examined through spectroscopic-
imaging STM measurements on nodal structures.
The linear-Bz dependence of LL energies is revealed
owing to the low-lying parabolic energy dispersions. For
an increasing magnetic field, the gap is enlarged and the
spin splitting is enhanced gradually. There are three
group of spin-polarized LL peaks in the DOS, directly
reflects the main features of the LL energy spectra. The
delta-function-like symmetric peak structure, initial fre-
quencies for each group of LL peaks, degeneracy-related
peak height, and shrunk frequency spacings for peaks of
larger indices could be identified by the STS measure-
ments.
The electric field, leading to an electric po-
tential difference in the buckled structure, causes
monotonous/nonmonotonous energy dispersions, LL
crossing, enhancement of spin splitting, and gap mod-
ulation. For a small magnetic field Bz < B
cr
0 , the in-
tergroup LL crossing occurs between the conduction and
valence LLs at the critical electric field, accompanied by
the gap shrinkage and close; for a large magnetic field
Bz > B
cr
0 , the gap remains finite without the occurrence
of intergroup LL crossing near the Fermi level. It should
be noted that the spin splitting is enhanced with an en-
ergy spacing larger than the room temperature thermal
energy. The complex gap modulations and phase tran-
sitions based on the competition between magnetic and
electric fields are investigated. The Ez-Bz phase dia-
gram illustrates the complex phase transitions between
four characteristic regions. The Ez- (Bz-) controlled gap
presents two (three) types of modulation, associated to
different region-to-region variations. The field-controlled
gap modulations and phase transitions are helpful in
developing the top-gated electronic/optical devices and
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phase-change electronic devices.
Monolayer GaAs, being 2D materials beyond
graphene, is much different from graphene on the
essential properties and responses to external fields
owing to the orbital domination, SOC, and geometric
structure. Distinct magnetic quantizations are revealed,
such as the magnetic field dependence of LLs, localiza-
tion centers of LL wave functions, and quantum mode
regularities. Electric fields, leading to an on-site energy
difference in GaAs with buckled structure, further induce
the gap modulation, phase transition, and enhancement
of spin splitting. The predicted magneto-electronic
properties of the monolayer GaAs, including three
groups of spin-polarized LLs with linear Bz-dependence,
the external-field-controlled gap modulation/phase
transition and the SOC-induced spin splitting, could be
further experimentally identified by STS. Additionally,
this work can be treated as a model study for compre-
hending magnetic quantizations of other group III-V 2D
materials.
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