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Introduction
Given a word w over an alphabet A = {a 1 , . . . , a t }, the Parikh vector of w is the vector (n 1 , . . . , n t ), where for every i, with 1 ≤ i ≤ t, n i is the number of occurrences of letter a i in w. Given a language L over A, the Parikh map f L is the map which associates with non negative integers n 1 , . . . , n t , the number f L (n 1 , . . . , n t ) of all the words in L having Parikh vector equal to (n 1 , . . . , n t ). If we impose restrictions on the growth rate of f L we obtain different classes of languages. In particular, a language is termed Parikh slender (see [13] ) if there is a positive integer r such that for every n 1 , . . . , n t , f L (n 1 , . . . , n t ) ≤ r holds.
In this paper we shall consider the Parikh map of bounded context-free languages. Bounded context-free languages and their properties have been extensively studied in [9] , where, in particular, one proves that it is decidable whether a given context-free language is bounded. It is also known that bounded context-free languages are exactly the sparse context-free languages [21] . A formal language L is termed sparse if its counting function is upper-bounded by a polynomial or, equivalently, if its Parikh function is upper bounded by a multivariate polynomial. It is clear that the class of sparse context-free languages include that of Parikh slender ones.
A quasi-polynomial is a a map F : N t → N defined by a finite family of multivariate polynomials, with rational coefficients, {p (d1,d2,···,dt) | d 1 , . . . , d t ∈ N, 0 ≤ d i < d}, where, for every (x 1 , . . . , x t ) ∈ N, if d i is the reminder of the division of x i by d, one has:
F (x 1 , . . . , x t ) = p (d1,d2,···,dt) (x 1 , . . . , x t ).
In this paper we prove that the Parikh map f L of a sparse context free language L can be exactly calculated using a finite number of quasi-polynomials. More precisely, if L is a sparse context-free language, then there exist a partition of N t into a finite number of polyhedral conic regions R 1 , . . . , R s , determined by hyperplanes, through the origin, with rational equations, and a finite number of quasi-polynomials p 1 , . . . p s , such that for any (n 1 , . . . , n t ) one has: f L (n 1 , . . . , n t ) = p j (n 1 , . . . , n t ) where j is such that (n 1 , . . . , n t ) ∈ R j . This is obtained by reducing the computation of the Parikh map of L to the computation of the number of non-negative solutions of a system of diophantine linear equations of the form n j=1 a ij x j = n i , 1 ≤ i ≤ t, a ij ∈ N,
as a function F (n 1 , . . . , n t ) of the constants n 1 , . . . , n t . The latter computation deserves a special mention. It was first considered in the context of Numerical Analysis where, in a celebrated paper by Dahmen and Micchelli [3] , it has been proved that the counting function of a Diophantine system of linear equations can be described by a set of quasi-polynomials, under suitable conditions on the matrix of the system. Recently this result has been object of further investigations in [4, 5, 24] where important theorems on the algebraic and combinatorial structure of partition functions have been obtained. In this paper, we present a combinatorial proof of the description of the counting map of the system (1). This proof, which appears to be new, is of elementary character, effective and makes the paper self-contained completely. We remark that the regions R 1 , . . . , R s as well as the quasi-polynomials p 1 , . . . , p s that gives a description of the Parikh map can be effectively computed from an effective presentation of the language L. The decidability of some problems on the Parikh map of context-free languages is an easy consequence of our main result. In particular, one can decide whether a context-free language is Parikh thin or Parikh slender [13] .
In the proof of our main result, some important and deep theorems of Formal Language Theory have been used. More precisely, the combinatorial method developped to describe the Parikh map of a context-free language is based upon the representation of such languages as bounded semi-linear sets. In particular, two important results have been used: the celebrated Cross-Section Theorem by Eilenberg and the theorem, by Eilenberg and Schützenberger, which characterizes the rational subsets of N t (cf [7, 23] ). These theorems provide a crucial tool in order to cope with the ambiguity of context-free languages. In this context, we also recall another important recent result that gives a characterization of sparse context-free languages in terms of finite unions of Dyck loops (cf [16, 17] ). However, this latter result cannot be used to compute any counting function because of the ambiguity of the representation of such a language as a finite union of Dyck loops. Indeed, consider the language
The language L is sparse context-free but it cannot be represented unambiguously as a finite union of Dyck loops.
We complete our analysis proving that the Parikh function of a sparse context-free language is rational. This result is remarkable since, as it is well known [8] , the Parikh function of a context-free language may be transcendent.
On systems of diophantine equations.
The aim of this section is to present some results that we will use as our main tools in the sequel of the paper. We assume that the reader is familiar with the basic notions of rational, context-free and semi-linear languages. The reader is referred to [1, 6, 9, 14, 23] . We start this section by proving an important theorem concerning systems of diophantine equations. For this purpose, we recall some preliminary definitions and results.
Lemma 1 Let q(x 1 , . . . , x t , x) be a polynomial in t + 1 variables with rational coefficients and let F : N t × {{−1} ∪ N} −→ Q be the map defined as:
There exists a polynomial p(x 1 , . . . , x t , x) in t + 1 variables with rational coefficients such that, for every (x 1 , . . . , x t , x) ∈ N t × {{−1} ∪ N}, one has:
Proof. Write q(x 1 , . . . , x t , x) as:
where, for every i = 0, . . . , n, a i is a suitable polynomial in the variables x 1 , . . . , x t with rational coefficients. By Eq. (2), if x ≥ 0, for every x 1 , . . . , x t ∈ N, one has:
On the other hand, by using a standard argument (cf Lemma 15 of the Appendix), one can prove that, for any j ∈ N, there exists a polynomial p j (x) with rational coefficients in one variable x such that:
For any j = 0, . . . , n, let p j be the polynomial defined above and let p = p(x 1 , . . . , x t , x) be the polynomial defined as:
Then by Eq. (3.2), one has p(x 1 , . . . , x t , −1) = 0. Moreover, for every x ≥ 0, by Eq. (3) and (3.1), one has:
The proof is thus complete.
, and a family of polynomials in t variables with rational coefficients: 
The number d is called the period of F .
To simplify the notation, the polynomial p (d1,d2,···,dt) is denoted p d1d2···dt .
Lemma 2 The sum of a finite family of quasi-polynomials is a quasi-polynomial.
Proof. It suffices to prove the claim for two quasi-polynomials. Let f 1 , f 2 : N t −→ N be quasi-polynomials of periods d 1 , d 2 respectively and let
, and
be the families of polynomials that define f 1 and f 2 respectively. Define a new quasi-polynomial f as follows. Take d = d 1 d 2 as the period of f and, for every (c 1 , . . . , c t ) ∈ {0, 1, . . . , d − 1} t , take
where, for any i = 1, . . . , t, a i and b i are the reminders of the division of c i by d 1 and d 2 respectively. It is easily checked that the quasi-polynomial f is the sum of f 1 and f 2 . Indeed, if x = (x 1 , . . . , x t ) ∈ N t and, for every i = 1, . . . , t,
Therefore, if x = (x 1 , . . . , x t ) ∈ N t and x i ≡ c i mod d, then we have:
The claim is thus proved. 
Proof. Let k be the least common multiple of d and of the periods of the quasipolynomials of the set Let (r 1 , . . . , r t ) be a tuple of {0, 1, . . . k − 1} t and let (x 1 , . . . , x t ) ∈ C be such that, for every i = 1, ..., t, x i ≡ r i mod k. Then one can check that F (x 1 , . . . , x t ) = q(x 1 , . . . , x t ) where q is a polynomial uniquely determined by (r 1 , . . . , r t ). Indeed, one can first observe that the tuple (r 1 , . . . , r t ) uniquely determines, for every i = 1, ..., t, the reminder d i of the division of x i by d since d i ≡ r i mod d. By hypothesis, one has F (x 1 , . . . , x t ) = F d1d2···dt (x 1 , . . . , x t ). Since k is a multiple of the period of the quasi-polynomial F d1d2···dt , the tuple (r 1 , . . . , r t ) also determines a polynomial q in the family of polynomials associated with F d1d2···dt , such that F (x 1 , . . . , x t ) = F d1d2···dt (x 1 , . . . , x t ) = q(x 1 , ..., x t ). The proof is thus complete.
where b 1 , . . . , b t are given rational coefficients. Let C, C ′ be subsets of N t and let a 1 , . . . , a t be non negative integers such that the following properties are satisfied: for any (x 1 , . . . , x t ) ∈ C, one has
Let p be a quasi-polynomial over C ′ and define the map F as:
Then F is a quasi-polynomial over C.
Proof. Let d ≥ 1 be the period of the quasi-polynomial p. Let p d1d2···dt , with 0 ≤ d i ≤ d − 1, be the polynomials defining p. Consider the set of integers µ:
and consider on it the partition:
defined as: for any j = 0, . . . , d − 1:
By Eq. (4), for every (x 1 , . . . , x t ) ∈ C, we have:
where, for any j = 0, . . . , d − 1:
Now we prove that, for any j = 0, . . . , d − 1, S j is a quasi-polynomial over C. Let us fix a tuple (
On the other side, by Eq. (4), one easily checks:
It is important to remark that, in the formula above, if λ(x 1 , . . . , x t ) = 0, then
In this case, since for any 0
Hence λ(x 1 , . . . , x t ) = 0 implies that F j (x 1 , . . . , x t ) is the empty set and thus S j is the null map. Let us consider the map
By the definition of the map S, for every (x 1 , . . . , x t ) ∈ C, with x i ≡ d i mod d, one has:
Therefore, by applying Lemma 1 to S, there exists a polynomial Q(x 1 , . . . , x t , x) such that, for any (x 1 , . . . , x t , x) ∈ N t × {{−1} ∪ N},
hence, from Eqs. (6) and (7), for every (
By Lemma 16 of the Appendix, one has that:
is a quasi-polynomial in the variables x 1 , . . . , x t . Therefore, by Eq. (8) , S j coincides with a quasi-polynomial on the set of points (x 1 , . . . , x t ) ∈ C, with
and, by Lemma 3, S j is a quasi-polynomial over C. Finally, the fact that F is a quasi-polynomial over C follows from Eq. (5) by using Lemma 2.
Proof. The proof of Lemma 5 is the same of that of Lemma 4 except the point we describe now. In the sum above that defines the map F , the index λ runs over the set of integers of the closed interval [0, λ(x 1 , . . . , x t )] so that:
Therefore, in order to prove the claim, one has to prove a slightly modified version of Eq. (9) of Lemma 4, that is: for any j = 0, . . . , d − 1,
is a quasi-polynomial with rational coefficients in the variables x 1 , . . . , x t . This can be done by using an argument very similar to that one adopted in the proof of Eq. (9).
where b 1 , . . . , b t and c 1 , . . . , c t are given rational coefficients. Let C be a subset of N t and let a 1 , . . . , a t be non negative integers. Suppose that, for any (x 1 , . . . , x t ) ∈ C, one has:
and, for any λ ∈ N such that λ 1 (x 1 , . . . , x t ) ≤ λ ≤ λ 2 (x 1 , . . . , x t ), one has:
where C ′ is a given subset of N t . Let p be a quasi-polynomial over C ′ and define the map F as:
where
The same result holds whenever the index λ runs in the set of integers of the intervals:
Proof. Let us solve the case when λ runs in the interval [λ 1 , λ 2 ]. Write
where:
and
By applying Lemma 5 to S 1 and Lemma 4 to S 2 , we have that S 1 and S 2 are quasi-polynomial and by Lemma 2, so is S 1 − S 2 . The claim now follows from Eq. (10). The other three cases are similarly proved.
Lemma 7 Assuming the same hypotheses of Lemma 4, the function
is a quasi-polynomial over C.
Proof. It is a direct consequence of Lemma 6, assuming
Now we want to define some suitable regions of R t . More precisely, our regions will be polyhedral cones determined by a family of hyperplanes passing through the origin. We proceed as follows. Let π be a plane of R t . Let us fix an equation for π denoted by π(x) = 0. We associate with π a map
We remark that the map defined above depends upon the plane π and its equation in the obvious geometrical way. We can now give the following important two definitions.
Definition 3 Let Π = {π 1 , . . . , π m } be a family of planes of R t that satisfy the following property:
• Π includes the coordinate planes, that is, the planes defined by the equations x ℓ = 0, ℓ = 0, . . . , t;
• every plane of Π passes through the origin.
Let ∼ be the equivalence defined over the set N t as: for any
is called a region (with respect to Π) if it is a coset of ∼.
It may be useful to keep in mind that the singleton composed by the origin is a region. Moreover if t = 2, the set of all points of N t \ {0} of every line of Π is a region also. 
where a is the index of the region C a that contains (x 1 , . . . , x t ).
Lemma 8 The sum of a finite family of box splines is a box spline.
Proof. It suffices to prove the claim for two box splines. Let F 1 and F 2 be two box splines and let C = {C 1 , . . . , C y } and D = {D 1 , . . . , D z } be the families of regions of F 1 and F 2 respectively. Moreover, let {p 1 , . . . , p y } and {q 1 , . . . , q z } be the families of quasi polynomials of F 1 and F 2 respectively. Consider the box spline defined as follows. Let E be the partition of regions of N t given by the intersection of C and D respectively. It is worth noticing that E is determined by the union of the two families of hyperplanes that define C and D respectively. Then we associate the map r lm = p l + q m with every region E lm of E. By Lemma 2, r lm is a quasi-polynomial. For any x ∈ N t we have
where l and m are the indices of the regions C l and D m that contain x. Hence we have
while x belongs to the region E lm . Since r lm is the quasi polynomial associated with E lm , this proves that F 1 + F 2 is equal to the box spline defined above.
The following lemma is a crucial tool in the proof of the main result of this section.
Lemma 9 Let G : N t −→ N be a box spline and let a 1 , . . . , a t ∈ N with (a 1 , ..., a t ) = (0, ..., 0). Consider the map Λ : N t −→ N that associates with every (x 1 , . . . , x t ) ∈ N t , the value
Then S is a box spline.
Proof. In order to prove the claim, we first associate with the map S a new family of regions that we define now. Let Π be the family of planes associated with the box spline G. For any (x 1 , x 2 , . . . , x t ) ∈ N t consider the line defined by the equation parameterized by λ:
Let π be a plane of the family Π and let π(x) = i=1,...,t β i x i = 0 be its equation. The value of λ that defines the point of meeting of the line (12) with π is easily computed. Indeed, λ is such that i=1,...,t
which gives
It is worth to remark that Eq. (14) is not defined whenever
Let us first treat Eq. (15) . Here, either the line of Eq. (12) belongs to π or such a line is parallel to π. Therefore, for every point x of the line of Eq. (12), the value of f π (x) is constant so that π is not relevant in determining a change of region when a point is moving on the line of Eq. (12) . Because of this remark, we shall consider only planes of Π for which Eq. (15) 
where γ = i=1,...,t β i a i . We remark that for any (x 1 , x 2 , . . . , x t ) ∈ N t , the line parameterized by Eq. (12) meets the plane π in the point corresponding to the parameter λ = λ π (x 1 , . . . , x t ).
Take an arbitrary strict total order < on the set Π and consider the new family Π of planes defined by the following sets of equations:
Call C the family of regions of N t defined by Π.
We now associate with every region of C a quasi-polynomial. In order to do this, we need to establish some preliminary facts. Let us fix now a region C of C and let x = (x 1 , . . . , x t ) be a point of N t that belongs to C. Let i be such that
Observe that, for any other point
Indeed, it is enough to prove that, for any given pair of distinct indices i, j, we have:
This is equivalent to say that:
where π, π ′ are the planes x i = 0 and x j = 0 respectively. The previous equivalence is true because x and x ′ belong to the same region of C.
Another important fact is the following. Let us consider any point x of the region C of C. Consider the subset of planes of Π ′ :
We can always assume, possibly changing the enumeration of the above planes, that
Remark. Observe that, for any other point x ′ of C, one has
The remark above can be proved by using an argument very similar to that used to prove the previous condition. We suppose that the above inequalities are strict, i.e. 0 < λ π1 (x) < · · · < λ πm (x) < Λ(x). In this case, as before, one proves that the same inequalities are strict for any other point x ′ of the region C. The case when the inequalities are not all strict can be treated similarly.
From now on, by the sake of clarity, for any x = (x 1 , . . . , x t ) ∈ N we set y λ (x) = (x 1 − λa 1 , . . . , x t − λa t ). Consider the following sets:
• Z i (x) = {y λ (x) | λ ∈ N ∩ {λ πi (x)}}, i = 1, . . . , m.
• Z m+1 (x) = {y λ (x) | λ ∈ N ∩ {Λ(x)}}.
We are now able to associate a quasi-polynomial with the region C of C. For this purpose, take two points x, x ′ in C. By the facts discussed before, one has that the lines of Eq. (12) associated with x and x ′ respectively, meet the planes of Π ′ in the same order. We recall, that a change of region on the generic line of Eq. (12) happens only when the line meets a plane of Π ′ . Therefore, since C is a refinement of C and x and x ′ are in a same region with respect to C, the above conditions imply that, for every i = 0, . . . , m, the two sets of points Y i (x) and Y i (x ′ ) are subsets of a same common region of C. Hence there exists a quasi-polynomial p i , depending on i and on the region C, such that, for any y ∈ Y i (x) and for any y
. By the previous remark and by Lemma 6 , one has that, for any i = 0, ..., m, there exists a quasi-polynomial q i , depending on i, and on C, such that for any x ∈ C q i (x) = y∈Yi(x)
G(y).
Observe that, since x and x ′ are in the same region C, as before one derives that Z i (x) and Z i (x ′ ) are in the same region with respect to C. Therefore, as before, by applying Lemma 7 there exists a quasi-polynomial r i , depending on i and on C, such that for any x ∈ C r i (x) = y∈Zi(x)
On the other hand, by Eq. (11), we have that, for any (x 1 , . . . , x t ) ∈ C, S(x 1 , . . . , x t ) is equal to:
Thus, S(x 1 , . . . , x t ) on the region C is represented as a sum of quasi-polynomials. This, together with Lemma 2 applied to Eq. (16) imply that the map S is a quasi-polynomial over every region of C. The proof of the claim is thus complete.
Theorem 1 Let
S : N t −→ N be the map which counts, for any vector (n 1 , . . . , n t ) ∈ N t , the number of distinct non negative solutions of a given Diophantine system:
where the numbers a ij ∈ N and, for every i = 1, . . . , k, there exists j = 1, . . . , t such that a ij = 0. The map S is a box spline. Moreover such box spline can be effectively constructed starting from the coefficients of the system. Proof. For any vector (n 1 , . . . , n t ) ∈ N t , let Sol(n 1 , . . . , n t ) be the set of the non negative solutions of the Diophantine system (17) and denote by S : N t −→ N, the map defined as: for any vector (n 1 , . . . , n t ) ∈ N t , S(n 1 , . . . , n t ) = Card(Sol(n 1 , . . . , n t )), that is, it associates with every vector (n 1 , . . . , n t ) the number of non negative distinct solutions of the system (17). Let us prove that the map S is a box spline. For this purpose, we proceed by induction on the number of unknowns of the system (17) . We start by proving the basis of the induction. In this case, our system has one unknown, say x, and it can be written as:
The system has solutions (and, in this case, it is unique) if and only if there exists λ ∈ N such that: λ(a 1 , . . . , a t ) = (λa 1 , . . . , λa t ) = (n 1 , . . . , n t ).
Let us consider the line ℓ (through the origin) defined by the parametric equation (18) . The line ℓ can be determined as the intersection of suitable planes through the origin. Let us consider the family of regions defined by the set of these planes together with the coordinate planes. One can easily associate with every region a quasipolynomial. For this purpose, we remark that the set of points of the line ℓ with integral coordinates, without the origin, is a region. On this region, the counting function of the system takes the value 0 or 1. Therefore this map coincides with the quasi-polynomial given by p = 0, q = 1 with the periodical rule d = lcm{a 1 , . . . , a t }. To any other region, we associate p. The basis of the induction is thus proved.
Let us now prove the inductive step. If (x 1 , . . . , x k ) ∈ Sol(n 1 , . . . , n t ), the system (17) can be written as:
This implies that:
so that, since x 1 must be an integer ≥ 0, one has:
and thus:
where the map Λ : N t −→ N is defined as:
We remark that, since the vector (a 11 , a 21 , . . . , a t1 ) = (0, 0, . . . , 0), the map Λ is well defined. Set K = ⌊Λ(x 1 , . . . , x t )⌋. We can write Sol(n 1 , . . . , n t ) as:
where, for every i = 0, . . . , K, Sol i denotes the set of non negative solutions of the Diophantine system:
By Eq. (21), for any (n 1 , . . . , n t ) ∈ N t , we have:
By applying the inductive hypothesis to the system (22), we have that there exists a box spline G :
so that, by Eq. (23) and Eq. (24), one has:
G(n 1 − λa 11 , n 2 − λa 21 , . . . , n t − λa t1 ). (25) By Eq. (25), the fact that S is a box spline follows from Lemma 9. Finally we remark that the proof gives an effective procedure to construct the claimed box spline that describes the map S.
Corollary 1 Let
be the map which counts, for any vector (n 1 , . . . , n t ) ∈ N t , the number of distinct solutions of a given Diophantine system:
where the numbers a ij ∈ N and, for every i = 1, . . . , k, there exists j = 1, . . . , t such that a ij = 0. Then there exists a finite set X of vectors of N t such that the map S is a box spline over the set N t \ X. Moreover such box spline and the set X can be effectively constructed starting from the coefficients of the system.
Proof. First consider the system
(27) According to Theorem 1, there exists a box spline F that counts, for every (n 1 , . . . , n t ) ∈ N t , the number of the solutions of the diophantine system (27). Let C = {C 1 , . . . , C y } be the family of partitions of N t and {p 1 , . . . , p m } be the family of quasi-polynomials that define F .
Let a 0 = (a 10 , . . . , a t0 ) be the vector whose components are the constants a i0 of the system (26) and let X be the subset of vectors η of N t such that η − a 0 / ∈ N t . The subset X is finite. For every η ∈ N t \ X, one has that:
where z is the index of the region of the family C that contains the vector η − a 0 . Therefore, the quasi polynomial used to compute the map S at the point n is obtained, from one of F , by a traslation, modulo the vector a 0 , of the vector η. From the argument above, one can easily show that the map S is a box spline.
3 Preliminaries on context-free languages
Semi-linear and semi-simple sets
The aim of this paragraph is to recall some classical results about rational sets of the free commutative monoid. We follow the notation adopted in [23] . Let M be an additive commutative monoid and let B = {b 1 , . . . , b k } be a finite subset of M . Then we denote by B ⊕ the submonoid generated by B, that is
The following definitions are useful.
Definition 5 A subset X of a commutative monoid M is: Remark 1 In the definition of simple set, the vector x and those of B shall be called a representation of X.
In a commutative monoid, semi-linear sets are obviously rational. Conversely, the following result, due to Eilenberg and Schützenberger ( [7] ), allows to prove a remarkable property of rational sets (see [23] for a proof).
Theorem 2 The rational sets of a commutative monoid are semi-simple.
Remark 2 Theorem 2 is effective for free commutative monoids. Indeed, starting from a rational set X, one can effectively represent X as a semi-linear set. Moreover, starting from a semi-linear set X, one can effectively construct a finite family of finite disjoint sets of vectors, each one generating a simple set, and such that their union is B.
The aim of this paragraph is to recall some classical results about context-free and regular languages (see [1, 6, 14, 23] ). Now we recall the celebrated CrossSection theorem by Eilenberg.
Let A = {a 1 , . . . , a t } be a finite alphabet and u ∈ A * be a word. Then the Parikh vector of u is defined as ψ(u) = (|u| a1 , . . . , |u| at ), and the map ψ :
defined above is the canonical epimorphism associated with the free commutative monoid N k . In the sequel, ψ will be also called the Parikh map. Now we state the following well known theorem due to Parikh.
Theorem 4 The image of any context-free language under the Parikh map is
an effective semi-linear set.
Bounded languages
The aim of this paragraph is to present some results concerning bounded contextfree languages. Let us first introduce the notion of bounded language.
Definition 6 Let L be a language of A * . Then, for any positive integer n, L is called n-bounded if there exist nonempty words u 1 , . . . , u n ∈ A * such that
Moreover, we say that L is bounded if there exists an integer n such that L is n-bounded.
Theorem 5 (Ginsburg, [9]) It is decidable whether a context-free language is bounded or not.
Remark 3 The procedure involved in the test of Theorem 5 allows to construct, from a given bounded context-free language L, a finite set
The following result was proven in [9] . For the sake of completeness, we give a simple constructive proof using Theorem 4.
Theorem 6 Let L be a bounded context-free language. Then Ind(L) is a semilinear set. Moreover, one can effectively construct Ind(L).
Proof. Let Σ be the alphabet of L and let L ⊆ u * 1 · · · u * k . Let A = {a 1 , . . . , a k } be a new alphabet with k letters. Consider the morphism
generated by the map,
Since L is context-free, the language
is also context-free and by Theorem 4, ψ(X) is semi-linear. Finally it is easily seen that Ind(L) = ψ(X). Indeed, for every vector
The inverse inclusion is similarly proved. Hence Ind(L) is semi-linear.
Since every step of this proof and Theorem 4 are effective, one has that Ind(L) can be effectively computed starting from L.
k , then we define the map:
such that, for every vector (
The following result proved in [12] is a consequence of Theorems 3 and 4. Proof. Let Σ be the alphabet of L and A = {a 1 , . . . , a k } be an alphabet with k letters. Consider now the morphism ζ : A * −→ Σ * as defined in (28). Since
by Theorem 3, there exists a regular subset R of a *
Since L ′ is context-free, by Theorem 6, the set Ind(L ′ ) is a semi-linear set of N k . Set B = Ind(L ′ ). As shown in [12] , one can easily prove that L = φ(B) and, moreover, φ is injective on B.
Let us finally prove that B is constructible. Indeed, by Theorem 3, the set R is effectively constructible. On the other hand, by applying standard results, the set L ′ defined in Eq. (30) is an effective context-free language. By using Theorem 6, we can effectively construct the set B = Ind(L ′ ) which is semilinear.
We finally close this paragraph by stating the following remarkable characterization of bounded context-free languages. (see [15, 21, 22] ). 
On the Parikh map of bounded context-free languages
The first result we prove, concerns the structure of the Parikh map of a bounded context-free language. More precisely, we will prove that, given a sparse contextfree language L on an alphabet A = {a 1 , . . . , a t }, it is possible to effectively associate with L a box spline F : N t −→ N such that, for any vector (n 1 , . . . , n t ) ∈ N t , one has: ψ(n 1 , . . . , n t ) = F (n 1 , . . . , n t ).
In the sequel, we make the following assumption.
Assumption We assume that L ⊆ u * 1 · · · u * k is a bounded context-free language and, according to Lemma 10 and Theorem 2, there exists a semi-simple set B such that L = φ(B) and φ is injective on B. Set
where, for every i = 1, . . . , s, B i is simple and let
where, for every i = 1, . . . , s, L i = φ(B i ). We need some preliminary results.
Lemma 11 Let L i and L j be two languages of Eq. (32) with
Then there exist c i ∈ B i and c j ∈ B j such that
By the injectivity of φ on B, we have
and thus
which is a contradiction. This proves the claim.
Lemma 12 Let B i be a simple set of Eq. (31) and 
where, for every i = 0, . . . , n and j = 1, . . . , t,
Proof. For any vector v = (v 1 , . . . , v t ) ∈ N t , let S v be the subset of vectors x = (x 1 , . . . , x n ) ∈ N n which are solutions of the system (33). Define the map:
One can check that, for every ℓ = 1, . . . , t:
, that is the set of all words of L i whose Parikh vector is v. Now we prove that θ is a bijection of S v onto the language L i ∩ψ −1 (v). The map θ is injective on its domain. Indeed, let x = (x 1 , . . . , x n ), y = (y 1 , . . . , y n ) ∈ S v . If θ(x) = θ(y) then
and, by the injectivity of φ on B i , we have
Since B i is simple, the latter gives
We prove that the map θ is surjective. Indeed, let u ∈ L i ∩ ψ −1 (v) and let x ∈ B i such that φ(x) = u. Write x as x = b 0 + b 1 x 1 + · · · + b n x n . One has v = ψ(u). It is easily checked that, for every ℓ = 1, . . . , t:
Hence so that x ∈ S v and θ(x) = u. Thus θ is surjective and, therefore, Card(L i ∩ ψ −1 (v)) = Card(S v ). The proof of the lemma is thus complete. 
one has:
Proof. It immediately follows from Lemma 12 and Corollary 1. 
Proof. For the sake of simplicity, assume that L = L 1 ∪ L 2 , the proof in the general case being completely similar. By Lemma 11, we have that, for every η = (n 1 , . . . , n t ) ∈ N t , the number
is equal to:
By Lemma 13, there exist two finite subsets X 1 , X 2 of N t and two box splines F 1 , F 2 such that:
The claim finally follows by observing that, by Lemma 8, F is a box spline.
Theorem 9
The box spline F and the finite set X L defined in the statement of Theorem 8 can be effectively constructed starting from the language L.
Proof. The proof is a walk through the results, each one being effective, we gathered so far. It is useful to divide the proof into the following subsequent steps.
Step 1. Starting from L, one can effectively construct a finite set {u 1 , . . . , u k } of nonempty words such that L ⊆ u * 1 · · · u * k . This is done by executing the procedure involved in Theorem 5 (cf. Remark 3).
Step 2. One can effectively construct a semi-linear set B ⊆ N k such that L = φ(B) and φ is injective on B. This is done in Lemma 10.
Step 3. One can effectively represent B as a semi-simple set. More precisely, one can construct a finite family of finite sets of vectors, say {V i }, where V i is a representation of B i and such that the union of the B i 's is B. This is done according to Theorem 2 and Remark 2.
Step 4. For every n ≥ 0 and for every set V i , one can effectively construct the Diophantine system of the t equations {E ℓ (v)} ℓ=1,...,t stated in Lemma 12. This is done by using the sets of words {u 1 , . . . , u k } and the vectors of V i .
Step 5. Since Corollary 1 is constructive, for every language L i = φ(B i ), one can effectively construct a box spline F i : N t −→ N and a finite set X Li of vectors of N t such that, for any vector
Finally, by applying the construction shown in the proof of Theorem 8 and starting from the set of box splines defined in Step 5 for every language L i , we can effectively obtain the box spline F considered in the claim.
5 On the rationality of the Parikh map of a sparse context-free language
As shown in Section 4, given a bounded context-free language, one can effectively construct a Diophantine system such that its counting function associates with every vector of N t the number of words of the language whose images, under the Parikh map, is the given vector. The aim of this section is to prove that such a map is rational. In order to prove this result, some preliminary notions and results concerning formal power series have to be recalled. We follow the classical reference [20] . Let K be a commutative semiring and let X = {x 1 , . . . , x t } be a set of t commutative variables. We identify the set of all commutative monomials over X with N 
where, for every i = 0, . . . , k and j = 1, . . . , t, a ji ∈ N. Let S : N t −→ N be the counting function of the system, that is the map that associates with every (n 1 , . . . , n t ) ∈ N t the number of non negative solutions of the system. Then S is N-rational. 
Lemma 14
The series S is equal to the map S.
Proof. By developping the formal series S = S 0 S 1 · · · S k , we have that S is equal to: The number above is cleary equal to the value of the map S computed at (n 1 , . . . , n t ) and this concludes the proof.
Now we can prove Theorem 10.
Proof of Theorem 10 By Lemma 14, the counting function S of the Diophantine system (35) coincides with the formal power series S. The claim follows by recalling that S is N-rational.
We can now prove tha announced result of the section. Let L be a given language over the alphabet A = {a 1 , . . . , a t } and let φ L : N t −→ N be the map defined as: for every x ∈ N t , φ L (x) = Card({u ∈ L | ψ(u) = x}).
Corollary 2
The map φ L of a bounded context-free language L is N-rational.
Proof. As shown in Section 4, given a bounded context-free language, one can effectively construct a Diophantine system defined as in Eq. We have just proved that for any non negative integers x 1 , . . . , x t , if x i ≡ r i mod gd, then φ(x 1 , . . . , x t ) = p (r1,...,rt) (x 1 , . . . , x t ).
Therefore φ(x 1 , . . . , x t ) is a quasi-polynomial.
