Abstract-There has recently been a growing interest in synthetic aperture radar (SAR) imaging on account of its importance in a variety of applications. One attribute leading to its gain in popularity is its ability to image terrain at extraordinary rates. Acquiring data at such rates, however, has drawbacks in the form of exorbitant costs in data storage and transmission over relatively slow channels; thus, addressing these problems is clearly important. To abate these and related costs, we propose a segmentation-driven compression technique using hierarchical stochastic modeling within a multiscale framework. Our approach to SAR image compression is unique in that we exploit the multiscale stochastic structure inherent in SAR imagery. This structure is well captured by a set of scale auto-regressive (AR) models that accurately characterize the evolution in scale of homogeneous regions of different classes of terrain. We thus use them to generate a multiresolution segmentation of the image. The segmentation is subsequently used in tandem with the corresponding models in a pyramid encoder to provide a robust, hierarchical compression technique that, in addition to coding the segmentation, achieves high compression ratios with impressive image quality.
I
N RECENT years, synthetic aperture radar (SAR) imaging has been rapidly gaining prominence in applications such as remote sensing, surface surveillance, and automatic target recognition (ATR). Its growing popularity is largely due to its remarkable ability to image vast areas of terrain at a fine resolution. In fact, the coverage rates of an airborne SAR system are capable of exceeding 1 km /s at a resolution of 1 m , thus producing over 1 million pixels/s. The daunting amount of acquired data thus necessitates either a large capacity transmission link to a ground station or a prohibitively large memory for storage. In addition to the technical challenges posed by such data, the associated costs of its handling together with the physical limitations of an on-board SAR make it imperative to investigate ways of abating such impediments. Previous efforts in this area have focused on compressing different representations of the SAR data including the raw SAR data [1] , the complex valued SAR image, and the log-magnitude of the SAR image with the particular compression modality largely determined by its intended application. Our technique is specifically aimed at compressing the log-magnitude representation. Only recently has there been activity in designing compression algorithms specific to log-magnitude SAR imagery. Recent works that focus on SAR data have been based on the Gabor transform [2] and best-basis wavelet packets [3] . We describe here a new technique that differs from these in that it takes great advantage of a framework providing a preliminary analysis in the form of a segmentation map that is obtained by using the stochastic properties of prevalent classes of terrain.
In this paper, we propose a data management method (DMM) that carries out a partial analysis of the imagery and, with minimal loss, proceeds to efficiently transform the data for transmission over a low capacity channel. Specifically, we use a multiscale representation of SAR imagery inspired by tree-based hierarchical stochastic models that are used for segmenting and subsequently compressing the image. In this multiscale framework, scale AR models effectively capture the evolution in scale within homogeneous regions of terrain. We thus associate, with each major classification of terrain, a predefined AR model reflecting the terrain's evolution in scale. We obtain a segmentation of SAR imagery by comparing the local scale evolution behavior within the image to the predefined models. The algorithm is simple enough to be performed onboard the SAR imaging system, thus eliminating the need to transmit the entire complex SAR image to the ground station in cases where the only use of the phase information is for segmentation. One such instance is in ATR, where the log-magnitude image produces statistically reliable results for target detection. A terrain-based segmentation can be used to enhance detection performance via a preclassification stage, and this is, in fact, our primary motivation for obtaining a segmentation. In addition to improving detection performance and freeing us of the burden of having to code the phase information, the segmentation map can also be used in an efficient compression technique by taking advantage of the local dependencies specific to various classes of terrain in the image. We thus use the segmentation and corresponding models in tandem in an efficient multiresolution compression technique utilizing the quadtree structure as a backbone and wavelet packets for further refinement.
Several key ingredients of our DMM are readily accessible and can be obtained with no additional computational costs. Because the scale AR models used by the segmentation and compression techniques are chosen from a library of predefined models, the DMM does not have to expend resources to obtain them. Since the best-basis wavelet packets used to code the error residuals are also predetermined, they too can be obtained without incurring any additional costs.
The remainder of this paper is divided into four sections. Section II describes the construction and attributes of the multiscale representation along with the associated scale AR models. Section III then discusses how these statistical models are used to segment SAR imagery according to terrain. Section IV presents a compression technique utilizing all these elements and is followed by the conclusions in Section V.
II. BACKGROUND
In this section, we describe a multiscale analysis framework based on a quadtree hierarchical stochastic modeling that forms the cornerstone of our proposed DMM. Generated from a complex-valued SAR image, the multiscale representation consists of a telescopic sequence of images, each corresponding to a quadtree level and reflecting a specific resolution. One particular attribute of this representation is that within a homogeneous region of terrain, the scale evolution of nodes in the quadtree can be accurately modeled as a scale AR stochastic process. This fact is used to a great advantage in our proposed DMM.
A. Multiscale Quadtree
The representation of a SAR image for an effective DMM and its subsequent analysis require three key characteristics:
1) Accurate and consistent modeling of the dependencies among pixels belonging to a common equivalence class; 2) the existence of distinct models for different classes of terrain; 3) easy integration into an efficient compression technique. As we describe next, the quadtree provides a suitable structure that allows an efficient implementation of the DMM with intermediate scale realizations. This framework maps the evolution in scale of an observed process of SAR imagery onto a quadtree. Except for the nodes at the bottom level, which correspond to the individual pixels of the SAR image, each node on the tree bears four offspring. The quadtree can be visualized as a pyramid-shaped tree structure, where each level corresponds to a specific resolution, as depicted in Fig. 1 . At any given level of the quadtree, we index the nodes by , where and are positive integers denoting the spatial coordinates for each dimension. To specify a particular level in the quadtree, we use a positive integer as a subscript. The lowest level will be assigned the value ; subsequently higher levels will be assigned correspondingly larger integral values. Using this labeling, we will then denote the th level of the quadtree as and nodes within that level as . The multiscale construction is initialized by mapping the complex values of a SAR image to the bottom level of the quadtree, i.e., by setting equal to the complex SAR image. Coarser levels with a dyadically decreasing resolution are then obtained using the recursion
Each nonterminating node is thus the coherent average of its four children. Note that the recursion in (1) is performed times, where represents the total number of desired levels in the quadtree. The construction of the sequence of multiscale complex images is motivated by the fact that a complex SAR pixel value represents the sum of the radar returns from objects within that pixel's resolution cell. The complex sum in (1) thus approximates the sum of the radar returns from objects within a coarser resolution cell corresponding to the area spanned by its offspring. The levels of the quadtree may thus be viewed as an approximation of an image sequence generated by a SAR system programmed to operate at a dyadically varying resolution.
The phase information present in the nodes makes it impractical to reliably model the scale evolution of the imagery. For applications such as target detection, it is sufficient to use the magnitudes of the radar reflectivities to produce statistically reliable information [4] . A new quadtree is thus generated by taking the log-magnitude of the complex-valued nodes in , i.e.,
where is a small positive real that constrains the argument of to be a positive number. The resulting quadtree can then be interpreted as a telescopic sequence of multiresolution images containing the magnitude of the radar reflectivities. It provides a structure reminiscent of pyramid encoding, thus affording a natural framework for efficient multiresolution compression and, by way of adapted modeling, efficient terrain-based segmentation. As described next, this is a result of well capturing the statistical evolution in scale on the quadtree. 
B. Scale Auto-Regressive Models
First, we define a function , where represents the least integer function. The node then represents the th ancestor of in the quadtree. Using this notation, scale AR models can be written in the form where is the order of the regression, and is a noise process that can be viewed as the modeling error. In order to have an unbiased prediction error, we decompose into a zero mean process and a constant to yield
The set of AR coefficients for level are independent of and are thus constant for a fixed value of , as the notation suggests. The then give the linear dependencies between the various scales of the representation; the give the linear dependencies of the various scales on the space of constants. The scale AR model in (3), in essence, statistically captures the evolution in scale on the quadtree. Because we use multiple models of this form to classify different terrain types, (3) is modified to reflect this additional degree of freedom to result in a model of the form (4) where denotes the classification of . The parameters in (4) for a given classification are determined by minimizing the energy in over a homogeneous training image of the terrain of interest. Specifically, the coefficients are selected according to the least squares criterion (5) where . This minimization is performed for each value of , thus giving a complete model for classification .
III. SEGMENTATION
Using the multiscale representation and scale AR models described above, in this section, we introduce a technique to classify pixels in SAR imagery by statistically characterizing their evolution in scale. This technique has experimentally shown to be particularly well suited for classifying pixels according to the type of terrain surrounding them. It would thus be useful in applications, such as in a preclassification phase of an ATR system, where terrain information may be advantageous. Compression, which, as previously noted, is crucial to an operational SAR, can also use the segmentation to its advantage by exploiting knowledge of the statistical properties of various classes of terrain, as discussed in Section IV.
The segmentation technique proposed here is inspired by that in [5] and, in contrast to that, utilizes the statistical properties of the models for each pixel block rather than the statistics of the error associated with each predefined AR model. The procedure for classifying each pixel in the original SAR image is outlined in Fig. 2 . For each , we generate andimensional evolution vector characterizing the local evolution in scale. The pixel is then classified as belonging to either a region of grass or of forest by applying a binary hypothesis test (BHT) to the corresponding evolution vector. Although this may be generalized to include other classifications, such as roads and bodies of water, we use grass 1 and forest as the only two hypotheses for the sake of clarity and for their preponderance in a vast number of cases.
A. Pixel Statistical Characterization
On generating an -level multiscale quadtree representation of a SAR image, we proceed to obtain evolution vectors to associate with the nodes . The evolution vector consists of the modeling coefficients for a window of pixels centered around and their corresponding ancestors on the quadtree, thus giving a measure of the local evolution in scale. We denote by the nodes in contained within a window centered at for some non-negative integer . The window of pixels at level corresponding to the ancestors of will similarly be denoted by . The resulting AR coefficients modeling the scale evolution of the set are the components constituting the vector , which we next explicitly define. The order of the regression associated with modeling from its ancestors will vary with the level as defined by the function if if Such a definition ensures a maximal regression order at most equal to and subject to the tree height. By applying (5) to for , we obtain the AR model as (6) where . The regression vector provides a statistically optimal description of the linear dependency of on . The evolution vector is subsequently obtained as
Note that is a vector reflecting the linear dependencies between the different resolutions in and is thus a measure of the scale evolution behavior of the windowed region.
B. Statistical Classification
A characterization of the evolution vector is necessary to carry out a statistically meaningful classification of various types of terrain. Specifically, a BHT is applied to the evolution vector to classify as a member of either a region of grass or of forest, which are, respectively, designated as hypotheses and . In doing so, it is a simple matter to also classify as a member of either region, thereby obtaining a multiresolution segmentation map. The procedure outlined here applies to each evolution . The classification of will depend only on and the predetermined likelihoods and . We thus omit the explicit spatial coordinates when it is clear from context. To carry out a statistically significant hypothesis test, we need to specify the conditional probability density for under each hypothesis. Toward this end, we extensively examined the distribution of the evolution vectors obtained from a large homogeneous region for each of the corresponding terrains. We determined, as a result, that for both grass and forest terrain, the components in are, for all practical purposes, Gaussian, which led us to model and as Gaussian densities. They are then completely specified by their mean vectors and and their covariance matrices and , all of which are calculated from the training data for each hypothesis. A maximum likelihood (ML) detector [6] is then used to classify each pixel. Using the ML detector assumes equal a priori probabilities for each hypothesis and a cost function that penalizes all misclassifications equally. In implementing the ML detector, a threshold is calculated from the likelihoods. The classification of each pixel is then determined by comparing a sufficient statistic derived from the evolution vector to . Because and are assumed to be Gaussian, it is straightforward to compute the threshold and the sufficient statistic for each evolution vector as (8) and (9) The classification of , which is denoted as , is then given by
The construction of the evolution vector and subsequent application of a BHT for each thus provide a segmentation of . To determine the classification of denoted by , the threshold is compared with the average of the sufficient statistics from the nodes in that have as an ancestor as shown in (11) , shown at the bottom of the next page. Although averaging sufficient statistics does not yield a sufficient statistic for , doing so is computationally more efficient than calculating a sufficient statistic as in (9) for each node at every level in the quadtree. Averaging also has the attribute that the resulting segmentation map produced for is consistent with the segmentation for in the sense that if all the descendants of in are classified as the same type of terrain, then will have that same classification. Note that the segmentation technique described here could be easily generalized to a larger number of terrain types. The choice to use grass and forest terrain as the only two hypotheses was motivated by the wish for a simple and clear illustration of our classification approach, which can straightforwardly be extended to the -ary hypothesis case [6] .
When determining the size of the window used to compute the evolution vector, the trade-off between modeling consistency and local accuracy must be taken into account. If too small a window is used, then the modeling may be too sensitive to variations due to the small number of nodes being utilized, particularly at the coarser resolutions. By increasing the window size, we increases the area contributing to the evolution vector, thus decreasing the locality of the measurement. This effect would manifest itself most notably near terrain boundaries where it may result in misclassifications. To address the issue of window size, we use a telescoping refinement procedure near terrain boundaries to enhance the segmentation. We first obtain a preliminary segmentation map using a value of sufficiently large to obtain a high level of statistical significance within homogeneous regions. In light of the high classification confidence level within these homogeneous regions, we proceed to refine the segmentation only near boundary pixels. Since the window size is , any pixel whose window is not composed of homogeneous terrain will be within pixels of the terrain boundary. Pixel thus only needs to be further examined if the classification of each of the pixels in are not all the same. To reduce the likelihood of window contamination for these pixels, we recompute their evolution vectors using a smaller value for , e.g.,
, and reapply the decision rule in (11) . This procedure can then be iteratively applied until the desired degree of localization and statistical significance is achieved.
C. Experimental Results
We use a quadtree with levels for the results presented here. A maximum regression order of was selected for the AR models as it was found to achieve a good trade-off between modeling accuracy and computational efficiency. In fact, experimentation has shown that for higher order models, there is little gain in modeling accuracy. Using these values for and , (6) and (7) result in an evolution consisting of the coefficients describing the evolution in scale of the windows . To account for the pixels in near the edges, the segmentation map generated for the interior of the image is extended to the entire image by duplicating the edges of the segmentation map. To specify the likelihoods and , two 2048 2048 homogeneous images, composed of grass and forest, respectively, were used as training data. The mean and covariance of the evolution vectors for each image were then computed to determine the corresponding likelihoods. Fig. 3(a) shows the log-magnitude of a typical grass and forest SAR image to which this segmentation technique was applied. Displayed in Figs. 4-6 are the results of this technique using a 65 65 window, a 33 33 window, and using both window sizes in the boundary refinement process. This segmentation technique has performed quite well for all cases. 2 The use of the 65 65 window is extremely accurate within homogeneous regions but tends to misclassify grass pixels as forest near grass/forest boundaries. This behavior is due to the fact that forest pixels have larger magnitude than grass pixels. They thus tend to dominate the least-squares criterion in (6) when a window contains both types of terrain. The use of the smaller 33 33 window reduces the number of errors associated with boundaries and is more sensitive to the variability within the homogeneous regions. The refined segmentation judiciously utilizes both window sizes to produce attributes of both segmentations. 2 To evaluate the performance of this segmentation technique, we rely on visual inspection since any numerical measure of performance would necessarily originate from a human evaluation, which would itself be imperfect. The results of this segmentation technique were also applied to the SAR image shown in Fig. 3(b) , containing two bright scatterers to demonstrate how the DMM performs when unmodeled terrains are present in the image. Again, a 65 65 window and a 33 33 window were used to generate the evolution vectors, and the corresponding results are also shown in Figs. 4-6 . The trade-off with the window size is particularly apparent in the lower-left region of this image, where there is a small area of grass surrounded by trees. The 33 33 window performs significantly better in this region and again displays some sensitivity in homogeneous regions. Roads and large shaded areas tend to be classified as forest because they possess a moderate scale-to-scale correlation that is more similar to forest than to grass. The areas surrounding the two prominent scatterers are always classified as forest because they possess extremely strong scale-to-scale correlation. This expected correlation is due to the strong reflectivity of a scatterer within a resolution cell, which persists throughout scale. Because forest regions demonstrate stronger scale-toscale correlation than grass regions, pixels whose windows contain a scatterer are classified as forest. This then accounts for the block around the scatterer as being classified as forest. This fact can be used to the advantage of an ATR system. One need only inspect portions of the imagery within pixels of a grass-forest boundary, where represents the maximum distance between any two points on the types of targets in consideration. This prescreening operation drastically reduces the amount of imagery processed by the ATR, which reduces the computational burden and the number of false detections. 3 
IV. MULTIRESOLUTION IMAGE COMPRESSION
The cornerstone of the compression technique described in this section is the prediction of fine-resolution images from coarser ones using scale AR models. As described in Section III, these models are used to generate a set of multiresolution segmentation maps that classify pixels according to their evolution in scale on the quadtree. By using these segmentation maps in tandem with the models used to generate them, much of the redundant information between different resolutions of the image is removed. This prediction is used within a pyramid encoder that initially codes the coarse decimated image and then predicts the finer resolutions. In order to compensate for prediction errors, it also codes the prediction error residual for each resolution prior to predicting any finer resolutions. To further improve the coding efficiency, the error residuals are transformed using globally optimal wavelet packet bases prior to quantization. These quantized coefficients are then losslessly compressed using arithmetic coding. The use of this hierarchical coding procedure allows for multiresolution decoding at the receiver.
In this section, we first describe the procedure used to encode the multiresolution segmentation maps. We then explain how these maps, along with the quadtree and scale AR models, are used to implement a pyramid coder. In the following two subsections, we elaborate on the prediction of finer resolutions and on the coding of the error residuals. This section then concludes with the presentation of experimental results.
A. Encoding the Segmentation Map
Because the multiresolution segmentation maps are used in the coding of the quadtree, they must be coded before the node values in the quadtree . The nodes in are processed in a raster scan format and coded using an arithmetic coder that is adaptive to the conditional probability density , thus taking advantage of the strong dependence of each pixel's classification on that of its adjacent pixels. 4 This strong dependence is a consequence of a segmentation map most likely consisting of large regions of constant values that reflect the homogeneous regions of terrain comprising a SAR image. It is thus very unlikely that will be different from both and , yielding near zero probabilities for all classifications different from and . By conditioning the adaptive probability distributions on , much of the redundancy is removed, resulting in a high coding gain. Using an arithmetic coder in this respect has experimentally shown to provide significantly better compression than both run-length coding and the JBIG algorithm [7] .
The nodes in the intermediate resolution segmentation map can usually be determined from as a convenient consequence of the construction of the coarser resolution maps. The averaging of sufficient statistics to determine guarantees that if all its descendants in denote the same classification, then would also denote that classification. Because SAR images are almost always composed of large homogeneous regions of terrain, most of the pixels in will have descendents with a common classification and can thus be determined from . The decoder constructs those values in that can be determined from . The encoder then codes the classifications for those that are not deterministic, thus allowing an exact reconstruction of while coding few classifications. It should be noted that when coding the nondeterministic classifications, it is not necessary to specify either the level or the spatial coordinates as the encoder can anticipate when the decoder will be unable to determine the classification of a node if both process the nodes in the same spatial order. We specifically use a lexicographical ordering where the nodes at each level are processed in a raster scan format.
B. Pyramid Encoding
Following the encoding of the segmentation maps, we proceed to code the set of actual multiresolution images using a pyramid-based coding algorithm. The intrinsic structure of our quadtree analysis is naturally adapted to pyramid encoding and affords, through the image representation, a simple and efficient coding technique. The stochastic modeling of the image's varying resolutions in our technique is one of the key properties that differentiates it from classical pyramid coding. Our multiresolution representation is chosen over traditional lowpass filtering and decimation methods for two reasons. As discussed in Section II, due to its construction, this quadtree structure has the attractive property that the coarse resolution image is a close approximation to the image that would be produced by a SAR system programmed to generate an image at that resolution. Even more importantly, it allows the segmentation technique described in Section III to be used in partitioning the quadtree into regions whose evolution in scale is known, thus allowing the stochastic properties of each class of terrain to be more fully exploited.
Given the pyramid of multiresolution images and assuming that the coarser resolutions have already been coded, we illustrate, in Fig. 7 , the principles involved in coding . The encoder computes , which is the predicted image at resolution , using the segmentation map and the previously reconstructed coarser resolution images , where . The error image is then computed as the difference between the original image and the predicted image , i.e.,
. Because has a much smaller dynamic range than and conveys all the necessary information for the decoder to reconstruct , is coded instead of . To further improve compression efficiency, is transformed and soft thresholded prior to being quantized and entropy coded, as shown in Fig. 7 .
The structure within the dashed boundary in Fig. 7 reconstructs the image using the corresponding segmentation map, the previously reconstructed coarser resolution images, and the data sent to the decoder. The quantized error data is inverse transformed to generate the reconstructed error image , which, when added to the predicted image , yields , which is the reconstructed image at resolution , i.e., . This reconstruction is performed at both the encoder and decoder to preserve consistency in the two predicted images for all future iterations.
An attribute of this coding technique is that all of the coding error in the current resolution's reconstruction is limited to that arising from the soft thresholding and quantization at that resolution. Any errors from the coding of coarser resolutions will manifest themselves in the predicted image. Because the error residual is the difference between the predicted and actual images, it compensates for all errors in the current resolution. Since the quality of the reconstruction at coarser resolutions cannot limit the reconstruction quality of finer resolutions, the proposed approach yields a coding algorithm endowed with robustness to unexpected scale evolution behavior due to quantization and to unmodeled terrain.
Another advantage of using the pyramid structure is its hierarchical data coding capability. The transmission and subsequent reconstruction of successive resolutions can then be potentially utilized in a feedback loop where a request to stop transmission of the current image may be issued by the decoder any time it deems advantageous.
1) Prediction of Finer Resolutions:
The pyramid coder predicts from the segmentation map and the previously reconstructed coarser resolution images . The equation for predicting is obtained by rewriting (4) and is given by (12) where and the are the parameters used to predict from under the AR model indicated by . The use of the classification dependent stochastic models results in better prediction than typical pyramid coders, decreases the variance of the error residuals, and yields a higher coding efficiency.
2) Error Residual Coding: Most of the resources in the encoded data are taken up by the prediction error residual for each of the resolutions. Efficient compression of these residuals is thus essential to the efficiency of the algorithm as a whole. In order to further improve compression performance, each error residual is transformed using a globally optimized wavelet packet basis unique to its resolution. Because the wavelet packet basis for each resolution is a priori known, computational and transmission/storage resources are conserved by saving the costs associated with having to calculate and code it. The resolution-specific optimized bases are determined in advance by computing the best-basis (BB) representation for a large set of error residual training data.
Each wavelet packet is optimized in the sense that it produces the minimal Shannon-Weaver entropy of the transformed coefficients of the training data, as described in [8] . The bases are selected to be nearly optimal for almost all residual images generated from a SAR image. We thereby consider the entropy of a generic residual image minimized. These bases will henceforth be referred to as characteristic-basis (CB) wavelet packets to differentiate them from the actual BB wavelet packets for arbitrary error residuals. The BB representation of an image possesses a rapidly decaying exponential distribution with a maximal number of zero coefficients [9] . Because the CB is a close approximation of the BB for a given resolution, the CB similarly produces a rapidly decaying distribution of coefficients and nearly a maximal number of zero coefficients. In fact, of all wavelet packet bases, the CB will, on average, produce the most zero coefficients in the transformed error residuals since the training set is representative of the residuals at the corresponding resolution.
Upon taking the CB transform of an error residual, a soft threshold is applied to all the transformed coefficients. Doing this skews the distribution of coefficients toward zero and decreases its entropy. Soft thresholding CB coefficients also has a denoising effect akin to that of soft thresholding small BB coefficients. This removes some of the speckle inherent in SAR imagery while preserving much of the detail, hence improving compression performance. The value of the threshold is given by [10] 
where is the number of pixels in , and is the standard deviation of the "noise" in the original image . This "noise" is independent of the coding process and is primarily attributed to the speckle in SAR imagery. Assuming that the "noise" is white and that has negligible energy at higher frequencies, to estimate , we simply take the sample standard deviation of the coefficients in the high-high frequency subband of the standard wavelet decomposition of , as proposed in [3] . Following the soft thresholding procedure, the coefficients are uniformly quantized. The number of levels used in the uniform quantizer at each resolution is dynamically determined. It is a function of the compression parameter, " ," which is specified at run time and thereby controls the extent of the compression of the image. The number of quantization levels used for resolution , , is computed as rnd where is the standard deviation of the error residual, and is the standard deviation of the original image at resolution . It is clear that has been constrained to be an odd number. This allows the quantizer to have symmetrically arranged quantization levels, including one at zero. The argument of the rounding operation is proportional to the quality factor " " and inversely proportional to the signal-to-noise ratio (SNR), where in this case, the noise is taken to be the prediction error and should not be confused with the "noise" inherent in , which was discussed earlier. For a fixed value of " ," a particular image quality is thus maintained at each resolution, as measured in terms of SNR. This allocation among the resolutions has worked well in experimentation, and its optimality is a topic of further investigation.
Following quantization, the coefficients are entropy coded using an adaptive arithmetic coder, thus taking full advantage of their low entropy. The arithmetic coder is similar to the one used for coding the segmentation map in that it uses probabilities conditioned on adjacent pixels to exploit the correlation within each subband. Because the coefficients corresponding to higher frequencies will usually be much smaller than those in the lowest subband, we separately code the lowest frequency subband and its complement. Doing so allows the higher frequency subband to be coded more efficiently since there are usually fewer possible quantization levels to consider,which thus allows the arithmetic coder to converge to the underlying distribution more quickly.
C. Experimental Results
As for the results presented for the segmentation technique, we use a quadtree with levels and a maximal regression order of . The refined segmentation using a 65 65 and a 33 33 window is used for all the results presented in this section. We first demonstrate the claim of near optimality regarding the entropy in the CB representation. Fig. 8 shows 15 512 512 SAR images for which prediction error residuals were generated under perfect quantization. Each of the error residuals were transformed with their specific BB, the CB associated with the particular resolution, and the standard wavelet transform (WT), all of which were allowed a maximal wavelet packet tree depth of four levels. Table I displays the average and maximum percent deviations of the Shannon-Weaver entropy in the CB decomposition from that in the BB representation. Table II similarly gives the percent deviation of entropy in the WT representation from that in the BB representation. In all cases, the entropy of the CB transformed residual is nearly optimal, particularly at the finer resolutions, where there are more pixels and, hence, providing a CB with higher statistical significance. As expected, the entropy of the CB approaches that of the BB and outperforms the wavelet transform as we proceed to finer resolutions.
Our compression technique was applied to the same SAR images that were segmented in Section III. The log-magnitude of these two images is shown in Fig. 3 . Both of the original complex images have a precision of 20 bits per pixel (bits/pixel). Figs. 9 and 10 show how the DMM, embedded zerotree wavelet (EZW) [11] , and JPEG [12] algorithms perform at compressing the images in Fig. 3 . Table III displays the peak signal-to-noise ratios (PSNR's) of the reconstructed images, which is defined in (14) , shown at the bottom of the page, where and are the dimensions of the finest resolution image.
The extent to which JPEG could compress the images was limited, hence, the reason for their being larger than the DMM and EZW coded images. Even so, JPEG still performed considerably worse than the other two. The DMM and EZW methods perform very well at this high compression ratio. EZW tends to produce more ringing artifacts than the DMM. On the other hand, the DMM tends to smooth the image more than EZW. Fig. 10 shows how well both the DMM and EZW preserve anomalies, which is essential for many applications such as ATR. We cannot over emphasize that the multiresolution segmentation maps are included in the DMM coded data, whereas the EZW has no associated segmentation. If a segmentation map is desired, then it either must be computed at a ground station strictly from the log-magnitude data or onboard the SAR system if the complex SAR data is required. In the latter case, EZW will not take advantage of the dependencies between the image and its segmentation when coding the image and is thus bound to be less efficient than our proposed approach.
V. CONCLUSION
We have used a multiscale quadtree representation and stochastic modeling of the scale evolution behavior discussed in [5] for the segmentation and compression of SAR imagery. The use of the quadtree representation and of this modeling enables us to classify pixels in a SAR image according to the type of terrain surrounding them. For many applications, such as ATR, the segmentation allows us to discard the phase information since the log-magnitude data is statistically sufficient. The resulting segmentation is then used in tandem with the models in an efficient multiresolution compression algorithm that outperforms JPEG and compares very favorably with EZW coding in raw performance. Neither of these two generate any form of a segmentation and may thus require the coding of the entire complex image, which will lead to significantly poorer performance due to the erratic phase information. Utilizing the segmentation, our technique eliminates the terrain specific linear dependencies between varying resolutions through scale regression modeling. Each prediction error residual is then decorrelated by application of a CB wavelet packet transform. Doing so reduces the number of significant nonzero coefficients and decreases its entropy, thereby allowing high compression ratios with little distortion. By reducing the costs associated with handling the enormous amount of data acquired by SAR imaging, the proposed DMM herein provides an advantageous solution that includes relevant information unavailable with existing methods.
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