In this paper, a new feature normalization approach based on Cumulative Density Function (CDF) matching principle is proposed. Since speech features in noisy environments usually follow bimodal distributions, we fully utilize this characteristic by representing the CDF of the features with a double Gaussian model. Feature normalization process is performed according to the estimated CDF. The experimental results on Aurora2 database show that the performance of our method is much tetter than that of the conventional Mean and Variance Normalization (MVN) method, and comparable to that of the method wmbining the spectral subtraction and histogram equalization (HE). Moreover, further improvement has been gained by wmbining our method with a simple temporal feature smoothing process, This result suggests that our new method has the potential to be integrated with other techniques to provide even better performance.
INTRODUCTION
There are many sources that will severely degrade the performance of speech recognition systems in realistic environments. A variety of techniques were proposed to improve the robusmess of the system. They can be roughly divided into two categories: Adaptation methods, the first class, usually wpe with the specific adverse environments by adjusting the awustic models. Whereas in the second class, normalization methods, speech features are transformed to reduce the mismatch between training and test environments.
Cepstral Mean Normalization (CMN) is a classical and widely used normalization method, though in principle it can only compensate the shift of the mean of the speech features. Its natural extension, Mean and Variance Normalization (MVN) , is proposed to normalize both the mean and the variance [I] , so it can improve the system robustness to additive noises, as well as the channel effects. Both methods are based on parametric models.
Non-parametric models can also be used in normalization methods, such as cumulative histogram used in histogram equalization method [I] It is shown that distributions of speech features in noisy environments are usually bimodal [7] . It is an important characteristic that should be fully utilized. However, the present parametric normalization methods, such as MVN, are incapable of representing such structure. Non-parametric normalization methods, such as HE, can express any distributions in principle, but a larger amount of data is needed to estimate the features distributions precisely. Therefore, we propose a douhleGaussian-based feature normalization method. It is a parametric model that is in nature capable of representing the bimodal structure precisely with only a small amount of data Satisfying results have been achieved in our experiments on Aurora2 database.
The rest of this paper is organized as follows. In section 2, we introduce the CDF matching principle, which is the basis of our new method. Two applications of this principle under specific assumptions, MVN and HE method, are also briefly introduced. In section 3, we describe the principle of our double Gaussian feature normalization method and its implementation details. Experimental results on Aurora2 are shown in section 4. Finally, we present the conclusions in section 5.
FEATURE NORMALIZATION

Cumulative Density Function (CDF) Matching Principle
In order to reduce the mismatch between training and test environments, it is very natural to transform the speech features to make their probability density functions match[l] [7] . This operation is equivalent to making the cumulative density function (CDF) match, since CDF is just the integral of probability density function. According to this principle, the feature transformation function can be obtained from the CDF of the data and its inverse function. where y is the feature before transformation, and X is the feature after transformation.
Let C,y(x) be the CDF of x , and cy(y) be the CDF of y , then the CDF matching principle can be expressed as
So the feature transformation function can be obtained as
The above transformation is also called feature compensation. However, in practical applications, it is usually much more convenient to implement the feature normalization, in which C,y(x) is always the CDF of a fixed reference distribution. Both training and test feature distributions are normalized into that fixed distribution, therefore the mismatch can be reduced. The most widely used reference distribution is standard Gaussian distribution, which is also adopted in the implementation of our new method.
Mean and Variance Normalization (MVN)
MVN is a simple but effective robustness method [I] . The principle of this method is to normalize the feature by adjusting both the mean and the variance simultaneously.
MVN can also be viewed as an example of applying CDF matching principle: when feature distribution is exactly Gaussian distribution, the MVN method is equivalent to the CDF matching. However, single Gaussian model cannot express the complicated distribution of the data, such as the bimodal structure.
Histogram Equalization (HE)
HE is another example of the applying CDF matching principle. It has been widely used in image processing. In recent years, HE is also used in robust speech recognition and snme satisfying results have been achieved [SI. A non-parametric model, cumulative histogram, is adopted to estimate the CDF in HE, and that is the primimary difference of HE from MVN. However, a larger amount of data is needed to estimate a precise cumulative histogram due to its non-parametric essence.
HE is combined with spectral subtraction method to achieve better performance in [SI. Spectral subtraction is first applied in spectral domain to reduce the effects of additive noises, then HE is used in cepstral domain to compensate the non-linear distortion caused by residual additive noises and channel effects. AAer one iteration, the updated model parameters can be computed as follows:
DOUBLE GAUSSIAN BASED FEATURE NORMALIZATION
= T[y] = c i y c y ( y ) ) = F-'(C,.(y))
Model Parameters Estimation
EM algorithm [IO] is used in the estimation of the model " m e t e r s . If double Gaussian model is as follows
In our experiments, five iterations are performed to obtain the reliable model parameters, though we find that the algorithm usually converges after only two or three iterations.
Approximate Implementation
Neither the CDF of standard Gaussian distribution F(2) nor its inverse function F-'(t) has analytic expression, so we approximately implement these two functions using table lookup.
Each item of the table contains a d e pair [ t, F(t)]
, and linear interpolation is &d to get a more precise function'value from two neighboring data pairs. We also adopt Binary Search algorithm to accelerate the table lookup process.
It is interesting to find that the final performance of our implementation is virtually insensitive to the number of data pain in the table. In facG 300 data pain have shown to be quite enough in our experiments, and this 300-pint-table'is used in all of our experiments listed in this paper.
Temporal Smoothing of the Features
In order to find out whether our method can cooperate well with other methods, a simple temporal ARMA filter [I I ] is included in our experiments.
In current implementation of our method, speech features are normalized on a frame-by-frame basis, so it is less likely for the normalized feature of the adjacent frames to be very continuous. The ARMA filter can smooth out the undesirable spikes owing to its low pass characteristics.
RECOGNITION EXPERIMENTS
Speech Databases and Back-End Configurations
Our experiments are performed on Aurora2 database. This database is a subset of TI digits database distributed by ETSI, with artificially mixed additive noises and channel effects. Two strategies of acoustic model training are defined, one trained with clean speech (Clean condition), and the other trained with both clean and noisy speech (Multi condition). Three test sets are defined for both strategies: set A, noise type is matched for training and test; set B, noise type is mismatched for training and test; set C suffers from channel effects besides additive noises. The back-end wnfigurations of the recognizer are also defined in Aurora2 [12]. rm< is used to perform both the training and test; 16 emitting states used for each digit model, and 3 Gaussian mixtures per state; silence model has 3 states and 6 Gaussian mixtures per state; short pause model has only 1 slate tied with the middle state of silence model. By giving all these definitions, Aurora2 makes it possible to compare the performance of different front-end noise-robust techniques.
Experimental Setup and Results
First, MVN method is implemented for the comparison with our method. MFCC features (include CO) are used and experiments are done on a sentence-by-sentence basis.
Normalization is applied on the static features before the computation of derivatives. The results are shown in Table 2 .
Compared with the MFCC baseline results (Table I) , relative error rate reduction is 32.76%.
Then, in order to compare our method with HE, the absolute performance of the method in 151 is also cited ( Table 4 . The relative performance is 41.16%. Finally, the ARMA filtering is combined with our double Gaussian feature normalization method. The results are shown in Table 5 . The relative performance is 48.04%. It is a significant improvement.
The obvious superiority of double Gaussian features normalization method to the MVN method is attributed to the utilization of bimodal characteristic in our method. The performance of our method is also comparable to that of the 
CONCLUSIONS
In this paper, we propose a new speech feature normalization algorithm based on CDF matching principle. The double Gaussian model is u e d in our algorithm as a parametric method tu take the advantage of bimodal characteristics of speech features contaminated by noises.
On Aurora2 database, the .performance of our double Gaussian based feature normalization method is much better than that of MVN method, and comparable to that of the combination method of spectral subtraction and HE.
As a standalone technique, our approach can already achieve quite satisfying performance that is comparable to the results of sophisticated compound methods. Moreover, significant improvement is observed when a simple ARMA filtering procedure is concatenated with our method. So it is reasonable to expect even better performance by combining our method with other front-end noise-robust techniques, such as spectral subtraction, Wiener filtering or VTS.
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