Abstract In this paper we study the distance between the sign function and a class of parametric activation functions. The distance is measured in Hausdorff sense, which is natural in a situation when a sign function is involved. Precise upper and lower bounds for the Hausdorff distance have been obtained.
Introduction
Sigmoidal functions (also known as "activation functions") find multiple applications to neural networks [1] , [4] - [8] . We study the distance between the sign function and a special class of sigmoidal functions, so-called parametric activation functions. The distance is measured in Hausdorff sense, which is natural in a situation when a sign function is involved. Precise upper and lower bounds for the Hausdorff distance are reported.
Parametric Algebraic Activation (PAA) function
The following are common examples of activation functions [1] :
(the piecewise linear(cut, ramp) Lfunction)
Elliott activation function [2] is defined as
The Parametric Algebraic Activation (PAA) function [3] is given by
For a = 0 we obtain the Elliott activation function. Evidently,
The following theorem is proved in [3] :
Theorem A. The family of activation functions (1) converges to the sign function, i.e. for all > 0 there exists c such that for a > c Definition [9] , [10] . The Hausdorff distance ρ(f, g) between two interval functions f, g on Ω ⊆ R, is the distance between their completed graphs F (f ) and F (g) considered as closed subsets of Ω × R.
Simbolically, we have
wherein ||.|| is any norm in R 2 , e. g. the maximum norm ||(t, x)|| = max{|t|, |x|}; hence the distance between the points A = (t A , x A ),
Let us point out that the Hausdorff distance is a natural measuring criteria for the approximation of bounded discontinuous functions [11] , [12] .
We study the Hausdorff distance d between the sign function and the (PAA)-function. The sign function, also known as Heaviside step function, is considered as an interval function in the sense of interval analysis [32] , that is the value of the sign function at its jump (often zero) is defined as an interval (often the interval [−1, 1]. 
Some computational examples using relation (3) are presented in Table 1 The parametric algebraic activation functions for various a are visualized on Figures 1-3 , where the Hausdorff distance is represented as the side of a box, which decreases (tends to zero) when the value of the parameter a increases (tends to infinity).
The Hausdorff approximation of the interval step function by the logistic and other sigmoidal functions is discussed from various approximation, computational and modelling aspects in [13] - [31] . 
Parametric Hyperbolic Tangent Activation (PHTA) function
The Parametric Hyperbolic Tangent Activation (PHTA) function [32] is given by:
We study the Hausdorff approximation d of the Sign function by the (PHTA) function (4).
The following Theorem gives upper and lower bounds for d
Theorem C. For the Hausdorff distance d between the Sign function and (PHTA) function (4) the following inequalities hold for β ≥ 3 :
Proof. We need to express d in terms of β. The Hausdorff distance d satisfies the relation
i.e. d is the unique positive solution of the nonlinear equation:
F (d) > 0 and F is strictly monotonically increasing. Consider the function
In addition G > 0 and G is monotonically increasing. By means of Taylor expansion we obtain Fig. 7 ).
Further, for β ≥ 3 we have
This completes the proof of the theorem.
Some computational examples using relations (5) are presented in Table 2 .
The last column of Table 2 contains the values of d computed by solving the nonlinear equation (7).
The parametric hyperbolic tangent activation functions for various β are visualized on Fig.5-Fig.6 . 
Conclusion
In biologically plausible neural networks, the activation functions represent the rate of action potential firing in the cell [33] . Two classes of parameter activation functions are introduced (PAA and PHTA functions) finding applications in neural network theory and practice. Theoretical and numerical results on the approximation in Hausdorff sense of the sign function by means of functions belonging to these two classes are reported in the paper. 
