In this paper, we study the error in the approximation of a convex function obtained via a one-parameter family of approximation schemes, which we refer to as barycentric approximation schemes. For a given finite set of pairwise distinct points X n := {x i } n i=0 in R d , the barycentric approximation of a convex function f is of the form:
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Introduction, notations and preliminary results
The basic idea behind barycentric approximation schemes is the following: Consider a given finite set of pairwise distinct points X n = {x i } n i=0 in P ⊂ R d , with P = conv(X n ) denoting the convex hull of the point set X n . We do not make any assumptions about the distribution of the points in P except that they must not lie entirely in the same straight line. We are interested in approximating an unknown scalar-valued convex continuous function f : P → R from given function values f (x 0 ), . . . , f (x n ) sampled at X n . In order to obtain a simple and stable global approximation on P , we may consider a weighted average of the function values at data points of the following manner:
or, equivalently, a convex combination of the data values f (x 0 ), . . . , f (x n ). This means that the system of functions λ := {λ i } n i=0 forms a partition of unity, that is: λ i (x) ≥ 0, ∀x ∈ P, i = 0, . . . , n,
n i=0 λ i (x) = 1, ∀x ∈ P.
In addition, we shall also require the set of functions λ to satisfy the firstorder consistency conditions:
We will call any set of functions λ i : P → R, i = 0, . . . , n, barycentric coordinates if they satisfy collectively, for all x ∈ P, the three properties (2) , (3) and (4) . In view of this property we shall refer to the approximation schemes B as barycentric approximation (schemes). The barycentric approximation has many nice properties and can be very useful in some situations. For instance, conditions (3) and (4) together guarantee that affine functions are exactly reproduced by the approximation scheme B. For second-order partial differential equations, approximants that possess constant (3) and linear precision (4) are sufficient for convergence in a Galerkin method [37] . The positivity condition (2) together with the partition of unity property (3), allow us to interpret the barycentric approximation as a weighted average of the data values. This viewpoint is common in computer graphics and geometric modeling, e.g. in Bézier and B-Spline techniques [8, 33] . A very useful property of (2) and (3) is that if x is given such that 0 ≤ λ i (x) ≤ 1 for all i, then x is inside the polytope P . Equations (2) and (3) also ensure that approximation operator B is bounded between the data's minimum and maximum values:
. This guarantees a stability property of the operator B and it is also a statement of the discrete maximum principle and a requirement for the numerical discretization of the diffusion equation.
Note that B is in general non-interpolatory on the point set X n . However, at the vertices of the polytope P the function λ i associated to the vertex v i has to equal 1 at v i and 0 at all other points in X n \ {v i } , i.e., λ i (v j ) = δ ij ( δ is the Kronecker delta). This property is the foundation of using barycentric coordinates for interpolation purposes. Indeed, it immediately implies vertex interpolation for any continuous function:
In this regard, we should mention that vertex interpolation is satisfied automatically by any positive linear operator, see [20] . Clearly, if f is nonnegative, then so is B[f ]. Hence, the weighted average approximation B preserves the nonnegativity property and then it belongs to the class of positive operators. We will also see that all functions λ i associated to points in the interior of X n vanish at the boundary of P , such property facilitates the imposition of linear Dirichlet boundary conditions in a Galerkin method, [4, 29] . It may happen that we know beforehand that the function f to be approximated is convex. To our knowledge, however, subject to the usual convexity, no careful analysis has been designed to be able to provide the correct error estimates for these barycentric approximation schemes. There is some literature on estimation of functions restricted by convexity. For instance, by allowing some smoothness on f to be approximated, say C 2 (P ), it played a crucial role in our research on the determination of the 'best' (or 'optimal') cubature formulae, see [14, 16, 17, 18, 19, 21] , where the latter problem has been extensively reviewed both from the theoretical study as well as the numerical point of view. It is to note that, in the context of one dimensional case, many works have been devoted to the obtention of upper bounds for the discrete Jensen's inequality, see e.g. [6, 28, 36] and references therein. Therefore, in this paper, we shall exploit the convexity assumption heavily, and establish a number of sharp upper and lower pointwise bounds on the error inherent in barycentric approximation for approximating arbitrary convex functions.
The remainder of this paper, which we have divided into six parts, is organized as follows. In Section 2, we first fix notation and provide a very brief survey and some relevant refinements on barycentric coordinates on polytopes. We also give basic existence results. We then derive in Section 3 sharp upper and lower bounds on all barycentric coordinates over convex polytopes. In section 4, we present some of the essential properties of barycentric approximations schemes, and their corresponding approximation errors. In particular, it is shown that a weak Kronecker-delta property at the boundary holds. This section also provides a characterization of the nonnegativity property of the approximation error on the class of convex functions. We also explain in this section why the framework given in this paper was limited to the case of polytope domains. In Section 5, we establish a number of upper and lower pointwise bounds on the approximation error for approximating convex functions. Our main result is Theorem 5.2, which shows how to control, for any convex function, the pointwise error at each x ∈ P committed by the approximation B in terms of computable quantities related to the data, the largest and smallest barycentric coordinates of the point x. In this section, sharp bounds are also derived through the use of the bounds on all barycentric coordinates obtained in Section 3. In Section 6, for convex twice continuously differentiable functions, we derive an optimal error estimate. We show that the Delaunay triangulation gives access to efficient algorithms for computing optimal barycentric approximation. Some numerical results presented in Section 7 illustrate the success of piecewise linear interpolation using Delaunay triangulation.
Generalized barycentric coordinates on polytopes and existence results
In this section we will give the notation we will use, and extend the notion of barycentric coordinates to arbitrary polytopes. We will also show their existence under very general conditions. Consider a set of pairwise distinct points X n = {x i } n i=0 in R d . To simplify the remaining presentation, let us introduce some notations: Throughout this paper d and n denote some fixed positive integers. The convex hull, P ⊂ R d is the smallest (inclusionwise) convex set that contains all the point set X n . The convex hull of a finite set of points in some R d is called a (convex) polytope. For simplicity, we drop the qualifier "convex" throughout, since most polytopes under consideration will be convex. A point x of a polytope P is called an extreme point if there are no two points y = x and z = x in P such that x is a convex combination of y and z. For simplices, barycentric coordinates are a very common tool in many computations. Basically, they are defined as follows: let X d = {v 0 , . . . , v d } be any linearly independent set of d + 1 points in R d , the simplex T with the set of vertices X d is the convex hull of X d , (e.g., a triangle in 2D or a tetrahedron in 3D). Let A i (x) be the signed volume (or area) of the simplex created with the vertex v i replaced by x.
Then the barycentric coordinate functions {λ i , i = 0, . . . , d} of the simplex T with respect to its vertices are uniquely defined by
where vol(T ) will mean the volume measure of T . It is easily seen that each point x of T has a (unique) representation, that is x = d i = 0 λ i (x)v i and the barycentric coordinates λ 0 , . . . , λ d are nonnegative affine functions on T . The uniqueness of this representation allows the weights λ i (x) to be interpreted as an alternative set of coordinates for point x, the so-called barycentric coordinates. Note that a simplex is a special polytope given as the convex hull of d + 1 vertices, each pair of which is joined by an edge.
For a convex polytope P ⊂ R d we will use 'generalized' barycentric coordinates (They are often called generalized barycentric coordinates to distinguish them from the original barycentric coordinates, which were only defined with respect to simplices.) While barycentric coordinates are unique for simplices, there are many possible solutions for polygons with more sides. In recent years, a wide range of generalized barycentric coordinates has been suggested. Two important examples of generalized barycentric coordinate functions are Wachspress' coordinates described in [40] and the mean value coordinates of [8] . Both families produce smooth functions on the polytope P . While being initially described for the 2D case, both have generalizations to 3D. In recent years, the research on barycentric coordinates has been intensified and led to a general theory and extensions to higher dimensions [25, 24, 26, 11, 12] . Barycentric coordinates are natural coordinates for meshes and have many applications including parameterization [5, 32] , free form deformations [34, 24] , finite elements [38] . For additional references as well as more details on this topic, refer to the complete web page (http://www.inf.usi.ch/hormann/barycentric/).
The first result on the existence of barycentric coordinates for more general types of polytopes was due to Kalman [27, Theorem 2] (1961). The next lemma is due essentially to Kalman [27] . Our statements are stronger than the ones provided in [27] , but the proof proceeds along the same lines as the proof of theorem 2 in [27] , so we omit it.
Lemma 2.1. Let X n = {x 0 , . . . , x n } be a set of finite pairwise distinct points of R d and let the polytope P = conv(X n ). Let x * be a given point in P with
Then there exist nonnegative real-valued continuous functions λ 0 , λ 1 , . . . , λ n defined on P such that
for each x ∈ P and λ i (x * ) = λ * i . Moreover, we can choose the barycentric coordinates {λ 0 , . . . , λ n } in such a way that one of them is convex or concave.
In addition to the assumptions of the previous Lemma, we now assume that there are no other points in X n than the vertices of the polytope P . This situation is of interest when P is a small convex polytope obtained by subdivisions of the original domain. The most important fact of the next result is that the barycentric coordinates are linearly independent. In fact, we have the following:
. . , v m } its vertices. Then there are linearly independent nonnegative real continuous functions on P ,
for each x ∈ P.
Proof. The existence of a set of continuous barycentric coordinates λ is assured by Lemma 2.1. So it remains to show that the set consisting of the functions λ is linearly independent. Linear precision (8) shows in particular that each x may be represented as a convex combination of v 0 , v 1 , . . . , v m . Since each v i is an extreme point of P , we conclude by substituting
Hence, the functions λ 0 , . . . , λ m satisfy the delta function property. Now, it is easy to see that this property implies that the set of functions λ must be linearly independent.
Barycentric coordinates provide a basis for linear finite elements on simplices, and generalized barycentric coordinates naturally produce a suitable basis for linear finite elements on general polytopes. Here, the underlying principle is that one triangulates the polytope into simplices and then use the standard barycentric coordinate functions of these simplices. Interpolation properties of this scheme are well known from the standard analysis of the finite element method over simplicial meshes, but, as we will see in the next section, this construction will serve as an important point of comparison with any set of barycentric coordinates. Indeed, a most common form of approximation in the standard continuous linear finite element method is piecewise linear (piecewise affine) spline interpolation, see, e.g., Ciarlet [3] among many standard reference books on finite element theory. To describe a general set up, let X n = {x i } n i=0 in R d be a finite subset of P ⊂ R d with the property P = conv(X n ). A triangulation T of P with respect to X n is a decomposition of P into d-dimensional simplices such that X n is the set of all their vertices and the intersection of any two simplices consists of a common lower dimensional simplex or is empty. Triangulations of compact convex polytopes exist. Indeed, given any finite set X n of points that do not all lie on a hyperplane, Chen and Xu [2, p. 301] describe a lifting-andprojection procedure which results in a triangulation of the convex hull of X n . Let S 1 , . . . S l be the simplices of T and let N i be the set of all integers j such that x i is a vertex of S j . If x ∈ S j and j ∈ N i , then we denote by λ ij (x) the barycentric coordinate of x with respect to x i for the simplex S j . It is easily verified that if
0 otherwise for i = 0, . . . , n, we trivially obtain a set of well-defined barycentric coordinates, which are a generalization of barycentric coordinates when P is a simplex. We list some basic properties of the functions
of which the following are particularly relevant to us:
(1) They are well-defined, piecewise linear and nonnegative real-valued continuous functions. (2) The function l f e i has to equal 1 at x i and 0 at all other points in X n \ {x i } , i.e., l f e i (v j ) = δ ij ( δ is the Kronecker delta).
Sharp upper and lower bounds on all barycentric coordinates
Floater, Hormann and Kós [7] derived sharp upper and lower bounds on all barycentric coordinates on convex polygons in the plane. The main objective of this section is to show that the results of [7] can be extended in a more general way for arbitrary polytopes in higher dimensions.
The important property that will be used later is that the polytope
can also be characterized by means of a finite number of linear halfspaces.
here a k ∈ R d and b k ∈ R, see, e. g., [41] . Let (n v + 1) be the number of vertices of P . We will use the notation V (P ) := {v 0 , v 1 , . . . , v n v } to denote the set of all vertices of P.
Throughout this section P 1 is the class of all polynomials in d real variables of degree at most 1, also called the class of affine functions on R d , and λ := {λ 0 , λ 1 , . . . , λ n } an arbitrary but fixed set of barycentric coordinates with respect to X n .
The next Lemma provides an upper bound for each barycentric coordinate associated to a point of X n , which is in the interior of P . Here, h j , j = 0, . . . , m, are the hyperplanes defining the polytope P, see (10) .
Lemma 3.1. Let {λ 0 , λ 1 , . . . , λ n } be any barycentric coordinates system with respect to X n = {x 0 , . . . , x n }. Then, for any x i ∈ X n ∩int(P ) the associated barycentric coordinate λ i satisfies the bounds:
Proof. We first establish that any set of barycentric coordinates by definition reproduce affine functions. Indeed, let l ∈ P 1 , then there exist a vector a ∈ R d and a real number b such that l can be expressed as follows:
where ., . denotes the usual inner product in R d . Then, assuming (3) and (4), it follows that
This shows that B reproduces exactly all affine functions. Now take any point x i in X n ∩ int(P ), and let λ i its associated barycentric coordinate. We next show that λ i satisfies the following bounds:
Indeed, making use the reproduction property of affine functions and the nonnegativity of
, we conclude that, for any j = 0, . . . , m,
Hence, any barycentric coordinate associated to a point in X n ∩ int(P ) must satisfy the required inequality (11), as claimed.
For the barycentric coordinates associated with each vertex, we get more precise bounds. Given a vertex v i of the polytope P. First of all, let us denote by P 1 i and P 2 i the two polytopes defined by the convex hull of X n \ {v i } and P \int(P 1 i ) respectively. Then, it is easily seen that P 
(ii) For each i = 0, . . . , n v , the function associated with vertex v i defined byl Figure 1 : Partition of the polytope P into two polytopes.
is obviously a nonnegative convex function on P, that it takes the value 1 at the vertex v i . We note that it also follows from (15) that
Hencel i satisfies the delta-property, and then, in particular,l i vanishes at all vertices of P 1 i . Thus, if follows from nonnegativity and convexity ofl i , that it vanishes entirely on the polytope conv (X n \ {v i }) := P 1 i .
After these preparations, we can prove the following result: Lemma 3.3. Under the above notations, any barycentric coordinate λ i associated with a vertex v i satisfies for all x ∈ P the bounds:
where ∆ i is the set of all indices j such that the hyperplane h j does not vanish at the vertex v i .
Proof. Fix a vertex v i of the polytope P, and let λ i its associated barycentric coordinate. The upper bound in (18) may be proved in a similar way by following the proof of Lemma 3.1, so we omit it. To prove the lower bound, we first note, as mentioned in Remark 3.2, (ii), that the functionl i vanishes on P 1 i , then we may assume that x ∈ P is an affine function
Hence, in view of (15), l i j (x) can be bounded by
This implies the required lower bound and completes the proof of the lemma. (i) The barycentric coordinates associated to each point belonging to the interior of the polytope P vanish on facets of P . (ii) The barycentric coordinates associated to the vertices satisfy the delta property.
Some of these properties in different forms are known in many contexts. For instance, as a consequence of Corollary 3.4 Bézier curves pass through the end control points and are tangent to the end control-polygon edges, see [8, 15] . The next result shows that no better bounds thanl i andL i can be obtained for any set of barycentric coordinates. In view of this fact, we call them sharp lower and upper bounds. Indeed, we will show more precisely that there is a set of barycentric coordinates for which these bounds are themselves ith barycentric coordinates. We say that a function λ i : P → R is an i-th barycentric coordinate if it is the i-th member of some set of barycentric coordinates. With the help of Lemma 2.1, we can prove the following: Proof. Given a vertex v i of P. The main ingredient in the proof is the key Lemma 2.1, which says that there exists a set of barycentric coordinates {β 0 , β 1 , . . . , β n } such that the barycentric coordinate β i associated to v i is a convex function (or a concave function). We will now show that under the convexity assumption of β i , the two functions β i andl i are identically equal on P . Corollary 3.4, (ii) implies that β i must satisfy the delta property, that is
and consequently β i vanishes on the polytope conv (X n \ {v i }) := P The next result shows that the reverse implication of Lemma 3.3 holds. Indeed, applying the same argument as in the case of polygons in [7] , we can show that all functions between the upper and lower bounds, obtained in Lemma 3.3, are i-th barycentric coordinates. Proposition 3.6. A functionλ i : P → R is an i-th barycentric coordinate associated to a vertex if and only if the following bounds hold for all x in P .
Proof. Fix i ∈ {0, . . . , n} , and take the vertex v i of the polytope P . We have already shown, in Lemma 3.3, that any barycentric coordinate λ i associated to v i must satisfy the bound given in (22) . Thus, the bounds (22) are necessary for λ i to be an i-th barycentric coordinate with respect to a vertex. To show that the bounds are also sufficient, note first that they immediately implyλ
for some function α i : P → [0, 1]. By Proposition 3.5 there exist two sets of barycentric coordinates {λ 0 , λ 1 , . . . , λ n } and {β 0 , β 1 , . . . , β n } such that
Now define the set of functions {γ 0 , γ 1 , . . . , γ n } by
It is easy to check that {γ 0 , γ 1 , . . . , γ n } form a set of barycentric coordinates and sinceλ i = γ i , this means thatλ i is indeed an i-th barycentric coordinate.
Additional comparisons of barycentric functions can be found in the survey papers of Cueto et al. [4] , Sukumar and Tabarraei [39] .
General properties of barycentric approximation schemes
Barycentric approximation schemes and their corresponding approximation errors share a number of desirable properties. The next section enumerates these properties. Let us denote the set of all continuous functions from the polytope P to R by C(P ). The subset of C(P ) formed by all continuous convex functions on P is denoted by K(P ). We will also denote by R n the subspace of C(P ) spanned by the set of barycentric coordinates λ = {λ 0 , λ 1 , . . . , λ n } . As a consequence of (3) and (4), the linear space R n contains P 1 as a subspace.
We now state without proof some essential properties of barycentric approximation schemes. (i) It maps C(P ) into R n .
(ii) It is nonexpansive with respect to the uniform norm . ∞ , in the sense that if f, g ∈ C(P ) then
(iii) It cannot have a second-order approximation.
The following statements, which easily follow from a simple calculation, give us some important properties relevant to the incurred approximation error, between f and its barycentric approximation. In the following we will often use the notation:
Theorem 4.2. The error approximation E has the following properties.
(i) It vanishes over affine functions, this means that B is a first-order approximation scheme, i. e., it reproduce exactly all affine functions.
(ii) It is nonnegative in K(P ). This means that B approximates convex functions from above. (iii) For any real continuous function f on P, the error E[f ] vanishes at the vertices. Hence, B satisfies the vertex interpolation:
for all vertices of P .
Let Ω be a compact convex subset of R d and let p := {p i } n i=0 be a partition of unity, that is a collection of continuous functions from Ω to the unit interval [0, 1] and whose values sum the unity for all x ∈ Ω. Let {x 0 , . . . , x n } be a set of distinct points in Ω. In a partition of unity method, an approximation of a function f defined on Ω is given by
In the case that p forms a set of barycentric coordinates, Theorem 4.2 shows that the nonnegativity property (ii) is satisfied by the approximation error
The next result shows that, in a certain sense, the reverse implication also holds. The main point of what follows it that the nonnegativity property on K(P ) of the approximation error E can be characterized in term of linear precision of the barycentric coordinates. Here, and in what follows, A(P ) will denote the space of all affine real functions on P .
Theorem 4.3.
Let Ω be a compact convex subset of R d with positive measure. Assume that there are n + 1 points x 0 , . . . , x n ∈ Ω, and a partition of unity {p 0 , . . . , p n } on Ω. Then, the following statements are equivalent:
(i) {p 0 , . . . , p n } is a barycentric coordinates system.
(ii) The error E is nonnegative on K(P ). (iii) The error E vanishes on A(Ω).
Proof. We have already shown the implication (i) implies (ii) in Theorem 4.2, (ii). For the implication (ii) implies (iii)
, we use the fact that affine functions and their opposites belong to K(Ω). Then (ii) implies that for any affine function l we have E[l] ≥ 0 and E[−l] ≥ 0. Hence, by virtue of linearity of the operator E we deduce the vanishing property of E on A(P ). Finally, to prove that (iii) implies (i) it suffices to consider the usual projection functions e 1 , . . . , e d , e i : x = (x 1 , . . . , x d ) → x i .
Pointwise error estimations
In this section, we will discuss the problem of finding upper and lower bounds for the approximation error between any continuous convex function and its barycentric approximation scheme defined by (1) . Here, the error induced by the approximation process will be estimated by using a pointwise error measure. For a given convex function f , effective upper and lower bounds for E[f ] at a point x can be given in terms the data values of f , the largest and smallest barycentric coordinates of x. These bounds are presented in equations (34) and (50) More precisely, assume we are given a set λ = {λ 0 , λ 1 , . . . , λ n } of barycentric coordinates with respect to a fixed set of (n + 1) pairwise distinct points X n = {x i } n i=0 of R d , we are interested in estimating, for each x ∈ P, the quantity:
Before stating any error estimates, we fix some notation. Throughout, let V (P ) := {v 0 , v 1 , . . . , v n v } denotes the set of vertices of P . If there is no confusion, we will continue to simply denote
The centroid w[X n ] of the polytope P = conv(X n ) with respect to X n is defined as the average of the points defining the polytope. Therefore, we have:
which we often write as w when X n is clear from context. We note that w is always located inside P . In what follows, we will let e[f ](w) denote
This fundamental quantity will play a significant role in estimating the error E. The reader may verify that under the conditions
e[f ](w) coincides with E[f ](w). Recall that Lemma 2.1 says that the set of barycentric coordinates λ can be chosen such that the equalities given in equation (31) hold. If f ∈ K(P ), then Theorem 4.2, (ii), asserts that 0 ≤ E[f ]. The lower bound zero is of global nature since it holds for any x ∈ P, f ∈ K(P ) and any barycentric coordinates system. We observe, under the assumption that f is convex, that the following upper bound holds trivially.
We have to work a little more in order to improve on the bound given by (32) . Indeed, in the subsequent analysis, we shall first prove a remarkable fact that the error E[f ] made in approximating f ∈ K(P ) at any point x ∈ P can be controlled by the error e[f ] at the centroid of X n . Indeed, the next result gives an upper global bound (depending solely on e[f ] at w) and it does not depend on the set of barycentric coordinates used by the approximation operator B:
Theorem 5.1. With the above notation, if f is a continuous convex function on P , then we have:
Proof. To show this we first note that the centroid w can be written as
Which is obviously a convex combination of points of P . Now, Jensen's inequality immediately implies
which is obviously equivalent to the desired inequality.
As the reader may verify, the bound given in Theorem 5.1 is better than that given in (32) . The next result gives more precise lower and upper bounds for the error E. To do so, it will be convenient to use two important functions. For any point x ∈ P with barycentric coordinates λ 0 (x), . . . , λ n (x), we define the largest and smallest barycentric coordinates as follows:
For any given x ∈ P and f ∈ K(P ), Theorem 5.2 below shows how to control the error E[f ](x) in terms of the largest and smallest barycentric coordinates of x and the error e[f ](w).
Theorem 5.2. If f is a continuous convex function on P , then, for all x in P , we have:
Proof. Pick any x in P. We distinguish three cases:
, i = 0, . . . , n, since we have
− λ i (x) = 0. This means that x = w, so inequality (34) obviously holds.
• Case II:
≤ λ min (x). Then, the same argument shows that λ i (x) = 1 n+1 , i = 0, . . . , n, x = w, and again inequality (34) obviously holds.
• Case III:
To simplify notation, let us denote
Since 0 ≤ l < 1, we can write x as a convex combination of x 0 , . . . , x n , namely,
where
It is not hard to check also that y is a convex combination of the points x 0 , . . . , x n . Hence, by using two times Jensen's inequality we get
which is equivalent to the left inequality in (34) . To show the right-hand side inequality in (34) , once again, we can express the centroid w in the form:
where, for ease of notation, we set
and r = (n + 1)λ max (x).
Note that, since 1 n+1 < λ max (x) then 0 < 1 r < 1 and therefore z and w are written as convex combinations of points of P. Hence, by Jensen's inequality applies to (37), we get after straightforward calculations.
On the other hand, we have
Now, making use of (39), we rewrite the above inequality as follows:
Finally, short calculations based on the definition of r establish the right hand side of the inequality in (34) . This validates the two bounds given in (34) .
There are two points that distinguish this result from what has been reported before. First one observes, the simple form of the upper bound that appears at the right side of the inequality (34) is better than those given by (33) . Second, Theorem 5.2 yields a significantly better lower bound than the bound 0 provided by Theorem 5.1.
It is generally not necessary to use all the data points to estimate the error E. Instead, we can use the data values at the vertices. Let us describe this technique by assuming, for instance, that we only know the values at the vertices of the convex function to be approximated. In this setting, we introduce a particularly useful notation which will be used throughout:
where n v + 1 denotes the number of vertices of the polytope P. As before, we shall also use the notation
to denote the centroid of the polytope P with respect to its vertices. From now on the symbol E v will be reserved exclusively to denote the approximation error when the set of points X n is constituted only by vertices of the polytope P . Thus, we have
given set of barycentric coordinates of x with respect to the set of vertices {v 0 , . . . , v n v } . With these conventions in mind, the next Lemma tells us how the approximation error E[f ], at any x ∈ P, can be controlled by
, where α v is a set of barycentric coordinates with respect to V (P ). Indeed we have the following result. 
Proof. Pick any set of barycentric coordinates {λ
n v } with respect to V (P ). Clearly, the points x 0 , . . . , x n are a convex combination of the vertices of P , that is,
Hence, by the convexity of f ,
It is easy to check that α 
Proof. Lemma 5.3 says that
Then, we readily see that the right hand side inequality now follows directly from Theorem 5.2, by taking the set of barycentric coordinates given in (45).
To establish the left-hand side inequality of (50), it follows from Theorem 5.2 that it is enough to show that
To see this, we write the centroid w as follows:
where y i , i = 1, . . . , n−n v are elements of X n located in int(X n ). Obviously, this representation is a convex combination of elements of P. Therefore, as a consequence of the convexity of f ,
Finally, a simple transformation shows that the last inequality is exactly (49) below.
We now use sharp upper and lower bounds, on all barycentric coordinates obtained in Lemma 3.3, to derive new bounds on the approximation error E v . To this end, letl i andL i be defined as in Lemma 3.3. For each x in P defineL
As an immediate consequence of Theorem 5.4 and Lemma 3.3, we obtain:
If f is a continuous convex function on P , then, for all x in P , we have:
6. The case of a convex function f ∈ C 2 (P )
Clearly the lower and upper bound obtained in Theorems 5.1 and 5.2 depend on a choice of the set of barycentric coordinates λ := {λ 0 , λ 1 , . . . , λ n } used to define the barycentric approximation B. This raises the question of what would be a best choice of λ. In this section, we will restrict our study to convex functions f ∈ C 2 (P ). For twice differentiable functions f : P → R, we denote by
the Hessian matrix of f at x and introduce
All vectors are understood as column vectors, thus x T , or the transpose of x, is a row vector.
The following result is a simple consequence of the classical Taylor's formula for multivariate real valued function. Proposition 6.1. Suppose f is a C 2 -convex function on P. Then, for all x in P, we have
Equality is attained for all functions of the form f (x) = a(x) + c, where c ∈ R and a is any affine function.
In view of the error estimate (52), it seems desirable to select the set of barycentric coordinates λ for which E[ . 2 , λ, X n ] := n i=0 λ i x − x i 2 is small. Hence, we want to solve the following constrained optimization problem (P x ):
For a fixed but arbitrary
Since the parametric optimization problem (P x ) depends on x, its solution is also a function of x. We shall call a set of barycentric coordinates λ (global) optimal if for each x ∈ P , λ 0 (x), λ 1 (x), . . . , λ n (x) is a solution of (P x ). Given a triangulation T of the point set X n , then the point x belongs to at least one simplex S x of the triangulation T. The set of constraints of (P x ) provides (d + 1) constraints, hence, n − d weights can be chosen freely. One possible choice of weights would be to take the barycentric coordinates of the point x with respect to the simplex S x and set the remaining (n − d) weights to zero. Of course, the resulting choice is not necessarily optimal. We will show that there exists a triangulation for which this choice is optimal. A very natural triangulation DT (P ) of P , that uses only the points of X n as triangulation vertices and such that no point in X n is inside the hypercircumsphere of any simplex of the triangulation. Such a triangulation exists and it is called a Delaunay triangulation of P with respect to X n and it can be obtained as the geometric dual of the Voronoi diagram of X n , see, e. g., [9] . We recall from Section 2 that every Delaunay triangulation generates a set of (linear finite element) barycentric coordinates. The following theorem is an immediate consequence of a known extremal property of Delaunay triangulation.
Theorem 6.2. Every set of barycentric coordinates, which is generated by a Delaunay triangulation, is optimal.
Proof. Let the function g be defined by
By [31, Lemma 10] , formulated in our notation and for our situation, at g(x), for a fixed point x, the only nonzero values of λ i occur for the vertices of the Delaunay simplex containing the point x. Thus, a necessary condition for minimizing the last expression is that λ is a set of barycentric coordinates, which is generated by a Delaunay triangulation. This completes the proof.
Note that if P is a simplex in R d , then n = d and the problem (P x ) yields for each x a unique solution for the λ i . For n > d + 1, which is the case of interest in this paper, the problem (P x ) forms an under-determined system. If points x 0 , . . . , x n are in general position, no d + 1 points of X n lie on a common hyperplane in R d and no d + 2 points lie on a common hypersphere, then Delaunay triangulation is unique. An inspection of the proof of Theorem 6.2 shows that in this case, the global unique solution is described by the set of (linear finite element) barycentric coordinates generated by the unique Delaunay triangulation. When the points are not in general position, the optimization problem above does not have a unique optimal solution. Note that in this case, the problem has an infinity of solutions, indeed, a convex combination of global solutions of (P x ) is also a solution. So the optimal solutions to (P x ) form a convex set. It will be interesting to have a way of comparing optimal solutions and selecting favorable ones. This will be discussed in a forthcoming paper. It should be noted that not every set of optimal barycentric coordinates is generated by a Delaunay triangulation. In fact, consider a two-dimensional square S, Figure 3 shows two different Delaunay triangulations are possible for S. Now every convex combination of these solutions provides a set of optimal barycentric coordinates which are not generated by a triangulation.
We should mention that for numerical aspects there exist efficient algorithms for computing a Delaunay triangulation with respect to a finite point set X n whose convex hull is P , see [9] . Figure (b) shows Delaunay triangulation based on the data points given in (a). Once we have such a triangulation, we can obtain the set of optimal barycentric coordinates. Finally, for the corresponding L 1 problem we refer to [16] .
Numerical experiments
Given a set of scattered data {(x i , y i , f i } N i=1 , which are assumed to be sampled from a convex function f : Ω ⊂ R 2 → R. Taking the N scattered points as nodes, an optimal triangulation mesh, T , is constructed in domain Ω using Delaunay triangulation method. In this section, we present some numerical tests to illustrate the practical performance of the corresponding linear interpolating scheme developed in Section 6. With this aim, we approximate two test convex functions using randomly scattered data points in the indicated domain. Although our final findings and conclusions hold for many more examples we only present here two typical examples.
Example 7.1. We take the following convex function from [30] :
f (x, y) := x 4 + y 4 .
The data points are generated from the above function with the restriction of domain D := [0, 1] × [0, 1] . Figure 5 , (a) is Delaunay triangulation based on 21 equally spaced nodes on each edge of the boundary of square D and 216 nodes in the square. The nodes in the domain are placed randomly selected from D while the nodes on the boundary is equally spaced. Figure 5 , (b) presents the graph of f . Figure 5 , (c) describes the graph for the linear interpolation of scattered data generated from the function f. Example 7.2. In the second example the data points is generated from the following test function taken from [23] :
g(x, y) = x 3 + 5(y 2 − 0.6) 2 + 1.
As it is mentioned in [23] , the data points in this example belong to a surface that models part of a car. The data points are generated from the above function with the restriction of domain D := [0, 1] × [0, 1] , with data values taken from function g. Figure 6 , (a) shows the Delaunay triangulation based on 21 equally spaced nodes on each edge of the boundary of square D and 216 nodes randomly selected in the square. Figure 5 , (b) is the graph of g while Figure 5 , (c) shows the linear interpolation of scattered data generated from the function g.
From Figures 5 and 6 it is clear that the convexity of f and g has been preserved and there are no visual differences between the test functions and their linear interpolants.
