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Abstract
In this paper, we use the monotone iterative method to prove the existence of the minimal and
maximal fixed points of a discontinuous strongly monotone operator on an order interval in an or-
dered normed linear space. As an example of the application of our results, we show the existence of
extremal solutions to a class of discontinuous initial value problems.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let B be a Banach space partially ordered by a closed convex cone K . We denote x  y
if y − x ∈ K , x < y if y − x ∈ K\{0}, and x  y if K is solid, i.e., ˚K = ∅, and y − x ∈ ˚K ,
where ˚K denotes the interior of K . We assume that K is normal, i.e., 0  x  y implies
‖x‖  N‖y‖, where N is the normality constant of K . An operator A on B is said to
be monotone if x  y implies Ax  Ay . Order intervals are defined as [u,v] = {x ∈ B:
u x  v} with u < v, and (u, v) = {x ∈ B: u < x < v}. It is well known that a continuous
compact monotone operator A : [u,v] → [u,v] have both the minimal fixed point u∗ and
the maximal fixed point v∗ in [u,v] in the sense that if x ∈ [u,v] is a fixed point of A,
then u∗  x  v∗. Furthermore u∗ and v∗ can be achieved by monotone iterative method
(e.g., see [1, Theorem 2.1.1], [8, Theorem 7.A]). However, when A is not continuous, the
existence of fixed points is not guaranteed.
Recently, Krasnosel’skii and Lusnikov [4] discussed the fixed point problems for dis-
continuous operators. They called an operator A to be h-monotone if x < y implies
Ax <Ay−α(x, y)h, where h ∈ K , h = 0, and α(x, y) > 0. A point x∗ ∈ B is called a point
of h-continuity of an operator A if ‖A(x∗+εh)−Ax∗‖ → 0 and ‖A(x∗−εh)−Ax∗‖ → 0
E-mail address: yong@imap.pitt.edu.0022-247X/$ – see front matter  2003 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2003.11.003
Y.-Z. Chen / J. Math. Anal. Appl. 291 (2004) 282–291 283as ε → 0+. A is said to be a monotonically compact operator if x1  · · · xn  · · · w
(x1  · · ·  xn  · · ·  w) implies that Axn converges to some x∗ ∈ B in norm and that
x∗ = sup{Axn} (x∗ = inf{Axn}). A monotone monotonically compact operator is referred
to as an MMC-operator. They proved the following theorem.
Theorem 1.1 [4, Theorem 1]. Let A :B → B be an h-monotone MMC-operator with u <
Au Av < v. Then A has at least one fixed point x∗ ∈ (u, v) possessing the property of
h-continuity.
An interesting case of the above theorem is that for a solid cone K and h ∈ ˚K = ∅, the
points of h-continuity are just the points of usual continuity of A. Thus, Theorem 1.1 pro-
vides conditions for a discontinuous operator to have fixed points at which it is continuous.
However, Theorem 1.1 did not offer a monotone iterative procedure to get the fixed points.
The purpose of this paper is to prove that under the assumptions of Theorem 1.1, A has
the minimal fixed point u∗ and the maximal fixed point v∗ in [u,v]. Furthermore u∗ and
v∗ can be achieved by monotone iterative method. For the convenience of application, we
also note that the theorem is true in a ordered normed linear space, i.e., the space does not
have to be complete. As an example for application, we applied our theorem to study a first
order discontinuous nonlinear differential equation to conclude our paper.
For other approaches to tackle discontinuous monotone operators, see [2,3,5].
2. Main results
In this section, E will be a normed linear space partially ordered by a normal close
convex cone K . All the terminologies and notations introduced in Section 1 are carried
through in this section. Let [u,v] be an order interval in E and [u,v]h = {x+εh: x ∈ [u,v],
−1 ε  1}.
Theorem 2.1. Let A : [u,v]h → [u,v]h be an h-monotone MMC-operator such that u <
AuAv < v. Then A has both the minimal fixed point u∗ and the maximal fixed point v∗
in [u,v], and u∗ and v∗ can be obtained via monotone iterates
u <Au< · · · <AnuAnv < · · · <Av < v
with
lim
n→∞A
nu = u∗ and lim
n→∞A
nv = v∗.
Furthermore A is h-continuous at u∗ and v∗, i.e.,
lim
ε→0+A
(
u∗ ± εh)= u∗ and lim
ε→0+A
(
v∗ ± εh)= v∗.
Proof. For x ∈ [u,v], let
C+x = lim A(x + εh) and C−x = lim A(x − εh). (1)ε→0+ ε→0+
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C− are monotone, and satisfy
Ax C+x < A(x + εh) and Ax C−x > A(x − εh) (2)
for any ε > 0.
By hypothesis u < Au  Av < v and the h-monotonicity of A, there exist α0(u) > 0
and α0(v) > 0 such that
u+ α0(u)h < Au+ α0(u)h < A2uA2v < Av − α0(v)h < v − α0(v)h.
Consequently, using the h-monotonicity and (2),
C+(u)+ α1(u)h < A
(
u+ α0(u)h
)+ α1(u)h < A3u
A3v < A
(
v − α0(v)h
)− α1(v)h < C−(v) − α1(v)h
for some α1(u) > 0 and α1(v) > 0.
Suppose that
Cn+(u)+ αn(u)h < An+2uAn+2v < Cn−(v) − αn(v)h
for some αn(u) > 0 and αn(v) > 0, where n  1. Then, again using the h-monotonicity
and (2), there exist αn+1(u) > 0 and αn+1(v) > 0 such that
Cn+1+ (u)+ αn+1(u)h < A
(
Cn+(u)+ αn(u)h
)+ αn+1(u)h < An+3u
An+3v < A
(
Cn−(v) − αn(v)h
)− αn+1(v)h
< Cn+1− (v) − αn+1(v)h.
The above induction argument gives
AnuCn+(u) < An+2uAn+2v < Cn−(v)Anv (3)
for all positive integer n.
Since A is an MMC-operator,
lim
n→∞A
nu = lim
n→∞C
n+u = u∗ and limn→∞A
nv = lim
n→∞C
n−v = v∗, (4)
where u∗, v∗ ∈ (u, v) and u∗  v∗.
For each x0 ∈ cl{Cn+u} (the closure of {Cn+u: n = 0,1,2, . . .}), define
ϕ(x0) = sup
{∥∥C2+x − x∥∥: x ∈ cl{Cn+u} and x  x0},
and for each y0 ∈ cl{Cn−v}, define
ψ(y0) = sup
{∥∥C2−y − y∥∥: y ∈ cl{Cn−v} and y  y0}.
It is clear that ϕ(x0) is nonincreasing and ψ(y0) is nondecreasing.
We claim that
lim ϕ
(
Cn+u
)= 0 and lim ψ(Cn−v) = 0. (5)n→∞ n→∞
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{Cn+u} is a Cauchy sequence. The proof of limn→∞ ψ(Cn+u) = 0 is similar, and the claim
(5) is proved.
The monotonicity of ϕ and ψ , together with (4) and (5), imply
ϕ
(
u∗
)= 0 and ψ(v∗)= 0.
Since u∗  Au, Au∗  An+1u. Letting n → ∞, Au∗  u∗. So that C+u∗  u∗. Assume
that C+u∗ > u∗. Then
AC+u∗ >Au∗ + α
(
u∗
)
h u∗ + α(u∗)h
for some α(u∗) > 0. It follows that C2+u∗ > u∗ + α(u∗)h, which contradicts with
ϕ(u∗) = 0. Therefore C+u∗ = u∗ and limε→0+ ‖A(u∗ + εh)−u∗‖ = 0. On the other hand,
note that in (3) we actually proved An+2u > Cn+(u) + αn(u)h for some αn(u) > 0. It fol-
lows that
An+1uA
(
Cn+u
)
<A
(
An+2u− αn(u)h
)
A
(
u∗ − αn(u)h
)
<Au∗  u∗.
Hence limε→0+ ‖A(u∗ −εh)−u∗‖ = 0. limε→0+ ‖A(v∗ ±εh)−v∗‖ = 0 follows a similar
argument as above.
By (3),
Anu < u∗  v∗ <Anv.
Suppose that x∗ ∈ [u,v] is a fixed point of A, i.e., u < x∗ < v and Ax∗ = x∗. Then for
any n,
u <Anu < x∗ <Anv < v.
Letting n → ∞,
u < u∗  x∗  v∗ < v.
Hence u∗ is the minimal fixed point and v∗ is the maximal fixed point of A in [u,v]. 
Remark. An order interval [x∗, x∗] ⊂ [u,v] is said to be robust h-stable (h > 0) [4] with
respect to a monotone operator A if there exist un, vn ∈ [u,v] such that
u1 < · · · < un < · · ·< x∗, x∗ < · · ·< vn < · · ·< v1,
and
‖un − x∗‖ → 0,
∥∥vn − x∗∥∥→ 0,
un + δnhAun  un+1, vn − δnhAvn  vn+1
for n = 1,2, . . . , where δn → 0+. The proof of Theorem 2.1 tells us that [u∗, v∗] is robust
h-stable.
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It is clear that a strongly monotone operator is h-monotone for any h ∈ ˚K . Hence we have
the following theorem.
Theorem 2.2. Let K be a solid cone, and A : [u,v] → [u,v] be a strongly monotone MMC-
operator such that u <AuAv < v. Then A has both the minimal fixed point u∗ and the
maximal fixed point v∗ in [u,v], and u∗ and v∗ can be obtained via monotone iterates
u <Au  · · ·  AnuAnv  · · ·  Av < v
with
lim
n→∞A
nu = u∗ and lim
n→∞A
nv = v∗.
Furthermore A is continuous at u∗ and v∗.
Proof. u <AuAv < v implies
u <Au  · · ·  AnuAnv  · · ·  Av < v. (6)
Since A is an MMC-operator,
lim
n→∞A
nu = u∗ and lim
n→∞A
nv = v∗,
where u∗, v∗ ∈ (u, v) and u∗  v∗.
(6) also gives u  v, Anu  v and u  Anv for all positive integer n. Let h =
v−u ∈ ˚K . Then Anu+εnh ∈ (u, v), u∗ +ε∗h ∈ (u, v), Anv−εnh ∈ (u, v) and v∗ −ε∗h ∈
(u, v) for sufficiently small εn > 0 and ε∗ > 0.
Let
[u,v)+ =
{
x ∈ [u,v): x  v}
and
(u, v]− =
{
x ∈ (u, v]: x 
 u}.
It is clear that Anu ∈ [u,v)+, u∗ ∈ [u,v)+, Anv ∈ (u, v]− and v∗ ∈ (u, v]. Define
C+x = lim
ε→0+A(x + εh), x ∈ [u,v)+,
and
C−x = lim
ε→0+A(x − εh), x ∈ (u, v]−.
We claim C+ : [u,v)+ → [u,v)+ and C− : (u, v]− → (u, v]−. To see this, letting x ∈
[u,v)+, we have
Ax C+x < A(x + εh)  Av < v
for some ε > 0 since x  v and A is h-monotone. Hence C+x ∈ [u,v)+. Similarly, C−x ∈
(u, v]− for x ∈ (u, v]−.
The remaining part of the proof follows exactly the same steps as in the proof of Theo-
rem 2.1. 
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In this section we will apply our monotone iteration method in Section 2 to obtain
the extremal solutions for a class of discontinuous scalar differential equations, which
was studied by Heikkilä and Lakshmikantham [2] using a generalized monotone iterative
method.
In the following, R stands for the set of real numbers and J a compact real interval. Let
L+(J ) be the class of nonnegative Lebesgue measurable functions which are integrable
over J , and AC(J ) be the class of absolutely continuous functions on J . AC(J ) is a
normed linear space with the maximum norm, and partially ordered by the cone K = {x ∈
AC(J ): x(t) 0}. K is solid since ˚K = {x ∈ AC(J ): x(t) > 0}. x  y iff x(t) < y(t) for
all t ∈ J .
A function f :J ×D → R is said to be a Carathéodory function if f (x, y) is measurable
as a function of x for each fixed y and continuous as a function of y for a.a. (almost all)
x ∈ J , where D ⊂ R. For a scalar initial value problem (IVP for short)
x ′ = f (t, x), x(0)= x0, (7)
y ∈ AC(J ) is said to be an upper solution of (6) if
y ′(t) f
(
t, y(t)
)
for a.a. t ∈ J and y(0) x0,
and a lower solution if the reverse inequalities hold.
We need two lemmas.
Lemma 3.1. Let f be a Carathéodory function on
Ω = {(t, x): α(t) x(t) β(t), t ∈ J },
where α and β are lower and upper solutions of (7). If there exists m ∈ L+(J ) such that∣∣f (t, x1)− f (t, x2)∣∣m(t)∣∣x1(t)− x2(t)∣∣ for a.a. t ∈ J,
where x1, x2 ∈ [α,β]. Then (7) has a unique solution x ∈ [α,β] for any x0 ∈ [α(0), β(0)].
Sketch of Proof. Follow a similar argument as used in the proof of Theorem 1.5.1 in
[2, pp. 68–70] and apply Theorem XVIII of [7, p. 121]. 
Lemma 3.2 [6, Theorem 4]. Let f be a Carathéodory function on S = J ×R, and f (t, x)
be increasing in x for each fixed t ∈ J , where J = [a, b]. For each constant b > 0, there
exists m ∈ L+(J ) such that∣∣f (t, x1)− f (t, x2)∣∣m(t)∣∣x1(t)− x2(t)∣∣ for a.a. t ∈ J
and for all ‖x1‖,‖x2‖ b. Suppose u(a) < v(a) and
u′(t) − f (t, u(t)) v′(t)− f (t, v(t)) for a.a. t ∈ J.
Then u(t) < v(t) for all t ∈ J .
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x ′ = f (t, x, x), x(0)= x0, (8)
where f :J ×R2 → R, J = [0, T ]. Suppose
(A0) α, β ∈ AC(J ), α  β ,
α′(t) f
(
t, α(t), α(t)
)
and β ′(t) f
(
t, β(t), β(t)
)
for a.a. t ∈ J.
(A1) There exists N ∈ L+(J ) such that |f (t, x, y)|N(t) for a.a. t ∈ J and x, y ∈ [α,β].
(A2) f (·, x, y(·)) is Lebesgue measurable for all x ∈ R and y ∈ AC(J ).
(A3) There exists m ∈ L+(J ) such that∣∣f (t, x1, y)− f (t, x2, y)∣∣m(t)∣∣x1(t) − x2(t)∣∣ for a.a. t ∈ J and all y ∈ R,
where x1, x2 ∈ [α,β].
(A4) There exists M ∈ L+(J ) such that f (t, x, y)+M(t)y is nondecreasing in y for a.a.
t ∈ J and all x ∈ R.
Theorem 3.3. Under the hypotheses (A0)–(A4), the IVP (8) has the minimal solution α∗
and maximal solution β∗ in the order interval [α,β] in the sense that if x ∈ [α,β] is another
solution to (8), then α∗(t) x(t) β∗(t) for all t ∈ J . α∗ and β∗ can be obtained via the
monotone iterates
α <Gα < · · · <Gnα Gnβ < · · ·<Gβ < β
with
lim
n→∞G
nα = α∗ and lim
n→∞G
nβ = β∗,
where
G(y)(t) = y(0)+ x0
2
+
t∫
0
[
f
(
η,G(y), y
)+M(y −G(y))]dη. (9)
Furthermore, we have
α∗(t) = x0 + lim
x→α∗
t∫
0
f (η, x, x) dη (10)
and
β∗(t) = x0 + lim
x→β∗
t∫
0
f (η, x, x) dη, (11)
where the convergences are uniform convergences on J .
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quences, we consider the IVP
x ′ = F (t, x;y(t)), x(0)= y(0)+ x0
2
, (12)
where
F
(
t, x;y(t))= f (t, x, y(t))+M(t)[y(t)− x(t)]. (13)
From (A2) and (A3) it follows that (t, x) → F(t, x;y(t)) is a Carathéodory function on
J ×R for each y ∈ [α,β]. By (A4) and (13),
F
(
t, α(t);y(t))− f (t, α(t), α(t))
= f (t, α(t), y(t))+M(t)[y(t)− α(t)]− f (t, α(t), α(t))
 0 for a.a. t ∈ J.
Noting (A0), we have
F(t,α;y) α′(t) for a.a. t ∈ J.
Similarly,
F(t, β;y) β ′(t) for a.a. t ∈ J.
Since∣∣F(t, x1;y)− F(t, x2;y)∣∣

∣∣f (t, x1, y)− f (t, x2, y)∣∣+M(t)∣∣x1(t)− x2(t)∣∣

(
m(t)+M(t))∣∣x1(t)− x2(t)∣∣,
by Lemma 3.1, there exists a unique solution x ∈ [α,β] to (12). Define an operator
G : [α,β] → [α,β] by G(y) = x , where x is the unique solution to (12) for a given
y ∈ [α,β].
We are to show:
(i) G(α) 
 α.
It is the result of the application of Lemma 3.2 in view of the facts F(t,G(α);α) =
G(α)′(t),
F(t,α,α) = f (t, α,α) +M(t)(α(t) − α(t)) = f (t, α,α) α′,
and G(α)(0) = α(0)+x02 > α(0).
(ii) Similarly, G(β)  β .
(iii) G(y) G(z) for y < z.
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(
t,G(y);y)= G(y)′(t), G(y)(0)= y(0)+ x0
2
,
F
(
t,G(z);y) F (t,G(z); z)= G(z)′(t), G(z)(0) = z(0)+ x0
2
.
Since G(z)(0) > G(y)(0), G(y)  G(z) due to Lemma 3.2.
(iv) G is monotonically compact.
Let {xn}∞n=1 be a monotone sequence in [α,β]. Then {Gxn(t)}∞n=1 is a monotone se-
quence in [α(t), β(t)] for each t ∈ J . Let x(t) = limn→∞ Gxn(t). Now
∣∣G(xn)(t) −G(xn)(s)∣∣=
∣∣∣∣∣
[
xn(0)+ x0
2
+
t∫
0
F
(
η,G(xn), xn
)
dη
]
−
[
xn(0)+ x0
2
+
s∫
0
F
(
η,G(xn), xn
)
dη
]∣∣∣∣∣
=
∣∣∣∣∣
t∫
s
F
(
η,G(xn), xn
)
dη
∣∣∣∣∣

t∫
s
∣∣N(η)+ kM(η)∣∣dη,
where k = max{β(t)} − min{α(t)}. Hence {Gxn(t)}∞n=1 is equicontinuous. It follows that
the convergence is uniform. Letting n → ∞,
∣∣x(t)− x(s)∣∣
t∫
s
∣∣N(η)+ kM(η)∣∣dη,
which implies that x ∈ AC(J ). (iv) is proved.
Therefore we can apply Theorem 2.2 to obtain both the minimal fixed point α∗ and the
maximal fixed point β∗ of G in [α,β]. α and β can be obtained via monotone iterates:
α <Gα < · · · <Gnα Gnβ < · · ·<Gβ < β
with limn→∞ Gnα = α∗ and limn→∞ Gnβ = β∗, where G is defined by (9).
To show that α∗ is the minimal solution and β∗ is the maximal solution of (8) in [α,β],
in view of (12) and (13), we only need to check α∗(0)= β∗(0) = x0. As a matter of fact, for
any fixed point x∗ of G, letting y = x∗ in (12) and setting t = 0, we have x∗(0) = x∗(0)+x02
due to G(x∗) = x∗. x∗(0)= x0 follows immediately.
Furthermore, G is continuous at α∗ and β∗ in the sense limε→0 G(α∗ + ε) = α∗ and
limε→0 G(β∗ + ε) = β∗. Using (9),
Y.-Z. Chen / J. Math. Anal. Appl. 291 (2004) 282–291 291α∗(t) = lim
ε→0
{
ε + 2x0
2
+
t∫
0
[
f
(
η,G
(
α∗ + ε), α∗ + ε)
+M(α∗ + ε −G(α∗ + ε))]dη
}
= lim
ε→0
[
x0 +
t∫
0
f
(
η,G
(
α∗ + ε), α∗ + ε)dη
]
.
Also, assumption (A3) implies
lim
ε→0
[
x0 +
t∫
0
f
(
η,G
(
α∗ + ε), α∗ + ε)dη
]
= lim
ε→0
[
x0 +
t∫
0
f
(
η,α∗ + ε,α∗ + ε)dη
]
.
Hence, we have
α∗(t) = x0 + lim
ε→0
t∫
0
f
(
η,α∗ + ε,α∗ + ε)dη.
Similarly,
β∗(t) = x0 + lim
ε→0
t∫
0
f
(
η,β∗ + ε,β∗ + ε)dη.
(10) and (11) are proved. 
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