Abstract: Traffic signs automatic recognition was researched in this paper. Traffic signs image preprocessing methods was introduced firstly. Secondly, feature extraction algorithm of traffic signs based on SIFT was elaborated, then a fast SIFT algorithm based on PCA dimensionality reduction was presented to extract the characteristics of traffic signs. Finally, the SVM classifier was studied. A large number of experimental results were completed to demonstrate the effectiveness and practicality of related algorithms.
INTRODUCTION
With the development and study on intelligent transportation system, the automatic TSR (Traffic Signs Recognition, TSR) has drawn the attention and the technology has been greatly improved. In the not-far future, TSR systems will become an important part of unmanned vehicle systems.
In the research of TSR, the influencing factors on recognition includes: traffic signs are easy to be affected by external environment; traffic signs are easy to fade and deform, the captured images distort easily; vibration may be generated in the moving process of unmanned vehicles, so the collected images will be very vague; and the different shooting angel can also leads to collected images geometric distortion, some may be even more serious. As the exist of above several aspects, the uncertainty and fuzziness character are existed in the images collected in the natural environment; this increased the difficulty of TSR systems design, and also gives the designer more challenge.
Japan first conducted the automatic TSR research in 1987, mainly aimed at speed traffic signs. The classic algorithms used in this system included: threshold segmentation, template matching, and edge detection. A speed traffic sign photo can be processed in 0.5 seconds, but the image recognition rate wasn't published.
In 1992, France's Saint-Blancard developed a traffic sign recognition system used to recognize red signs. Algorithms used contained the colour filtering and edge detection. Methods of expert system and neural network recognition were used in the feature extraction and target classification process. The system ran on PCA computer, the average image recognition rate reached 94.9% [1] [2] .
In twenty-first century, more and more colleges and universities also started to study the automatic traffic signs recognition systems, the technology became more and more perfect and mature, as well as more and more theories were proposed. In 2000, Osaka University of Japan developed an active vision system for real-time traffic sign recognition. Two cameras were used to collect images, and template matching method was used in the recognition process. 17 traffic indicating signs and 71 speed traffic signs were used to test this system. The results were: 100% and 97.2% [3] .
In 2001, Liu and Ran of University of Wisconsin developed a system, which used the HIS colour space segmentation method, to recognize the stop sign. Neural network method was used to classify and identify 540 traffic sign images, and the recognition rate reached 95%.
In China, the development of intelligent transportation system started relatively late, and it is difficulty to recognize traffic sign automatic, so there are still few mature practical TSR systems. With the rapid development of intelligent transportation system and the nation pay more attention to the intelligent transportation system, some research institutes and universities have started the related research, such as Tsinghua University, National University of Defense Technology, Nanjing University of Science and Technology.
Z. S. Dong completed a remarkable traffic sign coarse and fine classification using neural network as a classifier. A method based on BP neural network was proposed to recognize triangles. A test for a small-scale test samples indicated that this method had better robustness. While, just a small samples of the training set were selected in the experiment. Large number of traffic signs in complex natural environment weren't selected as the training set [4] .
In 2010, K. Zhang et al. proposed a traffic sign recognition method based on the shape feature of center of projection. Dynamic image was segmented according to the colour information, and then image of target area was obtained. Next, extract the kernel image, and then compute the shape feature through the central projection transform calculation. At last, the extracted features treated as the input vectors of probabilistic neural network for the training and testing. This method has the advantage of simple operation, easy to understand, and good reliability. But the speed was scored by the dimensions of the input vectors of neural network. The efficiency wasn't well in the environment with much noise [5] [6] [7] .
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PCA-SIFT algorithm was proposed. This algorithm can be mainly divided into three parts research: image pre-processing, feature extraction, classifier. In the part of feature extraction, the shortage of the traditional SIFT algorithm descriptors generate time was optimized. A dimension reduction fast SIFT algorithm based on PCA was proposed to achieve the feature of fast extraction of traffic signs. The experimental results show that the improved algorithm spends much shorter descriptors generate time compared to the traditional algorithm.
II. PRE-PROCESS OF TRAFFIC SIGNS
Due to the image's clarity of collected traffic signs were easily be influenced by the natural environment interference, such as the weather conditions, light and so on. The image quality acquired by the unmanned vehicles degraded, In order to improve the accuracy of image segmentation and recognition and retain more original image information, the pre-process for collected traffic signs was indispensable. The overall flow chart of TSR was shown in Fig. 1 , mainly including SVM training and recognition. The image pre-process, a part of data preparation, was the precondition of image segmentation, and the basis of feature extraction, classification, and recognition. Image pre-process refers to use some methods to change the image pixel in order to improve the image's quality. The steps in pre-process included: grayscale image, image histogram equalization, image median filter, and image Gamma correction. 
A. Grayscale Image
The function of the image pre-process was transform the colour image into grayscale image, then the compute amount become less. Just a byte was needed to storage per pixel gray value (also known as the intensity value, the brightness value) of grayscale image, grayscale range of 0-255. Gray used in this paper was the weighted average method. According to the importance and other indicators, the three components were given different weights for a weighted average. Due to human eye is highest sensitive to green and lowest sensitive to blue, therefore of the more reasonable grayscale images can be acquired through weighted average the three RGB components.
B. Image Histogram Equalization
The transform process from an image to a new gray image with uniform probability distribution was called image histogram equalization, with the probability distribution known. Histogram equalization processing was a histogram modification method based on the cumulative distribution function transformation method. Assume the transfer function is:
where w is integration variable, ( ) 0 r p w dw r ∫ is the cumulative distribution function of r, and monotonically increasing. T(r) monotone increasing in the interval [0, 1], (2)- (4) can be obtained by derivative (1):
The image significant distortion after histogram enhancement in the RGB model was found in this paper. Therefore, the original image was converted to HSV space firstly. Then only the H component was balanced. Thirdly convert H, S, and the processed H to RGB space. Finally carryon the synthesis of echo.
C. Image Median Filter
Median filter was a nonlinear filter proposed by Turky in 1971. The principle is: identify a pixel as the center point of the window M firstly (M was set according to the contents and requirements of image), and then the pixels' gray values within the window are sorted, then set the median value as the new center pixel's value. As median filter for two-dimensional image signal f(x, y), the filter window is usually twodimensional, which can be expressed as:
where M is window, g(x, y) is the gray value of window center, f(i, j) is M's pixel gray value. Generally, the selected of window began from small window to big window according to the median filter experiment, until the best window was selected. In this paper, the 7*7 median filters were selected.
D. Gamma Correct
Because the images' quality was easily affected by the light and other factors in natural environment, images of traffic signs collected by the unmanned vehicles have great difference gray values in different areas. The Gamma algorithm, which has some advantages in image enhancement, was selected to correct the image. The shortage of discontinuous patches generate when the histogram equalization in the reduction of gray level image can be overcame.
As the traditional Gamma correct method cannot apply to the pre-process of traffic signs. A new Gamma non-linear function was introduced in this paper:
And the h(x) and S(x) are:
where θ = arctan (-b/x m ), ρ is the amplitude of h(x), the maximum range of f(x) was determined by b, the range of high gray zone, low gray zone, and the transition zone can be adjusted at a certain extent by varying the value of α. The values were set as α=1. 5, ρ=0 .06, b=0.5.
III. TRADITIONAL SIFT ALGORITHM
The process of SIFT feature extraction [8] [9] mainly include: firstly, extreme points detection and the key points extraction in the scale space image, feature information computation of each key point: position, scale and orientation; secondly, the image region partion around the key points, histogram computation of gradient inside the block, the descriptor feature vector generation of the key points. In this section, we focus on the SIFT algorithm, and steps from the key points to the generation of the descriptor feature vector.
A. The construction of the Scale Space
Koenderink pointed out that the Gauss convolution kernel is the only transform kernel to realize scale transformation. Lindeberg proved Gauss kernel is the only linear kernel. If a two-dimensional image G(x, y) scale space was defined as:
where G(x, y, R) is Gauss function with variable scale: where (x, y) is space coordinate, and R is scale coordinate. The size of the image smooth degree was determined R, the choice of an appropriate scale factor is crucial to establish a smooth scale space. The feature point position and scale preliminarily were determined through constructing a DOG (Difference of Gaussian) pyramid extremum detection.
Gaussian pyramid can be acquired by take samples from the Gauss scale space, which was constructed through the convolution operation of the original image I(x, y) with different scale factor Gauss kernel G(x, y, σ) [10] . As shown in Fig. 2 : Gauss pyramid has O order, generally 4 was choose. Each order has s layers ruler image, generally 5 was choose. In order to get more feature point, the first layer in the first order was magnified 2 times that of an original image. The scale factor ratio coefficient between two adjacent layers in the same order is k, and then the scale factor of second layer in the first order is kσ. And so on, the scale factor of the first layer in the second order is k 2 σ, scale factor of the second layer in the second order is k 3 σ. Scale factors of other layers in other order can be obtained in the same way. In order to facilitate the detection of the stable key point, Lowe proposed the Gauss differential scale space (DoG scale-space) [11] . D(x, y, σ)
indicates the poor of two adjacent scale space function, as shown in (11):
The formation of image pyramid: get the next group of images by taking down samples from up group images. The DOG pyramid can be acquired through the poor computation between two adjacent scale space function in Gaussian pyramid, as shown in Fig. 3 . 
B. The detection of Local Extremum
The main idea of scale space theory is the acquisition of the representation sequence of image in the multi-scale space by the scale transform of the original image, the main profile extraction of the sequences under the scale space, and set the profile as a feature vector in order to achieve the detection of corner, point, and edge, or the feature extraction on the different resolution [12] . In the scale space, the fuzzy degree of each scale image becomes larger, which can imitate human in the distance from the near to the distant object in the retina of the formation process. Gauss convolution kernel is the only linear transform kernel realization of scale space image information. Assume G(x, y, σ) is Gauss function with variable scale, G(x, y, σ) can be expressed as: 
Then the scale space L of an image can be defined as:
where I(x, y) is the pixel coordinate of image; σ is the scale space factor .
In the scale space, generally the efficiently detection of the stable key points was through building DOG Gaussian difference pyramid of two-dimensional image, i.e. the generation of a series of Gaussian smoothing image in scalespace by computing the convolution of the original image with a Gaussian convolution of discrete. Then compute the poor of adjacent scales Gaussian smoothing image in order to generate a difference image. DOG operator was the difference of two different scales of the Gaussian convolution kernel, which can be expressed as:
D(x,y,σ)=(G(x,y,kσ)-G(x,y,σ))⊗I(x,y)=L(x,y,kσ)-L(x,y,σ) (14)
DOG operator was an approximate of the scale normalized of LOG operator. Generally, the smaller the scale σ value indicates that the smaller portion of the smoothed image, correspondingly the smaller scale [13] . In order to find the extreme points in scale space, each pixel must be compared with the adjacent pixel in scale and adjacent scales. Extreme points refer to the maximum or minimum pixel point compared to adjacent points. The detection of extreme point requires comparing each pixel with 26 points in the same or the adjacent scale space, in order to ensure that each pixel meet the requirements of extremum point in the image space and scale space. If set the local minimum or maximum value of the pixel in the DOG scale space as the image feature point, the feature point has good stability.
C. Locate Space Extremum Point
DOG operator has a strong edge response at the edge of image, thus excluding the extremum point with edge response was required. A bad DOG operator extreme points has a large main curvature on the direction of across edge, while has a smaller main curvature on the direction of vertical edge. Main curvature can be acquired by calculate the 2×2 Hessian matrix at this point scale, the estimate of derivative was computed by the difference of adjacent sampling points:
Because the eigenvalue of H is proportional to the principal curvatures of D, in order to avoid the direct calculation of these eigenvalues, while just consider the ratio between them, set largest eigenvalue was α, the minimum eigenvalue was β, then: 
( )
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where r is a set threshold. Among them, the value of (r+1) 2 /r increase with the increase of r, and reach the minimum when α=β. Therefore, in order to detect whether the main curvature D is less than r, only need to detect whether the equation (19) was satisfied. Generally takes the r=10. 
D. The direction distribution of feature points
In SIFT algorithm, in order to ensure that the generated descriptors have the character of feature vectors are invariant to rotation, each key points needed to be specified with a principal direction. The calculation of gradient magnitude and gradient direction at the pixel (x, y) could be defined as: 2 2 ( , ) , 1) ( , 1)) / ( ( 1, ) ( 1, ) 
where x is the ordinate of pixels, y is the vertical pixels, L is the scale which each key point in. The three features, which key points in the image contains (transform scale, the main directions and location coordinates), have been detected completely. Then local SIFT character region, which the center is the coordinate of the key point, can be determined.
E. The generation of feature point descriptor
Descriptor was the neighborhood window with the position coordinate of key point as the center. Generally, the neighborhood window can be divided into 4×4 blocks. If gradient direction histogram of 8 directions were calculated in each small block, then a 128 dimensional feature vector of the key point can be generated. For easy of presentation, a neighborhood window, which was divided into 2×2 blocks, was given in Fig. 4(b) . The neighborhood window with the position coordinate of key point as the center was shown in Fig. 4(a) , a pixel point was represented by a small lattice, the direction of the arrow represent the gradient direction of the pixel point, and the pixel's gradient values was represented by the length of the arrow. The circle in Fig. 4(a) represents the range of the Gauss weighted gradient direction histogram. The generated feature point descriptor was shown in Fig. 4(b) . The PCA (Principal Component Analysis, PCA) method was a data analysis method that proposed by K. Pearson in over a century ago. As PCA is a standard technology used to reduce the dimension, it has been widely used in the field of computer vision, such as: feature extraction, and target recognition. PCA can be described as: data collection and transformation. The transformed data has statistical characteristics. The statistical characteristics were selected in order to make the importance of transform prominent data elements. Therefore, the transformed data can be classified by observe the important component. The main idea of PCA-SIFT is the improvement in the descriptors of PCA. If the image patch of feature points was rotated to the feature points' main direction, scale, and location, the performance of matching can be improved in large extent [14] . When the PCA method was used in image recognition, the generally steps includes: estimate of the autocorrelation matrix using the sample; obtain each principal component direction by solving the characteristic equation; the selection of the appropriate number of principal component as the new feature of the sample; class the sample after projected to the principal component directions [15] .
A. The generation of the projection matrix
First the projection matrix should be calculated. As the projection matrix just needs to be calculated only once, if we stored the calculated data before the experiment, it can be directly loaded in the experiment. In order to generate the descriptors, a certain size area around the feature points required to be selected, and this was called image patch. A series of representative images needs to be selected to generate the projection matrix. The computation steps of each feature point using SIFT detection includes [13] [14] :
(1) Selection of a 41*41 image patch around the feature point, and rotation of the image patch to the direction of feature point;
(2) The image patches' vertical and horizontal gradient computation (the outermost spot does not need to be calculated), form a 39*39*2=3042 dimension vector; (3) The form of a K*3042 matrix A using the vector obtained in step 2, here K refers to the number of feature point detected;
(4) Compute B=A-meanA, here meanA refers to the mean matrix constructed by the mean value of each 3042 vector; (5) The covariance computation of B: covB=B T B; (6) The characteristic value and the characteristic vector calculation of the covariance matrix covB.
There are two methods to select the first n feature vector, i.e. get an experience value according to the experiment or can dynamic selected based on the feature value. Here n=15 was selected according to the experience value, and the projection matrix was an n*3042 matrix composed by these feature vectors.
B. The generation of PCA-SIFT Descriptor
PCA-SIFT and SIFT have the same pixel position, scale, and orientation. The difference is that PCA-SIFT use the 41*41 pixels around the feature point to calculate the principle components when calculating the descriptor. In order to concise expression, the original 2*39*39 dimension vector was reduced to a 20 dimension vector using PCA-SIFT [15] .
In the process of linear projection the high-dimensional data into low dimensional data using PCA, the input vector is the horizontal and vertical gradient map of the 41*41 region, whose center is the feature point, the dimension of the input vector is 2*39*39=3042. The effect of light can be reduced by normalizing the vector to a unit vector. If spot gradient vector was projected to scale space, all kinds of factor will be removed, while the main feature of the vector still retained. The PCA can also accurately represent the image characteristics after reducing the dimension [13] . The PCA-SIFT descriptor can be calculated when the computation of projection matrix was completed. In real-time map or the reference image, do the following operations for the feature points detected by SIFT [16] :
(1) Select a 41*41 image patch around the feature point, and then rotate the image patch to the direction of feature point;
(2) Compute the image patches' vertical and horizontal gradient and be normalized (the image patch in the direction of up, down, left, and right should not be included), construct a 39*39*2=3042 dimension vector x at last; (3) Calculate x , x = x-meanA; (4) Calculate B=A-meanA; (5) Calculate the Multiplication of B and the projection matrix, and then the 3042 dimension vector was reduced to ndimensional vector.
V. DESIGN OF CLASSIFIER BASED ON SVM
The classification of multi class often be encountered in many practical applications. For example, the recognition of traffic signs, traffic sign samples have 16 categories. The traditional SVM (Support vector machine, SVM) algorithm was proposed for the classification of two kinds. How to extend the two class classification method to multi-class classification is an important content of the support vector machine research. There are two ways based on the support vector machine method to realize the multi class classifier design: one is to realize the multi-class classification with multiple two class classifier, the other is the direct design multi-class classifier. Extent the support vector machine itself in order to support multi-class classification. Assumes that the multi-class classification with K category problem S= {1, 2, ..., K}, the training samples: 
where
The design of multi-class classifier using multi two-class classifier mainly has the following three methods:
(1) One-against-rest method One-against-rest method refers to construct K SVM subclassifiers. Set each sample as a class at first; calculate the discriminant function value of each classifier for the test data. The class, which corresponding to the classifier with maximum output, is the class of test samples.
(2) One-against-one method One-against-one method refers to construct a classifier for each two class in multi class. K(K-1)/2 two-class classifiers were required for K categories. Test K(K-1)/2 sub-classifiers, the class that corresponding to the classifier with maximum output is the class of test samples. During the test, the multi-class problem gradually refined to each of the two-class classification problem. Eventually all categories were separated as shown in Fig. 5 . In practical application, the direct design of multi class classifier generally requires a relatively large amount of computation, and with relatively low accuracy rate. Multiple two-class classifier for multi-class classifier was selected. Due to the type of traffic signs researched in this paper has limited categories with the distinguish characteristics, and M-ary classification method can transform the multi-class classification to two-class classification problem. The amount of calculation greatly reduced, the real-time identification improved, and the generalization ability of the classifier was ensured.
VI. EXPERIMENTAL RESULTS AND ANALYSIS
The pictures used in experiment were collected traffic signs in the natural environment. The image was processed according to the method descried above (Pro-process and Image segmentation). SIFT and PCA-SIFT were used to extract features. Through the compare of the establishment of scale space, extreme point detection, and the time spend on generation of descriptor, we found that PCA-SIFT has advantage in real time character. The results of the experiments were shown in Fig. 6 and Table I . Through the table above, we found that the match time has been reduced to about half; the efficiency of traffic signs recognition has been improved. At last determine the traffic signs' belongs to using SVM classifier, based on the theory presented above.
VII. SUMMARY
The traffic sign recognition problem was detailed researched in this paper. First of all, the pro-process for the collected images was introduced, including gray, histogram equalization, median filtering, and Gamma correction. For the feature extraction of image after pre-processed process, a fast extraction algorithm based on PCA-SIFT was presented. The compare between SIFT and PCA-SIFT indicates that PCA-SIFT have advantage in real-time performance. At last, the research of classifier based on SVM was presented, and the experiment results certified the validity and practicability of this algorithm.
