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DECOMPOSITION OF ORDER STATISTICS OF SEMIMARTINGALES
USING LOCAL TIMES
RAOUF GHOMRASNI AND OLIVIER MENOUKEU PAMEN
Abstract. In a recent work [1], given a collection of continuous semimartingales, authors derive
a semimartingale decomposition from the corresponding ranked processes in the case that the
ranked processes can meet more than two original processes at the same time. This has led
to a more general decomposition of ranked processes. In this paper, we derive a more general
result for semimartingales (not necessarily continuous) using a simpler approach. Furthermore,
we also give a generalization of Ouknine [7, 8] and Yan’s [10] formula for local times of ranked
processes.
1. Introduction
Some recent developments in mathematical finance and particularly the distribution of capital
in stochastic portfolio theory have led to the necessity of understanding dynamics of the kth-ranked
amongst n given stocks, at all levels k = 1, · · · , n. For example, k = 1 and k = n correspond to the
maximum and minimum process of the collection, respectively. The problem of decomposition for
the maximum of n semimartingales was introduced by Chitashvili and Mania in [2]. The authors
showed that the maximum process can be expressed in terms of the original processes, adjusted
by local times. In [4], Fernholz, defined the more general notion of ranked processes (i.e. order
statistic) of n continuous Itoˆ processes and gave the decomposition of such processes. However,
the main drawback of the latter result is that, triple points do not exist, i.e., not more than two
processes coincide at the same time, almost surely. Motivated by the question of extending this
decomposition to triple points (and higher orders of incidence) posed by Fernholz in Problem
4.1.13 of [5], Banner and Ghomrasni recently in [1] developed some general formulas for ranked
processes of continuous semimartingales. In the setting of problem 4.1.13 in [5], they showed that
the ranked processes can be expressed in terms of original processes adjusted by the local times of
ranked processes. The proof of those results are based on the generalization of Ouknine’s formula
[7, 8, 10].
In the present paper, we give a new decomposition of order statistics of semimartingales (i.e.,
not necessarily continuous) in the same setting as in [1]. The obtained results are slightly different
to the one in [1] in the sense that we express the order statistics of semimartingales firstly in
terms of order statistic processes adjusted by their local times and secondly in terms of original
processes adjusted by their local times. The proof of this result is a modified and shortened version
of the proof given in [1] is based on the homogeneity property. Furthermore, we use the theory of
predictable random open sets, introduced by Zheng in [11] and the idea of the proof of Theorem
2.2 in [1] to show that
n∑
i=1
1{X(i)(t−)=0} dX
(i)+(t) =
n∑
i=1
1{Xi(t−)=0} dX
+
i (t) ,
where Xi, i = 1, · · · , n represent the original processes and X
(i) represent the ranked processes.
As a consequence of this result, we are independently able to derive an extension of Ouknine’s
formula in the case of general semimartingales. The desired generalization which is essential in
the demonstration of Theorem 2.3 in [1] is not used here to prove our decomposition.
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The paper is organized as follows. In section 2, we prove the two different decompositions of
ranked processes for general semimartingales. In section 3, after showing the above equality,
we derive a generalization of Ouknine and Yan’s formula.
2. Decomposition of Ranked Semimartingales
We begin by giving the definition of the k-th rank process of a family of n semimartingales.
Definition 2.1. Let X1, · · · , Xn be semimartingales. For 1 ≤ k ≤ n, the k-th rank process of
X1, · · · , Xn is defined by
X(k) = max
1≤i1<···<ik≤n
min(Xi1 , · · · , Xik), (2.1)
where 1 ≤ i1 and ik ≤ n.
Note that, according to Definition 2.1, for t ∈ R+,
max
1≤i≤n
Xi(t) = X
(1)(t) ≥ X(2)(t) ≥ · · · ≥ X(n)(t) = min
1≤i≤n
Xi(t), (2.2)
so that at any given time, the values of the ranked processes represent the values of the original
processes arranged in descending order (i.e. the (reverse) order statistics).
The following theorem shows that the ranked processes derived from semimartingales can be
expressed in terms of the original processes, adjusted by local times and also in terms of ranked
processes adjusted by their local times.
We shall need the following definitions:
St(k) = {i : Xi(t−) = X
(k)(t−)} and Nt(k) = |St(k)| .
Then Nt(k) is the number of subscript i such that Xi(t) = X
(k)(t) at time t. We can give a more
explicit decomposition as follows:
Theorem 2.2. Let X1, · · · , Xn be semimartingales. Then the k-th ranked processes X
(k), k =
1, · · · , n, are semimartingales and we have:
dX(k)(t) =
n∑
i=1
1
Nt(k)
1{X(k)(t−)=X(i)(t−)} dX
(i)(t) +
n∑
i=k+1
1
Nt(k)
dL0t ((X
(k) −X(i)))
−
k−1∑
i=1
1
Nt(k)
dL0s(X
(i) −X(k)), (2.3)
=
n∑
i=1
1
Nt(k)
1{X(k)(t−)=Xi(t−)} dXi(t) +
n∑
i=1
1
Nt(k)
dL0t ((X
(k) −Xi)
+)
−
n∑
i=1
1
Nt(k)
dL0s((X
(k) −Xi)
−), (2.4)
where L0t (X) =
1
2
L0t (X) +
∑
s≤t
1{Xs−=0}∆Xs and L
0
t (X) is the local time of the semimartingale X
at 0 defined by
|Xt| = |X0|+
∫ t
0
sgn(Xs−) dXs + L
0
t (X) +
∑
s≤t
(|Xs| − |Xs−| − sgn(Xs−)∆Xs),
where sgn(x) = −1(−∞,0](x) + 1(0,∞)(x).
Proof. For all t > 0 using the fact that we can define Nt(k) as:
Nt(k) =
n∑
i=1
1{X(k)(t−)=Xi(t−)} =
n∑
i=1
1{X(k)(t−)=X(i)(t−)} a.s. .
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We have the following equalities:
Nt(k)dX
(k)(t) =
n∑
i=1
1{X(k)(t−)=Xi(t−)}dX
(k)(t)
=
n∑
i=1
1{X(k)(t−)=X(i)(t−)}dX
(k)(t) . (2.5)
By homogeneity, to show (2.3), it suffices to show that:
Nt(k)dX
(k)(t) =
n∑
i=1
1{X(k)(t−)=X(i)(t−)} dX
(i)(t) +
n∑
i=k+1
dL0t ((X
(k) −X(i)))
−
k−1∑
i=1
dL0s(X
(i) −X(k)). (2.6)
By the second equality of (2.5) , we have
Nt(k)dX
(k)(t) =
n∑
i=1
1{X(k)(t−)=X(i)(t−)}dX
(k)(t)
=
n∑
i=1
1{X(k)(t−)=X(i)(t−)}dX
(i)(t)
+
n∑
i=1
1{X(k)(t−)=X(i)(t−)}d
(
X(k)(t)−X(i)(t)
)
.
Using the formula
L0t (Z) =
∫ t
0
1{Z(s−)=0}dZ(s) , (2.7)
which is valid for nonnegative semimartingales Z.
By applying (2.7) to Nt(k)dX
(k)(t), t > 0, we obtain:
Nt(k)dX
(k)(t) =
n∑
i=1
1{X(k)(t−)=X(i)(t−)}dX
(i)(t)
+
n∑
i=1
1{X(k)(t−)=X(i)(t−)}d
(
(X(k)(t)−X(i)(t))+
)
−
n∑
i=1
1{X(k)(t−)=X(i)(t−)}d
(
(X(k)(t)−X(i)(t))−
)
=
n∑
i=1
1{X(k)(t−)=X(i)(t−)}dX
(i)(t) +
n∑
i=1
dL0t
(
(X(k) −X(i))+
)
−
n∑
i=1
dL0t
(
(X(k) −X(i))−
)
. (2.8)
Nothing that:
(X(k) −X(j))+ =
{
X(k) −X(j), if j > k
0, if j ≤ k
and that
(X(k) −X(j))− =
{
X(j) −X(k), if j < k
0, if j ≥ k
then (2.3) follows.
In the same way, we prove (2.4) by applying the first equality of (2.5), and (2.7).
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
2.1. Local time and Norms.
The next result is proved in [3]:
Lemma 2.3. Let X = X1, · · · , Xn be a n−dimensional semimartingale, N1 and N2 be norms on
R
n such that N1 ≤ N2. Then L
0
t (N1(X)) = L
0
t (N2(X)).
For example
L0t ( max
1≤i≤n
|Xi|) ≤ L
0
t (
n∑
i=1
|Xi|) ≤ nL
0
t ( max
1≤i≤n
|Xi|).
For positive continuous semimartingales, we have the following result.
Corollary 2.4. Let X1, · · · , Xn be positive continuous semimartingales. The we have inequality
hold:
L0t (
n∑
i=1
Xi) ≤ n
n∑
i=1
L0t (Xi).
Proof. It is known that, the next equality holds for continuous semimartigales (see [1]):∑n
i=1 L
0
t (X
(i)) =
∑n
i=1 L
0
t (Xi) (∗), putting L
0
t (X
(1)) = L0t ( max
1≤i≤n
Xi), we have by the preceding
lemma
L0t (
n∑
i=1
Xi) ≤ nL
0
t ( max
1≤i≤n
Xi) = nL
0
t (X
(1))
≤ n
n∑
i=1
L0t (Xi) ( by (∗)) .

Remark 2.5. In theorem 2.2, consider the first rank process X(1) i.e., the maximum process, then
for a continuous semimartingale, the equalities (2.3) and (2.4) become:
dX(1)(t) =
n∑
i=1
1
Nt(1)
1{X(1)(t)=X(i)(t)} dX
(i)(t) +
n∑
i=2
1
Nt(1)
dL0t ((X
(1) −X(i)))
=
n∑
i=1
1
Nt(1)
1{X(1)(t)=Xi(t)} dXi(t) +
n∑
i=1
1
Nt(1)
dL0t ((X
(1) −Xi)) ,
and by homogeneity we have
Nt(1)dX
(1)(t) =
n∑
i=1
1{X(1)(t)=X(i)(t)} dX
(i)(t) +
n∑
i=2
dL0t ((X
(1) −X(i)))
=
n∑
i=1
1{X(1)(t)=Xi(t)} dXi(t) +
n∑
i=1
dL0t ((X
(1) −Xi)) . (2.9)
Define the processes Y1, · · · , Yn by: Yi(t) = X
(1)(t) − Xi(t), i = 1, · · · , n then Y1, · · · , Yn are
continuous semimartingales and the processes Y (1), · · · , Y (n) defined by Y (i)(t) = X(1)(t) −
X(i)(t), i = 1, · · · , n are the i-th ranked processes of Yi(t), i = 1, · · · , n with the property
Y (1) ≤ Y (2) ≤ · · · ≤ Y (n) and there are continuous semimatingales. It is shown by Banner
and Ghomrasni in [1] that
n∑
i=1
L0t (Y
(i)) =
n∑
i=1
L0t (Yi) ,
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which is a generalization of Ouknine and Yan’s formula for continuous semimartingles. Replacing
Y (i) and Yi by their expressions, we have:
n∑
i=1
L0t (X
(1)(t)−X(i)) =
n∑
i=1
L0t (X
(1)(t)−Xi(t)) .
Using this equation and identifying the first and the second equalities of (2.9), we conclude that:
n∑
i=1
1{X(1)(t)=X(i)(t)} dX
(i)(t) =
n∑
i=1
1{X(1)(t)=Xi(t)} dXi(t) .
The questions are: Does such an equality hold if we replace X(1) by X(k) for an arbitrary
k ∈ {2, · · · , n}? Is there any type of this equality for a general semimartingale? The answers of
theses questions are given in the next section.
3. Generalization of Ouknine and Yan’s Formula for Semimartingales
In this section we derive a generalization of Ouknine and Yan’s formula for semimartingales.
Such a result was proved in [1] in the case of continuous semimartingales. In order to give such
an extension, we need first to prove the next theorem.
Theorem 3.1. Let X1, · · · , Xn be semimartingales. Then the following equality hold:
n∑
i=1
1{X(i)(t−)=0} dX
(i)+(t) =
n∑
i=1
1{Xi(t−)=0} dX
+
i (t). (3.1)
Proof. We will proceed by induction. The case n = 1 is trivial. For n = 2, let show that
1{X(1)(t−)=0} dX
(1)+(t) + 1{X(2)(t−)=0} dX
(2)+(t)
= 1{X1(t−)=0} dX
+
1 (t) + 1{X2(t−)=0} dX
+
2 (t) , (3.2)
where X(1) = X1∨X2 and X
(2) = X1∧X2. At this point we follows the same idea as in the proof
of the second theorem in [7]. Since
{X1(t−) ∨X2(t−) = 0} = {X1(t−) < X2(t−) = 0} ∪ {X2(t−) < X1(t−) = 0}
∪ {X1(t−) = X2(t−) = 0} ,
and
{X1(t−) ∧X2(t−) = 0} = {X1(t−) > X2(t−) = 0} ∪ {X2(t−) > X1(t−) = 0}
∪ {X1(t−) = X2(t−) = 0} .
We can write:
1{X(1)(t−)=0} dX
(1)+(t)
= 1{X1(t−)<X2(t−)=0}dX
(1)+(t) + 1{X2(t−)<X1(t−)=0}dX
(1)+(t)
+ 1{X1(t−)=X2(t−)=0}dX
(1)+(t) , (3.3)
and
1{X(2)(t−)=0} dX
(2)+(t)
= 1{X1(t−)>X2(t−)=0}dX
(2)+(t) + 1{X2(t−)>X1(t−)=0}dX
(2)+(t)
+ 1{X1(t−)=X2(t−)=0}dX
(2)+(t) . (3.4)
In the predictable random open set {X1 < X2} the semimartingales X
(1) and X+2 are equal,
then the first term of the right hand side of (3.3) is 1{X1(t−)<0}1{X2(t−)=0}dX
+
2 (t). Applying the
same reasoning, the second term is 1{X2(t−)<0}1{X1(t−)=0}dX
+
1 (t). For the third term, we can
write X(1)
+
= (X1 ∨X2)
+ = X+1 ∨X
+
2 = X
+
2 + (X
+
1 −X
+
2 )
+ and then it becomes
1{X1(t−)=X2(t−)=0}dX
+
2 (t) + 1{X1(t−)=X2(t−)=0}d(X
+
1 (t)−X
+
2 (t))
+ .
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These remarks allow us to write (3.3) as:
1{X(1)(t−)=0} dX
(1)+(t)
= 1{X1(t−)<0}1{X2(t−)=0}dX
+
2 (t) + 1{X2(t−)<0}1{X1(t−)=0}dX
+
1 (t)
+ 1{X1(t−)=X2(t)=0}dX
+
2 + 1{X1(t−)=X2(t−)=0}d(X
+
1 −X
+
2 )
+
= 1{X1(t−)<0}1{X2(t−)=0}dX
+
2 (t) + 1{X2(t−)<0}1{X1(t−)=0}dX
+
1 (t)
+ 1{X1(t−)=0}1{X2(t−)=0}dX
+
2 (t) + 1{X1(t−)=X2(t−)=0}d(X
+
1 (t)−X2(t)
+)+ , (3.5)
Following the argument for the process X(2), we obtain:
1{X(2)(t−)=0} dX
(2)+(t)
= 1{X1(t−)>0}1{X2(t−)=0}dX
+
2 (t) + 1{X2(t−)>0}1{X1(t−)=0}dX
+
1 (t)
+ 1{X1(t−)=0}1{X2(t−)=0}dX
+
1 (t) − 1{X1(t−)=X2(t−)=0}d(X
+
1 (t)−X
+
2 (t))
− , (3.6)
where we have used the fact that X(1)
+
= (X1 ∧X2)
+ = X+1 ∧X
+
2 = X
+
1 − (X
+
1 −X
+
2 )
+.
Summing (3.5) and (3.6) we obtain the desired result for n = 2.
Now assume the result holds for some n. We adjust here the proof given by Banner and Ghomrasni
in [1]. Given semimartingales X1, · · · , Xn, Xn+1, we define X
(k), k = 1, · · · , n, as above and also
set
X [k](·) = max
1≤i1<···<ik≤n+1
min(Xi1(·), · · · , Xik(·)) .
The process X [k](·) is the kth-ranked process with respect to all n + 1 semimartingales
X1, · · · , Xn, Xn+1. It will be convenient to set X
(0)(·) :≡ ∞. In order to show the equality
for n+ 1 we are starting by showing that:
1{X(k−1)(t−)∧Xn+1(t−)=0}d(X
(k−1)+(t) ∧X+n+1(t)) + 1{X(k)(t−)=0}dX
(k)+(t)
= 1{X[k](t−)=0}dX
[k]+(t) + 1{X(k)(t−)∧Xn+1(t−)=0}d(X
(k)+(t) ∧X+n+1(t)) (3.7)
for k = 1, · · · , n and t > 0. Suppose first that k > 1. By (3.2), we have
1{X(k−1)(t−)∧Xn+1(t−)=0}d(X
(k−1)+(t) ∧X+n+1(t)) + 1{X(k)(t−)=0}dX
(k)+(t)
= 1{(X(k−1)(t−)∧Xn+1(t−))∨X(k)(t−)=0}d
(
(X(k−1)
+
(t) ∧X+n+1(t)) ∨X
(k)+(t)
)
+1{(X(k−1)(t−)∧Xn+1(t−))∧X(k)(t−)=0}d
(
(X(k−1)
+
(t) ∧X+n+1(t)) ∧X
(k)+(t)
)
.
Since X(k)(t) ≤ X(k−1)(t) for all t > 0, the second term of the right hand side of the above
equation is simply 1{Xn+1(t−)∧X(k)(t−)=0}d(X
+
n+1(t) ∧X
(k)+(t)). On the other hand, we have
(X(k−1) ∧Xn+1) ∨X
(k)(t) =


X(k−1)(t) if Xn+1(t) ≥ X
(k−1)(t) ≥ X(k)(t)
Xn+1(t) if X
(k−1)(t) ≥ Xn+1(t) ≥ X
(k)(t)
X(k)(t) if X(k−1)(t) ≥ X(k)(t) ≥ Xn+1(t)
In each case it can be checked that (X(k−1) ∧ Xn+1) ∨ X
(k)(t) is the kth smallest of the
numbers X1, · · · , Xn+1; that is, (X
(k−1) ∧ Xn+1) ∨ X
(k)(·) ≡ X [k](·). It follows that X [k] is a
continuous semimartingale for k = 1, · · · , n. Equation (3.7) follows for k = 2, · · · , n. If k = 1,
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then X(0)(·) ≡ ∞, applying (3.2), (3.7) reduces to
1{Xn+1(t−)=0}dX
+
n+1(t) + 1{X(1)(t−)=0}dX
(1)+(t)
= 1{X(1)(t−)∨Xn+1(t−)=0}d(X
(1)+(t) ∨X+n+1(t))
+ 1{X(1)(t−)∧Xn+1(t−)=0}d(X
(1)+(t) ∧X+n+1(t))
= 1{X(1)(t−)∧Xn+1(t−)=0}d(X
(1)+(t) ∧X+n+1(t))
+ 1{X[1](t−)=0}dX
[1]+(t) , (3.8)
where we observed that (X(1) ∨Xn+1)(·) ≡ X
[1](·).
Finally, by the induction hypothesis and (3.7) , we have
n+1∑
i=1
1{Xi(t−)=0} dX
+
i (t) =
n∑
i=1
1{Xi(t−)=0} dX
+
i (t) + 1{Xn+1(t−)=0} dX
+
n+1(t)
=
n∑
i=1
1{X(i)(t−)=0} dX
(i)+(t) + 1{Xn+1(t−)=0} dX
+
n+1(t)
=
n∑
i=1
1{X[i](t−)=0} dX
[i]+(t) + 1{Xn+1(t−)=0} dX
+
n+1(t)
−
n∑
i=1
1{X(i−1)(t−)∧Xn+1(t−)=0}d(X
(i−1)+(t) ∧X+n+1(t))
+
n∑
i=1
1{X(i)(t−)∧Xn+1(t−)=0}d(X
(i)+(t) ∧X+n+1(t))
=
n∑
i=1
1{X[i](t−)=0} dX
[i]+(t) + 1{Xn+1(t−)=0} dX
+
n+1(t)
−1{X(0)(t−)∧Xn+1(t−)=0}d(X
(0)+(t) ∧X+n+1(t))
+ 1{X(n)(t−)∧Xn+1(t−)=0}d(X
(i)+(t) ∧X+n+1(t))
=
n+1∑
i=1
1{X[i](t−)=0} dX
[i]+(t) .
The third equality follows from (3.7) while the last come from the fact that
X(0)(t)∧Xn+1(t) = Xn+1(t) and (X
(n)∧Xn+1)(·) ≡ X
[n+1](·) for all t > 0; then the result follows
by induction 
In the case of continuous semimartingales, the preceding theorem becomes:
Corollary 3.2. Let X1, · · · , Xn be continuous positive semimartingales. Then the following equal-
ity holds:
n∑
i=1
1{X(i)(t)=0} dX
(i)(t) =
n∑
i=1
1{Xi(t)=0} dXi(t). (3.9)
It follows that:
Corollary 3.3. Let X1, · · · , Xn be continuous semimartingales. Then the k-th ranked processes
X(k), k = 1, · · · , n, are continuous semimartingales and we have:
n∑
i=1
1{X(k)(t)=X(i)(t)}d
(
X(k)(t)−X(i)(t)
)+
=
n∑
i=1
1{X(k)(t)=Xi(t)}d
(
X(k)(t)−Xi(t)
)+
. (3.10)
Proof. Fix X(k), for k = 1, · · · , n and define the processes Y1, · · · , Yn by: Yi(t) =
X(k)(t) − Xi(t), i = 1, · · · , n then Y1, · · · , Yn are continuous semimartingales and the processes
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Y (1), · · · , Y (n) defined by Y (i)(t) = X(k)(t) −X(i)(t), i = 1, · · · , n are the i-th ranked processes
of Yi(t), i = 1, · · · , n with the property Y
(1) ≤ Y (2) ≤ · · · ≤ Y (n) and there are continuous
semimatingales. By theorem 3.1, we have
n∑
i=1
1{Y (i)(t)=0} dY
(i)(t) =
n∑
i=1
1{Yi(t)=0} dYi(t) , (3.11)
and the result follows 
A consequence of Theorem 3.1 is the following theorem, which is a generalization of Yan [10],
Ouknine’s [7, 8] formula.
Theorem 3.4. Let X1, · · · , Xn be semimartingales. Then we have:
n∑
i=1
L0t (X
(i)) =
n∑
i=1
L0t (Xi), (3.12)
where L0t (X) is the local time of the continuous semimartingale X at 0.
Proof. We recall first that L0t (Z) = L
0
t (Z
+) for every semimartingale Z. By theorem 3.1 the
following equality holds:
n∑
i=1
1{X(i)(t−)=0} dX
(i)+(t) =
n∑
i=1
1{Xi(t−)=0} dX
+
i (t) . (3.13)
We know that
L0t (Z
+) =
∫ t
0
1{Z(s−)=0}dZ
+(s) ,
for all semimartingales. Then the preceding equation becomes
n∑
i=1
L0t (X
(i)+) =
n∑
i=1
L0t (X
+
i ) . (3.14)
Putting
A(t) =
n∑
i=1
L0t (X
(i)+) and B(t) =
n∑
i=1
L0t (X
+
i ) .
then
A(t) =
n∑
i=1

1
2
L0t (X
(i)+) +
∑
s≤t
1{X(i)(s−)=0}∆X
(i)+(s)

 ,
B(t) =
n∑
i=1

1
2
L0t (X
+
i ) +
∑
s≤t
1{Xi(s−)=0}∆X
+
i (s)

 .
Since A(t) = B(t) for all t > 0, we have Ac(t) = Bc(t) where Ac (resp. Bc) is the continuous
part of A (resp. B). The desired result follows from the continuity of local time and the fact
L0t (Z) = L
0
t (Z
+). 
In particular,
Corollary 3.5. Yan [10], Ouknine [7, 8]
Let X and Y be semimartingales. It is shown that
L0t (X ∨ Y ) + L
0
t (X ∧ Y ) = L
0
t (X) + L
0
t (Y ), (3.15)
where L0t (X) (t ≥ 0) denotes the local time at 0 of X.
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