In 1990 Ramaswami proved that, given a Markov renewal process of M/G/1-type, one can construct a Markov renewal process of GI/M/1-type such that the matrix transforms G(z, s) for the M/G/1-type process and R(z, s) for the GI/M/1-type process satisfy a duality relationship. In his 1996 PhD thesis, 
finding wide application to the solution of problems in queueing theory and applied probability more generally.
In 1990, Ramaswami [27] showed that, given an M/G/1-type process, one can construct a GI/M/1-type process such that the matrix G for the M/G/1-type process and the matrix R for the GI/M/1-type process satisfy a duality relationship. He called the GI/M/1-type process so constructed the dual process. A similar dual can be defined when the original chain is of GI/M/1-type. Ramaswami's duality relationship has proved to be useful in that it has enabled results for one of the classes to be extended to the other. This relationship has, for example, been implemented in the SMCSolver tool [7] in such a way that GI/M/1-type Markov chains are analysed by converting them into dual M/G/1-type chains and performing the analysis within that framework.
Asmussen and Ramaswami [3] quickly followed Ramaswami's original paper with an alternative interpretation of the dual process that appealed to time reversal arguments. This gave insight into the physical meaning of the matrices involved. In his 1996 PhD thesis [8] that is used to calculate G in the SMCSolver tool [7] . Furthermore, by combining both duals, we can transform a transient M/G/1-type Markov chain into a positive recurrent M/G/1-type Markov chain, again allowing for a more efficient computation of the G matrix. This has motivated us to write this paper, which presents and extends the duality results of [8] and then explains why they can lead to efficiency gains in algorithmic analysis.
Following the example of Ramaswami, Bright defined his dual in the Markov renewal process context. He also considered level-dependent processes. For ease of presentation, we have decided to work within the context of level-independent continuous-time Markov chains, recognising that the analysis can easily be reformulated in a discretetime setting, and extended in a relatively straightforward manner to level-dependent Markov renewal processes. This paper is organised as follows. In Section 2, we start with definitions of GI/M/1-type and M/G/1-type Markov chains, give a brief summary of the role of the matrices R and G in their analysis and finish with a discussion of the Ramaswami dual, together with its properties and probabilistic interpretation in terms of time reversed processes.
Included is a new interpretation in terms of the time reversal of a doubly-infinite extension of the original chain. This leads naturally, in Section 3, to the definition of the Bright dual process, which has different properties. Section 4 discusses the role of both duals in the implementation of algorithms for the derivation of R and G, while some numerical examples are given in Section 5.
GI/M/1-type and M/G/1-type Markov chains.
Level-independent Markov chains of GI/M/1 and M/G/1 type have two-dimensional state spaces of the form {0, 1, . . . , } × {1, . . . , m}, with m considered here to be finite, and block lower-Hessenberg and block upper-Hessenberg generator matrices of the form
and
respectively. The class of level-independent quasi-birth-and-death processes (QBDs)
can be considered either as processes of M/G/1-type or as processes of GI/M/1-type.
They have generator matrices of the form (2.1) and (2.2), but the only non-zero blocks are on the diagonal and upper and lower diagonals.
In Neuts [24, 25] it was shown that the matrices R and G, which are the minimal nonnegative solutions to the equations For a GI/M/1-type Markov chain, the (i, j)th entry of the matrix R is the ratio of the expected total sojourn time in phase j of level k + 1 before first return to level k, conditional on the process starting in state (k, i), to the expected sojourn time in state (k, i). The matrix R is nonnegative, with spectral radius less than or equal to one, and the GI/M/1-type Markov chain is positive recurrent if and only if the spectral radius of R is strictly less than one. In this case, the stationary distribution x = (x 0 , x 1 , x 2 , . . .)
of the chain has the well-known matrix-geometric form, given by
The (i, j)th entry of the matrix G is the probability that the M/G/1-type Markov chain will first enter level k in phase j given that it starts in phase i of level k + 1.
The matrix G is stochastic if and only if the chain is recurrent. Otherwise, G is substochastic, with spectral radius strictly less than one.
Because it is very rarely possible to evaluate either R or G analytically, a great deal of attention has been paid to iterative algorithms that can be shown to converge to the desired matrix; see, for example, [23, 24, 25, 18, 21, 19, 5, 1, 22, 4, 6] . Notable amongst these algorithms are the logarithmic reduction algorithm of Latouche and Ramaswami [21] , which was designed for QBDs, and the cyclic reduction algorithm of Bini and Meini [5] , which was designed for processes of M/G/1-type. These algorithms are quadratically convergent and represent the current state of the art for efficiently analysing these processes. Together with various advanced features, which we shall explain in Section 4, these algorithms have been implemented in the SMCSolver tool [7] , to which the second author of the current paper has been a major contributor.
One feature of this tool is that it analyses GI/M/1-type Markov chains by using
Ramaswami's duality result to convert them into M/G/1-type Markov chains and then employing the cyclic reduction algorithm to calculate G.
As the B ℓ matrices in (2.1) and (2.2) do not affect the R and G matrices, respectively, we will refer to the GI/M/1-type Markov chain of (2. 
is an irreducible generator matrix and the R and G matrices of GI(A (r) ℓ ) and M(A (r) ℓ ), denoted by R (r) and G (r) , are given by
and It is straightforward to show that taking the dual of the dual results in the original process.
It follows from Theorem 1 that the matrices R (r) and G have the same eigenvalues.
Thus, the spectral radius of G is equal to one if and only the spectral radius of R 
where the matrix A = ∞ ℓ=0 A ℓ is irreducible and aperiodic. Because of the structure of the state space, we refer to the process with generator matrix (2.9) as a "doublyinfinite" M/G/1-type process.
Asmussen and Ramaswami defined a second doubly-infinite process,X GI (t) = (L GI (t), J GI (t)) on the same state space as that above, with generator matrix given by
ℓ given by (2.6). This process has the skip-free upward property and hence we refer to it as a doubly-infinite GI/M/1-type process.
In order to obtain a relationship that could be used to derive Ramaswami's duality result, Asmussen and Ramaswami considered the discrete time processes K M n , n ≥ 0 and K GI n , n ≥ 0 defined to be the processes of changes in levels at each state transition for X M (t) and X GI (t) respectively. The processes K 
Then, from an adaptation of the theorem in Section 3 of Kelly [16] , m is an invariant measure forX M (t) if the Markov process with generator matrix given by
is regular, that is non-explosive. It was shown in [8] 
.).
For the doubly-infinite M/G/1-type processX M (t), we can define the matrix G in the same way as we did for the singly-infinite process with generator P M . This matrix will still be the minimal nonnegative solution to equation (2.4) . Similarly, for the doubly-infinite GI/M/1-type processX GI (t), we can define the matrix R (r) in the same way as we did for the singly-infinite process with generator P GI and R (r) will still be the minimum nonnegative solution to equation (2.3). Having defined G and R (r) , the same algebraic arguments as those used in the proof of Theorem 1 give us the fact that
3. An alternative dual process
In the previous section we saw that the Ramaswami dual of a doubly-infinite M/G/1-type process is the time reversal with respect to a particular invariant measure. This observation suggests that if we take the time reversal with respect to a different invariant measure then we may obtain a different dual process. In this section, we summarise the results of [8] to derive an alternative dual process in this fashion.
For the matrix sequence {A ℓ } that characterizes the M/G/1-type process M(A ℓ ) and the GI/M/1-type process GI(A ℓ ), assume that the matrix
where a is defined in Theorem 1 and e is a column vector of ones. Neuts [24] 
Case 1: µ > 0
As is shown in [12] , if µ > 0, a(z) has exactly m zeros in the open unit disk and we can define
Furthermore, these m zeros were shown to be the m eigenvalues of the R and G matrices of GI(A ℓ ) and M(A ℓ ) respectively [11] . It follows that η is the dominant eigenvalue of both R and G, implying that η is the asymptotic decay rate of the stationary vector π of the positive recurrent GI(A ℓ ), as well as the spectral radius of the G matrix of the transient M(A ℓ ). Finally, Neuts also showed that A(η) has spectral radius equal to zero [25] . Hence there exists a positive vector w η , normalised so that w η e = 1, such
Now, consider a doubly-infinite level-independent M/G/1-type Markov chain. We observed in the previous section that a positive vector m = (.
an invariant measure for this process if it is a solution to equation (2.11).
If we put
where the last equation follows from equation (3.3) . Hence
an invariant measure for the doubly-infinite M/G/1-type process. By an analogous argument, the vector m k = w η η k , k ∈ Z, is an invariant measure for the doublyinfinite GI/M/1-type process.
The time reversal with respect to the invariant measure m k of the doubly-infinite M/G/1-type process and doubly-infinite GI/M/1-type process characterized by A ℓ is given by
. This discussion suggests that the matrices R (b) and G ℓ and the matrices G and R for the original M/G/1-type and GI/M/1-type process may satisfy a duality relationship similar to equations (2.7) and (2.8). In the following proposition, we see that such a relationship does hold.
A ℓ is an irreducible generator matrix with µ > 0 as defined by (3.1). Then, the matrices R (b) and
ℓ ) respectively, are given by
Pre-multiplying (3.11) by η∆ (b) , post-multiplying by (∆ (b) ) −1 and taking transposes of both sides, we see that
) is a nonnegative solution to (2.4) and, since G is the minimal nonnegative solution to (2.4), it must be the case that
which, since w η is positive, implies that
Now observe that
where the last equation follows from equation (2.4). Thus
) is a nonnegative solution to (3.11) and hence, since R (b) is the minimal nonnegative solution to this equation, it follows that
Inequalities (3.14) and (3.16) together imply that (3.9) holds. An analogous argument establishes (3.10).
The GI/M/1-type process GI(A So far, we have defined an alternative dual process when the drift µ > 0. Even though this will turn out to be the most relevant case from a numerical point of view (see Section 4), we can, in most cases, also construct an alternative dual when µ < 0.
In the construction of Proposition 1, we defined η by equation (3.2) and used the fact that η and w η satisfy equation Figure 1 of the same paper).
Case 2: µ < 0
A second solution to (3.3) exists if a(z) has zeros outside the unit circle and then this solution has η given by
In this case, we can define the vector w ξ by equation (3.3), and a second dual process, in exactly the same manner as we did in Proposition 1. Using reasoning similar to that used there, the process GI(A ℓ ) and its alternative dual M(A (b) ℓ ) will be both transient, while the process M(A ℓ ) and its alternative dual GI(A (b) ℓ ) will be both positive recurrent. It is worth noting that the asymptotic decay rate of the stationary vector π of M(A ℓ ) equals ξ −1 [10] . We summarise this discussion, together with the results of Proposition 1 in the following theorem. 
Then, the matrices R (b) and
respectively.
Computational Properties of both duals for M/G/1-and GI/M/1-type Markov chains
In order to identify the possible benefits of the Bright dual, we start by taking a closer look at the inner workings of the Cyclic Reduction algorithm.
Computational Aspects of Cyclic Reduction
The Cyclic Reduction (CR) algorithm [4] 
where
The point-wise version of the CR algorithm computesD (n+1) (z) and D (n+1) (z) by
• taking the Fast Fourier Transform (FFT) of each of the power series on the right hand side, that is we evaluate the series for z = exp(2πik/r) for k = 0, . . . , r − 1 with r a power of 2,
• computing the matrix inverses and products on the right hand side for each z = exp(2πik/r) to obtainD (n+1) (exp(2πik/r)) and D (n+1) (exp(2πik/r)), and
• applying an inverse FFT to retrieveD (n+1) (z) and D (n+1) (z).
An important property of this procedure is that, as the degree ofD (n+1) (z) and D (n+1) (z) increases, we need to increase the number of roots required by the FFT and inverse FFT in order to get an accurate approximation. The CR algorithm starts with a (small) number of roots determined by the degree ofD The matrix G can be expressed via the seriesD (n) (z) as
If the M/G/1-type Markov chain is positive recurrent (that is, µ < 0), the spectral radius of G is equal to one, and so the powers G ℓ2 n are also stochastic matrices. On the other hand, the degree ofD (n) (z) and D (n) (z) decrease to zero and one [4, Theorem 7.13] respectively, since for some positive constant γ and ℓ ≥ 2,
where ǫ > 0 is small and ξ is defined in equation (3.17) . Furthermore, the matriceŝ
converge to someD
(with a spectral radius less than one), such that
Hence, the sum
For the transient case [4, Theorem 7.14] , the degrees of D (n) (z) and D (n) (z) do not decrease to zero and one in general. However, the spectral radius η of G is less than one and therefore the powers G ℓ2 n decrease to zero, that is,
n for some constant γ ′ > 0, and so
In short, for a positive recurrent continuous-time M/G/1-type Markov chain, the speed of convergence of the point-wise CR algorithm is determined by ξ and the amount of work required at each iteration tends to decrease as the degrees ofD (n) (z) and D (n) (z) converge to zero and one, respectively. For a transient Markov chain, we find that the speed of convergence is determined by η, while the computation time in general does not decrease with each iteration. As such, provided that 1/ξ and η, which determine the speed of convergence, are (nearly) identical, there is a computational advantage in having a positive recurrent chain.
Which dual is best?
We are now in a position to identify the possible computational advantage of the Transient case (µ < 0): If the original chain GI(A ℓ ) is transient, the situation is reversed. We would still find the speed of convergence to be determined by ξ, but now (D (r) ) (n) (z) and (D (r) ) (n) (z) would converge to degree zero and one polynomials respectively. Therefore, the Ramaswami dual is superior whenever the chain is transient.
Combining the Bright and Ramaswami dual
Taking the dual of the dual typically results in the original Markov chain, however, looking at the properties on the recurrence or transience of both duals, the Bright dual of the Ramaswami dual cannot correspond to the original Markov chain. In this section, we take a closer look at the resulting Markov chain and investigate its usefulness in computing the G matrix of an M/G/1-type Markov chain.
Transient case (µ > 0): Assume we wish to compute the G matrix of a transient M/G/1-type Markov chain M(A ℓ ). This can be done directly using the CR algorithm, the convergence speed of which is determined by η. As the chain is transient, the degrees of the seriesD (n) (z) and D (n) (z) do not converge to zero and one, respectively.
If we first take the Ramaswami dual of this chain, to obtain a positive recurrent
ℓ ) and subsequently take the Bright dual of the Ramaswami dual, we end up with a positive recurrent M/G/1-type Markov chain
where ∆ (rb) = diag(w (r) ) with w (r) A (r) (η) = 0 and η the spectral radius of G.
It is readily verified that w
This simplifies the above expressions to
The zeros of det(A (rb) (z)) are identical to those of det(A(z)) divided by η < 1, implying It is also possible to use the reverse order, that is, by starting with the Bright dual and subsequently taking the Ramaswami dual. This affects the equations somewhat as
equations reduce to (4.1) and (4.2), and so both orders are equivalent.
Positive recurrent case (µ < 0): Suppose that M(A ℓ ) is a positive recurrent M/G/1-type Markov chain and we wish to determine the matrix G. This can be done directly using the CR algorithm, the convergence speed of which is determined by ξ.
As the chain is positive recurrent, the degrees of the seriesD (n) (z) and D (n) (z) now converge to zero and one respectively.
As in the transient case, the combination of both duals can be simplified to
and ) are the same. However, the series (D (rb) ) (n) (z) and (D (rb) ) (n) (z) do not converge to degree zero and one polynomials. In this case, it is better to compute G directly as opposed to via G (rb) .
Remark: The transformation given in (4.3) was also used in [6] to transform a positive recurrent M/G/1-type Markov chain into a transient chain (though it was not identified as a combined Bright/Ramaswami dual). As shown in [6] , this transformation greatly simplifies the proof of convergence of the cyclic reduction algorithm as well as the convergence of some of the matrix series involved to a matrix polynomial of degree at most one, when the chain is positive recurrent. Thus, when proving theorems, it is easier to work with a transient chain, while from a computational point of view the reverse is true.
Impact of the Shift Technique
The we can also easily determine:
• µ < 0: the asymptotic decay rate ξ −1 of the stationary distribution, using a bisection algorithm on (1, ∞) to find ξ,
• µ > 0: the spectral radius η of the G matrix, using a bisection algorithm on (0, 1).
In other words, apart from ν = 1, we can also shift the zero z = τ as defined in Theorem 2. Moreover, shifting both zeros, that is, a double (dbl) shift, causes the strongest convergence acceleration. Figure 1 lists the impact of the various shift operations on the speed of convergence of G (n) to G, as well as the rate at whichD
converge to degree zero and one polynomials (if appropriate), with ξ 2 = min{|z| : |z| > ξ, a(z) = 0} and η 2 = max{|z| : |z| < η, a(z) = 0}. For the 'one' shift the result holds for µ = 0. It is important to note that the results in Figure 1 apply only if a(z) has no other zeros with modulus 1 and ξ (for µ < 0) and modulus 1 and η (for are found by dividing the zeros of a(z) by τ . In the positive recurrent case the three shift operations (one, tau and dbl) therefore achieve the following rates of convergence (where we neglect the influence of ǫ small):
• Ramaswami dual (µ (r) > 0): η (no shift), η/ξ (one), η 2 (tau) and η 2 /ξ (dbl).
•
Hence, the asymptotic rate of convergence is the same for both duals, except that the effect of shifting the zero in z = 1 and z = τ is reversed by both duals. The alternative dual however has a computational advantage when we look at how quicklyD (n) (z) and D (n) (z) converge to degree zero and one polynomials:
• Ramaswami dual (µ (r) > 0): no convergence (no shift), 1/ξ (one), no convergence (tau) and 1/ξ (dbl).
In other words, the Bright dual achieves a convergence acceleration, the magnitude of which is determined by η < 1.
For a transient GI/M/1-type Markov chain we also observe the same rates of convergence for both duals (where the z = 1 and z = τ shifts are reversed by both
However, this time ( However, as in the previous paragraph, it is readily verified that G (n) and (G (rb) ) (n)
achieve the same rate of convergence for the various shift operations (again, with the z = 1 and z = τ reversed), while for the convergence of D (n) (z) andD (n) (z) an acceleration determined by η is realized. 
Numerical Examples
In order to perform these numerical experiments, we extended the functionality of the SMCSolver tool [7] such that it supports the Bright and Ramaswami dual, as well as the double (dbl) shift operation. Here we report the outcome of applying the various algorithms to a randomly generated GI/M/1-type Markov chain characterized by 41 size 20 matrices A 0 , A 1 , . . . , A 40 that exhibits the typical performance that we saw when comparing both duals for a positive recurrent GI/M/1-type Markov chain. We observed cases where the difference between both duals was more dramatic but we also saw cases where the difference was less pronounced. Bright duals can also easily achieve performance improvements of a factor 10 or more.
