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Abstract
The existence of a spectral gap above the ground state has far-
reaching consequences for the low-energy physics of a quantum many-
body system. A recent work of Movassagh [R. Movassagh, PRL 119
(2017), 220504] shows that a spatially random local quantum Hamil-
tonian is generically gapless. Here we observe that a gap is more com-
mon for translation-invariant quantum spin chains, more specifically,
that these are gapped with a positive probability if the interaction is
of small rank. This is in line with a previous analysis of the spin-1/2
case by Bravyi and Gosset. The Hamiltonians are constructed by se-
lecting a single projection of sufficiently small rank at random, and
then translating it across the entire chain. By the rank assumption,
the resulting Hamiltonians are automatically frustration-free and this
fact plays a key role in our analysis.
1 Introduction
The spectral gap problem for a quantum many-body system asks the question
whether its Hamiltonian operator is gapped or gapless. (The Hamiltonian is
gapped, if the difference between its two lowest energy levels does not go to
zero in the thermodynamic limit. If the difference goes to zero, it is gapless.)
1
The answer to the spectral gap problem has profound consequences for
the low-energy physics of the many-body system. Indeed, it is known that
ground states of gapped Hamiltonians display exponential decay of correla-
tions [18, 26] and satisfy various notions of finite complexity in one dimension,
including the famous area law for the entanglement entropy [4, 5, 17, 20].
Moreover, the occurrence of a quantum phase transition as a system param-
eter is varied is accompanied by a closing of the spectral gap. Hence, the
spectral gap problem is intimately related to the classification of quantum
phases, as has been clarified by Hastings’ spectral flow method [6, 9, 16], also
called quasi-adiabatic evolution. To summarize, many-body systems with a
spectral gap are under significantly better theoretical control than their gap-
less counterparts. One practical consequence of this fact is that gapped
systems furnish more reliable candidates for realizing quantum computation.
Given that the existence of a spectral gap is so consequential, it is unsur-
prising that it is in general difficult to prove rigorously. This is highlighted
by the fact that Haldane’s famous conjecture which predicts a spectral gap
for the one-dimensional integer-spin Heisenberg antiferromagnet [14, 15] re-
mains open since 1983. Significant progress towards Haldane’s conjecture
was achieved by Affleck, Kennedy, Lieb, and Tasaki [2, 3], who in 1987 pro-
posed an alternative isotropic and antiferromagnetic chain and showed that
it has a spectral gap. The key feature of their AKLT chain that made this
possible was its frustration-freeness. In frustration-free systems, the energy
minimization problem defined by the Hamiltonian is inherently local, a fact
that we mention because it will also play a key role in our analysis. (See [1]
for a recent generalization of the AKLT result to two dimensions, which also
relies on frustration-freeness in a fundamental way.) We also mention that
one can find specific translation-invariant Hamiltonians whose spectral gap
problem is equivalent to the undecidable halting problem [7, 11].
In this paper, we remark on a recent work of Movassagh [24], where it is
shown that a completely random local Hamiltonian (meaning an independent
sum of random local interactions) is gapless with probability equal to 1, in
all dimensions and under weak assumptions on the distribution of the local
interaction terms. This result can be seen as surprising, since the closing of
the spectral gap is usually associated with a quantum phase transition as
described above.
Given the fact that many relevant physical systems are not spatially ran-
dom, but instead translation-invariant, a natural question is then whether
gaplessness is still generic in the translation-invariant class. In this paper, we
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prove that gaplessness is in fact no longer generic in the translation-invariant
class. We clarify that for us “translation-invariant” means that all the lo-
cal interactions are the same, while the system may have open boundary
conditions.
Our result applies to one-dimensional quantum spin chains which are
defined by sampling a single random projection of sufficiently small rank once,
and then translating it across the chain to produce a translation-invariant
Hamiltonian. The result extends a much finer analysis by Bravyi and Gosset
[8] of the special case where the translation-invariant chain has local spin 1/2
(qubits) and the interaction is a rank-1 projector. In that case, the result of
Bravyi and Gosset shows that the Hamiltonian is generically gapped.
We use that our Hamiltonians are automatically frustration-free thanks
to the small-rank assumption [25]. This enables us to derive the spectral gap
from a finite-size criterion [12, 19, 22], which can be verified with positive
probability. The proof is explicit enough to yield numerical constants and
can also be used in a deterministic setting to construct gapped quantum spin
chains. The method extends to trees since the small-rank assumption still
implies frustration-freeness for those [10].
2 Model and main results
We consider a quantum spin chain defined on L sites {1, . . . , L} with open
boundary conditions. The local Hilbert space is a qudit Cd with d ≥ 2 and
so the total Hilbert space is
HΛL =
L⊗
j=1
C
d. (1)
Given a fixed initial projection P : Cd⊗Cd → Cd⊗Cd (which will be chosen
at random later), we will define the translation-invariant Hamiltonian HL by
translating P across the chain, i.e.,
HL =
L−1∑
j=1
Pj,j+1.
We will always assume that the fixed local interaction P is of rank r, with
1 ≤ r ≤ max{d − 1, d2/4}. This assumption ensures that HL is frustration-
free [25], i.e., that kerHL 6= {0}. In other words, the ground state energy of
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HL is zero. The quantity of interest, the spectral gap γL of HL, is thus equal
to the smallest strictly positive eigenvalue of HL.
We now specify the way we choose the local projection P at random.
Since we aim to produce random operators from random matrices, we need
to fix a basis. Let us write {|i〉}1≤i≤d for the canonical basis of Cd, and let
{|i ⊗ j〉}1≤i,j≤d be the associated basis of the tensor product Cd ⊗ Cd. We
order the tensor product basis lexicographically for definiteness.
Definition 1 (Random projection model). We define the local interaction
P : Cd ⊗ Cd → Cd ⊗ Cd by
P =
r∑
i=1
|φi〉〈φi|, (2)
where the states φ1, . . . , φr ∈ Cd⊗Cd are a random orthonormal family. The
φ1, . . . , φr family is generated as follows: Sample a random d
2×d2 orthogonal
matrix O from the Haar measure on the orthogonal group. Then, define the
vector φi, expressed in the canonical basis {|i ⊗ j〉}1≤i,j≤d, to be the ith
column of the orthogonal matrix O.
The Haar distribution on the orthogonal group is also called the Circular
Orthogonal Ensemble (COE). The choice of an orthogonal matrix implies
that the states φ1, . . . , φr are real-valued in the canonical basis. This situation
corresponds to a time-reversal symmetric Hamiltonian. We make this choice
for convenience only; the methods apply equally well if the φ1, . . . , φr are
chosen as the columns of a Haar-random d × d unitary matrix (Circular
Unitary Ensemble, CUE), for example.
Main results. Our main result establishes that gaplessness is no longer
generic for random projection models whose local interaction P has suffi-
ciently small rank.
Theorem 2 (Main result). Let P be as in Definition 1 with rank 1 ≤ r < d.
Then the Hamiltonian HL is gapped with positive probability.
In fact, we can extract numerical information from the proof of Theorem
2. For any 0 < ǫ < 1
8r
, we have
P (γL > 1− 8rǫ) > (2d
√
π)−r
(
8ǫ24−2r
)rd2−(r+12 ) . (3)
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under the probability measure given in Definition 1. This bound is far from
optimal; we only point it out here to emphasize that the proof is hands-on.
The proof also has a deterministic version, which says that γL > 1− 8rǫ
holds whenever ‖φi − |1⊗ (1 + i)〉‖ < ǫ holds for all 1 ≤ i ≤ r < d.
The proof method generalizes to trees in a straightforward way. Let k ≥ 2
and let Γ
(k)
L be the tree which starts from a single root with k children, each
of which has k children, etc, until the level L is reached. The Hilbert space
is defined by placing a qudit Cd at each site of Γ
(k)
L . Define the Hamiltonian
H
(k)
L by placing the random interaction P , generated as in Definition 1, at
each edge of Γ
(k)
L , i.e.,
H
(k)
L =
∑
e=(x,y)
x,y∈Γ(k)
L
Pe.
From the arguments in [10], it follows that H
(k)
L is frustration-free if r < d/k.
Our second main result is the following analog of Theorem 2 on trees.
Theorem 3 (Main result on trees). Let k ≥ 2 and let P be as in Definition
1 with 1 ≤ r < d/k. Then the Hamiltonian H(k)L is gapped with positive
probability.
We close the introduction with a remark about terminology.
Remark 4 (Boundary conditions). It is common terminology in the quantum
spin system context to call HL defined in (1) “translation-invariant” even
though it does not commute with translations due to the open boundary
conditions. The alternative terminology “translation-invariant in the bulk”
is also sometimes used. We mention that the argument extends to periodic
boundary conditions (since Theorem 6 also holds for periodic boundary con-
ditions [19]), as long as one knows that HL is frustration-free. This would
require extending the arguments from [25] to periodic boundary conditions.
3 Proof of main results
Let us describe the proof strategy for the main result. Our main mathe-
matical tool is a deterministic finite-size criterion which concerns two pairs
of adjacent bonds. We recall that, given two projections Q1 and Q2, one
defines Q1 ∧Q2 to be the projection onto ran(Q1) ∩ ran(Q2).
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Theorem 5 (Deterministic finite-size criterion). If we have ‖P1,2P2,3−P1,2∧
P2,3‖ < 12 , then HL is gapped.
We emphasize that the operators P1,2P2,3 and P1,2 ∧ P2,3 act on 3 sites
only, so Theorem 5 is indeed a finite-size criterion for gappedness. The point
of Theorem 5 is that its condition can be verified for the random projectors
P with positive probability. Theorem 5 is shown by combining a Knabe-type
argument for open boundary conditions [19, 22] with a general bound on
the anticommutator of two projections by Fannes, Nachtergaele, and Werner
[12].
Given Theorem 5, the key observation is that the finite-size criterion
is verified if P1,2 and P2,3 are almost orthogonal. This is a perturbative
argument using an old theorem of von Neumann that P1,2 ∧ P2,3 = s −
limn→∞(P1,2P2,3)n [27]. Given this observation it suffices to show that, for
rank r ≤ d − 1, the event that P1,2 and P2,3 are almost orthogonal occurs
with positive probability. This is done by some elementary calculations on
the sphere Sd
2−1, which we relegate to the next section. The extension to
trees (proof of Theorem 3) is postponed to the end of the paper.
We now give the details of the two proof steps: (i) deriving the deter-
ministic finite-size criterion, and (ii), verifying it with positive probability.
We denote the relevant Hamiltonian on 3 sites by Hloc = P1,2 + P2,3. Note
that Hloc is frustration-free. We write γloc for its spectral gap. The following
preliminary finite-size criterion is a variant of Knabe’s [19] for open boundary
conditions, and was observed in [22]. See also [13, 21] for related criteria.
Theorem 6. [19, 22] Let L ≥ 4. If γloc ≥ 1, then γL ≥ 1. If γloc ≤ 1, then,
γL ≥ 2
(
γloc − 1
2
)
.
We include the short proof of Theorem 6 because it motivates the argu-
ment following it. We let {A,B} = AB +BA denote the anticommutator of
two matrices A and B.
Proof of Theorem 6. Note that the projections Pj,j+1 and Pk,k+1 commute
when |j − k| ≥ 2. This gives
H2L = HL +
∑
1≤j<k≤L−1
{Pj,j+1, Pk,k+1} ≥ HL +Q (4)
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where Q :=
∑L−2
j=1 {Pj,j+1, Pj+1,j+2}. We consider the auxiliary operator
A =
L−2∑
j=1
(Pj,j+1 + Pj+1,j+2)
2.
On the one hand, we can compute A = 2HL − P1,2 − PL−1,L + Q. On the
other hand, by the spectral theorem, frustration-freeness, and translation
invariance, we have (Pj,j+1 + Pj+1,j+2)
2 ≥ γloc(Pj,j+1 + Pj+1,j+2). Combining
these two facts gives
Q ≥ (γloc − 1) (2HL − P1,2 − PL−1,L)
If γloc ≥ 1, then Q ≥ 0 and (4) implies H2L ≥ HL, i.e., γL ≥ 1 by the spectral
theorem and frustration-freeness.
Let now γloc ≤ 1. Applying the operator inequality on Q to (4), we find
H2L ≥ 2HL
(
γloc − 1
2
)
.
By the spectral theorem and frustration-freeness, this proves γL ≥ 2
(
γloc − 12
)
and hence Theorem 6.
Proof of Theorem 5. Thanks to the preliminary finite-size criterion in Theo-
rem 6, it suffices to prove γloc >
1
2
. Using that P1,2 and P2,3 are projections,
we compute
H2loc = (P1,2 + P2,3)
2 = Hloc + {P1,2, P2,3}.
We recall Lemma 6.3 (ii) in [12], which says that for a pair of projections Q1
and Q2 on a finite-dimensional Hilbert space, one has the operator inequality
{Q1, Q2} ≥ −‖Q1Q2 −Q1 ∧Q2‖(Q1 +Q2). This gives
H2loc ≥ Hloc(1− ‖P1,2P2,3 − P1,2 ∧ P2,3‖).
By our assumption that ‖P1,2P2,3−P1,2 ∧P2,3‖ < 12 , we can conclude the op-
erator inequality H2loc ≥ 12Hloc which is strict on (kerHloc)⊥. By the spectral
theorem and the fact that Hloc is frustration-free, this result is equivalent to
γloc >
1
2
and Theorem 5 is proved.
Next we prove the main result Theorem 2 by verifying the deterministic
finite-size criterion in Theorem 5.
The following lemma quantifies the probability that the collection of ran-
dom orthonormal vectors φ1, . . . , φr generated by Definition 1 lands close to
a prescribed, fixed collection of orthonormal vectors v1, . . . , vr.
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Lemma 7 (Probability of landing near fixed vectors). Let 0 < ǫ < 1/4. Let
v1, . . . , vr be a fixed collection of orthonormal unit vectors with real-valued
coefficients in the canonical basis {|i⊗ j〉}1≤i,j≤d. For the random projection
model from Definition 1, it holds that
P
(
max
1≤i≤r
‖φi − vi‖ < ǫ
)
> (2d
√
π)−r
(
ǫ/8
4r
√
r!
)rd2−(r+12 )
The precise value of the positive constant on the right-hand side is not
important for what follows. Notice that the event essentially says that the
random vector φi lies in a spherical cap around vi, and since a cap has
positive Haar measure, it makes sense that this event will occur with positive
probability. The details of the proof of Lemma 7 are relegated to Section 4
We can now prove the main result by applying this lemma to a certain
good collection of vectors, the vi in (5) below.
Proof of the main result, Theorem 2. We begin by noting that our assump-
tion 1 ≤ r ≤ d− 1 ensures that r ≤ max{d− 1, d2
4
} and so HL is frustration-
free thanks to [25]. We let 0 < ǫ < 1/4 to be specified later and apply Lemma
7 with the choice
vi = |1⊗ (i+ 1)〉, ∀1 ≤ i ≤ r. (5)
Lemma 7 then implies that max1≤i≤r ‖φi − vi‖ < ǫ holds with positive prob-
ability, and from now on we restrict to the event where this occurs. By the
triangle inequality,
‖P1,2P2,3 − P1,2 ∧ P2,3‖ ≤‖P1,2P2,3‖+ ‖P1,2 ∧ P2,3‖ (6)
We will now show that both of the norms on the right-hand side are bounded
by a constant times ǫ. We first estimate ‖P1,2P2,3‖. We introduce the refer-
ence projection P˜ :=
∑r
i=1 |vi〉〈vi|. By writing φi = vi + ϕi and using that
‖ϕi‖ < ǫ by assumption, we obtain that P is close to the reference projection,
i.e.,
‖P − P˜‖ ≤
r∑
i=1
‖|φi〉〈φi| − |vi〉〈vi|‖ ≤ 2rǫ. (7)
Now, the key observation is that the two reference projections are orthogonal:
ran(P˜1,2) ⊥ ran(P˜2,3). Indeed, P˜1,2 and P˜2,3 have a common eigenbasis and
orthogonal ranges in this basis. To see the latter, notice that at the middle
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(i.e., second) site, the states in ran(P˜1,2) necessarily have a label |j〉 with
j ≥ 2, while states in ran(P˜2,3) necessarily have the label |1〉 there. In other
words, P˜1,2P˜2,3 = 0. Hence, (7) and ‖P1,2‖, ‖P˜2,3‖ ≤ 1 imply
‖P1,2P2,3‖ ≤ ‖P˜1,2P˜2,3‖+ 4rǫ = 4rǫ. (8)
We will choose ǫ < 1
8r
, so that 4rǫ < 1
2
.
It remains to estimate the other norm in (6), ‖P1,2 ∧ P2,3‖. A theo-
rem of von Neumann [27], page 55, says that for two projections Q1 and
Q2 on a finite-dimensional Hilbert space, it holds that Q1 ∧ Q2 = s −
limn→∞(Q1Q2). By submultiplicativity of the norm, this implies that for ev-
ery vector x of norm ‖x‖ = 1, one has ‖(Q1∧Q2)x‖ = limn→∞ ‖(Q1Q2)nx‖ ≤
lim infn→∞ ‖Q1Q2‖n and hence, after taking the supremum over such x,
‖Q1 ∧Q2‖ ≤ lim infn→∞ ‖Q1Q2‖n. In our context, this fact gives
‖P1,2 ∧ P2,3‖ ≤ lim inf
n→∞
‖P1,2P2,3‖n = 0,
where we used (8) and 4rǫ < 1
2
in the end. (Thus, we have in fact shown
that ran(P1,2) ∩ ran(P2,3) = {0}.) Upon returning to (6), we see that
‖P1,2P2,3 − P1,2 ∧ P2,3‖ < 4rǫ < 1
2
.
Therefore, we can apply Theorem 5 to conclude that HL is gapped with
positive probability. This proves Theorem 2.
4 Some geometric estimates on the sphere
In this section, we prove Lemma 7. We will use the following geometrical
lemma. We write dµn for normalized Haar measure on the real n-dimensional
unit sphere Sn ⊂ Rn+1. We let d(·, ·) denote the spherical distance function
on Sd
2−1, i.e., arclength of great circles.
Lemma 8. Let C be a spherical cap on Sn of radius 0 < δ < 1/4 in spherical
distance d. Then
µn(C) >
1
2
√
π
(δ/2)n√
n
.
Proof. Notice that the height of C is h = 1− cos δ. It is known that
µn(C) =
1
2
I2hδ−h2δ
(
n
2
,
1
2
)
=
∫ 2hδ−h2δ
0
t
n−2
2 (1− t)−1/2dt
2
∫ 1
0
t
n−2
2 (1− t)−1/2dt
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where I2hδ−h2δ
(
n
2
, 1
2
)
is the regularized incomplete Beta function. We simplify
the right-hand side by using that 2hδ − h2δ ≥ (δ/2)2 for 0 < δ < 1/2, and
employing known facts about the Beta and Gamma functions, in particular
Gautschi’s inequality, cf. [28], formula 5.6.4. We find
∫ 2hδ−h2δ
0
t
n−2
2 (1− t)−1/2dt
2
∫ 1
0
t
n−2
2 (1− t)−1/2dt
>
√
n− 1
2
∫ (δ/2)2
0
t
n−2
2 dt
2
√
π
=
(n
2
)−1/2 (δ/2)n
2
√
π
≥ 1
2
√
π
(δ/2)n√
n
.
This proves Lemma 8.
We are now ready to prove the proposition.
Proof of Lemma 7. Step 1: Let 0 < δ < 1/4. The bound d(φ1, v1) < δ
expresses precisely that φ1 lies inside of a spherical cap on S
d2−1 ⊂ Rd2 of
radius δ and center v1; call it C1. By rotational symmetry, the marginal
measure induced on φ1 by Definition 1 is just Haar measure on S
d2−1. We
can thus apply Lemma 8 with n = d2 − 1 to find
P(d(φ1, v1) < δ) = µd2−1(C1) >
1
2
√
π
(δ/2)d
2−1
d
. (9)
This inequality already implies the r = 1 case in Lemma 7 by setting
δ = ǫ. Indeed, the inequality ‖φ1 − v1‖ < ǫ expresses that φ1 lies inside
of a Euclidean ball of radius δ and center v1. Since the spherical distance
dominates the Euclidean distance, this is implied by d(φ1, v1) < ǫ, and the
probability of this event is bounded from below by (9) with δ = ǫ.
Step 2: Let r ≥ 2 and 2 ≤ i ≤ r. Let δ < 1
4j+1
√
j!
. For all 1 ≤ j ≤ r,
define Aj as the event that d(φj , vj) < δ4
j
√
j! holds. We claim that
P(Ai|Ai−1 ∩ . . . ∩ A1) > 1
2d
√
π
(
δ
8
)d2−i
. (10)
We first notice that the event Ai−1∩. . .∩A1 only concerns the random vectors
φi−1, . . . , φ1 while Ai concerns only the random vector φi. Let us now fix an
outcome for φi−1, . . . , φ1 belonging to the event Ai−1∩ . . .∩A1. By rotational
symmetry and orthonormality, the random vector φi is Haar distributed on
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the (d2− i)-dimensional sphere consisting of those vectors in Sd2−1 which are
orthogonal to φ1, . . . , φi−1; call it S
d2−i
⊥ ⊂ Sd
2−1.
Let w denote the vector in Sd
2−i
⊥ that achieves the spherical distance
dist(Sd
2−i
⊥ , vi), that is, d(w, vi) = dist(S
d2−i
⊥ , vi). (This exists by compact-
ness.) The idea is now that, if φi lands close to w (which it can, since w is in
the allowed set Sd
2−i
⊥ ), then it will also be close to its true target, the vector
vi. To formalize this idea, we define the auxiliary event Bi, which says that
d(φi, w) < δ4
i−1√i!.
Lemma 9. Assume that Ai−1 ∩ . . .∩A1 occurs. If Bi occurs, then Ai occurs
as well.
Proof of Lemma 9. Suppose thatBi occurs. We need to show that d(φi, vi) <
δ2i
√
i! holds. By the triangle inequality and the definition of Bi,
d(φi, vi) ≤ d(φi, w) + d(w, vi)
≤ δ4i−1
√
i! + dist(Sd
2−i
⊥ , vi).
(11)
It remains to bound dist(Sd
2−i
⊥ , vi). Recall that S
d2−i
⊥ is defined as the or-
thogonal complement of φ1, . . . , φi−1. Let
∑i−1
j=1 cjφj be an arbitrary unit
vector in span{φ1, . . . , φi−1}, so
∑i−1
j=1 |cj|2 = 1. Then, by orthonormality of
v1, . . . , vi, ∣∣∣∣∣
〈
i−1∑
j=1
cjφj, vi
〉∣∣∣∣∣ =
∣∣∣∣∣
i−1∑
j=1
cj〈φj − vj, vi〉
∣∣∣∣∣
≤
i−1∑
j=1
|cj|‖φj − vj‖
≤
i−1∑
j=1
|cj|d(φj, vj)
≤ δ4i−1
√
(i− 1)!
i−1∑
j=1
|cj|
≤ δ4i−1
√
i!
In the second-to-last step, we used the assumption that Ai−1 ∩ . . . ∩ A1
occurs, and in the last step, we applied the Cauchy-Schwarz inequality. Recall
that d(x, y) = arccos〈x, y〉 for any two unit vectors x, y. Using that t 7→
11
arccos(t)− π
2
is an odd and monotonically decreasing function, as well as the
estimate arccos(t) > π/2− 2t for all 0 < t < 1, we find∣∣∣∣∣d
(
i−1∑
j=1
cjφj , vi
)
− π
2
∣∣∣∣∣ ≤ π2 − arccos(δ4i−1
√
i!)
≤ 2δ4i−1
√
i!
Since the coefficients {cj} were arbitrary, this show that vi is almost orthog-
onal to φ1, . . . , φi−1, i.e.,
dist(Sd
2−i
⊥ , vi) < 2δ4
i−1√i!.
Applying this estimate to (11), we obtain d(φi, vi) < δ4
i
√
i!, i.e., the event
Ai occurs. This proves Lemma 9.
We continue with the proof of (10). On the one hand, by Lemma 9,
Bi ⊂ Ai conditional upon Ai−1 ∩ . . . ∩ A1 and so
P(Ai|Ai−1 ∩ . . . ∩ A1) > P(Bi|Ai−1 ∩ . . . ∩A1).
On the other hand, conditional upon Ai−1∩ . . .∩A1, the event Bi is precisely
the event that the Haar distributed vector φi lies in a certain spherical cap on
Sd
2−i
⊥ of radius δ4
i−1√i!; call this cap Ci. Hence, the conditional probability
of Bi can be bounded by Lemma 8 as follows
P(Bi|Ai−1 ∩ . . . ∩ A1) = µd2−i(Ci)
>
1
2
√
π
(δ4i−1
√
i!/2)d
2−i
√
d2 − i
>
1
2d
√
π
(
δ
8
)d2−i
.
This proves (10) and finishes step 2.
Step 3: By the chain rule for conditional probability, we have
P(Ar ∩ Ar−1 ∩ . . . ∩ A1) =
r∏
i=1
P(Ai|Ai−1 ∩ . . . ∩ A1) (12)
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with the convention that the i = 1 term on the right-hand side is P(A1). Let
0 < ǫ < 1/4, and set δ := ǫ
4r
√
r!
. Then, it is guaranteed that δ < 1
4j+1
√
j!
for
all 1 ≤ j ≤ r. Hence, we can combine (9) and (10) to conclude that
P(Ar ∩Ar−1 ∩ . . . ∩A1)
>
1
2d
√
π
(
δ
2
)d2−1
×
r∏
i=2
1
2d
√
π
(
δ
8
)d2−i
> (2d
√
π)−r
(
δ
8
)rd2−(r+12 )
.
(13)
Now, by definition, on the event Ar ∩ Ar−1 ∩ . . . ∩ A1, we have
sup
1≤i≤r
d(φi, vi) < δ4
r
√
r! = ǫ.
Finally, we recall that ‖φi−vi‖ ≤ d(φi, vi) and so Lemma 7 now follows from
the estimate (13) with δ = ǫ
4r
√
r!
.
5 Extension to trees
In this section, we prove Theorem 3 by modifying the proof of Theorem 2.
We use that H
(k)
L is frustration-free for r < d/k. This follows by examining
the proof on page 5 of [10]. Let us write γ
(k)
L for its spectral gap.
The key step is to adapt the finite-size criterion Theorem 6 to trees. Recall
that Hloc = P1,2 + P2,3 acts on 3 sites, and γloc is its spectral gap.
Theorem 10 (Finite-size criterion on trees). Let L ≥ 4. If γloc ≥ 1, then
γ
(k)
L ≥ 1. If γloc ≤ 1, then,
γ
(k)
L ≥ 2k
(
γloc − 1 + 1
2k
)
.
Notice that the one-dimensional chain corresponds to k = 1 and so this
result reproduces Theorem 6.
Proof. We follow the proof of Theorem 6. As in (4), we have (H(k))2 ≥
H(k)+Q(k), where Q(k) contains all the terms of the form {Pe, Pe′} where the
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two edges e and e′ share exactly one vertex. The main difference is that the
auxiliary operator A is now replaced by
A(k) =
∑
e∈Γ(k)
L
∑
e′∼e
(Pe + Pe′)
2
where e ∼ e′ means that the two edges e and e′ share exactly one vertex and
Γ
(k)
L are the first L levels of the graph Γk.
On the one hand, since every edge e has k + (k − 1) + 1 = 2k partners
e′ ∼ e, we find that
A(k) = 2kH˜
(k)
L +Q
(k),
where H˜
(k)
L = H
(k)
L − (boundary terms). (Recall the boundary terms 12P1,2 +
1
2
PL−1,L in the proof of Theorem 6.) There are a total of k boundary
interactions missing at every boundary edge. All that we need is that
0 ≤ H˜(k)L ≤ H(k)L , since all interactions Pe are ≥ 0.
On the other hand, by the spectral theorem, translation-invariance and
frustration-freeness, A(k) ≥ 2kγlocH˜(k)L . Hence,
(H(k))2 ≥ H(k) +Q(k) ≥ H(k) + 2k(γloc − 1)H˜(k)L .
If γloc ≥ 1, this implies (H(k))2 ≥ H(k) and so γ(k)L ≥ 1 as claimed. If γloc ≤ 1,
then we can use H˜
(k)
L ≤ H(k)L to obtain (H(k))2 ≥ 2k
(
γloc − 1 + 12k
)
H
(k)
L . This
implies the claimed gap inequality and finishes the proof of Theorem 10
Proof of Theorem 3. Given Theorem 10, it remains to show that γloc > 1− 12k
occurs with positive probability. As in the proof of Theorem 5, we can
compute H2loc and apply Lemma 6.3 (ii) in [12] to reduce this to showing
‖P1,2P2,3 − P1,2 ∧ P2,3‖ < 1
2k
.
Following the proof of Theorem 2 until the last step, we see that for every
positive 0 < ǫ < 1/4, there is a positive probability that we have
‖P1,2P2,3 − P1,2 ∧ P2,3‖ < 4rǫ.
We can thus conclude by choosing 0 < ǫ < 1
8rk
, say ǫ = 1
9rk
. This proves
Theorem 3.
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Conclusions. We showed that translation-invariant spin chains with ran-
dom local interactions of sufficiently small rank have a positive probability
of being gapped. This observation complements the result by Movassagh
[24] that spatially random systems are generically gapless. It indicates that
spectral gaps are more common for translation-invariant systems than for
spatially random systems, at least in one dimension and on trees.
The key insight in [24] is that rare local deviations can isolate arbitrarily
small excitations and thereby close the gap. The mechanism used here to
derive the gap is related but different: There is a positive probability that,
locally, the system is extremely gap-friendly (meaning that ‖P1,2P2,3−P1,2∧
P2,3‖ < 12). Then, by the finite-size criterion, the good local behavior yields
a gap for the whole system. Notice that translation-invariance enters in a
fundamental way in the finite-size criterion: It suffices to check that the
system is locally gap-friendly only once, because the system looks the same
all over the chain. Of course, the local nature of the method is limiting:
Control on the local behavior on 3 sites is sufficient, but far from necessary,
for having a spectral gap.
To summarize, finite-size criteria are an informative, but coarse method
for deriving spectral gaps. This point can also be observed in higher dimen-
sions [23].
It is an open problem to extend the results presented here to higher-rank
interactions (presumably subject to the restriction that r ≤ max{d−1, d2/4}
to ensure frustration-freeness), or to higher dimensions.
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