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1. Let Sz be a compact interval of the real axis. Consider the Fredholm 
integral equation 
with real symmetric kernel K,(x,y) depending on a parameter a. Under 
fairly general conditions on k, the corresponding integral operator K,, on the 
Hilbert space L,(Q) is self adjoint and compact, but it is usually difficult to 
find the eigenvalues and eigenfunctions of K, by an analytical argument. 
However, for a large class of kernel, defined by (1.2) below, (1.1) may be 
simplified by using the transform generated by an ordinary differential 
operator. This class of kernel K,(x, y) is the generalized translate of K,(x, 0) 
and is discussed by Levitan [I] and Povsner [2] in their work on generalized 
convolutions. The aim of the present investigation is to show that if the 
transform of K,(x, 0) has a simple asymptotic form for large a, the eigenvalues 
and eigenfunctions of K, may be obtained approximately for large a. The 
methods to be used are based on those of Widom [3] and [4] for translation 
kernels, that is kernels of the form K,([ x - y I), which may be treated by a 
Fourier transform. 
Let I be an interval of the real axis. Consider a formally self-adjoint, 
ordinary differential operator 7 of even order with real coefficients acting on 
functions defined on I. It is well known, see for example [5, Chapter 131 or [6] 
that to each operator 7 there corresponds at least one unbounded self adjoint 
operator T on the Hilbert space L,(1). It may then be deduced from the spec- 
tral theory that each operator T generates a transform which is analogous to 
the Fourier transform generated by 7 G i djdx. It will be assumed that T is 
real, and has spectral multiplicity unity. In this case each operator T generates 
a transfo m defined by 
f(h) = j)(x, W(x) dx, 
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where 4 is a real solution of T# = h$. Associated with r there is a measure p 
and a Hilbert space i$ say of measurable functions square integrable with 
respect to CL, such that the linear mappingf+fis an isometric isomorphism 
of L,(I) onto E, . Under this mapping there is a natural correspondence, 
denoted by placing a circumflex on the corresponding symbols, between 
operators, subspaces and functions in L,(I) and those in x2 , This convention 
is used throughout. 
Suppose Q is a subinterval of 1. Consider kernels defined by 
where R,(h) is real. Then by a formal argument, 
VW, g> = &f, iv (.A g f%(Q)), V-3) 
where the right-hand side is the inner product in 5,. Thus the integral 
operator K, on L,(Q) is equivalent in La(Q) to pointwise multiplication by &, 
and projection onto z,(Q). Suppose now that 
R,(h) = 1 - J#) 
where p(a) is a continuous function of a which approaches infinity as a ---f co, 
and as a --+ co, Ja(h) tends pointwise to a positive function J(h) which is not 
necessarily bounded. Set now 4, = p(a) (I - K,) where I is the identity 
operator. Then formally from (1.3) and (1.4). 
G%f, 8) = c/J !)9 (l-5) 
so that to each bounded function Ja there corresponds the bounded operator 
A, , If J is not bounded it is still possible to define an operator A, unbounded 
in general, corresponding to it. It will be shown that if as a -+ 00, J&A) -+ J(h) 
in a sufficiently regular manner, then the eigenvalues and eigenfunctions of 
d, approach those of -4; the properties of K, may of course be deduced 
immediately from those of A, . For example if, for some constant b, 
R,(h) = 1 - (i)” [b + 41)l (a -+ a), 
then p(a) = am and J(h) = Z+, so that the limit operator A depends only 
on the behavior of A, near h = 0. These results were obtained by Widom [4] 
for the Fourier transform, and it turns out that there is no essential difficulty 
in extending his results to more general transforms. 
To use these results it is necessary to obtain the eigenvalues and eigen- 
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functions of d. For the Fourier transform Widom [3] showed that if J(h) = XR 
then d-l is an integral operator and gave an explicit expression for it. It is not 
obvious how to do this in the present case. However, if /(A) is an integral 
power of h, then it is often possible to find rrl. This is done in Section 5. 
Evidently 9 depends on the interval Q, and particular attention is paid to 
the case where D has an end point in common with I. If in addition T has a 
singularity at this end point, the results will not in general be true, but will 
hold in certain cases, in particular for the Hankel transform generated by 
the Bessel operator. 
It is convenient initially to do the analysis without reference to the prop- 
erties of any particular transform. In Sections 2 to 4 operators A^, and A^ 
corresponding to functions J,(h) and /(A) respectively are studied on a closed 
subspace 112 of ia , where A!? satisfies certain conditions. These conditions 
are (3.1), (3.2) and (3.3). In Section 5 the transforms generated by differential 
operators are considered, and it is verified that it is legitimate to set 
&(Q) = -Q. In Section 6 A is obtained explicitly in certain special cases. 
The asymptotic solution of the integral equation (1 .I) with kernel defined 
by (1.2) is considered in Section 7. Finally, in Section 8 an application of the 
method is made to a class of dual integral equations involving Bessel func- 
tions which are reducible to (1.1). 
2. It will be shown in Lemma 1 below that to an unbounded function J 
satisfying certain conditions and closed subspace il2 of 2, there corresponds 
in a natural way an unbounded self-adjoint operator A on & into itself. 
Let p be a positive Lebesgue-Stieltjes measure on the real line with 
support A. Let La be the Hilbert space of measurable complex valued func- 
tions on the real line square integrable with respect to p. The inner product 
s/j dp in& is written (f, 2) and the norm as l\j jj . 
Let J be a real, non-negative measurable function on the real line. Suppose 
that J vanishes on a set of p measure zero, and that J is p essentially bounded 
on every compact set. Define another Lebesgue-Stieltjes measure v by 
dv = (1 + J) dp. The measure v defines another Hilbert space La(v) CL, 
with inner product 
the norm being written (( [I] /j . Clearly for f# 0, (1 [f] 1) > llj/l . 
Let &i be a closed subspace oft, and set J?,(V) n IQ = fi. With the z,(v) 
norm A is itself a Hilbert space and will evidently depend on J. It will be 
assumed that the set I? is dense in il?f in the topology of a. Although this 
assumption is not strictly necessary, it simplifies the analysis, and it turns 
out that this condition is fulfilled in all important cases, 
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Suppose first that J is p essentially bounded, then Z? = ll?Z. For $ E h 
let jbe the projection of (I + J)fi onto &. Then the mapping (f + A^) :b - j 
is a bounded self adjoint operator from i2^1- into itself and 
u+ 4A2) = [B,dl (1;,j Ell2). 
The following Lemma, similar to that proved by Widom [4] shows how a 
corresponding definition is made when Z? f A. The range and domain of 
an operator are denoted by \B(*) and D(e), respectively. 
LEMM.4 1. For each f^ E &i there exists a unique i E I? such that 
CL it) = 6 iI (8 E A). (2.2) 
The mapping & :f^--+] is a bounded, self-adjoint linear operator on A? into 
itself with S(B) C I? and (1 B !/ < 1. S(B) is dense in I%?. 
For all $ E R(B) set & = (8-l - t)jj. Then Ld is a self-adjoint positive 
definite linear operator on Iz^l into itself with a(A) = X2(&) C Z?, and 
((f + m, 8 = [h, g1 ($ E D(A), t E A). (2.3) 
PROOF. For allf E a, g E I?, 
m B Ilfll II! II d llf II II IdI II > 
so that each p defines a bounded linear functional (f, 2) on Z?. (2.2) follows 
from the Riesz representation theorem, which also shows that I( [$I /( < ilf 11 . 
Therefore II 2 /I = I] 4 j/ < I] [h] I/ < l]f^ 11 , and so /I & // < 1. As %(a) C Z?, 
so Z? is self-adjoint. From (2.2) if & = 0 then (f, 6) = 0 for all g E I?. As 
I?? is dense in &, j = 0 also. As B is self-adjoint it follows immediately that 
%(a) is dense in ii?l. A may then be defined as indicated and will clearly 
have the stated properties, the fact that is positive definite following from 
the inequality 
@iw = II [PI II2 - ll4rl” > 0 (f E w&f f 0). 
This concludes the proof. 
3. Under the following conditions A turns out to be of specially simple 
type. It will be assumed from here on that: 
(3.1) Iffn E &andf, converges weakly to an f E ii? then&h) +{(A) p p.p. 
(3.2) LetP={f]fEfi, I]p]] < l>.Th en f or any given compact interval E 
there exists a function & say, 
I PGY I Q A44 CL P-P- 
in 2, such that for all 4 EP, h E E, 
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(3.3) I? is dense in il?? in the &f topology. 
The following result describes the spectrum S(A^) of A to the left of 
L = p - ess,$mKinf J(h). 
THEOREM 1. The set {s ) s E S(A), s < L) consists of positive eigenvabes of 
A of finite multiplicity, whose only possible limit point is L. If L = 03 then A-l 
is a positive de$nite compact operator. 
PROOF. This result is proved by Widom [4] for p the Lebesgue measure 
on (- 03, co) and fi = &(Q). There is no difficulty in extending the proof 
to the present case. It depends on the following Lemma. 
LEMMA 2. Suppose there is a sequence $ E I? such that 
IIL II = 1, liT2y II LA1 II2 <L + 1. 
Then there exists a subsequence tending weakly in the Ic? topology to a nonzero 
f~ fl. If L = CO the convergence is strong. 
PROOF. Since a bounded set in a Hilbert space is weakly sequentially 
compact, there is a subsequence, fn, say, tending weakly tof with jjfjj < 1. 
It follows from (3.1) and (3.2) that the convergence is pointwise, and domi- 
nated for A in the compact interval [- 4, A,] = E say. Therefore 
Consider first the case L < 00. Suppose that f = 0. Then by (3.4) 
where E’ is the complement of E. Given any E > 0 choose h, and na so that 
for n’ > n,, and h E E’, J(A) > L - EEL p.p. and SE, If,, I2 dp > 1 - E. Then 
It follows from (2.1) that 
II [hl II2 2 s,, (1 + J) Iin, I2 4 b LO - 24 + 1 + c2. 
For choice of E small enough this contradicts the conditions, so j # 0. 
Also f’~ fi by use of Fatou’s lemma on the sequence J(h) 1 j,(X) 12. 
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Suppose now that L = 0~). Let IIf ]I& = I < 1. Then given any E > 0 
choose E’ so that J > E-+ p.p. for X E E’. Then by (3.4), n, may be chosen 
so that for n’ > rz,, 
Hence 
Since l is arbitrary this gives a contradiction, so that ]lf 11 = 1. The assertion 
of the lemma follows by a standard argument. 
The theorem now follows immediately from the properties of Hilbert space 
and is proved by Widom [4]. 
4. Suppose that Ja(X) is a set of functions depending on the real parameter 
a, and that each J&X) is d fi d e ne as in Section 2. Then to each J,(h) there 
corresponds an operator A, say defined by Lemma 1. If as a -+ co, 
J$) -+ J(h) in a sufficiently regular manner, then the eigenvalues and eigen- 
functions of A, approach those of A at least over a part of the spectrum. 
The precise result is given by Theorem 2 below. 
Suppose the following conditions hold. 
(i) As a + co, j&h) ---f J(X) pointwise p p.p. 
(ii) There exist positive numbers cr , c, such that J&h) < c1 + c,J(h) p 
P-P- 
(iii) Given any E > 0 there exist numbers h, , a, such that for a > a, 
la(A) b L - e (L -c a), 
I&) >, e-l w = co), 
for p almost all X such that 1 X ) > h, . 
Corresponding to each JJA) there will be a space fla and an operator A, . 
It follows from (ii) that I? C Ha , so that by (3.3) fi, is dense in fi. With 
la(h) as above it is possible to prove the following Lemma from which 
Theorem 2 is deduced. 
LEMMA 3. Let a’ be a sequence of real numbers tending to in..nity. Let 
fOj E A,# . Suppose there is a number b such that 
(i) If I]& 11 = 1 and b = L, then there exists a subsequence tending weakly 
in i@ to a nonzero f E I?; if L = 00 the convergence is strong, 
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(ii) uf,# - f weak& in ii& then f E I? and for all $ E fi, 
PROOF. The proof of the first part is almost the same as that used for 
Lemma 2 and so need not be repeated. To prove (ii), we have by the first 
condition on JU and (3.1) that as a’-+ ccj, J,J;\) ]jQ’ (X) j2-+ J(A) If@) )“pp.p, 
By Fatou’s lemma j E &. Let X,9 = Ji!yO, . Then I/ I;,, 1) < b and ha, + h p 
p.p. It follows from [7, 13.441 that h,, -+ h weakly in a. By the second 
condition on Ja and by dominated convergence Ji!“i + J”“k strongly. 
This together with the weak convergence of ha, proves that 
(ha, , Ji!?) -+ (h, J’!“g), which is the required result. This concludes the 
proof. 
Let P,(s) and P(s) be the spectral families corresponding to A^, and A 
respectively, and put P(d) = PCs,) - P(s,) for d = [sl , s2) with a similar 
definition for P,(d). Then -4, -+ d in the manner described by the following 
theorem. 
THEOREM 2. Ifs,, < L does not belong to the spectrum of A^ then as a -+ 03, 
P,(+,) + P(s,) in the strong operator topology of &I. If L = co, the convergence 
is uniform. 
This result is proved by Widom [4] for fp ==&(Q) the image of L,(Q) 
under the Fourier transform. The proof is based on the convergence proper- 
ties in i,(Q) and it turns out that in the present case these properties, given 
by Lemma 3, are exactly the same for any closed subspace i%’ satisfying 
conditions (3.1), (3.2), and (3.3). The proof is then completed by an argument 
which depends only on the fact that &? is itself a Hilbert space. It is not 
therefore necessary to repeat the proof here. 
It is of course an immediate consequence of the theorem that the spectrum 
of A^, to the left of L will coincide in the limit as a -+ co with the spectrum 
of A^. If L = co we have in addition the following simple consequences of 
the result. 
COROLLARY. Let L = w and let A be any compact interval whose end 
points do not lie in the spectrum of 8. Then for a large enough the spaces P,,(A) $1 
and P(A) i@ have the same jinite dimension. If f, -0. fn is an orthonormal basis 
for P(A) &, there is a basis ,jal ... g,, for each P,(A) &’ such that 
jlfi -go, 11 < E, , i q = I,... n, where q, -+ 0 as a -+ 03. 
PROOF. As a consequence of the uniform convergence, there exist numbers 
E= such that E, - 0 as a- co and jl Pa(A) - P(A) !’ < E, . Therefore, see 
[5, VII 6.71, Pa(A) I@ and P(A) &? have the same finite dimension. Set 
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P,(d) f, = kai . Th en f rom the uniform convergence 11 jai -f% 11 < c,~ . But 
theji are orthonormal, so the iai are linearly independent. This concludes the 
proof. 
COROLLARY. If L = x) and s,, is not an eigenvalue of A then 
(A, - s&l + (A - s&l 
uniformly as a + Co. 
PROOF. Take any number c > S, not in S(A) and let 11 f 11 = 1. Then 
(A - so&l f = SC (s - s&l dP(s) f + jm (s - s&l dP(s) f. 
0 c 
The norm of the second term is evidently not greater than (c - so)-l. Also 
for s < c the spectrum consists only of eigenvalues of finite multiplicity, 
so the first integral may be expressed as a finite sum in terms of the eigen- 
functions. Then from the above corollary 
II/: (s - SOY dP,Nf - ,: 0 - so) W)f I/ < l a , 
where E, depends on c but not on f and E, + 0 as a + CO. As c is arbitrary 
the result follows immediately. 
5. The transformation generated by a class of formally self adjoint, 
ordinary differential operators defined by (5.1) will now be considered, the 
discussion is based on that of [S, Chapter XIII] and [6]. The domains of 
these operators are in L, , the Hilbert space of functions defined on an interval 
I of the real axis. For 8 a subinterval of I, L,(Q) will denote the subspace of 
functions in L, with supports in Q. The image L, of L, under the transforma- 
tion turns out to be exactly as defined in Section 2. It will then be shown in 
Lemma 4 that under fairly general assumptions i,(S) satisfies conditions 
(3.1), (3.2), and (3.3) so that it is legitimate to set M =&(Q). It will be an 
immediate consequence that Theorem 2 may be used to deduce the asymptotic 
form A of an operator A, on L,(Q) defined by (1 S). 
Let I have end points 01, /I (a < /3) w h ere 01 and /3 may be finite or infinite. 
I may be open, half-open or closed. The intervals [IX, co) and (- co, co) 
are considered to be half open and open respectively. An end point of Z 
that is not in I is called a free end point, otherwise the end point is called 
fixed. In this definition the end point may be f 00. 
If I is compact P(l) will denote the set of complex valued functions 
having n bounded continuous derivatives in I. Cm(I) will denote the set of 
infinitely differentiable functions. If I is not compact P(1) and Cm(l) will 
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denote the sets of functions whose restriction to every compact subinterval 
I’ of Z belong to C”(Z) and P(Z), respectively. P(Z) will be the set of 
functions with (H - 1) continuous derivatives in Z and withf(+r) absolutely 
continuous on each compact subinterval of I. In these definitions at a fixed 
end point the derivatives are taken to be continuous from right or left as 
appropriate. 
Consider the formally self adjoint formal differential operator 7 of order 
2n defined by 
Tf = r$O (- I)1 (p&e) f (n-yx))(n-r) (f E ~2nm (5.1) 
where the coeflicients p, are real and in Cm(Z) and p,,(x) # 0 for x E I. 
Let 
and 
ev) = if If E@V),f, Tf E-u 
En(z) = If If E WOf,f (n) E&J. 
If Z is closed then Ean(Z) = ET(Z). Let E,“(Z) C E”(Z) consist of functions 
with compact supports each of which is contained in the interior of I. Now 
define the operators T,, and Tl by the formulae 
TI( TO) = E;“(Z), T,f = Tf, f E W’,), (5.2) 
a( Tl) = E;“(Z), Tlf =Tf, f E%TJ. (5.3) 
It is an immediate consequence of these definitions, see [5], that D(T,,) and 
ID( Tl) are dense in L, . Also T,, is a symmetric operator with adjoint Tz = Tl , 
and every maximal symmetric extension of T,, is self adjoint. 
A self adjoint extension of TO will be denoted by T. T is the restriction of 
Tl by a set of boundary conditions, which will be assumed to be real, at the 
end points of I. A full discussion of possible types of boundary condition is 
given by [5]. In the next section some examples of appropriate sets of bound- 
ary conditions will be given. 
As T is self-adjoint its spectrum (1 will be a closed set of the real line. It 
will be assumed that the spectral multiplicity of T is unity. Sufficient con- 
ditions for this to hold are given in [5, Chapter XIII, 5.51 and [6, Section 241. 
With this assumption the spectral expansion for T gives a transformation 
onto a space &, defined as in Section 2. The spectral theorem [5, Chapter 
XIII, 5.131 is then as follows. 
THEOREM 3. Let T be a selfadjoint extension of T,, given by a real set 
of boundary conditions such that the spectral multiplicity of T is unity. Then 
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there exists an open inter& Cl1 A, a solution 4(x, A) of r+ = A$ with 4(x, A) 
real and continuous on I x U, and a positive Lebesgue-Stieltjes measure TV with 
support A, such that the limit, say f(A), given by 
exists in the topology of L2 , and the mapping f 3 f is an isometric isomorphism 
of L, onto L, . 
The following Lemma gives conditions under which it is legitimate to set 
fi = x,(h) for the transform defined above. 
LEMMA 4. Let D = [y, 61 b e a compact proper subinterval of I, and assume 
that either Q is contained in the interior of I, or if an end point of 52 and I 
coincide, then this end point is fixed. Suppose there are positive numbers c1 , ce 
and a positive integer p such thut 
JN < Cl + cpp, 
P P.P. Then J%(Q) is a closed subspace of J$ and conditions (3.1), (3.2) and 
(3.3) are satisfid. 
PROOF. As the mapping is an isometric isomorphism &(Q) is closed and 
(4,s) = (fs 8) f or all f, g EL,(Q). With the restrictions on 9, 4(x, h) is 
continuous on I x U and is itself in L2(Q), so (3.1) and (3.2) are satisfied. 
To prove that A is dense in &Q), it is first noted that from [5, Chapter XII, 
2.61 
Hence from the definition of I?, 
But T is an extension of T,, , therefore ID( T,-,P) C a( Tp). Also as the coefficients 
of T lie in Cm(I), the functions in P(Q) with supports in the interior of Q 
all belong to ID(T,p), and they are dense in L,(Q). As the mapping f +f is 
isometric, this proves the result. 
If the conditions of this Lemma are satisfied then Theorem 2 may be 
used for the integral operator K, with kernel defined by (1.2), and indeed for 
any operator A, defined by (I .5). It is possible that even if the above condi- 
tions on 52 do not hold the results of the Lemma may still be true. For example 
it is easy to deduce from the well-known properties of Bessel functions that 
this is the case for the Bessel operator (6.7) discussed in the next section. 
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6. For the Fourier transform Widom [3] obtained an explicit formula 
for il-1 as an integral operator when J(h) = ha. It is not clear how to find 
an analogous result in the present case. However, if J(A) is an integral power 
of h it is often possible to find A explicitly. In this section this is done for 
certain forms of the interval Q and the operator r for J(h) = h or X2. The 
results are given in Theorems 4-6. 
As before I has end points 01 and @ and Q = [y, 61 is a compact proper 
subinterval of I. 
Suppose first that J(h) = X. To ensure that J is positive on /l and vanishes 
on a set of p measure zero it is sufficient to assume that the spectrum of T is 
positive and that zero is not in its point spectrum. 
For 7 restricted to L,(Q), let T,,(O) and Tl(Q) be the operators analogous 
to To and Tl defined by (5.2) and (5.3). Let the restriction of T to L,(Q) be 
TQ . T, is known to be a symmetric extension of T,(Q) and so is a restriction 
of T,(Q). Also as T is positive, so is TQ . 
If Q lies in the interior of 1, To is the closure of T,(Q) so that T,* = Tl(Q), 
and Tn is the restriction of Tl(Q) by the set of conditions 
f’“‘(y) =f’“‘(S) = 0, i = 0, I,... (2n - 1). 
Let VI be the self-adjoint extension of Ts, with domain 
a( L;) = {f IfE EyQ),f(~yy) =f’“‘(S) = 0, i = 0, l,... (?z - 1)). (6.1) 
If D has an end point say y in common with I, the additional assumption 
is made that the end point is fixed and the deficiency index of T,, is (n, n). 
In this case it is known, see 16, Section 181, that there are exactly n boundary 
conditions at y. They may be written down most simply in the notation 
fP1 =flZ) (i = 0, I,... (n - l)), 
f Ln1 = JqJ(n), 
p+i1 = pip-U - {f[*+i-11}(1) (; = 1, 2,... n). 
As the boundary conditions, say Bi( f, y) = 0, have been assumed real they 
must take the form 
Bdf, Y) = C ~i.jfTY) = 0 (i = 0, l,... (n - I)), (6.2) 
i==O 
where qj are any set of real numbers such that the associated matrix [CC*,,] 
has rank n and 
n-1 
mC_oh,n"i*2n-m-l - %,2n--m--l%,m) = 0 (i,j = 0, L... (n - 1)). 
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Tn is then the restriction of T&2) by the set of boundary conditions (6.2) 
and f(i)(S) = 0, i = 0, l,... (2n - 1). Let Va be the self-adjoint extension 
of TQ with domain given by 
a(V,) = {f 1 f E E2+Q?), &(f, y) = O,f”)(S) = 0, i = 0, l,... (n - 1)). (6.3) 
The operator A is then given by the following result. 
THEOREM 4. Suppose J(h) z A. IfQ is contained in the interior of I then 
A = V, . If 01 = y is a fixed end point and if the dejiciency index of T,, is (n, n) 
then A = V, . 
PROOF. By the spectral theorem for T, see [5, Chapter XII, 2.61, 
a( TQ) C H and 
Therefore, from Eqs. (2.1) and (2.3) 
(Tnf, d = (f, 43 (f E Wd, g E W)), 
so that A is a self-adjoint-extension of TQ . 
Consider first the case ‘where Q is contained in the interior of I. For any 
interval Q let F(Q) be the set defined by 
F(Q) = {f I f E En(Q), f (i)(y) = f (i)(6) = 0, i = 0, l,... (n - l)}. (6.5) 
It will be proved that F(0) = H. As CD(A) C H it will be an immediate 
consequence that for allf E D(A),f(i)(y) =f(“)(6) = 0, i = 0, l,... (n - l), 
so that by the definition (6.1) of a( V,), A = V, . It is therefore sufficient 
to show that H =F(L?). 
As TQ 3 0, I + TJ, > I. For f, g E D,( TQ) define ( f, g)+ = ((I + TQ) f, g), 
and set ]I f l/f = (f, f)““. It is known, see for example [5, Chapter XII, 5.21, 
[8] or [9], that with this inner product D(T,) is prehilbert and that it may 
be completed as follows. Let %[T,] be the subspace of elements f of L,(Q) 
with the property that there exist a sequence { fn> in D( T,) such that fn + f 
in L,(Q) and limm,n-rm )Ifm - fn II+ = 0. For all f E 9[TQ] set 
IV II+ = l$ II fn II+ 
and define (f, g)+ in a similar way by continuity. Then B[T,1 is a Hilbert 
space with the new inner product, and is in fact the closure of D(T,) in the 
new norm. Also I\ f \I+ > 11 f II for all f E ID[T,-J. 
It is shown by Krein [IO] that the set D[T,] = F(Q). Also if the inner pro- 
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duct in H is defined by [f, g] = [f, t], H is a Hilbert space, and it is easy 
to see that [f, g] = (f, g)+ for all f and g in a[To]. For, from (6.4), 
(fig)' = r-i w = VI gl (f,ge WTQ)) (6.6) 
and as I)(To) is dense in a[To], D[Z’o] C&, so that (6.6) may be extended 
by continuity to the whole of D[ToJ. Therefore F(Q) = D[To] is a closed 
subspace of H, and to prove that H = F(Q) it is only necessary to show that 
H C F(Q). 
Let r;2, be another compact interval contained in the interior of I and con- 
taining Q in its interior, and let &2r) and H(SZ,) be the spaces defined as 
before and corresponding to Q, . Then AC &2J and so H C H(J’&). The 
above result will also hold for D[To,] which is therefore a closed subspace 
of H(Q,). From (6.4) the orthogonal complement of a(T,r) and so of a[T,J 
in H(sZ,) is the set (g / ((I + TQ1) f, g) = 0, f E D(Tol)}. Therefore g belongs 
to D(TiJ = ID(T,(Qr)) and so to P”(SZ,) by (5.3). Hence 
Therefore H(Q C En(&). But H C H&J and consists of functions with 
supports in Sz. Therefore every function in H must vanish together with its 
first (n - 1) derivatives at the end points of Q. This shows that H CF@), 
so that H = F(Q). The proof is now complete for the case where B is in the 
interior of I. 
In the second case y = OL and 6 < /I. As A is a self adjoint extension of 
T, , a(T,) C D(A) C rD(T,). Also T, is the restriction of T,(Q) given by 
the boundary conditions B,( f, y) = 0, i = l,... (n - 1). It will be proved 
that f(*)(S) = 0, i = 0, I,... (n-l)forallf~H.AsD(A)CH,iff~D(A) 
it must satisfy these boundary conditions, and so from the definition (6.3) 
of ID( V,), A = V, . 
Let Qr and J2a be the compact intervals [y, S,] and [p, q], respectively, 
with y < p < 6 < q < 6, < /3. Let H(lQ1 be the orthogonal complement of 
H(Q,) in H(Q,). Now D(T,J C H&Q so from (6.4) if g E H(Q,)l 
for all f E ID(Tn,). It follows that go, E D(T&) where g+, is the restriction 
of the function g to the interval G’s, so that gRg has absolutely continuous 
derivatives up to order (2% - 1). Hence, every function f in H(.&) can be 
expressed as f = g + h where go, E a( T&p) and h E H(O,). Now from the 
first part of the proof it is known that H&Q*) = F(O,) the set defined by (6.5). 
Therefore every function f in H(L$) has absolutely continuous derivatives 
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up to order (n - 1) in an interval containing 6. Since H consists of functions 
with supports in R and H C H(Q1) it follows that if f E H thenfu’(6) = 0, 
i = 0, l,... (n - 1). This completes the proof. 
If an end point of 52 is at a free end point of 1, then in general the results 
of the previous sections will not hold as conditions (3.1) and (3.2) may be 
violated. However, in special circumstances omething may still be said about 
this case. 
THEOREM 5. Let n = 1 in (5.1) so that T is of second order, and let 01 
be a free end point of I and y = 0~. Suppose T, has dejiciency index (0,O). 
If J(h) = h and conditions (3.1) and (3.2) hold for &,(Q), then A is the self 
adjoint extension of T,,(Q) given by the boundary condition f (6) = 0. 
PROOF. It is clearly only necessary to verify that the boundary condition 
is as stated. Let Q’ be the complement of Q in I. 8 is a fixed end point of J2 
and J2’ so that T,,(G) and T,,(P) can have deficiency indices (1,l) or (2,2) 
only. But it is known, see [5, Chapter XIII, 2.251, that 
WoV)) = d(To(Q)) + 4ToWN - 4, 
where d(a) denotes the sum of the two numbers in the deficiency index. 
Hence T,(Q) must have deficiency index (I, 1) and so only one boundary 
condition at 6. This condition is clearly f(S) = 0 by an argument similar to 
that used in Theorem 4. This concludes the proof. 
Suppose for example that 7 is the Bessel operator defined for any m > 1 by 
7f = -f 12) + x-z(mz - a) f (x > 0). (6.7) 
The transform generated by 7 is the Hankel transform, that is 
4(x, A) = xl12 Jm(xA112), where Jm is the Bessel function of the first kind. It is 
easy to verify that for J(h) = h, conditions (3.1), (3.2), and (3.3) hold. The 
following is an immediate consequence of Theorem 5. 
COROLLARY. Let T be the Bessel-operator with m > 1 defined by (6.7). 
If Q = (0,6] with 0 < 6 < co and J(A) = A, then the ezgenwalues of A are 
the solutions Xi of ],,,(6h:‘2) = 0 and the ezgenfunctions are ~112J~(x~‘~). 
Suppose J(A) E X2 and zero is not in the point spectrum of T. Then it is 
particularly easy to find A. For by the spectral theorem H = D(T) n L,(Q), 
so every function in H will vanish together with its first (2n - 1) derivatives 
at the end points of J2. As D(A) C H the following result is immediately 
obvious. 
THEOREM 6. Suppose J(A) = h2 and Q lies in the interim of I. Then A is 
the self adjoint operator formed from r2 by imposing the 4n boundary conditions 
f(“)(y) =f”)(s) = 0, i = 0, l,... (2n - 1). 
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7. The foregoing results are now applied to the asymptotic solution of 
the integral equation (1.1) with kernel given by (1.2). That is we assume 
where 4 is defined as in Section 5. Suppose that either 52 is in the interior of 
I or that it has an end point at a fixed end point of I. (It may sometimes be 
possible to consider a more general Q as for example with the Bessel operator 
(6.7)). If for each a R=(h) is a real measurable function of h and is absolutely 
integrable with respect to p then clearly k,(x, y) is defined for every X, y in 52. 
If the corresponding integral operator on L,(h) is denoted by K, then by 
Fubini’s theorem (KaA g) = (&,f:g) for all f,g EL,(Q). The following 
result is an immediate consequence of Lemma 4 and Theorem 2. 
THEOREM 7. Suppose that 
where p(u) + co us a --P CO, k,, is a constant and J*(h) -+ J(X) under the con- 
ditions of Section 4 with 
p - esst,yainf J(A) = co 
and J bounded by a polynomial. Let si(si < si+J be the eigenvalues of A repeated 
according to their multiplicity and {&} be a corresponding set of orthonormul 
ef&nfunctions. Let Si,a(S,,, > Sg+l,a ) be the eigenvalues of K, repeated according 
to their multiplicity. Then 
tEp(U) (R, - Si,a) = Si m 
Also it is possible to choose #<,, the eigenfunctions of K, so that for every fixed i, 
as a + Co, #i,a -+ *i in L,(Q). 
In addition the inhomogeneous Fredholm equation with kernel k,(x, y) may 
be solved approximately for large a by using the second corollary to Theo- 
rem 2. In the case of the Bessel operator (6.7) on (0, co) the above result still 
holds for Q = (0, S] although zero is a free end point of the interval. 
8. As an application of these results the pair of dual integral equations 
s 1 G&4 g(u) A&a) du =h(r) (0 < r < l), 
f -k4 J&4 du = 0 (r > I), 0 
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is considered. Here Jm is the Bessel function of the first kind, G, and h are 
given, a is a real parameter and g is the unknown function. Cooke [I I] showed 
that under fairly general conditions these equations may be reduced to a 
single inhomogeneous Fredholm equation on [0, l] with kernel 
w, r) = J,” k&q (v)1’2 L&W 17n-,(y~1’“) d, 
where 
2&(h) = 1 - CPGa(A1’*), 
and C and p are chosen to make the integral absolutely convergent. If 
m - p >, 1 and R, is given by (7.1) then for large a the eigenvalues and 
eigenfunctions of k, may be calculated approximately from those of the cor- 
responding operator A. For example if m > Q and 
G,(U) = u-1 [l - exp (- $)I 
then C = 1, p = 4 and 2&(h) = exp (- A/a). It follows from Theorem 2 
and the corollary to Theorem 4 that the eigenvalues of k,(x, y) are for fixed n 
* (1 - a-% + O(1)) (a - m), 
where J,,,--1,2 (AA’“) = 0, and the corresponding apptoximate eigenfunctions 
are x1/z J,,,-l,z(~A1,/2). The inhomogeneous equation with kernel K,(x, y) may 
also be solved approximately by use of Corollary 2 to Theorem 2. 
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