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Abstract 
The classification of primes in the semi-ring of the positive matrices is of interest o 
control and system theory. A few examples of primes in the positive matrices are known. 
In this paper esults on the classification of primes in the positive matrices, in the doubly 
stochastic matrices, and in the doubly stochastic irculants are presented. © 1998 
Elsevier Science Inc. All rights reserved 
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I. Introduction 
The purpose of  this paper is to present results on the classification of  primes 
in several classes of  positive matrices. 
The mot ivat ion of  the authors for the study of  positive l inear algebra lies in 
problems of  the research area of  control  and system theory. The stochastic re- 
al ization problem for finite-valued processes, see [21], is of  interest to signal 
processing. In the l i terature one also speaks of  the real ization problem for 
the hidden Markov  model, for a part ial ly observed Markov  chain, and for a 
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finite stochastic system. A positive linear system is a dynamical system as un- 
derstood in control and system theory in which inputs, states, and outputs take 
positive values. The realization problem for this class of linear systems is of 
interest to compartmental analysis and to economics, ee for a reference on this 
class of systems [21]. The main question for these problems is the characteriza- 
tion of minimality for these systems. This question reduces to a problem of 
positive linear algebra, see [21]. 
The concept of a prime in the positive matrices has been defined in a paper 
by Richman and Schneider [22]. The algebraic structure of a semi-ring, in par- 
ticular that of a monoid with respect o multiplication, allows one to define a 
prime in the positive matrices. Several examples and special classes of primes in 
the positive matrices have been published, see [2], Section 3.4 and [22]. Primes 
in the Boolean matrices were explored in [7]. No complete classification of 
primes in the positive matrices is known. There is thus a need for such a clas- 
sification and for the development of the algebraic theory of positive matrices. 
The use of a classification of these primes for the questions of control and sys- 
tem theory requires further study. 
A summary of the results follows. A prime in the positive matrices i  shown 
to be monomially equivalent to the direct sum of an identity matrix and of a 
fully indecomposable doubly stochastic matrix. The classifications of primes 
in the doubly stochastic matrices and in the doubly stochastic irculants are 
subsequently reduced to the classification of solutions of an index equation 
and of a linear equation over a latin square. The index equation can be solved 
in a straightforward manner. The linear equation over a latin square requires 
analytic solvability conditions that grow in complexity with the dimensions 
of the problem. A procedure to construct all primes in the doubly stochastic 
matrices is described. Examples of primes in the doubly stochastic matrices 
are presented, some of which are doubly stochastic circulants. 
An outline of the paper follows. The problem of classifying primes and pre- 
liminaries are presented in Section 2. The results on the classification ofprimes 
in the doubly stochastic circulants, the doubly stochastic matrices, and the pos- 
itive matrices are presented in Sections 3 5 respectively. Concluding remarks 
are provided in Section 6. The technical parts of the proofs are collected in ap- 
pendices. Appendix A contains definitions and results on latin squares and 
doubly stochastic matrices. The Appendices B and C, contain proofs on the 
classification of primes in the doubly stochastic circulants and in the doubly 
stochastic matrices, respectively. 
2. Problem formulation 
In this section a prime in the positive matrices i  defined and the problem of 
classifying all such primes is posed. 
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2.1. Terminology and notation 
151 
Positive matrices may be regarded as elements of a semi-ring or as represen- 
tations of convex polyhedral cones• The relationships between the matrix, the 
algebraic, and the geometric approach is extremely useful. Sources on positive 
matrices are [2,3,5,17]. 
In this paper the set ~_ = [0, c~) is called the set of positive real numbers and 
(0, oo) the set of strict O' positive real numbers. This terminology is used in [9], 
Section 2.2. Let Z+ = {1,2 . . . .  } denote the set of the positive integers and 
= {0, 1 . . . .  } the set of the natural numbers. For n E Z~ let Z,, = 
{ l ,Z . . . ,n}  and ~,, = {0, 1,2 . . . . .  n}. Denote by ~ the set of n-tuples of 
the positive real numbers. The tuple (~, ,  ~!'~) will be called a vector space ac- 
cording to the usual definition with the understanding that ~+ does not have 
an inverse with respect o addition. Denote the simplex in ~'~ by 
i i i1 S+= x•N+l  x~= l . 
The set ~+ .... of matrices over ~+ will be called the set of positive matrices of 
size k by m. 
A vector a ff ~+ is said to be of order k and this is denoted by n(a) = k if 
exactly k elements of a are strictly positive• The indices of the strictly positive 
elements of such a vector are denoted by 
i (a) = ( i l , i 2 , . . . , i k )  C 2_,,. 
/9 ×17,  The reader is assumed to be familiar with several classes of matrices in ~+ . 
permutation matrices, denoted by P ..... ; diagonal matrices, denoted by D'I×"; 
strictly positive diagonal matrices (diagonal matrices with strictly positive ele- 
ments on the diagonal); monomial matrices, denoted by M' 'x', see [2], p. 67; dou- 
bb' stochastic' matrices, denoted by DS~ ×', see [17], Ch. V and [14-16,18,20]: 
circulants, see [6,16]; and doubly stochastic irculants, denoted by DSC" X''. 




an an- I 
\ 
• • a2  \ 
J 
a3 







t~ n I f  a E ~+ then A = circ(a) E ~×" and if a E S+ then A = circ(a) E DS"+ ~''. A 
circulant A = circ(a) is said to be of order k if the vector a is of order k. For 
n E Y+ define the sh~? as the matrix 
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w,, = ~ ~i ' / " .  
Ii ° 0 1 
0 
01/ . .  0 0 
. .  l 
The shift W,, corresponds to a cyclic shift by one element of a set with n ele- 
ments and W,~ to a shift by k elements. The matrix A E ~ .... is a circulant iff 
there exists a vector a c N" such that 
A = ~ a .w i  1 (1 )  
i , ,  n . 
i i 
Definition 2.1. The positive matrices AI,A2 ~ E~"  are said to be permutation 
equivalent if 
AI = XIA2X2 (2) 
for permutation matrices XI, X2 E P ..... . They are said to be diagonally equiva- 
lent if in (2) X~,X2 C DL '~'' are strictly positive diagonal matrices, monomially 
equivalent if in (2)X~,X~ E M+ ~'' are monomial matrices, and unitary equiva- 
lent with respect o a semi-ring if X~, X2 are units of the semi-ring• They are said 
to be cogredient ifAL -- PA2P -1 for a P E P ..... . 
A canonical form with respect o permutation equivalence is known. The 
reader is assumed to be familiar with the concepts of a partly decomposable, 
full), indecomposable, and totall), indecomposable matrix, see [2], p. 75. It 
follows from [13] that the set of fully indecomposable doubly stochastic matri- 
ces is closed with respect o multiplication. 
2.2. Algebraic theory oJ'positive matrices and primes 
The algebraic structure of the set of positive matrices is a semi-ring, see [l 1], 
A semi-ring differs from a ring in that it does not have an inverse with respect 
to addition. Examples of a senti-ring are R_ and the set of positive matrices 
nxll llX~l R, for anynE7/+.  For anynEZ+ wi thn>~2thesemi - r ingR+ is neither 
commutative with respect o multiplication or an integral domain. 
The concept of a prime can be defined in any semi-ring. Below a definition is 
stated of a prime in the positive matrices, the doubly stochastic matrices, and 
the doubly stochastic irculants. 
Consider a monoid (M,., 1). An element u E M is said to be a unit or inv- 
ertibh, if there exists a v E M such that uv = 1 = vu. Such a v is unique, denoted 
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by u J, and said to be the inverse of u. Denote by U c M the set of units of M. 
The triple (U, .,I) is a group and said to be the group of units of M. 
It may be deduced from [2], Section 3.4.3 that i ra  ~ R~ ~'~ then A has an in- 
verse in the positive matrices iff A is a monomial matrix. Thus the group of 
units in the monoid of positive matrices, (~+~", x . l ) ,  is the set of monomial 
matrices M+ ~'. From this, in turn, it may be deduced that the group of units 
in the doubly stochastic matrices, (DS+ ×'', x, 1), are the permutation matrices 
P ..... and the group of units in the doubly stochastic circulants, 
(DSC" X'', x, I), are the shifts { W,, k J, k E Z,, }. 
Definit ion 2.2. A prime in the set of positive matrices ~"  is a positive matrix 
A E ~+×" such that: 
1. A is not a monomial matrix; 
2. if A = BC with B. C E ~i'f" then either B or C is a monomial matrix. 
Analogously one defines a prime in the doubly stochastic matrices and a pr#ne in 
the doubly stochastic irculants. In the latter definitions the monomial matrices 
are replaced by the corresponding group of units. 
The above definition of a prime in the positive matrices was introduced by 
Richmann and Schneider [22]. For an exposition on primes in N~" see [2], Sec- 
tion 3.4. 
Example  2.3. 
~+ ~ there is (o, 
1 0 
1 1 
is a prime in 
1 0 0 
1 1 0 
0 1 1 
0 0 1 
( 0 5 
1 
see [22,2], p. 79. 
A few examples of primes in the positive matrices are known. In 
no prime. The matrix 
1 /
1 ~ []~3 × 3 (3) 
0 




1 5 0 
1 1 5 
0 1 1 






i/ (0 0 1 0 1  
' 1 1 0 0 
0 0 0 1 
There is no classification of all primes in [j~4×4. 
(4) 
The problem addressed in this paper can now be formulated. 
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Problem 2.4. Classify all primes in the positive matrices, in the doubly 
stochastic matrices, and in the doubly stochastic irculants. 
2.3. Solution procedure 
In the subsequent sections results are presented on the classification of 
primes in the doubly stochastic irculants, in the doubly stochastic matrices, 
and in the positive matrices. The solution procedure for the first two classes 
is similar and summarized below. The details of the procedures are presented 
in Appendices B and C. 
There follows the description of a procedure consisting of four steps. Appli- 
n×n cation of the procedure to an arbitrary doubly stochastic matrix A E DS+ will 
yield the conclusion whether or not this matrix is a prime in the doubly sto- 
chastic matrices. 
First decompose the given matrix by permutation equivalence to the direct 
sum of one or more fully indecomposable doubly stochastic matrices, see The- 
orem 4.1. Only if the resulting matrix has the form displayed in (14) can the 
given matrix be a prime in the doubly stochastic matrices. Attention can then 
be restricted to fully indecomposable doubly stochastic matrices. 
Second, consider a fully indecomposable doubly stochastic matrix 
n×n A E DS+ . It follows from [2], Section 2.5.6 that the matrix has a representa- 
tion as a convex sum of permutations 
tt! 
A = Za i~.  (5) 
i 1 
The matrix A being indecomposable implies that the vector a E S~ is of order at 
least 2. It follows from Lemma C.1 under a condition stated there that A is a 
prime in the doubly stochastic matrices iff there do not exist b, c E S+ ~ both of 
order at least 2 such that 
a = Lm(b)c, (6) 
where L,, is the latin square induced by multiplication. See Definition A.3 for 
the definition of this particular latin square. The equivalence follows from the 
factorization 
Third, let a E S+ be of order ~> 2. It follows from Lemma C.3 that there ex- 
ist b, c E S+ both of order at least 2 such that (6) holds iff 
i(a) = U i(Lm(b)j), (8) 
jEi(c) 
a r = Lmr(b)c r ,  (9 )  
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where (8) is called an index equation and (9) is called an equation over a Latin 
square in which ar E S+ (at contains only the strictly positive components of the 
vector a. 
Fourth, it turns out that the latter two equations can be solved. Solvability 
of the index equation is tedious but easy. Solvability of the equation over a lat- 
in square depends on inequalities having a solution. 
The procedure to determine whether a doubly stochastic irculant is a prime 
n×n nxn  in DSC+ is similar to that for a prime in DS+ . The equation corresponding 
to Eq. (6) is a = circ(b)c. 
The historical order of discovery of the results differs from that used for the 
sections of this paper. Primes in the positive matrices have been analyzed first. 
The classification of primes in the positive matrices is by Theorem 5.1 reduced 
to the classification of fully indecomposable doubly stochastic matrices that are 
primes in the positive matrices. Attention has then been focused on the classi- 
fication of primes in the doubly stochastic matrices. The latter classification has 
been reduced to solvability of a linear equation over a doubly stochastic latin 
square for which a solution procedure has been developed. A particular family 
of primes in the doubly stochastic matrices, see Theorem 4.2, suggests to con- 
sider the classification of primes in the doubly stochastic irculants. This then 
has lead to the results of Section 3. Subsequently it has been discovered that 
there are primes in the doubly stochastic matrices that are not circulants and 
that there is a fully indecomposable doubly stochastic matrix that is a prime 
in the doubly stochastic matrices but not a prime in the positive matrices. 
Remarks on the remaining open problems are stated in Section 6. 
3. Primes in the doubly stochastic irculants 
In this section results are presented on the classification of primes in the 
doubly stochastic irculants. 
Proposition 3.1. I f  A E DSC~ ×n is a prime in the doubly stochastic irculants with 
A = circ(a), then n(a) < n. 
Proof. This follows from the Propositions B.2 and B.5. [] 
Theorem 3.2. Let A E DSC+ ×n be a doubly stochastic irculant of order 2, for 
n >>- 3. Then A is a prime in the doubly stochastic irculants. 
Proof. This follows directly from Lemma B.6 and Proposition B.9. [] 
Corollary 3.3. Let A E DSC4+ ×4 be a doubly stochastic irculant of order 2. Then 
this matrix is a prime in the doubly stochastic irculants if  and only if: 
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1. either 
(Oo °° (ia A= W4 k a~ a, 0 W4 j=  We kcirc(a)W4 j, a= a2 al  
0 a2 al / 
,,'here a E $4+, n(a) = 2, i(a) = (1 ,2 ) ;  
2. or  
ro°a Io) 
A = W4 k a, 0 . W 4' = W4 k circ (a)I4~', a = , (11 
a3 0 al / 
where a E S 4, n(a) = 2, i(a) = (l ,3).  
(lO) 
Theorem 3.4. Let A E DSC~ ~4 be a doubly stochastic irculant o f  order 3. This 
matrix is a prime in the doubly stochastic irculants' !f and only if" 
lai O o)a 
A= W4 k a2 a, 0 W4 J=  W4 kcirc 
a2 al 
a3 a2 al / 







Proof. Let A E DSC 4×4 with n(a) = 3 and representation 
A = ~-~aiW~ l = circ(a). 
By Lemma B.6, A is a prime in the doubly stochastic irculants if and only if 
there do not exist b, e C $4+ of order at least 2 such that a = circ(b)c. By Prop- 
osition B.14 there do not exist such b, c E S 4 if and only if a 2 < 4ala3, since the 
only possible form of a up to permutation equivalence by a unit is 
a2 4 az  ES+. 
Thus Eq. (12) represents the only family of  primes in the doubly stochastic 
circulants of  order 3 in 4×4 DSC+ . [] 
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Example 3.5. The matrix 
1 0 1 1 
1 1 1 0 1 
A=3 1 1 1 0 
0 1 1 1 
157 
E DSC4 ×4 (13) 
is a prime in the doubly stochastic irculants. This follows from Example B.13 
and Theorem 3.4. 
Theorem 3.6. Let A E DSCS+ x5 be a doubly stochastic irculant of  order 4. Then 
this matrix is not a prime in the doubly stochastic circulants. 
Proof. This follows from Lemma B.6 and Proposit ion B.15. [] 
The preceding result motivates the conjecture that for n E ~+, n/> 6, and let 
A E DSC"+ x" be of order n - 1, A is not a prime in the doubly stochastic ircul- 
ants. Enlarging the size of the matrix but keeping the order 3 or 4 gives the fol- 
lowing result. 
Propos i t ion  3.7. Let A E DSCn be a doubly stochastic circulant of  order 
3 <. n(a) <~ 4, such that 
A = W,, k I circ an(a) 
0 
\ 0 / 
for  some k C 2,. Assume n(a) < n. A is prime in the doubly stochastic eirculants 
(/'and only if" 
1. a~ < 4ala3 jo t  n(a) = 3; 
2. never.[or n(a) = 4, n = 5; 
3. ala4 > a2a3for n(a) =4,  n ~> 6. 
Proof. This follows from Lemma B.6 and Proposit ion B.16. [] 
There exist doubly stochastic irculants of order e.g. 3 that are prime, inde- 
pendent of the values of  the nonzero elements. An example is 
A = circ(a) E DSC 9×9 with 
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a=(a l  0 a3 0 0 a6 0 0 0)TESg+, 
aj >0,  a3 >0,  a6 >0.  
From the non-zero pattern and Lemma B.8 it follows that there do not exist 
b, c E S 9 of order at least 2 such that a = circ(b)c. 
4. Primes in the doubly stochastic matrices 
4.1. First characterization of a prime in the doubly stochastic matrices 
Theorem 4.1. (a) The matrix A E DS+ ×" with n >~ 2 is a prime in the doubly 
stochastic matrices iff it is permutation equivalent o the direct sum of a full)' 
indecomposable prime in the doubly stochastic matrices and an identity matrix, 
or, equivalently, 
I P2 =P,(A, @I)P2 (14) 
with t'1, P2 • pn×n, nl, n2 E •, nl /> 2, nl + n2 = n, Aj E DS+' ×n' a fully indecom- 
posable prime in the doubly stochastic matrices, and I E R+ 2×n2. 
(b) I f  
withAl E DS~ ×"' and A2 E DS+ ~ .... are two factorizations as defined in (14) then 
nl = n3 and Al = PsA2P6 for Ps,P6 C pn,×~,. 
The proof is analogous to that of Theorem 5.1 and omitted. 
As argued in Section 2.3 the partial classification of primes in the doubly 
stochastic matrices has been reduced to solvability of equations. The solutions 
to these equations are described in Appendix C. In the next section examples of 
primes in the doubly stochastic matrices are described. 
4.2. Examples of primes in the doubly stochastic matrices 
Theorem 4.2. Consider a doubly stochastic matrix A E DS+ ×n with the convex sum 
representation A = ~i~=1 aiPi in which n >~ 3 and a E Sf  is of  order 2. This matrix 
is' a fully indecomposable prime in the doubly stochastic matrices iff there exists 
an s E (0, 1) such that the matrix is permutation equivalent to 
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s 0 ... 0 l - s )  
1 -s  s 0 0 
nxn sI + (1 - s)W,, = " ".. E DS~ . 
0 0 s 0 
0 0 ... l - s  s 
(15) 
Note that each element of the family of primes of Theorem 4.2 is a doubly sto- 
chastic circulant. However, not all primes in the doubly stochastic matrices are 
circulants, see Theorem 4.3. 
Proof. (=~) Let A = ~aiP,  E DS+ ×" be a prime in the doubly stochastic 
matrices with a E S "! of order 2. By premultiplication by a permutation matrix 
transform A to the form alI+ajPj  for some j E Zn. From Lemma C.l.b 
follows that there do not exist b,c E S~ ~ both of order at least 2 such that 
a = Lm(b)c. 
From Theorem 4.1 follows that A is permutation equivalent to a matrix of 
the form A 1 ® I. By assumption the identity part cannot be present because A is 
fully indecomposable. From [5], Section 4.2, follows that al I+ a~Pj is fully in- 
decomposable i f f~ is irreducible. ~ is irreducible iff it is cogredient to the shift 
or there exists a Q E P"×" such that Qp/QT = w~. Hence A is permutation equiv- 
alent to ajI + aiW~. 
(~)  Let A = sI + (1 - s)W, = ~1 a + iP,. From Proposition C.13 and 
W,, = W, J follows that there do not exist b, c E S+ ~ both of order at least 2 such 
that a = L~(b)c. The map (al I+ azW,) ~-~ a E S~ is a bijection. From Lemma 
C.1 follows that A is a prime in the doubly stochastic matrices. [] 
Theorem 4.3. Consider the family of doubly stochastic matrices 
6 
"D~3x3 A = EaiP i  E - - -+  , (16) 
i=1 
in which {Pi, i E 26} is as defined in Example A.4 and a E S 6 is of order 3. Then 
A is a fully indecomposable prime in the doubly stochastic matrices Of A is' per- 
mutation equivalent to 
6 (a l  0 
EaiP i  = all + azP2 + asP5 = a~ al +as 
i=l al a2 
in which a E $6~ satisfies i(a) = (1,2, 5) c 7/6. 
a2 + a5 '~ 
0 ) E DS 3×3 
al 
(17) 
r).~ 3x3 Proof. (=~) Let A ~- I  a~P, E ---+ be a prime in the doubly stochastic 
matrices. From Lemma C. 1.(b) follows that there do not exist b, c E $6+ both of 
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order at least 2 such that a = Lm(b)c. From Proposition C.14 then follows that 
the ordered triple i(a) C 7/6 is different from (1,2, 3) and (4, 5, 6). Any matrix 
~_ j  aiP, with i(a) one of the cases mentioned is permutation equivalent to the 
matrix of the statement of the theorem, which corresponds to i(a) = (1,2, 5). 
This can be proved because for any of the matrices A with i(a) one of the cases 
mentioned the matrix has one column with no zero and two columns with one 
zero. By pre and post-multiplication by a permutation the matrix of any of the 
cases can be transformed to the form given in the theorem. 
(<=) Note that a E $6+ is of order 3 with i (a )= (1,2,5). For the matrix 
A =a l I  + a2P2 + asP5 the map of A to a E $6 is a bijection. From Proposition 
C. 14 follows that there do not exist b, c C $6+ both of order at least 2 such that 
a = Lm(b)c. From Lemma C.I. (a) follows that A is a prime in the doubly sto- 
chastic matrices. [] 
The procedure described in Section 2.3 to determine whether or not a given 
matrix is a prime in the doubly stochastic matrices can then be followed for 
other matrices than the cases discussed above. The doubly stochastic matrices 
l~3x ~ 6 of the form A = ~a~P, E __+ - in which a E S 4 with order n(a) >~ 4 have only 
partly been analyzed on whether they contain primes. It is conjectured that 
they do not. For the case in which A = ~ a~P, E DS~" with n(a) = 3 the solv- 
ability of the index equation is characterized by Lemma C.9. The solvability of 
the corresponding induced latin square is not yet characterized. 
5. Primes in the positive matrices 
5.1. First characterization of  prhnes in the positive matrices 
.... is a prime in the set of  positive matrices iff Theorem 5.1. (a) The matrix A ~ + 
it is monomially equivalent o the direct sum of  a Jully indecomposable doub O, 
stochastic' matrix that is a prime in the positive matrices and an identity matrix, 
or, equivalently, iff 
A=M, 1 m:=m,(seI)m2 (18) 
with MI,M2 E M+ ×', nl,n2 E {~, nl >>-2, nx + n: = n, S ~ DS'+ '×''~ a ful ly inde- 
composable doubly stochastic matrix that is a prime in the positive matrices, 
and I E R~ ~-×': the identity matrix. 
(b) # 
o) ('o o) A = MI /,,_, M2 = M3 1,,, M4 (19) 
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tl~ xn~ are two factorizations as in Eq. (18) with S i~ DS'!) ~"' and $2 E DS+ , then 
171 ~ n 3 and  
SI = PIS2P2 (20) 
.[or P~, P2 ~ P"~ ~"~. 
Proof  (a). (3 )  Let A ¢ N~×" be a prime in the positive matrices. Construct 
permutation matrices P l ,~  E pn×n such that 
(o 0) A = P~ D e2, (21) 
in which hi,n2 E ~,  nl q-n2 ~ n, A 1 E ~,~×nl is an indecomposable matrix and 
D E ~'+ ~"'- is a strictly positive diagonal matrix. This step follows from [2], Sec- 
tion 3.4.23. 
Determine strictly positive diagonal matrices DI,D2 E D~ "~''~ such that 
n I ~<n I A~ =D~SD2 for a doubly stochastic matrix S E DS+ . The existence of 
D~, D2 and S follows from the fact that A~ is indecomposable and [4], Theorem. 
6.2. See [19] for numerical algorithms. 
Set 
0) 
Mi = P1 , M2 = I " 
Eq. (18) holds in which MI,M2 E M+ ×'' are monomial matrices and S E DS" '~"' 
is fully indecomposable, doubly stochastic, and a prime in the positive matri- 
ces. 
Because A1 is fully indecomposable and D~, D2 ~ D+ ~ ×''~ are strictly positive, 
one concludes that S E DS+' ~'' is fully indecomposable. The matrix S fully in- 
decomposable implies that nl >~ 2 and S is not a monomial. 
It remains to show that S is a prime in the positive matrices. Suppose S is not 
a prime. Since S is not a monomial, it follows that there exists a factorization 
S = BC with neither B nor C a monomial. Then 
A- -B jC~,  Bj =M~ , Cj = 0 - 
is a factorization of A with neither B1 nor C1 a monomial. This contradicts the 
assumption that A is a prime. 
(~)  It follows from the fact that S is a prime in the positive matrices and [2], 
Section 3.4.24, that (S~I )  is a prime in the positive matrices. Hence 
A = M1 (S • I)M2 is prime in the positive matrices. (b) The proof of this part 
is omitted to save space. In the proof use may be made of the uniqueness of 
the transformation to doubly stochastic form, see [4], Theorem 6.2. [] 
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Theorem 5.1 reduces the classification of primes in the positive matrices to 
the classification of fully indecomposable doubly stochastic matrices which are 
primes in the positive matrices. 
A prime in the positive matrices that is also doubly stochastic is a prime in 
the doubly stochastic matrices. Theorem 4.3 establishes the existence of a dou- 
bly stochastic matrix that is a prime in the doubly stochastic matrices but that 
is not a prime in the positive matrices. That it is not a prime in the positive ma- 
trices follows from [2], Corollary 3.4.20. The classification of fully indecompos- 
able doubly stochastic matrices that are primes in the positive matrices is only 
partly solved. 
5.2. Examples of  primes in the positive matrices 
Proposition 5.2. Consider the matrix 
n! 
A = ~-'~aie E ~ , (22) 
i= 1 
in which n >~ 3, {Pi, i E Z,! } is an enumeration of the permutations in P .... , and 
a E R~ is of order 2. This matrix is" a fully indecomposable prime in the positive 
matrices iff there exists an s E (0, 1) such that the matrix is monomially equiva- 
lent to the matrix 1s /
sI + (1 - s)W~ = . (23) 
0 
S 
s 0 ... 0 
l - s  s . . .  0 0 
. . • 
0 0 s 
0 0 ... 1 -s  
Proof. (~=) That (23) is a prime in the positive mamces follows from [2], 
Theorem 2.6. That this matrix is fully indecomposable follows from [5], 
Section 4.2. 
(3 )  Note that 
1 
Z a£~- E DS~ xn 
and that B is monomially equivalent to d. Then B is a prime in the doubly sto- 
chastic matrices. From Theorem 4.2 follows that B is permutation equivalent to 
the matrix displayed in (23). Hence d is monomially equivalent to the matrix 
displayed in (23). [] 
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6. Concluding remarks 
Results have been presented on the classification of primes in the doubly sto- 
chastic circulants, the doubly stochastic matrices, and the positive matrices. 
Primes in several subclasses of the classes mentioned have been characterized. 
The general classification is far from being solved. 
What needs to be investigated to solve completely the classification prob- 
lems? The classification problem of primes in the doubly stochastic irculants 
has been reduced to the solution of an equation over a doubly stochastic circul- 
ant. The cases of this equation that have been solved point to discrete and to 
analytic onditions for the existence of a solution. The conditions vary with the 
discrete parameters of the problem. It is not clear whether general solvability 
conditions can be formulated. 
The classification of primes in the doubly stochastic matrices has been re- 
duced to solvability of an equation over a doubly stochastic latin square. Con- 
ditions for the existence of a solution of the latter equation have been derived 
in two cases. A general result will probably have to be formulated in both dis- 
crete and analytic conditions. 
The classification of primes in the positive matrices may be based on the 
classification of fully indecomposable doubly stochastic matrices that are 
primes in the doubly stochastic matrices. Here much research remains to be 
done. 
Appendix A. Matrix preliminaries 
A.1. Latin squares 
Definition A.I. A subset PC = {~, i E I} C P~" is said to be a permutation 
covering of ~×"  if 
icl 
where E,, E ~×'~ is such that [(En)ij] = 1 for all i , j  E Zn. 
A permutation covering consists of exactly n permutations. Which subsets of 
P ..... form a permutation covering? The set of multiple shifts 
{mO mnl . . ,m; ,  1} Cp,×,  
is a permutation covering of ~+×". 
A latin square is a well known concept, see [8]. Another definition is present- 
ed below that seems more suitable for this paper than one of the definitions of 
the literature. 
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Definition A.2. A matrix A E ~+×n will be called a positive latin square if there 
exists a permutation covering {Pi,• i E I} C pn×,, of ~nx~+ and a vector a ~ ~+ 
such that 
pl 
A = Za ,P , .  (A.1) 
i1 i1 × l1 In this case define the mapL:  ~+~+ byA=L(a)=~a,~.  The matrix 
A E ~,1  is called a doubly stochastic latin square if it is a positive latin square 
and doubly stochastic. In this case it admits a representation as the matrix dis- 
played in (A.1) with a ~ S+. 
An example of a positive latin square is a circulant circ(a) E ~+~" with 
n a E ~+. If  in addition a E S~' then circ(a) E DS '  ~'. It follows from the defini- 
tion of a positive latin square, in particular from a permutation covering, that 
every row and every column of such a matrix A = ~ '  aiP, is a permutation of 
pt the elements of the vector a E ~+. A characterization f the set of latin squares 
follows from a characterization of the set of permutation coverings. 
Definition A.3. The latin square induced b)' multiplication of permutation in P .... 
is defined as 
n!×n! Lm : R~ ~ ~ , [Lm(x)~/] =x,,  if P,5 =Pk: (A.2) 
where P,, Pj, Pk are elements of an enumeration of P .... . 
It can be shown that a latin square induced by multiplication as defined in 
Definition A.3 is a latin square as defined in Definition A.2. 
Example  A.4. Consider the following enumeration of the elements of 
p3×3 ~ {P1, . - . ,P6}:  
Pl = I ,  P~= W~= 0 P~= W~ 2 0 0 
1 1 0 
(i°i) (i°i/ (i'i) P4= 0 , Ps= 1 , P6= 0 . 1 0 0 
(A.3) 
(A.4) 
The latin square in ~3~×3~ induced by multiplication of permutations in p3×3 is 
given by 
G. Pieci et al. / Linear Algebra and its Applications 277 (1998) 149 185 165 
Lm(x )
Xl X3 X2 X4 X5 X6 
X2 XI X3 X6 X4 X5 
X 3 X 2 X l X5 X6 X4 
X4 X6 X5 Xl X2 X3 
X5 X4 X6 X3 X1 X2 
X6 X5 X4 X2 X3 X I 
6 
= ~-~xiP,-. (A.5) 
i=1 
A.2. Doubly stochastic matrices 
The set of  doubly  stochastic matrices in DS~"  is a convex polyhedron of  di- 
mension (n - 1) 2 whose extremal elements are the set of  permutat ion matrices 
according to a theorem of Birkhoff [2], Section 2.5.6. A matrix A E ~×"  is said 
to have a representat ion as a convex sum of  permutations if
It! 
A = ~-~sjP,-, (A.6) 
i - I  
where x E S!I ! and {P,., i E 7/,,!} = p .... is the set of  permutat ions of  size n x n. 
Such a matr ix is said to be nontr ivial  if it is not itself a permutat ion,  or, equiv- 
alently, if the vector x is of  order 2 or larger. Note that a circulant and a pos- 
n×n itive latin square in R+ have representations a convex sums of  permutat ions 
in which the sum is over n permutat ions only and in the case of  a doubly sto- 
n×tl chastic circulant he permutat ions are the shifts. Given a matrix A E DS+ , its 
representat ion as a convex sum of permutat ions as in Eq. (A.6) is not unique. 
Notat ion  and a result on the special ization order are stated below. Sources 
on this are [17], Ch. V and [16]. For  x ¢ N~ let 
x{i] 
xj = " E [~"~, x[~] >~ x[:] >~ . . .  >~ x[,,] (A.7) 
\x{,] 
denote the vector with the components  of x in decreasing order. For  x ,y  E R" 
one says that x is majorized by y or that y majorizes x, if 
k k n n 
i I i 1 i I i I 
Denote by x ~ y that x is major ized by y and call _~ the specialization order on 
R". It fol lows from [16], Section X, that, with x ,y  E R"+, x -< .v iff there exists a 
S E DS~ ~" such that x = Sy. 
~rl x n Proposit ion A.$. Let a, b, c E S+ and L : S'~. ~ ~ he the map of  a doubly 
stochastic latin square. Assume that a = L(b)c holds', l[ 'a E S~ is a vector of  
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order n(a) E ~ then both b and c are vectors of orders at most n(a), 
n(b) <<. n(a) and n(c) <<..(a). 
Note that the result of  the above proposit ion also holds if a = circ(b)c. 
or  
Proof. The assumptions that b E Sn_ and L is a latin square imply that 
L(b) E DS+ ×n. It then follows from the characterization of the specialization 
order and a = L(b)c that a _~ c, or, equivalently, that 
k k n n 
Z a[i] ~ Z C[i], k : 1 ,2 , . . . ,H  - 1, Z a[i] : Z c[i] : 1. 
i=l i=1 i=1 i:1 
I f  a is a vector of  order m then 
m m 
i=l i=1 
and hence, because c E S+, ~,~'1 c[~1 = 1. Thus e is a vector of order at most m. 
Because a = L(b)c there also holds a = Ll (e)b for another positive latin square 
L1. The result for c then follows by symmetry. [] 
Appendix B. Proofs for primes in the doubly stochastic irculants 
B.1. Polynomial representation of doubly stochastic irculants 
Any n × n circulant matrix A has a unique representation as a polynomial  of  
degree n - 1 in the shift operator  W,,, A = ~i~0 l ai W~'. The polynomial  map as- 
sociated to A, a(z) = ~ aiz i, is called its representer or incidence polynomial. 
It is a ring homomorphism, [6], p. 68-70. Since W, n = I, in all operations involv- 
ing representers of  n × n circulant matrices, the nth power z" must be treated as 
1, i.e., the polynomial  z ~ - 1 is equivalent o the zero polynomial.  The homo-  
morphism above becomes a ring isomorphism if the ring of  polynomials is sub- 
stituted by the quotient ring ~[z]/(z" - 1). 
F rom these general facts it follows in particular that the representer of a 
DS n~n doubly stochastic irculant A E C+ is a polynomial  in z with positive coef- 
ficients summing up to one, i.e., with the property a(1) = 1. The semi-ring of 
polynomials with positive coefficients will be denoted by ~+ Iz], the semi-ring 
of polynomials p(z) with positive coefficients normalized such that p(1) = 1 
by S+[z], and the quotient semi-ring of ~+[z] (S+[z 1, respectively) modulo 
z ~ -1  by ~+[z]/(z ~-1)  (S+[z]/(z"- 1), respectively). Clearly DSC+ ×" and 
G. Picci et al. / Linear Algebra and its Applications 277 (1998) 149 185 167 
n×n S+[z]/(z ~ - 1) are isomorphic as semi-rings. A matrix A ¢ DSC+ is a unit if 
and only if its representer a(z) is a monomial in S+Iz]/(z" - 1), i.e., a(z) = z x. 
Definition B.1. A prime in the quotient semi-ring S+ [z]/(z" - 1) is a polynomial 
a(z) E S+[z]/(z" - 1) such that 
1. a(z) is not a monomial,  i.e., a(z) ¢ z~; 
2. if a(z) = b(z)c(z) with b(z),c(z) E S+ [z]/(z" - 1), then either b(z) or c(z) is a 
monomial. 
Whenever a(z) = b(z)c(z) with b(z), c(z) E S+ [z]/(z" - 1 ), neither of them be- 
ing monomial,  b(z) (or c(z)) is said to divide a(z) strongly. 
It is obvious that for a positive factorization a(z) = b(z)c(z), 
a(z) E S+[z]/(z"- 1), the factors b(z),c(z) E E+[z]/(z" - 1)can both be normal- 
ized by dividing them by positive numbers b(1),c(1) such that a (1)= 1 
= b(1)c(1). Therefore, taking as group of  units the set {:~z k ] ~ ¢ ~. ,  k E t~}, 
primes in E+[zl/(z" - 1) are essentially the same as primes in S+Iz]/(: - 1), 
up to multiplication with a constant. 
nxB Proposition B.2. A matrix A ¢ DSC+ is a prime in the doubly stochastic 
circulants if and only if its representer is a prime in the quotient semi-ring 
S+[z]/(z" - 1). 
Proof. Let 
n I n -  1 
A = Za i  ,1¢~, a(z) = Za iz i .  
iO  iO  
A is a prime in the doubly stochastic irculants if and only if 
1. A is not a monomial;  
2. if A = BC with B, C E DSC~. ~'', then either B or C is a monomial. 
Condition 1 is equivalent o a(z) not being a monomial. Let B = ~ biW,' and 
C = ~ ciW,,~. Their representers are b(z) = ~ bi z~ and c(z) = ~ cii,  respective- 
ly. It follows that Condition 2 is equivalent to ' i f  a(z)= b(z)c(z) with 
b(z), c(z) ¢ S+ [z]/(z" - l ), then either b(z) or c(z) is a monomial'. So A is a prime 
in the doubly stochastic irculants if and only if a(z) is a prime in the quotient 
semi-ring S+ [z]/(z ~ - 1 ). [] 
The following example shows that prime in ~+ [z]/(z" - 1) is not the same as 
prime in 0~+ [z]. 
Example B.3. Consider the polynomial f (z )  = z 3 + z + 10. This polynomial can 
be factorized as f ( z )=(z+2) (z  2-2z+5)=(z+2) (z -  1+2i ) (z -1 -2 i ) .  
None of the factors o f f ( z ) in  ~+[z] is monomial, so f ( z ) i s  prime in [~+ [z]. But 
in ~+[z]/(z 4 -1 ) ,  f ( z )=(z  3+Lz2)(z 2+ILz) with )~=5+2v~>0 and 
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ll = 5 -- 2V~ = 5 -- ~ /~ > 0. So f ( z )  is not prime in N+[z]/(z 4 - 1). It follows 
that f ( z ) /12  is not prime in S+[z]/(z 4 - 1) and hence (10 
1 1 10 1 
A 0 1 10 
10 1 1 
is not prime in DSC4÷ x4. 
The problem is to find a factorization in R+[z]/(z"-  1) of a polynomial 
- 1). 
Lemma B.4. Consider a(z) c N+[z]/(z" - 1). There exist po@nomials b(z), c(z) 
E ~+[z] / (z"-  1), neither of  which is' a monomial, such that 
a(z) = b(z)c(z) (modS - 1) 
i[" and only if there exists a polynomial g(z) C ~+ [z] of  degree strictly less than 
n-  1, such that 
a(z) + (z" -  l)g(z) ~ ~+[z] 
can be factorized into h(z)k(z) m ~[z] with neither h(z) (modz" -  1) nor 
k(z) (mod z" -  1) monomial. 
A conclusion of Lemma B.4 is that the determination of primes in 
R~ [z]/(z n -  1) by a transformation of the factorization in R+ [z]/(z"-  1) to 
one in ~_ [z] is not so practical. Note that the factorization in N+ [z] must be car- 
ried out for a(z) +g(z)(z" - 1) for all g E [~. [z] of  degree less than n - 1. 
Proof. (~)  Assume there exist polynomials b(z), c(z) E R+[z] / ( J ' -  1), neither 
of  which is a monomial ,  such that a(z )= b(z)c(z) (modz  ~-  1). This is 
equivalent o a(z) + (z" - l)g(z) = b(z)c(z) for a polynomial  g(z) E [~[z]. Since 
b(z),c(z) E E+[z]/(! '  - 1), their degrees are less than or equal to n -  1, so 
deg((z" - 1)g(z)) ~< deg(b(z)c(z)) <~ 2n - 2, i.e., deg (g(z)) ~< n - 2. Let 
g(z) - go + glz +-- -  + g,, 2z" 2 for gi E ~. Then b(z)c(z) = a(z) - g(z)+ 
goz" +g lz  ''+' + ' "+g,  :z 2" 2. Now gi ~> 0, since deg(a(z ) -g (z ) )<~n-  1 
and b(z)c(z) E E+[z]. It follows that g(z) ~ E+[z] and a(z) + (z" -  l)g(z) can 
be factorized into b(z)c(z) with b(z) (mod z" - 1) and c(z) (mod z" - 1) not 
monomials.  
(~)  Assume there exists a polynomial  g(z) c ~[z]  of degree strictly less 
than n - 1, such that for 
f ( z )  = a(z) + (z" - 1)g(z) E ~.[z] 
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there exist polynomials h(z ) ,k (z )E  R~[z], such that f ( z )= h(z)k(z). Let 
b(z) = h(z) (modz" - 1) and c(z) = k(z) (modz" -  1). Then 
a(z) =f(z )  (rood#'-l)--h(z)k(z) (roodS-l) 
= b(z)c(z) (mod#' 1). 
From the assumptions it follows that b(z) and c(z) are not monomials. [] 
The following proposition is a general result on the classification of primes 
in S. Iz]/(z" - 1), or equivalently, the classification of primes in the doubly sto- 
chastic circulants. 
Proposition B.5. The polynomial  
n I 
.(=) [:] /(s- 1), (B.I) 
1=0 
with p~ > O jbr  all i E N,, ~, is not , r ime in the quotient semi-ring N+ [z]/(z" - 1). 
Proof. Consider first the polynomial p(z) with pi -- P~ = P for all i . j  ¢ ~,, 1. 
Then 
n I n l ] n I 
i=0  i 0 i 0 
1 
= ~(z+ l)p(z) (mod#' 1). 
So p(z) is not prime in the quotient semi-ring ~ ~ [z]/(z" - 1). Otherwise, if there 
exist i , j  E ~,,_1 such that p i¢  p;, choose 
0<a<min~ P'~ P" iCZ,, l} 
l",,-~ Pi- I 
Since p~ > 0 for all i E ~,,_~, the minimum mentioned above is strictly positive. 
so such an a exists. The claim is that a < 1. Indeed. suppose a ~> 1. Then 
Po/.,, i >a>~ l and . /p i  i >a/> 1 for a l l iEZ, ,  1. so 
tl- l 
l <~a" 1 < Po r [  . i  = 1. 
P, I =~~ Pi 1 
This is a contradiction, so a < 1. Now p(z) can be hctorized in b(z)e(z) in 
[~+ [z]/(z" - 1 ) with 
n-  I n 1 
b(z) -- 1 _l a" Zaizi',=o c(z) =Po-a . , , _ ,  +Z(t ) i -ap i _ , ) z  , 
Indeed, 
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n 1 n- I 
i=0 1=0 
170 
n I (n  l x 
: ZtZb,  
k=o \ ,=o / 
and since for all k E N,, 
(mod f '  - 1), 
k n 1 
Zbk-,,,,c, : Zbk ,c,+ 
i 0 i 0 i-k+l 
_ _1 
1 a n 
i=1 
n 1 / 
+ Z a "+k i(pi -- ap i_ l )  
i=k+l 
1 
- 1 - a" (akp° - ak+lP" ~ + ak lpl -- akp° + " + a°pk 
--apk t + a" lpk+l -- a'pk + . . .  + aX+lp,, l -- ak+2p,,-2) 
1 
- - ( 1  - a")p  = pk ,  
- -  l - a"  
it follows that p(z )= b(z)c(z) (modz" -1 ) .  Because a < 1, for i q N,, 
b~ = d / (1  - a')  > O, and since a <p0/p ,  t and a <p~/p~ j for i C 2,  ~, also 
co = po - ap,,_j > 0 and for i E 7/,, ~ c~ = p~ - ap~_~ > O. So b(z) and c(z) in 
R+ [z]/(z" - 1) are not monomials,  from which it follows that p(z) is not a prime 
in the quotient semi-ring ~_[z]/(~' - 1). [] 
B.2. Reduction o f  class'ification problem 
Below it will be shown that the classification of  a prime in the doubly sto- 
chastic circulants is equivalent to the solvability of a linear equation over a 
doubly stochastic irculant. The latter problem is analyzed in Section B.3. 
Lemma B.6 Assume A E DSC+ ×" is o f  order larger or equal than 2, say with 
representation A = ~ aiP~. Then the fo l lowing statements are equivalent. 
a. The matr ix  A E DSC~ ×" is a prime in the doubly stochastic irculants. 
b. There do not exist b, c E S" each o f  which is o f  order at least 2 such that 
a = circ(b)c. 
The proof  of this result is omitted. It is analogous to that of Lemma C.1. 
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B.3. Linear equations over doubly stochastic irculants 
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Problem B.7. Solvability of a linear equation over a doubly stochastic irculant. 
Let a E S~ be a vector of order at least 2. Determine conditions on this vector 
such that there exist vectors b, c E Sn, each of which is of order at least 2, such 
that 
a = circ(b)c. (B.2) 
Lemma B.8. Let a E S~ be a vector with order n(a) >~ 2. ! f  there exist b, c ¢ S, I 
each of which is" of order at least 2 such that Eq. ( B.2 ) holds then 
i (a )= 0 i(w,J-lb)" 
i -  I <:i >0 
The proof of this result is omitted. It is analogous to that of Lemma C.3. 
Below solutions are presented to several special cases of Problem B.7. The 
results are ordered by the order of the vector a E S'~. It follows from Proposi- 
I 1x t t  tion B.5 that only a matrix in DSC+ of order smaller or equal than n - 1 is 
eligible to be a prime. 
Proposition B.9. Let n E 7/+, n >~ 3, and a ¢ S" with order n(a) = 2. Then there + 
do not exist b, c E S~ of order at least 2 such that a = circ(b)c. 
Proof. Assume there exist b,c E S+ of order at least 2 such that a = circ(b)c 
holds. Then, Proposition A.5, n(b)<~n(a)= 2 and n(c)<~n(a)= 2, hence 
n(b) = n(c) = 2. From Lemma B.8 it follows that 
i(a) = 0 i(w,J ~b), (B.3) 
j l.£j>O 
while 
2 = n(a) < 3 <~ n(v=,.~.j >00 i(W,[ lb)) ,  (B.4) 
where the last inequality follows because the union is exactly over two values of 
j, say jl,j2, with n(W, I' Ib) = 2, i(W,f-ib) ¢ i(W/: lb), and there may be over- 
lap between i(W,{~-lb), i(W/2 lb). The Eqs. (B.3) and (B,4) are incompatible. 
This establishes the contradiction. [] 
The above result is illustrated by the following two examples. 
Example B.10. Let a E $4+ and suppose there exist b, c E S 4 of order 2 such that 
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Then 
oo  
a~ b', bl 0 C, 
b2 bl 
0 b2 bl 
i(a) ={1,2} ,  0 i(W4~ 'b )= i (b )U i (W4b)  
/=1  ,~/>0 
--- {1,2} u {2,3} = {1,2,3}.  
Hence such b, c cannot exist. The other possibil it ies for a, b, c similarly result in 
impossibil it ies. 
Example B.11. Let a E S 4 with order n(a) = 3 and suppose there exist b,c E S 4 
of  order 2 such that 
lal a2 bl 0 c~ z 
0 b2 bl / 
=ci rc (b)c .  
Then i(a) = {1,2, 3} =: U~' I,c,>oi(W4 / l b) hence the necessity condit ion of  Lem- 
ma B.8 is satisfied. To determine whether a matr ix 
n 
w:-, . . . . . . .  .(al A = ai EDSC , aES+,  2< <n 
Ix  I 
is prime, it has to be proved that there do not exist b,c E S' I with 
2 <~ n(b) <~ n(a) and 2 ~< n(c) <~ n(a) such that a = circ(b)c. Examples on how 
to solve this problem follow below. 
Proposition B.12. Let a E S 3 be o/'order 3. Then there exist b, c E (0, 1) such that 
e (B.5) 
a= a~ = 1 -b  b 1 -c  
a~ 0 1 - b 
O" and only iJ'a~ >~ 4ala3. 
Proof. Let a E S 3 be of  order 3. Then a2 = 1 - al - a3. Note that (B.5) is 
equivalent o 
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al = bc, (B .6 )  
a2 = (1 - b)c+ b(1 - c), (B.7) 
a3 = (1 - b)(1 - c). (B.8) 
It is claimed that (B.6) (B.8) is equivalent o (B.6), (B.8). This is proven by 
showing that (B.6), (B.8) implies (B.7). Indeed, using (B.6) and (B.8), 
( l -b )c+b( l - c )  c -bc+b-bc - -  1 
- bc  - (1 - b ) (1  - c)  = 1 - al  - a3  = a> 
Consider the calculations 
al =bc ,  a~- (1 -b ) (1 -c )= 1-b -c+bc= 1 
- (b+c)  +a l ,b+c  = 1 +al  -a3 .  
Thus (B.6) and (B.8) are equivalent o bc = al and b + c = 1 + at - a3 .  Consid- 
er the polynomial 
( z+b) (z+c)=z2+(b+c)z+bc=z2+( l+a, -a~)z+a~.  (B.9) 
There exist b,c E N if and only i fD  : -  (1 +a l  -a3)  2 -4a l  i> 0. Now 
D = (1 +al  -a3)  2 -4a l  = (2a l  +a2)  2 -4a l  
= 4a~ + 4a,a= + a; - 4al = a~ + 4a,(a, + a2 - 1) = a~ - 4ala3. 
So i fb, c E (0, 1) exist, then a~ >~ 4a~a3. Conversely, assume a~ >~ 4ala). Then D 
defined above is nonnegative, so the roots of the polynomial (B.9) are real, i.e., 
there exist b,c E ~ such that (B.6), (B.7), and (B.8) hold. The question is 
whether b, c E (0, 1 ). Since bc - aj > 0 and b + c = 1 + al - a3 = 
2a~ + a= > 0, also b > 0 and c > 0. It follows from bc = a~ < 1 that b < 1 or 
c< l. I f  b < 1, then from (B.8) it follows that 
a3 
1 -c - -  >0 ,  
l -b  
so c < 1. The same reasoning ives that i fc  < 1, then also b < 1. It follows that 
there exist b,c E (0, 1) such that (B.6), (B.7), and (B.8) hold. 
Example  B .13 .  
1 / 
a=~ 
For the vector 
there do not exist b, c E (0, 1) such that a can be written in the form (B.6). This 
follows because the inequality a~ >~ 4aja3 is equivalent to (1/3) 2 ~> 4(1/3) 2, 
which is false. 
174 G. Picci et al. / Linear Algebra and its Applications 277 (1998) 149 185 
Proposition B.14. Let a E S 4 be of order 3. There exist b, c ¢ $4+ of order at least 
2 such that 
(a Ia2 a = = clrc~o)c a3 a4 
if and only if either af + a~ ~ 4a2a4 > 0 or a~ + a] >~ 4a,a3 > O. 
Proof. Let a E $4+ be of order 3. The possible patterns of the vector a are 
(a I a(0) : a2  , a(1) = , a(2) = , a(3) = a2 ~ a3 a3 \ a4 a4 a4 
Note that a (i~ = W4  /d °), so there exist b, c E $4+ of order at least 2 such that 
a (°) = circ(b)c if and only if aii) = circ(W4 ib)c. It will be proven that there exist 
b, c E $4 of order at least 2 such that 
(a I a: circ(b)c 
if and only if a~ + a 4 >1 4ala3 > O. 
(=~) Consider a/°/. Assume there exist b, c C S 4_ of order at least 2 such that 
a(°)= circ(b)c. F rom Proposit ion A.5 it follows that n(b)<~n(a)= 3 and 
n(c)<<.n(a) = 3. The possible values of the pair (n(b),n(c)) are 
(3, 3), (3, 2), (2, 3), (2, 2). The first three possibilities cannot occur as can be 
seen from the nonzero pattern of  the vectors. There remains the case 
(n(b),n(c)) = (2, 2). The possible choices for nonzero patterns of  c, i(c), are 
{ 1,2},{2, 3}, {3, 4}, and { 1,4}. The patterns { 1,3} and {2, 4} are not possible, 
as can be seen from the nonzero pattern of  b. It follows that the possible choic- 
es for b and c are 
(all/b 0 0 l b/it / a(O) = a2 = 1 - bl bl  0 1 - cl (B.IO) 
0 1 - bl bl 0 0 ' 
0 0 1 -b j  bl 0 
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a(01 = a3 = bl 0 0 1 - bl 0 , (B. I I )  
1 - bl bl 0 0 0 





0 1 - bl bl 0 
0 0 1 --bl bl 
z 
bl 0 0 1 -b l  
1 - bl bl 0 0 
l 
1 - bl bl 0 0 
0 1 -b t  bl 0 
z 
0 0 1 - bl bj 
bl 0 0 1 - bj 












(B. 1 3) are all equivalent and they are also 
(.1)(, > 
cl (B.14) 
a2 = 1 -b l  bl 1 -C l  " 
a3 0 1 - bl 
With Proposit ion B.12 it follows that if b~,Cl E (0, 1) exist, then a~ >~ 4a~a3. 
Since a4 z 0 and aj > 0, a3 > 0, there holds a~ + a 4 ~> 4ala3 > 0. 
(~)  Assume a~ + a24 >1 4ala3 > 0 and a4 = 0. Then a ] >~ 4ala3 and from 
Proposit ion B. 12 it follows that there exist b~, c~ E (0, 1) such that (B. 14) holds, 
from which it follows that 
I'll/b 0 0 bl)/L ) a2 = 1 - bl bl 0 0 1 - cl 
0 1 - bl bl 0 0 
0 0 1 -b l  bl 0 
= circ(b)c 
with b,c E S 4 of order 2 
For pattern a/°) the proposition has been proven. The proofs of  the other 
patterns of  a are analogously, but with (al,a2.a3) shifted. The details are 
omitted. [] 
Propos i t ion  B .15 .  Let a c $5+ be of  order 4. Then there exist b. c E $5+ of  orders at 
least 2 such that a = circ(b)c. 
Proof. It will be assumed that 
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(aoI a2 a= a3 ESS~, a i>0 for a l l i c7 /4 .  
I f  the vector a does not have this form then there exists a transformation of a to 
this form, say Wsma. I f  it is shown that there exists b, c in S~ with the necessary 
order properties such that ~"a  = circ(b)c, then it follows that 
a = circ(W5 mb)c. Therefore the assumption is no loss of  generality. 
Two cases can be distinguished depending on a property of  the vector 
a: (1)ala4 ~< aza3; (2) ala4 >~ a2a3. 
Case (1): Assume that ata4 ~ a2a3. It will be shown that there exist a b ~ S~ 
of order 2 or 3 and a c c $5+ of order 2 such that 
/all (b0 0 b2//ci/ a2 b2 bl 0 0 b3 c, a3 = b3 b2 bl 0 0 
b~ b2 bl 0 
0 0 b~ b2 bl 
(B.15) 
This equation is equivalent o 
al = bjcj,a2 = b2cl + blc2,a3 = b3Cl + b2c2,a4 = b3c2. (B.16) 
Consider the polynomial  
b(Z)C(Z) -- (b3 Z2 -- b2z @ bl)(C2Z -- Cl) : a4 Z3 + a3 Z2 q- a2z + a, = a(z). 
Since b3c2 = a4 > 0, assume without loss of generality that b3 > 0 and c2 > O. 
One root of a(z) is 2j = -c l /c2.  Let ,~2, 23 denote the other roots of a(z), i.e., 
the roots of (b3z 2 + b2z + bl). Then 22 + 23 - -b2/b3. Consider the Routh 
scheme [10], Vol. II, 
I a4 a2 
a3 al 
a4 a2 -- ~a l  
ao 
It follows from Routh's  criterion that all roots of a(z) have negative real parts, 
if and only if 
a4 
a2 - - - -a l  ~ 0 or ala 4 ~ a2a 3. 
a3 
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So i fala4 < a2a3, then 21 < O, Re().2) < O, and Re(23) < 0. The consequenc- 
es for bt, b2, and c~ are, since b3 > 0 and c, > 0: 
• 2L < 0, if and only if Cl/c2 > O, if and only if c'~ > 0, if and only if bl > 0. 
The last equivalence follows from Ctbl = a~ > O. 
• Re(22) < 0 and Re(23) < 0 imply Re(22) + Re()o3) -- 22 + )-3 < 0, which is 
equivalent o b2/b3 > 0, or b2 > 0. 
So there exist strictly positive ct,c2,bl,b2, and b3 such that (B.16) holds if 
ala4 < ao.a3. Since a( l )  = a4 + a3 + a2 + al --- 1, also b(1)c(1) = 1. Replacing 
b~ by b,/b( l )  and c, by c~/c(1), also b( l )=b3+b2+bl=l  and 
c(1 = C 1 -}- C 2 ~-- 1. 
l fa la4 = a2a3, then a solution of (B.16) is bl al 4- a2. b2 = O, b 3 = a 3 4- a4, 
c't = al l (a,  +a2), and c2 = a2/(a, +a2). 
Thus there exist b,c E S~ of order at least 2 such that (B.15) holds if 
ala4 ~ a2a3. The proof  of the second case is analogous to that of the first 
one, the details are omitted. [] 
Proposition B.16. Let a E S~ be a t~ector of  order 3 <~ n(a) <~ 4, such that 
( al 
a = W,, 
0 
jor  some k E ~,, 1, i.e., the n(a) strictly positive elements are consecutive. Assume 
n(a) < n. There exist b,c E S" both of  order at least 2 such that 
a -- circ(b)c (B. 17) 
(/' and on/)' if" 
1. a~ >~ 4ala 3 for  n(a) = 3: 
2. always./'or n(a) = 4, n = 5; 
3. ata4 ~ a2a3 for  n(a) = 4, n >~ 6. 
Proof. Without loss of generality it may be assumed that k = 0. 
1. n (a )= 3. From Proposit ion A.5 it follows that n(b)<~n(a)= 3 and 
n(c) <<. n(a) -- 3. The possible values of the pair (n(b), n(c)) are (3, 3), (3, 2). 
(2, 3), (2, 2). The first three possibilities cannot occur as can be seen from the 
nonzero pattern of the vectors. So the remaining case is (n(b), n(c)) = (2, 2). 
The rest of the proof  is equivalent o the proof  of Proposit ion B.14 
2. This is Proposit ion B.l 5. 
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3. n (a )= 4, n /> 6. From Proposition A.5 it follows that n(b)~<4 and 
n(c) ~<4. The nonzero pattern of a gives the following possible values of 
(n(b),n(c)): (3,2), (2, 3), (2,2). By symmetry of (B.17) in b,c it is sufficient o 
consider only (3, 2) and (2, 2). Assume without loss of generality that cl > 0 
and CJ > 0 for exactly one j E {2, 3 . . . .  , n}. From Lemma B.8 it follows that 
if there exist b,c E $2 both of order at least 2 such that a = circ(b)c, then 
i(b) c i(a) = {l, 2, 3, 4}. For n(b) = n(c) = 2, possible nonzero patterns of b 
and c are 
(i(b),i(c)) E {({1,2}, {1,3}), ({1,3},{1,2}), ({2,4},{1,n}), 
({3,4},{1,n-1})} .  
Writing out (B.17) it follows that those patterns are possible if and only if 
ala4 : a2a3. 
For n(b) = 3, n(c) = 2, ({1,2,3}, {1,2}) and ({2,3,4},{1,n}) are the possi- 
ble nonzero patterns for (i(b), i(c)). The first pattern gives equations equivalent 
to (B.15). If ala4 ~ a2a3, then from case 1 in the proof of Proposition B.15 it 
follows that there exists a solution. But if ala4 > a2a3, then it follows from 
Routh's algorithm [10] that a(z )= a4z3+ a3z2+ a2z q-al has two roots with 
Re(2) > 0. The notation of the proof of Proposition B.15 will be used. If 
Re(2~) = - c l / c2  > 0, then cl and c2 cannot both be positive. So suppose 
Re(22) > 0 and Re(23) > 0. Then -b2/b3 = 22 + 23 = Re(22)+ Re(23) > 0, 
so also b2 and b3 cannot be both positive. It follows that ifala4 > a2a3, a can- 
not be written as a = circ(b)c with b and c of order at least 2. For the nonzero 
pattern i(b) = {2, 3,4} and i(c) = { 1, n} an analogous reasoning holds. [] 
Appendix C. Proofs for primes in the doubly stochastic matrices 
C. 1. Reduction o f  classification problem 
Lemma C.1. Let 
n! 
A = ~-~a,P, E DS"÷ ×" (C. 1) 
i--I 
be a doubly stochastic matrix that is not a permutation. Hence a E S+ ~ is a vector 
o f  order at least two. Let Lm : S+ ! ---* ~×"! be the latin square induced by multi- 
plication of  the permutations, see Definition A.3. 
nxn (a) Assume that the relation between A E DS+ and a E S+ ! according to 
Eq. (C.1) is' a b~jection. I f  there do not exist b,c c S+ ! both o f  which are of  order 
at least 2 such that 
a = Lm(b)c (C.2) 
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n×n then A E DS+ defined above is a prime in the doubly stochastic matrices. 
(b) IrA E DS~ ×" is a prime in the doubly stochastic matrices then there do not 
exist b,c E S"~ ! both of order at least 2 such that Eq. (C.2) holds. 
The assumption on the bijection in Lemma C. l .a is satisfied if A ~ ~;~,,  a,P,, 
where {P;-, i E Z,,} is a permutation covering of ~"+~". 
Proof of Lemma C.1. (a) Suppose that A is not a prime in the doubly stochastic 
matrices. Because by assumption A is not a permutation, this implies that there 
exist B,C E DS+ ×" neither of which is a permutation such that A - -BC.  
Because B,C E DS+ ×n, they admit the representations B= ~biP,. and 
C = ~ ciP;., for b, c E S~. Because neither B nor C is a permutation, b, c are 
vectors of order at least 2. Now 
by the definition of the latin square induced by multiplication of permutations. 
The assumption that the relation between A and a is a bijection now implies 
that 
n! 
k= 1,2,...,,!. (c.3) 
/ I 
Then there exist b, c E S~ ~ of order at least 2 such that a = L,,,(b)c. This is a con- 
tradiction of the assumption that such b, c do not exist. 
(b) Suppose there do exist b, c E S+ ~ each of which is at least of order 2 such 
that a = Lm(b)c. Let B = ~ biP, and C = ~ ciP,.. Then 
t. i J,e,P;~;~ J 
n! 
Because b, c E S+ ~ are of order at least 2, neither B nor C is a permutation. Then 
this and A = BC imply that A is not a prime in the doubly stochastic matrices. 
This is a contradiction of the assumption. [] 
The classification of primes in the doubly stochastic matrices has now been 
reduced to the solvability of a linear equation over a latin square. 
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Problem C.2. Let a • S~ be a vector of order at least 2 and let L : S+ -~ ~+~" be 
the map of a doubly stochastic latin square. Determine conditions on a • S~ 
such that there do exist b, e • S+ both of order at least 2 such that the following 
equality holds 
a = L(b)e. (C.4) 
Lemma C.3. Let a • S~ be a vector of  order n(a) >~ 2. Let L : S~ --* ~+×" be the 
map of  a latin square. There exist b, c ¢ S~ both oJ" order at least 2 such that 
a = L(b)c, iffthere exist b, c E S~ such that 2 <~ n(b) <~ n(a), 2 <~ n(c) <<. n(a), and 
the following conditions both hold: 
1. 
i(a) - U ifL(b) :), (C.5) 
/¢i(~.) 
in words, the rows indexed by the strictly positive elements of  the vector a equal 
the rows indexed by the strictly positive elements of  the columns L(b) j for all j 
indexed by the strictly positive elements of  the vector c; 
2. and 
a,. = L,(b)c,., (C.6) 
where a, = ali(a ) • S+ (a) is of  order n(a), c,. = c]~l, , • S~ I` '~ is of  order n(c), and 
Lr(b ) : Z(b) li(a)×i(c.). 
Proof .  (~).  Let P1, P2 • P .... be such that 
Pla = 0 ' ~c  = 0 " 
Then 
(a , . )  / L r0 (b) : ) /O .  ) by conditions 1 and2, Pla = 0 = 
PIL(b)P~( er'] by condition 1 -- PiL(b)c, 
- 0 \ J 
hence a = L(b)e. 
(=~). It follows from Proposition A.5 that 
2 <~ n(e) 4 n(a). Let Pl, P2 • P"×" be such that 
ar • S+/a) and e, • Sf  ") both of full order. Then 
2<~n(b) <~n(a) and 
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where the decomposition of the matrix follows form the definitions ofL,.(b), a,., 
c,., P1, and ~.  That the (2,1)-block of the matrix in Eq. (C.7) is zero follows 
from the fact that c,. contains the strictly positive elements of the vector c. Then 
(C.7) implies that 
i(a) U i(L(b).,) (C.8) 
ic~(c') 
and a,. = L,.(b)c,.. The fact that i(a) indexes the strictly positive elements of the 
vector a implies that in (C.8) equality holds. [] 
C2.  hutex equations over a latin square 
In this section necessary and sufficient conditions are provided for the exis- 
tence of a solution to the index equation over a latin square of Lemma C.3. 
Proposition C.4. Given a E S" with n(a) = 2 and  i(a) = (i l ,  i2). t 
(a) There exist b, c E S' I with n(b) = n(c) = 2 such 
i(a) = Ukei(,.)i(Lm(b).a. ) iff P,.,Pi T = P,.,_Pi T. 
(b)  I f  the condition o f  a hoMs then all solutions are given h 3' 
Pj, e P ..... arbitrary, ~2=(g~P,~)Ph, P,, ~vg,. pk =p~p, ,  
i(b) = (./, ,./2), i(c) = (k,, k2). 
that 
Proof. Suppose that b, c E S~ exist. Let i(b) = (J l , j2) and i(c) = (kl, k2). Then 
the index relation holds iff, case 1, 
Lm(b) i l .~- I = b / l ,  Lm(b) i l . k  2 = bj2*, Lm(b)g2 .k  I : bJ2,  Lm(b) i2 .k  2 = b / l .  
or, case 2, the assignment with the indices j l and j2 interchanged holds. In case 
1 there follows from the definition of L,, that the relations equal 
From this follows that 
p,,pir = p/,pT = P"'P, YI" 
2 /2 - 
In case 2 the same conclusion results. Part 
(C.9). [] 
Pi,&: P,.- 
p;, = P,, = 4 ,  ( c .9 )  
(c.10) 
(b) follows immediately from 
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Example C.5. Let a • $6+ with n(a) = 2 and i(a) = (il, i2). For which tuples 
(i1,i2) C ~6 do there not exist b,c • $6+ with n(b)= 2 = n(c) such that 
i(a) = Uk~i(c)i(Lm(b)~.). According to Proposition C.4 such b, c do not exist iff 
P~P~( ~ P~2P~T --- p~. The only possible choices for p,. • p6×6 such that p~ ~ P] 
are p~ = P2 and p~ = ~.  From Px = P~2P,~ follows P/2 = P~P/,- For P~ = t'2 the 
possible tuples (fi,i2) are (1,2), (2,3), (3,1), (4,6), (5,4), and (6,5). For 
P, = P3 one obtains the same tuples. Because the ordering of il and i2 is 
unimportant the tuples may also be written as (1,2), (2, 3), (1,3), (4, 5), (4, 6), 
and (5, 6). 
Proposition C.6. Let a • S~ with n(a) = 3 and i(a) = (il, i2, i3) C Zn. 
(a) There exist b, c • S~ both of  order 2 such that 
i(a) = Uk~i(,.)i(L,,,(b).k) (C. 11) 
(ff one of  the following three conditions holds: 
g,~ = p.2PiT, p .p [  = p.3pf ' p. pT = p. p,T. (C.12) 
(b ) [/'one of  the condition., of  (a) holds then all combinations of  the indices of  
b, c are constructed as follows, in case Pi, Pi T = Pi~piT: 
~, • P .... arbitrary, 6"2 = (Pi2Ptf)PJ l  ' Pk, = p./fs,, Pk2 = 6~P,~, 
i(b) = CJ,,J2), i(c) = (k,, k2). 
The solution in the other cases is easily deduced by symmetry. 
The proof of Proposition C.6 is easily deduced from that of Proposition C.4. 
The same holds for the following results. 
Proposition C.7. Let a e S" with n(a) = 3 and i(a) = (il, i2, i3) c 77~. There exist 
b,c E S'~ with n(b) = 3 andn(c) = 2 such that Eq. (C.11) holds iff 
(C.13) 
Proposition C.8. Let a E S+ with n(a) = 3 and i(a) = (il, i2, i3) C Zn. 
(a) There ex&t b,c E S+ with n(b) = 3 and n(c) = 3 such that Eq. (C. 11) 
holds iff 
= = 
( b ) Assume that the condition of  ( a ) holds. All solutions Jor b, c are construct- 
ed by: 
Pj, c P"×" arbitrary, P/2 = P,-2PiTPi,, PJ3 p,,PiT6,, p~, = pTp~,, 
Pk2 = P~P~2, Pk~ = Pj~P~,, i(b) = (J',,j2,j3), i(c) = (k,,k2,k3). 
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Lemma C.9. Let a E S~ with n(a) =- 3 and i(a) : (il, i2, i3) C Zn. 
( a ) There exist b, e E S~ both of order at least2 such that Eq. (C. 11) holds if.]" 
of the three products P~Pi~, P,2Pi~, ~,P,~ two are equal or all three are equal. 
(b) The conditions of Part (a) remain the same ([" the order of the indices in 
i( a ) = (il, i2, i3) is arbitrarily interchanged 
Proof. (~)  If b, cES~ exist then it follows from Eq. (C.11) that 
2<~ n(b)<,n(a)= 3 and the same bounds on n(c). The possible values of 
(n(b), n(e)) are thus (2, 2), (2, 3), (3, 2), and (3, 3). The result then follows from 
the three previous propositions. 
(~)  This follows from the three previous propositions. [] 
Proposition C.IO. Let a E S 6 be of order 3 with i(a) = (i],i2. i3) C ~6- There 
exist b,c C S 6 both of order at least 2 such that Eq. (C. 11) holds (ff either 
i(a) = (1,2,3) or i(a) = (4,5,6). 
Proof. Lemma C.9 is applied. For i(a) = (1,2, 3) the products are all equal to 
while for i(a) = (4, 5, 6) they are all equal to 4 .  All other ordered triples in 
7/6 with different elements are: (1,2,4), (1,2,5), (1,2,6), (1,3,4), (1,3,5), 
(1,3,6), (1,4,5), (1,4,6), (2,3,4), (2,3,5), (2,3,6), (2,4,5), (2,4,6), (2,5,6), 
(3,4,5), (3,4,6), and (3,5,6). For i (a )=(1,2 ,5) ,  P ,~T=P3,  PzPf=P4,  
PsP~ =-P5 hence the three products are different. Similarly in all other cases 
the three products are each different. [] 
C.3. Specific linear equations over a doubly stochastic latin square 
Example C.11. Let a E $2+ be of order 2. Do there exist b,c E S~ of order at 
least 2 such that a = Lm(b)c? In this case, because of the dimensions of the 
vectors involved, Lm(b) --circ(b). The existence of b and e then follows from 
the Propositions B.2 and B.5. 
The next result is a specific case of Problem C.2. 
Proposition C.12. Let a E S 3! = $6+ be of order 2. Then there do not exist 
b, c E S 6 both of order at least 2 such that 
a = L, . (b)c  (C.15) 
f f  the indices o[" the strictly positive elements of the vector a are given by 
i(a) = (1,2), (1,3), (2,3), (4,5), (4,6), or (5,6). (C.16) 
Note that the values of the strictly positive components of the vector a are uncon- 
strained 
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Proof. By Lemma C.3 there exist b. c C $6+ both of order at least 2 such that 
Eq. (C.I 5) holds iff 
i(a) = U i(L,,(b),), (C.17) 
ici(c) 
a]s<~, i = t,,,(b)l,~l~,(,~c]~. !. (C. 18) 
From Example C.11 follows that Eq. (C.18) always has a solution. By Propo- 
sition C.4 and Example C.5 there do not exist solutions b, c of (C.17) iffthe in- 
dex set i(a) is one of the cases mentioned in Eq. (C.16). [] 
Proposition C.13. Let a ¢ S'~ be of  order 2 with i(a) = ( i l ,  i2) C Z,, il ¢ i2. Then 
there do exist b, c ¢ S~+ both of  order at least 2 such that a = L,,(b)e (if" 
Pi, ~_r = P,~P,T. (C.19) 
Proof. From Proposition A.5 follows that if there exist b,c ¢ S+ satisfying 
a = Lm(b)c both of order at least 2 then both b and c are of order at most 2, 
hence precisely 2. From Lemma C.3 follows that there exist b, c E S+ both of 
order 2 such that a = L,,,(b)c iff Eqs. (C.5) and (C.6) both hold with L = Lm. 
From Proposition C.4 follows that Eq. (C.5) holds iff Eq. (C.19) holds. From 
Example C.I1 follows that in this case Eq. (C.6) always has a solution. [] 
Proposition C.14. Let  a E $6+ be of  order 3. There do exist b, c E 2 6 both of order 
at least 2 s'uch that a = L,,(b)c (if'either i(a) - (1,2, 3) or i(a) - (4, 5, 6). 
Proof. From Lemma C.3 follows that b, c E 5'6+ as formulated in the statement 
of the proposition do exist iff Eqs. (C.5) and (C.6) both hold with L L .... 
From Proposition C.10 follows that Eq. (C.5) has a solution iff i(a) - (1,2, 3) 
or i(a) = (4, 5, 6). If i(a) -- (1,2, 3) then it follows from Proposition C.8 that 
i(c) = (1,2, 3) and hence the Equation a,. = L,.(b)c,. reduces to 
(a) a, : circ b~ c~ . 
al b c 
(c.2o) 
It then follows from Proposinons B.2 and B.5 that this equation has a solu- 
tion. If i (a )= (4, 5,6) then a permutation must be applied to transform 
Eq. (C.6) to the form of Eq. (C.20). Thus in this case Eq. (C.6) also has a so- 
lution. [] 
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