非接触舌認識手法の開発とダウン症児童の舌の筋力トレーニングへの応用 by 宮内 将斗 & Masato Miyauchi
 修 士 論 文 の 和 文 要 旨 
 
研究科・専攻 大学院情報システム学研究科情報メディアシステム学専攻 博士前期課程 
氏    名 宮内 将斗 学籍番号 1250039 
論 文 題 目  非接触舌認識手法の開発とダウン症児童の舌の筋力トレーニングへの応用 




































学 籍 番 号 ： 1250039 
氏 名 ： 宮内 将斗 
主任指導教員 ： 野嶋 琢也 准 教 授 
指 導 教 員 ： 小池 英樹 教 授 
指 導 教 員 ： 末廣 尚士 教 授 
提出年月日 ： 平成 26 年 2 月 20 日(木) 
 
 








第 1  序論 .................................................................................................... 1 章
1.1 背景 ................................................................................................................. 1 
1.2 本研究の目的 ................................................................................................... 5 
1.3 本研究の概要 ................................................................................................... 5 
1.4 本論文の構成 ................................................................................................... 6 
第 2  関連研究および提案研究の位置付け .................................................. 8 章
2.1 インタフェースとしての舌の利点 ................................................................... 8 
2.2 舌を用いたユーザインタフェース ................................................................. 10 
2.2.1 接触型の舌ユーザインタフェース .......................................................... 11 
2.2.2 非接触型の舌ユーザインタフェース ....................................................... 15 
2.3 求められる要件と提案手法............................................................................ 17 
第 3  システム 1 の開発 ............................................................................. 20 章
3.1 ハードウェア構成 .......................................................................................... 20 
3.2 舌の認識手法 V1（OpenCV+ Nearest Point 法） ........................................ 21 
3.3 舌認識アプリケーションの実装 .................................................................... 25 
3.3.1 顔・目認識の高速化 ............................................................................... 25 
3.3.2 識別結果の平均化 ................................................................................... 26 
3.4 ゲームアプリケーションの実装 .................................................................... 26 
  目次 ii 
 
第 4  システム 1 でのユーザテスト ........................................................... 28 章
4.1 概要 ............................................................................................................... 28 
4.2 手順・内容 .................................................................................................... 28 
4.3 見つかった問題点とその原因・および解決法 ............................................... 29 
問題点 1-1. 児童のディスプレイへの接近 ......................................................... 29 
問題点 1-2. 舌と顔の向きの不一致 ................................................................... 30 
問題点 1-3. 顔認識の不安定さ .......................................................................... 30 
問題点 1-4. 顔の移動での舌操作 ....................................................................... 30 
問題点 1-5. ゲームアプリケーションの操作のわかりにくさ ............................ 31 
問題点 1-6. ゲームアプリケーションの魅力の不足........................................... 32 
第 5  システム 2 の開発 ............................................................................. 34 章
5.1 ハードウェアの改良 ...................................................................................... 34 
5.1.1 より大きな外部ディスプレイの採用（ 問題点 1-1 ） ........................... 34 
5.1.2 センサ配置の変更（問題点 1-2 ） ......................................................... 35 
5.1.3 センサの小型化 ...................................................................................... 37 
5.2 ソフトウェアの改良 ...................................................................................... 39 
5.2.1 顔認識の改良（問題点 1-3 ） ................................................................ 39 
5.2.2 顔の向きによる深度値の補正（問題点 1-4 ） ....................................... 41 
5.2.3 ゲームアプリケーションの改良（問題点 1-5，問題点 1-6 ） .............. 45 
1. 概要・操作方法 ............................................................................................. 45 
2. 魚の移動 ........................................................................................................ 46 
3. 舌認識アプリケーションとゲームアプリケーションの連動 .......................... 47 
第 6  システム 2 でのユーザテスト ........................................................... 48 章
6.1 概要 ............................................................................................................... 48 
6.2 手順・内容 .................................................................................................... 48 
  目次 iii 
 
6.3 結果 ............................................................................................................... 49 
6.3.1 各ダウン症児童の結果 ............................................................................ 49 
6.3.2 全体を通しての結果 ............................................................................... 50 
6.4 システム 2 の問題点・改良点 ........................................................................ 51 
6.4.1 見つかった問題点・児童の先生からの改善案......................................... 51 
第 7  システム 3 の開発 ............................................................................. 57 章
7.1 ソフトウェア構成の改良 ............................................................................... 57 
7.2 舌認識アプリケーションの改良 .................................................................... 58 
7.2.1 Facetracker の正確性の向上 .................................................................. 58 
7.3 舌認識手法 V3（ Facetracker+ Nearest Area 法）の開発（問題点 2-1 ） 62 
7.4 ゲームアプリケーションの改良 .................................................................... 66 
7.4.1 背景の単純化（問題点 2-2 ） ............................................................... 66 
7.4.2 輪から網画像へのカーソルアイコンの変更（問題点 2-3 ） ................. 67 
7.4.3 新規ステージの作成（問題点 2-8 ） .................................................... 68 
7.4.4 ステージのクリア条件の変更 ................................................................. 69 
7.4.5 各種視聴覚エフェクト・表示の追加（問題点 2-4 ）............................ 70 
7.5 インストラクションの追加（問題点 2-7 ） ................................................ 71 
第 8  システム 3 でのユーザテスト ........................................................... 76 章
8.1 概要 ............................................................................................................... 76 
8.2 手順・内容 .................................................................................................... 76 
8.3 結果 ............................................................................................................... 77 
8.4 システム 3 の問題点・改良案 ........................................................................ 78 
問題点 3-1 インストラクションで使用したイラストの顔について ................... 78 
問題点 3-2 インストラクション手法の改良案 ................................................... 79 
第 9  深度データ処理手法の評価実験 ........................................................ 80 章
  目次 iv 
 
9.1 Nearest Point 法での舌認識の精度評価........................................................ 80 
9.1.1 実験概要 ................................................................................................. 80 
9.1.2 実験手順 ................................................................................................. 82 
9.1.3 実験結果 基準ドットパターンの計測 ................................................... 84 
9.1.4 舌先座標の計測 ...................................................................................... 86 
9.1.5 精度実験の考察 ...................................................................................... 87 
9.2 Nearest Point 法と Nearest Area 法の舌認識の安定性の比較 ..................... 88 
9.2.1 実験概要 ................................................................................................. 88 
9.2.2 実験手順 ................................................................................................. 90 
9.2.3 データ処理 ............................................................................................. 90 
9.2.4 実験結果と考察 ...................................................................................... 90 
第 10  まとめと今後の展望 ...................................................................... 92 章
10.1 本研究の達成の度合 ................................................................................... 92 
10.2 解決すべき課題 .......................................................................................... 94 
10.2.1 インストラクションにおける操作方法の伝え方の改善 ....................... 94 
10.3 今後の展望 ................................................................................................. 94 
10.3.1 長期的・日常的なユーザテスト .......................................................... 94 
10.3.2 システムのプレイと鍛えられる舌の筋肉に関する評価 ....................... 95 
10.4 結論 ........................................................................................................... 96 
参考文献 ........................................................................................................... 98 
発表文献 ......................................................................................................... 101 
謝辞 ................................................................................................................ 102 
  








図 1 舌トレーニング例 1 リップトレーサー[8] ..................................... 2 
図 2 舌トレーニング例 2 スラープスワロー[8] ..................................... 3 
図 3 運動領域における舌の支配図[12] .................................................. 10 
図 4  Slyper ら[2]によるデバイス（左）とその使用イメージ（右） ... 11 
図 5 電磁誘導を利用した舌デバイスの使用イメージ ............................ 12 
図 6 電磁誘導を利用した舌デバイスの構成 .......................................... 13 
図 7 赤外近距離センサによるジェスチャ認識デバイス .......................... 14 
図 8 Tongue Drive system (TDS) .......................................................... 15 
図 9 Liu らの手法での舌の認識の様子 .................................................. 16 
図 10 Liu らの手法での認識可能な舌の状態 ......................................... 16 
図 11 システム 1 のハードウェア構成 ................................................... 21 
図 12 舌認識手法 V1（OpenCV+ Nearest Point 法）の舌認識のフロー
 ........................................................................................................... 22 
図 13  OpenCV 2.3 付属の顔・目認識と木村らによる口の領域の推定の
様子 .................................................................................................... 24 
図 14 鼻の深度を基準にした，舌の突き出し判定 ................................. 24 
図 15 システム 1 のゲームアプリケーション ........................................ 27 
  図目次 vi 
 
図 16 システム 2 で使用した外部ディスプレイ及びセンサ配置 ............ 36 
図 17 システム 2 のハードウェア構成・配置 ........................................ 36 
図 18  Kinect (左) と Xtion PRO LIVE (右) ......................................... 37 
図 19 Facetracker による顔認識の様子（中心の赤い線や緑の線は，認識
された顔の傾きを表す xyz 座標軸） .................................................. 40 
図 20 舌認識手法 V2（Facetracker+ Nearest Point 法）の舌認識フロー
 ........................................................................................................... 40 
図 21 顔の過度の傾き・向きの異常が検出された際の通知画面 ............ 42 
図 22 システム 2 のゲームアプリケーション ........................................ 46 
図 23 舌先位置（左）とゲームのカーソル位置（右）の関係図 ............ 47 
図 24 Kinect による赤外光ドットパターン[13] ..................................... 55 
図 25 実験に使用したハードウェア構成と実験室内に入り込む太陽光 . 56 
図 26 Facetracker での顔の誤認識例 .................................................... 60 
図 27 システム 3 の舌認識アプリケーション ........................................ 60 
図 28 顔の誤認識または顔が見つからない場合のエラー状態の様子 ..... 61 
図 29 顔認識の正確性が不確かな場合の様子......................................... 61 
図 30 舌認識手法 V3（Facetracker+ Nearest Area 法）の舌認識フロー
 ........................................................................................................... 63 
図 31 システム 3 のゲームアプリケーション ........................................ 67 
図 32 システム 3 のゲームアプリケーション ........................................ 68 
図 33 システム 3 のゲームアプリケーション ........................................ 69 
図 34 対象を捕まえた時の視覚エフェクト ............................................ 71 
図 35 インストラクションのステージで目的の操作を行った際の正解フ
ィードバック...................................................................................... 72 
  図目次 vii 
 
図 36 ステージ 1：口の開閉 .................................................................. 73 
図 37 ステージ 2：舌の突き出し ........................................................... 74 
図 38 ステージ 3：舌の左右の移動 ....................................................... 75 
図 39 精度評価実験の構成 ..................................................................... 81 
図 40 アクリル板上のドットパターン ................................................... 81 
図 41 アクリル板のドットの表記 .......................................................... 84 
図 42  Kinect で記録したドットパターン ............................................... 85 
図 43 輝度値計測による各ドットの座標 ................................................ 85 
図 44 目標地点に対する実際の舌先位置 ................................................ 87 
図 45 Nearest Point 法と Nearest Area 法の安定性比較実験のハードウ
ェア構成 ............................................................................................. 89 
図 46 使用したドット（破線領域の内側） ............................................ 89 
 
  








表 1 関連研究と提案手法の比較（太字は優れている部分） ................. 19 
表 2 Kinect と Xtion PRO LIVE の比較 .............................................. 38 
表 3 Nearest Point 法と Nearest Area 法の安定性比較実験の結果 ...... 91 
表 4 作成したシステムの比較まとめ ..................................................... 97 
 
  








































図 1 舌トレーニング例 1 リップトレーサー[8] 
 
 





























(1)  児童の人数分の器具の調達・それらの衛生管理 














































第 2 章 関連研究および提案研究の位置付け 
 舌の認識手法の先行研究を紹介する．また，既存の研究との差分を述べ，本
研究の位置付けを明確にする． 
第 3 章 システム 1 の開発 
 最初の舌トレーニングシステムであるシステム 1 について紹介する． 
第 4 章 システム 1 でのユーザテスト 
 システム 1 を用いて，8 名の児童に自由に試してもらい，その様子を観察した．
そこで発見した問題や改良点，そして児童の先生方からのフィードバックを紹
介する． 
第 5 章 システム 2 の開発 
 システム 1 でのユーザテストを経て，問題点の改良や新たな機能の追加を行
ったシステム 2 を開発した． 
第 6 章 システム 2 でのユーザテスト 
 システム 2 を使用した新たなユーザテストを行った．そこでの結果，新たな
問題点，フィードバックについて触れる． 
第 7 章 システム 3 の開発 
 システム 2 でのユーザテストで見つかった新たな問題に対しての改良や新規
に追加した機能について述べる． 
  1.4 本論文の構成 7 
 
第 8 章 システム 3 でのユーザテスト 
 システム 3 を用いてのユーザテストを行い，その結果やさらなる改善案につ
いて述べる． 
第 9 章 深度データ処理手法の評価実験 
 開発した 2 つの深度データ処理手法についての精度や安定性などの実験とそ
の結果について述べる． 


















































































   


























  2.2 舌を用いたユーザインタフェース 13 
 
 













  2.2 舌を用いたユーザインタフェース 14 
 
 

















  2.2 舌を用いたユーザインタフェース 15 
 
 















  2.2 舌を用いたユーザインタフェース 16 
 























(1)  誤飲の危険性がない 
(2)  衛生的に安全である 
(3)  準備・装着が容易である 
(4)  デバイスの共用使用が可能である 
(5)  安価である（システム及びそのランニングコスト） 



































の状態のみ認識できる RGB カメラよりも優れている． 
  2.3 求められる要件と提案手法 19 
 
 
表 1 関連研究と提案手法の比較（太字は優れている部分） 






















有 有 有 有 無 無 
(3) 装着
の手間 
有 有 有 有 無 無 
(4) 共用
可能 
不可 不可 不可 一部可 可 可 
(5) コス
ト 


























テム 1 の説明を行う．尚，システム 1 とは 97 ページにある表 4 の通り，顔認





システム 1 のハードウェア構成を図 11 に示す．舌認識に使用する RGB 画像

















3.2 舌の認識手法 V1（OpenCV+ Nearest Point 法） 
 












図 12 舌認識手法 V1（OpenCV+ Nearest Point 法）の舌認識のフロー 
 
 
  3.2 舌の認識手法 V1（OpenCV+ Nearest Point 法） 23 
 






の高さを H，幅を W とすると，目の領域の中心位置から下方に W/2 の高さ，幅















この口領域内の深度データ処理部分を Nearest Point 法と称する． 
 





















ンとして実装されている．アプリケーションは openFrameworks v007 をベー



































発射角度 rad は鼻の頂点の𝑥座標𝑛𝑥 [pixel] と舌先の𝑥座標 𝑡𝑥 [pixel]の差を使
用し，次の式(3.1)を使って算出している． 
 
                   𝑟𝑎𝑑 = −Tan−1 (
𝑛𝑥−𝑡𝑥
5
)                (3.1)  
 
ここで，式(3.1)の 5 [pixel] という定数は経験的に調整・決定した値である． 
以上のように決定された発射角度𝑟𝑎𝑑を元に弾を発射し，それを画面上部の赤
い円に当てていくことで舌を動かす運動になる． 









図 15 システム 1 のゲームアプリケーション 
 
  


















































  4.3 見つかった問題点とその原因・および解決法 30 
 






















問題点 1-4. 顔の移動での舌操作 
 























問題点 1-5. ゲームアプリケーションの操作のわかりにくさ 
 
システム 1 のゲームアプリケーションである，シューティングゲーム

























































 システム 1 を使ったユーザテストで判明した各問題に対して，以下のような
改良を加えたシステム 2 の開発を行った．尚，各改良項目にはそれに対応する
問題点がある場合はその番号（問題点 1-1 等）を振った． 
尚，システム 2 とは 97 ページにある表 4 の通り，顔認識は Facetracker，深










レイ，Dell U2212HM (21.5 inch, IPS 液晶）を使うことで対処した．（図 16） 
  5.1 ハードウェアの改良 35 
 












5.1.2 センサ配置の変更（問題点 1-2 ） 
システム 1 ではディスプレイ上部に配置していたが，この配置ではゲームを
プレイする児童の顔の向きがセンサの方向に向かず，認識が失敗する場面が多
く見られた．これに対しシステム 2 では，図 16 のようにセンサをディスプレイ
の前方に設置した．これによってゲームをプレイする際にディスプレイを見る
顔の向きが自然とセンサの方向と同じになるようになると考えた．尚，センサ
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図 17 システム 2 のハードウェア構成・配置 
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5.1.3 センサの小型化 
システム 1 で使用した Kinect センサの場合，ディスプレイの前面に配置する
と大きすぎてしまうため，システム 2 では図 18 右側の ASUS 社の Xtion PRO 
LIVE を採用した．この Xtion は Kinect と同等の性能を有しながらも大幅に小
型になり，かつ USB 端子のみでの使用が可能である．Kinect には角度調整用
のモーターがあるが，このシステムではそれは使用しないため，Xtion にするこ
とで不利になることはなく，USB 接続のみで稼動する点による実験での取り回




図 18  Kinect (左) と Xtion PRO LIVE (右) 
  





表 2 Kinect と Xtion PRO LIVE の比較 
(RGB カメラ・深度カメラ欄の太字は本研究で使用した設定) 
 Kinect Xtion PRO LIVE 
サイズ 28cm×6.5cm×7cm 18cm×3.5cm×5cm 
RGB カメラ解像度 
（フレームレート） 
1280×960 ( 12 fps ) 
640×480 ( 30 fps ) 
1280×1024 ( 15 fps ) 
640×480 ( 30 fps ) 
深度カメラ解像度 
（フレームレート） 
640×480 ( 30 fps ) 640×480 ( 30 fps ) 
320×240 ( 60 fps ) 
有効距離 0.8m～4.0m 0.8m～3.5m 
画角 水平 57°垂直 43° 水平 58°垂直 45° 
重量 1360g 225g 
外部 AC 電源 必要 
不要 
(USB バスパワー) 
消費電力 12W 2.5W 以下 
チルトモーター 有 無 
マイク 4 個 2 個 
商用利用 不可 可 
 
  





システム 2 は openFrameworks v0072 をベースに構成されており，Windows




5.2.1 顔認識の改良（問題点 1-3 ） 
 顔認識が顔の傾きに弱いという問題を受け，使用する顔認識のアルゴリズム
の変更を行った．それに伴い舌認識の手法を V2 とした．この V2 での顔認識は
Saragih ら[7] による Facetracker を用いた．図 19 に Facetracker を使った顔





行えるようになる．舌認識手法 V2 における舌認識の主なフローは図 20 のよう
になる． 
V2 での深度データ処理部は V1 と同じく Nearest Point 法を使用している． 
 
  5.2 ソフトウェアの改良 40 
 
 
図 19 Facetracker による顔認識の様子（中心の赤い線や緑の線は，認識され
た顔の傾きを表す xyz 座標軸） 
 
図 20 舌認識手法 V2（Facetracker+ Nearest Point 法）の舌認識フロー 
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図 21 顔の過度の傾き・向きの異常が検出された際の通知画面 
 
  





𝜃roll, 𝜃𝑝𝑖𝑡𝑐ℎ , 𝜃𝑦𝑎𝑤  とする．この角度をキャンセルするため，回転行列，
𝑀𝑟𝑜𝑙𝑙, 𝑀𝑝𝑖𝑡𝑐ℎ ,𝑀𝑦𝑎𝑤  を用意すると，それぞれ次のように表される． 
        
𝑀𝑟𝑜𝑙𝑙(−𝜃roll) =  [
1 0 0 0  
0 cos(−𝜃roll) − sin(−𝜃roll) 0  
0 sin(−𝜃roll) cos(−𝜃roll) 0  




𝑀𝑝𝑖𝑡𝑐ℎ(−𝜃𝑝𝑖𝑡𝑐ℎ) =  [
cos(−𝜃𝑝𝑖𝑡𝑐ℎ) 0 sin(−𝜃𝑝𝑖𝑡𝑐ℎ) 0  
0 1 0 0  
−sin(−𝜃𝑝𝑖𝑡𝑐ℎ) 0 cos(−𝜃𝑝𝑖𝑡𝑐ℎ) 0  









cos(−𝜃𝑦𝑎𝑤) − sin(−𝜃𝑦𝑎𝑤) 0 0  
sin(−𝜃𝑦𝑎𝑤) cos(−𝜃𝑦𝑎𝑤) 0 0  
0 0 1 0  






ここで，補正対象のピクセル 𝑝 の座標とその深度値をそれぞれ 𝑥, 𝑦, 𝑑とすると， 
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と表わせ，補正後の同ピクセルを 𝑝′ とし，同様に 𝑥′, 𝑦′, 𝑑′ とすると， 





























  5.2 ソフトウェアの改良 45 
 
 
5.2.3 ゲームアプリケーションの改良（問題点 1-5，問題点 1-6 ） 
システム 1 のゲームアプリケーションとは大きく異なり，説明がなくとも見
























































図 23 舌先位置（左）とゲームのカーソル位置（右）の関係図 
 
  













 システム 1 でのユーザテストと同じく，調布特別支援学校とその児童の協力
を得て，システム 2 でのユーザテストを実施した．体験者はダウン症児童 4 名
であった．実施日は児童 1 と児童 4 が 2012 年 12 月 19 日，児童 2 が 2013 年 7











































 児童 4（小学 5 年生・女子・重度のダウン症） 












 児童 1 と児童 2 は中度と軽度なダウン症であり，彼らはゲームアプリケーシ
ョンの操作方法や目的をよく理解しプレイすることができていたが，それでも
追加の簡単なインストラクションは必要であった．児童 3 と児童 4 については
ゲームアプリケーションの理解がより困難であった．児童 3 のケースでは，彼
の症状の重さよりも彼の恥ずかしがり屋という性格がゲームアプリケーション
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問題点2-1  認識された舌先位置が毎フレーム移動する問題 






















問題点2-3  自機のアイコン化 

















































問題点2-8  難易度の異なるステージの作成 
各児童による舌操作のバラつきに対応するため，全員が同じステー
ジを繰り返しプレイするのではなく，ゲームに難易度を設ける必要性が















図 24 Kinect による赤外光ドットパターン[13] 
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図 25 実験に使用したハードウェア構成と実験室内に入り込む太陽光 
（太陽光対策無しの時） 
  










 システム 2 の改良を行ったシステム 3 について述べる．このシステム 3 では
ハードウェアはシステム 2 を踏襲しており変更はなく，ソフトウェアの変更が
主である． 
尚，システム 3 とは 97 ページにある表 4 の通り，顔認識は Facetracker，深



























7.2.1 Facetracker の正確性の向上 
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図 26 Facetracker での顔の誤認識例 
 
図 27 システム 3 の舌認識アプリケーション 
（顔認識が正確と判断されている状態の様子） 
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図 28 顔の誤認識または顔が見つからない場合のエラー状態の様子 
 
図 29 顔認識の正確性が不確かな場合の様子 
（右側にパラメータ変更用の GUI を表示している時の様子） 
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7.3 舌認識手法 V3（ Facetracker+ Nearest Area 法）の開発
（問題点 2-1 ） 
 
システム 1 およびシステム 2 で使用した深度データ処理手法：Nearest Point
法の改良を行い，新たな深度データ処理手法であるNearest Area法を開発した．
この Nearest Area 法を使用した舌認識手法を V3 とする．尚，顔認識は V2 と
同じく Facetracker を使用している． 
この Nearest Area 法は，センサからの距離が最も近い一点（Nearest Point）
を使うのではなく，口領域周辺の平均深度値と，その平均深度値をある一定値
以上超えた複数点の集合領域（Nearest Area）を使っている．図 30 に V3
（Facetracker+ Nearest Area 法）の舌認識のフローを示す． 
  




図 30 舌認識手法 V3（Facetracker+ Nearest Area 法）の舌認識フロー 













































以上の深度データ処理を Nearest Area 法と称し，この深度データ処理部と














プリケーションと同じく openFrameworks v0073 をベースに構成されている． 
 
 
7.4.1 背景の単純化（問題点 2-2 ） 
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図 32 システム 3 のゲームアプリケーション 
（網が左右方向のみ可動するステージ） 



























7.4.5 各種視聴覚エフェクト・表示の追加（問題点 2-4 ） 
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図 34 対象を捕まえた時の視覚エフェクト 
 
7.5 インストラクションの追加（問題点 2-7 ） 
 











































図 36 ステージ 1：口の開閉 














図 37 ステージ 2：舌の突き出し 
 
 
















図 38 ステージ 3：舌の左右の移動  












 システム 1 とシステム 2 でのユーザテストと同じく，システム 3 でのユーザ
テストを調布特別支援学校の協力を得て行った．システム 3 の体験者はダウン
症の児童 2 名であった．実施日は児童 1 が 2013 年 7 月 26 日，児童 2 が 2013
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8.4 システム 3の問題点・改良案 
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問題点3-2  インストラクション手法の改良案 
























と Nearest Area 法に関する評価実験を行った． 
 
9.1 Nearest Point 法での舌認識の精度評価 
 
9.1.1 実験概要 
ここでは Nearest Point 法による舌先位置の検出精度について，アクリル板に
当てた舌先の位置を測定することで評価する．実験の概要図を図 39 に示す．実
験装置は Kinect，アクリル板，顎台で構成されており，Kinect とアクリル板間















図 40 アクリル板上のドットパターン 
 

































)   (9.1) 
 






)   (9.2) 
 
とする．このとき，pixel 座標を cm 座標へ変換する行列𝑇を考えると，以下の
式が成り立つ． 




が得る舌先の pixel 座標𝑃𝑖𝑗を空間座標𝑆𝑖𝑗に変換し，𝑆𝑖𝑗と𝑀𝑖𝑗を比較する． 
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図 41 アクリル板のドットの表記 
 
 
9.1.3 実験結果 基準ドットパターンの計測 
 
 変換行列を導出するために，ドットパターンの全てのドットについて，RGB
画像上の pixel 座標を計測する．RGB 画像の撮影は暗室内でアクリル板上部か
ら LED 照明を当てて各ドットの明度を強調させた上で行った．実際に記録され
た画像を図 42 に示す．この画像を用いて各ドット付近の輝度値を調べ，その最
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可能性を考慮し，1 点につき 3 回の測定を行った．最終的な舌先座標の決定は，
得られた 3 つの測定データ群において最も安定しているデータ群を採用した．
実験手順に示しているように，図 41 に示した𝑖行𝑗列目のドットの 1 回の測定つ
いて，150 フレーム分の(𝑥, 𝑦)座標，計 150 個分が記録される．この 150 個の(𝑥, 𝑦)
座標の分散が最も小さいデータ群を最も安定なデータとした．次いで，この安
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図 44 の結果から，全体的に 0.5cm 程度の精度で舌先の計測ができているこ
とがわかった．舌の運動を捉えるという観点において，充分な位置精度が実現






象が Kinect の計測誤差に悪影響を及ぼした可能性も考えられる． 
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 本研究で使用した舌認識手法に関して，システム 1・システム 2 で使用した
Nearest Point 法と，システム 3 で使用した Nearest Area 法の安定性の比較を
行った． 
被験者は健康な 20 代男性 4 名であり，今回の実験では 9.1 節と同じく顎台を
使用したため，顔認識は行わず，口付近の画像を 50pixel×50pixel を手動で設
定した．このため，Nearest Area 法の舌先の検出に関しては，顔認識や回転へ
の対応が追加されている点以外は Nearest Point 法と同じ処理をしているので，
この実験では Nearest Point 法と同じものと見なせる． 
この実験は 9.1 節の実験と基本的に同じ構成である．実験では 1cm 刻みでド
ットの付けられたアクリル板，顎台を使用する．使用する深度・RGB カメラは
Kinect から Xtion PRO LIVE に変更した．Xtion PRO LIVE のカラー画像から
見える pixel 上での各ドットの位置座標は，9.1.3 節と同じく，暗室にてアクリ
ル板上部から光源を当てて得られた画像の輝度値の高いものを選んだ．実験の
様子を図 45 に示す． 
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図 46 使用したドット（破線領域の内側） 







2. ランダムに指定されたドットに舌を置き，Nearest Point 法と Nearest 
Area 法の両手法で検出された舌先の pixel 位置を 150 フレーム分(約 5
秒間)同時に記録する． 
3. 1~2 を繰り返し，各ドットにつき 3 回の計測を行った． 
 









表 3 に Nearest Point 法と Nearest Area 法の安定性比較実験の結果を示す．
尚，両手法を比較して優れている方の値を太字で示している．この表から見て
分かる通り，Nearest Area 法の方が Nearest Point 法よりも平均距離，分散と
もに良いデータがとれているのが分かる． 
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この実験結果での，Nearest Point 法および Nearest Area 法の両手法におい
て，被験者によって値が大きく変わる原因としては，被験者の舌の形状による






表 3 Nearest Point 法と Nearest Area 法の安定性比較実験の結果 
  
平均距離 [pixel] 分散 [pixel2] 
Nearest Point Nearest Area Nearest Point Nearest Area 
被験者 1 4.2 3.1 4.8 1.0 
被験者 2 5.2 2.1 7.6 7.9 
被験者 3 5.9 5.3 17.2 12.0 
被験者 4 7.3 3.9 15.3 3.1 
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表 4 作成したシステムの比較まとめ 
 システム 1（V1） システム 2（V2） システム 3（V3） 












顔認識精度の確認 無 有 
深度データ 
処理手法 
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