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ABSTRACT
Reverberation is present in our workplaces, our homes and even in places designed as auditoria,
such as concert halls and theatres. This work investigates how deep learning can use the effect of
reverberation on speech to classify a recording in terms of the room in which it was recorded in.
Approaches previously taken in the literature for the task relied on handpicked acoustic parameters
as features used by classifiers. Estimating the values of these parameters from reverberant speech
involves estimation errors, inevitably impacting the classification accuracy. This paper shows how
DNNs can perform the classification in an end-to-end fashion, therefore by operating directly on
reverberant speech. Based on the above, a method for the training of generalisable DNN classi-
fiers and a DNN architecture for the task are proposed. A study is also made on the relationship
between feature-maps derived by DNNs and acoustic parameters that describe known properties of
reverberation. In the experiments shown, AIRs are used that were measured in 7 real rooms. The
classification accuracy of DNNs is compared between the case of having access to the AIRs and the
case of having access only to the reverberant speech recorded in the same rooms. The experiments
show that with access to the AIRs a DNN achieves an accuracy of 99.1% and with access only to re-
verberant speech, the proposed DNN achieves an accuracy of 86.9%. The experiments replicate the
testing procedure used in previous work, which relied on handpicked acoustic parameters, allowing
the direct evaluation of the benefit of using deep learning.
Keywords Deep Learning · Reverberation · Reverberant Speech Classification · End-to-End DNN · Room Acoustics
1 Introduction
Acoustic environments shape and define aspects of the sounds we hear and through this process, we experience the
world around us from an audible perspective. At the same time, the environments provide listeners with cues that
enable the understanding of their properties [1]. Humans infer through reverberant sounds characteristics of the en-
vironment such as the size of a room [2]. For example, as human listeners, we are able to tell whether we are sitting
in a large concert hall compared to a tiled bathroom as the two would have very different acoustics. Discriminative
models learned by machines can similarly distinguish between different types of acoustic environments [3]. Learning
to perform these discriminations enables machines to better understand the world around them. This understanding
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is becoming very important as the adoption of smart-home devices is increasing. For instance, knowing the room in
which a speaker is located in is critical to a machine that will take action to the command "Turn on the lights!".
Classifying the reverberation effect has been addressed in the literature in the past. The motivation of early work was
to classify the effect in order to compensate for it through channel equalisation. In [4], one enclosure was considered
and the aim was to quantise the channel equalisation process for multiple sources and receiver locations. Room
classification, which is the task studied in this work, was investigated later in time. The work in [5] proposed the
use of Mel-frequency Cepstral Coefficients (MFCCs) and a Maximum Likelihood (ML) classifier for the task. A
similar approach was later taken in [3] but with Frequency-Dependent Reverberation Times (FDRTs) as the features.
In [1], a set of acoustic parameters was proposed as a feature domain able to discriminate between different rooms.
The experiments showed that spectral and energy-decay features, such as the FDRTs, are discriminative information
for the task. These parameters can be reliably derived from Acoustic Impulse Responses (AIRs). However, their
estimation from reverberant speech is known to be challenging [6].
The motivation of this work is to overcome the challenges faced by previous room classification methods, which relied
on the use of acoustic parameters as features. Errors in the estimation of acoustic parameters will inevitably impact
the classification accuracy of methods that use them. This paper shows how the same task can be carried out without
any guided feature extraction or parameter estimation. Deep learning is used, which enables machines to deduce and
extract the most useful information for the task directly from reverberant speech. The aim is to improve the room
classification accuracy by avoiding the challenging estimation of parameters, such as the FDRTs. Working only with
reverberant speech also means that time-consuming AIR measurements [7] are not required for either training or infer-
ence. With the motivation being to perform the task of room classification without estimating any acoustic parameters,
this paper proposes a method for training generalisable end-to-end Deep Neural Network (DNN) classifiers. These
classifiers are able to discriminate between reverberant rooms directly from reverberant speech inputs. A DNN archi-
tecture is also proposed for the task. To the best of the authors’ knowledge, there is no existing work in the literature
at the time of writing of this paper that investigates the use of deep learning for room classification. This work di-
rectly compares the accuracy of end-to-end DNN room classifiers to that of classifiers that use handpicked acoustic
parameters. This is done by replicating the experiments previously done in the literature [1].
The training method proposed in this paper for DNN room classifiers is concerned with the way that data is presented
to the networks during training. The method enables networks to learn generalisable information in the training data,
which reflects properties of the overall population. The small availability, the high-dimensionality and the effect of
imbalances of different modalities in the data are obstacles to overcome in the process. The method is used to train four
candidate DNN architectures, which are based on the state-of-the-art in the field. The experiments presented involve
measured AIRs from 7 real rooms from the Acoustic Characterization of Environments (ACE) challenge database [6]
and speech from the TIMIT database. The results of the experiments are used to evaluate the prediction accuracy of
the candidate architectures and the most accurate network is proposed for the task. The evaluation is done for the case
of using AIRs as inputs to the networks and for the case of using only reverberant speech for training and inference.
This two-fold analysis illustrates the challenges in performing the task directly from reverberant speech. An important
contribution of this work to the field is the insight derived from the analysis of the feature-maps learned by DNNs,
both from reverberant speech and by AIRs. This reveals what information is identified as discriminative by machines
with regards to different rooms. This information is compared to the handpicked feature choices of [1] and links
between the two are established. This insight offers many possible avenues to explore in the future, such as how the
task of classification and parameter estimation [8] can interact and how transfer learning can be used between the two
to improve their performance.
The structure of the remainder of this paper is as follows: In Section 2 the model for the reverberant speech signal
and the training examples used for the training of the networks are presented. In Section 3 the candidate architectures
are discussed and justifications are given with regards to the choices made. The training method for the networks is
also presented. The experiments that evaluate the performance of the DNNs for the task of room classification are
presented in Section 5. Further discussion and analysis of those results are done in Section 6, where a conclusion is
also given.
2 Signal model and training examples
The task of room classification is defined in this work as the classification of reverberant speech in terms of the room
in which it was recorded in. Using this definition, this Section introduces the notation used to denote the inputs and
outputs of the classifiers that perform this task.
The reverberant speech signal is defined as
x(n) = h(n) ∗ s(n), (1)
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Figure 1: Candidate architectures for room classification from AIRs.
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Figure 2: Candidate architectures for room classification from reverberant speech.
where ∗ describes a convolution operation, the result of which is truncated to preserve the original length of s(n).
The N values of x(n) at sample indices 0 ≤ n < N − 1 form the column vector x. Similarly, the Nh taps h(n) of
the AIR between the source and the receiver form column vector h and the N samples of the anechoic speech signal
s(n) form the column vector s. For the purpose of describing the above for a training example with index m, the
corresponding example will consist of xm, hm and sm, with the associated class label cm that indicates the room in
which the recording was made in.
All vectors are transformed into the log-power Fast Fourier Transform (FFT) domain after being segmented into
frames. A similar transformation on the input was done for channel classification using DNNs in [9]. The vectors
are first split into frames of Ns samples. The framesize is selected for relevant experiments in later Sections. This
operation and the subsequent FFT and power transformation, result in the 3-dimensional arrays Xm, Sm and Hm, for
training example m. The resulting arrays have Ns2 +1 elements in each row, which is the size of the one-sided FFT of
frames of Ns samples. The number of rows Nf , i.e. the number of frames, for each array depends on the number of
samples in each of the original vectors.
3 Candidate DNN architectures
With a notation defined for the training data of a room classifier, this Section introduces the DNNs which are used as
classifiers in this work. Four candidate architectures are considered, which explore the use of structural choices made
in modern literature. Candidate architectures are presented in two configurations, one for the case of using AIRs as
3
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inputs and one for the case of using only reverberant speech as inputs. The four DNN architectures studied are the
following:
– Feed Forward (FF). This architecture consists solely from FF layers. The first layers process frames in a
Time Distributed (TD) fashion. A TD layer processes each frame independently in a memoryless fashion, the
same way a FF layer would process each individual frame. The output of the layer has a number of frames
equal to its input and the dimensionality of each frame is equal to the number of neurons forming the TD
layer. This can be thought off as a frame-based filtering process. Following this, a flattening process converts
the frame sequence into a one-dimensional vector, which is processed by subsequent layers. No convolutional
or recurrent connections exist in this network.
– Convolutional Neural Network (CNN). In this case, the TD layers are replaced with convolutional layers,
which filter the input repeatedly providing higher level representations of it. The architecture is inspired by
the [10] and [11] networks, which have been pioneers in the field of object recognition from images. Their
use for the task of Scene Classification [12] has been also very successful in recent work of [13, 14].
– Recurrent Neural Network (RNN). Looking at the input as a sequence, this architecture uses recurrent layers
with Gated Recurrent Unit (GRU) cells. Recurrent layers have been very successful in tasks such as the
translation of sentences from one language to another [15, 16]. Their usefulness in a Bidirectional form [17]
for speech recognition was highlighted in [18] when combined with a Connectionist Temporal Classification
(CTC) output layer [19]. The use of bidirectional recurrence is used to create bidirectional GRU layers. These
layers create a cell pair, one for each direction of forwards and backwards, which process the sequence in the
respective order.
– CNN-RNN. Combining convolutional and recurrent layers was studied in [20]. It has been a popular choice
across audio and speech processing areas recently. For the case of Automatic Speech Recognition (ASR),
this has been done in [21] to jointly train multichannel enhancement and acoustic modelling. For the task of
Sound Event Detection (SED) it was successful in [22] and for the task of media-presence detection, it was
used in [9].
This incremental change in the composition of the layers of the networks, over the simplest FF architecture, aims to
provide insight into its trade-off with accuracy. For the case of AIRs as inputs to the networks, the architectures are
given in Figure 1 and for the case of reverberant speech inputs, the corresponding Figure is 2.
CNN stages are formed with inspiration from the work of the Visual Geometry Group (VGG) group at Oxford Uni-
versity in [10]. The network involves filters with square kernels of 3 × 3 dimensions. The filters form convolutional
layers which are stacked in pairs and pairs are separated by Max Pooling layers [23]. The number of filters between
pooling layers doubles as the network becomes deeper. This has been the basis of the convolutional operators in the
designs throughout this paper. The dropout method [24] is used at the output of FF layers of the networks to improve
generalisation. The Rectified Linear Unit (ReLU) activation function [25] is used in this work for larger networks, the
benefits of which are described in [26]. For smaller networks, which are proposed here for the classification of AIRs,
the tanh activation is used as ReLUs can lead to unstable training, depending on the initialisation. For larger networks
with more units, it can be assumed that at initialisation approximately 50% of the units will be active [26] however
when the network is small and ReLUs are combined with dropout then this assumption is no longer valid, which causes
training instability. The tanh function is therefore used for networks with AIR inputs. A softmax activation is used
for the output neurons.
The four candidate architectures presented above will be evaluated in terms of their accuracy in later Sections. The
results of the evaluation will be used to propose an architecture for the task of room classification. The next Section
discusses how the DNNs are trained using the proposed method.
4 Network training
Having defined the network architectures, the next step is to define their training method. The method aims to achieve
fast convergence of the loss function to a minimum while maintaining the generalisation of the network to new data.
The focus of the method is on the generalisation aspect, which is addressed by considering how the data is presented
to the network during training. The discussion below outlines the training method, which considers both aspects.
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4.1 Weight optimisation
The Adam optimiser is used to update the weights of the networks during the training process, as proposed in [27].
It offers improvements over AdaGrad [28] and RMSprop1. Although all 3 algorithms offer adaptive learning rates
for each parameter, which improves training, the review in [29] gives arguments for the benefits of using Adam over
its predecessors. In experiments in later Sections, the cross-entropy loss is minimised by Adam as the objective is
categorical classification.
4.2 Network generalisation
The generalisation of the network is crucial and should be ensured through the training process as overfit prevention.
Not doing so will likely result in networks very capable of describing the training population but of limited practical
use. A number of measures are taken as part of the training of the candidate networks for this purpose, which are
discussed below.
Dropout is incorporated into the training of FF layers of the network. The dropout strategy proposed in [24] turns the
output of neurons to 0 with a given probability, which is called the dropout rate, hence preventing the co-adaptation
of feature detectors. The dropout rate for FF layers is indicated for each in the Figures 1 and 2. Early stopping is also
used to terminate the training when either the training or the validation loss have not improved for 50 epochs. The
validation set is created by using a random stratified selection across recordings and it is used to monitor the level of
overfitting. The final network weights are captured at the epoch where the validation loss is at its minimum.
As with many other sound classification tasks [30], the task of environment classification involves training using
imbalanced data sets. This imbalance can be in terms of classes. For example in a room classification task, it is likely
to have 10 example recordings from Room A and 1000 example recordings from Room B. Naturally, the classifier
trained using this data would find it more rewarding to overestimate the chance of observing Room B over Room A.
This can be prevented if this imbalance is considered during training. The nature of the imbalance can also be in terms
of modalities in the data other than the class labels. If for instance, multichannel recordings are to be classified on
a per-channel basis, again for a room classification task, then a receiver which has 32-channels would have a higher
test score than a receiver with 1-channel, simply because the network was rewarded more for learning properties
of the receiver that offered more training data. This imbalance not only gives more data for specific receivers but
also for specific receiver positions in rooms, where the 32-channel receiver was placed. Several other sources of
imbalance can arise, which are side-effects of the way that data was measured. Other sources of imbalance related to
the characteristics and position of the source, the configurations of a room and noise sources.
The training method proposed here aims at compensating for the effect of imbalances in the training examples for
modalities relating to receivers and receiver positions during training. This will allow for the networks’ performance to
be invariant across different receivers and receiver positions and generalise to new data. The imbalances are accounted
for by ensuring that each batch passed for training involves an equal number of AIRs from each receiver, each position
and each room. Therefore, each group of each of the above has an equal contribution to the gradient used for each
weight update.
This Section defined the candidate DNN architectures for the task of room classification and the proposed method
for their training. The next Section presents the process of collecting and preparing training and test data. Also,
experiments are carried out to evaluate the performance of the resulting DNNs for the task of room classification.
5 Experiments
The experiments described in this Section provide novel results with regards to the performance of DNNs on the task
of end-to-end room classification. This Section first presents the accuracy of classifying AIRs in terms of the room
in which they were measured in, using the candidate DNN architectures. Using AIRs as a first experiment allows for
a comparison of the performance of DNNs on the task, with previous work in the literature. The experiment is then
repeated using reverberant speech. This time, the experiment does not assume that the classifiers have access to any
AIR data during training or inference. The netoworks are trained using the method proposed in this paper that balances
the training data in each batch and the most accurate architecture amongst the candidates is proposed for the task.
1An unpublished algorithm described by Geoffrey Hinton as part of an online coursehttp://www.cs.toronto.edu/
~tijmen/csc321/slides/lecture_slides_lec6.pdf
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5.1 AIRs and speech training data
The data used for this work are AIRs, which describe acoustic environments. As a source of AIR measurements, the
ACE challenge data [31] is used. It contains AIRs measured in 7 rooms using 5 receiver arrays. 100 AIRs are available
for each room, measured at 10 different receiver positions, giving a total of 700 AIRs and 70 AIR measurement
positions. The number of AIRs per measurement position vary between 3–32, depending on the number of channels
of each receiver. The speech data convolved with the AIRs to produce reverberant speech is from the TIMIT database.
All data for all experiments are resampled to a sampling rate of 16 kHz, the original sampling rate of TIMIT.
With databases for the AIRs and the anechoic speech selected, the training data examples are constructed as follows,
using the notation for Section 2. From the ACE database, the array of AIRs, H = [H1,H2, . . . ,HM ], is constructed
with dimensions
[
M,Nf ,
Ns
2 + 1
]
= [700, 50, 65]. The framesize is set to 8 ms (128 samples) for the case of analysing
AIRs. All AIRs are zero-padded or truncated to a duration of 400 ms (6400 samples). For each case, the vector of
ground truth labels for the data c is created by associating the AIR with the room in which it was measured in.
Reverberant speech is created by pairing each AIR in the training data with a speaker from TIMIT. Anechoic speech
utterances of 5 s are created by concatenating shorter utterances from a single speaker. A resulting utterance is then
convolved with one AIR. Each AIR from the ACE database is convolved with 20 such speech utterances. Each time a
speech utterance is selected for training, it is offset by a random number of samples. The selection for which utterance
to convolve with an AIR is random with replacement, which means that the speech data are oversampled. This is
considered as a form of primitive data-augmentation. The resulting reverberant speech samples are used to create
array X of dimensions
[
20M,Nf ,
Ns
2 + 1
]
= [1400, 500, 161]. The framesize Ns for the analysis of speech is set to
20 ms (320 samples). The selected framesizes provide a trade-off between temporal and spectral resolution. Both are
important as the aim is to exploit temporal and spectral aspects of the input.
5.2 Training data batches
The method proposed in this paper for the training of generalisable DNNs accounts for imbalances in the training
data, as discussed in Section 4.2. The method forms batches that are passed to the DNNs for training, using an equal
number of AIRs from each room-receiver combination. This way, each receiver, each room and each measurement
position contribute equally to each gradient calculation. The ACE AIR data [31] is evenly distributed across rooms
and the only imbalance is the number of channels available for each measurement position. The batch construction
method therefore needs to balance the batches with respect to the measurement positions. The method includes in
each batch a fixed and equal number of channels from each of the 70 total number of measurement positions. This
conveniently creates a balance across the positions and simultaneously across rooms, as the 70 measurement positions
are split evenly amongst the rooms.
The batch construction starts by shuffling the channels in each of the 70 measurements and putting them in a list.
Channels are collected from each one of the lists to construct each training batch. The selection process starts from
the top of the list and moves towards the bottom as channels are selected for training. When the list end has been
reached then the list is reshuffled and the process is repeated. The shuffling step has been suggested in [32] to improve
the training performance and convergence, as well as memory access efficiency. For a variable number of channels
per measurement, such as the ACE database, the process is more complex. This is because each list will have a
different length. In this case, each list needs to be individually managed and shuffled asynchronously from the rest.
For experiments classifying AIRs, one channel from each list is used per batch and for end-to-end classification from
reverberant speech, 2 channels from each list are convolved with anechoic speech per batch. The respective batch sizes
are therefore 70 and 140.
With the method for collecting the training data and passing them for training defined, the next Sections look at how
the trained networks are evaluated.
5.3 Evaluation method
The method used to evaluate the networks is replicated from the work of [1], which used handpicked acoustic param-
eters for performing room classification using the same ACE challenge data. The evaluation presented the theoretical
accuracy of classifiers by assuming error-free estimates of acoustic parameters. Here, the same experiment is repeated,
without making the same assumptions. The experiment relies on a cross-validation process. The process creates folds
that describe AIR measurement positions. This simulates the scenario of having trained a network given the available
AIRs and having to classify a new measurement at an unknown receiver position in one of the known rooms. Each
fold is tested by training a network using the out-of-fold samples and predicting the class of the in-fold samples. The
validation set used for early stopping is constructed at the beginning of the training of each network using 15% of the
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DNN FF CNN RNN CNN-RNN
Trainable Param. 107,943 44,403 26,247 33,363
Accuracy 93.3% 98.6% 97.9% 99.1%
Table 1: Room classification from AIRs, accuracy and number of trainable parameters for each candidate network
architecture.
BL L1 L2 M1 M2 O1 O2
Predicted
B
L
L
1
L
2
M
1
M
2
O
1
O
2
A
ct
ua
l
99.0%
99
1.0%
1
99.0%
99
1.0%
1
100.0%
100
100.0%
100
99.0%
99
1.0%
1
3.0%
3
97.0%
97
100.0%
100
Legend: MR1 - Meeting Room 1, MR2 - Meeting Room 2, BL - Building Lobby, O1 - Office 1, O2 - Office 2, LR1 - Lecture
Room 1, LR2 - Lecture Room 2.
Figure 3: Confusion matrix for room classification based on AIRs from the ACE database.
out-of-fold samples. The selection is stratified and random. As the evaluation measure, the accuracy of predictions is
used. To summarise the above, with 70 AIR measurement positions in total forming the ACE database, 70 networks
are trained. Each network is used to predict the room where the AIRs of a left-out measurement position were recorded
in. The accuracy of these predictions is eventually used to evaluate each of the candidate architectures. The process
is repeated independently for each candidate of Figures 1 and 2, for the case of AIR and reverberant speech inputs
respectively.
For the case of reverberant speech, each fold involves 20 times more training and test data compared to the case of
using AIRs, as each AIR is convolved with 20 speech utterances. This results in approximately a total of 80 hours
of reverberant speech2, evenly split between training and testing. Although the same anechoic speech utterances are
allowed to be used multiple times to create reverberant speech, the same speakers are never used for both training and
testing. The training and test split of the database is maintained as with the official TIMIT distribution.
5.4 Room classification from AIRs
The result of evaluating the proposed DNNs of Figure 1 using AIRs as the inputs is shown in Table 1. The Table
gives the accuracy and the number of trainable parameters for each of the candidate architectures. The figures in the
Table show that the worst performing network in the experiment is the FF network, with an accuracy of 93.3%. This
network involves no convolutional and recurrent layers and involves the greatest number of trainable parameters. The
addition of the recurrent layers increased the accuracy to 97.9% and uses almost a quarter of the training parameters.
The CNN gave a prediction accuracy of 98.6% and the combination of convolutional and recurrent layers gave the
most successful network, the CNN-RNN with an accuracy of 99.1%. Visualising the errors in Figure 3 for the best
performing CNN-RNN, shows that the network misclassified only six AIRs from the total of 700. The results in [1],
showed that using acoustic parameters, including FDRTs, provides an accuracy of 100% for the same task. Therefore,
this experiment has shown that the CNN-RNN can predict which room an AIR was recorded in, with the difference in
2Number of AIRs × utterances per AIR × utterance length = 700× 20× 5 s ≈ 40 hours
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(a) Filtering through the
first convolutional layer.
(b) Filtering through the
second convolutional
layer.
(c) Filtering through the third convolutional
layer.
(d) Filtering through the fourth convolutional
layer.
Figure 4: Filtering an AIR measured in an office room through CNN and Max Pooling layers of the CNN-RNN for
room classification of AIRs. The vertical pixel progression refers to frequency bins and the horizontal pixel progression
refers to the frame index, with frequency 0 and time 0 at the bottom left corner. Solid black indicates the lowest value.
accuracy being less than 1% when compared to making the same classification by having perfect knowledge of a set
of acoustic parameters extracted from the same AIR.
A benefit of convolutional layers is that they allow for interpretable visual representations of the learned feature-maps
[17]. Analysing these visualisations provides information as to what aspects of the input the networks exploited to
make the necessary discriminations. This analysis can be compared with features used in the literature for the task
of room classification. For instance, the work in [3] proposed the term roomprints and associates them with the
FDRTs, suggesting that they can uniquely identify a room. Since the inputs to the CNN-RNN are spectrograms, the
network learns a set of filters in the log-spectral domain. Although the filters themselves provide no visual cue for
their importance, their effect on filtering AIRs is easy to interpret. In Figure 4, the result of passing an AIR measured
in an office through the CNN-RNN is shown. The Figure shows a contrast between the filter activations around points
where the AIR energy has significantly decayed and the activations before that point. Repeating the process for the
remaining test AIRs gives similar behaviour. This indicates that the high-level features provided by the convolutional
layers relate to the level of decay of the sound energy at different frequencies, much like the information provided by
the FDRTs. This is in line with the observations from [3], which indicated that the FDRTs are useful in discriminating
between different rooms. This provides a link between the handpicked features and the machine-derived feature-maps.
A discussion on the number of parameters involved in each network provides further insight with regards to the
performance of the candidate architectures. The simple FF DNN involved the highest number of parameters. It did not
use any pooling or downsampling mechanisms like the rest of the networks. The number of parameters is an important
factor in the performance of the network, as the available data for training in the given experiments is relatively small.
Whilst famous networks involve millions of parameters, such as the Alexnet [11] that involved 60 million, their training
examples are of the same order (1.4 million images available [33] for Alexnet). Larger networks are more powerful but
require a proportional number of training examples. This is a challenge in AIR classification as large databases, of the
order of millions, are not available for real rooms. Also, AIRs are high dimensional, which means that a large number
of parameters is needed to process them. Convolutional layers deal with the high-dimensionality by processing the
AIR as an image, using 2-dimensional filters to transform it into high-level features through successive pooling. This
enables the network to detect patterns in the input at different parts of it, using the same trainable parameters, the filter
kernels. This property of convolutional layers is referred to as parameter sharing in [17]. Similarly, recurrent layers
reduce AIRs into vectors by processing their frames as sequences. This link between the nature of the problem and
the CNN-RNN is what its success and its near-perfect accuracy are attributed to.
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DNN FF CNN RNN CNN-RNN
Trainable Param. 8,280,459 1,322,499 417,035 405,891
Accuracy 59.4% 79.1% 83.3% 86.9%
Table 2: Room classification from reverberant speech, accuracy and number of trainable parameters for each candidate
network architecture.
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1
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0.1%
2
0.1%
3
0.1%
1
27.6%
552
0.5%
11
70.9%
1417
0.5%
10
0.5%
10
0.1%
1
0.3%
6
81.5%
1630
7.8%
156
5.0%
100
5.3%
107
0.1%
2
3.8%
76
87.8%
1756
7.5%
150
0.8%
16
0.1%
2
2.2%
44
0.4%
8
11.3%
226
85.2%
1704
0.8%
16
2.3%
46
0.1%
3
0.8%
16
96.8%
1935
Legend: MR1 - Meeting Room 1, MR2 - Meeting Room 2, BL - Building Lobby, O1 - Office 1, O2 - Office 2, LR1 - Lecture
Room 1, LR2 - Lecture Room 2.
Figure 5: Confusion matrix for room classification based on reverberant speech using data from the ACE and TIMIT
databases.
The next Section uses the insight gained from the above analysis and repeats the experiment, this time using only
reverberant speech samples. The candidate architectures are again evaluated in terms of their accuracy for the task.
5.5 Room classification from reverberant speech
The previous experiment investigated the accuracy of classifying AIRs in terms of the room in which they were
measured in. The candidate architectures for the task were benchmarked in terms of their accuracy in doing so. This
Section repeats the experiment but this time using only reverberant speech signals for the classification. The DNNs
are not presented with the AIRs during training or inference.
The results of training DNNs for end-to-end room classification from reverberant speech are presented in Table 2. The
Table shows the number of trainable parameters for each candidate architecture and their corresponding accuracy for
the task. The results show that the FF network has 77 times more trainable parameters than the equivalent AIR-input
FF network. This increase is due to the much higher dimensionality of the input, having moved from 400 ms AIRs to
5 s speech signals. The accuracy of the FF network is 59.4%. Adding convolutional layers to form the CNN increases
the accuracy by 20%, and uses approximately 1/6 of the parameters of the FF network. Using recurrent layers to form
the RNN instead, increases the accuracy of the solution by 23.6% and also uses approximately 1/20 of the parameters of
the FF network. The best performing network is the CNN-RNN with an accuracy of 86.9%. It involves approximately
1/20 of the parameter count of the FF network. The CNN-RNN for AIR classification was also the most successful
in the previous experiment, with an accuracy of 99.1%. The CNN-RNN with reverberant speech input uses 13 times
more parameters than the CNN-RNN using AIRs. This shows the increase in complexity related to training networks
able to process reverberant speech directly. The confusion matrix of testing using the CNN-RNN is given in Figure 5.
The number of parameters of the resulting networks is significantly greater to the AIR case, across all architectures.
This scaling of the DNNs in terms of trainable parameters and the reduction in the highest accuracy by 12.3% shows
the increased challenges in performing the classification directly from reverberant speech. Since the AIR describes an
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(a) Raw In-
put.
(b) Filtering
through
first con-
volutional
layer.
(c) Filtering
through
second con-
volutional
layer.
(d) Filtering through last Max Pooling layer.
Figure 6: Filtering a reverberant male speech utterance, created using an AIR measured in an office room, through the
CNN-RNN for room classification of reverberant speech. The spoken utterance has a duration of 2.8 s and the frame
length is 50 ms. The transcription is “Don’t ask me to carry an oily rag like that”. The vertical pixel progression refers
to frequency bins and the horizontal pixel progression refers to the frame index with frequency 0 and time 0 at the
bottom left corner of each plot. Solid black indicates the lowest value.
acoustic environment, classifying AIRs directly is a task where a representation of the environment is to be transformed
to a lower-dimensional space, similar to [4, 34]. Performing the classification from reverberant speech is significantly
different as the objective remains the same but the input to the network is the result of the interaction of the environment
with an unknown speech signal. Since the spoken utterances and speakers are not correlated with the rooms’ properties,
any network inevitably needs to decouple the speech information from the channel information to make any meaningful
predictions. The general conclusion is that the increase in the number of parameters and the reduction in accuracy is
attributed to the additional task of separating speech from channel information. Using speech instead of AIRs encodes
information about the environment in the reverberant speech signal but can also cause some of the information to be
lost. As speech is not broadband in windows of a few milliseconds, longer frame sequences are needed to provide
significant information to the system across the spectral range of interest. The duration of the input to the network
increased from the order of milliseconds to seconds. Even in these longer sequences, and in fact in a sequence of
any length, there is no guarantee that the speech signal will contain substantial energy at all frequencies across the
spectrum, which impacts the classification accuracy.
A measure of the success of the decoupling between the speech and channel information discusses above, is given by
examining the accuracy of the best performing network. The CNN-RNN’s performance is examined across a range
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Dialect Utterances MR2 MR1 BL O2 O1 LR2 LR1 All
DR1 906 86.8 81.3 93.1 94.4 74.6 71.8 90.2 84.3
DR2 2228 89.9 81.4 94.1 95.8 81.0 72.3 89.0 86.3
DR3 2184 90.3 75.4 93.3 94.1 81.4 66.7 86.4 84.0
DR4 2691 87.6 79.7 92.1 93.5 79.9 69.3 88.7 84.2
DR5 2401 91.8 80.9 91.8 94.0 82.6 64.2 89.5 85.1
DR6 886 94.6 82.2 95.4 96.8 82.4 65.4 83.0 86.2
DR7 1850 89.8 81.1 91.7 97.5 82.5 67.8 87.4 85.5
DR8 854 90.9 79.1 94.6 95.0 81.2 65.6 87.2 84.7
Mean 1750 90.2 80.2 93.3 95.2 80.1 67.9 87.7 85.0
Overall 14000 80.7 87.0 69.1 92.5 86.6 97.8 94.9 86.9
Table 3: Room classification test accuracy (%) from reverberant speech, with regards to spoken dialect.
Gender Utterances MR2 MR1 BL O2 O1 LR2 LR1 All
Female 4676 91.1 80.6 93.2 93.9 81.9 67.8 88.7 85.5
Male 9324 89.5 79.8 92.8 95.5 80.5 68.1 87.6 84.7
Mean 7000 90.3 80.2 93.1 94.7 81.3 68.0 88.2 85.2
Overall 14000 80.7 87.0 69.1 92.5 86.6 97.8 94.9 86.9
Table 4: Room classification test accuracy (%) from reverberant speech, with regards to speaker gender.
Legend: MR1 - Meeting Room 1, MR2 - Meeting Room 2, BL - Building Lobby, O1 - Office 1, O2 - Office 2, LR1 - Lecture
Room 1, LR2 - Lecture Room 2.
of speaker characteristics. Tables 3 and 4 show the variation in classification accuracy per speaker dialect and gender
across rooms. The maximum deviation of the accuracy across dialects is 1.35% and 0.05% for gender, relative to the
mean accuracy. All dialects and both genders show very similar scores, which illustrates that speaker characteristics do
not significantly impact the result. Observing both Tables 3 and 4 it can be seen that these variations are significantly
different when marginalising along the rooms, which is the true axis of variation to be explored in this task. The
maximum deviation is 20.5%, relative to the mean accuracy.
The CNN-RNN is shown to perform the desired task at a high level of accuracy and also to be substantially invariant to
speaker variations. To understand the information that the network uses to do so, the feature-maps extracted in its layers
are visualised. Figure 4 shows the raw input log-power spectrogram, the corresponding output resulting from filtering
through the first 2 convolutional layers of the network and the output of the last Max Pooling layer. Whilst the output of
the first two convolutional layers does not appear meaningful to a human, meaningful interpretations of the activations
become apparent as the data propagates through the network. What can be seen is that the resulting activations appear
as trajectories in time. Therefore, for most of the 32 output filters, certain regions of the activations, corresponding
to frequency bands, are consistently higher than others across frames. This indicates that the frequency dependence
of the energy content in the input is exploited by the network. In order to perform the task of room classification
from reverberant speech, the feature-maps learned by the CNN-RNN architecture therefore relate to time-invariant
properties of spectral regions of the input. This is consistent with both the observations of the previous Section, where
the same task was carried out directly from AIRs, and of [1, 3] where FDRT were used for the classification. This
establishes a link between the importance of frequency-dependent time-invariant features for the cases of classifying
from AIRs and from reverberant speech.
This analysis concludes the experiments of this paper. The experiments have evaluated the performance of four
candidate architectures for the task of room classification using either AIRs or directly from reverberant speech. The
DNNs were trained using the method proposed in this paper and the experiments provided novel results with regards
to the effectiveness of using DNNs for room classification. The next Section provides a discussion on the findings of
this work and offers a conclusion.
6 Discussion and conclusion
This paper proposed a method for the training of generalisable DNN classifiers, able to discriminate between reverber-
ant rooms, based on reverberant speech inputs or AIRs. The training method has shown how to overcome imbalances
in the distribution of channel properties in the data for effective and efficient training. This investigation provided
novel results with regards to the performance of DNNs on the task of room classification and as to the features learned
by the networks. The performance of the trained classifiers was compared to that of classifiers constructed using com-
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binations of handpicked features. Through the analysis of the results, the CNN-RNN architecture has proved to be the
most accurate end-to-end room classifier and it is therefore proposed for the task.
The proposed end-to-end CNN-RNN does not involve the estimation of any acoustic parameters from the reverberant
speech signal. Methods that rely on such as estimates, such as [1, 3], suffer from the presence of estimation errors,
which are expected to be present in real life scenarios [6]. These errors inevitably impact the accuracy of classifica-
tion. Performing the same task from reverberant speech using an end-to-end DNN does not suffer from such issues.
Feature-maps are derived by the network directly from the reverberant speech signal and used by subsequent layers
for classification. A link between the feature-maps extracted by the DNNs and the handpicked features, namely the
FDRTs, was established in the experiments presented. This provides a direction for future work, which is to improve
the training of DNN room classifiers and DNN acoustic-parameter estimators [8] by sharing layers between the two
types of networks. This can be done at a pre-training stage to speed-up convergence for larger scale experiments and
potentially allow for better results.
In conclusion, this paper has proposed a method for training DNNs for the task of room classification from either AIRs
or reverberant speech. To the best of the authors’ knowledge, this work is the first step in using DNNs for the task of
room classification from reverberant speech. Novel results are given with regards to the accuracy of predictions made
by networks of different architectures. Based on these results, a CNN-RNN is proposed for the task. Insight is given
as to what information from the input is identified as discriminative by the network, by analysing the feature-maps at
intermediate layers. The experiments presented involve reverberation data from the ACE challenge database and have
shown that with access to the AIRs of the environments, the CNN-RNN achieves a classification accuracy of 99.1%.
Similarly, the end-to-end CNN-RNN given reverberant speech achieves an accuracy of 86.9%.
The code implementation of the work discussed in this paper can be found at: https://github.com/papayiannis/
reverberation_learning_python
References
[1] C. Papayiannis, C. Evers, and P. A. Naylor, “Discriminative feature domains for reverberant acoustic envi-
ronments,” in Proc. IEEE Intl. Conf. on Acoustics, Speech and Signal Processing (ICASSP), (New Orleans,
Louisiana, USA), pp. 756–760, Mar. 2017.
[2] I. Dokmanic, Y. Lu, and M. Vetterli, “Can one hear the shape of a room: The 2-D polygonal case,” in Proc. IEEE
Intl. Conf. on Acoustics, Speech and Signal Processing (ICASSP), pp. 321–324, May 2011.
[3] A. H. Moore, M. Brookes, and P. A. Naylor, “Room identification using roomprints,” in Proc. Audio Eng. Soc.
(AES) Conf. on Audio Forensics, June 2014.
[4] J. Mourjopoulos, A. Tsopanoglou, and N. Fakotakis, “A vector quantization approach for room transfer function
classification,” in Proc. IEEE Intl. Conf. on Acoustics, Speech and Signal Processing (ICASSP), vol. 5, pp. 3593–
3596, 1991.
[5] N. Peters, H. Lei, and G. Friedland, “Name that room: Room identification using acoustic features in a recording,”
in Proceedings of the 20th ACM International Conference on Multimedia, pp. 841–844, 2012.
[6] J. Eaton, N. D. Gaubitch, A. H. Moore, and P. A. Naylor, “Proceeding of the ACE Challenge,” proceedings,
Imperial College London, New Paltz, NY, USA, Oct. 2015.
[7] A. Farina, “Simultaneous measurement of impulse response and distortion with a swept-sine technique,” in Proc.
Audio Eng. Soc. (AES) Convention, pp. 1–23, Feb. 2000.
[8] T. J. Cox, F. Li, and P. Darlington, “Extracting room reverberation time from speech using artificial neural
networks,” J. Audio Eng. Soc. (AES), vol. 49, no. 4, pp. 219–230, 2001.
[9] C. Papayiannis, J. Amoh, V. Rozgic, S. Sundaram, and C. Wang, “Detecting Media Sound Presence in Acoustic
Scenes,” in Proc. Conf. of Intl. Speech Commun. Assoc. (INTERSPEECH), (Hyderabad, India), pp. 1363–1367,
Sept. 2018.
[10] K. Simonyan and A. Zisserman, “Very Deep Convolutional Networks for Large-Scale Image Recognition,” Com-
puting Research Repository, vol. abs/1409.1556, 2014.
[11] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet Classification with Deep Convolutional Neural Net-
works,” in Advances in Neural Information Processing Systems 25 (F. Pereira, C. J. C. Burges, L. Bottou, and
K. Q. Weinberger, eds.), pp. 1097–1105, Curran Associates, Inc., 2012.
12
A PREPRINT - FEBRUARY 12, 2019
[12] E. Benetos, D. Stowell, and M. Plumbley, “Approaches to complex sound scene analysis,” in Computational
Analysis of Sound Scenes and Events (T. Virtanen, M. Plumbley, and D. Ellis, eds.), pp. 215–242, Cham, Switzer-
land: Springer International Publishing, 2018.
[13] Y. Han and J. Park, “Convolutional Neural Networks with Binaural Representations and Background Subtraction
for Acoustic Scene Classification,” tech. rep., DCASE2017 Challenge, Sept. 2017.
[14] Z. Ren, Q. Kong, K. Qian, M. D. Plumbley, and B. W. Schuller, “Attention-based Convolutional Neural Networks
for Acoustic Scene Classification,” in 3rd Workshop on Detection and Classification of Acoustic Scenes and
Events (DCASE 2018 Workshop), DCASE 2018 Workshop Proceedings, 2018.
[15] I. Sutskever, O. Vinyals, and Q. V. Le, “Sequence to Sequence Learning with Neural Networks,” Computing
Research Repository, vol. abs/1409.3215, 2014.
[16] K. Cho, B. van Merriënboer, Ç. Gülçehre, D. Bahdanau, F. Bougares, H. Schwenk, and Y. Bengio, “Learning
Phrase Representations using RNN Encoder–Decoder for Statistical Machine Translation,” in Proc. of the Conf.
on Empirical Methods in Natural Language Processing (EMNLP), (Doha, Qatar), pp. 1724–1734, Association
for Computational Linguistics, Oct. 2014.
[17] I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. MIT Press, 2016. http://www.
deeplearningbook.org.
[18] A. Graves, N. Jaitly, and A. r Mohamed, “Hybrid speech recognition with Deep Bidirectional LSTM,” in 2013
IEEE Workshop on Automatic Speech Recognition and Understanding, pp. 273–278, Dec. 2013.
[19] A. Graves, S. Fernández, F. Gomez, and J. Schmidhuber, “Connectionist Temporal Classification: Labelling
Unsegmented Sequence Data with Recurrent Neural Networks,” in Proceedings of the 23rd International Con-
ference on Machine Learning, ICML ’06, (Pittsburgh, Pennsylvania, USA), pp. 369–376, ACM, 2006.
[20] T. N. Sainath, O. Vinyals, A. Senior, and H. Sak, “Convolutional, Long Short-Term Memory, fully connected
Deep Neural Networks,” in Proc. IEEE Intl. Conf. on Acoustics, Speech and Signal Processing (ICASSP), (Bris-
bane, Australia), pp. 4580–4584, Apr. 2015.
[21] T. Sainath, R. J. Weiss, K. Wilson, B. Li, A. Narayanan, E. Variani, M. Bacchiani, I. Shafran, A. Senior, K. Chin,
A. Misra, and C. Kim, “Multichannel Signal Processing with Deep Neural Networks for Automatic Speech
Recognition,” IEEE /ACM Transactions on Audio, Speech, and Language Processing, vol. 25, pp. 965 – 979,
2017.
[22] S. Adavanne and T. Virtanen, “Sound Event Detection Using Weakly Labeled Dataset with Stacked Convolu-
tional and Recurrent Neural Network,” tech. rep., DCASE2017 Challenge, Sept. 2017.
[23] Y.-T. Zhou, R. Chellappa, A. Vaid, and B. K. Jenkins, “Image restoration using a neural network,” IEEE Trans-
actions on Acoustics, Speech, and Signal Processing, vol. 36, pp. 1141–1151, July 1988.
[24] G. E. Hinton, N. Srivastava, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, “Improving neural networks by
preventing co-adaptation of feature detectors,” Computing Research Repository, vol. abs/1207.0580, 2012.
[25] R. H. R. Hahnloser, R. Sarpeshkar, M. A. Mahowald, R. J. Douglas, and H. S. Seung, “Digital selection and
analogue amplification coexist in a cortex-inspired silicon circuit,” Nature, vol. 405, p. 947, June 2000.
[26] X. Glorot, A. Bordes, and Y. Bengio, “Deep Sparse Rectifier Neural Networks,” in Proceedings of the Fourteenth
International Conference on Artificial Intelligence and Statistics (G. Gordon, D. Dunson, and M. Dudik, eds.),
vol. 15 of Proceedings of Machine Learning Research, (Fort Lauderdale, FL, USA), pp. 315–323, PMLR, Apr.
2011.
[27] D. P. Kingma and J. Ba, “Adam: A Method for Stochastic Optimization,” Computing Research Repository,
vol. abs/1412.6980, 2014.
[28] J. Duchi, E. Hazan, and Y. Singer, “Adaptive Subgradient Methods for Online Learning and Stochastic Optimiza-
tion,” J. Mach. Learn. Res., vol. 12, pp. 2121–2159, July 2011.
[29] S. Ruder, “An overview of gradient descent optimization algorithms,” Computing Research Repository,
vol. abs/1609.04747, 2016.
13
A PREPRINT - FEBRUARY 12, 2019
[30] D. Stowell, D. Giannoulis, E. Benetos, M. Lagrange, and M. D. Plumbley, “Detection and Classification of
Acoustic Scenes and Events,” IEEE Transactions on Multimedia, vol. 17, pp. 1733–1746, Oct. 2015.
[31] J. Eaton, N. D. Gaubitch, A. H. Moore, and P. A. Naylor, “The ACE Challenge - corpus description and per-
formance evaluation,” in Proc. IEEE Workshop on Applications of Signal Processing to Audio and Acoustics
(WASPAA), (New Paltz, NY, USA), 2015.
[32] Y. Bengio, Neural Networks: Tricks of the Trade. Springer, 2012.
[33] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang, A. Karpathy, A. Khosla, M. Bernstein,
A. C. Berg, and L. Fei-Fei, “ImageNet Large Scale Visual Recognition Challenge,” International Journal of
Computer Vision, vol. 115, pp. 211–252, Dec. 2015.
[34] I. Omiciuolo, A. Carini, and G. L. Sicuranza, “Multiple position room response equalization with frequency
domain fuzzy c-means prototype design,” in Proc. Intl. Workshop on Acoustic Signal Enhancement (IWAENC),
2008.
14
