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1 Introduccion
We consider that part of Waring's problem regarding cubes. We must
recall that Waring, in his book Meditationes Algebraicae, published in
1770, stated without proof that every nonnegative integer is the sum of
four squares, nine cubes, 19 fourth powers and so on [19].
Waring's problem for cubes is to prove that every nonnegative integer
is the sum of a nite number of nonnegative cubes. The minimum such
number is denoted g(3). Wieferevich and Kempner proved that g(3) = 9
[14]. This is clearly best possible, since there are integers, such as 23 and
239, that cannot be written as sum of eight cubes.
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Immediately after Wieferevich published his theorem, Landau ob-
served that, in fact, only nitely many positive integers actually require
nine cubes, that is, every suciently large integer is the sum of eight
cubes, with the only exceptions being 23 and 239.
Linnik proved that every suciently large integer is a sum of 7 cubes;
Watson simplied the proof and McCurley gave an eective and explicit
proof of this result [17, 18, 21].
Demjanenko [7] proved that every number n 6 4mod 9 can be ex-
pressed as the sum of four positive or negative cubes: x3+ y3+ z3+w3.
It is possible that every suciently large integer is the sum of four non-
negative cubes. Lukes [12, 16] has found representations of all n  107
as sums of four positive or negative cubes. Let E(x) denote the number
of positive integers up to x that cannot be written as the sum of four
positive cubes. Brudern [2] proved that E4;3(x)  x37=42+" (i.e., there
exists a constant c > 0 such that jE4;3(x)j  cx37=42+", for all x in the
domain of E4;3) and so almost all positive integers can be represented
as the sum of four positive cubes. Actually, in [8] Deshouillers et al,
conjectured that 7373170279850 is the largest integer which cannot be
expressed as the sum of four nonnegative integral cubes and Brudern and
Wooley have proved that almost all natural numbers n are the sum of
four cubes of positive integers, one of which is no larger than n5=36 [4].
Concerning the number r(n) of representations of n as the sum of
four positive cubes, the work of Hardy and Litlewood [13] on Waring's
problem led to the more precise formulation that r(n) should satisfy an
asymptotic formula of the form
r(n) =  

4
3
3
G(n)n1=3 +O

n1=3 (log n) %

; (1)
where % is some positive constant and G(n) is the familiar singular series
usually associated with four cubes. One has
(log log n) c < G(n) < (log log n)c ;
for some c > 0 and all natural numbers n  4, so that (1), if true, would
conrm that all suciently large natural number can be expressed as the
sum of four cubes of natural numbers.
Brudern and Watt [3] proved the following result:
Theorem. Let M = N where 5=6 <  < 1. Then, for all but
Bol. Mat. 16(2), 125{147 (2009) 127
O(M(logN) 1=4) integers n in the range N < n  N+M the asymptotic
formula
r(n) =  

4
3
3
G(n)n1=3 +O

n1=3(log n) 1=5

;
holds.
More recently Brudern and Wooley [4] have proved the following re-
sults:
1. When   536 one has r(n)  1 for almost all n.
2. Suppose that 14 <   13 . Then, for almost all n, one has
r(n) =  

4
3
3
G(n)n +O  n (log n) 1 :
In this case, for 0 <   13 and n a natural number, r(n) is the number
of representations of n in the form n = x31+x
3
2+x
3
3+x
3
4 with x1; x2; x3; x4
natural numbers satisfying x4  n.
In [12] Guy mentioned the following open problems: Does each of the
following Diophantine equations have integer solutions:
x3 + y3 + z3 = n ; (2)
x3 + y3 + 2 z3 = n ; (3)
where n is a xed positive integer and x; y; z can be any integers with
minus signs allowed?
Koyama in [16] proposed an ecient search algorithm to solve the
equation (3). His algorithm obtains jxj and jyj (if they exist) by solving
a quadratic equation derived from divisors of 2jzj3  n.
Remark 1. There are other interesting problems concerning cubes, for
example the Pollock octahedral numbers conjecture which claims that
every number is the sum of at most seven octahedral numbers, where
the n{th octahedral number On is given by the formula On = n(2n
2+1)
3 .
The corresponding conjecture for tetrahedral numbers claims that every
number is the sum of at most ve tetrahedral numbers, where the n{th
tetrahedral number n is given by the formula n =
n(n+1)(n+2)
6 . In fact,
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on tetrahedral numbers, Chou and Deng [5] believe that all numbers >
343867, are expressible as the sum of four such numbers.
In order to obtain a contribution to the resolution of the problem (3)
we develop a formula for Q4(n), the number of partitions of a natural
number n into four cubes with two of them equal, by using represen-
tations of posets over N and some graphs associated with this kind of
representations.
The paper is organized as follows. Preliminary notations and den-
itions are included in section 2. In section 3 we dene representations
of posets over the set of natural numbers and its associated graphs. In
section 4 we give a characterization for natural numbers which are the
sum of four cubes with two of them equal and a formula for Q4(n) is
given as well.
Remark 2. We use the customary symbols N, Z and R for the set of
natural, integer and real numbers, respectively.
2 Preliminaries
This section introduces some basic denitions and notation to be used
throughout the paper.
2.1 Partitions
A partition  of a positive integer n is a nite nonincreasing sequence of
positive integers (1; 2;    ; r) such that
Pr
i=1 i = n. The i are the
parts of the partition [1]. A composition is a partition in which the order
of the summands is considered.
Sometimes it is useful to use a notation that makes explicit the num-
ber of times that a particular integer occurs as a part. Thus if  =
(1; 2;    ; r) is a partition of n, we sometimes write  = (1f12f23f3    )
where fi of the j are equal to i. For example, there are ve partitions of
4 : 4 = (4), 3+1 = (13), 2+2 = (22), 2+1+1 = (122), 1+1+1+1 = (14);
there are eight compositions of 4 : (4), (13), (31), (22), (112), (121),
(211), (1111).
The partition function p(n) is the number of partitions of n. Clearly
p(n) = 0 when n is negative and p(0) = 1, where the empty sequence
forms the only partition of zero.
The partition function increases quite rapidly with n. For example
p(10) = 42, p(20) = 627, p(50) = 204226, p(100) = 190569292 and
p(200) = 3972999029388.
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Associated with each partition  = (1; 2;    ; r) we have its graph-
ical representation G (or Ferrers graph) which formally is the set of
points with integral coordinates (i; j) in the plane such that if  =
(1; 2;    ; r), then (i; j) 2 G if and only if 0  i   r + 1, 0 
j  jij+1   1. For example
    
   
   
   
   
  


is the graphical representation of the partition 5+4+4+4+4+3+1+1.
Ferrers graphs are perhaps the most useful graphical device for study-
ing partitions. For example with the help of them it is possible to prove
that, the number of partitions of n with at most m parts equals the
number of partitions of n in which no part exceeds m.
A multiset is a set with possibly repeated elements. To be precise,
we dene a multiset as an ordered pair (M;f) where M is a set and f is
a function from M to the nonnegative integers; for each m 2 M , f(m)
is the multiplicity of m. When M is a nite set, say fm1;m2;    ;mrg,
we write
(M;f) = fmf(m1)1 mf(m2)2   mf(mr)r g :
Let us begin by considering permutations of multisets (a permutation
of (M;f) is a word in which each letter belongs to M and for each
m 2 M the total number of appearances of m in the word is f(m)).
Thus 3212232112 is a permutation of the multiset f132532g.
Let inv(m1;m2;    ;mr;n) be the number of permutations
12    m1+m2++mr of f1m12m2    rmrg in which there are n pairs
(i; j) such that i < j and i > j .
Theorem 3 shows how a graphical representation can be used di-
rectly to obtain a relationship between inv(m1;m2;    ;mr;n) and some
restricted partitions [1]:
Theorem 3. inv(m1;m2;n) = p(m1;m2; n), where p(m1;m2; n) is the
number of partitions of n with at most m2 parts, each  m1.
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Proof. Let us dene a bijection between the permutations enumer-
ated by the number inv(m1;m2;n) and the partitions enumerated by
p(m1;m2; n).
Let us use the box graphical representation for the Ferrers graph of a
partition with each part 11 and at most seven parts (here 8+6+6+1+1,
see Figure 1).
   







m1 = 11
m2 = 7
Figure 1.
We follow the path indicated by the dots in Figure 1, starting with the
upper right node and moving to the left and downward: if the path moves
vertically, we write a 2 and if horizontally we write 1. Hence the sequence
corresponding to this graph is 111211221111122122. Notice that the
number of 1's to the right of the rst 2 tell us the largest part of our
partition; the number of 1's to the right of our second 2 tell us the second
part of our partition and in general the number of 1's to the right of the
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ith 2 tell us the ith part of our partition. Clearly the above relationship
between partitions and permutations establishes a bijection between the
permutations of f1m12m2g with n inversions and the partitions of n with
at most m2 parts, each  m1. Hence, inv(m1;m2;n) = p(m1;m2; n).
In this paper we use paths associated with posets in order to obtain
a formula for Q4(n).
2.2 Posets
An ordered set (or partially ordered set or poset) is an ordered pair of
the form (P;) of a set P and a binary relation  contained in P  P,
caalled the order (or the partial order) on P, such that  is reexive,
antisymmetric and transitive [6]. The elements of P are called the points
of the ordered set. We write x < y when x  y and x 6= y, in this case we
say that x strictly less than y. An ordered set is called nite (innite) if
the underlying set is nite (innite). Usually we will be a little slovenly
and simply say that P is an ordered set. When it is necessary to specify
the order relation explicitly we write (P;).
Let P be an ordered set and let x; y 2 P; we say that x is covered by
y if x < y and x  z < y implies z = x.
Let P be a nite ordered set. We can represent P by a congura-
tion of circles (representing the elements of P) and interconnecting lines
(indicating the covering relation). The construction goes as follows.
1. With each point x 2 P we associate a point p(x) of the Euclidean
plane R2 depicted as a small circle.
2. For each covering pair x < y in P, take a line segment l(x; y) joining
the circle at p(x) to the circle at p(y).
3. Carry out 1 and 2 such that
a. if x < y, then p(x) is below than p(y),
b. the circle at p(z) does not intersect the line segment l(x; y) if
z 6= x and z 6= y.
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Figure 2.
A conguration satisfying 1{3 is a Hasse diagram or diagram of P.
In the other direction, a diagram may be used to dene a nite ordered
set; an example is given below, for the ordered set P = fa; b; c; d; e; fg,
in which a < b < c < d < e and f < c.
We have only dened diagrams for nite ordered sets. It is not pos-
sible to represent the whole of an innite ordered set by a diagram, but
if its structure is suciently regular it can often be suggested diagram-
matically. Of course, the same ordered set may have dierent diagrams.
Diagram{drawing is as much an art as a science and, as we will see, good
diagrams can be a real asset to understanding and to theorem{proving.
An ordered set C is a chain (or a totally ordered set or a linearly
ordered set) if for all p; q 2 C we have p  q or q  p (i.e., p and q are
comparable).
Let  P  P be a binary relation on a set P. Then the transitive
closure t of  is dened by a t b if
(9n 2 N)(9z0; z1;    ; zn 2 P)(a = z0  z1  z2      zn 1  zn = b) :
Note that, the transitive closure of a binary relation  is transitive [6, 20].
Suppose that P1 and P2 are (disjoint) ordered sets. The disjoint
union P1 + P2 of P1 and P2 is the ordered set formed by dening x  y
in P1 + P2 if x; y 2 P1 and x  y in P1 or x; y 2 P2 and x  y in P2.
A diagram for P1+P2 is formed by placing side by side diagrams for P1
and P2.
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2.3 Graphs
A graph is a pair G = (V;E) of sets satisfying E  V 2; thus, the elements
of E are 2{elements subsets of V such that V \ E = ;. The elements
of V are the vertices of the graph G, the elements of E are its edges or
arrows. If G0 = (V 0; E0), V 0  V , E0  E, then G0 is a subgraph of G
[9, 19].
A graph with vertex set V is said to be a graph on V . The vertex set
of a graph is referred to as V (G), its edge set as E(G). We write v 2 G
for a vertex v 2 V (G) and e 2 G for an edge e 2 E(G); an edge fx; yg is
usually written as xy or yx.
A path is a non{empty graph P = (V;E) of the form
V = fx0; x1;    ; xkg ;
E = fx0x1; x1x2;    ; xk 1xkg ;
where the xi are all dierent. The vertices x0 and xk are linked by P
and are its ends, the vertices x1;    ; xk 1 are the inner vertices of P .
The number of edges of a path is its length and a path of length k is
denoted by P k. We often refer to a path by the natural sequence of
its vertices writing P = x0x1   xk and calling P a path from x0 to
xk. If it is not necessary to make explicit the inner vertices of a path
P = x0x1   xk then we write simply x0jjxk. Note that if P is a path
from x0 to xk without inner vertices then x0jjxk is the edge fx0; xkg. If
P = x0x1   xk, Q = xkxk+1   xn are paths then the concatenation PQ
of P and Q is a path such that PQ = x0x1   xkxk+1   xn.
A non{empty graph G = (V;E) is connected if any two of its vertices
are linked by a path in G. A maximal connected subgraph of G is a
component of G.
The vertices of a connected graph can always be enumerated, let us
say as v1;    ; vn. Furthermore, a component, being connected, is always
non{empty.
The degree dG(v) = d(v) of a vertex v is the number jE(v)j of edges
at v.
A directed graph is a pair (V;E) of disjoint sets (of vertices and edges)
together with two maps, init : E ! V , ter : E ! V , assigning to every
edge an initial vertex, init(e) and a terminal vertex, ter(e). The edge e is
said to be directed from init(e) to ter(e). Note that a directed graph may
have several edges between the same two vertices x; y. Such edges are
called multiples edges ; if they have the same direction, they are parallel.
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If init(e) = ter(e), then the edge e is called a loop.
A directed graph D is an orientation of an (undirected) graph G if
V (D) = V (G) and E(D) = E(G) and if finit(e); ter(e)g = fx; yg for
every edge e = xy. Put dierently, oriented graphs are directed graphs
without loops or multiple edges.
A directed path is a directed graph P 6= ; with dierent vertices
x0;    ; xk and edges e0;    ; ek 1 such that ei is a directed edge from
xi to xi+1, for all i < k. We denote the last vertex xk of P by ter(P ).
Henceforth, path always means directed path.
3 Partitions and representations of posets over
N
The following denition of a partition of a natural number n is given
in [15].
Denition. A partition  of weight n is a nonincreasing sequence of
nonnegative integers (1; 2;    ; k;    ) whose sum is n. The weight is
denoted by jj. The number of nonzero elements in the sequence is the
length of the partition denoted by l(). There is one partition of weight
0, the partition of length 0.
There are several partial orders on the set of all partitions; for exam-
ple, the dominance order is dened in such a way that the partition  =
(1; 2;    ; k;    ) is dominated by the partition  = (1; 2;    ; k;
   ), denoted by n , if Pki=1 i Pki=1 i, for all k > 0 [15].
Remark 3. A partition  is called graphical if it is the degree sequence
of an undirected simple graph. In [15] a characterization of graphical
partitions is given by using the dominance order of partitions.
Let H be a set of nonnegative integers. Let H (respectively, H)
denote the set of all partitions (respectively, compositions) whose parts
lie in H.
3.1 Representations of posets
Let (N;) be the set of natural numbers equipped with its natural or-
dering and (P;E) a non{empty poset. A representation of P over N is a
system of the form
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 = (0; (nx; x) j x 2 P) ; (4)
where 0  N, 0 6= ;, nx 2 N, for each x 2 P, x is a partition of
nx, x 2 0 (i.e., x is a partition of nx with parts in 0). In particular,
if nx = 0, then we consider x = 0. Furthermore,
x E y inP implies nx  ny and x n y : (5)
We assume 0 = N if it is not explicitly mentioned in a representation
 of a poset P.
For example if 0 = f5k = k(3k 1)2 j k > 0g is the set of pentagonal
numbers of positive rank and P is the poset given in gure 2 then a
representation of P over N is given by the following formulae:
(na; a) = (5; (1
5)) ;
(nb; b) = (25; (5
5)) ;
(nc; c) = (60; (12
5)) ;
(nd; d) = (110; (22
5)) ;
(ne; e) = (175; (35
5)) ;
(nf ; f ) = (17; (5
1121)) : (6)
We say that two representations over N, 1 = f0; (nx; x) j x 2 Pg
and 2 = f00; (n0x; 0x) j x 2 Pg of a given poset (P;E) are equivalent
if 0 = 
0
0 and nx = n
0
x for each x 2 P. This denition allows us to
formulate the following question:
Fundamental Problem. To fully characterize the equivalence classes
of representations over N of a given poset (P;E), giving for each x 2 P,
the number of partitions of nx with parts in a xed 0  N.
3.2 The associated graph
Given a set H  N, a subset H  H and a representation
 = (0; (nx; x) j x 2 P) ;
for a poset (P;), sometimes it is possible to associate with it a suitable
oriented graph I which contains information about compositions of all
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numbers nx with parts in the set H. In this case, V (I) = P and there
exist an oriented edge e = fx; yg 2 I if and only if x is covered by y in
P and there are compositions x; y 2 H for the numbers nx; ny 2 N,
respectively, which represent points x; y in the representation . If such
a graph I exists then we say that H associates the graph I with the
representation . In other words, I is an associated graph associated
with the representation  by H. Henceforth, if there exist an associated
graph I associated with a given representation  of a poset P then we
say that the points of P are vertices of I, conversely that vertices of I
are points of P.
4 Partitions into four cubes
Theorem 4 below shows that the graph   suggested in gure 3 is an
associated graph associated with a suitable representation of the innite
poset, (R;Et), where R = fvij j i; j 2 Ng and Et is the transitive closure
of the binary relation E dened on R by the following rules (see, Remark
1), with t = 2(t   t), t  1:
a. vij E vij for all i; j  0,
b. v(h h)(h) E v(h+1 (h+1))(h+1), v(h h)(h+2) E v(h+1 (h+1))(h+3)
for all h  0. Furthermore
v(h h)(h) E v(h h)(h+1) E v(h h)(h+2) E v(h h)(h+3) ;
c. v(h+i (h+i))(h+i+2) E v(h+j (h+j))(h+j+2), for all 0  i  j  h,
d. for xed i  0,
v(i i)(i) E v(i+j (i+j))(i+j) E v(i+k (i+k))(i+k) ;
for all j; k such that 0  j  k,
e. v(h)(2h+1) E v(i)(2i+1), for all 1  h  i,
f. For xed h  2, k  1,
v(h+k k)(2h+k) E v(h+k+1 (k+1))(2h+k+1) ;
v(h+k+i (k+i))(2h+k+i) E v(h+k+j (k+j))(2h+k+j) ;
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if 0  i  j  k.
There are no other relations of type E between points of R. Actually,
(R;E) induces chains given by the following formulae in (R;Et):
v(h h)(h) E v(i i)(i) ;
v(h h)(h+2) E v(i i)(i+2) ; 0  h  i ;
v(i i)(i) E v(i i)(i+1) E v(i i)(i+2)
E v(i i)(i+3) ; i  0 ;
v(h h)(h) E v(i i)(i)
E v(i+j (i+j))(i+j); 0  h  i; j  0 ;
v(i+j (i+j))(i+j) E v(i+k (i+k))(i+k); i  0; 0  j  k ;
v(h+i (h+i))(h+i+2) E v(h+j (h+j))(h+j+2); 0  i  j  h ;
v(h)(2h+1) E v(i)(2i+1) ; 1  h  i :
(7)
Furthermore, for xed h  2, i  1:
v(h+i+j (i+j))(2h+i+j) E v(h+i+k (i+k))(2h+i+k) ;
0  j  k  i ;
v(h+i i)(2h+i) E v(h+i+1 (i+1))(2h+i+1) ;
v(h+i i)(2h+i) E v(h+i+j (i+j))(2h+i+j); j  1 : (8)
For example:
v(0;0) E v(0;1) E v(0;2) E v(0;3) E v(0;4) ;
v(0;0) E v(0;1) E v(2;2) E v(7;3)    ;
v(0;0) E v(0;1) E v(0;2) E v(2;3) E v(7;4)    ;
v(0;3) E v(4;5) E v(14;7) E v(32;9) E    : (9)
A representation over N is dened for (R;Et) by assigning to each
vij 2 R the pair (nij ; ij) = (4+6i+7j; ((4+ 6i+7j)1)); we denote this
representation by RQ and write vij 2 RQ if in this representation the
number nij = 4 + 6i+ 7j is assigned to the point vij 2 R.
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Figure 3.
We now dene an oriented graph   such that V ( ) = R and there is
an oriented edge e = fvij ; vklg linking the vertices vij ; vkl 2 V ( ) if and
only if vij is covered by vkl in the poset (R;Et).
Remark 4. Note that, there is an oriented path P = vij jjvkl linking
vertices vij ; vkl 2 V ( ), vij 6= vkl if and only if vij /t vkl.
Let l:b:p: denote the left boundary path of   such that V (l:b:p:) =
fv(i i)(i) j i  0g and e 2 E(l:b:p:) if and only if e has the form
fv(h h)(h); v(h+1 (h+1))(h+1)g, h  0.
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The following theorem proves that the set H+Q  N consisting of
compositions of four cubes with two of them equal associates the graph
  with the representation RQ.
Theorem 4. A number m 2 Nnf0g is the sum of four positive cubes with
two of them equal if and only if there exists a vertex vij in a non{trivial
component of   for which m = nij in the representation RQ.
Proof. If m represents a vertex vrs in a non{trivial component of  ,
vrs 2 RQ, nrs = m then we have the following four cases (see equations
(7) and (8)):
i. vrs = v(i i)(i) 2 l:b:p: for some i  0; in this case nrs = 4+ 6(i  
i)+7i = 4+6i+ i = 2+(i+1)
3+1. Therefore, m can be written
as a sum of four positive cubes with two of them equal.
ii. vrs = v(i+j (i+j))(i+j), for some i; j > 0; in this case nrs = 4 +
6(i+j)+ i+ j = (i+1)
3+(j+1)3+2. Thus, m is a sum of four
cubes with two of them equal. Moreover, for each i  0, vertices
v(i i)(i+2) and v(i i)(i+3), in a non{trivial component of   can be
represented by numbers of the form n(i i)(i+2) = 16+ (i+1)
3 +1
and n(i i)(i+3) = 16 + (i+ 1)
3 + 8, respectively.
iii. vrs = v(i+j (i+j))(i+j+2), for some i > 0, 0  j  i; in this case
nrs = 18 + 6(i + j) + i+ j = 16 + (j + 1)
3 + (i+ 1)3. Therefore,
m is a sum of four cubes with two of them equal.
iv. vrs = v(h+i+j (i+j))(2h+i+j), for some h  2, i  1 and 0  j  i;
this case nrs = 4+ 6(h + i + j) + i+ j + 14h = 2(h+ 1)
3 + (i+
1)3 + (j + 1)3. Thus m is a sum of four cubes with two of them
equal.
Conversely, if m 2 N can be written as a sum of four positive cubes
with two of them equal then there are seven cases (see the identities given
above):
i. m = 2 + (i+ 1)3 + 1, for some i  0; in this case m represents the
vertex v(i i)(i) 2 l:b:p:, (Note that, if i 6= 0 then v(i i)(i) belongs
to the oriented path v(0;0)jjv(i i)(i), with oriented edges of the form
fv(h h)(h); v(h+1 (h+1))(h+1)g, 0  h  i  1).
ii. m = 2 + (i + 1)3 + (j + 1)3, for some i; j > 0; in this case
m represents the vertex v(i+j (i+j))(i+j) in the oriented path
v(i i)(i)jjv(i+j (i+j))(i+j) with oriented edges of the form
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fv(i+h (i+h))(i+h); v(i+h+1 (i+h+1))(i+h+1)g ;
0  h  j   1.
iii. m = 16 + (i + 1)3 + 1, for some i > 0; in this case m repre-
sents the vertex v(i i)(i+2) which belongs to the oriented path
v(0;2)jjv(i i)(i+2) with oriented edges of the form
fv(h h)(h+2); v(h+1 (h+1))(h+3)g ;
where 0  h  i  1.
iv. m = 16+ (i+ 1)3 + (j + 1)3, i; j > 0; in this case m represents the
vertex v(i+j (i+j))(i+j+2) in the oriented path
v(i i)(i+2)jjv(i+j (i+j))(i+j+2) ;
with oriented edges of the form
fv(i+h (i+h))(i+h+2); v(i+h+1 (h+i+1))(i+h+3)g ;
where 0  h  j   1.
v. m = 2(i+ 1)3 + 8+ 1 = 11 + 6i + 14i, for some i > 1; in this case
m represents the vertex v(i)(2i+1) in the path v(0;3)jjv(i)(2i+1), with
oriented edges of the form fv(0;3); v(4;5)g if i = 2 and of the form
fv(0;3); v(4;5)g ; fv(h)(2h+1); v(h+1)(2h+3)g ;
where 2  h  i  1 if i > 2.
vi. m = 2(i + 1)3 + (j + 1)3 + 1, for some i > 1, j > 1; in this
case m represents the vertex v(i+j j)(2i+j), in the oriented path
v(i)(2i+1)jjv(i+j j)(2i+j), with oriented edges of the form
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fv(i+h h)(2i+h); v(i+h+1 (h+1))(2i+h+1)g ;
1  h  j   1.
vii. m = 2(i + 1)3 + (j + 1)3 + (k + 1)3, for some i > 1, j > 0, 0 <
k  j, therefore m represents the vertex v(i+j+k (j+k))(2i+j+k),
in the oriented path v(i+j j)(2i+j)jjv(i+j+k (j+k))(2i+j+k), with
oriented edges of the form
fv(i+j+h (h+j))(2i+h+j); v(i+j+h+1 (h+j+1))(2i+h+j+1)g ;
with 0  h  k   1.
This nishes the proof.
Remark 7. Note that the representation RQ described above induces
an equivalence relation  on R such that vij  vkl if nij = nkl. Let
vij = [vij ] denote the equivalence class of the point vij 2 RQ.
We say that a directed path P 2   is admissible either:
1. P is of type I. That is, P = Pi0 = v00jjv(i i)(i), i > 0, with inner
vertices of the form v(h h)(h), 0 < h < i and directed edges of the
form fv(m m)(m); v((m+1) (m+1))(m+1)g, 0  m  i  1,
2. P is of type II. That is, P a concatenation of the form P = Pi0Pij ,
where Pij = v(i i)(i)jjv(i+j (i+j))(i+j), 0 < j  i with inner
vertices of the form v(i+l (i+l))(i+l), 0 < l < j and directed edges
of the form fv(i+m (i+m))(i+m); v(i+m+1 (i+m+1))(i+m+1)g, 0 
m  j   1,
3. P is of type III. That is, P is a concatenation of the form P2i or
P2iP2ij , where P2i is a translation of the left boundary path of the
form v(0;2)jjv(i i)(i+2) for i  1 and for xed i  1, 0  j  i, P2ij
is an oriented path such that, V (P2ij) = fv(i+n (i+n))(i+n+2) j
0  n  jg (we assume, P2iP2ij = P2i if j = 0) and e 2 E(P2ij) if
and only if e is an directed edge of the form
fv(i+m (i+m))(i+m+2); v(i+m+1 (i+m+1))(i+m+3)g ;
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0  m  i  1,
4. P is of type IV. That is, P is a concatenation of the form
Ph ; PhPhk ;
or PhPhkPhkj , where Ph is an oriented path of the form
v(0;3)jjv(h)(2h+1) ;
h  2, with inner vertices of the form v(j)(2j+1), 2  j  h  1 and
oriented edges of the form fv(0;3); v(4;5)g, fv(r)(2r+1); v(r+1)(2r+3)g,
if 2  r  h  1 and h > 2.
For xed k  1, h  2, Phk is an oriented path such that (in the
particular case k = 1, we assume Phk = v(h)(2h+1) and PhPhk =
Ph), V (Phk) = fv(h+m m)(2h+m) j 1  m  kg, with oriented
edges of the form, fv(h+n n)(2h+n); v(h+n+1 (n+1))(2h+n+1)g, 1 
n  k   1.
Finally, Phkj is an oriented path such that
V (Phkj) = fv(h+k+m (k+m))(2h+k+m) j 0  m  jg ;
0  j  k, (we assume, PhPhkPhkj = PhPhk, if j = 0), e 2
E(Phkj) if and only if e has the form
fv(h+a+k (k+a))(2h+k+a); v(h+k+a+1 (k+a+1))(2h+k+a+1)g ;
0  a  j   1.
Note that if vij 2   belongs to a non{trivial component and nij rep-
resents vij , vij 2 RQ then there exists a set A of admissible paths of the
form P = v(a0b0)jjvrs, with vrs 2 [vij ] and v(a0b0) 2 fv(0;0); v(0;2); v(0;3)g.
In this case we can associate with each P 2 A a composition of nij into
four positive cubes with two of them equal in the following way:
a. A composition of the form 1 + 1 + (i + 1)3 + 1; is associated with
an admissible path of type I with last vertex v(i i)(i), i  0. We
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assume that the composition 1 + 1 + 1 + 1 is associated with the
vertex v(0;0).
b. A composition of the form 1+1+(i+1)3+(j+1)3 is associated with
an admissible path P of type II with last vertex v(i+j (i+j))(i+j),
0 < j  i.
c. A composition of the form 8+8+(i+1)3+(j+1)3 is associated with
an admissible path of type III with last vertex v(i+j (i+j))(i+j+2),
for i > 0 and 0  j  i.
d. A composition of the form (h+1)3+(h+1)3+(i+1)3+(j+1)3 is
associated with an admissible path PhPhiPhij of type IV with last
vertex v(h+i+j (i+j))(2h+i+j), h  2, 0 < j  i. In particular, a
composition of the form (h + 1)3 + (h + 1)3 + 8 + 1 is associated
with an admissible path Ph of type IV with last vertex v(h)(2h+1).
Finally, a composition of the shape (h+1)3+ (h+1)3+ (j +1)3+
1 is associated with an admissible path PhPhj with last vertex
v(h+j j)(2h+j), h  2, j > 1.
We say that compositions given by a{d are compositions of type  Q.
Let c(n; Q) denote the number of compositions of type  Q for the nat-
ural number n. Note that c(4; Q) = c(25; Q) = 1.
Figure 4 below shows examples of the four types of admissible paths
(v(0;0)jjv(7;3), v(0;0)jjv(9;5), v(0;2)jjv(4;6), v(0;3)jjv(8;8)) with associated com-
positions of the form 1 + 1 + 64 + 1, 1 + 1 + 64 + 27, 8 + 8 + 27 + 27,
27 + 27 + 27 + 27, respectively.
If  is an equivalence relation dened on a set A then we say that a
set fgi j i 2 Ig  A is a minimal set of representatives if contains one
element of each equivalence class.
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Figure 4.
Given the representation RQ, let GQ = fgij j gij 2 [vij ]g denote a
xed minimal set of representatives of classes [vij ] of points vij 2 RQ
and for each gij 2 GQ, gij 6= v(0;0) equivalent to a vertex in a non{trivial
component of  , let AQ(gij) denote the set of admissible paths with nal
vertex in [gij ]. We assume AQ(g(0;0)) = fv(0;0)g and AQ(gij) = ; if [gij ]
contains no vertex in a non{trivial component of  . Since by denition for
each gij 2 GQ equivalent to a vertex in a non{trivial component of   there
exists a bijection between the set of compositions of type  Q for n = nij
representing the vertex gij and the set of admissible paths with nal
vertices in [gij ], v(0;0) =2 [gij ]. jAQ(gij)j = 0, if [gij ] contains no vertex in
a non{trivial component of   and c(4; Q) = c(18; Q) = c(25; Q) = 1,
we can conclude the following consequence of Theorem 4.
Corollary 8. For each n 2 N;
c(n; Q) =
8><>:
jAQ(gij)j; if for some i; j  0, n = nij
represents gij 2 GQ,
0; otherwise:
For example, if v(11;0) = g(11;0)  v(4;6) then AQ(g(11;0)) = fP;Qg,
where P;Q are admissible paths such that
v(9,5)
v(7,3)
Type I
Type II
Type IV
Type III
   
 
 
   
 
 
 
   
  
 
 
 
v(0,0) v(0,3)
v(4,6)
v(8,8)
v(0,2)
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P = fv(0;2); v(0;3); v(2;4); v(2;5); v(4;6)g ;
Q = fv(0;3); v(4;5); v(4;6)g :
Therefore c(70; Q) = 2. Note that 8+ 8+ 27+ 27 = 27+ 27+ 8+ 8 are
the compositions of type  Q for 70.
If AQ(gij) 6= ;, (gij 6= v(0;0)) is, as before, a xed set of admissible
paths then we say that two admissible paths P;Q 2 AQ(gij) are equiva-
lent if they have compositions of type  Q associated with the same four
parts of the form (h3; h3; i3; j3). If P = v(a0b0)jjvij is an admissible path
then let [P ] denote the class of P .
Now, let LQ(gij)  AQ(gij), TQ(gij) denote a xed minimal set
of representatives of admissible paths and the set of nal vertices of
such representatives respectively. We assume LQ(g(0;0)) = AQ(g(0;0)) =
fv(0;0)g and TQ(g(0;0)) = ;. If gij 2 GQ and [gij ] does not contain a
vertex in a non{trivial component of   then LQ(gij) = TQ(gij) = ;.
For each gij 2 GQ, gij 6= g(0;0), let Q (gij) : V ( ) ! N be a map such
that
Q (gij)(vrs) =
8><>:
N if gij is equivalent to a vertex in a non{trivial
component of   and vrs 2 TQ(gij),
0; otherwise;
where N is the number of representatives of admissible paths with last
vertex vrs.
We dene Q (g(0;0)) by 
Q
 (g(0;0))
(g(0;0)) = 1 and 
Q
 (g(0;0))
(vrs) = 0 for
the remaining vertices vrs 2 V ( ).
The following result is a consequence of Theorem 4, the denition of
compositions of type  Q and functions Q (gij)
.
Corollary 9. Let Q4(n) denote the number of partitions of n 2 N into
four positive cubes with two of them equal; then
Q4(n) =
8>><>>:
P
vrs2[gij ] 
Q
 (gij)
(vrs); if for some i; j  0, n = nij
represents gij 2 GQ,
0; otherwise:
Let us observe, for example, that the admissible paths
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P = fv(0;2); v(0;3); v(2;4); v(2;5); v(4;6)g ;
Q = fv(0;3); v(4;5); v(4;6)g ;
are equivalent because they have associated the compositions 8+8+27+
27 and 27+27+8+8, respectively. Thus, we can consider LQ(g(11;0)) =
fPg and TQ(g(11;0)) = fv(4;6)g. Therefore Q4(70) = Q g(11;0) (v(4;6)) = 1.
The following list shows the number of partitions into four positive
cubes with two of them equal and compositions of type  Q of some
positive integers. Actually, it is easy to see that Q4(n)  1 if n  150.
n Q4(n) c(n; Q) n Q4(n) c(n; calQ)
4 1 1 56 1 1
11 1 1 70 1 2
15 0 0 93 1 1
20 0 0 107 1 1
30 1 1 140 0 0
40 0 0 144 1 2
44 1 1 148 0 0
54 0 0 156 1 1
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