The implementation of infrared thermography in measurement of the thermal conduction and the heat capacity of the typical porous building material were investigated. The prism-shaped 4x4x4cm sample was heated-up for 20 seconds by 660nm laser module and the surface temperature changes were recorded continuously by the IR camera. Thereafter, a simple inverse method was applied to determine the researched problem unknowns with the usage of proposed approach. The objective thermal properties, i.e. thermal conductivity and heat capacity, of the clinker brick were estimated. The results were compared with reference measurements performed with Netzsch LFA-427 and DSC-404 equipments.
Introduction
The intensive investigations of the internal structure and physical properties of porous building materials are carried out with the use of infrared thermography, including saline transport or moisture content propagation [1, 2, 3, 4] . With a thermovision camera operating principles in mind, it is necessary to produce surface temperature field in the investigated sample to perform the analysis of material behaviour in stationary (single frame) or nonstationary (frames sequence) thermal process. Volumetric heating is relatively easy to perform, however if we want to obtain certain temperature distribution at the sample surface, intended for the further image analysis, a much more complicated method must be applied. We can achieve this goal for example with the use of thin surface heaters [5] , a thermal impulse with constant intensity [6] , hot air, heating lamps [4] or laser beam [7] . From the practical point of view, the most desirable solution is the simplest one with an easiest accessibility. The intensive development of laser technology enables to produce a required surface heat source in the relatively easy way. Therefore, the small semiconductor laser module was used within performed experiment to determine thermal conductivity and heat capacity of the clinker brick, with the usage of infrared camera.
Computational model
To achieve the goals featured in the introduction, the optimization-based methodology was developed, starting from the solution of two-dimensional heat transfer problem in the cylindrical coordinates, described by the equation
where app
r z t denotes apparent density, specific heat, thermal conductivity, spatial coordinates and time,
respectively. The problem is completed with the initial condition 0
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and the boundary conditions 
The quantities abs Q and ef R are treated in the similar way, like the ones in the formula describing a laser beam in the technological processes basing on laser treatment of materials [7] . In our case abs Q denotes the power of the absorbed (2) and (4) is justified by the fact of relatively small depth of the transitional zone, in which laser beam transfers into the heat energy. An estimated order of absorption length of low-power diode laser covers the range from several dozens of micrometers for gypsum [8] up to ca. 200µm, for the concrete and alumnia-based materials [9] . For the simplification of the computational model, it is assumed, that heat flux is "shifted" by the width of that transitional zone. This approach allows obtaining simpler model of the problem, but, in specific situations, connected with much higher laser power, the volumetric heat sources approach produces more accurate results [9] . The above model introduces also the assumption, that the beam radius has the effective character, i.e. ef R depends on superficial properties of the sample. This is motivated by the high variations of the sample surface roughness, as the consequence of a different internal structure of porous building materials. This may change the range of the laser beam interaction with the material, also in the direction lateral to the surface. The above assumption was confirmed in additional calibration measurements. [10], we found, that the differences between the resulting heat conductivities do not exceed 1%. Therefore, the rejection of the convectional part of the boundary conditions (2) and (3) is justified for the future developments of the proposed method.
The unknown parameters, i.e.
[ , ]
, were estimated using the direct search method for minimalization of objective function ( ) F u given in the form The simplification of the sample geometry model (figure 1b), described above, was justified by the fact that the time consuming 3D analysis of the same domain led to the very similar results. For the comparison of the two models, the 3D finite difference scheme was developed. The differences in the resulting surface temperature between 2D and 3D models were negligible. Therefore it has been assumed that the proposed simplification is suitable for a further analysis.
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Experimental technique
In order to perform temperature measurements, during sample surface-heating-up process by the laser beam, the experimental assembly was build, as shown in figure 2. The sample was placed on the wooden stand, equipped with graphite-coated shield to reduce beam reflections effects. As the heat source, we used the low-power laser diode module (Mitsubishi ML101J27, 660nm, max. 150mW CW), together with anamorphic prism pair (Thorlabs), for the beam shape correction. As the temperature recording device, the VigoCAM v50 infrared camera (VIGO System, NETD=0.08K, spectral range 8 14 m µ ÷ ) was used. The assembly was completed with a stable laser power supply unit and a PC computer. The measurements were taken within room conditions. Before the measurements the sample was stored in the room temperature, with the air humidity about RH=65%. 
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Fig.2. Test assembly scheme: 1-sample on a stand, 2-shield, 3-laser module, 4-correction prisms, 5-infrared camera, 6-PC computer, 7-power supply unit.
The accuracy of the infrared temperature measurements of physically heterogeneous materials is affected with numerous errors, arising from different emissivities of individual fragments of the analysed area. The simple auxiliary measurement was performed to evaluate the aforementioned effects. In figure 3a , the surface structure of analyzed material is shown in the visible range, with numerous aggregate intrusions clearly visible. Furthermore, figure 3b contains the images of the same sample in infrared range, where we can see the effects of intrusions on temperature readings. The image was taken during uniform cooling, after long-time conditioning in the constant temperature 
Results
The sequence of 20 frames, from 1 to 20s with 1s step, was recorded during the experiment. Line L (see figure 4a ), close to the spot's horizontal axis was chosen, as the most appropriate for further analysis. The reduction of the measurement time to 20s was sufficient due to fast temperature stabilization in the center of the spot. It also allowed for elimination of the drift of bolometric sensing matrix of the IR camera.
As the result of calculations of the mean squared error function values, the minimum of ( ) . Figure 5 shows, that the solution is correctly determined due to single minimum of ( ) F u .
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Conclusions
After analysis of resulting error function ( ) F u distributions, we can conclude that the proposed approach gives very good estimation of thermal conductivity for all the time steps (see figure 6 ), what has been confirmed by the independent reference measurement. The next results, concerning the estimation of the heat capacity, do not give the unique answer. Some of the results show unexplainable, by that moment, variations from the mean value (the bold dashed line in figure 7 ). After rejecting of these results, we have found that resulting heat capacity range covers one obtained from the reference measurement, but only for the selected time period. Despite of this, we can conclude that the proposed method gives reliable results and may be utilized in the next research. All the fluctuations, lying in the shadowed region in the resulting plot in the figure 6 and 7, need further investigations. They may arise from measurement uncertainties, difficult for an evaluation, for example concerning the time measurements accuracy of IR camera.
