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A ROUNDING ERROR ANALYSIS OF THE JOINT
BIDIAGONALIZATION PROCESS WITH APPLICATIONS TO THE
GSVD COMPUTATION ∗
HAIBO LI†
Abstract. The joint bidiagonalization(JBD) process is a useful algorithm for approximating
some extreme generalized singular values and vectors of a large sparse or structured matrix pair
{A,L}. We present a rounding error analysis of the JBD process, which establishes connections
between the JBD process and the two joint Lanczos bidiagonalizations. We investigate the loss of
orthogonality of the computed Lanczos vectors. Based on the results of rounding error analysis, we
investigate the convergence and accuracy of the approximate generalized singular values and vectors
of {A,L}. The results show that semiorthogonality of the Lanczos vectors is enough to guarantee
the accuracy and convergence of the approximate generalized singular values, which is a guidance for
designing an efficient semiorthogonalization strategy for the JBD process. We also investigate the
residual norm appeared in the computation of the generalized singular value decomposition (GSVD),
and show that its upper bound can be used as a stopping criterion.
Key words. GSVD, joint bidiagonalization, Lanczos bidiagonalization, rounding error, orthog-
onality level, Ritz value, reorthogonalization, residual norm
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1. Introduction. In [31], Zha presents a bidiagonalization algorithm for com-
puting a few extreme generalized singular values and vectors of a large sparse or
structured matrix pair {A,L} [20, 29, 30], where A ∈ Rm×n and L ∈ Rp×n. Based on
Zha’s algorithm, Kilmer et al. [10] develop a joint bidiagonalization process that suc-
cessively reduces {A,L} to lower and upper bidiagonal forms simultaneously, which
can be used to compute extreme generalized singular values and vectors of a matrix
pair or solve large scale ill-posed problems with general form Tikhonov regularization
[6, 10, 7, 9].
Consider the compact QR factorization of the stacked matrix:
(1.1)
(
A
L
)
= QR =
(
QA
QL
)
R,
where Q ∈ R(m+p)×n is column orthonormal and R ∈ Rn×n is upper triangular. We
partition Q such that QA ∈ Rm×n and QL ∈ Rp×n, and thus we have A = QAR
and L = QLR. Applying the BIDIAG-1 algorithm and BIDIAG-2 algorithm [21],
which correspond to the lower and upper Lanczos bidiagonalizations, to QA and QL,
respectively, we can reduce QA and QL to the following lower and upper bidiagonal
matrices respectively:
(1.2)
Bk =


α1
β2 α2
β3
. . .
. . . αk
βk+1


∈ R(k+1)×k, B̂k =


αˆ1 βˆ1
αˆ2
. . .
. . . βˆk−1
αˆk

 ∈ Rk×k.
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The processes produce four column orthonormal matrices, that is
(1.3) Uk+1 = (u1, · · · , uk+1) ∈ Rm×(k+1), Vk = (v1, · · · , vk) ∈ Rn×k
computed by the BIDIAG-1 algorithm, and
(1.4) Ûk = (uˆ1, · · · , uˆk) ∈ Rp×k, V̂k = (vˆ1, · · · , vˆk) ∈ Rn×k
computed by the BIDIAG-2 algorithm.
In order to join BIDIAG-1 and BIDIAG-2, the starting vector of BIDIAG-2 is
chosen to be vˆ1 = v1 and the upper bidiagonalization of QL continues. It has been
proved in [31, 10] that the Lanczos vector vˆi and the element βˆi of B̂k can be computed
by using the following relations:
(1.5) vˆi+1 = (−1)ivi+1, βˆi = αi+1βi+1/αˆi.
For large scale matrices A and L, the explicitly QR factorization (1.1) can be avoided
by iteratively solving a least squares problem with (AT , LT )T as the coefficient matrix
at each iteration. Through the above modifications, we obtain the JBD process which
can efficiently reduce a large scale matrix pair {A,L} to a bidiagonal matrix pair
{Bk, B̂k}. For details of the derivation of the algorithm, see [31, 10]. For the k-
step JBD process, it explicitly computes three orthonormal matrices Uk+1, V˜k, Ûk,
a lower bidiagonal matrix Bk and an upper bidiagonal matrix B̂k. The two column
orthonormal matrices Vk and V̂k can be obtained from V˜k implicitly by letting Vk =
QT V̂k and V̂k = VkP , where P = diag(1,−1, . . . , (−1)k−1)k×k.
In exact arithmetic, the JBD process of {A,L} is equivalent to the two joint lower
and upper Lanczos bidiagonalizations. The process of computing Uk+1, Vk and Bk is
actually the lower Lanczos bidiagonalization of QA, while the process of computing
Ûk, V̂k and B̂k is the upper Lanczos bidiagonalization of QL. Therefore, Bk is the
Ritz-Galerkin projection of QA on the subspaces span(Uk+1) and span(Vk), while
B̂k is the Ritz-Galerkin projection of QL on the subspaces span(Ûk) and span(V̂k),
where span(·) denotes the subspace spanned by the columns of a matrix. Therefore,
the extreme generalized singular values and vectors of {A,L} can be approximated
by using the singular value decomposition(SVD) of Bk or B̂k, which can be achieved
by a direct method since the two matrices are small scale.
Denote the roundoff unit by ǫ. In the presence of rounding errors, an important
problem is whether the process of computing Uk+1, Vk and Bk is equivalent to the
lower Lanczos bidiagonalization of QA with rounding error O(ǫ), and whether the
process of computing Ûk+1, V̂k and B̂k is equivalent to the upper Lanczos bidiagonal-
ization of QL with rounding error O(ǫ). Up to now, there is no research on the finite
precision behavior of the JBD process. One aim of this paper is to make a rounding
error analysis of the JBD process and give some important properties of it in finite
precision arithmetic. We will show that the above equivalence will not hold in finite
precision arithmetic any longer, and investigate what a role the rounding errors play
in the loss of this equivalence and how the rounding errors be amplified.
On the other hand, due to the influence of rounding errors, the orthogonality
of Lanczos vectors computed by the JBD process will be gradually lost. This is a
typical phenomenon appeared in the Lanczos-type algorithms, which is first observed
in the symmetric Lanczos process [11]. The loss of orthogonality of Lanczos vectors
will lead to a delay of convergence in the computation of some extreme eigenvalues
[16, 17, 19, 15], and sometimes it is also difficult to determine whether some computed
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approximations are additional copies or genuine close eigenvalues [16, 17, 18, 19]. Some
reorthogonalization strategies are proposed to maintain some level of orthogonality
in order to preserve convergence of Ritz values [23, 25, 26]. Especially, Simon [25]
proves that semiorthogonality of Lacnzos vectors is enough to guarantee the accuracy
of the computed quantities up to O(ǫ) and avoid spurious eigenvalues from appearing.
The above results of the symmetric Lanczos process have been adapted to handle the
Lanczos bidiagonalization by Larsen, and he proposes an efficient partial reorthogo-
nalization strategy for the Lanczos bidiagonalization [12]. Later in [27], Simon and
Zha propose a one-sided reorthogonalization strategy. A backward error analysis of
the Lanczos bidiagonalization with one-sided reorthogonalization has been made by
Barlow in [1], which shows that the process of a matrix C in finite precision arithmetic
produces Krylov subspaces generated by a nearby matrix C + δC.
The above results can be used to analyze the convergence and accuracy of the
approximate generalized values computed by using the JBD process. First, we in-
vestigate the loss of orthogonality of computed Uk+1, V˜k and Ûk in finite precision
arithmetic. We will show that the orthogonality levels of Uk+1, V˜k and Ûk are closely
related to each other. Especially, we derive an upper bound for the orthogonality level
of Ûk, which depends on not only the orthogonality levels of V˜k and Ûk, but also a
gradually growing quantity ‖B̂−1k ‖. This result implies that as long as B̂k is not very
ill-conditioned, the orthogonality of Ûk will not be too bad if we can maintain some
levels of orthogonality of Uk+1 and V˜k. Therefore, when designing a reorthogonaliza-
tion strategy for the JBD process, one only need to reorthogonalize ui and v˜i but not
uˆi, which can save much reorthogonalization work.
Second, we make a detailed investigation on the convergence and accuracy of the
approximate generalized values that can be computed by using the SVD of Bk or
B̂k. Similar to the Lanczos bidiagonalization, the loss of orthogonality of Lanczos
vectors computed by the JBD process leads to a delay of the convergence of Ritz
values and the appearance of spurious generalized singular values. We show that we
can always approximate the extreme generalized singular values by using the SVD of
Bk and semiorthogonality of Lacnzos vectors is enough to avoid spurious generalized
singular values from appearing. This result is a guidance for designing an efficient
semiorthogonalization strategy for the JBD process, which will be proposed in our
following work. Besides, we make a investigation on the residual norm proposed
by Zha [31] for measuring the accuracy of approximated generalized singular values
and vectors. In the presence of rounding errors, we give an upper bound of the
residual norm and we show that this upper bound can be used as a stopping criterion
for computing generalized singular values and vectors. Moreover, we make a brief
discussion about the accuracy of the computed generalized singular vectors.
The paper is organized as follows. In Section 2, we review the GSVD of {A,L}
and describe the JBD process with some basic properties in exact arithmetic. In
Section 3, we make a rounding error analysis of the JBD process in finite precision
arithmetic. We establish connections between the JBD process and the two joint
Lanczos bidiagonalizations, and we also investigate the loss of orthogonality of the
computed Lanczos vectors. In Section 4, we show how to use the JBD process to com-
pute some extreme generalized singular values and vectors of {A,L} and discuss the
convergence, accuracy and stopping criterion of the GSVD computation. In Section
5, we use some numerical examples to illustrate our results. Finally, we conclude the
paper in Section 6.
Throughout the paper, we denote by Ik the identity matrix of order k, by 0k and
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0k×l the zero matrices of order k and k × l, respectively. The subscripts are omitted
when there is no confusion. The transpose of a matrix C is denoted by CT . The
roundoff unit is denoted by ǫ. The norm ‖ · ‖ always means the spectral or 2-norm of
a matrix or vector.
2. GSVD, joint bidiagonalization and Lanczos bidiagonalization. In this
section, we provide some necessary background. We describe the GSVD, the joint
bidiagonalization process and their basic properties. We also review some important
properties of Lanczos bidiagonalization.
We first look at the GSVD of the matrix pair {A,L}. The compact QR factor-
ization of (AT , LT )T is defined as in (1.1). Let
(2.1) QA = PACAW
T , QL = PLSLW
T
be the CS decomposition of the matrix pair {QA, QL} [5, §2.5.4], where PA ∈ Rm×m,
PL ∈ Rp×p and W ∈ Rn×n are orthogonal matrices, and CA ∈ Rm×n and SL ∈ Rp×n
are diagonal matrices(not necessarily square) satisfying CTACA + S
T
LSL = In.
Suppose that Rank((AT , LT )T ) = r where Rank(·) denotes the rank of a matrix.
It is shown by Paige and Saunders in [20] that we can write CA and SL as
CA =
(
ΣA, 0 m
r n− r
)
, SL =
(
ΣL, 0 p
r n− r
)
,
where
ΣA =

Iq qCl l
O m− q − l
q l r − q − l

 , ΣL =

O p− r + qSl l
It r − q − l
q l r − q − l

 .
If we write Cl = diag(cq+1, . . . , cq+l), cq+1 ≥ · · · ≥ cq+l > 0 and Sl = diag(sq+1, . . . , sq+l),
0 < sq+1 ≤ · · · ≤ sq+l, then c2i + s2i = 1, i = q + 1, . . . , q + l, and the generalized
singular values of {A,L} are
∞, . . . ,∞︸ ︷︷ ︸
q
, cq+1/sq+1, . . . , cq+l/sq+l︸ ︷︷ ︸
l
, 0, . . . , 0︸ ︷︷ ︸
t
,
where t = r − q − l.
To simplify the presentation, throughout this paper we assume that (AT , LT )T is
of full column rank, and thus the GSVD of {A,L} is
(2.2) A = PACAG
−1, L = PLSLG
−1
with G = R−1W ∈ Rn×n, where the invertibility of G follows from the assumption
that (AT , LT )T has full rank.
We now review the joint bidiagonalization process, which is described in Al-
gorithm 1. At each iteration i = 1, 2, . . . , k + 1, Algorithm 1 needs to compute
QQT
(
ui
0p
)
, which is not accessible since Q is not available. Let u˜i =
(
ui
0p
)
. Notice
that QQT u˜i is nothing but the orthogonal projection of u˜i onto the column space of(
A
L
)
, which means that QQT u˜i =
(
A
L
)
x˜i, where
(2.3) x˜i = arg min
x˜∈Rn
∥∥∥∥
(
A
L
)
x˜− u˜i
∥∥∥∥ .
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Algorithm 1 k-step Joint bidiagonalization(JBD) process
1: Choosing a nonzero starting vector b ∈ Rm, let β1u1 = b, β1 = ‖b‖
2: α1v˜1 = QQ
T
(
u1
0p
)
3: αˆ1uˆ1 = v˜1(m+ 1 : m+ p)
4: for i = 1, 2, . . . , k, do
5: βi+1ui+1 = v˜i(1 : m)− αiui
6: αi+1v˜i+1 = QQ
T
(
ui+1
0p
)
− βi+1v˜i
7: βˆi = (αi+1βi+1)/αˆi
8: αˆi+1uˆi+1 = (−1)iv˜i+1(m+ 1 : m+ p)− βˆiuˆi
9: end for
The large scale least squares problem (2.3) can be solved by an iterative solver, e.g.,
the most commonly used LSQR algorithm [21].
In exact arithmetic, the k-step JBD process produces two bidiagonal matrices Bk,
B̂k and three column orthonormal matrices Uk+1, Ûk and
V˜k = (v˜1, · · · , v˜k) ∈ Rn×k(2.4)
satisfying v˜i = Qvi. The vectors vi = Q
T v˜i and vˆi = (−1)i−1vi can be obtained
implicitly from v˜i. The k-step JBD process can be written in matrix form:
(Im, 0m×p)V˜k = Uk+1Bk,(2.5)
QQT
(
Uk+1
0p×(k+1)
)
= V˜kB
T
k + αk+1v˜k+1e
T
k+1,(2.6)
(0p×m, Ip)V˜kP = ÛkB̂k,(2.7)
where P = diag(1,−1, 1, . . . , (−1)k−1)k×k, and ek+1 is the (k + 1)-th column of the
identity matrix of order k + 1.
It is shown in [10] that in exact arithmetic the k-step JBD process satisfies
(2.8) AZk = Uk+1Bk, LZk = ÛkB¯k,
where Zk = R
−1Vk = (z1, . . . , zk) and B¯k = B̂kP . Therefore, one can use the SVD
of Bk and B̂k to approximate the generalized singular values and vectors of {A,L}.
A detailed investigation on the GSVD computation of {A,L} is made in Section 4.
Also in [10], the authors prove that
(2.9) BTk Bk + PB̂
T
k B̂kP = Ik.
From (2.9) we know that the singular values of B̂k is determined by that of Bk.
Therefore, if only some extreme generalized singular values of {A,L} are needed, one
only needs to compute the SVD of one of Bk and B̂k.
We mention that the above method for computing the GSVD of {A,L} is actually
an indirect procedure to compute the CS decomposition (2.1) of {QA, QL}, where the
computation of QR factors Q and R is avoided and all we need is an approximation
to the orthogonal projection QQT , which can be accessed by solving (2.3) iteratively.
In sparse matrix computation, if R is computationally viable, there are other ways to
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deal with the pair {QA, QL}, e.g., it is possible to use a multifrontal representation
of Q =
(
QA
QL
)
that is nearly as efficient as the representation for R [14].
In exact arithmetic, one can verify that
QAVk = Uk+1Bk, Q
T
AUk+1 = VkB
T
k + αk+1vk+1e
T
k+1,(2.10)
QLV̂k = ÛkB̂k, Q
T
LÛk = V̂kB̂
T
k + βˆkvˆk+1e
T
k ,(2.11)
where ek the k-th column of the identity matrix of order k. Therefore, the JBD
process of {A,L} is equivalent to the combination of the lower and upper Lanczos
bidiagonalizations of QA and QL.
We now review some important properties of the (lower) Lanczos bidiagonal-
ization of QA. The properties of the upper Lanczos bidiagonalization of QL are the
same and thus we omit them. For the m×n matrix QA, the Lanczos bidiagonalization
process is described in Algorithm 2.
Algorithm 2 k-step Lanczos bidiagonalization of QA
1: Choosing a starting vector b ∈ Rm, let β1 = ‖b‖, u1 = b/β1
2: r1 = Q
T
Au1, α1 = ‖r1‖, v1 = r1/α1
3: for i = 1, 2, · · · , k do
4: pi+1 = QAvi − αiui
5: βi+1 = |pi+1‖, ui+1 = pi+1/βi+1
6: ri+1 = Q
T
Aui+1 − βi+1vi
7: αi+1 = ‖ri+1‖, vi+1 = ri+1/αi+1
8: end for
After k steps, Algorithm 2 reduces QA to the bidiagonal matrix Bk, and it pro-
duces two orthonormal matrices Uk+1 and Vk. The k-step lower Lanczos bidiagonal-
ization of QA can be written in matrix form of (2.10), while the k-step upper Lanczos
bidiagonalization of QL can be written in matrix form of (2.11).
In finite precision arithmetic, the Lanczos vectors computed by the Lanczos bidi-
agonalization gradually lose their mutual orthogonality as the iteration number k
increases [4, 12]. Following [12, 27], we can define the orthogonality level of Lanczos
vectors as follows.
Definition 2.1. For a matrix Wk = (w1, . . . , wk) ∈ Rr×k with ‖wj‖= 1, j =
1, . . . , k, we call ξwij = |wTi wj | the orthogonality level among wi and wj. We give two
measures of the orthogonality level of {w1, . . . , wk} or Wk:
ξ(Wk) = max
1≤i6=j≤k
ξwij ,(2.12)
η(Wk) = ‖Ik −WTk Wk‖.(2.13)
Notice that ξ(Wk) ≤ η(Wk) ≤ kξ(Wk). In most occasions, these two quantities
can be used interchangeably to measure the orthogonality level of Lanczos vectors. Let
σi(·) and λi(·) be the i-th largest singular value and eigenvalue of a matrix respectively,
then
σ21(Wk) = λ1(W
T
k Wk) = 1 + λ1(W
T
k Wk − Ik) ≤ 1 + ‖Ik −WTk Wk‖,
which leads to
(2.14) ‖Wk‖ ≤
√
1 + η(Wk).
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For Lanczos bidiagonalization, the loss of orthogonality of the Lanczos vectors
will lead to appearance of spurious singular values and a delay of the convergence of
Ritz values [12]. Therefore, reorthogonalization strategies are necessary to maintain
some level of orthogonality in order to preserve convergence of Ritz values, see [23,
25, 26, 12, 27, 1] for a few types of reorthogonalization strategies and related analysis.
3. Joint bidiagonalization in finite precision arithmetic. When it is car-
ried in finite precision arithmetic, by the influence of rounding errors, the behavior of
the JBD process will deviate far from the ideal case in exact arithmetic. First, the
JBD process of {A,L} is not equivalent to the combination of the two Lanczos bidi-
agonalizations any longer. Second, orthogonalities of the three matrices Uk+1, V˜k and
Ûk will be lost gradually. In this paper, we do not consider the solution accuracy of
the inner least squares problems (2.3), although it has an important influence on the
accuracy and efficiency of the algorithm. This issue is a bit more complicated, and we
will study it in our future research work. In the following analysis, we always assume
that (2.3) is solved accurately and thus the computed
(
A
L
)
x˜i is equal to the value of
QQT
(
ui
0p
)
computed by explicitly using the strictly column orthonormal matrix Q.
First of all, we state a set of assumptions on the behavior of the rounding errors
occurring in the JBD process. These assumptions apply to Lanczos-type algorithms,
which are mainly from the results of rigorous analysis of the symmetric Lanczos
process and Lanczos bidiagonalization. They constitute a model for the actual com-
putation and include essential features while discard irrelevant ones. From now on,
quantities such as αi, βi, ui denote the computed ones in finite precision arithmetic.
In the presence of rounding errors, the matrix form relations (2.5)-(2.7) should be
rewritten by adding rounding error terms [22, §13.4]:
(Im, 0m×p)V˜k = Uk+1Bk + F˜k,(3.1)
QQT
(
Uk+1
0p×(k+1)
)
= V˜kB
T
k + αk+1v˜k+1e
T
k+1 + G˜k+1,(3.2)
(0p×m, Ip)V˜kP = ÛkB̂k + F¯k,(3.3)
where F˜k = (f˜1, . . . , f˜k), G˜k+1 = (g˜1, . . . , g˜k+1) and F¯k = (f¯1, . . . , f¯k) satisfying
‖F˜k‖, ‖G˜k+1‖, ‖F¯k‖ = O(ǫ) and f˜i, g˜i+1 and f¯i are rounding error terms appeared in
Algorithm 1. Second, the property of local orthogonality of ui and uˆi holds, that is,
locally the orthogonality levels of ui and uˆi satisfy the following relations respectively
[18, 25]:
βi+1|uTi+1ui| = O(c1(m,n)ǫ),(3.4)
αˆi+1|uˆTi+1uˆi| = O(c2(p, n)ǫ),(3.5)
where c1(m,n) and c2(p, n) are moderate constants depend on m, n and p. Finally,
we assume that
(3.6) no αi, βi+1, αˆi and βˆi ever become negligible,
which is almost always true in practice, and the rare cases where αi, βi+1, αˆi or
βˆi do become small are actually the lucky ones, since then the algorithm should be
terminated, having found an invariant singular subspace. Besides, for simplicity, in
our rounding error analysis, we always assume that the computed Lanczos vectors are
of unit length.
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3.1. Connections between the JBD process and Lanczos bidiagonaliza-
tion in finite precision arithmetic. We now show that in the presence of rounding
errors, the JBD process of {A,L} is not equivalent to the combination of the lower
and upper Lanczos bidiagonalizations of QA and QL any longer. We first present the
following lemma.
Lemma 3.1. Let vi = Q
T v˜i, Vk = (v1, . . . , vk) and Bk =
(
BTk−1
αke
T
k
)
∈ Rk×k. Then
(3.7) ‖V˜k −QVk‖≤ ‖G˜kB−1k ‖= O(‖B−1k ‖ǫ).
Proof. Let Z =
(
A
L
)
. Then we have QQT = ZZ† and QQT
(
Uk
0
)
= ZXk, where
“†” denotes the Moore-Penrose inverse of a matrix and Xk = Z†
(
Uk
0
)
. From (3.2)
we have ZXk = V˜kBk + G˜k and thus V˜k = ZXkB
−1
k − G˜kB−1k . Therefore,
V˜k −QVk = V˜k −QQTQRXB−1k +QQT G˜kB−1k = (QQT − Im+p)G˜kB−1k ,
and we finally obtain (3.7).
This lemma shows that V˜k gradually deviates from the column space of Q as
the iterations progress, which is different from the ideal case in exact arithmetic that
V˜k = QVk. We can rewrite (3.1) as
(Im, 0m×p)QVk = Uk+1Bk + Fk,
where Fk = F˜k − (Im, 0m×p)(V˜k − QVk) and ‖Fk‖ = O(‖B−1k ‖ǫ). Multiply (3.2) by
QT from the left and combine with the above relation, we obtain the following result.
Theorem 3.1. Suppose the inner least squares problem (2.3) is solved accurately.
In finite precision arithmetic, we have
QAVk = Uk+1Bk + Fk,(3.8)
QTAUk+1 = VkB
T
k + αk+1vk+1e
T
k+1 +Gk+1,(3.9)
where Fk = (f1, . . . , fk), Gk+1 = (g1, . . . , gk+1) = Q
T G˜k+1, and ‖Fk‖= O(‖B−1k ‖ǫ),
‖Gk+1‖= O(ǫ).
This theorem implies that the error term Fk is amplified gradually if ‖B−1k ‖ grows
bigger and bigger as the iterations progress. Therefore, the process of computing
Uk+1, Vk and Bk is not equivalent to the lower Lanczos bidiagonalization of QA with
rounding error O(‖QA‖ǫ) = O(ǫ) any longer.
In finite precision, the relation of the two computed quantities Bk and B̂k is
similar to (2.9). Before giving the result, we first establish upper bounds of ‖Bk‖ and
‖B̂k‖. From (3.1), at the i-th step we have
v˜i(1 : m) = αiui + βi+1ui+1 + f˜i,(3.10)
(−1)i−1v˜i(m+ 1 : m+ p) = αˆiuˆi + βˆi−1uˆi−1 + f¯i.(3.11)
Thus ‖αiui + βi+1ui+1‖2 = ‖v˜i(1 : m)− f˜i‖2, which leads to
α2i + β
2
i+1 = ‖v˜i(1 : m)‖2 + ‖f˜i‖2 − 2f˜Ti v˜i(1 : m)− 2αiβi+1uTi+1ui
≤ 1 +O(c1(m,n)ǫ),
(3.12)
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where we have used (3.4). Similarly, we can get
(3.13) αˆ2i + βˆ
2
i−1 ≤ 1 +O(c2(p, n)ǫ).
Therefore, we could obtain the upper bounds of ‖Bk‖ and ‖B̂k‖1:
‖Bk‖ ≤
√
2 max
1≤i≤k
(α2i + β
2
i+1)
1/2 ≤
√
2 +O(c1(m,n)ǫ),(3.14)
‖B¯k‖ ≤
√
2 max
1≤i≤k
(αˆ2i + βˆ
2
i−1)
1/2 ≤
√
2 +O(c2(p, n)ǫ).(3.15)
We are now ready to give the relation of Bk and B̂k in finite precision arithmetic.
Theorem 3.2. Following the hypothesis of Theorem 3.1. In finite precision arith-
metic, we have
(3.16) BTk Bk + PB̂
T
k B̂kP = Ik + Ek,
where Ek is a symmetric tridiagonal matrix with bandwidth 1, and the nonzero ele-
ments of Ek are of O(c3(m,n, p)ǫ) with c3(m,n, p) = c1(m,n) + c2(p, n).
Proof. Since
BTk Bk =


α21 + β
2
2 α2β2
α2β2 α
2
2 + β
2
3
. . .
. . .
. . . αkβk
αkβk α
2
k + β
2
k+1

 ,
B̂Tk B̂k =


αˆ21 αˆ1βˆ1
αˆ1βˆ1 αˆ
2
2 + βˆ
2
1
. . .
. . .
. . . αˆk−1βˆk−1
αˆk−1βˆk−1 αˆ
2
k + βˆ
2
k−1

 ,
nonzero elements in the left side of (3.16) are contained only in the diagonal and
subdiagonal parts.
For diagonal part, in finite precision arithmetic, we have βˆi = (αi+1βi+1/αˆi)(1 +
ρ), where |ρ| ≤ ǫ [8, §2.2], and thus
αi+1βi+1 = αˆiβˆi − αi+1βi+1ρ.
From (3.12) we have
αi+1βi+1 ≤
α2i+1 + β
2
i+1
2
≤ 2[1 +O(c1(m,n)ǫ)]
2
= 1 +O(c1(m,n)ǫ).
Therefore, we obtain
(3.17) αi+1βi+1 = αˆiβˆi + γi,
where |γi| ≤ [1 +O(c1(m,n)ǫ)]ǫ = O(ǫ).
1Here we use the result of an exercise from Higham’s book [8, Chapter6, Probelms 6.14], which
gives the upper bound of the p-norm of a row/column sparse matrix.
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For subdiagonal part, by taking norms of (3.10) and (3.11) we have
‖v˜i(1 : m)‖2 + ‖v˜i(m+ 1 : m+ p)‖2
= ‖αiui + βi+1ui+1 + f˜i‖2 + ‖αˆiuˆi + βˆi−1uˆi−1 + f¯i‖2
= α2i + β
2
i+1 + 2αiβi+1u
T
i ui+1 + 2αiu
T
i f˜i + 2βi+1u
T
i+1f˜i + ‖f˜i‖2
+ αˆ2i + βˆ
2
i−1 + 2αˆiβˆi−1uˆ
T
i uˆi−1 + 2αˆiuˆ
T
i f¯i + 2βˆi−1uˆ
T
i−1f¯i + ‖f¯i‖2.
From (3.12) and (3.13) we have
αi + βi+1 ≤
√
2(α2i + β
2
i+1) ≤
√
2 +O(c1(m,n)ǫ),
αˆi + βˆi−1 ≤
√
2(αˆ2i + βˆ
2
i−1) ≤
√
2 +O(c2(p, n)ǫ),
and thus ∣∣2αiuTi f˜i + 2βi+1uTi+1f˜i + ‖f˜i‖2 + 2αˆiuˆTi f¯i + 2βˆi−1uˆTi−1f¯i + ‖f¯i‖2∣∣
= O(2(αi + βi+1)ǫ) +O(2(αˆi + βˆi−1)ǫ) = O(ǫ),
where we neglect high order terms of ǫ. Using the property of local orthogonality of
ui and uˆi, we have
‖2αiβi+1uTi ui+1 + 2αˆiβˆi−1uˆTi uˆi−1‖ = O(c3(m,n, p)ǫ)
with c3(m,n, p) = c1(m,n) + c2(p, n). Since
1 = ‖v˜i‖2 = ‖v˜i(1 : m)‖2 + ‖v˜i(m+ 1 : m+ p)‖2,
we get
(3.18) α2i + β
2
i+1 + αˆ
2
i + βˆ
2
i−1 = 1 +O(c3(m,n, p)ǫ).
Combining (3.17) and (3.18), we finally obtain (3.16).
Similar to (2.9), (3.16) plays an important role in the GSVD computation based
on the JBD process, which implies that if only some extreme generalized singular
values of {A,L} are needed, one only needs to compute the SVD of one of Bk and
B̂k. A detailed investigation on it is made in Section 4.
Since Bk and B¯k are of full column rank, from (3.16) we have
(BTk )
†(BTk Bk + B¯
T
k B¯k)B¯
−1
k = (B
T
k )
†B¯−1k + (B
T
k )
†EkB¯
−1
k
= (B¯kB
T
k )
† + (BTk )
†EkB¯
−1
k .
which leads to
(B¯kB
T
k )
† = (BTk )
†BTk BkB¯
−1
k + (B
T
k )
†B¯Tk − (BTk )†EkB¯−1k .
Notice that ‖(BTk )†BTk ‖ ≤ 1, and BTk =
(
Bk, β1ek
)
and thus ‖(BTk )†‖ ≤ ‖B−1k ‖.
Using (3.14) and (3.15), we obtain
‖(B¯kBTk )†‖ ≤
√
2(‖B¯−1k ‖+ ‖B−1k ‖) + c0(ǫ),
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where
c0(ǫ) = ‖B¯−1k ‖O(c1(m,n)ǫ) + ‖B−1k ‖O(c2(p, n)ǫ) + ‖B¯−1k ‖‖B−1k ‖O(c3(m,n, p)ǫ).
Since B¯kB
T
k =
(
B¯kBk, β1B¯kek
)
, by the interlacing property of singular values, we
have σk(B¯kBk) ≤ σk(B¯kBTk ), where σi(·) denotes the i-th largest singular value of a
matrix, and thus ‖(B¯kBTk )†‖ ≤ ‖(B¯kBk)−1‖. Fortunately, in practice, we find that it
is always that ‖(B¯kBk)−1‖ ≤ c‖(B¯kBTk )†‖ with the constant c not much bigger than
1 (numerical experiments show that it is usually 1 ≤ c ≤ 5). Therefore, if ‖B¯−1k ‖ and
‖B−1k ‖ are not too big, we can give the following upper bound of ‖(B¯kBk)−1‖:
(3.19) ‖(B¯kBk)−1‖ ≤ c
√
2(‖B¯−1k ‖+ ‖B−1k ‖).
Inequality (3.19) will be used in the proof of the following theorem.
We now show the connection between the process of computing B̂k and the upper
Lanczos bidiagonalization of QL in finite precision arithmetic. Let vˆi = (−1)i−1vi
and V̂k = (vˆ1, . . . , vˆk) = VkP . Then we can rewrite (3.3) as
(0p×m, Ip)QV̂k = ÛkB̂k + F̂k
with F̂k = F¯k − (0p×m, Ip)(V˜k −QVk)P , which leads to
(3.20) QLV̂k = ÛkB̂k + F̂k,
and ‖F̂k‖ = O(‖B−1k ‖ǫ) due to Lemma 3.1. Furthermore, we have the following result.
Theorem 3.3. Following the hypothesis of Theorem 3.1. In finite precision arith-
metic, we have
(3.21) QTLÛk = V̂kB̂
T
k + βˆkvˆk+1e
T
k + Ĝk
with
(3.22) ‖Ĝk‖ = O(c4(m,n, p, k)ǫ),
where c4(m,n, p, k) = ‖B−1k ‖+ c3(m,n, p)‖B̂−1k ‖.
Proof. From (3.8) and (3.9), we get
QTAQAVk = Q
T
AUk+1Bk +Q
T
AFk
= (VkB
T
k + αk+1vk+1e
T
k+1 +Gk+1)Bk +Q
T
AFk
= VkB
T
k Bk + αk+1βk+1vk+1e
T
k +Gk+1Bk +Q
T
AFk.
Then multiply (3.20) by QTL, we get
QTLQLVk = (Q
T
LÛkB̂k +Q
T
LF̂k)P.
Adding the above two equalities, we obtain
Vk = (Q
T
AQA +Q
T
LQL)Vk
= VkB
T
k Bk +Q
T
LÛkB̂kP + αk+1βk+1vk+1e
T
k + (Gk+1Bk +Q
T
AFk +Q
T
LF̂kP )
= Vk(Ik − PB̂Tk B̂kP + Ek) +QTLÛkB̂kP + αk+1βk+1vk+1eTk
+ (Gk+1Bk +Q
T
AFk +Q
T
LF̂kP ),
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which leads to
V̂kB̂
T
k B̂k = Q
T
LÛkB̂k + αk+1βk+1vk+1e
T
k P + (Gk+1Bk +Q
T
AFk +Q
T
LF̂kP + VkEk)P
= QTLÛkB̂k − (αˆkβˆk + γk)vˆk+1eTk + (Gk+1Bk +QTAFk +QTLF̂kP + VkEk)P
and thus
V̂kB̂
T
k = Q
T
LÛk − βˆkvˆk+1eTk + E1 + E2,
where
E1 = [(Gk+1Bk + VkEk)P − γkvˆk+1eTk ]B̂−1k , E2 = (QTAFkP +QTLF̂k)B̂−1k .
Using the upper bounds of ‖Bk‖, ‖Ek‖, |γk|, and noticing that ‖Vk‖ ≤
√
1 + η(Vk),
we get
‖E1‖ = O(c¯1(m,n, p, k)ǫ)
with c¯1(m,n, p, k) = (
√
2+ c3(m,n, p))‖B̂−1k ‖. For E2, from the expressions of Fk, F̂k
and V˜k −QVk, we have
QTAFkP +Q
T
LF̂k =
(
QTA Q
T
L
)(FkP
F̂k
)
= QT
[(
F˜kP
F¯k
)
−
(
Im 0m×p
0p×m Ip
)
(V˜k −QVk)P
]
= QT
[(
F˜kP
F¯k
)
+ (Im+p −QQT )G˜kB−1k P
]
.
Using (3.19), we have
‖B−1k PB̂−1k ‖ = ‖(B¯kBk)−1‖ ≤ c
√
2(‖B¯−1k ‖+ ‖B−1k ‖).
Thus, noticing that ‖B¯−1k ‖ = ‖B̂−1k ‖, we obtain the upper bound of ‖E2‖:
‖E2‖ = O(c¯2(k)ǫ)
with c¯2(k) = c
√
2(‖B̂−1k ‖ + ‖B−1k ‖) + ‖B̂−1k ‖. By letting Ĝk = −E1 − E2, we finally
obtain the desired result.
Notice that (3.20) together with (3.21) is the corresponding version of (2.11) in
the presence of rounding errors. Therefore, this theorem implies that the process of
computing Ûk, V̂k and B̂k is not equivalent to the upper Lanczos bidiagonalization
of QL with rounding error O(‖QL‖ǫ) = O(ǫ) any longer, since the error terms F̂k
and Ĝk are amplified gradually if ‖B−1k ‖ and ‖B̂−1k ‖ grow bigger and bigger as the
iterations progress.
Theorem 3.1 and Theorem 3.3 show that in the presence of rounding errors, the
JBD process of {A,L} is not equivalent to the combination of the lower and upper
Lanczos bidiagonalizations of QA and QL with rounding error O(ǫ) any longer. On
the other hand, for the aim of analysis, we can treat the process of computing Bk and
B̂k as lower and upper Lanczos bidiagonalization with gradually growing error terms
respectively, where the growth rate of error terms are affected by ‖B−1k ‖ and ‖B̂−1k ‖.
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Remark 3.1. The growth speed of ‖B−1k ‖ can be controlled. In the GSVD com-
putation problems, usually at least one matrix of {A,L} is well conditioned, which
results to that at least one of {QA, QL} is well conditioned. If QA is the well condi-
tioned one, we implements the JBD process on {A,L}, which leads Bk to be a well
conditioned matrix; otherwise if QL is the well conditioned one, we implements the
JBD process on {L,A}, which still leads Bk to be a well conditioned matrix. By this
modification, we could always make sure that ‖B−1k ‖ will not grow too big.
3.2. Loss of orthogonality of the Lanczos vectors. It is well known that
for the Lanczos bidiagonalization, orthogonality of Lanczos vectors is completely de-
stroyed due to the influence of rounding errors, that is, once the orthogonality is
destroyed at one step, the errors will propagate to future steps, which results to the
loss of orthogonality of subsequent computed Lanczos vectors [25, 12]. For the JBD
process, the loss of orthogonality of Lanczos vectors is similar to that of Lanczos bidi-
agonalization. Furthermore, the orthogonality levels of Uk+1, V˜k and Ûk are closely
related. Here we show that the orthogonality level of Ûk is affected by the orthogo-
nality levels of both Uk+1 and V˜k.
Theorem 3.4. Following the hypothesis of Theorem 3.1. In finite precision arith-
metic, we have
(3.23) η(Ûk) ≤ ‖B̂−1k ‖2
[
η(V˜k) + 2η(Uk+1) +O(c3(m,n, p)ǫ)
]
.
Proof. From (3.1) and (3.3), we have
V˜k =
(
Uk+1Bk
ÛkB¯k
)
+
(
F˜k
F¯kP
)
,
which leads to
V˜ Tk V˜k = B
T
k U
T
k+1Uk+1Bk + B¯
T
k Û
T
k ÛkB¯k + E3,
where
E3 = B
T
k U
T
k+1F˜k + B¯
T
k Û
T
k F¯kP + F˜
T
k Uk+1Bk + PF¯
T
k ÛkB¯k + F˜
T
k F˜k + PF¯
T
k F¯kP.
Using (3.16), we obtain
Ik − V˜ Tk V˜k = BTk (Ik+1 − UTk+1Uk+1)Bk + B¯Tk (Ik − ÛTk Ûk)B¯k − Ek − E3,
and thus
(3.24) Ik − ÛTk Ûk = B¯−Tk
[
(Ik − V˜ Tk V˜k)−BTk (Ik+1 − UTk+1Uk+1)Bk +Ek +E3
]
B¯−1k .
Using the bounds of ‖Bk‖ and ‖B̂k‖ and noticing that ‖Uk+1‖ ≤ (1+η(Uk+1))1/2,
‖Ûk‖ ≤ (1 + η(Ûk))1/2, with a simple calculation, we can get
‖E3‖ = O(ǫ).
Using the bound of ‖Bk‖, we get
‖BTk (Ik+1 − UTk+1Uk+1)Bk‖ ≤ ‖Bk‖2‖Ik+1 − UTk+1Uk+1‖
≤ 2‖Ik+1 − UTk+1Uk+1‖+O(c1(m,n)ǫ).
By taking norms of (3.24), we finally obtain the desired result.
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The above theorem indicates that as long as B̂k is not very ill-conditioned, the
orthogonality of Ûk will not be too bad if we can maintain some levels of orthogonality
of Uk+1 and V˜k, which can be achieved by reorthogonalization strategies.
Remark 3.2. From Lemma 3.1, we have
V˜ Tk (Im+p −QQT )V˜k = V˜ Tk (V˜k −QVk) = V˜ Tk (QQT − Im+p)G˜kB−1k
= −[(Im+p −QQT )V˜k]T G˜kB−1k
= B−Tk G˜
T
k (Im+p −QQT )G˜kB−1k ,
and thus
Ik − V Tk Vk = Ik − V˜ Tk QQT V˜k = Ik − V˜ Tk V˜k + V˜ Tk (Im+p −QQT )V˜k
= (Ik − V˜ Tk V˜k) +B−Tk G˜Tk (Im+p −QQT )G˜kB−1k .
Therefore, we obtain
(3.25) |η(V˜k)− η(Vk)| ≤ ‖B−Tk G¯Tk ‖‖G¯kB−1k ‖= O(‖B−1k ‖2ǫ2).
Note that it is usually that the machine precision ǫ is about 10−16 or even smaller.
For most occasions, ‖B−1k ‖ is not too big (e.g. ‖B−1k ‖ < 108). Therefore, by (3.25),
we have |η(V˜k) − η(Vk)| = O(ǫ), and thus η(Vk), η(V˜k) and ξ(Vk), ξ(V˜k) can be used
interchangeably.
4. Applications to the GSVD computation. The algorithm for computing
a few extreme generalized singular values and corresponding vectors of {A,L} using
the JBD process is proposed by Zha in [31]. Here we make a detailed investigation
on the convergence and the accuracy of the approximate generalized singular values
by using the results of our rounding error analysis of the JBD process.
Following (2.2), the i-th generalized singular value of {A,L} is ci/si, while the
i-th corresponding generalized singular vectors are gi, p
A
i and p
L
i , which are the i-th
columns of G, PA and PL, respectively. We call gi the i-th right generalized singular
vector, pAi and p
L
i the i-th left generalized singular vectors corresponding to A and L
respectively. Since ci/si =∞ when si = 0, we use the number pair {ci, si} to denote
ci/si.
Here we do not take account into rounding errors for a moment. Let us assume
that we have computed the compact SVD of Bk:
(4.1) Bk = PkΘkW
T
k , Θk = diag(c
(k)
1 , . . . , c
(k)
k ), 1 ≥ c(k)1 > · · · > c(k)k ≥ 0 ,
where Pk = (p
(k)
1 , . . . , p
(k)
k ) ∈ R(k+1)×k and Wk = (w(k)1 , . . . , w(k)k ) ∈ Rk×k are column
orthonormal, and Θk ∈ Rk×k. The decomposition (4.1) can be achieved by a direct
method since Bk is a matrix of small scale. Then the approximate generalized singular
value of {A,L} is {c(k)i , (1 − (c(k)i )2)1/2}, while the approximate right generalized
singular vector is x
(k)
i = R
−1Vkw
(k)
i and the approximate left generalized singular
vector corresponding to A is y
(k)
i = Uk+1p
(k)
i .
If we also want to compute the approximations of the left generalized singular
vectors corresponding to L, we need to compute the SVD of B̂k. Let us assume that
the SVD of B̂k is
(4.2) B̂k = P̂kΨkŴ
T
k , Ψk = diag(sˆ
(k)
1 , . . . , sˆ
(k)
k ), 0 ≤ sˆ(k)1 < · · · < sˆ(k)k ≤ 1 ,
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where P̂k = (pˆ
(k)
1 , . . . , pˆ
(k)
k ) ∈ Rk×k and Ŵk = (wˆ(k)1 , . . . , wˆ(k)k ) ∈ Rk×k are orthogonal.
Then the approximation of pLi is z
(k)
i = Ûkpˆ
(k)
i . The approximate generalized singular
values and the corresponding right vectors can also be computed from the SVD of
B̂k, which are {(1− (sˆ(k)i )2)1/2, sˆ(k)i } and R−1V̂kwˆ(k)i , respectively.
For computing x
(k)
i , it is shown in [31] that the explicit computation of R
−1 can
be avoided. Notice that(
A
L
)
x
(k)
i = QRR
−1Vkw
(k)
i = V˜kw
(k)
i ,
hence by solving a least squares problem, we can obtain x
(k)
i from V˜kw
(k)
i .
4.1. Convergence, accuracy and reorthogonalization. In the presence of
rounding errors, the behavior of the algorithm may deviate far from the ideal case.
For simplicity, we only consider the rounding errors appeared in the JBD process,
while the procedures of computing the SVD of Bk and B̂k, and the computation of
x
(k)
i , y
(k)
i and z
(k)
i are assumed to be implemented in exact arithmetic.
First, we investigate the convergence of the computed generalized singular values
using the SVD of Bk. Since c
2
i + s
2
i = 1, in order to compute the generalized singular
value {ci, si}, we only need to compute ci, which is a singular value of QA. Note that
c
(k)
i , which is the singular value of Bk, is actually a Ritz value of QA, due to that the
process of computing Bk can be treated as the Lanczos bidiagonalization of QA with
rounding error O(‖B−1k ‖ǫ). The convergence of Ritz values of QA is mainly impacted
by two factors: (1) the Ritz values approximating the extreme singular values of QA
will converge rapidly, while the interior singular values will converge more slowly; (2)
if the singular value is well separated from others, then the corresponding Ritz values
converge more rapidly, otherwise converge more slowly. Hence, if we compute ci by
the SVD of Bk, the Ritz values approximating the extreme generalized singular values
of {A,L} will converge rapidly, while the interior ones will converge more slowly.
Remark 4.1. The convergence behavior of Ritz values of QA can be derived from
[24, Theorem 2], which describes the convergence of Ritz values of the symmetric Lanc-
zos process of a symmetric matrix C¯. It says that we can expect rapid convergence
of the Ritz values approximating the extreme eigenvalues of C¯, and the convergence
rate also depends on how well an eigenvalue separated from others. Since the Lanczos
bidiagonalization of QA with staring vector b is mathematically identical to the sym-
metric Lanczos process of QTAQA with starting vector Q
T
Ab, and (c
(k)
i )
2 are eigenvalues
of BTk Bk, we can conclude the above convergence behavior of Ritz values of QA.
In finite precision arithmetic, when we use the SVD ofBk to compute approximate
generalized singular values of {A,L}, the singular values of Bk will contain false
multiple copies of converged Ritz values as the iteration number k increases, which
is the so called ghost singular values. Thus the generalized singular values of {A,L}
will be approximated by false multiple copies of converged Ritz values and it leads
to a delay of the convergence of Ritz values. Moreover, sometimes it is difficult to
determine whether some computed approximations are spurious copies or genuine
close or multiple generalized singular values. This problem is closely related to the
loss of orthogonality of Lanczos vectors, which can be avoided by using some types
of reorthogonalization strategies, such as full reorthogonalization or the more efficient
one-sided reorthogonalization [27].
By Theorem 3.1, the process of computing Bk can be treated as the Lanczos
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bidiagonalization of QA with rounding error O(‖B−1k ‖ǫ) that will not deviated far
from O(ǫ) (see Remark 3.1). If the JBD process is implemented with one-sided re-
orthogonalization of v˜i such that the orthogonality level of V˜k is kept around O(ǫ),
by using the results of backward error analysis of the Lanczos bidiagonalization with
one-sided reorthogonalization [1, Theorem 5.2 and Corollary 5.1], we can conclude
that the computed Bk is the exact one generated by the Lanczos bidiagonalization of
a nearby matrix QA+δX , where ‖δX‖ = O(‖B−1k ‖ǫ). Therefore, by the perturbation
theory of the singular values [5, Corollary 8.6.2], the singular values of QA can be
computed with accuracy O(‖B−1k ‖ǫ), while the appearance of ghost singular values
can be avoided and the multiple singular values can be found one by one. Since the
generalized singular values are determined by the singular values of QA, the above
assertion of the convergence and accuracy also holds for the approximate generalized
singular values.
Another efficient reorthogonalization strategy is the semiorthogonalization strat-
egy, which is first proposed by Simon for the symmetric Lanczos process [25] and then
adapted by Larsen for the Lanczos bidiagonalization [12]. By Theorem 3.1 and [12,
Theorem 5], we have the following result.
Theorem 4.1. Assume that the compact QR factorizations of Uk+1 and Vk are
Uk+1 =Mk+1Rk+1 and Vk = NkSk, where the diagonals of upper triangular matrices
are nonnegative. Let δ = O(‖B−1k ‖ǫ). If the orthogonality levels of Uk+1 and Vk
satisfy
(4.3) ξ(Uk+1), ξ(Vk) 6
√
δ/(2k + 1)2,
then
(4.4) MTk+1QANk = Bk +Xk,
where the elements of Xk are of O(δ) = O(‖B−1k ‖ǫ).
Notice that ξ(Vk) ≈ ξ(V˜k) when ‖B−1k ‖ is not too big (see Remark 3.2). Theorem
4.1 indicates that the orthogonality levels of Uk and V˜k are only needed to be main-
tained under (δ/(2k + 1))1/2, in order to obtain approximate singular values of QA
from the computed Bk with accuracy O(‖B−1k ‖ǫ) and avoid ghost singular values from
appearing. Following [25, 12], we call the Lanczos vectors with orthogonality level be-
low (δ/(2k + 1))1/2 semiorthogonal. We have also made a detailed investigation on
the JBD process with semiorthogonalization strategy and proposed an efficient partial
reorthogonalization strategy, which will be presented in a forthcoming paper [13].
Remark 4.2. For B̂k, there is also a corresponding version of Theorem 4.1. Let
δˆ = O(c4(m,n, p, k)ǫ) with c4(m,n, p, k) = ‖B−1k ‖ + c3(m,n, p)‖B̂−1k ‖. The compact
QR factorizations of Ûk and V̂k are Ûk = M̂kR̂k and V̂k = N̂kŜk, where the diagonals
of R̂k and Ŝk are nonnegative. If the orthogonality levels of Ûk and V̂k satisfy
ξ(Ûk), ξ(V̂k) 6
√
δˆ/(2k + 1),
2In [12, Theorem 5], the right-hand term is
√
δ/k instead of
√
δ/(2k + 1), while the author does
not prove it rigorously. In fact, this result is a corresponding version of [25, Theorem 4]. Since
the k-step Lanczos bidiagonalization of QA with starting vector b is equivalent to the (2k + 1)-step
symmetric Lanczos process [2, §7.6.1] of C¯ =
(
O QA
QT
A
O
)
with starting vector p¯0 =
(
p0
0
)
(which
holds not only in exact arithmetic, but also in finite arithmetic), the denominator in (4.3) should be
2k + 1.
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then
M̂Tk QLN̂k = B̂k + X̂k,
where the elements of X̂k are of O(δˆ).
If we use the SVD of B̂k to compute the generalized singular values, by Remark
4.2, the singular values of QL can be approximated by sˆ
(k)
i with accuracy O(δˆ), while
the ghost singular values of QL can be avoided from appearing if the orthogonaltity
levels of Ûk and V˜k are maintained under (δˆ/(2k+1))
1/2. Furthermore, from Theorem
3.2 we have
(4.5) B̂Tk B̂k − PEkP = (PWk)(Ik −Θ2k)(PWk)T ,
which is just the eigendecomposition of B̂Tk B̂k with perturbation −PEkP . Notice
that ‖Ek‖ = O(c3(m,n, p)ǫ). Therefore, the singular values of B̂k are determined by
that of Bk with a small perturbation, and we can hope that sˆ
(k)
i will approximate the
singular values of QL with high accuracy even if ‖B̂−1k ‖ will grow too big, and the
convergence behavior of sˆ
(k)
i is similar to that of c
(k)
i .
Finally, let us make a brief discussion about the accuracy of the computed gen-
eralized singular vectors. If both A and L are well-conditioned, which lead to that
both δ and δˆ do not deviate too far from ǫ, we can hope that both the left and right
generalized singular vectors of {A,L} can be computed with a high accuracy by using
the SVD of Bk and B̂k. On the other hand, if one of A and L is ill-conditioned,
then one of ‖B−1k ‖ and ‖B̂−1k ‖ may grow very big, and thus we should implement the
JBD process with a slight modification (see Remark 4.2). Suppose that we implement
the JBD of {A,L}, and ‖B−1k ‖ grows extremely slowly while ‖B̂−1k ‖ grows rapidly,
then δ˜ will become much bigger than ǫ, and the computed left generalized singular
vectors corresponding to L may have a poor accuracy. We will later use some numer-
ical examples to show the accuracy of the computed generalized singular vectors. A
rigorous analysis of the accuracy of computed generalized singular vectors is certainly
complicated, and we will focus on this issue in our future work.
4.2. Residual norm and stopping criterion. Now we discuss about the stop-
ping criterion of the GSVD computation based on the JBD process. For simplicity,
we only consider rounding errors in the JBD process, and the subsequent steps to
compute approximate generalized singular values and vectors are assumed to be im-
plemented in exact arithmetic. The following analysis focus on computing the GSVD
using the SVD of Bk.
It is well known that the generalized eigenvalues of the following symmetric gen-
eralized eigenvalue problem
ATAx = λLTLx
are
∞, . . . ,∞︸ ︷︷ ︸
q
, (cq+1/sq+1)
2, . . . , (cq+l/sq+l)
2︸ ︷︷ ︸
l
, 0, . . . , 0︸ ︷︷ ︸
t
,
and the corresponding generalized eigenvectors are the right generalized singular vec-
tors of {A,L}. Based on this property, it is shown in [31] by Zha, that one can use
the residual norm
‖r(k)i ‖ = ‖((s(k)i )2ATA− (c(k)i )2LTL)x(k)i ‖
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as a measure for the accuracy of approximate generalized singular value pair {c(k)i , s(k)i }
and the corresponding right vector x
(k)
i , where s
(k)
i = (1− (c(k)i )2)1/2. In exact arith-
metic, Zha has proved that
(4.6) ‖r(k)i ‖ ≤ ‖R‖αk+1βk+1|eTkw(k)i |,
and the quantity ‖R‖αk+1βk+1|eTkw(k)i | can be used as a stopping criterion if ‖R‖ or
its accurate estimate is available. Considering rounding errors in the JBD process,
we can obtain the following upper bound of ‖r(k)i ‖.
Theorem 4.2. Following the hypothesis of Theorem 3.1. In finite precision arith-
metic, we have
(4.7)
∥∥[(s(k)i )2ATA− (c(k)i )2LTL]x(k)i ∥∥ ≤ ‖R‖[αk+1βk+1|eTkw(k)i |+O(‖B−1k ‖ǫ)]
Proof. From the proof of Theorem 3.3 we have
QTAQAVk = VkB
T
k Bk + αk+1βk+1vk+1e
T
k +Gk+1Bk +Q
T
AFk.
From (4.1), we have
BTk Bk =WkΘ
2
kW
T
k .
Using the above two equalities, and noticing that (s
(k)
i )
2 + (c
(k)
i )
2 = 1 and x
(k)
i =
R−1Vkw
(k)
i , we have
[(s
(k)
i )
2ATA− (c(k)i )2LTL]x(k)i
= [ATA− (c(k)i )2(ATA+ LTL)]R−1VkWkei
= RT [QTAQAVkWk − (c(k)i )2VkWk]ei
= RT [αk+1βk+1vk+1e
T
kw
(k)
i + (Gk+1Bk +Q
T
AFk)w
(k)
i ],
where ei is the i-th column of the identity matrix of order k. From Theorem 3.1 we
have ‖(Gk+1Bk+QTAFk)w(k)i ‖ = O(‖B−1k ‖ǫ). Therefore, by taking norms of the above
equality, the desired result is obtained.
Since Z =
(
A
L
)
= QR, we have ‖R‖ = ‖Z‖ = σ1(Z). If we perform the Lanczos
bidiagonalization on Z, then the largest Ritz value will converge to σ1(Z) in not
too many iterations, so we can have an accurate estimation of ‖Z‖. This method of
estimating ‖Z‖ has been discussed in detail and implemented with MATLAB codes in
[12]. Notice that eTkw
(k)
i is available from the SVD of Bk. As is mentioned in Remark
3.1, we can make sure that ‖B−1k ‖ does not grow very big if we implement the JBD
process with a slight modification, and thus the upper bound of ‖r(k)i ‖ in (4.7) does
not deviate far from that in (4.6). Therefore, the quantity ‖R‖αk+1βk+1|eTkw(k)i | can
still be used as a stopping criterion. We will use a numerical example to illustrate
this in the following section.
5. Numerical examples. We now provide several numerical examples to illus-
trate the results given in the previous sections, including the numerical behavior of
the JBD process and the numerical performance of the GSVD computation based on
the JBD process.
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Throughout this section, all the numerical experiments are performed on an Intel
(R) Core (TM) i7-7700 CPU 3.60GHz with the main memory 8GB using the Matlab
R2017a with the machine precision ǫ = 2.22× 10−16 under the Windows 10 operating
system. For each matrix pair {A,L}, we use b = (1, . . . , 1)T ∈ Rm as the starting
vector of the JBD process, where m is the row number in A. We mention that our
results are based on the assumption that the inner least squares problem (2.3) is
solved accurately at each step. Therefore, for the implementation of the JBD process
in the numerical experiments, the QR factorization of
(
A
L
)
is computed, and QQT u˜i
is computed explicitly using Q at each step.
5.1. Examples for the numerical behavior of the JBD process. In this
subsection, we use some examples to illustrate the numerical behavior of the JBD
process in finite precision arithmetic. We choose four matrix pairs. For the first pair,
the matrices A and L, which are denoted by Ac and Ls respectively, are constructed by
ourselves. Let n = 800 and C = diag(c), where c = (
3n
2
,
3n
2
−1, . . . , n
2
+1)/2n. Then
let s = (
√
1− c21, . . . ,
√
1− c2n) and S = diag(s). Let D be the matrix generated by
the MATLAB built-in function D=gallery(‘orthog’,n,2), which means that D is a
symmetric orthogonal matrix. Finally, let A = CD and L = SD. By the construction,
we know that the generalized singular value of {A,L} is {ci/si} and the corresponding
right vector gi is the i-th column of D
T , where i = 1, . . . , n. The remaining three
pairs use sparse matrices taken from [3], where
(5.1) L1 =


1 −1
1 −1
. . .
. . .
1 −1

 ∈ R(n−1)×n
with n = 712, which is the discrete approximation of the first order derivative op-
erator, and Lm = diag(l) with l = (2m, 2m − 1, . . . ,m + 1)/1000, m = 3969. The
properties of our test matrices are described in table 1, where κ(·) is the condition
number of a matrix.
Table 1
Properties of the test matrices.
A m× n κ(A) L p× n κ(L)
Ac 800× 800 2.99 Ls 800× 800 1.46
well1850 1850× 712 111.31 L1 711× 712 453.27
rdb2048 2048× 2048 2026.80 dw2048 2048× 2048 5301.50
c-23 3969× 3969 22795.9 Lm 3969× 3969 1.9995
Figure 1 depicts the growth of ‖Fk‖ and ‖Gk+1‖ appeared in (3.8) and (3.9) as
the iteration number k increases from 1 to 150. By Theorem 3.3, we use 10‖B−1k ‖ǫ
as the estimated upper bound of ‖Fk‖. For examples (a) and (c), ‖Fk‖ grow very
slightly, while for examples (b) and (d), ‖Fk‖ grow gradually as k increases. From
the four examples, we can see that O(‖B−1k ‖ǫ) is indeed an upper bound of ‖Fk‖,
and the trends of the growth of ‖Fk‖ and ‖B−1k ‖ are of high similarity. This implies
that the growth of ‖Fk‖ is mainly impacted by the growth of ‖B−1k ‖. Since QQT u˜i is
explicitly computed at each step in our experiments, ‖Gk+1‖ = O(ǫ) and it remains
almost a constant.
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Fig. 1. Estimated error bound of ‖Fk‖: (a) {Ac, Ls}; (b) {well1850, L1}; (c) {rdb2048,
dw2048}; (d) {c-23, Lm}.
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Fig. 2. Estimated error bound of ‖Ek‖: (a) {Ac, Ls}; (b) {well1850, L1}; (c) {rdb2048,
dw2048}; (d) {c-23, Lm}.
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Figure 2 depicts the the growth of ‖Ek‖ = ‖Ik − BTk Bk − PB̂Tk B̂kP‖. Since the
nonzero elements of Ek are of O(c3(m,n, p)ǫ), we use 100ǫ as the upper bound of
‖Ek‖. From the four examples, we find that as the iteration number k increases from
1 to 150, ‖Ek‖ grows very slightly, which is due to that the nonzero elements of Ek
increase as k increases.
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Fig. 3. Estimated error bound of ‖F̂k‖ and ‖Ĝk‖: (a) {Ac, Ls}; (b) {well1850, L1}; (c)
{rdb2048, dw2048}; (d) {c-23, Lm}.
Figure 3 depicts the growth of F̂k and Ĝk appeared in (3.20) and (3.21) as the
iteration number k increases from 1 to 150. By Theorem 3.3, we use 10‖B−1k ‖ǫ and
10(‖B−1k ‖+‖B̂−1k ‖)ǫ as the estimated upper bounds of F̂k and Ĝk respectively. From
the four examples, we can see that O(‖B−1k ‖ǫ) and O((‖B−1k ‖+‖B̂−1k ‖)ǫ) are indeed
upper bounds of ‖F̂k‖ and Ĝk respectively, and the growth of ‖F̂k‖ and ‖Ĝk‖ are
mainly impacted by the growth of ‖B−1k ‖ and (‖B−1k ‖+‖B̂−1k ‖) respectively. For the
four examples, both of ‖B−1k ‖ and ‖B̂−1k ‖ do not grow very rapidly, and thus by
Theorem 4.1 and Remark 4.2, we can expect that the convergence and accuracy of
the approximate generalized singular values of {A,L} computed by the SVD of Bk
or B̂k will not deviate far from the ideal case as long as the Lanczos vectors are kept
semiorthogonal.
Figure 4 depicts the growth of the orthogonality level of Ûk measured by η(Ûk) as
the iteration number k increases from 1 to 150. The estimated upper bound of η(Ûk)
is described in (3.23), and here we use ǫ as the value of O(c3(m,n, p)ǫ) appeared in
the upper bound. From the four examples, we find that the orthogonality of Ûk will
be gradually lost if we implement the JBD process without any reorthogonalization.
The growth trends of the paired red and blue curves in the four pictures are of high
similarity, which implies that the orthogonality level of Ûk is affected not only by
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Fig. 4. Orthogonality level of Ûk: (a) {Ac, Ls}; (b) {well1850, L1}; (c) {rdb2048, dw2048};
(d) {c-23, Lm}.
η(Uk) and η(V˜k), but also by ‖B̂−1k ‖. For examples (a) and (c), the two paired red
and blue curves are very close at some points, which implies that our estimated upper
bound of η(Ûk) is tight.
5.2. Examples for the GSVD computation. In this subsection, we use some
examples to illustrate the numerical performance of the algorithm for computing the
GSVD of {A,L} based on the JBD process. We show the convergence behavior of
the Ritz value and the final accuracy of the computed generalized singular values and
vectors. We also illustrate the result of Theorem 4.1, and show that the residual norm
and its upper bound in (4.7) can be used as a stopping criterion.
Example 1. In this example, we show the convergence of Ritz value computed by
the SVD of Bk or B̂k. The matrix pair {A,L} is constructed as follows. Let m = n =
p = 500. We first construct a row vector c such that c(1) = c(2) = 0.99, c(3) = c(4) =
0.95, c(5) = 0.90, c(6) = 0.85, c(495) = 0.25, c(496) = 0.20, c(497) = 0.15, c(498) =
0.10, c(499) = c(500) = 0 and c(7:495) = linspace(0.80,0.30,489) generated by
the MATLAB built-in function linspace(), and then let s = (
√
1− c21, . . . ,
√
1− c2n).
Let C = diag(c), S = diag(s) and D = gallery(‘orthog’,n,2), which means thatD
is a symmetric orthogonal matrix. Finally let A = CD and L = SD. By the construc-
tion, we know that the i-th generalized singular value pair of {A,L} is {ci, si}, and the
multiplicities of generated singular value pairs {0.99,√1− 0.992}, {0.95,√1− 0.952},
{0, 1} are 2.
Figure 5 depicts the convergence of the first six largest and smallest Ritz values
computed by the SVD of Bk, where the JBD process is implemented without re-
orthogonalization or with full reorthogonalization. The right horizontal line indicates
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Fig. 5. Convergence of Ritz values computed by the SVD of Bk: (a) the first six largest Ritz
values, without reorthogonalization; (b) the first six largest Ritz values, with full reorthogonalization;
(c) the first six smallest Ritz values, without reorthogonalization; (d) the first six smallest Ritz values,
with full reorthogonalization.
the value of ci for i = 1, . . . , 500. In the left panel, which shows the convergence
behavior without reorthogonalization, we see the interesting phenomenon that some
of the converged Ritz values suddenly “jump” to become a ghost and then converge
to the next larger or smaller singular values after a few iterations, which results to
many unwanted spurious copies of generalized singular values and make it difficult to
determine whether these spurious copies are real multiple generalized singular values.
From subfigure (a), we find that as k increases, the largest Ritz value will eventually
converge to a value slightly larger than c1. This is because that the process of com-
puting Bk is the Lanczos bidiagonalizatioin of QA with a growing error Fk. Therfore,
it is necessary to implement the JBD process with reorthogonalization such that the
convergence and accuracy of the Ritz values are similar to the ideal case in exact
arithmetic. In the right panel, where full reorthogonalization is used, the convergence
behavior is much simpler and it is similar to the ideal case in exact arithmetic. It
can be found from subfigures (b) and (d), that a simple generalized singular value
can be approximated by Ritz values with no ghosts appearing, while a multiple gen-
eralized singular value can be approximated one by one by the Ritz values. Notice
in both panels that the extreme Ritz values converge more quickly than the interior
Ritz values, and the well separated Ritz values converge more rapidly than the dense
ones.
Figure 6 depicts the convergence of the first six smallest Ritz values computed by
the SVD of B̂k, which corresponding to the first largest generalized singular values of
{A,L}. The convergence behavior of the largest Ritz values are similar and thus we
24 H. LI
0 50 100 150
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(a)
0 50 100 150
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(b)
Fig. 6. Convergence of Ritz values computed by the SVD of B̂k: (a) the first six smallest Ritz
values, without reorthogonalization; (b) the first six smallest Ritz values, with full reorthogonaliza-
tion.
omit it. The right horizontal line indicates the value of si for i = 1, . . . , 500. From
subfigure (a), which shows the convergence of Ritz values without reorthogonalization,
we find the “ghost” phenomenon that some converged Ritz values suddenly jump and
then converge to the next smaller singular values after a few iterations. Notice that as
k increases, the smallest Ritz value will eventually converge to a value slightly smaller
than s1, which is similar to the case in subfigure (a) of Figure 5. In subfigure (b),
which shows the convergence of Ritz values with full reorthogonalization, the spurious
copies are prohibited from appearing, and the multiplicities of the generalized singular
values can be determined correctly from the convergence of Ritz values. Comparing
figure 6 and figure 5, we find that the convergence behavior of the smallest Ritz values
computed by the SVD of B̂k is very similar to that of the largest Ritz values computed
by the SVD of Bk, which is due to that both of them are used to approximate the
largest generalized singular values of {A,L} and the singular values of Bk and B̂k are
closely related, see (4.5).
Example 2. In this example, we investigate the final accuracy of the ap-
proximate generalized singular values and vectors of {A,L}, which are computed
by using the SVD of Bk and B̂k generated by the JBD process. We choose two
matrix pairs. The first pair is {Ac, Ls}, and the second pair {A500, L500} is con-
structed as follows. Let m = n = p = 500. We first construct a row vector
c such that c(1:4)=linspace(1.0,0.7,4), c(5:498)=linspace(0.65,0.15,494)
and c(499) = 0.10, c(500) = 0.05. Then let s = (
√
1− c21, . . . ,
√
1− c2n), C = diag(c),
S = diag(s) and D=gallery(‘orthog’,n,2), which means that D is a symmetric or-
thogonal matrix. Finally let A = CD and L = SD. By the construction, the i-th
generalized singular value is {ci, si}, the corresponding right vector gi is the i-th col-
umn of DT , and both the corresponding left vectors of A and L are ei, which is the
i-th column vector of the identity matrix of order 500.
We use the JBD process with full reorthogonalization to compute the largest gen-
eralized singular value and corresponding vectors. We use {c(k)1 , sˆ(k)1 } to approximate
{c1, s1}, where c(k)1 is the largest singular value of Bk and sˆ(k)1 is the smallest singular
value of B̂k. The right generalized singular vectors and left vectors corresponding to
A are computed from the SVD of Bk, while the left vectors corresponding to L are
computed from the SVD of B̂k. We use the angle error
| sin θk| = |s(k)1 c1 − s1c(k)1 |
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to measure the error between {c(k)1 , sˆ(k)1 } and {c1, s1} [28]. For the corresponding
generalized singular vectors, we use
sin∠(g1, x
(k)
1 ), sin∠(p
A
1 , y
(k)
1 ), sin∠(p
L
1 , z
(k)
1 )
to measure the errors between the approximated ones and the real ones.
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Fig. 7. Growth of ‖B−1
k
‖ and ‖B̂−1
k
‖: (a),(b) {Ac, Ls}; (c),(d) {A500, L500}.
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Fig. 8. Accuracy of the approximated GSVD components: (a) {Ac, Ls}; (b) {A500, L500}.
Figure 8 depicts final accuracy of the approximate generalized singular values and
vectors, while figure 7 depicts the growth of ‖B−1k ‖ and ‖B̂−1k ‖. For the matrix pair
{Ac, Ls}, the process of computing Bk or B̂k does not deviate far from the Lanczos
bidiagonalization of QA or QL with rounding error O(ǫ), respectively, and the final
accuracy of the approximate generalized singular values and vectors is very high, about
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O(ǫ). For {A500, L500}, the final accuracy of the largest generalized singular value,
corresponding right vector and left vector of A is about O(ǫ), while the corresponding
left vector of L can not be approximated well. The reason is that for {A500, L500},
‖B̂−1k ‖ grows too big and thus the process of computing B̂k deviates too far from the
Lanczos bidiagonalization of QL with rounding error O(ǫ), which leads to that p
L
1 can
not be well approximated by using the SVD of B̂k.
Example 3. In this example, we illustrate the residual norm and its upper
bound in (4.7). We also show the convergence history of the approximate generalized
singular values by using both the angle error and relative error. The matrix pair
{A,L} is chosen to be {Ac, Ls}, and we use the SVD of Bk to approximate the
largest generalized singular value. From the construction of Ac and Ls, we have
‖(ATc , LTs )T ‖ = 1, and the largest generalized singular value is {c1, s1}, where c1 =
0.75 and s1 =
√
1− c21. Since s1 6= 0, the relative error
|c(k)1 /s(k)1 − c1/s1|/(c1/s1)
can also be used as a measure of accuracy of the approximate generalized singular
values.
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Fig. 9. Convergence history of the approximate largest generalized singular value of {Ac, Ls}:
(a) residual norm and its upper bound; (b) angle error and relative error.
The convergence history of the approximate largest generalized singular value
and the residual norm are shown in figure 9. From subfigure (b), we find that the
approximate largest generalized singular value c
(k)
1 /s
(k)
1 converges ultimately to the
real one c1/s1, and the relative error curve shows that the approximation accuracy
of c
(k)
i /s
(k)
i to ci/si is O(ǫ). From subfigure (a), we find that the residual norm and
its upper bound are almost the same as the iteration number k increases. The real
residual norm continues descending until about ǫ while the estimated upper bound
finally stagnates at a level little higher than ǫ, since the upper bound of ‖r(k)i ‖ has a
term O(‖B−1k ‖ǫ) which grows slightly. For the case that ‖B−1k ‖ does not grow rapidly,
we can omit the term O(‖B−1k ‖ǫ) in the upper bound. Moreover, the descending
trends of the residual norm and relative error is very similar. Therefore, the residual
norm or its upper bound ‖R‖αk+1βk+1|eTkw(k)i | can be used as a stopping criterion
for computing approximate generalized singular values based on the JBD process.
6. Conclusion. We have made a rounding error analysis of the JBD process of
{A,L} in finite precision arithmetic. The results establish connections between the
JBD process of {A,L} and the two Lanczos bidiagonalizations of QA and QL, which
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shows that k-step process of computing Uk+1, Vk and Bk is equivalent the lower
Lanczos bidiagonalization of QA with errors δ = O(‖B−1k ‖ǫ), while the k-step process
of computing Ûk+1, V̂k and B̂k is equivalent to the upper Lanczos bidiagonalization of
QL with errors δ = O(‖B−1k ‖ǫ) and δˆ = O((‖B−1k ‖+ ‖B̂−1k ‖)ǫ). We have investigated
the loss of orthogonality of the computed Lanczos vectors. We give an upper bound
of the orthogonality level of η(Ûk), which shows that the orthogonality level of Ûk is
affected by those of Uk+1, V˜k and the quantity ‖B̂−1k ‖.
We have shown how to use the JBD process to compute some extreme generalized
singular values and vectors of {A,L} and investigated the convergence and accuracy
of the approximate generalized singular values. The results show that generalized
singular values of {A,L} can be approximated with high accuracy by using the SVD
of Bk, and the orthogonality levels of Uk+1 and V˜k are only needed to be maintained
under
√
δ/(2k + 1), in order to obtain approximate generalized singular values with
high accuracy and avoid ghosts from appearing. We have also analyzed the residual
norm ‖r(k)i ‖ appeared in the GSVD computation and shown that we can use the resid-
ual norm or its upper bound ‖R‖αk+1βk+1|eTkw(k)i | as a stopping criterion. Moreover,
we make a brief discussion about the accuracy of the computed generalized singular
vectors, while a detailed investigation on this issue will be followed in our future work.
Finally, we use several numerical examples to illustrate our results.
REFERENCES
[1] J. L. Barlow, Reorthogonalization for the Golub-Kahan-Lanczos bidiagonal reduction, Numer.
Math., 124 (2013), pp. 237-278.
[2] A˚. Bjo¨rck, Numerical Methods for Least Squares Problems, SIAM, Philadelphia, PA, 1996.
[3] T. A. Davis and Y. Hu, The University of Florida sparse matrix collection, ACM Trans. Math.
Software, 38 (2011), pp. 1–25. Data available from http://www.cise.ufl.edu/research/sparse/
matrices/.
[4] G. Golub and W. Kahan, Calculating the singular values and pseudo-inverse of a matrix,
SIAM J. Numer. Anal., 2 (1965), pp. 205-224.
[5] G. H. Golub and C. F. Van Loan,Matrix Computations, 4th ed., The Johns Hopkins University
Press, 2013.
[6] P. C. Hansen, Rank-Deficient and Discrete Ill-Posed Problems: Numerical Aspects of Linear
Inversion, SIAM, Philadelphia, PA, 1998.
[7] , Discrete Inverse Problems: Insight and Algorithms, SIAM, Philadelphia, PA, 2010.
[8] N. J. Higham, Accuracy and Stability of Numerical Algorithms, 2nd ed., SIAM, Philadelphia,
2002.
[9] Z. Jia and Y. Yang, A joint bidiagonalization based algorithm for large scale linear discrete
ill-posed problems in general-form regularization, arXiv:math.NA/1807.08419v2.
[10] M. E. Kilmer, P. C. Hansen, AND M. I. Espanol, A projection-based approach to general-
form Tikhonov regularization, SIAM J. Sci. Comput., 29 (2007), pp. 315-330.
[11] C. Lanczos, An iteration method for the solution of eigenvalue problem of linear differential
and integral operators, J. Res. Nat. Bur, 45 (1950), pp. 255-282.
[12] R. M. Larsen, Lanczos bidiagonalization with partial reorthogonalization, Department of Com-
puter Science, University of Aarhus, 1998.
[13] H. Li, The joint bidiagonalization process with partial reorthogonalization,
arXiv:math.NA/2001.04402.
[14] S.-M. Lu and J.L. Barlow, Multifrontal Computation with the Orthogonal Factors of Sparse
Matrices, SIAM J. Matrix Anal. Appl., 17 (1996), pp. 658-679.
[15] G. Meurant and Z. Strakos, The Lanczos and conjugate gradient algorithms in finite preci-
sion arithmetic, Acta Numerica, 15 (2006), pp. 471-542.
[16] C. C. Paige, The computation of eigenvalues and eigenvectors of very large sparse matrices,
PhD thesis, London University, London, England, 1971.
[17] C. C. Paige, Computational variants of the Lanczos method for the eigenproblem, J. Inst. Math.
Appl., 10 (1972), pp. 373-381.
[18] C. C. Paige, Error analysis of the Lanczos algorithm for tridiagonalizing a symmetric matrix,
28 H. LI
J. Inst. Math. Appl., 18 (1976), pp. 341-349.
[19] C. C. Paige, Accuracy and effectiveness of the Lanczos algorithm for the symmetric eigenprob-
lem, Linear Algebra Appl., 34 (1980), pp. 235-258.
[20] C. C. Paige and M. A. Saunders, Towards a generalized singular value decomposition, SIAM
J. Numer. Anal., 18 (1981), pp. 398-405.
[21] C. C. Paige and M. A. Saunders, LSQR: an algorithms for sparse linear equations and sparse
least squares, ACM Trans. Math. Soft., 8 (1982), pp. 43-71.
[22] B. N. Parlett, The Symmetric Eigenvalue Problem, SIAM, Philadelphia, PA, 1998.
[23] B. N. Parlett and D. S. Scott, The Lanczos algorithms with selective orthogonalization,
Math. Comput., 33 (1979), pp. 217-238.
[24] Y. Saad, On the rates of convergence of the Lanczos and the block-Lanczos Methods, SIAM J.
Numer. Anal., 17 (1980), pp. 5, 687-706.
[25] H. D. Simon, Analysis of the symmetric Lanczos algorithm with reorthogonalization methods,
Linear Algebra Appl., 61 (1984), pp. 101-131.
[26] H. D. Simon, The Lanczos algorithm with partial reorthogonalization, Math. Comput., 42
(1984), pp. 115-142.
[27] H. D. Simon and H. Zha, Low-rank matrix approximation using the Lanczos bidiagonalization
process with applications, SIAM J. Sci. Comput., 21 (2000), pp. 2257-2274.
[28] J. Sun, Perturbation analysis for the generalized singular value problem, SIAM J. Numer. Anal.,
20 (1983), pp. 611-625.
[29] C. F. Van Loan, Generalizing the singular value decomposition, SIAM J. Numer. Anal., 13
(1976), pp. 76-83.
[30] C. F. Van Loan, Computing the CS and generalized singular value decomposition, Numer.
Math., 46 (1985), pp. 479-491.
[31] H. Zha, Computing the generalized singular values/vectors of large sparse or structured matrix
pairs, Numer. Math., 72 (1996), pp. 391-417.
