Abstract-The optimization criterion and a practically feasible new algorithm is stated for the optimization of the index assignments of a multiple description unconstrained vector quantizer with an arbitrary number of descriptions. In the simulations, the index-optimized multiple description vector quantizer achieves significant gains in source SNR over scalar multiple description schemes.
I. INTRODUCTION
T HE principle of multiple descriptions (MD) is to represent a source signal by two or more descriptions, which are sent separately over erasure channels. The descriptions are generated in such a way, that a basic quality is achieved at the decoder output from each individual description; the quality smoothly increases with the number of received descriptions.
The design of a multiple description quantizer can be divided into two parts: the selection of the quantizer reproduction levels (codebook training) and the choice of the index assignment. The latter is, in contrast to systems with a single description, a mapping from the indexes of the quantizer reproduction levels to a set of descriptions.
The descriptions of an MD quantizer can be interpreted as the row-and column-indexes of a matrix, in which the codevectors, or respectively their indexes, are placed. The dimension of the matrix is denoted by K; it equals the number of descriptions that is selected by the system designer. The choice of the index assignments for multiple description quantizers may be seen as the problem, how to allocate the quantizer reproduction levels to the matrix cells in such a way, that the distortion is minimized, when the descriptions are transmitted over an erasure channel. For multiple description scalar quantization (MDSQ) with two descriptions, optimal solutions for the index-assignment problem have been stated in [1] ; the codevectors are systematically placed along the main diagonal of the matrix. This concept makes use of the fact, that a scalar quantizer codebook may be ordered in such a way, that a reproduction level with a large value is allocated to a large index number in the quantizer codebook. Generally, such an ordering is impossible for a vector quantizer codebook.
Multiple description constraint vector quantizers with two descriptions have been studied, e.g., in [2, 3] , where a lattice structure is imposed on the quantizer codebook in order to allow for a systematic design of the index assignments. In [4] , an algorithm This work was supported by Siemens AG, ICM, Germany based on a ternary tree structure of the quantizer codebook is given for the design of multiple description vector quantizers with an arbitrary number of descriptions; the codebook and the index assignments are jointly optimized.
Compared with the algorithm in [4] , the work in this paper is solely on the optimization of the index assignments of a multiple description vector quantizer; the quantizer codebook is assumed to be fixed and, in contrast to [2, 3] , without any structural constraints. This scenario is practically relevant, e.g., for packet based speech communication, where standardized speech codecs shall be used. In such a setup, the lossy part of the source encoder -e.g., the vector quantizer codebooks of the codec parameters -must not be changed, but the mapping of the encoder output bits to packets on the channel may be optimized.
The index assignment problem for a quantizer with a single description has been studied in [5] ; there, the binary switching algorithm (BSA) is proposed, which minimizes the average system distortion, when the quantizer index is corrupted by biterrors on the channel. The algorithm introduced in this paper applies the idea of the BSA to optimize the index assignments of a multiple description unconstrained vector quantizer (MDVQ).
The paper is organized as follows: first, the system model of an MDVQ system is stated. Then, the optimal decoder is derived, and a useful formulation of the quality criterion is given for the optimization of the index assignments. Based on that, a new algorithm denoted by MD-BSA is introduced for the optimization of the index assignments of an MDVQ. Finally, the performance of the optimized MDVQ is discussed and compared with other multiple description quantizers and the rate distortion bounds.
II. SYSTEM MODEL
The block diagram of an MDVQ system with K descriptions is shown in Fig. 1 . The quantizer maps the input source The index assignments I l = a l (I), l = 1, ..., K, map the quantizer output index I to K descriptions I l , l = 1, ..., K, that are transmitted over K memoryless and mutually independent channels. The latter cause packet erasures with the probabilities p l , l = 1, ..., K.
Let N l , l = 1, ..., K be the sizes of the index-sets of the descriptions I l , l = 1, ..., K. Since the index I must be uniquely decoded from the complete set of descriptions, N ≤ M . = K l=1 N l must be fulfilled. In most cases, N < M is selected, which is equivalent to adding redundancy.
In what follows the optimal MDVQ decoder for a given codebook Y and given index assignments is stated. Then a new algorithm for the optimization of the index assignments a 1 (I), ..., a K (I) is given.
III. OPTIMAL DECODER FOR A GIVEN INDEX ASSIGNMENT
The goal for the design of the decoder is to minimize the expected distortion at the output, for a given set of received indexes i 1 , ...,ĩ K and an encoder with a fixed codebook and a fixed index assignment. Thus, the optimization problem can be stated as follows:
In (1), the received indexes are denoted byĨ l , l = 1, ..., K. Their realizationsĩ l , l = 1, ..., K, take values from the sets
which also contain the case of "erasure" indicated by "∅". In what follows, the mean squared error will be used as a distortion measure d(·, ·). Therefore, the minimization (1) results iñ
where λ denotes the realizations of the output index I of the quantizer, with λ ∈ S, S . = {0, 1, ..., N−1}, and y λ is the vector with the number λ from the quantizer codebook Y .
The main task of the receiver is to compute the a posteriori probability P I = λ Ĩ 1 =ĩ 1 , ...,Ĩ K =ĩ K . It can be reformulated by use of the Bayes-rule and by insertion of the index assignments according to
If, additionally, the independence of the erasures on the channels is considered we obtain:
Equation (6) follows directly from the assumption for the channel that a packet is either erased with the probability p l or it is received correctly. The constant B in (5) is defined by B .
it is convenient to exploit, that the left-hand side of (5) is a probability that must sum up to one over all possible λ = 0, 1, ..., N − 1. Therefore, B can be calculated by
As an example, let us consider a system with K = 2 descriptions. If the quantizer index I = µ is transmitted and the second description is erased by the channel,Ĩ 1 = a 1 (µ) andĨ 2 = ∅ are received. Thus, we obtain from (5) and (6):
Hence, (8) equals
and the so-called "side decoder" for the the case that only the index I 1 has been received and I 2 is erased is given by (10) and (3). A similar formula results, if the first description is erased, i.e.,Ĩ 1 = ∅ and I 2 = a 2 (µ). Equation (10) indicates, that all those indexes λ have to be used for the estimation ofX by (3) that have the same first description a 1 (λ) as the one a 1 (µ) that has been received. The denominator in the upper line of (10) normalizes the left-hand side, so that it becomes a true probability. The decoding process is illustrated by Fig. 2 . When, for instance, descriptionĨ 1 = 0 is received, but descriptionĨ 2 is erased ( Fig. 2 a) ), the "side"-decoder according to (10) takes the codevector indexes λ = 0, 2 into account. If both descriptions are received, the index a posteriori probability (5) equals
so the "central" decoder issuesX = y µ using (3). This is, for sure, the desired result for an uncorrupted transmission of the index I = µ. If no description is received, i.e.,Ĩ 1 = ∅ and I 2 = ∅, we have P I = λ Ĩ 1 = ∅,Ĩ 2 = ∅ = P I = λ . Thus, the output of the receiver according to (3) equals the unconditioned expectation of all codevectors.
The optimal decoding operation described above is independent of the erasure probabilities, because the latter cancel out in (10). This still holds, if a system with more than K = 2 descriptions is used.
IV. QUALITY CRITERION FOR THE OPTIMIZATION OF THE INDEX ASSIGNMENTS
Similar as for the optimal decoder, the goal is to minimize the expected mean squared error, but, in contrast to (1), we now try to minimize it by the proper choicesâ l (), l = 1, ..., K, of the index assignments:
with
The optimal receiver outputX in (13) is computed as described in Section III. The expectation (13) is unconditioned, since the index assignments shall be optimized only once, involving the statistics of the source and the channel. The expectation (13) may be expanded as
the index sets S l , l = 1, ..., K, are given by (2) . By insertion of the index assignments as in (4) and, due to the mutual independence of the erasures, (14) equals:
with the "cost"
of each codevector y λ , λ = 0, 1, ..., N − 1. The probabilities in the product-term in (16) are given by (6) .
As an example, we will again discuss the case of K = 2 descriptions. If (6) is inserted for the conditional probabilities in (16), the sums are expanded, and it is considered that X(a 1 (λ), a 2 (λ)) = y λ , the costs of the codevectors may be reformulated according to
Now, the sum (15) may be split into two parts; the first one involves the first two terms from (17) that depend on the index assignments a 1 (), a 2 (), the last term is a positive constant for the optimization. If, additionally, the erasure probabilities on all channels are assumed to be equal, i.e., p 1 = p = p 2 , (15) can be rewritten as follows:
Thus, for the optimization of the index assignments it suffices to minimize ∆D. It is important, that ∆D is independent of the erasure probability p, i.e., for the case K = 2 and p 1 = p = p 2 , the index assignments are optimal for all possible values of the erasure probability. That is not true if more than two descriptions (K > 2) are used.
V. OPTIMIZATION OF THE INDEX ASSIGNMENTS

A. The Complexity Problem
As illustrated by Fig. 2 , the selection of the index assignments can be seen as the problem, how to place N indexes into a Kdimensional matrix with M · = K l=1 N l > N locations in such a way, that the distortion D given by (15) is minimized. The easiest way to do the optimization is the brute-force approach: one would simply have to compute the distortion for each possible index assignment and select the one with the lowest distortion. Since N locations are taken out of M possible ones in the matrix and N ! possible allocations of the codevector indexes exist for each choice of matrix locations, there are
possible assignments, i.e., the brute force approach is infeasible in all practically relevant cases: for example, if only N = 32 codevectors are mapped to two 3-bit descriptions, i.e., N 1 = 2 3 = N 2 and, thus, M = 64, the distortion of 4.8 · 10 53 different index assignments would have to be computed.
B. Index Optimization by the Binary Switching Algorithm for a System with a Single Description
The problem of assigning N indexes to N codevectors to control the performance degradation caused by bit errors on the channel is studied in [5] , where the Binary Switching Algorithm (BSA) is proposed to overcome the complexity problems of the brute-force approach, which would require to check N ! different assignments 2 . The basic idea of the BSA is to pick the codevector with the highest cost (which has the strongest contribution to the total distortion) and try to switch the index of this codevector with the index of another codevector, the "switch partner". The latter is selected such, that the decrease of the total distortion due to the index switch is as large as possible. If no switch partner can be found for the codevector with the highest cost (that means all possible switches result in a higher total distortion), the codevector with the second-highest cost will be tried to switch next. This process continues until a codevector from the list, sorted by decreasing costs, is found that allows a switch that lowers the total distortion. After an accepted switch, the cost of each codevector and the total distortion are recalculated, a new ordered list of codevectors is generated, and the algorithm continues as described above, until no further reduction of the total distortion is possible.
C. BSA for Multiple Descriptions: MD-BSA
In section IV the total distortion for the MDVQ system was formulated as the sum of the costs of the codevectors. Hence, it is easy to adopt the idea of the normal BSA for multiple descriptions: as for the single-description case, an initial index assignment is used as a starting point for the multiple description BSA (MD-BSA), but the cost of each codevector and the total distortion are calculated by (16) and (15), respectively 3 . The codevectors are sorted according to their costs in decreasing order, and the candidate codevectors for switching are picked from the top of the list. In contrast to the conventional BSA for single descriptions, now the switch partner can be either another codevector or a location in the matrix that has not been assigned to any codevector; this is illustrated by Fig. 3 . The switch that is accepted achieves the lowest total distortion for the current candidate-codevector from the list. After an accepted index switch, the cost of each codevector and the total distortion are recomputed and a new list of codevectors, ordered by decreasing cost, is generated for the next step. The algorithm stops, when no more switches are possible that further reduce the total distortion.
VI. SIMULATION RESULTS
A memoryless zero-mean unit-variance Gaussian source signal was used for the simulations. The VQ codebooks of size 64 and 128 (quantizer indexes of 6 and 7 bits) with a vector dimension of two were designed by the LBG algorithm; the splitting method [6] was used for the initialization.
The quantizer indexes were mapped to K = 2 descriptions 4 , each with 4 bits. For this purpose, a 16 × 16-matrix had to be filled with the indexes of the codevectors. For the initialization of the index assignment matrix for the MD-BSA and for the reference simulations two schemes were used: 1. 1000 different random index assignments were tried and selected was the one with the lowest total distortion ("random initialization").
2. the modified linear (ML) index assignment from [1] was used, which places the quantizer indexes on the diagonals of the assignment matrix; therefore, this method is denoted by "diagonal initialization". The ML-assignments were derived in [1] for multiple description scalar quantizers (MDSQ), where the indexes have a direct relationship to the amplitudes of the quantizer reproduction levels. Since the splitting method was used for the initialization of the LBG codebook training, most of the neighbouring indexes of the VQ codebook lie also relatively close in the signal space [7] . Therefore, the ML-assignment is useful for the MD-BSA as an initialization because it is already closer to a "good" assignment than some random initialization.
The descriptions were transmitted over mutually independent erasure channels with the erasure probabilities p 1 , p 2 ∈ (0...1). For both erasure probabilities the same values were always selected, i.e., p 1 = p = p 2 , so the index optimizations were independent of the particular value of p, as stated for K = 2 in (18).
The performances of the initial and the optimized index assignments were compared by the SNR-values at the decoder output. The results in Fig. 4 show, that the MD-BSA achieves strong gains for both initializations; as expected, the MLinitialization works better than the random initialization, but the results after the optimizations are only slightly different. It is interesting to compare the performance of the optimized MDVQ scheme with the rate-distortion bounds for multiple descriptions [8] and the MDSQ [1] for the Gaussian source with zero mean and unit variance. In Table I the side distortions of several schemes that all have the same central distortions 5 are compared. As stated above, the vector quantizers had a dimension of two and indexes with 6 bits (central distortion of 0.03) and 7 bits (central distortion of 0.015). The indexes were 5 The performance of the vector quantizer without any erasures is described by the central distortion; it is a property of the quantizer that does not depend on the index assignment. The side distortions result at the decoder output if one of the channels always erases a description. If the side distortions are not the same for each description, they are called "unbalanced". In this case, one can use the average of the side distortions to obtain a single value as a figure of merit. 6 curve, given by the rate distortion function derived in [8] . The same was done for the multiple description scalar quantization (MDSQ) [1] : again for the same rates and central distortions, the values of the side distortions were picked from [1] (Fig. 12 ) and they were inserted into the rightmost column of Table I . Within the brackets the SNR-values corresponding to the distortions were added in the whole table. Table I indicates that the MDVQ with MD-BSA index optimization achieves significant gains (1 dB in side SNR for the higher central distortion, 2.7 dB for the lower central distortion) over MDSQ. The gain is larger, if the redundancy (number of unused matrix locations) is small. In the example with the two-dimensional vector quantizer, the side distortion of the optimized MDVQ is, however, still more than 4-5 dB away from the rate distortion bound (OPTA).
In the simulation of the transmission system, the gains in side distortion (indicated by Table I) of the index-optimized MDVQ turn into maximum SNR improvements over MDSQ of 0.5 dB and 1.9 dB for the higher and the lower central distortions, respectively, both for an erasure probability of about p = 0.2.
VII. CONCLUSION
A new algorithm called MD-BSA was stated for the optimization of the index assignments of multiple description vector quantizers (MDVQ) with an arbitrary number of descriptions.
The index assignments for MDVQ resulting from the MD-BSA significantly improve the SNR at the receiving end compared with MDSQ; this was shown by simulations for a system with two descriptions and a Gaussian source signal.
In the MDVQ system model, the codevectors of the quantizer are assumed to be fixed, i.e., the lossy part of the source coding scheme is not affected by the optimization. This allows to apply the MD-BSA to standardized speech, audio, and image codecs that shall be used for signal transmission over packet erasure channels.
