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Artinian level algebras of low socle degree ∗
Alessandro De Stefani
Abstract
In this paper we study Hilbert functions and isomorphism classes of Artinian level local
algebras via Macaulay’s inverse system. Upper and lower bounds concerning numerical
functions admissible for level algebras of fixed type and socle degree are known. For each
value in this range we exhibit a level local algebra with that Hilbert function, provided
that the socle degree is at most three. Furthermore we prove that level local algebras
of socle degree three and maximal Hilbert function are graded. In the graded case the
extremal strata have been parametrized by Cho and Iarrobino.
1 Introduction
Throughout this paper we consider Artinian local (or graded) k-algebras, where k is an alge-
brically closed field of characteristic zero.
Recall that if (A,m, k) is an Artinian local k-algebra, then there exists an integer s such
that ms 6= 0 and ms+1 = 0. This integer s is called socle degree of A and A is said to be s-level
of type τ if
Soc(A) := 0 :A m = m
s and dimk Soc(A) = τ.
An Artinian local algebra is Gorenstein if it has type τ = 1, and Gorenstein algebras are
clearly level. Level algebras can be also defined in higher dimension and, in this case, A is
level if it is Cohen-Macaulay and an Artinian reduction (hence all Artinian reductions) of A
is level. The definition extends also to modules, see for example [3] and [18].
The Hilbert function of A in degree j > 0 is HFA(j) = dimkm
j/mj+1 and it is also the
Hilbert function of the corresponding associated graded ring G = ⊕j>0m
j/mj+1 which is a
standard graded k-algebra. The sequence (h0, h1, . . . , hs), where s is the socle degree of A
and hj = HFA(j) for each j = 1, . . . , s, is called h-vector of A. For the aims of this paper,
h-vector means a numerical sequence which comes from the Hilbert function of some algebras,
equivalently it satisfies the conditions of Macaulay’s Theorem.
In 1916 Macaulay establishes a one-to-one correspondence, called Macaulay’s inverse sys-
tem, between Artinian Gorenstein algebras and suitable polynomials. This correspondence
has been deeply studied in the graded case, among other authors, by A. Iarrobino in a long
series of papers, and it can be generalized to Artinian s-level local algebras. We present the
main facts that will be used in this paper. Some of them are well known, nevertheless they
are included in Section 2 for sake of completeness.
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The use of Macaulay’s inverse system gives an effective approach to the study of isomor-
phism classes of Artinian algebras. We apply this method to Artinian level local algebras
with maximal Hilbert function, which are called compressed level, that were deeply studied
by Iarrobino [14] and Fröberg-Laksov [11]. One of the main results in this paper is Theorem
3.3:
Theorem. Let A be a compressed level local algebra of socle degree 3. Then A is graded, that
is A ≃ G.
This theorem extends a result proved by J. Elias and M.E. Rossi in [8] in the case of
Gorenstein algebras of socle degree 3.
Macaulay’s inverse system gives also a way to read the Hilbert function of an Artinian
algebra. Macaulay characterized the Hilbert functions admissible for graded algebras, but
very few is known if we restrict the investigation to special classes. Usually the problem
becomes even more difficult if we consider classes of local algebras. In fact, in general, the
associated graded ring G does not reflect good properties of the original local algebra A. For
instance G is not necessarily level even if A is level.
A. Iarrobino and independently G. Valla characterize the h-vectors admissible for level
graded algebras of codimension two. This result inspired the work of V. Bertella [1] who
characterizes the h-vectors of level local algebras of codimension two. In higher codimension,
except for a result by Stanley characterizing h-vectors of Gorenstein graded algebras of codi-
mension three [19], very little is known for level algebras of type τ > 2. A. Geramita and
others develop in [10] several methods for studying the Hilbert function of graded level alge-
bras, but they give a list of admissible h-vectors which completes the investigation only for
socle degree s 6 5, or socle degree s = 6 of type τ = 2. Other results of Boij, Migliore, Mirò
Roig, Nagel and Zanello enlarge the interest concerning this topic and new and interesting
methods are introduced (see [4] or [15]). Cho and Iarrobino prove lower and upper bounds
for the Hilbert functions of s-level standard graded k-algebras of given type and they describe
the extremal strata (see [5], Theorem 1.8).
In the local setting the literature is not so rich. For instance the h-vectors admissible for
Gorenstein local algebras of codimension three are unknown, even if we restrict to complete
intersections.
In Theorem 4.3 we characterize the h-vectors of level local k-algebras with socle degree
s 6 3 and of any codimension.
Theorem. Let H = (1,m, n, τ) be an h-vector. Then H is the h-vector of an Artinian level
local algebra if and only if n 6 τm.
This result does not hold if we additionally require the algebra to be graded. In this
setting indeed a possible characterization is still unknown. The proof we give is constructive
and, in some cases, our strategy leads to an Artinian algebra which is actually graded, or even
generated by monomials. This aspect could become relevant for studying problems concerning
Lefschetz properties (see [4] and [15]) or lifting algebras to zero dimensional schemes by
deformation arguments.
All examples and computations in this paper are made by using CoCoA [6].
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2 Macaulay’s inverse system
In this section we collect some results on Macaulay’s inverse system. In particular we translate
the study of the Hilbert functions and of the isomorphism classes of level local k-algebras in
terms of the polynomials of the inverse system. Most of the results are well known in the
literature especially in the graded setting, while in the case of local algebras this approach
was not explored as much. We refer to the paper of Emsalem [9] and, in the Gorenstein case,
to the paper of Iarrobino [13] and of Elias and Rossi [8].
Throughout this paper R = k[x1, . . . , xm] will be the formal power series ring over an
algebraically closed field k of characteristic zero, while P = k[x1, . . . , xm] will be the polyno-
mial ring over k with the same number of variables as R. For i ∈ N we will use the notation
P6i := {f ∈ P : deg f 6 i} and P<i := {f ∈ P : deg f < i}.
2.1 Macaulay’s correspondence and the Hilbert Function
The polynomial ring P is an R-module under the following action:
◦ : R× P → P
(g, f) 7→ g(∂1, . . . , ∂m)(f)
where ∂i denotes the formal partial derivative with respect to xi. Starting from the R-module
structure of P define the following bilinear map:
〈 , 〉 : R× P → k
(g, f) 7→ (g ◦ f)(0)
(1)
Let I be a zero dimensional ideal of R (i.e. such that R/I is an Artinian algebra), then
I⊥ := {f ∈ P : 〈I, f〉 = 0}
is a finitely generated R-submodule of P . Assume I⊥ = 〈f1, . . . , ft〉R, where 〈. . .〉R denotes
the R-submodule of P generated by a set of polynomials. Because of the definition of ◦, I⊥ is
stable under taking derivatives and it is a k-vector space of dimension the length of R/I. Also,
as a k-vector space, I⊥ is generated by f1, . . . , ft and by all their derivatives with respect to
the variables x1, . . . , xm. More explicitly, given f = {f1, . . . , ft} and denoting with ∂
hf the
set of all the h-th derivatives of f1, . . . , ft (we will write ∂f for ∂
1f), we get:
I⊥ = 〈f〉R = 〈∂
hf : k = 0, . . . ,deg(f)〉k.
Here 〈. . .〉k means the k-vector space generated by a set of polynomials. If M is a finitely
generated R-submodule of P , then one can define the following ideal of R:
AnnR(M) := {g ∈ R : 〈g,M〉 = 0}.
Remark. Using the properties of I as an ideal of R, one can prove that I⊥ = {f ∈ P :
I◦f = 0}. Similarly, sinceM is aR-submodule of P , one has AnnR(M) = {g ∈ R : g◦M = 0}.
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Macaulay’s inverse system establishes a one-to-one correspondence between zero dimen-
sional ideals I of R and finitely generated R-submodules M of P sending I to I⊥ and con-
versely M to AnnR(M). We can restrict this correspondence to ideals I of R such that R/I
is s-level of type τ . This theory is well known and it is a consequence of Matlis duality. A
crucial fact is the following lemma whose proof is a natural recasting of Lemma 1.1 in [13].
Lemma 2.1. Let s, τ be positive integers and let ϕ : R → kτ be a k-linear homomorphism
such that ϕ(Ms) = kτ and ϕ(Ms+1) = 0, where M = (x1, . . . , xm) denotes the maximal ideal
of R. Consider I = {h ∈ R : ϕ(Rh) = 0}, then R/I is an Artinian s-level local algebra of
type τ .
Consider now the R-module M = 〈f1, . . . , fτ 〉R with deg(fi) = s for all i such that the
corresponding leading forms, say F1, . . . , Fτ (so that fi = Fi+ . . . terms of lower degree), are
linearly independent over k. Consider
ϕ : R // kτ
r ✤ // ((r ◦ f1)(0), . . . , (r ◦ fτ )(0))
Then ϕ(Ms+1) = 0 and ϕ(Ms) = kτ . This map leads to the following.
Proposition 2.2. There is a one-to-one correspondence between zero dimensional ideals of R
such that R/I is s-level of type τ and R-submodules of P generated by τ polynomials of degree
s having linearly independent forms of degree s. The correspondence is defined as follows:


I ⊆ R such that R/I
is Artinian level of type
τ and socle degree s


1−1
←→


M ⊆ P submodule generated by
τ polynomials of degree
s with l.i. forms of degree s


I −→ I⊥
AnnR(M) ←− M
We omit the proof because this fact is well known (see [9] and [13]).
It is also possible to use Macaulay’s inverse system in order to get information on Hilbert
functions. Let M be a R-submodule of P , we define the following finitely generated k-vector
spaces
Mi :=
M ∩ P6i + P<i
P<i
for all i > 0.
The correspondence between zero dimensional ideals I ofR and finitely generated R-submodules
M of P preserves lengths and Hilbert functions, that is
HFR/I (i) = dimk((I
⊥)i) for all i > 0. (2)
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2.2 Q-decomposition of the associated graded ring
Let A = R/I be an Artinian s-level local k-algebra and let G = ⊕im
i/mi+1 be its associated
graded ring. It is well known that the associated graded ring G of A can be presented as the
quotient of the polynomial ring P by a homogeneous ideal I∗, called initial ideal of I. More
explicitly I∗ is the ideal generated by all the initial forms of elements in I. See [17] for more
references, or [7] for a more geometrical approach involving the tangent cone.
Notice that, even if we are assuming that A is level, G may no longer be level. In order
to study this pathology, starting from the work of A. Iarrobino for Gorenstein algebras (see
[13]), let us consider the m-adic filtration {mi}i>0 and the Löewy’s filtration {0 : m
i}i>0 on A
and define, for each a ∈ {0, . . . , s + 1} and for every i > 0, the following ideals of G
C(a) =
⊕
i>0
C(a)i
whose homogeneous components can be described as follows:
C(a)i =
(0 : ms+1−a−i) ∩mi
(0 : ms+1−a−i) ∩mi+1
⊆ Gi.
An immediate consequence of the definition is
G = C(0) ⊇ C(1) ⊇ . . . ⊇ C(s) = 0.
Moreover it is easy to prove that if a > 1 then C(a)i = 0 for each i > s− a, while C(0)i = 0
for each i > s. Define Q(a) := C(a)/C(a+ 1). Then
{Q(a) : a = 0, . . . , s − 1}
is called Q-decomposition of the associated graded ring G.
Proposition 2.3. Let (A,m, k) be an Artinian s-level local algebra of type τ . Then Q(0) =
G/C(1) is the unique Artinian graded s-level quotient of G of type τ up to isomorphism.
Proof. First we prove that Q(0) is s-level. Being ms+1 = 0, we have mi+1 ⊆ (0 : ms−i).
Q(0) =
⊕
i>0m
i/mi+1⊕
i>0(0 : m
s−i) ∩mi/(0 : ms−i) ∩mi+1
=
=
⊕
i>0 m
i/mi+1⊕
i>0(0 : m
s−i) ∩mi/mi+1
≃
⊕
i>0
m
i
(0 : ms−i) ∩mi
.
Also (0 : Q(0)1) = Q(0)s = Gs, in fact clearly Q(0)s ⊆ (0 : Q(0)1). Conversely let a ∈ Q(0)i
be such that a ∈ Soc(Q(0)) with i < s. Then a ∈ ((0 : ms−i−1) : m) = (0 : ms−i), that is
a = 0, and so Q(0) is s-level. Then Q(0) is the unique Artinian graded s-level quotient of
G of type τ from classical facts (see [11]). Indeed, an s-level standard graded algebra only
depends on its homogeneous component of degree s, and in this case Q(0)s = Gs does not
depend on the decomposition.
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Let us set some notation. Given a polynomial f ∈ P = k[x1, . . . , xm] of degree s, we will
denote by F its leading form, that is we can write f as
f = F + . . . terms of lower degree
Also, given a set of polynomials f = {f1, . . . , fτ}, we will denote by F the set {F1, . . . , Fτ} of
the corresponding leading forms. According to Section 2 it is defined
AnnR(f) := AnnR(〈f1, . . . , fτ 〉R) and AnnR(F ) := AnnR(〈F1, . . . , Fτ 〉R).
We also introduce the following short notation for the quotients:
Af := R/AnnR(f) and AF := R/AnnR(F ).
Proposition 2.4. Let Af be an Artinian s-level local k-algebra of type τ . Then
Q(0) ≃ AF .
Proof. Notice that, using the inclusion P ⊆ R and restricting the homomorphism ◦ defined
in Section 2, one can view P as a module over itself (this structure of P -module is different from
the natural one given by the ring structure). Also, given the set of homogeneous polynomials
F = {F1, . . . , Fτ} and using this restriction, one can define the set AnnP (〈F 〉P ) ⊆ P . It turns
out that AnnP (〈F 〉P ) is a homogenous ideal of P , since F1, . . . , Fτ are all homogeneous, and
furthermore the quotient P/AnnP (〈F 〉P ) is an Artinian graded s-level k-algebra of type τ .
Also, using once again the fact that F1, . . . , Fτ are homogeneous, one has
AF =
R
AnnR(〈F 〉R)
≃
P
AnnP (〈F 〉P )
.
Claim. Let I := AnnR(〈f〉R). Then I
∗ ⊆ AnnP (〈F 〉P ).
The proposition follows from the claim, in fact assuming I∗ ⊆ AnnP (〈F 〉P ) we have
P
AnnP (〈F 〉P )
≃
P/I∗
AnnP (〈F 〉P )/I∗
≃
G
AnnP (〈F 〉P )/I∗
.
But Q(0) is the only graded s-level quotient of G of type τ up to isomorphism by Proposition
2.3, and P/AnnP (〈F 〉P ) is also graded s-level of type τ . Therefore we must have
AF ≃ P/AnnP (〈F 〉P ) ≃ Q(0).
Proof of the Claim. We prove first that I∗s ⊆ [AnnP (〈F 〉P )]s, where the subscript means
the homogeneous component of the two ideals. Let H ∈ I∗s , then there exists h ∈ R such
that h∗ = H, that is h = H + . . . higher order terms, and also h ∈ I = AnnR(〈f〉R). For
i ∈ {1, . . . , τ} we get
0 = (h ◦ fi)(0) = [(H + terms of order > s) ◦ (Fi + terms of degree < s)] (0) = (H ◦ Fi)(0),
and this equality holds for each i = 1, . . . , τ . Therefore
H ∈ [AnnP (〈F 〉P )]s
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and we get I∗s ⊆ [AnnP (〈F 〉P )]s. By a well known duality result for graded level algebras (see
for example [11]), for all t ∈ N we have
[AnnP (〈F 〉P )]t = {D ∈ Pt : DPs−t ⊆ [AnnP (〈F 〉P )]s} .
Let D ∈ I∗t and let E ∈ Ps−t, then DE ∈ I
∗
s ⊆ [AnnP (〈F 〉P )]s. This holds for all E ∈
Ps−t, therefore D ∈ [AnnP (〈F 〉P )]t. Since D ∈ I
∗
t and t ∈ N are arbitrary, this proves the
containment and hence the claim.
Proposition 2.5. Let Af be an Artinian s-level local k-algebra of type τ . The following facts
are equivalent:
(i) G is s-level of type τ .
(ii) G ≃ Q(0).
(iii) C(1) = 0.
(iv) C(a) = 0 for all a > 1.
(v) Q(a) = 0 for all a > 1.
Proof. By Proposition 2.3 Q(0) = G/C(1) is the only graded s-level quotient of G of type
τ . Then (i) implies (ii), which is clearly equivalent to (iii). Moreover, being C(1) ⊇ C(2) ⊇
. . . C(s) = 0, (iii) implies (iv). Because of the definition of the Q(a)’s, if C(a) = 0 for all
a > 1, then (v) holds. Finally, (v) implies (i) by Proposition 2.3.
Let us focus now on level algebras of socle degree s = 3. We have C(a) = 0 for all a > 2,
therefore:
G = C(0) ⊇ C(1) ⊇ C(2) = 0.
Moreover
C(1)1 =
0 : m2
(0 : m2) ∩m2
while C(1)i = 0 for each i 6= 1. (3)
Corollary 2.6. Let Af be an Artinian 3-level local algebra.. Then its associated graded algebra
G is 3-level of type τ if and only if m2 = 0 : m2.
Corollary 2.7. Let Af be an Artinian 3-level local k-algebra. Then, with the above notation
HFAf (j) =
{
HFQ(0)(j) +HFC(1)(j) if j = 1
HFQ(0)(j) if j = 0, 2, 3
Next proposition shows that the Q-decomposition is also very useful to establish whether
a local algebra is graded or not.
Proposition 2.8. Let Af be an Artinian s-level local algebra of type τ . The following facts
are equivalent:
(i) Af is graded.
(ii) Af ≃ Q(0).
(iii) 〈f〉R ≃ 〈F 〉R as R-modules.
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Proof. (i) ⇒ (ii) If Af is graded then G is level of type τ . Up to isomorphism Q(0) is the
only level quotient of G by Proposition 2.3, then Af ≃ G ≃ Q(0).
(ii) ⇒ (iii) It follows immediately by Proposition 2.4.
(iii) ⇒ (i) Being 〈f〉R ≃ 〈F 〉R one has Af ≃ Q(0) = G/C(1), therefore HFAf = HFG/C(1).
Moreover there exists an epimorphism G
pi
−→ G/C(1) given by the natural projection on the
quotient. By definition HFAf = HFG and so HFG = HFG/C(1), therefore C(1) = 0 and
Af ≃ G is graded.
2.3 Isomorphism classes of Artinian level algebras
In this section we present a possible approach for studying the classical problem of the iso-
morphism classes of local algebras using the tool of Macaulay’s inverse system. We essentially
follow the approach used by J. Elias and M.E. Rossi in [8] for Gorenstein algebras and we
extend it to level algebras.
Given an Artinian local k-algebra A denote by Auta(A) and Autv(A) the group of the
automorphisms of A as a k-algebra and as a k-vector space respectively. The automorphisms
of the power series ring (R,M, k) as a k-algebra are well known (see for example [12], Theorem
6.2.18). IfM = (x1, . . . , xm) they act as a replacement xi 7→ zi, i = 1, · · · , n, such that M =
(x1, . . . , xm) = (z1, . . . , zm). We are interested in Artinian local algebras A = R/I with socle
degree s and, since Ms+1 ⊆ I, we can restrict to the k-algebra automorphisms of R/Ms+1
induced by the projection pi : R −→ R/Ms+1. Clearly Auta(R/M
s+1) ⊆ Autv(R/M
s+1).
Let E = {ei} be the canonical basis of R/M
s+1 as a k-vector space consisting of the
standard monomials xα ordered by the deg-lex order with x1 > · · · > xm. Then the dual
basis of E with respect to the perfect paring 〈 , 〉 defined in (1) is the basis E∗ = {e∗i } of P6s,
where
(xα)∗ =
1
α!
yα,
in fact e∗i (ej) = 〈ej , e
∗
i 〉 = δij , where δij = 0 if i 6= j and δii = 1. Hence for any ϕ ∈
Autv(R/M
s+1) we can associate a matrix M(ϕ) with respect to the basis E of size l =
dimk(R/M
s+1) =
(m+s
s
)
. We have the following natural sequence of morphisms of groups:
Auta(R)
pi
−→ Auta(R/M
s+1)
σ
−→ Autv(R/M
s+1)
ρE−→ Gll(k). (4)
Given I and J ideals of R such that Ms+1 ⊆ I, J , there exists a k-algebra isomorphism
ϕ : R/I → R/J
if and only if ϕ is canonically induced by a k-algebra automorphism of R/Ms+1 sending
I/Ms+1 to J/Ms+1. In particular ϕ is an isomorphism of k-vector spaces. Dualizing
ϕ∗ : (R/J)∗ → (R/I)∗
is an isomorphism of the k-vector subspaces (R/I)∗ ≃ I⊥ and (R/J)∗ ≃ J⊥ of P6s. Hence
tM(ϕ) is the matrix associated to ϕ∗ with respect to the basis E∗ of P6s. The following
commutative diagram helps to visualize our setting:
Autv(R/M
s+1)
ρE−→ Gll(k)
↓ ∗ ↓ t()
Autv(P6s)
ρE∗−→ Gll(k)
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Denote by R the subgroup of Autv(P6s) represented by the matrices
tM(ϕ) of Gll(k) with
ϕ ∈ Auta(R/M
s+1). The following theorem by Emsalem holds.
Theorem 2.9. ([9, Proposition 15]) The classification, up to isomorphism, of the Artinian
local k-algebras of multiplicity e, socle degree s and embedding dimension m is equivalent to
the classification, up to the action of R, of the k-vector subspaces of P6s = {g ∈ P : deg g 6 s}
of dimension e, stable under derivation and containing P61.
In the special case of Gorenstein algebras, given ϕ ∈ Auta(R), one has
ϕ(Af ) = Ag if and only if (ϕ
∗)−1(〈f〉R) = 〈g〉R.
In [8] J. Elias and M.E. Rossi proved that, since a generator of a cyclic R-module is defined
modulo an invertible element of R (f and g must be polynomials of the same degree), if
ϕ(Af ) = Ag then (ϕ
∗)−1(f) = u ◦ g, where u is a unit in R. With level algebras we have
ϕ(Af ) = Ag if and only if (ϕ
∗)−1(〈f1, . . . , fτ 〉R) = 〈g1, . . . , gτ 〉R.
If ϕ(Af ) = Ag, in analogy with the Gorenstein case, we get the following result.
Lemma 2.10. Let ϕ ∈ Auta(R). The following facts are equivalent:
(i) ϕ(Af ) = Ag.
(ii) There exists B ∈ Glτ (R) such that
t((ϕ∗)−1(f1), . . . , (φ
∗)−1(fτ )) = B ◦
t(g1, . . . , gτ ).
Remark. In the graded case (ϕ∗)−1 is a linear transformation which acts by substitution on
the variables of the homogeneous polynomials F1, . . . , Fτ . In the local case this fact is true if
ϕ is a linear transformation, but in general it is no longer true.
Let B ∈ Glτ (R/M
s+1), then this matrix acts on (P6s)
τ as an isomorphism of k-vector
spaces. Set l = dimk P6s, then there exists a matrix N(B) ∈ Gllτ (k) associated to the action
of B on (P6s)
τ with respect to the basis (E∗)⊕τ of (P6s)
τ .
Let f1, . . . , fτ ∈ P6s, then set fi = bi1e
∗
1+ . . .+ bile
∗
l ∈ P6s for all i = 1, . . . , τ . We denote
the row vector of the coefficients of the τ polynomials with respect to the basis E∗ by
[f ]E∗ = (b11, . . . , b1l, . . . , bτ1, . . . , bτl).
This leads to a natural generalization of Proposition 2.2 in [8], which is stated for Gorenstein
algebras instead.
Proposition 2.11. Two Artinian s-level algebras Af and Ag of type τ are isomorphic if and
only if there exists ϕ ∈ Auta(R/M
s+1) and there is an invertible matrix B ∈ Glτ (R/M
s+1)
such that
[g]E∗(
tN(B)M(ϕ⊕τ )) = [f ]E∗ ,
where M(ϕ⊕τ ) is the matrix associated to the homomorphism which consists of τ copies of ϕ.
The above result allows us to translate the difficult problem of the classification of level
local algebras up to isomorphism into a problem of linear algebra.
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3 Compressed level local algebras which are graded
If Af is a Gorenstein algebra with h-vector H = (1,m, n, 1), J. Elias and M.E. Rossi proved
in [8] that Af is graded if and only if H is admissible as the h-vector of a graded Gorenstein
algebra. This no longer true if A is level. For instance H = (1, 4, 5, 6) is achieved by a level
graded algebra (see Example 4.7), however if we consider
f1 := x
3 + t2, f2 := x
2y, f3 := xy
2, f4 := z
3, f5 := xz
2, f6 := y
3
Af = R/Ann(〈f1, . . . , f6〉R) has h-vector H but it is not isomorphic to its associate graded
algebra G, because Q(0) = AF has h-vector (1, 3, 5, 6).
Another direction of investigation arises from the fact that in the Gorenstein case, as
already pointed out, A is graded if and only if its h-vector is admissible for a graded Gorenstein
algebra, but this fact is also equivalent to say that A has maximal Hilbert function. In fact,
if A has h-vector (1,m, n, 1), then necessarily n 6 m, and A is graded if and only if equality
holds. More generally, if A is 3-level of type τ with h-vector (1,m, n, τ), then n 6 τm
(see Theorem 4.3), and when equality holds A is called compressed level or, for brevity, just
compressed. We will prove that if Af is a compressed level local algebra of socle degree 3,
then it is graded. We need some further definitions and results before proving it. Let F ∈ P3
be a form of degree three. Define:
• ∆1(F ) the m ×
(m+1
2
)
matrix which j-th row is the vector of the coefficients of ∂jF
ordered following lex order on the dual basis {
x2
1
2 , x1x2, . . . ,
x2m
2 } of P2.
• ∆2(F ) the
(
m+1
2
)
× m matrix which j-th row is the vector of the coefficients of ∂sF
ordered following lex order on P1 = {x1, . . . , xm}. Here s ∈ N
m, with |s| = 2, is such
that xs is the j-th element of T2m in lex order.
Essentially, ∆1(F ) and ∆2(F ) are the matrices of the coefficients (with respect to the dual
bases) of the first and the second derivatives of F .
Lemma 3.1. Let F ∈ P3 be a form of degree three. Then
∆1(F ) =
t∆2(F ).
Proof. Let r = 1, . . . ,m. Set δr ∈ N
m the vector which entries are all 0 except for position
r, in which there is 1. Also set F =
∑
|i|=3 αi
xi
i! , written in the dual basis. Notice that
∂rF =
∑
|j|=2
βj
xj
j!
=
∑
|j|=2
αj+δr
xj
j!
.
Also
∂sF =
m∑
k=1
γδkxk =
m∑
k=1
αδk+s xk.
Hence the coefficient of x
s
s! in ∂rF is exactly the coefficient of xr in ∂sF , and it is equal to
αδr+s. This means
∆1(F ) =
t∆2(F ).
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By the above lemma, ∆1(F ) and ∆2(F ) carry the same information about F , therefore
we consider only ∆(F ) := ∆1(F ). Let AF be a graded level algebra with h-vector (1,m, n, τ).
We can define:
∆(F ) =


∆(F1)
...
∆(Fτ )


which is a τm×
(
m+1
2
)
matrix. It is easy to see that
rk(∆(F )) = n, (5)
hence ∆(F ) has maximal rank if and only if
n = min
{
τm,
(
m+ 1
2
)}
,
if and only if AF is compressed.
Lemma 3.2. Let Af be a compressed level local algebra of socle degree three. Then Q(0) = AF
is compressed.
Proof. Let (1,m, n, τ) be the h-vector of Af . Being Af compressed we have
n = min
{
τm,
(
m+ 1
2
)}
.
Corollary 2.7 shows that Q(0) has h-vector (1, r, n, τ), with r 6 m. But Q(0) is a level algebra
itself and hence its h-vector must satisfy the following inequality:
min
{
τm,
(
m+ 1
2
)}
= n 6 min
{
τr,
(
r + 1
2
)}
.
This yields m 6 r and hence r = m. Therefore Q(0) has h-vector (1,m, n, τ) and it is a
compressed algebra.
Theorem 3.3. Let Af be a compressed level local algebra of type τ and socle degree 3. Then
Af is graded.
Proof. First notice that, being P61 = {g ∈ P : deg g 6 1} ⊆ 〈f1, . . . , fτ 〉R, we can assume
that fi = Fi + Qi, for each i = 1, . . . , τ , where Fi and Qi are forms of degree 3 and 2
respectively. Let (1,m, n, τ) be the h-vector of Af , then it has to be
n = min
{
τm,
(
m+ 1
2
)}
since Af is compressed. Assume n =
(m+1
2
)
. Then dimk(R1 ◦ 〈f〉R) =
(m+1
2
)
and therefore
P2 ⊆ 〈f1, . . . , fτ 〉R too. In this case:
〈f1, . . . , fτ 〉R = 〈F1 +Q1, . . . , Fτ +Qτ 〉R = 〈F1, . . . , Fτ 〉R
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and hence Af is graded by Proposition 2.8 (iii).
Assume now n = τm. We want to prove that there exists ϕ ∈ Auta(R/M
4) such that
[F ]E∗M(ϕ) = [f ]E∗ = [F +Q]E∗.
Consider ϕ : R/M4 → R/M4 the k-algebra automorphism with the identity as Jacobian
defined as follows on the variables:
ϕ(xh) := xh +
∑
|i|=2
ahi x
i h = 1, . . . ,m
where ahi ∈ k for each |i| = 2, h = 1, . . . ,m and a := (a
h
i : |i| = 2, h = 1, . . . ,m) is a
row vector of size m
(
m+1
2
)
. The matrix M(ϕ) associated to ϕ is an element of Glr(k), where
r =
(m+3
4
)
, with respect to the basis E of R/M4 ordered by the deg-lexicographic order.
Explicitly:
M(ϕ) =


1 0 0 0
0 Im 0 0
0 D I(m+12 )
0
0 0 B I(m+23 )


where for all t > 1 It denotes the t× t identity matrix. The first block of columns corresponds
to the image ϕ(1) = 1. The second block of columns corresponds to the image of ϕ(xi),
i = 1, . . . ,m. The third block of columns corresponds to the image of ϕ(xi), where |i| = 2.
Finally the fourth block of columns corresponds to the image of ϕ(xi) with |i| = 3, that
is the identity matrix. Hence D is the
(m+1
2
)
×m matrix defined by the coefficients of the
degree two monomials of ϕ(xi), i = 1, . . . ,m and B is a
(m+2
3
)
×
(m+1
2
)
matrix defined by
the coefficients of the degree three monomials appearing in ϕ(xi), with |i| = 2. It is clear
that M(ϕ) is determined by D and the entries of B are linear forms in the variables ahi , with
|i| = 2, h = 1, . . . ,m. Now write F1, . . . , Fτ in the dual basis E
∗:
Fj =
∑
|i|=3
αji
xi
i!
j = 1, . . . , τ
and also Q1, . . . , Qτ :
Qj =
∑
|i|=2
βji
xi
i!
j = 1, . . . , τ.
Set αj := (αji : |i| = 3) a row vector of size
(m+2
3
)
and similarly βj := (βji : |i| = 2) a row
vector of size
(m+1
2
)
. We have to solve the following linear system:
[αj ]E∗B = [β
j ]E∗ j = 1, . . . , τ
or equivalently:
[α]E∗ B
⊕τ = [β]E∗
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where α = (αj : j = 1, . . . , τ) is a row vector of size τ
(m+2
3
)
and similarly β = (βj : j =
1, . . . , τ) is a vector of size τ
(m+1
2
)
and
B⊕τ =


B
B
...
B


is a τ
(
m+2
3
)
×
(
m+1
2
)
matrix. J. Elias and M.E. Rossi prove in [8] that for each j = 1, . . . , τ
there exists a
(
m+1
2
)
×m
(
m+1
2
)
matrix Mj such that:
[αj ]E∗B = a
tMj
where a are the coefficients defining the automorphism ϕ. Hence we have to solve
a tM = [β]E∗
where
M =


M1
M2
...
Mτ


is a τ
(
m+1
2
)
×m
(
m+1
2
)
matrix.
For each j = 1, . . . , τ recall the matrices ∆(Fj) previously introduced. Elias and Rossi
prove in [8] that the matrices Mj have the following upper-diagonal structure:
Mj =


M1j * . . . * *
0 M2j . . . * *
...
...
...
...
...
0 0 . . . Mm−1j *
0 0 . . . 0 Mmj


where M lj is a (m− l + 1)×
(
m+1
2
)
matrix, l = 1, . . . ,m, such that:
(i) 1-st row of M1j equals two times the 1-st column of ∆(Fj).
t-th row of M1j equals the t-th column of ∆(Fj), t = 2, . . . ,m.
(ii) 1-st row of M lj equals two times the l-th column of ∆(Fj), for l = 2, . . . ,m.
t-th row ofM lj equals the (l+t−1)-th column of ∆(Fj), t = 2, . . . ,m−l+1, l = 2, . . . ,m.
In this way they show that Mj has maximal rank because ∆(Fj) has maximal rank, hence
the system a tMj = [β
j ]E∗ is compatible and this completes their proof. In our generalization
to level algebras we have to prove that there is a solution a which satisfies a tMj = [β
j ]E∗ for
all j = 1, . . . , τ , hence we have to show that the matrixM has maximal rank. But in this case:
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M =


M11 * . . . * *
0 M21 . . . * *
...
...
...
...
...
0 0 . . . Mm−11 *
0 0 . . . 0 Mm1
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
M1τ * . . . * *
0 M2τ . . . * *
...
...
...
...
...
0 0 . . . Mm−1τ *
0 0 . . . 0 Mmτ


.
Therefore the rank ofM is linked to the rank of∆(F ). But we assumed that Af is compressed,
and hence Q(0) = AF is compressed by Lemma 3.2. So the matrix ∆(F ) has maximal rank
equal to τm by (5). This means that the system is compatible and completes the proof.
The converse of Theorem 3.3 does not hold:
Example 3.4. Consider the h-vector (1, 2, 2, 2) which is achieved, for example, by the fol-
lowing level local k-algebra:
Af = A{x3,y3} =
k[x, y]
(x4, xy, y4)
.
Af ≃ AF is graded, however it is not compressed.
4 h-vectors of Artinian level local algebras
For the aims of this section A will denote an Artinian k-algebra of socle degree s, type τ and
embedding dimension m. We can assume that A ≃ k[x1, . . . , xm]/I with I ⊆ (x1, . . . .xm)
2.
4.1 Socle degree two
Note that the case s = 1 (h-vector (1,m)) is trivial, since I = (x1, . . . , xm)
2 and A is level.
If s = 2, then A is not necessarily level. If A is level, then we can easily prove that A
actually is a standard graded k-algebra. This is true because G itself is level since G = Q(0).
Recalling the notation introduced in Section 2.2, if we write A = Af , then 〈f〉R = 〈F 〉R
because P61 = {g ∈ P : deg g 6 1} ⊆ 〈F 〉R.
If the socle degree is s = 2 all h-vectors are admissible for an Artinian level local algebra.
This means that any numerical sequence (1,m, τ) which satisfies the conditions of Macaulay’s
Theorem (in this case just τ 6
(
m+1
2
)
) can be the h-vector of a 2-level local algebra. The
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result could be already known, nevertheless we present an easy and constructive proof, based
on the use of Macaulay’s inverse system.
Proposition 4.1. Let H = (1,m, τ) be a numerical sequence. Then H is the h-vector of an
Artinian 2-level local k-algebra if and only if τ 6
(m+1
2
)
.
Proof. We only have to prove that if τ 6
(m+1
2
)
, then we are able to construct an Artinian
2-level local algebra with h-vector H. By virtue of Proposition 2.2 it is enough to exhibit a
set f = {f1, . . . , fτ} of polynomials of degree two such that the h-vector of Af is H. Assume
τ > m and set
T
2
m := Supp
(
(x1, . . . , xm)
2
)
= {x21, x1x2, . . . , x
2
m}.
Consider τ homogeneous polynomials f1, . . . , fτ corresponding to the first τ terms of T
2
m with
respect to the lexicographic order:
f1 = x
2
1, f2 = x1x2, f3 = x1x3, . . .
Assume τ < m instead, then consider τ homogeneous polynomials f1, . . . , fτ , defined as
follows:
f1 = x
2
1, f2 = x
2
2, . . . . . . fτ−1 = x
2
τ−1, fτ = x
2
τ + x
2
τ+1 + . . .+ x
2
m.
According to (2) it is easy to see that in both cases Af has h-vector H = (1,m, τ).
4.2 Socle degree three
It is well known that h-vectors of s-level algebras of embedding dimension m and type τ have
to satisfy the following inequality (see for instance [11] and [5]):
hi 6 min
{
τ
(
m+ s− i− 1
s− i
)
,
(
m+ i− 1
i
)}
for i = 0, . . . , s.
If the socle degree is s = 3 and the h-vector is (h0, h1, h2, h3) = (1,m, n, τ) the only significant
inequality is
h2 = n 6 min
{
τm,
(
m+ 1
2
)}
.
Clearly n 6
(m+1
2
)
by Macaulay’s Theorem. Using Macaulay’s inverse system and the Q-
decomposition we can easily show that n 6 τm.
Proposition 4.2. Let A = R/I be an Artinian level local k-algebra with h-vector H =
(1,m, n, τ). Then
n 6 τm.
Proof. By Corollary 2.7
n = HFA(2) = HFQ(0)(2).
Being Q(0) a 3-level graded algebra there exist F1, . . . , Fτ forms of degree three such that
Q(0) = AF . Moreover, being F1, . . . , Fτ homogeneous polynomials, it is easy to see that
(〈F1, . . . , Fτ 〉R)2 = 〈∂F 〉k = 〈∂F1, . . . , ∂Fτ 〉k.
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Hence
n = HFAF (2) = dimk(〈∂F 〉k) 6 τm
because ∂F1, . . . , ∂Fτ are at most τm linearly independent forms of degree two.
We prove now that the condition n 6 τm, which is apparently a weak request, is sufficient
to characterize all admissible h-vectors for level local k-algebras with socle degree three.
Theorem 4.3. Let H = (1,m, n, τ) be an h-vector. Then H is the h-vector of an Artinian
level local algebra if and only if n 6 τm.
The proof will be divided in three steps. In each case we will find a strategy for presenting
the generators of the inverse system (and hence the ideal). First we investigate the non-
increasing vectors m > n > τ > 0. Notice that in this range the h-vectors are achieved by
level local algebras, not necessarily graded.
Proposition 4.4. Let H = (1,m, n, τ) be an h-vector. If m > n > τ > 0, then H is the
h-vector of an Artinian 3-level local algebra.
Proof. Consider the following τ polynomials:
f1 := x
3
1, f2 := x
3
2, f3 := x
3
3, . . . . . . fτ−1 := x
3
τ−1, fτ := x
3
τ + . . .+ x
3
n + x
2
n+1 + . . .+ x
2
m.
By using (2) it is easy to prove that:


HFAf (1) = dimk(〈x1, . . . , xm〉k) = m
HFAf (2) = dimk(〈x
2
1, . . . , x
2
n〉R) = n
HFAf (3) = τ
and hence H is the h-vector of Af .
In the next numerical range the h-vectors will be admissible for level graded algebras, not
just local. This is because we are able to present homogeneous inverse system polynomials.
Proposition 4.5. Let H = (1,m, n, τ) be an h-vector. If
max{τ,m} 6 n 6 τm
then H is the h-vector of an Artinian 3-level graded algebra.
Proof. For each j = 0, . . . ,
[
m
2
]
we define:
Dj := {x
2
i xi+j : i = 1, . . . m},
where, by convention, whenever an index of a variable is l > m+1 one has to read l−m (for
example xm+1 is x1). We equip each Dj with the following order j:
x2ixi+j j x
2
kxk+j ⇐⇒ i 6 k.
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Denote by #A the cardinality of a finite set A. Observe that Di ∩ Dj = ∅ if i 6= j and also
#Dj = m for all j. Set D = ∪jDj . From the previous remarks we deduce that
#D = m
([m
2
]
+ 1
)
>
(
m+ 1
2
)
.
Using the terms of the set D we want now to exhibit τ forms of degree three f1, . . . fτ ∈ P =
k[x1, . . . , xm] with disjoint supports such that
#Supp {f1, . . . , fτ} = dimk(〈∂f1, . . . , ∂fτ 〉R) = n.
Since H is an h-vector, we have:
n = HF (2) 6
(
m+ 1
2
)
.
Moreover n 6 tm by assumption, therefore n 6 min
{(m+1
2
)
, τm
}
. This shows that we can
satisfy the request #Supp {f1, . . . , fτ} = n, since n 6 #D.
Set n˜ := n− τ (n > τ by assumption), then there exist h, l ∈ N such that
n˜ = h(m− 1) + l with 0 6 l < m− 1.
Notice that we have
h(m− 1) 6 h(m− 1) + l = n− τ 6 τm− τ = τ(m− 1). (6)
If m = 1, the h-vector is forced to be (1, 1, 1, 1) and therefore we have n˜ = h = 0 < 1 = τ . If
m > 1 we can divide by (m− 1), hence we always get τ > h. Let us consider different cases:
(a) If τ = h, then define
fj :=
m∑
i=1
x2ixi+j−1 for j = 1, . . . , h.
Notice that for all j = 1, . . . , h, the monomials which appear in the support of fj are
elements of the set Dj−1. Also, being τ = h, the inequalities in (6) become equalities.
Hence {
n− τ = τm− τ
h(m− 1) = h(m− 1) + l
⇒
{
n = τm
l = 0
Set now
V (1) := 〈∂f1, . . . , ∂fh〉k = 〈xixi+j : i = 1, . . . ,m j = 0, . . . , h− 1〉k,
then one has 

HFAf (1) = dimk(〈x1, . . . , xm〉k) = m
HFAf (2) = dimk V
(1) = hm = tm = n
HFAf (3) = h = τ
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(b) If τ = h+ 1, then
n = n− τ + h+ 1 = n˜+ h+ 1 = h(m− 1) + l + h+ 1 = hm+ l + 1.
Define
fh+1 :=
l+1∑
i=1
x2ixi+h
and consider now f = {f1, . . . , fh, fh+1}, where f1, . . . , fh are defined as in (a). Set
V (2) := 〈∂fh+1〉k,
then one has: 

HFAf (1) = dimk(〈x1, . . . , xm〉k) = m
HFAf (2) = dimk(V
(1) ⊕ V (2)) = (hm) + (l + 1) = n
HFAf (3) = h+ 1 = τ
(c) If h + 2 6 τ 6 h +m− l, then we enlarge the set of the polynomials already defined in
(a) and (b) as follows:


fh+2 := x
2
l+2xl+h+2
. . .
fτ := x
2
l+τ−hxl+τ
We set
V
(3)
1 := 〈∂fh+2, . . . , ∂fτ 〉k = 〈xixi+h : i = l + 2, . . . , l + τ − h〉k.
We get


HFAf (1) = dimk(〈x1, . . . , xm〉k) = m
HFAf (2) = dimk(V
(1) ⊕ V (2) ⊕ V
(3)
1 ) = (hm) + (l + 1) + (τ − h− 1) =
= h(m− 1) + l + τ = n˜+ τ = n
HFAf (3) = τ
(d) Let τ > h+m− l, and consider the set of polynomials {f1, . . . , fh+m−l} already defined
in (a),(b), taking τ maximum (equal to h+m− l) in the range of (c). Then we have:


fh+2 := x
2
l+2xl+h+2
. . .
fh+m−l := x
2
mxh
which are polynomials that involve all the terms of Dh not yet considered in fh+1. Our
strategy is to define fh+m−l+1, . . . , fτ each one as an element of Dj , with j > h, following
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the orders j. In particular, starting from Dh+1, we pick all the elements in this set
before passing to Dh+2, and so on. Set
n := n− (h+ 1)m.
Note that
n = h(m− 1) + l + τ − (h+ 1)m = τ − (h+m− l) > 0
and so we can write
n = mr + s,
where r, s ∈ N and 0 6 s < m. In this way we get:

fh+2 := x
2
l+2xl+h+2
. . .
fh+m−l := x
2
mxh

 we complete Dh
fh+m−l+1 := x
2
1xh+2
. . .
. . .

 we complete Dh+1
. . .
. . .
. . .
. . .
fτ−s := x
2
mxh+r

 we complete Dh+r
With these choices we define
V
(3)
2 := 〈∂fh+2, . . . , ∂fτ−s〉k = 〈xixi+j : i = 1, . . . ,m j = h, . . . , h+ r〉k.
Setting f = {f1, . . . , fh+1, fh+2, . . . , fτ−s} we get

HFAf (1) = dimk(〈x1, . . . , xm〉k) = m
HFAf (2) = dimk(V
(1) ⊕ V (2) ⊕ V
(3)
2 ) = (hm) + (l + 1) + (m− (l + 1) + rm) =
= m(h+ 1) + n− s = n− s
HFAf (3) = τ − s
If s = 0 we have the required τ polynomials. If s > 0 just define the last s polynomi-
als following the above strategy, that is setting each one of them as a term of Dh+r+1
(respecting the order h+r+1):

fτ−s+1 := x
2
1xh+r+2
. . .
fτ := x
2
sxh+r+s+1
In such a way we can define
V (4) := 〈∂fτ−s+1, . . . , ∂fτ 〉k = 〈xixi+h+r+1 : i = 1, . . . , s〉k
and we get

HFAf (1) = dimk(〈x1, . . . , xm〉k) = m
HFAf (2) = dimk(V
(1) ⊕ V (2) ⊕ V
(3)
2 ⊕ V
(4)) = n− s+ s = n
HFAf (3) = τ
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Once again Af has h-vector H.
Proposition 4.6. Let H = (1,m, n, τ) be an h-vector. If n < τ then H is the h-vector of an
Artinian 3-level local algebra.
Proof. Since H is an h-vector, it has to satisfy Macaulay’s Theorem (see [19] for notation).
Therefore
τ = HFA(3) 6 HFA(2)
〈2〉 = n〈2〉.
There exists l ∈ N, l > 1 and h ∈ {0, 1, 2, . . . , l} such that
n =
(
l + 1
2
)
+ h,
hence
n〈2〉 =
(
l + 2
3
)
+
(
h+ 1
2
)
.
Moreover, again for the fact that H is an h-vector, it has to be
(
l + 1
2
)
6
(
l + 1
2
)
+ h = n 6 m〈1〉 =
(
m+ 1
2
)
and so m > l and m = l only when h = 0.
Let us extend the notation introduced in the proof of Proposition 4.1:
T
n
l := Supp ((x1 + . . .+ xl)
n) = {xn1 , x
n−1
1 x2, . . . , x
n
l }.
Notice that #Tnl =
(
l+n−1
n
)
. For every f ∈ R we also introduce the following notation:
f · Tnl := {ft : t ∈ T
n
l }.
Assume now h = 0, then τ 6
(
l+2
3
)
because H is an h-vector. It is enough to define τ forms
of degree three F1, . . . , Fτ as the first τ monomials in T
3
l with respect to Lexicographic order.
Notice that #T3l =
(l+2
3
)
and, as said before τ 6
(l+2
3
)
, so this choice is possible. In this
way we are selecting τ distinct monomials of degree three which generate n =
(
l+1
2
)
linearly
independent forms of degree two, in other words we have


HFAF (1) = dimk(〈x1, . . . , xl〉k) = k
HFAF (2) = dimk T
2
l =
(l+1
2
)
= n
HFAF (3) dimk(〈F1, . . . , Fτ 〉k) = τ
Being HFA(1) = m > l, we can set
f1 := F1 +
m∑
i=l+1
x2i , fj := Fj for all j = 2, . . . , τ
and with these choices Af has h-vector
(
1,m,
(l+1
2
)
, τ
)
= (1,m, n, τ), as required.
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Now assume n =
(l+1
2
)
+ h with 0 < h 6 l and recall
#T2l =
(
l + 1
2
)
.
In this case we consider n =
(l+1
2
)
+ h forms of degree three F1, . . . , Fn as follows. Each of
the first
(l+1
2
)
is selected to be a different monomial in the set x1 · T
2
l = {x
3
1, x
2
1x2, . . . , x1x
2
l }
(recall that #(x1 · T
2
l ) =
(l+1
2
)
), once again following lexicographic order:
F1 := x
3
1, F2 := x
2
1x2, . . . . . . F(l+12 )
:= x1x
2
l .
We define the remaining h in the following way
F(l+12 )+1
:= x3l+1, F(l+12 )+2
:= x1x
2
l+1, . . . . . . Fn := xh−1x
2
l+1.
These are n =
(l+1
2
)
+h linearly independent forms of degree three whose derivatives generate
a k-vector space of dimension exactly n =
(l+1
2
)
+ h. In fact:
dimk(〈∂F1, . . . , ∂Fn〉k) =
= dimk(〈T
2
l 〉k ⊕ 〈x
2
l+1, x1xl+1, . . . , xh−1xl+1〉k) =
(
l + 1
2
)
+ h = n.
Set F = {F1, . . . , Fn}, then one has


HFAF (1) = dimk(〈x1, . . . , xl+1〉k) = l + 1
HFAF (2) = dimk(〈T
2
l 〉 ⊕ 〈x
2
l+1, x1xl+1, . . . , xh−1xl+1〉k) = n
HFAF (3) = dimk(〈T
3
l 〉k ⊕ 〈x
3
l+1, x1x
2
l+1, . . . , xh−1x
2
l+1〉k) = n
Recall that by assumption and by Macaulay’s Theorem we have
n < HFA(3) = τ 6
(
l + 2
3
)
+
(
h+ 1
2
)
.
We consider now τ − n new polynomials. Notice that
τ − n 6
(
l + 2
3
)
+
(
h+ 1
2
)
− n =
(
l + 1
3
)
+
(
h
2
)
= #
[(
T
3
l r
(
x1 · T
2
l
))
∪
(
xl+1 · T
2
h−1
)]
.
Hence we can define Fn+1, . . . , Fτ each one as a monomial in
[(
T
3
l r
(
x1 · T
2
l
))
∪
(
xl+1 · T
2
h−1
)]
,
chosen with respect to any order (even randomly). The introduction of these new τ −n forms
does not modify the value of HFA(2), in fact
〈∂Fn+1, . . . , ∂Fτ 〉k ⊆ 〈T
2
l 〉 ⊕ 〈x
2
l+1, x1xl+1, . . . , xh−1xl+1〉k = 〈∂F1, . . . , ∂Fn〉k.
As above, being HFA(1) = m > l + 1, set:
f1 := F1 +
m∑
i=l+2
x2i fj := Fj for all j = 2, . . . , τ
With this choices Af has h-vector H.
21
Propositions 4.4, 4.5, 4.6 complete the proof of Theorem 4.3.
If we restrict the investigation to codimension m = HFA(1) = 3, following our strategy,
we construct graded level algebras in all cases except for the h-vectors:
(1, 3, 2, 1) (1, 3, 2, 2) (1, 3, 3, 4).
A priori this fact does not mean that these cannot be admissible for a graded level algebra,
but actually this is the case. The first one is clearly not admissible as the h-vector of a graded
Gorenstein algebra, because it is not symmetric. As regarding the other two, a reason comes
from a result proved by Peeva [16] on the consecutive cancellations in a free resolution of the
associated lex segment ideal. See also [10].
Our strategy does not give a characterization of the h-vectors admissible for level graded
algebras. In fact the condition n > max{τ,m} of Proposition 4.5 is sufficient, but not neces-
sary if the embedding dimension is m > 4 as the following example shows.
Example 4.7. Consider H = (1, 4, 5, 6). In this case n = 5 < t = 6 hence, following the
construction of Proposition 4.6, we exhibit a non-graded example. However, if we consider
the following homogeneous polynomials:
g1 = x
3
1, g2 := x
2
1x2, g3 := x1x
2
2, g4 := x
3
2, g5 := x
3
3, g6 := x
3
4
the h-vector of Ag is H = (1, 4, 5, 6) and Ag is a graded level algebra.
If n < min{τ,m}, the h-vector is non-unimodal and the construction of a graded level
algebra is in general not trivial.
Example 4.8. Consider (1, 13, 12, 13), we want to prove that it can be the h-vector of a level
graded algebra even if, following our strategy, we end up with a non-homogeneous ideal for
this h-vector. Set
F := a1x
3 + a2x
2y + a3x
2z + a4xy
2 + a5xyz + a6xz
2 + a7y
3 + a8y
2z + a9yz
2 + a10z
3.
Then AF has non-unimodal h-vector (1, 13, 12, 13, 1). Hence A∂F , which is obtained by trun-
cation from AF , has h-vector (1, 13, 12, 13). This non-unimodal Gorenstein example was first
given by Stanley.
Also if m > n > τ it is not immediate to construct graded examples, but it is possible to
get one starting from Example 4.8.
Example 4.9. Consider H = (1, 15, 14, 14). It satisfies the condition of Theorem 4.3, hence
it is admissible for a level local k-algebra. Indeed we construct, in Proposition 4.4, non
homogeneous inverse system polynomials for this h-vector. However H is admissible also for
a graded level algebra. Set:
F := a1x
3 + a2x
2y + a3x
2z + a4xy
2 + a5xyz + a6xz
2 + a7y
3 + a8y
2z + a9yz
2 + a10z
3,
then the truncation A∂F of AF has h-vector (1, 13, 12, 13), as shown in Example 4.8. Consider
G := y31 + y
3
2,
then AG has h-vector (1, 2, 2, 1). If we set E := {∂F ,G} ,then AE is graded and has h-vector:
(1, 13, 12, 13) + (1, 2, 2, 1) = (1, 15, 14, 14).
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