Abstract. We present a way to construct Parseval frames of piecewise constant functions for L 2 [0, 1]. The construction is similar to the generalized Walsh bases. It is based on iteration of operators that satisfy a Cuntz-type relation, but without the isometry property. We also show how the Parseval frame can be dilated to an orthonormal basis and the operators can be dilated to true Cuntz isometries.
Introduction
In [DPS14] , Dutkay et al. introduced a method of constructing orthonormal bases from representations of Cuntz algebras. Recall that the Cuntz algebra O N , where N is an integer, N ≥ 2, is the C * -algebra generated by N isometries (S i ) i=0,...,N −1 on some Hilbert space H which satisfy the Cuntz relations The basic idea was to start with some vector v 0 in H which is fixed by the first isometry, S 0 v 0 = v 0 , and then apply all the Cuntz isometries S ω1 . . . S ωn v 0 where ω 1 , . . . , ω n ∈ {0, . . . , N − 1}. Eliminating the repetitions generated by the fact that S 0 v 0 = v 0 , one can see immediately that the resulting family of vectors is orthonormal. The more delicate issue is, of course, its completeness.
A particular case of this construction yields the classical Walsh basis on L 2 [0, 1] and some variations of that yield generalized Walsh bases for L 2 [0, 1] consisting of piece-wise constant functions, see [DPS14, DP14] . In this paper, we will follow similar ideas, but with some important modifications. We will begin not with a Cuntz algebra representation, but with one where only the relation (1.2)
is satisfied. Again we will have a vector v 0 (in our case, the constant function 1) withS 0 v 0 = v 0 , and, by iterating the operatorsS i , we will obtain a familyS ω1 . . .S ωn v 0 which is a Parseval frame.
Recall that a Parseval frame for a Hilbert space H is a family of vectors {ẽ j : j ∈ J} such that (1.3)
To prove that the family {S ω1 . . .S ωn v 0 : ω 1 , . . . , ω n ∈ {0, . . . , N − 1}} is a Parseval frame, we construct a dilation to an orthonormal basis. We recall two important results in dilation theory: Theorem 1.1. A family {ẽ j : j ∈ J} is a Parseval frame for a Hilbert space H if and only if there is a larger Hilbert space K ⊃ H and an orthonormal basis {e j : j ∈ J} such that P H e j =ẽ j for all j ∈ J, where P H is the orthogonal projection from K onto the subspace H.
The second result [BJKW00, Theorem 5.1] shows that the relation (1.2) can always be dilated to a representation of the Cuntz algebra. Theorem 1.2. Let H be a Hilbert space and letS 0 , . . . ,S N −1 be operators on H satisfying
Then H can be embedded into a larger Hilbert space K, carrying a representation S 0 , . . . , S N −1 of the Cuntz algebra O N such that, if P H is the projection onto H, we havẽ
is unique up to unitary equivalence.
These are the general lines of our construction. Now we describe the particulars of our construction. We start with a matrix T of the form
, such that T * T = I N , i.e., an isometry. This means that the columns are orthonormal vectors in C M , and, equivalently, that the rows form a Parseval frame for C N (see, e.g., [HKLW07, Lemma 3.8]). We assume that (1.5) α 0,j = 1 for j ∈ {0, . . . , N − 1}.
i.e., the first row of T is 1. (This is required for the relation S 0 v 0 = v 0 ). Next we build the piecewise constant functions
where χ A denotes the characteristic function of the subset A. Using these functions, we define the operators:
withS 0 1 = 1, where 1 denote the constant function.
Proposition 1.3. The operatorsS 0 , . . . ,S M−1 satisfy the relation
Define Ω M to be the set of all words ω 1 . . . ω n with digits in {0, . . . , M − 1}, that do not end in 0, and the empty word ∅. (We want the word not to end in 0, to eliminate the repetitions coming from the relatioñ S ω1 . . .S ωn S 0 1 =S ω1 . . .S ωn 1). Theorem 1.4. The family of functions
We will start section 2 with the proof of our main result. The proof has the advantage that it shows also how the Parseval frame can be dilated to an orthonormal basis and how the operatorsS ω are dilated to Cuntz isometries, as in Theorems 1.1 and 1.2. It has also the advantage that it goes along the more general lines presented in [DPS14, PW17, DR16, DR18] . In Proposition 2.3, we present some more properties of the Parseval frames constructed in Theorem 1.4, with explicit ways of computing these piecewise constant functions by means of tensor products of matrices. In Remark 2.4, we present a more direct proof of Theorem 1.4, without the use of dilation theory. We end the paper with Proposition 2.5, which shows how one can construct examples of matrices satisfying (1.4) and (1.5).
Proofs and other results
Proof of Proposition 1.3. We computeS *
In other words we add some zero rows to the matrix T = 1 √ N (α ij ) to get N N ′ rows in total. The next step consists of dilating the Parseval frame of row vectors for the matrix T to an orthonormal basis, in a way that is compatible with the Cartesian product structure of B × B ′ . We construct the numbers
′ with the following properties:
is unitary and the first row is constant
It is easy to see that these vectors are orthonormal in C N N ′ , therefore we can complete them to an orthonormal basis for C N N ′ with some vectors
Since the matrix with columns t ·,c and t ·,d has orthonormal columns, it is unitary. So it has orthogonal rows. So the vectors t (b,b ′ ),· are orthonormal, therefore the vectors
The vectors {e c : c ∈ B} span the subspace
So the vectors {e
Then we have
is the matrix with rows s (b,b ′ ) . So it is unitary.
Thus, the conditions (i) and (ii) for the numbers a (b,b ′ ),(c,c ′ ) are satisfied. Next, we construct some Cuntz isometries
) and with them we construct an orthonormal set, by applying the Cuntz isometries to the constant function 1.
Define now the maps R, R
and define the maps
where χ A denotes the characteristic function of the set A.
With these filters we define the operators
Lemma 2.1. The operators
′ are a representation of the Cuntz algebra O N N ′ , i.e., they satisfy the relations in (1.1). The adjoint S * (b,b ′ ) is given by the formula
Proof. First, we compute the adjoint, using the invariance equations for the Lebesgue measure under the maps Υ (c,c ′ ) :
and this proves (2.7). A simple computation shows that the Cuntz relations are equivalent to the following matrix being unitary for all (x,
This means that
should be unitary, which is true, by (2.2).
For a word
Next we will need to compute the projection P V S ω 1, onto the subspace V of functions which depend only on the first component,
It is easy to see that the projection onto V is given by the formula
Using the invariance equation for the Lebesgue measure under the maps τ
where
It now follows by induction that
We can compute that ifω is a word over L = {0, . . . , M − 1}, theñ
So for the word ω over B × B ′ , P V S ω 1 =Sω1, if all the digits ω are in ι(L) and ω j = ι(ω j ), and P V S ω 1 = 0 if at least one of the digits ω j is not in ι(L).
We will prove that (2.10)
. It is easy to see that the family is orthonormal: if two words ω and ω ′ differ on the i-th position, since the Cuntz isometries S ωi and S ω ′ i have orthogonal ranges, it follows that S ω 1 and S ω ′ 1 are orthogonal; if ω and ω ′ do not differ on any position, then one is a prefix of the other, and by completing with zeros at the end and using the fact that S (0,0) 1 = 1, one obtains again orthogonality.
It remains to prove the completeness. Note first that, if
where (2.12)
Let K be the closed span of the family {S ω 1} in (2.10), and let P K be the orthogonal projection onto K. Let Ω be the set of words over B × B ′ that do not end in zero, including the empty word. Define, for
We have
which follows from the fact that the matrix
we can easily see that h is continuous on R 2 . Also, since e (0,0) = 1 ∈ K, we get that h(0, 0) = 1. By induction, we have
It follows that h(t, t ′ ) is the constant 1, which means that e (t,t ′ ) is in K for any (t, t ′ ). By the Stone-
. Thus we have a complete orthonormal basis. Hence P V S ω 1 is a Parseval frame. Eliminating the zeros, according to the statement after (2.9), we obtain that the functions Sω1, withω ∈ Ω M form a Parseval frame for L 2 [0, 1].
Remark 2.2. Our proof shows how the Parseval frame {Sω1 :ω ∈ Ω M } can be dilated to an orthonormal basis and also how the operatorsS l , l ∈ {0, . . . , M − 1} can be dilated to a representation of the Cuntz algebra as in Theorem 1.2. We describe here, more precisely, what we mean by this. Note first that we changed the index set L = {0, . . . , M − 1} to the index set B × B ′ = {0, . . . , N − 1} × {0, . . . , N ′ − 1} and we embedded L into B × B ′ by the map ι, with ι(0, 0) = 0. We also defined
which can be identified with
otherwise.
We prove that (2.14)
Using the relation before (2.12) and the relation (2.3), we see that
The last equality follows from a similar computation to the one just before (2.12), when (b,
Since the functions e (t,0) , t ∈ R are dense in V , we obtain (2.14). Also, since the vector 1 is cyclic for the representation (it generates an orthonormal basis for L 2 ([0, 1] × [0, 1]) as we have seen before ), we get that V is also cyclic for this representation.
Thus, by Theorem 1.4, the operators (S (b,b ′ ) ) form a representation of the Cuntz algebra O N N ′ which is the dilation of the operators (S (b,b ′ ) ) which satisfy the relation
The advantage of enlarging the index set from L to B × B ′ is that the dilation has a nice structure of a Cartesian product. The disadvantage is that when we project back to the original space we get some extra zeros.
If we want to avoid these zeros then we can consider the subspaceK which is spanned by the vectors
It is easy to see that the spaceK is invariant for S ι(l) and S * ι(l) , l ∈ L, the relation (2.14) is preserved, when restricted toK, and thereforeK, with the restrictions of the operators S ι(l) to it, are exactly the dilation of the operatorsS l as in Theorem 1.2. Therefore, the family {S ω 1 : ω is a word over {0, . . . , M − 1} of length k} forms a Parseval frame for F k .
SinceS 0 1 = 1, we can see that this family coincides with {S ω 1 : ω is a word over {0, . . . , M − 1} of length ≤ k not ending in 0}.
(iii) Withω given as before (so |ω| ≥ k + 1), we have for f ∈ F k , by (ii) above, that 
