The combination of density-functional theory (DFT) calculations of geometrically fully relaxed binary alloy surfaces with concepts from statistical physics is applied to construct a DFT-based phase diagram for a binary alloy surface. As a first example, we studied the appearance of Co antisite atoms at CoAl(100) surfaces. The structural parameters as multilayer relaxations, surface buckling, lateral order, and segregation profile of the predicted stable surface phases are in excellent agreement with experimental structure determinations applying low-energy electron diffraction. DOI: 10.1103/PhysRevLett.92.195503 PACS numbers: 68.35.Dv, 61.14.Hg, 61.82.Bg, 71.15.Mb Today, powerful computer programs based on densityfunctional theory (DFT) allow the reliable prediction of important bulk properties of alloys. However, the situation is less favorable when the surface comes into play, in particular, as there the stoichiometry can strongly deviate from that in the bulk. This is due to surface segregation taking place in almost all disordered metal alloys by control through the chemical equilibrium between nearsurface layers and the bulk. In ordering alloys (intermetallic compounds), however, the segregation of one component to the surface should be unfavorable as it involves, e.g., in case of AB alloys, the occupation of adjacent sites by identical atoms, i.e., the formation of antisites. Nevertheless, antisites have been detected, e.g., in the 100 surface of the B2 (or CsCl-type) phase of CoAl [1], which should be purely Al-terminated (as this is clearly favored over Co termination [2] ). The existence of Co atoms in the top layer (Co antisites) can be explained by the fact that -though the sample owns a concentration of nominally 50% Al-there can be tiny deviations from this ideal stoichiometry in the real crystal [1] . They come by Co antisites rather than energetically less favorable Al vacancies [3] . The latter's creation costs 1.59 eV [3] and our DFT calculations yield a segregation energy of ÿ1:81 eV. As a consequence, the energy balance for the segregation of two vacancies (equivalent to antisite formation at the surface) is ÿ0:22 2 ÿ0:44 eV, i.e., much less favorable than the value of ÿ0:85 eV [1] for the segregation of antisites existing in the bulk. Therefore, we can neglect vacancy segregation.
Today, powerful computer programs based on densityfunctional theory (DFT) allow the reliable prediction of important bulk properties of alloys. However, the situation is less favorable when the surface comes into play, in particular, as there the stoichiometry can strongly deviate from that in the bulk. This is due to surface segregation taking place in almost all disordered metal alloys by control through the chemical equilibrium between nearsurface layers and the bulk. In ordering alloys (intermetallic compounds), however, the segregation of one component to the surface should be unfavorable as it involves, e.g., in case of AB alloys, the occupation of adjacent sites by identical atoms, i.e., the formation of antisites. Nevertheless, antisites have been detected, e.g., in the 100 surface of the B2 (or CsCl-type) phase of CoAl [1] , which should be purely Al-terminated (as this is clearly favored over Co termination [2] ). The existence of Co atoms in the top layer (Co antisites) can be explained by the fact that -though the sample owns a concentration of nominally 50% Al-there can be tiny deviations from this ideal stoichiometry in the real crystal [1] . They come by Co antisites rather than energetically less favorable Al vacancies [3] . The latter's creation costs 1.59 eV [3] and our DFT calculations yield a segregation energy of ÿ1:81 eV. As a consequence, the energy balance for the segregation of two vacancies (equivalent to antisite formation at the surface) is ÿ0:22 2 ÿ0:44 eV, i.e., much less favorable than the value of ÿ0:85 eV [1] for the segregation of antisites existing in the bulk. Therefore, we can neglect vacancy segregation.
In this Letter we offer a rather general description of surface segregation including the antisite ordering within the surface. We concentrate on the above example and construct the phase diagram of the surface without any input of empirical parameters, revealing the dependence of ordering on temperature and on the bulk concentration of antisites. We show that the predictions are in excellent agreement with the crystallographic-chemical properties of the surface as resulting from quantitative low-energy electron diffraction (LEED) or the appearance of diffuse LEED spots indicative for short-range ordering.
Our strategy is as follows: (i) First, we calculate the energy E AS x necessary to create a certain concentration of Co antisites in the CoAl bulk described by the Co bulk concentration, x > 0:5. For this we apply DFT combined with the cluster-expansion (CE) technique [4] , which allows the treatment of large unit cells necessary to access small antisite concentrations. (ii) Second, we derive an equation for the surface formation enthalpy which depends on both the antisites' ordering and concentration in the surface. Their energetics is described by DFT calculations for a surface slab and the chemical potentials of the different species involved. Here, equilibrium with the bulk must be considered, by which the quantity E AS calculated in step (i) gets involved. Eventually, the chemical potential of the antisites within the surface slab is transformed to the temperature scale yielding the surface phase diagram in the (T; x) plane.
The Co antisite formation energy in the bulk to be calculated in step (i) can be expressed by
where E b x is the bulk energy for a crystal with a total of N atoms and a Co antisite concentration x AS x ÿ 0:5, while E b B2 E b x 0:5 corresponds to the ideal B2-ordered bulk. E b B2 can be calculated by DFT and, in principle, this is true for E b x as well. Yet, the latter's calculation for, e.g., a 0.1% antisite concentration requires already a unit cell of 500 B2 cubes. This corresponds to a rather demanding DFT calculation which, in order to account for a possible concentration dependence of E AS , has to be repeated for many values of x. Additionally, a DFT calculation for a random distribution of antisiteswhich is reasonable to assume -practically would be impossible. Therefore, we apply the CE method [4] where the energy wanted results as
with the structure built up by N F atomic figures as dimers, trimers, quadrumers, and so on. D F gives the number of such figures of symmetry class F and J F is the corresponding characteristic energy, which has to be determined separately as input to the CE. The quantities F x depend on the distribution of the antisites, i.e., their configuration at the concentration x which, for the present case is random, x ran x . Clearly, we need the energies J F as the crucial input to Eq. (2). They come by DFT calculations for a set of M > N F structures with Co concentration x i within a comparably small unit cell [5] (comprising, in the present case, 4 B2 unit cells in each direction equivalent to a total of 128 atoms). The corresponding energies, E b DFT x i , were calculated using plane waves and ultrasoft pseudopotentials [6] (VASP code [7] ), where full relaxation of the structure was allowed in each case. Then these small sized structures are again represented by a cluster expansion, where an Ising-like representation is used to calculate F x i [2, 4] . Eventually, the quantities J F result by the minimization of a weighted mean-square deviation between the DFT calculated energies and the CE representation [5] . So, E b x can be calculated by Eq. (2) for any antisite concentration x AS x ÿ 0:5 applying x ran x . Then, E AS x results via Eq. (1), where the energy zero refers to that of the elemental crystals of Co and Al (with bcc structure assumed). Using the latters' chemical potentials,
Co refers to the energy of the B2-ordered CoAl bulk, and this quantity is displayed in the inset of Fig. 1 . As is obvious, the antisites interact so that E AS becomes somewhat concentration dependent for not too low concentrations.
In the next step (ii), we describe the energetics of the surface. We need to switch to a thermodynamic description because we want to find the antisite surface concentration in equilibrium with the bulk. As we expect no Al antisites on the Co sublattice because of their comparably large formation energy [3] , we have to deal with only three different kinds of particles within the surface unit cell, namely, N AS Co antisites, N Al Al atoms on the Al sublattice, and N Co Co atoms on the Co sublattice. In equilibrium, their surface chemical potentials AS , Al , and Co in the surface slab must be related to the corresponding values in the bulk. We choose these chemical potentials as variables so that the surface's Gibbs function (surface formation energy per atom)
in a stable phase assumes a minimum as a function of the potentials i and temperature T. Here, A s is the number of surface atoms per unit cell and G S the free energy,
In the latter we can neglect the entropic contribution as its vibrational part ( < 10 meV=atom at 1000 K [8] ) is small compared to the antisite energy and is of even less influence when different structures are compared so that only entropy differences are involved. Also, as these structures are expected to be at least short-range ordered, the configurational part should be rather small, too. The neglect of the entropy term may somewhat influence the calculated phase boundaries, but the main features of the phase diagram should be preserved. Earlier investigations [9] successfully used the mean-field approach by applying a tight-binding Ising model with size-effect contributions. Because of Al-antisites missing, the Co sublattice acts only as a constant ''background'' and Co can be replaced by its bulk value. For both Co and Al, the bulk values derive from those of the elemental (bcc) crystals by 
Inserting the above equations into Eq. (3) leads to
The energies E DFT were calculated, applying again the VASP code. As usual for surface calculations, an array of symmetric atomic slabs consisting of (here 9) alternating Al and Co layers and separated by vacuum (here equivalent to 11 layers) was considered. Co antisites were allowed only in the top and third layers of the nominally Al-terminated slab (note the even-numbered layers belong to the Co sublattice of B2-CoAl). Fortunately, in recent work the stability of phases with antisites only in the top layer has already been investigated [2] . All superstructures with unitcells made up by up to 20 basis atoms in the top layer were considered with only a few of them found to be stable. Restricting to those in the present work we additionally allowed for superstructures also in the third layer, resulting in a total of 60 trial structures. Of course, also structures with no antisites at all as well as complete antisite occupation of the Al sublattice (phase separation) were considered. In all phases atomic movements were allowed in order to account for energylowering geometric relaxations.
Only the last term of Eq. (7) contains norm AS , which controls the surface stoichiometry, while the remaining parts are constant for a given bulk antisite concentration. In practice, for a fixed x the corresponding antisite energy E AS x is determined via Eq. (1) and then x can be calculated from Eq. (7) for a certain trial surface termination model. By variation of norm AS the stability of the different trial surface terminations and the stability ranges of the stable phases can be determined. Part of such a stability diagram for a selected bulk stoichiometry, x 0:51, is shown in Fig. 1 where only the lines of the stable four surface structures are shown. The figure shows that both the pure (i.e., antisite-free) Al termination and phase separation, with the first and third layers consisting only of antisite atoms, are stable phases. Besides, only two stable superstructures -in which the Al atoms together with Co antisites in the top layer exhibit chemical orderare found. They are displayed in Fig. 2 . In the 4 4diag superstructure [Wood notation: 2 2 p 2 p R45 ] diagonal rows of antisites reside in the top layer with fourfold vertical and horizontal spacings in between, and below the top layer there is unperturbed B2 order. The other stable superstructure, c2 2 3L , owns 50% antisites in the top layer and, additionally, the third layer fully consists of antisites.
In order to construct the surface phase diagram, the just described stability determination of the different phases was repeated as a function of x (no other stable phases appeared than those already mentioned). Additionally, the chemical potential scale had to be transferred to the temperature scale. For this purpose the interaction between antisites was neglected, so that they can be treated as independent particles. The BraggWilliams approach yields AS k B T ln2x ÿ 1, and eventually the phase diagram of the surface results as shown in Fig. 3 . Again, there are two limiting cases, namely, that of phase separation at low temperatures and that of ideal termination at high temperatures. In between them there is a large stability region for the 4 4diag phase and a rather small one for the c2 2 3L phase in which the surface exhibits chemical order. Obviously, at high T there are no antisites at the surface because entropy favors a random distribution. With T lowered, antisites concentrate first in the top layer because there, due to the lower coordination, the energetic situation is more favorable than in the bulk. Yet, this does not lead to a complete Co top layer because of the high surface energy involved [1] . Instead, with T further lowered the c2 2 3L phase develops with antisites also in the third layer. Eventually, at even lower T there is complete phase separation. For the validity of our approach it is important whether or not the two phases characterized by antisite ordering in a chemically mixed surface layer are paralleled by experiment. As mentioned, diffuse spots centered in the 1 1 bulk unit meshes are observed in LEED, indicative for a surface superstructure which, however, exhibits only short-range order. Both the 4 4diag and the c2 2 3L phase with their extra spots broadened may be the underlying local structures. As the intensities of diffuse spots cannot be measured reliably, only the integer-order spot intensities of such phases can be made to undergo a full dynamical LEED analysis. The perturbation method tensor LEED [10] implemented in the computer code used [11] was applied allowing for a simultaneous determination of the layer-dependent stoichiometry and the element specific positions of atoms in the surface [this is in spite of the average structure being of 1 1 symmetry] [12] . The structural parameters which, by input to model intensity calculations, reproduce the experimental intensities best (as judged by the Pendry R factor [13] ) correspond to the experimentally determined parameter values. By comparison with their theoretical counterparts calculated by first principles as described above, the reliability of the present theoretical approach can be judged.
This procedure was applied to a CoAl crystal with, however, the exact off-stoichiometry unknown. To get a clean surface, sputtering and annealing was applied as usual. With Al preferentially sputtered, a Co rich surface slab results. Subsequent annealing restores, dependent on the annealing temperature, a certain stoichiometry in a subsurface region which, rather than the bulk, acts as an antisite reservoir for the very surface [14] . Two different annealing temperatures were applied and the sample then quenched to liquid air temperature for the LEED measurement, so that two different (unknown) subsurface antisite concentrations were frozen in, denoted ''low'' and ''high'' concentrations in the following. The parameters resulting from the LEED analyses are compared to those retrieved from DFT in Table I (the result for the low concentration phase was already used in Ref. [1] ). It turns out that the low and high concentration phases can be clearly identified with the 4 4diag and the c2 2 3L superstructures, respectively. Given the accuracy of the LEED analyses and of the theoretical approach (with the various approximations used) the theory-experiment comparison is excellent in each case. The structural parameters differ by a few pm at most. The stoichiometric differences are modest, too, and might be due to some kinetics inhibiting full equilibration in the experiment at the temperature chosen. A seemingly characteristic feature of the surface, namely, the sign and amplitude of the top layer's buckling in the two phases, is also well reproduced. While in the 4 4diag phase Co protrudes from the surface, this holds for Al in the c2 2 3L structure. Obviously, the third layer antisite concentration controls the buckling in the top layer. More generally, it appears that the kind of substitutional order of antisite atoms in the surface has a considerable influence on the local geometry, where lacking long-range order (as present in the experiment) is of only slight influence, if any.
In conclusion, we have shown that DFT calculations extended by a cluster expansion to large systems and combined with thermodynamics can be used to construct the stoichiometric-structural phase diagram of an alloy surface. The phases found are chemically and geometrically close to those determined experimentally. Their development depends strongly on temperature and bulk antisite concentration even though the latter might be very small. 
