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Abstract
This dissertation deals with issues of forecasting in financial markets. The first part of my dis-
sertation is motivated by the observation that most parametric volatility models follow Engle’s
(1982) original idea of modelling the volatility of asset returns as a function of only past informa-
tion. However, current returns are potentially quite informative for forecasting, yet are excluded
from these models. The first and second chapters of this dissertation try to address this question
from both a theoretical and an empirical perspective. The second part of this dissertation deals
with the important issue of forecast evaluation and selection in unstable environments, where it
is known that the existing methodology can generate spurious and potentially misleading results.
In my third chapter, I develop a new methodology for forecast evaluation and selection in such
an environment.
In the first chapter, Real-time GARCH, I propose a new parametric volatility model, which
retains the simple structure of GARCH models, but models the volatility process as a mixture
of past and current information as in the spirit of Stochastic Volatility (SV) models. This
provides therefore a link between GARCH and SV models. I show that with this new model I
am able to obtain better volatility forecasts than the standard GARCH-type models; improve
the empirical fit of the data, especially in the tails of the distribution; and make the model faster
in its adjustment to the new unconditional level of volatility. Further, the new model offers a
much needed framework for specification testing as it nests the standard GARCH models. This
chapter has been published in the Journal of Financial Econometrics (Smetanina E., 2017,
Real-time GARCH, Journal of Financial Econometrics, 15(4), 561-601.)
In chapter 2, Asymptotic Inference for Real-time GARCH(1,1) model, I investigate the
asymptotic properties of the Gaussian Quasi-Maximum-Likelihood estimator (QMLE) for the
Real-time GARCH(1,1) model, developed in the first chapter of this dissertation. I establish
the ergodicity and β-mixing properties of the joint process for squared returns and the volatility
process. I also prove strong consistency and asymptotic normality for the parameter vector
at the usual
√
T rate. Finally, I demonstrate how the developed theory can be viewed as a
generalisation of the QMLE theory for the standard GARCH(1,1) model.
In chapter 3, Forecast Evaluation Tests in Unstable Environments, I develop a new methodol-
ogy for forecast evaluation and selection in the situations where the relative performance between
models changes over time in an unknown fashion. Out-of-sample tests are widely used for evalu-
ating models forecasts in economics and finance. Underlying these tests is often the assumption
of constant relative performance between competing models, however this is invalid for many
practical applications. In a world of changing relative performance, previous methodologies give
rise to spurious and potentially misleading results, an example of which is the well-known “split-
ting point problem”. I propose a new two-step methodology designed specifically for forecast
ix
evaluation in a world of changing relative performance. In the first step I estimate the time-
varying mean and variance of the series for forecast loss differences, and in the second step I use
these estimates to construct new rankings for models in a changing world. I show that the new
tests have high power against a variety of fixed and local alternatives.
x
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Chapter 1
Real-time GARCH
1.1 Introduction
Volatility is widely used as a proxy for the risk associated with a financial asset, see e.g. French
et al. (1987). Reliable estimation and forecasting of volatility is therefore crucial for many
financial activities, such as risk management, portfolio choice and asset pricing. There are several
main approaches to modelling the volatility of discrete financial time series: GARCH models
(Engle, 1982; Bollerslev, 1986; Ding et al, 1993; Hansen et al., 2012, among others), Stochastic
Volatility (SV) models (see Shephard, 2008 for overview), and hybrid models, e.g. Meddahi and
Renault (2004). A main conceptual difference between the above approaches stems from the
information structure they incorporate. Univariate GARCH models assume that the volatility of
asset returns, σt, is a function of past information only, i.e. σt is Ft−1−measurable, where Ft−1 is
the sigma-algebra induced by the history of returns up to time t−1. SV models assume that σt is
Gt−measurable, where Gt is the sigma-algebra induced by the history of returns as well as by the
history of unobserved random shocks up to time t. The difference in the incorporated information
structure is also in their nature: while GARCH models incorporate only past internal information
(i.e. information generated only within the model itself) and are therefore deterministic, SV
models generate a stochastic volatility process by allowing for external information in the form of
unobserved random shocks that are independent from the shocks governing the returns process.
As a result, SV models can be more flexible in fitting the data, however this comes at the cost
of higher complexity involved in their estimation and inference. Contrasting with SV models,
GARCH models are observation-driven. Hence they come with the advantage of having available
many estimation methods, Quasi-Maximum Likelihood (QML) being the most popular, which
accounts for their wider use among practitioners.
First remarked upon by Politis (2007), by not using all available internal information, in
particular the current return, GARCH models make an inefficient use of information when
forecasting the volatility of returns. An important implication of this is that GARCH models
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are poorly suited for situations of rapid changes in financial markets, for example when volatility
changes rapidly to a new level, see e.g. Andersen et al. (2003), and Hansen et al. (2012). Until
now it was assumed that all volatility models can be classified as either parameter-driven or
observation-driven (see e.g. Cox, 1981 and Shephard, 1996), with a clear separation between the
two. Since most GARCH models are observation-driven, it comes with a necessary condition
that the process is modelled strictly in terms of the past observed information. Hence this
limitation of GARCH models was believed to be inherent and unavoidable.
In this chapter I show that it is possible to efficiently utilise all available internal information
in GARCH models, in particular incorporating the current return. I demonstrate that by doing
so, I (i) can account for rapid changes in the unconditional level of volatility as the conditional
distribution of returns has a time-varying kurtosis; (ii) outperform standard GARCH models in
terms of both short-run (1 and 5 days ahead) and long-run (10 and 15 days ahead) out-of-sample
volatility forecasts; (iii) provide a better empirical fit to the data, especially in the tails of the
distribution; (iv) provide a conceptual link between SV and GARCH models; and (v) offer a
much needed framework for specification testing of the standard GARCH models, which are
nested in my framework.
To put things into context, consider the following model
rt = tλt, λt is Ft −measurable, (1.1)
where rt is the (demeaned) return series, t are i.i.d. random variables such that E [t] = 0,
E
[
2t
]
= 1, and Ft is the information set available at time t. Here I model volatility as a
mixture of past as well as current information, i.e. λt is Ft−measurable, where Ft contains only
internal information. Compared to GARCH models, I use all information up to time t instead
of time t − 1. Compared to SV models, Ft contains only one source of randomness shared by
the returns and volatility processes, which will allow me to retain a Quasi-Maximum Likelihood
(QML) framework. The new model therefore can be thought of as a link between GARCH and
SV models, as it nests the GARCH model as its special case, yet models the volatility process in
the spirit of SV models where the two sources of randomness are perfectly correlated. While the
new model combines the advantages of both GARCH and SV models in a unified framework, it
is not strictly a GARCH nor a SV model, but rather it is in a new class of its own. I call this
new model the “Real-time GARCH” model (RT-GARCH for short), indicating the fact that the
most “current” information is contributing to the volatility process.
An important advantage of this framework is that it allows the shape of the conditional dis-
tribution of returns to be time-varying. This has two main implications. Firstly, unlike GARCH
models where the conditional kurtosis of the error terms simply translates into the kurtosis of
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the returns, my model’s conditional kurtosis is time-varying. Secondly, the conditional density
of returns is no longer a scaled normal density even when the error term has a Gaussian density.
The new density function has an extra shape parameter which determines the “peakedness”,
and/or thickness of the tails, of the returns distribution. This allows the new model to better
capture tail behaviour of the returns. This shall play an important role for the precision of the
out-of-sample Value-at-risk (VaR) and short- and long-run volatility forecasts.
Politis (2007) makes the first investigation of the implications of information loss for fore-
casting volatility. He develops a novel model-free normalising and variance stabilising (NoVaS)
transformation of the initial time series of returns, by incorporating the current squared returns
into the conditional variance process in order to improve volatility forecasts. Being a model-free
specification, parameter estimates and statistical properties are not available. Thus direct com-
parison of the theoretical implications of this specification with existing discrete-time volatility
models is not possible, and the important question of whether including current information in a
more structured model would provide any improvements over the standard GARCH models was
not addressed. I answer this question by studying the statistical properties and the empirical
performance of the RT-GARCH model. I first show that it is possible to incorporate current
information into GARCH-type models while retaining interpretation, and a good description
of the key characteristics of financial data. I show that the new information, i.e. the current
realisation of the current return (or some function of thereof), can be viewed in two ways: as a
change in the information set, and as providing the conditional density of returns with an extra
shape parameter, making it therefore time-varying.
In the empirical study, I estimate the new model on three datasets: IBM, GE and S&P 500
daily returns which span from the 2nd January 1998 (28th January 2003 for S&P500) to 1st
December 2016. I find that accounting for current information in the volatility process plays an
important role along several dimensions. Firstly, the RT-GARCH model outperforms standard
GARCH-type models in terms of producing better short-run (1 and 5 day ahead) and especially
long-run (10 and 15 days ahead) out-of-sample volatility forecasts. In particular, I compare 1-,
5-, 10- and 15-step ahead volatility forecasts with those of the GARCH(1,1) and GARCH(1,2)
with standard normal and Student-t errors, APARCH(2,2) with Student-t errors, as well as
Simple and Exponential NoVaS methodologies of Politis (2007). To evaluate the competing
forecasts, I perform Hansen’s (2011) Model Confidence Set (MCS) test and provide evidence
that the RT-GARCH models always lie in the MCS for all horizons, while standard GARCH
models are only occasionally included in the MCS for some datasets and/or loss functions. In
particular, the MCS always contains the RT-GARCH model, and only for some datasets, the
APARCH model with Student-t innovations. Moreover, the baseline RT-GARCH model always
outperforms the standard GARCH(1,1) model for all horizons across all datasets. Hansen’s
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(2005) Test for Superior Predictive Ability (SPA) confirms the above results by showing that
RT-GARCH model is not outperformed by any of the competing models. I also perform an
evaluation of the forecasting performance of all models on two different subsamples: pre- and
post-crisis periods. I show that during the crisis period, the RT-GARCH with leverage and
RT-GARCH with leverage and feedback models outperform all other models for all stocks and
all horizons. This result emphasises that during times of turmoil, accounting for leverage and
especially allowing for a time-varying kurtosis is crucial for getting precise forecasts. Further,
using VaR as an alternative risk measurement loss function, I show that my model has the correct
conditional and unconditional coverage when compared to the other models, and especially
when compared to the standard GARCH(1,1) model. Secondly, being a generalisation of the
standard GARCH(1,1) model, RT-GARCH provides a better fit to the data when compared
to the standard GARCH(1,1) model along several important dimensions. In particular, this is
most evident in the tails of the standardised residual density implied by the estimated model.
Lastly, I show how the RT-GARCH model can be used for specification testing of the standard
GARCH models. This specification test can be interpreted as a test for constant conditional
kurtosis against a time-varying one. Applied to IBM, GE and S&P500 data, I find that all of
them have a time-varying conditional kurtosis.
The remainder of the chapter is structured as follows. In section 1.2 I introduce the RT-
GARCH model and provide an interpretation of the model as well as its relation to GARCH and
SV models. In section 1.3 I present the main results, including the conditional density function,
and the strict and weak stationarity conditions. In section 1.4 I address the issue of leverage
in the RT-GARCH model. Section 1.5 discusses some results of the estimation theory and the
specification test. Section 1.6 describes how to use the RT-GARCH model to get l-step ahead
volatility forecasts. In section 1.7 I provide an application to daily IBM, GE and S&P500 data.
Section 1.8 concludes. All proofs are presented in the Appendix A.
1.2 RT-GARCH
1.2.1 Interpretation and relation to GARCH models
In this section I formally introduce the RT-GARCH model. In order to analyse the role of
current information for volatility modelling, one first needs to define what is to be taken as
“current information”. Politis (2007) assumes that current information is represented by the
current squared return. However, this poses a problem if one is to forecast the future conditional
variance at time t + 1 as the future return, rt+1, will be required but is unobserved. One way
to bypass this problem is to consider some function of the current return that won’t require the
knowledge of unobserved future returns when forecasting. One possible candidate for doing so is
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the current return scaled by its volatility. In GARCH-type models this translates directly into
the error term, t, which generates the return process. This solves the forecasting infeasibility
issue as only the second conditional moment of the error term will be required for forecasting,
which is known for all t, provided the standard moment conditions on the error term. More
precisely, consider the following joint process (rt;λ
2
t ):
rt = λtt (1.2)
λ2t = α+ βλ
2
t−1 + γr
2
t−1 + ϕ
r2t
λ2t︸︷︷︸
=2t
, (α, β, γ, ϕ) ≥ 0, (1.3)
where rt is the return series, t are i.i.d. random variables with a density function f (·) such
that E [t] = 0, E
[
2t
]
= 1. The true parameters are denoted by α0, β0, γ0 and ϕ0. This model
nests the standard GARCH (1,1) model which can be obtained by setting ϕ = 0. I label the new
volatility process λ2t instead of σ
2
t , as eq.(1.3) does not correspond to the unconditional variance
of returns rt in this system of equations, i.e. E[r
2
t ] 6= E[λ2t ] as λt is not independent of t any
longer. This makes the new model less tractable than the standard GARCH model. However,
it can be shown that λ2t is related to the conditional variance of returns as follows:
E
[
r2t |Ft−1
]
= E
[
λ2t |Ft−1
]
+ ϕ
(
E
[
4t
]− 1) . (1.4)
On the other hand, the new specification can be seen as more flexible in certain dimension:
it allows the shape of the conditional distribution of returns to vary over time - the feature that
is absent from the standard GARCH models. Note also that the choice of a particular function
of t, i.e. 
2
t , is only one of many possible ones subject to the necessary condition of λ
2
t > 0. In
particular, the functions |t|, 4t are possible. A reason for the decision to choose a squared error
term will become apparent later when I discuss the interpretation and the implications for the
conditional distribution of returns.
Although not directly related to the MIDAS approach of Ghysels et al. (2005, 2006), as I use
only one frequency, the new model shares a similar intuition in the sense of assigning different
and, in my case, time-varying weights to returns on different days. In particular, it can be shown
that eq.(1.3) can be approximated by the following expression:
λ2t =
ϕr2t
bt−1
+
∞∑
j=1
(
βjϕ
bt−1−j
+ γβj−1
)
r2t−j +
∞∑
j=0
o
(
r2t−j
bt−1−j
)
, (1.5)
where bt−1 = α+ βλt−1 + γr2t−1. The proof can be found in the Appendix A. Compared to the
standard GARCH models, the weights are time-varying and depend on past volatility, which
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can be approximately taken to be bt−1. The intuition of this weighting scheme is as follows.
For the current return r2t , the weight is inversely proportional to bt−1, i.e. the weight is bigger
for a smaller past return and is smaller if the past return is large. For any r2t−j , j ≥ 1, the
weight consists of two parts: the usual “GARCH weight”, given by γβj−1, and an additional
time-varying weight (βjϕ)/bt−1−j which assigns an extra weight if a particular realisation of rt−j
is in the tails of the distribution.
In order to understand the impact of enlarging the information content of the volatility
process, consider the following thought experiment which I borrow from Hansen et al. (2012).
Suppose that the true conditional variance σ2t is such that the volatility is σt = 20% for t ≤ T , but
then suddenly jumps to the new level of σt = 40% for t > T . We then would like to investigate
how a model-based conditional variance from GARCH and RT-GARCH models approximates
σ2t , especially after a sudden jump. To answer this question we will calculate the expected
conditional variance that is implied by each of the two models. For the standard GARCH(1,1)
model for any k ≥ 0 the expected conditional variance takes the form:
E [var(rT+k|FT+k−1)] = E
(
σ2,GARCHT+k
)
= α+γE
(
r2T+k−1
)
+β
[
α+ βE
(
σ2,GARCHT+k−1
)
+ γE
(
r2T+k−1
)]
= · · · =
=
α
1− β + γ
∞∑
j=0
βjE
(
r2T+k−1−j
)
=
α
1− β + γ
k−1∑
j=0
βjE
(
r2T+k−1−j
)
+ γ
∞∑
j=k
βjE
(
r2T+k−1−j
)
=
=
α
1− β + γ
1− βk
1− β (0.4)
2 + γ
βk
1− β (0.2)
2.
Using similar derivation steps for RT-GARCH model with the important exception that var(rt|Ft−1) =
E
[
λ2t |Ft−1
]
+ ϕη, η = E
[
4t
]− 1, it similarly holds:
E [var(rT+k|FT+k−1)] = α+ ϕ(3− 2β)
1− β + γ
1− βk
1− β (0.4)
2 + γ
βk
1− β (0.2)
2,
where I took t ∼ N (0, 1). In this thought experiment I ask the following question: how many
days following the jump will it take for the volatility process to adjust to its new level? The
answer is presented in Figure 1.1(a).
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(a) (b)
Figure 1.1: (a) Time scale of the volatility adjustment. For both graphs the parame-
ter vector [ α, β, γ, ϕ] is set to [ 0, 0.92, 0.063, 0.035 ] for the RT-GARCH, while
[α, β, γ] = [0, 0.95, 0.045] for the standard GARCH(1,1) model. (b) News impact curves for
different values of ϕ. For both graphs parameter values are estimated on the daily GE stock
returns.
For the standard GARCH(1,1) model it takes approximately 100 days (more than 3 months)
to approach the level of 39%. For the RT-GARCH it takes a little less than 40 days to adjust
to the new level of volatility. Therefore RT-GARCH is at least two times faster in its speed of
adjustment to the new level of volatility after a sudden jump when compared to the standard
GARCH(1,1) model.
Another measure of how new information affects the volatility of returns is given by the
“news impact curve”, as defined by Engle and Ng (1993). For the RT-GARCH model the news
impact curve is given by the following equation:
E
[
r2t+1|Ft
]
= α+ ϕκ+ β
b+
√
b
2
+ 4ϕr2t
2
+ γr2t , (1.6)
with κ = E
[
4t
]
and b = (α + βϕ+ κγϕ)/(1− (β + γ)) being the unconditional level of bt−1 =
α+βλ2t−1 +γr2t−1. Note that this news impact curve is no longer simply a quadratic function of r
as in the case of standard GARCH(1,1) model. However, for reasonable values of the parameter
values the last term in eq.(1.6) dominates. In Figure 1.1(b), I compare news impact curves of
RT-GARCH for different values of ϕ with the news impact curve of the standard GARCH(1,1),
which corresponds to the case of ϕ = 0. For a fixed value of ϕ the volatility in RT-GARCH
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model responds much more to extreme news when compared to the standard GARCH(1,1)
model. For larger values of ϕ this response becomes even larger, see eq.(1.5) for the weighting
interpretation. In the baseline model, however, good and bad news have the same weighting. I
address the leverage and feedback issue and how it can be incorporated in the baseline model
in Section 1.4.
1.2.2 Relation to SV models
To see how the new model relates to SV models I write the simplest possible versions of RT-
GARCH and SV models, which is enough to demonstrate the point. Consider the following:
rt = λtt
λ2t = α+ ϕ
2
t ,
t ∼ iid(0, 1)
 RT −GARCH
rt = σtηt,
σ2t = w + z
2
t+1,
zt ∼ iid(0, σ2z), ηt ∼ iid(0, σ2η)
and corr(zt+1, ηt) = ρ ∀ t

SV
After simplifying both models as above, the difference becomes immediately clear. SV models
assume that the process for returns, rt, is driven by two random shocks, zt and ηt. A non-zero
contemporaneous dependence between shocks is allowed, which is thought to pick up the leverage
effect, see Yu (2005) for the definition of leverage effect in SV models. Note that the inter-
temporal dependence between shocks can be also allowed, see also Yu (2005) for a discussion,
however this can lead to returns that are not martingale difference sequences and therefore not
consistent with the efficient market hypothesis. The RT-GARCH model assumes that t, a single
random shock, is common to both rt and its volatility process λt. My model is therefore a special
case with ρ = 1 as the correlation of the shocks in the SV framework. As discussed above, this
common shock only contributes to the volatility whenever it is large in absolute value. One
therefore can think about it as really “bad” (in terms of both magnitude and sign) news that
will be immediately incorporated in the volatility process. As mentioned before however, the
RT-GARCH is neither a GARCH nor a SV model, but something in between. To formally define
where in-between the new model lies, one would need to derive the continuous-time limit, which
is left for future research.
1.3 Main Results
In this section I derive some statistical properties of the new model. I start with the unconditional
moments of r2t and λ
2
t . From eq.(1.2)-(1.3), the unconditional expectations of r
2
t and λ
2
t are given
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by:
E[r2t ] = α+ βE[λ
2
t−1] + γE[r
2
t−1] + ϕE[
4
t ]
and
E[λ2t ] = E[α+ βλ
2
t−1 + γr
2
t−1 + ϕ
2
t ] = α+ βE[λ
2
t−1] + γE[r
2
t−1] + ϕ. (1.7)
This now provides a link between the first moments of λ2t and r
2
t :
E[r2t ] = E[λ
2
t ] + ϕ(E[
4
t ]− 1). (1.8)
When, for instance, t are i.i.d. N (0, 1) random variables, the above relationship simply becomes
E[r2t ] = E[λ
2
t ] + 2ϕ. I next derive the conditional density of returns together with the general
formula for the jth conditional moment, followed by a discussion of the unconditional moments
of rt and λ
2
t . All proofs for this section’s results can be found in the Appendix A.
Theorem 1. Let t be i.i.d. symmetric around zero random variables with density f such
that E[t] = 0 and var(t) = 1; and let (rt, λ
2
t ) evolve according to eq.(1.2)-(1.3). Denote by
Ft−1 := σ(rt, s ≤ t− 1) the σ-algebra induced by the history of returns up to time t− 1. Denote
the parameter vector by θ = (α, β, γ, ϕ)′ and the true parameter vector by θ0 = (α0, β0, γ0, ϕ0)′.
Then the conditional probability density function of the return series, fr(r), is given by
fr(r|Ft−1) = r
d(r, bt−1, θ)
√
b2t−1 + 4r2ϕ
f(d(r, bt−1, θ)), (1.9)
where f(·) is the probability density function of t, while d(r, bt−1, θ) and bt−1 are given by the
following equations
d(r, bt−1, θ) =

sign(r)
√√
b2t−1+4r2ϕ−bt−1
2ϕ , for ϕ 6= 0
r/
√
bt−1, for ϕ = 0
(1.10)
with bt−1 = α+ βλ2t−1 + γr2t−1. Note that t = d(rt; bt−1, θ0). Moreover,
lim
r→0
r
d(r, bt−1, θ)
=
√
bt−1 and lim
r→ 0
fr(r|Ft−1) = 1√
bt−1
f(0).
The conditional cumulative distribution function of returns is given by:
F (r|Ft−1) = F (d(r, bt−1, θ)) ,
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where F(·) is the cdf of t. At θ0 all odd conditional moments of rt are zero and even conditional
moments of rt are given by the following formula:
E
[
rjt |Ft−1
]
= b
j/2
t−1
j/2−1∑
i=−1
1
(i+ 1)!
(
ϕ
bt−1
)i+1( i∏
s=0
(
j
2
− s
))
E
[

j+2(i+1)
t
]
, for j even.
(1.11)
In particular, from the formulae above it holds that
E
[
r2t |Ft−1
]
= bt−1 + ϕE
[
4t
]
,
and
E
[
r4t |Ft−1
]
= b2t−1E
[
4t
]
+ 2bt−1ϕE
[
6t
]
+ ϕ2E
[
8t
]
.
Remark 1. From eq. (1.11) it can be noticed that due to the symmetry assumption on
the error term, all odd conditional moments of rt will be zero, which then ensures that the
returns are martingale difference sequence. Although definitely a stronger requirement than
just assuming E[t] = 0, I believe it is still a realistic assumption as it will hold for a variety
of distributions for t. For instance, this requirement does not rule out the densities that are
multimodal as long as they are still symmetric. In particular, it will hold for the commonly used
Gaussian or Student-t distributions for t.
Remark 2. Note that the distribution, related the conditional density in eq.(1.9) now
has a time-varying kurtosis. Therefore, the parameter ϕ can be thought of as an extra shape
parameter, representing the thickness of the tails. As a special case, this distribution nests the
standard Normal distribution with a constant kurtosis of 3.
Remark 3. Conditional on Ft−1, rt is an odd function of t, since t is an odd function
and λt is an even function of t. Provided the symmetry condition on t, it then automatically
follows that the conditional, and hence unconditional distribution of rt, is symmetric.
Remark 4. The conditional density of RT-GARCH model in eq.(1.9) nests the conditional
density of the standard GARCH(1,1) model as its limiting case at r = 0. The intuition is
as follows: standard GARCH(1,1) model is a special case of the RT-GARCH model whenever
ϕ = 0, then d(r) simplifies to r/
√
bt−1 and eq. (1.9) boils down to the standard GARCH(1,1)
density, or t = 0, which is equivalent to the condition of rt = 0. In this case the limit of eq.(1.9)
as r → 0 is again the standard GARCH(1,1) density. Similarly, the conditional moments in
eq.(1.11) nest the GARCH model conditional moments as its special case.
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Remark 5. It is also interesting to note another important difference with the GARCH(1,1)
model for conditional moments of order j > 2. Recall that for the standard GARCH(1,1) model
the standardized conditional kurtosis of returns is just
E
[
r4t |Ft−1
]
/
(
E
[
r2t |Ft−1
])2
= b2t−1E
[
4t
]
/b2t−1 = E
[
4t
]
,
meaning it is simply the standardised kurtosis of the error term, and therefore constant over
time. For the RT-GARCH model, on the other hand, it holds that
E
[
r4t |Ft−1
]
/
(
E
[
r2t |Ft−1
])2
=
b2t−1E
[
4t
]
+ 2ϕbt−1E
[
6t
]
+ ϕ2E
[
8t
](
bt−1 + ϕE
[
4t
])2 ,
which makes it now time-varying. This explains why I opted to call ϕ an additional shape
parameter, as it has a direct relationship to the standardised conditional kurtosis of the returns.
In section 1.5 I discuss how this can be used for specification testing. Further note that the
conditional distribution of the return series is no longer just the scaled version of the standard
normal density. In particular, it now has an extra shape parameter ϕ, which, as I will describe
below, will determine the degree of peakedness and/ or thickness of the tails of the distribution.
In particular, the return process described by the RT-GARCH with normal innovations is now
able to account for heavier tails compared to the standard normal distribution. To highlight this
point further, Figures 1.2 and 1.3 display the probability density function of the RT-GARCH
with f(·) ∼ N (0, 1) against the p.d.f. of the standard normal distribution and demonstrates
that the density of the general model is also able to model heavier (than the standard normal)
tails of the distribution without resorting to an arbitrary distribution of the error term.
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Figure 1.2: Conditional probability density function for different values of unconditional volatility.
The parameter vector θ = [ α, β, γ, ϕ]′ is set to [ 0.003, 0.9, 0.04, 0.02 ]′.
Figure 1.3: Conditional probability density function for different values of ϕ. The parameter vector
θ = [ α, β, γ, ϕ]′ is set to [ 0.003, 0.9, 0.04, 0.02 ]′.
The reason why the RT-GARCH model is able to reproduce heavy tails of the return’s con-
ditional distribution stems from the fact that the additional parameter ϕ controls the thickness
of the tails of the corresponding distribution since the conditional kurtosis in the new model is
time-varying. From the Figure 1.3 it is clear that the larger the value of ϕ is, the heavier are the
tails of the distribution. Besides controlling for the thickness of the tails of the distribution, the
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parameter ϕ allows for the adjustment of the volatility estimate, either up or down depending
on the “sign” (i.e. positive or negative) of the news, allowing the conditional variance process
to be more dynamic.
I now turn to describing some further statistical properties of the RT-GARCH model. In
particular, I derive conditions for the joint process (rt, λ
2
t ) to be strictly stationary. This result
will be further used in developing the asymptotic theory for the quasi-maximum likelihood es-
timator (QMLE) of the parameter vector, which I present in Chapter 2.
Theorem 2. Let t be i.i.d. symmetric around zero random variables with density f such
that E[t] = 0 and var(t) = 1; and let (rt, λ
2
t ) evolve according to eq.(1.2)-(1.3). Let β, γ > 0,
and ϕ 6= 0. If the following conditions are satisfied
−∞ 5 E log ∣∣β + γ20∣∣ < 0 E (log ∣∣α+ ϕ20∣∣)+ <∞, (1.12)
then the process (rt, λ
2
t ) is strictly stationary.
I next establish the weak stationarity conditions for r2t and λ
2
t processes. These results will
be later used to derive the forecasting formulae for the conditional variance of returns. In addi-
tion, the unconditional level of volatility is needed if one chooses to use variance targeting for
the estimation of the parameter vector.
Theorem 3. Let t be i.i.d. symmetric around zero random variables with density f such
that E[t] = 0, var(t) = 1 and E[
4
t ] < ∞; and let (rt, λ2t ) evolve according to eq.(1.2)-(1.3).
Then if β + γ < 1 the process λt is weakly stationary and its second unconditional moment is
given by
E[λ21] =
α+ ϕ+ γϕ
(
E[4t ]− 1
)
1− (β + γ) . (1.13)
Given the relationship, described in eq.(1.8), between E[r2t ] and E[λ
2
t ], it is possible now to
write down the conditions for weak stationarity of r2t .
Theorem 4. Let t be i.i.d. symmetric around zero random variables with density f such
that E[t] = 0, var(t) = 1, and E[
4
t ] < ∞; and let (rt, λ2t ) evolve according to eq.(1.2)-(1.3).
Then if β + γ, rt is weakly stationary and its second unconditional moment is given by
E[r21] =
α+ ϕE[4t ] + ϕβ
(
1− E[4t ]
)
1− (β + γ) . (1.14)
In addition it also holds that:
cov(rt, rs) = 0, t 6= s.
I now turn to the unconditional fourth moment of the return series rt, E[r
4
1], which is an
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important measure of the tail behaviour of the return distribution. Recall that the process {Xt}
is fourth-moment stationary if E [Xt1+kXt2+kXt3+kXt4+k] = E [Xt1Xt2Xt3Xt4 ] for all values of
k and all values of t1, t2, t3 and t4. Detailed derivations are presented in the Appendix A. Here
I present the resulting expression for E[r41].
Theorem 5. If the process (rt, λ
2
t ) evolves according to eq. (1.2)-(1.3) and t are symmetric
around zero i.i.d. random variables with density f such that E [t] = 0 and var(t) = 1, and
E[8t ] <∞ then rt is fourth-moment stationary if
γ2 <
1
E[4t ]
, (1.15)
with the unconditional fourth moment given by
E[r41] =
ξ1 + E[λ
2
1]ξ2 +
(
β2 + 2βγ
)
µ4
[
E[λ21]
]2
1− γ2µ4 , (1.16)
where µj := E[
j
t ], η := E
[
4t
] − 1, χ := β2/(1 − β2) and constants ξ1 and ξ2 are given by
ξ1 =
(
α2 + 2ηαγϕ+ ϕ2χη
)
µ4 + ϕ
2µ8 + 2ϕµ6 (α+ ηϕγ) > 0 and ξ2 = 2µ4(αβ + αγ + ηβγϕ) +
2µ6(βϕ+ γϕ) > 0 and E[λ
2
1] is given by eq. (1.13).
Remark 6. In the case of Gaussian error terms, condition (1.15) simply becomes γ2 < 13
which is exactly the same as in the standard GARCH(1,1) case.
1.4 Leverage and volatility feedback effects
The RT-GARCH model described by eq. (1.2)-(1.3) has no leverage effect, meaning that when
errors are symmetric about zero, E[rt] = 0 and cov(r
2
t , rj) = 0 ∀j. However, there is well
documented empirical evidence, see e.g. Black (1976), Christie (1982), Engle and Ng (1993),
that many financial time series exhibit the leverage effect, i.e. the contribution to the volatility
of negative shocks to the stock prices is far greater than that of the positive shocks of the
same magnitude. As a result of this empirical evidence, most discrete and continuous-time
volatility models were extended to incorporate this feature. For discrete time models see Nelson
(1991), Engle and Ng (1993), Glosten et al.(1993) among others. For continuous-time models,
see Christie (1982), Yu (2005), Bandi and Reno` (2012), Aı¨t-Sahalia et al. (2013) and Wang
and Mykland (2014). For a fully nonparametric way of estimating and testing the leverage
hypothesis, see also recent work by Linton et al. (2016).
I proceed by incorporating the leverage effect in the fashion of Glosten et al. (1993), i.e.
by acknowledging the different effect of positive and negative news on the conditional variance
of returns. Note however that, unlike for the standard GARCH-type models, the most recent
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information in my case is represented by current shocks t. I therefore refer to “leverage effect”
by differentiating the effect of positive and negative values of t on λ
2
t . Therefore the baseline
model in Section 1.2 can be extended to account for leverage effect as follows:
rt = λtt
and
λ2t = α+ βλ
2
t−1 + γr
2
t−1 + ϕ1
2
t1(t>0) + ϕ2
2
t1(t≤0).
It is also interesting to differentiate between the effect of positive and negative values of past
returns on the conditional volatility. In the standard GARCH-type models this is referred as
“leverage effect” as this would be the most recent information effecting the conditional volatility.
Given the differently defined leverage effect in my model I refer to the different effects of the
past positive and negative returns on conditional variance as “feedback effect”. More precisely,
the RT-GARCH model with leverage and feedback effects is given by
rt = λtt (1.17)
and
λ2t = α+ βλ
2
t−1 + γ1r
2
t−11(rt>0) + γ2r
2
t−11(rt≤0) + ϕ1
2
t1(t>0) + ϕ2
2
t1(t≤0). (1.18)
In Figure 1.4 I compare the news impact curves of the GJR-GARCH(1,1) of Glosten et
al.(1993) with the RT-GARCH with leverage and RT-GARCH with leverage and feedback, all
estimated on the daily IBM data. For both specifications of the RT-GARCH model, volatility
tends to respond more to negative news than in GJR-GARCH model. Note, however, that
the RT-GARCH model with leverage and feedback responds slower to negative news than the
RT-GARCH just with the leverage effect.
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Figure 1.4: The figure displays the news impact curves for three models, estimated on the daily
IBM data.
All theorems in section 1.3 hold for both extensions with slight modifications. For reasons
of brevity I defer these to the online Supplementary Material for this chapter.
1.5 Outline of the Estimation Theory
In this section I discuss some results of the QMLE analysis. I denote the parameter vector by
θ = (α, β, γ, ϕ)′ and the corresponding true parameter vector by θ0 = (α0, β0, γ0, ϕ0)′. For the
purpose of estimation I adopt a Gaussian specification, such that the log-likelihood function can
be written as follows:
LT (θ) =
1
T
T∑
t=1
lt(θ),
where
lt(θ) = −1
2
log(2pi)− 1
2
d2t (rt, bt−1, θ) + log
(√
bt−1(θ) + ϕd2t (rt, bt−1, θ)
bt−1(θ) + 2ϕd2t (rt, bt−1, θ)
)
,
with bt−1(θ) = α+βλ2t−1 +γr2t−1, and d2t (r, bt−1, θ) is given in eq.(1.10). Note also that if ϕ is set
to zero we are again back to the standard GARCH(1,1) log-likelihood function. The estimator
of interest θ0 is then defined as follows:
θ̂T = arg max
θ∈Θ
L˜T (θ), (1.19)
where Θ denotes the parameter space. If the error term t := d(rt,t−1 , θ0) is Gaussian, then
θ̂ is MLE, otherwise it is a QMLE. Given that the RT-GARCH(1,1) model nests the standard
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GARCH(1,1) model, it can be expected that the asymptotic theory for QMLE will be a gener-
alisation of some sort for the standard GARCH(1,1) model. In fact, this turns out to be true,
however the analysis is non-trivial and requires lengthy derivations. The entire analysis presents
an interest of its own, and therefore it is studied in detail in Chapter 2. Here I provide only a
brief discussion of the results. In particular, in Chapter 2 I show that the joint process (r2t , λ
2
t )
is ergodic, and establish strong consistency of θ̂T by adopting the theory by Francq and Zako¨ıan
(2004). In addition, I also show that the score function is still a martingale difference sequence,
therefore the martingale CLT, see e.g. Hall and Heyde (1980), can be applied to show:
√
T
(
θ̂T − θ0
)
d−→ N (0, Vθ) ,
where Vθ ≡ A−1BA−1 and
A = − 1
T
Eθ0
[
∂2 logLT (θ)
∂θ∂θ′
]
and B =
1
T
Eθ0
[
∂ logLT (θ)
∂θ
∂ logLT (θ)
∂θ′
]
.
The exact expressions for Vθ are presented in Chapter 2, where the theory is studied at length.
Finally, provided that θ̂
p−→ θ0 and V̂θ p−→ Vθ, the feasible version is given by:
V̂
−1/2
θ
√
T
(
θ̂T − θ0
)
d−→ N (0, I) .
I finish this section by suggesting that the new model can be used for specification testing
of the standard GARCH models. In particular, one can consider testing of the following null
hypothesis:
H0 : ϕ = 0
versus an alternative hypothesis HA that H0 is false. This test can be interpreted as the
test for constant standardised conditional kurtosis of the returns against an alternative of
a time-varying conditional kurtosis. Since this test is for nested models, it is straightfor-
ward to use already computed likelihood quantities to calculate the Likelihood Ratio test
LR = −2 ln(L˜T (θ?)/LT (θ)) d−→ χ21, where θ = (α, β, γ, ϕ)′, θ? := {θ \ ϕ}. Although theoret-
ically ϕ can take negative values, see Theorems 3 and 4 for restrictions, in practical applications
the easiest way to ensure that λ2t is always positive is to restrict all parameters to be positive,
i.e. ϕ ≥ 0. In this case the test is on the boundary of the parameter space for ϕ, and the
Likelihood ratio test has a nonstandard distribution, see Francq and Zako¨ıan (2009) for details.
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1.6 Volatility Forecasts with RT-GARCH
I now focus on volatility forecasting using the RT-GARCH model. The forecasting exercise is
very similar to obtaining volatility forecasts with the standard GARCH(1,1) model except for
some slight differences. Recall that for the forecasting exercise the following two equations are
needed:
E[λ2t |Ft−1] = α+ βλ2t−1 + γr2t−1 + ϕ (1.20)
and
E[r2t |Ft−1] = E[λ2t |Ft−1] + ϕ(E[4t ]− 1), (1.21)
where eq. (1.20) is the expectation of the conditional variance of the process and eq. (1.21) is
obtained by recursively substituting eq. (1.3) into the squared eq. (1.2) and taking expectations.
Then k-step ahead volatility forecast formulae are given in Theorem 6 below.
textbfTheorem 6. Let the process (rt, λ
2
t ) evolve according to eq. (1.17)-(1.18) and t
are symmetric around zero i.i.d. random variables with density f such that E [t] = 0 and
var(t) = 1. Moreover, let the estimator θ̂ =
(
α̂, β̂, γ̂1, γ̂2, ϕ̂1, ϕ̂2
)′
be the QMLE estimator for
θ = (α, β, γ1, γ2, ϕ1, ϕ2)
′ in the extended model defined in eq. (1.18). Then the k-step ahead,
k ≥ 1, volatility forecast is given by the following formula:
E[r2t+k|Ft] = E[λ̂2t+k|Ft] + (ϕ̂1 + ϕ̂2)(E[4t+k|Ft]− 1) = Λ̂ + (β̂ + γ̂1 + γ̂2)k
(
E[λ̂2t |Ft]− Λ̂
)
+
+ (ϕ̂1 + ϕ̂2)(E[
4
t+k|Ft]− 1),
where Λ̂ is given by
Λ̂ =
α̂+ (ϕ̂1 + ϕ̂2)
[
η(γ̂1 + γ̂2) + 1
]
1−
(
β̂ + γ̂1 + γ̂2
) ,
with η ≡ E [4t ]− 1 and E [λ̂2t |Ft] is calculated by using θ̂ as an estimator of θ.
Note that Theorem 6 provides the most general formulae for the RT-GARCH with leverage
and feedback. Forecasting formulae for the RT-GARCH model with leverage only may be ob-
tained by setting γ1 = γ2 = γ, while for the baseline RT-GARCH model by setting γ1 = γ2 = γ
and ϕ1 = ϕ2 = ϕ.
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1.7 Application
1.7.1 Data and Methodology
To estimate and evaluate competing models I use 3 datasets of open-to-close returns, namely
IBM, General Electric (GE) and the S&P 500 index. The original data was bought from Kibot
and constitutes DJ30 1-minute high-frequency return data, of which I picked IBM and GE for
my empirical application. The data was then aggregated to 5-minutes for calculating the 5-
minute realised volatility to serve as a proxy of the end-of-the day volatility. I also use the
SP500 index historical returns which is freely available from the realised library at Oxford-Man
Institute of Quantitative Finance. This data includes the open-to-close daily returns and the
5-minute realised volatility. For IBM and GE the data spans from the 2nd January 1998 until
the 1st December 2016, while for the S&P500 the time span is from the 28th January 2003
until the 1st December 2016. In order to avoid estimation bias, I split the sample into two
parts, the first part will serve for the model’s estimation, and the remaining part will be used
for an evaluation of the out-of-sample performance using the recursive scheme. As with any
out-of-sample forecasting exercise there is no direct guidance of the optimal splitting point. For
presenting the main results, I reserve 2/3 of the whole sample for the estimation and the rest of
the sample for the forecast evaluation. For the IBM and GE stocks this results in 3000 and 1500
observations for estimation and evaluation respectively. For the S&P500 data I have 2000 and
1000 observations for estimation and evaluation respectively. However, in order to make sure
that the results do not depend on the splitting point, in the online Supplementary Material to
this chapter I present results for different splitting points. The issue of the splitting point and
how it affects forecast evaluation tests will be further addressed in Chapter 3. In addition to the
full sample results, due to the likelihood of structural breaks during the financial crisis period,
I also present results for 2 subsamples: pre- and post-crisis periods. The pre-crisis period spans
from 2nd of January (28th of January 2003 for the S&P 500 index) till the end of July 2008.
The crisis and post-crisis period constitutes the rest of the available sample. For subsamples for
GE and IBM stocks I take 1500 and 500 observations for estimation and evaluation respectively.
For subsamples for S&P500 data I use 1000 and 500 observations for estimation and evaluation
respectively.
For out-of-sample forecast performance I compare RT-GARCH models with the standard
GARCH(1,1), GARCH(1,2) with Normal and Student-t innovations, APARCH model with
Student-t innovations (as the most sophisticated GARCH-type model, see Hansen and Lunde
(2005) for details), as well as Simple and Exponential NoVaS methodologies of Politis (2007).
The specifications of all competing models are presented in Table 1.1. I exclude SV models from
this comparison as SV models are outside of the Maximum Likelihood framework. Moreover,
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since the purpose of this chapter is not to propose the best volatility model but rather investi-
gate whether incorporating available current information in GARCH-type models will improve
on existing GARCH models in terms of out-of-sample volatility and VaR forecasts, inclusion of
SV models is not necessary to answer this question.
The “true volatility” would be needed in order to directly evaluate the forecasting perfor-
mance of competing models. Without the true volatility process, the most common approach
instead is to use realised volatility as a proxy for the conditional variance of returns. I calculate
the 5-minute realised variance from the intraday high-frequency data for each stock, which I then
take to be the proxy for the conditional variance of returns in out-of-sample forecast evaluations.
1.7.2 Results and Discussion
In this section I report the parameter estimates for the RT-GARCH, RT-GARCH with leverage
effect (RT-GARCH-L) and RT-GARCH with leverage and feedback effect (RT-GARCH-LF).
Results are presented in Table 1.2. For all RT-GARCH models and all datasets the parameter
ϕ is positive and significantly different from zero. Note that for the model with leverage, the
value of the parameter ϕ2 is much larger than the value of the parameter ϕ1, pointing at the
fact that negative news contribute to volatility more than positive ones.
For out-of-sample evaluation I use the only two “robust” loss functions (see Patton, 2011) in
the context of volatility forecasting. Note that a loss function is “robust” if for any two volatility
forecasts, h21t and h
2
2t, their ranking according to expected loss is equivalent whether it is done
using the true conditional variance, σ2t , or some proxy σˆ
2
t , provided the latter is conditionally
unbiased, i.e. E[r2t |Ft−1] = E
[
σˆ2t |Ft−1
]
= σ2t .
Tables 1.3-1.14 present the results. For the presentation of results I adopt the original
notation of Hansen et al. (2011), i.e. M̂?95% denotes the MCS M̂? that contains the best models
with probability 0.95. For both statistical loss functions, MSE and QLIKE, Real-time-GARCH
and RT-GARCH-L models are always in the MCS M̂?95% for all horizons, while standard GARCH
models most of the time fall outside of the MCS. I present the results for full sample as well as
the results for pre- and post-crisis (including crisis) subsamples.
I start with the full sample results. For the 1-step ahead out-of-sample volatility forecasts
using the MSE loss function, the MCS for the IBM stock is quite wide and consists of all
competing models except for the NoVaS methodologies, while for the QLIKE loss function the
MCS consists solely of all the RT-GARCH models. For the GE stock for 1-step ahead forecasts
MCS consists of all RT-GARCH models and the APARCH(2,2) model for both loss functions.
Finally, for the S&P 500 stock the MCS based on the MSE loss function is quite small and
consists only of RT-GARCH and RT-GARCH-L models, while the MCS based on the QLIKE
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loss function consists of RT-GARCH, RT-GARCH-L and APARCH(2,2) models.
For the 5-step ahead forecasts, the picture is very similar, except that for the MSE loss
function, the MCS sometimes includes the GARCH models with Student-t innovations. For
example, for the 5-step ahead forecasts using IBM data, for the MSE loss function the MCS
consists only of RT-GARCH model, while for the QLIKE loss function both GARCH models
with Student-t innovations are included as well. A similar picture can be seen for the GE stock
for the MSE loss function, while for the QLIKE loss function the MCS consists again only of
RT-GARCH, RT-GARCH-L and the APARCH(2,2) models. For the S&P 500 stock for the MSE
loss function the MCS consists of all competing models but NoVaS methodologies, while for the
QLIKE loss function the MCS consists only of the RT-GARCH and APARCH(2,2) models.
For longer horizons, i.e. 10- and 15-step ahead out-of-sample volatility forecasts, the picture is
quite different. More precisely, the MCS consists only of the RT-GARCH and the APARCH(2,2)
models, with the occasional inclusion of RT-GARCH-L model and sometimes GARCH models
with Student-t innovations.
Note that for all horizons, the standard GARCH models with Gaussian innovations are
excluded from the MCS for all stocks. It is also interesting to note that most of the time, MCS
for all datasets always contain Student-t innovations (which allows for heavier tails) and RT-
GARCH models. Note however that RT-GARCH models perform no worse (or most of the time
even better) with just the normal innovations. As discussed in section 1.2 the possible reason for
this is that the RT-GARCH models account for a time-varying conditional kurtosis, therefore
allowing the volatility to adjust to a new level faster than the other standard GARCH models. It
is also possible that the forecasting performance of RT-GARCH models can be further improved
if one considers Student-t innovations for the error term. On the other hand, RT-GARCH model
with leverage and feedback effects (RT-GARCH-LF) seems to perform worse than the simple
RT-GARCH or RT-GARCH-L, as it can potentially overfit the data due to the model’s higher
complexity (i.e. higher number of parameters).
Given that all samples under consideration include the financial crisis, it is important to
account for the structural break in the volatility of returns. If one is to account for the structural
break, the parameters of each model have to be re-estimated during/after the break. I address
this issue by estimating and evaluating the models on two subsamples: pre- and post-crisis
period, where the latter includes the crisis period as well.
While the forecast evaluation results for the pre-crisis period are quite similar to the full
sample results, the crisis period MCS is quite different for all stocks. For the crisis and post-
crisis period the MCS for both loss functions mainly consists of RT-GARCH-L, RT-GARCH-LF
and the APARCH(2,2) models. This result is general for all stocks and all horizons. The
difference in results emphasises that during volatile periods it is crucial to account for both
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leverage and time-varying kurtosis.
There are several reasons why NoVaS methodologies are never in the MCS. First of all, Politis
(2007) compares forecasts with the Mean Absolute Deviation (MAD) loss function, which is not
a robust loss function in the context of volatility forecasting, see Patton (2011). The other
reason may be that the comparison of NoVaS forecasts was done with the use of squared returns
as a volatility proxy, which was shown to be a quite noisy proxy in the context of volatility
forecasting, see e.g. Hansen and Lunde (2006).
In addition, I also evaluate all forecasts with the risk management loss function, i.e. I
compute 1-step Value-at-risk (VaR) forecasts using all competing models. For evaluation of
VaR forecasts I compute the Violation Ratio (VR), which is the ratio between the number of
returns that exceeded the VaR forecast to the number of the expected exceedances, accounting
for a significance level of α which I take to be 5%. If the model is accurate, the violation ratio
is expected to be exactly 1. A model has good forecasts if the VR is between 0.8 and 1.2;
and a model has quite imprecise forecasts if the VR<0.5 or VR>1.5. However, computing only
the VR is not enough for evaluating VaR forecasts as it is the measure of the unconditional
coverage. I therefore also compute the Likelihood Ratio (LR) for the conditional coverage from
the failure process of the VaR forecasts, see Christoffersen (1998) for details. Table 1.15 presents
the results. Out of all models with a correct conditional coverage, RT-GARCH (for all stocks)
and RT-GARCH with leverage (for IBM stock) are the only models that have an acceptable
VR. In addition, this ratio will be far better than for the standard GARCH(1,1) model with
normal errors for all stocks under consideration. This result further emphasises the effect of
having a time-varying kurtosis of returns, which allows for the possibility of adjusting it over
time in response to the data, playing a potentially crucial role for forecasting of VaR.
After identifying which models are in the MCS, it is still interesting whether it is possible
to pin down a single superior forecasting model (in the sense that it is not outperformed by
any other competing model) among those in the MCS. One possibility is to conduct an out-of-
sample test that has the ability to control either for possible over-fitting or over-parametrisation
problems, which gives a more powerful framework to evaluate the performances of competing
models. I choose to conduct Hansen’s (2005) Test for Superior Predictive Ability (SPA). Results
of the test for all models are produced for one-step ahead volatility forecasts and for reasons of
brevity these are presented in Appendix B. The overall conclusion is that the winning model
(among those in the MCS) is one of the RT-GARCH models for shorter horizons (i.e. 1- and
5-step ahead) and either APARCH model or RT-GARCH/RT-GARCH-L for longer horizons.
In addition, I perform the likelihood ratio test for H0 : ϕ = 0, adjusted for testing on the
boundary, see Francq and Zako¨ıan (2009) for details. The values of the test statistic are 8.5, 4.66
and 9.72 for IBM, GE and S&P500 respectively, which are significant at a 5% significance level.
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This suggests that all time series have a time-varying conditional kurtosis.
In order to show that the RT-GARCH model is a better fit to the data, especially in the tails,
Figures 1.5-1.7 displays the QQ plots of the standardised errors from the estimated GARCH(1,1)
and RT-GARCH models.
Figure 1.5: QQ-plots of the implied error distribution for IBM stock.
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Figure 1.6: QQ-plots of the implied error distribution for GE stock.
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Figure 1.7: QQ-plots of the implied error distribution for S&P500 index.
1.8 Conclusion
Volatility of asset returns is difficult to forecast due to its latent nature. In an attempt to describe
the volatility process the majority of the discrete-time volatility models incorporate only past
information in modelling the volatility of assets’ returns. Up until now there was no evidence
on the relevance of incorporating current information into the conditional variance modelling in
GARCH-type models. I fill this gap by proposing a new model, the RT-GARCH, which incor-
porates current information. The model is very general; it nests the standard GARCH models
as its special case, and can easily incorporate leverage and feedback effects by differentiating be-
tween positive and negative news. The new term, i.e. the current realisation of the standardised
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return, can be viewed in two ways: as a change in the information set, and as an extra shape
parameter for the density of returns which determines the “peakedness” and/or thickness of the
tails. This shape parameter allows the conditional distribution of returns to have a time-varying
kurtosis, which accounting to the empirical application may well play a crucial role in forecasting
volatility and VaR during turbulent times.
Estimation of the RT-GARCH revealed that (i) incorporating current information into
volatility modelling allows the model to respond quicker to sudden changes of the uncondi-
tional level of volatility; and (ii) the combination of ex-ante and ex-post volatility measurement
helps to improve out-of-sample volatility forecasts and empirical fit when compared to the fore-
casts and empirical fit given by the other competing models. Moreover the new model offers
a framework for specification testing, which can be thought of a test for constant conditional
kurtosis versus a time-varying one.
It would be of interest to investigate whether the empirical performance of the proposed
model can be further improved by incorporating some realised measures as in Hansen et al.(2012)
and/or assuming Student-t distribution for innovations. In addition, deriving a continuous-time
limit of the RT-GARCH model will provide an answer of where exactly between GARCH and
SV models it stands. I leave these suggestions for future research.
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Table 1.2: Parameter estimates of RT-GARCH models
Parameter estimates of RT-GARCH
Dataset α β γ ϕ
IBM
0.0006
(18 ∗ 10−4)
0.8755
(9 ∗ 10−4)
0.0780
(14 ∗ 10−4)
0.0758
(21 ∗ 10−4)
GE
0.0001
(14 ∗ 10−4)
0.9211
(38 ∗ 10−3)
0.0627
(2 ∗ 10−5)
0.0378
(17 ∗ 10−4)
S&P 500
0.0001
(12 ∗ 10−4)
0.9124
(14 ∗ 10−3)
0.0726
(45 ∗ 10−3)
0.0138
(11 ∗ 10−4)
Parameter estimates of RT-GARCH with leverage
Dataset α β γ ϕ1 ϕ2
IBM
0.0003
(15 ∗ 10−4)
0.8883
(6 ∗ 10−4)
0.0703
(11 ∗ 10−4)
0.0475
(19 ∗ 10−4)
0.0886
(27 ∗ 10−4)
GE
0.0001
(2.7 ∗ 10−4)
0.9273
(38 ∗ 10−4)
0.0550
(4.2 ∗ 10−4)
0.0237
(2 ∗ 10−4)
0.0529
(48 ∗ 10−3)
S&P 500
0.0016
(25 ∗ 10−4)
0.8995
(15 ∗ 10−3)
0.0718
(6.7 ∗ 10−4)
0.0003
(27 ∗ 10−4)
0.0481
(8.1 ∗ 10−4)
Parameter estimates of RT-GARCH with leverage and feedback
Dataset α β γ1 γ2 ϕ1 ϕ2
IBM
0.0001
(17 ∗ 10−4)
0.8599
(30 ∗ 10−4)
0.0328
(14 ∗ 10−4)
0.0706
(15 ∗ 10−4)
0.0903
(26 ∗ 10−4)
0.1319
(29 ∗ 10−4)
GE
0.0001
(15 ∗ 10−4)
0.9225
(40 ∗ 10−3)
0.0343
(11 ∗ 10−4)
0.0322
(10 ∗ 10−4)
0.0450
(18 ∗ 10−3)
0.1253
(27 ∗ 10−3)
S&P 500
0.0023
(4.2 ∗ 10−4)
0.9185
(1.8 ∗ 10−3)
0.0127
(5 ∗ 10−4)
0.0605
(23 ∗ 10−4)
0.0004
(10−4)
0.0740
(4.6 ∗ 10−4)
Note: The table presents parameter estimates for respective models based on the full sample.
The sample size used for estimation is 3000 for IBM and GE stocks and 2000 for SP500 index.
Standard errors, calculated numerically, are given in parentheses.
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Table 1.3: Forecast evaluation based on MSE loss (full sample)
1-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE e pMCS MSE pMCS
RT-GARCH 5.9626 0.0940? 6.7355 0.2530? 2.5227 0.0400
RT-GARCH-L 5.8989 0.0990? 6.6591 0.9170? 2.0289 0.6220?
RT-GARCH-LF 6.0861 0.0820? 6.6274 1? 1.9370 1?
A-PARCH(2,2)-St.t distr. 5.8152 0.6330? 6.6632 0.9170? 2.6657 0.0020
GARCH(1,1)-N(0, 1) 5.9074 0.0990? 6.8069 0.0070 2.3780 0.0450
GARCH(1,2)-N(0, 1) 5.9074 0.0990? 6.8069 0.0070 2.3780 0.0450
GARCH(1,1)-St.t distr. 5.7074 0.7470? 6.8199 0.0030 2.3725 0.0450
GARCH(1,2)-St.t distr. 5.6923 1? 6.9611 0.0030 2.5405 0.0310
Simple NoVaS 7.9097 0 8.6489 0 2.6415 0.0060
Exponential NoVaS 7.9305 0 8.7922 0 2.7714 0.0010
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
5-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 5.4655 0.0660? 6.1762 0.1130? 1.7490 0.1820?
RT-GARCH-L 5.7604 0.0010 6.1410 0.1130? 1.6724 1?
RT-GARCH-LF 7.4039 0.0005 6.8305 0.0005 2.7361 0.0600?
A-PARCH(2,2)-St.t distr. 5.5588 0.0200 6.2182 0.1130? 2.0496 0.1230?
GARCH(1,1)-N(0, 1) 5.5436 0.0200 6.2221 0.0440 1.7265 0.1820?
GARCH(1,2)-N(0, 1) 5.5436 0.0020 6.2221 0.0440 1.7265 0.1820?
GARCH(1,1)-St.t distr. 5.2380 0.1460? 6.2346 0.0220 2.1047 0.1090?
GARCH(1,2)-St.t distr. 5.1158 1? 5.9126 1? 2.1059 0.1090?
Simple NoVaS 7.9295 0 8.8844 0 2.8555 0.0220
Exponential NoVaS 7.9810 0 8.9874 0 2.9460 0.0050
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
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Table 1.4: Forecast evaluation based on MSE loss (full sample)
10-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 5.5838 0.6440? 6.5120 0.5320? 1.8604 1?
RT-GARCH-L 6.7789 0.0020 6.5751 0.0570? 2.3635 0.0020
RT-GARCH-LF 7.1880 0 8.1607 0 2.4339 0.0220
A-PARCH(2,2)-St.t distr. 5.2557 1? 6.3874 0.8660? 2.1500 0.1010?
GARCH(1,1)-N(0, 1) 5.9061 0.0410 6.7387 0.0110 2.1701 0.0380
GARCH(1,2)-N(0, 1) 5.9061 0.0410 6.7387 0.0110 2.1701 0.0380
GARCH(1,1)-St.t distr. 5.7090 0.0930? 6.7123 0.0150 2.2999 0.0130
GARCH(1,2)-St.t distr. 5.7043 0.0930? 6.3749 1? 2.4080 0.0020
Simple NoVaS 7.4780 0 9.0686 0 3.0637 0
Exponential NoVaS 7.4882 0 9.1016 0 3.0515 0
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
15-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 6.2789 0.1290? 6.8308 0.2120? 2.0271 1?
RT-GARCH-L 7.3068 0.0030 7.1004 0.0030 2.8156 0.0070
RT-GARCH-LF 7.7454 0.0010 9.5520 0.0030 2.8458 0.0010
A-PARCH(2,2)-St.t distr. 5.6200 1? 6.5759 1? 2.3697 0.0740?
GARCH(1,1)-N(0, 1) 6.4643 0.0130 7.4280 0.0020 2.5460 0.0220
GARCH(1,2)-N(0, 1) 6.4643 0.0130 7.4280 0.0020 2.5460 0.0220
GARCH(1,1)-St.t distr. 7.0099 0.0020 7.3615 0.0020 2.5960 0.0240
GARCH(1,2)-St.t distr. 5.7186 0.7550? 6.8867 0.0290 2.7077 0.0090
Simple NoVaS 8.0218 0 9.1868 0 3.2885 0
Exponential NoVaS 8.0104 0 9.2016 0 3.1058 0
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
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Table 1.5: Forecast evaluation based on QLIKE loss (full sample)
1-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.4628 0.5500? 1.4505 0.0610? 0.9426 0.3740?
RT-GARCH-L 1.4531 1? 1.4315 1? 0.9471 0.1550?
RT-GARCH-LF 1.4828 0.3800? 1.4384 0.6540? 1.0077 0.0010
A-PARCH(2,2)-St.t distr. 1.5487 0.0120 1.4733 0.0320 0.9322 1?
GARCH(1,1)-N(0, 1) 1.5106 0.0320 1.4767 0.0270 0.9488 0.0450
GARCH(1,2)-N(0, 1) 1.5106 0.0320 1.4767 0.0270 0.9488 0.0450
GARCH(1,1)-St.t distr. 1.5252 0.0400 1.4786 0.0180 0.9494 0.0440
GARCH(1,2)-St.t distr. 1.5277 0.0400 1.4786 0.0180 0.9376 0.4540?
Simple NoVaS 3.9372 0 3.3669 0 1.4625 0.0005
Exponential NoVaS 3.9361 0 3.3633 0 1.5563 0.0005
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
5-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.3935 1? 1.3760 1? 0.8957 0.2950?
RT-GARCH-L 1.4834 0.0140 1.3932 0.0560? 1.0169 0.0090
RT-GARCH-LF 1.6347 0.0040 1.5198 0.0010 1.2279 0.0040
A-PARCH(2,2)-St.t distr. 1.4492 0.0170 1.4034 0.0560? 0.8955 1?
GARCH(1,1)-N(0, 1) 1.4157 0.0280 1.4163 0.0110 0.9159 0.0310
GARCH(1,2)-N(0, 1) 1.4157 0.0280 1.4163 0.0110 0.9159 0.0310
GARCH(1,1)-St.t distr. 1.4131 0.0300 1.3948 0.0560 0.9470 0.0120
GARCH(1,2)-St.t distr. 1.4144 0.0300 1.3987 0.0560 0.9425 0.0120
Simple NoVaS 4.1445 0 3.6022 0 1.6679 0.0020
Exponential NoVaS 4.0942 0 3.5691 0 1.8015 0.0020
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
34
Table 1.6: Forecast evaluation based on QLIKE loss (full sample)
10-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.4462 0.3600? 1.3985 1? 0.9106 0.6920?
RT-GARCH-L 1.5924 0.0220 1.4476 0.0520 1.1241 0.0090
RT-GARCH-LF 1.8417 0.0130 1.6762 0.0010 1.4544 0.0010
A-PARCH(2,2)-St.t distr. 1.4177 1? 1.4050 0.8220? 0.9081 1?
GARCH(1,1)-N(0, 1) 1.4864 0.0490 1.4736 0.0010 0.9734 0.0200
GARCH(1,2)-N(0, 1) 1.4864 0.0490 1.4736 0.0010 0.9734 0.0200
GARCH(1,1)-St.t distr. 1.5101 0.0330 1.4684 0.0010 1.0058 0.0200
GARCH(1,2)-St.t distr. 1.5088 0.0330 1.4014 0.0010 0.9620 0.0380
Simple NoVaS 3.2675 0 3.8264 0 1.9397 0.0005
Exponential NoVaS 3.2776 0 3.7663 0 2.0835 0.0005
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
15-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.4995 0.1890? 1.4267 0.2660? 0.9396 0.5410?
RT-GARCH-L 1.6823 0.0180 1.5039 0.0010 1.1974 0.0080
RT-GARCH-LF 1.7036 0.0090 1.8094 0.0005 1.3169 0.0010
A-PARCH(2,2)-St.t distr. 1.4279 1? 1.4122 1? 0.9352 1?
GARCH(1,1)-N(0, 1) 1.5533 0.0420 1.5425 0.0050 1.0357 0.0350
GARCH(1,2)-N(0, 1) 1.5533 0.0420 1.5425 0.0050 1.0357 0.0350
GARCH(1,1)-St.t distr. 1.6097 0.0270 1.5354 0.0020 1.0610 0.0110
GARCH(1,2)-St.t distr. 1.5063 0.0270 1.4534 0.0410 1.0129 0.0700?
Simple NoVaS 3.5635 0 3.8891 0 2.1970 0
Exponential NoVaS 3.5632 0 3.8002 0 2.3442 0
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
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Table 1.7: Forecast evaluation based on MSE loss (pre-crisis period)
1-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 2.2499 0.8880? 2.9478 0.5310? 1.1053 0.3540?
RT-GARCH-L 2.2334 0.8880? 2.9211 0.5310? 1.1198 0.1810?
RT-GARCH-LF 2.3112 0.3370? 2.9234 0.5310? 0.8193 1?
A-PARCH(2,2)-St.t distr. 2.1908 1? 2.8280 1? 0.8508 0.7260?
GARCH(1,1)-N(0, 1) 2.3644 0.3000? 3.0881 0.0850? 1.1257 0.0470
GARCH(1,2)-N(0, 1) 2.3644 0.3000? 3.0881 0.0850? 1.1358 0.0470
GARCH(1,1)-St.t distr. 2.2873 0.7700? 3.1117 0.0690? 1.1677 0.0423
GARCH(1,2)-St.t distr. 2.2930 0.7700? 3.1117 0.0690? 1.1716 0.0410
Simple NoVaS 3.5073 0.0010 4.8216 0.0010 1.4206 0.0100
Exponential NoVaS 3.5755 0.0010 4.4485 0.0010 1.4428 0.0100
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
5-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 1.9340 0.7160? 2.4904 0.5893? 1.0603 1?
RT-GARCH-L 1.6637 1? 2.5724 0.1220? 1.2708 0.0450
RT-GARCH-LF 2.1221 0.1461? 2.8155 0.0430 1.1718 0.1150?
A-PARCH(2,2)-St.t distr. 2.0441 0.3700? 2.2552 1? 1.1618 0.1150?
GARCH(1,1)-N(0, 1) 2.0740 0.1460? 2.8630 0.0290 1.2890 0.0410
GARCH(1,2)-N(0, 1) 2.0740 0.1460? 2.8630 0.0290 1.2909 0.0410
GARCH(1,1)-St.t distr. 2.0349 0.2400? 2.8896 0.0220 1.1869 0.1950?
GARCH(1,2)-St.t distr. 2.0311 0.2421? 2.8896 0.0220 1.1300 0.1950?
Simple NoVaS 3.7046 0 4.7204 0.0080 1.5833 0.0150
Exponential NoVaS 3.6552 0 4.8017 0.0090 1.5126 0.0150
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
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Table 1.8: Forecast evaluation based on MSE loss (pre-crisis period)
10-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 2.0836 0.1470? 2.3709 0.0739? 1.2375 0.6940?
RT-GARCH-L 1.9729 1? 2.2761 1? 1.1472 1?
RT-GARCH-LF 2.3842 0.1000? 2.4838 0.0219 1.4586 0.0415
A-PARCH(2,2)-St.t distr. 2.2134 0.1370? 2.4967 0.0219 1.3357 0.4150?
GARCH(1,1)-N(0, 1) 2.0265 0.3590? 2.7944 0.0180 1.3771 0.0381
GARCH(1,2)-N(0, 1) 2.0265 0.3590? 2.7044 0.0180 1.3788 0.0255
GARCH(1,1)-St.t distr. 2.0823 0.1470? 2.8173 0.0150 1.3468 0.2550?
GARCH(1,2)-St.t distr. 2.0797 0.1470? 2.8173 0.0150 1.3479 0.2410?
Simple NoVaS 3.9311 0 5.0234 0 1.6486 0.0380
Exponential NoVaS 3.9594 0 5.0399 0 1.4911 0.0380
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
15-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 2.0443 1? 2.4923 0.7170? 1.3236 0.7651?
RT-GARCH-L 2.3620 0.0130 2.4617 1? 1.3178 1?
RT-GARCH-LF 2.1540 0.0510? 2.7285 0.1210? 1.4642 0.0342
A-PARCH(2,2)-St.t distr. 2.1910 0.0460 2.7849 0.0650? 1.3413 0.3860?
GARCH(1,1)-N(0, 1) 2.2150 0.0160 2.8142 0.0550? 1.4328 0.0120
GARCH(1,2)-N(0, 1) 2.2150 0.0160 2.8142 0.0550? 1.4842 0.0120
GARCH(1,1)-St.t distr. 2.1409 0.1090? 2.8321 0.0507? 1.3931 0.3420?
GARCH(1,2)-St.t distr. 2.1398 0.1220? 2.8321 0.0507? 1.3994 0.3420?
Simple NoVaS 4.2298 0.0060 5.1980 0.0050 1.6308 0.0040
Exponential NoVaS 4.1846 0.0060 5.0943 0.0130 1.4760 0.0040
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
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Table 1.9: Forecast evaluation based on QLIKE loss (pre-crisis period)
1-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.6258 0.0250 1.6284 0.1046? 1.2023 0.0580?
RT-GARCH-L 1.5958 0.9310? 1.6277 0.2380? 1.1762 0.0610?
RT-GARCH-LF 1.6602 0.0403 1.6272 0.4090? 1.1398 1?
A-PARCH(2,2)-St.t distr. 1.5946 1? 1.6074 1? 1.1509 0.0750?
GARCH(1,1)-N(0, 1) 1.6114 0.2401? 1.6591 0.0126 1.2110 0.0180
GARCH(1,2)-N(0, 1) 1.6114 0.2401? 1.6591 0.0126 1.2043 0.0480
GARCH(1,1)-St.t distr. 1.6064 0.2870? 1.6643 0.0140 1.1925 0.0350
GARCH(1,2)-St.t distr. 1.6051 0.2870? 1.6643 0.0140 1.2084 0.0410
Simple NoVaS 2.6016 0.0077 2.6602 0 1.7735 0.0050
Exponential NoVaS 2.5376 0.0077 2.6812 0 1.7158 0.0010
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
5-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.5482 0.7720? 1.5588 0.5490? 1.2017 1?
RT-GARCH-L 1.5433 1? 1.5722 0.0910? 1.2427 0.1080?
RT-GARCH-LF 1.6091 0.0559? 1.5973 0.0420 1.2035 0.5640?
A-PARCH(2,2)-St.t distr. 1.5782 0.0853? 1.5468 1? 1.2340 0.2820?
GARCH(1,1)-N(0, 1) 1.5558 0.4340? 1.6172 0.0160 1.2687 0.0408
GARCH(1,2)-N(0, 1) 1.5558 0.4340? 1.6172 0.0160 1.2687 0.0408
GARCH(1,1)-St.t distr. 1.5660 0.1550? 1.6121 0.0220 1.2559 0.0440
GARCH(1,2)-St.t distr. 1.5656 0.1550? 1.6121 0.0220 1.2559 0.0440
Simple NoVaS 2.7961 0 3.0279 0 1.9897 0.0130
Exponential NoVaS 2.6950 0 2.9584 0.0030 1.8741 0.0160
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
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Table 1.10: Forecast evaluation based on QLIKE loss (pre-crisis period)
10-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.5591 0.0920? 1.5399 1? 1.2256 1?
RT-GARCH-L 1.5499 1? 1.5493 0.2980? 1.2311 0.5440?
RT-GARCH-LF 1.5598 0.0520? 1.5802 0.0650? 1.2767 0.0453
A-PARCH(2,2)-St.t distr. 1.5990 0.0213 1.6078 0.0060 1.2396 0.1238?
GARCH(1,1)-N(0, 1) 1.5630 0.0260 1.5917 0.0390 1.3013 0.0238
GARCH(1,2)-N(0, 1) 1.5630 0.0260 1.5917 0.0390 1.2985 0.0161
GARCH(1,1)-St.t distr. 1.5694 0.0201 1.5957 0.0100 1.2716 0.0482?
GARCH(1,2)-St.t distr. 1.5691 0.0201 1.5957 0.0100 1.2766 0.0490?
Simple NoVaS 3.0539 0 3.3247 0 2.0528 0.0130
Exponential NoVaS 2.8865 0 3.1516 0 1.9589 0.0260
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
15-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.5572 0.2800? 1.5547 0.3380? 1.2486 1?
RT-GARCH-L 1.5473 0.7015? 1.5474 1? 1.2558 0.4810?
RT-GARCH-LF 1.5339 1? 1.6121 0.0290 1.3107 0.0449
A-PARCH(2,2)-St.t distr. 1.6039 0.0352 1.5942 0.0390 1.2982 0.1565?
GARCH(1,1)-N(0, 1) 1.5672 0.0390 1.5852 0.0450 1.3129 0.0419
GARCH(1,2)-N(0, 1) 1.5672 0.0390 1.5852 0.0450 1.3105 0.0449
GARCH(1,1)-St.t distr. 1.5695 0.0352 1.5884 0.0420 1.3107 0.0440
GARCH(1,2)-St.t distr. 1.5693 0.0352 1.5884 0.0420 1.3107 0.0440
Simple NoVaS 3.3053 0 3.4334 0.0020 2.0618 0.0040
Exponential NoVaS 3.1063 0.0030 3.1453 0.0010 2.0030 0.0031
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
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Table 1.11: Forecast evaluation based on MSE loss (crisis and post-crisis period)
1-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 4.5716 0.0020 11.4981 0.3600? 1.8311 0.0350
RT-GARCH-L 4.4319 0.6390? 11.3606 1? 1.6040 0.4080?
RT-GARCH-LF 4.4203 1? 11.6326 0.0020 1.3981 1?
A-PARCH(2,2)-St.t distr. 4.4613 0.3390? 11.5223 0.0415 2.3010 0
GARCH(1,1)-N(0, 1) 4.4750 0.0300 11.6015 0.0050 1.7184 0.0470
GARCH(1,2)-N(0, 1) 4.4750 0.0300 11.6015 0.0050 1.7184 0.0470
GARCH(1,1)-St.t distr. 4.4878 0.0250 11.5367 0.0400 1.9842 0.0020
GARCH(1,2)-St.t distr. 4.6584 0.0020 11.6527 0.0010 2.4677 0
Simple NoVaS 5.5788 0 12.0917 0 1.9697 0.0020
Exponential NoVaS 5.6237 0 12.1720 0 1.9331 0.0080
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
5-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 4.1624 0.0960? 10.4028 0.2690? 0.8056 1?
RT-GARCH-L 4.1081 0.7230? 10.2550 1? 0.9355 0.0810?
RT-GARCH-LF 4.2980 0.0960? 11.2363 0 1.6040 0.0010
A-PARCH(2,2)-St.t distr. 3.9632 1? 10.6841 0.0110 1.3555 0.0020
GARCH(1,1)-N(0, 1) 4.2318 0.0310 10.7131 0.0110 1.0701 0.0110
GARCH(1,2)-N(0, 1) 4.2318 0.0310 10.7131 0.0110 1.0701 0.0110
GARCH(1,1)-St.t distr. 4.2136 0.0400 10.5373 0.0410 1.4371 0.0030
GARCH(1,2)-St.t distr. 4.2136 0.0400 10.5325 0.0410 1.3019 0.0030
Simple NoVaS 5.7350 0 13.3463 0 1.8017 0
Exponential NoVaS 5.7397 0 13.3697 0 1.7878 0
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
40
Table 1.12: Forecast evaluation based on MSE loss (crisis and post-crisis period)
10-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 4.6090 0.0660? 10.9616 1? 1.1098 1?
RT-GARCH-L 4.7146 0.0610? 11.1144 0.5020? 1.3585 0.1250?
RT-GARCH-LF 4.9129 0.0270 11.2357 0.5020? 2.9225 0.0005
A-PARCH(2,2)-St.t distr. 4.4016 1? 11.1299 0.5020? 1.7746 0.0150
GARCH(1,1)-N(0, 1) 4.6784 0.0420 11.3812 0.0030 1.5144 0.0250
GARCH(1,2)-N(0, 1) 4.6784 0.0420 11.3812 0.0030 1.5144 0.0250
GARCH(1,1)-St.t distr. 4.6889 0.0420 11.3346 0.0050 2.5789 0.0005
GARCH(1,2)-St.t distr. 4.6519 0.0420 11.3889 0.0030 2.7429 0.0005
Simple NoVaS 3.9311 0 13.5452 0 2.9198 0.0005
Exponential NoVaS 3.9594 0 13.5259 0 2.8922 0.0005
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
15-step ahead volatility forecasts
IBM GE S&P 500
Model MSE pMCS MSE pMCS MSE pMCS
RT-GARCH 4.7423 0.6190? 11.3676 1? 1.7102 1?
RT-GARCH-L 5.0036 0.2210? 11.8478 0.0130 2.1316 0.1100?
RT-GARCH-LF 5.7171 0.0200 11.4883 0.5870? 3.6060 0.0190
A-PARCH(2,2)-St.t distr. 4.6119 1? 11.4266 0.5870? 2.8358 0.0190
GARCH(1,1)-N(0, 1) 5.7232 0.0200 11.6886 0.0350 2.1965 0.0410
GARCH(1,2)-N(0, 1) 5.7232 0.0200 11.6886 0.0350 2.1965 0.0410
GARCH(1,1)-St.t distr. 5.6944 0.0200 11.8160 0.0150 4.3403 0
GARCH(1,2)-St.t distr. 5.7463 0.0200 11.7441 0.0150 4.0890 0
Simple NoVaS 5.9670 0.0100 13.6172 0 3.3435 0.0190
Exponential NoVaS 5.9310 0.0100 13.6538 0 3.3017 0.0190
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are
marked with a ? are those in the model confidence set M̂?
95%
.
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Table 1.13: Forecast evaluation based on QLIKE loss (crisis and post-crisis period)
1-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.4640 0.0400 1.4299 0.0680? 0.6870 0.2500?
RT-GARCH-L 1.4069 0.5150? 1.3717 1? 0.7022 0.0340
RT-GARCH-LF 1.4054 1? 1.4097 0.3960? 0.7582 0.0340
A-PARCH(2,2)-St.t distr. 1.4403 0.0640? 1.4245 0.0680? 0.6751 1?
GARCH(1,1)-N(0, 1) 1.4533 0.0420 1.4573 0.0470 0.7815 0.0150
GARCH(1,2)-N(0, 1) 1.4533 0.0420 1.4573 0.0470 0.7815 0.0150
GARCH(1,1)-St.t distr. 1.4577 0.0420 1.4410 0.0470 0.6912 0.0340
GARCH(1,2)-St.t distr. 1.5020 0.0380 1.4783 0.0090 0.6980 0.0340
Simple NoVaS 3.4775 0 6.0813 0 1.2339 0
Exponential NoVaS 3.5190 0 6.1866 0 1.3122 0
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
5-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.3452 0.8750? 1.2648 1? 0.5482 1?
RT-GARCH-L 1.3743 0.0110 1.2444 0.3790? 0.6770 0.0200
RT-GARCH-LF 1.4143 0 1.3115 0.0020 0.8759 0.0010
A-PARCH(2,2)-St.t distr. 1.3205 1? 1.2974 0.0020 0.5514 0.7820?
GARCH(1,1)-N(0, 1) 1.3635 0.0110 1.2792 0.0370 0.6334 0.0340
GARCH(1,2)-N(0, 1) 1.3635 0.0110 1.2792 0.0370 0.6334 0.0340
GARCH(1,1)-St.t distr. 1.3552 0.0160 1.2861 0.0020 0.7137 0.0010
GARCH(1,2)-St.t distr. 1.3552 0.0160 1.2794 0.0370 0.5869 0.0440
Simple NoVaS 3.9533 0 6.4805 0 1.3514 0
Exponential NoVaS 3.8880 0 6.6783 0 1.4072 0
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
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Table 1.14: Forecast evaluation based on QLIKE loss (crisis and post-crisis period)
10-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.4416 0.0580? 1.2917 1? 0.5835 1?
RT-GARCH-L 1.4579 0.0070 1.3534 0.0010 0.7893 0.0030
RT-GARCH-LF 1.5612 0 1.3280 0.0870? 1.0837 0
A-PARCH(2,2)-St.t distr. 1.3864 1? 1.3162 0.0870? 0.5922 0.5530?
GARCH(1,1)-N(0, 1) 1.4577 0.0050 1.3311 0.0030 0.7282 0.0030
GARCH(1,2)-N(0, 1) 1.4577 0.0050 1.3311 0.0030 0.7282 0.0030
GARCH(1,1)-St.t distr. 1.4336 0.0630? 1.3483 0.0020 0.9085 0.0010
GARCH(1,2)-St.t distr. 1.4399 0.0530? 1.3232 0.0030 0.7230 0.0030
Simple NoVaS 3.7833 0 7.5707 0 1.5315 0
Exponential NoVaS 3.8311 0 6.8522 0 1.5865 0
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
15-step ahead volatility forecasts
IBM GE S&P 500
Model QLIKE pMCS QLIKE pMCS QLIKE pMCS
RT-GARCH 1.4751 0.1410? 1.3163 1? 0.7297 1?
RT-GARCH-L 1.4933 0.1410? 1.4231 0.0030 0.9511 0.0080
RT-GARCH-LF 1.6641 0.0160 1.3511 0.0810? 1.2957 0.0080
A-PARCH(2,2)-St.t distr. 1.4296 1? 1.3311 0.2290? 0.7496 0.1790?
GARCH(1,1)-N(0, 1) 1.5646 0.0200 1.3736 0.0160 0.8839 0.0080
GARCH(1,2)-N(0, 1) 1.5646 0.0200 1.3736 0.0160 0.8839 0.0080
GARCH(1,1)-St.t distr. 1.4537 0.2020? 1.3980 0.0040 1.1265 0.0080
GARCH(1,2)-St.t distr. 1.4616 0.1410? 1.3613 0.0300 1.1065 0.0080
Simple NoVaS 3.3053 0 6.7079 0 1.8328 0
Exponential NoVaS 3.1063 0.0030 6.9641 0 1.8260 0
Note: pMCS are the p-values from Model Confidence Set test of Hansen et al.(2011). The p-values that are marked
with a ? are those in the model confidence set M̂?
95%
.
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Table 1.15: Evaluation of 1-step ahead VaR(5%) forecasts (full sample).
IBM GE S&P 500
Model VR LRcc VR LRcc VR LRcc
RT-GARCH 1.08 5.3119 0.8000 5.1842 0.6700 5.6921
RT-GARCH-L 0.9800 5.5283 0.6400 5.4509 0.5800 5.7488
RT-GARCH-LF 0.3600 5.8141 0.4600 5.4396 0.3800 5.7207
A-PARCH(2,2)-St.t distr. 0.7800 5.4278 0.2800 5.7620 0.2000 5.8207
GARCH(1,1)-N(0, 1) 0.7800 5.4278 0.2200 5.8057 0.2000 5.8207
GARCH(1,2)-N(0, 1) 0.7600 5.4995 0.3800 5.6248 0.3400 5.7202
GARCH(1,1)-St.t distr. 0.3600 5.8141 0.3000 5.7478 0.1400 5.8668
GARCH(1,2)-St.t distr. 0.5400 5.6659 0.3200 5.7336 0.1800 5.8390
Note: VR denotes the violation ratio=(# of returns that exceed the VaR(5%) forecast)/(# of the expected
violations); LRcc stands for Likelihood Ratio test for conditional coverage, see Christoffersen (1998). Moreover, LRcc ∼
χ2
(2)
with critical values 5.99 (p = 0.05) and 9.21 (p = 0.01).
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1.9 Appendix A.
.
To derive the eq.(1.5) observe that λ2t cn be written as follows:
λ2t = bt−1 + ϕ
2
t = bt−1 + ϕ
r2t
λ2t
.
Provided that λ2t > 0, it follows that:
λ2t =
1
2
bt−1+
1
2
√
b2t−1 + 4ϕr2t =
1
2
bt−1+
1
2
bt−1
√
1 +
4ϕr2t
b2t−1
=
1
2
bt−1+
1
2
bt−1
(
1 +
2ϕr2t
b2t−1
)
+o
(
r2t
bt−1
)
=
= bt−1+
ϕr2t
bt−1
+o
(
r2t
bt−1
)
=
ϕr2t
bt−1
+o
(
r2t
bt−1
)
+α+γr2t−1+βλ
2
t−1 =
ϕr2t
bt−1
+o
(
r2t
bt−1
)
+α+γr2t−1+
+ β
[
ϕr2t−1
bt−2
+ α+ γr2t−2 + βλ
2
t−2 + o
(
r2t−1
bt−2
)]
= · · · =
=
α
1− β +
ϕr2t
bt−1
+
∞∑
j=1
(
βjϕ
bt−1−j
+ γβj−1
)
r2t−j +
∞∑
j=0
o
(
r2t−j
bt−1−j
)
,
where in the first line of the derivations I used that for x << 1 it holds that (1 + x)α ≈
1 + αx+ o(x).
Proof of Theorem 1. Consider the general model:
rt = λtt
λ2t = α+ βλ
2
t−1 + γr
2
t−1 + ϕ
2
t ,
where {t} are i.i.d. random variables such that E [t] = 0, E
[
2t
]
= 1 with the density f.
Denote by P (rt ≤ c|Ft−1) the conditional cumulative probability function, where Ft−1 denotes
the information set up to time t − 1. In order to compute P (rt ≤ c|Ft−1) note that the first
equation can be rewritten as
rt =
√
α+ βλ2t−1 + γr2t−1 + ϕ2t t
such that
P (rt ≤ c|Ft−1) = P (
√
α+ βλ2t−1 + γr2t−1 + ϕ2t t ≤ c|Ft−1).
Let e be any realisation of t, such that conditional on Ft−1 the following condition holds:
√
α+ βλ2t−1 + γr2t−1 + ϕe2e ≤ c
Define d to be the largest value of e. To obtain d I first square the above equation such that
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(α+ βλ2t−1 + γr
2
t−1 + ϕd
2)d2 = c2 ⇔ (α+ βλ2t−1 + γr2t−1)d2 + ϕd4 = c2. (1.22)
Eq. (1.22) is a quartic equation in d whenever ϕ 6= 0 and is quadratic equation in d whenever
ϕ = 0 (which is simply the usual GARCH(1,1) case). For quartic equation the solutions are
given by:
d1,2 = ±
√√√√√b2t−1 + 4c2ϕ− bt−1
2ϕ
d3,4 = ±
√√√√−
√
b2t−1 + 4c2ϕ+ bt−1
2ϕ
with bt−1 = α + βλ2t−1 + γr2t−1. I disregard d3,4 since I am only interested in the real valued
solutions, such that I have:
d(c) = sign(c)
√√√√√b2t−1 + 4c2ϕ− bt−1
2ϕ
(1.23)
and
P (rt ≤ c|Ft−1) =
∫ d(c)
−∞
f(x)dx.
In order to emphasise the dependence of d(c) on the past information as well as the parameter
vector θ = (α, β, γ, ϕ)′ I adopt the following notation:
d(c, bt−1, θ) = sign(c)
√√√√√b2t−1 + 4c2ϕ− bt−1
2ϕ
. (1.24)
The solution to the quadratic equation in d for the case ϕ = 0 is given by:
d(c, bt−1, θ) = c/
√
bt−1, (1.25)
which corresponds to the standard GARCH(1,1) model (as bt−1 = σ2t whenever ϕ = 0), for which
the conditional density of the returns is just fr(r|Ft−1) = 1√
bt−1
f() = f()/σt. To obtain the
density in the case ϕ 6= 0 and r 6= 0 I use Leibniz integral rule with variable limits to get:
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fr(r|Ft−1) = ∂P (rt ≤ c|Ft−1)
∂c
|c=r= ∂d(c, bt−1, θ)
∂c
|c=r f(d(r, bt−1, θ)) ={
∂sign(c)
∂c
√√√√√b2t−1 + 4c2ϕ− bt−1
2ϕ
+ sign(c)
1
2

√
b2t−1 + 4c2ϕ− bt−1
2ϕ
−
1
2
1
2ϕ
×
× 1
2
(b2t−1 + 4c
2ϕ)−
1
2 8cϕ
}
c=r
f(d(r, bt−1, θ)) =
= sign(r)r
√√√√ 2ϕ
(b2t−1 + 4r2ϕ)(
√
b2t−1 + 4r2ϕ− bt−1)
f(d(r, bt−1, θ)) =
=
|r|
d(r, bt−1, θ)
√
b2t−1 + 4r2ϕ
f(d(r, bt−1, θ)).
Before I calculate the limit of the above equation at r = 0, note that d(r, bt−1, θ) in the
denominator involves sign(r), while the numerator involves |r| = rsign(r), I thus can write the
density as:
fr(r|Ft−1) = r
d(r, bt−1, θ)
√
b2t−1 + 4r2ϕ
f(d(r, bt−1, θ))
with d(r, bt−1, θ) =
√√
b2t−1+4r2ϕ−bt−1
2ϕ . Note that t = d(rt; bt−1, θ0). I now calculate the limit
of the density function at r = 0. First observe that
lim
r→0
r
d(r, bt−1, θ)
= lim
r→0
r√
(b2t−1+4ϕr2)
1
2−bt−1
2ϕ
= lim
r→0
r√(
b2t−1
4ϕ2
+ 4ϕr
2
4ϕ2
)1/2
− bt−12ϕ
=
= lim
r→0
r√
bt−1
2ϕ
((
1 + 4ϕr
2
b2t−1
)1/2 − 1) = limr→0
r√
bt−1
2ϕ
(
1 + 12
4ϕr2
b2t−1
− 1
) = √bt−1.
And as a result I have the following limit
lim
r→0
fr(r|Ft−1) = lim
r→0
r
d(r, bt−1, θ)
√
b2t−1 + 4r2ϕ
f(d(r, bt−1, θ)) =
1√
bt−1
f(0).
The corresponding cumulative distribution function is given by
F (r|Ft−1) =
∫ d(r,bt−1,θ)
−∞
f(x)dx = F (d(r, bt−1, θ)) .
The jth conditional moment of returns can be derived as follows (for the ease of exposition
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I write d(r) instead of d(r, bt−1, θ)):
E
[
rj |Ft−1
]
=
∫ ∞
−∞
rjfr(r|Ft−1)dr =
∫ ∞
−∞
rj
r
d(r)
√
b2t−1 + 4r2ϕ
f(d(r))dr =
=
∫ ∞
−∞
rj
√
bt−1 + ϕd(r)2√
b2t−1 + 4r2ϕ
f(d(r))dr =
∫ ∞
−∞
rj
√
bt−1 + ϕd(r)2
bt−1 + 2ϕd(r)2
f(d(r))dr. (1.26)
Now observe that
dr = d(d(r))
bt−1 + 2ϕd(r)2√
bt−1 + ϕd(r)2
.
Thus with a change of variable of integration eq.(1.26) can be written as
E
[
rj |Ft−1
]
=
∫ ∞
−∞
rj
√
bt−1 + ϕd(r)2
bt−1 + 2ϕd(r)2
f(d(r))dr =
∫ ∞
−∞
rjf(d(r))d(d(r)) =
=
∫ ∞
−∞
d(r)j
(
bt−1+ϕd(r)2
)j/2
f(d(r))d(d(r)) =
∫ ∞
−∞
d(r)j
(
bt−1(1+
ϕd(r)2
bt−1
)
)j/2
f(d(r))d(d(r)) =
=
∫ ∞
−∞
d(r)jb
j/2
t−1
(
(1 +
ϕd(r)2
bt−1
)
)j/2
f(d(r))d(d(r)) = b
j/2
t−1×∫ ∞
−∞
d(r)j
(
1+
j
2
ϕd(r)2
bt−1
+
j
2
(
j
2
− 1
)
1
2!
ϕ2d(r)4
b2t−1
+
j
2
(
j
2
− 1
)(
j
2
− 2
)
1
3!
ϕ3d(r)6
b3t−1
+· · ·
)
f(d(r))d(d(r)) =
=

b
j/2
t−1
∞∑
i=−1
1
(i+1)!
(
ϕ
bt−1
)i+1( i∏
s=0
(
j
2 − s
))
E
[

j+2(i+1)
t
]
, if j is odd,
b
j/2
t−1
j/2−1∑
i=−1
1
(i+1)!
(
ϕ
bt−1
)i+1( i∏
s=0
(
j
2 − s
))
E
[

j+2(i+1)
t
]
, if j is even,
where I conventionally take
−1∏
s=0
(
j
2 − s
)
= 1 for the product over an empty index set. 
Proof of Theorem 2. The general model is given by:
rt = λtt (1.27)
λ2t = α+ βλ
2
t−1 + γr
2
t−1 + ϕ
2
t . (1.28)
Since the error term t is i.i.d, it is then obvious that the error process (t)t∈Z is always
strictly stationary and ergodic. Thus, (rt)t∈Z is a strictly stationary process if (λt)t∈Z is strictly
stationary. Therefore, the task of deriving the strict stationarity conditions for the whole process
(rt, λt)t∈Z can be reduced to deriving strict stationarity conditions for (λ2t )t∈Z, given by eq.(1.28).
In order to proceed one needs either to assume the trivial σ-algebra F0 (and a probability measure
µ0) for the starting value λ
2
0 or to assume that the system extends infinitely far into the past. I
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proceed by implementing the former approach, defining:
P[λ20 ∈ Γ] = µ0(Γ) ∀Γ ∈ B and µ0 ((0,∞)) = 1, (1.29)
where B denotes the Borel sets on [0,∞). In order to find strict stationarity conditions of λ2t I
next rewrite eq.(1.28) in the form of the stochastic difference equation Yt+1 = AtYt +Bt, where
Yt, At and Bt are given by:
At = β + γ
2
t , Bt = α+ ϕ
2
t+1 and Yt = λ
2
t (1.30)
Since sequences (At)t∈N and (Bt)t∈N are measurable transformations of the strictly stationary
and ergodic process (t)t∈N I can make use of the Theorem 3.5.8 of Stout (1974) to claim that
these sequences are strictly stationary and ergodic as well as the sequence Ψ = (At, Bt)t∈N.
Recursively plugging things in, we get:
Yt+1 = AtYt+Bt = AtAt−1Yt−1+AtBt−1+Bt = AtAt−1At−2Yt−2+AtAt−1Bt−2+AtBt−1+Bt =
= · · · =
(
t∏
i=0
At−i
)
Y0 +
t∑
i=0
i−1∏
j=0
At−j
Bt−i, (1.31)
with the usual convention that
∏−1
j=0At−j = 1 for the product over an empty index set. I denote
by Y an arbitrary R-valued random variable, which is defined on the same probability space as
Ψ. Note that Y and Ψ should not necessarily be independent. The solution yt(Y,Ψ) of eq.(1.31)
is then given by:
yt(Y,Ψ) =
(
t−1∏
i=0
Ai
)
Y0 +
t−1∑
i=0
 t−1∏
j=t−i
Aj
Bt−i−1.
Since I have shown earlier that the sequence Ψ = (At, Bt) is strictly stationary and ergodic, I
can now apply Theorem 1 of Brandt (1986) to deduce that yt(Ψ) =
∑∞
i=0
(∏t−1
j=t−iAj
)
Bt−i−1,
t ∈ N is strictly stationary solution if and only if the following conditions are satisfied:
P(A0 = 0)>0
or
−∞ 5 E log |A0| < 0 E ( log |B0|)+ <∞,
where x+ = max(0, x) for x ∈ R. Plugging in the expressions for A0 and B0, given by eq.(1.30)
I get the following strict stationarity conditions:
−∞ 5 E log ∣∣β + γ20∣∣ < 0 E (log ∣∣α+ ϕ20∣∣)+ <∞,
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in addition to requiring that β > 0, γ > 0 and ϕ 6= 0. 
Proof of Theorem 3.
Substituting eq.(1.8) into eq.(1.7) one gets:
E
[
λ2t
]
= α+βE
[
λ2t−1
]
+γ
{
E
[
λ2t−1
]
+ϕ
(
E[4t ]− 1
)}
+ϕ = α+ϕ+γϕ
(
E[4t ]− 1
)
+E
[
λ2t−1
]
(β + γ) .
Then under the condition β+ γ < 1 the process is weakly stationary and it’s first unconditional
moment, denoted by E
[
λ21
]
is given by:
E
[
λ21
]
=
α+ ϕ+ γϕ
(
E[4t ]− 1
)
1− (β + γ) .
Note that α + ϕ+ γϕ
(
E[4t ]− 1
)
= α + ϕ(1− γ) + γϕE [4t ] > 0 since γ < 1 due to β + γ < 1
and (α, β, γ, ϕ) ≥ 0. 
Proof of Theorem 4.
The proof follows directly Theorem 3 and the fact that E[r2t ] = E[λ
2
t ] + ϕ(E[
4
t ]− 1). The last
claim of Theorem 4 follows from Theorem 1 that E[rt|Ft−1] = 0 for all t, then cov(rt, rs|Ft−1) =
E [rtrs|Ft−1] = rsE [rt|Ft−1] for all s < t. 
Proof of Theorem 5.
E[r4t ] = E[λ
4
t 
4
t ] = E
[
(α+ βλ2t−1 + γr
2
t−1 + ϕ
2
t )(α+ βλ
2
t−1 + γr
2
t−1 + ϕ
2
t )
4
t
]
=
= α2E[4t ] + 2αβE[λ
2
t−1]E[
4
t ] + +2αγE[r
2
t−1]E[
4
t ] + 2αϕE[
6
t ] + β
2E[λ4t−1]E[
4
t ]+
+ 2βγE[λ2t−1]E[r
2
t−1]E[
4
t ] + 2βϕE[λ
2
t−1]E[
6
t ] + γ
2E[r4t−1]E[
4
t ] + 2ϕγE[r
2
t−1]E[
6
t ] + ϕ
2E[8t ].
(1.32)
It can be shown that E
[
λ4t−1
]
=
(
E
[
λ2t−1
])2
+ϕ2η/(1−β2), where η = E [4t ]−1. Then defining
χ := β2/(1− β2) and rearranging eq. (1.32) it follows that:
E
[
r4t
]
= (α2 +2ηαγϕ+ϕ2χη)E[4t ]+(2αβ+2αγ+2ηβγϕ)E[λ
2
t−1]E[
4
t ]+(2αϕ+2ηϕ
2γ)E[6t ]+
+ (β2 + 2βγ)
(
E[λ2t−1]
)2
E[4t ] + (2βϕ+ 2γϕ)E[λ
2
t−1]E[
6
t ] + γ
2E[r4t ]E[
4
t ] + ϕ
2E[8t ].
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If rt is fourth-order stationary (E[r
4
t ] = E[r
4
t−1]), then
E[r41] =
[
(α2+2ηαγϕ+ϕ2χη)E[4t ]+ϕ
2E[8t ]+(2αβ+2αγ+2ηβγϕ)E[λ
2
t−1]E[
4
t ]+(2αϕ+2ηϕ
2γ)E[6t ]+
+ (β2 + 2βγ)
(
E[λ2t−1]
)2
E[4t ] + (2βϕ+ 2γϕ)E[λ
2
t−1]E[
6
t ]
][
1− γ2E[4t ]
]−1
Since E[r41] must be positive, γ
2 must also satisfy:
1− γ2E[4t ] > 0 ⇔ γ2 <
1
E[4t ]
. 
Proof of Theorem 6.
I start by writing down the RT-GARCH model with leverage and feedback:
rt = λtεt
λ2t = α+ βλ
2
t−1 + γ1r
2
t−11(rt>0) + γ2r
2
t−11(rt≤0) + ϕ1
2
t1(t>0) + ϕ2
2
t1(t≤0). (1.33)
Denoting by κ := E
[
ε4t
]
and η := κ−1 and following the same steps as in the proof of Theorems
3 and 4 it follows that:
E[r2t ] = α+ βE[λ
2
t−1] + γ1E[r
2
t−1|rt > 0] + γ2E[r2t−1|rt ≤ 0] + ϕ1E
[
4t |t>0
]
+ ϕ2E
[
4t |t ≤ 0
]
(1.34)
and
E[λ2t ] = α+ βE[λ
2
t−1] + γ1E[r
2
t−1|rt > 0] + γ2E[r2t−1|rt ≤ 0] + ϕ1E
[
2t |t>0
]
+ ϕ2E
[
2t |t ≤ 0
]
.
(1.35)
Combining eq.(1.34)-(1.35) then yields:
E[r2t ] = E[λ
2
t ] + (ϕ1 + ϕ2)
(
E
[
ε4t
]− 1) (1.36)
In addition it also follows that the unconditional first moment of λ2t is
E[λ21] =
α+ (ϕ1 + ϕ2) [η(γ1 + γ2) + 1]
1− (β + γ1 + γ2) . (1.37)
Using eq.(1.34) and (1.35) I can write:
E
[
λ2t+1|Ft
]
= α+ (ϕ1 + ϕ2) [η(γ1 + γ2) + 1] + (β + γ1 + γ2)E
[
λ2t |Ft
]
. (1.38)
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Now note that from eq.(1.37) it holds that:
α+ (ϕ1 + ϕ2) [η(γ1 + γ2) + 1] = [1− (β + γ1 + γ2)]E
[
λ21
]
,
which, when substituted back into eq.(1.38), together with eq.(1.36) provides us with the formula
in Theorem 6. 
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1.10 Appendix B.
This Appendix presents some additional empirical results. I start with the plots of the error
density forecasts for h = 1 day.
Figure 1.8: Plot of the error density forecasts S&P 500 . The figure displays the error
density forecasts. The histogram corresponds to t+l = rt+l/
√
K(Xσ)t+l, where K(Xσ) is the realised
kernel. The dashed line represents the kernel density estimator of the t+l = rt+l/σˆt+l for the standard
GARCH(1,1) model and t+l = rt+l/λˆt+l for the Real-time GARCH models.
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Figure 1.9: Plot of the error density forecasts GE . The figure displays the error density forecasts.
The histogram corresponds to t+l = rt+l/
√
K(Xσ)t+l, where K(Xσ) is the realised kernel. The dashed
line represents the kernel density estimator of the t+l = rt+l/σˆt+l for the standard GARCH(1,1) model
and t+l = rt+l/λˆt+l for the Real-time GARCH models.
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Figure 1.10: Plot of the error density forecasts IBM . The figure displays the error density
forecasts. The histogram corresponds to t+l = rt+l/
√
K(Xσ)t+l, whereK(Xσ) is the realised kernel. The
dashed line represents the kernel density estimator of the t+l = rt+l/σˆt+l for the standard GARCH(1,1)
model and t+l = rt+l/λˆt+l for the Real-time GARCH models.
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Chapter 2
Asymptotic Inference for Real-time
GARCH(1,1) model
2.1 Introduction
Simplicity in formulation, estimation, and inference has greatly contributed to the standard
GARCH-type models’ popularity among practitioners. Yet it is well-known that GARCH models
are poorly suited for situations of rapid changes in financial markets, see e.g. Andersen et al.
(2003), and Hansen et al. (2011). This, in a large part, happens due to the fact that GARCH-
type models consider volatility as a function of past information only, resulting in an inefficient
use of the available information. While during calm periods this loss in information might not
be too severe, it can drastically worsen volatility forecasts during times of rapid changes in
financial markets. On a separate note, another implication of all standard GARCH models is
that the standardised conditional moments of returns of order larger than k > 2 are constant.
In particular, in GARCH models the conditional distribution of returns possesses a constant
kurtosis. It is however reasonable to consider that the shape of the conditional distribution of
returns changes with time, which is particularly relevant in times of turmoil.
In Chapter 1, a new model was developed, the Real-time GARCH (RT-GARCH thereafter),
which addresses both of the above mentioned issues. Firstly, I show that it is possible to
efficiently utilise all available information in GARCH models. In particular, the new model is
given by1:
rt = εt
√
ht, is Ft −measurable, (2.1)
where εt is assumed to be an independent and identically distributed (i.i.d.) error term satisfying
E [εt] = 0 and E
[
ε2t
]
= 1, and Ft−1 := σ(rt, s ≤ t−1) is the sigma-algebra induced by the history
of returns up to time t− 1. In eq.(2.1) ht is a “volatility-like” process in the sense that it can be
1I slightly change the notation from Chapter 1, primarily for the ease of exposition of the results to follow.
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easily related to E
[
r2t |Ft−1
]
, but is not a volatility in the common sense, i.e. E
[
r2t |Ft−1
] 6= ht as
ht is not independent of εt any longer. Compared to standard GARCH models, the new model
uses all available information up to time t instead of time t − 1. Compared to SV models, the
information set Ft contains only one source of randomness shared by the returns and volatility
processes, which allows for a variety of the estimation methods, QML being perhaps the most
common. Therefore, the RT-GARCH model can be thought of as a link between GARCH and
SV models, as it nests most GARCH-type models as its special case and can be interpreted as
a special case of SV model, see Chapter 1 for a detailed discussion.
In addition, this new model allows the shape of the conditional distribution of returns to
be time-varying. For example, the conditional density of returns is no longer a scaled normal
density even when the error term has a Gaussian density. More precisely, the conditional density
has an extra shape parameter characterising the “peakedness” and/or thickness of the tails of
the returns’ density. This allows the new model to be better capture the tail behaviour of the
returns. As a result, more precise Value-at-Risk (VaR) forecasts as well as short- and long-run
volatility forecasts can be obtained.
In Chapter 1 several theoretical properties of the model have been worked out, including
weak and strict stationarity conditions, conditional density and distribution of returns implied
by the model. As the conditional density of returns can be written in an analytical form, the
estimation of the new model can be done via the QML. However, the results for the asymptotic
inference for the QMLE are not provided. This chapter establishes these results. Since RT-
GARCH(1,1) nests the standard GARCH(1,1) model, one might expect that the asymptotic
theory for this model must be a generalisation of some sort of the existing asymptotic theory for
the GARCH(1,1) model. Although this turns out to be true, the generalisation is not straight-
forward due to the added nonlinearity in the model. For instance, for GARCH models under
the correct specification of the first two moments of returns, the score function is automatically
a martingale difference sequence. For the RT-GARCH(1,1) model, establishing that the score
function at the true parameter vector is a martingale difference sequence requires establishing
some intermediate results. Similarly, due to the high nonlinearity of the score function, proving
the finiteness of various moments, such as those of the log-likelihood, the score, and the higher
order derivatives, poses certain challenges as well. In many ways, the theory presented here
can be seen as a generalisation of the QMLE for the standard GARCH(1,1) model, developed,
among others, by Francq and Zako¨ıan (2004). Conceptually the theory I present here is also
similar to that developed by Kristensen and Han (2014) for the QMLE of the GARCH-X models.
However, in my case, an extra variable in the volatility equation is endogenous, unobserved and
Ft-measurable, which complicates the analysis.
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I start by establishing the ergodicity of the joint process (r2t , ). I then show that the score
function is a martingale difference sequence that nests the GARCH(1,1) score as its special case.
This is a nontrivial result as, in comparison with the standard GARCH(1,1) model, conditional
on Ft−1 the score function is not separable in ht and εt any longer. Therefore the fact that the
score function is a martingale difference function does not follow by construction but requires
some additional proofs. I next prove the consistency of the parameter vector and asymptotic
normality of the QMLE at the usual
√
T rate. The generalisation of the theory requires higher
number of moments for the error terms to exist. More precisely, I will require the assumption
E
[|εt|10] <∞ to hold, which is a stronger condition than for the standard GARCH(1,1) model
where k ≤ 2.
The remainder of the chapter is structured as follows. Section 2.2 presents the main results,
which include strong consistency and asymptotic normality of the parameter vector, as well as
a discussion of the ways these results are related to those of the standard GARCH(1,1) QMLE
theory. Section 2.3 discusses the simulations and section 2.4 concludes. All proofs of Lemmas
and Theorems in Section 2.2 can be found in the Appendix A and all simulation results are
presented in the Appendix B. Throughout the paper
p−→ denotes the convergence in probability,
D−→ denotes convergence in distribution and || · ||p for p ≥ 1 denotes the Lp-norm on (Ω,F ,P).
2.2 Main Results
I start by introducing the necessary notation. Denote the parameter vector by θ := (w,α, β, ϕ)′ ∈
Θ ⊆ R4, where Θ is compact. For reasons that will become apparent later on it is useful to
isolate the parameter ϕ from the whole vector. I therefore denote by λ := (w,α, β)′, which then
implies that θ = (λ′, ϕ)′. The true parameter vector is denoted by θ0 = (λ′0, ϕ0)′. Moreover, for
the rest of the chapter I make use of the following notation: I denote by ht(θ) the general version
of the volatility-like process, by ht := ht(θ0) the true volatility-like process. Moreover, variables
with ? superscript will denote the stationary versions, i.e. h?t (θ) denotes the stationary version
of ht(θ) process and h
?
t = h
?
t (θ0) denotes the stationary version evaluated at the true parameter
vector θ0. Similar notation will be used for the log-likelihood and its derivatives. With this
notation in hand the general model, introduced in Chapter 1, is then given by the following two
equations:
rt =
√
ht(θ)εt, (2.2)
and
ht(θ) = w + αr
2
t−1 + βht−1(θ)︸ ︷︷ ︸
bt−1(θ)
+ϕε2t (θ), where ε
2
t (θ) = r
2
t /ht(θ), (2.3)
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where t ∈ Z and εt is an i.i.d.(0,1) sequence. The true data-generating process is given by the
following two equations:
rt =
√
ht(θ0)εt, (2.4)
and
ht = ht(θ0) = w0 + α0r
2
t−1 + β0ht−1(θ0)︸ ︷︷ ︸
bt−1(θ0)
+ϕ0ε
2
t , (2.5)
where I used that fact that εt(θ0) = εt recovers the true error term. In addition, for a general
parameter vector θ and the corresponding bt−1(θ) the following holds (see Theorem 1 in Chapter
1):
ε(rt, bt−1(θ)) =

sign(rt)
√√
b2t−1(θ)+4r
2
tϕ−bt−1(θ)
2ϕ , for ϕ 6= 0
rt/
√
bt−1(θ), for ϕ = 0
(2.6)
where again setting θ = θ0 implies ε(rt, bt−1(θ0)) = εt, recovering therefore the true error term in
(2.2)-(2.3). The notation ε(rt, bt−1(θ)) is used to indicate that εt can be expressed as a function
of rt, bt−1 and the parameter vector θ. However, for notational convenience and for the ease of
exposition, for the rest of the chapter I write εt(θ) instead of ε(rt, bt−1(θ)). I denote by Ft the
natural filtration. The conditional density for returns, derived in Theorem 1 in Chapter 1, is
given by:
fr(r|Ft−1) = r
ε(θ)
√
b2t−1(θ) + 4r2ϕ
fε(ε(θ)) =
√
ht(θ)
ht(θ) + ϕ
r2t
ht(θ)
fε
(
rt√
ht(θ)
)
, (2.7)
where bt−1(θ) ≡ w+ αr2t−1 + βht−1(θ) and fε (·) is the probability density function of εt. In the
special case of ϕ = 0 eq.(2.7) reduces to the standard GARCH(1,1) model conditional density
which is just re-scaled Gaussian density.
Furthermore, let rt for t = 1, 2, · · ·T be observations from eq.(2.2)-(2.3). I then consider the
estimation of the parameter of interest θ using the Gaussian log-likelihood with εt ∼ i.i.d.(0, 1).
In this case the negative log-likelihood function is given by:
LT (θ) =
1
T
T∑
t=1
lt(θ), (2.8)
where the negative log-likelihood at time t is given by:
lt(θ) =
1
2
log(2pi) +
1
2
r2t
ht(θ)
− log
 √ht(θ)
ht(θ) + ϕ
r2t
ht(θ)
 . (2.9)
In addition, the process ht(·) is assumed to be initialised at some fixed parameter-independent
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value h¯0 > 0 and h0(θ) = h¯0. Similarly, let ε1(θ) = ε1. Note that (2.9) is the true log-likelihood
function if εt were indeed Gaussian. Throughout, I do not however restrict εt to be Gaussian,
and therefore LT (θ) should be interpreted as quasi-log-likelihood. The QMLE of θ is then defined
as:
θ̂T = arg max
θ∈Θ
(−LT (θ)) = arg min
θ∈Θ
LT (θ).
I start by showing that at θ0 there exists a stationary and ergodic solution to eq. (2.2)-(2.3).
To do this I first re-write eq.(2.4)-(2.5) as a stochastic recurrence equation (SDE) of the form:
Xt = AtXt−1 +Bt, (2.10)
Xt = (r
2
t , ht)
′ Bt =
w0ε2t + ϕ0ε4t
w0 + ϕ0ε
2
t
 and At =
α0ε2t β0ε2t
α0 β0
 ,
where again I write ht = ht(θ0). Before stating the first result I introduce a necessary
assumption, which will insure that the top Lyapunov exponent associated with the sequence
{At, t ∈ Z}, denoted by γ(A0), is strictly negative. Let ‖ · ‖ denote a norm on R2 and define
the operator norm on the space of R2×2 by ‖M‖ = sup{‖Mx‖/‖x‖; x ∈ R2, x 6= 0}, for any
M ∈ R2×2.
Assumption 1.
(i) The innovations εt are i.i.d.(0,1).
(ii) P (A0 = 0) = 0, −∞ ≤ E [log ‖A0‖] < 0, E
[
log+ ‖B0‖
]
<∞.
(iii) κ = E
[
ε4t
]
<∞.
Theorem 1. (Stationarity and ergodicity). Let the joint process Xt = (r
2
t , ht(θ)) be
defined by eq.(2.2)-(2.3). Under Assumption 1 there exists an a.s.-unique causal ergodic strictly
stationary solution to eq.(2.2)-(2.3) at θ0.
Remark 1. Assumption 1 provides sufficient conditions for the top Lyapunov exponent
associated with the sequence {At, t ∈ Z} to be strictly negative, i.e. γ(A0) < 0, where
γ(A0) := lim
t→∞
1
t
log ‖A0A−1 · · ·A−t‖ a.s.
This, together with the rest of the Assumption 1, will guarantee the existence of an ergodic
strictly stationary solution to (2.10), see Theorem 2.1.3 in Buraczewski et. al. (2016). The
unique strictly stationary solution is then given by Xt =
∞∑
i=0
(
t−1∏
j=t−i
Aj
)
Bt−i−1. Moreover, note
that Assumption 1 implies that α0 + β0 < 1 and therefore implies the existence of the first
moment of ht(θ) and existence of the second moment rt.
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In what follows we need to establish that the quantities ht(θ), LT (θ), lt(θ) and ∂lt(θ)/∂θ as
well as ∂2lt(θ)/∂θ∂θ
′ can be approximated by their respective stationary versions h?t (θ), L?T (θ), l
?
t (θ)
and ∂l?t (θ)/∂θ as well as ∂
2l?t (θ)/∂θ∂θ
′. Note that unlike the standard GARCH(1,1) case eq.
(2.3) for ht(θ) involves ε
2
t (θ), and therefore
ht(θ) = w+αr
2
t−1+βht−1(θ)+ϕε
2
t (θ) = w+ϕε
2
t (θ)+αr
2
t−1+β
[
w + αr2t−2 + βht−2(θ) + ϕε
2
t−1(θ)
]
=
· · · = w
t∑
j=1
βj + α
t−1∑
j=0
βjr2t−1−j + ϕ
t∑
j=0
βjε2t−j(θ) + β
th0(θ),
and given that for any j, ε2t−j(θ) = r
2
t−j/ht−j(θ), this results in highly nonlinear structure. To
proceed further I therefore will make use of the following high-level assumption.
Assumption 2.
For all t it holds that |ε2t (θ)− ε2,?t (θ)| ≤ Kρt for some ρ < 1.
Before I start the next main result, I need to introduce some additional necessary assump-
tions for developing the asymptotic theory. Some of them will be quite familiar to the reader
from the existing asymptotic theory for GARCH(1,1) model, e.g. Lee and Hansen (1994), Lums-
daine (1996), Francq and Zako¨ıan (2004), Kristensen and Rahbek (2009) among others. However
I show how some of the assumptions shall be modified to reflect my case. For example, I will
require stronger conditions on the moments of the error terms. I discuss each assumption below.
Assumption 3.
(i) Θ = {θ : 0 < w ≤ w ≤ w, 0 ≤ α ≤ α ≤ α, 0 ≤ β ≤ β ≤ β, 0 ≤ ϕ ≤ ϕ ≤ ϕ},
where w < ∞, α < ∞, β < 1 and ϕ < ∞. The true parameter vector θ0 ∈ Θ, and
(α0, ϕ0) 6= (0, 0).
(ii) ε2t has a non-degenerate distribution.
I discuss the above Assumptions in turn. Assumption 3(i) defines Θ to be a compact set. It
also imposes that all the parameters are positive since this will be sufficient to ensure that the
process ht is positive. Note, however, that the condition w > 0 is not strictly necessary as unlike
the standard GARCH(1,1) case, E[h1] = (w+ϕ+α(κ−1))/(1−β−α) with κ := E(ε4t ) (see The-
orem 3 in Chapter 1). It is therefore obvious that the requirement w > 0 will rule out E[h1] = 0
even if the rest of the parameters are zero. However, unlike in the standard GARCH(1,1)
model, one can instead impose the condition ϕ > 0 allowing then w ≥ 0. The requirement of
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(α0, ϕ0) 6= (0, 0) is necessary to ensure identification of β0 since whenever (α0, ϕ0) = (0, 0) then
(θ0) = w0/(1 − β0) and therefore w0 and β0 are not separately identified. Assumption 3(ii) is
also required for identification and makes sure that εt is not concentrated at ±1. Note that in
Chapter 1 I used the stronger assumption that εt has a density fε everywhere. For the purpose
of the proofs in this chapter, it is possible to establish the results using a weaker assumption,
hence the weaker assumption made for the sake of generality.
Lemma 1. Let LT (θ) be defined in eq.(2.8). Denote further by L
?
T the stationary sequence
which is asymptotically equivalent to LT (θ). Then under Assumptions 1-2 it holds that
sup
θ∈Θ
1
T
∣∣LT (θ)− L?T (θ)∣∣ p−→ 0, (2.11)
where
L?T (θ) =
1
T
T∑
t=1
l?t (θ),
and
l?t (θ) =
1
2
log(2pi) +
1
2
r2t
h?t (θ)
− log
 √h?t (θ)
h?t (θ) + ϕ
r2t
h?t (θ)
 ,
where h?t (θ) denotes the stationary sequence that is asymptotically equivalent to hT (θ).
Note further that Assumption 1 (ii) ensures that the second moment of rt exists and therefore
E[|l?t (θ)|] <∞. One can now appeal to the uniform Law of Large Numbers (LLN) for stationary
and ergodic sequences to establish that LT (θ)
p−→ L? := E [l?t (θ)] uniformly in θ. In what follows,
the rest of the chapter is presented under the assumption that we have observed the stationary
solution. I am now in a position to state the next main result.
Theorem 2. (Strong consistency of the QMLE). Under Assumptions 1-3, the QMLE
θ̂T is consistent, i.e. almost surely,
θ̂T → θ0, as T →∞.
I now turn to investigating the properties of the score function. Since it is not possible to
write down the score as a function of the whole parameter vector θ, it is necessary to split the
parameter vector into two subsets: λ := (w,α, β) and ϕ such that θ = (λ′, ϕ)′. I will write
down the score function for each of the subsets and establish that it is a martingale difference
sequence. In addition, for convenience of exposition I write ∂LT (θ0)∂θ and
∂lt(θ0)
∂θ to denote the
derivative of LT (θ) and lt(θ) with respect to θ evaluated at the true parameter vector θ0. In
addition for the ease of the exposition of the theorems to follow I introduce the several useful
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quantities in the Lemma 2 below.
Lemma 2. Let h˙t,λ(θ) := ∂ht(θ)/∂λ and h˙t,ϕ(θ) := ∂ht(θ)/∂ϕ and similarly b˙t−1,λ(θ) :=
∂bt−1(θ)/∂λ and b˙t−1,ϕ(θ) := ∂bt−1(θ)/∂ϕ. The following holds:
h˙t,ϕ(θ)
ht(θ)
=
ε2t (θ)
ht(θ) + ϕε2t (θ)
,
and
h˙t,λ(θ)
ht(θ)
=
b˙t−1,λ(θ)
ht(θ) + ϕε2t (θ)
,
where the elements of b˙t−1,λ(θ) =
(
b˙t−1,w(θ), b˙t−1,α(θ), b˙t−1,β(θ)
)′
are given by:
b˙t−1,w(θ) = 1 +
t−1∑
k=0
βk+1
k∏
j=0
ht−1−j(θ)
ht−1−j(θ) + ϕε2t−1−j(θ)
,
b˙t−1,α(θ) =
t−1∑
k=0
βkr2t−1−k
k−1∏
j=0
ht−1−j(θ)
ht−1−j(θ) + ϕε2t−1−j(θ)
,
and
b˙t−1,β(θ) =
t−1∑
k=0
βkht−1−k(θ)
k−1∏
j=0
ht−1−j(θ)
ht−1−j(θ) + ϕε2t−1−j(θ)
.
It also holds that
b˙t−1,ϕ(θ) =
t−1∑
k=1
βk
k∏
j=1
ε2t−j(θ)ht−j(θ)
ht−j(θ) + ϕε2t−j(θ)
.
For establishing that the partial derivatives can be well approximated by their stationary
versions I will assume the following high-level assumptions.
Assumption 4.
Let the negative log-likelihood function at time t, lt(θ), be defined by eq. (2.9). For all t it holds:
(i)
∥∥∥∥∂lt(θ)∂λ − ∂l?t (θ)∂λ ∥∥∥∥ ≤ K1ρt1 for some ρ1 < 1,
(ii)
∣∣∣∣∂lt(θ)∂ϕ − ∂l?t (θ)∂ϕ ∣∣∣∣ ≤ K2ρt2 for some ρ2 < 1,
where K1 and K2 denote generic constants.
We are now in the position to state the next main result: the score function evaluated at
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the true parameter vector θ0 is a martingale difference sequence.
Theorem 3. Let εt be i.i.d.(0,1) random variables and let (rt, ) evolve according to eq.(2.2)-
(2.3), and assume Assumptions 1-4 hold. Let Ft−1 = σ (rt, s ≤ t− 1) be the σ-algebra induced
by the history of returns up to time t− 1. Denote by λ = (w,α, β)′ and θ := (λ′, ϕ)′, in addition
denote the true parameter vector by θ0 = (λ
′
0, ϕ0)
′ λ0 = (w0, α0, β0), and write εt(θ) = r2t /ht(θ).
The score function is given by:
∂LT (θ)
∂θ
=
1
T
T∑
t=1
∂lt(θ)
∂θ
,
where
∂lt(θ)
∂λ
=
h˙t,λ(θ)
ht(θ)[ht(θ) + ϕε2t (θ)]
(
− 1
2
ht(θ)[1− ε2t (θ)] +
1
2
ϕ
[
3ε2t (θ) + ε
4
t (θ)
])
,
and
∂lt(θ)
∂ϕ
=
h˙t,ϕ(θ)
ht(θ)
[
ht(θ) + ϕε2t (θ)
](− 1
2
ht(θ)[3− ε2t (θ)] +
1
2
ϕ[ε4t (θ) + ε
2
t (θ)]
)
=
=
ε2t (θ)(
ht(θ) + ϕε2t (θ)
)2(− 12ht(θ)[3− ε2t (θ)] + 12ϕ[ε4t (θ) + ε2t (θ)]
)
,
where h˙t,ϕ(θ)/ht(θ) and h˙t,λ(θ)/ht(θ) are defined in Lemma 2. It then holds that:
E
[
∂l?t (θ0)
∂λ
∣∣∣∣Ft−1] = 0 and E [∂l?t (θ0)∂ϕ
∣∣∣∣Ft−1] = 0.
The proof can be found in the Appendix A.
Remark 2. Note that this is a generalisation of the standard GARCH(1,1) result, which
is a nested model. In particular, recall that the standard GARCH(1,1) model is obtained by
setting ϕ = 0 resulting in the following expression:
∂LT (θ)
∂θ
= − 1
T
T∑
t=1
1
bt−1(θ)
∂bt−1(θ)
∂θ
(1− ε2t (θ)), where ε2t (θ) = r2t /bt−1(θ). (2.12)
which is the GARCH(1,1) score function. Taking expectation of (2.12) makes it immediately
obvious that the score function is a martingale difference function. However, establishing the
same result for the score function of the RT-GARCH(1,1) model requires establishing some
intermediate results, see Lemmas 4-5 in Appendix A. Once the fact that the score function is a
martingale difference sequence is established, one can verify the finiteness of the moments of the
score function and apply the standard martingale theory, e.g. Hall and Heyde (1980) or Pollard
(1984) to establish asymptotic normality. I next turn to establishing the asymptotic normality
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of the QMLE θ̂. Before doing so, however, some further necessary assumptions are needed.
Assumption 5.
(i) θ0 ∈ Θ˚, where Θ˚ denotes the interior of Θ.
(ii) E
[|εt|10] <∞.
Assumption 5(i) ensures that the true parameter vector θ0 is not on the boundary of the
parameter space Θ. In particular, if any of the elements of the parameter vector θ0, say θ0i = 0,
then
√
T
(
θ̂0i − θ0i
)
=
√
T θ̂0i ≥ 0 for all T and therefore will have a non-Gaussian distribution.
I believe that the distribution of the parameters on the boundary will be similar to that in the
standard GARCH case, developed in Francq and Zako¨ıan (2007). In this paper, however, I focus
on developing the asymptotic theory for the parameter vector in the interior of Θ and leave the
boundary case for future research. Finally Assumption 5(ii) is a moment condition on the error
term, and here is where I need a stronger condition than for the standard GARCH(1,1) model,
where it is required that E
[|εt|4] < ∞. The necessity of this assumption also comes from the
fact that the score vector and the hessian matrix are non-singular and since eq.(2.3) invokes an
additional term ε2t (producing ε
4
t in the r
2
t equation), it becomes apparent that this will require
more moments than in the standard GARCH(1,1) case. Before stating the last main result, I
need to introduce yet another quantity: h¨t,λ,λ(θ) := ∂
2ht(θ)/∂λ∂λ
′.
Lemma 3. Let h˙t,λ(θ) := ∂ht(θ)/∂λ and h˙t,ϕ(θ) := ∂ht(θ)/∂ϕ be defined in Lemma 2 and
write similarly b¨t−1,θθ(θ) := ∂2bt−1(θ)/∂θ∂θ′. In addition recall that λ = (w,α, β)′ and denote
further by µ = (w,α)′. The following holds:
h¨t,λλ(θ) =
2ϕε2t (θ)
ht(θ)
h¨2t,λ(θ) +
ht(θ)
ht(θ) + ϕε2t (θ)
b¨t−1,λλ(θ),
where for i=1,2,3
b¨t−1,wλi(θ) = 1 +
t−1∑
k=0
βk+1
k∑
j=0
{
b˙t−1−j,λi(θ)Πt−j(θ)
k∏
i=0,i 6=j
ht−1−i(θ)
ht−1−i(θ) + ϕε2t−1−i(θ)
}
,
b¨t−1,αλi(θ) =
t−1∑
k=0
βkr2t−1−k
k−1∑
j=0
{
b˙t−1−j,λi(θ)Πt−j(θ)
k−1∏
i=0,i 6=j
ht−1−i(θ)
ht−1−i(θ) + ϕε2t−1−i(θ)
}
,
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and for i = 1, 2
b¨t−1,βµi(θ) =
t−1∑
k=0
βkh˙t−1−k,µi(θ)
k−1∏
j=0
ht−1−j(θ)
ht−1−j(θ) + ϕε2t−1−j(θ)
+
+
t−1∑
k=0
βkht−1−k,µi(θ)
k−1∑
j=0
{
b˙t−1−j,µi(θ)Πt−j(θ)
k−1∏
i=0,i 6=j
ht−1−i(θ)
ht−1−i(θ) + ϕε2t−1−i(θ)
}
,
and finally
b¨t−1,ββ(θ) =
t−1∑
k=0
βkh˙t−1−k,β(θ)
k−1∏
j=0
ht−1−j(θ)
ht−1−j(θ) + ϕε2t−1−j(θ)
+
+
t−1∑
k=0
kβk−1ht−1−k,β(θ)
k−1∏
j=0
ht−1−j(θ)
ht−1−j(θ) + ϕε2t−1−j(θ)
+
+
t−1∑
k=0
βkht−1−k,µi(θ)
k−1∑
j=0
{
b˙t−1−j,β(θ)Πt−j(θ)
k−1∏
i=0,i 6=j
ht−1−i(θ)
ht−1−i(θ) + ϕε2t−1−i(θ)
}
,
where Πt−j(θ) :=
ϕε2t−j(θ)
[ht−j(θ)+ϕε2t−j(θ)]3
(
ht−j(θ)− (ht−j(θ) + ϕε2t−j(θ))2
)
.
Theorem 4. (Asymptotic Normality.) For the model, given by eq.(2.2)-(2.3), assume
Assumptions 1-5 hold. In addition denote by λ = (w,α, β)′, θ = (λ′, ϕ)′, and h?t := h?t (θ0),
h˙?t,λ(θ) := ∂h
?
t (θ)/∂λ, h¨
?
t,λλ(θ) := ∂
2h?t (θ)/∂λ∂λ
′, and let h˙?t,λ(θ0) and h¨
?
t,λλ(θ0) denote h˙
?
t,λ(θ)
and h¨?t,λλ(θ) evaluated at λ0 respectively, and writing ε
2
t for ε
2,?
t (θ0). Then it holds that
√
T
(
θ̂T − θ0
) D−→ N (0,Vθ0) , (2.13)
with
Vθ0 = Σ
−1
2 Σ1Σ
−1
2 ,
where
Σ1 =
Σ1,λλ Σ′1,λϕ
Σ1,λϕ Σ1,ϕϕ
 ,
and
Σ1,λλ =
1
4
E
[{
h˙?t,λ(θ0)
h?t + ϕ0ε
2
t
(
1− ε2t
)− ϕ0 h˙?t,λ(θ0)
h?t
(3ε2t + ε
4
t )
h?t + ϕ0ε
2
t
}{
h˙?t,λ(θ0)
h?t + ϕ0ε
2
t
(
1− ε2t
)− ϕ0 h˙?t,λ(θ0)
h?t
(3ε2t + ε
4
t )
h?t + ϕ0ε
2
t
}′]
and
Σ1,ϕϕ =
1
4
E
[{
ε2t
(h?t + ϕ0ε
2
t )
2
[
h?t (ε
2
t − 3)− ϕ0(ε4t + ε2t )
]}{ ε2t
(h?t + ϕ0ε
2
t )
2
[
h?t (ε
2
t − 3)− ϕ0(ε4t + ε2t )
]}]
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and finally Σ1,λϕ = Σ
′
1,ϕλ is given by
Σ1,λϕ =
1
4
E
[{
h˙?t,λ(θ0)
h?t + ϕ0ε
2
t
(
1− ε2t
)− ϕ0 h˙?t,λ(θ0)
h?t
(3ε2t + ε
4
t )
h?t + ϕ0ε
2
t
}{
ε2t
(h?t + ϕ0ε
2
t )
2
[
h?t (ε
2
t − 3)− ϕ0(ε4t + ε2t )
]}]
.
Similarly:
Σ2 =
Σ2,λλ Σ′2,λϕ
Σ2,λϕ Σ2,ϕϕ
 ,
where
Σ2,λλ = −1
2
E
{
h2,?t (2ε
2
t − 1) + ϕ0ε4t (3ϕ0 + 4ϕ0ε2t − 2ε2t ) + 2ϕ0h?t ε2t (5 + 2ε2t )
(h?t + ϕ0ε
2
t )
2
h˙?t,λ(θ0)
h?t
+
+
h?t (ε
2
t − 1) + ϕ0(3ε2t + ε4t )
h?t + ϕ0ε
2
t
h¨?t,λλ(θ0)
h?t
}
,
and
Σ2,ϕϕ = −1
2
E
[
h2,?t ε
4
t (4ε
2
t − 13) + 2h?t ε6t (2 + 3ϕ0ε2t ) + ϕ20ε8t (1 + 2ε2t )
(h?t + ϕ0ε
2
t )
4
]
,
and finally Σ2λ,ϕ = Σ
′
2,ϕλ is given by
Σ2,ϕλ = −1
2
E
[
h˙?t,λ(θ0)
h?t
h2,?t ε
2
t (6− ε2t ) + 2ϕ0h?t ε4t (2ε2t − 3) + ϕ20ε6t (4 + 5ε2t )
(h?t + ϕ0ε
2
t )
3
]
,
and h˙t,λ(θ) and h˙t,ϕ(θ) are defined in Lemma 2 and h¨t,λλ(θ) are defined in Lemma 3 .
Remark 3. Whenever εt ∼ N (0, 1), it then further follows that Σ1 = Σ2. In addition,
notice that the GARCH model is a nested model, and therefore whenever ϕ0 = 0, the familiar
result is obtained for θ0 = (w0, α0, β0, 0):
Σ1 =
1
2
E
[
h˙?t,θ(θ0)h˙
?
t,θ(θ0)
h2,?t
]
and Σ2 =
1
4
(
E
[
ε4t
]− 1)E [ h˙θt,θ(θ0)h˙?t,θ(θ0)
h2,?t
]
, h?t = b
?
t−1.
2.3 Simulations
To investigate the large sample behaviour of the QMLE estimates I simulate N = 500 sets
of data from the model described by eq. (2.2)-(2.3) and compute the maximum likelihood
estimates (for each of the parameters) for each simulation. I set the parameter vector to θ0 =
(0.03, 0.91, 0.03, 0.03)′ and consider samples of the size T = 1000, 5000 and 10000. In addition,
I do simulations for εt ∼ N (0, 1) and εt ∼ t15. The simulation results are presented in the
Table 1 (Appendix B) and suggest that biases and the size of errors generally decrease as the
sample size T increases, suggesting consistency. Moreover, the QQ-plots for each set of the
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simulations suggest that the distribution of the estimates is very close to normal distribution.
This is especially true if εt ∼ N (0, 1) and is a reasonable approximation when εt ∼ t15(t35).
2.4 Conclusion
This chapter develops an asymptotic theory for the QMLE of the Real-time GARCH model
presented in Chapter 1. In particular, I prove strong consistency and asymptotic normality
of the parameter vector. These results can be thought of as a generalisation of the existing
asymptotic theory for the QMLE for the standard GARCH(1,1) model. I also show in my
simulations that consistency and asymptotic normality holds for reasonable sample sizes and
different specifications of the error term. I believe that the i.i.d. assumption on the error term
can be relaxed, although some proofs would have to be modified. In addition, I believe that the
results of this paper can be generalised to the nonstationary case where α+β ≥ 1, which would
be an extension of the results of Jensen and Rahbek (2004). I leave this for the future research.
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2.5 Appendix A.
Proof of Theorem 1.
To prove Theorem 1 I appeal to the Theorem 2.1.3 in Buraczewski et. al. (2016) to establish
stationarity and ergodicity of the joint process. The joint process (r2t , ht) can be written as the
nonnegative stochastic recurrence equation, see eq.(2.10). Then under Assumption 1, condition
2 in Theorem 2.1.3 in Buraczewski et. al. (2016) holds, which allows me to conclude that there
exists a.s.-unique causal ergodic strictly stationary solution to the recurrence equation (2.10).

Proof of Lemma 1. I first consider ht(θ):
ht(θ) = w+αr
2
t−1 + βht−1(θ) +ϕε
2
t (θ) = w+ϕε
2
t (θ) +αr
2
t−1 +wβ+ϕβε
2
t−1(θ) + β
2ht−2(θ) =
= · · · = w
t∑
j=0
βj + ϕ
t∑
j=0
βjε2t−j(θ) + α
t−1∑
j=0
βjr2t−1−j + β
th0(θ).
Therefore, provided that β < β < 1 and the initial values h0(θ) < ∞ and h?0(θ) < ∞, and
assuming that the high-level Assumption 2 holds, it then follows:
sup
θ∈Θ
|ht(θ)− h?t (θ)| = sup
θ∈Θ
∣∣∣∣ϕ t∑
j=0
βj
(
ε2t−j(θ)− ε2,?t−j(θ)
)
+ βt (h0(θ)− h?0(θ))
∣∣∣∣ ≤
≤
t∑
j=0
sup
θ∈Θ
∣∣∣∣ϕβj (ε2t−j(θ)− ε2,?t−j(θ)) ∣∣∣∣+ sup
θ∈Θ
∣∣∣∣βt(h0(θ)− h?0(θ))∣∣∣∣ ≤
≤ ϕ sup
θ∈Θ
∣∣ε2t (θ)− ε2,?t (θ)∣∣ t∑
j=0
β
j
+ sup
θ∈Θ
∣∣∣∣βt(h0(θ)− h?0(θ))∣∣∣∣ ≤ ϕKρt t∑
j=0
β
j
+ β
t
C1 =
=
ϕ
1− βKρ
t(1− βt) + βtC1, (2.14)
where C1 = supθ∈Θ |h0(θ)− h?0(θ)| <∞. Using this we can further derive:
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sup
θ∈Θ
∣∣LT (θ)−L?T (θ)∣∣ ≤ T−1 T∑
t=1
sup
θ∈Θ
{
1
2
∣∣∣∣h?t (θ)− ht(θ)h?t (θ)ht(θ)
∣∣∣∣r2t+12
∣∣∣∣ log(h?t (θ)ht(θ)
) ∣∣∣∣+∣∣∣∣ log
(
ht(θ) + ϕε
2
t (θ)
h?t (θ) + ϕε
2,?
t (θ)
)∣∣∣∣}
≤ T−1
T∑
t=1
sup
θ∈Θ
{
1
2
∣∣∣∣h?t (θ)− ht(θ)h?t (θ)ht(θ)
∣∣∣∣r2t+ 12w ∣∣h?t (θ)−ht(θ)∣∣+ 1w (∣∣ht(θ)− h?t (θ)∣∣+ ϕ∣∣ε2t (θ)− ε2,?t (θ)∣∣)
}
≤ 1
2w2
T−1
T∑
t=1
sup
θ∈Θ
∣∣ht(θ)−h?t (θ)∣∣r2t+ 32wT−1
T∑
t=1
sup
θ∈Θ
∣∣ht(θ)−h?t (θ)∣∣+ϕT−1 T∑
t=1
sup
θinΘ
∣∣ε2t (θ)−ε2,?t (θ)∣∣ ≤
≤ T−1 1
2w2
ϕ
1− βK
T∑
t=1
ρt(1− βt)r2t + T−1
1
2w2
C1
T∑
t=1
β
t
r2t + T
−1 3
2w
ϕ
1− βK
T∑
t=1
ρt(1− βt)+
+ T−1
3
2w
C1
T∑
t=1
β
t
+ ϕKT−1
T∑
t=1
ρt. (2.15)
where in the second and third lines of the derivation above I used the fact that for x, y > 0,∣∣ log xy ∣∣ ≤ |x−y|min(x,y) . By applying Borel-Cantelli lemma, existence of moments of orders s > 0 (by
Assumption 2) for r2t and Markov inequality we further can conclude that:
∞∑
t=1
P
(
ρtr2t > 
) ≤ ∞∑
t=1
E
[
r2st
]
s
<∞,
Similar calculations hold to show that (ρβ)tr2t → 0 almost surely and βtr2t → 0 almost surely.
In addition, it also holds that
lim
T→∞
T∑
t=1
β
t
=
1
1− β <∞ and limT→∞
T∑
t=1
ρt =
1
1− ρ <∞,
and similarly
lim
T→∞
T∑
t=1
ρt
1− βt
1− β =
1
1− β limT→∞
(
T∑
t=1
ρt −
T∑
t=1
(ρβ)t
)
=
1
1− β
(
ρ
1− ρ −
βρ
1− βρ
)
<∞.
Combining all of the above allows now to conclude that supθ∈Θ
∣∣LT (θ) − L?T (θ)∣∣ = op(1/T ),
which concludes the proof of Lemma 1. 
Proof of Theorem 2.
In light of Lemma 1 we now work with the stationary sequences. In particular let L˜?T (θ)
and L?T (θ) denote two stationary versions of LT (θ) that differ with their initial values. The
proof of Theorem 2 closely follows Francq and Zako¨ıan (2004), Theorem 7.1 for the standard
GARCH(1,1) case by adapting it to my case. More precisely, in order to establish the result in
Theorem 2, I will need to show the following intermediate results:
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(a) lim
T→∞
sup
θ∈Θ
|L?T (θ)− L˜?T (θ)| = 0, a.s. where
(b) (∃t ∈ Z such that h?t (θ) = h?t (θ0), Pθ0 a.s.) ⇒ θ = θ0.
(c) Eθ0 |l?t (θ0)| <∞, and if θ 6= θ0, Eθ0 l?t (θ) > Eθ0 l?t (θ0).
(d) For any θ 6= θ0, there exists a neighbourhood V (θ) such that lim inf
T→∞
inf
θ?∈V (θ)
L˜?T (θ
?) >
Eθ0 l
?
t (θ0) a.s.
(a) Asymptotic irrelevance of the initial values. The proof is identical to the proof of
Lemma 1 for L?T (θ) and L˜
?
T (θ) and therefore is omitted.
(b) Identifiability of the parameter vector. The proof is similar to that of Kristensen
and Han (2014) in the GARCH-X case for the identification of the parameter vector. Here and
for the rest of the proofs to follow for simplicity I write ε2t (θ) for ε
2,?
t (θ) and ε
2
t for ε
2,?
t (θ0). Via
recursive substitution:
h?t (θ) = w+αr
2
t−1+βh
?
t−1(θ)+ϕε
2
t (θ) = w+αr
2
t−1+ϕε
2
t+β
[
w + αr2t−2 + βh
?
t−2(θ) + ϕε
2
t−1(θ)
]
=
= w + βw + αr2t−1 + αβr
2
t−2 + ϕε
2
t + ϕβε
2
t−1 + β
2h?t−3(θ) = · · · =
= w
∞∑
j=1
βj−1 + α
∞∑
j=1
βj−1r2t−j + ϕ
∞∑
j=1
βj−1ε2t+1−j(θ).
Denote by νj := (αβ
j−1, ϕβj−1). I now want to establish that if h?t (θ) = h?t (θ0), Pθ0 a.s. then
w = w0 and νj(θ) = νj(θ0) and therefore θ = θ0. I prove this by contradiction. Assume h
?
t (θ) =
h?t (θ0) and let m > 0 to be the smallest integer for which h
?
t (θ) = h
?
t (θ0) yet νj(θ) 6= νj(θ0)
(whenever νj(θ) = νj(θ0) it follows that w = w0). Then from h
?
t (θ) = h
?
t (θ0):
a0r
2
t−m + ϕ0β
−1
0 ε
2
t−m+1 − ϕβ−1εt−m+1(θ)− =
= w − w0 +
∞∑
j=1
ajr
2
t−m−j +
∞∑
j=1
(
ϕ0β
j−1ε2t−m−j − ϕβj−1ε2t (θ)
)
, (2.16)
where aj := α0β
j−1
0 − αβj−1 and bj := ϕ0βj−10 − ϕβj−1. The right-hand side of (2.16) belongs
to Ft−m−1, where Ft−m−1 is the information set up to and including time t−m− 1. Therefore
conditional on Ft−m−1 the right-hand side of (2.16) is constant. This implies that the left-hand
side of (2.16) is constant, which however is ruled out by Assumption 3(ii).
(c) The limit criterion is minimised at the true value. Using the conventional notation
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x− = max(−x, 0) and x+ = max(x, 0) and writing again ε2t for ε?,2t (θ) one gets:
Eθ0 l
?,−
t (θ) ≤ Eθ0
{
1
2
r2t
h?t (θ)
+
1
2
log− h?t (θ) + log
−
(
1 +
ϕε2t
h?t (θ)
)}
≤
≤ Eθ0 log− h?t (θ) ≤ max{0,− logw} <∞.
Moreover, Assumption 1 guarantees the existence of moments of order s > 0 for r2t and ht(θ).
Using Jensen’s inequality, I can write
Eθ0 log
+ h?t (θ0) <∞
as
Eθ0 log h
?
t (θ0) = Eθ0
1
s
log{h?t (θ0)}s ≤
1
s
logEθ0{h?t (θ0)}s <∞. (2.17)
Then it follows that
Eθ0 l
?
t (θ0) = Eθ0
{
1
2
log(2pi) +
1
2
ε2t − log
( √
h?t (θ0)
h?t (θ0) + ϕ0ε
2
t
)}
=
Eθ0
{
1
2
log(2pi) +
1
2
ε2t −
1
2
log h?t (θ0) + log
(
1 +
ϕ0ε
2
t
h?t (θ0)
)}
≤
≤ 1
2
− 1
2
Eθ0 log h
?
t (θ0)︸ ︷︷ ︸
<∞ by (2.17)
+Eθ0
(
ϕ0ε
2
t
b?t−1(θ0) + ϕ0ε2t
)
︸ ︷︷ ︸
<∞
<∞.
Since I already showed that Eθ0 log l
?,−
t (θ0) < ∞, it then follows that Eθ0 l?t (θ0) is well defined
in R. Using again the fact that for x > 0, x − 1 ≥ log x (with equality if and only if x=1) and
Jensen’s inequality I in addition have:
Eθ0 l
?
t (θ)− Eθ0 l?t (θ0) =
1
2
Eθ0 log
h?t (θ0)
h?t (θ)
+
1
2
Eθ0
h?t (θ)ε
2
t
h?t (θ0)
− 1
2
Eθ0ε
2
t + Eθ0 log
 1 + ϕε2th?t (θ)
1 +
ϕ0ε2t
h?t (θ0)
 ≥
≥ 1
2
Eθ0 log
h?t (θ0)
h?t (θ)
+
1
2
[
Eθ0
h?t (θ)ε
2
t
h?t (θ0)
− 1
]
=
1
2
Eθ0 log
h?t (θ0)
h?t (θ)
+
1
2
[
Eθ0
h?t (θ)ε
2
t
h?t (θ0)
− 1
]
≥
≥ 1
2
Eθ0 log
h?t (θ0)
h?t (θ)
+
1
2
logEθ0
h?t (θ)ε
2
t
h?t (θ0)
≥ 1
2
Eθ0 log
h?t (θ0)
h?t (θ)
+
1
2
Eθ0 log
h?t (θ)ε
2
t
h?t (θ0)
≥
≥ 1
2
Eθ0
{
log
h?t (θ0)
h?t (θ)
+ log
h?t (θ)
h?t (θ0)
}
= 0
with equality if and only if h?t (θ) = h
?
t (θ0), which in the view of (b) is equivalent to the condition
of θ = θ0.
(d) Compactness of Θ and ergodicity of the score function. Ergodicity of the score
function follows directly from Theorem 1 and the fact that the score function is a well-defined
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measurable function of the joint process (r2t , h
?
t ).
The proof of Theorem 2 is then follows by combining a)-d) in conjunction with Lemma 1
and appealing to the LLN for the stationary and ergodic sequences. 
Proof of Lemma 2. Recall that ht(θ) can be written as follows:
ht = bt−1(θ) + ϕε2t (θ). (2.18)
Differentiating eq.(2.18) with respect to λ I get:
h˙t,λ(θ) = b˙t−1,λ(θ) + 2ϕεt(θ)ε˙t,λ(θ) = b˙t−1,λ(θ)− ϕε2t (θ)
h˙t,λ(θ)
ht(θ)
.
Rearranging I get:
h˙t,λ(θ)
ht(θ)
=
b˙t−1,λ(θ)
ht(θ) + ϕε2t (θ)
. (2.19)
Differentiating eq.(2.18) with respect to ϕ I get:
h˙t,λ(θ) = b˙t−1,λ(θ) + ε2t (θ) + 2ϕεt(θ)ε˙t,ϕ(θ) = ε
2
t (θ)− ε2t (θ)ϕ
1
ht(θ)
h˙t,ϕ(θ).
Rearranging I further get:
h˙t,ϕ(θ)
ht(θ)
=
ε2t (θ)
ht(θ) + ϕε2t (θ)
. (2.20)
I next derive the derivatives of bt−1(θ) with respect to each of the elements of the parameter
vector θ. I first get via recursive substitution:
bt−1(θ) = w+αr2t−1+βht−1(θ) = w+αr
2
t−1+β
[
bt−2(θ) + ϕε2t−1(θ)
]
= w+αr2t−1+βbt−2(θ)+βϕε
2
t−1(θ).
Taking the derivative with respect to w:
b˙t−1,w(θ) = 1 + βb˙t−2,w(θ) + βϕ2εt−1(θ)ε˙t,w(θ)
In addition,
ε˙t,θ(θ) = −1
2
εt(θ)
h˙t,θ(θ)
ht(θ)
,
and
h˙t,λ(θ)
ht(θ)
=
b˙t−1,λ(θ)
bt−1(θ) + 2ϕε2t (θ)
and
h˙t,ϕ(θ)
ht(θ)
=
ε2t (θ)
bt−1(θ) + 2ϕε2t (θ)
.
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Therefore,
b˙t−1,w(θ) = 1+βb˙t−2,w(θ)−βϕ
ε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
b˙t−2,w(θ) = 1+β
[
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
]
b˙t−2,w(θ) =
= 1 + β
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
){
1 + β
(
bt−3(θ) + ϕε2t−2(θ)
bt−3(θ) + 2ϕε2t−2(θ)
)
b˙t−3,w(θ)
}
=
1 + β
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)
+ β2
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)(
bt−3(θ) + ϕε2t−2(θ)
bt−3(θ) + 2ϕε2t−2(θ)
)
b˙t−3,w(θ) =
· · · = 1 +
t−1∑
k=0
βk+1
k∏
j=0
bt−2−j(θ) + ϕε2t−1−j(θ)
bt−2−j(θ) + 2ϕε2t−1−j(θ)
.
I now calculate the derivative of bt−1(θ) with respect to α:
b˙t−1,α(θ) = r2t−1 + βb˙t−2,α(θ)− βϕ
ε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
b˙t−2,α(θ) = r2t−1+
+ β
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)
b˙t−2,α(θ) = r2t−1+
+ β
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)[
r2t−2 + β
(
bt−3(θ) + ϕε2t−2(θ)
bt−3(θ) + 2ϕε2t−2(θ)
)
b˙t−3,α(θ)
]
=
= r2t−1+β
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)
r2t−2+β
2
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)(
bt−3(θ) + ϕε2t−2(θ)
bt−3(θ) + 2ϕε2t−2(θ)
)
b˙t−3,α(θ) =
= · · · =
t−1∑
k=0
βkr2t−1−k
k−1∏
j=0
bt−2−j(θ) + ϕε2t−1−j(θ)
bt−2−j(θ) + 2ϕε2t−1−j(θ)
.
I now calculate the derivative of bt−1(θ) with respect to β:
b˙t−1,β(θ) = bt−2(θ) + βb˙t−2,β(θ) + ϕε2t−1(θ)− βϕ
ε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
b˙t−2,β(θ) =
= ht−1(θ) + β
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)(
ht−2(θ) + β
(
bt−3(θ) + ϕε2t−2(θ)
bt−3(θ) + 2ϕε2t−2(θ)
)
b˙t−3,β(θ)
)
=
= ht−1(θ)+β
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)
ht−2(θ)+β2
(
bt−2(θ) + ϕε2t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
)(
bt−3(θ) + ϕε2t−2(θ)
bt−3(θ) + 2ϕε2t−2(θ)
)
b˙t−3,β(θ) =
=
t−1∑
k=0
βkht−1−k(θ)
k−1∏
j=0
bt−2−j(θ) + ϕε2t−1−j(θ)
bt−2−j(θ) + 2ϕε2t−1−j(θ)
.
Finally, I differentiate bt−1(θ) with respect to ϕ:
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b˙t−1,ϕ(θ) = βb˙t−2,ϕ(θ) + βε2t−1(θ)− βϕ
ε4t−1(θ)
bt−2(θ) + 2ϕε2t−1(θ)
b˙t−2,ϕ(θ) =
= β
(
ε2t−1(θ)
[
bt−2(θ) + ϕε2t−1(θ)
]
bt−2(θ) + 2ϕε2t−1(θ)
)
+ βb˙t−2,ϕ(θ) =
= β
(
ε2t−1(θ)
[
bt−2(θ) + ϕε2t−1(θ)
]
bt−2(θ) + 2ϕε2t−1(θ)
)
+β2
(
ε2t−1(θ)
[
bt−2(θ) + ϕε2t−1(θ)
]
bt−2(θ) + 2ϕε2t−1(θ)
)(
ε2t−2(θ)
[
bt−3(θ) + ϕε2t−2(θ)
]
bt−3(θ) + 2ϕε2t−2(θ)
)
+
+ β2b˙t−3,ϕ(θ) = · · · =
t−1∑
k=1
βk
k∏
j=1
ε2t−j(θ)
[
bt−1−j(θ) + ϕε2t−j(θ)
]
bt−1−j(θ) + 2ϕε2t−j(θ)
.
This completes the proof of Lemma 2. 
Proof of Lemma 3. From Lemma 2 we get:
h¨t,λλ(θ) = b˙t−1,λ(θ)
[
h˙t,λ(θ)
ht(θ) + ϕε2t (θ)
− ht(θ)
(ht(θ) + ϕε2t (θ))
2
(
h˙t,λ(θ) + 2ϕε
2
t (θ)ε˙t,λ(θ)
)]
+
+
htθ
ht(θ) + ϕε2t (θ)
b¨t−1,λ(θ) = b˙t−1,λ(θ)
[
h˙t,λ(θ)
ht(θ) + ϕε2t (θ)
− ht(θ)
(ht(θ) + ϕε2t (θ))
2
h˙t,λ(θ)
(
1− ϕε
2
t (θ)
ht(θ)
)]
+
+
htθ
ht(θ) + ϕε2t (θ)
b¨t−1,λ(θ) =
2ε2t (θ)
ht(θ)
h˙2t,λ +
ht(θ)
ht(θ) + ϕε2t (θ)
b¨t−1,λλ,
where b¨t−1,λλ(θ) is obtained by direct differentiation of b˙t−1,λ(θ) in Lemma 2. 
Proof of Theorem 3. I first derive the score function. Since it is not possible to write down
the score function as a function of the whole parameter vector θ = (w,α, β, ϕ), I will separately
write it down for the parameter vector λ := (w,α, β) and for ϕ. In order to proceed I will be
using Lemmas 4 and 5 that I state below.
Lemma 4. Consider the following indefinite integral
∫
ξ1x
4 + ξ2x
2 + ξ3
(x2 + ξ4)
2 e
−x2/2dx. (2.21)
If the ξ1, ξ2, ξ3 and ξ4 are related as follows:
ξ3 = ξ1 − ξ2 and ξ4 = (ξ2 − ξ1)/ξ1,
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then it holds that: ∫
ξ1x
4 + ξ2x
2 + ξ3
(x2 + ξ4)
2 e
−x2/2dx = − ξ
2
1e
−x2/2x
ξ1(x2 − 1) + ξ2 . (2.22)
The proof follows by direct differentiation of eq.(2.22). 
Lemma 5. Consider the following indefinite integral
∫
χ1x
6 + χ2x
4 + χ3x
2
(x2 + χ4)
2 e
−x2/2dx. (2.23)
If the χ1, χ2, χ3 and χ4 are related as follows:
ξ3 = −3(χ1 + χ2) and χ4 = (χ2 + χ1)/χ1,
then it holds that: ∫
χ1x
6 + χ2x
4 + χ3x
2
(x2 + χ4)
2 e
−x2/2dx = −1
2
e−x2/2x3
(x2 + χ4)
. (2.24)
The proof follows by direct differentiation of eq.(2.24). 
I next proceed by deriving the score function separately for λ and for ϕ. I start with λ first.
Note that using eq.(2.2)-(2.3) the conditional density function can be written as follows:
fr(r|Ft−1) = r
εt(θ)
√
b2t−1(θ) + 4r2ϕ
f(εt(θ)).
First observe that from eq.(2.6) it holds that
rt
εt(θ)
√
b2t−1(θ) + 4r2ϕ
=
∂εt (θ)
∂rt
=
√
ht(θ)
ht(θ) + ϕε2t (θ)
. (2.25)
I therefore can rewrite the conditional density as follows:
fr(r|Ft−1) = ∂εt (θ)
∂r
f(εt(θ)).
I consider the likelihood estimators based on the minimisation of the negative log-likelihood,
given by
LT (θ) = − 1
T
T∑
t=1
lt(θ),
where
lt(rt|θ,Ft−1) = log
[
∂εt (θ)
∂rt
]
+ log f(εt(θ)) = log
[
∂εt (θ)
∂rt
]
− 1
2
log(2pi)− 1
2
ε2t (θ) .
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The first derivative of lt(θ) with respect to a generic θ is given by:
∂lt(θ)
∂θ
= −
([
∂εt (θ)
∂rt
]−1 ∂2εt (θ)
∂rt∂θ
− εt (θ) ∂εt(θ)
∂θ
)
. (2.26)
From eq.(2.25) it holds that
∂εt (θ)
∂rt
= ht(θ)
−1/2−1
2
ht(θ)
−3/2rt
∂ht(θ)
∂rt
= ht(θ)
−1/2−ϕε2t (θ)
1
ht(θ)
∂ht(θ)
∂rt
=
√
ht(θ)
ht(θ) + ϕε2t (θ)
(2.27)
and
ε˙t,θ(θ) = −1
2
rtht(θ)
−3/2h˙t,θ(θ) = −1
2
εt (θ)
ht(θ)
h˙t,θ(θ). (2.28)
The above equation holds for the whole parameter vector θ = (λ′, ϕ)′. Differentiating
eq.(2.27) with respect to λ I get
∂2εt (θ)
∂rt∂λ
=
1
2
ht(θ)
−1/2h˙t,λ(θ)
[
ht(θ) + ϕε
2
t (θ)
]−1−
− (ht(θ) + ϕε2t (θ))−2
[
h˙t,λ(θ) + 2ϕεt (θ) ε˙t,λ(θ)
]
ht(θ)
1/2 =
1
2
√
ht(θ)
ht(θ) + ϕε2t (θ)
h˙t,λ(θ)
ht(θ)
−
−
√
ht(θ)
(ht(θ) + ϕε2t (θ))
2
[
h˙t,λ(θ)− ϕε2t (θ)
h˙t,λ(θ)
ht(θ)
]
=
1
2
√
ht(θ)
ht(θ) + ϕε2t (θ)
h˙t,λ(θ)
ht(θ)
−
−
√
ht(θ)
(ht(θ) + ϕε2t (θ))
2
h˙t,λ(θ)
ht(θ)
[
ht(θ)− ϕε2t (θ)
]
=
=
√
ht(θ)
(ht(θ) + ϕε2t (θ))
2
h˙t,λ(θ)
ht(θ)
[
−1
2
ht(θ) +
3
2
ϕε2t (θ)
]
.
Plugging the above expressions in eq. (2.26) it then follows:
∂lt(θ)
∂λ
= −
([
∂εt (θ)
∂rt
]−1 ∂2εt (θ)
∂rt∂λ
− εt (θ) ∂εt (θ)
∂λ
)
=
=
1
ht(θ) + ϕε2t (θ)
h˙t,λ(θ)
ht(θ)
(
− 1
2
ht(θ)(1− ε2t (θ)) +
1
2
ϕ(3ε2t (θ) + ε
4
t (θ))
)
=
=
b˙t−1,λ(θ)
(bt−1 (θ) + 2ϕε2t (θ))2
(
− 1
2
bt−1 (θ) (1− ε2t (θ)) + ϕε4t (θ) + ϕε2t (θ)
)
.
I next derive the score function for the parameter ϕ.
∂εt (θ)
∂rt
= ht(θ)
−1/2 − 1
2
ht(θ)
−3/2rt
∂ht(θ)
∂rt
= ht(θ)
−1/2 − 1
2
εt(θ)
1
ht(θ)
∂ht(θ)
∂rt
.
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Using the fact that ∂ht(θ)∂rt = 2ϕεt(θ)
∂εt(θ)
∂rt
and rearranging I get:
∂εt (θ)
∂rt
=
√
ht(θ)
ht(θ) + ϕε2t (θ)
.
In addition, it also holds that
ε˙t,ϕ(θ) = −1
2
rtht(θ)
−3/2h˙t,ϕ(θ) = −1
2
εt (θ)
ht(θ)
h˙t,ϕ(θ). (2.29)
Finally,
∂2εt (θ)
∂rt∂ϕ
=
1
2
ht(θ)
−1/2h˙t,ϕ(θ)(ht(θ) + ϕε2t (θ))
−1−
− (ht(θ) + ϕε2t (θ))−2
[
h˙t,ϕ(θ) + ε
2
t (θ) + 2ϕεt (θ) ε˙t,ϕ(θ)
]
ht(θ)
1/2 =
=
1
2
√
ht(θ)
ht(θ) + ϕε2t (θ)
h˙t,ϕ(θ)
ht(θ)
−
√
ht(θ)
(ht(θ) + ϕε2t (θ))
2
[
h˙t,ϕ(θ) + ε
2
t (θ)− ϕε2t (θ)
h˙t,ϕ(θ)
ht(θ)
]
=
=
√
ht(θ)(
ht(θ) + ϕε2t (θ)
)2 h˙t,ϕ(θ)ht(θ)
[
−1
2
ht(θ) +
3
2
ϕε2t (θ)
]
−
√
ht(θ)(
ht(θ) + ϕε2t (θ)
)2 ε2t (θ).
Then
∂lt(θ)
∂ϕ
= −
([
∂εt (θ)
∂rt
]−1 ∂2εt (θ)
∂rt∂ϕ
− εt (θ) ∂εt (θ)
∂ϕ
)
=
=
1
(ht(θ) + ϕε2t (θ))
h˙t,ϕ(θ)
ht(θ)
(
− 1
2
(ε2t (θ) + ε
4
t (θ))(ht(θ) + ϕε
2
t (θ))− ε2t (θ)(ht(θ)− ϕε2t (θ)
)
=
=
ε2t (θ)
(ht(θ) + ϕε2t (θ))
2
(
− 1
2
bt−1 (θ) (3− ε2t (θ)) + ϕ(ε4t (θ)− ε2t (θ))
)
=
=
ε2t (θ)
(bt−1(θ) + 2ϕε2t (θ))2
(
− 1
2
bt−1 (θ) (3− ε2t (θ)) + ϕ(ε4t (θ)− ε2t (θ))
)
.
I next show that E
[
∂l?t (θ)
∂λ
∣∣∣∣
θ=θ0
]
= 0, where λ = (w,α, β) and similarly, that E
[
∂l?t (θ)
∂ϕ
∣∣∣∣
θ=θ0
]
=
0. I start with the score with respect to λ:
∂lt(θ)
∂λ
=
b˙t−1,λ(θ)
(bt−1(θ) + 2ϕε2t (θ))2
(
− 1
2
bt−1(θ)(1− ε2t (θ)) + ϕε4t (θ) + ϕε2t (θ)
)
.
I calculate the conditional expectation by direct integration against the density of the εt, which
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is just the standard normal density, i.e.:
E
[
∂l?t (θ)
∂λ
∣∣∣∣
θ=θ0
Ft−1
]
= b˙?t−1,λ(θ)E
[
−12b?t−1(θ0)
(
1− ε2t
)
+ ϕ
(
ε2t + ε
4
t
)
(b?t−1(θ0) + 2ϕε2t )2
∣∣∣∣Ft−1
]
=
=
1
4ϕ20
√
2pi
b˙?t−1,λ(θ)
∞∫
−∞
ξ1x
4 + ξ2x
2 + ξ3
(x2 + ξ4)2
e−
x2
2 dx, (2.30)
where x = εt(θ0) = εt, ξ1 = ϕ0, ξ2 = ϕ0(1 +
b?t−1(θ0)
2ϕ ), ξ3 = −12b?t−1(θ0) and ξ4 =
b?t−1(θ0)
2ϕ0
and
note that ξ3 = ξ1 − ξ2 and ξ4 = −ξ3/ξ1 so I can now apply Lemma 4 to evaluate :
1
4ϕ2
√
2pi
b˙?t−1,λ(θ)
∞∫
−∞
ξ1x
4 + ξ2x
2 + ξ3
(x2 + ξ4)2
e−
x2
2 dx = − 1
4ϕ2
√
2pi
b˙?t−1,λ(θ)
ξ21e
−x2/2x
ξ1(x2 − 1) + ξ2
∣∣∣∣∞
−∞
= 0.
I now turn to calculating the expectation of the score function at the true parameter vector ϕ0.
Recall that:
∂lt(θ)
∂ϕ
=
ε2t (θ)
(ht(θ) + ϕε2t (θ))
2
(
− 1
2
bt−1(θ)(3− ε2t (θ)) + ϕ(ε4t (θ)− ε2t (θ))
)
.
And similarly to the above case, I calculate the conditional expectation by direct integration
against the density of the εt, which is just the standard normal density, i.e.:
E
[
∂l?t (θ)
∂ϕ
∣∣∣∣
θ=θ0
Ft−1
]
=
= E
[
ε2t
(h?t (θ0) + ϕ0ε
2
t )
2
(
− 1
2
b?t−1(θ0)(3− ε2t ) + ϕ0(ε4t − ε2t )
)∣∣∣∣Ft−1] =
=
1
4ϕ20
√
2pi
∞∫
−∞
χ1x
6 + χ2x
4 + χ3x
2
(x2 + χ4)2
e−x
2/2dx,
where χ1 = ϕ0, χ2 =
1
2b
?
t−1(θ0) − ϕ0 and χ3 = −32b?t−1(θ0), χ4 =
b?t−1(θ0)
2ϕ0
and notice that it also
follows that χ3 = −3(χ1 + χ2) and χ4 = (χ1 + χ2)/χ1 and I therefore can apply Lemma 5 to
evaluate:
1
4ϕ2
√
2pi
∞∫
−∞
χ1x
6 + χ2x
4 + χ3x
2
(x2 + χ4)
2 e
−x2/2dx = − 1
4ϕ2
√
2pi
1
2
e−x2/2x3
(x2 + χ4)
∣∣∣∣∞
−∞
= 0. 
Proof of Theorem 4. Proof follows from Assumptions 1-5, Theorem 3 and application of
the Central Limit Theorem for martingale difference sequences, e.g. Hall and Heyde (1980) or
Pollard (1984). In what follows I apply Theorem 1 in Chapter 8 of Pollard (1984), for which
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it suffices to verify the following conditions (for properly standardised martingale difference
sequence Yt)
(C1)
T∑
t=1
E
[
Y 4t
]→ 0,
(C2)
T∑
t=1
E
[
Y 2t |Ft−1
] p−→ V1.
In my case Yt =
1√
T
∂l?t (θ0)
∂θ . Since the expressions of ∂l
?
t (θ0)/∂θ are quite lengthy, I first
establish the intermediate result before proving conditions (C1) and (C2) above. In particular,
Lemma 4 below states that ∂l?t (θ0)/∂θ admits moments of any order.
Lemma 6. Let the model be described by eq.(2.2)-(2.3). Denote by θ = (λ′, ϕ)′, where
λ := (w,α, β)′ and ∂l?t (θ)/∂θ is given by
∂l?t (θ)
∂θ
=

b˙?t−1,λ(θ)(
b?t−1(θ)+2ϕε
2,?
t (θ)
)2(− 12b?t−1(θ)(1− ε2,?t (θ)) + ϕε2,?t (θ) + ϕε4,?t (θ)) for λ
ε2,?t (θ)(
b?t−1(θ)+2ϕε
2,?
t (θ)
)2(− 12b?t−1(θ)(3− ε2,?t (θ)) + ϕ(ε4,?t (θ)− ε2,?t (θ))) for ϕ,
where b?t−1(θ) = α+ βh?t−1(θ) + γr2t−1. The following holds:∥∥∥∥∂l?t (θ0)∂θ
∥∥∥∥
d
<∞,
where ‖X‖dd = E|X|d for d > 0.
Proof of Lemma 6.
I consider separately the derivatives of the score function with respect to each parameter
separately. I start with the score function with respect to the parameter vector λ = (w,α, β).
Recall that that the score function w.r.t. λ is given by:
∂l?t (θ)
∂λ
=
b˙?t−1,λ(θ)(
b?t−1(θ) + 2ϕε
2,?
t (θ)
)2(− 12b?t−1(θ)(1− ε2,?t (θ)) + ϕε2,?t (θ) + ϕε4,?t (θ)
)
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Then taking expectations of the above equation and evaluating it at θ0 I get:
∥∥∥∥∂l?t (θ0)∂λ
∥∥∥∥
d
=
∥∥∥∥ 12b?t−1(θ0)[ε2t − 1] + ϕ0ε2t + ϕ0ε4t(b?t−1 (θ0) + 2ϕ0ε2t )2 b˙?t−1,λ(θ0)
∥∥∥∥
d
≤
≤ 1
2
∥∥∥∥ b?t−1(θ0)[ε2t − 1](b?t−1 (θ0) + 2ϕ0ε2t )2 b˙?t−1,λ(θ0)
∥∥∥∥
d
+
∥∥∥∥ ϕ0ε2t + ϕ0ε4t(b?t−1 (θ0) + 2ϕ0ε2t )2 b˙?t−1,λ(θ0)
∥∥∥∥
d
≤
≤ 1
2
∥∥∥∥b˙?t−1,λ(θ0) 1b?t−1(θ0) (ε2t − 1)
∥∥∥∥
d
+ ϕ
∥∥∥∥ ε2t + ε4tb2,?t−1 (θ0) b˙?t−1,λ(θ0)
∥∥∥∥
d
≤
≤ 1
2
‖Q1‖d
{
‖(ε2t − 1)‖d + ϕ‖Q2‖d
}
,
where
Q1 =
1
b?t−1(θ0)
b˙?t−1,λ(θ0) and Q2 =
ε2t + ε
4
t
b?t−1(θ0)
.
Note that ‖Q2‖ <∞, provided that Eθ0
(
ε21
)
<∞ and Eθ0
(
ε41
)
<∞. I now show that the term
Q1 is bounded as well. Note that Q1 involves b˙
?
t−1,λ(θ0), where λ = (w,α, β)
′. Given that the
expressions for derivatives of b?t−1(θ) with respect to w, α and β are different, I consider each of
them in turn. Using Lemma 2 and the fact that h?t−j(θ0) = b
?
t−1−j(θ0) + ϕ0ε
2
t we get:
∥∥∥∥ b˙?t−1,w(θ0)b?t−1(θ0)
∥∥∥∥
d
=
∥∥∥∥∥∥∥∥∥
1 +
∞∑
k=0
βk+10
k∏
j=0
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
b?t−2−j(θ0)+2ϕ0ε
2
t−1−j
∞∑
i=0
βi
(
w0 + α0r2t−i−1
)
+ ϕ0
∞∑
i=1
βi0ε
2
t−i
∥∥∥∥∥∥∥∥∥
d
=
=
∥∥∥∥∥∥∥∥∥
∞∑
k=0
βk0
k−1∏
j=0
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
b?t−2−j(θ0)+2ϕ0ε
2
t−1−j
∞∑
i=0
βi0
(
w0 + α0r2t−i−1
)
+ ϕ0
∞∑
i=1
βi0ε
2
t−i
∥∥∥∥∥∥∥∥∥
d
≤
∥∥∥∥∥∥∥∥∥
∞∑
k=0
βk0
k−1∏
j=0
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
∞∑
i=0
βi0
(
w0 + α0r2t−i−1
)
+ ϕ0
∞∑
i=1
βi0ε
2
t−i
∥∥∥∥∥∥∥∥∥
d
≤ 1
w0
<∞.
I now consider the derivative of b?t−1(θ0) with respect to α.
∥∥∥∥ b˙?t−1,α(θ0)b?t−1(θ0)
∥∥∥∥
d
=
∥∥∥∥∥∥∥∥∥
∞∑
k=0
βk0r
2
t−1−k
k−1∏
j=0
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
b?t−2−j(θ0)+2ϕ0ε
2
t−1−j
b?t−1(θ0)
∥∥∥∥∥∥∥∥∥
d
≤
≤
∥∥∥∥∥∥∥∥∥
∞∑
k=0
βk0r
2
t−1−k
k−1∏
j=0
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
w0 + α0βkr2t−1−k
∥∥∥∥∥∥∥∥∥
d
≤ 1
α0
∥∥∥∥∥
∞∑
k=0
α0β
k
0r
2
t−1−k
w0 + α0βk0r
2
t−i−1
∥∥∥∥∥
d
≤
≤ 1
α0
∞∑
k=0
∥∥∥∥∥∥
{
α0β
k
0r
2
t−1−k
w0
}s/d∥∥∥∥∥∥
d
≤ α
s/d−1
0
w
s/d
0
{
Eθ0
(
α0r
2
1
)s}1/d ∞∑
k=0
βk0 <∞,
where I use the inequality x/(1 +x) ≤ xs for all x > 0. I now consider the derivative of b?t−1(θ0)
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with respect to parameter β:
∥∥∥∥ b˙?t−1,β(θ0)b?t−1(θ0)
∥∥∥∥
d
=
∥∥∥∥∥∥∥∥∥
∞∑
k=0
βk0h
?
t−1−k(θ0)
k∏
j=0
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
b?t−2−j(θ0)+2ϕ0ε
2
t−1−j
b?t−1(θ0)
∥∥∥∥∥∥∥∥∥
d
≤
≤
∥∥∥∥∥∥∥∥∥
∞∑
k=0
βk0h
?
t−1−k(θ0)
k−1∏
j=0
bt−2−j(θ0)+ϕ0ε2t−1−j
b?t−2−j(θ0)+ϕ0ε
2
t−1−j
b?t−1(θ0)
∥∥∥∥∥∥∥∥∥
d
=
∥∥∥∥∥∥∥∥
∞∑
k=0
βk0h
?
t−1−k(θ0)
b?t−1(θ0)
∥∥∥∥∥∥∥∥
d
=
=
∥∥∥∥∥∥∥∥
∞∑
k=0
βk0
(
b?t−2−k(θ0) + ϕ0ε
2
t−1−k
)
w0 + βk0
[
b?t−2−k(θ0) + ϕ0ε
2
t−1−k
]
∥∥∥∥∥∥∥∥
d
≤
∥∥∥∥∥
∞∑
k=0
βk0
(
b?t−2−k(θ0) + ϕ0ε
2
t−1−k
)
w0 + βk0
[
b?t−2−k(θ0) + ϕ0ε
2
t−1−k
]∥∥∥∥∥
d
≤
≤
∞∑
k=0
∥∥∥∥∥∥
{
βk0 (b
?
t−2−k(θ0) + ϕ0ε
2
t−1−k)
w0
}s/d∥∥∥∥∥∥
d
=
∞∑
k=0
∥∥∥∥∥∥∥∥∥

βk0
∞∑
i=0
[
w0 + α0r
2
t−2−k−i + ϕ0ε
2
t−1−k−i
]
w0

s/d
∥∥∥∥∥∥∥∥∥
d
≤
≤
∞∑
k=0
∞∑
i=0
∥∥∥∥∥∥
{
βk0
[
w0 + α0r
2
t−2−k−i + ϕ0ε
2
t−1−k−i
]
w0
}s/d∥∥∥∥∥∥
d
≤
∞∑
k=0
∥∥∥∥∥∥
{
β2k0
[
w0 + α0r
2
t−2−2k + ϕ0ε
2
t−1−2k(θ0)
]
w0
}s/d∥∥∥∥∥∥
d
≤ 1
w
s/d
0
{
Eθ0
(
w0 + α0r
2
1 + ϕ0ε
2
1
)}s/d ∞∑
k=0
β2k0 <∞,
where I again used the inequality x/(1 + x) ≤ xs for all x > 0 and that E (r21) < ∞ and
E
(
ε21
)
<∞.
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I now consider ∂l?t (θ)/∂ϕ, which is given by:
∂l?t (θ)
∂ϕ
=
ε2,?t (θ)(
b?t−1(θ) + 2ϕε
2,?
t (θ)
)2(− 12b?t−1(θ)(3− ε2,?t (θ)) + ϕ(ε4,?t (θ)− ε2,?t (θ))
)
.
Therefore,
∥∥∥∥∂l?t (θ0)∂ϕ
∥∥∥∥
d
=
∥∥∥∥ ε2t(b?t−1(θ0) + 2ϕ0ε2t )2
(
− 1
2
b?t−1 (θ0) (3− ε2t ) + ϕ0(ε4t − ε2t )
)∥∥∥∥
d
=
=
∥∥∥∥∥12
[
b?t−1(θ0) + 2ϕ0ε2t
] (
ε2t − 3
)
(b?t−1(θ0) + 2ϕ0ε2t )2
+
2ϕ0ε
2
t
(b?t−1(θ0) + 2ϕ0ε2t )2
∥∥∥∥∥
d
≤ 1
2
∥∥∥∥∥
[
b?t−1(θ0) + 2ϕ0ε2t
] (
ε2t − 3
)
(b?t−1(θ0) + 2ϕ0ε2t )2
∥∥∥∥∥
d
=
=
1
2
∥∥∥∥∥
(
ε2t − 3
)
(b?t−1(θ0) + 2ϕ0ε2t )
∥∥∥∥∥
d
<∞. 
Verifying condition (C1). Follows from Lemma 5 for d = 4.
Verifying condition (C2). To verify condition (C2) it suffices to show the following two
conditions:
(i)
T∑
t=1
E
[
Y 2t
] p−→ V1,
(ii)
T∑
t=1
(
E
[
Y 2t |Ft−1
]− E [Y 2t ]) p−→ 0.
Condition (i) follows by applying Lemma 5 for d = 2 and applying the LLN for stationary
and ergodic sequences. Condition (ii) follows from the fact that
E
{ T∑
t=1
(
E
[
Y 2t |Ft−1
]− E [Y 2t ])}2 → 0,
which completes the proof of Theorem 4. 
I next derive the exact form of the asymptotic variance Vθ0 in Theorem 4. I start by deriving
the second derivative of the (negative) of the log-likelihood l?t (θ), starting with ∂l
?
t (θ0)/∂ϕ. For
simplicity I write ε2,?t (θ) as simply ε
2
t (θ).
∂l?t (θ)
∂ϕ
=
1
2
ε2t (θ)
h?t (θ) + ϕε
2
t (θ)
2
[
h?t (θ)(ε
2
t (θ)− 1) + ϕ
(
ε4t (θ) + ε
2
t (θ)
)]
. (2.31)
I make use of the following notation:
A(θ) :=
ε2t (θ)
h?t (θ) + ϕε
2
t (θ)
2
and B(θ) := h?t (θ)(ε
2
t (θ)− 1) + ϕ
(
ε4t (θ) + ε
2
t (θ)
)
(2.32)
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Using this notation it then follows:
∂2l?t (θ)
∂ϕ2
=
1
2
[
∂A(θ)
∂ϕ
B(θ) +A(θ)
∂B(θ)
∂ϕ
]
, (2.33)
where using eq.(2.29) and eq.(2.20) it then follows:
B(θ)
∂ϕ
= h˙?t,ϕ(θ)(ε
2
t (θ)−3)+2h?t (θ)εt(θ)ε˙t,ϕ(θ)+ε4t (θ)+ε2t (θ)+ϕ
(
4ε3t (θ)ε˙t,ϕ(θ) + 2εt(θ)ε˙t,ϕ(θ) =
= h˙?t,ϕ(θ)(ε
2
t (θ)− 3)− h?t (θ)ε2t (θ)
h˙?t,ϕ(θ)
h?t (θ)
+ ε4t (θ) + ε
2
t (θ)+
+ ϕ
(
−2ε4t (θ)
h˙?t,ϕ(θ)
h?t (θ)
− ε2t (θ)
h˙?t,ϕ(θ)
h?t (θ)
)
= −3h?t (θ)
h˙?t,ϕ(θ)
h?t (θ)
−
− ϕh˙
?
t,ϕ(θ)
h?t (θ)
(2ε4t (θ) + ε
2
t (θ)) + ε
4
t (θ) + ε
2
t (θ) = −
ε2t (θ)
h?t (θ) + ϕε
2
t (θ)
(3h?t (θ) + 2ϕε
4
t (θ) + ϕε
2
t (θ))+
+ ε4t (θ) + ε
2
t (θ) =
h?t (θ)ε
4
t (θ)− 2h?t (θ)ε2t (θ)− ϕε6t (θ)
h?t (θ) + ϕε
2
t (θ)
,
and
∂A(θ)
∂ϕ
= − ε
4
t (θ)
(h?t (θ) + ϕε
2
t (θ))
3
− 4h
?
t (θ)ε
4
t (θ)
(h?t (θ) + ϕε
2
t (θ))
4
= − ε
4
t (θ)
(h?t (θ) + ϕε
2
t (θ))
4
[
5h?t (θ) + ϕε
2
t (θ)
]
.
Plugging everything back into eq.(2.33) I get:
∂2l?t (θ)
∂ϕ2
=
1
2
{
− ε
4
t (θ)(5h
?
t (θ) + ϕε
2
t (θ))
(h?t (θ) + ϕε
2
t (θ))
4
[
h?t (θ)ε
2
t (θ)− 3h?t (θ) + ϕε4t (θ) + ϕε2t (θ)
]
+
+
ε2t (θ)(h
?
t (θ) + ϕε
2
t (θ))
(h?t (θ) + ϕε
2
t (θ))
4
[
h?t (θ)ε
4
t (θ)− 2h?t (θ)ε2t (θ)− ϕε6t (θ)
]}
=
1
2
ε2t (θ)
(h?t (θ) + ϕε
2
t (θ))
4
×
×
{
(h?t (θ) + ϕε
2
t (θ)
[
h?t (θ)ε
4
t (θ)− 2h?t (θ)ε2t (θ)− ϕε6t (θ)
]−
− (5h?t (θ)ε2t (θ) + ϕε4t (θ))
[
h?t (θ)ε
2
t (θ)− 3h?t (θ) + ϕε4t (θ) + ϕε2t (θ)
]}
=
=
1
2
ε2t (θ)
(h?t (θ) + ϕε
2
t (θ))
4
[
h2,?t (θ)ε
2
t (θ)(13− 4ε2t (θ))− 2ϕh?t (θ)ε4t (θ)(2 + 3ε2t (θ))− ϕ2ε6t (θ)(1 + 2ε2t (θ))
]
.
I now turn to the derivation of ∂2l?t (θ)/∂λ
2. Recall that
∂l?t (θ)
∂λ
=
1
2
1
h?t (θ) + ϕε
2
t (θ)
h˙?t,λ(θ)
h?t (θ)
[
h?t (θ)(ε
2
t (θ)− 1) + ϕ(3ε2t (θ) + ε4t (θ))
]
=
=
1
2
b˙?t−1,λ(θ)
[h?t (θ) + ϕε
2
t (θ)]
2
[
h?t (θ)(ε
2
t (θ)− 1) + ϕ(3ε2t (θ) + ε4t (θ))
]
.
Denote by C(θ) = 1
[h?t (θ)+ϕε
2
t (θ)]
2 b˙
?
t−1,λ(θ) and denote by D(θ) = h
?
t (θ)(ε
2
t (θ) − 1) + ϕ(3ε2t (θ) +
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ε4t (θ)). Using this notation, I can write:
∂2l?t (θ)
∂λ2
=
1
2
[
∂C(θ)
∂λ
D(θ) + C(θ)
∂D(θ)
∂λ
]
, (2.34)
where using eq.(2.29) and eq.(2.19) I get:
∂C(θ)
∂λ
= −2(h?t (θ) + ϕε2t (θ))−3
[
h˙?t,λ(θ) + 2ϕεt(θ)ε˙
?
t,λ(θ)
]
b˙?t−1,λ(θ)+
+
1
[h?t (θ) + ϕε
2
t (θ)]
2
b¨?t−1,λ(θ) = −
2
[h?t (θ) + ϕε
2
t (θ)]
3
[
1
h?t (θ)
h˙?t,λ(θ)(h
?
t (θ)− ϕε2t (θ))
]
b˙?t−1,λ(θ)+
+
1
[h?t (θ) + ϕε
2
t (θ)]
2
b¨?t−1,λ(θ) = −
2(h?t (θ)− ϕε2t (θ))
[h?t (θ) + ϕε
2
t (θ)]
4
(
b˙?t−1,λ(θ)
)2
+
1
[h?t (θ) + ϕε
2
t (θ)]
2
b¨?t−1,λ(θ),
and
∂D(θ)
∂λ
= h˙?t,λ(θ)(ε
2
t (θ)− 1) + 2h?t (θ)εt(θ)ε˙t,λ(θ) + ϕ
(
6εt(θ)ε˙t,λ(θ) + 4ε
3
t (θ)ε˙t,λ(θ)
)
=
= h˙?t,λ(θ)(ε
2
t − 1)− ε2t h˙?t,λ(θ) + ϕ
(
−3ε2t (θ)
1
h?t (θ)
h˙?t,λ(θ)− 2ε4t
1
h?t (θ)
h˙?t,λ(θ)
)
=
= − 1
ht(θ)
h˙?t,λ(θ)
[
h?t (θ) + ϕ(3ε
2
t (θ) + 2ε
4
t (θ))
]
=
= − 1
h?t (θ) + ϕε
2
t (θ)
b˙?t−1,λ(θ)
[
h?t (θ) + ϕ(3ε
2
t (θ) + 2ε
4
t (θ))
]
.
Finally, plugging everything back into eq.(2.34) it follows that:
∂2l?t (θ)
∂λ2
=
1
2
{−2(h?t (θ)− ϕε2t (θ))[h?t (θ)(ε2t (θ)− 1) + ϕ(3ε2t (θ) + ε4t (θ))]
[h?t (θ) + ϕε
2
t (θ)]
4
(
b˙?t−1,λ(θ)
)2
+
+
h?t (θ)(ε
2
t (θ)− 1) + ϕ(3ε2t (θ) + ε4t (θ))
[h?t (θ) + ϕε
2
t (θ)]
2
b¨?t−1,λ(θ)−
h?t (θ) + ϕ(3ε
2
t (θ) + 2ε
4
t (θ))
[h?t (θ) + ϕε
2
t (θ)]
3
(
b˙?t−1,λ(θ)
)2}
=
=
1
2
h?t (θ)(ε
2
t (θ)− 1) + ϕ(3ε2t (θ) + ε4t (θ))
[h?t (θ) + ϕε
2
t (θ)]
2
b¨?t−1,λ(θ) +
1
2
1
[h?t (θ) + ϕε
2
t (θ)]
4
(
b˙?t−1,λ(θ)
)2×
×
{
[2(ϕε2t (θ)− h?t (θ))(h?t (θ)ε2t (θ)− h?t (θ) + 3ϕε2t (θ) + ϕε4t (θ))−
−(h?t (θ)+ϕε2t (θ))[h?t (θ)+3ϕε2t (θ)+2ϕε4t (θ)]
}
=
1
2
h?t (θ)(ε
2
t (θ)− 1) + ϕ(3ε2t (θ) + ε4t (θ))
[h?t (θ) + ϕε
2
t (θ)]
2
b¨?t−1,λ(θ)+
+
1
2
1
[h?t (θ) + ϕε
2
t (θ)]
4
(
b˙?t−1,λ(θ)
)2×
×
[
h2,?t (θ)(1− 2ε2t )− 2ϕh?t (θ)ε2t (θ)(6 + ε2t (θ)) + ϕε4t (θ)(3ϕ+ 2ε2t (θ)− 2ϕε2t (θ))
]
.
89
I now derive the expression for b¨?t−1,λ(θ). From eq.(2.19) I get:
b¨?t−1,λ(θ) =
(
h˙?t,λ(θ)− ϕε2t (θ)
h˙?t,λ(θ)
h?t (θ)
)
h˙?t,λ(θ)
h?t (θ)
−
− (h?t (θ) + ϕε2t (θ))
[
h˙?t,λ(θ)
h?t (θ)
]2
+ (h?t (θ) + ϕε
2
t (θ))
h¨?t,λ(θ)
ht(θ)
=
= −2ϕε2t (θ)
[
h˙?t,λ(θ)
ht(θ)
]2
+ (h?t (θ) + ϕε
2
t (θ))
h¨?t,λ(θ)
ht(θ)
.
Plugging the above expression back into eq.(2.34) I get:
∂2l?t (θ)
∂λ2
= −1
2
{
h2,?t (θ)(2ε
2
t (θ)− 1) + ϕε4t (θ)(3ϕ+ 4ϕε2t (θ)− 2ε2t (θ)) + 2ϕh?t (θ)ε2t (θ)(5 + 2ε2t (θ))
(h?t (θ) + ϕε
2
t (θ))
2
×
× h˙
?
t,λ(θ)
ht(θ)
− h
?
t (θ)(ε
2
t (θ)− 1) + ϕ(3ε2t (θ) + ε4t (θ))
h?t (θ) + ϕε
2
t (θ)
h¨?t,λ(θ)
ht(θ)
}
I now turn to the derivation of ∂2l?t (θ)/∂ϕλ. I further make use of the following notation:
E(θ) := h?t (θ)ε
4
t (θ)− 3h?t (θ)ε2t (θ) + ϕ(ε6t + ε4t ) and F (θ) := (h?t (θ) + ϕεt(θ)2)2.
Then from eq.(2.31) using the notation above it follows that:
∂l?t (θ)
∂ϕ∂λ
=
1
2
[
∂E(θ)
∂λ
1
F (θ)
− E(θ)
F 2(θ)
∂F (θ)
∂λ
]
, (2.35)
where eq.(2.29) and eq.(2.19) I get:
∂F (θ)
∂λ
= 2(h?t (θ) + ϕε
2
t (θ))
[
h˙?t,λ(θ) + 2ϕεtε˙t,λ(θ)
]
=
= 2(h?t (θ) + ϕε
2
t (θ))
[
h?t (θ)
h˙?t,λ(θ)
h?t (θ)
− ϕε2t (θ)
h˙?t,λ(θ)
h?t (θ)
]
=
= 2(h?t (θ) + ϕε
2
t (θ))(h
?
t (θ)− ϕε2t (θ))
h˙?t,λ(θ)
h?t (θ)
=
2(h?t (θ) + ϕε
2
t (θ))(h
?
t (θ)− ϕε2t (θ))
h?t (θ) + ϕε
2
t (θ)
b˙?t−1,λ(θ),
and
E(θ)
∂λ
= h˙?t,λ(θ)ε
4
t (θ) + 4h
?
t (θ)ε
3
t (θ)ε˙t,λ(θ)− 3ε2t (θ)h˙?t,λ(θ)− 6h?t (θ)εt(θ)ε˙t,λ(θ)+
+ ϕ
[
6ε5t (θ)ε˙t,λ(θ) + 4ε
3
t (θ)ε˙t,λ(θ)
]
= − h˙
?
t,λ(θ)
ht(θ)
ε4t (θ)
[
h?t (θ) + 3ϕε
2
t (θ) + 2ϕ
]
.
Plugging all of the above back into eq. (2.35) I get:
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∂2l?t (θ)
∂ϕ∂λ
=
1
2
[
∂E(θ)
∂λ
1
F (θ)
− E(θ)
F 2(θ)
∂F (θ)
∂λ
]
=
=
1
2
{
− h˙
?
t,λ(θ)
h?t (θ)
ε4t (θ)
[
h?t (θ) + 3ϕε
2
t (θ) + 2ϕ
]
h?t (θ) + ϕε
2
t (θ)
2
−
− h˙
?
t,λ(θ)
h?t (θ)
2(h?t (θ)− ϕε2t (θ))
[
h?t (θ)ε
4
t (θ)− 3h?t (θ)ε2t (θ) + ϕ(ε6t (θ) + ε4t (θ))
]
[h?t (θ) + ϕε
2
t (θ)]
3
}
=
= −1
2
h˙?t,λ(θ)
h?t (θ)
1
[h?t (θ) + ϕε
2
t (θ)]
3
×
×
{
ε4t (h
?
t (θ)+ϕε
2
t (θ))(h
?
t (θ)+3ϕε
2
t (θ)+2ϕ)−2(h?t (θ)−ϕε2t (θ)[h?t (θ)ε4t (θ)−3h?t (θ)ε2t (θ)+ϕ(ε6t (θ)+ε4t (θ))]
}
=
= −1
2
h˙?t,λ(θ)
h?t (θ)
1
[h?t (θ) + ϕε
2
t (θ)]
3
{
h2,?t (θ)ε
2
t (θ)(6−ε2t )+2ϕh?t (θ)ε4t (θ)(2ε2t−3)+ϕ2ε6t (4+5ε2t )
}
.
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Chapter 3
Forecast Evaluations in Unstable
Environments
3.1 Introduction
In a non-experimental field such as economics, an important way to judge competing models
is by comparing their forecasting performance. However, in an unstable environment where
relative performance between models can change over time, the existing forecast evaluation
methodology can generate spurious and potentially misleading results. An example of this is
the well-known “splitting point problem” for out-of-sample forecast evaluation tests. The sample
splitting point is used in Diebold-Mariano-type out-of-sample tests to split the sample into the
first part, data used for estimation, versus the second part, data used for evaluation. The
commonly adopted approach advocates a late sample splitting point, which leaves relatively
little data for evaluation and consequently leads to these tests having low power.1 However
beyond this broad guideline, the choice of the splitting point is somewhat arbitrary and left to
the discretion of the practitioner. This becomes problematic in an world of changing relative
performance. In such a setting, one model may outperform its competition for some window of
data, but underperform for a different window. Because the splitting point controls the window
of data used for evaluation, different splitting points imply different evaluation windows, and
the results of these out-of-sample tests may change or completely reverse depending on this
arbitrary choice. Consequently, it opens up the possibility of data-mining for practitioners to
select favourable splitting points that support their desired hypothesis. Despite these drawbacks,
out-of-sample tests are still often preferred to their alternative, in-sample tests. In-sample tests
use all available data for both estimation and evaluation, hence they do not suffer a power loss.2
1See Diebold (2013) for a discussion on this issue and a more recent study by Hirano and Wright (2017) that
concludes that current out-of-sample tests perform poorly due to large estimation errors.
2Hansen (2008) proposes a methodology for optimal weight selection of forecasts in nested linear models, but
it is not clear whether this method can be extended to nonlinear and non-nested models.
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However, in-sample tests are prone to spurious results due to over-fitting. Specifically, the ability
of a model to fit the data is not necessarily connected to the model’s forecasting performance. In
fact, Hansen (2010) shows that often, a model’s in-sample fit is inversely related to its forecasting
performance. See Hansen and Timmermann (2015) for a discussion on the matter.
To demonstrate the two main problems of the existing out-of-sample tests, namely low
power and the arbitrary dependence on the splitting point, consider the following real-world
example. I forecast the daily variance of IBM returns spanning 2006-2016 using two models:
GARCH(1,1) model with Standard normal errors and GARCH(1,1) model with Student-t errors.
Each point on the graph below, together with the critical values for the test statistic under
the null hypothesis, represents a Diebold-Mariano-type test at that particular splitting point.
Variance forecasts are produced via a standard recursive scheme, 5 minute realised volatility
calculated from the data is used as a proxy for the “true” variance, and mean squared errors are
calculated by averaging squared errors after a particular splitting point. I present the difference
in the mean squared errors, ∆MSEt, and the associated 5% critical values, across a range of
splitting point choices, such that the out-of-sample data starts in December 2010, leaving at
most 1500 data points for evaluation.
Figure 3.1: The figure displays the difference in MSE calculated for GARCH(1,1)-N and
GARCH(1,1)-St-t for IBM data, 2006-2016 using recursive forecasting scheme. The MSE for
each of the models is taken with respect to 5min RV calculated from the data.
This example is representative of many practical applications. For many plausible choices
of the splitting point, the test is not powerful enough to reject in either direction. For other
choices of the splitting point, we obtain a rejection in one direction, and for yet other choices, we
obtain a rejection in the opposite direction. Hence, depending on the choice of splitting point,
all possible conclusions of the test are possible. As the practitioner is often not obliged to show
results for all splitting points, in this example it is possible to select any desired outcome.
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In this chapter, I propose a new forecast evaluation and selection methodology that is de-
signed explicitly for a world of changing relative performance, where constant relative perfor-
mance is now a special case. In a changing world, the task of forecast evaluation versus forecast
selection do not necessarily overlap. A practitioner may be interested in the question of which
model performed better in the past, but it is possible that a different model will outperform for
future forecasts. For the purpose of forecast selection, I propose to rank models using two alter-
native approaches. First, I consider ranking models based on their average past performance.
My motivation is that if past performance is indicative of future performance, then a practitioner
may want to select models based on average past performance. Importantly, my methodology
for evaluating average past performance is robust to the situation of unstable environments,
see the discussion in Section 3.2. Second, I consider ranking models based on which model we
expect to outperform in the next period. I do this by constructing forecasted probabilities of
how likely the forecast loss of one model will be smaller than the forecast loss of another model.
A practitioner may then select a model for forecasting next period based on which model is
more likely to outperform.
My overall methodology is summarised by a two-step procedure. In the first step, I nonpara-
metrically estimate the time-varying mean and variance for the series of forecast loss differences.
In the second step, I utilise these estimates to compare and rank competing models using my
two proposed approaches. My statistic measuring average performance aggregates the time-
varying means normalised by its time-varying standard deviation, across the entire sample. One
therefore can interpret the new test as an aggregated t-test across the whole sample, which is
reminiscent to the weighted least squares idea in the standard regression framework. I provide
tests for Equal Predictive Ability (EPA) and for Superior Predictive Ability (SPA), which I
use to compare and rank models respectively. For my second approach, I construct forecasted
probabilities for how likely one model will outperform another based upon the estimates from
step one. In addition, I construct forecast intervals, which measures the confidence interval of
the forecasted probability. In general, my two approaches will often select the same model for
forecasting, however this is not always the case. In some applications, a model that performed
on average worse over the overall sample may suddenly outperform for a short window towards
the end of the sample. In such a situation, my first approach will not select the aforementioned
model, however my second approach will. As my second approach is concerned only with the
next period performance, the resulting ranking is noisier and subject to change depending on
the sample. If a practitioner was interested in selecting a forecast for the next period only, then
my second approach should be more relevant, however it is still possible that my forecasted
probability is inconclusive while past performance can be accurately compared. In general, I
do not advocate one particular approach over the other. Instead I present both approaches and
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leave the choice to the researcher on which is more relevant for their application. I believe that it
shall often be the case that both are insightful, as they address the question of forecast selection
from different perspectives, and are both meaningful in their own right.
Related to this work is the paper by Giacomini and White (2006), who develop a conditional
version of the unconditional EPA test of Diebold and Mariano (1995). Acknowledging the
possible dependence of relative performance on the information set at a given point in time,
Giacomini and White (2006) condition the test on a set of covariates, enabling a test for possible
variation of relative performance over time. For example, their test rejects their null when
models’ relative performance depends on a “state of the world” variable, even if the unconditional
relative performance is equal. In this case the dependence on the state of the world variable
leads to variation in relative performance over time, and in general their test can be thought of
as a test for whether we are in a changing world or a constant world (where a rejection of their
test is indicative of changing relative performance). Beyond this, and as is acknowledged by
the authors, their methodology is not designed for the selection of models for forecasting. Their
test informs only whether we reject the conditional null of Equal Predictive Ability, and cannot
reliably indicate which model is better in the event of rejection.
Also related to this work, Giacomini and Rossi (2010) were the first to address the problem
of what they call “unstable environments”, i.e. a world of changing relative performance. They
do this by comparing instead the local relative performance between two models. This acknowl-
edges directly the possibility for the relative performance of models to change over time, and it
is an important step in the literature towards addressing this issue. For the purpose of forecast
selection however, the methodology of Giacomini and Rossi (2010) has two shortcomings. First,
by focusing their attention on local relative performance, they can only use local data for eval-
uation, which likely leads to their test having low power. Second, and more importantly, their
methodology can only inform the practitioner as to which model was better at a particular point
in the past. It is not informative as to which model is better for future forecasts, which is the
question of interest to a practitioner who is interested in model selection for future forecasts.3
In addition there are the papers by Inoue and Rossi (2012) and by Hansen and Timmermann
(2010). They look to address the splitting point problem by bringing to attention the potential
data mining of practitioners who search for favourable splitting points. They propose to explic-
itly mine over all splitting points for the one that is the most favourable for the null hypothesis,
and they reevaluate their test statistic at this splitting point with adjusted critical values that
account for the bias introduced by mining. However, underlying their test is still the assumption
of constant relative performance, and they retain the need for finding the one optimal splitting
3This is except in the situation of a clear one-time reversal in relative performance, where one model is clearly
better after a sharp structural break. Giacomini and Rossi (2010) consider a version of their test which addresses
this scenario. In this special case their methodology can determine which model is superior for future forecasts.
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point. In addition, by selecting only the most critical single splitting point they again leverage
the result of their test on a particular window of evaluation. As a result, in a world of changing
relative performance the mining over splitting points can lead to spurious results. Applied to an
example such as the one presented earlier, it may be possible that each model is favoured over
the other, where their test selects different splitting points depending on which conclusion they
mine for.
The rest of the chapter is organised as follows. In section 3.2 I further discuss the changing
relative performance and the two approaches I propose. In section 3.3 I present my theoretical
results. Section 3.4 addresses the issue of bandwidth selection for my two-step nonparametric
procedure. Section 3.5 describes the bootstrap procedure that is used to approximate the distri-
bution of my new statistics in applications. In section 3.6 I investigate the size and the power of
my test under a variety of alternatives as well as the performance of the sign forecasts. I present
my applications in section 3.7 and conclude in section 3.8. All proofs of the theoretical results
are collected in Appendix B.
Throughout this chapter, the following notation is used. Let f(x) be any function from
Rd → R, then f˙(x) = ∂f(x)/∂x and f¨(x) = ∂2f(x)/∂x2 denote the first and the second
derivatives with respect to the argument x respectively. Moreover, ‖g(x)‖2 =
(∫ |g(x)|2dx) 12
and ‖g(x)‖22 =
∫ |g(x)|2dx. For a generic non-singular matrix A, AT denotes its transpose; for
a square matrix B, tr (B) denotes its trace. For any given vector a, diag(a) creates a diagonal
matrix with elements of a along the main diagonal. Finally,
p−→ denotes the convergence in
probability and
d−→ denotes convergence in distribution. All convergences are considered when
the sample size T →∞.
3.2 Model ranking in unstable environments
I start with the framework of two models, although the methodology can be further gener-
alised to many models via pairwise comparisons. Let A,B be two models and {yt}Tt=1 be the
original data. For i = A,B, let Zit denote any potential predictors used by the forecasting
model i and β̂it the parameter estimates of model i at time t, which reflect the model as
well as the estimation procedures.4 I denote the difference in forecast losses at time t + k
by ∆LABt+k = L
(
yt+k, β̂
A
t , Z
A
t
)
− L
(
yt+k, β̂
B
t , Z
B
t
)
, where L (·) denotes the loss function chosen
by the forecaster.5 In what follows I shall refer to ∆LABt+k as ∆Lt+k for simplicity of notation.
Note that in general the loss function will be affected by the estimation error. However, given
our expanding estimation scheme for constructing the losses, in what follows it is reasonable to
4I generically refer to β̂A,β̂B as parameter estimates, however, depending on whether a parametric, semipara-
metric or nonparametric model is used β̂ will be any estimator used to construct the forecasts.
5Throughout the chapter I denote the forecast horizon by k as h will be reserved for denoting the bandwidth.
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assume that the estimation error vanishes asymptotically. I also explicitly acknowledge that the
mean and variance of ∆Lt+k might be time-varying. In particular, I define µt+k = E [∆Lt+k|Xt],
where Xt denotes the set of possible regressors. I make my notation general, so that µt+k can
potentially depend on a set of regressors, in which case µt+k denotes the conditional mean of
the loss difference at time t+ k. Note that here I refer to Xt as the set of possible regressors in
modelling the conditional mean of the loss differences, and not the regressors used to construct
forecasts. A natural example of Xt are the lags of ∆Lt as in Giacomini and White (2006).
However, it is often the case that we are interested in the unconditional mean which is obtained
by setting Xt = ∅ for all t. An example of the latter is the commonly applied Diebold-Mariano
type tests.
In a world of constant relative forecasting performance, i.e. µt+k = µ, for all Xt and all
t ∈ {1, · · · , T}, the task of ranking competing models is simple. Specifically, if µ < 0 we say that
model A is better than model B and vice versa. In such a world, the conclusion of the standard
out-of-sample tests does not depend on the evaluation window and hence neither on the choice
of the splitting point, although with a too short evaluation window the test shall suffer from low
power. Indeed current methodologies explicitly assume constant relative performance, including
the tests by West (1996), White (2000), Clark and McCracken (2001, 2005), McCracken (2000,
2007), Hansen (2005), Corradi and Swanson (2007), Hansen et al. (2011), Inoue and Rossi
(2012) and by Hansen and Timmermann (2010) and Li and Patton (2017), among others.
However in an unstable environment, i.e. a world of changing relative forecasting perfor-
mance, the task of model ranking becomes far less obvious. Note that changing relative perfor-
mance can occur even when the data generating process is stationary (see the example presented
in Appendix A). For the example provided in Figure 3.1, the two competing models often over-
take each other depending on the evaluation window, and there is no clear dominant choice
using any of the previous methodologies. Yet, the question of how to select a model for next
period forecasting in such a changing world is of the utmost importance for practitioners.
Giacomini and Rossi (2010) is the first paper in the literature that looks to address the issue
of changing relative performance. They propose to rank models at each moment in time by their
local relative performance. Specifically, for a given forecast horizon k they propose to measure
the local mean of losses µt+k as a sample mean centered around a window of a (fixed) size m,
i.e.
µ̂t+k :=
1
m
t+m/2+1∑
s=t−m/2
∆Ls+k,
such that we can test the following null hypothesis:
HGR0 : µt+k < 0 ∀ t ∈ {1, · · · , T − k} vs. HGR1 µt+k ≥ 0 ∀ t ∈ {1, · · · , T − k}.
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Giacomini and Rossi’s approach is insightful, however as discussed before it still has a few
shortcomings if we want to decide with which model we would like to forecast with. We saw
previously that each model will outperform the other at some points in time, hence their test
shall reject HGR0 for some t’s and accept it for some other t’s. Although very useful as an
ex-post investigation of the past performance of the competing models, it does not inform the
practitioner which model to select for future forecasts.
The purpose of this chapter is to provide a methodology to inform model selection in an
unstable environment. I do this using two approaches. My first approach is to evaluate past
performance, and select models for future forecasts based upon which model performed better
in the past. In an unstable environment, the model that outperformed in the past does not
necessarily outperform in the future, however it is often the case that past performance is all
one can reliably use to compare models. Indeed, the previous forecast evaluation methodology
explicitly assumes constant relative performance, and the rationale behind using these tests to
select models for forecasting is the same as ours in this first approach. My main contribution in
this dimension is to make my evaluation methodology robust to unstable environments, because
as we witnessed in the motivating example the previous out-of-sample tests can have various
problems in such a situation. My second approach is to forecast the probability that one model
shall outperform the other in the next immediate period, i.e. the probability that the sign of
the next period loss difference is negative. I choose to forecast the sign of the next period
forecast loss difference as opposed to its level as levels can depend on arbitrary factors such as
a factor of scaling to the loss function, and it is not clear what kind of a difference in levels
constitutes a significant deviation (see Giacomini and White (2006) for a simple application of
their framework to level forecasting). Meanwhile, the sign of the loss difference reflects a binary
comparison, and indeed the sign for a particular comparison is the same across all symmetric loss
functions. This latter approach is conceptually more appropriate to an unstable environment,
however in general forecasting this probability is noisier and subject to change depending on the
sample. Another limitation of my second approach is that a practitioner may not want to update
in every period the model that they choose to forecast with. In which case, they may want to
select the model that performed on average better over the entire history, versus the model that
is likely to perform better in the immediate next period. As mentioned in the introduction, I
believe both approaches to be informative in different situations.
My second approach is more immediate and self evident, however for the first approach
there are potentially many ways one could compare past performance. Importantly, we would
like the new test to be robust to the various problems of the previous methodology. My first
innovation is to use the (near) entire series of forecast losses to construct my statistic, which
extends the evaluation to (nearly) the whole sample. This makes my test more powerful, and it
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makes the result of my test no longer reliant on the arbitrary choice of the sample splitting point.
My metric by which I compare past performance is defined as the sum of weighted expected
relative forecast losses across the entire sample, where the weighting is given by the time-varying
standard deviation of the forecast losses at that point in time. I offer my weighting as my second
innovation. My metric to measure past performance belongs to a general class of metrics, which
encompasses most of the current methodologies (the general class is also formally defined below).
Although my particular metric is just one of many, I argue that it has several attractive features
that make it insightful to consider. With my weighting, the forecast losses at the beginning of
the sample which come with the largest estimation error are naturally down weighted. Moving
towards the end of the sample, more data is used for the estimation leading to lower estimation
error, therefore later losses receive a larger weight. My metric is the first to accommodate this
explicitly, i.e. that different forecasting losses shall be weighted differently. The motivation for
my weighting is to reduce the variance of the statistics, which leads to higher power.
I first define the general class of metrics and its associated ranking by the following definition:
Definition 1. Let M be a collection of models under consideration and M×M be the
set of all possible model combinations from M and A,B ∈ M. Let ∆Lt+k = L
(
yt+k, β̂
A
t
)
−
L
(
yt+k, β̂
B
t
)
and µt+k ≡ E [∆Lt+k|Xt], where Xt denotes the set of possible regressors. Define
the following binary relation on M:
RT =
{
(A,B)
∣∣∣∣ T−k∑
t=1
wt+kµt+k ≤ 0,A,B ∈M
}
⊆M×M,
where
∑
t
wt+kµt+k is the metric, and {wt+k}T−kt=1 ≥ 0 is a set of non-negative weights. We say
that model A is currently superior to model B iff (A,B) ∈ R.
Remark 1. Note that the above general class of rankings encompasses rankings from the
following standard tests (and any variations thereof):
• Diebold-Mariano (1995) test if we set wt+k = 1 for all t ≥ S where S is a splitting point
of choice and µt+k = µ for all t ∈ T ; and Xt = ∅;
• Giacomini and White (2006) test if we set wt+k = 1 for all t ≥ S where S is a splitting
point of choice and any Xt ∈ Ft−1, where Ft−1 is the information set available to the
forecaster at time t− 1;
• Giacomini and Rossi (2010) test if we set wt+k = 1 for all t ∈ [S+k− n2 + j, S+k+ n2 + j],
where j = 0, · · · , T − n + 1 − S − k, and n is a fixed size of the rolling window and S is
the original splitting point of choice; and Xt = ∅.
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The metric by which I base my statistic is a special case of the general ranking defined above.
The definition for my specific metric is as follows:
Definition 2. Let M be a collection of models under consideration and M×M be the set
of all possible model combinations from M and A,B ∈M. Define the following binary relation
on M:
RT =
{
(A,B)
∣∣∣∣ T−k∑
t=1
wt+kµt+k ≤ 0,A,B ∈M
}
⊆M×M,
where
∑
t
wt+kµt+k is the metric, and {wt+k ∝ φt+k/σt+k}T−kt=1 > 0 is a set of non-negative
weights, where σ2t+k = var (∆Lt+k|Xt) and φt+k is a set of (deterministic) given weights. We
say that model A is currently superior to model B iff (A,B) ∈ R.
Remark 2. The relation in definitions 1 and 2 is transitive, reflexive and antisymmetric,
and it generates a partial ordering on the set M.
Remark 3. An example of φt+k is φt+k = 1 (t+ k ∈ I), where I could be a period of inter-
est, e.g. recession times.
I now introduce the null hypothesis for my first approach formally. Firstly, I have the
following null of Equal Predictive Ability (EPAw):
H(1)0 :
T∑
t=T+1
wt+kµt+k = 0 vs. H
(1)
1 :
T∑
t=T+1
wt+kµt+k 6= 0, (3.1)
and the following null of the Superior Predictive Ability (SPAw):
H(2)0 :
T∑
t=T+1
wt+kµt+k ≤ 0 vs. H(2)1 :
T∑
t=T+1
wt+kµt+k > 0, (3.2)
where under definition 1, wt+k is a set of weights s.t {wt+k} ≥ 0, and under definition 2 wt+k is
proportional to 1/σt+k, and T is the point in the sample where I begin my evaluation. I discuss
this further in the latter part of this section, see Figure 3.2. Moreover, the notation EPAw and
SPAw explicitly acknowledges that these are rather a class of null hypothesis, depending on the
chosen weighting scheme.
Remark 4. In practice when using the SPA null for model selection, we select model A as
long as we do not reject the above null. If we reject the above SPA null we select model B.
Remark 5. The new test based on the above null hypotheses is also applicable for nested
models, i.e. the new test can handle cases when µt+k = E [∆Lt+k] = µ = 0 for all t = 1, · · · , T ,
so long as there is non-zero variance everywhere. For example, when the practitioner wants to
compare two nested models, say for example AR(1) and AR(2), although they might provide
the same estimated mean at each point in time with µt+k = E [∆Lt+k] = 0 for all t = 1, · · · , T ,
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it is likely the case that var (∆Lt+k) 6= 0 for all t = 1, · · · , T , and therefore my test shall apply.
I shall stress nevertheless that there are situations when my test will not be applicable, e.g. in
the situation when variance is zero everywhere.
I next provide an intuition for how my test is related to that of Giacomini and White
(2006). Recall that Giacomini and White (2006) test the following conditional moment condition:
E [∆Lt+1|Ft] = 0, where Ft is the information set available to forecaster at time t. Provided
that {∆Lt,Ft} is a martingale difference sequence, we may test the more lenient in-sample
moment condition6: H0 : E [∆Lt+1ht] = 0, such that ht ∈ Ft. The authors recommend to
set ht = (1,∆Lt)′. With such a specification, in a regression framework this translates to the
following:
∆Lt = α+ β∆Lt−1 + εt, and H0 : α = 0 ∩ β = 0.
It is therefore a joint test of the loss functions having the zero mean and absence of serial corre-
lation at first lag. Existence of serial correlation at the first lag would be indicative of changing
relative performance, as it is no longer the case that µt = µ for all t. In general, if we reject
their null of E [∆Lt+1|Ft] = 0 due to a dependence of the above moment condition on Ft, this
can be considered as evidence of changing relative performance due to a changing information
set, Ft. It is still possible that a rejection occurs in a world of constant relative performance,
take for example a case where µt = µ > 0 for all t. We possibly may identify changing relative
performance as when the Diebold-Mariano (1995) test does not reject, which is indicative of
insufficient evidence against zero unconditional mean, however Giacomini and White (2006) test
does reject, indicating the rejection is likely due to changing relative performance.
Given my modelling framework, which I shall discuss in the next section, for a particular
choice of Xt one can test a more general null hypothesis that all time-varying coefficients in the
regression of ∆Lt on Xt are zero for all t ∈ T . This methodology can be viewed as a way of
implementing the conventional Mincer-Zarnowitz (1969) regressions in unstable environments,
and it shall nest the Giacomini and White (2006) test as a special case. These tests can also be
interpreted as a generic version of the existing forecast rationality tests for a particular choice
of Xt. This issue is left for future research.
In what follows, I describe my method for constructing forecast losses, which I do using a
standard recursive scheme. Note that contrary to the existing out-of-sample tests, for my metric
I need to construct losses for the entire sample, and not just a short evaluation window towards
the end of sample.
6Meaning that rejection of the null H0 : E [∆Lt+1ht] = 0 leads to rejection of H0 : E [∆Lt+1|Ft] = 0.
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t = 1 t = Tt = T t = T + 1 t = T + 2
ε̂T+k ε̂(T+1)+k ε̂(T+2)+k
Estimation sample #1
Estimation sample #2
Estimation sample #3
Figure 3.2: Construction of the time series of the forecast errors for a single model.
The pseudo-out-of-sample forecast made at time t for period t + k is compared with the
realised value in period t + k, which when differenced gives the forecast error of period t. The
loss function is then applied to this error which gives the forecast loss of period t + k. The
recursive scheme calculates the forecast loss using parameter estimates based on all data up
until time t. It is recursive because with each new period the model is re-estimated to include
the new data. I use all of the forecast losses except for a small initial period of length T . I do
this by always reserving T periods for estimation, which can for example be taken to be T = 100.
After the time series of forecast losses is constructed for each model, we may now compute
the loss differences for a pair of models, A and B:
∆Lt+k = L
(
ε̂At+k
)− L (ε̂Bt+k) , (3.3)
where L(·) is the chosen (by the researcher) loss function. For example, for the conventional
squared error loss function it simply becomes
∆Lt+k =
(
ε̂At+k
)2 − (ε̂Bt+k)2 . (3.4)
Following the construction of the loss differences, we may next proceed to the theoretical results,
which I discuss in the next section.
3.3 Theoretical results
Once I have constructed the time series of ∆Lt, I shall from now on only work with this time series
and not the original data. For ease of notation I shall say that ∆Lt ranges from t = 1, 2, · · · , T ,
although the length of this series T is different to the length of the original data yt. The new T
is equal to the original T − T − k + 1.
I model ∆Lt as a locally stationary process and allow its mean and variance to change
smoothly over time. In particular, I model ∆Lt as a function of time and its own lags only.
The rationale behind such a modelling framework is as follows. It is a well-established fact
that due to estimation error, ∆Lt exhibits serial correlation, see e.g. Bollerslev et. al. (2016).
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This motivates the autoregressive structure of my model for ∆Lt. However, in general we do
not expect the difference in losses to depend on any other regressors. Therefore, in order to be
as agnostic as possible, I do not impose any additional structure on ∆Lt. As in the literature
on locally stationary processes, I make ∆Lt depend on the rescaled time points t/T rather
than real time t, forming therefore a triangular array, {∆Lt,T : t = 1, · · · , T}. This rescaling
is necessary to justify the properties of the resulting estimation procedures as I will be using
the infill asymptotics. So, suppose that we observe the time series of forecast loss differences
{∆Lt,T }, t = 1, 2, · · ·T . The process {∆Lt,T }Tt=1 is assumed to follow an autoregressive model
with time-varying coefficients which is given by:
∆Lt,T = ρ0t,T +
d∑
j=1
ρjt,T∆Lt−j,T + ξt,T , t = 1, · · · , T, (3.5)
where E [ξt,T |Xt,T ] = 0 with Xt,T = (1,∆Lt−1,T ,∆Lt−2,T , · · · ,∆Lt−d,T )T and ρjt,T , j = 1, · · · , d
are deterministic functions of time.7 I use the following rescaling method. Let for each j ∈ J ,
ρj(·) be a function on [0, 1] and let
ρjt,T = ρ
j (t/T ) , t = 1, · · · , T.
The notation ρjt,T indicates that ρ
j
t,T depends on the sample size T and the domain of ρ
j(·)
becomes more dense in t/T as T → ∞. In other words, the time-varying coefficient functions
ρj(·) does not depend on the real time t but rather on the rescaled time points t/T . Note that
model (3.5) is general in the sense that I do not restrict the regressors to be strictly stationary.
Instead, I allow the triangular array Xt,T to be locally stationary in the following sense.
Definition 3. (Vogt, 2012). The process {Xt,T } is locally stationary if for each rescaled
time point u ∈ [0, 1] there exists an associated process {Xt(u)} with the following two properties:
i) {Xt(u)} is strictly stationary;
ii) it holds that ∥∥Xt,T −Xt(u)∥∥ ≤ (∣∣∣∣ tT − u
∣∣∣∣+ 1T
)
Ut,T (u) a.s.,
where {Ut,T (u)} is a process of positive variables satisfying E [(Ut,T (u))ρ] < C for some
ρ > 0 and C <∞ independent of u, t and T . ‖ · ‖ denotes an arbitrary norm on Rd.
In addition, the error process {ξt,T : t = 1, · · · , T} is assumed to have the martingale
7In the chapter I develop the theory for the general time-varying AR(d) model. However, in all applications
I will restrict it to be a simple AR(1) model. I believe it is general, yet simple enough to account for serial
correlation of the estimation error in the loss differences ∆Lt,T . I therefore suggest that the reader, unless for
having a good reason for an alternative specification, always uses the AR(1) model.
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difference property, i.e. for all t = 1, · · · , T
E [ξt,T |{Xs,T : s ≤ t}, {ξs,T : s < t}] = 0 (3.6)
Although the above condition rules out autocorrelation in the error terms, it allows for het-
eroskedasticity. For example (3.6) is satisfied by residuals of the form:
ξt,T = σt,T εt = σ
(
t
T
)
εt,
where σ(·) is a time-varying volatility function and {εt} is a martingale difference process with
the variance normalized to 1. I impose the martingale difference structure on the regression
error terms as, i) this allows to relax the stronger condition of the i.i.d. errors, yet technically
convenient as one can use CLT for martingale differences in the proofs, ii) the correlation of
∆Lt,T is already accounted for by imposing an autoregressive structure. Therefore, I can re-
write my model (3.5) as follows:
∆Lt,T = XTt,Tρ (t/T ) + σ (t/T ) εt, (3.7)
where ρ(t/T ) = (ρ0(t/T ), ρ1(t/T ), · · · , ρd(t/T ))T and Xt,T = (1,∆Lt−1,T ,∆Lt−2,T , · · · ,∆Lt−d,T )T .
Time time-varying coefficient function ρ(t/T ) and time-varying volatility function σ(t/T ) can
be estimated by nonparametric kernel techniques. In particular, using the notation Kh (·) =
K (·/h) /h for the kernel function, I estimate the model (3.7) in the following way:
Step 1 : First estimate the mean function via the local linear nonparametric estimator. In par-
ticular, define the following locally weighted least-squares objective:
θ̂ (u) = arg min
θ
T∑
t=1
Kh1 (t/T − u)
(
∆Lt,T − ZTt,T θ
)2
,
where Zt,T = (Xt,T ,Xt,T (t/T − u))T and θ = θ(t/T ) = (ρ(t/T ), ρ˙(t/T ))T .
Step 2 : Define the estimated error term ξ̂t,T = ∆Lt,T−ZTt,T θ̂(t/T ). Then estimate the conditional
variance σ2(t/T ) by running the local constant nonparametric regression of ξ̂2t,T on the
rescaled time t/T , i.e.
σ̂2(u) = arg min
a
T∑
t=1
Kh2 (t/T − u)
(
ξ̂2t,T − a
)2
.
Remark 6. In the second-step estimation I use the local constant estimator, primarily
because contrary to local constant estimator σ̂(u) (with non-negative kernel), the local linear
108
estimator σ̂(u) is not guaranteed to be positive.
Remark 7. Although σ̂(u) is a second-step estimator, Fan and Yao (1998) analysed the
asymptotic distribution of such an estimator and showed that its asymptotic distribution is iden-
tical to that obtained via one-step estimation based on the true errors ξt. This is an important
result as this allows one to select the optimal bandwidths h1, h2 independently based on the
conventional one-step procedures. I discuss the bandwidths selection procedure in section 3.4.
Assumption A1
(i) The function ρ is uniformly bounded below one, i.e. supu∈[0,1] ‖ρ(u)‖ ≤ ρ < 1.
(ii) The function σ(·) is bounded from above and from below, i.e. there exist constants Cσ <∞
and cσ > 0 such that 0 < cσ ≤ σ(u) ≤ Cσ <∞ for all u ∈ [0, 1].
(iii) The functions ρ and σ are Lipschitz continuous with respect to the rescaled time u.
(iv) The residuals {εt} is a martingale difference sequence with respect to the information set
Ft−1 = σ (∆Ls, εs|s ≤ t− 1). Moreover, εt satisfies E
[|εt|4+δ] < ∞ for some small δ > 0
and are normalised such that E
[
ε2t |Ft−1
]
= 1.
(v) The error term εt has an everywhere positive and continuous density fε. The density fε
is bounded and Lipschitz.
Assumption A1 lays out the sufficient conditions for establishing that the process {∆Lt,T }
can be locally approximated by ∆Lt(u). Moreover one can also show that for each u the pro-
cess {∆Lt(u), t ∈ Z}, where ∆Lt(u) = XTt (u)ρ(u) + σ(u)εt has a strictly stationary solution.
Assumption A1 corresponds to the assumptions (M1) − (M3), (Σ1) − (Σ3) and (E1) in Vogt
(2012) under which he establishes these results for a more general class of models, see Theorems
3.1 and 3.2 in Vogt (2012). However, to establish that the process {∆Lt,T } is geometrically
β−mixing one extra assumption on the density of the error term εt is required.
Assumption A2
(i) The density fε fulfills the requirement:∫
R
|fε(x)− fε(x+ α)|dx ≤ C1|α|,
where C1 is a constant such that C1 <∞.
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Assumption A2 corresponds to the assumption (E3) in Vogt (2012), which together with
Assumption A1 allows one to prove that the process ∆Lt,T is geometrically β-mixing, see The-
orem 3.4 in Vogt (2012) for a proof of this result. Similar assumption can be found in e.g. Orbe
et. al. (2005), who establishes the mixing property of the time-varying AR(1) process. Finally,
below I introduce the rest of the assumptions that will be necessary to present the estimation
theory.
Assumption A3
(i) The functions ρ and σ ate twice continuously differentiable with respect to the rescaled
time u and have bounded derivatives.
(ii) The kernel K is a second-order kernel, which is bounded symmetric around zero density
function that has a compact support, i.e. K(v) = 0 for all |v| > C2 with some C2 < ∞.
Moreover K is Lipschitz, i.e. |K(v)−K(v′)| ≤ L|v− v′| for some L <∞ and all v, v′ ∈ R.
In addition, K satisfies
∫
K(z)dz = 1, λj =
∫
zjK(z)dz and νj =
∫
zjK2(z)dz.
(iii) The bandwidths h1 and h2 satisfy the following conditions: as T →∞, h1 → 0, Th1 →∞
and Th51 → 0. Similarly it holds that as T →∞, h2 → 0, Th2 →∞ and Th52 → 0.
Assumption A3(i) ensures that the resulting estimators ρ̂(·) and σ̂2(·) are well-behaved which
will allow me to apply the kernel methods as well as the bootstrap methods later on. Assump-
tions A3(ii)-(iii) are standard assumptions on the kernel function and bandwidths, where I take
the kernel K to be the second-order kernel. Note that I work with equally spaced time periods,
however this is not strictly necessary. For instance, the theory will hold with slight modifica-
tions, which I do not present here, for ti, i = 1, · · · , n such that {ti/T, i = 1, · · · , n} is dense on
a unit interval.
Before stating the first main results, I need to introduce some further notation. I define the
following two matrices:
Ωt,T = E
[
Xt,TXTt,T
]
, and H =
Id+1 0
0 h1Id+1
 ,
where Id+1 is the identity matrix of dimension (d+ 1)× (d+ 1).
Theorem 1. Let Assumptions (A1)-(A3) hold. Then for any u ∈ (0, 1) it holds that
√
Th1
(
H{θ̂(u)− θ(u)} − h21B1(u))
)
d−→ N (0,Vθ(u)) ,
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where
B1(u) =
1
2
λ2ρ¨(u)
0
 and Vθ(u) =
ν0σ2(u)Ω−1(u) 0
0 λ−22 ν2σ
2(u)Ω−1(u)
 .
In step two I estimate the variance σ2(u) by running local constant nonparametric regression
of squared residuals
ξ̂2t,T =
[
∆Lt,T − ZTt,T θ̂(t/T )
]2
, t = 1, · · · , T
on the rescaled time t/T . Given that my test statistics based on eq. (3.1) or eq. (3.2) aggregates
µ̂t(u) over u ∈ [0, 1] weighted by its standard deviation, it becomes necessary to establish the
uniform convergence of σ̂2(u) over the whole support of u rather than just establishing pointwise
consistency of σ2(u). The next theorem states the uniform convergence rate for the second-step
estimator σ̂2(u).
Theorem 2. Let Assumptions (A1)-(A3) hold. Denote by Ih2 = [C1h2, 1 − C1h2], where
C1 > 0 such that C1h2 → 0 and 1/C1 → 0. Then
sup
u∈Ih2
∣∣∣∣σ̂2(u)− σ2(u)∣∣∣∣ = Op
(√
log T
Th2
+ h22
)
,
and with probability tending to one it also holds that
sup
u∈Ih2
|σ̂2(u)| ≤ C ≤ ∞,
where C > 0.
3.3.1 Test Statistics
Provided with my new definition of ranking, it is then straightforward to state the null and
alternative Hypotheses. In particular, consider the SPAw:
H0 :
T∑
t=1
wtµt ≤ 0 vs H1 :
T∑
t=1
wtµt > 0. (3.8)
In line with the discussion in section 3.2, I choose the weights wt to be inversely proportional
to the standard error of the estimate of µt. We might want to make it slightly more general
by allowing some extra (given) weighting φt such that wt ∼ φt/set, see section 3.2 for the
detailed motivation of such a weighting. I form the test statistic corresponding to the above
null by replacing the unknown quantities with the respective estimators. I first define the local
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t-statistic, which I denote by τ̂(u):
τ̂(u) =
µ̂(u)
ŝe(u)
=
√
Th1XTt (u)ρ̂(u)
σ̂(u)
√
ν0XTt (u)Ω̂−1(u)Xt(u)
, (3.9)
and then the integrated t-statistic is given by:
ST =
1∫
0
τ̂(u)du,
or a slightly extended version with an extra (given) weighting φ(u):
S ′T =
1√
Φ
1∫
0
φ(u)τ̂(u)du, with Φ =
1∫
0
φ2(u)du.
An example of φ(u) is φ(u) = 1 (u ∈ I), where I could be a period of time that forecaster is
interested in, for example, recession times. In what follows I analyse the asymptotic behaviour of
ST under the null as well as under fixed and local alternatives. The fixed alternative hypothesis8
is given by
H1 :
1∫
0
τ(u)du > 0.
In addition, to get a rough idea of the power of the test, I further examine a series of local
alternatives, i.e. alternatives that converge to H0 as the sample size T grows. In particular, I
define the sequence of functions τT (u) given by:
τT (u) = τ(u) + cT 4 (u),
where cT → 0 as T → ∞, the function 4 is continuous and the quantity
1∫
0
τ(u)du satisfies the
null hypothesis H0. Under these local alternatives the process ∆Lt,T is given by
∆Lt,T = XTt,Tρ (t/T ) + cT 4 (t/T )σ (t/T )
√
ν0XTt,TΩ−1(u)Xt,T /Th1 + ξt,T , (3.10)
for t = 1, · · · , T , and therefore under (3.10), I move along the following sequence of local
alternatives:
H1,T :
1∫
0
τT (u)du = cT
1∫
0
4(u)du.
The statistic ST under H1,T gets smaller as the sample size increases and therefore the alterna-
tives H1,T gets closer and closer to H0 as T →∞.
8By fixed alternative we mean that the value of
1∫
0
τ(u)du is fixed at a particular value.
112
Theorem 3. Let Assumptions (A1)-(A3) hold. Then conditional on the sample {∆Lt,T ,Xt,T }Tt=1
under H0, √
T
(
ST − h21BT
) d−→ N (0, 1) ,
where
BT =
1
2
1∫
0
λ2XTt (u)ρ¨(u)
σ(u)
√
ν0XTt (u)Ω−1(u)Xt(u)
du. (3.11)
The next theorem states the asymptotic distribution of the modified statistic S ′T .
Theorem 4. Let Assumptions (A1)-(A3) hold. Then conditional on the sample {∆Lt,T ,Xt,T }Tt=1
under H0, √
T
(
S′T − h21B′T
) d−→ N (0, 1) ,
where
B′T =
1
2
√
Φ
1∫
0
φ(u)λ2XTt (u)ρ¨(u)
σ(u)
√
ν0XTt (u)Ω−1(u)Xt(u)
du and Φ =
1∫
0
φ2(u)du.
I now turn to the theoretical results for the fixed and local alternatives. The next theorem
states that the bias-corrected statistic ST diverges in probability to infinity under H1. This
allows me to establish consistency of the test against fixed alternatives.9
Theorem 5. Let Assumptions (A1)-(A3) hold. Then under H1,
ST − h21BT p−→
1∫
0
4(u)du > 0,
where BT is given by eq.(3.11).
I next examine the behaviour of ST under local alternatives. The theorem 6 below states that
the asymptotic power of the test against local alternatives of the form τT (u) = τ(u) + cT 4 (u)
with cT = 1/
√
T and
1∫
0
τ(u)du satisfying H0, is constant for all functions 4 and is determined
by
1∫
0
4(u)du.
Theorem 6. Let Assumptions (A1)-(A3) hold. Let cT = 1/
√
T , then conditional on the
9This result also holds for the modified statistic S ′T .
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sample {∆Lt,T ,Xt,T }Tt=1 under H1,T ,
√
T
(
ST − h21BT
) d−→ N
 1∫
0
4(u)du, 1
 ,
where BT is given by eq.(3.11).
3.3.2 Sign Forecasting
I now present the theory for sign forecasting. I could also forecast the level of forecast losses,
however for the reasons outlined in section 3.2 I believe that the sign is more informative for
model selection. Given that my model (3.5) for ∆Lt has an autoregressive structure, we may
project which model is likely to forecast better in the next period in the following way. Let
Ft,T = σ (∆Ls,T , εs,T |s ≤ t) to be the sigma-algebra generated by the history of ∆Lt,T and εt,T ,
and recall that the model for ∆Lt is given by
∆Lt = XTt ρ(t/T ) + σ(t/T )εt, t = 1, · · · , T (3.12)
where with some abuse of notation due to the meaning of T , xT denotes the transpose of x and
Xt = (1,∆Lt−1, · · · ,∆Lt−d)T and εt is a m.d.s. At the final point in the sample T we would
like to predict the sign of ∆LT+1, i.e. we would like to know:
Pr (∆LT+1 ≤ 0|FT ) = Pr
(
XTT+1ρ
(
T + 1
T
)
+ σ
(
T + 1
T
)
εT+1 ≤ 0|FT
)
=
= Pr
(
εT+1 ≤
−XTT+1ρ
(
T+1
T
)
σ
(
T+1
T
) ) = F (ε). (3.13)
Here, given the autoregressive structure of the difference in losses, XT+1 ∈ FT . Strictly
speaking, I would need to know ρ
(
T+1
T
)
and σ
(
T+1
T
)
, however given that both ρ (·) and σ (·)
are smooth and continuous functions of time, it is reasonable to assume that
ρ
(
T + 1
T
)
≈ ρ
(
T
T
)
= ρ(1) and σ
(
T + 1
T
)
≈ σ
(
T
T
)
= σ(1).
It then holds from (3.13) that
Pr (∆LT+1 ≤ 0|FT ) =: F (ε?(1)) ,
where ε?(1) := −XTT+1ρ (1) /σ(1) is the standardised residual from eq.(3.12) at the last point
u ≈ T/T = 1. Conditional on the sample {∆Lt}Tt=1, I can estimate the conditional probability
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as follows:
P̂ r (∆LT+1 ≤ 0) = F̂ (ε̂?(1)) = 1
T
T∑
t=1
1
(
ε̂t ≤
−XTT+1ρ̂ (1)
σ̂ (1)
)
,
where ε̂?(1) is an estimate of ε?(1). Therefore for a given sample {∆Lt}Tt=1 the practitioner can
calculate the probability of ∆LT+1 of being negative. I state the theoretical result in Theorem
7 below, which allows the practitioner to calculate the probability as well as the confidence
intervals for this probability, which I call forecast intervals.
Theorem 7. Let Assumptions (A1)-(A3) hold. Let Ft,T = σ (∆Ls,T , εs,T |s ≤ t) to be the
sigma-algebra generated by the history of ∆Lt,T and εt,T . Then the forecast of the sign of ∆LT+1
made at time T is given by
√
T
[
F̂ (ε̂?(1))− F (ε?(1))− B3(1)
]
d−→ N
(
0, F (ε?(1))
(
1− F (ε?(1)) )), (3.14)
where
B3(1) =
f (ε?(1))
2σ2(1)
XT+1(1)
{
h21λ2ρ¨(1)σ(1) + h
2
2λ2σ¨(1)
}
,
and
F (ε?(1)) = Pr(∆LT+1 ≤ 0) and ε?(1) :=
−XTT+1ρ (1)
σ̂(1)
.
Remark 8. The bias term B3(1) is due to the estimation error of ε̂(1), which itself involves
the estimates of ρ̂(1) and σ̂(1), leading to a particular form of the bias in Theorem 7.
In the simulations (see Figure 3.8) we see that the sign forecasts perform quite well, fore-
casting near to the true probability. In particular, the sign forecasts improve as we go later
in the sample. Because the bandwidth for the first estimation step for ρ is quite small in this
particular example, this improvement is not due to estimating ρ more precisely; instead it is
due to approximating the c.d.f. of ε better as we go later in the sample, using more data. In
general, it looks as if the difficulty of approximating the c.d.f. of ε is greater than the issues
surrounding estimating ρ imperfectly. Also, because I am not interested in forecasting the level
of the forecast loss difference next period, but rather its sign, my results are somewhat less
sensitive to the imprecision caused by using a two-sided kernel. In general, if the p.d.f. at the
particular ε∗ threshold is small, the probability will not respond much to inaccuracies in ρ. One
way to improve forecasts even further would be to use the derivatives of ρ̂(1) and σ̂(1).
In practice, we are only concerned about making predictions at the last point in time T .
However, in one of my simulations and in all of my applications I will be producing pseudo out-
of-sample sign forecasting to assess the quality of my procedure. In my simulation, I derive the
true probabilities explicitly and compare it with my forecasted probabilities. In my applications
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where the true probabilities are unknown, I use the following criterion to assess the quality of
my forecasts:
Ĉ :=
1
T − T
T∑
t=T
[
1 (∆Lt+1 ≤ 0)− P̂ rbc (∆Lt+1 ≤ 0|∆Lt)
]
, (3.15)
where T is where I begin my evaluation near the beginning of the sample, e.g. T = 100, and
P̂ r
bc
(·) denotes the bias-corrected probability. If the forecasted probabilities were correct, then
the criterion above should on average equal to zero. The bias as well as the forecast intervals
can be obtained via bootstrap which I discuss in detail in section 3.5.
3.4 Bandwidth selection
In this section I briefly describe how I choose the optimal bandwidths h1 and h2. I start with the
optimal selection of the first stage estimation bandwidth h1. The conventional way to choose
the optimal bandwidth is to construct the asymptotic mean squared error given by:
AMSE(h1) =
h41
4
µ22‖θ¨(u)‖22 +
tr (Vθ(u))
Th1
,
where Vθ(u) is given in Theorem 1. Then minimising AMSE(h1) with respect to h1 provides the
optimal bandwidth hopt1 given by:
hopt1 =
{
tr (Vθ(u))µ−22 ‖θ¨(u)‖−22
}−1/5
T−1/5 (3.16)
However, note that (3.16) involves the unknown quantity θ¨(u) that therefore has to be estimated
first before the optimal bandwidth can be computed. Several other methods has been proposed
in the literature, one of which is multi-fold cross-validation see e.g. Cai, Fan and Yao (2000),
Cai, Fan and Li (2000) which takes into account the time-series structure of the data. More
precisely, I first partition the data into Q groups (usually Q = 20), with the jth group consisting
of the data points with indices:
dj = {Qk + j, k = 1, 2, 3, · · · }, j = 0, 1, 2, · · · , Q− 1.
I then fit the model and obtain the estimate of θ̂−j using the remaining data after deleting the
jth group. Now denote by Y−dj the fitted values of Yt using the data with the jth group deleted.
Then the cross-validation criterion has the following form:
CV(h1) =
Q−1∑
j=0
∑
i∈dj
[
Yi − Ŷ−dj
]2
.
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Alternatively, one can form variants of the cross-validation criteria based on the Pearson’s resid-
uals:
CV1(h1) =
Q−1∑
j=0
∑
i∈dj
[
Yi log
{
Yi
Ŷ−dj
}
− {Yi − Ŷ−dj}
]
,
where in the above one would need to set 0 log 0 = 0 to account for the cases when Yi = 0.
Finally, another cross-validation criterion can be
CV2(h1) =
Q−1∑
j=0
∑
i∈dj
Yi − Ŷ−dj√
Ŷ−dj
 .
Minimizing the CV(h1) with respect to h1 then yields the optimal bandwidth h
opt
1 . In practice,
and in general, as established by Cai, Fan and Li (2000) the cross-validation is not too sensitive
to the way the data is partitioned. The second-stage estimation procedure of estimating the
conditional variance σ2(u) via the local constant estimator is very standard, and the optimal
bandwidth hopt2 is estimated via conventional least-squares cross-validation, see e.g. Li and
Racine (2007) for details.
3.5 Bootstrapping ST
Theorems 3-6 allow one to conduct inference for ST , as the distribution of the test statistics is
the simple standard normal distribution. Note also, that the test statistic ST is a nonparamet-
ric statistic, however through aggregation it converges to N (0, 1) with the standard parametric
√
T rate. The bias term in Theorems 3-6, however, contains unknown quantities, such as ρ¨(u).
Although it is possible to estimate these unknown quantities, replacing them with the consis-
tent estimates will further result in approximation errors. I therefore choose to bootstrap the
statistics, which will automatically allow me to estimate the bias without estimating the un-
known quantities. In what follows, I discuss the bootstrap procedure in the context of Theorems
3-6, however the same methodology will be applied to obtain the bias and the forecast inter-
vals in Theorem 7. I set up the fixed regressor wild bootstrap procedure to account for the
time series structure of the data. In particular, the wild bootstrap sample, which I denote by
{∆L?t,T ,Xt,T }Tt=1, where
∆L?t,T = XTt,T ρ˜ (t/T ) + ξ?t,T , (3.17)
and the bootstrap residuals are constructed as follows:
ξ?t,T = ξ̂t,T ηt,
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where ξ̂t,T := ∆Lt,T − µ̂t(t/T ) = ∆Lt,T − XTt,T ρ̂(t/T ) are the estimated residuals and {ηt}Tt=1 is
a sequence of i.i.d. variables normalized such that it has zero mean and unit variance. I further
choose ηt to have a Rademacher distribution. Finally ρ˜g(·) is given by:
ρ˜g(u) := ρ̂(u)− ρ¯, ρ¯ =
1∫
0
ρ̂(u)du, (3.18)
The intuition behind construction of the mean function of ∆L?t,T given by (3.17)-(3.18)
is such that the bootstrapped sample {∆L?t,T ,Xt,T }Tt=1 imitates the model under the null hy-
pothesis whether the alternative hypothesis is true or not. Therefore the distribution of the
bootstrapped statistic S?T , stated below, mimics the distribution of ST under the null hypothesis
regardless whether the null holds or not. Given the bootstrap sample {∆L?t,T ,Xt,T }Tt=1, I define
the bootstrapped test statistics S?T
S?T =
1∫
0
µ̂?t (u)
ŝe?t (u)
du, ŝe?t (u) = σ̂
?(u)
√
ν0XTt (u)Ω̂−1(u)Xt(u)/Th1,
where
µ̂?t (u) = ρ̂
?(u)XTt (u), where ρ̂?(u) := arg min
a
T∑
t=1
Kh1 (t/T − u)
(
∆L?t,T − XTt,Ta
)2
,
and defining ξ̂?t,T = ∆L?t,T − µ̂?t , I further have that σ̂?(u) is given by
σ̂?(u) =
T∑
t=1
Kh2 (t/T − u)
(
ξ̂?t,T
)2
T∑
t=1
Kh2 (t/T − u)
.
The next theorem states that the wild bootstrap described above is consistent.
Theorem 8. Let Assumptions (A1)-(A3) hold. Then conditional on the sample {∆Lt,T ,Xt,T }Tt=1
with probability tending to one
√
T
(S?T − S? − h21BT ) d−→ N (0, 1) ,
where BT is given by eq.(3.11). In other words, P?
(S?T − S? − h21BT ≤ x) p−→ Φ(x), where Φ(x)
is a Gaussian distribution function with zero mean and variance 1.
Once the wild bootstrap is set up, the size and the power of the test in the next section
will then be calculated as follows. I denote by ST,n the value of the test statistic ST in the
n-th simulation, and let S?T,n,b be the value of the bootstrap statistics S?T in the b-th bootstrap
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sample generated in the n-th simulation. I denote by G?n the empirical distribution function
calculated from the sample of the bootstrap values in n-th simulation, i.e. of {S?T,n,b}Bb=1. Then
the actual size of the test statistics can be calculated as follows. Given a fixed nominal size α,
for each simulated sample n ∈ N , calculate the (1−α)-quantile of G?n, denoted by q?α,n. Finally
I compute the actual size and power corresponding to the nominal level α as
1
N
N∑
n=1
1
(ST,n > q?α,n) .
3.6 Simulations
In this section I provide the simulation results for the size and power of my test statistic ST and
demonstrate the sign forecasting methodology. I start by investigating the size of my test ST .
3.6.1 Test Statistics: Size
For all simulations I set the number of simulations N = 1000 and I vary the number of bootstrap
replications, B, between B = 500, B = 750, and B = 1000. I start with replicating two
alternatives from Giacomini and White (2006) that constitute my null hypothesis. In particular
I simulate the loss difference ∆Lt as the following AR(1) process:
H(1)0 : ∆Lt = µ(1− ρ) + ρ∆Lt−1 + εt, εt ∼ i.i.d.N (0, 1) (3.19)
For each of n ∈ N simulations I generate a sequence of loss differences ∆Lt of length T = 150
according to (3.19), starting from the initial value of ∆Lt that equals the difference of squared
errors for forecasts of the second log difference of the monthly U.S. consumer price index (CPI),
CPI2016:12 implied by two models: i) a white noise; and ii) an AR(1) model for CPI estimated
over a window of size m = 150 using the data up to 2016:11. Moreover, I consider the scenario
with zero unconditional mean and ρ(0, 0.05, · · · , 0.9).10 Tables 3.1-3.2 show the simulated actual
size for different levels of the nominal size α = 0.01, 0.05, 0.10, 0.15.
Table 3.1: Actual size versus nominal size of two-sided ST for H(1)0 .
Bootstrap size/ nominal α α = 0.01 α = 0.05 α = 0.10 α = 0.15
B = 500 0.012 0.072 0.117 0.162
B = 750 0.009 0.062 0.107 0.156
B = 1000 0.009 0.057 0.104 0.151
10I present the results for ρ = 0.2 only as varying ρ virtually leaves the results unchanged.
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Table 3.2: Actual size versus nominal size of one-sided ST for H(1)0 .
Bootstrap size/ nominal α α = 0.01 α = 0.05 α = 0.10 α = 0.15
B = 500 0.012 0.056 0.101 0.160
B = 750 0.011 0.050 0.099 0.162
B = 1000 0.011 0.051 0.097 0.155
For the second null hypothesis, also borrowed from Giacomini and White (2006), for T = 150
I generate the sequence of loss differences as follows:
H(2)0 : ∆Lt =
µ
p(1− p)(St − p) + εt, εt ∼ i.i.d.N (0, 1), (3.20)
where St = 1 with probability p and St = 0 with probability 1 − p, with p = 0.5. I thus have
that the unconditional mean E [∆Lt] = 0, however
E [∆Lt|St] =

µ/p if St = 1
−µ/(1− p) if St = 0.
Tables 3.3-3.4 show the simulated actual size for different levels of the nominal size α =
0.01, 0.05, 0.10, 0.15.
Table 3.3: Actual size versus nominal size of two-sided ST for H(2)0 .
Bootstrap size/ nominal α α = 0.01 α = 0.05 α = 0.10 α = 0.15
B = 500 0.020 0.048 0.108 0.160
B = 750 0.018 0.052 0.107 0.154
B = 1000 0.015 0.050 0.103 0.150
Table 3.4: Actual size versus nominal size of one-sided ST for H(2)0 .
Bootstrap size/ nominal α α = 0.01 α = 0.05 α = 0.10 α = 0.15
B = 500 0.012 0.058 0.104 0.150
B = 750 0.011 0.050 0.099 0.148
B = 1000 0.010 0.050 0.099 0.148
I next simulate the data for ∆Lt,T for the sample of length T = 1000 under H(3)0 such that
mean is time-varying:
H(3)0 : ∆Lt,T = ρ0(t/T ) + ρ1(t/T )∆Lt−1,T + σ(t/T )εt, εt ∼ N (0, 1),
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and
ρ0(u) = sin (8piu) , ρ1(u) = 0 ∀ u and σ(u) = 1 ∀ u.
Under H(3)0 the mean of ∆Lt is time-varying. The mean performs four full sine cycles over the
course of the sample, so that over the whole sample the overall mean is also zero by symmetry.
For simplicity I set the variance to be constant throughout.
Table 3.5: Actual size versus nominal size of two-sided ST for H(3)0 .
Bootstrap size/ nominal α α = 0.01 α = 0.05 α = 0.10 α = 0.15
B = 500 0.015 0.065 0.107 0.150
B = 750 0.014 0.061 0.105 0.145
B = 1000 0.012 0.060 0.105 0.145
Table 3.6: Actual size versus nominal size of one-sided ST for H(3)0 .
Bootstrap size/ nominal α α = 0.01 α = 0.05 α = 0.10 α = 0.15
B = 500 0.010 0.043 0.087 0.141
B = 750 0.009 0.043 0.088 0.143
B = 1000 0.010 0.045 0.090 0.143
The above tables show that the actual size is very close to the nominal size for all levels and
for all nulls under consideration. The results are stable regardless of the number of bootstrap
replications B.
3.6.2 Test Statistics: Power
I start by replicating two alternatives from Giacomini and White (2006) that also constitute
alternatives for my test. The first alternative simulates the loss differences ∆Lt according to
(3.19) such that ρ = 0 and µ = (0, 0.05, · · · , 1). I fix the nominal size of the test to be 5%.
Below I show the power curves when applying my one-sided and two-sided as well as Giacomini
and White (2006) test.
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Figure 3.3: Power curves under alternative H(1)1 .
I next consider another alternative that I borrow from Giacomini and White (2006). In
particular, I again generate the loss differences ∆Lt according to (3.20), where I vary d =
µ
p(1−p) = (0, 0.1, · · · , 1). Note that d represents the difference in expected loss between two
states. I apply my general test S ′T by setting the choice weighting functions to be the states
of the world, i.e. I set φt = St, conditional on the states of the world St. In this case (3.20)
constitutes an alternative for my null as well. I plot the power curves below.
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Figure 3.4: Power curves under alternative H(2)1 .
I now investigate the power of the test under several fixed alternatives that exhibit time
variation of the mean/variance process. I deliberately design the set of these alternatives to be
similar to the earlier time-varying null H(3)0 , however I add one additional feature that makes
for a deviation from the null. Under the first alternative H(1)1 I simulate the data as follows:
∆Lt,T = ρ0(t/T ) + ρ1(t/T )∆Lt−1,T + σ(t/T )εt, εt ∼ N (0, 1),
where
ρ0(u) = sin (8piu) + 0.1, ρ1(u) = 0 ∀ u and σ(u) = 1 ∀ u.
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Figure 3.6: Data generating processes (DGP) under the null H(3)0 as the corresponding alterna-
tives H(2)1 , H
(3)
1 and H
(3)
1 . The red lines represents the true mean function µt.
Under H(1)1 , I add a small intercept to the curve of the mean from the null. The deviation
is hard to differentiate visually due to the variance around the mean, and the mean still goes
above and below zero, with relative performance overtaking back and forth.
Under H(2)1 I leave the mean the same as under the null and change the variance in a way that
all upswings of the sine function are volatile and downswings are more volatile, more precisely:
∆Lt,T = ρ0(t/T ) + ρ1(t/T )∆Lt−1,T + σ(t/T )εt, εt ∼ N (0, 1),
and where
ρ0(u) = sin (8piu) , ρ1(u) = 0 ∀ u,
and setting w = T/8, the local variance is given by
σ(u) =

1 ∀ u ∈ [1 + kw, (k + 1)w] for k = 0, 2, 4, 6.
1.5 ∀ u ∈ [1 + kw, (k + 1)w] for k = 1, 3, 5, 7.
Note that although the mean function under H(2)1 is the same as under H0, due to the changes
in the variance, the upper swings shall receive more weight as they are less volatile, while the
opposite shall hold for the downswings. As the result, I expect the overall statistic to be positive,
pointing towards the preference of model B versus the model A.
Finally, I consider the alternative H(3)1 that allows for a break in the mean function. In
particular, under H(3)1 I simulate the data as follows:
∆Lt,T = ρ0(t/T ) + ρ1(t/T )∆Lt−1,T + σ(t/T )εt, εt ∼ N (0, 1),
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where ρ1(u) = 0 ∀ u and σ(u) = 1 ∀ u, and
ρ0(u) =

sin(8piu) for u ∈ [1, T/2],
sin(8piu) + 0.1 for u ∈ [T/2 + 1, T ].
This alternative highlights the ability for my test statistic to deal with breaks. Here the deviation
to the null is smaller than the first alternative where the intercept added is throughout the whole
sample.
Table 3.7: Mean of ST .
Alternative E (ST )
H(1)1 3.08
H(2)1 2.82
H(3)1 1.40
Table 3.8: Power for different alternatives with two-
sided null.
Nominal size H(1)1 H
(2)
1 H
(3)
1
α = 0.01 0.75 0.60 0.24
α = 0.05 0.88 0.64 0.38
α = 0.10 0.94 0.75 0.50
α = 0.15 0.97 0.85 0.57
Table 3.9: Mean of ST .
Alternative E (ST )
H(1)1 3.08
H(2)1 2.82
H(3)1 1.40
Table 3.10: Power for different alternatives with one-
sided null.
Nominal size H(1)1 H
(2)
1 H
(3)
1
α = 0.01 0.76 0.66 0.28
α = 0.05 0.90 0.74 0.48
α = 0.10 0.96 0.83 0.62
α = 0.15 0.98 0.90 0.72
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Figure 3.7: The figure plots the power curves for different alternatives. The dashed blue line
depicts the power curve under H(3)1 , the dashed violet line depicts the power curve under H
(2)
1 ,
and the dashed red line depicts the power curve under H(1)1 .
Figure 3.7 shows that the test has a very good power at any nominal level and is capable of
detecting relatively small deviations from the null. I finish this section with the following thought
experiment. Assume that the true data generating process for ∆Lt is indeed as under one of
the considered alternatives H(1)1 , H
(2)
1 or H
(3)
1 . Assume that the researcher applies any currently
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available test, e.g. Diebold and Mariano (1995) test or Giacomini and White (2006) test, to
decide whether competing models have equal forecasting performance. As with any existing
out-of-sample test the researcher would have to choose the splitting point. Table 3.11 displays
the results of applying these tests as function of the cutoff point ρ, which is a fraction of the
sample length used for forecast evaluation to the sample length used for the model estimation.
Table 3.11: Results of applying standard tests under different alternatives.
Results when ∆Lt is simulated according to H(1)1 .
p-value/Cutoff ρ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
DM (1995) 0.419 0.170 0.624 0.002 0.042 0.033 0.310 0.040 0.207 0.026
GW (2006) 0.011 0.010 0 0 0 0 0 0 0 0
Results when ∆Lt is simulated according to H(1)2 .
p-value/Cutoff ρ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
DM (1995) 0.524 0.205 0.098 0.031 0.012 0.219 0.146 0.924 0.609 0.057
GW (2006) 0.586 0.206 0.100 0.010 0.024 0.035 0.010 0 0 0
Results when ∆Lt is simulated according to H(1)3 .
p-value/Cutoff ρ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
DM (1995) 0.484 0.194 0.474 0.014 0.408 0.062 0.065 0.136 0.9496 0.017
GW (2006) 0.090 0.100 0 0 0 0 0 0 0 0
Note: The cutoff point ρ is defined as a fraction of the evaluation to estimation samples, i.e. ρ =
T2/T1, where T2 is the length of the sample used for forecast evaluation and T1 is the length of the
sample used for estimation. The values in the table present the p-values from the test at the nominal
level α = 5%. The p-values in bold indicate rejection at the nominal size α = 5%. DM abbreviates
Diebold and Mariano (1995) test of equal predictive ability and GW abbreviates Giacomini and White
(2006) test of conditional predictive ability with ht = [1,∆Lt−1]′.
Table 3.11 shows that the conclusion of the tests, especially the Diebold and Mariano (1995)
test, can change depending on the splitting point when applied to my alternatives. The Giaco-
mini and White (2006) test suffers less from the splitting point problem and with a reasonable
estimation sample delivers consistent results. Interestingly, for many splitting points the Diebold
and Mariano (1995) test does not reject the null of equal predictive ability, while the Giaco-
mini and White (2006) test does reject the same null.11 This is indicative of changing relative
performance as we knew ex-ante, hence the existing methodology based on constant relative
performance is inappropriate. I stress that the presented thought experiment is not a reflection
on the tests as they were not designed to deal with the world of changing relative performance,
but rather to highlight the dangers that the researcher runs into when applying existing tests
11Note that this result is not specific to the Diebold and Mariano (1995) test, but in fact to all existing tests
that derive from it, including superior predictive ability tests, see White (2000), Hansen (2005) as well as Model
Confidence Set test by Hansen et.al.(2011).
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that rely on inappropriate assumption.
3.6.3 Sign Forecasting
In this section I assess how my methodology for sign forecasting, described in section 3.3, per-
forms with a known data-generating process. In this case the true probability Pr (∆LT+1 ≤ 0)
is known. For simplicity, I choose the H(3)0 as the true data generating process for ∆Lt and
forecast the probability Pr (∆LT+1 ≤ 0), starting from T = 100.
Figure 3.8: The red line plots the true probability Pr (∆LT+1 ≤ 0) and the blue dots represent
the estimate P̂ r (∆LT+1 ≤ 0) .
Figure 3.8 plots the true probability Pr (∆LT+1 ≤ 0) against its estimate P̂ r (∆LT+1 ≤ 0),
where for each point on the curve the data up to T is used, where T = 100, · · · , T . Overall,
the estimated probability is quite close to its true value and becomes more precise the more
data is used for the original estimation. This happens primarily due to the c.d.f. of the error
term ε̂t being better estimated towards the end of the sample as more data is used. At the final
point in the sample, I forecast a probability of 0.3829 with a corresponding forecast interval of
[0.3520, 0.4200]. Finally, applying the criterion, given in eq. (3.15), I get Ĉ = −0.052, which
points to the fact that the estimated probability P̂ r (∆LT+1 ≤ 0) is on average overestimated
by approximately 5.2%.
3.7 Application
In this section I apply my proposed methodologies to the data. I first go back to the motivating
example I presented in the introduction in Figure 3.1.
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3.7.1 Motivating example in the Introduction
I consider the daily IBM returns spanning 03/01/2006-29/12/2016 and use two models to forecast
daily variance: GARCH(1,1) model with Gaussian errors and GARCH(1,1) model with Student-
t errors. The forecast loss is taken to be the squared error, see eq.(3.4) and constructed via the
recursive scheme described in section 3.2. I compute the 5 minute realised volatility series from
the data and it is taken to represent the ”true” daily variance. Denote by ε̂Stt the forecast
error when using the GARCH(1,1) model with Student-t errors for forecasting, and by ε̂Gt the
forecast error from using the GARCH(1,1) model with Gaussian errors. I define ∆Lt to be
∆Lt :=
(
ε̂Stt
)2 − (ε̂Gt )2. Once the {∆Lt} has been constructed, I apply my proposed two-
step nonparametric procedure using AR(1) time-varying coefficient model (3.5) to estimate
the corresponding time-varying mean and variance. Figure 3.9 depicts µ̂t and σ̂
2
t and τ̂(t/T )
calculated via eq.(3.9).
Figure 3.9: Plots of the estimates of τ̂ , µ̂t and σ̂
2
t for IBM data, 2006-2016, using squared error
loss and recursive forecasting scheme.
Recall that each corresponding µ̂t is weighted by the inverse of the standard error of µ̂t(u).
One can approximately take the weight to be 1/σ̂t. Hence whenever a spike occurs in the
relative forecasting performance (represented by the violet dashed lines), the µt in those periods
get down weighted. I next calculate the test statistic ST . Tables below show the critical values
of two-sided and one-sided ST test, specific to this application.
The value of the test statistics in this application example is ST = −26.33. Provided the
critical values in Table 3.12, when the null of Equal Predictive Ability is tested, it is rejected
at all levels of significance. Under the one-sided null of Superior Predictive Ability, the null is
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Table 3.12: Critical values for ST .
Quantiles 0.005 0.025 0.05 0.075 0.85 0.90 0.925 0.95 0.975 0.99 0.995
Cr. values −2.48 −1.90 −1.64 −1.37 1.00 1.43 1.61 1.72 2.10 2.60 2.77
Note: The critical values are calculated via the wild bootstrap and are specific to the
application at hand.
not rejected for all significance levels, indicating that there is no evidence that the GARCH(1,1)
model with normal errors is superior to the GARCH(1,1) model with Student-t. Under remark
4 the practitioner should default to choosing GARCH(1,1) with Student-t errors for forecasts.
If supposing I test the opposite one-sided null, I find evidence that GARCH(1,1) with Student-t
errors is superior to GARCH(1,1) with normal errors at all levels. Below I present the results
of the pseudo out-of-sample sign forecasts.
Figure 3.10: One-step ahead sign forecasting for the motivating example in the introduction.
We see that primarily, the probability of the GARCH(1,1) model with Student-t errors
outperforming the GARCH(1,1) model with normal errors is relatively high for most points in
time with a few exceptions. Finally applying the criterion given by eq. (3.15) I get the value
Ĉ = −0.033, indicating that the forecasted probabilities are on average overestimated by 3.3%.
At the final point in the sample, I forecast a probability of 0.3129 with a corresponding forecast
interval of [0.2700, 0.3540]. Interestingly, this probability does not conclude that GARCH(1,1)
with Student-t errors should be selected. This highlights the randomness inherent in forecasting
next period probabilities. In this case, the two approaches would select different models for
forecasting.
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3.7.2 Comparing parameter-reduction methods
In this section I consider an application similar to that considered in Giacomini and White
(2006). I consider the “balanced panel” of the dataset FRED-MD, consisting of 128 monthly
economic time series measured over January, 1959 - August, 2017, and apply the same trans-
formations to the original series, as documented in Appendix to the dataset.12. In particular,
compared to Giacomini and White (2006), I extend their dataset to the end of August of 2017.
I replace the sequential model examined in Giacomini and White (2006) with lasso to avoid
multiple sequential testing. I then use several parameter-reduction methods, described below,
to construct 1-month ahead forecasts of four US macroeconomic variables: two real variables
- industrial production (abbreviated IP) and real personal income less transfers (abbreviated
RPI); and two price indices: consumer price index (abbreviated CPI) and producer price index
(abbreviated PPI).
All forecasting models project the k−step ahead variable of interest Yt+k onto time t predic-
tors Xt and lags of the variable of interest Yt, Yt−1, · · · . I next describe the forecasting methods.
The full model for the k-step ahead forecast of the variable of interest Yt is as follows:
Yt+k = α+ βXt + γ1Yt + γ2Yt−1 + · · ·+ γ6Yt−5 + εt+k, (3.21)
where Xt contains all 135 predictors from the FRED-MD dataset. To overcome multicollinear-
ity in Xt, I follow Giacomini and White (2006) and replace the groups of variables in Xt whose
correlation is greater that 0.98 with their average. The new Xt contains 120 predictors.
The first method considers the full model (3.21) and applies lasso to determine the relevant
predictors. Denote by Zt = (X
′
t,Yt,Yt−1, · · · ,Yt−5)′, then lasso estimates the parameter vector
θ = (α, β′, γ1, γ2, · · · , γ6)′ by solving
θ̂ := arg min
θ∈Rd
{
1
T
T∑
t=1
‖Yt − θ′Zt‖22 + λ‖θ‖1
}
,
where d is the dimension of the parameter vector θ and ‖ · ‖2 and ‖ · ‖1 denotes the L2- and L1-
norms respectively.
The next model I consider is the diffusion index method (abbreviated DI) that first uses
principal component analysis to estimate j factors F̂t from the predictors Xt and then considers
12The FRED-MD dataset is collected and constantly updated by the Federal Reserve Bank of St. Louse and
can be found online with the following link For the variables I consider in this chapter, the transformations are as
follows: the first log difference for RPI and IP variables; and the second log difference for CPI and PPI variables.
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the reduced model given by:
Yt+k = α+ βF̂t + γ1Yt + · · ·+ γpYt−p + εt+k,
where the lag length p is selected by BIC and the number of factors j is chosen by applying
Onatski’s (2009) test.
The Bayesian shrinkage method (abbreviated Bay) considers the full model (3.21) and applies
Bayesian estimation with Normal-Gamma priors for the coefficients. Moreover, the Bayesian
estimation is coupled with the use of the Elastic Net as a more stabilised version of lasso, see
Zou and Hastie (2005), that also allows grouping effects. In particular, the Elastic Net estimator
θ̂ of the parameter vector θ = (α, β′, γ1, γ2, · · · , γ6)′ is the solution of the following minimisation
problem:
θ̂ = arg min
θ∈Rd
1
2σ2
T∑
t=1
(Yt − θ′Zt)2 + λ1 d∑
j=1
|θj |+ λ2
d∑
j=1
θ2j ,
where d is the dimension of the parameter vector θ and Zt = (X
′
t,Yt,Yt−1, · · · ,Yt−5)′. I follow
Korobilis (2013) for setting the priors. In particular, the Bayesian prior for θ in the above
penalised regression is
pi(θ|σ2) ∼ e
− λ1√
σ2
d∑
j=1
|θj |− λ22σ2
d∑
j=1
θ2j
,
and for the shrinkage parameter τj , j = 1, · · · , d the hyperprior on τ2j is given by
pi(τ2j |λ21) ∼ Exponential
(
λ21
2
)
, for j = 1, · · · , d,
which leads to the prior of the parameter vector have the following diagonal covariance matrix:
V =

(
τ−21 + λ2
)−1 (
τ−22 + λ2
)−1
. . . (
τ−2d−1 + λ2
)−1 (
τ−2d + λ2
)−1

.
The benchmark methods are the autoregressive model (denoted by AR) given by:
Yt+k = α+ γ1Yt + γ2Yt−1 + · · ·+ γ6Yt−5 + εt+k,
where p is selected by BIC and 0 ≤ p ≤ 6, and the random walk model (denoted by RW) in
levels, corresponding to the forecasting model in differences Yt+k = α + εt+k, which therefore
captures just the unconditional mean of the variable of interest. I use the squared error as the
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loss function for evaluating the forecasts and construct the time series of losses for k = 1 month
according the recursive scheme, described in Figure 3.2 with T = 100.
The one-sided test ST tests the null of SPA, against an alternative of inferior predictive abil-
ity. The loss differences are constructed from the loss of the model from the column model of the
table, minus the loss of the model from the row model of the table. Therefore, a negative test
statistic is indicative of SPA of the column model versus the row model, whereas a positive test
statistic is indicative of the inferior predictive ability. The decision rule is to select the column
model whenever there is not significant evidence to reject the null of SPA. Otherwise we select
the row model. I highlight the cases when I reject the null of SPA in bold. I also identify that
in general, the Bayesian model performs consistently poorly for all four variables. Conversely,
the Random Walk model performs in general the best, except for forecasting personal income
where it is insignificantly worse than the AR model.
My two-sided test allows to construct the overall ranking for models. The results are pre-
sented in Tables 3.13-3.14. Significant rejections in either direction of my null is highlighted
again in bold. For each of the variables of interest, I obtain the following rankings:
• Personal income: AR ≥ RW≥ DI ≥ Lasso ≥ Bay;
• Industrial production: RW ≥ Lasso ≥ AR ≥ DI > Bay;
• Producer price index: RW>Lasso ≥ DI ≥ AR ≥ Bay;
• Consumer price index: RW ≥ Lasso > DI ≥ AR > Bay.
Where ≥ indicates an insignificant superior ranking and > indicates a significant superior
ranking. I remark that for all four variables, the Bayesian shrinkage method is consistently
the worst in terms of its forecasting ability for k = 1 month, and significantly so for industrial
production and the consumer price index. Conversely, the random walk model performs the
best (followed by lasso), for all variables except personal income where the AR model is insignif-
icantly ranked higher.
I now proceed to applying the sign forecasting methodology, described in section 3.3. For
each of the variables I report the forecasted probability P̂ r (∆LT+1 ≤ 0) at the end of the
sample as well as the associated forecast interval [F̂ I l, F̂ Iu]. Also, for all variables I perform
the pseudo out-of-sample sign forecasting exercise, starting with T = 100, and report the value
of my criterion Ĉ. Results are presented in Table 3.15. From the results in Table 3.15 I can
infer the ranking of models based on forecasted next period next period performance. I do so
in the following way. I say that model A outperforms model B, denoted as A > B, if F̂ I l > 0.5
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and A ≥ B if 0.5 ∈ [F̂ I l, F̂ Iu] and Pr
(
∆LABT+1 < 0
)
> 0.5. Using the above described notation
the ranking is as follows:
• Personal income: Lasso > AR > RW > DI > Bay;
• Industrial production: Lasso > AR > RW > DI > Bay;
• Producer price index: AR > Lasso > RW > DI > Bay;
• Consumer price index: AR > Lasso≥ RW > DI > Bay,
This ranking is to some degree similar to the ranking based on average past performance. In
particular, at the bottom of the ranking we see that the Bayesian shrinkage method performs
consistently the worst out of all models for all four variables. The diffusion index method (DI)
performs also generally poorly, which is again consistent with the metric for past performance.
One likely explanation of the poor performance of the DI method is the potential for overfitting,
which translates into poor out-of-sample forecasting. The reason for the latter is that, in addition
to the lags of the forecasted variable, the DI model also includes the k common factors extracted
from the whole dataset, which might be irrelevant for forecasting in any particular period.
Interestingly, my sign forecasting approach to ranking indicates that the random walk model
is not the best model for next period forecasting, as it is always dominated by either the lasso
or the autoregressive model. In the case of the autoregressive model, it is likely because the
autoregressive model can account for serial correlation in loss differences, which sometimes is
the dominant feature in the data. Likewise, it appears that some of the time the lasso model
is better able to capture next period performance than both the autoregressive model and the
random walk model. We can also infer that my average performance metric, especially due to
the weighting I employ, favors models that perform well consistently and with low variance over
models that perform very well some of the time but not so well the other times. Hence the
random walk model, as the conservative choice out of the selection of models, is often the best
by my average performance metric. However forecasting one period ahead, we see it is the case
that either or the autoregressive model will outperform. For the sake of brevity, I present the
results for longer horizons, k = 6 and k = 12 months in Appendix C.
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Ĉ
d
en
ot
es
th
e
va
lu
e
of
th
e
cr
it
er
io
n
in
eq
.(
3.
15
).
T
h
e
d
iff
er
en
ce
in
lo
ss
es
is
co
n
st
ru
ct
ed
a
s
th
e
d
iff
er
en
ce
b
et
w
ee
n
th
e
lo
ss
fo
r
th
e
co
lu
m
n
m
o
d
el
m
in
u
s
th
e
lo
ss
fo
r
th
e
ro
w
m
o
d
el
.
F
or
ex
am
p
le
,
∆
LL
a
ss
o
,B
a
y
t
=
LL
a
ss
o
t
−
LB
a
y
t
,
fo
r
w
h
ic
h
P̂
r
(∆
L T
+
1
≤
0
)
=
0.
9
8
3
w
it
h
th
e
co
rr
es
p
o
n
d
in
g
fo
re
ca
st
in
te
rv
a
l
[0
.9
7
6
,
0.
9
9
0
].
137
3.8 Concluding remarks
In this chapter I address the issue of forecast evaluation and forecast selection in unstable
environments. Existing out-of-sample tests often suffer from low power, and in unstable envi-
ronments they can generate spurious and potentially misleading results. I address the possibility
of unstable environments explicitly, and provide two methods by which to inform the selection of
models for future forecasts. Importantly, my new methodology is no longer reliant on a sample
splitting point, which is directly connected to the two limitations of the existing out-of-sample
tests. I demonstrate that my methodology performs well across a variety of applications, and
my test has high power against a range of fixed and local alternatives.
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3.9 Appendix A.
Assume the true data generating process for {yt}Tt=1 follows an AR(1) process:
yt = ρyt−1 + εt, εt ∼ i.i.d.(0, σ2), |ρ| < 1,
where εt is a m.d.s. Assume one uses two simple models to forecast yt one-step ahead:
• Model A uses ŷt+1|t = 0 for all t = 1, · · · , T as a forecast for yt+1;
• Model B uses ŷt+1|t = 0.1 for all t = 1, · · · , T as a forecast for yt+1;
Assume also that the forecaster uses the mean squared error (MSE) to assess the quality of the
forecasts, i.e.
LAt = E
[(
yt+1 − ŷt+1|t
)2 |Ft] = ρ2y2t + σ2,
and
LBt = E
[(
yt+1 − ŷt+1|t
)2 |Ft] = ρ2y2t + σ2 − 0.2ρyt + 0.01,
and therefore
∆LABt = LAt − LBt = 0.01− 0.2ρyt. (3.22)
From eq.(3.22) it then follows that

∆LABt ≤ 0 if yt > 0.05/ρ,
∆LABt > 0 if yt < 0.05/ρ.
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3.10 Appendix B.
This Appendix presents proofs of the theoretical results. Throughout the proofs for brevity of
notation I will drop the second subscript, i.e. for any variable Xt,T I will just write Xt.
Proof of Theorem 1.
The proof is based on that of Kristensen (2012) by extending the notation to accommodate the
locally linear estimator of θ(t/T ). I first lay out the notation used in establishing Theorem 1,
since the rest of subsequent theory will use the same notation. Recall that I model ∆Lt as the
following varying-coefficient model:
∆Lt = ρ0(t/T ) +
d∑
t=1
ρj(t/T )∆Lt−j + ξt, ξt = σ(t/T )εt.
I further make use of the following notation: Xt = (1,∆Lt−1, · · · ,∆Lt−d)T and ρ(t/T ) =
(ρ0(t/T ), ρ1(t/T ), · · · , ρd(t/T ))T . In addition, using the first-order Taylor approximation I have:
ρj(t/T ) = aj + bj (t/T − u) + o (t/T − u) , 0 ≤ j ≤ d,
where aj = ρj(u) and bj = ρ˙j(u). Denote further by Zt =
(
XTt ,XTt (t/T − u)
)T
and θ = θ(u) =(
ρT (u), ρ˙T (u)
)T
. Then the locally weighted least squares is
θ̂(u) = arg min
θ
T∑
t=1
Kh1 (t/T − u)
(
∆Lt − ZTt θ
)2
. (3.23)
Minimising (3.23) with respect to θ provides the local linear estimator of ρj(u), denoted by
ρ̂j(u), which are the first (d+1) elements of θ̂ and the local linear estimator of the derivatives of
ρj(u), denoted by ̂˙ρj(u), which are the last (d+ 1) elements of θ̂. It is straightforward to show
that
θ̂(u) =
ΣT,0(u) ΣT,1(u)
ΣT,1(u) ΣT,2(u)
−1WT,0(u)
WT,1(u)
 = Σ−1T (u)WT (u),
where
ΣT,m(u) =
1
T
T∑
t=1
Kh1 (t/T − u)
(
t/T − u)mXtXTt , for m = 0, 1, 2,
and
WT,m(u) =
1
T
T∑
t=1
Kh1 (t/T − u)
(
t/T − u)mXt∆Lt, for m = 0, 1.
Recall that Ωt,T ≡ E
[
XtXTt
]
= Ω(t/T ) + o(1) and H = diag (Id+1, h1Id+1) with Id+1 being
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the (d+ 1)× (d+ 1) identity matrix. In addition, I define the following quantities:
V (t/T, u) = ρ(t/T )− {ρ(u) + ρ˙(u)(t/T − u) + 1
2
ρ¨(u)(t/T − u)2} (3.24)
W˜T,m(u) =
1
T
T∑
t=1
Kh1 (t/T − u)
(
t/T − u)mXtξt, BT,m(u) = 1
2
ΣT,m+2(u)ρ¨(u),
and
RT,m(u) =
1
T
T∑
t=1
Kh1 (t/T − u) (t/T − u)mXtXTt V (t/T, u). (3.25)
With the above notation I can rewrite WT,m for m = 0, 1 as follows:
WT,m = ΣT,m(u)ρ(u) + ΣT,m+1(u)ρ˙(u) + W˜T,m(u) + BT,m(u) + RT,m(u).
Then it holds that
θ̂(u)− θ(u)− Σ−1T (u)BT (u)− Σ−1T (u)RT (u) = Σ−1T (u)W˜T (u). (3.26)
To establish the proof of Theorem 1 it remains to show the following results:
(C1) supθ∈Ih1 ‖θ̂(u)− θ(u)‖ = Op
(√
log T
Th1
+ h21
)
, where Ih1 := [Ch1, 1−Ch1] and C1 > 0 such
that Ch1 → 0 and 1/C1 → 0,
(C2) H{θ̂(u)− θ(u)} = h21B1(u) + op(1), and
(C3)
√
Th1H
−1W˜T (u)
d−→ N (0,Vθ(θ)) , where B1(u) and Vθ(u) are given in Theorem 1.
Proof of (C1) and (C2). In light of Assumptions A1 and A2 the process ∆Lt is strongly
mixing and supt,T E [|∆Lt|s] <∞ for s > 4, see Orbe et. al.(2005) Lemma A4 for a proof of this
result. Once the mixing condition of ∆Lt is established as well as the finiteness of its moments,
in conjunction with Assumptions A1−A3 we now satisfy e.g. Assumptions A1−A6 for Theorem
1 in Kristensen (2009) or Assumptions K1 − K3 for Theorem 4.1 in Vogt (2012) to conclude
that
sup
θ∈Ih1
‖θ̂(u)− θ(u)‖ = Op
(√
log T
Th1
+ h21
)
,
where Ih1 := [Ch1, 1 − Ch1] and C1 > 0 such that Ch1 → 0 and 1/C1 → 0. To establish (C2)
note that V (t/T, u) = op(h
2
1) and we therefore can ignore this term and focus on BT.m(u) for
m = 0, 1.
First consider ΣT,m(u) terms. Using Riemann sum approximation of an integral the following
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holds:
h−m1 E [ΣT,m(u)] =
1
T
T∑
t=1
E
[
XtXTt Kh1 (t/T − u)
(
t/T − u
h1
)m]
=
=
1
T
T∑
t=1
Kh1 (t/T − u)
(
t/T − u
h1
)m
Ω(t/T ) + o(1) =
1∫
−1
ymK(y)Ω(u+ yh1)dy + o(1) =
= λmΩ(u) + o(1).
Therefore it holds that
h−m1 ΣT,m(u) = λmΩ(u)
{
1 + op
}
, i.e. h−m1 ΣT,m(u)
p−→ λmΩ(u), (3.27)
and
H−1BT (u) =
h21
2
λ2Ω(u)
0
⊗ ρ¨(u) + op(h21), (3.28)
We can therefore re-write (3.26) as follows:
√
Th1
H{θ̂(u)− θ(u)} − h21
2
λ2Ω(u)
0
⊗ ρ¨(u) + op(h21)
 =
=
(
H−1ΣT (u)H−1
)−1√
Th1H
−1W˜T (u) = Σ(u)−1
√
Th1H
−1W˜T (u){1 + op(1)} = Op(1),
(3.29)
where in light of (3.27)
Σ(u) =
Ω(u) 0
0 λ2Ω(u)
 .
Proof of (C3). Define Y mt,T := h
−m−1/2
1 K
(
t/T−u
h1
)
(t/T − u)mXtξt, which is a martingale
difference sequence w.r.t. Ft = σ(∆Lt, εt,∆Lt−1, εt−1, · · · ). To complete the proof of (C3) it
suffices to verify Lemma B.13 in Kristensen (2012) for Y mt,T , m = 0, 1. In particular, as Th1 →∞
1
T
T∑
t=1
E
[
Y mt,T (Y
m
t,T )
′] = 1
Th1
T∑
t=1
K
(
t/T − u
h1
)2( t/T − u
h1
)2m
Ω(t/T )σ(t/T )2 + o(1) =
=
1
h1
1∫
−1
K2
(
y − u
h1
)(
y − u
h1
)2m
σ2(y)Ω(y)dy + o(1) = ν2mσ
2(u)Ω(u) + o(1),
and
145
1T 1+δ/2
T∑
t=1
E
[
‖Y mt,T ‖2+δ
]
=
1
(Th1)1+δ/2
T∑
t=1
K2+δ
(
t/T − u
h1
)(
t/T − u
h1
)(2+δ)m
E
[
‖Xt‖2+δ|εt|2+δ
]
=
=
C
(Th1)δ/2
σ2+δ(u)
−1∫
1K2+δ(y)ym(2+δ)dy = o(1).
Therefore
√
Th1H
−1W˜T
d−→ N (0, Ξ[u]), where
Ξ(u) =
ν0σ2(u)Ω(u) 0
0 ν2σ
2(u)Ω(u)
 ,
Combining all of the above with (3.29), it then follows that
√
Th1
H{θ̂(u)− θ(u)} − h21
2
λ2Ω(u)
0
⊗ ρ¨(u) + op(h21)
 d−→ N (0, Σ(u)−1Ξ(u)Σ(u)−1) ,
which completes the proof of Theorem 1. .
Proof of Theorem 2.
Define the estimated errors ξ̂t:
ξ̂t = ∆Lt − ZTt θ̂(t/T ) = ZTt θ(t/T ) + ξt − ZTt θ̂(t/T ) = ZTt
{
θ(t/T )− θ̂(t/T )
}
+ ξt.
Running the local constant nonparametric regression of ξ̂2t on rescaled time I get:
σ̂2(u) =
1
T
T∑
t=1
Kh2 (t/T − u) ξ̂2t
1
T
T∑
t=1
Kh2 (t/T − u)
.
Note also that
ξ̂2t = ZTt
{
θ(t/T )− θ̂(t/T )
}{
θ(t/T )− θ̂(t/T )
}T
Zt + ξ2t + 2ZTt
{
θ(t/T )− θ̂(t/T )
}
ξt,
and therefore
ξ̂2t − ξ2t =
{
θ(t/T )− θ̂(t/T )
}T
ZtZTt
{
θ(t/T )− θ̂(t/T )
}
+ 2
{
θ(t/T )− θ̂(t/T )
}T
Ztξt =
=
{
θ(t/T )− θ̂(t/T )
}T
ZtZTt
{
θ(t/T )− θ̂(t/T )
}
− 2
{
θ̂(t/T )− θ(t/T )
}T
Ztξt.
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I therefore can write:
σ̂2(u)− σ2(u) =
{
1
T f̂(u)
T∑
t=1
Kh2 (t/T − h)
[
ξ̂2t − σ2(u)
]}
{1 + op(1)} =
=
1
T f̂(u)
T∑
t=1
Kh2 (t/T − u)
[(
ZTt
{
θ(t/T )− θ̂(t/T )
}{
θ(t/T )− θ̂(t/T )
}T
Zt + σ2(t/T )ε2t+
− 2ZTt
{
θ̂(t/T )− θ(t/T )
}
σ(t/T )εt
)
− σ2(u)
]
=
=
1
T f̂(u)
T∑
t=1
Kh2 (t/T − u)
[
σ2(t/T )− σ2(u)]+ 1
T f̂(u)
T∑
t=1
Kh2 (t/T − u)σ2(t/T )
{
ε2t − 1
}
+
− 2
T f̂(u)
T∑
t=1
Kh2 (t/T − u)ZTt {θ̂(t/T )− θ(t/T )}σ(t/T )εt+
+
1
T f̂(u)
T∑
t=1
Kh2 (t/T − u)ZTt
{
θ(t/T )− θ̂(t/T )
}{
θ(t/T )− θ̂(t/T )
}T
Zt.
To make it easier to work with the above expression, I write it as follows:
σ̂2(u)− σ2(u) = 1
f̂(u)
(
Î1(u) + Î2(u) + Î3(u) + Î4(u)− σ2(u)f̂(u)
)
,
with
f̂(u) =
1
T
T∑
t=1
Kh2 (t/T − u) ,
Î1(u) = 1
T
T∑
t=1
Kh2 (t/T − u)σ2(t/T ),
Î2(u) = 1
T
T∑
t=1
Kh2 (t/T − u)σ2(t/T ){ε2t − 1},
Î3(u) = − 2
T
T∑
t=1
Kh2 (t/T − u)ZTt {θ̂(t/T )− θ(t/T )}σ(t/T )εt
and
Î4(u) = 1
T
T∑
t=1
Kh2 (t/T − u)ZTt {θ̂(t/T )− θ(t/T )}{θ̂(t/T )− θ(t/T )}TZt.
I start by deriving some preliminary results for the expressions above:
i) By applying Theorem 4.1 in Vogt (2012) by setting d = 0 and Wt,T = 1 I arrive at the
following result:
sup
u∈Ih2
∣∣∣∣f̂(u)− f(u)∣∣∣∣ = op(1). (3.30)
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Moreover, (3.30) together with an extra condition that infu∈[0,1] f(u) > 0 implies that
sup
u∈(0,1)
f̂(u)−1 = Op(1).
ii) By applying Theorem 4.1 in Vogt (2012) by setting d = 0 and Wt,T = Î1(u) − σ2(u)f̂(u)
I arrive at the following result:
sup
u∈Ih2
∣∣∣∣Î1(u)− σ2(u)f̂(u)− E [Î1(u)− σ2(u)f̂(u)] ∣∣∣∣ = Op
(√
log T
Th2
)
.
iii)
sup
u∈Ih2
∣∣∣∣E [Î1(u)− σ2(u)f̂(u)] ∣∣∣∣ = Op (h22) .
(iv)
sup
u∈Ih2
∣∣∣∣Î2(u)∣∣∣∣ = Op
(√
log T
Th2
)
.
(v)
sup
u∈Ih2
∣∣∣∣Î3(u)∣∣∣∣ = Op
(
1
Th1
√
log T
Th2
)
.
(vi)
sup
u∈Ih2
∣∣∣∣Î4(u)− I4(u)∣∣∣∣ = Op
(
1
T 2h21
√
log T
Th2
)
.
Proof of (iv). First I re-write I2(u) as follows:
Î2(u) = 1
T
T∑
t=1
Kh2 (t/T − u)
[
σ2(t/T )− σ2(u)] {ε2t − 1}+ 1T
T∑
t=1
Kh2 (t/T − u)σ2(u){ε2t − 1}.
Therefore using the fact that |t/T − u| ≤ h? := min{h1, h2}:
∣∣∣∣Î2(u)∣∣∣∣ = 1T
T∑
t=1
∣∣∣∣Kh2 (t/T − u)]{ε2t − 1}∣∣∣∣∣∣∣∣σ2(t/T )− σ2(u)∣∣∣∣+
+
∣∣∣∣ 1T
T∑
t=1
Kh2 (t/T − u)σ2(u){ε2t − 1}
∣∣∣∣ ≤
≤ Ch?
∣∣∣∣ 1T
T∑
t=1
Kh2 (t/T − u)]{ε2t − 1}
∣∣∣∣+ ∣∣∣∣ 1T
T∑
t=1
Kh2 (t/T − u)σ2(u){ε2t − 1}
∣∣∣∣.
Applying Theorem 4.1. of Vogt (2012) by setting d = 0 and Wt,T = ε
2
t − 1, I arrive at the
following result:
sup
u∈Ih2
∣∣∣∣Î2(u)∣∣∣∣ = Op
(√
log T
Th2
)
.
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Proof of (v). I next turn to Î3:
Î3(u) = 1
T
T∑
t=1
Kh2 (t/T − u)ZTt {θ̂(t/T )− θ(t/T )}ξt =
=
1
T
T∑
t=1
Kh2 (t/T − u) ξtZTt
[
Σ−1T (u)BT (u) + Σ
−1
T (u)W˜T (u)
]
= Î31(u) + Î32(u).
In addition, for the simplicity of exposition of further results, I partition Σ(u)−1 into 4 subma-
trices each of dimension (d+ 1)× (d+ 1):
Σ(u)−1 =
Σ˜11(u) Σ˜12(u)
Σ˜21(u) Σ˜22(u)
 .
In addition I denote {ρ¨(u)}1:(d+1) denotes the first d+ 1 elements of ρ¨(u) and {ρ¨(u)}(d+2):2(d+1)
denotes the last d+ 1 elements of ρ¨(u). I start with Î31(u):
Î31(u) = 1
T
T∑
t=1
Kh2 (t/T − u) ξtZTt Σ−1T (u)BT (u) =
=
1
T
T∑
t=1
Kh2 (t/T − u) ξtZTt H−1
[
H−1ΣT (u)H−1
]−1
H−1BT (u) =
=
1
T
T∑
t=1
Kh2 (t/T − u) ξtZTt H−1
[
Σ−1(u) + op(1)
]
H−1BT (u) =
=
1
T
T∑
t=1
Kh2 (t/T − u) ξtZTt H−1Σ−1(u)H−1BT (u) =
=
1
T
T∑
t=1
Kh2 (t/T − u) ξttr
[
ZTt H−1Σ−1(u)H−1BT (u)
]
=
=
1
T
T∑
t=1
Kh2 (t/T − u) ξttr
[
Σ−1(u)H−1BT (u)ZTt H−1
]
=
1
T 2
T∑
t=1
Kh2 (t/T − u) ξt×
×
{
T∑
t=1
Kh1 (t/T − u) (t/T − u)2 tr
[
Σ˜11(u)H
−1XtXTt {ρ¨(u)}1:(d+1)XTt H−1
]
+
+
T∑
t=1
Kh1 (t/T − u) (t/T − u)4 tr
[
Σ˜22(u)H
−1XtXTt {ρ¨(u)}(d+2):2(d+1)XTt H−1
]}
=
=
h21
T 2h1h2
T∑
t=1
T∑
s=1
K
(
t/T − u
h2
)
ξtK
(
s/T − u
h1
)
×
×
{(
s/T − u
h1
)2
tr
[
Σ˜11(u)XsXTs {ρ¨(u)}1:(d+1)XTs
]
+
+
(
s/T − u
h1
)4
tr
[
Σ˜22(u)XsXTs {ρ¨(u)}(d+2):2(d+1)XTs
]}
.
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Therefore, provided |K (x) | ≤ 1:
∣∣∣∣Î31(u)∣∣∣∣ ≤ h21Th1h2
∣∣∣∣∣ 1T
T∑
t=1
T∑
s=1
K
(
t/T − u
h2
)
ξtK
(
s/T − u
h1
)
×
×
{(
s/T − u
h1
)2
tr
[
Σ˜11(u)XsXTs {ρ¨(u)}1:(d+1)XTs
]
+
+
(
s/T − u
h1
)4
tr
[
Σ˜22(u)XsXTs {ρ¨(u)}(d+2):2(d+1)XTs
]}∣∣∣∣∣ ≤
≤ h
2
1
Th1h2
∣∣∣∣∣ 1T
T∑
t=1
K
(
t/T − u
h2
)
K
(
t/T − u
h1
)
ξt
{(
t/T − u
h1
)2
tr
[
Σ˜11(u)XtXTt {ρ¨(u)}1:(d+1)XTt
]
+
+
(
t/T − u
h1
)4
tr
[
Σ˜22(u)XtXTt {ρ¨(u)}(d+2):2(d+1)XTt
]}∣∣∣∣∣ ≤
≤ h
2
1
Th1
∣∣∣∣∣ 1Th2
T∑
t=1
K
(
t/T − u
h2
)
ξt
{(
t/T − u
h1
)2
tr
[
Σ˜11(u)XtXTt {ρ¨(u)}1:(d+1)XTt
]
+
+
(
t/T − u
h1
)4
tr
[
Σ˜22(u)XtXTt {ρ¨(u)}(d+2):2(d+1)XTt
]}∣∣∣∣∣
Finally applying Theorem 4.1 in Vogt (2012) by setting d = 0 and
Wt,T = ξt
(
t/T − u
h1
)j
tr
[
Σ˜ii(u)XtXTt {ρ¨(u)}1:(d+1)XTt
]
, for i = 1, 2 and j = 2, 4.
yields the final result:
sup
u∈Ih2
∣∣∣∣Î31(u)∣∣∣∣ = Op
(
h1
T
√
log T
Th2
)
. (3.31)
I now consider Î32(u):
Î32(u) = 1
T
T∑
t=1
Kh2 (t/T − u) ξtZTt H−1
(
H−1ΣT (u)H−1
)−1
H−1W˜T (u) =
=
1
T 2
T∑
t=1
Kh2 (t/T − u) ξtZTt H−1Σ−1(u)
T∑
t=1
Kh1 (t/T − u)H−1Ztξt =
=
1
T 2
T∑
t=1
Kh2 (t/T − u)Kh1 (t/T − u) ξ2tZTt H−1Σ−1(u)H−1Zt+
+
2
T 2
T−1∑
j=1
Kh2 (t/T − u)Kh1 ((t− j)/T − u) ξtξt−jZTt H−1Σ−1(u)H−1Zt−j .
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In addition, it holds that
∣∣∣∣Î32(u)∣∣∣∣ = ∣∣∣∣ 1T 2
T∑
t=1
Kh2 (t/T − u)Kh1 (t/T − u) ξ2tZTt H−1Σ−1(u)H−1Zt+
+
2
T 2
T−1∑
j=1
Kh2 (t/T − u)Kh1 ((t− j)/T − u) ξtξt−jZTt H−1Σ−1(u)H−1Zt−j
∣∣∣∣ ≤
≤ 1
Th1
∣∣∣∣ 1T
T∑
t=1
Kh2 (t/T − u) ξ2tZTt H−1Σ−1(u)H−1Zt
∣∣∣∣+
+
2
Th1
∣∣∣∣ 1T
T−1∑
j=1
Kh2 (t/T − u) ξtξt−jZTt H−1Σ−1(u)H−1Zt−j
∣∣∣∣.
Therefore applying Theorem 4.1 of Vogt (2012) to the appropriate terms in the above expression
I arrive at the following results:
sup
u∈Ih2
∣∣∣∣Î32 − E [Î32] ∣∣∣∣ = Op
(
1
Th1
√
log T
Th2
)
, (3.32)
and
sup
u∈Ih2
∣∣∣∣E [Î32 − I32] ∣∣∣∣ = Op( 1Th1
)
(3.33)
and
sup
u∈Ih2
∣∣∣∣Î32(u)− I32∣∣∣∣ = Op
(
1
Th1
√
log T
Th2
)
. (3.34)
Combining (3.31)-(3.34) yields:
sup
u∈Ih2
∣∣∣∣Î3(u)− I3(u)∣∣∣∣ = Op
(
1
Th1
√
log T
Th2
)
.
Proof of (vi). Finally I address Î4(u) term:
Î4(u) =
=
1
T
T∑
t
Kh2 (t/T − u)Zt
[
Σ−1T (u)BT (u)+Σ
−1
T (u)W˜T (u)
][
Σ−1T (u)BT (u)+Σ
−1
T (u)W˜T (u)
]T
Zt =
=
1
T
T∑
t
Kh2 (t/T − u) tr
{
Zt
[
Σ−1T (u)BT (u) + Σ
−1
T (u)W˜T (u)
]
×
×
[
Σ−1T (u)BT (u) + Σ
−1
T (u)W˜T (u)
]T
Zt
}
=
1
T
T∑
t
Kh2 (t/T − u) tr
{[
Σ−1T (u)
(
BT (u)BTT (u)+
+ 2BT (u)W˜ TT (u) + W˜T (u)W˜ TT (u)
)
Σ−1T (u)
]
ZtZTt
}
.
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Taking the expectation of the above expression, I arrive at
E
[
Î4(u)
]
=
1
T
E
T∑
t
Kh2 (t/T − u) tr
{[
Σ−1T (u)
(
BT (u)BTT (u)+
+ 2BT (u)W˜ TT (u) + W˜T (u)W˜ TT (u)
)
Σ−1T (u)
]
ZtZTt
}
=
=
1
T
E
T∑
t
Kh2 (t/T − u) tr
{[(
H−1ΣT (u)H−1
)−1(
H−1BT (u)BTT (u)H−1+
+H−1W˜T (u)W˜ TT (u)H
−1
)(
H−1ΣT (u)H−1
) ]
ZtZTt
}
=
=
1
T
E
{
Kh2 (t/T − u) tr
[
Σ−1(u)
(
H−1BT (u)BTT (u)H−1+
+H−1W˜T (u)W˜ TT (u)H
−1
)
Σ−1(u)ZtZTt
]}
.
Using similar steps as for proving v) I arrive at the following result:
sup
u∈Ih2
∣∣∣∣Î4(u)− I4(u)∣∣∣∣ = Op
(
1
T 2h21
√
log T
Th2
)
.
And finally combining results from (i)-(vi) yields:
sup
u∈Ih2
∣∣∣∣σ̂2(u)− σ2(u)∣∣∣∣ = Op
(√
log T
Th2
+ h22
)
, (3.35)
which completes the proof. 
Proofs of Theorems 3-6.
In what follows I show the proof of Theorem 6 for the extended statistics S ′T since the basic
statistics ST (without an extra weighting φ(u)) is nested in S ′T and can be obtained by setting
φ(u) = 1 ∀ u ∈ [0, 1]. Proofs of Theorems 3 and 4 can be obtained as a special case of the
proof of Theorem 6, i.e. by setting the function 4 to zero in the proofs. Proof of Theorem 5 is
straightforward provided the proof of Theorems 3 and therefore is omitted. I start by rewriting
the test statistics S ′T , normalised by its rate as follows:
√
TS ′T =
√
T√
Φ
1∫
0
φ(u)τ̂(u)du =
√
T
1∫
0
[VT (u) + BT (u)] du,
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where Φ =
1∫
0
φ2(u)du and with the notation from (3.26) I can write
VT (u) =
√
h1φ(u)XTt (u)Σ−1T,0(u)W˜T,0(u)√
Φσ(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
,
and
BT (u) = 1
2
φ(u)h21X
T
t (u)Σ
−1
T,0(u)
(
ΣT,2(u)ρ¨(u) + RT,0(u)
)
√
Φσ(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
+
+ cT 4 (u) + cT
{
4 (t/T )−4(u)
}
,
where I used Theorem 2 to substitute σ̂(u) with σ(u) and where RT,0(u) is the residual part,
defined in (3.24)-(3.25) and
ΣT,m(u) =
1
T
T∑
t=1
Kh1 (t/T − u) (t/T − u)mXtXTt ,
W˜T,0(u) =
1
T
T∑
t=1
Kh1 (t/T − u)Xtξt,
where again recall that for brevity I write Xt to abbreviate Xt,T . Proof of the Theorem 6 follows
from the following two lemmas.
Lemma 1. Under the assumptions (A1)-(A5), it holds that
√
T
1∫
0
VT (u)du
d−→ N (0, 1) .
Lemma 2. Under the assumptions (A1)-(A5), it holds that
√
T
1∫
0
BT (u)du =
1∫
0
4(u)du+ h21
√
TBT + op(1),
where
BT =
1
2
√
Φ
1∫
0
φ(u)λ2XTt (u)ρ¨(u)
σ(u)
√
ν0XTt (u)Ω−1(u)Xt(u)
du.
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Proof of Lemma 1.
For the ease of exposition I will need to introduce some further notation. First, denote by
δ(u) = σ(u)
√
ν0XTt (u)Ω−1(u)Xt(u) and denote by Yt,T the following quantity:
Yt,T =
√
h1√
TΦ
1∫
0
δ−1(u)φ(u)XTt (u)Σ−1T,0(u)Kh1 (t/T − u)Xtξtdu.
It is then straightforward to verify that Yt,T is a martingale difference array since conditional
on the Xt,T :
E [Yt,T |Ft−1,T ,Xt,T ] =
√
h1√
TΦ
1∫
0
δ−1(u)φ(u)XTt (u)Ω−1(u)Kh1 (t/T − u)E [Xtξt|Ft−1,T ] du+o(1) = 0,
where Ft−1,T := σ (Xs,T , ξs,T : s ≤ t− 1) denotes the sigma-algebra induced by the history of
Xt,T and ξt,T . I can therefore apply the central limit theorem for the martingale difference arrays
(e.g. Theorem 3.2 in Hall and Heyde (1980)) to establish that
T∑
t=1
Yt,T is asymptotically normal.
For applying Theorem 3.2 in Hall and Heyde (1980), it suffices to verify the following conditions:
(C1)
T∑
t=1
E
[
Y 2t,T |Ft−1,T ,Xt,T
]
p−→ V1,
(C2) for every  > 0, it holds that
∑
t
E
[
Y 2t,T {|Yt,T > |}|Ft−1,T ,Xt,T
]
p−→ 0.
Proof of (C1).
I first calculate Y 2t,T , which is given by the following expression:
Y 2t,T =
h1
TΦ
 1∫
0
δ−1(u)φ(u)XTt (u)Σ−1T,0(u)Kh1 (t/T − u)Xtξt
2 =
=
h1
TΦ
1∫
0
δ−2(u)φ2(u)K2h1 (t/T − u) ξ2tXTt (u)Ω−1(u)XtXTt Ω−1(u)Xt(u)du+
+
h1
TΦ
1∫
0
1∫
0
δ−2(u)φ2(u)Kh1 (t/T − u)Kh1
(
t/T − u′) ξ2tXTt (u)Ω−1(u)XtXTt Ω−1(u′)Xt(u′)dudu′+op(1).
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Taking expectation of the above expression
T∑
t=1
E
[
Y 2t,T |Xt(u)
]
=
=
h1
TΦ
T∑
t=1
1∫
0
δ−2(u)φ2(u)K2h1 (t/T − u)σ2(t/T )XTt (u)Ω−1(u)E
[
ε2tXtXTt
]
Ω−1(u)Xt(u)du+
+
h1
TΦ
1∑
0
1∫
0
1∫
0
δ−2(u)φ2(u)Kh1 (t/T − u)Kh1
(
t/T − u′)σ2(t/T )E [XTt (u)ε2tXtXTt Ω−1(u′)Xt(u′)] dudu′ =
==
1
h1Φ
1∫
0
1∫
0
δ−2(u)φ2(u)K2
(
y − u
h1
)
σ2(y)XTt (u)Ω−1(u)Xt(u)dudy =
=
1
Φ
1∫
0
δ−2(u)φ2(u)ν0σ2(u)XTt (u)Ω−1(u)Xt(u)du =
1
Ψ
1∫
0
φ2(u)du = 1,
where I used the fact that δ−2(u) = σ2(u)ν0XTt (u)Ω−1(u)Xt. I now establish the following
intermediate result. I calculate the covariance between
√
Th1W˜T,0(u) and
√
Th1W˜T,0(u
′) for
generic rescaled time points u, u′ ∈ [0, 1]. Without loss of generality, assume that u′ < u for
(u− h1)T ≤ t ≤ (u+ h1)T and (u′ − h1)T ≤ t ≤ (u′ + h1)T , then it holds that
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E(
h1
T
T∑
t=1
Kh1 (t/T − u)Xt(u)σ(t/T )εt
T∑
t=1
Kh1
(
t/T − u′)XTt (u′)σ(t/T )εt
)
=
= E
h1
T
(u+h)T∑
t=(u−h)T
Kh1 (t/T − u)Xt(u)σ(t/T )εt
(u′+h)T∑
t=(u′−h)T
Kh1 (t/T − u)XTt (u′)σ(t/T )εt
 =
= E
{
h1
T
[ (u′+h)T−1∑
t=(u−h)T
Kh1 (t/T − u)Xt(u)σ(t/T )εt +
(u+h)T∑
t=(u′+h)T
Kh1 (t/T − u)Xt(u)σ(t/T )εt
]
×
×
[ (u−h)T−1∑
t=(u′−h)T
Kh1
(
t/T − u′)XTt (u′)σ(t/T )εt + (u′+h)T∑
t=(u−h)T
Kh1
(
t/T − u′)XTt (u′)σ(t/T )εt]
}
=
= E
{
h1
T
(u′+h)T−1∑
t=(u−h)T
Kh1 (t/T − u)Xt(u)σ(t/T )εt
(u−h)T−1∑
t=(u′−h)T
Kh1
(
t/T − u′)XTt (u′)σ(t/T )εt+
+
h1
T
(u′+h)T−1∑
t=(u−h)T
Kh1 (t/T − u)Xt(u)σ(t/T )εt
(u′+h)T∑
t=(u−h)T
Kh1
(
t/T − u′)XTt (u′)σ(t/T )εt+
+
h1
T
(u+h)T∑
t=(u′+h)T
Kh1 (t/T − u)Xt(u)σ(t/T )εt
(u−h)T−1∑
t=(u′−h)T
Kh1
(
t/T − u′)XTt (u′)σ(t/T )εt+
+
h1
T
(u+h)T∑
t=(u′+h)T
Kh1 (t/T − u)Xt(u)σ(t/T )εt
(u′+h)T∑
t=(u−h)T
Kh1
(
t/T − u′)XTt (u′)σ(t/T )εt
}
=
=
h1
T
E
 (u′+h)T∑
t=(u−h)T
Kh1 (t/T − u)Xt(u)σ(t/T )εt
(u′+h)T∑
t=(u−h)T
Kh1
(
t/T − u′)XTt (u′)σ(t/T )εt
 =
h1
T
E
{
(u′+h)T∑
t=(u−h)T
Kh1 (t/T − u)Kh1
(
t/T − u′)Xt(u)XTt (u′)σ2(t/T )ε2t+
+
(u′+h)T∑
t=(u−h)T
(u′+h)T∑
s=(u−h)T︸ ︷︷ ︸
t6=s
Kh1 (t/T − u)Kh1
(
s/T − u′)Xt(u)XTs (u′)σ(t/T )σ(s/T )εtεs
}
=
= h1E
(
Kh1 (t/T − u)Kh1
(
t/T − u′)Xt(u)XTt (u′)σ2(t/T )ε2t) =
=
h1
T
T∑
t=1
Kh1(t/T − u)Kh1(t/T − u′)Ω(t/T )σ2(t/T ) + o(1) =
=
1∫
0
K (y)K
(
y +
u− u′
h1
)
yσ2(yh1 + u)Ω(yh1 + u)dy = ν0σ
2(u)Ω(u) + o(1). 
Proof of (C2).
Provided that E|Xit|2+δ < ∞ ∀ i = 1, 2, · · · , d + 1 and ∀ t and E|εit|2+δ < ∞, then for any
large C <∞ I can further write the following:
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T∑
t=1
E
[
(Yt,T )
2 {|Yt,T | > }|Ft−1,T
]
≤
∑
t
E
[ |Yt,T |2+δ
|Yt,T |δ {|Yt,T | > }|Ft−1,T
]
=
=
∑
t
E
[
|Yt,T |2+δ{|Yt,T |1/δ > }|Ft−1,T
]
≤ 1
T δ/2δ
E
[
|Yt,T |2+δ
]
≤ C
T δ/2δ
p−→ 0.
Combining all of the above derivations proves Lemma 1. 
Proof of Lemma 2. First recall from (3.27) that
h−m1 ΣT,m = λmΩ(u){1 + op(1)} and h−m1 RT,m = op(h21).
With the notation introduced in the proof of Lemma 1, we can write
BT (u) = 1
2
√
Φ
h21φ(u)δ
−1(u)XTt (u)ρ¨(u)
1
T
T∑
t=1
Kh1 (t/T − u) (t/T − u)2XtXTt + cT 4 (u) + op(h21).
Setting cT = 1/
√
T , normalising BT (u) by
√
T and taking expectation yields:
E
√T 1∫
0
BT (u)du
 = √Th21
2
√
Φ
1∫
0
φ(u)XTt (u)λ2ρ¨(u)
σ(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
du+
1∫
0
4(u)du+ o(1),
which concludes the proof of Lemma 2. 
Proof of Theorem 7.
I start by deriving Pr (∆LT+1 ≤ 0) using my model (3.12):
Pr (∆LT+1 ≤ 0|FT ) = Pr
(
XTT+1ρ
(
T + 1
T
)
+ σ
(
T + 1
T
)
εT+1 ≤ 0|FT
)
=
= Pr
(
εT+1 ≤
−XTT+1ρ
(
T+1
T
)
σ
(
T+1
T
) ) .
Moreover, provided the assumption that
ρ
(
T + 1
T
)
≈ ρ
(
T
T
)
= ρ(1) and σ
(
T + 1
T
)
≈ σ
(
T
T
)
= σ(1).
It then holds that
Pr
(
εT+1 ≤
−XTT+1ρ
(
T+1
T
)
σ
(
T+1
T
) ) ≈ Pr(εT+1 ≤ −XTT+1ρ (1)
σ (1)
)
=: F (ε?(1)) ,
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where ε?(1) :=
−XTT+1ρ(1)
σ(1) . Now, conditional on the sample {∆Lt}Tt=1:
P̂ r (∆LT+1 ≤ 0) = F̂ (ε̂?(1)) = 1
T
T∑
t=1
1
(
ε̂t ≤
−XTT+1ρ̂ (1)
σ̂ (1)
)
, (3.36)
where ε̂?(1) :=
−XTT+1ρ̂(1)
σ̂(1) . Taking expectation of the above and using a first-order Taylor expan-
sion it holds that:
E
[
F̂ (ε̂?(1))
]
=
1
T
T∑
t=1
E
[
E
[
1
(
ε̂t ≤ ε̂?(1)
∣∣∣∣ε̂?)]
]
= E
[
E
[
1
(
ε̂t ≤ ε̂?(1)
∣∣∣∣ε̂?)]
]
=
= E
[
F (ε?(1)) + F ′ (ε?(1))
(
ε̂?(1)− ε?(1)
)
+ o(T−1/2)
]
=
= F (ε?(1)) + f(ε?(1))E
{(
ε̂?(1)− ε?(1)
)}
+ o(T−1/2).
Using a first-order Taylor expansion of ε̂? around ε?, it holds that:
ε̂?(1) =
−XTT+1ρ̂ (1)
σ̂(1)
=
−XTT+1ρ (1)
σ(1)
− X
T
T+1 [ρ̂(1)− ρ (1)]
σ̂(1)
+ XTT+1
ρ (1) [σ̂(1)− σ(1)]
σ̂2(1)
=
= ε?(1)− X
T
T+1 [ρ̂(1)− ρ (1)]
σ(1)
+
XTT+1ρ (1) [σ̂(1)− σ(1)]
σ2(1)
,
and therefore
E [ε̂?(1)− ε(1)] = 1
2σ2(1)
XT+1(1)
{
h21λ2ρ¨(1)σ(1) + h
2
2λ2σ¨(1)
}
=: B3(1).
Given that 1
(
ε̂t ≤ −X
T
T+1ρ̂(1)
σ̂(1)
)
is a Bernulli random variable and therefore
F̂ (ε̂?(1)) =
1
T
T∑
t=1
1
(
ε̂t ≤
−XTT+1ρ̂ (1)
σ̂ (1)
)
has a binomial distribution which as T →∞ becomes a normal distribution with the mean and
variance given by
var
(√
T F̂ (ε̂?(1))
)
= E
[
T F̂ (ε̂?(1))2
]
−
(
TE
[
F̂ (ε̂?(1))
] )2
=
= F (ε?(1))
(
1− F (ε?(1))
)
+ o(1).
Therefore, it holds that
√
T
[
F̂ (ε̂?(1))− F (ε?(1))− B3(1)
]
d−→ N
(
0, F (ε?(1))
(
1− F (ε?(1)) )), (3.37)
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where
B3(1) =
f (ε?(1))
2σ2(1)
XT+1(1)
{
h21λ2ρ¨(1)σ(1) + h
2
2λ2σ¨(1)
}
,
which completes the proof. 
Proof of Theorem 8.
The proof of the Theorem 8 closely follows original proof of Theorems 3-6 with the bootstrapped
quantities, denoted by ?. In particular, E?(·), var? (·) and P? (·) := P? (·|{∆Lt,T ,Xt,T }Tt=1) are
used to denote the expectation, variance and the distribution respectively conditional on the
sample {∆Lt,T ,Xt,T }Tt=1. I start by making use of the following notation:
√
TS?T =
√
T√
Φ
1∫
0
φ(u)τ̂?(u)du =
√
T
1∫
0
[V ?T (u) + B?T (u)] du,
where Φ =
1∫
0
φ2(u)du and with the notation from (3.26) I can write
V ?T (u) =
√
Th1φ(u)XTt (u)Σ−1T,0(u)W˜
?
T,0(u)√
Φσ̂?(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
, (3.38)
and
B?T (u) =
φ(u)√
Φ
τ?(u) +
√
Th1φ(u)h
2
1XTt (u)Σ
−1
T,0(u)
(
R˜?T (u) + op(h21)
)
√
Φσ̂?(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
, (3.39)
where I used Theorem 2 to substitute σ̂?(u) with σ?(u) and where the following notation is used:
ΣT,m(u) =
1
T
T∑
t=1
Kh1 (t/T − u) (t/T − u)mXt(u)XTt (u),
W˜ ?T,0(u) =
1
T
T∑
t=1
Kh1 (t/T − u)Xt(u)ξ?t ,
and
R˜?T (u) =
1
T
T∑
t=1
Kh1 (t/T − u)Xt(u)XTt
{
ρ(t/T )− ρ˜(u)
}
.
In what follows I need to show that under the conditions of Theorem 8, the following holds:
√
T
1∫
0
V ?T (u)du
d−→ N (0, 1) , (B1)
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conditional on the sample {∆Lt,T ,Xt,T } with probability tending to one, and
√
T
1∫
0
B?T (u)du = h21
√
TBT + op(1). (B2)
For the proofs of (B1) and (B2) I will be using the following notation from the proof of Lemma
1: denote by δ?(u) = σ?(u)
√
ν0Xt(u)Ω−1(u)Xt(u) and
Y ?t,T =
√
h1√
TΦ
1∫
0
δ−1,?(u)φ(u)XTt (u)Σ−1T,0(u)Kh1 (t/T − u)Xtξ?t du, (3.40)
where ξ?t = ξ̂tηt are the bootstrapped residuals. Note that since ηt are i.i.d. it then follows that ξ
?
t
have the same mixing properties as the original residuals ξt (see Theorem 5.2 in Bradley (2005)).
It is than straightforward to establish that Y ?t,T is also a martingale difference sequence and by
using uniform convergence results in Theorem 2, in what follows I establish that conditional on
the sample with probability one it holds that
√
T
1∫
0
B?T (u)du =
√
T
1∫
0
BT (u)du+ op(1), (B3)
and
P?
(√
T
∫ 1
0
V ?T (u)du ≤ x
)
p−→ Φ(x), (B4)
where Φ(x) is the standard Gaussian distribution. Therefore,
P?
(√
T (S?T − BT ) ≤ x
)
p−→ Φ(x),
which then completes the proof of Theorem 8. 
Below I prove (B3) and (B4). However, before proving (B3) and (B4), I first consider σ̂?(u). I
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can write
σ̂?(u) =
1
T
T∑
t=1
Kh2 (t/T − u) (ξ̂?t )2
1
T
T∑
t=1
Kh2 (t/T − u)
= f̂(u)−1
1
T
T∑
t=1
Kh2 (t/T − u) (ξ̂?t )2 =
= f̂(u)−1
1
T
T∑
t=1
Kh2 (t/T − u)
(
∆L?t − XTt ρ̂?(t/T )
)2
=
= f̂(u)−1
1
T
T∑
t=1
Kh2 (t/T − u)
(
XTt ρ˜(t/T ) + ξ?t − XTt ρ̂?(t/T )
)2
= f̂(u)−1
1
T
T∑
t=1
Kh2 (t/T − u) (ξ?t )2+
+ f̂(u)−1
1
T
T∑
t=1
Kh2 (t/T − u)XTt (ρ˜(t/T )− ρ̂?(t/T )) (ρ˜(t/T )− ρ̂?(t/T ))Xt+
+ 2f̂(u)−1
1
T
T∑
t=1
Kh2 (t/T − u) ξ?t (ρ˜(t/T )− ρ̂?(t/T )) .
Using results (i)-(vi) in the proof of Theorem 2, and the definition of ρ̂?(t/T ), it is then straight-
forward to establish that
sup
u∈Ih2
∣∣∣∣σ̂?(u)− σ?(u)∣∣∣∣ = Op
(√
log T
Th2
+ h22
)
, (3.41)
where Ih2 is defined in the statement of Theorem 2. I now prove (B3) and (B4). Using the result
in (3.41) I substitute σ̂?(u) with σ?(u) in the expressions of (3.38), (3.39) and (3.40).
Proof of B3.
It then holds that
√
T
1∫
0
B?T (u)du =
√
T√
Φ
1∫
0
φ(u)τ?(u)du+
√
T
1∫
0
√
Th1φ(u)h
2
1XTt (u)Σ
−1
T,0(u)
(
R˜?T (u) + op(h21)
)
√
Φσ̂?(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
du =
=
√
T
2
1∫
0
√
Th1φ(u)h
2
1XTt (u)Σ
−1
T,0(u)
(
ΣT,2(u)ρ¨(u) + op(h
2
1)
)
√
Φσ?(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
du =
=
√
T
1∫
0
BT (u)du+ op(1) , (3.42)
where in the second line of (3.42) I used the fact that
1∫
0
φ(u)τ?(u)du = 0 by construction in
(3.17)-(3.18). This completes the proof of (B3). 
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Proof of B4.
Denoting by ζt := ξtηt, it holds that
ξ?t := ξ̂tηt = (∆Lt − µ̂t) ηt = (µt + ξt − µ̂t) ηt =
= ξtηt + XTt
(
ρ̂(t/T )− ρ(t/T ))ηt = ζt + XTt (ρ̂(t/T )− ρ(t/T ))ηt.
First recall that ρ̂(u) − ρ(u) = Op
(√
log T
Th1
+ h21
)
, and the distribution of Y ?t,T in (3.40) will be
given by the expression involving ζt, i.e.
Y˜ ?t,T =
√
h1φ(u)XTt (u)Ω−1(u)
1∫
0
Kh1 (t/T − u)Xt(u)ζtdu
√
Φσ?(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
=
=
√
h1φ(u)XTt (u)Ω−1(u)
1∫
0
Kh1 (t/T − u)Xt(u)ξ?t du
√
Φσ?(u)
√
ν0Xt(u)TΩ−1(u)Xt(u)
,
where ζt := ξtηt. Note also, that provided the definition of ηt, the mixing properties of the
original residual sequence ξt (Theorem 5.2 of Bradley (2005)) are preserved by the new residual
ζt and therefore to establish (B4) I need to verify conditions (C1) and (C2). Since the proof
follows exactly the same steps as the one in the proof of Theorems 3-6, it is omitted. 
3.11 Appendix C.
This Appendix presents more results from the application section. In particular, I report results
for two more forecast horizons: k = 6 months and k = 12 months.
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Ĉ
0
.5
42
0
.5
00
0
.5
81
-0
.0
24
0.
00
5
0.
00
3
0.
00
6
-0
.0
82
0.
89
6
0.
86
4
0.
90
6
0.
02
2
0.
03
1
0.
02
7
0.
04
2
-0
.0
72
0.
8
6
9
0.
8
3
1
0
.9
0
1
0.
0
0
6
0.
0
0
0
0.
0
0
0
0.
0
0
1
-0
.0
2
8
0.
8
5
2
0.
8
1
9
0.
8
8
5
0.
0
1
1
0
.0
0
4
0
.0
0
3
0
.0
0
5
-0
.0
5
0
A
R
P̂
r T
+
1
F̂
I
l
F̂
I
u
Ĉ
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∆L
T
+
1
fo
r
th
e
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reca
st
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o
rizo
n
k
=
1
2
m
o
n
th
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P̂
r
T
+
1
is
an
ab
b
rev
iation
of
P̂
r
(∆L
T
+
1 ≤
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i.e.
th
e
fo
recasted
p
ro
b
a
b
ility
at
th
e
v
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en
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o
f
th
e
sa
m
p
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eren
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b
etw
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th
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n
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o
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r
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∆L
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L
L
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t
−
L
B
a
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t
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ich
P̂
r
(∆L
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+
1 ≤
0)
=
0.415
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ith
th
e
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d
in
g
forecast
in
terval
[0.387
,
0.457
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