In digital holography an object wave is numerically reconstructed from a recorded hologram. Using this technique it is possible to detect the position and size of particles in a 3D domain. In this work, particular focus is placed on quantification of particles with non-spherical morphologies. The in-line configuration is chosen due to the simplicity of the optical setup and minimal distortions of in-plane morphologies. However, this geometry is also characterized by a large depth-of-focus and high uncertainty in the detected depth. To quantify these uncertainties, this work begins with the definition of a non-dimensional model of hologram recording and reconstruction applied to single spherical and nonspherical particles. Typical CCD noise sources are included. Application of this model to two particle detection methods reveals the relevant merits and limitations of each particle detection method. From the lessons learned, a new hybrid particle detection method is proposed. Simulations indicate the hybrid method significantly improves upon the accuracy of the measured depth and particle morphologies. Furthermore, the proposed method automatically determines the optimum threshold for each particle, and, therefore, requires minimal user inputs. Finally, initial experimental results for spherical particles confirm the accuracy of the proposed hybrid method.
INTRODUCTION
Holography can be used to record and reconstruct the complex amplitude of a 3D optical field 1, 2 . In the recording step, both the amplitude and phase information are encoded in a hologram whose transmission function is proportional to the intensity of the interference pattern between the object wave and the reference wave. In the reconstruction step, the interference of the conjugate reference wave and the hologram yields an image of the object wave. This process is illustrated mathematically by 
Here E is the reconstructed complex amplitude, I 0 (x,y) is the recorded intensity of the hologram, E r * is the conjugate reference wave,  represents the convolution operation, and g(x,y,z) is the Rayleigh-Sommerfeld diffraction kernel with unit obliquity factor expressed as 
Here  is the wavelength, k is the wave number, and z is the propagation distance from the hologram. In digital holography, a CCD is used to record the hologram as a digital grayscale image and thus the cumbersome wet-chemical pre-processing of the hologram in analog holography is eliminated. In digital reconstruction, Eq. (1) 
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where  and Due to its simplicity, the in-line configuration has been extensively adopted for many practical applications, particularly in the measurement of particle fields [4] [5] [6] [7] [8] [9] [10] [11] [12] . Shown in Figure 1 is a typical in-line digital holography configuration for measurement of a particle field. The performance of this technique relies heavily on the accuracy of the measured depth (i.e., focus plane) of the particles. However, due to the limited aperture and the comparatively large pixel size of current imaging sensors, the depth of focus of digital holographic imaging system is large 13 . This considerably increases the uncertainties in depth measurement. For this reason, the first goal of the current work is to evaluate the accuracy of particle depth detection techniques and propose new techniques with improved accuracy.
In addition, for many practical applications, particles are characterized by non-spherical morphologies. However, most particle detection techniques in the literature have been calibrated for detection of spherical particles, and few have been specifically investigated for detection of non-spherical morphologies. Therefore, the second goal of this work is to quantify the accuracy of particle detection techniques for application to non-spherical particles. Particular attention is placed on the detection of opaque particles, as such particles can be readily modeled and have many practical applications.
Section 2 of this paper begins with a brief review of previous work. Next, § 3 outlines the development of a nondimensional model for the formation and reconstruction of synthetic holograms. With effects of digitization and noise added, the synthetic holograms are accurate representatives of holograms captured in real situations. Models of spherical and rectangular particles are evaluated and compared to existing particle depth determination methods over a wide range of non-dimensional parameters. Based on the lessons learned, § 4 present a new hybrid method which is experimentally verified in § 5.
PREVIOUS WORK
A basic approach to locate particles is to search for the intensity extremes of reconstructed particle images along the depth direction 10, 12, 14, 15 . Similarly, the sharpness of a particle can be used as the focus criterion 16, 17 . Other alternatives exist, for example Yang et al. develop a correlation coefficient (CC) method to locate particles in which the maximum CC value defines the focus plane [5] [6] [7] [8] . Also, Soulez et al. propose a depth refinement method by looking for the set of particle parameters at which the discrepancies between the model and the data are minimized statistically 18 . Although a thorough review of these and other methods is omitted here, in general current challenges can be summarized as the following: (1) Often focus criteria have been proposed without sufficient quantification of uncertainties 10, 12, 14, 15 . (2) Many particle detection techniques rely on an arbitrary choice of detection thresholds, and, as a consequence, detection accuracy is highly dependent on the user's ability to select an appropriate threshold. Finally, (3) the shape of particles to be detected is often assumed a-priori; therefore, many methods are not capable of measuring non-spherical particle morphologies 18 .
THEORETICAL ANALYSIS

Methodology
As discussed in the previous section, a number of methods have been proposed for estimation of particle position and shape from in-line, digital holograms. Here, the accuracy of a few of these methods is evaluated using simulated holograms of individual spherical and non-spherical, absorbing particles. As is often done in the literature 5, 18, 19 , complexities arising from 3D particle morphologies are ignored and each particle is modeled as a 2D opaque shape. A simple method for simulation of digital holograms involves the numerical propagation of the complex amplitude from the plane containing the simulated particle to the recording plane using Eq. (3) 8, 15, 17 . However, errors in the simulated hologram may be introduced due to discretization, the inherent periodicity of the FFT, and signal windowing. In addition to this, Eq. (3) will also later be used for reconstruction of the particle field, and use of the same numerical method for simulation and reconstruction may be problematic. To avoid these issues, in this work, simulated holograms are calculated from the analytic solution of the propagation equations. This choice has the additional advantage of yielding a non-dimensional model which allows for evaluation of accuracy in terms of non-dimensional parameters.
To begin, consider the case of a spherical particle modeled as an opaque disk of radius a (in the x-y plane) centered at (x = 0, y = 0, z = 0). It is assumed that the disk is illuminated by a plane reference wave propagating along the z-axis with uniform intensity, I r . An exact analytic solution for the intensity in the recording plane, I 0 , at distance z based on the solution of Eq. (1) is not available. However, an exact solution to the somewhat simpler Fresnel equation is available and can be written as:
Here, I 0 (;Z a )/I r is the non-dimensional intensity in the recording plane.  = ( .
Similarly, opaque rectangles of half width w and half height h, located at (x = 0, y = 0, z = 0), are used to model prototypical non-spherical particles. As was the case for the opaque disk, an exact solution to the Fresnel equation can be derived and is given by: Equations (4) and (5) provide an exact, non-dimensional expression for the intensity at the recording plane due to an opaque disk and opaque rectangle respectively. Next, the intensity is assumed to be sampled by a CCD with N pixels in the x-direction and M pixels in the y-direction, where the active area of each pixel is assumed to be of size x × y. In non-dimensional form, this pixel size is given by x/a × y/a or x/w × y/h when modeling the disk or rectangle respectively. In the results presented in the next subsection, a 100% fill factor is assumed such that the active area and physical size of each pixel is the same. Finally, to model the local signal averaging at each pixel, the exact nondimensional intensity is calculated on a grid which is ten times finer than the non-dimensional CCD grid, and then averaged onto the CCD grid.
Next, the effects of some important noise sources are added to the modeled signal. First, it is assumed that the CCD converts the analog signal to a digital signal with n bits of accuracy. It is further assumed that the constant reference intensity, I r , is converted to a digital value given by [2 n -1], where  is the percent of the full-scale output. Therefore, the effects of analog to digital conversion are introduced by scaling the non-dimensional intensity by [2 n -1] and rounding to the nearest integer value. Second, to model the effects of shot noise, thermally generated noise, readout noise and other random noise sources, normally distributed random integer values with a mean of zero and a standard deviation of
are added to all of the simulated pixel values. Here,  is the standard deviation of the noise as a percent of full scale output.
In summary, the preceding discussion outlines a non-dimensional model for hologram formation and recording when the object is a single opaque disk of radius a or a rectangle of half width w and half height h. The relevant non-dimensional parameters are (1) Z a = z/a 2 or Z w = z/w 2 for the disk and rectangle respectively, which can be considered as a nondimensional recording distance, (2) b = h/w which defines the aspect ratio of the rectangle, (3)  which quantifies the non-dimensional reference intensity, (4) x/a and y/a or x/w and y/h, which are the non-dimensional pixel sizes, (5) N which is the number of pixels in the x-direction, (6) M which is the number of pixels in the y-direction, (7) n which is the number of bits for analog to digital conversion, and (8)  the non-dimensional standard distribution of CCD noise.
To apply this model, it is also necessary to non-dimensionalize the reconstruction equation. As mentioned in § 1, the discrete form of the Rayleigh-Sommerfeld equation, Eq. (3), is often used to calculate the reconstructed signal. However, non-dimensionalization of Eq. (3), requires the definition of yet another non-dimensional parameter. To avoid further increasing the parameter space, when performing reconstruction of the simulations in this section, the Fresnel equation is utilized for reconstruction rather Eq. (3). By applying the same non-dimensional parameters as above, the discrete Fresnel equation, in convolution form, can be written as:
where I(X,Y;Z,b)/I r is the intensity in the reconstruction plane, and Equations (4)-(6) define a model for hologram formation, recording, and reconstruction in terms of non-dimensional parameters. These equations are programmed and evaluated with a MATLAB® script. In the results presented in the next section, six test cases are considered with the relevant parameters defined in Table 1 . These parameters are selected to span the range of conditions considered in the experiments presented in § 5 and other conditions expected in the intended application. For each test case, 20 different values of Z are simulated, and at each value of Z, ten separate holograms are calculated to allow for evaluations of the effects of the random noise on reconstruction accuracy. In total, 1200 separate hologram simulations are performed. Two methods to detect particle shape and position are evaluated: (1) particle detection based on intensity minimization in the depth direction, and (2) particle detection based on maximum edge sharpness in the depth direction. For both methods, the intensity is reconstructed at 1000 planes at depths between 0.9Z o and 1.1Z o where Z o is the actual value of Z a or Z w .
The minimum intensity method is based on the assumption that intensity within a reconstructed particle is minimized at the in-focus plane. To implement this method, the minimum intensity value and its corresponding Z location for each pixel are stored to form the minimum intensity map. Particles are detected by applying a threshold to the minimum intensity values, and depth is estimated by the mean Z location of minimum intensity within the detected particles. In the maximum edge sharpness method, particles are assumed to be in-focus when the sharpness of their edge is maximized. Sharpness is quantified by the Tenengrad operator applied to each pixel in the reconstructed image, where the Tenengrad operator is defined as
Here I(x,y) is the reconstructed intensity, and S x and S y are the horizontal and vertical Sobel kernels, respectively 24 . To apply this method, Eq. (7) is solved to find the value of the Tenengrad operator for each pixel at all values of Z. Next, the maximum Tenengrad value and its corresponding Z location are stored to form the maximum Tenengrad map. Finally, a threshold is applied such that any pixel with maximum Tenengrad value greater than the threshold is assumed to form an in-focus edge. The depth of the in-focus edge is once again taken as the mean Z location of maximum Tenengrad within the detected particles.
Results and discussion
Evaluation of the conditions and methods outlined in the previous subsection results in a significant amount of data. Detailed presentation and discussion of these data, in their entirety, are beyond the scope of this work. Here a few select results are presented to illustrate the observed trends. ) show the minimum intensity and maximum Tenengrad map, respectively, for the case of the large square at Z o = 2.9973. To detect objects, these images are thresholded, resulting in the detected regions shown in Figure 3 . Note that the x-and y-axis in Figure 3 have been reduced compared to Figure 2 in order to better illustrate the results. Also, in Figure 2 (b) the specified threshold is defined as a percent of the overall maximum Tenengrad value.
To estimate the particle depth, the Z-locations of the minimum intensity and maximum Tenengrad for all pixels within the detected regions are averaged together. The error in the detected depths for all conditions considered for the large square test case are summarized in Figure 4 . In this figure, lines show the mean value of the detected depth for all ten realizations of random noise considered at each condition, and the error bars represent the standard deviation. Random outliers in the size of the error bars can be attributed to lack of statistical convergence when only ten realizations are used. Due to the computational cost involved, increasing the number of realizations is left as future work.
For spherical particles Tian et al. proposed a related minimum intensity method where depth is calculated from the edge pixels of the thresholded minimum intensity map 10 . That method has also been evaluated using the procedures outlined in this section, and it is found to indeed produce superior results when applied to the disk. However, when applied to square and rectangular particles depth error is larger than that shown in Figure 4 (a).
From Figure 3 and Figure 4 it is seen that the accuracy of the detected particle shape and position is a strong function of the selected algorithm and applied threshold. Results for all other conditions outlined in Table 1 , show similar trends. In general it can be concluded that the minimum intensity method is superior for capturing particle shape and in-plane particle position (as seen in Figure 3a) , while, with relatively high thresholds, the maximum Tenengrad method better captures particle depth (as seen in Figure 4b ). A few important limitations of these methods should be highlighted: (1) The optimum thresholds are a strong function of particle size and shape. For applications where a broad distribution of size and shape is expected, the use of a single threshold to detect all particles is unlikely to result in accurate results. (2) For the case of the symmetric disks, the Tenengrad method fails to accurately detect particle depth. This is attributed to the presence of Poisson's spot which leads to large spatial gradients (high Tenengrad operator) within the particle interior, and consequently the detection of false edges. Finally, (3) the results tend to be somewhat unstable, such that thresholds which give reasonable results at one value of Z o may produce large errors at slightly different values of Z o .
In summary, this section outlines simulation procedures to evaluate the accuracy of particle detection algorithms. Unlike other methods commonly found in the literature, governing equations are fully non-dimensional and care has been taken to ensure high accuracy of the simulated holograms. Results indicate the simulations are useful for exploring a wide range of conditions. In the next section, these procedures will be further applied for evaluation of the accuracy of a proposed hybrid particle detection method based on a combination of the minimum intensity and maximum Tenengrad methods. This hybrid method is specifically designed to overcome the limitations discussed in the previous paragraph 
A PROPOSED HYBRID PARTICLE DETECTION METHOD
As discussed in the previous section, with an optimum threshold, the minimum intensity map tends to produce accurate representations of the particle shape and in-plane position. On the other hand when particle edges are accurately captured, the thresholded maximum Tenengrad map tends to better capture the particle depth. To combine these two methods, it is proposed to apply various thresholds to the minimum intensity map in order to find a family of possible particle edges. Then, the values of the maximum Tenengrad map from the pixels on the particle edge are averaged to estimate the edge sharpness of each possible particle edge. Finally, the particle edge with the maximum average Tenengrad operator is chosen as the in-focus edge, and its depth is calculated from the average Z location of the maximum Tenengrad operator.
Based on trial-and-error it is found that the Tenengrad operator tends to maximize on a boundary which is a few pixels outside of the actual particle edge. The reason for this is believed to be at least partially related to the use of the central difference approximation of the spatial gradient; however, additional work is needed to fully understand this phenomenon. Nevertheless, to account for this, the thresholded minimum intensity map is dilated outward by two pixels before calculating the average Tenengrad operator along the detected edge.
The hybrid method is evaluated for the test cases given in Table 1 . For all conditions, the minimum intensity and maximum Tenengrad maps are calculated from the reconstruction of 1000 planes at depths between 0.9Z o and 1.1Z o . One hundred different potential particle edges are considered by thresholding the minimum intensity between 0.001 and 0.7. Figure 5 illustrates the results when applied to the case of the large square at Z o = 2.9973. Figure 5 (a) shows the average of the Tenengrad map calculated for each threshold. From this, it is seen that a threshold of 0.121 gives the highest mean value of the maximum Tenengrad operator and is used to find the in-focus particle shape shown in Figure 5 (b). For this case, the detected non-dimensional particle Z-position is 2.9934, an error of -0.13% with respect to the actual value. In addition, the detected particle height and width is 0.977, an error of -2.3% with respect to the actual value. Figure 6 summarizes the accuracy of the hybrid detection method for all conditions given in Table 1 . Comparison of Figure 6 (a) with Figure 4 reveals that the accuracy in detected depth is significantly improved compared to the minimum intensity or maximum Tenengrad methods. In addition, the results are relatively stable, in that small changes in particle position do not lead to large changes in accuracy. Finally, it is important to reiterate that the proposed hybrid method does not require a-priori knowledge of the optimum threshold, a significant improvement over previous methods. and the accuracy of the detected particle dimensions. For the large particles, the size error is generally less than about ±7%, which may be acceptable for some applications. However, the size error of the smaller particles exceeds ±30%. Similar relations between the accuracy of the particle diameter and depth have been observed by other authors using alternative algorithms, and, when particles are assumed spherical, some authors have chosen to correct experimental results based on trends observed in simulations 25 . However, no such correction is proposed here, because algorithms are specifically sought which do not require a-priori knowledge of particle shape. It is left as future work to improve the size determination accuracy through careful study of the error sources.
(a) (b) Figure 5 . Illustration of hybrid particle detection method applied to the simulated large square test case at Z o = 2.9973. (a) Average of the Tenengrad map along the detected edges from the thresholded minimum intensity map, and (b) image of the in-focus particle at the detected optimum threshold. Finally, for spherical particles, some authors have reported depth detection algorithms with accuracy exceeding that shown in Figure 6 (a). Examples include the minimum variance method proposed by Wu et al. 26 and the maximum correlation coefficient method proposed by Yan et al. [5] [6] [7] [8] . Both of these algorithms were evaluated using the simulation methods outlined in § 3, although the detailed results are not shown due to space limitations. To summarize, it is observed that some conditions result in accuracy which is indeed superior to that shown in Figure 6 (a). However, for many conditions, convergence is poor and the depth error is found to be significantly worse than that shown in Figure 6 (a). Further work is needed to fully investigate these and other algorithms in order to better quantify their uncertainty. In addition, it should be noted that all of these algorithms require significant coding effort, and differences in implementation may explain some of the discrepancies between the results presented here and the results presented in other works.
PRELIMINARY EXPERIMENTAL ANALYSIS
Experiments are being performed to quantify the experimental uncertainty of the algorithm proposed in the previous section. In this section, the experimental configuration and initial experimental results are presented for spherical particles. Future work will include experimental investigations of non-spherical particles.
Methodology
The experimental configuration is illustrated in Figure 7 . A frequency doubled, continuous wave, Coherent 532DPSS Nd:Yag laser is spatially filtered and collimated to form the reference wave for an in-line digital holography configuration. This illuminates an optical glass cuvette with inner dimensions of 50×50×50 mm (Hellma Analytics model 704.003-OG) filled with 100 ml of 10000 cSt Dow Corning silicone oil. Polystyrene beads from Polysciences, Inc. are added to the silicone oil to serve as the objects of interest. The resulting diffraction pattern is recorded by a ProSilica GE4900 monochrome camera placed at approximately z ̅ ≈ 210 mm from the center of the cuvette. The CCD has 4872 pixels in the x-direction and 3248 pixels in the y-direction. Each pixel is approximately 7.4 m square. In the reconstructions presented in the next subsection, the pixel fill factor is assumed to be 100%. Finally, the cuvette is placed on a linear traverse oriented in the z-direction with a specified positing accuracy of ±3 m. During the experiment, two holograms are recorded with the cuvette at z offsets of +2 mm, 0, -2 mm, resulting in a total of six experimental holograms. As is shown in the next subsection, particle matching between reconstructions with different z offsets is used to quantify the experimental accuracy of the particle depth determination algorithms.
Prior to the experiment, the size distribution of the polystyrene beads was measured with a Malvern Mastersizer 2000, and the mass median diameter of the particles was found to be approximately 465 m. Assuming Stokes flow and material properties provided by the manufactures, the settling velocity of the particles is estimated to be 0.84 m/s. The total time necessary to acquire all images is approximately 40 s, such that the particles are estimated to settle 33 m in the y-direction during experiments.
Based on the mass median diameter and the estimated mean depth, the relevant non-dimensional parameters are: Experimental configuration for in-line digital holography of a calibration particle field. Figure 8 shows the center 1024×1024 portion of first hologram recorded with the particle field located at z = z ̅ + 2 mm. Minimum intensity and maximum Tenengrad maps are calculated from reconstruction of 1000 planes at depths between 180 and 240 mm, and the results are shown in Figure 9 . The outlines of the large, spherical particles are clearly visible. In addition, some smaller, non-spherical particles are also observed, which likely originate from contaminants in the silicone oil.
Results and discussion
To test the hybrid particle detection algorithm proposed in § 4, three particles are selected as shown in Figure 9 (a). One hundred different potential particle edges are considered by thresholding the minimum intensity between 3.10×10 4 and 3.25×10 4 . Table 2 summarizes the detected particle properties. In this table, t-t 0 is the acquisition time since the first image. The second to last column on the right is the error in detected depth as a percent of mean depth. This value can be compared with results presented in the previous section. The last column is the error in detected depth as a percent of detected particle diameter. This value is often reported in the literature. Table 2 . Experimental results for the hybrid particle detection method.
detected particle properties error in detected depth The overall values of detected particle diameters and (x, y, z) positions in Table 2 all agree with the expected ranges from the experimental configuration. However, because the actual diameter and position of each experimental particle are not known and an insufficient number of measurements have been performed to calculate converged statistics, quantitative conclusions should only be drawn from the detected changes in diameter and position. For example, for all three particles, the ratio of the standard deviation of detected diameter to the mean is on the order of 10 -3 . This value agrees with the predicted standard deviation in detected diameter in Figure 6 (b). In addition, the experimental depth error as a ratio of the mean detected depth is on the order of 10 -4 , this again agrees with the predicted standard deviation in depth error in Figure 6 (a). Further experimental work is needed to increase the total number of detected particles and investigate non-spherical particles. Nevertheless, the simulation predictions and the results in Table 2 all indicate the proposed hybrid particle detection method is accurate and precise.
Finally, it should be noted that small changes in particle (x, y) position are observed between the six images. Some of the change in y-position can be attributed to particle settling as discussed in the previous subsection. However, the changes in x-position are somewhat unexpected. This might be explained by a small degree of misalignment in the experimental configuration, such that traversing of the particle field results in a small component of displacement in the x-and y-directions in addition to the intended displacement in the z-direction. Future work will attempt to reduce this uncertainty through improved alignment.
CONCLUSIONS
Among available particle diagnostic techniques, in-line digital holography is uniquely suited to capture the 3D spatial distribution of particle position and shape. However, accurate detection of particles is complicated by the large depth of focus.
This work presents a theoretical and experimental evaluation of particle detection methods with particular focus on detection of non-spherical, absorbing particles. New simulation techniques are developed to accurately model hologram formation and reconstruction of single opaque spherical and rectangular particles. This model is used to evaluate a number of particle detection algorithms, including methods based on intensity minimization and edge sharpness maximization. Lessons learned from these evaluations, leads to the proposal of a new hybrid method with a number of advantages. Finally, initial experimental results of spherical particles suspended in a viscous liquid are used to verify the accuracy of the proposed hybrid detection method.
This work has resulted in a number of important findings, including:
 New methods proposed for the simulation of digital holography are fully non-dimensional. As shown here, the use of the non-dimensional methods allows for reduction of the number of simulations necessary to characterize the accuracy of particle detection algorithms.
 A new particle detection algorithm based on the combination of minimum intensity and edge sharpness is shown to capture particle depth and shape with improved accuracy compared to other methods evaluated in this work. In addition, this method requires no a-priori knowledge of particle shape or optimum threshold. As a consequence, this method appears well suited to the detection of non-spherical particles with a broad size distribution.
 Experiments which involve imposed translations to quasi-stationary particle fields are shown to be well suited for evaluation of the uncertainty of particle detection algorithms.
