In this paper, we present a novel word clustering technique to capture contextual similarity among the words. Related word clustering techniques in the literature rely on the statistics of the words collected from a fixed and small word window. For example, the Brown clustering algorithm is based on bigram statistics of the words. However, in the sequential labeling tasks such as named entity recognition (NER), longer context words also carry valuable information. To capture this longer context information, we propose a new word clustering algorithm, which uses parse information of the sentences and a nonfixed word window. This proposed clustering algorithm, named as variable window clustering, performs better than Brown clustering in our experiments. Additionally, to use two different clustering techniques simultaneously in a classifier, we propose a cluster merging technique that performs an output level merging of two sets of clusters. To test the effectiveness of the approaches, we use two different NER data sets, namely, Hindi and BioCreative II Gene Mention Recognition. A baseline NER system is developed using conditional random fields classifier, and then the clusters using individual techniques as well as the merged technique are incorporated to improve the classifier. Experimental results demonstrate that the cluster merging technique is quite promising.
Introduction
Named entity (NE) recognition (NER) is one of the basic natural language processing (NLP) tasks that identify and classify the NE tokens or simply the names of various categories in a sentence. As the names are the pivotal element of a text, the NER task is essential in most of the deep information extraction or text mining applications. Therefore, ample efforts have been devoted in developing NER systems in various languages and domains in the last two decades. Machine learning algorithms achieved wide popularity among NER researchers. A supervised machine learning algorithm uses the samples from a training data to build a statistical classifier. Thus, the system largely depends on the quantity and quality of training data. In the NER task, training data refer to the collection of text where the named entities (basically, the words) of different categories are manually labeled. Therefore, training data should contain words from diverse scenarios to make the classifier robust. However, the preparation of a manually annotated training data, which is quantitatively large and full of diverse samples, is extremely difficult. Therefore, a major research challenge in NER is to develop a robust classifier using insufficient annotated data.
In the literature, we find that the external corpora play a big role in such resource-poor scenario [4, 7, 9, 10, 20] . Manual annotation is costly and time-consuming, but raw text is sufficiently available in many languages and domains. A large collection of raw text of similar type, referred to as the external corpora, contains certain valuable information that can leverage the training data. However, the intelligent processing of the external corpora is essential. A set of valuable clues improves the classifier; again, conflicting and erroneous information distorts the classifier. Various techniques of extracting valuable information from the external corpora have been explored in the literature. Word clustering is one of those. Word clustering aims to group a set of similar words into a cluster. If certain information regarding some of the words in a cluster is collected, then other members of the cluster can also share that information. Therefore, word clustering is an effective technique to improve the performance of sequential labeling tasks such as NER and parts-of-speech tagging.
Brown clustering [3] is a popular hierarchical word clustering algorithm that has been applied in various NLP tasks [16, 19, 22, 28, 29] . We also plan to apply Brown clustering in our Hindi NER task. For that, an external corpora of size about 7 million words is collected and word clustering is done using the Brown algorithm. In this algorithm, the clusters are formed based on the bigram statistics of the words. However, in some text processing tasks such as NER, longer context words also carry valuable information. To capture the long distant information, we propose a hierarchical clustering algorithm. The proposed algorithm additionally uses parts-of-speech information of the sentences and generates the co-occurrence statistics of the noun phrases. Noun phrases carry the most valuable clues in the NER task. To generate the co-occurrence statistics of a particular word, all the words occurring in a word window ranging from its previous word to the previous noun phrase are considered. The size of this word window is not fixed. Therefore, the proposed clustering technique is referred to as "variable window clustering". Once the co-occurrence vectors of the words are obtained, these are clustered using a suitable distance metric. Now, we have two different sets of clusters obtained using two different approaches. Next, we investigate whether these techniques can be combined to achieve better efficiency and we propose a cluster merging technique for that. Both clustering techniques are hierarchical in nature and are hard clustering. To merge these clusters, first a threshold value is chosen to cut one cluster tree (that can be viewed through dendrogram) into multiple subtrees that are basically the clusters. Next, the words of an individual cluster are searched in the second cluster tree. By analyzing the path from the root to those words, a node is selected where the majority of the paths meet. This node basically represents an alternate cluster that is obtained from the second clustering technique. Then, the intersection of these two similar clusters is taken as a new merged cluster.
To test the effectiveness of the technique, these clusters are first applied in a Hindi NER task. A baseline classifier is prepared using conditional random fields (CRF) with a suitable set of features. Then, the clusters, individually and merged, are incorporated in the system. The change in accuracy reflects the efficiency of the techniques. In those experiments, it is observed that both clustering techniques individually help in improving the NER system. When the cluster merging technique combines two sets of clusters, then further improvement in performance is achieved. This improvement demonstrates that the proposed method is quite promising. To test the generalizability of the techniques, another set of experiments is conducted using another data set, namely, BioCreative II Gene Mention data set [27] . Also, a considerable performance improvement is achieved when the merged clusters are used. The background, proposed techniques, and experimental results are discussed in detail in the subsequent sections.
Related Work
Global information is a preacquired knowledge of samples gathered in the view of a large sample space. In the literature, the term "global information" is defined as information "extracted from the entire corpus" [18] or features extracted from other occurrences of the same token in the whole document [4] . Data samples from external repositories such as source repository [1, 8, 9, 20] or a generic repository such as Wikipedia [10, 12] have been exploited for additional source of information. The global features learned along with the local features (such as context, orthographic information) are then used for learning the classifier. This is a very useful technique that has always been fruitful, particularly in gaining recall in various NLP tasks in a resource-poor scenario. This idea has been applied in the NER task too. Chieu and Ng developed one of the early NER systems that used global features [4] . To learn a global feature, they searched the feature (or feature values) in the external corpora. We all know that the names are ambiguous: a particular word may belong to multiple name classes and even in a nonname category. This ambiguity is very high in some languages (e.g. Indian languages) and domains (e.g. biomedical). Training data alone cannot provide sufficient statistics to resolve all the ambiguity. Then, the feature values in other occurrences (which means in training data as well as in the external corpora) of a particular feature are collected and this richer statistics is used in the classifier. Chieu and Ng used global feature sets for various information such as capitalization information, corporate suffixes and person prefixes of other occurrences, unique occurrence, and zone [4] . They observed that the classifier with global features is superior to the classifier that relies only on the training data. Sasano and Kurohashi also used the information about features assigned to other instances of the same token in their Japanese NER system [25] .
Clustering is another effective approach for capturing information from the external corpora. In clustering, several similar features (e.g. words in text domain) are grouped together. If a large external corpus is used to cluster the words and these clusters are used as an additional set features over the existing features of the classifier, then these provide certain additional information to improve the classifier. In the literature, we found that the clustering techniques play multiple roles in NLP tasks, most importantly as additional information [16, 19] and in dimensionality reduction [23] . During clustering-based feature dimensionality reduction, individual features (e.g. words) are replaced by the corresponding clusters. Normally, a word feature has dimensionality as the total number of unique words in the lexicon and its value ranges from several thousands to millions. These words are grouped into only a few clusters (e.g. 100 clusters), and during training, these clusters are used instead of the individual words to reduce the dimensionality and to avoid overfitting [23] .
In the literature, we find that a number of approaches for word clustering are proposed and used by the researchers [2, 3, 17, 21, 29, 30, 31] . Majority of these techniques use a large raw text as input from which certain statistics are extracted to compute the distance between the words. Annotation information is often not used to cluster the words. Brown clustering is one such general purpose clustering technique that has been used in various NLP tasks, including NER [8, 16, 22, 23, 29] . In this paper also, we use the Brown clustering technique, which is discussed in detail in Section 3.1. Now, we like to present a brief overview of the Hindi NER task. Hindi is the official language of India and Hindi is the fourth most natively spoken language in the world. Ample effort has been devoted to develop various NLP systems in Hindi, including NER. The researchers commonly concluded that the Hindi NER task is difficult than English due to several language-specific issues, such as absence of capitalization, free word order, high ambiguity in Indian names, and unavailability of sufficient resources. A pioneering work on Hindi NER is by Li and McCallum in 2004 , where they used CRF and feature induction [15] . In their study, they used a training corpus of size 340K words with 15,063 NEs belonging to three types, namely, person, location, and organization. Saha et al. used the MaxEnt classifier to develop a Hindi NER system [23, 24] . They explored the applicability of different NER features in Hindi language. They studied the role of other resources such as gazetteer lists and context patterns. They also studied the effect of various feature reduction techniques including clustering in the task. In IJCNLP 2008, a shared task was organized on the identification of NEs from texts in South and Southeast Asian languages [26] . Five languages were considered in the task, including are Bengali, Hindi, Oriya, Telugu, and Urdu. The task included the identification of the nested NEs. The best result in the shared task was an f-value of 65.13 for Hindi, where the MaxEnt classifier and context rules were combined to prepare a hybrid system. Ekbal and Saha carried out various experiments on classifier ensemble using a multiobjective optimization framework in multiple languages and domains including Hindi [5, 6] .
The BioCreative II Gene Mention Recognition task workshop was held in 2007 [27] . In this task, 19 systems participated. The highest score was achieved by Ando [1] . The system was based on a semisupervised framework called alternate structure optimization (ASO). It used additional unannotated data to generate statistics that help the classifier. Additionally, they used multiple classifiers (MaxEnt and SVM), name lexicon, feature induction, and postprocessing steps such as removing annotations that include any unmatched parentheses. Their baseline system achieved an f-measure of 83.98%. Then, other components and resources were added in the system to achieve the final value of 87.21% f-measure. The rank 2 system was by Kuo et al. [13] . The system used a combination of forward and backward parsing in CRF with a number of domain-independent and domain-specific features to achieve an f-measure of 86.83%. Huang et al. developed the third best system of the task [11] . They used a multiple classifier ensemble-based approach, where they combined CRF and SVM classifiers to achieve an f-measure accuracy of 86.57%. The rank 5 system (Ganchev et al. [8] ) of BioCreative II is based on CRF and external resources. They used distributional clustering using external data of size 85 million words. Their final system achieved an f-measure of 86.4. This BioCreative II Gene Mention data set is openly available, and several systems have been developed using these data in the last few years. We like to mention one of these here as it applied Brown clustering. That is by Tang et al., who studied various word representations, including Brown clustering-based word representation, in their CRF-based system. Their baseline system achieved 77.21% f-measure, and after incorporating various word representations, the system finally achieved 80.96% f-measure on the BioCreative II Gene Mention data set [28] .
Word Clustering
Here, we discuss the word clustering techniques we use in this study. The Brown clustering algorithm is our first technique. Then, we propose a new clustering technique, which captures a longer n-gram statistics (bigram is used in Brown clustering) and the occurrence statistics of the noun phrases. Finally, we merge these two techniques using the proposed cluster merge algorithm, which is described in Section 4.
Brown Clustering
Brown clustering algorithm [3] is used to derive a hierarchical clustering of the words. A large external corpus is taken as input to the algorithm. Output is a binary tree in which the leaves are the words. Brown clustering is based on bigram statistics of the words in the input text. Initially, the algorithm considers each word as a cluster. Then, it merges two clusters that maximize the quality. The quality of the clusters is measured using the mutual information between the adjacent clusters and the entropy of the word distribution. The process of merging continues until all words come into a single cluster.
Once the clustering or hierarchical tree construction is completed, it is processed to generate a vector representation of the words. Here, in the cluster tree, words occur as the leaf nodes. The tree is a binary tree where a node (except the leaves) has two children: left child and right child. If the tree is traversed from the root to a particular word (leaf), and during the traversal, a 1 is labeled for each left branch followed and 0 otherwise, and then the traversal path produces a binary string. Figure 1 presents a toy example of this binary coding. In this example, 10 Hindi words are considered and their co-occurrence vectors are computed from a raw corpus having high occurrence of these words. These words are pradhAnmantrii (prime minister), rAShTrapati (president), modii (Modi), praNaba (Pranab), bhArata (India), gujarAta (Gujrat), kahA (tell), likhte (write), chunA (choose), and rahe (was). The Hindi words are written using ITRANS Transliteration 1 . The binary coding scheme is shown as the label of the internal nodes of the tree. From the figure, it is observed that the representation for the word pradhAnmantrii is 0000, modii is 0010, gujarAta is 011, chunA is 110, and so on. Now, all the words having prefix similarity of length m (which is smaller than the highest length of the binary strings or height of the tree) form a cluster. This can be regarded as cut the tree in a particular level (m, where root is at level 1). Cutting a tree at a particular level implies the removal of all the edges at that level. If only the lower part of the cut is considered, it results in a set of disjoint subtrees. A subtree (i.e. all the words that occur at the leaves of the subtree) can be treated as a cluster. If the value of m is chosen as large, then many small clusters containing few words are obtained. On the contrary, if m is small, then a few large clusters are obtained. In the example tree in Figure 1 , the highest length of the tree is 4. If all the strings having prefix similarity of 2 are considered as one cluster, then four different clusters will be formed: one cluster contains the person names prefixes, another holds the locations, and the rest of the clusters contain the verbs.
Proposed Technique for Word Clustering
Brown clustering is based on bigram statistics of the words. However, in the NER task, long distant context information is also important. For example, in the sentence "Aj modiijii ne ek samAroh me kahA …" ("Today in a meeting Mr. Modi told …"), "modii" is the name of person ("jii" is added with the name to indicate respect), and the long distant word "kahA" (told) provides an important clue on recognizing the word. Similar observations are there in other name classes as well as in other languages and domains. The named entities in biomedical domain are long and complex, where long distant context words often play an important role in recognizing the names. However, the use of a wide word window (e.g. window size 7 or more, where the window consists of the current word, previous three words, and next three words) as feature causes overfitting due to the huge dimensionality of the feature space. It is observed that the majority of the NER systems in various languages and domains in the literature use a word window of length 5 or less in the final feature set. Other word labeling-based NLP tasks also have similar observations. A word clustering technique that captures longer context information during vector representation of the words can provide certain helpful clues without much explosion of the feature space.
The need of information from the external corpora, importance of long distant features, and overfitting issues motivated us to propose a new clustering algorithm that is based on long n-gram statistics. This technique is based on a variable length word window. As the names are mostly proper nouns or noun phrase containing proper noun, the relationship of a word with its surrounding proper nouns are focused in this clustering. The distance between a particular word in a sentence and its previous noun phrase (having a proper noun) varies from word to word. Therefore, the context window is also of variable length and the technique is termed as "variable window clustering" (abbreviated as clus VW ) and is described below.
Formation of Word Co-occurrence Matrix
To cluster the words, first these are converted into vectors. For vector formation, the concept of co-occurrence matrix is used. Additionally, parts-of-speech and parse information of the sentences are required for the task. Therefore, a parser (shallow parser will also serve the purpose if deep parser is unavailable for the language or domain) is applied on the whole external corpora to get the required syntactic information. Next, a co-occurrence window is chosen as the immediate previous word to the previous noun phrase that contains a proper noun. For example, if the sentence is containing a proper noun group containing the third and fourth words and the target word is the seventh word, then the context window will be the words occurring in the third to sixth positions. Let us consider an example sentence to make it clearer: "On 26th May 2014 Narendra Modi took oath as the Prime Minister of India", where the target word is "Minister". "Narendra Modi" is the closest proper noun that occurs before the target word. Therefore, the window will contain all words from "Narendra" to "Prime", i.e. "Narendra/NNP Modi/NNP took/VBD oath/NN as/IN the/DT Prime/NNP" (POS tags are also mentioned with the words after the slash, and the tags are as per the Stanford Parser tagset 2 ). Next, the co-occurrence matrix is formed, which is an R × C matrix, where R is the number of unique words that are to be clustered and C is the number of words chosen as important. One can choose all the words in the lexicon as important. However, that makes the vectors as very high dimensional. Formerly, the high dimensionality of the vectors will consume a huge time to run the whole clustering process and will require a high configuration system to run it. Alternatively, we can choose a subset of the words as important (based on the frequency of the words) and use those words only for co-occurrence frequency generation. In our experiments using Hindi data, all the words, except the stopwords, are considered as important (total of 27,115 words, which is the value of C). In the biomedical domain, the total number of unique words is much higher. There are 43,720 unique words in the training data only. To run the whole process in time, 14,461 words (the value of C) having a frequency between 110 and 3500 are considered as important (through experiments) using which the co-occurrence matrix is generated.
The co-occurrence matrix is generated for the words (R) with the help of other adjacently occurring words (C) as if a word (w i ) presents in the co-occurrence window of the target word (w t ), then the value of matrix(w t ,w i ) is increased by one. Finally, the co-occurrence matrix is obtained where each row is basically a vector representation of the corresponding word.
Complete Linkage Hierarchical Clustering
To build the hierarchical cluster from the co-occurrence matrix, the complete linkage strategy is used. Initially, each word is taken as a cluster. Then, two close clusters are merged to form a bigger cluster. For complete linkage, the similarity between the current cluster and all other candidate clusters is computed. Then, the cluster having highest similarity is identified for merging. A recursive procedure is followed to build the complete tree where finally all words come into one cluster. To obtain the similarity, the cosine similarity between the word vectors is used.
After building the hierarchical structure, a threshold is chosen for splitting the nodes of the tree. Therefore, the edges having weight less than the threshold value are removed. This removal of edges divides the whole tree into multiple subtrees. These disconnected subtrees are the individual clusters. The number and size of the clusters depend on the threshold value. In our experiments, the threshold value is chosen through a hit-and-trial process.
Cluster Merging
Now, we aim to merge the clusters obtained from two different techniques. The Brown clustering algorithm is based on the n-gram statistics of the words for a fixed value of n and our clustering algorithm is based on the statistics of variable length word window. We hope that if these two approaches can be merged in the output level, the resultant clusters will work more effectively in sequential labeling tasks such as NER. The cluster merge algorithm first decides the clusters by choosing an appropriate threshold (through experiments) and cuts the corresponding edges from one of the trees. Then, it analyzes the second tree and tries to find a close cluster that matches the maximum amount of words. Once obtained, the intersection is taken. The procedure for merging two sets of clusters is presented in Algorithm 1) and discussed below.
Procedure Cluster_Merge
The variable window clustering technique-based clusters are taken as the reference cluster here and similar clusters are searched from the Brown clustering tree. Therefore, the clus VW tree is first divided into C1 clusters using a threshold value. Then, the similar cluster searching procedure is repeated for each of the C1 clusters. For that, first the centroid of a cluster (clus VW (i)) is computed. The centroid is basically the mean vector. This is computed by taking the arithmetic mean of the individual elements (i.e. columns in the co-occurrence matrix) of the corresponding vectors of all words in the cluster. Next, k (taken as five in our experiments) vectors (i.e. words) that are closest to the mean vector are chosen as the representative_set of clus VW (i). This set is then searched in the Brown clustering tree for obtaining a cluster having similar characteristics of clus VW (i).
To obtain the close cluster, the intersection node where the paths from the root to all the words in the representative set meet is traced out. This node is considered as the initial node_brown(i). The idea is that all the words that come as disciple of this node will form a cluster and this cluster should be close to the cluster clus VW (i). During the experiments, it is observed that the idea worked well, except a few cases where the close cluster is much larger or much smaller than the corresponding reference cluster. Therefore, a cluster sizebased fine-tuning is used to redefine the node_brown(i). If the close clusters are really of similar characteristics, then the size of the clus VW (i) and clus brown (i) should not have much difference. Therefore, the size of two different ith clusters, obtained using two different clustering techniques, are compared. If size_brown(i) is similar to the size of the clus VW (i), then further processing is not required and all words in node_brown(i) subtree are grouped into clus brown (i). If size_brown(i) is smaller than the size of the clus VW (i), then node_brown(i) is redefined using the root up-gradation method. The parent of the initial node_brown(i) is taken as new root and size_brown(i) is recomputed. This root-level up-gradation (to grandparent or higher ancestor node) is continued until there is a match in size. The third case, where the size_brown(i) is larger than the size of clus VW (i), is handled using a root degradation method. The representative set is reduced (from k) by ignoring the most distant one and the process is repeated. Finally, this process leads to generate a cluster using Brown clustering, which is expected to have similar characteristics of a cluster obtained through the variable window technique. This search and adjustment of node_brown(i) can also be done using prefix matching of the binary codes obtained from Brown clustering.
The final task is to find the words that are common in clus mergs (i) and clus VW (i). This intersection results in a new cluster clus mergs (i). The process is repeated for all the clusters (C1 times) to find the corresponding merged clusters. These merged clusters are used as additional features in the experiments.
Analysis of the Merged Clusters
Next, the clusters obtained through the cluster merging algorithm are analyzed. Two different variations of merging are adopted depending on the characteristics of clus brown (i). First, variation is hard clustering based, where each word is assigned into a single cluster only. For that, once a node_brown(i) is finalized and all words corresponding to that node are added into the clus brown (i), the subtree is removed from the whole cluster tree. This removal guarantees that one word belongs to a single cluster only. However, it causes information loss. Let us consider a typical scenario where a clus VW (i) contains 50 words. The chosen node_brown(i) contains 60 words among which 20 words are common in the corresponding clus VW (i). A large portion of the remaining 40 words have a good similarity with another cluster clus VW (j), which are actually ignored as the subtree is deleted. During the experiments, it was observed that, in many cases, there is a good amount of matching between clus brown (i) and clus VW (i), and the corresponding clus mergs (i) is not much smaller than the individual clusters. However, there are also a number of cases where the size of intersection is quite low. This is because of the removal of many subtrees; the algorithm is unable to find a suitable node_brown(i) due to the removal. As a result, the total number of words considered in the merged clusters becomes considerably lower than the total number of actual words in the lexicon (the value of R mentioned in Section 3.2.1). That causes the removal of some important clues.
As an alternative, the second variation of merging is proposed. This is soft clustering based, where the subtree corresponding to node_brown(i) is not removed after finalizing the clus brown (i). That causes the inclusion of a particular word into multiple Brown clusters. However, during intersection of the clusters, only the common words are picked into the merged clusters. The words in clus VW (i) are taken as reference set and it is searched whether these occur in clus brown (i). As the clus VW (i) is based on hard clustering where a particular word occurs in a single cluster only, in merged clusters also the word will have single occurrence. In our experiments, both strategies were explored and it was observed that the second one performs better. Therefore, the results presented in the paper are based on the second merging strategy.
Hindi NER Result and Discussion
To test the effectiveness of the proposed clustering technique, it is applied on Hindi NER task. A manually annotated training data is used to build a CRF classifier [14] , which acts as the baseline. CRF++ toolkit 3 is used in the experiments. To build the baseline CRF classifier, a common and easily derivable feature set is used, which is mentioned in Table 1 . Any domain-specific clues, gazetteer lists, or postprocessing rules are not used in the baseline classifier. Next, individual clusters as well as the merged clusters are used in the classifier. The change in accuracy demonstrates the effectiveness of the clustering techniques.
Training Corpus
The training data we use for the Hindi NER task contain about 200K words (K denotes multiplication by 1000), which is collected from a popular Hindi daily "Dainik Jagaran". Three types of names are considered in the task, namely, Person, Location, and Organization. The corpus has been manually annotated and contains about 5400 Person, 4400 Location, and 2700 Organization entities. The test corpus is distinct from the training corpus and consists of 25K words. The test corpus contains 678 Person, 480 Location, and 321 Organization names. The corpus is annotated using BIO format (begin-inside-outside), where B-NE denotes the beginning word of a NE, I-NE refers to rest of the words (if any) in the NE, and O refers to the not-name words.
Baseline Classifier Results
The performance of the classifiers is measured in terms of f-measure or F1 score, which is the weighted harmonic mean of precision and recall. Precision is the percentage of correct identification and recall is the percentage of the total entities that are successfully identified.
precision recall -measure 2 precision recall f ⋅ = ⋅ + (1) A number of experiments were conducted using various feature combinations to choose the best baseline feature set. These are summarized in Table 2 . The highest value obtained in the CRF classifier is the f-measure of 83.39 with 90.65% precision and 77.2% recall. This performance is obtained using previous one word and next one word (i.e. word window of length three), affixes of length up to four characters, NE tag of the previous word, digit information, and POS information. When wider word window, n-grams, or higher length affixes are used, the performance decreases. The comparatively lower recall value of the system indicates that the system is unable to detect a portion of the named entities in the test corpus. This is probably because of the unavailability of sufficient information to the classifier for those words. The addition of more features increases the amount of information and possibility of identification. Wider context information seems to be helpful in this scenario, so a word window of length five is used in the feature set. However, the performance is degraded. This is because of overfitting caused by a large number of features in a relatively smaller training data. Actually, when a word feature is added, it increases the feature dimensionality by as much as the total number of unique words in the lexicon. Similarly, the n-gram features cause overfitting and performance degradation of the system. Therefore, normal word features are not able to improve the classifier. Then, cluster information is used in the classifier.
System with Cluster Information
The clusters are incorporated in the system to achieve better performance. To perform the clustering, a large external corpus is collected from the same source as the training corpus. This external corpus contains 7000K words. First, the co-occurrence matrix is built using which the hierarchical tree is generated with the help of the variable window clustering techniques. There is a total of 27K unique words in the external corpora. A threshold was chosen to divide the hierarchical tree into 580 clusters. To use these clusters in the classifier, a unique cluster identification number (cluster_id) is assigned to each cluster. The occurrence of a context word is searched in the clusters and the corresponding cluster_id is used as a feature. When these clusters are added in the baseline classifier, the f-measure is increased to 84.79%. Corresponding precision and recall values are 89.62% and 80.46%, respectively. By analyzing the output, it is observed that 68 additional named entities are identified by the cluster information extracted from the external corpora. Among these, 48 identifications are correct. These values reflect the necessity of the external information.
When the Brown clustering-based cluster_id is used in the baseline feature set, performance improvement is also achieved. The f-measure of the system then becomes 84.66% with 90.35% precision and 79.65% recall. Although the f-measure value is very close to the same of the clus VW , there is a difference between the precision and recall values of two clustering methods. The recall of the Brown clustering-based classifier is lower, but the precision is higher. This classifier identifies additional 44 names among which 36 are correct.
Finally, the clusters obtained through the proposed merging technique are incorporated in the system. Then, the system outperforms both the individual clustering-based classifiers. It achieves an f-score of 85.83% with 91% precision and 81.21% recall. The system is better in terms of both precision and recall than the baseline and the individual classifiers. When the final system is compared to the baseline, the improvement in f-measure is 2.44% and the improvement in recall is 5.01%. Figure 2 presents the performance of the system in different phases and Figure 3 presents the comparison of various classifiers in terms of number of entity identification. This improvement demonstrates the efficiency of the cluster merging technique.
Significance of Cluster Merging
From the results presented in Figures 2 and 3 , it is clear that the proposed cluster merging technique is capable of improving the classifier. The objective here was to find an effective method that is capable of extracting valuable information from a large raw corpus. The proposed clustering technique is fulfilling the objective. Machine learning classifiers often suffer from low recall when the training data are scarce. Therefore, the primary intention of using the external corpora is to improve the recall. When only the recall is considered, the improvement in the final system over the baseline is more than 5%, which is obviously significant. This increase in recall indicates that a number of new names, which were not identified in the baseline system, have been identified by the final system. This identification is done by the clusters formed using the cluster merging technique. Another important point to notice here is that the improvement in recall happened without any fall in precision. This implies that the clustering is done correctly and false allocation is either not there or not considerably high.
Next, we use the approximate randomization test [32] for the statistical significance of the system. We run 10K iterations for the statistical significance of the difference between the final merged cluster-based system and Brown clustering-based system. Here, we basically check whether a randomly sampled mixture of output of the final system and Brown-based system performs better than the Brown clustering-based system. In this test, we observe that our improvement in the final system is statistically significant (p = 0.001). 
Effect of the Clusters on Unseen Entities
The amount of gain in performance through clustering depends on the number of words considered in the clusters. The clusters are formed using an external raw corpus that contains 27K unique words. However, the actual amount of possible words in Hindi is much larger than this value. Therefore, if the external corpus contains a larger amount of unique words, then the possibility of gain increases. This is verified through a deeper analysis of the test corpus. The test corpus contains a total of 1469 named entities. It is already mentioned that the test corpus is different from the training corpus. The sentences are collected from a similar source of the training corpus, but these are not there in training corpus. Therefore, the set of unique words in test corpus is not a proper subset of the set of unique words in the training corpus. A portion of the words in test corpus are unseen in the training corpus. As the task considered here is NER, only the statistics of the named entities are relevant in this analysis. The total number of unseen named entities in the test corpus is 326. In Figure 3 , it can be observed that the baseline system is capable of correctly identifying 1134 of the total 1469 NEs. However, when only the unseen named entities are considered, the count becomes 174. Therefore, the recall of the system on unseen names is 174/326 = 53.37%. When the same study is done on the final system, it is observed that the system correctly identifies 215 of these unseen names. The improved recall is 65.95%, which is 12.58% higher than the baseline value. This improvement demonstrates the necessity of the external corpora and effectiveness of the proposed cluster merging technique.
Effect of the Clusters on Smaller Training Data
To show the effectiveness of the proposed method, another set of experiments is conducted where the amount of training data is reduced for the baseline classifier. A subset of the actual training data is created by randomly selecting the sentences from it. Two different subsets of the training data are considered for these experiments: 100K and 150K words, respectively. Now, these smaller training data are used to develop the baseline system and the clusters are incorporated to the system to find the accuracy gain. The results are summarized in Figure 4 . When the 100K training data are used in the system, the baseline classifier achieves an f-score of 73.88% with 63.44% recall and 88.43% precision. With the use of variable window clustering, the f-measure is improved to 77.45%, and with Brown clustering, the value becomes 76.8%. Finally, when the merged clusters are used in the system, the f-measure becomes 79.18% with 71.34% recall and 88.96% precision. Similarly, when the 150K training data are used to train the baseline classifier, it achieves 70.59% recall, 90.25% precision, and 79.22% f-measure. Finally, after incorporating the merged clusters, the performance increases to 75.90% recall, 90.72% precision, and 82.65% f-measure. From these values, it is clear that the performance improvement due to the use of cluster information becomes higher when the baseline accuracy is less. For the 100K training data, the increase in recall is about 8% and the f-measure is increased by 5.3%, which is quite significant. Even the difference between the individual clustering-based classifier and the merged clustering-based classifier becomes higher. These experiments more clearly indicate the necessity of the external corpora and the effectiveness of the cluster merging technique. Actually, if the baseline system uses sufficiently large training data and achieves a high performance, then the chance of improvement with external resources obviously reduces. The external corpora help in the scenario where the actual training data are not sufficient. This article presents a technique for handling such scenario.
Results on BioCreative II Gene Mention Data Set
Next, we apply the proposed clustering technique on the BioCreative II Gene Mention data set [27] to verify its robustness. Similar to the Hindi NER experiments, first we use the training data to build the CRF-based baseline classifier. In the baseline classifier here also, we select a commonly used and easily derivable feature set. No deep domain knowledge, external knowledge base, or linguistic clues are used in the baseline system. The feature set contains the current and surrounding words, root word, n-gram information, entity label of the previous words, suffix and prefixes of various lengths, parts-of-speech information (using Genia Tagger 4 ) of current and surrounding words, orthographic features such as capitalization information and special characters, and numerical information. Next, we use the cluster information to improve the baseline classifier.
Training Data and External Resources
The BioCreative II Gene Mention identification shared task data set 5 used was created using abstracts extracted from the PubMed search engine (MEDLINE abstracts) using "human", "gene", and "Protein" MeSH terms. This data set consisted of 20K sentences. The training data alone consist of 15K sentences having 43,720 unique words. To do the clustering efficiently, additional data are extracted from the PubMed repository. The external data consist of 220K abstracts of articles categorized by gene and human MeSH terms. This gives 16,190K additional sentences that may provide good co-occurrence statistics to perform word clustering.
Results: Baseline and Clustering
A number of experiments are conducted using various feature combinations to choose the best baseline feature set. These are similar to the experiments conducted using the Hindi data. The highest f-measure obtained here is 82.76%. The corresponding precision and recall values are 85.37% and 80.31%, respectively. The performance is achieved using a feature set containing current word, context words in word window of length 5, current word lemma, lemma of two words on the left, entity label of the previous words, bigrams (lemma/label of left word, word/lemma of second word to the left), parts-of-speech and chunk label, affix features, and word orthography information (features based on capitalization, numeric, and special character).
Then, the cluster information is incorporated in the system using a similar approach followed during Hindi NER experiments. First, a threshold is chosen to cut the tree obtained from the variable window clustering into a total of 3374 clusters. When these are added in the system, the performance is improved. Brown clustering also improves the performance. Figure 5 shows the comparison between these systems. When the proposed cluster merging technique is used, the performance is further improved to an f-measure of 85.64%.
The corresponding precision and recall values are 87.76% and 83.62%, respectively. The increase in recall is 3.31% over the baseline. This improvement proves that the proposed clustering technique as well as the cluster merging technique is effective to capture valuable information from the external corpora.
Comparison to Existing BioCreative II Systems
Next, we compare our system to a few BioCreative II shared task systems in the literature. The final performance we achieve here is not higher than the top-ranked systems, but we like to look into the performance of the clustering techniques through this comparison. We also like to mention that here our intention is to propose a new clustering-based global information extraction technique and verify its performance in this data set just to test the robustness of the approach. Top-ranked systems in the literature use a lot of additional information and various preprocessing or postprocessing steps that we do not use in our system. We consider the state-of-the-art systems to perform a comparative analysis that helps us assessing the effectiveness of the proposed technique.
It is already mentioned in the related work section that the best performance obtained in the BioCreative II shared task was 87.21% f-measure by the system developed by Ando [1] . To achieve the performance, they used several additional techniques or resources, namely, postprocessing, feature induction, name lexicon, classifier combination, and external corpus. Their baseline system achieved an f-measure of 83.98%. When only the information from external unlabeled data was added to the baseline system using the ASO framework, the performance increased to 86.07%. Therefore, the technique they used for handling external data was able to improve the baseline classifier by 2.09% f-measure. Our merged clusters yield an increase of 2.88% in f-measure. Ganchev et al. [8] developed another top-ranked system that used external corpora. Moreover, they also used a clustering framework, namely, distributional clustering. They used an external corpus of size 85 million words for clustering and used the cluster information in the system. The use of clustering information improved their baseline CRF classifier (f-measure of 82.1%) by an f-measure value of 1.5%. In their final system, this achieved an f-measure of 86.4, and both lexicons and clusters yielded a 1.8% improvement. As another example, we consider a recent system developed by Tang et al. who also used Brown clustering-based word representation [28] . When the clustering-based features were incorporated, the baseline f-measure (77.21% in a CRF classifier) was improved by 2.1% on the BioCreative II Gene Mention data. Our variable window clustering technique alone shows 1.76% performance leap, and with the final merger with Brown clustering, it shows an increase of 2.88% f-measure. These are summarized in Table 2 and Figure 6 . From the table and related discussion, it is clear that the cluster merging technique proposed in the paper is quite promising. 
Conclusion
The performance of a machine learning-based classifier is largely dependent on the quality and quantity of the training data. When sufficient training data are not available, the external corpus plays a major role. However, the external corpus needs an intelligent processing to extract the required information. Clustering is one of the possible approaches that extract valuable information by grouping related words into clusters. In this paper, we employ the Brown clustering algorithm in a Hindi NER task and achieve performance improvement over the CRF-based baseline classifier. This improvement motivates us to propose another clustering algorithm based on longer context information. Finally, we propose a cluster merging algorithm that merges two different sets of clusters into a single set of clusters. In our experiments using Hindi NER data, we observe that the proposed cluster merging technique-based clusters perform better than the individual clusters. To test the robustness of the proposed technique, we apply it in another data set, namely, BioCreative II Gene Mention data set. In these experiments, also we achieve considerable performance improvement when the merged clusters are used.
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