A criterion is given for the invertibility of a polynomial map in two variables over an arbitrary field. A formula for the inverse is derived as we1 as other results obtained by McKay and Wang.
Introduction
Let k be an arbitrary field and F: k" -+ k" a polynomial map (n L 1) i.e. F is given by coordinate functions Fi which are polynomials in n variables Xi, . . . ,X, over k. The question: 'How can one recognize when such an F is invertible (with an inverse which is also a polynomial map) ?', has attracted the attention of many authors. In particular, if the characteristic of k is zero, the conjecture that F is invertible if and only if the determinant of the Jacobian matrix is a non-zero constant (the Jacobian conjecture), has been studied by many people, but remains still an unsolved problem (if n 22). For more details about this conjecture we refer the reader to [2] .
In [5] and [l] new criteria are given to decide if a polynomial map is invertible. In the second paper also a formula for the inverse is obtained.
In this paper we consider the case II = 2 and give another (simple) criterion for the invertibility of a polynomial map (Theorem 1.1). As an immediate consequence we derive a formula for the inverse, a result also obtained in [3] , and show that F is completely determined by its border polynomials F, (O,X,) and Fi(X,, 0) (see also
t311.
At the end of this paper we formulate a conjecture (in case char k = 0) and apply our main theorem to show that this conjecture is equivalent with the Jacobian conjecture. By an argument, similar to the one given in the proof of Theorem 1.1, (ii) + (i) below, one easily deduces that Gi(F1, F2) = Xi for all i = 1,2. So the polynomial map G defined by G, and G2 is the inverse of F and vice versa.
Properties of the resultant of two
The main result of this paper is 
Rx,(F,-Y,,F2-Y2)=11(X,-G,) and R,,(F,-Y,,F,-Y2)=A2(X2-G2).

Furthermore, if F is invertible, then G = (G,, G2) is the inverse of F.
Proof. So Xi -Gi E q, from which we deduce that Xi = G,(F,, F2) (substitute q = F;). From x-Fi E p we deduce K =c(GI, G2) (substitute Xi = Gj). So F is invertible with G as inverse, which proves (ii) g (i).
The last statement of the theorem follows from the implication (i) g (ii) and the previous arguments.
So it remains to prove (i) 3 (ii).
Lemma 1.2. Put R,:=R,,(F,-Y,,F,-Y,), R,:=Rx,(F,-Y,,F,-Y,). If F is invertible with inverse (G,, G2), then there exist polynomials A, and A2 in k[X, Y] such that R1=A2(X2-G2) and R2=A1(X,-G1).
Proof. The polynomials Proof. Since R,=h,(X, -G,) , 
F,(G,,X,)-Y, and F2(G1,X2) -Y2
deg,G,IdegYRZ<deg
(2.3)
The linear part of G, and hence of G,, is determined by the linear part of F, so by its border polynomials.
Obviously the left-hand side of (2.3), and hence its linear part, is determined by the border polynomials of F. So equating the linear parts in (2.3) the result follows. 0
We conclude this paper with a conjecture, which turns out to be equivalent with the Jacobian conjecture.
So assume char k = 0 from now on. Substitution of Y, = Y, = 0 in Theorem 1. 
