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Abstract 
This paper introduces a new method for finding the eigenvalues and eigenvectors ofnonsymmetric matrices. These 
matrices are evolved from systems of linear equations named as harmonic sequence termed or HST systems of linear 
equations. The conditions are defined and advantages ofsuch systems are investigated. 
1. Introduction 
An eigenvector or latent vector of a matrix A is a vector u which is mapped to -ru where z is 
a scalar constant known as the eigenvalue of A corresponding to eigenvector u. Also in such 
case Au = ~u and the necessary and sufficient condition for this system to have a nontrivial 
solution is 
IA - zII = 0, (1.1) 
which is known as characteristic equation. 
The common technique for finding the eigenvalues ofa matrix A = [ai.j] is to find the solution of 
the characteristic equation (1.1) for z. 
The calculation of the eigenvalues becomes simpler if matrix A = [al.j] is symmetric. If 
A = [a~j] is a nonsymmetric coefficient matrix involved in a nonsymmetric system of linear 
equations, 
Ax = b, (1.2) 
the solution of (1.1) becomes a problem as compared to the calculation of the eigenvalues of the 
symmetric matrices. Though a number of algorithms are presented for finding the eigenvalues of
nonsymmetric matrices, each one imposes certain conditions on the systems (1.2). In fact, we think 
that in a symmetric system there is a natural condition on the system. This condition is that the 
off-diagonal elements of the coefficient matrix A are the mirror images with respect o the leading 
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diagonal. In this paper a system is introduced. The condition is that the off-diagonal elements, of 
the coefficient matrix, form a harmonic sequence in each row with the increasing order of the 
columns. Such systems (1.2) are named harmonic sequence termed or HST systems of linear 
equations. As the sum up to n terms of a harmonic sequence can be found very easily, it is proved 
that such systems require no standard techniques to calculate the eigenvalues but mere simple 
arithmetic alculations give such values and eigenvectors can be found very easily. The conver- 
gence rates of standard iterative systems are compared. The similar matrices were contributed in 
[2,4-7]. 
The following terminology and definitions will be needed in the discussion. 
Neglecting the elements on the principal diagonal the off-diagonal elements in the qth row of an 
n x n HST matrix A = [as,i] will be considered as a collection {kq} of n - 1 numbers in the 
increasing order of j, e.g., let 
A = 
10.0 ~ ~ 
20.0 17 19 
1 i 70.0 
1.0 0.1 0.05 17.0 
{k2} is defined to be a collection of numbers ½, 17, and 19 and {kl} is defined to be a collection of 
numbers ~,  ~ and ~ in the order of increasing number of columns. 
Definition. A matrix A = [ai.~] of order n x n is a harmonic sequence-termed matrix or a HST 
matrix if for all i, j = 1, 2, 3, . . . ,  n, 
f 
h, i= j ,  
1 
air = ao + ( j  - 2)d' j > i, 
1 
ao+( j -1 )d '  j< i .  
2. Properties of HST matrices 
Theorem. Let h be the diagonal element, the elements of  {ki} are constants for all i. Let kt denote the 
tth element of  {ki}, then the eigenvalues of  a HST  matrix A = [as.i] are h + a, h -  kt for all 
t = 1, 2, 3, ... , n - 1, where a = Y~kt. 
Proof. The characteristic equation of the HST matrix A = [ai4] is given by 
f('c) = I A - zlI = 0 
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or  
h - z k l  k2 k3 . . .  k~- i  
k l  h - -  Z k 2 k 3 . - .  k~- i  
k l  k 2 h - z k 3 . . .  k~- i  
k l  k2 k 3 "'" h - z k . -1  
k l  k2 k3 "'" kn - i  h - z 
= O; 
add the  last  n - 1 co lumns  to  the f irst co lumn:  
h + a - z k l  k2 k3 " "  kn -1  
h + a - z h -z  k 2 k 3 "" kn-1  
h + a - z k2 h -- Z k 3 "" k~-1  
h + a - z k 2 k3 ... h - z k . -1  
h + a - z k 2 k3 "'" k~- i  h - z 
= O; 
take  (h + tr - z) common f rom the f irst co lumn:  
(h + tr - z) 
1 kl k2 k3 --. kn -1  
1 h-z  k 2 k 3 ... k~- i  
1 k 2 h-z  k3 "'" kn -1  
1 k2 k3 ... h - z k~- i  
1 k 2 k3 "'" k . - i  h - z 
= O; 
subt ract  the  f irst row f rom the rest  o f  the  rows:  
(h + a --  z) 
1 k l  k2 
0 h - z - k l  0 
0 k2-k  1 h-z  -- k 2 
0 k2 -k l  ka -k2  
0 kE -k  1 ka -k  2 
k3  • • • kn -  1 
0 --- 0 
0 ..- 0 
• .. h - l: - kn_  2 0 
• " kn -1  - kn -2  h - z - kn-1 
= O; 
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expand the determinant with respect o the first column: 
(h - z - kl) (h + a -  z) 
1 0 0 ..- 0 
k2  - -  k l  h - -  Z - -  k 2 0 " ' "  0 
k2-k l  ka -k2  ... h -z -kn -2  0 
k 2 -- k I ka -k  2 ... kn_ 1 -- kn_ 2 h -z  -- kn_ 1 
=0.  
The characteristic equation reduces to 
n-1  
(h+tr -z )  1-I (h -z -k , )=O.  
t= l  
Hence the theorem. [] 
From the above theorem the following observations can be noted immediately. 
(1) If the elements of {k~} of a HST matrix A = [al,j] are positive and in the ascending order then 
h + tr is the spectral radius of the matrix. 
(2) All other eigenvalues will be distinct and can be arranged in order. 
(3) If h is equal to any element of {k~} the matrix A = [a~j] will be singular. 
3. Convergence of basic methods 
In this section we will discuss the convergence of basic methods, viz., the Jacobi method, the 
Gauss-Seidel method and the SOR method for the linear systems involving HST matrices as 
matrices of coefficients. The details of these methods can be found in [1, 3, 8]. 
Theorem. Given a linear system of equations involving a HST  matrix A = [alj] as a matrix of 
coefficients. The spectral radius of the Jacobi matrix is unity/f{ki} of the matrix A = [aij] is positive 
and h, the element on the principal diagonal, is equal to tr, i.e., the sum of the elements of {ki}. 
Proof. Let A = D + U + L, where D = [di,j] is a diagonal matrix, U = [ul,j] is a strictly upper 
triangular and L = [Ii,~] is a strictly lower triangular matrix. Let k~' be the pth element of {k~}. The 
elements in the ith row of (L + U) in the increasing order of the columns are 
I i n - I  kt ,k2,k~,kt ,  ... ,k l -  ,O,k,, ... ,k, . 
The elements in the ith row of the Jacobi matrix R = D-x (L + U) in the increasing order of the 
columns are 
kt k 2 k a k~ -~ kl k~'-' 
h '  h '  h ' " "  h ,0, h '  h 
A.A. Shah~Journal ofComputational and Applied Mathematics 58(1995) 83-88 87 
The elements in the ith row of the determinant of the characteristic equation of R, in the 
increasing order of the columns are 
kt k 2 k 3 k i - '  kl kT-'  
h '  h '  h . . . .  ' h ' z, h'  " " '  h 
Add the last n - 1 columns to the first column, take [ - (a/h) - ~] common, from the first 
column, then subtract he first row from the rest of the rows and expand the determinant. The 
eigenvalues of R are (a/h), (k}/h) for all t = 1, 2, 3, . . . ,  n - 1. Clearly, if a ~> h the Jacobi method will 
fail to converge; as a result the Gauss-Seidel iteration may not converge since the relationship 
between the eigenvalues of the Jacobi and Gauss-Seidel method does not hold. Similarly, the 
optimum parameter for the SOR method is not available since A is not consistently ordered. [] 
4. Numerical examples 
In this section we give examples of different HST matrices that we have defined in the previous 
sections. In each case the convergence of the basic iterative methods is compared for h = tr and 
h = ½a, where h is the nonzero element on the diagonal of A = [ai,j] and a is the sum of the 
elements of {ki} of A = [ai,j]. The parameter for the SOR is taken to be 1.20 in each case. 
Example. Let 
A = 
½ h i!0 i~5 
1-~ h 1-155 
_1_ __1 h 10 15 
A = [ai.j] is a HST with ao = 5, d = 5. The eigenvalues of A = [al,j] are h + 3~00, h - 15, h - i~o, 
h - ~ .  Table 1 compares the spectral radii of the iteration matrices of the different basic iterative 
methods for the case h = a and Table 2 gives the same comparison for the case h = ½a. 
Table 1 
Convergence of basic iterative methods to reduce the 
error to 10- 7 for the case ao = 5, d = 5 and h = tr (~/is 
the rate of convergence, p(G) is the spectral radius, 
O means: does not converge) 
Method p(G) q 
Jacobi 1.0000000 O 
Gauss-Seidel 0.3156290 1.15319 
SOR 0.4166039 0.8756195 
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Table 2 
Convergence of basic iterative methods to re- 
duce the error to 10- 7 for the case ao = 5, d = 5 
and h = ½a (r/is the rate of convergence, p(G) is 
the spectral radius, O means: does not con- 
verge) 
Method p(G) ~1 
Jacobi 1.99999455 t9 
Gauss-Seidel 1.2537077 O 
SOR 1.4083721 O 
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