Cooperative communications have been demonstrated to be effective in combating the multiple fading effects in wireless networks, and improving the network performance in terms of adaptivity, reliability, data throughput, and network lifetime. In this paper, we investigate the use of cooperative communications for Quality of Service (QoS) provisioning in resourceconstrained wireless sensor networks, and propose MRL-CC, a Multi-agent Reinforcement Learning based multi-hop mesh Cooperative Communication mechanism. In MRL-CC, a multihop mesh cooperative structure is constructed for reliable data disseminations. The cooperative mechanism that defines cooperative partner assignments, and coding and transmission schemes, is implemented using a multi-agent reinforcement learning algorithm. We compare the network performance of MRL-CC with MMCC, a Multi-hop Mesh structure based Cooperative Communication scheme, and investigate the impacts of network traffic load, interference, and sensor node's mobility on the network performance. Simulation results show that MRL-CC performs well in terms of a number of QoS metrics, and fits well in large-scale networks and highly dynamic environments.
in large-scale networks. Thus, research on distributed, lightweight, and highly adaptive communication protocols with QoS support is still needed.
In recent years, cooperative communications have been proposed to exploit the spatial and time diversity gains in wireless networks Hong et al., 2007) . Users in cooperative communication systems work cooperatively by relaying data packets for each other, and thus forming multiple transmission paths or a virtual Multiple-Input-Multiple-Output (MIMO) system to the destination without the need of multiple antennas at each user. By utilising the broadcast nature of the wireless medium and spatial distribution of sensor nodes, cooperative communications can be used to improve the network performance of WSNs. For instance, users experience severe channel fading can have other users/partners helping them to deliver packets to the destination with satisfied QoS requirements. Cooperative mechanism is the key to the performance of cooperative communication systems. However it is challenging to find the optimal cooperative policies, e.g. when to cooperate, how to cooperate, and whom to cooperate with, in dynamic wireless networks (Ibrahim et al., 2008) .
In this paper, we investigate the use of cooperative communications for QoS provisioning in resource-constrained WSNs, and propose MRL-CC, a Multi-agent Reinforcement Learning based Cooperative Communication protocol. In MRL-CC, a multi-hop mesh cooperative structure is constructed for reliable data disseminations. The cooperative mechanism that defines cooperative partner assignments, and coding and transmission schemes, is implemented at each node using a multi-agent reinforcement learning algorithm. The cooperative nodes, regarded as multiple agents in the context of reinforcement learning framework, learn the optimal cooperative policy through experiences and rewards without the need of prior knowledge of the wireless network model. Thus, by considering the interactions with both the environment and other agents, multiple agents can cooperatively learn the optimal policy by using locally observed network state information and limited information exchange. Therefore, optimal network performance can be achieved without the need of maintaining precise network state information and centralised control.
The rest of the paper is organised as follows. Section 2 presents the related work. The background information on reinforcement learning and its applications in WSNs is provided in Section 3. Section 4 describes the architecture overview, design issues and reinforcement learning algorithm implementations of MRL-CC. The performance analysis is presented in Section 5. Finally, Section 6 concludes the paper and discusses the future research directions.
Related work
A large number of cooperative communication protocols have been proposed recently. Cooperation diversity gains, transmitting, receiving and processing overheads, are investigated by Sadek et al. (2006) . Cooperative issues across the different layers of the communication protocol stack, self-interested behaviours and possible misbehaviours are explored in (Conti et al., 2004) . Lin et al. (2009) proposed a cooperative relay framework which accommodates the physical, Medium Access Control (MAC) and network layers for wireless ad-hoc networks. In the network layer, diversity gains can be achieved by selecting two cooperative relays based on the average link Signal-to-Noise Ratio (SNR) and the two-hop neighbourhood information. A cooperative communication scheme combining relay selection with power control is proposed in (Zhou et al., 2008) , where the potential relays compute individually the required transmission power to participate in the cooperative communications. A variety of cooperative diversity protocols are proposed by Laneman et al. (2004) , namely, amplify-and-forward, decode-andforward, selection relaying, and incremental relaying. The performance of the protocols in terms of outage events and associated outage probabilities are evaluated respectively. Coded cooperation (Hunter et al., 2002) integrated cooperation with channel coding and works by sending different parts of each user's code word via two independent fading paths. Sendonaris et al (2003a Sendonaris et al ( , 2003b implemented a cooperation strategy for mobile users in a conventional Code Division Multiple Access (CDMA) systems, in which users are active and use different spreading code to avoid interferences. In the work of Hunter and Nosratinia (2004) , distributed cooperative protocols, including random selection, received SNR selection and fixed priority selection, are proposed for cooperative partner selection. The outage probability of the protocols is analysed respectively. CoopMAC, a cooperative MAC protocol for IEEE 802.11 wireless networks, is presented by . CoopMAC can achieve performance improvements by exploiting both the broadcast nature of the wireless channel and cooperative diversity. REER, a scalable, energy-efficient and error-resilient routing protocol for dense WSNs is proposed by Chen et al. (2008) . Based on geographical information, REER's design harnesses the advantages of high node density and relies on the collective efforts of multiple cooperative nodes to deliver data, without depending on any individual ones. MMCC is proposed by Chen et al. (2009) , which aims to improve the network reliability and prolong the network lifetime. A mesh structure is established for reliable data dissemination, random based and distance based values are used as the forwarding node selection criteria. However, the random timer based criterion cannot achieve optimal performance and incurs extra transmission delay; the distance based value criterion is not always effective in dynamic WSNs.
Most of the previous research is based on the following assumptions:
• orthogonal radios (FDMA, TDMA or CDMA) are available at all nodes, • the information of fading co-efficients among the source, sink and cooperative partners, are available at each node, • the sink node always has the updated information (full or partial) of the cooperative partner assignments, handover, and the inter-user channel properties.
However, half-duplex and CSMA/CA based wireless transceivers are employed in most of the sensor node platforms in practice, i.e. sensor nodes cannot transmit and receive signals simultaneously. Besides, due to the distributed nature of WSN applications, the sink node usually does not have the information of the inter-user channel properties in real time, as well as the cooperative scheme and partner assignments among the participants.
Another limitation is that most existing research focus on cooperation between a pair of users. Cooperations among multiple users are investigated by Sadek et al. (2007) and Hunter and Nosratinia (2004) ; however, the research is limited on one hop communication networks.
Reinforcement learning and its applications
Reinforcement learning provides a framework in which an agent can learn control policies based on experiences and rewards. In the standard reinforcement learning model, an agent is connected to the environment via perception and action, as shown in Figure 1 . On each step of interaction, the agent receives an input, i, some indication of the current state, s, of the environment; the agent then choose an action, a, to generate as output. The action changes the state of the environment, and the value of the state transition is communicated to the agent through a scalar reinforcement learning signal, r. The agent's behaviour, B, should choose actions that tend to increase the long-term sum of values of the reinforcement signal (Kaelbling et al., 1996) . The main idea of reinforcement learning is to strengthen the good behaviours of the agent while weaken the bad behaviours through rewards given by the environment (Zhang and Ma, 2007) . The underlying concept of reinforcement learning is Markov Decision Process (MDP). A MDP models an agent acting in an environment with a tuple (S,A,P,R), where S is a set of states, A denotes a set of actions. P(s′|s, a) is the transition model that describes the probability of entering state s′ ∈ S after executing action a ∈ A at state s ∈ S. R(s, a, s) is the reward obtained when the agent executes a at s and enter s′. The goal of solving a MDP is to find an optimal policy, π : S → A, that maps states to actions such that the cumulative reward is maximised. Detailed information on reinforcement learning can be found in the work of Kaelbling et al. (1996) .
Reinforcement learning has been applied in the design of communication protocols for wireless networks in the last years. Boyan and Littman (1993) were the first who investigated the use of reinforcement learning in packet routing in dynamically changing networks. Yu et al. (2008) presented a novel method for QoS provisioning for adaptive multimedia in wireless networks via average reward reinforcement learning in conjunction with stochastic approximation. Liu and Elhanany (2006) proposed RL-MAC, a reinforcement learning based MAC protocol for WSNs. A node implemented with RL-MAC can adjust the frame active time and duty cycle dynamically to adapt to its own traffic load, as well as its incoming traffic characteristics. A nearoptimal transmission strategy that chooses the optimal modulation level and transmission power while adapting to the incoming traffic rate, buffer and channel conditions, is proposed by Pandana and Liu (2005) .
Multi-agent systems (MASs) are systems that multiple agents are connected to the environment and may take actions to change the state of the environment (Stone and Veloso, 2000) . In MASs, independent distributed reinforcement learning (IndRL) is a basic learning algorithm, that agent assumes itself is the only one that can change the state of the environment, and does not consider the interactions among itself and other agents. Obviously, this will lead to individual agent's greedy and selfish behaviours, i.e. no cooperation is considered and thus only local optimisation can be achieved (Busoniu et al., 2006) .
In WSNs, data packets are usually routed to the destination node through multi-hop communications. The QoS performance of the route relies on the overall routing procedures, i.e. each node, which involves in the routing procedure, contributes to the end-to-end QoS performances. It is worth to note that, nodes which are not directly involved in the routing procedure but are within the communication range of the forwarding nodes, may take actions (e.g. packet originating, forwarding) and have impacts on the route's QoS performance as well, due to the shared and contention nature of the wireless channel. Thus, WSNs can be characterised as multi-agent systems, where sensor nodes can be considered as agents, wireless medium and packet flows can be regarded as environment. Intuitively, agents should cooperate with each other to achieve global optimal performance.
A number of Distributed Reinforcement Learning (DRL) algorithms have been proposed for MASs by Schneider et al. (1999) , namely, global reward DRL, local reward DRL, distributed reward DRL, distributed value function DRL (DVF-DRL). In DVF-DRL, by exchanging local state values with the immediate neighbouring agents, agents can consider both the rewards of the neighbouring and non-neighbouring agents, and then choose action to maximise the weighted sum of the rewards of all the nodes in the network. Thus, global cooperation can be achieved and overall network performances can be improved (Tham and Renaud, 2005) .
Cooperative mechanism design and implementation
In this section, we describe the architecture and design issues of MRL-CC. First, an architecture overview of the network organisation is presented. Then we describe the three phase operations of MRL-CC, namely mesh cooperative structure construction, Q-learning algorithm initialisation and data dissemination phases. Finally, the design and implementation of the Q-learning algorithm are illustrated.
Architecture overview
As shown in Figure 2 , MRL-CC employs a multi-hop mesh cooperative structure for reliable data disseminations in WSNs, i.e. data packets originated from the source are forwarded to the sink node by groups of cooperative nodes (denoted as CNs) relaying. In each group of CNs, a node will be elected as the forwarding node to forward the data packet to the adjacent group of CNs towards the sink node, and other nodes play as cooperative partners and will help in the packet forwarding in case the forwarding-node-election fails or the packet is corrupted in the transmissions. The forwarding-node-election in the CNs is based on a multi-agent reinforcement learning algorithm, i.e. each node is implemented with a Q-learning algorithm (Sutton and Barto, 1998) , a model-free method which learns the value of a function Q(s, a) to find an optimal decision policy. Each node maintains the Q-values of itself and its cooperative partners, which reflect the qualities (e.g. transmission delay, packet delivery ratio) of the available routes to the sink. When a packet is received by the nodes in a group of CNs, each node will compare its own Q-value with those of other nodes in the CNs; the node which determines that it has the highest Q-value will be elected to forward the data packet to the adjacent group of CNs towards the sink. Each time a packet is forwarded, all the nodes in the group of CNs will receive immediate rewards from the environment, which represent the quality of packet forwarding in terms of transmission delay and packet loss rate. Nodes then use the rewards to update the Q-values, which will influence their future decisions of forwarding-node-election.
The algorithm will reach convergence after a certain amount of time, depending on the network size, node mobility and density. Then, nodes are able to use the learned policy to take appropriate actions, i.e. node with the highest Q-value will forward the packet to the adjacent group of CNs towards the sink. To adapt to the dynamic nature of WSNs, MRL-CC explores the environment with a certain probability of ε, namely ε-greedy method (Sutton and Barto, 1998) . That is, with the probability of 1 -ε, the node with the highest Q-value will forward the packet to the adjacent group of CNs; and with the probability of ε, a randomly chosen node will forward the packet to the adjacent group of CNs.
Thus, without using complicated algorithms for the wireless link quality prediction (Shah and Nahrstedt, 2002; Mohrehkesh et al., 2006) , or explicitly frequent updating and maintaining of the network state information, nodes can find the optimal cooperative policy through a series of trialand-error interactions with the dynamic environment.
Multi-hop cooperative structure construction phase
To construct a multi-hop mesh cooperative structure, a set of nodes, termed as reference nodes (denoted as RNs) between the source node and the sink node (the source and the sink are also RNs) is first selected. The RNs are determined sequentially starting from the source to the sink, and the distance between two adjacent RNs is an application-specific value, which is a trade-off between reliability and energy efficiency. Once the RNs are determined, a set of nodes around each RN will be selected as the cooperative nodes (denoted as CNs), and thus, a multi-hop mesh cooperative structure is constructed in this phase. Data packets originated from the source will be forwarded to the sink by groups of CNs relaying. A part of the mesh structure is shown in Figure 3 , where the nth cooperative group is denoted by V n , and its adjacent groups are denoted as V n-1 and V n+1 , which are one hop farther and closer towards the sink than V n , respectively. Ideally, each node in V n is connected with all the nodes in V n-1 and V n+1 ; however, the links are unreliable and the qualities are varying over time and space due to the timevarying wireless channel and dynamic network topology. The number of cooperative nodes in each CNs, and the number of groups of CNs in the network, depend on the network size, ode density and the trade-off between reliability and energy efficiency. Details of the mesh cooperative structure construction and parameters selection can be found in the work of Chen et al. (2008 Chen et al. ( , 2009 ).
Q-learning algorithm initialisation phase
In the initialisation phase, each node is assigned with an initial Q-value. For node i ∈ V n , its initial Q-value (denoted as i ini n Q ) is calculated based on the relative distance (compared with its cooperative partners in V n ) from node i to the nodes in V n+1 , as shown in equation (1). 
where N is the number of cooperative nodes in V n (for simplicity, we assume N is identical for each group of CNs). d i, v n+1 is the average distance between node i and the nodes in V n+1 , which can be calculated as in equation (3). In the initialisation phase, node i exchanges its initial Q-value with the nodes in V n-1 , V n and V n+1 , by broadcasting the initialisation messages.
Data dissemination phase
When a data packet is received by the nodes in V n , each node will compare its Q-value with those of other cooperative nodes in V n . The node which determines that it has the highest Q-value will forward the data packet to V n+1 , and other nodes in V n will deduce whether the packet forwarding is successful or not, by monitoring the packet transmission at the next hop, i.e. from V n+1 to V n+2 .
If the data packet is received by V n+1 , the task for the current round of data forwarding for the nodes in V n is finished. Thus, the nodes in V n will receive positive rewards and update their Q-values, accordingly. Note in the Q-learning algorithm, all the nodes in V n , including the elected packet forwarding node and the other cooperative nodes, will receive positive reward. This is because that the other cooperative nodes have made the correct decision of the forwarding-node-election.
If the packet forwarding fails, all the nodes in V n will receive negative rewards (i.e. get punishment) and their Q-values will be updated. Then, another forwarding-nodeelection will be conducted by the nodes in V n for packet re-transmission based on the updated Q-values.
There are two reasons may cause the failure of packet forwarding:
• forwarding election failure: in this case, the node elected to forward the data packet is not eligible due to the out-of-date Q-value lists stored at the nodes in V n , • packet transmission failure: the packet is corrupted or collided during the transmission from V n to V n+1 .
To address the problem of packet forwarding failure, each node maintains a timer T r f for packet re-forwarding. That is, if nodes in V n do not hear the packet delivering from V n+1 to V n+2 before the timer expires, nodes in V n deduce that the packet is not successfully forwarded from V n to V n+1 and another forwarding procedure will be restarted by the nodes in V n based on the updated Q-values.
T r f is defined as in equation (4). l R where l d is the packet size (including overheads) in bits and R is the data transmission rate of the transceiver in bits per second. T IFS and T TA are the inter frame space (IFS) and the transceiver's transmitting to receiving turnover time respectively, which are specified by the underlying communication protocols.
Once the Q-learning algorithm reaches convergence, nodes are able to use the learned cooperative policy to take appropriate actions, i.e. node with the highest Q-value will be elected to forward the data packet to V n+1 , and nodes with lower Q-values monitor the packet forwarding and will help in the packet delivering if the packet forwarding from V n to V n+1 fails.
Q-learning algorithm implementation
In the context of reinforcement learning, for node i ∈ V n , we define the states, actions and rewards as follows:
State:
The execution of a f represents that node i is elected by the nodes in V n to forward the packet from V n to V n+1 , and the execution of a m denotes that node i monitors the packet forwarding.
Reward function:
The reward function is defined as in equation (6).
Equation (6a) is used to calculate the reward when the packet forwarding is successful. d Vn , sink is the average distance between the nodes in V n and the sink, which can be calculated as in equation (7). T Vn+1 and T Vn are the packet forwarding time at V n+1 and V n, respectively, observed at node i using the local clock. T rmn is the maximum amount of time that can be elapsed in the remaining path to the sink to meet the QoS requirement on the end-to-end delay. T rmn is updated in each packet forwarding procedure, and the value is encapsulated in the data packet. The positive reward reflects the quality of the packet forwarding, i.e. relative progress towards the sink over time.
Equation (6b) is used to calculate the reward when the packet forwarding fails. The negative reward reflects the relative delay caused by the unsuccessful packet transmission from V n to V n+1 .
The updating of Q-value iterates at each node in each forwarding procedure, and distributed value functiondistributed reinforcement learning algorithm (DVF-DRL) (Schneider et al., 1999 ) is used in the updating iteration.
For 1-hop packet forwarding, at iteration t, node i ∈ V n forwards a packet to V n+1 , and then j ∈ V n+1 is elected to continue the packet forwarding towards the sink. Node i updates its Q-value as in equation (8). 
where α is the learning rate, which models the updating rate of the Q-value. r denotes the immediate reward of execution of the action. The weight of the future rewards is defined by γ. w(i, j) models how strongly node i weights j's reward in its average. Equation 8 shows that node i's Q-value is a weighted sum of i's Q-value at the previous state, the action's immediate reward, the maximum Q-value of j which is elected as the forwarding node in V n+1 at the next hop, and the Q-values of all of i's cooperative partners in V n . Considering the multi-hop forwarding procedure as shown in Figure 2 , node i 0 (the source) originates a packet destinated to the sink node snk. In the learning period, a number of nodes (denoted as i 0 , i 1 , … i M ) are elected for packet forwarding sequentially from the source to the sink node. For node i 0 , the Q-value is updated as in equation (9) 
Both of the first and second terms are contributed by the nodes which are directly involved in the forwarding procedure. The first term is the weighted sum of the maximum Q-values of the nodes which are elected as the forwarding nodes sequentially from the source to the sink. The second term is the weighted sum of the immediate rewards achieved by the elected forwarding nodes. The third term defines the weighted sum of the maximum Q-values of the cooperative partners at each group of CNs, contributed by the nodes which are not directly involved in the forwarding procedure. The weighted Q-value of the sink node, which is set as a constant value is modelled in the last term. In the calculation of the expected end-to-end rewards, the future rewards are weighted by the discounting factor γ ∈ (0, 1). The reason is that in dynamic WSNs, it is more appropriate of using the discounted values of the future rewards than using the average values, because the network topology, link qualities, and node's duty cycles are tend to be varying. Equation 9 illustrates that although the source node only has locally observed network state information, and only communicates with its cooperative partners within the same group of CNs, it can estimate the end-to-end QoS performance of the routes to the sink, by calculating the weighted sum of its own immediate reward, the rewards that are expected to be achieved by the potentially elected forwarders in the remaining path to the sink, and the rewards of all of the non-directly involved nodes in the network. Therefore, nodes in MRL-CC can work in a cooperative manner by choosing actions to maximise the global rewards.
The pseudo code of the Q-learning algorithm is listed at Algorithm 1.
Algorithm 1: The Q-learning algorithm at sensor node i in the nth cooperative group (V n ) begin initialisation setup its cooperative partners' Q-value list table calculate its initial Q-values using equation (1) exchange the initial Q-value with its partners loop if receive data packet P m from V n -1 then compare its Q-value with those of its cooperative partners' in V n if its Q-value is the highest one then with the probability of 1 -ε, forward P m to V n+1 else monitor the packet forwarding end if end if if overhear P m is delivered from V n+1 to V n+2 before T rf expires then calculate the reward using equation (6a) and update the Q-value else calculate the reward using equation (6b) and update the Q-value restart the forwarding-node-election end if end loop
Performance evaluation
To study the network performance of MRL-CC, we compare it with MMCC, a multi-hop mesh structure based cooperative communication scheme. A random forwarding-node-election scheme is also implemented and its performance is used as a comparison baseline.
Simulation environment
We simulate a WSN where 200 sensor nodes are randomly distributed in a 400 m × 200 m rectangular area. We assume that nodes are stationary in the simulations, except in the mobile scenario where 50 nodes are randomly chosen as mobile nodes and others keep stationary. The source and the sink nodes are chosen randomly in each simulation run. Constant packet arrival rate with 5 p/s, and varying packet arrival rate (the probability of packet arrival rate of each sensor node follows a Poisson distribution with average λ = 5 p/s), are used in the simulations. Castalia WSN simulator (Pham et al., 2007; Castalia, 2009) , which is built based on the OM-NeT++ (Varga, 2001; OMNeT++, 2009 ) discrete event simulation platform, is used as the simulation environment. Table 1 lists the detailed simulation parameters. 
Comparison with MMCC
The average end-to-end delays to the sink node in different wireless channel conditions are shown in Figure 4 and Figure 5 , respectively. The simulation results show that when the wireless channel is in a perfect condition, i.e. no error occurs in packet transmissions, MRL-CC and MMCC (distance based) have the similar performances on the end-to-end delay. However, when the error-prone wireless channel is used in the simulation, MRL-CC performs better than MMCC.
The reason is that in the perfect wireless channel condition, distance based protocols such as MMCC, are always effective in forwarding-node-election, i.e. node which is closest to the sink is often the best forwarding candidate. However, in realistic wireless channel conditions, i.e. time-varying wireless links with packet transmission errors and collisions, it is not always true that nodes closer to the sink always have higher link qualities and should be elected as the forwarding nodes, and thus the use of distance-based criterion in forwarding-node-election is not always effective. For MRL-CC, by utilising the policy learned from experiences and rewards, nodes with higher link qualities are more likely to be elected as the forwarding nodes in the groups of CNs, and thus, the forwarding node assignment in MRL-CC is more adaptive than that in MMCC.
Figures 6 and 7 illustrate the average packet delivery ratio from the source node to the sink node with constant and varying packet arrival rates, respectively.
We can observe that with constant packet arrival rate, MRL-CC and MMCC have similar performances on the packet delivery ratio. However, when the packet arrival rate varies, MRL-CC outperforms MMCC. The simulation results also verify that the forwarding-node-election scheme in MRL-CC is more adaptive and flexible than MMCC in dynamic network conditions, by taking nodes' varying processing and queuing delays into account.
The impact of network background traffic load on the average end-to-end delay, and the impact of node mobility on the average packet delivery ratio are shown in Figures 8  and 9 , respectively. Figure 6 Average packet delivery ratio to the sink node with constant packet arrival rate
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Figure 7
Average packet delivery ratio to the sink node with varying packet arrival rate Figure 8 The impact of network background traffic load on average end-to-end delay Figure 9 The impact of node mobility on average packet delivery ratio
The simulation results show that MRL-CC performs better than MMCC, especially when the network background traffic becomes heavy and/or the network mobility level increases. It is because that MMCC selects data forwarding nodes either by a random value based criterion or a distance based criterion, and thus lacks of the flexibility of handling network dynamics. In comparison, MRL-CC is much more intelligent in data forwarding-node-election since it experiences the dynamic networks and learns the optimal cooperative policy through experiences and rewards. The flexible nature of computer machine learning allows it to adapt to the dynamic environment well, especially in networks with heavy traffic in highly dynamic scenarios. We have also observed that for all the measured QoS metrics in the simulations, MRL-CC performs better after the simulation runs for a certain amount of time (i.e. around 50 s). This is mainly because that there is a learning period for any kinds of learning based protocols, in which agents (sensor nodes in this paper) explore all the possible decisions (cooperative policy) and estimate the decision qualities, so that the network performance are improved over time. When the learning procedure is finished, nodes can take the optimal actions according to the network state information.
Conclusions and future research
In this paper, we have investigated the use of cooperative communications for QoS provisioning in resource-constrained WSNs, and proposed MRL-CC, a multi-agent reinforcement learning based multi-hop mesh cooperative communication mechanism for WSNs. Simulation results show that MRL-CC performs well in terms of a number of QoS metrics and fits well in large scale networks and highly dynamic environments.
In future research, service differentiation and system fairness will be considered in the cooperative mechanism design. Moreover, we will examine the use of adaptive cooperative coding scheme (e.g. channel coding) and employ power allocation scheme to improve the network performance and prolong the network lifetime.
