This paper presents two new heuristics which utilize classification and max-flow algorithm respectively to derive near-optimal branch decompositions for linear matroids. In the literature, there are already excellent heuristics for graphs, however, no practical branch decomposition methods for general linear matroids have been addressed yet. Introducing a "measure" which compares the "similarity" of elements of a linear matroid, this work reforms the linear matroid into a similarity graph. Then, two different methods, classification method and max-flow method, both basing on the similarity graph are developed into heuristics. Computational results using the classification method and the max-flow method on linear matroid instances are shown respectively.
Introduction
Branch-decomposition and its associated connectivity invariant branchwidth were introduced by Robertson and Seymour (1991) as part of their graph minors project and played a fundamental role in their proof of the Wagner's conjecture. It has been shown that branch decompositions open algorithmic possibilities for solving NP-hard problems for graphs. Theoretical work that used decompositions to solve the NP-complete problems can be found in Bern et al. (1987) , Courcelle (1990) , Arnborg et al. (1991) , and Borie et al. (1992) . Most of the above theoretical work can be applied to branch decompositions. In particular, Courcelle showed that several NP-complete problems can be solved in polynomial time using dynamicprogramming techniques on input graphs with bounded branchwidth. The original result is about bounded treewidth, the invariant associated with tree decompositions of graphsanother byproduct of Robertson and Seymour's proof of Wagner's conjecture. In contrast, the result is equivalent for bounded branchwidth, since the branchwidth and treewidth of a graph bound each other by constants (Robertson and Seymour, 1991) .
When using the branch decomposition to solve graph problems, branch decompositions with small width (ie. order of the branch decomposition) are always desirable. In contrast, finding optimal branch decompositions (branch decompositions with the smallest width possible) in general is NP-hard (Hicks and McMurray, 2007) . As a result, a branch of researchers has been focusing on developing practical heuristics that produce branch decompositions with small widths. In particular, there is the eigenvector heuristic based on spectral graph theory proposed by Cook and Seymour (2003) and Hicks' diameter method along with a hybrid of the two (Hicks, 2002) .
Encouraged by the benefits of branch decompositions for solving NP-hard graph problems, researchers generalized the branch decomposition to any finite set where a symmetric submodular function is defined (Oum and Seymour, 2006) , intending to attack classes of NP-hard problems modeled on structures other other than graphs. For example, Cunningham and Geelen (2007) proposed a branch decomposition-based algorithm to solve integer programs with a non-negative constraint matrix. In contrast, unlike branch decompositions for graphs, there has been much less work to derive near-optimal branch decompositions for the general setting. Hence, the focus of this paper is to develop near-optimal branch decomposition heuristics for linear matroids.
Most NP-hard graph problems can be modeled on linear matroids, by displaying the problems in the form of matrices (e.g. node-edge incidence matrices). Moreover, the large class of integer programming problems can be easily modeled on linear matroids, simply by associating the constraint matrix of the integer program with a linear matroid. Thus, branch decomposition theories can be applied to these graph and integer program problems via linear matroid easily. Whenever in these occasions, the width of the branch decomposition is desired to be as small as possible.
Taking the Cunningham-Geelen algorithm for example, the algorithm has a complexity of O ((d + 1) 2k mn + m 2 n), where m and n are the number of rows and columns of the constraint matrix, k is the width of the input branch decomposition, and d is a numeric value of the matrix respectively. Thus, the solving time of the integer program using the CunninghamGeelen algorithm is subject to change according to the width of the input branch decomposition exponentially. Generally, the smaller the width of the input branch decomposition, the faster the branch decomposition based algorithm performs. However, it has been shown that finding an optimal branch decomposition of the linear matroid for a general matrix is NPhard (Hicks and McMurray, 2007) . Thus, to apply branch decomposition-based algorithms, finding near-optimal branch decompositions is of practical importance.
Though the broad applications of branch decompositions, there are not many practical works for finding the near-optimal branch decomposition for a general setting such as linear matroids, in spite of success such as eigenvector method and diameter method for branch decompositions of graphs. In a previous work by Oum and Seymour (2006) , the authors constructed an algorithm to estimate the branchwidth of a symmetric submodular function within a factor of 3. For example, the algorithm decides either the branchwidth is at least 6 or finds a branch decomposition with width at most 15 for an instance with branchwidth being 5 (Oum and Seymour, 2006) . Hence, the error factor of three of Oum and Seymour's method shows that it is not practical when applied to branch decomposition-based algorithms. New practical methods are needed to derive branch decompositions of linear matroids.
Inspired by the work of Belkin and Niyogi (2003b,a) and its application to image processing by Szlam et al. (2008) , we reform the linear matroid into a similarity graph. Their work considered the data set as a finite weighted graph where nodes of the graph represent elements in the data set and two nodes are connected if and only if their corresponding data points are "similar" enough under the similarity measure. In our work, basing on the similarity graph, two different methods, classification method and max-flow method, are developed and implemented.
In the classification method, the Laplacian-Eigenmaps-based partially labeled classification theory by Belkin and Niyogi (2003b,a) is introduced to derive branch decompositions.
In their work, Belkin and Niyogi consider the problem of classification under the assumption that the data resides on a low-dimensional manifold within a high-dimensional representation space. Drawing on the correspondence between the graph Laplacian, the Laplace Beltrami operator on the manifold, and connections to the heat equation, they proposed an algorithmic framework to classify a partially labeled data set in a principled manner. The active role of graph Laplacian in heuristics or approximation algorithms for problems whose exact solution is NP-complete or coNP-complete has been strongly utilized in the literature.
In the 1980s, Alon (1986) showed the significance of the eigenvector corresponding to the second smallest eigenvalue of the graph Laplacian (see Chung (1997) for definition of graph Laplacian), and supplied an efficient algorithm for approximating the expanding properties of a graph. In the work of Shi and Malik (2000) , they explored the eigenvector with the second smallest generalized eigenvalue of the graph Laplacian to partition graphs. In Cook and Seymour's eigenvector branch decomposition heuristic for graphs, they use the eigen-vector with the second smallest eigenvalue of the weighted graph Laplacian before calling the max-flow algorithm to identify the source and sink nodes (Cook and Seymour, 2003) .
Classification, or partially labeled classification has previously been extensively applied in areas such as machine learning, data mining, pattern recognition, but not yet in branch decomposition techniques as an exclusive procedure without max-flow. Referring to Belkin and Niyogi's algorithmic framework, we construct a low-dimensional representation for the original high-dimensional elements of the linear matroid, where eigenvectors of the Laplacian of the similarity graph are the basis, and build classifiers for partitioning the element set of the linear matroid.
The max-flow method inherits the ingredients of the previous branch decomposition heuristics especially the diameter method of the branch decomposition heuristics for graphs by Hicks (2002) . Based on the similarity graph, our work contracts the similarity graph into its corresponding graph minors as the heuristic evolves, and picks the small neighborhoods of a diameter pair (nodes having their distance equal to the diameter of the minor) minimizing the max flow as the source and sink. Each separation induced by the output cut in the max-flow algorithm becomes a separation in the output branch decomposition.
Throughout this paper, we assume that all graphs are simple and undirected unless otherwise stated. One is referred to the books by Diestel (2006) and Oxley (1992) 
Preliminaries

Branch Decompositions
Although the paper focuses on the branchwidth of linear matroids, we deem it relevant to define branch decompositions and branchwidth in terms of symmetric submodular set functiions because we offer theoretical results in this general setting.
Given some finite set E and some function f over E, the function f is symmetric if
Note that the function λ is submodular and
is called a separation, and its order is defined to be λ(X).
A tree is an acyclic and connected graph. A node of degree 1 in the tree is called a leaf, otherwise, the node is a non-leaf node or inner node. Given some finite set E and a symmetric submodular function f defined over E, let T be a tree having |E| leaves and in which every non-leaf node has degree at least three. Associate with each leaf v of T one of the elements of E, say ν(v), in such a way that each element of E is associated with a distinct leaf (ν is bijection). The pair comprised of the tree T and the function ν, is a partial branch decomposition of f . If each non-leaf node of T has degree exactly three, then the pair
subgraph of T and X ⊆ E is the set labels the leaves of T , then we say that T displays X.
If T is a leaf node, ie. |X| = 1, then the corresponding separation (X, E − X) is called a leaf separation. Obviously, there are |E| such leaf separations in all. The width of an edge e of T is defined to be λ(X) where X is the set displayed by one of the components of T \ e, and without any confusion, the width of e can be written as λ(e). The width of T , denoted width(T ), is the maximum among the widths of its edges. The branchwidth of submodular function f is the minimum among the widths of all branch decompositions of f .
Tree building
Given any partial branch decomposition, any of the leaf separations can always be induced by deleting an edge incident to a leaf node from the partial branch decomposition tree. Thus, the star graph (a tree with only one inner node with all the other nodes adjacent to it) with a bijection from the element set to its leaves, is a trivial partial branch decomposition. Given a star graph with inner node v as an initial partial branch decomposition, if one finds a reasonable partition (X,Y) of the set D, denoting the edges incident to the node v; split v into two nodes x and y, making X incident to x and Y incident to y; and connect x and y by an edge e, then one would have another partial branch decomposition. In this new partial branch decomposition, all the previous separations obtained in the star graph are preserved, and a new separation (X,Y) can be induced by deleting e from the new partial branch decomposition. In addition, it is easy to see that the maximum degree has been reduced after such a procedure. This gives a hint of how to proceed in order to produce branch decompositions.
After a closer look at the partial branch decompositions, one may find, as described above, T i+1 preserves all the separations which can be induced in T i . Thus, the width of T i+1 is always greater or equal to the width of T i . In an algorithmic point of view, at each iteration i, a "large" node with degree more than 3 is picked and split in a way that hopefully keeps the width of T i+1 small.
To be more clear, let T i be the partial branch decomposition at the ith iteration, the heuristic continues picking one node v of degree more than three of the tree T i and splitting it, unless every internal node of T i has degree at most three then the heuristic stops.
In the first iteration, a separation (A,B) is found such that |A|, |B| ≥ 2 and a new partial branch decomposition (T 2 , ν) is created where ν is replaced by nodes x and y and edge (x, y) and x has the leaves corresponding to A and y has the leaves corresponding to B. The above split is called initial split, and later splits are called sequential splits.
k-split
In the case of conducting a k-split of the node v, let D be the edge set incident with v in T i and suppose the heuristic partitions D into k subsets X 1 , X 2 , ... and X k , both with cardinality at least one. Generate a new node x j if |X j | ≥ 2 and connect node v with x j . Keep the edges in X j incident with x j , generate a new edge x j v between x j and v, for any |X j | ≥ 2, and keep the edges in X j incident with v for any |X j | = 1 (see Figure 1 for example of 2-split and 3-split). The new tree T i+1 is formed by the above procedure. Moreover, (T i+1 , ν) is a partial branch decomposition. One may notice that in the case of 2-split, node v turns out to be of degree 2 in T i+1 , thus to keep T i+1 a partial branch decomposition, one needs to contract node v before the next iteration. We say that T j is extended from T i for any pair of i and j, such that i < j (see Cook and Seymour (2003) ).
Figure 2 shows a sample tree building process which terminates in 3 iterations. The size of the element set is 6. Using a 2-split and a 3-split, one goes from the star graph to the third partial branch decomposition. Note that, every inner node of T 3 has degree 3, thus T 3 is a branch decomposition. There is no need to proceed, thus the decomposition process is finished. For the case in Figure 2 , the widths relation is width(T 1 ) ≤ width(T 2 ) ≤ width(T 3 ). 
Matroid
Let E be a finite set and I be the family of subsets of E, called independent sets.
is defined to be a matroid if the following axioms are satisfied:
(M2) For every H ⊆ E, every maximal independent subset of H has the same cardinality.
A circuit of a matroid is a minimally dependent subset, i.e. deleting any member results in an independent set. For more explanations and examples of matroid, please refer to Oxley (1992) . Now, we would like to introduce the linear matroid. Let F be a field and
be a matrix over F. Let the element set E be the columns indices of A and I = {J ⊆ E :
the columns indexed by elements of J are linearly independent}. Then, this
is a matroid, and a matroid of such kind is a linear matroid. A circuit of a linear matroid is the set of indices of a minimal set of linearly dependent columns. Further, the connectivity function can be endowed with the linear matroid, and is defined as
where r is the linear rank function over field F. One
is defined to be the space which is the intersection of the space spanned by the columns indexed by X and the space spanned by the columns indexed by E − X of the matrix A,
ie. S(A, X) span(A|X) ∩ span(A|(E − X)). Thus, to minimize λ(X), one only need to minimize the dimension of S(A, X).
Pushing
Let's say that (T, ν) is k-extendible if there is some way to (repeatedly) split the nodes of T having degree greater than three, to obtain a branch decomposition of width equal to or smaller than k. Without loss of generality, we assume k to be the smallest width of the branch decomposition from which the current partial branch decomposition can be extended to. Certainly (T 1 , ν) is k-extendible when k equals to the branchwidth. In the ith iteration, we desire to choose X and Y so that if (
is also k-extendible, then the split from T i to T i+1 is a greedy one. Every separation of the element set E arising from (T i+1 , ν) also arises from (T i , ν) except the separations comprised of the newly generated edges x 1 v, x 2 v . . .. Repeatedly choosing separations with small orders, without regard to other considerations, turns out to be too short-sighted in practice. Indeed, there might always be a "safe" way to split. By "safe" we mean that if the current partial branch decomposition is k-extendible, then the new partial branch decomposition will be k-extendible as well. We do not know how to check directly if a given (T, ν) is k-extendible, thus, we need The Pushing Lemma and The Strong Closure Corollary to maintain the kextendibility. The name "pushing" is extended from Cook and Seymour (2003) , but their pushing lemma can not be applied to the case of linear matroid. Thus, here in this paper,
we have a new pushing lemma and its corresponding proof.
To make the later statements easier, we accommodate our previous definition of partial branch decomposition in the following way. A partial branch decomposition for a finite set E is a cubic tree T whose leaves are labeled by the elements of E. That is, each element of E labels some leaf of T, but leaves may be unlabeled or multi-labeled. A branch decomposition is a partial branch decomposition without multi-labeled leaves.
Let D be the edge set incident with v in T i , and edges e 1 , e 2 ∈ D be distinct edges.
Consider the 2-split of node v which partitions D into 2 subsets X = {e 1 , e 2 } and Y = D\X, makes edges in X incident to a new node x and Y incident to a new node y and connects x and y. This 2-split of v yields a new partial branch decomposition T i+1 . Let λ(e 1 ∪ e 2 ) be the short form representing the order of the separation induced by deleting the edge xy from T i+1 . Also, recall that λ(e 1 ) and λ(e 2 ) are the orders of the separations induced by deleting e 1 from T i and deleting e 2 from T i respectively. 
holds. Then taking the partition
Proof: Let A 1 be the set displayed by e 1 not containing v, A 2 be the set displayed by e 2 not containing v,
and e 2 have a common end, then we are done. So we can assume that in T , e 1 and e 2 do not have a common end. Here, we aim to construct a new branch decomposition T with width at most that of T , where e 1 and e 2 have a common end. To finish the proof, we need the help of Claim 1 and Claim 2.
Claim 1 Let e be any edge of
, and by submodularity, we get
We can assume that T has degree-3 vertices, as otherwise the lemma holds triv- Here we place a restriction that for any edge e such that X eu ⊆ A i , we only follow the direction derived by the fact that λ(X eu ∩ B) ≤ k.
As k ≥ 2, each edge incident with a leaf can also be restricted to be oriented away from that leaf. First assume that there exists a node v of T such that every other vertex can be connected to v by a directed path. As each edge incident with a leaf has been oriented away from that leaf, and any u, 
Since e and f are oriented away from w, λ(( Let s be a vertex satisfying Claim 2, f 1 , f 2 and f 3 be the edges of T incident with s, and X i denote X f i s for each i ∈ {1, 2, 3}. So there exist i 0 ∈ {1, 2, 3}, such 
Inequality (1) is called the pushing inequality. In addition, the 2-split described in The Pushing Lemma is called a "push". The method used in the proof was influenced from a proof offered by Geelen et al. (2003) . Figure 3 is illustrated as an example of applying The Pushing
Lemma. In Figure 3 , D = {vc, vb, vw, v5, v13} , e 1 = vc, e 2 = v5, and λ(e 1 ∪ e 2 ) λ(xy)
in T i+1 , suppose λ(e 1 ∪ e 2 ) ≤ max{λ(e 1 ), λ(e 2 )}, then taking the partition X = {e 1 , e 2 }, Y = D \ X of D for the 2-split of node v yields a new tree T i+1 . Thus, by The Pushing
Before introducing the corollary, we will first introduce some notations and definitions to simplify the later statements. Let D be the edge set incident with node v in T i which Figure 3 : An example of applying The Pushing Lemma has degree greater than 3, and let e, f ∈ D be distinct edges. The strong closure of any Proof: If |Co(e 1 )|=1, then it follows directly from the pushing lemma. Thus,we can start our induction, if the corollary is true for j, then for
very obviously, width(T i+j+1 ) ≤ width(T i+j ).
In Figure 4 , D = {vc, vb, vw, v5, v13}, 
Similarity graph
This paper focuses on the heuristics for finding near-optimal branch decompositions. In the following discussion, we will always focus on linear matroid M = (E, I) associated
where F is the field. Thus, the element set
A branch decomposition can be regarded as a global arrangement of the elements in the element set E. Recall Section 2.2. The heuristics derive a branch decomposition after several iterations of incorporating separations to partial branch decompositions. As stated before, the width of the partial branch decomposition may grow after each iteration. Thus, the difficulty is how to introduce low order new separations when pushing is unavailable such that the width of the new partial branch decomposition stays small. To tackle the above difficulty, we developed two methods: classification and max-flow method, both based upon the similarity graph. To introduce the similarity graph, one needs to define the similarity measure first.
For an edge e of T , recall that the order of the separation (X, Y ) induced by T \e is λ(X) =
r(X)+r(E−X)−r(E)+1 = dim(S(A, X))+1, where S(A, X) span(A|X) span(A|(E− X)). Thus, a "good" partition (X,Y) always features a small dimension of S(A, X), that
is, a small similarity between the spanning space of sets displayed by X and Y . From now on, we would say X instead of the columns displayed by X, column instead of the column indexed by the element for convenience.
No matter what method is chosen to generate a separation of the branch decomposition, the above "similarity" between the spanning space of X and Y is desired to be small. Thus, there should be a way to qualitatively measure the "similarity" between the elements of the matroid. Particularly, we identify the similarity measure between two columns by the potential of the subspaces generated by a set including each column being near-parallel, ie.
the value of sine of the angle between the two columns. Thus, given an initially labeled set B ⊆ E, which is comprised of the set B X of elements from X and the set B Y of elements from Y . Intuitively, by putting the most similar columns to B X in X, and the most similar columns to B Y in Y , one can expect a small dimension of S(A, X).
Let 1, 2, . . . , n be the nodes of the similarity graph. Then, define the distance between node i and node j to be the sine of the angle between A i and A j , ie. dist(i, j) = 1 − (
). An edge is placed between nodes i and j if A i and A j are "close". Nodes i and j are connected by an edge if and only if i is among γ nearest neighbors of j or j is among γ nearest neighbors of i for parameter γ ∈ N, and the distance between i and j is strictly less than 1.
For a sequential split in the kth iteration, let v be the node to split in the iteration k, connected to each other in the similarity graph. As a result, the constructed graph G v is a minor of the similarity graph.
The diameter of a graph G is the smallest number k such that the shortest path between any nodes of G has distance at most k where the edges all have length equal to one. The diameter pair of the graph G is a pair of nodes having their distance equal to k.
Classification method
In this section, we are introducing the Laplacian Eigenmap techniques of data classification to our branch decomposition heuristics. The linear matroid M = (E, I) is associated with ma-
as the data set to be classified. A complete subroutine of classification can be divided into the following 5 steps.
Step 1: Constructing the similarity graph with γ nearest neighbors
For the initial split, Let {1, 2, . . . , n} be the nodes of the similarity graph. Let the distance between nodes i and j be the sine of the angle between A i and A j , ie. dist(i, j) = 1 − (
). An edge is placed between nodes i and j if A i and A j are "close". Nodes i and j are connected by an edge if and only if i is among γ nearest neighbors of j or j is among the γ nearest neighbors of i , for the parameter γ ∈ N, and the distance between i and j is strictly less than 1.
Step 2: Choosing the weights Step
3: Computing the eigenfunctions of the Laplacian
For the initial split, assume the graph G, constructed above, is connected. Otherwise proceed with step 3 for each connected component. Compute eigenvalues and eigenvectors for the generalized eigenvector problem
where D is the diagonal weight matrix, and its entries are column sums of W,
Laplacian is a symmetric, positive semidefinite matrix that can be thought of as an operator on functions defined on the vertices of G.
Let f 0 , · · · , f n−1 be the solutions of equation 3, ordered according to the generalized eigenvalues:
where 0 = λ 0 ≤ λ 1 ≤ ... ≤ λ n−1 . We leave out the eigenvector f 0 corresponding to eigenvalue 0 and use the p eigenvectors corresponding to the p smallest non-zero eigenvalues for embedding in p-dimensional Euclidean space.
Step 4 
2 , where s is the cardinality of the labeled set, and without loss of generality the labeled set is denoted to be {1, 2, ..., s}. The minimization is considered over the space of coefficients a i = (a i (1), ..., a i (p) ). The solution is given by
where c lab i
.., c s )
T and E lab is an s × p matrix whose q, r entry is f r (q). Also,
The vector u i is called extended label of the ith class.
Similarly, for k = 2,
Step 5: Classifying unlabeled elements
For k = 2, assign the j-th element to the first class if u(j) >= 0. Assign the j-th element to the second class otherwise. For k ≥ 3, assign the j-th element to the class argmax i u i (j).
Thus,finish a call of classification subroutine. According to k, the number of classes to be classified, The above subroutine is called a k-classification subroutine.
Applying classification method and pushing
In the initial split, first construct the similarity grpah G of the linear matroid, then compute the diameter pairs of G. There might be multiple diameter pairs. For a sequential split in the kth iteration, let v be the node in T k to split in the iteration k, and D be the edges incident to v in T k , construct the corresponding minor of the similarity graph G v . In D, there should be only one edge not incident to a leaf, and denote this edge and its corresponding separation by e and (X, Y ). Without loss of generality, assume that X = {x 1 , · · · , x N } are the leaves adjacent to v. Then G v should be of size N + 1, with a node S identified Y from G and each one of the other nodes representing a node from X.
Find node 1 in G v that is among the sth most distant nodes from S, and find node 2 in G v distinct from S that is either among the sth most distant nodes from S or the sth most distant nodes from node 1 .
For each pair of node 1 and node 2 , let node 1 and indices in Y together be the labeled elements in the first class, compute the extended label u 1 of the first class using the formula in Step 4. Let node 2 and Y together be the labeled elements in the second class, compute the extended label u 2 of the second class using the formula in Step 4. Compare the two extended labels and assign the element j to the class i, i = 1, 2 having grater value of u i (j).
Thus, X is split into the part in the first class W 1 and the part in the second class W 2 , and correspondingly (X ∪ W 1 , W 2 ) and (X ∪ W 2 , W 1 ) are two separations of the element sets.
Also, extended labels u 1 for separation (X ∪ W 2 , W 1 ) and u 2 for separation (X ∪ W 1 , W 2 ) are stored. In T 2 , connect node v with 3 new nodes x 1 , x 2 and x 3 , keep the edges in Y incident with x 1 , W 1 incident with x 2 and W 2 incident with x 3 . For any 1 ≤ i ≤ 3, generate a new edge x i v between x i and v, then, partial branch decomposition T k+1 is formed.
After the initial split (X, Y ) of the current classification method, one can compute the strong closure of the X and Y , and push the elements in the closure, then continue classification. For the sequential splits, try applying "The Strong Closure Corollary" first, and use classification to find the split if the closures are all empty.
Justification
The Laplacian eigenmaps handles the problem of embedding the similarity graph into pdimensional Euclidean space. The embedding is given by the n×p matrix
where the ith row provides the embedding coordinates of the ith vertex. It provides a choice to minimize the following objective function,
where
T is the p-dimensional representation of the ith node, under appropriate constraints. The objective function with our choice of weights W ij incurs a heavy penalty if neighboring points x i and x j are far apart. Therefore, minimizing it is an attempt to ensure that if x i and x j are "close", then y (i) and y (j) are close as well. This reduces to finding arg min
The constraint Y T DY=I prevents collapse onto a subspace of dimension less than p, and by the constraint Y T D1 = 0 we require orthogonality to the constant vector. Standard methods show that the solution is provided by the matrix of eigenvectors corresponding to the lowest non-zero eigenvalues of the generalized eigenvalue problem Ly = λDy (Belkin and Niyogi, 2003a) .
Connection to the eigenvector method
It is worthwhile to mention that in Cook and Seymour's eigenvector branch decomposition heuristic for graphs, they use Laplacian eigenmaps too, though just for identifying the source and sink nodes before calling max-flow algorithm. For this section, let us consider the classification method only on graphs. Unlike our case that the adjacency matrix of the similarity graph is the weight matrix for the line graph L(G) of the input graph G, they use
else W ij = 0. We compute the Laplacian only once before the initial split, and then use the same p eigenvectors of the Laplacian as basis of the maps in every split when pushing is unavailable for the entire method. In contrast, they compute the weighted Laplacian in every initial and sequential splits when pushing is unavailable and use the only eigenvector corresponding to the second smallest eigenvalue of the Laplacian every time. Of course, the way they choose their weighted matrix makes the eigenvector method unapplicable to the setting of linear matroids, in general.
Max-flow method
The max-flow method inherits the ingredients of diameter method of the branch decomposition heuristics for graphs by Hicks (2002) , and is based on the similarity graph. The linear
A complete subroutine of max-flow method can be divided into the following 3 steps.
Max-flow subroutine
Step 1: Construction or node-identification of the similarity graph
For the initial split, let {1, 2, . . . , n} be the nodes of the similarity graph. Let the distance between nodes i and j be the sine of the angle between A i and A j , ie. dist(i, j) = 1 − (
). An edge is placed between nodes i and j if A i and A j are "close". Nodes i and j are connected by an edge if and only if i is among γ nearest neighbors of j or j is among γ nearest neighbors of i, for the parameter γ ∈ N, and the distance between i and j is strictly less than 1.
For a sequential split in the kth iteration, let v be the node to split in the iteration k, and D be the edges incident to v in T k . Construct the graph G v which is a minor of the similarity graph as described in section 4.3.
Step 2: Compute diameter and diameter pairs
Compute the diameter of the current graph G or G v (either similarity graph for initial split or minor of similarity graph in sequential split) and the diameter pairs of the current graph.
Step 3 
Applying max-flow method and pushing
For the initial split, run the 3-step max-flow subroutine. In the i-th sequential splits, for splitting a node v, denote the edges incident to v in the current partial branch decompo- 
Computational Results
It has been shown by previous researchers that if a graph has a cycle with length at least 2, then the branchwidth of the linear matroid associated with the binary node-edge incidence matrix of the graph has the same branchwidth as the branchwidth of the graph itself. This observation provides a feasible way to check the performance of the heuristics because there are a number of graph instances with branchwidth known in previous literature (Hicks, 2002 (Hicks, , 2005 ). These node-edge incidence matrices can be treated as linear matroid instances to test the performance of our heuristics. The computer codes were written in MATLAB and all computations were run on a Sun Ultra 24 Workstation (3.0Ghz).
In Tables 1, 2 , 3, 4 and 5, each instance is named in the first column; the second column and the third column are the size of matrix associated with the linear matroid instance; the forth column is the branchwidth of the linear matroid instance; the fifth and seventh columns report the output width and computational time for the classification method; and those due to the max-flow method are reported in the fifth and seventh columns. Branchwidth is denoted by β in the tables for simplicity.
In Table 1 , the linear matroid instances are all node-edge incidence matrices of the planar graphs. Thus, the number of columns are about three times of the number of rows for the instances (because a planar graph with m nodes can have at most 3m − 6 edges).
In Table 2 for the sequential splits. More specifically, in Table 1 , we use p = 6 when m ≤ 500; p = 8 when 501 ≤ m ≤ 1000; p = 10 when m ≥ 1001; and p = 6 for all the instances in Table 2 , 3, 4, 5 and 6, since the number of rows is at most 465.
For the max-flow method, we use γ = 4 for instances in Table 1 , and γ = 3 for instances in for the sequential splits.
For the instances in Table 1 , the width of the branch decomposition found by the heuristics is usually within nine of the branchwidth of the instance. For the small instances in Table 2 , 3, 4 and 5, the results of the heuristics are usually within two of the branchwidth of the instance. Averagely, both of the two methods are four away from the branchwidth for the planar instances and one away from the branchwidth for the compiler instances.
More clearly, the error and relative error(ie. the error over the branchwidth) versus the size of the element set for each planar instance are shown in Figure 5 , and the error and relative error versus the size of the element size for each compiler instance are shown in Figure 6 . The squares in the figures are the performances of the classification method, and the circles are the performances of the max-flow method. They both have relative errors smaller than one for all these instances with the branchwidth known.
In terms of the output width, it is not easy for one to make out which method is better either by the tables or the figures. Indeed, the two methods beat each other alternatively. These results indicate that both of the two heuristics are near-optimal yet there is certainly room to improve the practical performance of the heuristics. But by all means, the max-flow method seems to be faster than the classification method. Another improvement that could be probably be made in the future is reducing the time for the two methods, checking only the necessary cases and decreasing the rounds of for loops. Table 7 reports the width and time using the generalized eigenvectors and the standard eigenvectors respectively for the classification method for the same instances as in Table 6 . These results of the two cases are very much the same too.
In summary, using standard eigenvectors for
Step 3 of the k-classification subroutine is also suggested for the classification method.
Conclusions and Future Work
This paper presents two new near-optimal branch decomposition heuristics for linear matroids, classification method and max-flow method. In the literature, there are already excellent heuristics for graphs, however, no practical branch decomposition methods for general linear matroids have been addressed yet. Reforming the linear matroid into a similarity graph, the two heuristics are able to draw its connections to the classic graph theory as well as the spectral graph theory. Thus, the two heuristics are sufficiently supported in theory.
In addition, this work develops The Pushing Lemma and its corresponding corollary for any symmetric submodular function, which hopefully can be helpful to future branch decomposition based work. Though there's still room to improve the practical performance of the two heuristics, the computational results for both heuristics are always within the error factor of one. Incorporating these techniques for any symmetric submodular set function is a definite direction for future work. 
