SUMMARY An advanced communication system, the FlexRay system, has been developed for future automotive applications. It consists of timetriggered clusters, such as drive-by-wire in cars, in order to meet different requirements and constraints between various sensors, processors, and actuators. In this paper, an approach to static scheduling for FlexRay systems is proposed. Our experimental results show that the proposed scheduling method significantly reduces up to 36.3% of the network traffic compared with a past approach.
Introduction
Microprocessor-controlled electro-mechanical systems have been used to replace mechanically linked hydraulic steering and braking of cars from over a decade [1] . Some other computerized vehicle-control applications such as adaptive cruise control, collision avoidance, and autonomous driving are also being developed. These applications will be realized as real-time distributed systems requiring dependable interaction among sensors, processors and actuators.
The FlexRay system [2] is a communication system developed for the next generations of automobiles by a consortium founded in 2000 by BMW, DaimlerChrysler, Motorola, and Philips Semiconductors. The core of the FlexRay system is the FlexRay communication protocol. It has been designed for the high data transmission rates required by advanced automotive control systems. It consists of timetriggered clusters, such as drive-by-wire in cars, in order to meet different requirements and constraints between various sensors, processors, and actuators.
The FlexRay system is a time-triggered architecture providing a computing infrastructure for the design and implementation of dependable distributed embedded systems. The communication in this architecture is based on a fault-tolerant time-triggered protocol (TTP) [3] . Pop et al have been developed scheduling strategies using TTP as a communication protocol for distributed real-time systems [4], [5] . There are two basic approaches for handling tasks in real-time applications [6] . In the event-triggered approach, activities are initiated whenever a particular event is noted. In the time-triggered approach, activities are initiated at predetermined points in time. Two approaches can be used together inside a few certain applications. Pop et al [7] have proposed an approach for multicluster distributed embedded systems consisting of time-triggered and eventtriggered clusters, interconnected via gateways by using the worst-case response time analysis of the application for the controller area network (CAN).
In [7] , the schedulability analysis is outlined in Fig. 1(a) . In first step, the application is partitioned on the time-triggered cluster (TTC) and event-triggered cluster (ETC), and processes are mapped to the nodes of the architecture (i.e., mapping). In second step, the mapping of messages are combined into a frame in order to be transmitted to the bus(i.e., frame packing). In the last step, the released time of tasks and the timing of sending messages are determined (i.e., time scheduling). For each step, a given set of parameters is leading to find out if a system is schedulable, that is, all the time constraints are met. If application is unschedulable in one of these steps, the set of parameters must be changed until obtaining the approximate optimal solution. If after these steps the application is unschedulable, the approach conclude that no satisfactory implementation could be found with the available amount of resources.
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addition to the characteristics of objects, more time is necessary to be carried out searching. Pop et al have supposed that all the processes belonging a process graph have the same period. Moreover,,such an optimization problem is NP complete, thus obtaining the optimal solution is no feasible. Pop et al have proposed two frame-packing optimization strategies, one based on a simulated annealing (SA) approach, the other is based on a greedy heuristic to explore the design space. The main limitation of SA-based methods is the difficulty in tuning the control parameters. Since the complexity of a system on which implements several difference kinds of applications, this model is hard to apply in the real world. An optimization procedure based on a SA has been proposed by Murakami et al [8] . For various sensors, processors, and actuators with different execution period, it is necessary to develop an efficient scheduling method for static segment of communication cycle in the FlexRay system. In this paper, a more practical and flexible approach to static scheduling method for the distributed automotive control system which integrate FlexRay and CAN systems has been proposed. They supposed that all the processes belonging a process graph can have difference periods. Moreover, they also took into account the influence of system load on the scheduling method.
In this paper, we propose an effective GA-based scheduling algorithm for FlexRay Systems that can include CAN system which be treated as a FlexRay node. The advantages of a GA-based approach depends heavily on how well the various components of GA incorporate the salient features of the problem under consideration [9] . To evaluate the effectiveness of this approach, we have chosen a representative safety-critical application to simulate as case study. Our experiments show the GA can be applied to such kinds of application to find a schedule better than SA approach.
There has been much attention surrounding hardwaresoftware co-design techniques. In [10], they studied the configuration problem which consists of two sections: specifying the hardware capacities of the processing elements and statically allocating the software tasks to them. This technology can be applied in allocating clusters of tasks to any processor for optimization of scheduling subtasks and communication.
The remainder of this paper is organized as follows: in Sect. 2 the application model and system architecture are presented. In Sect. 3 the problem is defined. Section 4 discusses in detail our GA approach. In Sect. 5, experimental tests are carried out. Some concluding remarks follow in Sect. 6.
System Architecture

FlexRay Systems
The FlexRay system architectures consisting of nodes are connected by broadcast communication channels. The FlexRay protocol is a dual channel protocol. FlexRay sys- Fig.2 The node architecture and the dual bus topology configuration. Freshness Time (FT): Messages are sent by the input task processes through the communication routes. FT is the time from beginning of input task processes until the end of all output task proceesses that be inflected by these messages.
It should be noted that RT and FT may difference in case of multirate systems. Figure 4 shows the difference Fig. 4 The difference between respone time and freshness time .
between respone time and freshness time. Based on above preliminaries, four time constraints are defined as follows;
Response Constraint: For certain route, the maximum response time must be less than a given time.
Freshness Constraint: For certain route, the maximum freshness time must be less than a given time.
Synchronous
Input Constraint: To these routes which have the same output task, the maximum difference of feshness time of these routes must be smaller than a given time.
Output Constraint: To these routes which have the same input task, the maximum difference of response time of these routes must be smaller than a given time.
In this paper, we assume that all the constraints are equal to deadline of task graph. Besides above time constraints, we define another constraint by considering character of static segment. Slot Redundancy:
The number of the slot not used at the end of the communication cycle continuously expresses the degree of empty slots in the schedule. The larger number unused slots is, the higher the slot redundancy is.
Genetic Algorithm for Scheduling Problem
GA is an example of the meta-heuristics which have been successfully applied to a variety of problems. Since the search space is large and has a complex structure, finding a solution by genetic search is appropriate. 
Selection
The selection operation is performed as shown in Fig. 8 . •oe crossover 2:
In child's string, insert a message at the slot whose Fig. 9 The crossover operation.
number is equal to the average value of two parents'.
•oe crossover 3: The (+) operator means insertion of Bi into the corresponding positions of Bi in Ci. How the replacement is taken place is shown in Fig. 9 (b) . Exchanging genes is done by exchanged set in the child individual.
When the processors that a node belongs to are different in its two parents, the processor which the node belong to will be decided once again randomly. When an edge appears in one of its parents, we insert the same slot number as the number of its parents. When an edge do not appear in either of its two parents, we insert the edge into the child individual gene randomly.
Mutation
The exchange mutations are defined as follows,
• In Fig. 10 , the nodes Fig. 10 A safety critical application model. Table 1 The execution time of nodes and the message sizes. Table 2 The network traffic of the optimum schedule.
labeled Ni, means that this node is allocated to ith processor.
The other nodes can be allocated to any processor freely. The relation between the best fitness value and the generation number.
Fig. 12
The relation between message size and number of slots.
schedule is 7. In [8], the minimum number of slot can be used for schedule was 11. This experimental result shows that the proposed scheduling method significantly reduces up to 36.3% of the network traffic compared with the SA approach. This schedule also can meet all deadlines of the task group a, b and c. The Relationship between the best fitness value of generation and generation number is shown Fig. 11 .
Next, we tested our algorithm with respect to the maximum message size allowed. For the results depicted in Fig. 12 we have assumed the maximum message size as 5, 8, 16 and 32 bytes. Figure 12 shows that the number of slots used for schedule decreases with the decrease of the maximum number of bytes in a message.
We changed the graph for general experimental purpose. We considered four graph architectures consisting of 15, 20, 25, and 30 nodes. Execution time, periods and message size were assigned randomly within certain intervals. Figure 13 shows the number of slots used for schedule satisfying the constraints and deadlines. Good results were obtained by both algorithms. However, GA used a fewer number of slots than SA. In the future, we will apply the GA-based scheduling algorithm to real-world applications .
