Abstract The ability to precisely coordinate motor control to regularly-paced sensory stimuli requires an ability often called 'mental timekeeping', a distinct form of cognitive function. A consistent feature among conceptual models of the internal clock mechanism is an element of 'top-down' cognitive control. Although lesion and fMRI studies have provided indirect evidence supporting the role of the prefrontal cortex in exerting top-down influence over lowerlevel sensory and motor regions, little direct evidence exists. We investigated changes in Dynamic Causal Modeling (DCM)-measured top-down control of sensorimotor timing during different phases of a unimanual, auditory-paced finger-tapping task in a cohort of healthy adults and adolescents. The brain regions examined were organized into a network of excitatory connections between bilateral dorsoand ventrolateral prefrontal cortices and motor and auditory cortices. This baseline connectivity changed depending on whether participants listened passively to the pacing cue, synchronized their regular interval finger tapping with the cue, or continued tapping in absence of the cue. Subjects who performed better at maintaining the prescribed tapping pace in the absence of the auditory cue relied more on topdown control of the motor and sensory regions, while those with less accurate performance relied more on sensory driven, bottom-up control of the motor cortex. No significant maturational effects were observed in either the behavioral or DCM path weight data. Both right and left prefrontal cortex were found to exert control over timing behavioral accuracy, but there were distinctly lateralized roles with respect to optimal performance.
Introduction
The ability to precisely coordinate motor control to regularly-paced sensory stimuli requires an ability often called 'mental timekeeping', thought to be a distinct form of cognitive function (Wiener et al. 2010) . A consistent feature among numerous conceptual models of the internal clock mechanism (e.g., Gibbon 1977; Matell and Meck 2004; Meck and Benson 2002; Wing 2002) , such as pacemaker-accumulator models, is an element of 'topdown' cognitive control. Specifically, in pacemakeraccumulator models (e.g., Gibbon 1977; Matell and Meck 2004; Meck 1996; Meck and Benson 2002; Wing 2002) information about the passage of time is believed to be represented within an 'accumulator' (i.e., working memory component), which then must be integrated within an executive 'comparator' mechanism that evaluates this information against goal-directed plans for responding to the environment. Such models exemplify commonly held cognitive definitions of top-down control, wherein putatively lower-level sensorimotor functions or operations are supervised and influenced by higher-level processes important for flexible, adaptive behavior (e.g., Desimone and Duncan 1995; Duncan et al. 1996; Knudsen 2007; Miller and Cohen 2001) . Following the work of a number of studies investigating the neural Electronic supplementary material The online version of this article (doi:10.1007/s11682-013-9224-5) contains supplementary material, which is available to authorized users.
underpinnings of timekeeping, a synchronizationcontinuation task (c.f., Wing and Kristofferson 1973) was chosen as a convenient paradigm with which to interrogate top-down control in conceptual models of the internal clock mechanism. While such sensorimotor timing tasks have also been frequently used to test theoretical models of sensorimotor synchronization (e.g., Molinari et al. 2007; Pollok et al. 2005; Repp 2005 ), this study focuses almost exclusively on the mental timekeeping processing underlying these tasks (e.g., Collier and Ogden 2004; Wing and Kristofferson 1973) , rather than on the theoretical underpinnings of implementation of the motor response processes (Repp 2005) .
A number of neurobiological models of prefrontal cortex function and connectivity (e.g., Miller and Cohen 2001) are consistent with the general organizational framework of topdown control in mental timekeeping and highlight the role of prefrontal cortex as the apex of this hierarchy. Lesions in the prefrontal cortex have been shown to cause general deficits in executive abilities, such as working memory, with few if any discernable deficits in more basic sensory discrimination and motor performance (e.g., Diamond and Goldman-Rakic 1989; Duncan et al. 1996; Vendrell et al. 1995) . Results of these lesion studies suggest that executive abilities controlled by the prefrontal cortex would need to be integrated with these more basic sensory discrimination and motor performance abilities to produce successful sensorimotor timing performance. Prefrontal driven top-down control can also be inferred from fMRI studies that link individual differences in prefrontal hemodynamic activity levels with executive-type abilities (e.g., Garavan et al. 2003; Rypma et al. 2002) . While these findings indirectly support both the concept of top-down influence over planning and performance of complex behavior and the role of the prefrontal cortex in exerting such influence, such experiments do not formally test causal relationships among activity levels within prefrontal and lower-level brain regions. Direct tests would provide clearer, more meaningful evidence of top-down control. Data analytic techniques such as Dynamic Causal Modeling (DCM) recently were developed to use fMRI and similar forms of functional neuroimaging data so that neuroimaging researchers could formally test predictions about hierarchical top-down control. DCM and similar techniques presume that statistical 'causal' relationships can be quantified wherein brain activity within one region can be shown to influence that in another (Guye et al. 2008) . Communication between putatively higherlevel cognitive (e.g., prefrontal) and lower-level sensory and motor areas can be conceptualized as generative models, which propose the existence of forward and backward connections among brain regions (Friston and Price 2001) . Forward connections are driving in nature and thought largely to promulgate sensory information via bottom-up signaling. In contrast, backward connections from cognitive regions to sensory and association regions are thought to instantiate top-down control, influencing cellular assemblies within cognitively-modularized systems that bias brain activation in sensory and association cortex regions (Friston and Price 2001) .
None of the growing number of studies using DCM to investigate connectivity among brain regions has examined synchronization-continuation tasks directly, but some understanding about regional interactions relevant to mental timekeeping can be gleaned piecemeal through studies of different cognitive functions that use conceptually related tasks. For instance, several reports have described the underlying connectivity of the motor effector system itself (e.g., Rehme et al. 2011) , or characterized top-down control of the motor system during performance of cognitive tasks (e.g., Cieslik et al. 2011; Hare et al. 2011) . These latter two studies showed top-down influence over the primary motor system, both direct and indirect, by the prefrontal cortex in the cases of simple choice (Hare et al. 2011 ) and stimulusresponse compatibility (Cieslik et al. 2011) tasks. As informative as these previous DCM-based studies are in setting the stage for predictions about how top-down control over motor behavior -both cognitively and neurally -may manifest during mental timekeeping, they fail to capture a number of phenomena that underpin most sensorimotor timing experiments, such as the competing influences of top-down and bottom-up control engaged specifically to guide motor performance. Additional study is needed to clearly understand how prefrontal brain regions interact with other neural structures known to be engaged during synchronized, measured motor output indicative of the successful ability to guide behavior by a cognitive representation of the passage of time.
We investigated changes in DCM-measured top-down control of sensorimotor timing during different phases of an auditory-paced, regular interval finger-tapping task. Our task was a variant of the synchronization-continuation task (Wing and Kristofferson 1973) used successfully in other studies of mental timekeeping (e.g., Jantzen et al. 2004 Jantzen et al. , 2005 Jantzen et al. , 2007 Lewis et al. 2004; Rao et al. 1997) , in which participants first passively listened to a regularly paced auditory cue, then synchronized index-finger tapping responses to the cue, and finally continued to tap at the same rate in the absence of the auditory cue. Previous metaanalyses and fMRI studies using this type of task have identified a diverse collection of active brain regions including primary and secondary motor areas, basal ganglia, prefrontal cortices, inferior parietal regions, and primary auditory cortices (Jantzen et al. 2004 (Jantzen et al. , 2005 (Jantzen et al. , 2007 Lewis et al. 2004; Rao et al. 1997; Rubia and Smith 2004; Smith et al. 2011; Wencil et al. 2010; Wiener et al. 2010; Witt et al. 2008) . As these synchronization-continuation paradigms readily engage both frontal and sensorimotor regions, they are ideal tasks with which to measure top-down control during mental timekeeping. Due to the limitations of fMRI hemodynamic measurement, studies specifically examining the underlying timing processes of sensorimotor timing tasks (Jantzen et al. 2004 (Jantzen et al. , 2005 (Jantzen et al. , 2007 Lewis et al. 2004; Rao et al. 1997; Rubia and Smith 2004; Smith et al. 2011; Wencil et al. 2010; Wiener et al. 2010 ) often unavoidably conflate conceptually-distinct clock, accumulator, and comparator functions into a single profile of timekeeping-related brain activation, with no easy way of disentangling which of these functions is the source of observed top-down control. One study employing a parametric temporal discrimination task was able to dissociate brain activity likely related to the accumulator to that of the comparator, noting that activity in different regions within bilateral ventral prefrontal cortices (BA 44/45/46) corresponded to accumulator and comparator functioning (Wencil et al. 2010) . However, the authors observed that they could not be absolutely certain whether their results represented temporal processing specifically or that of a more general attentional control system. The best evidence to date for top-down control during sensorimotor timing (as opposed to temporal discrimination) comes from Jantzen et al. (2007) , who showed greater bilateral dorsal and ventral lateral prefrontal cortex activation during a task requiring participants to continue tapping at a rate learned to a pacing tone, but in the absence of auditory cues (Jantzen et al. 2007 ). Such a continuation task phase ideally represents cognitive control because regular motor output must be maintained solely based on cognitive presentations of the timing interval in the absence of pacing cues. However, although that study supports the importance of prefrontal cortex to mental timekeeping top-down control, it relied on a conceptual argument for top-down control, as it did not examine causal interactions among timekeeping brain regions.
The primary study aim was to characterize organization of top-down and bottom-up influences among bilateral prefrontal cortices, bilateral primary auditory cortices, and the left primary motor cortex during all task phases in a cohort of 45 healthy, right-handed adolescents and adults. We anticipated we would find DCM evidence for top-down neural control of the primary auditory cortices and left motor cortex by prefrontal regions during all phases of an auditory-paced finger-tapping task, but that the target region of this control would change with various task demands that theoretically differed in the degree of top-down control expected. We specifically hypothesized that the auditory cortices would be the target of top-down control during the passive listening condition of the task (i.e., this connectivity should serve to establish and maintain neural representation of the interval needed for motor synchronization). Frontal lobe regions, in particular, have been shown to exhibit task condition-dependent levels of activity (e.g., Chadick and Gazzaley 2011; Jantzen et al. 2007 ). Specifically, because a previous fMRI study has shown that the prefrontal cortex exhibited increased activity during the continuation phase of a sensorimotor timing task (Jantzen et al. 2007 ), we also predicted that the degree of top-down control over the motor cortex would be most apparent during the continuation phase, relative to either passive listening or synchronized tapping. This prediction is consistent with assumptions of current models of mental timekeeping that the accumulator and comparator have a frontal lobe origin and are the source of top-down control during sensorimotor synchronization. We additionally hypothesized that top-down control would be relatively distributed among all prefrontal regions to be examined (i.e., bilaterally), consistent with current distributed network theories of working memory (e.g., Wager and Smith 2003) and temporal processing (e.g., Wiener et al. 2010) , with no single prefrontal region demonstrating overall control.
A secondary study aim was to describe the developmental trajectory of this control from early adolescence through adulthood. Several behavioral studies find developmental gains when comparing younger children with adults, either on motor interval timing tasks as used in the current study (McAuley et al. 2006) or other timekeeping paradigms (e.g., Greene and Williams 1993) . Some evidence suggests that temporal processing behavioral performance on synchronize-continue tasks is largely at adult performance levels by adolescence, with moderate developmental gains throughout adolescence into early adulthood (McAuley et al. 2006) . However, it is not known at what age brain activation required for adult-like performance matures. For instance, one functional neuroimaging study found evidence for age-related hemodynamic signal increases in left dorsolateral prefrontal cortex and left inferior frontal gyrus during temporal perception challenge across adolescence (Smith et al. 2011) , but these changes occurred in the absence of age-related differences in task performance itself. Because the latter study also observed decreased functional connectivity between right frontal and parietal regions and right and left frontal regions in adolescents compared with adults, it is plausible that immature connectivity patterns might be related to immature behavioral performance profiles in adolescents. Consistent with this idea, we hypothesized that the degree of top-down control between prefrontal and primary auditory and motor cortices would exhibit age-related changes in the form of increased path weight coefficient values, particularly for the presumably most demanding continue condition. We also predicted age-related decreases in how much adolescents relied on bottom-up influences during the continue condition, measured in the form of decreased DCM path weight coefficient values for pathways originating in the auditory cortices.
Methods

Participants
A total of 45 right-handed adolescent and adult participants (28 females) were recruited for several studies at the Olin Neuropsychiatry Research Center through community advertisements. Participants ranged in age from 12 to 43 years (mean (SD)=20.3 (6.7) years) and were screened to ensure that they were medically healthy and had no past head injury, neurologic condition, learning disability, or other neurodevelopmental conditions. The absence of current or lifetime psychiatric and substance abuse disorders was determined using the screening module of the Structured Clinical Interview for Diagnosis (SCID-IV; First et al. 1994) or the Schedule for Affective Disorders and Schizophrenia for School-Age Children (K-SADS-PL; Kaufman et al. 1997 ). All participants underwent written informed consent using procedures approved by the Hartford Hospital IRB.
FMRI stimulus delivery/response recording
The paced finger-tapping task was implemented using custom software (VAPP; http://www.nrc-iol.org/vapp/) for presentation. Visual stimuli were presented using a projection system (5000 ANSI lumens) and displayed on a highresolution screen located just behind the participant's head. The participant viewed the screen using a mirror attached to the head coil. Corrective lenses were provided as needed. MR-compatible headphones were used to deliver the auditory stimulus. An MR-compatible fiber optic response device (Lightwave Medical, Inc., Vancouver, B.C.) was used to acquire behavioral responses.
Paced finger-tapping paradigm Our study employed a simple auditory-paced finger-tapping task. The finger-tapping paradigm was designed as a block design fMRI task. Each run consisted of six blocks of 14 s of passive listening to the metronomic audio cue (listen), 12 s of tapping in synchrony with the audio cue (tap), and 12 s of continuing to tap at the same pace in the absence of the audio cue (continue). Blocks were separated by a 12 s rest period. Instructions to change task phase (i.e., 'listen', 'tap', 'continue') were visually presented throughout the duration of the respective task phase. The audio cue was a 500Hz tone of 100 msec duration and presented at a pacing rate of 0.75Hz and an intensity of 100 dB. All participants reported being able to both hear the pacing tone and discriminate it from the background scanner noise. During the task, participants tapped with their right index finger. Two runs, each approximately 7 min and 40 s in duration, were collected for each participant.
Imaging parameters MR images were acquired on a 3 T Siemens Allegra (Siemens Medical Solutions, Erlangen, Germany) located at the Olin Neuropsychiatry Research Center at the Institute of Living/Hartford Hospital in Hartford, CT. The functional imaging volumes were collected in axial orientation to the anterior commissure-posterior commissure line using a single-shot-gradient-echo echo-planar sequence (TR/TE= 1,500/28 msec; flip angle=65°; FOV=24 cm; matrix=64; 3.4×3.4 mm in-plane resolution; slice thickness=5 mm; 30 slices) with whole brain coverage. The two runs each consisted of 309 time points, with an initial 9 s rest session to allow for T1 effects to stabilize. These initial six images were not included in subsequent analyses.
High-resolution T1-and T2-weighted anatomical images were also acquired on all participants to ensure that all were free from obvious vascular injury that might otherwise influence both task performance results and interpretation of functional imaging results.
Image processing
Functional images were reconstructed offline. Each run was corrected for slice-timing acquisition differences and separately realigned using INRIalign (Freire and Mangin 2001; Freire et al. 2002) as implemented in SPM8 (Wellcome Department of Cognitive Neurology, London, UK). A mean functional image volume was constructed for each participant for each run from the realigned image volumes and used to determine the parameters for spatial normalization into standardized Montreal Neurological Institute (MNI) space. These normalization parameters were then applied to the corresponding functional image volumes, and the normalized images were smoothed with an 8 mm FWHM Gaussian kernel. All participants' data were individually inspected to ensure that no participant had translational or rotational head motion greater than the acquired voxel size.
FMRI statistics and region of interest extraction
The regressors from each participant's fMRI model were defined as the onsets of each trial block and modeled using a synthetic hemodynamic response function. The functional imaging data of each participant were modeled individually in SPM8 and included three separate regressors for each of the three conditions (listen, tap, continue). The six motioncorrected parameter estimates (x, y, and z displacements and pitch, roll, and yaw rotations) were included as covariates of no interest to statistically control signal change related to head motion. A high-pass filter (cutoff period=128 s) was incorporated into the model to remove low-frequency signals.
In order to assess the role of top-down modulation in paced finger tapping, eight, 6 mm spherical regions of interest (ROIs) were defined corresponding to the dorsolateral prefrontal, ventrolateral prefrontal, motor, and primary auditory cortices in both the left and right hemispheres ( Table 1) . The positioning of the ROIs was determined from a map of the main effects of the task across all subjects (Fig. 1 , Supplemental Table 1 ). This map of the overall main effects of the task agreed well with what has been published by us (Stevens et al. 2007) for this same task and others using similar tasks (Jantzen et al. 2004 (Jantzen et al. , 2005 (Jantzen et al. , 2007 Lewis et al. 2004; Rao et al. 1997) . The current instantiation of dynamic causal modeling in SPM8 limits models to eight or fewer regions, making it impossible to include all potential regions (i.e., bilateral striatum) discussed in the introduction as being important for sensorimotor timing. Individual subject time series data were extracted for each 6 mm spherical region of interest centered at that subject's nearest local maximum to the coordinate of peak functional activity listed in Table 1 . The time series data extracted for each participant at each region was of zero mean and unit standard deviation. To ensure that time series data could be extracted for each region for all participants, no statistical thresholding was applied to the individual subject's data.
Dynamic causal modeling
Dynamic causal modeling (DCM; Friston et al. 2003 ) was used to assess the role of top-down influence in a sensorimotor synchronization task. DCM utilizes a bilinear model, formulated to include both neurodynamics and a version of the extended Balloon model (Buxton et al. 1998; Friston 2002) . Changes in neuronal states over time are described by a multivariate differential equation, where x represents the state vector, A the intrinsic connectivity matrix, B the taskdependent modulations driven by the input function u, and C the influence of direct inputs into the system (driving input).
To model the underlying intrinsic connections, all three task conditions (listen, tap, continue) were included as the driving input (C in Eq. 1). These three conditions were also considered separately, as modulatory variables (B in Eq. 1), to assess changes to the baseline connectivity during each task condition. Practically, this driving and modulatory input took the form of a standard SPM-type GLM design with four separate regressors corresponding to the (1) onset timings for all experimental conditions, (2) the onset timings for the listen condition, (3) the onset timings for the tap condition, and (4) the onset timings for the continue condition. To capture the broadest picture of neural dynamics, we chose a model that included all possible connections among the eight brain regions of interest.
Causal models were estimated for each subject and session individually using DCM10 (Wellcome Department of Cognitive Neurology, London, UK), and Bayesian Parameter Averaging (BPA; e.g., Stephan et al. 2010 ) was used to calculate the within-subject average of the parameter estimates across the two sessions. Bayesian Parameter Averaging can be used to compute a joint posterior density within-or betweensubjects by combining the individual posterior densities across multiple scanning sessions, treating the posterior from one scanning session as the prior for the next (Garrido et al. 2007; Neumann and Lohmann 2003) . However, as random effects statistics have been shown to provide robust estimates of between-subject averages of simulated DCM data in comparison to fixed effects methods (Kasess et al. 2010) , random effects statistics were employed to assess group averages of both the intrinsic connectivity matrices (A) and task-dependent modulations (B).
While our model included all possible connections, we made a priori predictions only for the 12 top-down paths from the left and right dorso-and ventrolateral prefrontal cortices to the left and right auditory cortices and left motor cortex, as well as the two bottom-up paths between the left and right auditory cortices and the left motor cortex. Building on the concept of generative models (Friston and Price 2001) , we considered top-down paths to be those paths that originate in higher-level brain areas and terminate in lowerlevel sensory and motor regions and modulate the response of these lower-level regions to sensory input. Bottom-up paths, in contrast, were considered to be those paths that originate in lower-level sensory regions and serve as driving input to elicit a pre-specified response for a given pattern of input. A series of 1-sample t-tests were used to assess the overall path significance at the group level. Only path evidence with statistical significance surviving Bonferoni correction at p<0.05 for comparing across all fourteen (12 topdown and 2 bottom-up) paths of interest was reported. Posthoc, repeated measures ANOVAs were used to assess relative changes in a given path across the three task-dependent modulations (listen, tap, continue). Readers may note that our model included the right primary motor cortex, even though we made no specific hypotheses concerning either top-down or bottom-up connections to this region. It was primarily included as a "control" region to assess whether the results of the DCM analysis were neurobiologically reasonable. As the motor output of the task consisted solely of right index-finger tapping, we did not anticipate any significant involvement of the primary right motor cortex vis-à-vis our main theoretical interests concerning top-down control.
Behavioral data and developmental effects
We considered two different measures to assess the relationship between behavioral performance and DCM path weight data. First, inter-tap interval was calculated for each subject as the time interval between any two successive taps, considering the tap and continue conditions separately. Inter-tap interval can be considered to be a self-correcting measure of the ability to maintain the prescribed tapping rate (i.e., a measure of internal clock functioning). Second, reaction time data were used to calculate the average deviation from the pacing stimulus for the tapping and continue conditions for each subject individually. Deviation was defined as how early or late a participant tapped compared to the prescribed pacing rate (e.g., tap-tone asynchrony). For the tap condition, deviation was calculated as the absolute value of the time between each auditory cue and corresponding button press occurring within a 500 msec window around the cue presentation. A similar calculation was made for the continue condition, recognizing that participants had already established the 0.75 Hz pacing rate in previous listen and tap conditions and guided their motor output using a working memory representation of the interval. As our task employed 12 s blocks for both the tap and continue conditions, measures of deviation may more readily capture a greater degree of performance abnormality and better represent an absolute performance index of accuracy (i.e., a measure of working memory functioning) than measures of inter-tap interval. Additional, more complex, measures of behavioral performance for isochronous tapping data also exist (e.g., estimates of clock variance, motor variance, drift, etc.) using either the Collier-Ogden or Wing-Kristofferson models (Collier and Ogden 2004; Wing and Kristofferson 1973) , however, we chose to adopt inter-tap interval and absolute average deviation from the pacing rate as more basic measures of overall behavioral performance. Using these arguably simpler measures has the advantage of making our results more applicable to future studies of mental timekeeping employing different types of timing paradigms. We first confirmed performance differences between the tap and continue conditions, as well as evaluated possible age effects using repeated-measures ANOVAs for both behavioral measures. Then, separate multivariate ANOVAs (SPSS; IBM Corporation, Somers, NY) were used to determine the relationship between the 14 top-down and bottomup paths and the two behavioral measures for the tap and continue conditions. Post hoc analyses were performed to determine which, if any, individual paths had statistically significant relationships with the behavioral data. Those paths identified as having a significant relationship to the behavioral data were subjected to further linear regression analyses to determine the exact nature of the relationship. For our secondary aim to determine developmental effects, repeated-measures multivariate ANOVAs were used to assess age-related changes in these two behavioral measures for the tap and continue conditions. For the DCM path weight data, separate multivariate ANOVAs were used to identify any age-related dependences in any of the 14 paths Fig. 1 FMRI results for the main effects of task performance across all subjects. This map of the main effects of the task shows positive activation only for all three task conditions (listen, tap, continue) averaged across all 45 subjects. These activation results were used to define the peak location of the eight regions-of-interest for the primary DCM analyses. The activation results have been corrected for multiple comparisons across the whole brain at p<0.01 using False Discovery Rate. Color bar units are given in terms of t-score across for both DCM-estimated intrinsic connectivity (matrix A), plus path strength modulation (matrix B) during all three task conditions (listen, tap, and continue). For all agerelated analyses, participants were binned into eight separated age bins (12-13 year, 14-15 year, 16-17 year, 18-19 year, 20-22 year, 23 year, 24-25 year, 26+yrs) to be used as a between-subjects factor. This somewhat irregular binning was employed to ensure that each age bin had approximately the same number of subjects (each bin had on average six subjects) in an effort to preserve overall stability. These supplemental analyses examining the relationships between DCM coefficients and behavioral data were performed to provide additional insight into the cognitive relevance of the fMRI modeling results.
Results
Intrinsic connectivity
Analyses of intrinsic connectivity are valuable because they provide evidence as to the basic configuration of relationships among brain regions during task performance. The average intrinsic connectivity results summarized across all subjects ( Fig. 2 ; Table 2) showed that task performance, regardless of task phase, resulted in a network of excitatory connections between all the prefrontal cortical regions and the left motor cortex. The only significant top-down influence to either of the auditory cortices was an excitatory connection between the left ventrolateral prefrontal cortex and the left primary auditory cortex. Additional significant excitatory connections also were observed between the left primary auditory cortex and the left primary motor cortex, and the right auditory cortex and left motor cortex. While no formal hypotheses were made concerning the top-down and bottom-up connections into the right primary motor cortex, our model did show that this region displayed similar intrinsic connectivity to that of the left primary motor cortex. However, as will be discussed more fully below for the left primary motor cortex, no statistically significant task-dependent modulations were observed for either any of the top-down connections from the four prefrontal regions of interest to the right primary motor cortex or the two bottom-up connections from the left and right primary auditory cortices.
Task dependent modulations
The primary study aim hypotheses were evaluated by testing whether presumed top-down or bottom-up intrinsic connections involving the prefrontal cortex were modulated by different task conditions. DCM results for these taskdependent modulations are summarized in Fig. 3a-c and Table 3 , noting that in cases where there was no significant task-dependent modulation of a path, the baseline, intrinsic path weight of that path (Fig. 2, Table 2 ) still applies. 
Listen
During the listen condition, inhibitory connections (i.e., negative DCM coefficients) were newly established between the right ventrolateral prefrontal cortex and both left and right auditory cortices, as well as between the left dorsolateral prefrontal cortex and the left auditory cortex, that were otherwise not present in the baseline intrinsic connectivity. Significant negative modulation of the connection between the left auditory cortex and left motor cortex also was noted. No other paths exhibited significant modulation by the listen condition.
Tap
During the tap condition, negative modulation of the connections between the left ventrolateral, right ventrolateral, and right dorsolateral prefrontal cortices and the left primary motor cortex was observed, effectively extinguishing these three top-down paths. A significant excitatory connection between right ventrolateral prefrontal cortex and right auditory cortex regions (not found in the intrinsic baseline connectivity) also was observed. None of the other paths exhibited significant modulation from its baseline state during the tap condition.
Continue
During the continue condition, we observed an inhibitory connection between the left ventrolateral prefrontal cortex and the right auditory cortex that was not otherwise present in the baseline intrinsic connectivity. Additionally, significant negative modulation of connections between the left auditory cortex and left motor cortex, and right auditory cortex and left motor cortex was noted. No other path was significantly modulated during the continue condition. Fig. 1 for the baseline, intrinsic connectivity still apply for any unmodulated paths (thin solid arrows)
Behavioral data
The average inter-tap interval across all subjects was found to be mean (SD)=1.38 (0.04) seconds for the tap condition and mean (SD)=1.45 (0.07) for the continue condition. We noted a significant between-condition effect (F (1,43) =39.99; p<1.234×10 −7 ; η p 2 =0.482), indicating that performance during the continue task was significantly worse than during the tap condition. No significant overall multivariate effect for the relationship of inter-tap interval to DCM coefficients was observed for either the tap or continue condition. The average deviation across all subjects from the pacing stimulus during the tap condition was found to be mean (SD)= 0.112 (0.057) seconds. For the continue condition, the average deviation from the theoretical pacing stimulus was found to be mean (SD)=0.358 (0.061) seconds. Again we noted a significant between-condition effect indicating that continue performance was worse than tap performance (F (1,43) =311.0; p<2.66×10 −21 ; η p 2 =0.879) and suggesting that our supposition that deviation would be a more sensitive measure of absolute performance accuracy was with merit. We identified a significant overall multivariate effect of average deviation from the pacing rate during the continue condition on path weight (F (14,29) =2.541; p<0.017). The results of post hoc tests revealed that several paths exhibited significant relationships with average deviation during the continue condition, including left auditory cortex to left primary motor cortex (LAud-LM1: F (1,42) =5.19; p<0.03), left dorsolateral prefrontal cortex to left motor cortex (LDLPFC-LM1: F (1,42) =4.50; p<0.04), left ventrolateral prefrontal cortex to left auditory cortex (LVLPFC-LAud: F (1,42) =5.64; p<0.02), and left ventrolateral prefrontal cortex to left motor cortex (LVLPFC-LM1: F (1,42) =3.54; p<0.06). In support of our hypothesis that the continue condition would rely more on top-down control, results from the regression analysis on these four paths showed increasing average deviation (i.e., worse performance) was paralleled by decreasing path weights between LDLPFC-LM1 (β=−0.311), LVLPFCLaud (β=−0.344), and LVLPFC-LM1 (β=−0.28), while the path between LAud-LM1 (β=0.331) exhibited an increasing path weight in relation to increasing average deviation from the pacing rate. No overall multivariate effect was observed for the tapping condition.
Developmental effects
Contrary to our hypotheses, we did not observe any significant developmental effects across either the behavioral data or DCM path weight data, regardless of behavioral measure or task condition.
Discussion
In a sample of 45 healthy adolescents and adults, we have demonstrated that sensorimotor timing, as measured using a simple paced auditory finger-tapping task, elicited DCMmeasured evidence for top-down neural control of both the primary auditory and motor cortices by prefrontal cortex regions. Additionally, the target regions of this top-down Table 3 Modulatory path values for the three task phases. The mean modulatory path values listed are those exhibiting statistical significance surviving Bonferoni correction a p<0.05 across all 14 paths. The associated t-score and p-value represent the results from the 1-sample t-tests conducted across all subjects. Paths are labeled with the originating region first and the terminating region second (i.e., LAud -LM1 indicates the path from the left primary auditory cortex to the left primary motor cortex). Paths not surviving correction for multiple comparisons are indicated by " -" in the p-value column control changed depending on the exact task requirements in ways that have important implications for our theoretical understanding of the neural basis of mental timekeeping. The main findings of this study were four-fold. First as expected, the roles of specific brain regions and exactly how they showed causal profiles consistent with top-down and bottom-up control depended on the task condition (listen, tap, continue). Second, top-down control for this form of mental timekeeping appeared to be relatively lateralized to the right hemisphere, while poorer behavioral performance during the continue phase was linked specifically to presumably less effective reliance on bottom-up control in the left hemisphere. Third, in relation to existing theoretical models of internal clock systems and temporal perception, our results suggest that brain regions most consistent with the proposed function of both accumulator and comparator mechanisms (e.g., the dorsal and ventral prefrontal cortices) were the brain regions that exerted top-down control. Finally, no overall age-related effects were observed, either in the behavior data or in the DCM-measured network connectivity data. Each of these findings will be discussed in turn. Task performance configured the brain regions we examined into a functional network that had countervailing topdown and bottom-up influences over primary motor cortex behavior, whose exact configuration depended greatly on the dominant cognitive demands of each task condition. Passive listening (listen condition) elicited additional topdown control not observed in the intrinsic connectivity measurements. Specifically, right ventrolateral prefrontal cortex over both left and right auditory cortices and left dorsolateral prefrontal cortex over left auditory cortex pathways were modulated for passive listening to a regularlypaced auditory cue. Presumably, this additional top-down control of the auditory cortices served to bias these regions for processing the pacing stimulus, consistent with theories of attention (Knudsen 2007) . We interpreted this pattern as reflecting simple attention to regularly paced auditory cues, possibly including the anticipation of and preparation for using this information to guide future behavior. However, the pattern of connectivity did not indicate any overt integration of this auditory information with the motor system via top-down mechanisms engaged for directed listening. During the synchronized tapping phase (tap condition), any top-down control of either the primary auditory or motor cortices was virtually extinguished in favor of a bottom-up, sensory driven network configuration. In other words, the causal influences within the system were consistent with facilitating the ability of the auditory information to more directly guide motor output in the absence of prefrontal excitatory connections over motor cortex. Finally, the continuation phase of the task (continue condition) represented an almost reversal of the synchronized tapping condition, with significant task-related prefrontal inhibition of the bottom-up influences of auditory cortex to the primary motor cortex. The network configuration during the continuation phase was largely consistent with current theories of cognitive control, relying more on top-down control of motor function by prefrontal regions than on the bottomup control observed during the tapping phase. However, given the narrow focus of our model, we can only speculate that these top-down causal influences over the motor cortex were dominant compared with other, unmodeled influences over the motor cortex. Post hoc tests to examine potential magnitude differences in path weights between task conditions -arguably an important concept for making inferences about the relative importance of each task-related modulation -were largely uninformative, as only one path (from left primary auditory cortex to left primary motor cortex) exhibited similar inhibitory modulation across task conditions. No specific conclusions could be drawn as to whether any single path played a more important role in one task condition compared to another (e.g., was the connection between two regions significantly more inhibitory in the tap condition versus the continue condition).
Contrary to our hypothesis that top-down control would equally involve all four prefrontal regions included in our model, we instead found evidence for a predominant influence of one prefrontal region in timekeeping task performance. Right ventrolateral prefrontal cortex was most often significantly engaged in exerting top-down control over both auditory and motor cortices, showing task conditionspecific modulations for both listen and tap. Previous fMRI studies suggest that supra-second timing tasks, such as that used in this study, recruit right prefrontal cortex regions more than sub-second (Smith et al. 2011; Wiener et al. 2010) . A recent meta-analysis also found this right prefrontal hemispheric preference between sub-and supra-second timing, linking both right inferior frontal gyrus and right middle frontal gyrus to supra-second temporal perception and sensorimotor timing tasks (Wiener et al. 2010) . Our study extended these results by showing that the greater activation in these right frontal regions found in previous studies likely did in part represent top-down control we observed in right ventrolateral prefrontal cortex, in terms of its influence over both the auditory and motor cortices during the listen and tap conditions, respectively. It may be that this top-down control serves to bias the auditory cortices to pacing stimulus during the listen condition and the motor cortex during the tapping condition, akin to models of auditory attention proposed by (Fritz et al. 2007 ) and visual attention proposed by (Knudsen 2007) . While other theoretical interpretations most certainly exist (e.g., Corbetta and Shulman 2002) proposed a dual network system, most theoretical models of cognitive top-down control are grounded in this idea of the biasing of lower-level brain regions by higher-level regions. The results of our study seem to be consistent with this theoretical model of cognitive top-down control, whereby the causal influence exerted by the right ventrolateral prefrontal cortex could be interpreted as biasing both auditory cortices to attend the pacing stimulus during the listen condition and biasing the right auditory cortex to attend the pacing stimulus during the tap condition.
While our results echo those of previous studies in suggesting a key role for the right ventrolateral prefrontal cortex in the successful performance of sensorimotor timing tasks, we also found left dorsolateral prefrontal cortex and left ventrolateral prefrontal cortex played important roles in top-down control for the listen and continue condition as well. This suggests, at least in terms of DCM-measured effective connectivity, this hemispheric/temporal scale distinction proposed previously (Smith et al. 2011; Wiener et al. 2010) may not be so clear-cut. Of note was that behavioral performance measure considering average deviation from the pacing stimulus correlated more with these topdown paths in the left hemisphere. Results from the multivariate analysis showed that participants who had trouble maintaining a high degree of accuracy during the continue condition relied more on (i.e., had stronger connectivity) the bottom-up connection from the left auditory cortex than the top-down connections from the left dorsolateral and ventrolateral prefrontal cortices. In contrast, there were no significant multivariate effects between inter-tap interval (e.g., the ability to maintain the prescribed tapping rate) and the connectivity results. The association of performance accuracy with the connectivity results suggests that top-down control in sensorimotor timing may be related more to working memory functioning and less to the integrity of the internal clock mechanism. The significant relationships between behavioral performance and changes in relative top-down and bottom-up path strengths in regions in the left hemisphere also indicate that, while right prefrontal regions may be key to the successful execution of these sorts of temporal processing tasks, top-down control from both hemispheres is necessary for optimal performance. Prior working-memory studies have noted a dissociation between activity in the left and right prefrontal cortices depending on task context or stimulus type (e.g., Cabeza et al. 2003; Opitz et al. 2000) , suggesting that both left and right prefrontal cortices can be simultaneously engaged in different aspects of the same task. A similar dissociation may also exist for performance of sensorimotor timing tasks, such that the connectivity between the right prefrontal cortex and the motor and auditory cortices overtly controls performance, while top-down control between the left prefrontal cortex and motor and auditory cortices appears to determine how successfully one will perform the task. So, while top-down control originating in the right prefrontal cortex might be sufficient to achieve basic sensorimotor timing, top-down control originating in the left prefrontal cortex appears necessary to ensure optimal performance. Accordingly, insufficient top-down control from the left prefrontal cortex appears to result in difficulty in maintaining the prescribed tapping pace. Future studies should confirm and further describe the nature of this apparent dissociation, as well as examine whether sensorimotor timing performance correlates with connectivity among brain regions not considered in our model (e.g., striatum). Overall, the results from the multivariate behavioral analyses suggest that top-down control from both left and right prefrontal cortices is vital to temporal processing, and that bottom-up connectivity between primary sensory and motor regions is inadequate in performing paced finger-tapping in the absence of an external cue.
Mental timekeeping conceptual models take into account frontal, top-down contributions in the guise of the accumulator and comparator (e.g., Matell and Meck 2004; Meck and Benson 2002; Wing 2002) , and our results appear to support this notion. The accumulator is often framed in terms of working memory and the comparator in terms of decision making, both of which are known to engage the lateral prefrontal cortex regions examined in this study (e.g., Tanji and Hoshi 2008; Wager and Smith 2003) . Working memory and top-down control have been shown to share what can be best described as a highly integrated relationship, where top-down control regulates what information gains access to working memory stores and information held in working memory regulates how top-down control biases lower-level sensory and association regions to relevant aspects of incoming information (Knudsen 2007) . While it may be tempting to characterize the top-down control observed during the listen condition as that exerted by the accumulator and that observed during the continue condition as the comparator, our fMRI methods, like many others (e.g., Jantzen et al. 2007; Smith et al. 2011) , did not allow us to dissociate the working memory contributions of the accumulator and the executive decision making of the comparator in these lateral prefrontal regions. While other temporal discrimination studies have proposed a role for the lateral prefrontal cortex in facilitating the encoding of the pacing of rhythmic sequences into working memory (Buhusi and Meck 2005; Teki et al. 2011 ) only a single previous fMRI study on temporal perception has provided some direct evidence for engagement of the left and right inferior frontal gyri in accumulator functions and the left inferior frontal gyrus in comparator functions (Wencil et al. 2010) . This, to a certain extent, parallels what we observed with our sensorimotor timing task. Given that the continue phase of the fMRI task was the most cognitively demanding, it is probable that both working memory (in the guise of ongoing access to information held in short term storage) and executive decision making functions of the lateral prefrontal cortices were engaged during the continue task condition. As it was beyond the scope of this study, we chose not to consider the role of the theoretical clock mechanism in this study of the neural network correlates of top-down control. Furthermore, due to the limitation of the number of estimable regions allowed by DCM, it was not feasible to include striatal regions in our bi-hemispherical model of prefrontal and primary motor and sensory regions, which could be hypothesized as the most likely candidate for a regionally-specialized central clock neural mechanism based upon previous work (e.g., Meck and Benson 2002; Wiener et al. 2010 ). It might be informative for future studies to build upon specific aspects of effective connectivity relationships we describe by extending the models tested here to new ones that purposefully test how such striatal "clock" regions influence or otherwise alter our understanding of top-down prefrontal control over motor and auditory function during sensorimotor timing.
There were no age-related effects in our results, either in behavioral performance or causal interactions among brain regions assessed. Our behavioral results were in line with what others have previously shown, with behavioral data in older children and adults performing a similar sensorimotor timing task to ours (McAuley et al. 2006) and behavioral data in older children/adolescents and adults performing a temporal discrimination task (Smith et al. 2011 ). However, in at least one previous report age-related increases in BOLD signal were found in left dorsolateral prefrontal cortex and left inferior frontal gyrus (Smith et al. 2011 ). Additional studies have noted age-related performance differences in younger children (e.g., Greene and Williams 1993) , but an extensive literature search yielded very few "timekeeping" studies that specifically included adolescents. The lack of observed further agerelated increases in performance metrics beyond late childhood suggests that the cognitive abilities underlying mental timekeeping develop to near-adult levels before adolescence, making it perhaps one of the earlier cognitive abilities engaging prefrontal regions to mature. The DCM results presented here appear to confirm this, and add further evidence that while connectivity among more functionally disparate regions is still maturing during adolescence in other paradigmatic contexts (Fair et al. 2007 (Fair et al. , 2009 , connectivity between frontal and more lower-level, primary sensory and motor regions appears to be largely in place by adolescence. A single functional connectivity study that examined age-related gains found adults exhibited increased connectivity between a large cluster comprising the right ventrolateral prefrontal cortex/insula/caudate/thalamus and both a cluster in the right inferior parietal lobe and a cluster comprising the left inferior frontal cortex/SMA/caudate compared with adolescents (Smith et al. 2011) , suggesting that any age-related developmental gains in connectivity may be occurring between frontal and more higher-level regions, such as the parietal lobe and secondary motor regions. These regions were outside the model used in this study. As Dynamic Causal Modeling is limited to models with eight or fewer regions, replicating whether these findings of altered connectivity between frontal and parietal regions observed for a temporal discrimination task could be generalized to other mental timekeeping tasks (such as the sensorimotor timing task employed in this study) was outside of our purview of considering top-down control of primary sensory and motor regions. Alternatively, it could be that our smaller sample size meant that we were only sensitive to medium to large effects, whereas the developmental effects we hypothesized might be more moderate. Beyond confirming our results in terms of the near-adult levels of topdown control during sensorimotor timing, future studies should also look to examine these effects in younger participants to better capture the developmental trajectory of topdown control over lower-level sensory and motor regions.
Conclusions
We have demonstrated that brain activation profiles consistent with top-down control exist in sensorimotor timing, adding to our theoretical understanding of how mental timekeeping is instantiated in the brain. The cognitive top-down control proposed in these theoretical models involves varying excitatory and inhibitory influences in both left and right prefrontal cortices, with an apparent hemispherical dissociation in how the prefrontal cortex engages in top-down control during sensorimotor timing that relates to performance individual differences. In line with previous studies, we found that the right prefrontal cortex was specifically engaged for neural control over overt task performance, as both right dorso-and ventrolateral prefrontal cortices exhibited task condition-dependent modulatory changes in connectivity. However, we also found that top-down connectivity originating in the left prefrontal cortex was also key in guiding successful task performance, as reduced topdown connectivity between left prefrontal regions and lower-level sensory and motor regions correlated with worse behavioral performance accuracy during the continue condition. While we did not observe any age-related developmental changes either in the behavioral or connectivity data, future studies should both confirm our absence of adolescent developmental effects, as well as examine younger children to determine what, if any, changes in neural topdown control occurs during early life development.
