Introduction
Compound distributions can be useful in various fields such as business failures, reliability and life testing, risk theory, queuing theory, economic theory, extreme value theory, radar theory and also for purely theoretical considerations. In many of these cases the compound distribution or some special cases of it are good representations for the explanation of the underlying stochastic phenomena. Also, from the fact that some of the parameters of the simple distribution could themselves be random variables, it is quite reasonable to assume that the compound distribution would be suitable in many applications.
Compound distributions which is based on the theory of the maximum of random variable of random numbers back to 1970 when Todorovic presented the theory of exact extreme value. This compound model uses partial duration series PDF-Peak over Threshold (POT)-which consist of flood peaks exceeding some threshold value as an alternative analytical tool for Maxima's annual discharge method which consist of maximum flow rates from each year within the observation period to analyze extreme flood. The theoretical basis for development of the POT method was set by work of Todorovic [1, 2] . The model represents the stochastic nature of the number and magnitude of the exceedances by Poisson and exponential distributions respectively. [3] studied some properties of the compound exponential -Poisson distribution they also estimated its parameter by maximum likelihood method and used the estimators in goodness of fit test of the model to data from Aswan station on the Nile River. As an alternative to Poisson distribution for flood count, negative binomial distribution was proposed by [4] . [5] found that the Poisson distribution was better than the negative binomial distribution in cases when the difference between the mean and the variance of the annual number of exceedences was small. [6] Compared between the PDS method and the annual maximum(AM) method for flood frequency analysis for data from the Litija 1 gauging station on the Sava River in Slovenia. The POT method gave best results than the AM method. The POT model used the exponential and Pareto distributions for modelling the magnitudes of exceedences, and the Poisson, binomial and negative binomial distributions for the annual number of events above the threshold. Four tests were used to check the adequacy of the Poisson and exponential distributions. For modelling the annual number of exceedences above the threshold, the Poisson distribution gave best results than the binomial distribution. The main purpose of this paper is to study the properties of the exact extreme value model, and estimate its parameters.
This paper is organized as follows: Section 1, introduction to Exact extreme value distribution. Section 2 introduces the distribution of the extremes of random variables of random numbers. Section 3 provides the theoretical considerations of the model. Section 4 illustrates the statistical properties of the model. Section 5 estimation of the unknown parameters of the distribution using MOM, ML and Bayesian methods. A simulation study is conducted in Section 6. The conclusions are shown in Section 7. 
II. Distribution of Extremes of Random Variables of Random Numbers
Suppose that v  is a sequence of independent random variables with the common distribution function   
III. Theoretical Considerations
According to exact extreme value theory presented in Section 2, [2] 
In which v is a particular numerical value of the random variable   t  . Let  stand for the expected value of 
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[1]derived an expression for   x F , on the basis of mathematical expectation of the conditional probability,
Equation (13) 
Equation (13) is difficult to be solved directly unless one determines the probability
Therefore, it is necessary to consider a particular form of equation (13)  are stochastically independent for all v. Under these assumptions, equation (13) simplifies to
is the distribution function of the exceedances and   t E P 0 is interpreted as the probability that there will be no exceedances  
In the flood context,  is a time dependent Poisson process. Suppose that  is distributed as Poisson with parameter  , and its probability function is given by
The exponential distribution has been used frequently in fitting frequency distributions to magnitudes of exceedances v  . This distribution is applicable to magnitudes of exceedances evaluated for a range of truncation levels. The probability density function ( PDF ) and the cumulative distribution function ( CDF ) of exponentially distributed random variables v  can be expressed, respectively, as 
By substituting equations (15) and (17) in (14) we get the existing form of the exact extreme values model as
Differentiating the CDF (19) of the process with respect to x the PDF is obtained as 
IV. Statistical Properties
In this section we present some properties of the exact extreme value model.
The reliability and hazard rate functions
The reliability function (RF) and the hazard rate function(HRF) for the exact extreme value model are given respectively by
From Fig. 3 it is clear that the hazard rate is an increasing function 
The cumulative hazard function
The cumulative hazard function
The Quantile function
The quantile function corresponding to the distribution in equation (19) is given by 
Exact extreme value distribution is leptokurtic distribution.
V. Estimation methods
In this section, MOM, ML and Bayesian methods is used to estimate the unknown parameters  and  of the exact extreme value model. Bayesian method is conducted using non-informative prior distributions and also informative prior distributions is used. The Bayes estimates under squared error loss functions is obtained.
The method of moments
Moment estimators of the shape parameter  and the scale parameter  of the exact extreme value distribution are found by equating the sample moments to the corresponding theoretical moments. In other words, they are the solutions of the following equalities   
Maximum likelihood estimation
is a random sample of size n from, exact extreme value distribution then the log-likelihood function is given by 
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Differentiating (35) with respect to  and  respectively and equating the resulting derivatives to zero, we get
To obtain the ML estimates of the shape parameter  and the scale parameter  , numerical calculations are required to find the solution of the system of the nonlinear equation (36).
Bayesian estimation using non-informative prior
Suppose we assume that the unknown parameters  and  have the following independent prior distributions ~ , ,~ , .
Then, the joint posterior probability can be written as:
where      , is the joint prior distribution of the parameters, and 1 A is the normalizing constant. Bayesian estimators under squared error loss function can be obtained by taking the mean of the equation (37). MCMC technique is used to find the Bayesian estimates of  and  numerically.
Bayesian estimation using informative prior
Let each of  and  are independent random variables and follow one parameter inverted gamma   i k distribution, 2 , 1  i respectively, then the prior distribution for each parameters can be written as follows:
Then, the joint posterior probability can be written as: 
VI. Simulation Study
In this section, simulation study and results are presented. Simulation study have been performed to obtain the estimates presented in section (5). This simulation was performed for different sample size n=10, 30, 100 and a set of the parameter's. Each sample size is repeated 1000 times. For 1000 replications, the estimated MSE of the estimates are calculated for each method. The results are shown in Table 1 . 
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VII. Conclusion
In this paper, Exact extreme value distribution is presented. Some of the statistical properties of the Exact extreme value distribution are studied. moments, maximum likelihood and Bayesian -based on noninformative and informative prior distribution -methods are used to estimate the parameters of the distribution. We find that the Bayesian estimators based on informative prior distributions are the best estimators.
