Abstract. Cubic-regularization and trust-region methods with worst-case first-order complex-4 ity O(ε −3/2 ) and worst-case second-order complexity O(ε −3 ) have been developed in the last few 5 years. In this paper it is proved that the same complexities are achieved by means of a quadratic-6 regularization method with a cubic sufficient-descent condition instead of the more usual predicted-7 reduction based descent. Asymptotic convergence and order of convergence results are also presented. 8
1. Introduction. Assume that f : R n → R is possibly nonconvex and smooth
13
for all x ∈ R n . We will consider the unconstrained minimization problem given by
14
(1) Minimize f (x).
15
In the last decade, many works have been devoted to analyze iterative algorithms 16 for solving (1) from the point of view of their time complexity. See, for example,
17
[2, 4, 5, 6, 8, 11, 14, 19, 21] . A review of complexity results for the convex case, in 18 addition to novel techniques, can be found in [12] .
19
Given arbitrary tolerances ε g > 0 and ε h > 0, the question is about the amount of 20 iterations and functional and derivative evaluations that are necessary to achieve an 21 approximate solution defined by ∇f (x) ≤ ε g or by ∇f (x) ≤ ε g plus λ 1 (∇ 2 f (x)) ≥
22
−ε h , where λ 1 (∇ 2 f (x)) represents the left-most eigenvalue of ∇ 2 f (x).
23
In general, gradient-based methods exhibit complexity O(ε ) (see [5, 6, 19, 21] ).
34
The best known practical algorithm for unconstrained optimization with worst- ) to achieve first-order stationarity and complexity h ) to achieve second-order stationarity, defined by Cartis, Gould, and
) in order to obtain the same complexity results.
48
Moreover, the (p + 1)-th descent criterion (cubic descent in the case p = 2) seems to 49 be more naturally connected with the Taylor approximation properties that are used 50 to prove complexity. Cubic descent was also used in [19] in a variable metric method 51 that seeks to achieve good practical global convergence behavior. In the trust-region 52 example exhibited in [4] , the unitary Newtonian step is accepted at every iteration
53
since it satisfies the adopted sufficient descent criterion. This criterion requires that 54 the function descent (actual reduction) should be better than a fraction of the pre- using cubic descent to accept trial increments but only quadratic regularization in the 61 subproblems?
62
In this paper, we provide an affirmative answer to this question by incorporat-
63
ing cubic descent into a quadratic regularization framework. Iterative regularization 64 is a classical idea in unconstrained optimization originated in the seminal works of times, g k = g(x k ) and H k = H(x k ). If a ∈ R, [a] + = max{a, 0}. If a 1 , . . . , a n ∈ 87 R, diag(a 1 , . . . , a n ) denotes the n × n diagonal matrix whose diagonal entries are show that under the additional condition (3), the algorithm satisfies suitable stopping 96 criteria. As a consequence, practical algorithms should aim to achieve (2) and (3) 97 simultaneously.
98
Algorithm 2.1. Let x 0 ∈ R n and α > 0 be given. Initialize k ← 0.
99
Step 1. Compute s k such that
100
(2)
101
Step 2. Define x k+1 = x k + s k , set k ← k + 1, and go to Step 1.
102
The theorems below establish that, under suitable assumptions, every limit point 103 of the sequence generated by Algorithm 2.1 is second-order stationary and provide 104 an upper bound on the number of iterations that Algorithm 2.1 requires to achieve 105 a target objective functional value or to find an approximate first-or second-order 106 stationary point.
107
Lemma 2.1. Assume that the objective function f is twice continuously differen-108 tiable and that there exist γ g > 0 and γ h > 0 such that, for all k ∈ N, the increment s k 109 computed at Step 1 of Algorithm 2.1 satisfies
where λ 1,k stands for the left-most eigenvalue of H k . Then, it follows that
Proof. The result follows trivially from (2), (3), and the fact that, at Step 2 of 114 Algorithm 2.1, x k+1 is defined as
115
Theorem 2.1. Let f min ∈ R, ε g > 0, and ε h > 0 be given constants, assume 116 that the hypothesis of Lemma 2.1 hold, and let {x k } ∞ k=0 be the sequence generated by
117
Algorithm 2.1. Then, the cardinality of the set of indices
is, at most,
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while the cardinality of the set of indices
Proof. From Lemma 2.1, it follows that at every time an iterate x k is such that 126 g k+1 > ε g the value of f decreases at least α(ε g /γ g ) 3/2 ; while at every time an
thesis follows from the fact that, by (2), {f (x k )} ∞ k=0 is a non-increasing sequence.
129
Corollary 2.1. Let f min ∈ R, ε g > 0, and ε h > 0 be given constants and assume ) iterations to
and it requires O(ε Algorithm 3.1. Let x 0 ∈ R n , α > 0, and M > 0 be given. Initialize k ← 0.
162
Step 1. Use Algorithm 3.2 to compute s ∈ R n satisfying
and define s k = s.
165
166
Algorithm 3.2 below describes the way in which the increment s k is computed.
167
For that purpose, different trial increments are tried along the set of solutions
for different values of the regularizing parameter µ ≥ 0, where λ 1,k is the left-most 170 eigenvalue of H k . Algorithm 3.2 proceeds by increasing the value of the regularization 171 parameter µ ≥ 0 until the sufficient descent condition (8) is satisfied with s = s(µ).
172
For each value of µ, we define ρ(µ)
174
The way in which µ is increased is determined by two necessities related to ρ(µ):
175 the initial ρ(µ) at each iteration should not be excessively small and the final ρ(µ)
176
should not be excessively big. Essentially, the technical manipulation of the quadratic 177 regularization parameter µ in the algorithm is motivated by these two apparently 178 conflicting objectives which are necessary to obtain the complexity results.
179
Algorithm 3.2. Given x k , this algorithm computes a step s ∈ R n satisfying (8).
180
Step 1. Let λ 1,k be the left-most eigenvalue of H k . Consider the linear system
If (10) with µ = 0 is not compatible then set ρ k,0 = 0 and go to Step 5; else 183 pursue to Step 2 below.
184
Step 2. Compute the minimum norm solutionŝ k,0 to the linear system (10) with 185 µ = 0 and set
Step 4; else pursue to Step 3 below.
188
Step 3. Let q 1,k with q 1,k = 1 be an eigenvector of H k associated with its left-most
If (8) holds with s =ŝ k, 3 , return s =ŝ k, 3 ; else pursue to Step 3.1 below.
193
Step 3.1. While ŝ k, 3 ≥ 2 ŝ k,0 , execute Steps 3.1.1-3.1.2 below:
194
Step 3.1.1. Set 3 ← 3 + 1 and compute
197
Step 3.1.2. If (8) holds with s =ŝ k, 3 then return s =ŝ k, 3 .
198
Step 4. If (8) holds with s =ŝ k,0 then return s =ŝ k,0 ; else pursue to Step 5 below.
199
Step 5. 
203
Step 5.1. Whileμ k, 5 < 0.1, execute Steps 5.1.1-5.1.3 below:
204
Step 5.1.1. Set 5 ← 5 + 1 and
206
Step 5.1.2 Computeμ k, 5 > 0 ands k, 5 solution to (10) with µ =μ k, 5 such 207 that (13) holds.
208
Step 5.1.3 If (8) holds with s =s k, 5 , return s =s k, 5 .
209
Step 6. Set 6 ← 1,μ k, 6 = 2μ k, 5 , and computes k, 6 solution to (10) with µ =μ k, 6 .
210
Step 6.1. While (8) does not hold with s =s k, 6 , execute Steps 6.1.1-6.1.2 below:
211
Step 6.1.1. Set 6 ← 6 + 1 andμ k, 6 = 2μ k, 6 −1 .
212
Step 6.1.2. Computes k, 6 solution to (10) with µ =μ k, 6 .
213
Step 6.2. number of hard-to-recall letters and/or parameters.
219
The way in which Algorithm 3.2 proceeds is directly related to the geometry of Step 5. Step 2) then we proceed exactly as in the positive definite and compatible positive is well-defined and that the computed increment s k that satisfies (8) also satisfies (3).
280
We start by describing how Algorithm 3.2 could be implemented considering the spec- suitable for symmetric matrices. In any case, the description based on the spectral 285 decomposition of H k introduces some useful notation for the rest of the section.
286
Consider the spectral decomposition
Therefore, for µ = 0, the linear system (10) is compatible if and only if [Q
Assuming that the linear system (10) with µ = 0 is 291 compatible, its minimum norm solution is given byŝ
The norm ofŝ
Step 3 is given by
where the last equality holds becauseŝ k,0 is orthogonal to q 1,k by definition. Thus,
299
given a desired norm c 3 forŝ
The following technical lemma establishes that Step 5 of Algorithm 3.2 can al-
302
ways be completed finding a regularization parameter µ and an increment s(µ) that 303 satisfies (13). The assumption g k = 0 in the lemma is perfectly reasonable because,
304
as it will be shown later, it always holds at Step 5.
305
Lemma 4.1. Suppose that g k = 0. At Step 5 of Algorithm 3.2, for any 5 ≥ 1,
306
there existsμ k, 5 > 0 ands k, 5 solution to (10) with µ =μ k, 5 satisfying (13).
307
Proof. For any µ > 0, the matrix of the system (10) is positive definite and the 308 solution s(µ) to (10) is such that
Moreover, clearly,
In order to analyze the case µ → 0, the proof will be divided in two cases: (a) the 313 linear system (10) with µ = 0 is compatible and (b) the linear system (10) with µ = 0 314 is not compatible.
315
Consider first case (a). In this case, since [Q (16) and (17), we have that
Since, by definition, for any 5 ≥ 1,
the desired result follows by continuity from (18).
325
Consider now case (b). In this case, there exists j such that
Therefore, from (15), we have that
Thus, by (16) and (19), we have that 
In the following lemma we prove that any trial increment necessarily satisfies the 346 sufficient descent condition (8) if the regularization parameter is large enough. 
is such that
Proof. Let us define, for all s ∈ R n ,
By Lemma 3.1 of [5] , s trial is a minimizer of q(s) + ρ s 3 . In particular,
Now, by Assumption A1, we have that
Thus, by (22), (24), and (25),
. This completes the 365 proof.
366
The lemma below shows that Algorithm 3.2 may return a null increment only at
367
Step 4. Step 4 where the null increment is returned since it satisfies (8).
382
We now show that assuming λ 1,k < 0 leaves to a contradiction. Since λ 1,k < 0 means contradicting the fact that the algorithm returned a null increment.
390
We finish this section proving that the increment s k computed at Algorithm 3.2, 391 that satisfies (8) and defines x k+1 in Algorithm 3.1, is such that it also satisfies (3). 
Step 2 of Algorithm 3.1 satisfy to (10) for some µ ≥ 0, we have that
But, by Assumption A1 and the triangle inequality,
Therefore,
413
(28) 
Thus, by (31) and (34), 
and, in the second case, we have
Therefore,μ k, 5 ≥ 0, (36), and (37) imply that
447
Case s k =s k, 5 with 5 > 1 was returned at Step 5. 
Moreover, by (13) and (14),
455
Case s k =s k, 6 was returned at Step 6.2: If 6 = 1 thenμ k, 6 = 2μ k, 5 for some does not hold. Thus, by Lemma 4.2,
459
On the other hand, and sinceμ k, 6 = 2μ k, 5 , we have that
.
463
If 6 > 1 thenμ k, 6 = 2μ k, 6−1 and the solutions k, 6−1 to (10) with µ =μ k, 6−1
464
is such that (8) with s =s k, 6−1 does not hold. Thus, by Lemma 4.2,
Moreover,μ k, 6 = 2μ k, 6−1 implies, as shown above, that
468
Therefore, by (42) and (43), and sinceμ k, 6 ≥ 0, we have that
< 12(L + α).
470
The desired result (27) follows from (29) i.e. 3 ≤ log 2 ((L + α)/M ) + 1 as we wanted to prove.
495
Step 
Moreover, it is easy to see that s k, 6 decreases whenμ k, 6 increases. Therefore, 529 since, by definition,μ k, 6 +1 = 2μ k, 6 , for all 6 ≥ 1, we have that
s k, 6 +1 ≥ 1.
531
Thus, for all 6 ≥ 1,
532
(49)
where the first inequality follows from (48) and the second inequality follows from the 
543
This implies the desired result.
544
We finish this section summarizing the complexity and asymptotic results on 545 Algorithm 3.1-3.2.
546
Theorem 5.1. Let f min ∈ R, ε g > 0, and ε h > 0 be given constants, suppose that 547 Assumption A1 and Assumption A2 hold, and let {x k } ∞ k=0 be the sequence generated 548 by Algorithm 3.1-3.2. Then, the cardinality of the set of indices
; 552 while the cardinality of the set of indices
where constants γ g and γ h are as in the thesis of Lemma 4.4 (i.e. they satisfy (26) 557 and (27), respectively).
558
Proof. Assumption A1 and Assumption A2 imply, by Lemma 4.4, the the hy- 
588
590
On the other hand, sinceŝ
Then, by (55), ŝ
. Therefore, multiplying by ŝ k,0 2 and adding f (x k ), we have that
and the thesis follows from (56).
596
In the next theorem, we use the classical local convergence result of Newton's 597 method plus continuity arguments (that imply that the hypothesis (55) always hold 598 in a neighborhood of a local minimizer with positive definite Hessian) to prove the 599 quadratic local convergence of Algorithm 3.1-3.2.
600
Assumption A3. Let x * be a local minimizer of f . We say that this assumption 
for all k = 0, 1, 2, . . . .
613
Proof. By the classical Newton convergence theory (see, for example, [9, Th.5.2.1,
, whenever x 0 − x * ≤ δ 1 the sequence generated by
well defined and satisfies (60) for all k ≥ 0. By continuity of g(x), since g(x * ) = 0, 616 there exists δ 2 ∈ (0, δ 1 ] such that whenever x k − x * ≤ δ 2 one has that (59) holds; 617 while, by continuity of H(x), there exists δ ∈ (0, δ 2 ] such that whenever x − x * ≤ δ 618 one has that (58) holds.
619
On the other hand, by (59), if x k − x * ≤ δ, we have that
Thus, by Lemma 6.1 and the definition of Algorithm 3.2, we have that x k+1 is, in fact,
624
defined by 
632
The following is a global non-flatness assumption that will allow us to prove a 633 complexity result that takes advantage of local quadratic convergence.
634
Assumption A4. Let δ > 0 be as in the thesis of Theorem 6.1. There exists
637
Note that Assumption A4 holds under the uniform non-singularity assumption implies that, for all x k generated by Algorithm 3.1-3.2, g(
641
Theorem 6.3. Let f be bounded below and let x * be a local minimizer of f at 642 which Assumption A3 holds. Suppose also that Assumption A1, Assumption A2 and
643
Assumption A4 hold, and, in addition, that x * is a limit point of the sequence {x k } ∞ k=0 644 generated by Algorithm 3.1-3.2. Then, after a number of iterations
where κ is as in Assumption A4 and it only depends on characteristics of the problem 646 and algorithmic parameters, we obtain that x k − x * ≤ δ for all k ≥ k 0 , where δ is 647 as in the thesis of Theorem 6.1.
648
Proof. By construction (see Theorem 6.1), δ only depends on characteristics of
by Assumption A1, Assumption A2, and Theorem 5.1,
we obtain that g(x k0 ) ≤ κ, i.e. x k0 − x * ≤ δ. This implies, by Theorem 6.1, that 652 x k − x * ≤ δ for all k ≥ k 0 , as we wanted to prove.
653
Theorem 6.4. Let f be bounded below and let x * be a local minimizer of f at 654 which Assumption A3 holds. Suppose also that Assumption A1, Assumption A2, and
655
Assumption A4 hold, and, in addition, that x * is a limit point of the sequence
656 generated by Algorithm 3.1-3.2. Let ε g > 0 be a given constant. Then, in at most 657k = O(log 2 (− log 2 (ε g ))) iterations we have that g(x k ) ≤ ε g for all k ≥k.
658
Proof. By the Mean Value Theorem of Integral Calculus, we have that, for any
661
By the triangle inequality, Theorem 6.1, and Theorem 6.3, since
for all k ≥ k 0 and t ∈ [0.1]. Therefore, by (61) and (62),
for all k ≥ k 0 .
667
On the other hand, by the Mean Value Theorem of Integral Calculus, we have 668 that, for any k ≥ 0,
and, thus, by Theorem 6.1 and Theorem 6.3, since
δ for all k ≥ k 0 and t ∈ [0, 1], we have that
Now, by (63), (64), Theorem 6.1, and Theorem 6.3,
674
(65)
676
Up to this point, we have that g 
for all ≥ 0.
681
We now consider, with the simple purpose of simplifying the presentation,
quad ), whose existence is granted by Assumption A1, Assumption A2, and
quad for all k ≥ k 1 . Thus, (66) can be re-stated as
685
Thus, since 2 −2 +1 ≤ ε g if and only if ≥ log 2 (− log 2 (ε g )) + 1, we have that
for all k ≥ k 1 + log 2 (− log 2 (ε g )) + 1. This implies the desired result recalling that k 1
687
does not depend on ε g .
688
7. Numerical experiments. We implemented Algorithm 3.1-3.2 in Fortran 90.
689
At each iteration k, the spectral decomposition of matrix H k is computed by the (10) with µ =μ k, 5 such that (13) holds are computed using bisection.
692
In the numerical experiments, we arbitrarily considered α = 10 −8 and M = 10 3 .
693
It should be noted that these two parameters, as well as the other constants that 694 appeared hard-coded in Algorithm 3.1-3.2 (in order to simplify the exposition), were 695 not subject to tuning at all. All those values were chosen because they seemed to 696 be "natural choices" and the intention of the numerical experiments below is not to 697 deliver the most robust or efficient version of the proposed method but to illustrate 698 its practical behaviour.
699
The method proposed in the present work will be compared against the line- is not positive semidefinite. Consider f : R n → R with n = n 1 + n 2 given by
767
This means that any method for minimizing f based on iterations of the form ), respectively, is satisfied as well.
807
We will refer to these stopping criteria as 'UN' (unbounded f ), 'AS' (first-or second-808 order absolute stopping), 'RS' (first-or second-order relative stopping), and 'TE' where f best = min{f 1 , f 2 , f 3 }. The 87 problems will be separated into two sets.
819
Set 1 will be given by the 66 problems in which the three methods found equivalent longer than the other two methods.
831 Table 1 shows the details of the final iterates found by the three methods on 832 problems in Set 2. It can be said that, considering these 21 problems, Algorithm 3.1- 
3.54624D+02 2.1D−10 AS Table 1 Details of the 21 problems in which it does not hold that "the three methods stopped satisfying the first-or second-order criticality stopping criterion and found equivalent solutions".
implementation in which algorithmic parameters were not tuned at all, produced 
