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Abstract—The fifth-generation cellular networks (5G)
has boosted the unprecedented convergence between the
information world and physical world. On the other
hand, empowered with the enormous amount of data and
information, artificial intelligence (AI) has been universally
applied and pervasive AI is believed to be an integral
part of the future cellular networks (e.g., beyond 5G,
B5G or the possible sixth-generation cellular networks,
6G). Consequently, benefiting from the advancement in
communication technology and AI, we boldly argue that
the conditions for collective intelligence (CI) will be mature
in the B5G/6G era and CI will emerge among the widely
connected beings and things. Afterwards, we introduce
a regular language (i.e., the information economy meta-
language) supporting the future communications among
agents and augment human intelligence. Meanwhile, we
demonstrate the achievement of agents in a simulated
scenario where the agents collectively work together to
form a pattern through simple indirect communications.
Finally, we discuss an anytime universal intelligence test
model to evaluate the intelligence level of collective agents.
I. INTRODUCTION
In the year of 2019, the fifth-generation cellular
networks (5G) has come into the commercialization
phase. With the support of enhanced mobile broad-
band (eMBB) service, massive-connected machine-
type communication (mMTC) service and ultra-
reliable low-latency (URLLC) service, 5G is ex-
pected to transform cellular network from pure life-
based Internet to industry-oriented Internet. Mean-
while, researchers from both academia and industry
has been actively looking forward to techniques for
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sixth-generation cellular networks (6G)1. Despite
somewhat unclear research directions (e.g., tera-
Hertz communications, intelligence-enhanced com-
munications [1], [2], space-air-ground integrated
network [3], etc), 6G has been destined to further
bring immerse Internet experience and contribute to
an unprecedented convergence between the physical
world and the information world as illustrated in
Fig. 1.
On the other hand, as a non-nascent concept,
collective intelligence (CI) is a form of “universally
distributed intelligence, constantly enhanced, coor-
dinated in real time, and resulting in the effective
mobilization of skills” [4]. Therefore, being signif-
icantly different from swarm intelligence, which is
inspired from the collective behavior in biology and
usually refers to a general set of centralized algo-
rithms (e.g., ant colony optimization), the basis and
goal of CI is “mutual recognition and enrichment
of individuals rather than the cult of fetishized or
hypostatized communities” [4]. CI has been suc-
cessfully applied in several well-known examples
including Wikipedia and reCaptcha, by enabling
humans to interact and to share and collaborate with
both ease and speed [5]. For Wikipedia, the Inter-
net gives participating humans the opportunity and
privilege to store and to retrieve knowledge through
the collective access to these databases [5]. With
the development of the Internet and its widespread
use, the opportunity to contribute to knowledge-
building communities, is greater than ever before.
Meanwhile, following the evolving support of rate,
latency and number of connections in cellular net-
works, increasing numbers of things will be surely
connected in a more efficient and smarter manner.
Therefore, we boldly argue that fostered by 6G, CI
will enter into a more advanced level to drive the
1Notably, some in the literature readily used the term 6G while
others use terminologies like beyond 5G (B5G) or 5G+. In this article,
we assume these terminologies are inter-changeable.
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Fig. 1. An illustration of the unprecedented convergence between
information world and physical world.
digitization of information & communication and
power the connections among beings and things.
However, several questions naturally arise like
that: what role does 6G plays for CI? How can
individuals collaborate within the framework of CI?
How about the performance after such CI and how
can we evaluate the intelligence level of CI? The
article tries to discuss these points.
II. CI AND 6G
Along with the rapid urbanization in developing
counties, cities have become the preferential habitat
and more than 54% of the world’s population is
believed to live in cities. In Hangzhou, an eastern
provincial capital of China with a population of over
9 million, more than 17 million subscribers were
connected to the Internet via cellular networks by
smartphones, tablets or laptops in 2016. Meanwhile,
a constantly growing number of lower powerful
devices like metering sensors and wearable devices
urgently join the Internet and facilitate humans’
lives. Furthermore, the weird phenomena where the
Internet of vehicles only implies a collection of
sensor platforms that provide information to drivers
and upload filtered sensor data (e.g., GPS location,
road conditions, etc.) to the cloud, is experiencing
remarkable changes. As the Level-4 autonomous
car soon becomes a reality2, a fleet of vehicles in
the future needs to exchange their sensor inputs
among each other so as to realize prompt delivery
of the passengers to destination with maximum
safety and comfort and minimum impact on the
environment. The Internet of vehicles turns to rely
on a combination of eMBB, mMTC and URLLC
services rather than the traditionally simple sensor-
data acquistion [6].
However, the widely-existing connection only
lays the necessary but insufficient condition for
the CI. Usually, CI distinguishes from the pure
collaboration by ingredients from four aspects [7].
• Openness: Collective intelligent participants
could transcend the hurdle of intellectual prop-
erty and gain significant improvement from
sharing information.
• Peering: Collective intelligent participants are
“horizontally” equal in terms of both intelli-
gence level and decision-making abilities. The
resulting self-organization can be much more
effective and efficient at producing the desired
results.
• Sharing: Sharing implies to allow their fluid ex-
change of information and collective intelligent
participants including both beings and things
have the capability to process the exchanged
information. The sharing could rely on direct
communications or indirect communications
(e.g., observing the digital pheromone left on
the environment) as well as a more general
imitation process.
• Acting Globally: Collective intelligent partici-
pants get rid of possible barriers (e.g., depart-
ment) and possess the capability to reach out
across their entire network of collaborators to
exchange information.
Based on the aforementioned discussions, CI
heavily relies on the advancement in communication
technology (CT) and artificial intelligence (AI).
However, on one hand, the goal to design vertical
industry-oriented Internet has not been established
until 5G. In particular, 5G begins to classify services
into three types (e.g., eMBB, URLLC, mMTC)
and separately provision each service using one
2https://www.engadget.com/2018/11/02/
volvo-baidu-autonomous-cars-china/
3infrastructure, based on the softwarization and vir-
tualization of network functionalities as well as
network slicing techniques to appropriately orches-
trate resources [8]. Besides, 5G has introduced the
network data analytics function (NWDAF) to better
exploit the availability of massive actionable data.
In the physical layer, 5G accommodates stringent
requirements in terms of data rate and latency,
by introducing millimeter-wave (mmW) communi-
cations, exploiting massive multiple-input/multiple-
output (MIMO) links, and deploying (ultra) dense
radio access points [2]. On the other hand, AI
has also manifested the astonishing capability in
the well-known success of AlphaGo [9]. There is
few doubt that everything around us will be very
intelligent with the enormous amount of data and
information, and pervasive AI will be an integral
part of 6G as well [1], [6], [10], [11]. Therefore, the
transmission rate is speculated to be significantly
improved in 6G with the further reduced latency.
Moreover, the static service classification mecha-
nism in 5G potentially becomes more flexible and
customizable in 6G.
In summary, Fig. 2 highlights that the advance-
ment in 6G and AI. Moreover, a typical scenario of
CI in the future could be the vehicle to everything
(V2X). In particular, V2X connects vehicles with
other vehicles (i.e., V2V), people with wearable
devices or smartphones (i.e., V2P), infrastructure
(i.e., V2I) as well as the network (i.e., V2N). AI
will plays a crucial role in this collective V2X
system, so as to avoid inter-vehicle collision, protect
people nearby and realize smart traffic control.
Consequently, V2X should be able to sufficiently
support the required four ingredients in CI.
III. THE COMMUNICATING LANGUAGE AMONG
COLLECTIVE INTELLIGENT AGENTS
In order to fulfill the goal of openness and sharing
in CI as well as to effectively augment human intel-
ligence, it is incentive to design a communicating
language among the agents. As human intelligence
is intimately tied to the capacity to understand lin-
guistic expressions and manipulate symbolic expres-
sions [4], a scientific model of language with com-
putable semantics is highly required. We strongly
argue that the information economy metalanguage
(IEML) [4] is an appropriate candidate to achieve
such a goal.
As a regular language, IEML adopts an alphabet
with six elementary symbols {E,U,A, S,B, T}.
The left part of Fig. 3 highlights the six elemen-
tary symbols and explains its related meaning in
natural language. Basically, IEML builds semantic
sequences by concatenating symbols [4]. If the
length of one sequence is denoted as the number of
elementary symbols therein, the sequences of IEML
can have only 7 predefined lengths, namely 1, 3,
9, 27, 81, 243, 729 from Layer 0 to Layer 6. In
other words, the length of a sequence is always
a power of 3. Generally, a sequence of Layer n
(0 < n ≤ 6) is constructed by attaching three
sequences of Layer n− 1 in an end-to-end manner
and the three sequences of Layer n−1 play different
syntactic roles (i.e., substance, attribute and mode in
turn). Finally, terminating punctuation marks (i.e.,
“:”, “.”, “-”, “’”, “,”, “ ”, “;”) are used to express
the end of sequences from Layer 0 to Layer 6.
IEML takes advantage of a script to reciprocally
transcode the algebra into sequences. The various
algebraic expressions that are equivalent are trans-
lated by a unique code in the script, and vice
versa. During the translation, two operations (i.e.,
multiplication and addition) are defined. Different
from the common meaning in mathematics, the
multiplication operation denotes a reversible means
to construct sequences for a particular layer from
the sequences from its lower layer. Meanwhile,
the addition operation means to manipulate sets
of sequences by union, intersection or symmetrical
difference. As implied in the upper-right part of Fig.
3, the aforementioned transcoding rules allow the
script to be computable.
IEML produces and recognizes words, phrases,
texts and hypertexts by the IEML dictionary, which
is composed of a set of inter-operable keys. The
lower-right part of Fig. 3 provides the interpretation
of the key *O:M:.**. As the substance of *O:M:.**
is *O:.** (i.e., a verb), *O:M:.** could be inter-
preted as the domain of the action. For example,
when the substance is *U:.** corresponding to a
virtuality or modality to the action, *U:B:E:.**
express the feeling of “want” as *B:.** implies the
intentional core of the person [4]. Similarly, it can
be observed from Fig. 3, all the dimensions of the
action can be found in *O:M:.**.
Notably, IEML is not a programming language.
Instead, it could connect with other programming
languages to generate and handle texts. The mean-
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Fig. 2. An illustration of CI driven by the advancement in 6G and AI.
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Fig. 3. The basics of IEML, a regular language for the CI.
ing of texts can be analyzed and represented by
uniform semantic locators (USLs, i.e., sets of IEML
sequences) and their graphs of relationships, which
are represented in semantic variables by trans-
forming between concepts and texts. Moreover, all
operations based on transformations of semantic
variables in IEML are computable by following the
properties of finite state machines [4]. Therefore,
IEML paves the way to perform translinguistic
hypertextual communication after the careful design
of an open and universal encyclopedic library, so as
to enables creative conversations among collective
intelligent agents.
IV. THE ACHIEVEMENT BY COLLECTIVE
INTELLIGENT AGENTS
As mentioned above, CI allows agents to co-
operate properly to fulfill some complicated task.
5In this part, we talk about some simulation results
to demonstrate the achievement of CI. Concretely
speaking, we assume there exist an area with some
movable agents and their goal is to form a specific
pattern of “4” as depicted in Fig. 4. Moreover,
the total simulation area can be classified into the
labeled area and the unlabeled area, and the labeled
area corresponds to the specified shape which agents
need to form. For example, in Fig. 4, the total
area is occupied by 28×28 blocks while the labeled
area colored in white needs 119 agents to fill it
up. Each movement of the agents will leave some
digital pheromone as the medium of an indirect
communication among agents while each block in
the total area can keep the digital pheromone for a
period of time in order to provide guidance for the
cooperation of agents. As for the movement of each
agent, we set the following rules.
• Each agent is supposed to move a block to-
wards one of four directions at a time, that is,
UP, DOWN, LEFT, and RIGHT.
• Each block in the area can only be occupied
simultaneously by an agent.
• Each agent can leave the digital pheromone in
the current position and sense the amount of
digital pheromone within a certain range.
• Each agent can identify whether the current
position is labeled or unlabeled.
• Each agent can sense the existence of neighbors
in all directions (i.e., UP, DOWN, LEFT, and
RIGHT) and can even communicate with them
briefly.
We have provided a CI framework and classified
the cooperation between agents into the following
five steps:
1) Selecting active agents: A certain proportion
of agents are selected out for moving oppor-
tunities. The possibility of each agent being
selected is related to the priority of its action
itself. Concretely, the agent only with the
highest action priority can be regarded as “ac-
tive” and obtain the moving opportunity. The
selection of active agents is also consistent
with our intuition that common heterogeneous
agents could respond to one task in terms of
speed and delay distinctly.
2) Selecting attractor: Each block with a certain
amount of digital pheromone can be regarded
as an attractor. In this part, each active agent
selects its own attractor in a stochastic man-
ner. The probability of each attractor being
selected corresponds to the amount of digital
pheromone as well as the distance with the
agent.
3) Moving: After active agents and attractors
being determined, each active agent will move
one block towards its own attractor. But this
agent will stop or select another direction if it
encounters the obstruction of neighbors. For
example, an agent will move a block towards
the “UP” direction if the selected attractor is
above this agent. However, if the block to be
visited has been already occupied by another
agent, this agent will stop or move towards
the “LEFT” or “RIGHT” direction.
4) Leaving digital pheromone: When an agent ar-
rives at a new position, it will leave the digital
pheromone in the current position according
to the attribute (e.g., labeled or unlabeled) of
the area. Specifically, the amount of digital
pheromone in this position will be increased if
this position belongs to the labeled area while
it will be decreased otherwise.
5) Updating priority: The action priority for a
particular agent will be updated according
to the information of position as well as
the number of surrounding neighbors. During
the simulation, a predefined reward table is
provided for the updating of action priority.
Fig. 4 provides the simulation results for this
typical CI scenario. It can be observed from Fig. 4,
along with iterations, the gap between the targeted
original image and the shape formed by agents grad-
ually diminishes. After 150 iterations, the similarity
between the targeted original image and the shape
formed by agents exceeds 98.3% and demonstrates
the effectiveness of CI.
V. THE EVALUATION OF COLLECTIVE
INTELLIGENCE
Agents could collaborate in different organization
and communications manner, resulting into distinct
intelligence level of CI. It is crucial yet challenging
to quantify the CI, even though there exist many
solution for the individual intelligence. Recent ef-
forts towards the evaluation of CI include to build
evaluation model [12], compute system level fault-
tolerance [13] and extract essential features [14]. In
6Fig. 4. The similarity between the original image and the shape formed by collective intelligent agents under different iterations.
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Fig. 5. The AUIT model with 5 collective agents and 2 special
objects to evaluate the intelligence level of CI.
this article, considering the flexibility and universal-
ity, we focus on the anytime universal intelligence
test (AUIT) in [12], which is primarily concerned
about the homogeneous agents with the same type
of agents but could be easily extended to the case
where heterogeneous agents interact in different
ways.
AUIT works in a toroidal grid space with peri-
odic boundaries. In other words, an agent, which
moves off one border, will appear on the opposite
one. In AUIT, there are objects from a finite set
Ω = {pi1, pi2, ..., pix,⊕,	} which contains a set
Π of collective intelligent agents (Π ∈ Ω,Π =
{pi1, pi2, ..., pix}) and two moving special objects,
Good (⊕) and Evil (	). The two special objects
move in the environment with measurable com-
plexity movement patterns while the movement of
agents in Π is chosen from a finite set of moving
actions A =
{
LEFT,RIGHT,UP,DOWN,UP −
LEFT,UP−RIGHT,DOWN− LEFT,DOWN−
RIGHT, STAY
}
. The intelligence level of this CI is
determined by a predefined reward function mapped
from the distance between the evaluated agents to
objects ⊕ and 	 [12].
As the synergy among the agents is of vital
importance to the CI level [15], AUIT could be
easily extended to different communication scenar-
ios like direct communication (i.e., talking), in-
direct communication (i.e., stigmergy by digital
pheromone), and imitation. In particular, different
CI agents in AUIT retrieve information distinctly.
For example, agents with direct communication will
be informed of all agents’ observations exactly,
while agents with indirect communication will get
others’ observations with a specific bias. Besides,
agents with imitation only have the capability to get
observations from agents within their observation
range.
AUIT could easily perform the sensitivity analy-
sis of the CI level. For different task complexities,
AUIT could change the two special objects’ move-
ment patterns and quantify the complexity in terms
of Kolmogorov complexity. Meanwhile, AUIT can
differ the search space complexity or environmental
complexity by tuning the size of the environment
(yielding different Shannon entropies) and remain
other settings fixed.
VI. CONCLUSION
In this paper, we have highlighted the CI among
connected beings and things, which harnesses the
advancement in CT and AI and is assumed to
emerge in the 6G era. Following that, we have
proposed the IEML as the communicating language
among multiple agents to augment human intelli-
gence and also explained the preliminary semantics
for IEML. Afterwards, we have demonstrated the
achievement by collective intelligent agents through
simple indirect communications and have mani-
fested the effectiveness of CI. Finally, we have
discussed the feasibility and flexibility of an AUIT
model to evaluate the intelligence level of CI.
In fact, there still exists many concerns to be
addressed in the future. For example, along with
7the gradual accumulation of connected intelligent
agents, how does the intelligence level of CI vary?
What are the reliable realization of emulation plat-
form and involved procedures for CI? We will try
to answer these questions in the future.
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