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ABSTRACT

Prediction of Protein Function and Functional Sites
From Protein Sequences

by
Jing Hu, Doctor of Philosophy
Utah State University, 2009
Major Professor: Dr. Changhui Yan
Department: Computer Science
High-throughput genomics projects have resulted in a rapid accumulation of
protein sequences. Therefore, computational methods that can predict protein functions
and functional sites efficiently and accurately are in high demand. In addition, prediction
methods utilizing only sequence information are of particular interest because for most
proteins, 3-dimensional structures are not available. However, there are several key
challenges in developing methods for predicting protein function and functional sites.
These challenges include the following: the construction of representative datasets to
train and evaluate the method, the collection of features related to the protein functions,
the selection of the most useful features, and the integration of selected features into
suitable computational models. In this proposed study, we tackle these challenges by
developing procedures for benchmark dataset construction and protein feature extraction,
implementing efficient feature selection strategies, and developing effective machine
learning algorithms for protein function and functional site predictions. We investigate
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these challenges in three bioinformatics tasks: the discovery of transmembrane betabarrel (TMB) proteins in gram-negative bacterial proteomes, the identification of
deleterious non-synonymous single nucleotide polymorphisms (nsSNPs), and the
identification of helix-turn-helix (HTH) motifs from protein sequence.
(148 pages)

v

ACKNOWLEDGMENTS
I would like to thank Dr. Changhui Yan for his detailed direction and
encouragement for the research in this dissertation. I would also like to thank my
committee members, Dr. Don Cooley, Dr. Heng-Da Cheng, Dr. Xiaojun Qi, and Dr. John
Stevens, for their inspiration, continuous supervision, and valuable advice throughout the
entire process.
I cordially give thanks to my family, friends, and colleagues for their
encouragement, moral support, and patience as I worked my way from writing the initial
proposal to this final document. I could not have done it without all of you.
Finally, it should be noted that although I am not the principle author of the paper
on which Chapter 4 is based, I conducted the majority of the research reported in Chapter
4. The research I did not participate in is not reported in said chapter.
Jing Hu

vi
CONTENTS
Page
ABSTRACT....................................................................................................................... iii
ACKNOWLEDGMENTS ...................................................................................................v
LIST OF TABLES............................................................................................................. ix
LIST OF FIGURES .............................................................................................................x
CHAPTER
1

INTRODUCTION ...................................................................................................1
1.1
1.2

Machine Learning and Bioinformatics Problems.......... ..............................1
Goals of This Dissertation ...........................................................................2
1.2.1 The Construction of Benchmark Datasets .......................................2
1.2.2 The Compilation of Sequence-based Features.................................3
1.2.3 The Feature Selection Process .........................................................4
1.2.4 The Development of Appropriate Machine Learning Techniques ..9

2

DISCOVERY OF TRANSMEMBRANE BETA-BARREL PROTEINS IN
GRAM-NEGATIVE BACTERIAL PROTEOMES..............................................13
2.1

Background ................................................................................................13
2.1.1 The Importance of TMB Proteins ..................................................13
2.1.2 The Need for Computational Methods to Identify TMB Protein ..14
2.1.3 Current Methods for the Identification of TMB Proteins ..............15
2.1.4 Current Methods to Predict the Topology of TMB Proteins .........20
2.1.5 Motivation of This Study ...............................................................22

2.2

Materials and Methods...............................................................................23
2.2.1 Datasets ..........................................................................................23
2.2.2 Feature Set .....................................................................................24
2.2.3 Five-Fold Cross-Validation ...........................................................26
2.2.4 K-NN Algorithm............................................................................26
2.2.5 Feature Selection............................................................................29
2.2.6 Performance Measurement ............................................................31

2.3

Results........................................................................................................32

vii
2.3.1 The Proposed K-NN Method’s Ability to Identify TMB Proteins 32
2.3.2 Including Homologous Sequence Information Improves the
Performance ...................................................................................32
2.3.3 Further Improvement of the Prediction Performance by Feature
Selection.........................................................................................33
2.3.4 Comparison with Predictions Solely Based on Similarity Search .33
2.3.5 Comparison with Other Prediction Methods .................................34
2.3.6 A Web Server for the Prediction of TMB Proteins........................37
2.3.7 Genome Scan .................................................................................37
2.4
2.5
2.6
3

Discussion ..................................................................................................41
Conclusion .................................................................................................43
Future Work ...............................................................................................43

IDENTIFICATION OF DELETERIOUS NON-SYNONYMOUS SINGLE
NUCLEOTIDE POLYMORPHISMS ...................................................................45
3.1

Background ................................................................................................45
3.1.1 Neutral or Deleterious nsSNPs ......................................................45
3.1.2 Current Methods for the Identification of Deleterious nsSNPs .....46
3.1.3 Motivation of This Study ...............................................................54

3.2

Materials and Methods...............................................................................55
3.2.1
3.2.2
3.2.3
3.2.4
3.2.5
3.2.6

3.3

Datasets ..........................................................................................55
Feature Set .....................................................................................56
Decision Tree Algorithm ...............................................................61
Performance Measurement ............................................................63
Cross-Validation and Independent Test.........................................64
Feature Selection............................................................................65

Results........................................................................................................66
3.3.1 The Developed Method Identifies Deleterious nsSNPs.................66
3.3.2 Analysis of Selected Features ........................................................69
3.3.3 Comparisons with Previously Published Methods ........................73
3.3.4 A Web Server for the Identification of Deleterious Nonsynonymous Single Nucleotide Polymorphisms ..........................78

3.4
3.5
3.6
4

Discussion ..................................................................................................78
Conclusion .................................................................................................80
Future Work ...............................................................................................80

IDENTIFICATION OF HELIX-TURN-HELIX MOTIFS FROM PROTEIN
SEQUENCES ........................................................................................................83

viii
4.1

Background ................................................................................................83
4.1.1 Helix-Turn-Helix: An Important Structure Through Which
Proteins Bind with DNA................................................................83
4.1.2 Current Prediction Methods to Identify Helix-Turn-Helix Motif..84
4.1.3 Motivation of This Study ...............................................................91

4.2

Materials and Methods...............................................................................92
4.2.1
4.2.2
4.2.3
4.2.4
4.2.5

4.3

Datasets ..........................................................................................92
Hidden Markov Model...................................................................94
Feature Set .....................................................................................98
Software Implementation.............................................................101
Performance Measurements.........................................................101

Results......................................................................................................101
4.3.1 Discretization of Solvent Accessibility........................................101
4.3.2 Constructing Profiles for Each HTH Protein Family Increases
the Prediction Accuracy.............................................................. 107

4.4
4.5
4.6
5

Discussion ................................................................................................112
Conclusion ...............................................................................................115
Future Work .............................................................................................116

CONCLUSION....................................................................................................117

REFERENCES ................................................................................................................120
VITA ................................................................................................................................135

ix
LIST OF TABLES
Table

Page

1

Comparison of the Proposed K-NN Method with A Similarity Search. ............ 34

2

Comparison of Different TMB Prediction Methods.......................................... 35

3

Prediction Results of 11 Gram-Bacteria Proteomes. ......................................... 39

4

All Sequence-based Features of SAP Sites........................................................ 58

5

Prediction Performances of the Proposed Method............................................. 68

6

List of Features in the Order They Are Selected. .............................................. 68

7

Comparisons of Classification Methods of SAPs.............................................. 76

8

List of Reduced Alphabets............................................................................... 100

9

HMM_AA_SA Achieves Better Performance Than HMM_AA by Dividing
Solvent Accessibility into Two Discrete Categories. ..................................... 104

10

HMM_AA_SA’s Performance Can Be Improved by Dividing Solvent
Accessibility into Three Discrete Categories.................................................. 106

11

Including Solvent Accessibility Information into the Model and Using Reduced
Alphabet Increase Performance in Identifying HTH Motifs. ......................... 109

12

HMM_AA_SA Recognizes More HTH Motifs from Other Families. ............ 110

x
LIST OF FIGURES
Figure

Page

1

TMB proteins prediction web server ................................................................. 38

2

Classification performances as feature selection process progresses ................ 67

3

Decision tree trained on 10 selected features as visualized using WEKA ........ 71

4

ROC curves of the proposed decision tree method, SIFT and PANTHER on
Ye’s dataset......................................................................................................... 77

5

ROC curves of the proposed decision tree method, SIFT and PANTHER on
Swiss-Prot dataset ............................................................................................. 77

6

The web server for the prediction of deleterious SAPs ..................................... 81

7

Images of HTH motifs ....................................................................................... 84

8

Hidden Markov model (right) that emits only amino acid residues .................. 96

9

Hidden Markov model that emits both amino acids and solvent accessibility .. 97

10

The performance of HMM_AA_SA with solvent accessibility being divided
into two categories .......................................................................................... 103

11

The performance of HMM_AA_SA with solvent accessibility being divided
into three categories (α1, α2) with α1 = 0.05 .................................................. 106

CHAPTER 1
INTRODUCTION
1.1 Machine Learning and Bioinformatics Problems
With the development of high-throughput genome sequencing projects in recent
years, we have witnessed an exponential accumulation of biological data stored in public
databases, i.e., DNA, RNA, and protein sequences. Because of their limitations and speed,
experimental approaches can hardly keep up with the accumulation of new biological
data. On the other hand, machine learning methods, which rely heavily on Bayesian
probabilistic frameworks, are widely applied to learning knowledge and extracting
information automatically from huge amount of biological data [1, 2, 3, 4].
Bioinformatics is a field that merges biology, computer science, and statistics into a
single discipline.
Machine learning methods have achieved significant success in many
bioinformatics problems. For example, neural networks have been widely applied to
predict protein secondary structure from amino acid sequences [5, 6, 7], to predict protein
signal peptides and their cleavage sites [8, 9], to find genes in eukaryotic DNA, to
identify intron splice sites [10, 11], etc. Hidden Markov models have been proven to be
useful in protein pair-wise sequence alignment [12, 13], multiple sequence alignment
[14], protein homology detection [13, 15], protein structure prediction [16, 17], topology
annotation for alpha-helical transmembrane proteins [18, 19], beta barrel proteins [20],
and genomic annotation [21, 22], etc. Other machine learning techniques, such as support
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vector machine, decision tree, random forest, k-nearest neighbor are also used to solve
many bioinformatics problems.
1.2 Goals of This Dissertation
Numerous computational methods have been developed to predict protein
function and functional sites by using information derived from protein sequences and
structures. However, the 3-dimensional structural information of most proteins is not
available, which limits the application of structure-based methods. Therefore,
computational methods that only require sequence information are key because they have
a broader range of applications than structure-based methods.
In this study, we develop efficient machine-learning approaches to discover the
attribute-class relationship between sequence features and protein functions. There are
several challenges in constructing computational methods with high performance. These
challenges include the topics discussed in Sections 1.21 through 1.24 below.
1.2.1

The Construction of Benchmark Datasets
In order to develop efficient and accurate computational methods, it is necessary

to construct a highly representative dataset of sufficient size. An inappropriate dataset
will significantly deteriorate the performance of the method and yield misleading results
in the evaluation. For some bioinformatics problems, widely validated benchmark
datasets have already been constructed. Conversely, for many other problems, it is
necessary to compile nonredundant and representative datasets for the purpose of method
development and evaluation. However, the construction of benchmark datasets is not a
trivial task. Usually, experimentally validated data is distributed over multiple databases.
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In order to construct benchmark datasets, several databases have to be queried, and
collected data has to be processed and purified. The process is often very inefficient and
lengthy. Whenever there are updates of databases, the whole process has to be reexecuted. An automatic dataset updating strategy helps to solve the problem, allowing the
re-construction of the dataset whenever a new release of a database is published. For
example, DOCKGROUND [23] is a comprehensive database of cocrystallized (boundbound) protein-protein binding complexes that can be regularly updated to reflect the
growth of the protein data bank (PDB) [24]. In this study, we have constructed and
selected representative nonredundant datasets for the target problems.
1.2.2

The Compilation of Sequence-based Features
There is limited knowledge about which features are useful for the prediction of

protein functions and functional sites. Therefore, it is necessary to collect various
sequence-based features for future analysis. Some sequence-based features can be
extracted directly from an amino acid sequence. For example, the composition of amino
acid residues, di-peptides, and n-peptides of proteins can be easily computed from protein
sequences. Certain physicochemical and biochemical properties of amino acids can be
obtained from public databases such as AAindex [25]. Other features, such as relative
solvent accessibility and conservation score of each residue position, are very useful in
inferring protein functions, but are not directly available from protein sequences.
Extracting these features on a large scale poses great challenges. We address these
difficulties by generating multiple important features using various approaches. For
example, residue frequency and a conservation score of each residue position can be
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calculated from the multiple sequence alignment of the interested protein with its
homologous sequences found by a PSI-BLAST [26] search. Solvent accessibility of each
residue can be predicted from amino acid information by JPred server [27].
1.2.3

The Feature Selection Process
Not all sequence-based features are useful for the prediction of protein functions

and functional sites. Simply using all features without analysis and processing will only
complicate the problem and generally deteriorate the prediction performance most of the
time. However, because of the extreme complexity of biological systems, there are not
many mature theories exploring the relationship between protein features and protein
functions. Therefore, feature selection is commonly adopted to facilitate the
understanding of a biological system, to reduce the noise in the biological data, and to
improve prediction performance. In addition, the dimensionality of the feature space is
reduced after feature selection process; therefore, the learning and prediction processes
are sped up.
There are several hurdles complicating the feature selection problem. Due to the
high dimensionality of the feature space, a brute force feature search method is not
practical because the search space grows exponentially with the number of individual
features. In general, there are two categories of feature selection methods.
1.2.3.1 Manual Feature Selection. The best feature selection method is to choose
features manually based on a deep understanding of the problem and the
biochemical/biophysical meanings of the features. As to some well studied
bioinformatics problems, some features have already been proved to be useful based on
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previous findings. For example, solvent accessibility of amino acid residues has been
shown to be useful in the prediction of functional effects of single nucleotide
polymorphisms [28] and protein secondary structures [29]. Hydrophobicity and charge
distribution of amino acids were verified to be important attributes to predict integral
topology of membrane proteins [30]. Amino acid compositions have been used to predict
protein structural class [31] and protein subcellular location [32, 33] with high
performance. In fact, many bioinformatics problems are solved by manually selecting
important features based on detailed studies of biologists and integrating these features
with appropriate computational methods.
1.2.3.2 Automatic Feature Selection Algorithm. In cases where there are too many
candidate features or it is not clear which features are useful, systematic feature selection
techniques can be applied to automatically choose a reduced feature subset that is most
effective for prediction. Depending on how to combine a feature space search with the
construction of a classification model, automatic feature selection methods can be
classified into three subcategories, filter techniques, wrapper methods, and embedded
methods [34, 35].
1.2.3.2.1 Filter Techniques. Attributes are ranked based on their relevance scores
to produce the most relevant feature subset. The resulting features are then fed into
certain classification methods to make predictions. There are no universally accepted
relevance score measurements, though there are several good practices, such as
information gain, gain ration [36], and Fisher discriminant ratio (FDR). Another feature
ranking strategy is also widely used. In this strategy, each feature is chosen individually
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to build the predictor, and the prediction performance of the corresponding model is used
as the relevance score. There are several advantages with filter methods. First, each
feature is evaluated only once. Second, the method is scalable and independent of
classifiers. Therefore, the filter method has been widely applied in solving many
bioinformatics problems.
For example, in the study of [37], a filter method based on χ 2 test was applied to
select relevant features from a large set of sequence based features. Then, the selected
features were input to the interpolated Markov models (IMMs) to build the GLIMMER
method, which is capable of finding genes in microbial genomes. The 1R algorithm and
information gain were applied by [28] to rank 17 attributes for the identification of
deleterious nonsynonymous single nucleotide polymorphisms (nsSNPs). Also, for the
problem of identifying deleterious nsSNPs, the authors of [38] evaluated the entire set of
attributes in terms of their association with disease and selected the final subset in terms
of good predictive power. In their study, support vector machines were built from each
single attribute, and cross-validation accuracies were used as relevance scores to rank all
attributes. In another example, FDR has been proved to be an efficient feature selection
method to predict outer member proteins by [39].
Despite their benefits, simple filter methods do have their inherit shortcomings. In
using a filter method, each feature is considered separately; thus, feature dependencies
are ignored, which may lead to worse classification performances when top ranked
features are combined together. Furthermore, if there are pairs of redundant attributes, the
filter method either selects or discards both attributes. These problems can be solved by
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selecting a subset of attributes that have low inter-correlation scores or by introducing
multivariate filter methods such as simple bivariate interactions [40].
1.2.3.2.2 Wrapper Method. In a wrapper method, a feature selection algorithm is
“wrapped” around the classification model. The effectiveness of a feature subset is
evaluated by training and testing the classifier built with the selected features. Different
from filter techniques which are independent of the classifier, a wrapper method may
select a different feature subset for different classifiers. Due to the exponential growth of
the feature subset space with the number of individual features, usually heuristic search
methods are used to search for the optimal feature subset. These search methods can be
divided into two types, a deterministic search algorithm and a randomized search
algorithm.
Greedy search (i.e., forward selection, backward elimination, and bidirectional
search) [41], best first search [35, 42] and beam search [43] are all examples of
deterministic searches. Forward selection starts with no feature selected. Each attribute is
tentatively added to the current feature subset, and the resulting feature set is evaluated
by its prediction performance. The feature with the highest improvement when included
into the current subset is chosen. Then, the algorithm finds the next feature in the same
way. The process continues until adding any remaining features only deteriorates the
performance. Backward elimination works in the opposite direction by starting with all
features and then gradually removing one feature a time to improve the performance. A
bidirectional search is a combination of the forward selection and backward elimination.
A greedy search method does not ensure a globally optimal feature subset. Different from
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a greedy search method, a best first [35, 43] method can find the global optimal
configuration of features instead of stagnating in the local optimum. This method does
not terminate when the performance begins to drop down. Instead, it keeps a list of all
feature subsets so far in sorting order, which can be revisited later. A beam search [43]
keeps a fixed number of the most promising candidate features by truncating its list of
features at each stage.
A randomized search algorithm includes simulated annealing, randomized hill
climbing [44], and genetic algorithm search procedures [45]. Notice that in a genetic
algorithm search, the selection of features is configured and encoded using a sequence of
binary bits, with 1 representing a chosen feature and 0 denoting non-chosen. The best
feature subset is then evolved by an evolutionary search after certain iterations until
convergence.
Wrapper methods have been applied by some groups to select features in solving
bioinformatics problems. For example, a bidirectional greedy search strategy was
employed by [39] to find the best feature subset to build a support vector machine in the
identification of outer membrane proteins. The algorithm can be divided into two stages,
backward elimination and forward selection, to select useful features from 20 amino acid
compositions and 400 di-peptide (amino acid pair) compositions. In the backward stage
starts with 20 amino acids compositions, and then gradually reduces the size of the
feature set, similar to backward elimination process. The process stops when decreasing
the size of the current best subset leads to a lower prediction rate. The forward selection
stage takes over to include di-peptide composition until there is no more improvement of
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the prediction performance. Cross-validated classification accuracy has been used as
performance measurement of this method.
Wrapper methods take into consideration feature dependencies and integrate the
feature selection process with classification methods; thus the chosen features will best fit
the computational model. The disadvantages of this method are also obvious. The
selection process is not as computationally efficient as that of filter techniques, and it
may introduce over-fitting problems.
1.2.3.2.3 Embedded Techniques. In embedded techniques, the feature selection
process is built into the construction of the classifier. For example, the construction of a
decision tree is such a process. It chooses the most promising attribute to split on at each
node. The final set of features actually chosen to build the tree is the best feature set
selected. Similar to wrapper methods, embedded techniques select features specific to the
classifiers, meanwhile these techniques have the benefit of fast speed and fewer
computations.
In this study, we implement efficient feature selection methods to choose the most
useful features to solve certain important bioinformatics problems. The chosen features
are analyzed to provide further insights into mechanisms of biological processes.
1.2.4

The Development of Appropriate
Machine Learning Techniques
There are several expert practices for choosing the appropriate machine learning

techniques for solving certain problems. For example, hidden Markov models are well
suitable for the prediction of alpha-helical transmembrane proteins, since each state of the
model can represent the cell position of each amino acid [18, 19]. Neural networks and
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support vector machines are efficient classification algorithms. However, due to the
special complexity of bioinformatics problems, most of the time choosing certain
machine learning algorithms based on previous experiences without careful study of
problems does not ensure satisfactory solutions.
The challenges for predicting protein function and function sites vary depending
on the specific problems. We have tackled these challenges by solving three important
bioinformatics problems. These include the following: the discovery of transmembrane
beta-barrel (TMB) proteins in gram-negative bacterial proteomes (discussed in Chapter 2),
the identification of deleterious non-synonymous single nucleotide polymorphisms
(nsSNPs) (discussed in Chapter 3), and the identification of helix-turn-helix (HTH)
motifs from protein sequences (discussed in Chapter 4).
For each project, we collected various features derived from protein sequences.
Given the high number of sequence-derived features collected, the next step was to
choose the most relevant and useful features for prediction. For the first two problems,
we applied automatic feature selection procedures (i.e., wrapper methods) to select
relevant features. For the third problem, we selected certain feature combinations based
on a detailed study of the problem. Using selected features, we then applied suitable
machine learning algorithms to build predictors of high performance. The predictors were
trained and evaluated on benchmark datasets, which were either constructed in this study
or derived from previous studies.
To develop the predictor of TMB proteins, we first extracted datasets of TMB
proteins and non-TMB proteins from public databases. Next, a set of features, including
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20 residue compositions and 400 di-peptide compositions, were compiled for each
protein. We then applied a greedy feature selection approach to choose the most useful
features. The feature selection process contains a reduce stage and a growth stage. In the
end, compositions of 19 residues and 24 di-peptides were selected. Using the selected
features to calculate weighted Euclidian distances, we developed a K-nearest neighbor
method that can discriminate TMB proteins from non-TMB proteins with high
performances. The developed method was used to scan 11 proteomes of gram-negative
bacteria for possible TMB proteins. The details of the method and results have been
published at:
Hu, J. and Yan, C. A method for discovering transmembrane beta-barrel proteins
in gram-negative bacteria proteomes. Computational Biology and Chemistry 32, 4 (2008),
298-301.
To develop the method for identifying deleterious nsSNPs, we obtained datasets
from previous studies. For each amino acid substitution, we compiled a set of 686
features from protein sequences. Next, a greedy feature selection approach was used to
select features that were useful for the classification of nsSNPs. The feature selection
strategy is similar to that used in problem 1, except there is only a growth stage. Using
ten selected features, a decision tree method is capable of identifying deleterious nsSNPs
on proteomic scale. The details of the method and result have been published in:
Hu, J. and Yan, C. Identification of deleterious non-synonymous single nucleotide
polymorphisms using sequence-derived information. BMC Bioinformatics 9 (2008), 297.
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To identify HTH motifs from protein sequences, we first constructed datasets of
HTH and non-HTH proteins. Then, we expanded the traditional profile hidden Markov
model by allowing both match and insertion states to emit both amino acid and solvent
accessibility information. The solvent accessibility of each residue is predicted from the
protein sequence and discretized into three states (Buried (B), Medium (M), and Exposed
(E)), wherein discretization thresholds are chosen by a systematic analysis. To reduce the
number of parameters and the complexity of the protein sequences, several reduced
alphabets of amino acids were investigated. We tried different combinations of feature
subsets (e.g., amino acid plus solvent accessibility, and reduced alphabets plus solvent
accessibility), and found that using certain reduced alphabets and predicted solvent
accessibility, the developed profile hidden Markov model can effectively identify HTH
motifs. The details of the method and results have been published in:
Yan, C. and Hu, J. An exploration to the combining of solvent accessibility with
amino acid sequence in the identification of helix-turn-helix motifs. WSEAS Transaction
on Biology and Biomedicine 6, 3 (2006), 477-484.
Yan, C. and Hu, J. Identification of helix-turn-helix motifs from amino acid
sequence. In Proc. of IEEE Symposium on Computational Intelligence in Bioinformatics
and Computational Biology, 2006, 1-7.
Yan, C. and Hu, J. A hidden Markov model for the identification of helix-turnhelix motifs. In Proc. of WSEAS International Conference on Cellular and Molecular
Biology-Biophysics and Bioengineering, 2006, 14-19.
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CHAPTER 2
DISCOVERY OF TRANSMEMBRANE BETA-BARREL PROTEINS
IN GRAM-NEGATIVE BACTERIAL PROTEOMES 1
2.1 Background
2.1.1 The Importance of Transmembrane Beta-barrel Proteins
Transmembrane proteins can be divided into two classes based on the structure of
the transmembrane regions: transmembrane α-helical (TMA) proteins whose
transmembrane regions are α-helices, and transmembrane β-barrel (TMB) proteins whose
transmembrane segments are anti-parallel β-strands in the form of beta-barrel. TMA
proteins, which are typical membrane proteins, can be found in the plasma membrane
(inner membrane) of both prokaryotic and eukaryotic organisms, and perform a variety of
biologically important functions [46]. On the other hand, TMB proteins only reside in the
outer membrane of gram-negative bacteria and the outer membranes of mitochondria and
chloroplasts [47, 48]. These proteins perform diverse important functional roles, such as
bacterial adhesion, structural integrity of the cell wall, material transport, and catalytic
activity [47, 48, 49]. Once the structure of a TMB protein is obtained, the transmembrane
beta-barrels can be identified using computational methods that model the
transmembrane environment [50].
Due to the importance of transmembrane proteins, computational methods that
can identify and predict transmembrane proteins are in high demand. Among them, TMA
proteins are relatively easy to predict for several reasons. First, their transmembrane
1

Co-authored by Hu, J. and Yan, C.
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regions are generally formed by easily detectable long hydrophobic sequence stretches.
Second, there is a strong bias in transmembrane regions toward positively charged
residues, known as the “positive-inside rule” [51]. Third, experimentally determined
alpha-helical proteins with high 3-dimensional resolution structures are relatively
abundant. Thus, several computational methods, such as statistical methods, neural
networks, and hidden Markov models, achieve high performance in the identification and
topology prediction of TMA proteins [18, 19].
2.1.2 The Need for Computational
Methods to Identify TMB Proteins
Unlike TMA proteins, TMB proteins are much harder to predict due to their much
shorter transmembrane stretches of amino acids and their lack of clear patterns in their
membrane spanning regions [49]. In general, amino acids in the TMB strands alternate
between being polar and nonpolar, with nonpolar residues facing the lipid bilayer and the
protein interfaces, and the polar residues pointing into the interior of the barrel. Residues
pointing inwards in the barrel can also be nonpolar, thus obstructing the regular
alternation between polar and nonpolar residues [47, 52]. Furthermore, discrimination of
transmembrane strands from other beta-strands forming beta-barrel structures in watersoluble proteins is even more difficult [53].
Since very few TMB proteins have 3-dimensional structural information which is
experimentally resolved and it is very difficult to crystallize TMB proteins in labs,
computational methods that can identify TMB proteins and predict the topology of TMB
proteins are in high demand. A lot of methods have been proposed to solve this problem.
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Some methods try to classify TMB proteins from non-TMB proteins. Other methods
focus on the prediction of transmembrane topologies of TMB proteins.
2.1.3 Current Methods for the Identification
of TMB Proteins
Despite these many difficulties, numerous methods of identifying TMB proteins
have been published. For example, profiles constructed from structurally conserved
regions of porins have been used by [54] as a potential tool to identify beta-stranded
integral membrane proteins. The basic structural motif of the porins (i.e., the beta-barrel
that forms the transmembrane core) consists of 16 beta strands in general-diffusion porins
and 18 beta strands in sugar-specific porins. The authors of [55] calculated the probability
for the existence of beta-sheet, beta-barrel, and hairpin structures among all proteins of
the Arabidopsis thaliana genome. Based on the existence of these structures, the authors
generated a pool of candidate proteins. The pool was further trimmed by considering the
signal peptide information. Another computational tool, named beta-barrel finder (BBF)
program, was developed by [56] to classify the proteins within any completely sequenced
prokaryotic genome. Using information such as secondary structure, hydropathy, and
amphipathicity, as well as the presence of an N-terminal targeting sequence, the BBF
retrieved 118 proteins out of 4290 sequences within the Escherichia coli genome as TMB
proteins. After analyzing the amino acid composition in membrane parts of 12 β-barrel
membrane proteins versus β-strands of 79 all-β soluble proteins, the authors of [57]
developed a linear classifier built with selected amino acids composition and predicted
secondary structure. The method achieved 85.48% sensitivity and 92.53% specificity
when applied to 241 β-barrel membrane proteins and 3855 soluble proteins with various
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structures. The hidden Markov model has also been successfully applied by [58] to
identify TMB protein. In this method, a hidden Markov model (HMM) with an
architecture obeying β-barrel membrane proteins’ construction principles was trained.
The authors used the log-odds score relative to a null model to discriminate TMB
proteins from other proteins. Because of its speed, the method is capable of scanning
proteomes for TMB proteins.
Recently, two state-of-the-art methods, i.e., TMB-Hunt [59, 60] and BOMP [52],
have been developed for the quick identification of TMB proteins. Both TMB-Hunt and
BOMP have free on-line prediction servers available for public usage, making it possible
to compare them with our method. Other published TMB classification methods include
[61, 62, 63, 64, 65].
2.1.3.1 TMB-Hunt. TMB-Hunt 2 [59, 60] uses a modified k-nearest neighbor (KNN) algorithm to classify proteins as TMB or non-TMB on the basis of whole sequence
amino acid composition. The K-NN algorithm is a simple instance-based learning
algorithm in which the class (i.e., TMB, TMA, or nontransmembrane) of a query protein
is predicted using the class of its k-nearest neighbors within the training set. Since the KNN algorithm focuses on the neighborhood of the query instance, it needs a way to define
distances between proteins. The distance or difference between two proteins d 2 ( x i , x j ) is
measured using the standard Euclidean metric
n

d 2 ( x i , x j ) = ∑ [ a r ( x i ) − a r ( x j )] 2 ,
r =1

2

The TMB-Hunt web server is available online at the following website: http://bmbpcu36.leeds.ac.uk/
~andy/betaBarrel/AACompPred/aaTMB_Hunt.cgi. It takes FASTA format sequences as input.

(2.1)
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where a r (x) is the relative frequency occurrence of amino acid r in protein x. Then a
score S ( x q , x ) can be assigned to each possible class c using
k

(2.2)

S ( xq , x ) = ∑ δ [c, c(x i )] / d 2 ( xq , xi )
i =1

where δ (c, c(xi )) = 1 if classes c and c(xi ) are equal and 0 other wise. Thus, the score for
each class is the sum of positive contributions from the nearest neighbors of that class,
where contribution is weighed according to their reciprocal square distances. Since the
problem is a binary classification problem, a discrimination score
D( x q , c) = S ( x q , c) −

∑ S (x

c '≠ c

q

(2.3)

, c' )

is used as score for the TMB class minus the scores for other classes.
Considering the fact that some dimensions provide more information to the
classification, a genetic algorithm was used to calculate the optimal weighting of each
dimension. Then, the distance was modified to
n

d 2 ( x i , x j ) = ∑ g r [ a r ( x i ) − a r ( x j )] 2

(2.4)

r =1

where g r is the weight of rth dimension.
In order to improve the classification capability of the method, TMB-Hunt
includes evolutionary information by a BLAST [26] query against Swiss-Prot with an Evalue threshold of 0.0001 and a maximum of 25 homologues to calculate the average
amino acid composition. After calibrating the score, TMB-Hunt achieved a 92.5%
discrimination accuracy for TMB and nontransmembrane proteins, with a 91% sensitivity
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rate and a 93.8% positive predictive value (PPV) using leave homologues out crossvalidation on their datasets.
TMB-Hunt also has an option to include evolutionary information for the highest
prediction performance. Because TMB-Hunt uses K-NN methods and only takes amino
acid composition as inputs, the method is very fast and can scan the whole proteome to
find candidate TMB proteins.
2.1.3.2 BOMP. BOMP 3 [52] is another efficient method to identify TMB proteins
encoded within genomes of gram-negative bacteria. BOMP is composed of two
independent methods for identifying possible TMB proteins and a filtering mechanism to
remove false positives.
The first method [52] uses C-terminal patterns to discover possible integral TMB
proteins. After careful analysis of the last 10 amino acids in the C-terminal end of 12
TMB proteins with resolved crystal structure and less than 70% conserved residues, a Cterminal pattern was extracted to compare with the far C-terminal end of the query
protein sequence with a minimal length of 110 amino acids.
The second method [52] is based on the compositions of each amino acid in the
external and internal positions of the membrane spanning segments, and the relative
abundance to the genomic residue compositions calculated by [42]. Using the normalized
amino acid distribution, a score is calculated for each sliding window of ten residues by
taking the maximum of two scores, i.e., the scores obtained by summarizing the amino
acids in the window starting with either internal or external amino acids. Next, the
3

An online server of BOMP is provided at http://www.bioinfo.no/tools/bomp.

19
integral β-barrel score of a protein is calculated by adding the average of the eight
highest-scoring non-overlapping windows and the average of the 12 lowest-scoring nonoverlapping windows. Proteins with an integral β-barrel score above the user-defined
threshold are predicted to be TMB proteins. The higher the score, the more reliable the
prediction is.
In order to reduce the number of false positives (i.e., non-TMB proteins predicted
to be TMB proteins), a filtering procedure [52] is carried out after the query protein is
reported to be a TMB candidate by the previous two methods. By selecting nonredundant
proteins with subcellular localization annotations from Swiss-Prot Release 42, a final
reference set containing 1231 sequences is created, of which 110 are outer membrane
proteins. When a protein is run through the filter, it is compared with the final reference
set by using a k-nearest-neighbor method (k=5) to determine if the candidate is a true
TMB protein or not.
As a supplement, there is an additional BLAST [26] function for finding amino
acid sequences which are highly similar to proteins with experimentally annotated
subcellular localization in Swiss-Port. This supplement, then, either supports or
contradicts the prediction results of BOMP.
BOMP [52] has achieved an 80% sensitivity rate and a 88% positive predictive
value (PPV) on the proteins with Swiss-Port annotated subcellular locations in
Escherichia coli K 12 (788 sequences).
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2.1.4 Current Methods to Predict the
Topology of TMB Proteins
In addition to methods that predict whether a protein is a TMB protein, many
other methods aim at predicting the topology of a given TMB protein. Some of these
topology-predicting methods can also discriminate TMB proteins.
Early computational methods tried to utilize hydrophobicity patterns to identify
beta-barrel transmembrane strands [66, 67], or constructed special empirical rules using
amino acid propensities and prior knowledge of structural nature to predict beta-barrel
transmembrane segments [68, 69]. There are several shortcomings with these methods
since such patterns and rules were generated from insufficient training datasets and did
not catch the structural features of TMB proteins. Improved prediction performances of
TMB topologies were realized recently by applying much more complex machine
learning techniques, such as neural networks [70, 71, 72, 73], support vector machines
[74], and hidden Markov models [20, 53, 57, 75, 76, 77]. Recently, Diao et al. [78]
introduced cellular automata and Lempel-Ziv complexity to predict the TM regions of
integral protein including both α-helical and β-barrel membrane proteins. Other methods
such as transFold [79] can also predict the structure of TMB proteins.
In a recent study, the authors of [80] made a systematic comparison of the
topology-predicting methods and found that the best topology predictors are those
methods based on hidden Markov models (HMMs). After evaluating these methods on a
nonredundant dataset of 20 TMB proteins from gram-negative bacteria, the authors found
that PRED-TMBB [53, 76] achieved the best performance in predicting the topology of
TMB proteins and PROFtmb [20] achieved the second highest score in the comparison.
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PRED-TMBB 4 [53, 76] is based on a hidden Markov model whose architecture is
fitted to the limitations imposed by known TMB structures. Conditional maximum
likelihood (CML) training [81] was employed to train the HMM for the labeled data.
CML training maximizes the probability of the correct prediction rather than the
probability of protein sequences generated by the HMM. The HMM was further retrained
on the nonredundant dataset of TMB proteins whose 3-dimensional structures were
recently solved. PRED-TMBB provides three decoding schema for the query protein: the
standard Viterbi algorithm [82], the N-best algorithm [83], and the posterior decoding
method using a dynamic programming algorithm. The posterior decoding method using a
dynamic programming algorithm was found to achieve the best performance in locating
the beta-barrel transmembrane strands. PROFtmb 5 [20] is based a profile hidden Markov
model. In their study, the authors introduced a new definition of beta-hairpin motifs of
model beta-barrel strands. The method can predict if a protein is a TMB protein by using
a log-odds whole-protein discrimination score, Z-value. It can also label residues of TMB
proteins with four states, upward- and downward-facing strands, periplasmic hairpins,
and extracellular loops. PROFtmb can discriminate TMB from non-TMB very quickly
and has been evaluated in a proteomic scale.
Both PRED-TMBB and PROFtmb can be used to identify TMB proteins. In
addition, among all the methods that were investigated in [80], PROFtmb is the only

PRED-TMBB is available to the public at the following website: http://biophysics.biol.uoa.gr/PREDTMBB/input.jsp.
4

5

PROFtmb is available for academic use at the following website: http://rostlab.org/services/proftmb/.
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method that has been evaluated in a proteomic scale. Therefore, PRED-TMBB and
PROFtmb were used for comparison with our proposed method.
2.1.5

Motivation of This Study
Many of the previous methods achieved significant progress in identifying TMB

proteins and predicting TMB topologies, yet the problem has not been fully solved. First,
the prediction accuracy is still not very high. Second, many methods were developed a
relatively long time ago; therefore, their training datasets are not up-to-date,
representative, nor complete. In addition, many training datasets do not have sufficient
TMB proteins with experimentally resolved 3-dimensional structures, thus making it
difficult to train and evaluate the methods.
The purpose of this study is to predict whether a protein is a TMB protein, using
only information derived from protein sequences, such that the model can be applied to
scan the whole dataset of gram-negative bacterial proteomes to find candidate TMB
proteins. Such an endeavor is of great significance to disease research and drug discovery.
To this end, we have developed a K-nearest neighbor (K-NN) method. The method was
trained and evaluated on benchmark datasets of TMB and non-TMB proteins with
experimentally determined structures. Different from the K-NN method used in TMBHunt and BOMP, the proposed method uses a weighted Euclidian distance (WED) as a
distance measurement. Said measurement was calculated using compositions of certain
amino acids and di-peptides chosen by a systematic feature selection process.
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2.2 Materials and Methods
2.2.1

Datasets
We compiled a set of TMB proteins that have been experimentally confirmed.

There are two data sources from which one can extract TMB proteins, and we used both
sources.
Source 1: SCOP (Structural Classifications of Proteins) is a publicly accessible
database, and it is frequently updated. It manually classifies protein structure domains
based on the evolutionary and structural relationships of proteins [84]. It includes 118
proteins that are classified as “transmembrane beta-barrels,” which are TMB proteins.
Source 2: TCDB (Transport Proteins Database) is a web-accessible, curated,
relational database containing sequence, classification, structural, functional, and
evolutionary information about transport systems of a variety of living organisms [85]. It
includes 188 proteins belonging to the “β-Barrel porins” subclass.
The transmembrane portions of these 306 (118+188) proteins consist exclusively
of β-strands which form a β-barrel; thus they are TMB proteins. Some proteins may share
high sequence similarity. In order to better train and evaluate any method, it is necessary
to remove redundancy. One common practice is to ensure the identity between any two
proteins is less than 25% using BLAST [26], i.e., with less than 25% identical residues on
90% length coverage of any sequence. In training our method, proteins with less than 50
amino acids were removed, and proteins that were not from gram-negative bacterial were
also discarded since the prediction is for gram-negative proteins. The final dataset
consisted of 119 TMB proteins.
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Non-TMB proteins were obtained from the PSORTdb database [86], which
categorizes bacterial proteins based on their subcellular localizations. Using PSORTdb,
we extracted all proteins from gram-negative bacteria whose subcellular locations had
been experimentally confirmed. Proteins associated with any subcellular localization
other than outer membrane were considered non-TMB proteins. Next, we removed
redundant proteins so that the mutual identity was less than 25%. We also removed
proteins with less than 50 amino acids. The final non-TMB proteins were divided into 6
sub-groups based on their subcellular localizations: 245 proteins from “Cytoplasmic,”
195 proteins from “CytoplasmicMembrane,” 15 proteins from “Cytoplasmic,
CytoplasmicMembrane,” 165 proteins from “Periplasmic,” 35 proteins from
“Periplasmic, CytoplasmicMembrane,” and 87 proteins from “Extracellular.”
The dataset of TMB and non-TMB proteins are available for downloading. 6
2.2.2 Feature Set
2.2.1.1 Residue Composition. There are 20 different residue (amino acid) types.
Composition of each residue is calculated using
x i = ni

20

∑n
j =1

j

,

(2.5)

where ni and n j are the numbers of residues of types i and j. The average residue
composition of TMB proteins is calculated using
x i _ tmb = n i _ tmb

6

20

∑n
j =1

j _ tmb

,

The datasets of TMB and non-TMB proteins are available at http://yanbioinformatics.cs.usu.edu:8080/
TMBKNNsubmit.

(2.6)
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where ni _ tmb and n j _ tmb are the total numbers of residues of types i and j in all TMB
proteins in the training set. The averaged residue compositions for every subgroup of
non-TMB proteins are calculated in a similar way. They are denoted as: x i _ Cyt
(“Cytoplasmic” subgroup), xi _ CytM (“CytoplasmicMembrane” subgroup), xi _ CCM
(“Cytoplasmic,CytoplasmicMembrane” subgroup), xi _ Ext (“Extracellular” subgroup),
xi _ Per (“Periplasmic” subgroup) and xi _ PCM (“Periplasmic, CytoplasmicMembrane”

subgroup).
2.2.1.2 Di-peptide Composition. A di-peptide consists of two amino acids
connected by a single peptide bond. For example, if a protein sequence part is
“VADVG,” there are four di-peptides, which are “VA” AD, DV, and VG.” In total, there
are 400 types of di-peptides. The composition of each di-peptide is calculated in a similar
way to residue composition, using
y i = mi

400

∑m
j =1

j

,

(2.7)

where m i and m j are the numbers of different di-peptides. The average di-peptide
composition of TMB proteins is calculated using
y i _ tmb = ni _ tmb

20

∑n
j =1

j _ tmb

,

(2.8)

where mi _ tmb and m j _ tmb are the total numbers of di-peptides of types i and j in all TMB
proteins in the training set. The averaged di-peptide compositions for every subgroup of
non-TMB proteins are calculated in a similar way. Similarly, we can calculate the npeptide composition of any proteins, where n can be 3, 4, etc. When n is 2, n-peptides
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becomes di-peptides. Di-peptides and n-peptides not only model sequence residue
composition, but also provide sequential order information. However, each time we
increase the order n by 1, the number of dimensions is 20 times larger. A large dimension
of features can introduce problems of insufficient training. Therefore, only di-peptide
compositions were investigated in this study.
2.2.3

Five-Fold Cross-Validation
Five-fold cross-validations were used to evaluate the proposed method. The

overall dataset was divided into five subsets. In each round of experiment, four subsets
were used as the training set, and the remaining subset was used as the test set. This
procedure was repeated five times, with each subset being used as test set once.
2.2.4 K-NN Algorithm
A K-nearest neighbor (K-NN) algorithm is a typical instance-based learning
method. It assumes all instances correspond to points in an n-dimensional space. The
nearest neighbors of an instance are usually defined in terms of the standard Euclidian
distance. Given a query instance x q , the algorithm first finds its k nearest training
instances. The class of x q is then assigned to the most common class value among its k
nearest training examples. One refinement to the K-NN algorithm is called a distanceweighted K-NN algorithm. It weights the contribution of each of the k neighbors
according to their distance to the query point x q , i.e., weights the vote of each neighbor
according to the inverse square of its distance from x q , giving greater weight to closer
neighbors, as can be seen from Eq. (2.2) [59, 60, 87] .
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There are several advantages of the K-NN algorithm. First, the training and
prediction procedures are very fast and efficient. There is no need to construct the target
function compared with other learning algorithms. Instead, K-NN just simply stores all
training examples and finds the relationships of a new instance with stored instances.
Second, for each query instance, K-NN can construct a different approximation to the
target function, which is very important when the target function is too complex to
approximate in advance. Third, a K-NN algorithm, including a distance-weighted K-NN
algorithm, is robust to noisy data, especially when there are sufficient training examples.
Because of its classification effectiveness, the K-NN algorithm has been applied
to identify TMB proteins by [52, 59, 60]. Despite its advantages, K-NN algorithm also
has its own drawbacks. First, all attributes are used to calculate the distances between
instances. However, not all attributes are equally useful. This problem can be solved by
weighting each attribute differently when calculating the distance, as can be seen from Eq.
(2.4). Second, finding k nearest neighbors is very expensive when there is a large number
of training examples. Many methods have been proposed to solve this problem at some
memory cost, such as KD-trees [88, 89] and ball trees [90]. Third, standard Euclidian
distance is not always the best distance measurement. Other distance measurements such
as Pearson sample correlation distance, Mahalanobis distance or Kullback-Leibler
divergence (KLD) distance can be applied under certain circumstances.
In this study, we propose a different version of the K-NN algorithm. The unique
qualities of our K-NN method include the following. 1) Our algorithm is based on
weighted Euclidian distance instead of standard Euclidian distance; 2) Instead of
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considering only k nearest neighbors of the query instance, our algorithm finds k nearest
training examples from each class to the query instance. For example, if there are n
classes, our algorithm finds k nearest examples from each class to the query instance. In
total, there are n * k training examples selected.
2.2.4.1 Weighted Euclidian Distance. For each test protein, the distance to train
protein x of protein type T is calculated using
Dtx =

∑
i

(t i − xi ) 2
xi

,

(2.9)

where ti is the ith composition of the test protein, xi is the ith composition of the training
protein x, and x i is the ith average composition for all proteins of type T. T could be TMB
proteins or non-TMB proteins, i.e., “Cytoplasmic” subgroup, “CytoplasmicMembrane”
subgroup, “Cytoplasmic,CytoplasmicMembrane” subgroup, “Extracellular” subgroup,
“Periplasmic” subgroup, or “Periplasmic, CytoplamsicMembrane” subgroup. Notice that

∑ (t

i

− xi ) 2

is the Euclidian distance between two proteins. Here, in the calculation of D tx ,

i

each item within the summation is weighted by a factor of 1 xi . Therefore, D tx is referred
to as weighted Euclidean distance (WED).
2.2.4.2 K-NN Algorithm for the Prediction of TMB Proteins. For a test protein,
WEDs to every TMB protein in the training set are calculated. K smallest distances are
chosen. Let them be Dtmb −1 , Dtmb − 2 , … , Dtmb−k . The distance between the test protein and
the TMB group is given by
Dtmb =

1
( Dtmb −1 + Dtmb − 2 + ... + Dtmb − k ) .
k

(2.10)
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The distances between the test protein and each of the six non-TMB subgroups are
computed in a similar way. These distances are denoted as
DCytoplasmi c (“Cytoplasmic”), DCytoplasmicM (“CytoplasmicMembrane”), DCytoplasmi cCM

(“Cytoplasmic, CytoplasmicMembrane”), DPeriplasmic ( “Periplasmic”), DPeriplasmicCM
( “Periplasmic, CytoplamsicMembrane”) and DExtracellular ( “Extracellular”). If Dtmb is less
than all the other distances ( DCytoplasmi c , DCytoplasmi cM , DCytoplasmicCM , DPeriplasmic , DPeriplasmicCM
and DExtracellular ), then the test protein is predicted to be a TMB protein. Otherwise, it is
predicted to be a non-TMB protein.
2.2.4.3 Including Evolutionary Information to Calculate the Composition.
Evolution and mutation bring noise to biological data, making some proteins statistically
different from the majority proteins of their own type. Information from homologous
sequences has been proved to be useful in removing noise, which is helpful in solving
many bioinformatics problems. In our model, for each protein, the BLAST program [26]
was used to search for homologous sequences in the NCBI nonredundant database using
threshold E=0.0001. The fifty best hits were chosen from the returned result. If less than
50 hits were returned, all of the hits were chosen. These sequences plus the query protein
were used to calculate the residue composition and di-peptide composition for the query
protein.
2.2.5

Feature Selection
An automatic feature selection process was used to select the most useful attribute

set. Different from methods such as a decision tree which selects a subset of attributes to
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build the model, a standard K-NN algorithm uses all attributes to calculate the distances.
However, not all features are equally useful for the identification of TMB proteins. Some
features might be totally irrelevant. TMB-Hunt solves this problem by weighting each
attribute differently. Additionally, the weight of each attribute can be optimized by
genetic algorithm [59, 60]. In this study, a bi-direction feature selection process was
applied to choose the most relevant features, i.e., residue composition or di-peptide
composition. Ours is a greedy feature selection method that wraps the K-NN classifier in
the feature selection process. This method is a simplified version of the Best first method
included in [35] and was also used in another study [39].
This project’s greedy feature selection algorithm started with a feature set that
included 20 amino acids. Let n be the size of the feature set. Then n=20 at the beginning.
The algorithm can be divided into two stages: reduction and growth. In the reduction
stage, the size of the feature set was gradually reduced. First, one amino acid was
removed, and the composition of the remaining n-1 amino acids were used to calculate
WEDs. Five-fold cross-validation was used to evaluate the performance of the method.
This step was repeated n times, so that every combination of n-1 amino acids was tried.
The combination that improved the performance most was chosen. Thus, the size of the
feature set was reduced from n to n-1. This reduction process was continued until
removing any amino acid from the feature set would reduce the performance. At the end
of the reduction stage, we reached a feature set that included the composition of N amino
acids ( N ≤ 20 ).
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Next, we used a growth stage to increase the size of the feature set by adding dipeptides. One di-peptide was added at a time, and the resulting feature set was used to
calculate WEDs. Five-fold cross-validation was used to evaluate the performance of the
method. This step was repeated 400 times, so that every di-peptide was tried. The dipeptide that yielded the greatest improvement in performance was chosen and added to
the feature set. Thus, the size of the feature set was increased to N+1. This growth
process continued until adding any more di-peptides would decrease the performance
level.
2.2.6

Performance Measurements
Performance was measured using sensitivity, specificity, overall accuracy, and the

Matthews correlation coefficient (MCC)
Sensitivity =

TP
TP + FN

(2.11)

Specificity =

TN
TN + FP

(2.12)

Accuracy =

MCC =

TP + TN
TP + FN + TN + FP

TP × TN − FP × FN
(TP + FN )(TP + FP)(TN + FP)(TN + FN )

where TP is the number of true positives (i.e., the number of TMB proteins
predicted as TMB); TN is the number of true negatives (i.e., the number of nonTMB proteins predicted as non-TMB); FN is the number of false negatives (i.e., the
number of TMB proteins incorrectly predicted as non-TMB); and FP is the number
of false positives (i.e., the number of non-TMB proteins incorrectly predicted as

(2.13)
(2.14)
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TMB). Sensitivity is the measure of the percentage of TMB proteins correctly
classified. Specificity is the percentage of non-TMB proteins correctly classified.
Accuracy is the overall percentage of proteins correctly predicted. The Matthews
correlation coefficient (MCC) measures the correlation between predictions and
actual class labels, which is in the range of [-1, 1], with 1 denoting perfect
predictions and -1 denoting completely incorrect predictions. In a two-class
classification, if the numbers of examples of the two classes are not equal, MCC is a
better measure than accuracy [91].
2.3 Results
2.3.1

The Proposed K-NN Method’s
Ability to Identify TMB Proteins
We have developed a weighted Euclidian distance as the distance measurement in

our K-NN algorithm. Five-fold cross-validations were used to evaluate performance. For
each protein, only the protein itself was used to calculate residue composition. Twenty
amino acids were used to calculate the weighted Euclidian distances. As can been see
from Table 1 (row 2), the proposed method can distinguish TMB proteins and non-TMB
proteins with a 91.5% overall accuracy, with 0.633 MCC. 64.5% (sensitivity) of the TMB
proteins, and 95.8% (specificity) of the non-TMB proteins correctly identified.
2.3.2

Including Homologous Sequence
Information Improves the Performance
For each of query and training proteins, the BLAST program [26] was used to

search for homologous sequences in the NCBI nonredundant database using threshold
E=0.0001. At most, 50 best hits plus the protein itself were used to calculate residue
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composition. Compositions of all 20 amino acids were used to calculate the weighted
Euclidian distances. As can be seen from Table 1 (row 3), the prediction performance can
be improved remarkably by including homologous sequence information. The prediction
performance was increased to 94.4% overall accuracy, with 0.757 MCC, 74.6%
sensitivity and 97.6% specificity.
2.3.3

Further Improvement of the Prediction
Performance by Feature Selection
We tried to include both residue compositions and di-peptide compositions to

calculate the WED. However, not all 20+400 features are useful for prediction. After the
greedy feature selection process, we obtained a much smaller feature subset, which
included 19 residues {A, C, D, E, F, G, H, I, K, L, M, P, Q, R, S, T, V, W, Y} and 24 dipeptides {AI, CC, DP, II, IT, KA, LF, LG, LI, LK, LT, MV, NE, NH, QY, RK, SP, SY,
VR, WE, WH, WN, YK, YR }. Using selected features, the prediction performance was
further improved to 97.1% accuracy, 0.876 MCC, 86.4% sensitivity and 98.8%
specificity, which can be seen in Table 1 (row 4).
2.3.4 Comparison with Predictions Solely
Based on Similarity Search
Similarity searches have been widely used to infer protein functions. If two
proteins are highly similar in a sequence, then they might share similar functions,
structures or evolutionary origin. For each test protein, we conducted a homologous
search on the training set using the BLAST program [26]. The test protein was then
predicted to be the protein type (i.e., TMB or non-TMB) of the most homologous protein.
Using the same dataset partition and five-fold cross-valuation, the similarity search only
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Table 1. Comparison of the Proposed K-NN Method with A Similarity Search.
Accuracy MCC Sensitivity Specificity
K-NN (Single sequence + 20 residues)

91.5%

0.633 64.5%

95.8%

K-NN (Homologous sequences + 20 residues)

94.4%

0.757 74.6%

97.6%

K-NN (Homologous sequences + 19 residues + 24

97.1%

0.876 86.4%

98.8%

75.4%

0.439 86.4%

73.6%

di-peptides)
Similarity search

achieved 75.4% accuracy with 0.439 MCC, 86.4% sensitivity and 73.6% specificity,
which was much lower than the proposed K-NN method.
2.3.5 Comparison with Other Prediction Methods
We also compared our method with other state-of-the-art prediction methods,
such as TMH-Hunt, BOMP, PRED-TMBB and PROFtmb. All these methods provide
web servers, which makes it easy to compare them with our method. Since the number of
positive and negative samples is not balanced, MCC was used as the primary
measurement of the prediction performance. Other measurements, such as accuracy,
sensitivity and specificity, are also reported.
The datasets used in this study, i.e., both TMB and non-TMB proteins, were
submitted to the servers of TMB-Hunt, BOMP, PRED-TMBB and PROFtmb. Table 2
shows the prediction results of all five methods.
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Table 2 (row 2) shows the prediction performance of the proposed K-NN method.
Homologous sequence information was included to calculate the composition of selected
residues and di-peptides. A weighted Euclidian distance is used as distance measurement.
Table 2 (row 3) shows the prediction performance of BOMP [52]. A Blast search
option was chosen to ensure highest performance, as mentioned in Section 2.1.3.2.
Table 2 (row 4) gives the prediction results of TMB-Hunt [59, 60]. Evolutionary
information was used, which ensures the best performance of the method, as mentioned
in Section 2.1.3.1.
Table 2 (row 5) gives the prediction performance of PRED-TMBB [53, 76] using
posterior decoding. Three decoding methods are provided on the web server, while the
posterior decoding was reported to achieve the best performance.

Table 2. Comparison of Different Methods.
Method

Accuracy

MCC

Sensitivity

Specificity

K-NN (Homologous sequences

97.1%

0.876

86.4%

98.8%

BOMP (with BLAST search)

95.0%

0.787

79.8%

97.4%

TMB-Hunt (with evolutionary

93.7%

0.747

81.5%

95.7%

PRED-TMBB

64.3%

0.342

89.1%

60.4%

PROFtmb

92.6%

0.684

71.4%

96.0%

+19 residues + 24 di-peptides)

information)
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Table 2 (row 6) shows the prediction performance of PROFtmb [20]. The server
provides two options: Z ≥ 10 and Z ≥ 6 . We tried both values. PROFtmb achieved better
performance with Z ≥ 6 as the threshold. The results reported here were achieved with

Z ≥ 6.
As can be seen from Table 2, the proposed K-NN algorithm outperformed all
other methods in both MCC and accuracy. It is worthwhile to point out that the datasets
used in the current study are likely to have a big overlap with the datasets that were used
to train BOMP, TMB-Hunt, PRED-TMBB, and PROFtmb servers. Thus, when we
evaluated these methods by submitting our datasets to their web servers, the performance
of these methods might have been overestimated. In contrast, our K-NN method was
evaluated using a five-fold cross-validation such that any protein in the training set and
any protein in the test set shared less than 25% identity. Remarkably, our method still
outperformed the others under this condition.
Another virtue of the proposed K-NN method is its speed. No parameters need to
be tuned. The training and prediction processes are simple and efficient. The calculation
of residue and di-peptide composition is fast and straightforward. Thus, our method can
be applied to scan the whole dataset of gram-negative proteomes for possible TMB
proteins. Among the five methods compared, PRED-TMBB and PROFtmb achieved
relatively lower performances. However, the major purpose of PRED-TMBB and
PROFtmb is to predict the topologies of TMB proteins. The relatively low prediction
performances of these methods in the classification of TMB protein can be explained by
the following facts: 1) the training datasets only contain positive examples, and there
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were no negative models; 2) the training sets are relatively small since only very few
TMB proteins have topology information which is experimentally determined.
2.3.6

A Web Server for the Prediction of TMB Proteins
A web server (Figure 1) based on the proposed method was developed. 7 It allows

users to submit their protein sequences to identify candidate TMB proteins. The server
can run in two modes: not using homologous sequences or using homologous sequences.
The method runs faster when homologous sequences are not used. But it achieves more
accurate predictions when homologous sequences are used. When homologous sequences
are used, users can either upload the homologous sequences for their input sequences or
let the server do a BLAST search. Detailed instructions for users are also available on the
server.
2.3.7

Genome Scan
The proteomes of 11 gram-negative bacteria 8 were scanned using our server. We

chose homologous sequences as our model. The details of the predictions are available
at. 9 The statistics of the predictions of all 11 gram-negative bacterial proteomes are in
Table 3.
We analyzed the predictions on the proteome of Escherichia coli in details, since
this proteome is relatively well studied compared with the others. The Escherichia coli
proteome consists of 4319 proteins, among which 144 (3.33%) were predicted to be TMB

7

8
9

The web server is available at http://yanbioinformatics.cs.usu.edu:8080/TMBKNNsubmit.
Proteins of 11 gram-negative bacterial proteomes are available at http://ca.expasy.org/sprot/hamap.
http://yanbioinformatics.cs.usu.edu:8080/TMBKNNsubmit.
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(A)

(B)
Figure 1. TMB proteins prediction web server. A: The Input form. B: The output form.
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Table 3. Prediction Results of 11 Gram-Bacteria Proteomes.
Proteome
Bordetela pertussis
Caulobacter crescentus
Chlamydia
pneumoniae
Escherichia coli
O157:H7
Escherichia coli
Fusobacterium
nucleatum
Haemophilus
influenzae
Helicobacter pylori
(Campylobacter
pylori)
Pasteurella multocida
Pseudomonas
aeruginosa
Salmonella
typhimurium

Total number of
proteins
3261
3718

Number of predicted TMB
proteins
118
186

3.6%
5.0%

1052

22

2.1%

5271

206

3.9%

4319

144

3.3%

2046

84

4.1%

1710

53

3.1%

1553

89

5.7%

2015

52

2.6%

5558

248

4.5%

4531

147

3.2%

Hits

proteins by the proposed K-NN method. Of these 144 hits, 12 are found in the dataset
which was used to trained the server, 49 proteins are annotated as “outer membrane
proteins” in Swiss-Prot, and 15 proteins share very high similarity with some TMB
proteins in the training dataset (E<0.0001 in BLAST search). Thus, we have a high
confidence level that these 76 proteins are true positives. Besides these true positives, 22
proteins are annotated with “membrane,” “cell membrane” and “multi-pass membrane
protein” in Swiss-Prot. Only 1 of these 22 proteins was predicted to be transmembrane αhelical proteins (inner membrane proteins) by TMHMM [19] and PSORTb [86]. Thus,
most of these proteins are likely TMB proteins. For the remaining 46 proteins, 27
proteins were annotated with subcellular locations other than outer membranes. Thus,
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these 27 proteins are false positives. The remaining 19 proteins may suggest new TMB
proteins that have not been previously discovered. TMB proteins are secreted across the
inner membrane by virtue of a signal peptide that is cleaved by signal peptidase I (SPaseI)
[92]. Thus, the existence of a SPaseI-cleaved signal peptide is a characteristic of TMB
proteins. Lipoproteins also reside on the outer membrane. One difference between
lipoproteins and TMB proteins is that lipoproteins contain a signal peptide (referred to as
lipoprotein signal peptide) that is cleaved by lipoprotein signal peptidase (Lsp) [93]. We
submitted the 144 predicted TMB proteins to LipoP [93], a computational server that
discriminates SPaseI-cleaved signal peptides and lipoprotein signal peptides. Onehundred-eight of them were predicted to contain a SPaseI-cleaved signal peptide. In the
remaining proteins, one was predicted to contain lipoprotein signal peptide.
We also compared our method’s predictions with the proteome scanning results
obtained by BOMP [52]. We chose BOMP for comparison for two reasons: 1) Table 2
shows that BOMP achieves better performance than TMB-Hunt, PRED-TMBB, and
PROFtmb; and 2) BOMP’s predictions of Escherichia coli proteins are available on its
server. In the E. Coli proteome, BOMP predicted 103 TMB proteins. Comparisons show
that 73 proteins were predicted to be TMB by both our K-NN method and BOMP.
Seventy-one proteins were predicted to be TMB by our K-NN method but not by BOMP.
Among them, 20 proteins are true positives. Besides these, 18 proteins were annotated
with “membrane,” “Cell membrane” or “multi-pass membrane protein” in Swiss-Prot.
When TMHMM [19] and PSORTb [86] were used to scan these proteins, only 1 was
predicted to be transmembrane α-helical proteins (inner membrane protein). Thus, most
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of them are likely TMB proteins. Thirty proteins are predicted to be TMB proteins by
BOMP but not by K-NN. Among them, only 12 are true positives. This comparison
shows that there is a big overlap between the predictions of the K-NN method and BOMP.
It also shows that each of the two methods can identify some TMB proteins missed by the
other. This suggests the possibility of achieving better performance by combining these
two methods.
2.4 Discussion
In this study, we propose a K-NN method that can identify TMB proteins with
high accuracy. The originality of our method lies in the following aspects.
1.

Instead of a standard Euclidian distance, a weighted Euclidian distance
was used as the distance measurement in the proposed K-NN algorithm.
Compared with the standard Euclidian distance, the weighted Euclidian
distance is a better measurement to evaluate the relationship between
proteins. For example, consider the same amount of standard Euclidian
distance of 0.01. The difference between xi and yi , when xi is 0.9
and yi is 0.89, is less significant than the difference when xi is 0.11
and yi is 0.10. By assigning a weight of 1 / xi to the term, significant
differences between xi and yi will return larger values in the WED.

2.

Homologous sequences were included to calculate the residue and dipeptide compositions. By including evolutionary information, prediction
performance was improved dramatically.
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3.

An automatic feature selection process was employed to choose the most
relevant residues and di-peptides to calculate the WED, which further
improved the prediction performance.

4.

Negative proteins (non-TMB proteins) were divided into six subgroups
based on their subcellular localizations.

5.

In the standard K-NN algorithm, only k-nearest proteins close to the test
protein were chosen. The test protein was then assigned to the most
common class value among its k-nearest training examples. However,
the K-NN algorithm proposed in this study finds k-nearest proteins from
each subgroup. In total, there are k * n proteins considered, where n is
the number of subgroups (i.e., n is 7 in this example, which includes 1
TMB group and 6 non-TMB subgroups). For each test protein, the
WEDs to every protein in each subgroup were calculated. K-smallest
distances were chosen and averaged. The test protein was then predicted
to be the TMB proteins if its average distance to TMB group was the
smallest. Otherwise, it was predicted to be non-TMB. It was proved that
better prediction performance was achieved via this modification (results
not shown here).

We have applied the proposed method to scan the gram-negative proteomes for
possible TMB proteins and a set of candidate proteins were prioritized for molecular
biologists.
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2.5 Conclusion
In summary, we have developed a K-NN method that can identify TMB proteins
with high accuracy. The method uses a weighted Euclidian distance (WED) as distance
measurement, which was calculated using compositions of certain residues and dipeptides chosen by a systematic feature selection process. Due to its speed and simplicity,
the proposed can be applied to discover TMB proteins on a proteomic scale.
2.6 Future Work
Besides residues and di-peptides, other features such as pseudo-amino acids may
provide more useful information in discovering TMB proteins. Unlike residue
composition, the pseudo amino acid composition consists of 20+λ+μ discrete numbers, of
which the first 20 are the same as the standard amino acid compositions, and the
remainder represent λ+μ ranks of sequence-order correlation factors [33, 94, 95].
Suppose a protein X with a sequence of L amino acid residues: R1 R2 R3 R4. . . RL, where R1
represents the residue at sequence position 1, R2 the residue at position 2, and so on. The
λ sequence-order-correlated factors are given by
δi =

1 L −i
∑ Δ j , j +i ,
L − i j =1

(2.15)

where i=1,2,3…λ, λ<L, and Δ j , j +i = Δ ( R j , R j +i ) =1 if R j = R j + i , else 0. The second set of μ
factors are given by
hi =

1 L −i
∑ H j , j +i ,
L − i j =1

(2.16)
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where i=1,2,3…μ, μ<L, H j , j + i = H ( R j ) * H ( R j + i ) and H ( R j ) and H ( R j + i ) are the
standard converted hydrophobicity values of R j and R j +i . As can be seen, pseudo amino
acid compositions contain more sequence-order and biochemical information than an npeptide does, while the dimension only increases by linear order. By including certain
pseudo amino acid compositions to calculate WED, the prediction accuracy could be
further improved.
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CHAPTER 3
IDENTIFICATION OF DELETERIOUS NONSYNONYMOUS SINGLE
NUCLEOTIDE POLYMORPHISMS 10
3.1 Background
3.1.1 Neutral or Deleterious Nonsynonymous
Nucleotide Polymorphisms
It is estimated that around 90% of human genetic variations are differences in
single bases of DNA, known as single nucleotide polymorphisms (SNPs). Single
nucleotide polymorphism (SNP) is a single nucleotide substitution in the genome due to
evolution or mutation. Depending on where the variations occur and the variations
themselves, SNPs may result in different biological effects. SNPs happening at coding
regions of genes or in regulatory regions are more likely to lead to a different polypeptide
sequence produced, causing functional differences than SNPs in intergenic regions [96].
These SNPs, called nonsynonymous single nucleotide polymorphisms (nsSNPs), also
known as single amino acid polymorphisms (SAPs) that cause amino acid changes in
proteins, have the potential to affect both protein structures and functions [97]. While
most of the mutations in SAP sites are not associated with any changes in phenotype and
are considered functional neutral, others may bring deleterious effects to protein
functions and are responsible for many human genetic diseases, such as sickle cell
anemia, diabetes, and various cancers [98, 99, 100, 101]. Such deleterious SAPs may
result in producing completely malformed proteins that are unable to carry out their
original functional roles. The large number of SAPs present in human genomes (i.e.,
10
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around 67,000~ 20,000) calls for reliable prediction methods for the automatic annotation
of disease-related SAPs.
3.1.2 Current Methods for the Identification of
Deleterious Nonsynonymous Single
Nucleotide Polymorphisms
Recent years have seen an explosion in the number of SAPs in public databases,
such as dbSNP [102], HGVBASE [103], and Swiss-Prot [104]. The large size of these
databases presents a challenging hurdle for annotating the effects of all SAPs
experimentally. Therefore, prediction methods that can identify disease-related SAPs are
in high demand. Computational methods may not be 100% accurate, but they can
prioritize a much smaller number of candidate deleterious SAPs for future analysis.
Multiple prediction methods have been proposed to classify SAPs based on the
attributes of SAP sites. Sequence and structural information around substitution sites
have been proven to be useful in the prediction of SAP effects. In addition, diseaserelated SAPs tend to be buried and occur at highly structural- and sequence-conserved
regions.
3.1.2.1 Earliest Attempts. Cargill et al. [105] tried to classify the effects of SAPs
by using an amino acid substitution scoring matrix, BLOSUM62 [106]. The basic
assumption behind this method is that bigger biochemical differences between wild and
mutant allele indicate higher chances of an SAP being disease related. However, this
method does not consider the information specific to the protein of interest and the
physicochemical environment around the SAP positions. Moreover, the substitution
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matrix was originally designed for sequence alignment, which alone is not suitable for the
prediction of SAPs.
3.1.2.2 Empirical Rules and Probabilistic Approaches. Empirical rules have been
employed to predict the effect of SAPs. Most of these methods are based on the
assumption that important amino acids exist at conserved regions, and mutations at wellconserved regions tend to have damaging effects. Herrgard et al. [107] developed a
method focusing on active sites to predict the effects of SAPs on enzyme catalytic
activity. Three-dimensional sequence profiles surrounding active sites were
computationally derived, and were then used to analyze the effects of SAPs by
considering three key features, proximity of SAP position to the active site, degree of
amino acid conservation at the position in related proteins, and compatibility of the SAP
mutation with residues observed at that position in similar proteins. The authors found
that changes at key active sites and highly conserved positions are more likely to have
deleterious effects on the catalytic activity, and nonconservative SAP mutations at highly
conserved residues are even more likely to be disease related. Probably one of the most
well-known SAP effect prediction methods is SIFT 11 [98, 99, 100], which utilizes
sequence homology to predict whether an amino acid substitution is deleterious. The
method is based on sequence conservation and position-specific scores. Given a protein
sequence, SIFT first finds its related proteins and obtains an alignment of homologous
proteins with the protein of interest. Then, based on the position of SAPs, SIFT calculates
the probability that an amino acid at a position is tolerated conditional on the most
frequent amino acid being tolerated. The SAP is predicted to be deleterious if this
11

The online web server of SIFT is available at http://blocks.fhcrc.org/sift/SIFT.html.
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normalized value is above a user-defined threshold. It is worthwhile to point out that
SIFT only uses sequence information to predict the effect of SAPs, making it applicable
to the whole proteome. SIFT has been tested on the human variant databases and was
proved to be able to find disease-related SAPs. Other methods have applied probabilistic
approaches to predict whether the SAP is deleterious. For example, in the study of [108],
a set of structure and sequence-based features were derived by using a structural model
and phylogenetic information. Then, the feature set was integrated into a probabilistic
assessment to indicate the effects of SAPs for the query proteins.
3.1.2.3 Machine Learning Approaches. Machine learning techniques, such as
Bayesian network, decision tree, random forest, neural networks, support vector
machines and hidden Markov models have been widely applied to identify deleterious
SAPs.
Bayesian network has been applied by [109] to predict the effect of mutations on
protein function. The strength of the method lies in its ability to handle incomplete data
and to encode relationships between variables. First, it can handle situations where there
is missing information, e.g., missing structural information, missing evolutionary
information. Second, it is tolerant to incomplete training data.
A decision tree has the benefit of generating human interpretable rules; therefore,
it is very useful for discovering the mechanism of deleterious SAP. Dobson et al. [28]
applied a decision tree to find deleterious SAPs over the dataset of Ensembl human
genome protein sequences. For each SAP position, the authors extracted a total of 17
features to build the classifier, of which 11 are nonstructurally dependent features and 6
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are structurally dependant features. Nonstructural features include the following: residue
types and physicochemical properties of both wild-type and mutant-type residue;
conservation score of SAP position; changes of accepted point mutations (PAM) scores
measured from PAM120 matrix [110]; change of side chain volume, mass, and
hydrophobicity between wild-type and mutant-type residues, and other attributes
extracted from the Swiss-Prot feature table; pathway information; and finally gene
ontology classifications and interacting regions. Structural information of each SAP site
includes the following: secondary structure conformation, relative solvent accessibility,
normalized relative accessibility, exposure (i.e., relative accessibility in states of buried,
exposure or intermediate), buried charge, and interacting regions mapped by the
MMDBBIND database [111]. The authors of [28] first applied the 1R algorithm and
information gain to rank single attributes, and identified the conservation score as the
most discriminative feature, which matches with previous research findings. Other
features, such as normalized relative accessibility, mass change, PAM score, and relative
solvent accessibility, were also among the top useful features. After experimenting with
different sets of attributes, they found that a decision tree using all attributes on a
balanced dataset achieved best results. Krishnan and Westhead [112] also applied the
decision tree method on mutagenesis dataset of the lac repressor [113, 114] and
generalized a set of classification rules guiding the prediction of SAP effects.
Random forest (RF) is a classifier consisting of an ensemble of tree-structured
classifiers [115]. It combines bagging (i.e., bootstrap aggregating) and random feature
selection techniques. It then outputs the class value that is the mode of the classes
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predicted by each individual decision tree. Recently, a random forest-based method
nsSNPAnalyzer [116, 117] was developed. It was applied to discover deleterious SAPs
from a human variant SAP dataset. The results indicate that nsSNPAnalyzer achieved
better performances than SIFT [98, 99, 100] on that dataset.
Neural network approaches has also been applied to predict the effects of SAPs.
Ferrer-Costa et al. [118] applied a three-layer, feed-forward neural network model using
encoded parameters derived from three main categories: 1) structure-based descriptors,
such as secondary structure and solvent accessibility; 2) residue/sequence properties,
such as hydrophobicity, secondary structure propensity, volume, probability of each
residue at SAP position, and changes of Blosum62 [106] and PAM40 [110] scores
between wild-type and mutant-type; 3) properties derived from the multiple sequence
alignment. Notice that all the structural features involved in this method were predicted
from sequence information. The method was tested against human-mouse homolog
datasets. Results indicate that prediction method developed for one organism can still be
used to predict the SAP effects of other homologous organisms. SNAP [119, 120] was
another recent method based on a neural network. SNAP only utilizes information
derived from protein sequences; therefore, it can be applied to predict large mutation
databases. SNAP considers the immediate local sequence environment of SAP sites by
using symmetric windows around SAP sites. Based on previous studies and experiences,
a set of protein features were included for evaluation. These features include biochemical
properties (i.e., hydrophobicity, charge, and size of residues), sequence information,
transition frequencies, PSI-BLAST [26] profiles, position-specific independent counts
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(PSIC), predicted 1-dimension structures (i.e., relative solvent accessibility) of wild-type
residues and their changes, predicted flexibility, protein family information, and SwissProt annotations (i.e., active residues, bonding residues, posttranslational modification
residues, variable residues and transmembrane region). These features were encoded to
train the neural network. The method was evaluated on a dataset obtained from the
Protein Mutant Database [121], which is based on experimental amino acid substitutions,
and a 78% accuracy was reported. SNAP was claimed to outperform most other previous
developed methods.
Due to their high generalization abilities, support vector machines (SVM) have
been widely applied to predict deleterious SAP by many research groups [38, 112, 116,
122, 123, 124]. Among them, SAPRED 12 [38] is a recently published state-of-the-art
method, which achieves the best performance. The authors of [38] investigated a large set
of structural- and sequence-based features, which include both commonly used features
and novel ones introduced in this study. Most features were calculated from both the
wild-type and the variant proteins, and differences between wild-type and variant were
also calculated. Commonly used features from previous studies include the following:
residue frequency (wild-type residue frequency, variant-type residue frequency, and the
difference between them) of the SAP site, conservation scores of the SAP site and its
three neighboring positions on both sides, the secondary structure of the wild-type SAP,
differences of hydrogen, and disulfide bond between wild-type and mutant-type,
indication of whether the SAP is in disordered region. Some of the very important new
features about SAP sites are structural neighbor profiles around the SAP (i.e., a 2012

SAPRED is available at http://sapred.cbi.pku.edu/cn/supp.do.
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dimensional vector of counts of each residues found in the 3-dimensional vicinity of SAP
sites), sequence and spatial distances between SAP sites and their closest functional sites
(i.e., active site, binding site, metal ion binding site, posttranslationally modified residue,
disulfide bond, and transmembrane region), difference of structure model energy between
wild-type and variant proteins, indication of whether a SAP is located in disordered
regions, indication if a protein belongs to the histocompatibility leukocyte antigen (HLA)
family, etc. After analyzing different types of features, the authors found that the most
predictive features are residue frequencies, structural neighbor profiles, conservation
scores, distance to nearby functional sites, and solvent accessibilities of each SAP site.
Conforming to previous studies, residue frequency showed the highest predictive power.
Conservation scores and solvent accessibilities were also ranked as the top predictive
features. However, the authors found that two new features (i.e., structural neighbor
profiles and distance to nearby functional sties) showed better predictive power than
solvent accessibility. In fact, the structural neighbor profile alone is nearly as powerful as
residue frequencies, which confirms the previous findings that microenvironments around
SAP sites are very important. By applying all the structural and sequence-based features
to build the SVM, SAPRED achieved an 82.6% overall accuracy and 0.604 MCC on a
dataset of observed human alleles collected from variant pages of the Swiss-Prot
knowledgebase. SAPRED_SEQ, another version of the method, was also provided to
predict proteins which have no experimentally determined 3-dimensional structures.
SAPRED_SEQ only requires sequence-derived attributes as input. It achieved an 81.5%
overall accuracy with 0.577 MCC on the same dataset. Recently, Ju et al. [125] applied a
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multi-scale RBF kernel fuzzy support vector machine to discriminate disease-related
nsSNPs. The results show that it outperforms the traditional SVM method.
PANTHER 13 [126, 127] is a method based on the hidden Markov model (HMM).
It relates protein sequence and function relationships in a robust and accurate way. It
contains two parts: PANTHER library (PANTHER/LIB) and PATHER index
(PANTHER/X). PANTHER/LIB is a collection of protein families and subfamilies. Each
family/subfamily is represented as a multiple sequence alignment, an HMM, and a family
tree. PANTHER can be applied to identify deleterious SAPs on a database-wide scale.
For a SAP allele on a protein sequence, PANTHER first maps the protein to the largest
sub-tree on the family tree. Suppose there is a substitution of amino a by b at position i,
PANTHER first calculates the possibilities of wild-type and mutant-type residues at that
position, using HMM scores for that particular subfamily. The likelihood of a single
amino acid at a particular position is calculated as
aaPSEC ( a , i , j ) = ln[ Paij / max( Pij )

(3.1)

where Paij is the probability of amino acid a at position i in HMM j, and max( Pij ) is the
maximum probabilities of all amino acids at position i of HMM j. Suppose wild-type
residue a is substituted by mutant-type residue b at the SAP site, the substitution score is
calculated using
subPSEC ( a , b, i , j ) = − | aaPSEC ( a , i , j ) − aaPSEC (b, i , j ) |= − | ln( Paij / Pbij ) .

The more negative the score, the higher the chance the SAP is deleterious.
Recently, PANTHER was further improved by introducing another parameter nic , an
13

PANTHER is available at http://www.pantherdb.org/tools/csnpScoreForm.jsp.

(3.2)
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independent count measuring the (global) diversity of sequences over which a position
has been conserved. Now, the probability of a SAP being deleterious ( Pdeleteriou s ) as a
function of subPSEC is given by
Pdeleteriou s = 1 −

exp( subPSEC + 3.00 )
,
1 + exp( subPSEC + 3.00 )

(3.3)

in which subPSEC = −0.88 ln Paij + 0.89 ln Pbij − 0.94 ln n ic , where Paij is the larger and
Pbij is the smaller of the wild-type and mutant-type residues. Pdeleteriou s gives the

possibility of SAP being deleterious. PANTHER only needs protein sequence
information, and it has been applied to find deleterious SAPs from two databases: 1)
Human Gene Mutation Database (HGMD) (i.e., a curated database of mutations in
human genes, most of which are related to disease) [97, 128]; and 2) dsSNP database (i.e.,
a database of human gene variations, most of which are collected randomly) [102].
PANTHER can recognize 40% of the deleterious SAPs from dsSNPs and 76% from
HGMD.
3.1.3 Motivation of This Study
There are several limitations to most current methods. First, most methods make
prediction based on both structural- and sequence-related information around SAP sites.
However, many proteins do not have 3-dimensional structural information, which
restricts the application range of such methods. Second, all previous methods only
consider a small set of arbitrarily chosen features. Third, no feature dependencies and
redundancies are analyzed. Some research groups have evaluated the prediction power of
each single attribute individually. For example, 1R algorithm and information gain were

55
used to identify the best single attributes by [28]. Ye et al. [38] built SVMs using each
individual feature and ranked the prediction power of different features based on their
prediction accuracy. All these methods have one common disadvantage. Each feature is
considered separately, and feature dependency and redundancy are ignored, which may
lead to worse classification performances when top ranked features are combined
together. A more systematic analysis is needed to identify features that play vital roles in
determining the effects of SAPs. Some features might not provide top discrimination
power, but significant classification capabilities can be achieved by combining with other
features. In addition, the same features can display different prediction power in different
computational models.
In this study, we explored the feasibility of classifying SAPs into disease-causing
and neutral mutations using only information derived from a protein sequence. From a
protein sequence, we extracted a set of 686 features describing the difference between the
wild-type residue and mutant-type residue. Then a greedy search process was employed
to select the features that were useful for the classification of SAPs. Using ten selected
features, a decision tree-based method was capable of detecting disease-related SAPs.

3.2 Materials and Methods
3.2.1 Datasets
There are two datasets used in this study. The first dataset was obtained from a
recent study of Ye et al. [38]. It was collected from the variant pages of the Swiss-Prot
knowledgebase. It has 3438 SAPs found in 522 proteins, including 2249 “Disease” and
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1189 “Polymorphism” (“neutral”) SAPs. This dataset is named as Ye’s dataset, and it
was used primarily for the training and development of the method. The second dataset 14
is the Humvar dataset from the PhD_SNP server [122], which contains all the SAPs from
the Swiss-Prot variant database. It has 12944 “Disease” and 8241 “Polymorphism” SAPs.
This dataset is named as Swiss-Prot dataset, and it was used primarily for the evaluation
of the method.
3.2.2 Feature Set
Our purpose is to identify deleterious SAPs from sequence information. Therefore,
only sequence based features were extracted. Some features describe the biochemical or
biophysical environment of SAP sites. For most features, however, the difference
between mutant and wild type residues were calculated.
3.2.2.1 Sequence Features Used in Previous Studies. For each SAP site, Ye et al.
[38] extracted 60 different features, among which 19 were derived from sequence
information, as can be seen from Table 4 (feature No. 1-19). Residue frequency has been
shown to be very useful in the analysis of SAP effects. Attributes wt_seq and mt_seq are
the observed frequencies of wild-type residue and mutant-type residue of the SAP site.
The residue frequency difference (diff_freq) was then calculated using
diff _ freq = mt _ frq − wt _ freq

(3.4).

Residue frequencies are calculated based on the multiple alignment of
homologous sequences [98, 99, 100]. For each query protein, PSI-BLAST [26] with
parameter –e 0.0001 and –h 0.002 is run for four iterations to collect a pool of
14

This dataset is available online at http://gpcr2.biocomp.unibo.it/~emidio/PhD-SNP/HumVar.txt.
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homologous sequences from the NCBI nonredundant database. From the resulting
position-specific scoring matrix (PSSM), residue frequencies of each SAP position can be
extracted, including both wild-type residue and mutant-type residue. In this study, we
introduced another feature (nor_diff_freq) by normalizing the frequency difference using
nor _ diff _ freq =

mt _ freq − wt _ freq
wt _ freq

(3.5).

The benefit of introducing the normalized frequency difference is: for the same amount
of absolute frequency difference between wild-type residue and mutant-type residue,
nor_diff_freq can better model the relative change than diff_freq. Often SAP is more
likely to be deleterious if the absolute value of nor_diff_freq is larger.
Conserved regions (i.e., both structure- and sequence-conserved regions) are
usually functionally important, and mutations at well-conserved regions tend to have
damaging effects on protein functions and structures. Since the purpose is to identify
deleterious SAPs from sequence information, the structure conservation score is
discarded. Sequence conservation scores of the SAP position (i.e., conserve) as well as
three positions to its left (i.e., neibor3L, neibor2L, and neibor1L) and 3 positions to its
right (i.e., neibor1R, neibor2R, and neibor3R) are calculated to measure the level of
conservation. As in [38, 129], the conservation score of a position is defined as the
information content of the amino acid frequency distribution at this position in a multiple
sequence alignment after PSI-BLAST [26] search, and it is calculated using
20

Conservation = −∑ pi log 2 pi
i =1

(3.6).
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Table 4. All Sequence-Based Features of SAP Sites.
No.
1
2

Feature name
wt_seq
mt_seq

3

diff_freq

4
5

blosum
grantham

6

neibor3L

7

Neibor2L

8

Neibor1L

9

conserv

10

neibor1R

11

neibor2R

12

neibor3R

13

act_seq_neibor

14

binding_seq_neibor

15

Metal_seq_neibor

16

modres_seq_neibor

17
18

transmem
In_disorder

19

is_HLA

20

Nor_diff_freq

21-551

fi

552-686

fi

Description
The wild type residue frequency.
The mutant residue frequency.
The difference between variant residue frequency and
wild type residue frequency.
The BLOSUM62 score of the SAP substitution.
The GRANTHAM score of the SAP substitution.
The conservation score of the 3rd left residue from
the SAP site.
The conservation score of the 2nd left residue from
the SAP site.
The conservation score of the 1st left residue from
the SAP site
The conservation score of the SAP site
The conservation score of the 1st right residue from
the SAP site.
The conservation score of the 2nd right residue from
the SAP site.
The conservation score of the 3rd right residue from
the SAP site.
The sequence distance between the SAP site and its
nearest residue holding the functional site with
Feature Key of ACT_SITE.
The sequence distance between the SAP site and its
nearest residue holding the functional site with
Feature Key of BINDING.
The sequence distance between the SAP site and its
nearest residue holding the functional site with
Feature Key of METAL.
The sequence distance between the SAP site and its
nearest residue holding the functional site with
Feature Key of MOD_RES.
Whether the SAP site is in the transmembrane region.
Whether the SAP site is in the disordered region.
Whether the protein containing the SAP belongs to
HLA family.
Normalized difference between mutant-type residue
frequency and wild-type residue frequency.
For AAindex type 1, f i = index i (mut ) − index i ( wildtype ) .
index i ( wildtype )

For AAindex type 2,

f i = indexi .
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where

pi

is the frequency of residue type i at the interested position. The conservation

score ranges from 0 to 4.32. The smaller the score, the more conservative the position is.
The substitution matrix describes the rate at which one amino acid changes to
another amino acid through evolution. Though originally used for sequence alignment, a
substitution matrix such as Blosum62 [106] is also widely used to measure the difference
between wild-type residue and mutant residue (i.e., blosum) [38, 118]. The Grantham
matrix [130] predicts the effect of substitutions between amino acids based on chemical
properties, including polarity and molecular volume. This feature (i.e., grantham) was
also used in previous studies [38, 131] in the prediction of SAP effect.
Empirically, mutations happening around functional sites are more likely to be
disease associated. The authors of [38] calculated a group of features to measure the
sequence distance between a SAP position and its closest functional sites, i.e., active site
(i.e., act_seq_neibor), binding site (i.e., binding_seq_neibor), metal ion binding site (i.e.,
metal_seq_neibor) and posttranslationally modified residue (i.e., modres_seq_neibo).
Other features, such as transmem and in_disorder, were used to indicate if the SAP
position is located in the transmembrane region or the disordered region. These features
were included in the feature set of our study.
Another important feature (i.e., is_HLA) was also used in this study. It is used to
indicate whether the protein containing SAP belongs to histocompatibility leukocyte
antigen (HLA), a large family of proteins whose variations are used by the immune
system to distinguish non-self from self-molecules [132]. The protein that contains SAPs
is searched against the IMGT/HLA database [133] using Blast [26], and it is considered
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as HLA if it hits a sequence satisfying both the e-value less than 1.0 and the sequence
identity over 80% [38].
3.2.2.2 Amino Acid Features Obtained from AAindex. AAindex [25] is a database
of numerical indices representing various physicochemical and biochemical properties of
amino acids. There are two types of entries available in AAindex. The first type of entries
has 20 values, with each value indicating the property of one amino acid. The second
type of entries consists of a 20x20 matrix, giving the property between each pair of amino
acids, e.g., a substitution matrix. We downloaded the current version of AAindex (as of
Sept 13, 2007) and removed entries with missing values. Remaining were 666 entries,
with 531 from the first type and 135 from the second. For each entry i, we defined a
feature for the SAP site that measured the distance between the wild-type residue and the
mutant-type residue
1) If entry i was a first type entry, then the feature was given by

where,

indexi (mut )

fi =

index i ( mut ) − index i ( wildtype )
index i ( wildtype )

and

indexi ( wildtype )

(3.7)

were the property values of wild-type and

mutant-type residues given by entry i, as can be see from Table 4 (feature No. 21551). Because some of the values in entry i could be 0, to avoid zero values in the
denominator, the 20 values in entry i were normalized to the range of [0.1, 1.1].
2) If entry i was a second type entry, the feature was given by the value in the
matrix corresponding to the pair of mutant-type and wild-type resides, as can be
seen from Table 4 (feature No. 552-686). .
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Finally, we obtained a set of 666+19+1=686 features for each SAP site. Note that
in the calculation of these features for an SAP site, the structure of the SAP site was not
required.
3.2.3 Decision Tree Algorithm
A decision tree is decision support tool, whose leaves represent classifications and
branches represent conjunctions of feature conditions that lead to these classifications. At
each node, a certain attribute is tested. Depending on the value of the attribute, it moves
down to the related sub-tree following the corresponding branch. The process starts from
the root node, and repeats iteratively until it reach the leaf node, where a classification is
made and the confidence of such classification is reported. A decision tree can
approximate discrete-valued target functions, in which the function is represented by a
decision tree [35, 87].
ID3 [134] is a widely used learning algorithm of the decision tree. The algorithm
employs a top-down, greedy search through the space of possible decision trees. For each
node in the tree, it selects the attribute that is most useful in classifying the instances
upon that stage. Generally, the attribute that has the highest information gain is chosen at
each node for the available training examples to that node. The information gain of an
attribute measures the expected reduction in entropy caused by partitioning the examples
using the attribute, and it is calculated using
Gain ( S , A) ≡ Entropy ( S ) −

| Sv |
Entropy ( S v ) ,
S
|
|
v∈Values ( A )

∑

(3.8)
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where Values(A) is the set of all possible values for attribute A, and

Sv

is the subset of S for

which attribute A has value v. Notice that the entropy of a collection of examples

S v is

defined as
c

Entropy ( Sv ) ≡ ∑ − pi log 2 pi

(3.9)

i =1

where

pi

is the proportion of

S v belonging

to class i and there are c classes in total. In ID3,

shorter trees are preferred over longer trees, and attributes that have higher information
gain are placed closer to the root [87].
While information gain is widely used in selecting attributes to test, it is not
perfect all the time. One disadvantage of information gain is it tends to prefer attributes
with a large number of possible values. To solve this problem, C4.5 [135] uses
information gain ratio, which is calculated by dividing the original information gain by
the entropy of the attribute. Another drawback of ID3 is it will grow trees deeply enough
just to perfectly classify the training examples. However, when there is noisy data or
when the number of training data is not large enough, although the learned decision tree
perfectly fits the training examples, it may fail to classify the new data. C4.5 tries to
avoid this overfitting problem by employing a technique called rule post-pruning.
Decision trees have been widely applied in many classification problems,
including the classification of SAPs [28, 112]. One benefit of using a decision tree is that
it generates classification rules that can be easily interpreted, which aids in the study of
the mechanisms of disease-related SAPs. In this study, we used the J48 decision tree
package of WEKA [35], which is an implementation of the C4.5 algorithm.
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3.2.4 Performance Measurement
Overall accuracy, Matthews correlation coefficient (MCC), sensitivity, specificity,
true positive rate (TPR), and false positive rate (FPR) were used to measure the
performances. They are defined as
Accuracy =

MCC =

TP + TN
TP + FN + TN + FP

(3.10)

TP × TN − FP × FN
(TP + FN )(TP + FP )(TN + FP )(TN + FN )
Sensitivit y =

Specificity =

TP
TP + FN

TN
TN + FP

(3.11)

(3.12)
(3.13)

TPR =

TP
TP + FP

(3.14)

FPR =

FP
TN + FP

(3.15)

where TP is the number of true positives (i.e., the number of “Disease” SAPs predicted as
“Disease”); TN is the number of true negatives (i.e., the number of “Polymorphism”
SAPs predicted as “Polymorphism”); FN is the number of false negatives (i.e., the
number of “Disease” SAPs incorrectly predicted as “Polymorphism” SAPs) and FP is the
number of false positives (i.e., the number of “Polymorphism” incorrectly predicted as
“Disease” SAPs).
Accuracy is the overall percentage of SAPs correctly predicted. MCC (Matthews
correlation coefficient) measures the correlation between predictions and actual class
labels. In a two-class classification, if the numbers of the two classes are not equal, MCC
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is a better measure for evaluating the performance than accuracy [91]. In this study, the
numbers of two classes (“Disease” and “Polymorphism”) are not equal. Thus, MCC is
used as the primary measure for evaluating the performance in this study. Sensitivity is a
measure of the percentage of “Disease” SAPs correctly classified. The true positive rate
is the percentage of correctly classified “Disease” SAPs among all SAPs predicted to be
“Disease.”
3.2.5 Cross-Validation and Independent Test
Ye’s dataset was used to train and evaluate the proposed method. In the study of
Ye et al. [38], the dataset was divided into five subsets at the protein level, such that
SAPs from the same protein would be put into the same subset, thus ensuring much more
stringent criteria than in other studies. In this study, we used the same dataset partitions
as in [38]. The proposed method was evaluated using both cross-validations and an
independent test.
Four subsets were used to perform feature selection using four-fold crossvaluation. In each round of experiments, three subsets were used as a training set, and the
remaining subset was used as test set. This procedure was repeated four times with each
subset being used as a test set once. The average performance is calculated. During the
feature selection process, the average MCC was used as the primary performance
measurement to evaluate the effectiveness of the selected feature set.
In the independent test stage, the fifth subset (independent set) was used to test
the classifier. The decision tree was trained based the four subsets, using the selected
features and then tested against the independent test dataset. Since the independent subset
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was not seen in the training and feature selection processes, it provides a more reliable
evaluation of the method.
3.2.6 Feature Selection Process
In the learning process of a decision tree, a feature selection process is already
embedded in the construction of tree nodes. For each node, the decision tree chooses the
most useful attribute (i.e., the attribute with the highest information gain or gain ratio for
the available training examples). The final feature set chosen to build the decision tree is
usually a subset of all available features. However, this embedded feature selection
process does have its problems. It ignores the correlations, redundancies, and errors
among features. Therefore, an external feature selection process is required. In this study,
a greedy selection process was applied to choose the most relevant features to build the
decision tree. It wraps the decision tree classifier in the feature selection process.
As mentioned in the previous section, four subsets were used to select the most
useful features to build the classification method. The feature selection process in this
study is similar to the one proposed in Section 2.2.5 except that it has only one growth
stage. The detailed feature selection algorithm is as below.
Let S be the set of the selected features, A be the set of available features, and N
be the size of A. At the beginning, S is empty, and N=686. Features are added into S using
the following procedure:
(1) Pick one feature from A;
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(2) Build classifiers using the newly picked feature and the features in S, and
evaluate the classifiers using a four-fold cross-validation. Notice that MCC is
used as the primary performance measurement;
(3) Repeat steps (1) and (2) N times, so that every feature in A is tried once. The
feature that brings the largest improvement in performance is removed from A and
added into S. The value of N is deducted by 1.
This procedure continued until including more features into S does not increase
the performance. In the end, ten features were selected.
3.3 Results
3.3.1 The Developed Method Identifies Deleterious
Nonsynonymous Single Nucleotide Polymorphisms
Four subsets were used to select features, using a greedy search approach. As can
be seen from Figure 2, the prediction performance, measured using MCC, improves as
the number of selected features increases and reaches its maximum when ten features are
selected. The MCC remains unchanged when 11 and 12 features are selected. When more
than 12 features are selected, the MCC slightly decreases. Therefore, 10 features were
finally selected to build the decision tree. Table 6 lists all ten selected features in the
order that they were chosen.
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Figure 2. Classification performances as feature selection process progresses.
First, the proposed method was evaluated by four-fold cross-validation. As can be
see from Table 5 (column 2), the method achieves an 82.6% accuracy with 0.607 MCC.
The proposed method was further evaluated using an independent test, in which
the classifier was trained using the four subsets and tested on an independent set. Note
that the independent set was not seen by the algorithm during the feature-selection stage
and the training of the classifier. The results (Table 5, column 3) show that the method
achieves an 82.6% accuracy with 0.604 MCC in the independent test. Table 5 also
indicates that the proposed method achieves consistent results in cross-validation and
independent test.
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Table 5. Prediction Performances of the Proposed Method.
MCC
Accuracy (%)
Sensitivity (%)
True Positive Rate (%)

Cross-validation
0.607
82.6
94.9
81.6

Independent test
0.604
82.6
94.7
81.6

Swiss-Prot
0.42
73.2
84.0
75.0

Table 6. List of Features in the Order They Are Selected.
Feature
is_HLA
nor_diff_freq
DAYM780301
FEND850101
ZHAC000105
HENS920103

NAKH900106
metal_seq_neibor
MIYS850103
modres_seq_neibor

Annotation
Whether the protein containing the SAP belongs to HLA
family [38].
Normalized difference between mutant-type residue frequency
and wild-type residue frequency.
Log odds matrix for 250 PAMs [110]. The value between two
amino acids shows how often one amino acid replaces another
one in evolution.
Structure-Genetic matrix [136]. This matrix takes into account
of the structural similarities of amino acids and the genetic
code.
Environment-dependent residue contact energies [137]. The
residue contact energies in different structural environment.
BLOSUM80 substitution matrix [106]. The value between two
amino acids is defined based on the log likelihood of one
amino acid substitutes the other by chance in sequence
alignment.
Normalized composition from animal [138]. Normalized
residue composition calculated from animal mitochondrial
proteins.
The sequence distance between the SAP site and its nearest
residue holding the functional site with Feature Key of
METAL [38].
Quasichemical energy of interactions in an average buried
environment [139].
The sequence distance between the SAP site and its nearest
residue holding the functional site with Feature Key of
MOD_RES [38].
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In comparison, when all 686 features were used, the decision tree only achieved
0.503 MCC with a 77.7% accuracy evaluated using cross-validation.
3.3.2 Analysis of Selected Features.
At each step of the feature selection process, the feature that brought the largest
improvement in performance was chosen. Table 6 lists all ten features in the order they
were selected. The earlier a feature is selected, the more useful information it provides in
the classification of SAPs. Among the ten selected features, three (i.e., is_HLA,
metal_seq_neibor, and modres_seq_neibor) were derived from a previous study [38],
nor_diff_seq and the rest 6 features are novel to this study.
Two features are related to residue frequency (nor_diff_seq and NAKH900106),
and two features related to substitution (DAYM780301 and HENS920103). Feature
nor_diff_seq is the normalized frequency difference between mutant-type residue and
wild-type residue calculated from the position-specific scoring matrix, which is generated
by PSI-BLAST [26]. Feature NAKH900106 is the normalized composition difference
between wild-type and mutant-type residues from animal proteomes, but it does not
consider the position information of SAPs. Features DAYM780301 and HENS920103
give the possibility of one amino acid being replaced by another one in evolution. Three
features (FEND850101, ZHAC000105 and MIYS850103) are related to the differences of
structure and contact energies between wile-type residue and mutant-type residue. Two
features (metal_seq_neibor and modres_seq_neibor) measure the sequence distances of
SAP positions to the nearby functional sites. One feature (is_HLA) tells about the family
of the protein. As can be seen from Table 6 and Figure 3, is_HLA is the first feature
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selected and is tested at the root node, which suggests that different classification rules
apply to different protein families. If is_HLA is positive (i.e., the protein belongs to the
HLA family), it is very likely that the SAP is a polymorphism with confidence = 336/337.
This is because that there are not many proteins in the training dataset belonging to the
HLA family, and most of their SAPs are disease related.
Figure 3 shows the complete decision tree trained on four subsets using ten
selected features. The two numbers inside each leaf node give the number of correction
predictions versus the number of wrong predictions, which provide the confidence scores
of the classification. For example, “Disease (1380.0/157.0)” on the leaf node indicates
that when the leaf node is reached, the SAP will be predicted as “Disease” with a
confidence score of 0.898 ( 1380

(1380 + 157 ) ).One

benefit of using decision tree is that it

can generate a set of human interpretable if-then rules (disjunctions of conjunctions) that
provide insights into the mechanisms of deleterious SAPs. Following are some of rules
derived from the decision tree for proteins that do not belong to the HLA family:
Rule 1: “If (nor_diff_seq≤ -0.96), then Disease”
Rule 2: “If (DAYM780301≤3.4) and (nor_diff_freq≤ -0.37), then Disease”
Rule 3: “If (3.4<DAYM780301≤3.84) and (nor_diff_freq≤ -0.90), then Disease”
Rule 4: “If (DAYM780301>3.84) then
If (9<Metal_seq_neighbor≤29) then Disease
Else then Polymorphism”
As mentioned in Section 3.2.2.1, if the normalized frequency difference
(nor_seq_diff) is negative, the wild-type has a higher frequency than the mutant-type at

Figure 3. Decision tree trained on ten selected features as visualized using WEKA [35].
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the SAP position. The lower the negative value, the higher the absolute frequency
difference between wild-type residue and mutant-type residue. DAYM780301 is the log
odds matrix of PAM 250 [110]. The value between two amino acids shows how often one
amino acid replaces the other in evolution. The higher the value, the more frequently one
amino acid replaces the other. In other words, the matrix can be viewed as a measure of
evolutionary similarity between amino acids. Higher values correspond to higher
evolutionary similarities between residues. The four rules can be interpreted as below.
Rule 1: If the residue frequency of mutant-type is lower than that of wild-type at
the SAP site, and if the difference is significantly large enough (≤-0.96), the mutation is
deleterious with a confidence of 0.898. This suggests that if wild-type residue is much
more common than mutant-type residue at the SAP position, in other words, if the
mutation happens at conserved regions, the mutation is very possibly disease-related.
Rule 2: If the evolutionary similarity between the mutant-type and wild-type is
very low (≤3.4), then although the difference between their frequencies is not very high
(only ≤ -0.37), the mutation is still disease-related with a confidence of 0.7555.
Rule 3: If the evolutionary similarity between the mutant-type residue and wildtype residue is at median levels (3.4<DAYM780301≤3.84) and the frequency difference
between the mutant and wild types is high (has to be ≤ -0.90), the SAP is disease related
with a 0.755 confidence score.
Rule 4: If the similarity between the mutant-type and wild-type is very high
(DAYM780301>3.84), the difference between their residue frequencies is no longer a
crucial factor in determining the effect of the mutation.
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The rules generated from the decision tree suggest that if a mutation causes little
changes (in chemical and physical properties, structural stabilities, or other properties) to
the protein, then the mutation is likely neutral. Otherwise, it is very likely deleterious.
Conforming to previous studies, the frequency difference between wild-type and mutanttype has proved to be very useful in the classification of SAPs. Other than residue
frequency, similarities (geometrical or other related properties) between mutant-type and
wild-type also needed to be considered.
3.3.3 Comparisons with Previously Published Methods
Our method was compared with other published methods on two datasets: Ye’s
dataset, which has 2249 “Disease” and 1189 “Polymorphism” SAPs, and Swiss-Prot
dataset, which has12944 “Disease” and 8241 “Polymorphism” SAPs. Both datasets have
a lot more positive (“Disease”) instances than negative (“Polymorphism”) instances. As
mentioned in [91], in -two-class classification problems, if the numbers of the two classes
are not balanced, MCC is a better measurement than overall accuracy in evaluating
classification performance. Thus, MCC was used as the main measure in the comparison
of different methods.
A receiver operating characteristic (ROC) curve is a graphical plot of a true
positive rate (TPR) versus a false positive rate (FPR), or sensitivity versus (1-specificity)
as the discrimination threshold changes [35], where (1-specificity) corresponds to the
horizontal axis and sensitivity corresponds to vertical axis. In the plot, the diagonal line is
the separation of good classification from poor classification. If a prediction generates a
point above the diagonal line, it is called a good classification, otherwise a bad
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classification. To the extreme, (0, 1) point is called the perfect classification, and it
represents 100% sensitivity and 100% specificity, and the horizontal axis is called a nodiscrimination line since it does not predict any positive examples. Therefore, the higher
the ROC curve is above the diagonal line, the better the performance of the classification
method. Another important statistic to summarize the ROC curve is the area under the
curve, or AUC, which represents the probability that a classifier ranks a randomly chosen
positive instance higher than a randomly chosen negative one. Thus, the larger the AUC,
the better the classification model is [35].
As mentioned, one merit of the decision tree method is that it can generate
predictions with confidence scores. One way to adjust the predictions is by setting up the
discrimination threshold of confidence score Ts . A SAP is reported as “Disease” only if it
is predicted by the decision tree to be “Disease” and the confidence score of the
prediction is higher than the threshold Ts. By changing the threshold value, we have the
flexibility of performing benefit (TPR) versus cost (FPR) analysis. In this study,
competitive methods, such as SIFT [98, 99, 100] and PANTHER [126, 127, 140], also
provide parameters so that prediction results can be adjusted, therefore making it possible
to compare the prediction performances using ROC (receive operating characteristic)
curves.
Bromberg and Rost [119] developed a neural network method (SNAP) for
classifying SAPs. They evaluated the method on a dataset obtained from Protein Mutant
Database [121], and a 78% accuracy was reported. The dataset from Protein Mutant
Database is based on experimental amino acid substitutions, while the dataset used in this
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study is based on observed human alleles. Due to the difference in the datasets used in the
two studies, a direct comparison between SNAP and the method proposed in the current
study is not possible.
3.3.3.1 Comparisons on Ye’s Dataset. As mentioned, SAPRED is a support vector
machine- (SVM) based method [38]. It used 60 structural and sequence-based features to
make predictions about the effect of SAPs. In this study, we used the same dataset and
partitions as SAPRED used. On the same datasets, SAPRED achieved an 82.6% accuracy
and 0.604 MCC, and our method achieve an 82.6% accuracy and 0.607 MCC (see Table
7). While the performances of the two methods are comparable, the virtues of our method
are two-fold. First, our method requires only sequence-derived information as input; thus
it is applicable to SAPs whose structures are not available. Second, our method is based
on a decision tree algorithm that is simpler than the SVM used by SAPRED. During the
training of a decision tree-based classifier, no parameters need to be tuned. In contrast,
the training of an SVM requires enormous efforts to search for optimal parameters (e.g.,
C and gamma) and takes a much longer time. Compared with SVM, an additional benefit
of the decision tree is that the decision tree produces rules that can be easily interpreted.
In this study, we also tried SVM instead of a decision tree, but no improvement was
observed by switching to SVM. Note that, in their study, Ye et al. also presented a
sequence-version of SAPRED that only required sequence-derived features as
input. But the sequence-version of SAPRED achieved only 0.577 MCC (see Table 7),
which is lower than that of our method.
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Ye et al. compared SAPRED with other methods such as SIFT [98, 99, 100] using
the same dataset. Based on the results they report, SIFT achieved 0.480 MCC (see Table
7). For a comparison with PANTHER [126, 127, 140], we submitted the dataset used in
this study to their web server. PANTHER only achieved 0.318 MCC using the default
threshold (see Table 7).
Figure 4 shows the ROC curves of the proposed decision tree method, as well as
SIFT and PANTHER on Ye’s dataset. It demonstrates that our method outperforms the
other two methods.
3.3.3.2 Comparisons on Swiss-Prot Dataset. Since our method only requires
sequence-based information, it can be applied to cases where the 3D structures of the
proteins are not available. We also evaluated our method on a much larger dataset, SwissProt dataset, which contains all the human SAPs from the Swiss-Prot variant database.
Table 7. Comparisons of Classification Methods of SAPs.
Method

MCC
Ye’s dataset

Swiss-Prot dataset

Decision Tree

0.607

0.420

SAPRED

0.604

SAPRED (sequence-version)

0.577

SIFT

0.480

0.330

PANTHER

0.318

0.325
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Figure 4. ROC curves of the proposed decision tree method, SIFT, and PANTHER on
Ye’s dataset. Area under ROC curve is 0.85 for decision tree, 0.77 for SIFT and 0.74 for
PANTHER.

Figure 5. ROC curves of the proposed decision tree method, SIFT and PANTHER on
Swiss-Prot dataset. Area under ROC curve is 0.75 for Decision Tree, 0.73 for SIFT and
0.70 for PANTHER.
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Both SIFT and PANTHER only require sequence information, therefore they are
comparable with our method on Swiss-Prot dataset. We were unable to evaluate
SAPRED since it takes input of both structural and sequence features.
As can be seen from Table 7, when tested on Swiss-Prot dataset, the proposed
method achieved 0.42 MCC, which is higher than that of SIFT (0.33 MCC) and
PANTHER (0.325 MCC). The ROC curves (see Figure 5) proves our method still
outperforms SIFT and PANTHER.
3.3.4 A Web Server for the Identification of
Deleterious Nonsynonymous Single
Nucleotide Polymorphisms
A web server 15 (see Figure 6) based on the proposed method was developed and
released online. It allows users to submit SAPs with their protein sequences for the
prediction service. For each query protein, it collects ten features to make predictions.
The average prediction time per SAP normally takes around ten minutes. After the user
submits the SAP example, the server generates a link for the results page. The user can
choose to retrieve the results later based on the link or by providing an email address so
that prediction results can be automatically sent back.
3.4 Discussion
In this study, we explored the possibility of identifying disease-related SAPs
using only information derived from protein sequences. The performance of the proposed
method is much higher than that of SIFT, a classic method for classifying SAPs, and it is

15

The server is available at http://yanbioinformatics.cs.usu.edu:8080/SAPsubmit.
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comparable to that of SAPRED, a state-of-the-art method. The novelties of our method
include the following:
1.

In this study, we compiled a set of 686 features that were derived from
proteins sequences. The number of features extracted in this study is
more than ten times larger than those considered in previous studies.

2.

In contrast to previous published methods which only consider a small
set of arbitrary chosen features, we used an automatic feature selection
method to discover useful features in classifying SAPs. Using selected
features, a decision tree method was developed to identify deleterious
SAPs.

3.

The developed method only requires sequence-derived features as input;
therefore, it can be applied to proteins with no structure information.

4.

In contrast to the work of Dobson et al. [28] and Ye et al. [38] which
evaluated the prediction power of each feature individually, in this study
a more systematic analysis was employed to identify features that play
vital roles in determining the effects of SAPs. From the trained decision
tree, we derived a set of human-interpretable rules, which provides
insights in understanding the mechanisms of disease causing SAPs.

5.

Depending on the dataset and the partition, different features might be
chosen after feature selection, which may result in different sets of
classification rules after the decision tree is trained. This can be
explained by the fact that there are correlations among some features.
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For example, features about conservation scores and residue frequencies
are correlated, i.e., wild-type residue tends to have a higher frequency in
conserved regions, etc. Therefore, various rule sets can be regarded as
different representations of same knowledge base.
3.5 Conclusion
In conclusion, we have developed a useful tool for identifying deleterious SAPs;
said tool is especially when the structure of the protein is not available. For each SAP
mutation, a set of 686 features were derived from protein sequences to describe
differences between wild-type and mutant-type residues. After an automatic greedy
feature selection, ten features were chosen and analyzed. Using selected features, the
decision tree identifies deleterious SAPs with high performances. From the decision
tree, we also extracted a set of useful rules that provide biological insights into the
mechanisms of disease related SAPs.
3.6 Future Work
Random forest (RF) is a classifier consisting of an ensemble of tree-structured
classifier [115]. For each tree, RF uses a bootstrap sampling to choose the training
dataset (i.e., sampling training data with replacement), and uses the rest to estimate
the error. For each node of the tree, it selects the best feature among a subset of
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(A)

(B)
Figure 6. The web server for the prediction of deleterious SAPs. A: The Input form; B:
The output form.
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features randomly chosen at that node to split. Different from decision tree’s training
algorithm which has a pruning process (i.e., C4.5), each tree in the random forest is
fully grown until “purity” is achieved at each node. RF makes predictions by
aggregating all the trees across the forest, either by majority vote or by averaging.
The whole bootstrap and aggregating processes combined are called bagging. RF
works well for classification problems where there are too many features or variables,
which is the case for this study (686 candidate features). RF is tolerant to noisy data
and does not suffer from the over fitting problems. It usually has better classification
capabilities than a decision tree. Therefore, the possibility of applying RF for better
prediction accuracy and reliability of deleterious SAPs should be investigated in
future work.
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CHAPTER 4
IDENTIFICATION OF HELIX-TURN-HELIX MOTIFS FROM
PROTEIN SEQUENCE 16
4.1 Background
4.1.1 Helix-Turn-Helix: An Important Structure
Through Which Proteins Bind with DNA
DNA-binding proteins play pivotal roles in many genetic activities within
organisms, such as transcription, packaging, rearrangement, replication, and repair. They
are responsible for the transfer of biological information from genes to proteins. It is
estimated that around 2-3% of prokaryotic genome and 6-7% of eukaryotic genomes
encode DNA-binding proteins [141, 142]. DNA-binding proteins and protein-DNA
complexes with experimentally determined 3-dimensional structures can be found in
public databases such as Protein Data Bank (PDB) [24] and Nucleic Acid Database
(NDB) [143].
A lot of known DNA-binding proteins have been found to bind DNA by a number
of structural motifs, such as the helix-turn-helix (HTH) motif, the helix-loop-helix motif
(HLH), the helix-hairpin-helix motif (HHH) and the zinc finger motif [144], of which the
DNA-binding HTH motif is one of most important and well studied. HTH motifs can be
classified into several classes based on their structures and sequences [145]. A typical
HTH motif is composed of an alpha helix, a recognition helix that forms base-specific
interactions with DNA, and a turn or linking region connecting two helices. The HTH

16
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motifs extend from the domain surface and constitute a convex unit capable of fitting into
the major groove of DNA [146]. Most HTH motifs are about 20 to 22 residues in length.
Usually for the purposes of analysis, three helices are considered. These are the
recognition helix and the two helixes preceding it [147, 148]. Proteins with low similarity
in sequence can bind with DNA through similar HTH motifs [145, 147]. Figure 7 shows
an example of HTH motifs binding with DNA in the lambda repressor-operator complex
from PDB structure of 1LMB.
4.1.2 Current Prediction Methods to
Identify Helix-Turn-Helix Motif
Due to the high-throughput genome sequencing project, an increasing number of
protein sequences with little function annotation have been accumulated in public
databases. Many newly sequenced proteins have no or low similarity to the current PDB

.
a)

b)

Figure 7. Images of HTH motifs. a) Proteins binding with DNA with red parts denoting
helix-turn-helix motif; b) Motif of red part in a) is isolated.
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[24] entries, which have experimentally resolved structures or functions, thus making it
difficult to infer protein functions from their homologous proteins. Motifs, small
conserved regions showing similar 3-dimensional folds and functional properties, are
very important functional sites. Different proteins with the same motifs can have similar
functions. Therefore, it is helpful to find motifs in protein sequences to investigate
protein functions. Because of the importance of helix-turn-helix (HTH), it is necessary to
identify HTH motifs for better understanding of the gene-regulation mechanism.
Identification of HTH motifs is not a trivial task. Different proteins with similar
HTH motifs may only share very limited sequence similarity in the motif parts. In
addition, the sequence length of motifs varies, and proteins may contain different number
of HTH motifs.
Recently, several computational methods have been proposed to identify HTH
motifs. Based on the type of information utilized, most methods can be classified into
three categories, which are sequence-based methods, structure-based methods, and
methods that explore both sequence and structural information.
4.1.2.1 Sequence-based Methods. Early sequence-based methods tried to identify
HTH motifs by looking for occurrences of consensus sequences. Consensus sequences
were constructed for the HTH motifs based on the multiple alignment of known motif
sequences. For the query protein, a HTH motif is reported when such consensus
sequences occur [146]. A more generalized consensus borrowed the concepts of regular
expressions to allow amino acids substitutions for certain positions [149]. The profile
method [150] has also been widely used to identify motifs. Based on the multiple

86
alignment of all known motifs, it computes a position-specific probability matrix or score
matrix, which assigns a score for every amino acid at each position in the motif. For a
sliding window in the input proteins, it calculates the weighted score based on the
position specific score matrix. The subsequence covered by the sliding window is
reported as motif if the score is above a user-defined threshold.
Recently, a “Pattern Dictionary” method was proposed to identify HTH motifs in
protein sequences. The method, called the GYM algorithm, identifies HTH motifs by
detecting the occurrence of sequence patterns from the pattern dictionary [151, 152]. The
algorithm contains two parts: preprocessing and detection. The preprocessing part, also
called “Pattern Mining” part, is the training stage. It takes as input a master set of aligned
motifs without spaces. The motif is represented by a sequence of pairs. Within each pair,
<aa, pos> denotes a certain amino acid in a specific position (i.e., aa: amino acids; pos:
position in the protein sequence). For example, {G1, S4, M6} is such a pattern, meaning
amino acid G is in position 1, S is in position 4, and M is in position 6. The length of this
pattern is 3. The support of a pattern is the number of training proteins in which the
pattern appears. If the support of a pattern is greater or equal to a user-defined threshold,
the pattern is called a significant pattern. A maximal pattern is a significant pattern not
contained by any other significant proteins. The preprocessing stage outputs a pattern
dictionary consisting of maximal patterns or frequent occurring patterns, which are used
to find HTH motifs in the new protein sequence during the detection stage. The detection
stage takes as input a motif length m, the dictionary of maximal patterns L output from
the pattern mining stage, an integer k representing the number of best matches required as
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output, and the new protein sequence P. A sliding window of length m is moved along
the protein sequence P, and a matching process is performed for each subsequence
covered by the window. The matching process returns a match-score measuring how well
the window matched against the patterns in the pattern dictionary L. The k best matchscores with the corresponding locations are outputted as possible HTH motifs if the
according scores are above a predefined threshold.
4.1.2.2 Structure-based Methods. Structure-based methods identify HTH motifs
based on the structural templates; therefore, it only works for proteins whose 3dimensional structures have been experimentally determined.
Early attempts [153] classified HTH structures according to the configuration of
the helices (i.e., two alpha-helices in the helix-turn-helix combination, associated with
one or two other helices before or after the motif). These methods relied on the angles
between alpha helical portions in the alpha helix bundle containing the motif to make
predictions. A measurement that sums the torsion angels between all pairs of alpha
helices in the bundle part is calculated. For the interested region of the query protein, the
difference of its summed torsion angles from that of HTH motifs is calculated as the
similarity score, which is then used as a standard to predict if the region is an HTH motif
or not.
Recent structure-based methods utilize more complex structural information to
discover HTH motifs based on a statistical model. McLaughlin and Berman [154]
developed a method to predict HTH motifs relying on the geometrical measurement of
the motif. The structural measurements were based on eight possible secondary structure
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elements for each motif, including the recognition helix (RH), the two alpha helices
preceding the RH (RH-1, RH-2), the first alpha helix following the RH (RH+1), the two
beta strands preceding the RH (S-1, S-2), and the two beta strands following the RH (S+1,
S+2). There are four measurements in total. 1) The hydrophobic contact area for each
secondary structural element pair was measured, providing information about which pair
of secondary structure element contacts each other and the extent of the contact. There
are 28 pairs in total. Many previous studies have confirmed this attribute to be a useful
feature for the identification of HTH motifs. 2) The average relative solvent exposure of
each secondary element was calculated from the residue’s relative solvent accessibility,
which is predicted using an NACESS program [155]. Since the two alpha helices of HTH
motifs are at the protein surface, the relative solvent accessibility is useful information
because it measures the exposure level of a secondary structure element. 3) The average
number of lysine residues and arginine residues per secondary structure element was
counted, because such residues display positive charges and tend to bind with DNA
which has a negatively charged backbone. 4) The torsion angles between neighboring
alpha helices were calculated by PROMOTIF [156]. This measurement has also been
used in previous studies [153]. A positive dataset that contains HTH motifs and an equal
size of negative dataset that contains similar structures to the HTH motifs were
constructed. Next, a J48 decision tree combined with the adaboost algorithm from the
WEKA software package [35] was built to identify HTH motifs. The method was applied
to the Protein Data Bank to find HTH motifs not previously reported.
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Other structure-based methods try to find structures that can fit into the structure
templates developed from known HTH motifs. From structurally non-homologous DNAbinding proteins in the Protein Data Bank, Jones et al. [157] built a library of 3dimensional structural templates of HTH motifs. There are two types of templates:
original templates and extended templates. An original template is a set of C α backbones
from the first residue in the first alpha-helix to the last residue of the recognition helix.
An extended template was created in a similar way, but includes a certain number of
residues preceding the first alpha-helix and succeeding the recognition helix. The final
template library includes seven original templates and seven extended (plus two residues
in both directions) templates. These templates were scanned against the whole protein
structure. A scan-rmsd algorithm based on the Kabsch method [158] was used to
calculate the root mean squared deviation (rmsd) for the optimal superposition of each
template on each structure. The rmsd of the input protein was taken as the minimum rmsd
obtained from all the superpositions. The structures with rmsd values below 1.6Å and
solvent accessible surface area (ASA) greater than 990 Å2 were predicted to have HTH
motifs involved in DNA binding, where ASA is the accessible surface area of all residues
included in the +2 extended templates. Shanahan et al. [148] improved the method by
adding an ASA threshold and electrostatic motif score (EMS) threshold to reduce the
false positives and to increase the accuracy. HTHquery, a recently developed web server
based on the method, allows structural biologists to submit protein structures to identify
HTH motif [159].
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4.1.2.3 Methods That Explore Both Sequence and Structural Information.
Because large variations exist in the sequence and structure of HTH motifs, neither
sequence-based methods nor structure-based methods alone can identify HTH motifs
with perfect performance. Methods that explore both sequence and structural data have
shown promising results. Pellegrini-Calace and Thornton [160] analyzed the potential of
combining both sequence and structural knowledge for the identification of HTH motifs.
From a set of nonhomologous DNA-binding proteins containing HTH motifs, two
different libraries of hidden Markov models (HMMs) were built. One library of HMMs
was built from whole DNA-binding domains, which include the HTH motifs. The other
library of HMMs was built from a much shorter domain corresponding to the functionally
relevant HTH motif itself. Pellegrini-Calace and Thornton used the two libraries to scan
against a dataset of protein sequences. The authors expected that HMMs based on HTHonly sequence should perform better than HMMs based on full sequence, but no such
result was discovered. In fact, HTH identification performance can be significantly
enhanced by combing the HMMs with structure-based 3-dimensional template method
developed by [142]. The results prove that single-feature methods (either sequence-based
method or structure-based method) are less powerful than those methods that utilize both
sequence and structure information.
4.1.2.4 Other Methods Capable of Predicting HTH Motifs. Pfam [161] is a
collection of proteins classified into several families based on sequence similarity. A
profile HMM is constructed for each protein family. Proteins from different families
share low sequence similarity. Some families contain HTH motifs. Pfam profiles built for
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families of HTH proteins can be used to search HTH motifs. But the limitation of a Pfam
profile is also obvious. A Pfam profile built from one HTH family can rarely identify
HTH motifs from other families. If a protein does not fall into any currently available
HTH family, Pfam profiles often fail to find HTH motifs. Moreover, some families do
not have enough sequences to develop an effective Pfam profile.
4.1.3 Motivations of This Study
There are several limitations to most current methods.
1.

Most sequence-based methods used HTH consensus, profiles, or pattern
dictionary, which were built from the multiple sequence alignment of
HTH motif sequence parts to scan the input proteins for the HTH motifs.
A matching process is conducted for each sliding window moving along
the protein sequence. For these methods, only conservation parts of
HTH motifs are considered; however, the relationships between motif
and other regions are ignored. Moreover, subsequences with similar
sequence patterns can display different structure conformations
depending on the 3-dimensional environment. Therefore, it is not always
efficient to find HTH motifs using sequence templates.

2.

Structure-based methods try to find functional sites from structure
templates and require structure related features; therefore, they cannot be
applied to cases wherein the 3-dimensional structures of proteins are not
available.
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3.

Pfam profiles can rarely identify HTH motifs on proteins from remote
families, especially when a protein does not fall into any currently
available families.

In this study, we developed a profile HMM method to identify HTH motifs.
Different from the approach of [160], the proposed method only takes input of
information derived from protein sequences. As mentioned in previous sections, methods
utilizing both sequence and structural information achieve the best performance. Thus,
structural information such as solvent accessibility is also modeled. The novelty here is
that solvent accessibility of each residue is predicted from the protein sequence; therefore,
it is still a sequence-derived feature. In order to catch the common properties of HTH
motifs, reduced alphabets were investigated to group amino acids based on similar
physicochemical properties. Because proteins sharing low sequence similarity can bind
with DNA through similar HTH structures, we also investigated the ability of the
proposed method to identify HTH motifs from remote proteins that have a limited
sequence similarity to the current known DNA-binding proteins.
4.2 Materials and Methods
4.2.1 Dataset
A typical HTH motif consists of a bundle of three helixes: the recognition helix
that forms base-specific interactions with DNA, and the two helixes preceding it [147].
The three helixes are connected by two irregular regions. We focused on the strictest type
of HTH motif in which there are no sheets between the helixes. From Pfam [161], we
extracted all families belonging to the HTH clan. The structures of these families were
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visually inspected to ensure that these proteins contain an HTH motif of standard shape.
There are two datasets constructed for different purposes.
Dataset 1: After discarding families with no structure information, 19 families
containing the helix-turn-helix (HTH) motif were extracted from the Pfam database. The
full alignment of the whole Pfam database was obtained. A sequence was put into the
negative set if it did not belong to any of the 19 families, and into the positive set
otherwise. The negative set has 4,687 sequences. The positive set consists of the
sequences from 19 families. Among them, one family has many more sequences than
others. To avoid bias, we only chose nine sequences from this family for the positive
dataset. In total, the positive dataset contains 70 sequences. This dataset was used for
finding discretization thresholds of solvent accessibility, which is introduced in detail
later.
Dataset 2: For all the 19 families, we discarded families having less than 30
sequences in their seed alignments. There were 12 families left. The structures of the
HTH motifs in these families were visually inspected to ensure that they had a standard
shape. Positive examples (i.e., proteins that belong to the family) were extracted
separately for each family from the Pfam seed alignment. The Pfam IDs of these families
and the numbers of positive examples (shown in parenthesis) are: PF08279 (109),
PF04545 (164), PF01381 (194), PF01022 (42), PF00440 (112), PF00196 (30), PF00165
(90), PF01978 (53), PF02954 (96), PF03965 (48), PF08281 (142) and PF00126 (1635).
One set of negative examples were used in this study. First, all the sequences in the Pfam
seed alignment were extracted. The sequences belonging to the HTH clan were removed.
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The sequences without structural information were also removed (in order to ensure that
the sequences in the negative set do not contain HTH motifs). The sequences with less
than 20 amino acids were also removed. The negative set consists of 2,497 examples.
4.2.2 Hidden Markov Model
After achieving its success in speech recognition, the hidden Markov model
(HMM) has recently been widely applied to solve bioinformatics problems. As a
statistical model, the system being modeled in HMM is assumed to be a Markov process.
An HMM consists of a set of states. It can be viewed as a generation model that generates
sequences of letters by going through paths of states. At each state, it emits observable
letters based on the emission probabilities. The transitions among the states are controlled
by the transition probabilities. A sequence of letters can be generated by the HMM with
different possibilities by following different state paths; therefore, it is called hidden
because there is no one-to-one correspondence between the states and the symbols [83,
162]. To calculate the probability of generating a sequence of letters following a
particular path, one just needs to multiply all the transition probabilities on that path with
the possibilities of each letter emitted by the corresponding state.
From an HMM, there are multiple ways of generating the same sequence of letters.
Some state paths have higher probabilities than others do in generating the sequence. The
one with the highest possibility is called the most probable state path, which can be found
by the Viterbi algorithm [163]. By summing up all the possible paths that can generate
the sequence, we obtained the possibility of a sequence of letters being generated by an
HMM model, which can be calculated using a forward or backward algorithm [83, 162].
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Another approach is to use the most probable state path as an approximation, which
works amazingly well in practice.
HMM is trained by finding the parameters that can maximize the total possibility
of generating all the training examples using such parameters. When the state sequences
of training data are known, the HMM can be trained by a simple maximum likelihood
estimation method. When the state paths are unknown, Baum-Welch [164] or Viterbi
training algorithms [163] are good choices. The details about HMM can be found in
Rabiner’s tutorial [162].
The nature of the biological sequences (i.e., long chains of nucleotides or amino
acids) is highly suitable for modeling by hidden Markov models, and impressive
successes have been achieved [165G]. Smith et al. [12] applied HMM in pairwise
sequence alignment. Krogh et al. [166] developed a hidden Markov architecture to
represent profiles of multiple sequence alignments. Eddy [167] extended the architecture
to develop profile hidden Markov models for protein families. The resulting database
(known as Pfam) has been widely used in protein function annotations [161].
4.2.2.1 Hidden Markov Model That Emits Only the Identity of Amino Acids
(HMM_AA). In Pfam, protein families are represented by multiple sequence alignments
and profile hidden Markov models (HMM), of which Profile HMMs are constructed from
multiple sequence alignments (see Figure 8). The profile HMM has a linear left-to-right
structure. The heart of the profile HMM is a set of match (M), insertion (I), and deletion
(D) states. An M state corresponds to a consensus column in the multiple alignment. I
and D states correspond to the insertions and deletions in the alignment, respectively. D
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Figure 8. Hidden Markov model (right) that emits only amino acid residues (referred as
HMM_AA). It represents a multiple alignment of several sequences (left). M: Match state,
I: Insertion state, D: Deletion state. Arrows show the state transitions. At each state, the
model emits one amino acid residue.
state only produces a gap. Each M or I state emits one amino acid residue. Therefore,
each M or I state is associated with 20 emission probabilities corresponding to the
probabilities of emitting the 20 amino acid residues. The emission probabilities are
determined by the frequency that residues are observed in the corresponding column of
the multiple alignment. Transition probabilities between states are determined by the
observed frequency of the corresponding transitions in the alignment. Profile HMMs are
implemented by several software packages, among which HMMER is developed by
Eddy’s group and used in Pfam [168].
4.2.2.2 Hidden Markov Model That Emits Both Solvent Accessibility and Identity
of Amino Acids (HMM_AA_SA). Although originally used to deal with sequence data,
hidden Markov models have been applied to protein structure predictions in many studies
[17, 53, 169]. Some studies encode the structure using one-dimensional symbols [170],
while others explicitly model 3D coordinates [171]. Hargbo and Elofsson [172]
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developed a hidden Markov model for fold recognition using amino acid sequence and
predicted secondary structure. In their model, each state emits a letter of secondary
structure in addition to a letter of amino acid residue. We adapted the Hargbo and
Elofsson [172] approach to develop an HMM (referred to as HMM_AA_SA) method to
model both amino acid sequence and predicted solvent accessibility (see Figure 9).
We modified Krogh’s HMM to combine amino acid sequence and solvent
accessibility. Figure 9 shows the core structure of the hidden Markov model (referred to
as HMM_AA_SA) used in this study. The difference between the models in Figure 9 and
Figure 8 is that the emission in Figure 9 includes both the identity of amino acid and their
solvent accessibility.
Solvent accessibility of an amino acid residue measures the surface area of the
residue that is accessible by solvent molecules. Relative solvent accessibility (RSA) is the
fraction of its total surface that is accessible by solvent molecules. Relative solvent

Figure 9. Hidden Markov model that emits both amino acids and solvent accessibility
(Referred as HMM_AA_SA). M: Match states, I: Insertion states, D: Deletion states.
Arrows show the state transitions. At each state the model emits one amino acid residues
and its solvent accessibility.
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accessibility falls in the range of [0, 1]. Solvent accessibility can be discretized based on
the relative solvent accessibility. When the solvent accessibility is divided into two
categories, i.e., Buried (B) and Exposed (E), each M or I state in Figure 9 is associated
with 40 emission probabilities corresponding to the 40 combinations of 20 amino acid
letters and two solvent accessibility letters. When the solvent accessibility is divided into
three categories, i.e., Buried (B), Medium (M) and Exposed (E), each M or I state in
Figure 9 is associated with 60 emission probabilities corresponding to the 60
combinations of 20 amino acid letters and three solvent accessibility letters.
When hidden Markov models were used to scan a protein sequence, a NULL
model, which states the background occurrence of the query sequence, was used to
calculate the significance of the hit [173]. E-value was used as the measure. The E-value
shows the expected number of false positives that can fit the model at least as well as the
hit. Thus, the lower the E-value, the more significant the hit. In this study, we chose E =
0.01 as the cutoff to identify significant hits, meaning that the expected number of false
positives is 0.01. We note that this cutoff is more stringent than the one (E=0.1)
suggested in the HMMER package [168]. We used a lower cutoff value to reduce the
chance of recruiting insignificant hits.
4.2.3 Feature Set
Each M (match) or I (insertion) state of profile HMMs corresponds to a position
in the protein sequence, and it emits certain number of letters or symbols. The
HMM_AA_SA model proposed in this study can emit both identities of amino acid and
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solvent accessibility. In particular, types of symbols can be emitted by each M or I state
include:
4.2.3.1 Amino Acids. There are 20 different amino acids.
4.2.3.2 Solvent Accessibility. As mentioned in previous sections, solvent
accessibility is very important structural information of each protein residue and can be
discretized into two categories, i.e., Buried (B) and Exposed (E), or discretized into three
categories, i.e., Buried (B), Medium (M) and Exposed (E), based on different RSA
thresholds. The solvent accessibility of protein sequences was predicted by submitting
the sequences to the Jpred server 17 [27] .
4.2.3.3 Reduced Alphabets. There are 20 basic amino acids. Some of them share
similar physicochemical properties. Many studies have been conducted to reduce the
alphabet size of amino acids by clustering amino acids based on different properties (see
Table 8). We named these reduced alphabets Chem_6, Func_8, Mur_15, Mur_10, Mur_8,
and Li_10, with the numbers denoting the sizes of the alphabets. Using reduced alphabets
can reduce the complexity of a protein sequence. In this study, using a reduced alphabet
has the additional benefit of reducing the number of parameters (emission probabilities)
in the models. For HMM_AA_SA, when reduced alphabets and solvent accessibility
letters were used, the number of emission probabilities associated with each M or I state
is 3*n (3 categorizes: B, M and E) or 2*n (2 categorizes: B and E) depending on the
discretization of solvent accessibility, where n was the size the reduced alphabet.

17

Jpred server is available at http://www.compbio.dundee.ac.uk/~wwwjpred/submit.html.
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Table 8. List of Reduced Alphabets.
Alphabet Name
Chem_6
(http://bio.math-inf.unigreifswald.de/viscose/html/alphabets.
html)

Func_8
(Clustered
groups)

based

Mur_15 [174]

Mur 10 [174]

Mur_8 [174]

Li_10 [175]

on

functional

Amino Acids
IVL
FYWH
KR
DE
GACS
TMQNP
DE
AGIL
NQ
FWY
P
CM
ST
RHK
LVIM
C
A
G
S
T
P
FY
W
E
D
N
Q
KR
H
LVIM
C
A
G
ST
P
FYW
EDNQ
KR
H
LVIMC
AG
ST
P
FYW
EDNQ
KR
H
C
FYW
ML
IV
G
P
ATS
NH
QED
RK

Alphabet
A
R
P
N
T
D
A
L
M
R
P
S
H
B
L
C
A
G
S
T
P
F
W
E
D
N
Q
K
H
L
C
A
G
S
P
F
E
K
H
L
A
S
P
F
E
K
H
C
Y
L
V
G
P
S
N
E
K

Property
Aliphatic
Aromatic
Positive charged
Negative charged
Tiny
Diverse
Acidic
Aliphatic
Amide
Aromatic
Imines
Sulfur
Hydroxyl
Basic
Large hydrophobic

Hydrophobic, aromatic

Long chain positive charged
Large hydrophobic

Polar
Hydrophobic, aromatic
Charged, polar
Long chain positive charged
Hydrophobic
Polar
Hydrophobic, aromatic
Long chain, positive charged

101
4.2.4 Software Implementation
The software for constructing and searching profile HMMs used in this study was
implemented by modifying the HMMER [168] package to allow multiple emissions in a
state.
4.2.5 Performance Measurements
Sensitivity and false positive rate (FPR) were used to measure the performances.
They are defined as
Sensivitity =

FPR =

TP
P

FP
N

(4.1)
(4.2)

where TP is the number of true positives (i.e., the examples that are positive and are
predicted as such); P is the total number of positive examples; FP is the number of false
positives (i.e., the examples that are negative but are predicted as positive); N is the total
number of negative examples. Here, proteins containing HTH motifs are positive
examples, otherwise negative examples.
4.3 Results
4.3.1 Discretization of Solvent Accessibility
In HMM_AA_SA, each M or I state emits one letter of solvent accessibility in
addition to the amino acid, and there are multiple ways of dividing solvent accessibility.
In order to model solvent accessibility information in profiling an HMM, it is necessary
to find the optimal discretizaiton, i.e., the number of categories and the thresholds of
relative solvent accessibility. Dividing solvent accessibility into too many categories
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introduces the problems of insufficient training, since the number of parameters increases
dramatically while there is only a limited number of training examples. Previous studies
have usually divided solvent accessibility into two or three categories.
To find the optimal discretization, we experimented with HMM_AA_SA on
Dataset 1, with each M or I state emitting a basic amino acid plus one letter of solvent
accessibility. A greedy search for thresholds was used to find the best categorization. We
first searched for the optimal threshold α1 of dividing solvent accessibility into two
categories. Next, we fixed the threshold α1, and tried various value of threshold α2 to
discretize into three categorizes.
4.3.1.1 Discretization in Two Categories. We first discretized solvent accessibility
into two categories, i.e., buried (B) and exposed (E), using one threshold α1. A residue is
in the buried (B) category if its relative solvent accessibility is less than α1, and exposed
(E) otherwise. Using this discretization, every state of the hidden Markov model (referred
to as HMM_AA_SA) emits one solvent accessibility letter (B or E) in addition to one
letter of the amino acid. Thus, each state is associated with 40 emission probabilities
corresponding to the 40 combinations of 20 amino acid letters and two solvent
accessibility letters. We tried various values of α1, ranging from 0.05 to 0.9 in increments
of 0.05. For each threshold, we evaluated HMM_AA_SA on the positive data set using
three-fold cross-validation. The sensitivity from the three-fold cross-validation is shown
in Figure 10. We also examined HMM_AA_SA’s false positive rate by building an
HMM_AA_SA using the positive set and then testing it against the negative data set. The
results are also shown in Figure 10. Figure 10 shows that when the threshold increases
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Figure 10. The performance of HMM_AA_SA with solvent accessibility being divided
into two categories. Solvent accessibility is disretized into two categories (buried (B) and
exposed (E)) using one threshold α1.
from 0.05 to 0.6, the sensitivity first decreases and then slightly increases, while the false
positive rate remains at a very low level. When the threshold continues to increase,
the sensitivity increases quickly, and the false positive rate also increases dramatically.
An ideal threshold should give a high sensitivity rate and low false positive rate.
Therefore, thresholds greater than 0.6 are not good choices because they introduce very
high false positive rates. Focus is given to range from 0.05 to 0.6 wherein the false
positive rate remains at a low level. As can be seen from the range, HMM_AA_SA
achieves the highest sensitivity (11.4%) when the threshold takes 0.05 or 0.1. Thus, the
threshold of 0.05 or 0.1 is the best choice for discretizing solvent accessibility into two
categories for the HMM_AA_SA method.
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Table 9. HMM_AA_SA Achieves Better Performance Than HMM_AA by Dividing
Solvent Accessibility into Two Discrete Categories.
Method

Sensitivity (%)

False positive rate (%)

HMM_AA

2.8

0

HMM_AA_SA
(α1=0.05)

11.4

0.2

HMM_AA_SA
(α1=0.1)

11.4

0.2

We also tested the performance of HMM_AA on the same dataset and partition
using three-fold cross-validation. Table 9 compares the performance of HMM_AA with
that of the HMM_AA_SA. The results show that HMM_AA_SA (row 3 and 4) achieves
much higher sensitivity than HMM_AA (row 2), while the false positive rate is remained
at a low level.
4.3.1.2 Discretization in Three Categories. In this section, we explore the
discretization that divides residue solvent accessibility into three categories: buried (B),
medium (M) and exposed (E). To divide solvent accessibility into three discrete
categories, two thresholds α1 and α2 are needed, with α1<α2. A residue is in the buried (B)
category if its relative solvent accessibility (RSA) is less than α1, medium (M) if α1
≤RSA<α2, and exposed (E) if RSA≥α2. Using this discretization, every state of
HMM_AA_SA emits one solvent accessibility letter (B, M, or E) in addition to one
amino acid letter. Thus, each state is associated with 60 emission probabilities
corresponding to the 60 combinations of 20 amino acid letters and three solvent
accessibility letters.
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Since 0.1 and 0.05 were the best thresholds for dividing the solvent accessibility
into two categories and 0.05 has been used by previous studies, we fixed α1 =0.05 and
tried various values of α2, ranging from 0.1 to 0.9 with increments of 0.05 (see Figure 11).
Since the number of negative examples is much larger than positive, we wanted to have a
method that achieves very low specificity with comparatively high sensitivity, which
narrowed down the α2 in the range of [0.25, 0.55]. Among them, when α2 is 0.25, 0.3 and
0.55, the sensitivity is comparatively high and specificity is low enough. We chose
α2=0.25 since it has been used in previous studies [176].
Table 10 shows the comparison among the HMM_AA (row 2), the
HMM_AA_SA that uses 0.05 as the threshold to divide solvent accessibility into two
categories (row 3), and the HMM_AA_SA that uses (0.05, 0.25) as the thresholds to
divide solvent accessibility into three categories (row 4). When comparing rows 3 and 4
with row 2, it is obvious that adding solvent accessibility into the HMM can improve its
performance by greatly increasing sensitivity. At the same time, there is only a small
increase in the false positive rate. In comparing rows 3 with 4, we can see that dividing
solvent accessibility into three categories can further improve performance than can
dividing it into just two categories.
We stopped further discretizing solvent accessibility since too many categories
introduces the problem of insufficient training. In summary, HMM_AA_SA achieved
best performances when solvent accessibility was discretized into three categories using
threshold (0.05, 0.25).
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Figure 11. The performance of HMM_AA_SA with solvent accessibility being divided
into three categories (α1, α2) with α1 = 0.05 .

Table 10. HMM_AA_SA’s Performance Is Improved by Dividing Solvent Accessibility
into Three Discrete Categories.
Method

Sensitivity (%)

False positive rate (%)

HMM_AA

2.8

0

HMM_AA_SA
(α1=0.05)

11.4

0.2

HMM_AA_SA
(α1=0.05, α1=0.25)

12.7

0.2
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4.3.2 Constructing Profiles For Each HTH
Protein Family Increases the Prediction Accuracy
Although HMM_AA_SA achieved significant improvements over HMM_AA, the
prediction accuracies of both methods are still very low. This can be explained by the fact
that both methods were built from the full alignment of HTH proteins from different
families, and enormous variations in sequences have been observed among HTH motifs
belonging to different families. Different profiles are needed for different families that
contain HTH motifs. In Pfam, a profile HMM (HMM_AA) is constructed for each
protein family. HTH profiles from Pfam can be used to identify HTH proteins from their
own families, but they can rarely recognize HTH protein from different families.
Therefore, the goal in this study is to construct profiles using HMM_AA_SA for each
HTH protein family so that they not only can identify HTH protein from their own
families, but also are capable of finding HTH proteins from remote families and possibly
new HTH proteins that do not fall into any current available HTH protein families.
4.3.2.1 HMM_AA_SA Recognizes HTH Motifs from Same Families with Higher
Sensitivity. We evaluated the ability of HMM_AA_SA to identify HTH motifs on Dataset
2 since HTH proteins in Dataset 2 are grouped into 12 families. We divided the solvent
accessibility of residues into three discrete states: Buried (B), Medium (M), and Exposed
(E) using threshold (0.05, 0.25). The sensitivity of HMM_AA_SA was evaluated for each
family individually using a three-fold cross-validation. The sensitivity averaged over the
12 families is reported in Table 11. For direct comparison, HMM_AA was also evaluated
using the same data sets. The results (see Table 11, row 3) show that HMM_AA_SA can
identity HTH motifs with 94.9% sensitivity, while HMM_AA only achieves a sensitivity
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of 89.2% (see Table 11, row 2). The false positive number was also examined. For each
family, one HMM_AA_SA was built using all the positive sequences in that family. Next,
the HMM_AA_SA was used to scan the sequences in the negative set. The total number
of false positives made by the 12 HMM_AA_SAs is reported (see Table 11). The false
positive number of HMM_AA was evaluated using the same approach. The 12
HMM_AA_SAs make two false positive predictions in total (see Table 11, row 3). The
HMM_AA makes no false positive prediction (see Table 11, row 2). Consider that there
are 2,497 negative examples; the false negative rates of the two methods are comparable.
The results show that adding solvent accessibility into the hidden Markov model
can increase sensitivity by 5.7 %, while there is only a slight increase in false positive
number.
4.3.2.2 Using Reduced Alphabets Further Improves Performance. It is well
known that there are similarities among the naturally occurring 20 amino acids.
Clustering amino acids into similar groups and using reduced alphabets to represent the
amino acids can reduce the complexity of protein sequence. In this study, an additional
benefit of using reduced alphabets is that it can reduce the number of parameters
(emission probabilities) in the models. We tried all sets of reduced alphabets developed
by previous studies (see Table 8). The results (see Table 11, row 4-9) show that all the
HMM_AA_SA methods using reduced alphabets except Func_8 achieve higher
sensitivity than the HMM_AA_SA using the standard 20-letter alphabet, while there is
only a small increase in the false positive number.
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Table 11. Including Solvent Accessibility Information into the Model and Using Reduced
Alphabet Increase Performance in Identifying HTH motifs.
Average sensitivity
(%)

False positive number

HMM_AA
(using the standard 20-letter alphabet)

89.2

0

HMM_AA_SA
(using the standard 20-letter alphabet)

94.9

2

Mur_15

95.3

3

Mur_10

95.7

5

Mur_8

95.1

6

Chem_6

95.4

2

Func_8

94.2

2

Li_10

95.8

7

HMM_AA_SA
using reduced
alphabets

4.3.2.3 HMM_AA_SA Recognizes HTH Motifs from Remote Families. Large
sequence variations have been observed among HTH motifs belonging to different
families. However, these HTH motifs often share highly similar structure and function. In
the previous section, we tested HMM_AA_SA’s ability to identify HTH motifs by
building a HMM for each family of HTH motifs. However, to do so, for each family we
needed to assemble a data set big enough to build the model. Furthermore, given the
enormous variation in sequence among the observed HTH motifs, it is likely that there
are some HTH motifs that do not fit into any currently known HTH families. To
efficiently identify these novel HTH motifs, generic HTH models that can be used to
identify all types of HTH motif are needed. Some structure-based methods [148, 157]
address this need by building structural templates that capture the structural features
essential to the function of HTH motifs. Addressing this problem using sequence-based
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Table 12. HMM_AA_SA Recognize More HTH Motifs from Other Families.
Use the whole conserved fragment to build
HMMs

Only the HTH
fragments are
used to build
HMMs.

HMM_AA
(using the standard
20-letter alphabet)

HMM_AA_SA
(using reduced
alphabet
Mur_15)

HMM_AA_SA
(using reduced
alphabet Mur_15)

True Positive
Number

145

448

699

False Positive
Number

0

3

5

methods is intimidated by the low similarity among different families of HTH motifs. We
have proposed an HMM method for the identification of HTH motifs by combining
amino acid sequence and predicted solvent accessibility. Since the solvent accessibility is
predicted from protein sequence, the method is a sequence-based method that requires
only protein sequence as input. Our method distinguishes itself from other sequencebased methods by incorporating predicted solvent accessibility.
For each family, we build an HMM_AA_SA using the sequences belonging to
that family and use it to search for HTH motifs in the sequences from the 11 remaining
families. In this way, each sequence in 12 families is scanned using 11 HMM_AA_SAs.
If a sequence is predicted to be an HTH motif by at least one of the 11 HMM_AA_SAs
from other families, it is said to be successfully recognized. In this experiment (referred
as a cross-family experiment), we consider the HMM_AA_SA using reduced alphabet
Mur_15, because the results from the previous section show that it achieves high
sensitivity, with relative low false positive number. For direct comparison, HMM_AA
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was built and used to search HTH motifs in the same setting. The results (see Table 12)
show that HMM_AA (column 2) can only recognize 145 HTH motifs, while
HMM_AA_SA (column 3) can successfully recognize 448 HTH motifs in the crossfamily examinations. At the same time, there is only a slight increase (from 0 to 3) in the
false positive number. The results show that adding solvent accessibility into the HMM
and using reduced alphabet Mur_15 enhance the method’s ability to recognize HTH
motifs from other family. This indicates that HMM_AA_SA using reduced alphabets can
capture the common features shared by different family of HTH motifs.
4.3.2.4 Using an HTH Fragment to Build the HMM Further Improves
Performance. In the results presented above, the HMMs were built using the conserved
sequence fragments of each family obtained from the Pfam seed alignment. Further
examination shows that the conserved fragment of each family contains a longer
sequence than the fragment directly involved in the HTH motif. A typical HTH motif
consists of a bundle of three helixes: the recognition helix that forms base-specific
interactions with the DNA and the two helixes preceding it [147]. The three helixes are
connected by two irregular regions. In this section, we removed the conserved sequence
fragments that are not part of the HTH motif and used the remaining HTH fragments to
build HMMs. We evaluated the HMM’s ability to recognize HTH sequences from other
families. One HMM_AA_SA was built for each of the 12 family using only the HTH
fragments. For direct comparison, we used reduced alphabet Mur_15 to reduce the
complexity of the sequence. Each model was used to scan the protein sequences from
other families. A HTH sequence is considered being successfully recognized if it is
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identified by at least one HMM_AA_SA from other families. The results (see Table 12,
column 4) show that the HMM_AA_SA built from HTH fragments can successfully
identity 699 HTH motifs, while the HMM_AA_SA built from the whole conserved
sequence (see Table 12, column 3) can only identify 448. Note that the false positive
numbers of the two methods, 5 and 3, respectively (see Table 12), are still comparable.
These results show that using only HTH fragments to build a hidden Markov model can
significantly increase HMM_AA_SA’s ability to identity HTH motifs from other families.
4.4 Discussion
In this study, we investigated the possibility of identifying HTH motifs by
modifying the traditional profile hidden Markov model. The novelties of our method
include the following:
1. For each M or I state, instead of emitting only amino acid information,
HMM_AA_SA emits one amino acid and its solvent accessibility. Since the
solvent accessibility is predicted from the amino acid sequence, the method
requires only protein sequences as input. Thus, our method has much broader
applications than structure-based methods.
2. Solvent accessibility is discretized into three categories (Buried (B), Medium
(M), and Exposed (E)), wherein discretization thresholds are chosen by a
systematic analysis.
3. When solvent accessibility is incorporated in the HMM, each state of
HMM_AA_SA is associated with 60 emission probabilities corresponding to
the 60 combinations of 20 amino acid letters and three solvent accessibility
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letters. In a standard hidden Markov model (referred as HMM_AA) that emits
only amino acids, each state is associated with only 20 emission probabilities
corresponding to the 20 amino acids. Compared with HMM_AA, one
disadvantage of HMM_AA_SA is that it has a larger set of parameters
(emission probabilities), which usually requires a larger set of training data to
estimate. In this study, a reduced alphabet was used to reduce the alphabet
size of amino acids and number of parameters (emission probabilities) in the
models.
The proposed method has been applied to predict HTH motifs from protein
sequences. The results show that adding solvent accessibility into the model can increase
the sensitivity, while the number of false positives is still small. When a reduced alphabet
was used instead of standard 20-letter alphabet, the prediction performance was further
improved. We also evaluated the proposed method’s ability to identify HTH motifs
across families. HMM_AA_SA was built for each HTH family and used to scan the
sequences from other HTH families. The results show that 448 out of 2,715 HTH motifs
can be recognized by the HMM_AA_SAs built from other families. This number is
improved to 699 when only HTH fragments are used to build HMM_AA_SA. In
comparison, HMM_AA can only identify 145 HTH motifs from other families.
Identification of HTH motifs is a challenging problem since protein sequences
sharing low similarity have been found to form the same or similar HTH structures and
perform the same functions. HMM has been used to develop sequence pattern for each
family of HTH motifs [168]. However, to do so, for each family one must assemble a
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data set big enough to build the model. Furthermore, it is likely that there are some HTH
motifs that do not fit into any currently known HTH families. To efficiently identify HTH
motifs, generic HTH models that can capture the essential characters shared by different
HTH motifs are needed. The low similarity among HTH families makes it seemingly
impossible for sequence-based methods to identify HTH motifs across families. However,
by including solvent accessibility information that is predicted from sequence
information, an HMM_AA_SA built from one HTH family can successfully identify
some HTH motifs from other families, which suggests that our method can capture some
common characters shared by different families of HTH motifs. We can use
HMM_AA_SA to build a model for each known family of HTH motifs. The resulting
models would not only have higher sensitivity in identifying HTH motifs from the same
family but also have higher chance of recognizing new HTH motifs that do not fall into
any currently known family. If a query protein is predicted to be HTH by any of current
models, it is predicted to have HTH motifs.
Using reduced alphabets not only reduces the number of parameters in the model
but also reduces the complexity of the protein sequences, which will help to identify the
features essential to the function. Different amino acids can perform a similar function
because they have similar physiochemical properties or they are close in the evolution.
Clustering the amino acids based on these properties can produce reduced alphabets
without losing information for function or structure identification. Murphy et al. [174]
clustered amino acids into groups based on physiochemical properties and obtained a
series of reduced alphabets with size ranging from 2-15. Their results show that the

115
reduced alphabets with a size around 10 can be used to detect structural homolog with
little loss in necessary information. In this study, we tried three reduced alphabets from
their study: Mur_15, Mur_10, and Mur_8. The results show that these reduced alphabets,
indeed, increase sensitivity in identifying HTH motifs with no increase or little increase
in false positive number. The reason for the improvement may reside in the fact that these
reduced alphabets were developed for detecting structural homolog. Although different
families of HTH motifs have low similarity in sequence, they share the same structure. A
reduced alphabet that can detect structural homolog should be helpful in identifying HTH
motifs that have the same structure.
4.4 Conclusion
In summary, we present a hidden Markov model method (referred as
HMM_AA_SA) for identification of HTH motifs. The method models both amino acid
sequence and solvent accessibility. In both match (M) and insertion (I) states, the model
emits one letter of an amino acid and one letter of solvent accessibility. The results show
that adding solvent accessibility into the model can dramatically increase its sensitivity in
identifying HTH motifs, with just a slight increase in the number of false positives. The
developed method can be further improved by using a reduce alphabet such as Mur_15
[174]. The resulting model not only has a higher sensitivity in identifying HTH motifs
from the same family but also a higher chance of recognizing new HTH motifs from
proteins that do not fall into any of currently known families.
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4.5 Future Work
Besides predicted solvent accessibility, features, such as predicted secondary
structure, hydrophobicity and charges, can also be useful in identifying HTH motifs. By
appropriate modifications, we also investigate the possibility of using the proposed model
to find other types of motifs, such as helix-loop-helix (HLH) motifs and helix-hairpinhelix motifs (HHH).
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CHAPTER 5
CONCLUSION
Proteins are large molecules made of amino acids connected by peptide bonds in a
linear pattern. They are important elements of all organisms and participate in almost
every biological process in cells. Driven by hydrogen bonds, ionic interactions,
hydrophobic packing and other forces, proteins fold into certain conformations to
perform their respective functions. Thus, structural information of proteins is very helpful
in studying and predicting protein functions. However, for most proteins, their 3dimensional structures are not available due to experimental difficulties. Therefore, it is
important to predict protein functions and functional sites using only protein sequence
information.
There are several challenges in constructing classification methods for predicting
protein function and functional sites. To investigate these challenges, this dissertation
addresses three important problems with biological, clinical, and pharmaceutical
significance. These problems are: the discovery of transmembrane beta-barrel proteins in
gram-negative bacterial proteomes, the identification of deleterious non-synonymous
single nucleotide polymorphisms, and the identification of helix-turn-helix motifs from
protein sequences. For each problem, we compiled a set of candidate features derived
from protein sequences. Next, an appropriate feature selection approach was used to
choose the most relevant subset of features, which were then input to the suitable
machine learning algorithm to build the classifier. The predictors were trained and
evaluated on benchmark datasets that were either compiled in this study or derived from
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previous studies. Specifically, the contributions for solving each problem fall into the
following:
1. We developed a K-NN method that can efficiently and effectively identify
TMB proteins from gram-negative proteomes. We first constructed datasets of
TMB proteins and non-TMB proteins. Non-TMB proteins were divided into
six groups based on their subcellular locations. For each protein, compositions
of 20 amino acids and 400 di-peptides were calculated. After a feature
selection process, 19 amino acids and 24 di-peptides were left. By including
homologous sequences and using compositions of selected amino acids and
di-peptides to calculate weighted Euclidian distances, the K-nearest neighbor
method can discriminate TMB proteins from non-TMB proteins with high
performances and fast speed.
2. We developed a decision-tree based method that is capable of identifying
deleterious nsSNPs with high performances. For each mutation site, a set of
686 features were derived from protein sequences to describe various
differences between wild-type and mutant-type residues and their surrounding
environment. After a systematic greedy feature selection, ten features were
chosen and then fed into the decision tree to make predictions. The developed
method only requires information from protein sequences; therefore, it is
applicable to find disease related nsSNPs in a proteomic scale.
3. We developed a profile HMM (named HMM_AA_SA) that can successfully
identify HTH motifs from protein sequences. The proposed model differs
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from a traditional profile HMM (HMM_AA) by allowing match (M) and
insertion (I) states to emit both a letter of amino acid and a letter of solvent
accessibility. Solvent accessibility of each residue is predicted from amino
acid sequence and discretized into three categories: buried (B), medium (M)
and exposed (E). The method achieved significant improvement over
HMM_AA in identifying HTH motifs. We also investigated various reduced
alphabets instead of the standard 20-letter amino acid alphabet. When a
reduced alphabet such as Mur_15 [174] was used, the prediction performance
was further improved. The final developed method not only can find HTH
motifs from protein sequences, but also is capable of identifying HTH motifs
from remote proteins that have limited similarity to the current known DNAbinding proteins.
In summary, this study successfully solved three important bioinformatics
problems by systematically developing machine learning methods that uncover attributeclass relationships between sequence-based features and protein functions.
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