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Abstract
We address several issues regarding the derivation and implementation of the
Cauchy-Born approximation of the stress at finite temperature. In particu-
lar, an asymptotic expansion is employed to derive a closed form expression
for the first Piola-Kirchhoff stress. For systems under periodic boundary con-
ditions, a derivation is presented, which takes into account the translational
invariance and clarifies the removal of the zero phonon modes. Also revealed
by the asymptotic approach is the role of the smoothness of the interatomic
potential. Several numerical examples are provided to validate this approach.
Keywords:
Quasi-harmonic approximation, k-points, Brillouin zone, smooth embedded
atom method (EAM) potential
1. Introduction
The recent development of molecular dynamics models have dramatically
improved and enriched traditional continuum mechanics models. As a partic-
ular example, it provides an atomistic-based constitutive model, taking into
account detailed atomic interactions. This is in contrast to many empirical
models, often based on direct observations. In addition to the desired mod-
eling accuracy, the constitutive model derived this way automatically satisfy
appropriate physical constraints, for instance, the frame indifference.
At zero temperature, the Cauchy-Born (CB) rule offers an efficient con-
stitutive model. The problem was first considered by Cauchy, who derived
atomistic expressions for the elastic moduli. Cauchy’s work was extended by
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Born who also considered complex lattices [1]. Given a deformation gradient,
A, the CB rule assumes that the atoms in a cell deform uniformly, from which
either the strain energy density, WCB(A), or the first Piola-Kirchhoff stress,
P , can be calculated. This approximation leads to a continuum elasticity
model, expressed in the variational form
min
ˆ
Ω
WCB(A)− f (x) · u(x)dx, (1.1)
or in the form of a PDE,
−∇ ·P = f(x). (1.2)
where WCB(A) is the stored energy density.
Thanks to the uniform deformation, the computation of W and P can
be conveniently done in the primitive cell with periodic boundary conditions
(relative to the uniform deformation) applied. The Cauchy-Born elasticity
model has been implemented in many multiscale models [2, 3, 4, 5, 6], and
shown great promise. The issue of the validity and accuracy of the CB rule
has been addressed by several groups [7, 8, 9, 10]. Furthermore, the CB
approximation provides a fundamental link between microscopic and macro-
scopic descriptions of many complex physical systems, e.g., the theory of liq-
uid crystals. It describes the microscopic configurations under macroscopic
deformations.
In principle, for systems at thermodynamic equilibrium, the CB approxi-
mation can be extended to systems at finite temperature. This, for instance,
has been done in [11, 12]. In this case, one makes the assumption that
the system maintains an average deformation gradient, again denoted by A.
In addition, the fluctuation of the atomic displacement is prescribed by a
Gibbs measure that corresponds to the canonical ensemble with temperature
T . The strain energy becomes the free energy, expressed in terms of the
partition function. Meanwhile, the stress can be expressed as an ensemble
average with respect to the Gibbs measure, similar to the atomic expression
of the pressure [13]. The continuum limit, on the other hand, corresponds
to an infinite volume limit of the Gibbs measure [11]. This size-dependence,
along with the probabilistic nature, imply that the calculation has to be done
over multiple cells, and multiple realizations, making the computation rather
expensive, particularly when such constitutive data have to be repeatedly ac-
cessed [14, 15]. If one performs a standard molecular dynamics simulation
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to compute the stress, our experience suggests that at least a few hundred
atoms have to be included in a periodic cell, and many thousand time steps
are needed to equilibrate and sample the system to obtain a reasonable time
average.
The primary focus of this paper is on an alternative approach to compute
the stress. In this approach, we make use of the quasi-harmonic approxima-
tion and convert the formulas to the Fourier space – the first Brillouin zone.
This method has been used in previous works to find closed form expressions
for the free energy, e.g. [12, 16, 17]. To our knowledge, however, formulas
for the stress have not been found. More importantly, we emphasize the
following issues:
• Although the formula for the free energy has been previous obtained
and well aware of in the community, there is a technical difficulty in
deriving the formula. This difficulty can be attributed to the trans-
lational invariance of the potential energy. As a result, the partition
function is divergent. The implication to the stress formula is that the
ensemble average is not well defined. Therefore, the first objective of
this paper is to clarify this issue, and re-examine these formulas.
• The quasi-harmonic approximation is typically believed to be reason-
able below half of the melting temperature [18]. Outside this regime, a
higher order approximation is needed. This, so far, has remained as an
open problem. The second objective of this paper is to formulate the
problem as an asymptotic expansion of an integral. A systematically
approach, known as the Laplace method, will be discussed. In par-
ticular, the first order approximation is the Cauchy-Born rule at zero
temperature, and the second term in the expansion agrees with that
of the quasi-harmonic approximation. This points a new direction to
obtain better approximations.
• This paper brings up another important issue, regarding the role of the
smoothness of the interatomic potential. We will show that the error
of the quasi-harmonic approximation depends heavily on the smooth-
ness of the empirical potential. In particular, most embedded atom
potentials are parameterized using cubic spline representations, which
are only C2. Examples will show that such smoothness is insufficient.
The paper is organized as follows. First, we discuss the derivation of the
exact formula for the stress. We then discuss the asymptotic expansion and
3
make connections to the quasi-harmonic approximations. Emphasis is placed
on the case with periodic boundary conditions, in which case the formula can
be drastically simplified. In section 3, we present several numerical results
for various interatomic potential models.
2. The Finite Temperature Cauchy-Born Approximation
This section focuses on formulas for the calculation of the average stress.
More specifically, we consider an atomistic system under a uniformly applied
deformation gradient, A, and temperature T . We first derive a closed form
expression for the exact stress, expressed as an average with respect to a
canonical ensemble [19, 20]. Then we consider approximations with both
Dirichlet and periodic boundary conditions.
2.1. The molecular expression of the stress
To begin, we divide the atoms into two groups: The atoms at the bound-
ary, and the atoms inside the domain. Their reference positions are denoted
by xJ and xI , respectively; we let x = (xI ,xJ). We also let yJ and yI be
their current position. Figure 1 shows the reference and current state of an
atomistic system.
First, we consider the case where the position of the atoms at the bound-
ary is prescribed according to a uniform deformationA, i.e., yI = AxI . This
boundary condition is of Dirichlet type. Meanwhile, the displacement of the
atoms in the interior are denoted by uJ = yJ −AxJ .
Let V (yI ,yJ) be the potential energy of the system, and we sample uJ
from the canonical ensemble,
uJ ∼ ρeq, ρeq = 1
Z
exp{−βV (AxI ,AxJ + uJ)}. (2.1)
Here β = 1/(kBT ), T is temperature, kB is the Boltzmann constant, and Z
is the partition function,
Z =
ˆ
exp{−βV (AxI ,AxJ + uJ)}duJ , (2.2)
which serves as a normalizing constant.
We proceed by defining the free energy density in the canonical ensemble,
given by [21, 22]
F (A, T ) = −kBT
Ω
lnZ. (2.3)
4
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Figure 1: An atomistic system under a uniform deformation. Left: the
reference state; Right: the deformed state. Filled circles indicate atoms
along the boundary.
Here Ω is the volume of the system in the reference coordinate. For example,
if the interior of the system consists of N unit cells, each of which has volume
V0, then Ω = NV0.
Our goal is to compute the stress, given by,
Pα,β =
∂F (A, T )
∂Aα,β
. (2.4)
This is the constitutive assumption usually made in continuum mechanics
models. It is also consistent with the second law of thermodynamics.
By inserting Eq.(2.3) and Eq.(2.2) into Eq.(2.4), we get,
Pα,β = −kBT
ΩZ
∂Z
∂Aα,β
=
1
Ω
ˆ
ρeq(uJ)
∂V
∂Aα,β
duJ .
(2.5)
To simplify the expression, we define,
φα,β =
∂V
∂Aα,β
= −
∑
k
fαk x
β
k , (2.6)
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where,
fαk = −
∂
∂yαk
V, (2.7)
and yαk is the αth component of the vector yk.
Direct differentiation yields,
Pα,β =
1
Ω
ˆ
ρeqφα,βduJ =
1
Ω
〈
φα,β
〉
. (2.8)
As a result, the stress is expressed as an ensemble average. This expression
agrees with the virial stress in the reference coordinate [23, 24, 25]. At zero
temperature, the stress is reduced to,
Pα,β =
1
Ω
φα,β. (2.9)
Namely, no ensemble average is needed.
2.2. An asymptotic expansion using the Laplace method
Instead of computing the ensemble average directly, we now derive an
asymptotic approximation of the stress. We first present an asymptotic ap-
proach so that the order of the error can be observed. Notice that in the
ensemble average (2.8), both the numerator and denominator are integrals
of the form,
I(λ) =
ˆ
Rd
g(z)e−λψ(z)dz. (2.10)
Here, λ is assumed to be a large parameter, λ ≫ 1. In the case of (2.8),
λ = β.
Assume that z0 is a local minimum of ψ. Then the integral can be
expanded in asymptotic series as follows ([26], Eq. (8.3.50)),
I(λ) =
eλψ(z0)
|det(∇2ψ(z0))| 12
(
2pi
λ
)d/2 [
g(z0) +
1
2λ
g1 +
1
8λ2
g2 + · · · ]. (2.11)
The series can be obtained by a local coordinate transformation, a technique
known as the Laplace method ([26], section 8.2-8.3). Intuitively, because of
the exponential function, the most important contribution to the integral can
only be found near a local minimum. Explicit formulas are available for gj ,
j ≥ 1. In particular, we have,
g1 = ∇2g(z0) :
[∇2ψ(z0)]−1 −Ψ1∇g(z0)− g(z0)Ψ2. (2.12)
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Here Ψ1 and Ψ2 are functions that only depend on ψ, and the product of two
matrices is defined as L :M =
∑
i
∑
j LijMij .
Therefore, an average in the following form can be estimated,
´
Rd
g(z)e−λψ(z)dz´
Rd
e−λψ(z)dz
=
g0 +
1
2λ
g1 +O( 1λ2 )
1 + 1
2λ
(−Ψ2) +O( 1λ2 )
= g0 +
1
2λ
(
∇2g(z0) :
[∇2ψ(z0)]−1 −Ψ1∇g(z0))+O( 1
λ2
).
(2.13)
This yields an approximation with error on the order of λ−2.
2.3. The quasi-harmonic approximation
In this section, we consider a direct approximation: We approximate the
Gibbs measure with a Gaussian distribution. This can be obtained by a
Taylor expansion of V (y) around the uniformly deformed state, yielding,
V (y) ≈ V (Ax) + 1
2
uTJD(A)uJ . (2.14)
Here we have usedAx to indicate the uniform deformation; D(A) = ∂
2
∂y2
J
V (Ax).
The linear term vanishes because of the inverse symmetry of the Bravais lat-
tice. If there are N particles inside, then the dimension of D is 3N × 3N .
This approximation is commonly known as the quasi-harmonic approxima-
tion [16, 17].
This approximation of V will be inserted into (2.8), which gives an av-
erage with respect to a normal distribution, with zero average, and variance
kBTG(A), in which
G(A) = D(A)−1. (2.15)
Meanwhile, we may expand the function φ in the same way,
φα,β(y) ≈ φα,β(Ax) + uTJ
∂
∂uJ
φα,β(Ax) +
1
2
uTJ
∂2
∂u2J
φα,β(Ax)uJ . (2.16)
To continue, we define,
Hα,β =
∂2
∂u2J
φα,β(Ax), (2.17)
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and we notice the trivial relation,
∂2
∂u2J
φα,β(Ax) =
∂3V (Ax)
∂u2J∂Aα,β
=
∂D(A)
∂Aα,β
. (2.18)
With a direct substitution, we finally get,
Pα,β ≈ 1
Ω
φα,β(Ax) +
kBT
2Ω
G(A) : Hα,β(A). (2.19)
To arrive at the formulation (2.19), we first observe that the second term
on the right hand side of (2.16) disappeared after the averaging because the
normal distribution has zero mean. For the last term, we can express it in a
quadratic form,
1
2
3N∑
i=1
3N∑
j=1
(Hα,β)i,juiuj.
The average of uiuj with respect to the normal distribution is given by
kBTG(A)i,j, which is the (i, j)th entry of the covariance matrix.
Clearly, the leading term in the approximation is the average stress at
zero-temperature (2.9). The second term, which is linearly proportional to
the temperature, serves as a correction.
More importantly, this approximation is consistent with the result from
the asymptotic expansion. In fact, in (2.13), if we let g = φα,β/Ω, then
the equilibrium condition implies that ∇g = 0. Further, we notice that
∇g = Hα,β/Ω, and ∇ψ = D. Therefore, (2.13) and (2.19) are consistent.
This also confirms that the error of the quasi-harmonic approximation is of
O((kBT )2).
2.4. Further simplification
The formula (2.19) does not involve any ensemble average, which is more
tractable in practice. But the size of the matrices G andH can be quite large,
and the matrix inversion can be rather expensive. Here we will consider an
approximation with periodic boundary conditions (PBC) applied, in which
case the formula can be greatly simplified. When the size of the system is
sufficiently large, it is expected that both types of boundary conditions will
yield the same results [27, 20].
With PBCs applied, we immediately encounter a problem. Strictly speak-
ing, the canonical ensemble (2.1) is not well defined: In order for the function
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to be integrable, it has to converge to zero toward infinity, which obviously
is not the case since the potential energy is invariant under translation. To
re-interpret the canonical distribution for a system with PBCs, we observe
that the linear momentum of a molecular dynamics model is conserved. As a
result, the center of mass remains constant. In order to appropriately define
the probability density, We will explicitly impose this constraint,
ρeq =
1
Z
exp{−βV (Ax+ u)}δ(
∑
i
ui). (2.20)
Without loss of generality, we have moved the center of mass to the origin. In
addition, we notice that due to the applied PBCs, we do not have to divide
the atoms into two groups (I and J) since the atoms outside the system are
replicas of the atoms inside.
We now introduce the quasi-harmonic approximation. Due to the uniform
deformation and the PBCs, the matrix D can be greatly simplified. When
arranged in a N×N block matrix form, each block is a 3×3 matrix, which is
a force constant matrix between two atoms. Further, under PBCs, the force
constant matrix only depends on the relative position of the two atoms.
Therefore, we simply denote it by Di,j = D(xi − xj). In practice, we only
need to consider a few neighboring atoms for the atom at the origin.
To simplify the approximations, we take the Fourier transform,
û(ξ) =
1√
N
∑
j
uje
−iξ·xj , (2.21)
in which the summation is over one period and ξ is a point in the first
Brillouin zone [28, 29]. This defines an orthogonal transformation and it takes
the integral to an integral with respect to the new variables û(ξ). Further,
notice that
û(0) =
∑
j
uj
and the delta function is easily removed by setting
û(0) = 0.
With this transformation, the quadratic form in the normal distribution
is reduced to,
1
2
uTDu =
1
2
∑
ξ 6=0
û(ξ)T D̂(ξ)û(ξ). (2.22)
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Namely, we have independent normal random variables for ξ 6= 0. Here, the
dependence of the force constant matrices on the deformation gradient has
been suppressed. The Fourier transform, D̂(ξ), is known as the dynamic
matrix [18].
The rest of the derivation is similar. The matrix G that appeared in
the approximation is related to the lattice Green’s function [30, 31, 32, 33].
Again we write G as a N × N block matrix. For an atom i in the interior,
the relation (2.15) is expressed as,∑
j
Di,jGj,k = δi,k. (2.23)
This is precisely the definition of a lattice Green’s function [34, 35].
For the same reason, the matrix G only depends on the relative position
of two atoms. As a result, the inner product of two such matrices can be
written as the sum of the inner products of each 3× 3 block:
G : H =
N∑
i=1
N∑
j=1
Gi,j : Hi,j.
Due to the translational invariance, we can simplify this to,
G : H = N
N∑
j=1
G0,j : H0,j. (2.24)
Therefore, we only need to consider atoms near the origin.
This is best implemented in the first Brillouin zone [18, 36, 28], denoted
by B. We take the Fourier transform of the Green’s function,
Ĝ(ξ) =
1√
N
∑
j
G0,je
−ixj ·ξ. (2.25)
The inverse transform is given by,
Gj =
1√
N
∑
ξ∈B
Ĝ(ξ)eixj ·ξ. (2.26)
Substituting the inverse transform into (2.24), we find that,
G : H = N
∑
ξ∈B
Ĝ(ξ) : Ĥ(ξ). (2.27)
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This is the Parseval’s equality for Fourier transforms. Further, by taking the
Fourier transform of (2.23), we find that
Ĝ(ξ) = D̂−1(ξ). (2.28)
Collecting terms, we finally obtain the following formula,
Pα,β =
1
Ω
φα,β(Ax) +
kBT
2Ω
∑
ξ∈B,ξ 6=0
D̂(ξ)−1 : Ĥα,β(ξ). (2.29)
Compared to (2.19), we only need to compute matrix inverse and inner prod-
ucts for 3-by-3 matrices.
The implementation of the formula (2.29) is quite straightforward. It can
be done as follows,
1. Given the deformation gradient A, we compute the force constant ma-
trices D0,j(A) for atoms close to the origin;
2. Compute d
dAα,β
Dj(A), either analytically or by finite difference approx-
imations;
3. Generate the k-points in the first Brillouin zone [37], and compute the
matrix inner products for each k-point.
3. Numerical Results
In canonical ensemble with PBCs, the virial stress computed from MD
[38, 39] with volume and temporal averaging is generally considered to be
accurate. Thus we compare the stress computed from (2.29) with the results
from MD simulations.
When implementing the formula (2.29), one has to specify the discrete
k-points in the first Brillouin zone. We follow the widely used procedure
proposed by Monkhorst and Pack [37], in which a uniform set of points are
generated as follows:
kn1,n2,n3 =
3∑
i
2ni −Ni − 1
2Ni
bi, (3.1)
where bi are the reciprocal basis vectors, ni = 1, 2, · · · , Ni and Ni is the
number of k-points in each direction.
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The quasi-harmonic type of approximation assumes that the potential
function V (y) is at least C3, e.g. see Eq.(2.18). However, the EAM potential
models [40, 41] typically used are represented using cubic spline functions,
which is only C2. Therefore the accuracy will not be guaranteed. This is will
be tested in our numerical experiments.
The melting temperature of Al, Cu and Fe are 933K, 1357K, and 1812K
respectively. The numerical experiments here are conducted at temperature
ranging from 0K to 500K. We made three different choices of the deforma-
tion gradient:
A0 =

 1 0 00 1 0
0 0 1

 , A1 =

 1.01 0 00 1 0
0 0 1

 , A2 =

 0.99 0 00 1 0
0 0 1

 .
In particular, A0 indicates no deformation, A1 is a tensile strain, and A2
applies a compression. These tests are conducted for three systems: Al, Cu
and Fe.
3.1. An Al system
For the potential for Al, we use the EAM glue potential [42]. The struc-
ture of Al is face-centered cubic (FCC), and for the MD simulation, we choose
a system of size 16a0× 16a0× 16a0 with PBCs to compute the average virial
stress. The lattice constant is a0 = 4.032 A˚. Further, in MD simulations, we
use the Nos´e-Hoover chain technique(NHC) [43]. The time scale is 0.052880
pico-second, and the step size for the time integration is ∆t = 0.5. For
averaging over time, we make a sample every 20 steps.
On the other hand, for the quasi-harmonic approximation, we compute
d
dAα,β
Dj(A) by finite difference with step 10
−6, and choose the size of k-points
in the first Brillouin zone to be 32× 32× 32.
Figure 2 show the results of the approximation compared to MD. We
observe that the relative error is reasonably small for the system with a
tensile strain. However the error is considerably large for the other two
cases. In particular, the error in the third case is as high as 30%.
3.2. A Cu system with a smooth potential
In this section, we present results for a Cu system. The potential that we
used is the EAM potential [44], given by,
E =
1
2
∑
ij
V (rij) +
∑
i
F (ρ¯i) (3.2)
12
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Figure 2: The virial stress of the Al system computed from (2.29) and MD.
From top to bottom: the deformation gradient A0, A1, andA2. Right panel:
The relative error.
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Here V (ri,j) is a pair potential as a function of distance rij between atoms
i and j, and F is the embedding energy as a function of the host electron
density ρ¯i, induced at site i by all other atoms in the system. It is given by
ρ¯i =
∑
j 6=i
ρ(rij), (3.3)
where ρ(r) is the electron density function.
The pair interaction function is parametrized as follows,
V (r) = −
3∑
n=1
H(r(n)s − r)Sn(r(n)s − r)4
+ [E1M(r, r
(1)
0 , α1) + E2M(r, r
(2)
0 , α2) + δ]× ψ(
r − rc
h
),
(3.4)
where
M(r, r0, α) = exp[−2α(r − r0)]− 2 exp[−α(r − r0)], (3.5)
is a Morse function and H(r) is the unit step function. Equation (3.4) in-
cludes a cutoff function ψ(x) defined as ψ(x) = 0 if x > 0 and ψ(x) =
x4/(1 + x4) if x < 0. The last term in equation (3.4) is added to control the
strength of pairwise repulsion between atoms at short distances.
The electron density function takes the form:
ρ(r) = [a exp(−β1(r − r(3)0 )2) + exp(−β2(r − r(4)0 ))]× ψ(
r − rc
h
) (3.6)
Finally, the embedding function is represented by a polynomial:
F (ρ¯) = F (0) +
1
2
F (2)(ρ¯− 1)2 +
4∑
n=1
qn(ρ¯− 1)n+2 (3.7)
for ρ¯ < 1 and
F (ρ¯) =
F (0) + 1
2
F (2)(ρ¯− 1)2 + q1(ρ¯− 1)3 +Q1(ρ¯− 1)4
1 +Q2(ρ¯− 1)3 (3.8)
for ρ¯ > 1. These functions have 28 parameters which can be found in Table
3.1.
The structure of Cu is FCC. We choose a system of size 12a0×12a0×12a0
with PBCs to compute virial stress. For the lattice constant, we choose
a0 = 3.803619 A˚.
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Table 3.1: Optimized values of fitting parameters of the EAM potential for
Cu.
Parameter Value Parameter Value
rc(A˚) 5.50679 S3(eV/A˚
4
) 1.15000 × 103
h(A˚) 0.50037 a 3.80362
E1(eV ) 2.01458 × 102 r(3)0 (A˚) −2.19885
E2(eV ) 6.59228 × 10−3 r(4)0 (A˚) −2.61984 × 102
r
(1)
0 (A˚) 0.83591 β1(A˚
−2
) 0.17394
r
(2)
0 (A˚) 4.46867 β2(A˚
−1
) 5.35661 × 102
α1(A˚
−1
) 2.97758 F (0)(eV ) −2.28235
α2(A˚
−1
) 1.54927 F (2)(eV ) 1.35535
δ(A˚) 0.86225 × 10−2 q1(eV ) −1.27775
r
(1)
s (A˚) 2.24000 q2(eV ) −0.86074
r
(2)
s (A˚) 1.80000 q3(eV ) 1.78804
r
(3)
s (A˚) 1.20000 q4(eV ) 2.97571
S1(eV/A˚
4
) 4.00000 Q1 0.40000
S2(eV/A˚
4
) 40.00000 Q2 0.30000
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Table 3.2: Optimized values of fitting parameters of the EAM potential for
Fe.
Parameter Value Parameter Value Parameter Value
S1(eV ) 0.5 r0(A˚) 0.50172 q1(eV ) −0.46026
S2(eV ) −1.5 r(1)0 (A˚) 1.16319 q2(eV ) −0.10846
S3(eV ) 0.5 r
(2)
0 (A˚) 4.70161 q3(eV ) −0.93056
S4(eV ) 5.0 r
(3)
0 (A˚) −1.80420 × 102 q4(eV ) 0.577085
S5(eV ) −10 r(4)0 (A˚) −6.48409 × 102 E1(eV ) 1.749351585 × 104
ρ¯1 1.1 α1(A˚
−1
) 4.50082 E2(eV ) 0.48482 × 10−2
ρ¯2 1.2 α2(A˚
−1
) 2.23721 F0(eV ) −2.1958
ρ¯3 1.6 β1(A˚
−1
) 5.7200 × 10−3 F2(eV ) 0.67116
ρ¯4 2.0 β2(A˚
−1
) 8.58106 × 102 A 5.472212938
ρ¯5 2.5 δ(A˚) −0.02924 h(eV ) 0.59906
rc(A˚) 5.67337
Figure 3 summarized the numerical results. The maximum relative error
in all cases is less than 5.5%, and best results are observed in the third case,
in which the relative error is less than 1.5%.
Both the Al and Cu systems have FCC structures, and they are both
modeled by an EAM potential. Hence, the much improved accuracy can be
attributed to the smoothness of the potential. The potential used for the Al
system is represented by cubic spline functions, which is only C2, whereas the
EAM potential for Cu (3.2) is C3, and according to the asymptotic expansion,
the error is expected to be smaller. In fact, since the exponential functions
in (3.4) and (3.6) decay rather quickly, we expect the jumps in the higher
order derivatives to be small at the point rc.
3.3. A BCC Fe system
We also conducted tests for a Fe system with BCC structure. Similar
to the case of Cu, we use a smoother EAM potential, first constructed in
[45]. This potential is given by similar formulas, and the parameters are
summarized in Table 3.2..
As shown in Figure 3, the relative error is reasonably small, and the
largest error is observed in the third case, which is under 7.5%, and the
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Figure 3: Virial stress (σ11) of a Cu system, computed from (2.29) and MD.
From top to bottom: the deformation gradient A0, A1, andA2. Right panel:
The relative error.
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Figure 4: The virial stress of the Fe system computed from (2.29) and MD.
From top to bottom: the deformation gradient A0, A1, andA2. Right panel:
The relative error.
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Table 3.3: CPU Time for the MD and quasi-harmonic approximation
Materiala Structure MD(seconds)b quasi-harmonic (seconds)
Al FCC 0.710330E+04 0.179083E+02
Cu FCC 0.126226E+05 0.250343E+02
Fe BCC 0.271006E+04 0.970852E+01
a the stress is computed at deformation A0 and temperature 100K.
b (CPU) model name : Intel(R) Xeon(R)
cpu frequency : 2.8 GB
cpu memeory : 32 GB
smallest error is observed in the second case, where the error is less than
1.0%.
Table 3.3 shows the CPU time for conducting one MD and quasi-harmonic
calculation in the first Brillouin zone. It is worth mentioning that when the
MD simulations at different temperature are performed, we have to rerun the
program multiple times. In contrast, for the quasi-harmonic approximation,
due to its linear dependence on the temperature, only one implementation is
sufficient.
4. Summary and Discussion
We have shown that the direct quasi-harmonic approximation is equiv-
alent to the asymptotic expansion using the Laplace method [26]. When
periodic boundary conditions are applied, we have shown that the formula
can be expressed as a sum over the k-points in the first Brillouin zone. This
dramatically simplifies the implementation.
It has been mentioned in [18] that the harmonic approximation is rea-
sonable under half of the melting temperature. At least when the empirical
potential models are smooth enough, our results confirm that prediction to
some extent. The work of Xiao and Yang [12] seems to offer greater accuracy,
which however, may be due to the simple Lennard-Jones potential, and the
dimensions (only 1d and 2d examples were given). At higher temperature,
this approximation breaks down; But we expect that the systematic asymp-
totic approach using the Laplace method has the potential to improve the
accuracy. This is work in progress.
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