Summary. The numerical solution of a system of nonlinear differential equations of arbitrary orders is considered. General implicit single-step methods are obtained and some convergence properties studied.
Introduction.
Consider a system of q nonlinear differential equations, which may be of different orders, is a point in the real Euclidean A-space RN, A= 32 nr. r=X It is assumed that initial conditions, y (a;), are given for some value, x, of the real variable t, and that approximations y Or 4-A), to the values y(x 4-A), are to be determined for some specified step length A. Then the initial-value problem has a unique solution in (a, b) [1] . It is further assumed that for some nonnegative integer, p, the derivatives yr{n^\t), r = 1(1)2, are continuous in (a, b) . From now on we restrict attention to problems satisfying these various conditions.
Definition ( ITien an s sta<7e single-step process which provides approximations toyix + A), may 6e defined by yY^vYx + A) = rrw(A) 4-n-¿ «r'ifcr.W , r = 1(1)3 , " = 1(1 )nr.
TAis defines a class of methods. We consider subclasses defined by restraints imposed on the allowed parameter values. This definition is a simple extension of the standard process of Runge-Kutta type [2] along the lines developed by Zurmühl [3] . There are some minor modifications which appear to lead to somewhat simpler formulae and which indicate the nature of the process. Indeed, we can define (1.3) Xl',l+i,y = ail , r = 1(1)3 , " = 1(1 K , j = l(l)s .
In a previous article this single-step process was examined for a single linear differential equation of order n and the results obtained there suggested the present approach [4] . For explicit methods, where Xlo = 0, /fct, ¿,i=l(l)s, r= 1(1)3, v=lil)nr, the determination of the functions kr,(A), i = 1(1)s, r = 1(1)3, presents no particular difficulty, since we have merely to evaluate the functions frit; w), r = 1(1)3, f°r a sequence of known values of t and w. For implicit processes, however, the functions have, in general, to be evaluated by iterative techniques.
Definition (1.2). Let
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holds for all sufficiently small h, then the subclass is said to be of order p. Alternatively we write E{Yrih) = Oihnr+v) .
We state conditions which restrict the allowed values of the parameters of an s stage process and show that these conditions are sufficient for this subclass of methods to be of order p. In a series of articles [5] , [6] , [7] , Butcher has examined a single-step process of this type for a system of first-order equations. The conditions obtained here reduce to some particular results obtained by Butcher, which give implicit methods. On the other hand our present approach is more general in that a system of equations of arbitrary orders is considered and the independent variable may enter explicitly into the functional forms.
The present approach leads naturally to a discussion of convergence and error bounds. Again for a system of first-order equations, Butcher has dealt with the convergence and stability of single-and multi-step methods in a general context [8]. Our results illustrate clearly the connection between single-and multi-step methods, and the techniques used provide a useful approach to various problems of convergence and error estimation.
Parameter
Constraints.
The following elementary result is the basis of subsequent developments.
Lemma (2.1). If Here I is the identity matrix and Z is the s X s square matrix with elements z;y, i, j = l(l)s. Since the parameters of the single-step process are assumed to be bounded and independent of A, these elements may be made arbitrarily small by a suitable choice of the step length. Thus for all sufficiently small A, JSwsJ»ç(-.)tiaj)k,+(* + t)JiÇL
From Theorem (2.1), er, = 0(AP), and so this theorem is proved.
Since a bound was obtained for the elements, e"-, in Theorem (2.1), this proof provides bounds for the errors yrMix + A) -yrMix + h),r = 1(1)3, " -0(l)nr -1.
These bounds will usually be poor estimates and in any case only apply for a restricted range of permissible values of A. By refining the Lipschitz conditions and the argument of Theorem (2.1), these bounds can be relaxed.
Theorem (2.2) provides a subclass of implicit methods. Thus the equations defining kriih), r = 1(1)3, * = l(l)s, (Definition (1.1)) have in general to be solved iteratively. The functions frit; w), r = 1(1)3, may he regarded as mappings, in a complete metric space, which satisfy Lipschitz conditions, and it is a consequence that for sufficiently small A these equations have a unique solution which may be determined iteratively [11] . Define 'iterates', An interesting feature of the derivation of these implicit methods is that no assumptions are required concerning the derivatives of /r(£; w), r = 1(1)3, except at the point w = y. Equations (2.3) relate these implicit methods to quadrature methods, for (2.4) / pr(i -py-'dp = -32 oYjpf. AyY'-'\h) = ^(n<) ±al1yY'\xj) .
fir. \ V / y=i
Exact results are thus obtained if the solutions yrmix + fih), r = 1(1)3, are polynomials in p of degree less than p. For then the error terms vanish (Lemma (2.1)). In a previous article [4] the solution of equations of the type (2.1), (2.3), was considered. It was pointed out that, by selecting distinct abscissae, p¿, i = l(l)s, the other parameters can be determined by solving sets of matrix equations, with the same matrix of coefficients, to give methods of order at least p = s. It is convenient to only consider parameters independent of r. As described in [4] , Theorem (2.1) and Lemma (2.1) provide ways to automatically estimate the error. Thus it seems possible to fully automate a procedure for solving an arbitrary system of nonlinear differential equations. By choosing as abscissae the zeros of the Legendre polynomial P8(2p -1), Eqs. (2.4) and hence (2.3), can be satisfied for p = 2s 4-1 -n, n = max {nr\, and thus the maximum attainable order of these implicit processes is pmax á 2s 4-1 -n, s }= n, [4] . It seems likely that the maximum order can be attained and this can certainly be achieved when s ^ n. Indeed, Butcher has shown that this is so generally for a system of first-order equations [7] . It appears that we can do rather better than this if we only wish to compute some of the values yYKx + A). where p, a, X, depend on s. Consider implicit methods of the type derived in Section 2. Let c be a fixed positive constant.
We assume that there exists a sequence of methods of increasing order p, s ;£ cp, such that (i) p, is bounded,
(ii) there exist constants, a* S; 1, X, so that for all s, a ^ («*)", X á X/s. We further assume that (iii) for some constant a>, co ^ t, and all p, \y/PYt)\ = ¡Y, r= 1(1)3, teia,b).
The interval (a, b) depends on the step length A and is finite, so that this bound is not severe. Indeed, the only bound that is difficult to satisfy is that on X. For Eqs. Here the bound on X depends on that for z and, although the results of Theorem (2.1) can be sharpened, the dependence on s seems essential. It seems unlikely that such sequences of methods can be obtained. We have not shown that other sequences of methods do not converge. 4 . Stability and Convergence. Here we treat the problem of stability and the related (conventional) convergence problem. Consider a fixed step length, H. We wish to determine approximations, yYKx' + H), to the values yTMix' A-H),r = 1(1)3, v = 0(l)nr -1, by applying a particular single-step method to a sequence of subintervals of (0, H). Thus, the errors atx' + H will be due to the accumulation of truncation errors from step to step.
Definition ( Proof. For some value of p let x = xpo. To step from x to x + A we apply a singlestep method as given in Definition ?! iWl + E4"'"r"+Tl + 4 ¿«»M2/r(Br)(*P.) -M*)} .
Proceeding as in the proof of Theorem (2.2) we obtain Since M|A| = |.ff| Lemma (4.1) can be applied to complete the proof. The result can be easily extended and refined. Thus the restrictions p > n, \h\ :£ 1, are not necessary. Different step lengths hp, p = 0(1)M -1, can be considered and methods of differing orders applied. The essential restriction is z ^ l/2s, and for sufficiently large M this can always be achieved.
Corollary.
lim um = lim \~ 4-7?o \eB , M\h\ = \H\ .
Thus, if 170 = 0 (exact initial conditions), the step-by-step procedure converges to the exact result as M increases. Again the restrictions are unnecessary, though for differing step lengths we require lim h" = 0, p = Oil)M -1.
The theorem provides bounds on the errors at x' 4-H and can thus be interpreted as a stability criterion for fixed M. It does not provide a bound for z > l/2s.
Multi-
Step and Mixed Methods. Theorem (2.1) provides a connection with multi-step methods and various methods of mixed type. We can use intervals (x, x 4-A) which contain points already integrated or we can use some negative values for the parameters p¿, i = 1(1) s. The theorem then provides approximations to the functions kriih), r = 1(1)3, at these points.
As a simple example we consider a three-stage method of order p = 3, applicable to an arbitrary system of differential equations of the form (1.1). We use the notation of Section 4 and consider stepping from x' to x' + H using M equal subdivisions of length A. It is assumed that some special starting method has already given adequate approximations yix + A). To step from xp,o to xp+x,o, p = 1(1)M -1, we take
Then a particular choice of parameters, which satisfies Eqs. (2.1), (2.3), with p = 3 is The solution (6.1) can now be extended to cover the case i = s + 1. However, the additional constraints in (2.3) give more accurate values for the lower-order derivatives. In either case Theorem (2.1) holds and we further have, krl (A) = yYr~r) ixi) + 0(AP) , v = l(l)nr, an extra aid for error estimation.
7. Systems of First-Order Equations. It is sometimes stated that it is adequate to treat an equation of order n as a system of n first-order equations. We show here that this results in a decrease of local accuracy and an increase in computation. The final accuracy, after a number of steps, appears to be unimpaired. Consider the single equation (7.1) y(n\t)=fit;ymit), ■•■,yin-1)it)), which may be replaced by the system, « 2N 2/n(1)(«) = fnit; yxit), ■ ■ -, Vnit)) , Vrmit) = friVr+xiO) = Vr+xit) , r = l(l)n -1 .
Equations (2.1), (2.3), provide an s stage method of order p for both (7.1) and (7.2). Additional work is required to obtain the parameters for (7.1) but this can be reduced by using (6.1). Consider applying the method for a single step. To solve (7.1) we need to evaluate s functions rc¿(A), i = l(l)s. To solve (7.2) we have in general to evaluate ¿"(A), r = l(l)n, i = 1(1)s. If, however, we make use of the particular properties of the system, these functions can all be expressed in terms of kniih), i = l(l)s. Nevertheless, the organization required is appreciable, and the resulting s equations do not in general have as simple a structure. When we solve (7.1) we are in effect solving the system (7.2) using a special sequence of different methods, which give an over-all simple structure.
Furthermore, this special sequence uses all the available initial terms of the Taylor series expansion. Thus solving (7.1) gives yMix + A) -yiv\x + A) = 0(An+p-") , v = 0(l)n -1 , whereas the solution of (7.2) gives yy+xix + A) -yv+xix + A) = yw{x + A) -yM\x + A) = 0(AP+1) .
That is, the local accuracy is better, for v small, if the equation is treated intact. We now consider applying our method to a sequence of intervals as in Section 4. Although the proof of Theorem (4.1) is crude, the result indicates that the order of the global accuracy does not depend on which way the equation is treated. We examine this a little more closely. From This is essentially the same result as that of Theorem (4.1). Thus if the number of steps is 0(|A|_1), it is immaterial which way the equation is solved, at least from the viewpoint of final accuracy achieved [12] . The remarks of this and the previous section require modification if methods of maximum order are considered.
