Abstract. In these notes we describe our answer to a question of Kazhdan on the existence of a canonical Hilbert spaces attached to symplectic vector spaces over finite fields. This is a discrete analogue of a well known problem in geometric quantization. As a concequence, a canonical model for the Weil representation of the associated symplectic groups is obtained. Our construction uses an idea suggested to us by Bernstein on the notion of enhanced Lagrangian subspace.
0. Introduction 0.1. The discrete Fourier transform. Consider a one-dimensional vector space L over a finite field F q whose characteristic is p = 2 and the associated discrete Fourier transform :
where L * is the vector space over F q which is dual to L. The transform (0.1.1) is usually given by a formula of the form
where ψ : F q → C × is an additive character and ν is some normalization coefficient which is usually taken to be ν = 1 √ q .
We would like to ask
Is there a canonical normalization? In his letter to Kazhdan [D1] Deligne introduces the Gauss-sum normalization ν = 1
.
As a consequence of the current work, the nature of Deligne's normalization ν will be revealed. As it turns out, Deligne's normalization constant appears as a manifestation of a more fundamental phenomena, namely the existence of a canonical quantization of the symplectic vector space
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The main goal of these notes is to formulate and to prove the last assertion.
0.2. Quantization. The true mathematical nature of quantization is a deep question that we do not try to address here. For the physicist quantization is a natural way to associate to a classical mechanical system its quantum counterpart. For the mathematician, it seems that the overall concept remains to some extent unclear. However, we would like to recommend the point of view that a quantization is a way to construct interesting Hilbert spaces out of symplectic manifolds. In fact, quantization suggests a method to construct (projective) representations of suitable groups of symplectomorphisms associated with symplectic manifolds. More precisely, given a symplectic manifold (M, ω) one would like to associate to it a Hilbert space H in a canonical (functorial) manner such that if (M, ω) is acted upon by a suitable group Sp of symplectomorphisms then the Hilbert space H supports a (projective unitary) representation ρ : Sp → P GL (H) . We denote by Z = Z(H) the center of H. The symplectic group Sp = Sp (V, ω) acts on the Heisenberg group via its tautological action on the V -coordinate. One of the most important attributes of the group H is that it admits principally a unique irreducible representation. The formal statement is the content of the following celebrated theorem Theorem 0.3.1 (Stone-von Neumann theorem [St, N] ). Given a central character ψ : Z → C × . There exist a unique (up to isomorphism) irreducible representation π : H → GL (H) such that the center acts by ψ, that is π |Z = ψ · Id H .
The representation π will be referred to as the Heisenberg representation. As a direct consequence of the Stone-von Neumann theorem, Segal and Shale [S, Sh] and later Weil [W] have constructed a projective representation of the group Sp as follows. Given the Heisenberg representation π, to every element g ∈ Sp one can associate a new representation π g which is realized on the same Hilbert space but with action π g (v, z) = π(gv, z). Clearly, the representations π and π g are both irreducible and share the same central character thus by Theorem 0.3.1 they are isomorphic. Choosing for each g ∈ Sp an isomorphism (intertwiner) ρ(g) : π ≃ π g one obtains a map ρ : Sp → GL(H) which satisfy ρ(gg ′ ) = c(g, g ′ )ρ(g)ρ(g ′ ),
for every g, g ′ ∈ Sp, where c : Sp × Sp → C × is some cocycle. Interestingly, when the field k is finite, the representation ρ can be linearized, i.e., c can be taken to be trivial. The resulting representation is called the Weil representation.
In these notes, a stronger form of the Stone-von Neumann theorem in the finite field setting is established which directly implies the existence of the (linear) Weil representation. 0.4. Canonical Hilbert space. Consider a finite field k = F q of odd characteristic. The main goal of these notes is to formulate and to prove the following theorem 1 Theorem 0.4.1. Let (V, ω) be a 2N -dimensional symplectic vector space over the finite field k. There exists a canonical Hilbert space
The theorem above suggests a solution to a discrete analogue of a well known problem in geometric quantization [BW, GS, Ko, So, V, We] . Moreover, it answers, in the case of the Heisenberg group, a question of Kazhdan [Ka] dealing with the possible existence of canonical Hilbert spaces for coadjoint orbits of general unipotent groups over finite fields.
An immediate consequence of Theorem 0.4.1 is that all symmetries of (V, ω) automatically act on H V . In particular, an honest linear representation of the group Sp = Sp (V, ω) on H V is obtained, which we will refer to as the canonical model for the Weil representation and we will denote it by ρ : Sp → GL(H V ). 0.5. Construction of the canonical Hilbert space. The construction of the Hilbert space H V out of the symplectic vector space V can be considered as a discrete analogue of the methods of geometric quantizationà la KostantSouriau [Ko, So] . In the finite field setting the algebraic language of groups and their representations will be suggested as the appropriate replacement for the differential geometric structures which appear in the smooth setting.
Let us describe the main ideas involved in the construction of the Hilbert space H V . It will be instructive to carry out the procedure step by step and compare it with the approach of geometric quantization. 0.5.1. Prequantization. The first step of geometric quantization (see [BW, GS] for a detailed description) is called by Kostant prequantization and is the construction of a complex line bundle P equipped with a connection structure ∇ which realizes the symplectic form as its curvature, i.e., ∇ 2 = ω.
In the finite field setting we would like to attach to (V, ω) a discrete complex line bundle P   V and an appropriate algebraic structure replacing the connection and its curvature. For this we will use the Heisenberg group H = V × k and a choice of a nontrivial central character 1 = ψ : Z(H) → C × . Having the pair (H, ψ) at our disposal, we can define the fiber P| v over v ∈ V to be the space of functions
0.5.2. Polarization. In geometric quantization the Hilbert space appears as the space of sections of the line bundle P which are "constant in a certain direction". For this purpose Kostant and Souriau introduced in [Ko, So] the differential geometric concept of polarization (see also the expositions [BW, GS] ), which in the linear setting is a choice of a Lagrangian subvector space L ⊂ V. Choosing such a Lagrangian subspace we can define the vector space
, of "L-horizontal sections", i.e., functions f : H → C enjoying the equivariance property
The space H L is of the correct size, i.e., dim H L = q N . However, there is no preferred choice of a Lagrangian subspace L in V and in particular none of the spaces H L admit an action of the group Sp. In fact, an element g ∈ Sp defines a morphism
0.5.3. The strong Stone-von Neumann theorem. The strategy that we will employ is: "If you can not choose a preferred Lagrangian subspace then choose them all", i.e., work with all of the Hilbert spaces H L at once and ask for an additional structure in the form of canonical identification procedure
for every two Lagrangian subspaces L and M in V. Let us denote by Lag = Lag (V ) the Lagrangian Grassmannian 3 associated to V . The mathematical 2 We deliberately use the notation FM,L for the operator appearing in the identification procedure, as after a suitable choice of a coordinate system it has, up to a normalization, the formula of the usual Fourier transform. 
satisfying the multiplicativity property
for every L, M, N ∈ Lag. The Hilbert space will appear as the space of flat sections H V = Γ f lat (Lag, H) . In order to make a precise statement, we need to introduce an additional structure.
Definition 0.5.3.2 (Bernstein [B2] ). Let (V, ω) be a symplectic vector space over the finite field k. An enhanced Lagrangian subspace is a pair
, where L is a Lagrangian subspace of V and v L , called the enhancer, is a non-zero vector in the top wedge product ∧ N L.
Let us denote the set of all enhanced Lagrangian subspaces in V by Lag • . We consider the following discrete vector bundle
which satisfy the following two properties
The remaining of the introduction is devoted to the explanation of one key idea from the proof of Theorem 0.5.3.3. 0.6. Proof of the strong Stone-von Neumann theorem. The proof will be close in spirit to the procedure of "analytic continuation". 
where
with σ : k × → C × the Legendre character and G 2 is the Gauss sum G 2 = z∈Z (H) ψ( 1 2 z 2 ). It is a direct computation to verify the multiplicativity and equivariance properties for the intertwiners
The main problem that we would like to address here is how to extend the construction to singular pairs of Lagrangian subspaces. 
The central question that we would like to address is: How does one "naturally" extend the function (0.6.2.1) from the subset U to the whole set X? This extension problem will be solved using algebraic geometric methods. More precisely, consider the obvious linear morphism between vector spaces C(X) → C(U ), obtained by restricting a function on X to the domain U . We are interested in finding a compatible morphism in the other direction
The naive solution to this problem is probably "extension by 0". However, this is in general not what is needed. 0.6.3. Geometrization. Interestingly, in the case when the sets involved consist of rational points of corresponding algebraic varieties defined over a finite field then a solution to the problem (0.6.2.2) is available. In fact, it is an outcome of a more general ideology due to Grothendieck that in this setting any meaningful set-theoretic object is governed by a more fundamental algebro-geometric one.
The procedure by which one lifts to the setting of algebraic geometry is called geometrization. In this procedure, sets are replaced by algebraic varieties defined over the finite field, and functions are replaced by corresponding sheaf-theoretic objects called ℓ-adic Weil sheaves.
Let us describe the geometrization procedure at the intuitive level (see Subsection 3.3.1 for more detail). Recall that an algebraic variety 4 X over k = F q is said to be defined over k if it is equipped with a special endomorphism F r : X → X, called Frobenius. One can associate to X the finite set X = X F r of fixed points of the Frobenius endomorphism. The set X is called the set of rational points of X and is usually denoted by X = X(k).
According to Grothendieck, a function
is governed by an ℓ-adic Weil sheaf
For the sake of the introduction it will be sufficient to think of a sheaf F as a kind of vector bundle on the variety X. Being a Weil sheaf means that F is equipped with an additional structure, namely an endomorphism θ : F → F on the total space which lifts the Frobenius. The procedure translating between a Weil sheaf F on the variety X and a functions F on the set X is called Grothendieck's sheaf-to-function correspondence and can be described intuitively as follows. Given a rational point x ∈ X, the endomorphism θ restricts to an endomorphism θ x : F |x → F |x of the fiber F |x . The value of F on the point x is defined to be
The function F : X → C defined by this procedure will be denoted by
Remark 0.6.3.1. The Geometrization methodology supplies a tool by which one can study a function via its underline sheaf. This idea has already proved to be extremely powerful in many concrete situations. The solution to the extension problem that will be explained below is another striking application of this approach.
0.6.4. Solution to the extension problem. Coming back to our extension problem, if our function F U comes from a Weil sheaf F U on the variety U then the situation is considerably rigidified. The main advantage is that in the realm of sheaves there exist several functorial operations of extension. Basically there exists two extension functors
which appear as left and right adjoints to the restriction functor
In addition, there exists a natural transformation
Overall, a sheaf F U on U can be extended in three different ways to a sheaf F on X, i.e., by j ! (F U ), j * (F U ) and finally by
The last operation which is due to Beilinson-Bernstein-Deligne [BBD] is called perverse extension, and it is formally defined only when the sheaf F U satisfies additional requirement, i.e., being perverse. The extension strategy can be summarized as follows Extension strategy: First extend the sheaf F U , obtaining a sheaf F on X and then apply the sheaf-to-function correspondence procedure obtaining a function
0.6.5. Geometric canonical intertwiners. It is reasonable to suspect that our particular function of intertwiners (0.6.2.1)
that we wish to extend is meaningful enough so that it exists already in the geometric level. Indeed, (0.6.1.1) can be used in order to define an explicit sheaf F U on the variety U = H 2 × O so that
Now in the geometric realm we can extend the sheaf F U to a sheaf F on the variety X = H 2 × Lag o2 using the operation (0.6.4.1) of perverse extension
Then, the function of canonical intertwiners announced in Theorem 0.5.3.3 is obtained via the sheaf-to-function correspondence procedure
Finally, the fact that the function F satisfies the multiplicativity and equivariance identities follows from the fact that these properties are satisfied already on the geometric level for the sheaf F. The last assertion is morally a consequence of the fact that the sheaf F is an "analytic continuation" of the sheaf F U hence it continues to satisfy all the equations that F U does. Finally, the sheaf F U satisfies the desired identities principally by construction. 0.7. The DFT normalization revisited. Considering again the one dimensional Fourier transform :
The solution to the normalization problem appears as a direct consequence of the strong Stone-von Neumann property for the Heisenberg group
, the corresponding enhanced Lagrangians. By the strong Stone-von Neumann theorem, associated to the pair (
In term of these identifications the canonical intertwiner 
• Section 5. In this section several additional results are described.
The restriction principle of the sheaf of intertwiners is established in Theorem 5.1.2. The canonical unitary structure on the space H V and the property that quantization commutes with duality, i.e.,
Finally, in Subsection 5.3 the quantization commutes with product property is discussed along with its geometric analogue.
Remark 0.9.1. Complete proofs for the statements appearing in these notes will appear elsewhere. 0.10. Acknowledgements. We would like to thank our scientific advisor J. Bernstein for his interest and guidance, and for his idea about the notion of enhanced Lagrangian subspace. It is a pleasure to thank D. Kazhdan for sharing with us his thoughts about the possible existence of canonical Hilbert spaces. We thank B. Lewis for the editorial work. Finally, we would like to thankÖzgür Ceyhan and the organizers of the conference AGAQ, held in Istanbul during June 2006, for the invitation to present this work.
The Stone-von Neumann theorem and the Weil representation
In this section, the classical construction of the Weil representation due to Weil [Ge, Ho, W] will be reviewed in more detail.
Let us denote by k = F q the finite field of q elements and characteristic char(k) = 2.
1.1. The Heisenberg representation. Let (V, ω) be a 2N -dimensional symplectic vector space over the finite field k. There exists a two-step nilpotent group H = H (V, ω) associated to the symplectic vector space (V, ω) . The group H is called the Heisenberg group. It can be realized as the set
equipped with the multiplication rule
The center of H is Z(H) = {(0, z) : z ∈ k}. Fix a non-trivial central character ψ : Z = Z(H) −→ C × . We have the following fundamental theorem Theorem 1.1.2 (Stone-von Neumann [St, N] ). There exists a unique (up to isomorphism) irreducible representation (π, H, H) with central character ψ, i.e., π(z) = ψ(z)Id H for every z ∈ Z.
We call the representation π appearing in Theorem 1.1.2 the Heisenberg representation associated with the central character ψ.
1.2. The Weil representation. Let Sp = Sp(V, ω) be the group of linear symplectic automorphisms of V . The group Sp acts by group automorphism on the Heisenberg group through its tautological action on the vector space V . This induces an action of Sp on the category Rep(H) of representations of H, i.e., given a representation π ∈ Rep(H), and an element g ∈ Sp, one obtains a new representation π g (realized on the same Hilbert space) defined by π g (h) = π(g · h). It is clear that this action does not affect the central character and sends an irreducible representation to an irreducible one. Let π be the Heisenberg representation associated with a central character ψ. Invoking Theorem 1.1.2, we conclude that for every element g ∈ Sp, we have
Denote by ρ(g) : H −→ H an intertwiner which realizes the isomorphism (1.2.1) . Equivalently, this means that ρ(g) satisfies and in fact is determined up to scalar by the following equation
for every g ∈ Sp.
The above equations are sometimes referred to in the literature as the Egorov identity. Having that all π g , g ∈ Sp are irreducibles, and using Schur's lemma, we conclude that the collection {ρ(g)} g∈Sp forms a projective representation ρ : Sp −→ P GL (H) .
It is a non-trivial fact that any projective representation of the group Sp can be linearized 5 . In particular the representation ρ can be linearized into an honest representation which we also denote by ρ : Sp −→ GL (H) . This can be done in a unique 6 way unless 7 k = F 3 and dim V = 2. Let us summarize the previous discussion in the following theorem 5 Note that this fact has essentially nothing to do with the fact that the Weil representation can be linearized. It was suspected by Kazhdan [Ka] that the linearization of the Weil representation follows from a finer property of the vector space (V, ω), i.e., it admits a canonical quantization.
6 Due to the perfectness of the group Sp. 7 The group SL2(F3) has three multiplicative characters. However, also in this case a canonical choice exists. The idea [B1, G] 
Remark 1.2.4. The fact that the projective representation ρ can be linearized is a peculiar phenomenon of the finite field situation. If one deals with the analogue constructions over infinite fields, such as R and p-adic fields, it is a deep fact [W] that ρ can be de-projectivized up to a ± sign, which is called the metaplectic sign. Hence, in this case ρ can be corrected to a representation of a double cover
which is called the metaplectic cover. This fact is responsible for several fundamental phenomena in quantum mechanics, such as the nonzero energy of the vacuum state of the harmonic oscillator.
Note that the classical construction of the Weil representation relays heavily on the Stone-von Neumann theorem. In the next section we establish a strengthening of the Stone-von Neumann theorem which imply the existence of a canonical model for the Heisenberg representation. In particular, this furnish a more transparent construction for the Weil representation.
The strong Stone-von Neumann theorem and the canonical
Hilbert space 2.1. Enhanced Lagrangian subspace. Let (V, ω) be our fixed symplectic vector space. We start with the following definition 9 Definition 2.1.1 (Bernstein [B2] ). An enhanced Lagrangian subspace is a pair (L, v L ), where L is a Lagrangian subspace of V and v L , called the enhancer, is a non-zero vector in the top wedge product ∧L = ∧ N L.
We denote by Lag • the set of enhanced Lagrangian subspaces. In the sequel we will use the notation L • to specify an element from the set Lag • .
Models of the Heisenberg representation. Fix a non-trivial central character
ψ : Z(H) → C × . To any enhanced Lagrangian subspace L • ∈ Lag • we associate a model (π L • , H, H L • ),(2.
2.1)
8 Essentially unique in view of the previous remark. 9 We thank A. Polishchuk for pointing out to us that the use of enhanced Lagrangian subspace might be considered as an Fq-analogue of well known considerations due to Lion and Vergne [LV] with usual oriented Lagrangians giving explicitly the metaplectic covering of Sp(2N, R).
of the Heisenberg representation with a central character ψ as follows. The Hilbert space H L • consists of functions f : H → C satisfying the equivariance property
for every z ∈ Z, l ∈ L and h ∈ H. The group H acts on H L • via multiplication from the right and we will denote this action by π L • . It can be easily verified that the representation π L • is irreducible and that the center Z(H) acts by the character ψ. Moreover, by the Stone-von Neumann Theorem (Theorem 1.1.2) the representations π L • associated with different L • are all isomorphic, i.e., these are different models of the same irreducible representation.
2.3. Action of the symplectic group. The group Sp acts on the set Lag • of enhanced Lagrangian subspaces in the obvious manner
In addition Sp acts on the space of complex valued functions C(H) by
and this induces a morphism
The strong Stone-von Neumann theorem. Given a pair
of intertwining operators between the two representations. By the Stone-von Neumann theorem we have dimInt M • ,L • = 1. The following theorem (Section 3 is devoted to its proof) is a strengthening of the Stone-von Neumann theorem.
Theorem 2.4.1 (Strong Stone-von Neumann theorem). There exists a col
(2) (Equivariance) For any pair M • , L • and any element g ∈ Sp we have a commutative diagram
2.5. Canonical Hilbert space. The canonical Hilbert space
is the subspace of compatible systems of vectors, i.e., a collection (
Concluding, we obtain Theorem 2.5.1 (Canonical Hilbert pace). Let (V, ω) be a 2N -dimensional symplectic vector space over a finite field k of odd characteristic. There exists a canonical Hilbert space H V attached to (V, ω).
2.6. The Weil representation. The vector space H V hosts a canonical realization of the Weil representation ρ : Sp → GL(H V ) given by the formula
Construction of the canonical intertwiners
The construction will proceed in two stages. First, the case where the pair M • , L • are in a general position will be considered. In this case an anzatz for F M • ,L • will be provided. Then the construction will be extended to singular pairs. This will be done using the language of algebraic geometry.
3.1. Generic situation. 
where G 2 denotes the Gauss sum G 2 = z∈Z (H) ψ( 1 2 z 2 ), and σ is the Legendre character of k × . Finally, note that the symplectic form ω induces a nondegenerate pairing between ∧L and ∧M , which we denote 10 also by ω. This explains the notation ω(v L , v M ) in (3.1.1.2).
10 Sometimes it is denoted by ω N .
The sub-collection (3.1.1.1) satisfies both Properties 2.4.2 and 2.4.3 when properly adjusted as follows
be three enhanced Lagrangian subspaces which are pairwise in a general position. The following theorem holds true Theorem 3.1.2.1. We have
3.1.3. Equivariance. The subset O is closed under the Sp-action. Moreover, the intertwiner (3.1.1.1) was defined completely in terms of the symplectic structure, therefore, the equivariance property (2.4.3) is satisfied.
3.2.
Extending the construction to singular pairs. We have so far constructed a sub-collection {F M • ,L • } of operators, which are defined only for pairs M • , L • in a general position. We shall now tackle the issue of how to extend this construction to all pairs of enhanced Lagrangian subspaces so that Properties 2.4.3, and 2.4.2 will continue to hold.
Using the language of kernels (see below), the extension problem can be reduced to the problem of extending a function F U which is defined on the set U = H 2 × O to a function F defined 11 on the bigger set X = H 2 × Lag •2 . For this purpose we use the available language of algebraic geometry over finite fields and in particular the operation of perverse extension [BBD] . 
Composition is given by convolution of kernels
satisfying (3.2.1.1).
In more detail, we have the following two fiber bundles over Lag •2
11
Note that if such a family F exist then it is already determined by the explicit family FO. This is due to the multiplicativity property and the fact that for any pair of where pr denotes the natural projection and β is the fiberwise action given by
and finally the map
Finally, consider the action
A reformulation of Theorem 2.4.1 is given by Theorem 3.2.1.6 (Strong Stone-von Neumann theorem (reformulation)).
There exists a function F : X → C satisfying the following properties
(1) (Kernel) The function F is a function of kernels, i.e., it satisfies the equivariance identity
where β and d are the maps defined in (3.2.1.3), (3.2.1.4) and pr : Y → X is the natural projection. (2) (Multiplicativity) We have
which is an abbreviated notation for pr * 12 F * pr * 23 F = pr * 13 F where pr ij : Lag •×3 → Lag •×2 denotes the projector on the (i, j) copies with 1 ≤ i < j ≤ 3 and * is the convolution operation defined in (3.2.1.2).
13 With fiber over (L • , M • ) equal to the Cartesian product of the underline Lagrangian subspaces, i.e., L × M .
(3) (Equivariance) The function F is invariant under the Sp-action (3.2.1.5),
i.e.,
where pr : Sp × X → X is the natural projection.
The construction of the function F announced in Theorem 3.2.1.6 will follow from a more general geometric statement that will be formulated in Subsection 3.3.
3.2.2. Kernels on the generic set.
In view of Theorem 3.1.2.1 we know that the function F U is multiplicative and equivariance, where the equivariant property should be considered on the subset U (which is closed under the action of Sp), and in the multiplicativity property, both sides of (3.2.1.7) should be considered over the subset U ′ ⊂ H 2 × Lag •×3 consisting of triples of enhanced Lagrangian subspaces which are pairwise in a general position.
3.2.3. Formula. Let us end this paragraph by developing an explicit formula for the kernel F U .
For Denote
where the last map is the projection onto the Z-coordinate. We have
where ψ : Z −→ C is the fixed non-trivial additive character and b M • ,L • is the normalization (3.1.1.2).
3.3. Geometric canonical intertwining operators. In this section we intend to construct a geometric counterpart to the set-theoretic canonical intertwining operators appearing in Theorem 2.4.1. This will be achieved using the geometric procedure that we will call geometrization. This is a formal procedure, invented by Grothendieck and his school 14 , by which sets are replaced by algebraic varieties over the finite field, functions are replaced by certain sheaf-theoretic objects and set-theoretic statements by geometric statements.
14 The most famous applications of this procedure are Deligne's seminal works [D2, D3] on the Weil conjectures and their generalizations.
3.3.1. Preliminaries from algebraic geometry. Let us use some space to recall notions and notations from algebraic geometry and the theory of ℓ-adic sheaves [BBD] .
Varieties. In the sequel, we are going to translate back and forth between algebraic varieties defined over the finite field k and their corresponding sets of rational points. In order to prevent confusion between the two, we use bold-face letter X to denote a variety and normal letter X to denote its corresponding set of rational points X = X(k). In more detail, given an algebraic variety X, i.e., a variety in the usual sense defined over the algebraically closed field k, we have the following Cartesian square
where F r : Spec(k) −→ Spec(k) corresponds by duality to the Frobenius endomorphism of the field k. A variety X is said to be defined over the finite field k if it is equipped with an isomorphism α : X ∼ → X. We denote the composition F r • α : X −→ X also by F r.
Concluding, an algebraic variety, which is defined over the finite field k is equipped with an endomorphism F r : X → X, called Frobenius. This is also called a rational structure. We denote by X the set of points fixed by the Frobenius endomorphism, i.e.,
Sheaves. Let D b (X) denote the bounded derived category of constructible ℓ-adic sheaves on X [BBD] . We denote by P erv(X) the Abelian category of perverse sheaves on the variety X, that is the heart with respect to the autodual perverse t-structure in D b (X). We will use the notion of n-perversity, i.e., an object F ∈D b (X) is called n-perverse if F[ − n] ∈ P erv(X). Finally, we recall the notion of a Weil structure (Frobenius structure) [D3] . A Weil structure associated to an object F ∈D b (X) is an isomorphism
A pair (F, θ) is called a Weil object. By an abuse of notation we often denote θ also by F r.
Remark 3.3.1.1. We choose once and for all an identification Q ℓ ≃ C, hence all sheaves are considered over the complex numbers.
In particular, given a Weil object (F, F r * F ≃ F) one can associate a function f F : X → C, to F using the formula
This procedure is called Grothendieck's sheaf-to-function correspondence.
3.3.2. Geometrization. The main goal now is to formulate and prove a geometric statement which, in particular, proposes a proof of Theorem (3.2.1.6).
Replacing sets by varieties. The first step we take is to replace all basic sets involved by their geometric counterparts, i.e., algebraic varieties. The symplectic space (V, ω) is naturally identified as the set V = V(k), where V ≃ A 2N is equipped with a symplectic form ω : V × V →A 1 respecting the rational structure of both sides.
The Heisenberg group H is naturally identified as the set H = H(k), where
is the group variety equipped with the same multiplication formula (1.1.1).
The group Sp is naturally identified as Sp = Sp(k) where
Finally, the set Lag • of enhanced Lagrangians is identified as the set
Replacing functions by sheaves. In the second step we should replace all basic functions involved by their sheaf-theoretic counterparts.
The central character ψ : Z −→ C × is associated via the sheaf-to-function correspondence to the Artin-Schreier (Weil) character sheaf
In addition, we will need to consider another basic sheaf, the Legendre character sheaf (also called the Kummer sheaf)
which is associated with the Legendre character σ on k × ≃ G m (k), i.e., f Lσ = σ. Looking back at formulas (3.1.1.2) and (3.2.3.2) a geometrization for the constant G 2 by a certain Weil object should be proposed. This we do by using the Gauss sheaf
where, for the rest of these notes, = ! denotes integration with compact support [BBD] .
It is an instance of Grothendieck's Lefschetz trace formula [Gr] for Frobe- [BBD] , and dim H 1 (G 2 ) =1. Hence, G 2 can be thought of as a one-dimensional vector space, equipped with a Frobenius operator, cohomologically shifted to sit at degree 1. The following theorem proposes an appropriate sheaf theoretic object which underlie the desired function of kernels appearing in Theorem 3.2.1.6. Let
Theorem 3.3.3.1 (Geometric strong Stone-von Neumann theorem). There exists a geometrically irreducible N 2 -perverse Weil sheaf F of pure weight zero on X satisfying the following properties
(1) (Kernel) The sheaf F is a "sheaf of kernels", i.e., there exists an isomorphism
where pr : Y → X is the natural projection. (2) (Multiplicativity) There exists an isomorphism F * F ≃ F, which is an abbreviated notation for pr * 12 F * pr * 23 F ≃pr * 13 F with pr ij : Lag •3 → Lag •2 denotes the projector on the (i, j)-copy 1 ≤ i < j ≤ 3. (3) (Equivariance) There exists an isomorphism
Conclusion: Theorem 3.2.1.6 now follows by taking
Indeed, in view of the fact that the sheaf-to-function operation commutes with all the operations involved in Theorem 3.3.3.1, i.e., it takes them to the analogue set-theoretic operations, it is easy to see that the function F (3.3.3.2) satisfies the desired properties.
Proof of the geometric strong Stone-von Neumann theorem
In this section a proof of Theorem 3.3.3.1 will be suggested. The main player in the proof is a perverse sheaf F U which geometrizes the function F U (3.2.3.2) on the generic locus constructed in Subsection 3.2.3. Using the operation of perverse extension [BBD] the sheaf F U is extended to the perverse sheaf F. The verification that the sheaf F satisfies the properties announced in Theorem 3.3.3.1 will be reduced to the fact that these properties are given as identities of perverse sheaves, and this means that it is enough to check them for F U .
4.1. Construction of the sheaves F U and F. Let U = H 2 ×O ⊂ X be the open subvariety consisting of pairs M • , L
• which are in general position. Define the following sheaves
• Non-normalized kernels.
Define on the open subvariety U the sheaf F with fiber
• : H 2 → Z is the morphism given by formula (3.2.3.1).
• Normalization coefficients. Define on the open subvariety U the sheaf B with fiber
where G 2 is the Gauss sheaf (3.3.2.1).
• Normalized kernels. Define on the open subvariety U the sheaf
(4.1.1)
Finally, the sheaf F is constructed by taking
where j : U ֒→ X is the open embedding and j ! * is the functor of perverse extension [BBD] .
Remark 4.1.3. It is immediate from the construction that the sheaf F U (4.1.1) is geometrically irreducible N 2 -perverse of pure weight 0.
Remark 4.1.4. Note that the function F (3.3.3.2) is an extension of the function F U (3.2.3.2). This follows from the trivial facts that f F U = F U , F |U = F U and that the sheaf-to-function correspondence commutes with restriction.
Complements
5.1. The restriction principle. In general the restriction of a perverse sheaf to a subvariety is no longer a perverse sheaf. However, the sheaf F is of a special kind and intuitively might be thought of as a family of (kernels of) Fourier transforms (see formula (4.1.2)). This explain the principle that the restriction of F to certain "multiplicative" subvarieties is a perverse sheaf. More formally, consider the variety 16 G = Lag • × Lag • , the projections pr i : G → Lag • , i = 1, 2 on the first and second coordinates respectively. One has the induced fiber product G ×
the multiplication morphism (1) A subvariety S ⊂ G will be called multiplicative if the restriction of (5.1.1) to S induces a morphism
(2) A multiplicative subvariety S ⊂ G will be called openly generated if the induced morphism
is smooth and surjective.
The following theorem suggest a formulation 17 of the restriction principle.
Theorem 5.1.2 (Restriction property). Let S ⊂ G be a multiplicative openly generated subvariety. The sheaf F |H 2 ×S is a geometrically irreducible [dim(H 2 × S) − N]-perverse Weil sheaf of pure weight zero.
Unitary structure.
The following theorem suggest a canonical unitary structure ("Bra-Ket") on the quantum space H V .
Theorem 5.2.1 (Canonical unitary structure). There exists a canonical
The form ·, · can be constructed as follows. Consider the dual symplectic vector space (cf. [We] ) (V, ω) * = (V, −ω), the "dual" additive character ψ * = ψ −1 : k → C × and the associated space H V * . The following relation holds Lemma 5.2.2 (Quantization commutes with duality). There exists a canonical isomorphism
(5.2.3) 16 We deliberately use the letter G to denote the variety Lag • × Lag • as it is in a natural way a groupoid [BW] .
17 Probably this formulation of the restriction principle can be generalized in various ways. However, for the applications that we have in mind this formulation is sufficient.
The isomorphism (5.2.3) is obtained via the non-degenerate pairing 
where g L denotes complex conjugation.
5.3. Quantization commutes with product. In this subsection we establish the compatibility of the operation of taking the canonical Hilbert space with the operation of product, i.e., the identity
5.3.1. Product property. Consider two symplectic vector spaces (V 1 , ω 1 ) and (V 2 , ω 2 ) over a finite field k of odd characteristic and their product V 1 × V 2 with the symplectic form ω = ω 1 + ω 2 . The associated symplectic groups are Sp 1 = Sp(V 1 , ω 1 ), Sp 2 = Sp(V 2 , ω 2 ) and Sp = Sp (V 1 × V 2 , ω) . There exists a canonical embedding i : Sp 1 × Sp 2 ֒→ Sp, and if 18 char(k) = 3 or dim(V i ) = 2, i = 1, 2, then there exists an isomorphism i * ρ ≃ ρ 1 ⊠ ρ 2 , (5.3.1.1)
where ρ i and ρ are the Weil representations (see Subsection1.2) of the groups Sp i , i = 1, 2 and Sp respectively and ⊠ denotes exterior tensor product. Since the group SL 2 (F 3 ) has three distinct multiplicative characters then the Egorov identity (1.2.2) determines "the Weil representation of SL 2 (F 3 )" only up to three possible choices. However, the condition (5.3.1.1) can be used [B1, Ga] to suggest a canonical choice for the Weil representation of SL 2 (F 3 ), i.e., the unique one which is compatible with all the isomorphisms (5.3.1.1).
Recall that also the invariant realization H V with V ≃ F 2 3 suggests a natural candidate for the Weil representation of SL 2 (F 3 ). In fact both choices coincide since we have 18 From all the symplectic groups over odd characteristics finite fields only Sp(2, F3) has non-trivial multiplicative characters, more precisely Hom(Sp(2, F3), C × ) ≃ Z3. given by the formula i[(v 1 , z 1 ), (v 2 , z 2 )] = (v 1 , v 2 , z 1 + z 2 ). Consider the sets
and the associated functions of kernels (see Theorem 3.2.1.6) F 1 , F 2 and F on X 1 , X 2 and X respectively. Note that in the language of kernels Theorem 5.3.1.2 becomes the identity
Geometrizing, we have the algebraic varieties X 1 , X 2 , X, the morphism i : X 1 × X 2 → X, and the associated sheaves of geometric intertwiners (see Theorem 3.3.3.1) F 1 , F 2 and F on X 1 , X 2 and X respectively. The geometric product property is stated in the following theorem Theorem 5.3.2.2 (Geometric product). There exists a canonical isomorphism
where ⊠ denotes exterior tensor product.
