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Introduction
Ant Colony Optimization (ACO) is now one of the standard paradigms for designing optimization algorithms (see the book by Dorigo and Stutzle [5] ). Its idea is based on a common observation that ants often choose a reasonable path, and can gradually change their choices when the environment changes. This, however, does not fully justify the growing use of the idea in numerous areas, for examples, Network Routing [1, 2, 13] , Vehicle Routing [10] , and TSP [15] Roughly speaking, the Ant Colony Optimization is a meta-heuristic, i.e., it is a general framework for designing optimization algorithm. The idea is to have many agents, called ants, each independently finding feasible solution, and a shared communication mechanism based on pheromone values. The algorithm works in iterations, each starting when a set of ants wander around gathering information of the solutions, following by the information exchange phase, when ants updating the pheromones according to how good the solutions they see. Since ACO is an iterative algorithm, the running time is usually measured in terms of the number of iterations.
The growing interests in finding theoretical ground for ACO follows the same trend as in the other nature-based paradigms, e.g., genetic algorithms [8] , simulated annealing [8] , and neural network learning. However, beside a few convergence results [3, 7, 15] and an analysis of a very simple problem called OneMax [11] , almost nothing is known.
Gutjahr [7] , and Dorigo and Blum [3] prove the convergence result, i.e., they show that some forms of ACO eventually find the optimal solutions. The running time of the ACO algorithm is related to the notion of convergences. Dorigo and Blum [3] put many convergence results in to a general framework and propose two types of convergence, i.e., convergence in value and convergence in solution. The time that the algorithm converges in value is the time that it finds the optimal solution once; this is also called the running time of the algorithm. However, convergence in solutions occurs when all ants find the optimal solution. Since each ant randomly makes choices based on pheromone values on the edges, convergence in solutions can only take place when the pheromone values on wrong paths all go to zero.
However, the numbers of steps in their analyses are exponentially large, as their goal is to show that the algorithms are correct in the limit.
A more precise analysis of the running times of the ACO-type algorithms is left as an important open problem, where an analysis of one specific problem, called One-Max, is explicitly called for.
One-Max is a very simple optimization problem where there are n zero-one variables, Recently, the running time of the ACO-based algorithm, 1-ANT, for One-Max is analyzed by Neumann and Witt [11] . They consider the algorithm that uses a single ant and present a phase transition result on the running time as a parameter of the evaporation factor ρ . If the number of variables in One-Max is n , they show with high probability that if ) ( . In order to prove this upper bound, they show that the probability for a sum of independent indicator random variables deviates from its mean is not too small.
Results
In this paper, we extend the work of Neumann and Witt [11] We also present a new notion of convergence, called greedy convergence. The set of pheromone values converges in the greedy sense when any ant applying a greedy strategy, i.e., choosing edges with maximum pheromone values, always find the best solution. We believe that this notion of convergence captures the usual explore-exploit paradigm for many nature-based algorithms. Our analysis of the ACObased algorithm not only gives the bound on the running time to find the best solution but it also shows the greedy convergence time bound.
Paper organization
This paper is organized as follows. In Section 2, we give definitions of the problems we consider and the algorithms. Section 3 gives the analysis of the multiple-ant algorithms for One-Max. We describe a simple variant for computing shortest paths in directed acyclic graphs. Section 5 briefly discusses a new notion of convergence, greedy convergence. Experimental results are presented in Section 6. We conclude with Section 7 where we also discuss further directions and open problems.
Definitions and Notations
In this section, we first review an ACO metaheuristics. Then we give two formulations of OneMax as graph problems. We then describe the singledestination shortest path problems on a directed acyclic graph, the central problem of this paper.
The Ant Colony Optimization
Dorigo calls an Ant Colony Optimization a Meta Heuristics [4, 5] , i.e., it is a general framework for designing optimization algorithm. The idea is to have many agents, called ants, each independently finding feasible solution, and a shared communication mechanism based on pheromone values. The general framework can be easily described for path problems in graphs. Each edge in the graph maintains a pheromone value. A set of ants traverse the graph to find feasible solutions. At each node an ant chooses an out-going edge randomly with probability proportional to the pheromone value on each edge. An iteration ends when all ants either find a solution or terminate because some dead-end is reaches. After any iteration, the pheromone values are updated according to some update rule. Usually, before the pheromones get updated, an evaporation factor 1 < ρ is multiplied to every pheromone values. See [3, 5, 7] for more information.
In this paper we consider one specific updating rule, i.e., the pheromone values will only be updated when the solution found is not inferior to the current best one. This updating rule has been used in almost all convergence results, see [3, 7, 15] .
One-Max and its Formulation as Graph Problems
One-Max is a very simple optimization problem where there are n zero-one variables, 
Single-Destination Shortest Paths on a DAG
We are given a weighted directed acyclic graph ) , ( E V G = with length l on the edges, and a destination node V t ∈ . For path P, the length l(P) is the sum of the lengths of all the edges in P. The shortest path from v to t is the path with the shortest length. In this problem, we want to find, for each V v ∈ , the shortest path from v to t. We assume that t is reachable from every nodes.
We first note that since G is acyclic, one can always find shortest paths for any real length functions l. In general graph, this might not be true, since shortest paths do not exist if some negativelength cycle is presented. Also, finding shortest simple paths, in general graph, is known to be NPhard.
It is not difficult to see that an instance of OneMax is also an instance of this problem. (Try negating the edge weights.)
In this paper, we are interested in finding for each node v, the shortest length from v to t. Given this shortest distance for every node, one can find the required shortest path by comparing the distance of neighboring nodes.
Multiple-Ant Algorithm for One-Max
We first describe an algorithm for One-Max that uses multiple ants.
Each , and edge e 2p(i) otherwise, it remembers its choice and then proceeds to the next node through that edge. After all ants reach the final node v n , every ant has the solution s i with value f i . We start the pheromone update. We follow the rule by Neumann and Witt [11] , which is a slight rephrasing of the "best-so-far" update rule in Dorigo and Blum [3] . It then compares the values of f i and i fˆ, and if f i
is not smaller than i fˆ, it update i fˆ and the pheromones on edges e 2i-1 and e 2i . We maintain that the minimum pheromone is at least The update rule can be described by the following pseudo-code: PROCEDURE PHEROMONE-UPDATE-FOR-ANT-i:
// a is an index of the edge in s i // b is an index of the edge not in s i 7.
We call this variant an n-ANT algorithm. Note that ant i only updates the pheromones on edges adjacent to its starting point v i-1 . This updating rules is very local, i.e., ant i can only update information at its origin. This is quite similar to AntNet without backward ants.
We also stress the importance of the parameter ρ , the evaporation rate, in our algorithm. For the purpose of the analysis, we denote the pheromone on edge i at iteration t as ) (t i τ .
Running time analysis
We start by stating a simple fact.
Observation 1 For all i and t, We are ready to prove the first theorem stating the running time of the algorithm.
Theorem 3
Intuitively, we want to correctly saturate every edge pair.
Consider any ant i. Assume that every ant j for all j > i has found the best solution, i.e.,
, and ever edge pair e 2j-1 and e 2j is correctly saturated. Note that the pheromones on these edge pairs will not change later, because we only update the pheromones when we find better solutions, but we currently have the best solution. This assumption can be seen, informally, as a requirement that every ant closer to the final node has "finished" its job, i.e., gets its best solution and saturates its responsible edge pairs. We analyze the expected number of iterations the algorithm needed after the assumption becomes true so that ant i finds its best solution, i.e., 1 + − = i n f i , and the edge pair e 2i-1 and e 2i is correctly saturated in the following claim.
Claim 4
The expected number of iterations the algorithm needed after the assumption becomes true so that ant i finds its best solution, i.e., 1 + − = i n f i , and the edge pair e 2i-1 and e 2i is correctly saturated is ) log ( n O n ρ Proof of Claim: First, let us find the lower bound on the probability that for a given iteration ant i finds the optimal solution. From Lemma 1, ant i chooses edge e 2i-1 with probability at least ) / 1 ( n Ω . Now consider the probability that it chooses all the correct edges afterwards. Since all edge pair e 2j-1 and e 2j , for j > i, is correctly saturated, the probability that the ant chooses edge e 2j-1 is
The ant has to make a total of i n − choices, for 1 ≥ i ; therefore, the probability that all are the right ones is
Since the choices ant i makes at node v i-1 and all other nodes are independent, we have that the probability that it makes all the correct choices is )
. Note that the number of iterations needed so that ant i finds its optimal solution once is a geometric random variable with success probability at least ) / 1 ( n Ω . Thus, the expected number of iterations needed so that ant i sees its optimal solution once is O(n). (See, e.g., [6] , for more information on probability theory.)
Now, we turn to analyze the number of times ant i must find the optimal solution to bring up the pheromone value of e 2i-1 , i.e., the number of times we need to update the pheromones so that edge pair e 2i-1 and e 2i is correctly saturated. We only analyze the number of updates so as to make the pheromone on the incorrect edge e 2i goes to min 
, the edge pair e 2i-1 and e 2i is correctly saturated.
From linearity of expectation, the expected number of iterations so that ant i sees the optimal solution for ) log (
This finishes the proof of Claim 4. ■
We are ready to prove the theorem. Let random variable T be the number of iterations needed so that all ants find their optimal solution and all edge pairs are correctly saturated. We can write T as
where i T is the number of iterations needed for ant i to find its optimal solution and correctly saturate edge pair e 2i-1 and e 2i , after the all ants j, for j > i, find their optimal solutions and correctly saturates edge pair e 2j-1 and e 2j .
From Claim 4, E[T
It is not difficult to turn the previous result into a high probability one. We skip the detail from this version of the paper.
ACO-based Algorithm for Finding Single-Destination Shortest Paths on a DAG
The algorithm for this problem is quite similar to the one for One-Max. We use n ants, each ant a v starting at node v. Each ant chooses outgoing edges according to the pheromones, and traverses the graph until it reaches the destination t. After all ants finish, we update the pheromones. Each ant is responsible for updating the pheromones on edges leaving its starting nodes. As in One-Max, each ant a v keeps v fˆ and v ŝ , the best shortest distance and the current best shortest path.
The analysis follows the same argument as in the previous section, but with some technical difficulties. First of all, we have to change the bounds on the pheromone values, i.e., we let ; this guarantees that the sum of the pheromones on the edges leaving any node is exactly 1. We first state an analogous of Lemma 2, whose proof is omitted because it is similar to that of Lemma 2.
Lemma 5 Any edge e = (u,v) is chosen by any ant at node u with probability at least
The central idea to the proof of Theorem 3 lies in the fact that the pheromones on the correct edges, after saturated, can not decrease. This idea is true only for the case where there is a single unique "correct" outgoing edge for each node. Thus, in this case, we need a new notion of pheromone saturation.
We say that node v is processed if v fˆ equals the shortest distance from v to t and the pheromone on every edge not belonging to any shortest path from v to t is min τ . Note that we do not require the pheromones on any correct edges to be max τ , since this might not be possible. Consider, for example, a node having two outgoing edges, both are on some shortest paths.
With this definition, we can follow the calculation done in Claim 4 to find that the upper bound on the number of times ant a v needs to find the optimal solution, before node v gets processed is still ) log ( ) ln(
The following is our main theorem.
Theorem 6
The expected running time of the ACObased algorithm for finding single-destination shortest paths on a DAG with n nodes and m edges is ) log (
Proof: We first bound the expected number of iterations needed to process node u, provided that every node reachable from u to t has already been processed. Ant a u have to randomly chooses at most n choices to reach t. From Lemma 5, it chooses the first choice correctly with probability at least ) (
After that it has to make at most 1 − n choices. We bound the probability it chooses a wrong choices given that it previously make no bad move. Since it has not chosen any bad choices, ant a u is at some node v on some shortest path from u to t. Clearly, since the shortest path from u to t goes through v, if we continue on the shortest path from v to t, we are still on the right track.
Note that v is processed, i.e., the pheromones on every "wrong" edge leaving v is 2 min / 1 n = τ . Thus, the sum of the pheromones on the wrong edges, which is also the probability of choosing these edges, is at most n n 1 2 ≤ ∆ . Thus, a u continues to make right choices with probability at least ( )
Using the same argument as in the proof of Claim 4, we have that the probability that a u makes all the right choices, given that it make the first move correctly, is at least ) 1 (
. Therefore, the success probability for a u is at least We then analyze the total running time. Consider nodes in topological order where t is the first nodes and if there is an edge (u,v), nodes v comes before u in the ordering. The expected number of iterations to process each node u in this order is ) log ) ( deg ( 
as claimed. ■
Greedy Convergence
In this section, we mention briefly the new notion of greedy convergence. Our results from Section 3 and 4 states that after a polynomial number of iterations, all the wrong edges have pheromone min τ . This should give enough hints for any ant to find the optimal solution, since by choosing edges with the largest pheromone values, it can never make any mistake. We believe that this notion captures the notion of exploration-exploitation in many Nature inspired algorithms.
When study greedy convergence, we are interested in the upperbound on the expected number of iterations needed so that the pheromone values on every edges satisfy the following property: if any ant starts at any nodes and follow the out-going edges with the larges pheromone values, it always find the optimal solution.
Note that both of our results on One-Max and shortest paths also imply the bounds on the greedy convergence times, since we also show that the pheromones on all wrong edges go to minimum.
The notion of greedy convergence is quite different from convergence in values and in solutions. It looks stronger than convergence in value, but we conjecture that it is not the case and there are cases where pheromone values can converge in the greedy sense even when the optimal solution has not been found.
Experimental results
In this section we give experimental results on two problems, One-Max and shortest paths on directed acyclic graphs. Results on One-Max are described in Section 6.1, and results on shortest paths are described in Section 6.2.
Experiments on One-Max
We ran our multiple-ant algorithms on an instance of One-Max with 10 to 100 nodes. In our experiments, we set n / 1 = Table 1 and plotted in Figure 3 . Figure 4 shows how the pheromone values on the correct edges change over time, for one experiment with n = 30.
We also ran some experiments on the original 1-ANT algorithm of Neumann and Witt. The numbers of iterations are shown in Table 2 . We note the difference in how the pheromone values changes over time (shown in Figure 5 for n = 30) between the 1-ANT algorithm and our multiple-ant algorithm.
The average numbers of steps for both algorithms are plotted in Figure 6 . Note that direct comparison might be misleading, because these numbers are the numbers of iterations, not the actual running times. 
Experiments on Directed Acyclic Graphs
We performed experiments on the shortest path algorithms on graphs of size n = k 2 where k = 3, 4, …, 10. For each k, the graph has 2k -1 layers; for k i ≤ ≤ 1 , layer i has i nodes, and for 1 2 − ≤ < k i k , layer i has 2k -i nodes. The nodes between two adjacent layers are connected by directed edges to make the graph looks like a grid. An example for k = 5 is shown in Figure 7 . The weights on edges are chosen uniformly at random from 0 to 1.
For each value of k, we ran our multiple-ant algorithms for 10 times. The average numbers of iterations and their standard deviations are shown in Table 3 ; they are graphed in Figure 8 .
Conclusions and open problems
In this paper we analyze a variant of ACO algorithms on two problems, One-Max and the single-destination shortest paths on a directed acyclic graph. The later problem, we believe, is the first running time analysis of ACO-based algorithm on practical problems.
We list a few open problems. The immediate one would be to analyze the algorithm on general graphs. We note that our proof on the number of iterations works for undirected graphs, however since there might be cycles in the graphs, it is possible, although not very likely, that some ant walks forever. We feel that if an appropriate notion of iterations is defined, it should be possible to get the polynomial running time bound for this case as well. For directed graphs, the situation looks much harder, since it is known that there are families of directed graphs that random walks required exponential times to cover them.
Although we have proven a polynomial time bound, we have not tried to get the best possible bounds. It might be good to show the same running time bound as Neumann and Witt. Also, the updating rule we consider (the "best-so-far" update) crucially helps us (and others) in the analysis. We would like to see the effects of choosing this updating rule and, perhaps, an analysis for the case for more general rules.
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