We consider weighted operators acting on L p pR d q and show that they depend continuously on the weight w P AppR d q in the operator topology. Then, we use this result to estimate L p w pTq norm of polynomials orthogonal on the unit circle when the weight w belongs to Muckenhoupt class A 2 pTq and p ą 2. The asymptotics of the polynomial entropy is obtained as an application.
Introduction
Suppose µ is a probability measure on the unit circle T and tϕ n pz, µqu the sequence of polynomials orthonormal with respect to µ, i.e. deg ϕ n " n, k n def " coeff n ϕ n ą 0, pϕ n , ϕ k q L 2 µ pTq " δ n,k , (1.1)
where δ n,k is the Kronecker symbol and coeff j Q denotes the coefficient at the power z j in polynomial Q. One version of Steklov's problem in the theory of orthogonal polynomials can be phrased as follows: given a Banach space X with norm }¨} X , what regularity of µ is needed to have sup nPN }ϕ n pz, µq} X ă 8? This problem has a long history which will be briefly discussed later. If X " L 2 µ pTq, we have }ϕ n } X " 1 by definition. In this paper, we will be concerned with the case when X " L p µ pTq, p ą 2 and absolutely continuous µ is given by its weight, i.e., dµ " w 2π dθ. We recall the definition of Muckenhoupt class A p pTq. Definition. The weight w P A p pTq, p P p1, 8q if 1 |I|
where I is an arc in T.
Given w P A 2 pTq, we define the following quantity p cr ptq " suptp : sup n }ϕ n pz, wq} L p w pTq ă 8, rws A2pTq tu .
Clearly, p cr ptq is non-increasing on r1, 8q as a function in t and p cr ptq 2. Our first main result is the following theorem.
Theorem 1.1. We have p cr ptq ą 2, lim tÑ1 p cr ptq "`8, lim tÑ8 p cr ptq " 2 .
Remark. In Appendix, we take w as Fisher-Hartwig weight and prove p cr ptq ă Cpt´1q´1 {2 for t P p1, 2s. For t ą 2, the estimate p cr ptq ă 2`Ct´1 {6 will be obtained in the third section. The proof of this theorem in the perturbative regime, i.e., when t is close to 1, requires the following general result in the theory of weighted L p spaces. Consider spaces L p pR d q or L p pT d q, d P N. If H is a linear bounded operator from L p pR d q to itself, its operator norm will be denoted by }H} p,p . Suppose w P A p pR d q and H is a linear operator that satisfies weighted bound }w 1{p Hw´1 {p } p,p Fprws Ap , pq, p P p1, 8q (1.3) with some p P p1, 8q and function Fpt, pq which is continuous in t on p1, 8q.´The Hunt-Muckenhoupt-Wheeden theorem shows that H can be taken as a singular integral operator and recent breakthrough on domination of singular integrals by sparse operators provides the sharp dependence of F on rws Ap , see [18] .¯Recall that f P BMOpR d q if
where B denotes a ball in R d . The theorem that comes next is a slight improvement of a result by Pattakos and Volberg [22, 23] . Two corollaries of theorem 1.1 are straightforward. To state them, we need a few definitions. Given a weight w, define q cr pwq " suptq : }w´1} L q pTq ă 8u . Clearly, if w P A 2 pTq then q cr pwq ą 1 and lim rwsA 2 Ñ1 q cr pwq " 8 as follows from the definition of A p pTq and inclusion of Muckenhoupt classes [29] . Definition. If w P L 1 pTq and it has finite logarithmic integral, i.e., log w P L 1 pTq, we define function D, the Szegő function, as an outer function in D that satisfies |D| 2 " w. The formula for D is Dpzq " expˆ1 2π ż T 1`ξz 1´ξz log a wpθqdθ˙, ξ " e iθ , z P D .
Remark. If w P A 2 pTq, then w´1 P L 1 pTq. Thus, log w P L 1 pTq and D is well-defined. Given a polynomial Q of degree at most n, its reversed polynomial Q˚is defined by Q˚" z n Qp1{zq. Notice that the map Q Þ Ñ Q˚depends on n. Our first corollary establishes the asymptotics of tϕnu (and thus of tϕ n u since ϕ n pξq " ξ n ϕnpξq if ξ P T).
for every p P r2, min´p cr prws A 2 q, 2p1`q cr pwqq¯q.
Another application of theorem 1.1 has to do with the asymptotics of polynomial entropy Epn, µq, which is defined by
where ξ " e iθ , θ P r´π, πq.
Given a probability measure µ on T, let F be defined by
Notice that Re F ą 0 in D and F p0q " 1. For α P T, consider the following one-parameter family (see, e.g., [26] , section 1)
Function F α also has positive real part in D and F α p0q " 1, so
which defines the family of Aleksandrov-Clark measures tµ α u. Taking z " 0, we see that µ α is a probability measure. If α "´1, then F´1 " 1{F and the resulting measure is called dual for µ, we will use notation µ dual p" µ´1q for it. Measure µ dual plays an important role in the theory of polynomials orthogonal on the circle. In fact, the polynomials of the second kind tψ n u defined by
pϕ n pξ, µq´ϕ n pz, µqqdµ, ξ " e iθ are orthonormal with respect to µ dual (see, e.g., [26] , formulas (3.2.32) and (3.2.50) or section 1 in [13] ). The Muckenhoupt class A 2 pTq turns out to be invariant with respect to taking dual. In fact, more general statement is true.
Theorem 1.5. If w P A 2 pTq and dµ " w 2π dθ, then µ α is absolutely continuous and dµ α " wα 2π dθ for every α P T. Moreover, w α P A 2 pTq.
This has an immediate implication for regularity of ψ n . Indeed, if w P A 2 pTq, then dµ dual " w dual 2π dθ with w dual P A 2 pTq so theorem 1.1 can be applied and we get sup n }ψ n } L p w dual pTq ă 8 with p P r2, p cr prw dual s A2 qq.
The proofs of the main results in this paper involve complex interpolation, a suitable choice of the algebraic formulas, and a few facts from the general spectral theory.
Previous results. The problem of Steklov goes back to his conjecture which asked to prove that the sequence tp n px, ρqu is bounded for every x P pa, bq, where tp n u are polynomials orthonormal on the interval ra, bs with respect to a weight ρ that satisfies ρpxq c ą 0, x P ra, bs. The negative answer to this question was given by Rakhmanov [24, 25] and the sharp estimates on supremum norm were obtained only recently in [2] . For the problem considered on the unit circle, it was proved in [2] that, given every q P r1, 8q and n P N, there is w˚that satisfies }w˚} L q pTq ă c 1 , }w´1 } L 8 pTq ă c 2 and nonetheless }ϕ n pξ, w˚q} L 8 pTq Cpc 1 , c 2 ,? n with parameters c 1 and c 2 being n-independent. By Nikolskii inequality (see p. 102, theorem 2.6, [11] ), we see that }ϕ n pξ, w˚q} L p pTq ą Cpc 1 , c 2 , p, qqn 1{2´1{p for every p P r2, 8q. Since the weight w˚is bounded below by c´1 2 , one also gets }ϕ n pξ, w˚q} L p w˚p Tq ą Cpc 1 , c 2 , p, qqn 1{2´1{p . Therefore, the stated conditions on w, i.e.,
do not provide the uniform in n weighted L p estimates for polynomials if p ą 2 is fixed. The question what regularity of w is enough to have sup n }ϕ n } L p pTq ă 8 and sup n Epn, wq ă 8 has been addressed in [3-5, 9, 10, 21] . Theorem 1.6 (Denisov-Rush, [10] ). Let s def " }w} BMOpTq ă 8 and t def " }w´1} BMOpTq ă 8. Then, there is pps, tq ą 2 such that sup n }ϕ n pξ, wq} L p pTq ă 8.
Remark. The paper [10] also contains the estimates on pps, tq and results on asymptotics of tϕ n u.
We will see later that theorem 1.1 implies theorem 1.6 and, in fact, gives a qualitatively stronger statement. It appears that A 2 regularity of w is, to the best of our knowledge, the weakest general condition that provides weighted L p estimates on tϕ n u.
As far as theorem 1.2 is concerned, the continuity of operators in the weighted spaces with respect to a weight has been addressed previously. In [22, 23] , Pattakos and Volberg show that A 8 pR d q is a metric space with metric defined by
These two authors studied other properties of A 8 pR d q as a metric space and established, among other things, the Lipschitz continuity of }H} L p w ,L p w in w P A p pR d q for H that satisfies (1.3). The structure of our paper is as follows. The second section contains the proof of theorem 1.2 along with related information about the Muckenhoupt class. Theorem 1.1 and its corollaries are proved in the third section. The analysis of the Christoffel-Darboux kernel for the case when w P A 2 pTq is done in section four. In section five, we discuss Alexandrov-Clark measures and give proof of theorem 1.5. The appendix contains an example of weight in the Fisher-Hartwig class for which the asymptotics of the polynomials is known. This provides an upper estimate for p cr ptq in the regime when t is close to 1.
Notation.
‚ Given a set A Ď R d (or A Ď T), we will use notation A c for its complement, i.e., A c " R d zA (or A c " TzA). ‚ Given two Banach spaces L p pX, µq, L q pY, νq, and a linear bounded operator T :
‚ Given function f P L 1 pTq, we will write hpf q to denote the operator of harmonic conjugation [16] , i.e.,
‚ Given a function f P L 1 pTq, the Poisson integral is defined by (see [16] )
The Cauchy integral over T is defined by (see [16] )
‚ For two non-negative functions f 1 and f 2 , we write f 1 f 2 if there is an absolute constant C such that f 1 Cf 2 for all values of the arguments of f 1 and f 2 . If the constant depends on a parameter α, we will write f 1 α f 2 . We define similarly and say that f 1 " f 2 if f 1 f 2 and f 2 f 1 simultaneously. ‚ The symbol C 8 c pR d q denotes the space of infinitely smooth function with compact support in R d . ‚ Given two operators A and B, we use the symbol rA, Bs " AB´BA for their commutator.
Weighted operators are continuous in w P A p pR d q
We start by recalling a few basic facts from the theory of A p pR d q weights (see, e.g., [17] and [27] ). Given the definition (1.2), the limiting case when p Ñ 8 leads to A 8 pR d q which is characterized by (see, e.g., [14] )
(2.1)
The following results are well-known.
Lemma 2.1 (see, e.g., [27] , p. 218). If }f } BMO ă 8, then there is δ 1 p}f } BMO q ą 0 such that provided |δ| ă δ 1 p}f } BMO q. In (2.1), take w " e δf , to get
The proofs for the next two lemmas are immediate corollaries from theorem 1 8 and theorem 1 in [29] .
for every δ : |δ| ă δ 2 pp, rws A8pR d.
Given these lemmas, we claim that
Proof. Consider (1.2). Given w and some nonnegative w 0 we use Hölder's inequalitŷ ż
where α 1 is dual to α and α ą 1 is chosen such that w α P A p pR d q (this choice is warranted by lemma 2.3). Now, if we let w 0 " e δf , then w α 1 0 P A p pR d q for small δ thanks to lemma 2.1 and lemma 2.2. This yields (2.3).
Gpzq is analytic in z around the origin and we can write Cauchy integral formula with |z| ă ǫ, when ǫ is small enough (and depends only on p, rws AppR d q , and }f } BMO ):
For any point z : |z| " ǫ on the circle, we can apply lemma 2. Proof of theorem 1.2. Consider analytic operator-valued function defined for z : Re z P r0, 1s,
where the parameter α will be chosen later, it will depend on p, }f } BMO , and rws AppR d q only. Consider rectangle Π " tz :
We will estimate the operator norm of F on BΠ as follows. If z P Γ,
where we first used (2.4), (1.3), and then lemma 2.4. Now, we take test functions u, v P C 8 c pR d q and consider p F pzq " pF pzqu, vq. It is anaytic in Π and continuous on Π. On the interval z " iξ, |ξ| ă 1, have
The last bound implies }F piξq} p,p ξ 2 Cpp, rws Ap , }f } BMO , Fq after we use duality argument. Notice that the function | p F | is subharmonic in Π. Thus, by mean-value inequality, one has
where ω z pξq denotes the harmonic measure at point z (see, e.g., [12] ). By duality again,
When δ Ñ 0, measure ω δ pξq concentrates on the left side of BΠ around point 0 and we have lim δÑ0 }F pδq} p,p " 0. Putting the estimates together, we can make it more precise. Recall that the harmonic measure on the upper half plane C`is given by 1 π
Im z Im 2 z`pRe z´tq 2 , z P C`, t P R .
Considering the conformal map ϕ from C`to Π (the Schwarz-Christoffel integral, see [28] ) such that the left side tiξ, |ξ| ă 1u of Π goes to the interval r´1, 1s and its right side t1`iξ, |ξ| ă 1u goes to r2, 8q Y p´8,´2s, we obtain ż
Substituting the estimates for }F } p,p and using |ϕpzq{z| " 1, |z| ă 0.5, we get ż
Finally, we get the statement of the theorem since
Remark. Clearly, the theorem holds if A p pR d q is replaced by A p pTq.
3. Steklov problem in the theory of orthogonal polynomials: w P A 2 pTq and bounds for }ϕ n pz, wq} L p w pTq
This section contains the proofs of theorem 1.1 and its two corollaries. In the proof of theorem 1.1, we will consider separately two cases: when rws A 2 pTq P r1, 2q and when rws A 2 pTq 2. It will be more convenient for us to work with monic orthogonal polynomials, which are defined as Φ n pz, µq " ϕ n pz, µq k n .
If w P A 2 pTq, then w´1 P L 1 pTq by definition. Thus, log w P L 1 pTq as well. This means that µ : dµ " w 2π dθ belongs to Szegő class of measures and, consequently (see [9] ),
This bound shows that we can focus on estimating }Φ n pξ, wq} L p w pTq . We will need the following wellknown lemma (see, e.g., [17] , corollary 6):
Let P n denote the orthogonal L 2 pTq projection to the frequencies t1, . . . , e inθ u. Consider the perturbative regime, i.e., the case when rws A2pTq " 1`τ and τ P r0, 1s. Lemma 3.2. We have lim τ Ñ0 p cr p1`τ q " 8.
Proof. Fix any p 2. We need to show that there is τ ą 0 small enough so that rυs A2 ă 1`τ implies sup n }Φ n pz, υq} L p υ pTq ă 8 . Our argument is based on a representation (see, e.g., [10] , formula (8) for Φn):
This formula can be obtained by combining trivial identity Φ n " z n`P n´1 Φ n , which holds for all monic polynomials of degree n, with P n´1 pυΦ n q " 0, which follows from that fact that Φ n is orthogonal to t1, z, . . . , z n´1 u in L 2 υ pTq. Thus, we infer from (3.2) that
If P`denotes the orthogonal L 2 pTq projection onto Hardy space H 2 pTq (Riesz projection), then we can write an identity P n " P`´z n`1 P`z´p n`1q .
(3.4) We now apply theorem 1.2 with H " P`, w " 1, and w δ " e δf " υ. Then, f " δ´1 log υ and lemma 3.
Fprws A p , pq by Hunt-Muckenhoupt-Wheeden theorem, the theorem 1.2 then yields lim τ Ñ0 }υ 1{p P`υ´1 {p´P`} p,p " 0 for every p P p1, 8q. In particular, it also holds for p 1 :
Indeed, we use the standard identity in the operator theory, which follows from duality considerations:
where O˚is adjoint operator to O with respect to L 2 inner product and O is linear bounded operator in L p space. Since P`is self-adjoint in L 2 pTq, we get
that hold uniformly in n. Therefore,
Now, the contraction mapping principle applied to (3.3) in the space L p pTq gives the statement on the lemma. Here, we notice that sup n }z n υ 1{p } p ă 8 because υ P A 2 pTq Ă L 1 pTq.
Next, we consider more complicated case when rws A2pTq 2.
Remark. We have w´1 {p 1 " pw´p {p 1 q 1{p and rw´p {p 1 s AppTq " rws
as can be directly verified.
We will need to use the second resolvent identity which is contained in the following proposition. Finally, if }V } ă 1, then
The proof is a straightforward calculation.
Lemma 3.4. For every t 2, we have p cr ptq ą 2.
Proof. Denote γ def " rws A2 . As in the proof of the previous lemma, we can write for all p P p2, 8q since w P A 2 pTq Ă A p pTq.
Next, we need the following interpolation lemma. Given w P A 2 pTq, define
so that 1{ppzq`1{p 1 pzq " 1. Using the estimates (3.10) and (3.11) above, we can always arrange for p˚prws A2 q (e.g., take p˚P r2, p p γ s) such that sup n }Q w,ppzq } pptq,pptq ă 8 for t " Re z P r0, 1s. For the next argument, we need to introduce an absolute constant Λ ą 1. The reader may take, e.g., Λ " 5. for all t P r0, 1s, y P R. Then, there is t˚P r0, 1s, an absolute constant, so that }pI´κQ w,ppt`iyq q´1} pptq,pptq Λ for all y P R and t P r0, t˚s.
Proof. We notice that Q w,ppiyq is bounded and antisymmetric operator in Hilbert space L 2 pTq. Therefore, }pI´κQ w,ppiyq q´1} 2,2 1. Operator-valued function pI´κQ w,ppzq q´1 is analytic and continuous in the sense of Stein 1 (p. 209, [6] ). Applying Stein's interpolation theorem, we get }pI´κQ w,ppt`iyq q´1} pptq,pptq expˆs inpπtq 2 ż R logp2Λq coshpπyq`cospπtq dy˙" 1`Optq, t Ñ 0 , which proves the proposition.
Remark. We emphasize here that t˚does not depend on n or rws A2pTq . Now, we proceed as follows. Recall that our goal is to show that pI´Q w, r p q´1 is bounded in L r p pTq for some r p ą 2 with bound on the operator norm independent in n. In (3.12), we take parameter p˚as follows: p p1q " p p γ and define p 1 pzq def " ppzq where ppzq is from (3.13). Consider Q pjq w,ppzq def " jQ w,ppzq {N, j " 1, . . . , N where N is large and will be fixed later (it will depend on γ only). Notice that, by (3.10) and (3.11), we get
Thus, we take N to satisfy 1´N´1C γ ą 1{2 (3.14) and get (see (3.7)) }pI´Q p1q w,ppt`iyq q´1} pptq,pptq
We continue in several steps.
First step. Apply proposition 3.5 with κ " 1{N to get t˚so that }pI´Q p1q w,ppt`iyq q´1} pptq,pptq Λ 1 Checking these two properties is a routine exercise given the results in the second section. For the proof of lemma 3.4, however, we can always assume that w is a positive simple bounded function which might depend on n. Indeed, for every l, we can approximate w by w l as follows: let w l " xwy I j on each I j " 2´lp2πqrj, j`1q, j " 0, . . . , 2 l´1 . If l Ñ 8, then tw l uÑw in weak sense so lim lÑ8 Φnpz, w l q " Φnpz, wq uniformly in z over compacts in C. On the other hand, rw l s A 2 pTq Cprws A 2 pTwhich can be verified directly. For w bounded above and below, analyticity and continuity of pI´κQ w,ppzq q´1 are immediate. That finishes the first step. Second step. In proposition 3.5, we now take κ " κ 2 def " 2{N, p p2q def " p 1 pt˚q " ppt˚q (here ppt˚q is obtained at the previous step) and compute new p 2 pzq, p 1 2 pzq by (3.13):
Therefore, when z belongs to 0 ă Re z ă 1, zt˚belongs to 0 ă Re z ă t˚and p 2 pzq " ppzt˚q. In this domain, we have an estimate (3.15 ) which can be rewritten as }pI´Q p2q w,p2pt`iyq q´1} p2ptq,p2ptq 2Λ, t P r0, 1s, y P R , where p 2 pzq is different from p 1 pzq " ppzq only by the choice of parameter p˚in (3.13) and is in fact a rescaling of the original ppzq as follows from (3.17) . Thus, from proposition 3.5, we have }pI´Q p2q w,p2pt`iyq q´1} p2ptq,p2ptq Λ for t P r0, t˚s, y P R. We use the perturbative bound (3.6) one more time with H "´Q p2q w,p2pt`iyq and V "´N´1Q w,p2pt`iyq to get }pI´Q p3q w,p2pt`iyq q´1} p2ptq,p2ptq 2Λ for t P r0, t˚s, y P R.
Next, we take p p3q def " p p2q pt˚q and repeat the process. Notice that each time the new p j pzq is in fact a rescaling of the original ppzq by t j´1 as can be seen from (3.17) .
In N steps, we get }pI´Q pN q w,pN´1pt`iyq q´1} pN´1ptq,pN´1ptq 2Λ , t P r0, t˚s, y P R.
Thus, taking y " 0, t " t˚and recalling that p N´1 pzq " ppt N´2 zq, one has }pI´Q pN q w,ppt N´1´1} ppt N´1 q,ppt N´1 q 2Λ .
Since Q pN q w,ppt N q " Q w,ppt N q , we get (3.8) with
The estimates (3.14) and (3.16) imply that N " C γ .
Proof of theorem 1.1. From lemma 3.2 and lemma 3.4, we get that p cr ptq ą 2 and lim tÑ1 p cr ptq " 8. To show that p cr ptq Ñ 2 when t Ñ 8, we use the following result established in [9] , theorem 3.2: given any t ą 2, there is a weight w that satisfies 1 w t and a subsequence tk n u such that
The weight w in the statement does not satisfy condition } w 2π } L 1 pTq " 1. However, for p w " 2πw{}w} L 1 pTq , we will have 
Remark. Some lower bounds on p cr ptq when t Ñ 1 and t Ñ 8 can be traced through the proof. We do not include these calculations here.
Proof of corollary 1.3. We have (see [15] , formula (5.37) or [13] , section 2)
Take r p P r2, minpp cr prws A 2 q, 2p1`q cr pw. For p P r2, r pq, we use Hölder's inequality ż
where p 1`p2 " p, p 1 α " r p, p 2 α 1 " 2, α´1`α 1´1 " 1, α P p1, 8q. In fact, solving these equations gives α " pr p´2q{pp´2q, p 1 " r ppp´2q{pr p´2q, p 2 " 2pr p´pq{pr p´2q. The second factor in the right hand side of (3.20) converges to zero due to (3.19) . For the first one, we apply triangles inequality to write
The first term is finite thanks to theorem 1.1. For the second one, we use w " |D| 2 to write
Proof of corollary 1.4. Let S def " D´1 for shorthand. Recall that |ϕ n | " |ϕn| on T. The following inequality follows from the Mean Value Formula |x 2 log x´y 2 log y| p1`x| log x|`y| log y|q|x´y|, x, y 0 .
Hence, ż π π ||ϕn| 2 log |ϕn|´|S| 2 log |S||wdθ ż π π p1`|ϕn log |ϕn||`|S log |S||q||ϕn|´|S||wdθ .
Then, one can write ż π π p1`|ϕn log |ϕ n ||`|S log |S||q||ϕn|´|S||wdθ
by applying Cauchy-Schwarz inequality and the trivial bound: p1`u| log u|q 2 Cpδqp1`u 2`δ q, δ ą 0.
The second factor converges to zero when n Ñ 8 due to (3.19) . For the first one, theorem 1.1 and identity |S| " w´1 {2 allow us to find δ ą 0 such that sup n ż π π p|ϕn| 2`δ`| S| 2`δ qwdθ ă 8 .
In the rest of this section, we will show that theorem 1.1 implies theorem 1.6. We start with the following lemma. def " xw´1y I . We have x|w´a|y I s, x|w´1´b|y I t by the definition of BMO space. To estimate A 2 pTq characteristic, we need to bound ab. We assume without loss of generality that I " r0, 1s and that a b. Apply triangle's inequality and an estimate 1 |I| }w´xwy I } 2 L 2 pIq s 2 (see [27] , p. 144, formula (7)), to get }w} 2 }w´a} 2`} a} 2 s`a , (3.21) where here and in the rest of the proof all estimates are done with respect to I " r0, 1s. Consider a set Ω def " t|w´1´b| 0.5bu. By John-Nirenberg inequality ( [27] , p. 145, formula (8)), we can estimate the measure of its complement via |Ω c | exp`´c 1 bt´1˘, (3.22) where c 1 is an absolute positive constant. We can rewrite Ω as follows Ω " t0.5b w´1 1.5bu " t2{p3bq w 2{bu and this formula shows that ż wą2{b dθ |Ω c | expp´c 1 bt´1q . Putting these bounds together, we get ab 1`ps`aqb expp´c 1 bt´1{2q .
Since sup tą0 bt´1 expp´c 1 bt´1{2q 1, the following estimate holds ab 1`st`ab expp´c 1 bt´1{2q .
Recall that a b. Thus, an elementary bound sup tą0 b 2 t´2 expp´c 1 bt´1{2q ă 8 yields ab expp´c 1 bt´1{2q b 2 expp´c 1 bt´1{2q t 2 .
We finally get ab 1`st`t 2 1`s 2`t2 and that proves the lemma. Now, given this lemma, we can argue in the following way. If w, w´1 P BMOpTq, then w P A 2 pTq and theorem 1.1 yields sup n ż T |ϕ n | p wdθ ă 8 , 2 p ă p cr prws A 2 q .
(3.24) Therefore, for every q P r2, pq, we can use Hölder's inequality ż
and choose α P p1, 8q and β ą 0 such that βα " 1, qα " p. The first factor in the right hand side of (3.25) is controlled by (3.24) . Since w´1 P BMOpTq, the second factor is finite due to John-Nirenberg estimate and we get sup n }ϕ n } L q pTq ă 8 as claimed in theorem 1.6. This argument shows that theorem 1.1 is qualitatively stronger than theorem 1.6.
The Christoffel-Darboux Kernel and bounds for the associated Projection Operator
In this section, we study the projection operators associated to tϕ n pz, wqu ně0 . Recall the Christoffel-Darboux kernel is defined as (see [26] , p. 120) K n pz, ζ, wq " n ÿ k"0 ϕ k pz, wqϕ k pζ, wq.
In particular, K n pz, ζ, wq is integral kernel associated to the orthogonal projection operator P w r0,ns onto Spantϕ 0 , . . . , ϕ n u in L 2 w pTq; see [26] for more details. In this section, we prove that these projections are uniformly bounded: To prove this theorem, it is first useful to consider the operator projection operator P w r0,8s onto Spantϕ n u ně0 , given by
where C is Cauchy integral.
Proof. The Cauchy kernel can be written as
nd the first term in the sum is Schwarz kernel. The real part of Schwarz kernel is Poisson kernel and its imaginary part, when restricted to T, gives h. Therefore, for f P L 2 w pTq, we get |P w r0,8s pf q| |f |`1 |D|
It is known that, for q P p1, 8q, υ 1{q hυ´1 {q is bounded operator on L q pTq if and only if υ P A q pTq. Since w " |D| 2 and w 1´p{2 P A p pTq, we get statement of the lemma.
This yields the following corollary. Proof. The projection is self-adjoint operator in L 2 w pTq. Therefore, by duality, it is enough to consider p P r2, 4s. For p " 4, we have w´1 P A 2 pTq Ă A 4 pTq and the previous lemma applies. If p " 2, the projection operator has norm 1. Thus, by Riesz-Thorin interpolation, we have an estimate for all p P r2, 4s.
Define the projection operator onto Spantϕ n u něa`1 by P w ra`1,8s def " P w r0,8s´P w r0,as . When w P A 2 pTq and p P r4{3, 4s, tP w r0,ns u ně0 is uniformly bounded on L p pwq if and only if tP w rn`1,8,s u ně0 is uniformly bounded on L p w pTq. We will show the latter. To apply the same process as in section 3 for getting bounds for the polynomials tϕ n u, one needs the following identities. Proof. To prove the first identity, first note that applying both operators to a function f is the same as applying it to P w r0,8s f , so it suffices to verify the identity for all functions in the range of P w r0,8s which is the closure of finite sums ř N j"0 a j ϕ j pzq. The formula then follows from P 1 r0,ns ϕ k " ϕ k for all k ď n. To prove the second identity, it suffices to note that the range of P w rn`1,8s will be the closed span of tϕ n`1 , ϕ n`2 , . . .u; since ϕ n`j K w t1, z, . . . , z n u, it follows that P 1 r0,ns wϕ n`j " 0 for all j ě 1, whence the identity.
Proof of theorem 4.1. By duality, it is sufficient to consider p ą 2. Let X n def " w 1{p P w rn`1,8s w´1 {p and X 8 def " w 1{p P w r0,8q w´1 {p . We need to estimate }X n } p,p . Rewriting the relations of the above lemma in terms of operators on L p pTq, we get
Subtracting the bottom from the top and rearranging, we get back pI´Q w,p qX n " w 1{p pI´P 1 r0,ns qw´1 {p X 8 . Notice that sup n }w 1{p pI´P 1 r0,ns qw´1 {p X 8 } p,p ă 8 by Hunt-Muckenhoupt-Wheeden theorem and lemma 4.3. Furthermore, the proof of lemma 3.4 implies that pI´Q w,p q on the left side of the equality has an inverse which is bounded in L p pTq uniformly in n for all p P r2, 2`ǫ γ s Ď r2, 4s if ǫ γ is small enough. Putting all of this together, we get X n " pI´Q w,p q´1´w 1{p pI´P 1 r0,ns qw´1 {p X 8¯. Therefore, tX n u ně0 is uniformly bounded, completing the proof.
Weights in A 2 pTq and their Aleksandrov-Clark measures
We will need the following generalizations of A 2 pTq and A 8 pTq classes. Definition. We say that w P A P 2 pTq if rws 
The following lemma is known but we include its proof for completeness.
Lemma 5.1. We have A 2 pTq " A P 2 pTq Ď A P 8 pTq. Proof. By (5.3), we get the second inclusion. The inclusion A P 2 pTq Ď A 2 pTq follows from a bound 1 |I| 2ˆż
where z I def " c I p1´0.1|I|q and c I denotes the center of I. Thus, we only need to show A 2 pTq Ď A P 2 pTq. Due to the rotational symmetry of D, it is enough to take a point z " 1´ǫ, ǫ P r0, 1q and prove that ż π π ǫ ǫ 2`θ2 wpθqdθ˙ˆż π π ǫ ǫ 2`θ2 w´1pθqdθ˙ă Cprws A2pT.
(5.4)
We can assume without loss of generality that xwy r0,ǫs " 1, xw´1y r0,ǫs rws A2pTq .
In [19] , Lerner and Perez proved, in particular, that: Given p P p1, 8q, we have w P A p pRq if and only if for every γ ą 0 there is Cpγ, rws Ap q such that
where I is any interval in R and E Ă I.
Since each w P A 2 pTq can be considered as a 2π-periodic weight on R with rws A2pRq rws A2pTq , the result of Lerner and Perez holds for T as well. We take p " 2, E " r0, ǫs, I " r0, xs, 2ǫ ă x ă π to get 1 x ż x 0 wpsqds Cpγ, rws A2pTx ǫ log´2 γ´x ǫ¯.
Therefore when γ ą 1{2 is fixed,
where in the second inequality we used that A 2 weights are doubling, along with our normalization. The integral over r´π, 0s can be estimated in the same way. Thus, ż T ǫwpxq ǫ 2`x2 dx ă Cprws A2pT(5.5) and we get a similar estimate for w´1 because w´1 P A 2 pTq. We obtained (5.4) and the lemma is proved.
The following lemma was proved in [7] (see lemma 2 in this reference). We provide the sketch of the proof here.
Lemma 5.2. If w P A P 8 pTq and dµ " w 2π dθ, then µ α is absolutely continuous and dµ α " wα 2π dθ for every α P T. Moreover, w α P A P 8 pTq. Proof. Given probability measure µ : dµ " w 2π dθ`dµ s , consider a generalized entropy Kpµ, zq " log Ppµ, zq´Pplog w, zq, z P D.
If we introduce f , the Schur function of measure µ, through the formula
then the straightforward but lengthy calculation shows that
Notice that our normalization gives
ż π π ǫ θ 2`ǫ2 wdθ Cprws A2pT, (5.16) where the last bound is (5.5). Let us compare Im U p1´ǫq and Im F p1´ǫq. By definition of F and U ,
wdθ Cprws A2pT.
Thus,
which, thanks to (5.16) , is bounded by Cprws A2pTq q. Summing up, we estimate K in (5.8) by K Cprws A2pTand the lemma is proved.
Appendix: Fisher-Hartwig weights
The Fisher-Hartwig weights are a large class of weights on the circle which generalizes the class of Jacobi weights. It was at the focus of recent research (see, e.g., [8] ) mainly due to some connections with probability and mathematical physics. For these weights, the asymptotics of polynomials is now well-understood [8] . In this section, we provide an upper bound for the function p cr ptq using some results obtained in [20] . Lemma 6.1. If t P p1, 2q, we have p cr ptq ă Cpt´1q´1 {2 .
We consider the weight w β " |z´1| 2β on the unit circle for β ě 0, and the associated orthogonal polynomials tΦ n pz, w β qu. This is a particular choice for the Fisher-Hartwig weight with the single point of singularity located at z " 1. Note that in order for w β P A 2 pTq, one needs 2β ă 1, i.e. β P r0, 1 2 q. We start with the the following proposition: .
Furthermore, if β P r0, 1{4s, then rw β s A2pTq´1 " β 2 .
Remark. The first asymptotics is useful in particular when rw β s A2pTq ą 2, i.e. when our weight varies quite a bit, whereas when rw β s A2pTq´1 ă 1, the second formula is more helpful.
Proof. It is the straightforward calculation in which the integrals over intervals I involved in the definition of A 2 pTq can be explicitly computed and estimated. We omit considering all cases here. The formula which best explains the resulting bound is
x r wy I x r w´1y I " 1 1´4β 2 , r w " |θ| 2β
for I " r0, as and any 0 ď a ď π.
The next proposition makes use of some statements from [20] . Similar results for Jacobi weights were obtained in [3] . Proof. First, write }Φ n p¨, w β q} p L p pw β q " ż |θ|ąδ |Φ n pz, w β q| p w β dθ`ż |θ|ăδ |Φ n pz, w β q| p w β dθ ,
where δ is a parameter independent of n. To control the first term, we use formula (1.13) of [20] to get ż |θ|ąδ |Φ n pz, w β q| p w β dθ Cpβ, p, δq ż |θ|ąδ w 1´p{2 β dθ Cpβ, p, δq .
As for the second term, using the asymptotics provided in (1.17) of [20] and applying a change of variables x " nθ{2, we get ż |θ|ăδ |Φ n pz, w β q| p w β dθ " β n pβ´2β´1 δn{2 ż 0 x 2β´ppβ´1{2q |iJ β`1{2 pxq`J β´1{2 pxq| p dx ,
where J ν pxq is the Bessel function of the first kind. One can then split this new integral in x up into two: when x P p0, 1q and when x 1. We then use the known asymptotics for Bessel functions (see, e.g., [1] ) to get ż |θ|ăδ |Φ n pz, w β q| p w β dθ " β n´p 2β´pβ`1q´1`n δ{2
2β´pβ`1 ą 0 log n, 2β´pβ`1 " 0 n´p 2β´pβ`1q , 2β´pβ`1 ă 0 .
In particular, this quantity is bounded precisely when 2β´pβ`1 ą 0, i.e. when β ă 1 p´2 . The proposition now follows from combining the given estimates. Now, we are ready to prove the main lemma of this section. Proof of lemma 6.1. From the first proposition in appendix, we get rw β s A2pTq´1 " β 2 if β is small. The second proposition shows that sup n }Φ n pξ, w β q} L p w β pTq ă 8 if and only if p ă 2`β´1. Combining these results we get the statement of the lemma.
