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Abstract
Kristen Kamerath Dang
RNA Structures and their Molecular Evolution in HIV; Evolution of Robustness
in RNA Structures and Theoretical Systems.
(Under the direction of Christina L. Burch and Ronald I. Swanstrom.)
The known functions of RNA structures have expanded of late, such that RNA is consid-
ered a more active player in molecular biology. The presence of RNA secondary structure in a
sequence should constrain evolution of its constituent nucleotides because of the requirement
to maintain the base-pairing regions in the structure. In a previous work, we found support for
this hypothesis in nine molecules from various organisms, the exception being a structure found
in a protein-coding region of the HIV-1 genome. In this work, I examine the interaction of con-
straints imposed by RNA structures and host-induced hypermutation on molecular evolution
in HIV-1. I conclude that RNA structures in HIV do evolve via compensatory evolution, but
that hypermutation can obscure the expected signal. Since RNA’s known roles have increased,
so have the methods for identification and prediction of RNA structures in genetic sequence.
I use a method adapted for searching in multiple coding regions to identify conserved RNA
structures throughout the HIV-1 and HIV-2 genomes. I find evidence for several new, small
structures in HIV-1, but evidence is less strong for HIV-2. Finally, I consider the evolution of
robustness, the property of phenotypic constancy, using RNA structures and two other theoret-
ical model systems. I find that pervasive environmental variation can select for environmental
and genetic robustness in all three systems, and conclude that it may be a generic mechanism
for the evolution of robustness.
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Chapter 1
Introduction
1.1 Functions of RNA
RNA is classically known for its roles in transporting and translating protein-coding gene se-
quences. It fulfills these functions as messenger, transfer, and ribosomal RNA molecules. Begin-
ning with the discovery of the catalytic properties of ribozymes (e.g.[118]), it was apparent that
RNA had a more varied role in molecular biology. For example, recent work has illuminated
RNA’s roles in gene regulation as microRNAs[37] and riboswitches[10]. In viruses, RNA struc-
tures have many roles, including as packaging signals that ensure viral genomes are packaged
into viral capsids. They also recruit host cell ribosomes to viral transcripts to allow translation
of viral proteins. Thus, rather than a passive role as a medium for transporting and translating
protein coding genetic sequence, RNA is recognized as an active player in molecular biology.
1.2 Method development in identifying conserved RNA sec-
ondary structure
Due no doubt to the expanding role of RNA in molecular biology, activity has been high in
the development of bioinformatics methods to predict RNA secondary and tertiary structure
(see [15] for a review of relevant reviews). Zuker’s mfold algorithm[120] is the classic one for
predicting the lowest free-energy structure for a given sequence. This is helpful if one already
knows that a given sequence harbors some functional structure, but needs to get a precise
prediction for the structure. It also assumes that the minimum free-energy structure is in
fact the functional structure. In many cases, rather than asking what is the structure for a
given sequence, one wishes to know whether there is evidence of any conserved structure in
a given sequence(s) or even in a whole genome. Though some attempt has been made to
answer the latter question by looking for structures with significantly lower-than-average free
energies, it has been shown that the folding energies of functional RNA structures are generally
not significantly different from background levels, and cannot be used to distinguish regions of
functional structure from non-conserved structure[90]. This kind of structure identification and
prediction requires a different approach, as described by Meyer[72].
Another type of RNA structure prediction takes into account the information in a multiple
sequence alignment about mutation patterns consistent with conservation of RNA structure.
These methods, known as covariation methods, identify likely stem regions by finding columns
in an alignment containing positions that can form base pairs and that co-vary, such that single-
position mutants are never (or rarely) observed. RNAalifold is a program that combines ther-
modynamic predication with covariation information[111]. In a review by Gardner[32] of several
types of prediction programs, including single-sequence prediction methods such as mfold, other
covariation methods, and methods that both align sequences and predict structures, RNAal-
ifold was one of the most successful. However, these covariation methods do not incorporate
evolutionary models that account for substitution rate and distance between sequences in an
alignment, therefore they can misestimate the significance of co-varying mutations. In addition,
these methods require that enough sequence diversity be present in the alignment that several
co-variations can be observed per stem.
1.3 Selection for RNA structures creates heterogeneous rates
of evolution across sites
A different method, one that surpassed RNAalifold’s performance for some datasets in Gardner’s
study, is Pfold[53], a program that, like RNAalifold, uses information from a sequence alignment
to predict structure. Instead of looking for co-variation in an alignment, Pfold uses differences
in rates between positions to make its predictions. Thus in theory it can make predictions
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in alignments where few or no co-variations are observed as long as there is enough diversity
for rate differences between positions to be reliably assessed[76]. Pfold is one of several RNA
prediction methods (e.g. [81]) to take advantage of the observation of a difference in rate (or,
in the same vein, variability[103]) between nucleotides in base-paired regions of RNA structures
and those that are single-stranded, whether in a loop or a non-structured region. The presence of
RNA secondary structure in a sequence should constrain evolution of its constituent nucleotides
because of the requirement to maintain the base-pairing regions in the structure. If structures
are functionally important, single mutations that destabilize the structure by eliminating a
base-pair bond in a stem region will not often become fixed in a population except with the
simultaneous fixation of a compensating mutation on the opposite side of the stem that restores
the bond. Thus, stem positions must simultaneously fix two mutations, a slower process than
fixation of a single mutation. Innan and Stephan use data from an earlier study of secondary
structure in a non-coding region of the Drosophila genome[81] to estimate of the rate of evolution
in RNA base-pairing regions, which they find to be roughly two times lower than the background
rate[44].
In a prior work, I collaborated with Jen Knies, Todd Vision, Noah Hoffman, Ron Swanstrom
and Christina Burch to test the idea that evolution in RNA structures occurs by fixation of
double mutants, a process known as compensatory evolution[48, 14]. We predicted that due
to compensatory evolution we should observe an elevated ratio of transition to transversion
mutation rates in stem-forming regions of structures. In a stem region base-pair, a transition
mutation can be compensated only by another transition, whereas transversions require com-
pensation by transversions. Since transitions occur more frequently than transversions[110],
compensation of transversion mutations is expected to be a rare event compared to transitions.
Thus, the ratio of the two types of mutations will be exaggerated in stem regions. Specifically,
the ratio in stems will be the square of the ratio in loops. We tested this prediction in ten
structures, including mitochondrial tRNAs, rRNAs and viral structures such as the HIV Rev
response element, the hepatitis C virus cis-acting replication element, and the pestivirus in-
ternal ribosome entry site. Our prediction for an elevated transition-transversion rate ratio in
stems was supported for nine of ten structures[51]. We concluded that compensatory evolution
does operate in RNA structures and that it produces a specific, quantitative effect on molecular
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evolution, consistent with the idea that maintenance of RNA structures constrains evolution
at participating sites. In chapter 2, I follow up on this project by examining the interaction of
compensatory evolution and host-induced hypermutation in the HIV-1 genome, the one exam-
ple from the prior study that did not agree with our predicted result for structures experiencing
compensatory evolution.
1.4 Overlapping coding regions and multiple constraints
Many viruses, including HIV, have very small genomes, possibly limited by their error-prone
polymerase[41]. Some theorize that this limitation on length has led to the development of
a more compact genome, by overlapping coding for proteins, RNAs, and other elements[42].
Overlapping may confer another advantage: if the messages overlap such that particular sites
are of high importance in both, this reduces the number of sensitive targets that can be af-
fected by mutation, particularly when mutation rate is high[87]. In a computational simulation
study, Hogeweg and Hesper showed that multiple coding preferentially evolved in situations
with medium-to-high mutation rates, and particularly those with recombination[40], situations
applicable to RNA viruses. A recent survey of RNA viruses found that amount of gene overlap is
significantly inversely correlated with genome size[5]. Regardless of the origin, the fact remains
that coding overlap does occur, in viruses, bacteria[46] and eukaryotes[64], creating multiple
constraints on the evolution of a single position. Huynen simulated evolution of RNA structures
and found that dual protein-RNA coding still allows for evolution of differing structures, but
reduces the ability to fine-tune structural evolution[42].
1.5 Prediction of RNA secondary structure in coding regions
Modeling techniques for molecular evolution have been developed to address among-site rate
heterogeneity[116]. Typically, when examining nucleotide sequences, such variability is modeled
using a gamma distribution. Newer methods implicitly acknowledge the presence of multiple
coding by modeling variation in synonymous rates of coding sequences[54], suggesting that
other forces may be constraining these sites that were previously thought to evolve neutrally.
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And at least one RNA prediction method has been developed for finding structures in multiple
coding regions[83]. This method uses several evolutionary models to account for the different
combinations of constraints placed on protein and RNA dual-coding sequences[82]. In chapter 3,
I use this method to search for new RNA structures in the (mostly protein-coding) genomes of
HIV-1 and HIV-2.
1.6 Evidence suggests RNA structures are robust
In Huynen’s simulation study of RNA structure evolution, structures evolved with selection for
a specific secondary structure were more similar to their neighbor structures, (structures that
differ from the evolved structure by point mutations), than were random structures. This means
that the structures evolved to a region in sequence space where mutations have less of an effect on
structure, allowing it to maintain a more-or-less constant phenotype. This property, phenotypic
constancy in the face of mutational perturbation, is commonly referred to as robustness. In
biological terms, we can think of robustness as an organism’s ability to maintain a constant
level of performance despite genetic or environmental perturbations. For example, many genetic
sequences produce proteins that assume similar tertiary structures with equal functionality
despite their mutational differences. Robustness can be achieved through several mechanisms
(reviewed in [49] and [107]), including redundancy and as an emergent system property. The
advantages of robustness are self-evident: an organism that can withstand perturbations while
maintaining a high fitness is more likely to survive. This advantage can also be a disadvantage. If
an organism is unable to change its phenotype in response to environmental or genetic pressure,
it may be unable to adapt to new conditions. Recently, many studies have claimed to show
evidence of robustness in various biological and theoretical systems (for a review, see [22, 49]),
some suggesting that robustness is an evolved property of these systems. In particular, several
studies suggest that conserved RNA structures are robust compared to non-conserved[108, 9]
or artificially selected[74] structures.
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1.7 How did robustness evolve?
Given that many biological phenotypes, such as RNA secondary structures, may exhibit evolved
robustness, how did natural selection produce this property? Since organisms are thought to
experience more environmental than genetic perturbations during their lifetimes, it seems likely
that they will evolve to be robust to environmental changes[33]. Indeed, theory[109] supports
the evolution of environmental robustness by selection. The origins of genetic robustness are
less clear. One possibility for the evolution of genetic robustness, considered extensively by G.
Wagner[109], is that it will increase as a direct result of selection for it. This is the ”adaptive”
hypothesis discussed by de Visser et al[22]. As argued by G. Wagner, in order for genetic ro-
bustness to evolve directly, there must be sufficient genetic variation present in the population
that will favor selection for robustness to the potential phenotypic changes caused by the ge-
netic variation. Otherwise, the benefits conferred by genetic robustness will be of little selective
value. G. Wagner showed that it requires more genetic variation than is maintained in a pop-
ulation at mutation-selection balance to evolve genetic robustness. Flatt[29] argues that other
sources – environmental heterogeneity, pleiotropy, epistasis, and heterosis – can maintain the
necessary genetic diversity that will increase selection for genetic robustness, but he concludes
that stabilizing selection is too weak for evolution of genetic robustness.
Typically, studies of robustness evolution are conducted using theoretical models. Lab-
oratory experiments of robustness can be difficult due to the need to obtain a good fitness
measure and to implement multiple different perturbations and measure their effects. Many of
the theoretical studies use RNA structures and sequences, since this is one system where the
relationship between genotype, phenotype, and fitness is known (with some caveats) and can
be calculated, assuming that the lowest free energy structure is the most fit one, and that it is
the one assumed by the sequence.
I participated in a prior computational study that demonstrated that sexual recombination
can select for robustness, even if the mutation rate is very low[3]. I wrote computer code to im-
plement a test of the idea that mutations that eventually become fixed in sexually-recombining
populations are less deleterious to the population that exists at the time of their occurrence
than are those that fix in asexual populations. Thus, populations that sexually recombine will
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retain those mutations that are least likely to have negative interactions with other genetic ele-
ments, leading to a robust population. Another mechanism has been proposed for the evolution
of genetic robustness which suggests genetic robustness is a correlated response to selection for
environmental robustness[109, 33]. This is de Visser et al’s ”congruent” hypothesis[22], which
requires that environmental and genetic robustness are achieved through the same biological
mechanisms. That is, if an organism is robust to an environmental perturbation such as tem-
perature, the same methods of protecting it from thermal changes will also protect it from
mutations[70, 11]. If the same mechanisms that respond to environmental perturbations also
confer genetic robustness, there is no need to postulate a separate theory of evolution of genetic
robustness. I explore this hypothesis in chapter 4, using data from three different theoretical
model systems, including an RNA sequence-structure simulation.
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Chapter 2
Compensatory evolution, hypermutation,
and RNA secondary structure in HIV
2.1 Abstract
The mammalian protein family APOBEC3 is known to cause elevated rates of Guanine-to-
Adenine mutations in retroviral genomes. This activity is thought to be a defense mechanism
evolved to protect host genomes against pervasive endogenous retroviruses. The extent of its
action against HIV in vivo is a matter of some debate, as is the pattern of hypermutation it
creates in the HIV genome. Here I show indirect evidence in support of the action of APOBEC3
proteins against HIV-1 in vivo by examining patterns of evolution in regions of conserved RNA
structure. In a previous work, we demonstrated that the presence of conserved RNA structure
predictably constrains molecular evolution, except in the RRE structure in the HIV-1 genome.
Given known characteristics of APOBEC3 protein activity – that it induces transition mutations
only in single-stranded regions of nucleic acid sequence – I can explain deviation from expected
patterns of molecular evolution for regions of RNA structure such as the RRE. The amount
of deviation for a particular RNA structure indicates the amount of hypermutation present in
that region of the genome. I examined several known and predicted RNA structures in HIV-1
for adherence to the pattern predicted for RNA structures. I also extended my analysis to look
at elevation of transition-transversion rate ratios across the whole genome. The results support
the action of APOBEC3 proteins against HIV-1 sequences, and suggest the presence of two
patterns of hypermutation in the genome.
2.2 Introduction
There are many sources of variation in the rate of evolution across the HIV genome. Some
sources are genome-wide, such as the differing level of conservation among nucleotides in a
codon. Others are restricted to certain regions, such as in the variable regions in the env gene,
where positive selection leads to high rates of evolution due to their roles interacting with host
defenses. Selection on protein sequence is the most obvious source of variation in molecular evo-
lution, but selection can also act specifically on the nucleotide sequence to conserve regulatory
regions, RNA secondary structures, or other important functional nucleotides. For example,
the polypurine tracts are conserved for their role in genome replication and the gag-pro-pol
frameshift slippery sequence and RNA stem-loop structure are conserved for their role in gene
regulation. Finally, some positions have an elevated rate of evolution because their underlying
mutation rate in increased by APOBEC3G and APOBEC3F, two mammalian proteins that
have been shown to mutate retroviral genomes[34, 20]. This chapter examines the interaction
of two of these constraints: conservation of RNA secondary structure and APOBEC3-induced
hypermutation.
I participated in a previous study[51] where we showed that the presence of conserved RNA
structures predictably constrains molecular evolution in a variety of molecules and organisms
in a specific way, leading to an increase in the transition-transversion mutation rate ratio. This
prediction is derived from an assumption that evolution in RNA structures occurs through a
compensatory process, whereby substitutions in stem regions occur in combinations of two, one
on each side of the stem, in order to maintain the base-pair interaction[14]. The double mutant
is thus selection-neutral, because it does not disrupt formation of the secondary structure. How-
ever, due to the chemical requirements of forming a base pair, both mutations must be either
transitions (purine→purine or pyrimidine→pyrimidine) or transversions (purine→pyrimidine
or pyrimidine→purine). Thus, any inherent difference in the rate of these types of mutations is
exaggerated in RNA structure stem regions, where the mutations must occur in pairs. Specifi-
cally, we predicted that the ratio of the transition and transversion rates in stem regions should
be the square of its value in loop regions, which should be unconstrained by structure. We
found widespread adherence to the prediction, except in a well-known conserved RNA struc-
9
ture in HIV-1, the Rev response element. There we found the opposite result: the rate ratio was
higher in loops compared to stems. This means that either transition mutations were elevated
or transversion mutations were suppressed in loops compared to stems.
We speculated that this deviation from the prediction for compensatory evolution could be
caused by APOBEC3 proteins, a mammalian protein family known to defend against retro-
viruses by deaminating cytidine residues in single-stranded minus-strand DNA during viral
replication[34]. These residues are then complemented by adenine when the plus strand is
synthesized, causing a G→A transition mutation in the genome. Since these proteins increase
the number of transition mutations, and only operate on single-stranded (i.e. non-stem) DNA,
their action could explain the increased transition-transversion rate ratio in loops compared
to stems. This explanation assumes that genome regions conserved for RNA structure also
fold in the single-stranded DNA, protecting the stem regions from deamination. Potentially
then, both compensatory evolution of RNA structures and APOBEC3-induced hypermutation
elevate the transition-transversion rate ratio, but the former works on stem positions, while the
latter works on loops. This difference of effect should be most apparent in structures that are
heavily hypermutated. If I know the distribution of hypermutation across the genome, I should
be able to predict to what extent a structure in that region will deviate from the compensatory
evolution model.
While it is known that certain APOBEC3 proteins (APOBEC3G and APOBEC3F) can edit
the HIV genome, the pattern of hypermutation they create in the HIV genome is a matter of
some debate. In a study of editing in wild-type and Vif-deleted infections of HOS.CD4.X4 cells,
Yu and colleagues[117] found the highest amounts of editing in the env and nef regions of the Vif-
deleted viruses (see Figure 1 for gene locations). The viral protein Vif is known to counteract
the effects of APOBEC3, by prohibiting it from being packaged with the viral genome. In
viruses containing a functional Vif, the editing was highest in the pro gene and the upstream
two-thirds of the env gene. However, the intervening region was not analyzed. The authors
proposed a single gradient of editing across the genome, with the amount of editing depending
on the length of time the minus-strand DNA spends in a single-stranded state. Based largely on
the results of the Vif-deleted viruses, they proposed that the nef region immediately upstream
of the polypurine tract (PPT) should experience the most hypermutation. Though their study
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did not examine this region, they noted that they also expected a drop in hypermutation
immediately downstream of the central polypurine tract (cPPT).
These studies are complemented by several studies of sequences extracted from infected
patients. Kieffer and colleagues[47] examined patterns of mutation from the protease and RT
genes taken from resting CD4+ T cells of HAART patients, finding that each patient contained
a minority of hypermutated genomes. The variability in editing consistent with APOBEC3G
across the sequenced regions was large, with some sites showing G→A mutations in more
than 80% of sequences, while the median fraction of sequences experiencing G→A mutation
was 19%. Suspene et al[101] examined full-length genomes from several studies in two ways:
by comparing the number of edited nucleotides per position in a hypermutated and reference
sequence, and by calculating a product-substrate ratio for APOBEC3G/F target sites across
the genome. For one HIV-1 group O hypermutated sequence, both types of analysis showed a
distinct pattern of two mutation gradients across the genome, with peaks immediately upstream
of both polypurine tracts. For a separate collection of 29 sequences, all obtained via a database
search for hypermutated annotations, mostly consistent but less distinct results were obtained.
In the most heavily mutated sequences, the pro and pol genes generally showed the greatest
amount of editing, while editing was also high but less pronounced in the env and nef genes. The
authors conclude theses results are consistent with dual origins of plus-strand DNA synthesis,
one at each polypurine tract. Regions immediately upstream (relative to the plus strand) of
the polypurine tracts are expected to be single-stranded and susceptible to APOBEC3G/F
editing the longest. Generally consistent with these results were findings by Pace et al[78], who
examined editing of sequences of varying length from 127 patients. They calculated several
metrics of editing by comparing mutated positions to the population consensus. Considering
only G→A mutations, regardless of di-nucleotide motif context, they found results consistent
with a two-peak model, though the peak in the env-nef region was lower than for the pro-pol
region. No peaks were observed when the metric was changed to look for AOBEC3G-specific
target motif editing.
All of the above studies support elevated rates of APOBEC3G/F mutations in the pro-pol
region, and three of them support elevated rates in the env-nef region (Keiffer’s study did
not include this portion of the genome). Both studies that examined the full genome found
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a drop in APOBEC3-editing following the central polypurine tract, but the relative height of
the peaks in the pro-pol vs. env-nef region are not clear. There seems to be general support
for a correlation between amount of hypermutation and length of time a position spends as
single-stranded DNA.
Here we measure adherence to the compensatory evolution model for RNA secondary struc-
tures across the HIV-1 genome in order to determine whether instances of high deviation cor-
relate with regions of high hypermutation. We compare the results in unedited and hypermu-
tated genomes for regions of known and predicted structure. We also look at the pattern of
the transition-tranversion rate ratio across the whole genome. We discuss implications for the
presence of conserved structures and for the pattern of APOBEC3 action across the genome.
2.3 Methods
2.3.1 Alignments and phylogenies
An alignment of non-recombinant group M subtype reference sequences[60] was obtained from
the Los Alamos HIV database (http://www.hiv.lanl.gov/content/index). Minor manual
editing was done to improve the alignment and to adjust it to match the numbering of the HXB2
reference sequence. To examine hypermutated sequences, I downloaded from GenBank all the
HIV-1 group M sequences from a previous study[101], excluding circulating recombinant forms.
I aligned them to the HXB2 reference sequence using the FFT-NS-2 method of MAFFT[45]
and manual editing. This resulted in a total of 23 sequences in the hypermutated alignment,
plus HXB2. Phylogenetic trees were inferred for each alignment using Tree-Puzzle[92], with the
GTR+ γ (4) model (Figure 2). Accurate parameter estimation was used, with quartet sampling
used for substitution process and the neighbor-joining tree used for rate variation.
2.3.2 Transition-transversion rate ratio in specific structures
The transition-transversion rate ratio, κ, was estimated for specific structures as described
previously[51], with one modification for equilibrium frequencies. Briefly, the HKY85 model
of nucleotide substitution was separately fit to stem and loop sites for each structure using
HyPhy[55]. Given the expected differences in APOBEC3-induced mutation rates at stems and
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loops, equilibrium nucleotide frequencies were calculated separately for them. Rate heterogene-
ity was modeled using a discretized gamma distribution and four rate categories. Confidence
intervals are calculated from the Fisher information matrix by HyPhy, assuming asymptotic
normality of the estimator. Stem and loop designations for each position were obtained from
the highest-probability fold of the given region using the phylo-grammar (see chapter 3 for
explanation of phylo-grammar predictions).
2.3.3 Sliding-window analysis of κ
The local transition-transversion rate ratio was estimated across the genome using a sliding
window of 150 nucleotides and an increment of 30 nucleotides. κ was estimated separately for
each window using a common phylogenetic tree and γ-distributed rate variation as described
above. To estimate the rate ratio for non-stem positions only, gaps were created at all positions
with a high probability of being a stem (i.e. pairing probability greater than 0.8 – see chapter 3).
These columns are subsequently treated as missing information in the rest of the analysis. Due
to the heterogeneous distribution of stem sites, the actual number of non-stem sites in each
150-nucleotide window used to estimate κ is variable.
2.4 Results
2.4.1 κ for individual structures in hypermutated and normal alignments
I chose seven regions of predicted structure in which to examine the transition-transversion
rate ratio. They include two known structures: the Rev response element and the 5’ non-
coding region. Other structures were predicted as part of a whole-genome analysis of HIV-1
using a phylo-grammar (see chapter 3). I measured κ, the rate ratio, for each structure in two
alignments: the reference sequences for the HIV-1 group M subtypes and a separate collection
of group M hypermutated sequences that have been analyzed previously[101]. The rate ratios
for paired and unpaired sites for all structures are shown in Figure 3. If the structures are
unaffected by APOBEC3-induced hypermutation, I expect they will adhere to the prediction
for compensatory evolution, κstems = κ2loops, which is indicated by the solid line in Figure 3.
On the other hand, hypermutation should cause elevated values of κ in the loops, but not in
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the stems, since double-stranded regions such as stems should be protected from APOBEC3
mutation. Thus, structures experiencing more hypermutation should be further to the right in
Figure 3 compared to non-hypermutated structures, but no difference in the vertical direction
is expected due to hypermutation.
No structure from either alignment has confidence intervals that overlap the expected value
for sites undergoing compensatory evolution, shown by the solid line, although one hypermu-
tated structure comes close. All of the structures fall to the right of this line, and several are well
to the right of the dashed line, indicating an elevated κloops compared to κstems. The dashed
line indicates κstems = κloops, a result expected when constraints on molecular evolution do not
differ between sites identified as stems and loops. This could happen due to misidentification
of some stem sites as loops, or vice versa. It could also result from incorrectly predicting a
structure where none in fact exists. Thus, one or two of the structures that have both points
falling very near this line are possibly not real structures, or some of their positions have been
misidentified. In Figure 3b, the same data is shown, but with lines connecting the two align-
ments for the same structure. For visual clarity, confidence intervals are not shown. From this
figure, it can be seen that four hypermutated structures are further to the right in the graph
compared to the same structures measured in the reference sequences, indicating that they have
higher κloops. These hypermutated structures also have elevated κstems compared to the refer-
ence sequences, but the difference is not as great as for κloops. The other three structures have
higher κstems in hypermutated as opposed to reference sequences, but little difference is seen in
κloops. Overall, some consistent trends are apparent, particularly that no structure meets the
prediction for compensatory evolution, and several of the hypermutated structures are more
deviant from the compensatory evolution prediction than the reference sequences.
Some prior studies of APOBEC3 action suggest that different regions of the genome experi-
ence different amounts of hypermutation as a result of the amount of time those regions spend
as single-stranded DNA during replication[101, 117]. If this is so, I expect the structures in
regions that are single-stranded the longest during replication will have the highest transition-
transversion rate ratios for their loops compared to the other structures because they should
have the most opportunity for hypermutation. In contrast, the (double-stranded) stem sites
should be relatively unaffected by hypermutation. To examine whether there is a location-
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specific effect on κ in loops, I plotted the κ values for loops and stems versus the position of
their structure in the HIV-1 genome (Figure 4a). Given the results of prior studies, I expect
the highest κloops values to be in the pro-pol region, followed by the env-nef region. Due to
the effect of the central polypurine tract, I expect a dip in κloops immediately downstream of
it. Observed values of κloops in both the reference sequences and the hypermutated sequences
do appear elevated in the pro-pol region compared to the rest of the genome, and to a lesser
extent in the env-nef region. Also, a dip in κloops consistent with the position of the central
polypurine tract is observed. Interestingly, κloops in the last half of the genome is not partic-
ularly elevated compared to the rest of the genome, in contrast to what would be expected if
hypermutation was most dense in this region, as suggested in[117]. Compared to κloops, κstems
is less variable across the genome, particularly in the reference sequences, which is consistent
with the hypothesis that stem regions are protected from APOBEC3 mutations.
A more precise characterization of the relationship between genome location and deviation of
the transition-transversion rate ratios from the prediction for compensatory evolution is plotted
in Figure 4b. The deviation,
√
κstems − κloops, quantifies how much κloops differs from its pre-
dicted value from the compensatory model described in[51], assuming that κstems is unaffected
by hypermutation. A high deviation could be indicative of a large amount of APOBEC3-
induced hypermutation, because it signifies an elevated rate of transitions in single-stranded
regions, characteristics consistent with APOBEC3 mutation. The hypermutated sequences gen-
erally show equal or greater deviation than the reference sequences, which is consistent with
their status as hypermutated. Deviation for both is greatest in the pro-pol region. There is
also a peak in deviation at the env-nef region, though less so for the reference sequences. This
suggests support for a double gradient of hypermutation peaking at each of the polypurine
tracts.
2.4.2 κ across the whole genome
To observe the effect of hypermutation on all sites, whether in a structure or not, I performed
a sliding-window analysis of κ across the HIV-1 genome for both alignments. κ was estimated
for overlapping 150-nucleotide windows across the genome. The results are shown in Figure 5a.
I compared the results for this analysis with a similar one where I first removed all likely stem
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sites from the alignment by replacing those columns with gaps (Figure 5b). In both analyses,
it is apparent that there are two distinct patterns of κ values, one represented by positions
1200-5000, and the other by positions 450-1200 and 5000-9600. In the former, κ is generally
higher and more variable, with several high peaks. In the latter, κ is lower and nearly flat, with
a few small peaks. In both graphs, κ is elevated for the hypermutated sequences compared
to the reference sequences throughout the genome. This is likely an effect of genome-wide
hypermutation in those sequences. The difference between the κ for the two alignments is
generally greater in the upstream portion of the genome.
The peaks in κ may represent regions of RNA structure in the genome. The RRE is visible
in both graphs as a modest peak between 7700-8000. Compensatory evolution would predict
that this peak is a result of a higher κstems compared to κloops, but previous results and this
study show that in fact κloops ≥ κstems in the RRE. Several other peaks in κ correspond to areas
of known or predicted structure throughout the genome. The peak at ˜ 2000 corresponds to the
location of the known gag-pro-pol frameshift signal. Peaks at (roughly) 1250, 7000, and 8500
match elevated regions of pairing probability (see chapter 3). As with the RRE, compensatory
evolution would suggest that these peaks are visible due to their high κstems. However, the
increase in κ for most of the peaks in 5(b) compared to 5(a) suggests that κloops > κstems
for these structures also. Since the only difference in the data between 5(a) and 5(b) is the
removal of likely stem sites, the increase of κ in 5(b) suggests that the removed sites had lower
κ. This would be the case if hypermutation was prevalent in the loops of these structures.
Assuming, then, that a higher κ indicates a larger amount of hypermutation, it appears that
loops experience more hypermutation than do non-structured regions. This can be seen, for
example, by comparing the elevated κ for the RRE with baseline κ observed throughout most
of the downstream half of the genome (Figure 5b). This suggests that loops are more accessible
to APOBEC3 proteins than are non-structured regions.
2.5 Discussion
The results of our prior study[51] suggested that the Rev response element RNA structure did
not evolve via compensatory evolution, since we did not observe the expected relationship be-
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tween κloops and κstems. It now appears that this deviation was caused by APOBEC3-induced
hypermutation, which greatly increased κloops. As the regions of highest deviation also corre-
spond to places where APOBEC3 hypermutation is most prevalent (i.e. the pro-pol region),
it is reasonable to conclude that the deviation is caused by elevated rates of mutations in the
loops of structures, not by lack of adherence to compensatory evolution by the stems. Com-
pensatory evolution likely does occur in these structures, and in places where hypermutation is
low, their deviation from the prediction is small (Figure 4b). Both compensatory evolution of
RNA structures and APOBEC3 hypermutation cause elevated transition-transversion rate ra-
tios, but APOBEC3 has the stronger effect, as seen by the higher κloops compared to κstems for
several of the individual structures (Figure 4a). The genome-wide κ analysis also supports this
conclusion, since the most of the highest κ values occur after stem sites are removed (Figure 5b).
Several methods have been used to study the pattern of APOBEC3 hypermutation across
the genome. Most involve counting the number of differences from a consensus sequence[78,
47] and/or calculating a ratio of observed target nucleotides or dinucleotides to product
(di)nucleotides[101, 78]. In contrast, the method used here uses sequence relationships de-
scribed by a phylogenetic tree to infer substitution rate parameters describing the evolution of
the sequences. I use the HKY85 model of evolution[35], which allows two categories of rate –
one for transitions and one for transversions – and estimates their relative rate ratio as a single
parameter: κ. This model allows me to observe the effect of APOBEC3 on the parameter,
because APOBEC3 increases transition rates, but not transversions. I could also use a model
that estimates the rate parameters for all types of mutations separately, so that I could look
at the rate of the specific mutation caused by APOBEC3, but estimation of more parameters
also leads to more error in the estimation of each parameter. The HKY85 model is the sim-
plest model that allows me to estimate a separate parameter for transition mutations and to
estimate different equilibrium frequencies for each nucleotide. Compared to the methods that
count differences from a consensus sequence, this method has the distinct advantage that it is
easy to use. All that is required is a good alignment and phylogeny. It also takes advantage of
the information in the phylogeny to estimate rates, rather than counts. However, the method is
not good for precisely identifying hotspots of APOBEC3 mutation on a very small scale, since
the estimation of κ becomes noisy as the window size is reduced.
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My results for deviation from compensatory evolution (Figure 4b) and for κ across the
genome (Figure 5) suggest a pattern for APOBEC3 activity with a broad peak in the pro-
pol region, tapering off near the central polypurine tract. This is consistent with the above-
mentioned studies that show elevation of in this region compared to the gag gene. The genome-
wide analysis does not support a second broad peak in the env-nef region (suggested by [117,
101]). The study by Pace[78] also finds no support for a second peak in the env-nef region. My
data do support isolated regions of elevated κ in this region, most corresponding to regions of
structure (Figure 4a and Figure 5). The predominant hypothesis explaining the distribution
of hypermutation across the genome is that the amount of APOBEC3 activity in a given
genome region is proportional to the time the region spends as single-stranded DNA during
replication[101, 117] (but see [23]). For my data to be consistent with this hypothesis, it
must be assumed that the downstream region spends less time than the upstream region as
single-stranded DNA, in contrast to the model proposed by Suspene[101]. One possible cause
is if the upstream region contains more conserved secondary structure that takes longer to
unfold for replication, though this is not likely given that structural predictions do not support
substantially more structure here (see chapter 3). Another possibility is that the strand transfer
of the plus-strand (strong stop) DNA that initiates at the polypurine tract is slow compared
to initiation of replication at the central polypurine tract. This would create a proportional
difference in timing of initiation or strand transfer that could leave the upstream segment
single-stranded longer than the downstream segment.
Several peaks in κ in Figure 5 correspond to regions of known and predicted structure. It
is interesting, then to note that loops appear to be more hypermutated than non-structured
regions. This suggests that loops in conserved structures are more accessible to APOBEC3 than
are non-structured regions, a reasonable possibility if the loops are projected away from the rest
of the genome by stems and are therefore less sterically hindered substrates. Another possibility
is that much of the minus-strand DNA forms transient, non-conserved structures that protect
otherwise non-structured regions from hypermutation, while leaving the loops in conserved
structures open. In our prior work, we suggested that κ could be used as a simple diagnostic
for validating predicted structures, with regions of high κ indicating conserved structures due
to the effect of compensatory evolution in stems. However, due to the complicating signal of
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hypermutation, the elevated κ is likely a result of elevated κloops, rather than elevated κstems.
Since κloops appears to be elevated in loops compared to non-structural regions, it may still be
a useful diagnostic for structure in retroviral sequences that are affected by APOBEC3.
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Chapter 3
Conserved RNA structures in HIV-1 and
HIV-2
3.1 Abstract
Lentiviral genomes are known to contain several functional RNA structures, including the Rev
Response Element (RRE), the highly-structured 5’ non-coding region which includes the Tat
Responsive Region (TAR), and the stem-loop ribosomal frameshift site within the overlapping
region of the gag and pro-pol reading frames. These structures have been characterized in HIV-1
and to some extent in HIV-2 using thermodynamic or covariation predictions, chemical assays,
and imaging methods. No strong evidence has been published supporting other comparable
structures in the remainder of the genome. Here I use a phylogenetic stochastic grammar
method to predict conserved structures throughout the HIV-1 and HIV-2 genomes. My results
replicate the known structures, and suggest a handful of previously unknown ones. These
results are robust to methodological parameter adjustments and some appear to be conserved
between HIV-1 and HIV-2 and their nearest simian relatives (SIVcpz and SIVsm, respectively).
The most significant difference between the HIV-1 and HIV-2 results is at the 5’ end, where
HIV-2 is predicted to contain a structure approximately twice the size of the corresponding
structure in HIV-1. This 5’ HIV-2 structure also overlaps the gag gene by approximately 400
nucleotides, compared to approximately 50 nucleotides of overlap into gag in HIV-1. Other
conserved structures are found throughout the genome, but their functions are unknown. The
results suggest that RNA structures are largely conserved across the primate lentiviruses, but
that some differences exist between the two human viruses. Also, genetic analysis of these new
structures to determine function can now be undertaken.
3.2 Introduction
In recent years, as the number of known functional RNA structures has expanded, we have begun
to ascribe to RNA a more prominent role in molecular biology. In viruses, RNA structures are
known to function in genome packaging, regulation of transcript splicing, translation, and RNA
transport, among others. Structures can also provide protection from RNase and, in the case
of DNA structures formed by retroviral genomes, from the cytidine deaminase host defense
(APOBEC) proteins. Sequences that produce these structures are not genes in the traditional
sense, but the structures constitute functional phenotypes on which selection can act. In this
sense, the structures and their corresponding sequences describe another genetic code, one that
encodes RNA structures rather than polypeptides.
Most of the well-known RNA structures in viruses, such as the internal ribosome entry sites
and packaging signals, are found in non-protein-coding regions, but some structures that exist
in coding regions are known. Sequences that encode both an RNA structure and a protein
represent an interesting group of sequences that have multiple constraints on their molecular
evolution. Silent nucleotide substitutions that might otherwise be considered selection-neutral
to the relevant coding region can be deleterious if they affect RNA structure folding. Indirect ev-
idence for the presence of structures in coding regions has been inferred by studies demonstrating
reduced rates or numbers of synonymous substitutions, for example in mRNAs in mammals[12]
and in viral genomes[96]. Bioinformatics studies using co-variation and/or thermodynamic pre-
diction have predicted structures in the coding regions of a variety of viruses, including hepatitis
C and G viruses[103, 102], other Flaviviridae[102], and the Picornaviridae[114, 96]. Some of
the predictions for HCV have been supported by enzymatic mapping[104] and by site-directed
mutagenesis followed by studies of viral replication [69]. A separate, but similar study used
site-directed mutagenesis and characterization of viral replication to show support for the role
of a proposed stem-loop structure in regulating translation initiation in dengue virus[16].
Similarly, in retroviruses, most work has examined structure in the 5’ non-coding region
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(e.g. [4, 80, 7]), but two structures in coding regions are well known. The Rev response
element (RRE), located in the env gene of lentiviral genomes, consists of approximately 350
nucleotides comprising a long stem-loop and several smaller stem-loops that branch off the main
loop. It forms in unspliced and singly-spliced transcripts, is recognized and bound by the viral
protein Rev, and the protein-RNA complex is then exported from the nucleus. Elements of
the RRE structure in HIV-1 have been studied using NMR and crystallography (see [63] for
review of the RRE in lentiviruses). In addition, the entire structure has been predicted using
many computational/sequence analysis methods[38, 65, 59, 13]. Another known structure in a
coding region is the gag-pro-pol frameshift stem-loop that causes the ribosome to slip from the
gag reading frame to the pro-pol reading frame. Other studies have suggested the presence of
additional structures within coding regions[39, 86], but none of these structures have have been
consistently supported.
HIV-1 and HIV-2 are related primate lentiviruses resulting from transmissions of different
simian immunodeficiency viruses (SIVcpz from chimpanzees and SIVsm from sooty mangabeys,
respectively) into the human population (Figure 6). They share a similar genome organization
with differences in the placements of the accessory genes (vpr/vpu/vpx) and approximately
50% nucleotide identity. Previous work has described differences in the RNA structures of
the two viruses, again focusing mostly on the 5’ non-coding region and the RRE. The TAR
of HIV-2 is proposed to be a double-branched stem-loop, based on the evidence from several
thermodynamic predictions and covariation analyses,[6, 8, 57], whereas the HIV-1 structure is
unbranched. A recent study suggests that the TAR region of the HIV-2 transcript can assume
more than one form, and proposed an alternative extended stem structure using a combination
of enzymatic cleavage, gel shift mobility, and structural prediction techniques[79]. The HIV-2
dimerization initiation site (stem-loop 1), also located upstream of the gag gene, is proposed to
be longer and to have more stem sections than its HIV-1 counterpart[56]. Differences in stem
and loop lengths are also proposed for the stem-loop structure containing the primer binding
site and the poly-A signal[8], but the overall structure of both is similar between HIV-1[80] and
that predicted for HIV-2[8]. Predictions for the structure of the HIV-2 RRE also show overall
similarity to the HIV-1 structure, though the organization and relative length of the branches
is somewhat different[13, 59].
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Here I compare predicted RNA structures derived from RNA-Decoder, a phylogenetic
stochastic grammar, for the complete genomes of HIV-1 and HIV-2. This method builds
on developments in structure prediction via machine learning methods (grammars) for sin-
gle sequences by combining the method with evolutionary information in a multiple sequence
alignment and phylogeny[82]. Its predictions are based both on sequence patterns and differ-
ences in evolutionary rates in base-paired versus non-base-paired regions. Essentially, regions
of conserved RNA base-pairs are expected to evolve more slowly than non-pairing regions due
to the necessity of maintaining the pairing interaction[44, 100, 82]. If positions with slower
rates also show sequence patterns characteristic of those observed for base-paired regions in the
training data set, such as the presence of matching base pairs, the method identifies these po-
sitions as stem positions with a high probability. To investigate the accuracy of the structural
predictions, I also compare the results of RNA-Decoder to a chemical analysis of the entire
HIV-1 genome[112] and note regions of congruence.
3.3 Materials and Methods
3.3.1 Grammar predictions of structure
I used the RNA-Decoder program, a phylo-grammar method, to identify regions of conserved
structure in the HIV-1 and HIV-2 genomes. Grammars and evolutionary models have been
previously combined into a single program called Pfold[52, 53]. An assumption of Pfold is
that the primary constraint on the rates of evolution in the input sequence alignment is the
presence or absence of RNA secondary structure; it does not take protein coding constraints
into account. Nearly all ( approx. 95%) of the HIV genome is protein-coding, and it is well-
known that the nucleotides within a codon evolve at different rates, the fastest being the third
position. In order to accurately observe rate differences between nucleotide positions that are
due to RNA structure, RNA-Decoder takes into account the rate differences expected based on
position within the codon. This method has been validated on HCV structures, where it was
shown to have a significantly better signal to noise relationship than other methods, including
thermodynamic methods, co-variation methods, and even Pfold. It has also been used to search
for structures in the human genome[73, 84].
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RNA-Decoder takes a multiple-sequence alignment, a phylogenetic tree, and grammar pa-
rameters as input. For this study, I used grammar parameters derived from a previous training
on hepatitis C virus[82], tRNAs, and rRNAs. There are two possible outputs from RNA-
Decoder depending on the mode in which it is run. Scanning experiments output the pairing
probability for each nucleotide position, which is effectively the probability of that position
being in a stem in any possible structure containing it, given the phylogenetic tree and the
grammar structural model. More precisely, the pairing probability for position i in alignment
D with the phylogenetic tree T is:
∑
k
P (pii = k|M)P (D|pi, T,M) (3.1)
where k is over all stem structural labels (i.e. right-stem, left-stem), pi is the structure, M is
the grammar model parameters, and P (pii = k|M) is the posterior probability that position i
has the specific structural label k, given the grammar, and is calculated via the inside-outside
algorithm[24]. In Bayesian terms, P (pi|M) is the prior probability of structure pi. P (D|pi, T,M)
is the alignment probability, which is calculated using the Felsenstein algorithm[27]. Folding
experiments output the single highest-probability fold for an input sequence, which is calculated
via the CYK algorithm[24].
Using the scan mode, I performed a sliding window analysis of pairing probability across
the entire genomes. In order to accommodate as many pairing interactions as possible, I used
the largest scan window size the program would permit (1300 nucleotides), and spaced the
scans at 300-nucleotide intervals. Pairing probabilities for each scan were combined using R
into a prediction for the entire genome, for each site taking the maximum pairing probability
of the multiple overlapping predictions for that site. I also used the fold mode to fold entire
genomes in overlapping 800-nucleotide pieces. Folding and scanning jobs were executed on the
University of North Carolina’s Linux cluster. Accession numbers for all sequences used are
listed in Table 1. I wrote MATLAB code to convert the multiple sequence alignment files into
the specific input format required by RNA-Decoder, which is essentially a matrix transpose of
the standard alignment layout.
All HIV-1 predictions were made using the alignment of non-recombinant group M subtype
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reference sequences (excluding subtype G, which has lately been shown to be a recombinant[1])
obtained from the Los Alamos HIV database, with minor manual editing. The input file also
requires that each nucleotide be assigned a number to indicate its position within a codon.
Codon positions in overlapping genome regions were designated according to the first member
of the following pairs: gag-pro, pol-vif, vpr-vif, vpr-tat, rev-tat, env-vpu, env-tat2, env-rev2.
Given the differences in nucleotide content and evolution patterns in the two halves of the HIV
genome, I scanned the genome in two sections, upstream and downstream, that overlapped in
the vif gene. This allowed use of separate phylogenetic trees for each scan with branch lengths
calculated according to the rates of evolution of those genome regions.
All HIV-2 predictions were made using a reduced version of the HIV-2 web alignment
available from the Los Alamos site (downloaded Dec. 6, 2007). The alignment was adjusted to
the coordinates of its reference sequence from SIVmac, MAC239 (GenBank accession: M33262),
but the MAC239 sequence was not included in the analysis. Codon positions in overlapping
regions were designated according to the reading frame of the first member of the following
pairs: gag-pro, pol-vif, vif-vpx, vpr-tat1, tat1-rev1, env-tat2, env-rev2, env-nef. As for the HIV-
1 genome, the alignment was scanned using separate trees for the upstream and downstream
sections.
3.3.2 Phylogenies and evolutionary rate estimation
All phylogenetic trees were generated by Tree-Puzzle[92], using the GTR+γ (4) model, 10,000
puzzling steps, accurate parameter estimation, and other default settings. The phylogenetic
tree for the first half of the HIV-1 genome was built on the third codon positions of the gag,
pro, pol, and vif genes and the 5’ non-coding region, while the tree for the second half was built
on the third positions of vif, vpr, rev, vpu, env, and nef genes and the 3’ non-coding region. For
HIV-2, the upstream section tree was inferred from the third codon positions of the gag, pro, pol,
and vif genes and the 5’ non-coding region, while and the downstream tree was inferred from
the third positions of the vpx, vpr, tat1, env, and nef genes and the 3’ non-coding region. The
topology of the trees for each genome did not significantly change between the upstream and
downstream trees. All trees are shown in Figure 7. I characterized the amount and distribution
of divergence in the phylogenetic trees using three measures: total tree length, median pairwise
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distance, and maximum pairwise distance (Table 2). Total tree length is the sum of all branch
lengths in the tree and was calculated using the BioPerl Tree module[98]. Median and maximum
pairwise distances were calculated by HyPhy[55] using the branch lengths from the Tree-Puzzle
trees.
I used HyPhy to estimate relative rates of evolution across the HIV-1 genome. Rates were
estimated using the GTR model with beta-gamma rate distribution and eight categories.
3.3.3 Comparing grammar and chemical-thermodynamic predictions
I compared my results to a biochemical analysis of RNA structure in the HIV-1 genome[112]
that annotates each sequence position as either stem or non-stem. Since the pairing probability
output from RNA-Decoder is not binary, I chose a cutoff value to enable comparison of its results
to those of the chemical-thermodynamic method for each position. I aligned the chemical-
thermodynamic-derived structural annotation of the NL4-3 genome to the pairing probability
results for the HXB2-based genome alignment used for the RNA-Decoder input. I used the
R module ROCR[97] to plot the Matthews correlation coefficient across various cutoffs for the
pairing probability:
φ =
TP ∗ TN − FP ∗ FN√
(TP + FN)(TP + FP )(TN + FP )(TN + FN)
(3.2)
Instances of agreement between the two methods are considered true positives (TP) if both
methods predict a stem and true negatives (TN) if loop. False positives (FP) are cases where
RNA-Decoder predicts stem but the chemical-thermodynamic does not, while false negatives
(FN) are the converse. I also examined agreement between the two methods across various
cutoffs, where agreement is defined as the fraction of positions with matching structural desig-
nations between the two methods, but concluded that this measure was not appropriate for the
dataset because it does not take into account the fractions of false positives and false negatives
and thus gives a similar accuracy result across a wide range of cutoff values. I compared the
results of the correlation analysis in the RRE and the 5’ non-coding regions (Figure 8) for two
sets of grammar parameters – a more conservative and a more liberal set. The more liberal set
showed a significantly better correlation for the RRE than did the conservative set, while in
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the 5’ non-coding region there was little difference. I selected the liberal parameter set since
most of the genome is protein-coding, as is the RRE, and the parameters that do best in the
RRE region were expected to perform best in the rest of the coding parts of the genome. For
the same reason, the cutoff value for calling a position a stem in RNA-Decoder (0.8) was also
selected to be the value that gave the highest correlation in the RRE region.
3.4 Results
3.4.1 Conserved structures in the HIV-1 M Group predicted by RNA-
Decoder
I examined conserved structures in the HIV-1 group M genomes by using RNA-Decoder to
calculate the pairing probability for each nucleotide position (Figure 9, large panels). Rather
than choose a single subtype to study, I included all of the non-recombinant subtypes of group
M in order to derive structure predictions that were relevant for all subtypes. All positions in
this alignment are numbered according to the HXB2 genome (accession number K03455). The
pairing probability represents the probability of the given position being in a base-paired stem
region of any possible structure containing the position. The effect of evolution rate on pairing
probability can be seen by comparing the top and bottom panels of Figure 9. Since structure
constraints are expected to slow evolution, regions of strong structure signal, such as the RRE,
should have a low rate. The reverse pattern can also be observed, where fast-evolving regions
have very low pairing probability.
RNA-Decoder’s grammar transition parameters were previously trained on hepatitis C virus
structures[82]. To determine whether those parameters were appropriate for HIV, I examined
the pairing probability results for the most well-described structures in HIV-1: the 5’ non-
coding region, the RRE, and the gag-pro-pol frameshift site structure (see Table 3 for structure
locations). These structures are effective positive controls because they represent a range of
structure complexity: the simple stem-loop structure of the gag-pro-pol frameshift site, the
series of stem-loops in the 5’ non-coding region of the genome (including TAR), and the large,
complex, 350-nucleotide RRE in env. Our results clearly show strong predictions for conserved
structures in each of these regions, with average pairing probability greater than 0.6 across
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all stem and loop sites for each structure. The highest-probability fold that is calculated by
RNA-Decoder for the RRE is similar to other published predicted structures, and most base-
pairs have a reliability (i.e. posterior probability) greater than 80% (Figure 10). These results
suggest that the method parameters are appropriate for structure identification in HIV-1 and
related viruses with similar mutation rates and patterns.
The RRE is the largest cohesive structure observed in the results for all the coding sequence.
A search for other regions with a similar magnitude of pairing probability identified several
regions. There are small predicted structural elements, particularly in the pro and pol genes,
and a series of peaks at the end of env and the middle of the nef gene. There are also several
regions where a distinct lack of structure is predicted, as evidenced by the several sharp peaks
of low pairing probability. These typically correspond to regions of high evolution, including the
env hyper-variable regions 1, 4, and 5 (located near positions 6600, 7400, and 7600, respectively).
These regions could be selected to lack structure to increase their rate of evolution[58] or for
other functional reasons, such as translation speed. The window size used for the genome scans
was large enough to pick up all pairing interactions within 1000 nucleotides of each other, with
the exception of pseudoknots, which are not predicted by RNA-Decoder. These results suggest
that structures in the coding region are either smaller than the RRE or have interactions that
span more than 1000 nucleotides and thus are not detected.
To get an idea of the type of structures represented by the regions of elevated pairing
probability, I examined the highest-probability structure reported by RNA-Decoder for several
regions (Figure 10). Most predictions are typically for an extended stem-loop, with a base stem
of at least two nucleotides and including a few bulges or smaller, branching stem-loops. Some
predictions show stems with as few as two base-pairs, but these are unlikely to be thermody-
namically stable and probably do not form in vivo. Although RNA-Decoder is clearly capable
of predicting structures as large as the RRE, the highest-confidence new folds are much smaller
structures.
3.4.2 Structure conservation across phylogenetic distance
To determine how well the structure signals described above were conserved across larger phy-
logenetic distances, I performed a similar genome scan of pairing probability using an alignment
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containing HIV-1 group N and O genomes and SIVcpz genomes. The pairing probability for
this scan and the difference between the HIV-1 group M scan are reported in Figure 11. The
signals for the well-known structures, the 5’ non-coding region, the frameshift, and the RRE,
are markedly diminished compared to the results for the HIV-1 group M sequences. Previous
work on RNA-Decoder[82] and Pfold[53] demonstrated that the prediction accuracy decreases
with phylogenetic distance, so it was not unexpected that the signals were reduced. In fact,
the distance between some sequences exceeds 1.0 substitution per site, so the results for this
alignment may be compromised by evolutionary saturation. In spite of this, some common
elements between the two sets of results can be observed. These are places where the difference
plot shows a value of zero and include some of the unstructured regions observed previously,
such as positions near 1100-1200 and 7250-7300 as well as some in variable regions at 6600-6700
and 7400-7500. Interestingly, the region near positions 8500-8600, which gave a weak conserved
structure signal for group M, shows a distinct lack of structure when the more distant sequences
are added. This suggests a possible region of group M-specific structure, or, conversely, that
this region is selected to lack structure in the more distant sequences. Some of the other regions
of predicted new structures described above for group M do show weak signals here also, but
with a little variation in the exact positions that could be due to structural evolution.
3.4.3 Comparison with chemical mapping techniques
I compared the structural predictions generated by RNA-Decoder for the HIV-1 genome with
those produced by a chemical technique that assesses reactivity of single nucleotides with 1-
methyl-7-nitroisotoic anhydride. Previous studies have shown that this method effectively dis-
tinguishes between single- and double-stranded (or base-paired) nucleotides due to the difference
in reactivity of the 2’-hydroxyl group of the ribose: single-stranded (unpaired) nucleotides are
substantially reactive compared to paired nucleotides[71]. These reactivity values are incorpo-
rated into a thermodynamic-based structure prediction program[67] to create a prediction for
a single genome. I compare my results to the chemical-thermodynamic structure prediction for
the NL4-3 HIV-1 genome (GenBank accession AF070521)[112]. The output of the chemical-
thermodynamic prediction method is a structural annotation for each position that indicates
its pairing state (paired or unpaired) and its pairing partner, if applicable. The output can be
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thought of as a binary indicator of whether each position is in a stem. I assessed the correlation
between the two methods by performing a sliding window analysis across the entire genome.
In each window, the correlation between structural annotations of the two methods is reported
(Figure 12).
In known structures, the methods agree well. In the 5’ non-coding region, which includes the
TAR stem-loop and several other heavily studied stem-loop structures, RNA-Decoder agrees
with the chemical-thermodynamic annotations for 80% of the total positions and the correlation
is 0.55 (Table 3). A previous study using Pfold, a predecessor of RNA-Decoder, also showed
good predictions in this non-coding region[21]. The methods also agree well in the two well-
known structures in the coding area of the genome: the RRE and the gag-pro-pol frameshift
signal. RNA-Decoder agrees with chemical-thermodynamic annotations for 79% and 100%,
respectively, of the positions in those structures, with correlations of 0.53 and 1.0 (Table 3).
There are other regions of good correlation throughout the remainder of the genome, though
none approach the size of the RRE. The size of most regions of high correlation suggests the
presence of isolated stem-loop structures, rather than branched, multi-stem structures such as
the RRE. In order to identify which regions have the strongest joint prediction between the
two methods, I chose a threshold correlation value and looked for clusters of three or more
adjacent points (consisting of 30 or more nucleotides) falling at or above the threshold. The
threshold (correlation ≥ 0.5, the blue dashed line in Figure 12) was chosen to be slightly below
the correlation observed in the known structural regions (i.e. the RRE, frameshift, and 5’ non-
coding region). This analysis identifies several regions that both methods predict to contain
some structure (Table 3). These regions comprise about 10% of the genome. Those falling
below the threshold, but having a positive correlation, comprise another 45%. Another type
of agreement is in regions that both methods predict to lack structure. These are identified by
the lack of signal from both methods as well as lack of a correlation value. By definition, the
correlation is undefined when there are no positive (i.e. stem) predictions from either method.
The largest jointly-predicted unstructured regions are located near positions: 850-900, 4700,
4850, 6600-6700, 7250-7300. Regions of undefined correlation comprise 14% of the genome, but
they include both regions of agreement and disagreement between the methods.
In regions where both methods predict structure, I give strong confidence to the joint pre-
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diction. The two prediction methods use completely independent sources of information to
make their predictions, so the overlapping of their results is a strong indicator. Regions of dis-
agreement fall into two categories based on which method predicts presence and which method
predicts absence of structure. The regions of strongest disagreement include positions near:
5050, 5350, 6100, 7050, 8250, 8500, 9450. Some of them are identified in Figure 12 as points
where the correlation is less than zero, which represents a worse-than-random correlation. They
represent 32% of the genome. Another portion of them are in the 14% of the genome mentioned
above where the correlation could not be calculated due to lack of positive predictions from
one of the methods. In cases where the chemical-thermodynamic method predicts structure but
RNA-Decoder does not, it is likely that the structure predicted by the chemical-thermodynamic
method exists, but is not a conserved, functional structure. In the opposite case, when RNA-
Decoder predicts a structure not observed by chemical-thermodynamic, there are two likely
explanations: (1) the structure is conserved, but forms only in a specific step in the viral life
cycle, or (2) the prediction by RNA-Decoder is incorrect. Predictions by RNA-Decoder are de-
pendent on rates of evolution at individual sites, since base-paired sites are expected to evolve
more slowly than non-paired sites. Although the method takes constraints of protein-coding
into account, places of very strong coding conservation can give a false signal to RNA-Decoder,
as can constraints on primary sequence for reasons other than protein coding or RNA struc-
ture. An outstanding example of a likely false positive by RNA-Decoder are the strong peaks
in pairing probability between 4600-4700 and at 4800. These are likely a result of the se-
quence conservation of the cPPT region at approximately 4790, which is conserved for its role
in replication. Since this type of sequence conservation is not accounted for by protein cod-
ing, RNA-Decoder assumes it is caused by conservation of RNA structure and makes a false
prediction.
3.4.4 Structure predictions for HIV-2 using RNA-Decoder
I conducted a similar genome scan across the HIV-2 genome using an input alignment con-
taining sequences from four subtypes. All positions are numbered according to the MAC239
reference sequence. While HIV-1 has spread globally and diversified into at least nine recognized
subtypes, HIV-2 has fewer subtypes and a more restricted geographic spread[85]. However, its
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subtypes are analogous to HIV-1 groups, since both likely originated from separate simian-to-
human transmission events. Thus, the HIV-2 input alignment, while having fewer sequences
and therefore less total tree length than either HIV-1 alignment (Table 2), contains enough
sequence diversity to give a pairing probability signal equal in magnitude to the HIV-1 result in
the RRE and the 5’ non-coding region. Adding sequences from SIVsm and SIVmac, the most
closely related SIV species, did little to change the pairing probability signal (data not shown).
A comparison of the smoothed pairing probabilities for both HIV-1 and HIV-2 is shown in
Figure 13. Except for the RRE and 5’ non-coding regions, the HIV-2 data has a weaker overall
signal compared to HIV-1 in that fewer peaks have pairing probability greater than 50%. Fewer
full-length sequences of different subtypes are available for HIV-2, so the input alignment may
not sample the sequence diversity as broadly across the genome as does the HIV-1 alignment.
One of the longest congruences between the two signals is in the 5’ non-coding-region, where
the signals are well-matched for most of the 400 nucleotides. This is immediately followed by
one of the largest regions of incongruence: in HIV-1, the pairing probability drops for about
300 nucleotides after the beginning of the gag gene while the HIV-2 signal remains high for
about 400 nucleotides after the beginning of gag and then falls to a sharp valley of low pairing
probability. Both signals have a peak at the frameshift signal, though the HIV-1 peak is much
sharper. Both also show a strong, extended peak for the RRE of approximately the same
magnitude and length. There is also a good match in signal though most of the env gene
upstream of the RRE, with the exception of positions 7000-7200 (MAC239 numbering), where
HIV-2 has a strong, somewhat extended peak that is absent in HIV-1. Lack of structure is
suggested by both signals for much of the middle of the pol gene (3800-4900 MAC239).
The pairing probability signals of HIV-1 and HIV-2 differ throughout most of gag. In
addition to those differences mentioned above, there is also a distinct flat region of no signal in
HIV-2 at 1800-1900 (MAC239) that is not echoed in the HIV-1 data. In the pro-pol genes there is
some correspondence of peaks and valleys, but in particular there does not seem to be support in
HIV-2 for the novel structure region predicted in HIV-1 at 3200-3300 (HXB2). The very sharp,
tall peak in in the cPPT region of HIV-1 is much diminished in HIV-2, though the downstream
adjacent peaks are of similar magnitude and extent. Signal agreement is particularly hard to
characterize in the accessory gene region between pol and env and also in the nef gene because
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the genomes have different arrangements in these areas. In HIV-1, the env and nef genes do not
overlap, while there is an 167-nt overlap in HIV-2. Thus, the sharp peak in pairing probability
between positions 9000-9100 (MAC239) is quite different from the HIV-1 signal in env at the
corresponding location (approx. 8650 HXB2), but is just slightly offset from a similar peak in
the HIV-1 signal for nef at the corresponding location (approx. 8750 HXB2). The signal on
either side of the peak is quite low compared to the corresponding regions in the HIV-1 env
gene, where there are several consecutive peaks. The difference in the signals at the end of
the env gene could be due to the difference in evolutionary constraint in the two sequences:
the HIV-1 sequence encodes only one protein here, compared to HIV-2 which has overlapping
coding regions. The HIV-1 sequence thus has a reduced constraint compared to HIV-2, and is
more able to also encode a functional secondary structure. This should also be the case in the
first part of the nef gene, and could explain the larger region of elevated pairing probability in
HIV-1 compared to HIV-2 in the 5’ part of nef.
3.5 Discussion
In the HIV-1 genome, no new structures that approach the size of the RRE are predicted
in the coding regions by RNA-Decoder. However, several smaller structures are predicted,
including one each in gag, pro, pol, vif, and nef, while env possibly contains two. A few of these
same structures are also supported by a chemical-thermodynamic assay of nucleotide reactivity.
Most of these new structures are not strongly predicted at the corresponding locations in HIV-2,
except for the structure in vif and possibly one in env. A small structure region is predicted
upstream of RRE in HIV-2 that is not predicted for HIV-1. The largest difference between the
two genomes is the large region of structure that continues from the 5’ non-coding region into
the first 350 nucleotides of the gag gene. Figure 14 summarizes the structure predictions for
each genome, including those that agree with the chemical-thermodynamic method.
I have compared the predictions of a phylo-grammar to those of a chemical-thermodynamic
method. Each uses different information to make structural predictions, so their predictions
are entirely independent of each other (i.e. P (A|B) = P (A)). The chemical-thermodynamic
method uses the chemical reactivity of each nucleotide in a single sequence to constrain the
33
thermodynamic folding process. It predicts both large and small known HIV-1 structures,
such as the RRE and the frameshift signal, but characterizes much of the genome as large
independently-folding semi-structured regions. Its predictions are like a snapshot of one mo-
ment in the viral life cycle, and may not find structures that form at another step, such as
in particular spliced transcripts. In contrast, the phylo-grammar method predicts conserved
structures that in theory can be functional at any time of the virus life cycle. These conserved
structures are identified by differences among nucleotides in rate of evolution and the presence
of sequence patterns consistent with base-pairing. This method uses pre-estimated evolutionary
and structural model parameters, which are derived from known hepatitis C virus structures,
tRNAs and rRNAs. Like all machine learning methods, the quality of its predictions is depen-
dent on how well the training dataset (i.e. the hepatitis C virus structures, rRNAs and tRNAs)
represents the testing dataset, or in this case, the HIV-1 and HIV-2 structures. Since the
method finds the RRE, the frameshift and the structures in the 5’ non-coding region with high
confidence, I conclude that the method’s parameters are appropriate for finding other, similar
structures that might exist elsewhere in the genomes of HIV-1 and HIV-2. However, it may
be weak at finding structures that are substantially different from the known structures, such
as the large folded regions predicted by the chemical-thermodynamic method. Possibly some
of the large folded regions predicted by the chemical-thermodynamic method are conserved to
some extent, but exhibit very different folding patterns such as absence of a main stem and
very long-range pairing that are not characteristic of the grammar’s training set. Most of the
high-confidence structures RNA-Decoder identifies are smaller, isolated structures with a main
stem, features that also describe the RRE, frameshift, and 5’ non-coding structures. Thus the
strongest correspondence between the two methods might be expected in structures that share
these features.
I examined conservation of RNA structure across a range of phylogenetic distances (Table
2 and Figure 7). In the alignment containing HIV-1 groups M, N, O and SIVcpz sequences,
which was the most divergent alignment, the pairing probability signal was weak in areas
of known structure (RRE, frameshift, 5’ non-coding), compared to the less-divergent HIV-1
group M alignment. The decline in signal strength could be due to group-specific structural
evolution. For example, if selection acts differently on the structures in group M compared to
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group O, they will not all fold into a single high-confidence structure, nor will the constraints
on rate be the same for each position. This will result in a weaker pairing probability for
positions with conflicting roles in the different groups. Given the conservation of the RRE
across species[63], it seems unlikely that major differences in the RRE would occur between
HIV-1 groups, causing such a reduction in signal. Another possibility is rate saturation in
the phylogenetic tree. Trees are inferred from third-codon positions in order to calibrate the
relative rates of other positions to the fastest rate[82]. If the amount of divergence present in
the alignment exceeds one substitution per site, then divergence estimates become inaccurate
because multiple substitutions cannot be accounted for. This leads to inaccurate rate estimates
for positions, which can also give weaker signal. Since the maximum pairwise distance in the
most divergent HIV-1 alignment exceeds one, this is the more likely explanation for the weaker
signal observed in that alignment. This explanation is consistent with previous results shown for
RNA-Decoder where the prediction error increases with increasing total tree length[82], though
total tree length does not correspond directly with divergence. Another argument against group-
specific structural evolution is the strength of signal observed in the HIV-2 alignment. Even
when SIVsm and SIVmac sequences were included (data not shown), the signal in the RRE
region for this alignment was comparable to that observed in the HIV-1 group M alignment,
which suggests conservation of structure across the human-simian transmission. Future studies
should then focus on sequence alignments with maximum divergence less than one substitution
per site to avoid saturation and false predictions. This could be accomplished for SIVcpz
sequences by excluding very distant (or all) HIV-1 sequences from the alignment.
In contrast to the most divergent HIV-1 alignment, the HIV-2 alignment produced equal
signal magnitude in the known structure regions of the RRE and the 5’ non-coding region. The
signal at the frameshift site was somewhat diminished. However, few other regions in HIV-2
have high pairing probability, suggesting that either HIV-2 has fewer conserved structures in the
rest of the genome or the input alignment was insufficiently diverse to sample rate changes across
the whole genome, and therefore missed some structural predictions. Structural evolution is a
third possibility; as mentioned above, there could be subtype-specific selection giving conflicting
results per position. Since the signal strength improves somewhat in the env region, which is the
most variable in the genome, it suggests that lack of sequence diversity might be the cause of
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lower signal in other regions of the genome. As more full-length sequences from other subtypes
of HIV-2 become available, the analysis could be repeated with an expanded alignment. Despite
the diminished signal, it is still easy to discern regions of congruence and incongruence with
the HIV-1 signal. Further investigations will be required to demonstrate the particular roles of
any diverging structures in the biology of their respective virus.
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Table 1: Sequences used.
Alignment Accession numbers Organism/Group/Subtype
HIV-1 group M AF004885
AF069670
U51190
AF484509
AF286238
AF286237
K03455 (HXB2)
AY423387
AY173951
AY331295
U52953
U46016
AF067155
AY772699
K03454
AY371157
AY253311
U88824
AF077336
AF005494
AF075703
AJ249238
AY371158
AJ249236
AJ249237
AF377956
AF190127
AF190128
AF005496
AF082394
AF082395
AJ249235
AJ249239
subtype A
subtype A
subtype A
subtype A
subtype A
subtype A
subtype B
subtype B
subtype B
subtype B
subtype C
subtype C
subtype C
subtype C
subtype D
subtype D
subtype D
subtype D
subtype F
subtype F
subtype F
subtype F
subtype F
subtype F
subtype F
subtype F
subtype H
subtype H
subtype H
subtype J
subtype J
subtype K
subtype K
HIV-1 & SIVcpz sequences from grp M alignment
AY532635
AJ006022
AJ271370
L20587
L20571
AY169810
AJ302647
U42720
AF103818
AF447763
group M
group N
group N
group N
group O
group O
group O
group O
SIVcpz
SIVcpz
SIVcpz
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HIV-2 AY509259
AY509260
U38293
M30502 (BEN)
U22047
J04498
J04542
AF082339
Z48731
J03654
D00835
M15390
U27200
L07625
X61240
AB100245
AF208027
AY530889
subtype A
subtype A
subtype A
subtype A
subtype A
subtype A
subtype A
subtype A
subtype A
subtype A
subtype A
subtype A
subtype  B
subtype  B
subtype  B
subtype  B
subtype  G
subtype  U
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Table 2: Evolutionary information in sequence alignments.
Number of
sequences
Total tree length Median pairwise
distance
Maximum pairwise
distance
HIV-1 group M refer-
ence subtypes  (no G)
33 fh = 2.5
lh = 3.7
fh = 0.29
lh = 0.44
fh = 0.37
lh = 0.55
HIV-1 M, N, O and
SIVcpz
43 fh = 5.8
lh = 9.2
fh = 0.31
lh = 0.46
fh = 1.44
lh = 2.39
HIV-2  subtypes A, B,
G, U
18 fh = 2.6
lh = 3.1
fh = 0.44
lh = 0.55
fh = 0.83
lh =  0.96
Pairwise distance values are in terms of substitutions per site. “fh” = first half of genome; “lh” = last
half of genome.
Table 3: Regions of agreeing structure predictions in HIV-1, using both RNA-De-
coder and chemical-thermodynamic predictions.
Region (HXB2
numbering)
Name or cod-
ing context
Base paired
nucleotides*/
region size
chemical-pre-
dicted base-
paired
nucleotides
Average pairing
probability
Correlation**
with chemical
466:797 5’ non-coding 174/332 194/332 0.6693123 0.5546707
1420:1450 gag 10/31 15/31 0.3513013 0.5746117
2099:2126 gag-pro
frameshift
24/28 24/28 0.823658 1.0
2460:2510 pro 23/51 28/51 0.6450999 0.6630435
2550:2620 pol 20/71 31/71 0.5164635 0.711343
3220:3280 pol 32/61 31/61 0.5558255 0.8363837
6300:6330 vpu-env 13/31 18/31 0.4351924 0.5897436
7360-7410 env 16/51 25/51 0.4224268 0.6049816
7709:8061 RRE 190/353 229/353 0.6956017 0.5325899
8460:8490 env/rev 15/31 15/31 0.7314326 0.6125
9200:9240 nef 16/41 27/41 0.4692163  0.5760658
* = base-paired nucleotides calculated as number positions with pairing probability greater than the
cutoff (0.8).
** Matthews correlation coefficient is calculated as described in Methods.
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Chapter 4
Antagonistic pleiotropy plays a role in the
congruent evolution of genetic robustness
4.1 Abstract1
Genetic robustness, the ability to produce high fitness phenotypes in the face of mutations, has
been observed in many biological systems but the mechanism by which it evolves is still unclear.
In general, genetic robustness is not expected to evolve by the direct action of natural selection,
because there is too little standing genetic variation observed in natural populations to favor
the evolution of a mechanism to mask that variation. As a result, evolutionary biologists have
proposed the congruent hypothesis’ that genetic robustness generally evolves as a correlated
response to selection for environmental robustness (the ability to produce high fitness pheno-
types in the face of a variable environment). However, the empirical support for this hypothesis
is limited to a few specific molecules, like chaperone proteins, where the mechanism of both
genetic and environmental robustness is known. We test the generality of the congruent hypoth-
esis by monitoring the evolution of genetic robustness in computational models of regulatory
networks, RNA secondary structure, and digital organisms while imposing either a constant
or variable environment. Consistent with the congruent hypothesis, all models showed signifi-
cant evolutionary responses in genetic robustness only in variable environments. We show that
this common outcome resulted because the evolutionary response to environmental variability
1This chapter has been submitted for publication with the following authors: Kristen K. Dang,
Matt C. Cowperthwaite, Christina L. Burch.
was to eliminate antagonistically pleiotropic phenotypes, phenotypes that were advantageous
in some environments but costly in others. Genetic robustness increased, as a result, because
fewer loci were used to encode the reduced number of phenotypes. Mutations in the remaining
loci no longer affected fitness. Surprisingly, we did not observe the accumulation of greater un-
expressed, or masked, genetic variation in populations that evolved higher genetic robustness.
Combined, our results suggest that the congruent hypothesis for the evolution of genetic ro-
bustness is likely whenever the environment is variable, and illustrate that the accumulation of
unexpressed genetic variation depends on the mechanism by which genetic robustness evolves.
4.2 Introduction
In any biological or engineered system, a property of interest is the system’s ability to function
properly when one or more components are damaged or altered. In biological terms, we can
think of this property, termed robustness, as the organism’s ability to produce a high fitness
phenotype despite mutations (genetic robustness) or changes in the environment (environmental
robustness). In biological systems, genetic and environmental robustness are manifest at every
level of biological organization, from the organization of the genetic code to protein folding to
developmental underpinnings of the phenotype [107]. Understanding the evolutionary origins of
the robustness that characterizes biological systems has been a major goal of recent theoretical
and empirical investigations [33].
Although the evolution of environmental robustness is well understood [109], the evolution-
ary origins of genetic robustness are less clear. Three hypotheses have been proposed to explain
the evolution of genetic robustness [22]. The intrinsic hypothesis’ posits that genetic robustness
is an intrinsic property of high fitness phenotypes; the adaptive hypothesis’ posits that genetic
robustness evolves as a direct response to selection; and the congruent hypothesis’ posits that
genetic robustness evolves as a correlated response to selection acting on environmental robust-
ness. Although at least some of the genetic robustness that characterizes biological systems is
intrinsic[22], the focus of the current paper is to distinguish between adaptive and congruent
origins of genetic robustness.
Disagreements over the origin of genetic robustness stem from the major difference be-
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tween genetic and environmental robustness. Whereas environmental variation is abundant,
the amount of genetic variation maintained in most natural populations is thought to be in-
sufficient for natural selection to favor masking that variation. Thus, on largely theoretical
grounds, the adaptive hypothesis is thought to be less likely than the congruent hypothesis
[33, 70]. However, it has been difficult to confirm this view with empirical evidence from
biological systems [70].
Experimental attempts to determine whether genetic robustness is an evolved property of
biological systems generally fail because a critical experimental design requirement can not be
met [22]. In particular, the demonstration that genetic robustness has evolved would require
the observation of a long-term evolutionary process and the ability to compare ancestral and
derived genotypes. In addition, demonstrating the mechanism by which genetic robustness
evolved would require a comparison of evolution in experimental (selects for robustness) and
control (does not select for robustness) conditions. Although comparative investigations of
existing species are able to examine robustness differences that resulted from long-term evolu-
tionary processes, they suffer from the inability to compare ancestral and derived genotypes,
or to compare evolution in experimental and control conditions. In contrast, laboratory evo-
lution experiments are able to compare ancestral and derived genotypes, and to compare the
evolution of robustness in experimental and control environments, but usually suffer from an
inability to monitor evolution over a sufficiently long time period, but see [75]. As a result,
the only evidence of evolved genetic robustness comes from investigations of known robustness
mechanisms, in which it is possible to infer the ancestral state and the proximate mechanism
by which robustness evolved.
In particular, the two cases in which genetic robustness has been shown to be an evolved
property of a biological system began with investigations of mechanisms known to confer ro-
bustness to high temperature environments. Naturally-occurring RNA secondary structures are
more thermally stable and genetically robust than most alternative sequences that fold into the
same structure [108, 74], and computational investigations confirm the existence of a genetic
correlation between these two traits [2]. In addition, molecular chaperones such as hsp90 and
GroEL ensure proper protein folding in the face of both high temperature and mutations [26].
Thus, the few examples in which genetic robustness has been shown to be an evolved property
42
of the system share the characteristic that the same mechanism that confers environmental
robustness also confers genetic robustness, suggesting that the congruent mechanism operates
at least in some cases.
However, it is not known whether the mechanistic link between environmental and genetic
robustness in the known examples is characteristic only of these specific molecules, or whether it
is a general characteristic of complex biological systems. Here we examine the general applicabil-
ity of the congruent hypothesis for the evolution of genetic robustness using three computational
models that differ widely in how their component parts combine to determine fitness models
of gene regulatory networks, digital organisms, and RNA secondary structure. For each model,
we conducted evolution experiments in silico to determine whether genetic robustness evolves
as a correlated response to selection for environmental robustness. Although the proximate
mechanisms governing robustness in these models may not perfectly capture biological reality,
examination of these models should address whether the congruent hypothesis for the evolu-
tion of genetic robustness holds regardless of the proximate mechanism that underlies genetic
robustness.
4.3 Experimental Design
As discussed above, testing experimentally whether and why complex biological systems evolve
to become genetically robust is difficult because it requires the ability to conduct long-term
evolution experiments, to compare ancestral and evolved genotypes, and to compare evolution
in experimental and control conditions. Since these requirements are difficult to meet even
in the fastest evolving biological model organisms (but see [75]), we followed the approach of
several previous studies [61, 2, 94] and monitored the evolution of robustness in computational
models of biological systems. We chose to examine three particular models gene networks,
digital organisms, and RNA secondary structure because all three have been used in previ-
ous investigations of evolved robustness, and because the proximate mechanisms that govern
robustness in the three models differ.
In each model, we determined whether genetic robustness evolves as a correlated response to
selection for environmental robustness by monitoring the evolution of environmental and genetic
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robustness during adaptation to a variable environment. Because we defined the nature and
frequency of environmental and genetic perturbations during the adaptation, we could measure
environmental and genetic robustness using a representative sample of the perturbations that
evolved populations actually experienced. We compared the robustness of ancestral and evolved
genotypes to confirm that the observed robustness was an evolved property of the models,
and we compared the magnitude of evolved robustness in variable and control environments to
distinguish between the congruent and direct hypotheses for the evolution of genetic robustness.
4.3.1 Regulatory network model
This model, first described by A. Wagner[106], consists of regulatory elements that jointly
determine the expression states of R interacting genes. The model is implemented as an R x R
matrix of weights, w, whose elements w(i, j) represent the effect of the gene j on the expression
of gene i, and a vector of binary expression states, ~s, whose elements s(i) indicate whether the
proteins are present, s(i) = 1, or absent, s(i) = −1. Each row w(i) in the weight matrix is
analogous to a promoter region for gene i. The initial expression state values and regulatory
weights for a network are randomly generated to simulate a random initial environment (~s)
and genotype (w). Networks go through a process termed development in which the expression
vector ~s changes in an iterative process according to the following equation:
~st+1 =
2
1 + e−a(w·~st)
− 1 (4.1)
where ~st is the expression vector at iteration t, ~st = 0 is the initial vector, and a is a scale
constant. If the network obtains a stable expression – an invariant expression vector – within
t = 100 iterations, it is considered viable and has the opportunity to reproduce in the next
generation. During evolutionary simulations, networks experience mutations – random changes
to values in the genotype matrix w – and environmental perturbations – random changes to
values in the initial expression state vector ~s – at the beginning of the development period in
each generation. Since all stable networks are equally viable, their fitness is determined by
the fraction of stable offspring they produce[3]. Networks are thus selected for their ability
to produce offspring that achieve stable expression states in the face of the perturbations –
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environmental or genetic – that they experience during the evolutionary simulations.
4.3.2 Digital organisms
We used AVIDA, an artificial life software that has been used for several experiments regarding
genome complexity and robustness (e.g. [61, 62, 113]). The software creates worlds populated
by self-replicating computer programs that replicate many behaviors of living organisms without
explicitly modeling chemical reactions. Genomes are modeled explicitly as a list of instructions,
which work together when executed to perform logic functions. The digital organisms compete
for central processing unit (CPU) time rather than food, and their environment can be set up
to reward them with extra CPU time (or punish them by removing it) for executing particular
logic functions. Fitness is a function of the organism’s replication efficiency and the amount of
CPU time it acquires by performing logic functions [62]. In AVIDA, the environment is defined
by the CPU rewards associated with the various logic functions. We assigned positive reward
values to seven logic functions, such that organisms performing these functions received in-
creased CPU time. Mutations were implemented by replacing one of the genome’s instructions
with one of the other 25 possible instructions chosen at random, and environmental perturba-
tions were implemented by decreasing one or more reward values, sometimes causing particular
logic functions to be penalized rather than rewarded. AVIDA organisms are thus selected for
their ability to replicate efficiently and maximize acquisition of CPU time in the face of the
environmental and genetic perturbations.
4.3.3 RNA secondary structure
RNA secondary structure has been well developed as a model for investigating the evolution
of environmental and genetic robustness. Empirical investigations indicate that natural RNA
secondary structures are characterized by both environmental robustness (measured as ther-
modynamic stability) and genetic robustness (measured as the fraction of mutations that have
no effect on the minimum free-energy structure) [108, 74], and computational investigations
indicate that genetic robustness can evolve as a byproduct of selection for thermodynamic
stability[2]. We built on the previous computational investigations, making modifications only
to improve our ability to distinguish the congruent and direct hypotheses for the evolution of
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genetic robustness, and to ensure that we could directly compare the results of the gene network,
digital organisms, and RNA secondary structure models. Most importantly, we expanded the
investigation to include a wider variety of secondary structure targets than had been examined
previously.
Following the approach of Ancel and Fontana [2], we investigated the evolution of robustness
in RNA secondary structures by monitoring evolution of populations of nucleotide sequences
where fitness is based on an explicit biological model of RNA folding that compares the mini-
mum free-energy structure of an RNA sequence to a target secondary structure [30]. In contrast
to the gene network and digital organisms models, environmental perturbations were not mod-
eled explicitly. Instead, selection for environmental robustness was imposed (or prevented) by
selecting for thermostability of the minimum free-energy structure in addition to its structural
similarity to the target (or selecting only for structural similarity to the target)[2]. Thus, envi-
ronmental robustness was measured as thermostability, by estimating the fraction of time spent
in the minimum free-energy structure, not as the average fitness following an environmental
perturbation. To improve comparisons with the gene network and digital organisms models, we
changed the measure of genetic robustness from the genetic neutrality metric used by Ancel and
Fontana to the mean relative fitness (i.e. mean structural similarity) after a single mutation.
4.4 Results
4.4.1 Correlation between environmental and genetic robustness in selection-
naive systems
For each model, we examined the correlation between environmental and genetic robustness
among large samples of high fitness individuals, chosen randomly with respect to robustness.
We generated samples of individuals that had a high fitness in the constant (or control) environ-
ment because selection for high fitness in the environment most often experienced is expected to
be stronger than selection for robustness to either environmental or genetic perturbations. Ba-
sically, we assessed the correlation between environmental and genetic robustness among only
those individuals that had a real possibility of contributing to adaptation. High fitness individ-
uals were chosen in such a way that selection for environmental or genetic robustness should
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not have affected their probability of being included in the sample. The sampled individuals
were selection-naive in this sense.
We produced the random samples for each model as follows. For the networks model,
we generated 10,000 random networks, requiring only that each network achieved a stable
gene expression pattern. Randomly generated digital organisms rarely exhibit high fitness,
thus, obtaining a sample of high fitness organisms from randomly generated genomes proved
computationally prohibitive. Instead, we generated a sample of high fitness genomes by allowing
76 populations founded by the same starting genotype to adapt independently to a constant
environment (no selection for environmental robustness) with a low mutation rate (no selection
for genetic robustness) for 2.65 million updates. For the RNA secondary structure model, we
used inverse folding (see Methods) to generate collections of molecules whose minimum free-
energy structure matched one of 17 different target structures, but were otherwise random with
respect to RNA sequence. These sequences were not selected based on thermostability, rather,
they were selected only because they folded into a desired structure. We generated 2,000-9,000
sequences for each of the targets, depending on sequence length of the target.
In each model, we measured genetic robustness as the mean fitness of individuals carrying
a single mutation relative to unmutated individuals. In the networks and digital organisms
models, we measured environmental robustness in an analogous manner: as the mean fitness
in perturbed environments relative to unperturbed environments. In the RNA model, environ-
mental robustness was measured as the thermostability of the minimum free-energy structure.
All three models showed a positive correlation between environmental and genetic robustness
(Figure 15), and the correlation was statistically significant for both the gene network and RNA
secondary structure models. The lack of statistical significance in the digital organisms model
probably resulted both because the relationship between environmental and genetic robustness
is weak in this model, and because we were computationally prevented from obtaining a larger
sample of high fitness, but otherwise random, individuals. The strength of the relationship
between environmental and genetic robustness varied substantially among the three models
(digital organisms: Kendall’s τ = 0.06; gene networks: Kendall’s τ = 0.14; various RNA sec-
ondary structures, 0.60 < Pearson’s r < 0.75). In addition, the average robustness exhibited by
random high fitness individuals varied substantially. Gene networks exhibited high genetic and
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environmental robustness, whereas digital organisms exhibited low genetic and environmental
robustness. RNA secondary structures fell in the middle, at least in terms of genetic robustness.
Because we used different measures, environmental robustness could not be directly compared.
4.4.2 Evolution experiments
To confirm that genetic robustness evolves in these models as a correlated response to selec-
tion for environmental robustness, we evolved pairs of experimental and control populations.
Experimental populations evolved in an environment that imposed selection for environmental
robustness (e.g. a variable environment) and control populations in an environment that did not
impose such selection (e.g. a constant environment). For each model, we evolved 31-50 pairs of
populations (see Methods), using as large a population size (N) as was computationally feasible
for each model (500 < N < 1000). We imposed low per-genome mutation rates (U = 1/N) and
asexual reproduction to limit direct selection for genetic robustness [109, 107, 3, 113]. Each
population was evolved long enough to allow a response to selection. The experiment length
varied between the models (range = 400-250,000 generations) and was chosen based on pre-
liminary experiments that assessed the time needed for a response in each model (data not
shown).
All models showed a significant increase in genetic and environmental robustness in the
variable experimental environments (Figure 16). We can be sure that the evolved robustness
resulted from selection for environmental, and not genetic, robustness because control popula-
tions differed from experimental populations only in the intensity of selection for environmental
robustness (the intensity of selection for genetic robustness was identical), and none of the
models showed a significant change in genetic or environmental robustness in the constant
control environments (Figure 16). Thus, genetic robustness evolved in all three models only
as a correlated response to selection for environmental robustness. Consequently, and as ex-
pected from the weak genetic correlations between environmental and genetic robustness in
these models, the gene network and digital organisms models both showed a weaker response
in genetic robustness than in environmental robustness (the analogous comparison in the RNA
secondary structure model is not meaningful because environmental and genetic robustness are
not measured on the same scale).
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4.4.3 Proximate mechanisms
The AVIDA software provides the means for monitoring evolution of both the phenotype, i.e.
the performance of individual logic functions, and the genotype, i.e. the contribution of each
instruction (locus) in the genome to the production of phenotypes. We monitored both of these
characteristics, and found that the populations in the variable environment evolved to perform
fewer logic functions than those in the constant environment and to use fewer instructions
to perform those functions (Figure 17). Recall that all populations were first subject to a
preadaptation period in the constant environment. Populations that then continued to evolve
in the constant environment retained all of the logic functions gained during the preadaptation.
In contrast, populations that were then subject to evolution in the variable environment lost
the ability to perform 0.64 logic functions, on average.
We assessed evolved changes in the number of instructions (loci) involved in the performance
of logic functions by deleting each instruction in the genome, one at a time. In a genome of size
70, we found that the loss of logic functions in the variable environment was accompanied by
the use of 3.2 fewer instructions (15.6 compared to 18.8) in the evolved variable-environment
populations compared to their preadapted ancestor. We also examined genetic diversity in the
populations by measuring the Hamming distance between all genotypes in each population. We
found that the populations evolved in the variable environment had less genetic diversity than
those in the constant environment (Figure 18).
4.5 Discussion
In this paper we present the results of evolutionary simulations designed to test the general
relevance of the congruent hypothesis for the evolution of genetic robustness. We followed the
approach of a number of recent studies and monitored the evolution of robustness in computa-
tional models. Most of these studies focused on unusual scenarios such as high mutation rates
that are expected to impose direct selection for genetic robustness[113]. In contrast, we built on
the work of Ancel and Fontana[2], and investigated whether environmental variability a com-
mon characteristic of natural environments was alone sufficient to produce genetic robustness.
We imposed controlled conditions in which environmental variability was the only selective force
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capable of producing evolved robustness and, thereby, demonstrated conclusively that genetic
robustness evolved as a correlated response to this selection. The consistency of this result
across three computational models that differ both in the extent to which they mimic biological
reality and in the manner in which their component parts combine to determine fitness suggests
that the congruent hypothesis contributes to the evolution of genetic robustness regardless of
the mechanistic basis of environmental robustness.
Our first piece of evidence for the congruent evolution of genetic robustness highlights the
advantage that investigations of computational models bring to the study of evolved robust-
ness. We demonstrated a positive correlation between environmental and genetic robustness in
a single trait (fitness) among a collection of high fitness genotypes in two of the three models
and a weak non-significant one in the digital organisms model. The power of this demonstration
comes from the abilities, when investigating computational models, to use the appropriate mea-
sure of genetic robustness (robustness to spontaneous mutation), and to measure robustness
in collections of high fitness genotypes. The analogous demonstration has not been possible
in biological systems because it is difficult to measure genetic robustness in a single genotype,
much less in numerous genotypes. As a result, most studies of biological systems have investi-
gated the correlation between environmental and mutational robustness among different traits
within the same genotype [99, 89]. This approach minimizes the difficulty of obtaining mea-
sures of mutational robustness, but doesn’t capture the parameter of interest: the correlation
between environmental and mutational robustness in a single trait among different genotypes.
The few previous studies of biological systems that examined the latter correlation compared
wild type genotypes either to genotypes in which a known robustness mechanism had been
knocked out (e.g. GroEL:[26] egfr: [25]), or to genotypes carrying unknown spontaneous dele-
terious mutations (e.g. [11]). Because the mutated genotypes in these studies were not the
product of selection, the relevance of these comparisons for the evolution of genetic robustness
is unclear[36].
By investigating genetic robustness in computational models, we were also better able to
measure other aspects of the phenotype and genotype as populations evolved. In addition to
measuring the average effect of mutations on fitness, we could accurately estimate the shape of
the distribution of mutation effects on fitness (as in [18]), and we could measure the production
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of key fitness-determining phenotypes. We discovered that monitoring evolution of the mutation
effect distribution and the production of key phenotypes provided insight into the mechanistic
basis of environmental and genetic robustness in each model.
The proximate mechanism by which environmental and genetic robustness jointly evolve
in RNA secondary structure has been explored elsewhere[2]. Environmental robustness, or
thermostability, is achieved by increasing the stability of stems in the target structure and/or
by decreasing the stability of alternative folds. Essentially, thermostability is achieved by
reducing the likelihood that stem nucleotides can find stable binding partners elsewhere in the
RNA molecule. As a result, the minimum free energy structure becomes more stable than any
alternate structure, and nucleotides that are not involved in binding interactions become less
likely to affect the relative stability of the target structure, even when they are mutated. Thus,
environmental variability selects for use of less of the genome to produce the desired phenotype,
and genetic robustness emerges from the resulting increase in neutrality, the proportion of
mutations that do not perturb the lowest free energy structure.
In AVIDA we found that environmental robustness was achieved by performing fewer logic
functions, i.e. encoding fewer phenotypes. The reason that populations in variable environ-
ments evolved to perform fewer logic functions is intuitive. Although logic functions were
rewarded in the constant environment, the amount of the reward varied among individuals in
the variable environment, and was sometimes negative. That is, specific logic functions were
sometimes penalized in the variable environment. The evolution of environmental robustness
via the performance of fewer logic functions depended on the way in which we implemented
genotype by environment interactions, and required that logic functions were advantageous in
some environments but not others (data not shown). Because these environmentally robust
populations used fewer genome commands to produce a smaller number of logic functions, they
also exhibited genetic robustness. This situation is exactly analogous to what is observed in
RNA secondary structure. Environmental variability selected for use of less of the genome to
produce fitness-related phenotypes, and genetic robustness emerged from the resulting increase
in neutrality.
In the artificial gene networks, the only way genetic robustness could evolve was through
increasing neutrality. Therefore, the fact that environmental variability resulted in increasing
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neutrality does not distinguish between alternative mechanisms for the congruent evolution of
genetic robustness, but it does mean that environmental variability selected for use of less of
the genome in the production of phenotypes and of fitness just as in the other models.
Although the three models are mechanistically different, a similar pattern emerged in each.
Genetic robustness evolved by minimizing the number of loci used to encode phenotypes (or
fitness). Thus, a major contributor to increasing genetic robustness was increasing neutrality,
the proportion of loci in which mutations have no effect. Why does environmental variability
select for neutrality? Our analysis of the phenotype and genotype evolution in the AVIDA
model gave the clearest answer, suggesting that the only requirement for the congruent evo-
lution of genetic robustness was antagonistic pleiotropy the kind of genotype by environment
interaction in which particular alleles (and phenotypes) are advantageous in some environments,
but deleterious in others. In a variable environment, antagonistic pleiotropy selected against
the production of particular phenotypes, and parts of the genome were made nonfunctional as
a result. The consistent evolution of increasing neutrality as a result only of environmental
variability, indicates that antagonistic pleiotropy had a causal role in the evolution of genetic
robustness in all three models.
Perhaps, the observation that antagonistic pleiotropy played a role in the evolution of genetic
robustness should not have been surprising because such genotype by environment interactions
are central to the evolution of environmental robustness. Essentially, if environmentally induced
phenotypic variation reduces fitness, then there will be selection to minimize the environmental
sensitivity of the phenotype [109]. If there are genotype by environment interactions, such selec-
tion will favor genotypes that produce similar phenotypes across environments [36]. Further, if
environmentally induced phenotypic variation reduces fitness sufficiently, then natural selection
may be expected to favor a genotype that produces a stable phenotype over a genotype that
produces a variable phenotype, even if the latter achieves a higher fitness in the most com-
mon environment [88]. Our observations match these expectations. In the artificial life model,
reduced envrionmental variability in fitness was achieved by ceasing to produce certain pheno-
types, which in turn, reduced fitness in the most common (i.e. constant) environment. However,
we were surprised that the production of a similar fitness across environments was achieved,
in each model, by eliminating phenotypes with variable fitness effects entirely. We could not
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have predicted that the strength of antagonistic pleiotropy (i.e. the cost of producing certain
phenotypes in certain environments) would be sufficiently large to favor the elimination of such
phenotypes in all three models.
Thus, we extend the findings from biological systems in an important way. Investigations in
biological systems provided a critical first step by demonstrating the existence and mechanistic
basis of evolved robustness in both RNA[2] and protein folding[91]. Our results confirm that
the congruent evolution of genetic robustness is not characteristic only of these particular
aspects of biological systems. Instead, the congruent hypothesis appears to be relevant for
any aspect of the system that experiences antagonistic pleiotropy. Since natural populations
of biological organisms are characterized by environmental variability and by an abundance of
antagonistic pleiotropy[17, 28, 77], our results suggest that genetic robustness should evolve
as readily in biological organisms as they evolved here in computational models. Combined,
these observations provide strong support for the congruent hypothesis that genetic robustness
generally evolves as a correlated response to selection for environmental robustness.
Finally, an underappreciated consequence of the congruent evolution of genetic robustness is
that it may obscure our ability to predict differences in the amount of standing genetic variation
between robust and non-robust populations. Thinking that we could demonstrate the accumu-
lation of higher levels of genetic variation in robust compared to non-robust populations (as
suggested by [107]), we compared the pairwise genetic diversity in the digital organisms popu-
lations evolved in constant and variable environments. We were initially surprised to find less
genetic diversity in the robust populations, but quickly realized that the reduced genetic vari-
ation was a direct result of the fact that robustness evolved as a consequence of environmental
variability[36]. In addition to selecting for robustness, the environmental variability ensured
that genotypes with strong genotype by environment interactions were eliminated by natural
selection. Although known robustness mechanisms clearly do allow the accumulation of unex-
pressed genetic variation, it is worth considering whether that characteristic applies specifically
to mechanisms like hsp90 that buffer nearly every phenotype of the organism including those
that do not experience strong genotype by environment interactions. In a situation like the
one described in this paper, where strong genotype by environment interactions coupled with
environmental variability are required for the evolution of genetic robustness, we posit that
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these same factors would ensure minimal accumulation of unexpressed genetic variation.
4.6 Methods
4.6.1 Regulatory networks model
All networks were generated using software described previously[3] with default parameter
values. We generated 50 networks and used them to found two sets of clonal populations (of
size N = 500). One set experienced environmental perturbations, where each generation we
changed the value of one or more randomly-selected expression state values of each offspring
prior to development. Those that attained a stable expression state following this perturbation
were allowed the chance to reproduce in the next generation. We conducted this experiment
three times, using a different number of perturbations to the expression state values (1, 3, or
5) of one of the population sets for each repetition. Since there was no qualitative difference in
the results for different numbers of perturbations, we only report results for 5 perturbations.
We measured environmental and genetic robustness in both sets of populations every 10
generations. At each timepoint, we made 75 environmental or genetic perturbations to each
network one at a time and then measured the percentage of perturbations that resulted in
unstable gene expression (i.e. fitness = 0). These perturbations were only for testing purposes
and were not maintained in the population. The perturbations were equivalent to those expe-
rienced by the populations evolving in the variable environment. That is, if the populations
were evolved with 3 perturbations to their expression state values at each generation, we tested
their robustness by making 3 perturbations 75 times. The genetic perturbations, or mutations,
were tested by mutating a randomly-chosen single element of the genotype matrix. The median
fitness effect of 75 such mutations is reported.
Since the data were not normally distributed, particularly for the environmental robustness,
we analyzed the data using non-parametric methods. Normal-approximation significance values
of the Wilcoxon signed rank test were calculated using the medians of each population (constant
and variable pairs) as data.
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4.6.2 Digital organisms
All experiments were performed using AVIDA version 2.3 (obtained by request from C. Ofria)
compiled with Cmake version 2.0.6 for Linux (configuration files available upon request). We
generated founder genotypes by seeding approximately 90 populations of size N = 900 with
the software-provided, minimally functional default genotype, which we modified to reduce its
genome size to 70 instructions. We evolved these populations at a per-instruction mutation rate
(AVIDA genesis file parameter “COPY MUT PROB”) of µ = 0.00001587 (µ ∗ 70 = 1/N = U)
for 2.65 million updates in a constant environment with a constant reward value for performing
any of seven logic functions. Insertion and deletion mutations were not permitted in this
experiment. Following this pre-adaptation period, 31 of the populations had evolved the ability
to perform 3 or more logic functions. We did not pursue further the remaining 59 populations.
We considered them insufficiently adapted to the AVIDA environment.
We took the highest-fitness genotype from each of these 31 populations and used it to found
two sets of clonal (N = 900) populations that were evolved for approximately 16,000 genera-
tions. For this experiment, we changed the environment reward structure such that organisms
were rewarded or penalized only for functions they performed at the end of pre-adaptation
period. One set of populations was evolved in a constant environment where they were consis-
tently rewarded for performing logic functions and the other was subjected to environmental
perturbations several times each generation. Environmental perturbations were implemented as
random transient decreases to the phenotype reward structure, analogous to daily fluctuations
in rainfall around a seasonal average. These perturbations temporarily decrease the CPU time,
and hence the fitness, for any organisms that perform the logic function for which the reward
is decreased.
In order to avoid developing a recurrent pattern of environmental perturbations to which
the second set of populations could adapt, we chose the perturbations such that each reward
value had a 1/k chance of being perturbed at each update, where k = the number of functions
performed by that population’s founder. The perturbations were implemented as transient
decreases in the function reward values and the magnitude of the perturbations was chosen
from an exponential distribution with the scale parameter (the mean) equal to the function
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reward value. The perturbed values reverted to the original values after 2 updates, or less than
1 generation.
For both sets of populations, we calculated the effect of a perturbation as the median
of the ratio of perturbed to unperturbed fitness for all perturbations. Using the landscape
analysis function in the software, we generated all single point mutations for each genotype
and measured their effect on fitness. We could not exhaustively sample all environments, so we
generated a random sample of 40 environments that were perturbed from the standard constant
environment in the same way as described above. Fitness of each genotype was measured in all
40 environments. Non-parametric tests were used as described above for networks. To measure
the number of functions performed and the fraction of the genome used to perform tasks,
we used the average modularity analysis function in the software, which performs sequential
knockouts of each genome instruction and tests the effect on performance of logic functions.
To measure genetic diversity, we used the hamming function, which calculates the hamming
distance between all genotypes in the population.
Computations for the networks and digital organisms models were executed on a Linux
cluster maintained by the University of North Carolina at Chapel Hill’s research computing
group.
4.6.3 RNA
RNA molecules carry tiny electrostatic charges that allow them to fold into extensive secondary
and tertiary structures. For genes in which the RNA molecule itself is the functional product
(e.g. tRNA, rRNA), structure is important for function and has been highly conserved during
the evolutionary history of these genes. We cannot yet predict RNA tertiary structure, but we
can rapidly predict the secondary structure of RNA molecules using thermodynamic minimiza-
tion [120, 119, 66]. The thermodynamic minimization approach is reasonably accurate for short
RNA molecules; the approach does not, however, consider pseudoknots or other non-canonical
interactions.
Predicted RNA folding has been extensively used to build computational simulations of
evolving populations [2, 30, 43, 31, 105]. Here, we used a discrete-generation population model
that was developed to make straightforward comparisons to existing theory [19]. In this model,
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evolution proceeds exclusively by point mutations, the mutation rate is equal for all nucleotides,
and the population size is held constant. At each discrete generation, individuals replicate in
proportion to their fitness to produce the next generation.
To measure fitness, we used a hyperbolic decaying function, f(σ), to calculate a selective
value based on how well a structure, σ, matched the target shape:
f(σ) =
1
α+ (d(σ, t)/L)β
(4.2)
where α and β are scaling constants, d(σ, t) is the Hamming distance between σ and the
target shape (t), and L is the length of the sequence. The values α = 0.01 and β = 1 were
chosen to produce the hyperbolic decaying shape of the selective-value function and to maintain
consistency with prior work [2, 19, 31, 18]. By scaling the distance with a hyperbolic decaying
function, we modeled strong selection for target structure (i.e. few shapes function well).
In the control environment, we used the ”simple” fitness function. In this scenario, fitness
is solely a function of the similarity of the minimum free energy (mfe) structure to the target
structure. The robustness of the mfe structure is not considered. The fitness of an individual is
therefore the value of f(σ) with σ as the mfe shape. For the experimental populations, we used
a ”plastic” fitness model [2, 19, 18]. The plastic model considers phenotypic plasticity whereby
RNA molecules may assume alternative shapes, which are nearly as stable as the mfe structure.
We refer to this ensemble of alternative shapes as the suboptimal repertoire, and predict it
using an extension to the standard thermodynamic folding algorithms [115]. We predict all
shapes within 3 kcal/mol of the ground state shape, which is roughly equivalent to breaking
two G-C bonds. The approach of [115] permits computation of the partition function Z for a
molecule’s suboptimal repertoire:
Z =
∑
e−∆Gs/KT , (4.3)
where ∆Gs is the free energy of shape s,K is the Boltzmann constant, and T is the temperature
[68]. The Boltzmann probability p of a shape s is then
ps =
−∆Gs/KT
Z
. (4.4)
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The Boltzmann probability is precisely the probability of finding an RNA molecule in shape s (a
shape in its suboptimal repertoire) in a large sample of identical RNA molecules; it also approx-
imates the amount of time an RNA molecule spends in s. This model assumes thermodynamic
equilibration and no kinetic barriers to transitioning between shapes [68].
In the plastic model, fitness is measured as the sum of the selective values of all shapes
in a molecule’s suboptimal repertoire, each weighted by its Boltzmann probability:
∑
f(σ)ps
[2, 19, 18]. We are therefore selecting for RNA molecules that stably fold into shapes that
match the target shape.
We begin each simulation with one of three isogenic populations of N individuals, which
were poorly adapted to their environment. Each population was then allowed to separately
adapt to one of fifteen targets under both the simple and plastic fitness functions for 250,000
generations, for a total of 45 populations. Our simulation maintained a constant population size
of N = 1000, and used a genomic mutation rate of U = 0.001 (the reciprocal of the population
size). Genome length slightly varied across simulations to match the length of the target shape,
but was approximately 105 (+/- 5) nucleotides.
We used inverse folding to produce a set of pseudorandom, non-adapted RNA molecules that
fold into a particular minimum free energy structure, but do not necessarily have a high degree
of thermodynamic stability. Inverse folding is commonly used to produce RNA molecules that
fold into a desired shape [93]. The program RNAinverse in the ViennaRNA software package
initially divides the target shape into several smaller regions and the starting sequence into
segments, which each correspond to a small region of the target structure. Each segment of
the starting sequence is individually optimized through single base changes or compatible base-
pair changes. Once all of the separate regions of the starting sequence have been individually
optimized the full sequence is created and further optimized.
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Chapter 5
Discussion
Many programs exist for the prediction of non-(protein)coding RNA genes, yet RNA-Decoder
is apparently the only one specifically adapted for predicting structures that exist in protein-
coding regions. While overlapping coding for RNA and proteins may not occur often in organ-
isms other than viruses with small genomes, it is still an important feature of viral genomes
and for this reason warrants further methodological development. RNA-Decoder performs well
enough to recognize the RRE and the gag-pro-pol frameshift signal in HIV-1 and HIV-2, but
additional training may improve its predictions for other structures and other viruses. RNA-
Decoder comes pre-trained, but without any method for re-training the grammar transition
parameters. Presumably this feature is included in the source code, but the code is not well
documented and is difficult to compile, due (among other things) to some inconsistencies with
current compilers. These difficulties could be overcome using a separate tool specifically for
training phylo-grammars[50]. The availability of such software for parameter estimation opens
the possibility of re-training the existing grammar on different structures or developing a new
grammar without having to modify existing RNA-Decoder software. It would be interesting to
use known HIV structures in the training dataset and then re-predict the HIV genome and that
of other lentiviruses. For example, most structures predicted for the HIV-1 and HIV-2 genomes
are relatively simple stem-loop structures that are anchored by a main stem. No large, complex
structures are predicted with high reliability, particularly ones that do not have a single promi-
nent stem, as does the RRE. This could mean that no such structures in fact exist, or that
the training dataset was not diverse enough to allow their prediction. These possibilities could
be tested by modifying the training dataset to exclude simple stem-loops or to include com-
plex structures, even structures that are not entirely validated. Results may suggest whether
lentiviral or other viral genomes are capable of harboring other complex RNA structures, or
whether they are predominantly small stem-loops.
The evolutionary parameters of RNA-Decoder are more straightforward to adjust, and an-
other potential modification is to fit the underlying evolutionary model[82] to an alignment of
the sequences of interest to obtain evolutionary parameters specific to those sequences. This
could reasonably be done for groups of related viruses that are likely to share evolutionary
parameters, such as retroviruses.
In the prior work on compensatory evolution[51], we discussed another possibility for refining
RNA structure prediction software: using the difference in transition-transversion rate ratio
instead of the difference of rates among sites as evidence for RNA secondary structure. Another
possibility is to model variation in synonymous rates per codon as a signal for conservation
of RNA structure. Typically, the rate of evolution at synonymous sites in protein coding
regions of genes is used as a proxy for the neutral, or background, rate because these types
of mutations do not change the encoded amino acid and therefore are not expected to be
under selection. In multiple coding regions, the synonymous rates should be depressed because
mutations that are neutral to the protein may have an effect on the RNA. Previous work
along these lines shows reduced variability of synonymous sites as evidence for the presence
of RNA secondary structure in those regions[95, 103]. However, these studies did not use an
explicit model of codon or nucleotide evolution, as in[54]. Model-based tests for variability
of synonymous rates by Simon Frost’s group found evidence for among-site variation in over
400 alignments of virus genes (http://www.viralevolution.org/). Variation in synonymous
rates cannot automatically be assumed to imply the presence of RNA secondary structure, but
does at least indicate the presence of multiple constraints. Likelihood methods could be used
to test for variability of synonymous rates, and to choose the number of such rates to estimate,
as described in[54]. These rates could be used instead of the current, parameter-rich model
used in RNA-Decoder. Although such an approach might lose some specificity because it does
not model the specific effect of RNA structure on rates at individual positions, it may require
estimation of fewer parameters than RNA-Decoder currently does. Also, the parameters could
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be estimated without a priori knowledge of structure in an alignment. Potentially, either of
these two signals, transition-transversion rate ratio or synonymous rates, could be combined
with a structural grammar using a Bayesian scoring method as in RNA-Decoder.
Using a new prediction method that incorporates some of the above adjustments, a large-
scale analysis of conserved RNA structures in viruses (or certain sub-groups) could be un-
dertaken and stored in a web-accessible database. Studies near this scale have already been
attempted using thermodynamic folding software[39, 102, 114]. A comparable version using the
latest sequence data, alignment and phylogeny methods, and predictions based on evolutionary
rate information and grammar parameters would be a large but feasible undertaking and a good
complement to data from thermodynamic and/or biochemical prediction methods and would
potentially spur additional such studies. Such a survey would also provide data to assess the
frequency of multiple coding and to quantify its constraints on molecular evolution. Thinking
broadly, such an approach could be expanded to bacteria, archaea, and/or eukaryotes in order
to characterize differences among the groups in use of multiple coding.
With respect to the issue of conserved structures in HIV-1 and HIV-2, it may also be of
interest to predict structures for the most closely related simian viral genomes separately from
the human viruses. There are enough sequences of SIVcpz to make a reliable dataset for a
separate analysis of structure in this virus, and SIVsm in combination with SIVmac may also
produce a large enough dataset. Such an investigation could use the same grammar transition
parameters and evolutionary parameters as used for HIV-1 and HIV-2, so the only additional
work would be to align the sequences and infer phylogenetic trees. Prior work on the RRE
across lentiviral species suggests that this structure is present in other members of this viral
group, but with some structural differences[63]. If prediction methods can suggest other such
differences between the human viruses and their most closely-related simian viruses, they may
suggest opportunities for biochemical structure probing to validate structures and additional
work to elucidate any functional differences.
61
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!
5
0
0
1
0
0
0
1
5
0
0
2
0
0
0
2
5
0
0
3
0
0
0
3
5
0
0
4
0
0
0
4
5
0
0
5
0
0
0
5
5
0
0
6
0
0
0
6
5
0
0
7
0
0
0
7
5
0
0
8
0
0
0
8
5
0
0
9
0
0
0
9
5
0
0
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
!!!!!!!!!!!!!!!!!!!
5
0
0
1
0
0
0
1
5
0
0
2
0
0
0
2
5
0
0
3
0
0
0
3
5
0
0
4
0
0
0
4
5
0
0
5
0
0
0
5
5
0
0
6
0
0
0
6
5
0
0
7
0
0
0
7
5
0
0
8
0
0
0
8
5
0
0
9
0
0
0
9
5
0
0
1
0
0
0
0
pr
o
ga
g
po
l
vif
en
v
ne
f
R-
U5
U3
-R
vp
rta
tv
pu
re
v
F
ig
ur
e
1:
T
he
H
IV
-1
ge
no
m
e
or
ga
ni
za
ti
on
is
sh
ow
n
us
in
g
th
e
H
X
B
2
re
fe
re
nc
e
ge
no
m
e
nu
m
be
ri
ng
.
G
en
es
ar
e
sh
ow
n
in
co
lo
re
d
bo
xe
s,
ar
ra
ng
ed
ve
rt
ic
al
ly
ac
co
rd
in
g
to
th
ei
r
re
ad
in
g
fr
am
e.
T
he
LT
R
no
n-
co
di
ng
re
gi
on
s
(U
5,
R
,U
3)
ar
e
sh
ow
n
as
gr
ay
bo
xe
s
at
ei
th
er
en
d
of
th
e
ge
no
m
e.
62
K
03
45
5
AJ
24
92
38
A
F3
77
95
6
A
F2
86
23
8
AJ
24
92
39
A
F0
69
67
0
A
F2
86
23
7
U
88
82
4
K
03
45
4U
46
01
6
AJ
24
92
37
A
Y
25
33
11
A
Y
42
33
87
AJ
24
92
36
A
F0
04
88
5
U
51
19
0
A
Y
37
11
57
A
F0
05
49
6
A
F0
05
49
4
A
Y
37
11
58
U
52
95
3
A
F1
90
12
7
A
F0
82
39
4
A
F0
82
39
5
A
F0
67
15
5 A
Y
77
26
99
A
F0
77
33
6
A
Y
33
12
95
A
F1
90
12
8
A
F4
84
50
9
A
F0
75
70
3
AJ
24
92
35
A
Y
17
39
51
99
939
7
10
096
99
7
0
10
0
10
0
10
01
00
10
0
99
10
0
7
3
10
099 10
0
86
83
89
96
99 8
5
10
0
7
7
10
0
10
0
0.
03
A
Y
23
71
67
A
F4
84
48
4
A
F4
42
56
6
A
F4
42
57
0
A
F4
57
06
0
A
F4
57
05
7
A
Y
23
71
65
A
F4
57
07
1
A
Y
73
45
61 A
F4
57
07
6
A
Y
03
72
76
A
Y
78
11
25
K
03
45
5H
A
Y
53
11
16
A
Y
03
72
74
A
F3
62
99
4
A
Y
73
45
57
A
F4
42
56
8
A
Y
03
72
73
A
Y
82
92
13
A
Y
25
58
28 A
F4
57
07
4
A
F4
57
09
1
A
Y
23
71
669
5
7
5
98
63
5
4
96
5
5
7
6
95
67
88
67
93
94
7
2
94
98
0.
04
F
ig
ur
e
2:
P
hy
lo
ge
ne
ti
c
tr
ee
s
in
fe
rr
ed
fr
om
al
ig
nm
en
ts
.
T
re
es
w
er
e
ge
ne
ra
te
d
us
in
g
th
e
G
T
R
+
γ
m
od
el
of
ev
ol
ut
io
n.
B
ra
nc
h
su
pp
or
t
is
in
di
ca
te
d.
(l
ef
t)
R
ef
er
en
ce
su
bt
yp
e
se
qu
en
ce
s;
(r
ig
ht
)
hy
pe
rm
ut
at
ed
se
qu
en
ce
s.
63
0 5 10 15 20 25 30 35
0
5
10
15
20
25
30
35
HIV−1 structures − SCFG partition eq
kappa − unpaired
ka
pp
a 
− 
pa
ire
d
reference sequences
hypermutated sequences
0 5 10 15 20 25 30 35
0
5
10
15
20
25
30
35
HIV−1 structures − SCFG partition eq
kappa − unpaired
ka
pp
a 
− 
pa
ire
d
reference sequences
hypermutated sequences
A
B
Figure 3: Transition-transversion rate ratios in stem and loop sites for selected structures.The
solid like represents κstems = κ2loops, the prediction for structures evolving via compensatory
evolution. The dashed line represents κstems = κloops, the null expectation. (a) Estimates of
κ are shown with their 95% confidence intervals for several known and predicted structures in
HIV-1. Stem and loop sites were designated by predictions from a phylo-grammar. (b) The
same data with lines connecting values measured for the same structure.
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Figure 4: Relationship of genome position to transition-transversion rate ratios. (a) The same
data shown in Figure 3 is plotted versus the locations of the structures in the HIV-1 genome.
Positions are according to the HXB2 reference sequence. (b) The deviation of the data shown
in (a) from the compensatory prediction is shown. The negative of the deviation is plotted,
such that values greater than zero indicate higher κloops than expected. See text for explanation
of deviation. The position of the central polypurine tract (cPPT) is indicated.
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Figure 5 (preceding page): Sliding-window analysis of transition-transversion rate ratio. κ
is plotted for overlapping 150-nucleotide windows across the genome for both the reference
sequences alignment and the hypermutated alignment. All positions in the alignment were
used for the top panel; positions with a high likelihood of being in a stem were removed for the
bottom panel.
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Figure 6: Phylogenetic tree for lentiviruses, inferred from the gag gene, as shown in [63].
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Figure 7: Phylogenetic trees inferred from HIV-1 and HIV-2 genome alignments. To account for the 
differences in nucleotide content and evolutionary rate in different parts of the HIV genome, two trees 
were inferred for each genome, one for the upstream and downstream regions. The trees were inferred 
from third positions of the relevant coding regions. See methods for details. Shown are the 
phylogenies for the following alignments: (a-b) HIV-1 group M upstream and downstream, 
respectively, (c-d) HIV-1 groups M, N and O and SIVcpz upstream and downstream, respectively, and 
(e-f) HIV-2 upstream and downstream, respectively.
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Figure 8: Performance of the Matthews correlation coefficient over various pairing probability 
cutoffs. The correlation between the structural labels of chemical-thermodynamic and RNA-Decoder 
is shown for the two large, known structural regions in HIV-1, (a) the RRE (positions 7709-8061 in 
HXB2) and (b) the 5’ non-coding region (466-797 HXB2). The cutoff indicates the minimum value 
of pairing probability required for a position to be considered a stem. 
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Figure 9 (preceding page): Conserved structure predictions for HIV-1 group M genomes. The
smoothed pairing probability is shown in the bottom of each 3-part panel. High values indicate
a high probability of being in a stem position in any possible structure assumed by the sequence.
The smoothed values reported are the average pairing probability across 30-nucleotide windows.
Small regions of predicted structure are visible as isolated peaks, while larger regions have
several consecutive points at high values. Regions of known structure are indicated by orange
horizontal lines, and include the 5’ non-coding region (part of which is repeated at the 3’ end of
the genome), the gag-pro-pol frameshift, and the RRE. The upper part of the panels shows the
relative per-position rate of evolution. Dashed gray lines are drawn as guides in select places
to show the correspondence of the peaks in the top and bottom panels. The middle part of the
panel shows the coding regions of the HIV-1 genome, color-coded according to reading frame:
frame 1 (gag, vif, nef) – red; frame 2 (tat1, vpu) – yellow; frame 3 (pro, pol, vpr, rev1, env) –
blue. The LTR regions are shown in gray (R-U5 at the 5’ end and U3-R at the 3’ end).
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Figure 11 (preceding page): HIV-1 M and SIVcpz comparison plot. In each two-part panel,
the bottom part shows the pairing probability resulting from an alignment of HIV-1 groups
M, N and O and SIVcpz (gray). A smooth of the data is shown in black (the average across
30-nucleotide windows). The top part of each panel shows the difference between the pairing
probability for this alignment and for the HIV-1 group M alignment (gray). Values greater
than zero are places where this alignment predicts a higher pairing probability than the group
M sequences only, while values less than zero are positions where the group M sequences give a
stronger pairing prediction than this alignment. A smooth of this data is shown in green. Red
boxes are drawn to indicate the positions of the 5’ non-coding region, the frameshift, and the
RRE. All positions are according to the HXB2 reference sequence.
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Figure 12 (preceding page): Agreement of chemical-thermodynamic method and RNA-Decoder
across the HIV-1 genome. The Matthews correlation coefficient (left y-axis) is shown in red
for overlapping 30-nucleotide windows across the HIV-1 genome. Values below zero indicate
worse than random correlation between the two methods, or regions of strong disagreement
between the methods. Missing values occur when the correlation is undefined; typically these
are regions where either method predicts no stems in the entire window and thus the correlation
is uninformative. Our threshold for selecting areas with strong joint predictions is shown by
the blue dashed line. Regions with more than one consecutive point falling at or above this
line are listed in Table 1. The actual pairing probability values reported by RNA-Decoder are
shown in gray (values are according to the right y-axis) and the stem predictions by chemical-
thermodynamic are shown as short vertical black lines on the x-axis. Regions of known structure
are indicated by orange boxes, and include the 5’ non-coding region (part of which is repeated
at the 3’ end of the genome), the gag-pro-pol frameshift, and the RRE.
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Figure 13 (preceding page): Similarities and differences in predicted structures for HIV-1 and
HIV-2. Smoothed pairing probabilities for HIV-1 and HIV-2 are shown compared over genome
regions: (a) the 5’ non-coding region and gag, (b) pro and pol, (c) env, (d) all genes between pol
and env (including vif), and (e) nef and the 3’ non-coding region. In each panel, the signals are
plotted according to their own x-axis numbering, with HIV-2 in black (axis below the plot) and
HIV-1 in blue (axis above the plot). Data for the two genomes is not aligned, but it does begin
and end at homologous positions (i.e. the start and end of genes). There are length differences
between the HIV-1 and HIV-2 signals for the regions shown.
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Figure 15: Environmental and genetic robustness are correlated in all three models. For each
model is shown the distribution of genetic robustness versus environmental robustness among
individuals chosen without regard for their robustness. For regulatory networks, Kendall’s τ =
0.14, p-value = 2.2x10-16. For digital organisms, Kendall’s τ = 0.06, p-value = 0.4. For RNA
secondary structures, a representative distribution for a single collection of sequences is shown,
with Pearson’s correlation coefficient = 0.68, p-value = 0. This distribution of values is typical
among the 17 collections we surveyed (inset = correlation coefficients for all 17 collections,
which were all statistically significant at alpha = 5%).
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Figure 16: Genetic robustness (relative fitness following a mutation) increases under selection
for environmental robustness. Boxplot distributions of median robustness values across popula-
tions are shown at the start and end of the experiment for each model. Ending distributions are
shown for both the control populations (indicated by (c)), which lacked selection for environ-
mental robustness, and the experimental populations (indicated by (e)). Starting distributions
for control and experimental populations were identical for all models. Number of generations
elapsed during the experiment varied: 400 for networks, 15,000 for digital organisms, 250,000
for RNA. Whisker lines are drawn at the most extreme data point that is no more than 1.5
times the interquartile range from the box, and points beyond are shown as circles. Endpoint
values for experimental populations only are significant by a Wilcoxon sign-rank test (networks,
digital organisms) or a t test (RNA), with a significance value less than 0.01.
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Figure 17: Proximate mechanisms for increasing genetic robustness as a correlated response
in the digital organisms model. AVIDANs achieve robustness by reducing the proportion of
their genomes that is susceptible to deleterious mutations. Shown at left is the average across
all populations of the number of logic functions (”tasks”) performed over the course of the
experiment. Shown at right is the average across all populations of the number of instructions
(sites) used to perform logic functions. The total number of instructions in the genome was 70.
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Figure 18: Pairwise genetic diversity in digital organism populations is reduced in variable
environments. Shown is the boxplot distribution of the Hamming distance for all populations
at the end of the evolution experiment. Populations evolved in the constant environment are
shown at left, those evolved in the variable environment are shown at right. These distributions
are significantly different by a Wilcoxon signed rank test (p-value = 0.004). Whisker lines are
drawn at the most extreme data point that is no more than 1.5 times the interquartile range
from the box, and points beyond are shown as circles.
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