In this paper, we propose a method to synthesize arbitrary views of a planar scene, given a monocular video sequence. The method is based on the availability of knowledge of the angle between the original and synthesizedviews. Sucha method has many important applications, one of them being gait recognition. Gait recognition algorithms rely on the availability of an approximate side-view of the person. From a realistic viewpoint, such an assumption is impractical in surveillance applications and it is of interest to develop methods to Synthesize a side view of the person, given an arbitrruy view. For large distances from the camera, a planar approximation for the individual can be assumed. In this paper, we propose a perspective projection approach for recovering the direction of motion of the person purely from the video data, followed by synthesis of a new video sequence at a different angle. The algorithm works purely in the image and video domain, though 3D structure plays an implicit role in its theoretical justification. Examples of synthesized views using our method and performance evaluation are presented.
INTRODUCTION
In this paper, we propose a method to synthesize arbitrary views of approximately planar scenes, given a video sequence of the scene at any other viewing angle. The method we propose here has many applications in vision, video processing and multimedia. However, we weremotivatedfrom thepointofviewofgaitrecognition, which forms animportant aspectof humanidentification [2,3,4,5]. Thus, we will present the results of our method keeping in mind the gait recognition algorithm. The gait of a person is best reflected when helshe presents a side view (referred to in this paper as a canonical view) to the camera. Hence, most gait recognition algorithms rely on the availability of the side view of the subject. In realistic surveillance scenarios, however, it is unreasonable to assume that a subject would always present a side-view to the camera and hence, gait recognition algorithms need to work in a situation where the person walks at an arbitrary angle to the camera. The most general solution to this problem would involve estimating a 3D model of the person from which the required canonical view can be generated. This problem requires the solution of the structure from motion (SM) or stereo reconstruction problems 16, 71, which are known to be notoriously hard. The situation is even more complicated when just a monocular video of the person is available.
Considera person walking alonga straight line which subtends an angle H with the image plane (AC in Figure 1 ). If the distance, io, of the person from the camera is much larger than the width, A=, of the person, then it is possible to replace the scaling factor & for perspective projection by an average scaling factor &. In other words, for objects far enough from the camera, we can approximate the actual 3D object as being representedby a planar object. In this paper we show that, for planar or nearly planar scenes, it is possible to generate a canonical view given a monocular video sequence from any other view, in a way that uses the 3D structure only implicitly. Apart from the direct use of such canonical views for gait recognition, our method yields as a by-product, important information which can be useful its own right for different multimedia applications e.g. video compression, video indexinglretrieval etc.. We focus on the application of the theory to human gait in this paper.
In thecontext ofgait recognition, several approacheshavebeen proposed to circumvent the problems associated with the estimation of 3D model. Bobick and Johnson [81 had used liiiear regression to map static parameters across views. In [9], Shakhnarovich et al. computed an image based visual hull from a set of monocular views which was then used to render virtual views for tracking and recognition. This approach requires multiple calibrated cameras (at least 4) to synthesize the side-view. In'contrast, our approach can work with only a single camera, involves a very simple calibration scheme and produces high quality synthesized videos. The computational complexity of the scheme is O(mn), where m x n is the size of the bounding box around the person of interest.
We assume that we are given a video of a person walking at a fixed angle 0 ( Figure I ). We show that by tracking the direction of motion, oi, in the video sequence, we can accurately estimate the angle 0 in the 3D world. This can be done by using the perspective projection matrix. We also show that a simple, yet precise, camera calibration scheme can be designed for this problem. Under the assumption of planarity, using the angle 0 and the calibration parameters, we can synthesize side-views or canonical views of the person, which can then be passed on to the gait recognition algorithms. Since the planar approximation is reasonable for many surveillance scenarios where the distance between the camera and people is laree, this is a perfectly valid aDDroach for svnthesizine . . 
Coordinate Tkansformation to Canonical View
Having obtained the angle 8, we need to synthesize the canonical view. Let ZO denote thedistanceoftheobjectfromtheimageplane. Ifthedimensionsoftheobjectaresmallcomparedto ZO, thend8 L-O. This essentially corresponds to assuming a planar approximation of the object. Let [.Ye, Ye, Ze]' denote the coordinates of any point on the person who is walking at an angle 8 to the image plane (as shownin the Figure I(a) ). Then
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Denoting the corresponding image plane coordinates as [z e , ye]' and [zo, yo]' (for 8 = 0) and using the perspective transformation, we can obtain the equations for [zo, yo]' as 
Imaging Geometry
The imaging setup is shown in Figure 1 . The coordinate frame is attached rigidly to a camera with the origin at the center of perspective projection and the z-axis perpendicular to the image plane.
Assume that the person walks with a translational velocity V = [vz, 0: v.]' along the line AC. The line AB is parallel to the image plane XY and this is the direction of the canonical view which needs to he synthesized. The angle between the straight line AB and AC, i.e. 8, represents arotation about the vertical axis. Hence, we shall call this the azimuth angle. Our method works for 0 < 8 < 90 degrees,thoughtheperformancedeteriorates as0 increases.
We will use the notation that [X, Y. Z] denotes the coordinates of a point in 3D and [z, y] its projection on the image plane.
Estimating the Azimuth Angle from Video Sequence
We assume that the person is walking along the straight line AC in Equation ( 6 ) is particularly attractive since it does not involve the 3D depth; rather it is a direct transformation of the 2D image plane coordinates in the non-canonical view to get the image plane coordinates in the canonical one. Thus knowing the azimuth angle 8 we can obtain a synthetic canonical view using ( 6 ) and a suitable texture mapping rule. Thus, for planar scenes, we are able to generate synthetic views purely from image data. This is important for many applications other than gait recognition e.g. multimedia.
Theextensionofthe ahovemethod tosynthesizearbitrary views is straight-forward. Suppose we are given a video sequence of a person walking at an angle 81. This can he estimated from the direction of motion of the person in the video sequence (as explained above). Once this is done we can synthesize the view at an angle 82 by applying the transformation of (6) with 8 = 82 -81.
OBTAINING CAMERA CALIBRATION PARAMETERS
Use of (3) and (6) requires a knowledge of the parameters f and K , which are essentially the camera calibration parameters for this problem. In order to compute f, we used a calibration grid marked with 20 points. We placed the grid at 3 different azimuth angles 8 = 1 5 , 3 0 , 4 5 degrees and obtained the point correspondences by hand. The points are related by (6). We represent the three angles by 8, € { 15,313,451 degrees and the coordinates of the i t h point by [zbj. ybj]' and [zb, yb]'. Using these points we form a cost function J ( f ) as shown in Equation (7) . We solve this nonlinear regression using the Gauss-Newton method to obtain f * = argminfJ(f).
-.
I .
projection assumptions. Next we consider the estimation of K . In order to do this, we captured videos of a person walking at 0 = 0,15,30,45,6O degrees. We tracked the position of a rigid point on the person followed by a median filtering of the trajectory. The resulting tracks are shown for the different Bs in the Figure (2) . To each of these tracks we fit a line using the least squares criterion. These are the solidlinesinFigure(2), with slopesTan(a(8)). Thetop line is the case when 8 = 0. The lines for 0 = 15 is the one immediately below this line and so on. As may be expected, larger azimuth angles lead to larger image plane angles. The upper right comer where the lines intersect approximately, corresponds to the point from where the subjects start walking. These straight lines are the projections of the straight lines (one for each angle) traced out by the motion of the tracked rigid point in the 3D world. For the calibration procedure, we know the angle # which traces out the straight line at the angle a. Given the corresponding values of a and 8 , we can estimate I< from (3). In Figure 3, we plot the values of c o t ( $ ) vs.  c o t ( a ) . The dots represent the true values used for the calibration, while the straight line represents the best fit to these points using (3).
EXPERIMENTAL RESULTS
In this section we describe our experimental setup and some of the synthesis results. People walk along straight lines at different Values of azimuth angle $ = 0,15,30,45.60 degrees. Background subtractionasdiscussedin [IO] isfirstappliedto theimagesequence.
To remove spurious noise, B standard 3 x 3 low-pass filter is applied to the resultant motion image. A bounding box is then placed around the part of the motion image that contains the moving person. The size of the box is chosen to accommodate the extreme casesofindividualsin thedatabaseas regards height andgirth. Subsequent processing is carried out inside this 'box'. For obtaining oi we need to track arigid point on the persons body. Since this is hard to accomplish, as an approximation we simply track the upper left comer of the box.
Given thevideoof an unknownpersonin thedatabase, theabove image processingoperations are repeated to compute the image plane angle a. Using the calibration line shown in Figure 3 , the azimuth angle $ was obtained. This is the most important step in the algorithm, since the estimation of 0 is very sensitive to noise in the estimation of a. Using this value of B and the value o f f obtained as a pan of the calibration procedure, the view of the person was synthesized using the Equations 6. Some of the synthesis results are shown in Figure 6 . It is difficult to represent the effect of the synthesis using just a few images. A few observations can be made, however, Note that in Figure 6 (a) and (c) . the height of the person gradually decreases, indicating that helshe is moving away from the camera at a particular angle. On the contrary, the height of the synthesiredsilhouette is almost constant similar to the true zero azimuth case shown in Figure 5 .
In order to assess the quality of the reconstructions we used the following idea. We take N contiguous boxed images of a person when he is walking at an azimuth 0 = 0. For every image trans-I I Fig. 6. (a) is the breakdown of the planarity assumption with increasing 0.
CONCLUSION
In this paper, we have proposed a method for synthesizing arbiwary views of planar objects. Our method uses a perspective projection model for estimating the azimuth angle of the original view from monocular video data. Thereafter, a video sequence at the new view is synthesized. The entire process is done in 2D, though 3D strucutre of the scene plays an implicit role. A simple, yet accurate, camera calibration procedure was also proposed. Examples of synthesizedviews are presented. Though the method has been explained from the motivation of the gait recognition problem, it has important aplications in other areas too, like multimedia and video processing. That forms a part of our future research into this problem.
