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Характерной чертой развития современной фундаменталь­
ной науки является ее ориентированность на прикладные дис­
циплины. В зтих условиях значительно возрастает роль кате­
матического моделирования, как действенного инструмента 
познания. 
Важной составной частью математического моделирования 
являются методы математической физики, в особенности бурно 
развивающийся нелинейный прикладной анализ. 
В настоящий сборник вошли статьи математиков ВЦ при 
ЛГУ им.П.Стучки, в которых изучаются существенно нелинейные 
задачи, имеющие в основном прикладной характер. Эти работы 
выполнены в рамках госбюджетной темы "Исследование приклад­
ных краевых задач с существенными нелинейноетями для обык­
новенных дифференциальных уравнений", включенной » целевая» 
комплексную программу АН .СССР "Математическое; моделирова­
ние". 
В статьях сборника изучаются наряду с прметадяаве з а ­
дачами также фундаментальные вопросы теории краевых задач, 
в том числе разрешимость краевых задач для систем уравнений 
второго порядка. Рассматриваются сингулярные краевые зада­
чи, автомодельные задачи теории теплопроводности, свойства 
решений автомодельных задач. 
Полученные результаты являются новыми и вносят сущест­
венный вклад в теорию нелинейных краевых задач математичес­
кой физики. 
Межвузовский сборник научных трудов 
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А.Я.Лепин 
Щ при ЛГУ им.П.Стучки 
О РАЗРЕШИМОСТИ КРАЕВЫХ ЗАДАЧ ДЛЯ УРАВНЕНИЯ 
ВТОРОГО ПОРЯДКА 
Рассмотрим краевую задачу 
x««J(t, j£,)tO, M ­ / i * . H2a = h2t в С « х « Д ( I ) 
где je СшЧ1*К 2 , £ ) , I ­ f a . ê J , aeR, ée(a,oo\ ^ ­ . S f J . i R ) ­
R, A « e f t . oCe/, (J , f lO и j 3 e ô < 7 , # ) .Обозна ­
чения смотрите в [ i ] . В работе [2] был изложен подход к 
обобщению базовых теорем работы [ 3 ] . Наша цель ­ получить 
обобщения теорем 5­13 работы [ 2 ] при наличии условия Шре­
дера: для любых i 4 е f a , 6 ) , t2^(ti,i>] и любого 
решения Л • (U, t 2 ) ­—• £R, уравнения х" = J(t, к, х') 
из «C(t) « y^­èH/Ж), * c ( t f , tz) следует su/i 
£/к'(£)1 : t e Cii, t î ) } < 0 0 . При условии Шредера обоб­
щенные решения, нижние и верхние функции превращаются в 
обычные решения, нижние и верхние функции. Пусть S * 
= { у е «S ( I , R ) оС « X i fb) . Тогда Н</2 можно 
предполагать определенными только на 5 . Условие Шредера 
позволяет в доказательствах теорем считать, что 
l ^ x . ^ U g W , t e l , jc.x'efè , где 
çje L (J, R!) • Действительно, из условия Шредера сле ­
дует существование M £ (О, со) такого, что для 
где $>(X,^,TÍ)= ( х + l x ­ y l ­ l y ­ A l + s") 2l\ множество 
решений уравнения, лежащих между «С и р, совпадает с мно­
жеством решений уравнения X "= ( t , у., у.') , лежащих 
между Л и Jb , =£ является нижней функцией, а р ­верхней 
функцией для уравнения х " = ( t , х, х') . Обозначим че ­
рез SQ множество реиений краевой задачи ( I ) . Из теорем 
1­4 работы [ ¿ \ получаем следующие теоремы. 
Теорема I . Пусть «C í jb , выполняется условие Шредера, 
и для любого x e S из х ( а ) = «С (а ) и x(f>)=«C(fe) следу­
ет HiX.= h t и НгХ = п 2 • Тогда существует x e S B такое, 
что х(а)=«С(а) и х (6) = <£(&). 
Теорема 2. Пусть JL¿jb, -С'(а) ъ р'(а) , выполня­
ется условие Шредера (и для любого xeS из xVct) = Л'(с£) 
и х(Ь)=Л(Ь) следует HiX=h . , и Нг*= h2 . Тогда 
существует x e S B такое, что х'/а)=»С'(а) и х(&)=°С(&У 
Теорема 3. Пусть «С*Д ­CYa) * р'(а), jC'(b)> Jb'(B), 
выполняется условие Шредера,и для любого х е £ из Л'(а)4 
x4o)ijb'(a) и Л'(Ь)ъх.'(6)*р'(6) следует H,x=h, 
и Н г * ­ ^ . Тогда существует xeSB такое, что X'(a)í 
• Теорема 4. Пусть «С s Д «С/а.) * уь'Са), «¿'(6) ¿ р'(Ь), 
выполняется условие Шредера,и для любого х е £ из х'|а) = 
­=«С(а) и x'(fc)= °C'(íV) следует HiX=h< и Н2V. = h2. 
Тогда существует xe,SB такое, что х'|а)= «С'(о) и 
Теоремы 1­4 отличаются от теорем 5­16 работы [2] тем, 
что в теоремах 5­16 работы [2] требуется единственность 
решения задачи Коши и непрерывность Hit¿ . От непрерыв­
ности Hi,z отказаться нельзя. Поэтому далее будем пред­
полагать, что H i , 2 : S ­ m R непрерывны в метрике 
В теоремах 5­9 работы [2] можно отказаться от единствен­
ности решения задачи Коши. Для этого нам потребуется сле ­
дующая лемма. 
Лемма. Пусть в метрическом пространств» X последов а­
тельность континуумов п = ">,2,,... удовлетворяет 
условиям: К 0 «/ ­г Кп * 0 и для любых N-^Ы-
= Н 2 , . . . ) и К ц Е К ^ п ­ ) , п = * , 2 , . . . следует с у ­
ществование кеХ и У-М^-М таких, что 1ап Ч/(п)=оо 
и ^ ф ( а Г к • Тогда К * ^ ­ 5 ^ Кп есть континуум. 
Определение п ^ ^ а и ^ ^ К п смотрите в [ 4 ] с. 343, 
Доказательство. Покажем, что для любой последователь­
ности К п е К , л. = 4,2, . . . найдется сходящаяся под­
последовательность. Из определения К следует, что най­
дутся и ^^г^^^^4(г^^ > П-1,2Г... такие, 
что монотонно возрастает и р(Ка, Хп) < п'1, п-\2,.... 
Пусть Ч^-Ы—^Ы такая, что £ип У ( а } » и 
Уч/(гл = Ке К . Тогда р(кщП), (с)"^р (Кч> ( П ) , + РСХчад,к.­)< 
(Ф(п))"+^(х»(П)1*:')­*­0. Компактность К доказана. Для доказа­
тельства связности К достаточно показать, что существо­
вание замкнутых множеств Р ^ ^ с К таких, что Р*, г ^ 0, 
Рь1/г£*~К и' Р|Лг^ = 0 ведет к противоречию. Ясно, 
что р! и компактны. Следовательно, найдутся непересе­
кающиеся окрестности 6 1 и 6 £ компактов ^ и ?г (см. 
[ б ] с­ 191). Выберем а . е ^ и 6е.^ так, чтобы а е К 0 
или б е Ко . Тогда найдется 16= N—~1N такая, что 
1ип « а ) = с о , Пв, и К ¥ № Л б г / 0 
для п ­ У, 2, . . . . Следовательно, Рг­ (Сд 4 )Л К^(п ) 4 ф 
для п=­/ ,2 , . . . ( см . [ б ] с. 136) . Пусть «п е Р г ­ ( б ^ Л 
К­еса) ДМ п.= * , 2 , . . . и У - М N такая, что 
£ип У ( а ) = оо ;•" и „&т Л у ^ ­ л ^ е Г , ­ ( е , " )ПК . И з 
К » е Ра ( О , ) = следует К * ё Р А . И з 
б,сХч(З г и с X \ Э 2 ­ X* ч (5г следует к # ё р г . 
Полученное противоречие доказывает связность К. 
Теорема 5. Пусть ­ С * , выполняется условие Шреде­
ра и для любого Х е З из X(6) = «£(€>) следует Иг^~Ы 
и 
х((*)-Ма) •*> Н,х* ^ , к(а)-р(а) Я<х » А * 
Тогда существует хебВ такое, что х(&) =<£(&). 
Доказательство. Без ограничения общности будем счи­
тать, что Пусть j V = j b + t ~ • для Ke£*J . Тогда 
^ 6 6 ( Í , I R ) , к е М . Пусть для к . е m е Í 4 n , 
4*+í . . . .3 , t e 1, Х, ,у ,це»й 
J«m ( t , К. y V i ( t , X­«ím (*­¿(tWm( V­ ¿ ' * 
С ­ m"1 VlnuC), fm (u ­) « 4>(mu\ 
4(u) - 2 '*/u-2| ­ + lu+ il ­ 2~'/и+2|, 
ЧЧлО- 2"4/u -2l ­/u­ i l ­ ¡u+2Q. 
При фиксированном t e l функция /«m отличается от ^  
только в 2 ni" окрестностях точек f « ¿ í t ) , « C ' f i ) ) , 
( > K ( t ) , j b ' ( t ) ) и равна ^ Í t . ^ f t l . ­ C ' f t ) ) в n i ' 
окрестности точки U ( t ) , ­ C ' ( t ) ) и f { f c . ^ ( t ­ ) . jb ' ( t ) ) 
в m" 1 окрестности точки ( J bk ( t \ j b ' ( t ) ) . Пусть для 
к е . М , m e £ 4к ,4к ­Н , . . . j , n.e {m,m>í , . .3 . t e í , 
¿«nn (t.>í.»)-4-V*J J ^ ( t .U .v ) dador. 
Функция }к.тл удовлетворяет обобщенному условию Липши­
ца по второму и третьему аргументам, а Л и JbK являются 
нижней и верхней функциями для уравнения Ьпт. ( t , *•> * ' ) • 
Аналогично тому, как это сделано в доказательстве 
теоремы 5 работы [ 2 ] , получаем вложение 
к^гтцг ra 113— f x e S ^ a í O ^ i x í J b K А * ( « " W ( ^ 3 , 
такое, что и Л П Ш в ( а } * ¿Ia) и URmn, ( а ) « / > к ( а У 
По лемме находим континуумы 
для которых найдутся "Унт, * п т е Кд/л такие, что 
Ухт {<*) = Л. (о) и *юп =» ]ЪК ( а ) . По лемме на­
ходим континуумы 
К к ^ ( * е 5 ( 1 , К ) : / к а х.(в) 
для которых найдутся &к е К« такие, что уи{а. ) «= 
- е С ( а ) и а к ( а ) ­ _/Ьк(а) . По лемме находим континуум 
К е ( ^ е 5 ( 1 , Е ) : ЛбУ.*р Л Х ( 6 ) ­ ­ С ( в ) ] , 
для которого найдутся У , Д . е К такие, что у ( а ) = Л(а) 
и д ( а ) = Д а ) . Тогда /­^у^/г­,, Н | * * ^ и Н 2 х= .Ьг , 
для любого х е К » Следовательно, существует х е 8 В 
такое, что х ( 6 ) = 
Аналогично доказываются аналоги теорем 6-9 работы [2). 
Теорема 6. Пусть Л$ р, Л'(а) £ р'(а) , выполняет­
ся условие Шредера,и для любого х е й из Л'(сх) * х 7 а ) 4 
4_р>'(а) следует Н а Х = Ь й и 
Х(&) = <£(€>) ^ «1Х< К1, х ( & ) = р(Ь) = ^ Н , Х > Ь , . 
Тогда существует Х е 5 В такое, что Л'(а) £ у.'(а) 6р'(а). 
Теорема 7. Пусть ° С ' ( £ ) ^ Р'( О , выполня­
ется условие Шредера,и для любого х е в из х.'(&) = 
следует Нг^­ ' ^г и 
х ( а > о С ( а ) ^ г / , х * / ь , х Г а Ь Д а ) ^ ^ х ^ / г , . 
Тогда существует Х е 5 6 такое, что х ' ( 6 ) 
Теорема 8. Пусть Л*р, Л'(а)4 р'(а\ Л'(Ь) *р'(*>}, 
выполняется условие Шредера,и для любого х.е<8 из « С ' ( а ) * 
4кЩ*рЫ и - С ' ( 6 ) * Х ' ( 6 ) следует Н 2 х = *1г 
и 
Тогда существует хебВ таное, что Х'(а) £ у.'(а) < ]Ъ'(а) 
и .* ' (6)« *'(Ь)* рш 
Теорема 9. Пусть < ^ р, Л'(а)* р'(а\ £'(1)*р'(1>\. 
выполняется условие Шредера,и для любого х е й из Л'(а) 
*к'1л)*рЧа) и . О Д • » * ' ( & ) следует Н г к = 
= Л Л и 
х(6)­­С(6) V х'(6) = />'(€>) Н|Х<1г,, 
V х ' ( й ) " « О Д •^•н»'к*'!ц 
Тогда существует х е й В такое, что »С(а) £ х'(а) * р'(о) 
и ^ Ч 6 ) » х ' ( * ) > ^ 4 * ) ­
Аналогично доказываются аналоги теорем 1­5 работы [ в ] . 
ТЕОРЕМА 10. Пусть Л ^ р > выполняется условие Шре­
дера, и для любого хеЭ имеем НгХ.= ^ г и 
х(а ) = «С(а) л х(Ь)~Л(Ь) 
Тогда существует Х б б В . 
Теорема I I . Пусть Л*р, Л.'(а)> р'(оС) , выполня­
ется условие Шредера,и для любого х е в из Л'(и)>. х!(а) 
ър'(о) следует НаХ=п. 2 и 
хЧа)шЛЧа) л х(6)­«С(Ь) Н,х</г,, 
Х ' ( а ) ­ № " ) л ^ л \ х > л , . 
Тогда существует хе такое, что Л'(а)ъ х'((х)>р'{а). 
Теорема : 2 . Пусть «С «Д Л'(а) >р'1а), Л'(1) < р'(Ь\ 
выполняется условие Шредера,и для любого х е 5 из Л.'!а) 
>Х'1а)>р'\а) и . О Д « х ' ( 6 ) « Я 6 > следует Н 2х=п г 
и 
хЧсЬ'ЛЧа) л х ' ( 6 ) ­ «ОД Н, х « к,, 
У (а) ­ ]Ь'(а) л * ' ( * ) ­ Я « 0 М>***»г* 
Тогда существует хебВ такое г чта Л%а^~* )е'(а) р'(а) 
и ­ С ' ^ х Ч Ь ) ' 
Т&орема 13. Пусть <£ifi, °t'fa) *; Jb'íci) , выполняет­
ся условие Шредера.и для любого xeS из <£'(а) < x'(ci) < 
Jb'fa) следует H2x = h2, и 
Ыа)'Л(а)Л1{Ь)*АЬ))V(xYa)=Jb'ía) a />(6» =^ «ixiíií*; 
(xía>р(а)л xífc)­ £(fe)) V (xYaWYa) л xffc) = <£(&)) # Hi x > h,. 
Тогда существует у e 5 B такое, что JL'(a)¿ x.'(d)s P'(CL). 
Теорема 14. Пусть Л* fi. Л'(Ь)> ft'(b) , выполня­
ется условие Шредера,и для любого s c e S из =С'(&) 1> Х/(в) 
JbY&) следует НаХ=/1г и 
fxía)*¿ía)AX(é>)«.¿/&)) V (x(ct)=jC(a) л х.'(6)*рЩ 
(x(a)-Jb{a) Л x(Ñ=Jb№ V Ufa)=/>/а)л xY6)= oCY¿)) =>//,х * /г,. 
Тогда существует xeSB такое, что 
Теоремы 10­16 работы [ 2 ] без условия единственности 
решения задачи Кошк не верны. Построим соответствующий 
пример для теоремы 10 работы [ 2 ] . Пусть Jdj х, х' ) = О 
при 0 < х , J-(t,x,y,')=-1Zíxl''/z при ­ 4 а Х * 0 , 
i ( t , x , х') = ­ -31г-12 при x<­¿, 
Г « Н т í ­ s m í í ) ­ I + cos Sé). 
T~ñé-(iee,o¿):r(t)—l\ ¿(i)=-t4 при ieCQJh 
­ C í t ) = ( f í t ) при t e n , T ] , d C Í ^ — f t ­ r ­ l ) 4 
при t e r r . t + i ] , jbít) = t при tefO.T+i ] . n",x = ¿ 
при ХеЗч/аС) , HiJC = -i, hz-- s-^íoY 
Ясно, что v5B ­ 0 . Примеры для теорем II—16 работы [ 2 ] 
строятся аналогично. 
Если в теореме 5 сделать замену "£ на ­ Í , то полу­
чим следующую теорему. 
Теорема 5 . Пусть Л * f3 , выполняется условие Шре­
дера, и для любого xeS из x fct ) = oCfa) следует 
Н 2 х = Ь 2 и 
x (í ) ­ «¿(6) x á Ai, x / 6 ) ? = s r Hiv.> hi. 
Тогда существует x e 5 6 такое, что x/cx) = «С/а). Ясно, 
что теорема 5' является обобщением теоремы 10 работы [2J. 
Теорема 6 является обобщением теоремы 12 работы [2^. Тео­
рема б при Л'(а)-уь'/а) и теорема I I при Л'1а) >p'(á) 
являются обобщениями теоремы 13 работы [2J. На этом пути 
будем искать обобщение теоремы I I работы [ 2 ] . 
Теорема 15. Пусть Xé jb , Л'(Ь) é Jb','6) , выполня­
ется условие Шредера,и для любого x e S из к(а)=Л(а) 
и ¿46) * x ' í é ) í /> ' ( 6 ) следует г/ 2 Х=/1 Г и 
х'(б) = ¿'(o) ^ HiX¿hi, x'(é) ­/>'/6) * K ­ Jft«Vft« 
Тогда существует x e 5 ñ такое, что x(a ) = oC(a) к 
.€ ' (* )< x'íé)í­ib7é). 
Доказательство аналогично доказательству теоремы 5, 
за исключением построения вложения 
' xfa) ­ ­С/о) Л оС76) * * / '(И 
Пусть ­у ­ максимальное решение краевой задачи 
* " ­ ¿ « ™ f U , t A ^ 4 4 х ' / « ) = д а , ¿***J4 
а Я ­ минимальное решение краевой задачи 
х"­ >кта (t, X, х'), x/a) = «С/а), x'(6>jb '/6), ^ í x 
Тогда Ц^тщд ,*£e[0,i] является решением задачи Коши 
* Ч Ц « x í a ) = ot|a). x ' ( a ) « v ' H ^ № ) ­ V ^ 
Теорема 15 является обобщением теоремы I I работы [ 2 ^ . 
Обобщение теорем 14­16 работы [2] требует привлечения дру­
гих идей и будет изложено в другой работе. 
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О ДИСКРЕТНОМ ПРЮБРАЗСВАНИИ ФУРЬЕ В ОДНОЙ ОБРАТНОЙ 
КРАЕВОЙ ЗАДАЧЕ 
При интерпретации данных двухкристальной рентгеновс­
кой дифрактометрии возникает обратная краевая задача диаг­
ностики кристаллов. Математическая постановка обратной 
двухточечной краевой задачи дана в работе [т\. Наряду с 
построением эффективных численных алгоритмов решения необ­
ходимо также исследование единственности решения обратной 
задачи (фаговой проблемы). В настоящей работе в рамках ки­
нематического приближения эти вопросы рассматриваются для 
случая кусочно­постоянных решений. Такой класс функций ис­
пользуется в дискретной модели кристалла [ 2 ] , а также при 
численном решении обратной задачи дифракции [ з ­ 4] . 
Исходя из общей постановки задачи для указанного под­
хода, следует, что доступная измерению интенсивность ди­
фракционного отражения Э(оС), « X е СО, 253 имеет следую­
щий вид: 
( I ) 
где 0<Т<1,Ъ.еС У к , функция $М при комп­
лексном <Л является обратной к функции Жуковского, причем 
1 1 > ( ° 0 | г < ^ • Функция Т>М имеет смысл коэффициен­
та дифракционного отражения подложки. Величина V харак­
теризует поглощение излучения кристаллом и известна для 
каждого типа вещества. 
В обратной задаче по известной функции требу­
ется определить число N и комплексные числа г­к. 
В работах [ 3 ­ 4 ] эта задача численно решалась методом наи­
меньших квадратов. Покажем, что.исходя из представления 
( I ) , можно свести задачу к системе линейных алгебраичес­
ких уравнений. 
Предположим, что натуральное число /7 известно. Тог­
да непосредственно из ( I ) следует соотношение ; 
= Ъ (X) 1 г « е + Ш)Xг\ е + (2 ) 
1С«« к«< 
2М 
К) 2 ­ ^ 
С'1 •} 
-ал 
Умножив (2) на е и интегрируя от 0 до 2.%, получа­




]!)*(<£) екр Г ­ 1 4 * 0 ­ 0 . 
Систему (3) численно решать целесообразнее итерационным 
методом, поскольку для реальных кристаллов число л/ до­ ' 
статочно велико. При этом матрица коэффициентов задается 
одним вектором размерности 2а/ (коэффициентами Фурье 
функции В («О ) . 
Заметим, что величина может быть определена неза­
висимо от решения обратной задачи, с м . [ б ] . 
Для системы (3) возникает вопрос о ее разрешимости. 
Последнее, очевидно, связано с возможностью однозначного 
определения решения по функции 3 ( ° 0 . Как хорошо известно, 
см., например, [ б ] , если 3) ( «£ ) в формуле ( I ) тождествен­
но равна нулю, то обратная задача может иметь 2? реше­
ний. Поскольку л! может достигать несколько тысяч, то я с ­
но, что неоднозначность решения чрезвычайно велика. Пока­
жем, что при наличии подложки, т.е . !)(«<.) ^ 0 , задача од­
нозначно разрешима. 
Предположим противное, т . е . существуют два решения 
г­1, г а , • • •, П\( и , Пг, • • •, *\1 , которым соответствует 
одна и та же функция ?(°0. Очевидно, функция 3(=(.) имеет 
аналитическое продолжение с множества СО,251] на всю ком­
плексную плоскость с выброшенным отрезком [­•<, 11 . При 
этом аналитическим продолжением функции 1)*(о<.) является 
функция ] ) * ( . * * ) . См., например, [ 7 ] . Поскольку Р { л ) 
многозначная, то для выделения однозначной ветви доста­
точно указать значение Ъ в любой точке, в нашем случае 
3>(оо­) = 0 [ 7 ] . 
В силу однозначности аналитического продолжения име­
ем в области й = С 4 [ ­ I, \] по предположению тождест­
во 
Покажем сначала, что А/=М . Без ограничения общнос­
ти можем считать, что N < М . Г^гсть // < М . Умножим 
обе части тождества (4) на е . Положив 
Л. ­ ­ г£ , % е ^ + ­ , перейдем к пределу в (4 ) 
на мнимой оси. Используя свойства элементарных функций, 
получим в левой части (4 ) ноль, справа же­ненулевое число 
Р '^ X* • Полученное противоречие показывает, что величи­
на А/ по функции Э(Л) определяется однозначно. 
С учетом доказанного равенства М • Л/ соотношения 
( 2 ) перепишем тождество (4 ) следующим образом: 
(5) 
Ш-1 . , 
где. 
зе= Щ ып в. л 
Поскольку ЩэЁ) наблюдается в узкой области угла во , 
удовлетворяющего закону Вульфа­Брэгга [2] 
то можем записать, что 
е ~ е е , 
где Л = фЩ. • вСп 260 & в, йв'в-во. 
В результате формула ( б ) переходит в ( I ) . 
ЬУи 11ЫАТЫ15КА 
В I В Ч 1 О Т Е К А 
Поделив обе части тождества (5 ) на. Р /<**) , перейдем, 
как и выше, к пределу при л » ­ * ' / ; , ^ —»- + оо , в резуль­
тате получим, что г* = г­, . Следовательно, первое слагаемое 
в обеих частях (5) можно опустить, а остальные­сократить 
на е " ^ . Далее аналогичным образом получаем равенство 
^ 1 * ^ 1 . затем Г - 2 = г­£ и т.д. Таким образом, доказано, 
что по функции однозначно "восстанавливаются" /*/ и 
числа Гч, Гг, ­. , га1-
В силу доказанного система (3) имеет единственное 
решение. Однако при £-»-+оо коэффициенты Фурье стремятся 
к нулю, поэтому матрица системы будет становиться плохо 
обусловленной. В этом случае для ее решения необходимо ис­
пользовать метод регуляризации [в]. • 
В работе [ э ] использовалось несколько другое пред­
ставление функции 3(«Оч а именно: 
Поступила 3.09.88 
Как следует из доказанного ранее и работы [ э ] , в о б о ­
их случаях в системе тонкий исследуемый слой ­ подложка 
искомые параметрц находятся однозначно. 
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о ПРАВИЛЬНЫХ радениях УРАВНЕНИЯ ТИПА ЭВДЕНА-ФАУЛЕРА 
Рассматривается уравнение 
у"+р(»)1у1г&У = 0, &>0, ( I ) 
с непрерывной и положит, льной функцией Р(х) •. Все решения 
уравнения (I) удовлетворяют условию уу"< О при у*0 
и, следовательно, их поведение носит осциллирующий харак­
тер . 
Нетривиальное решение уравнения (I) принято называть 
правильным, если это решение определено в некоторой о к ­
рестности + Ь4 , и сингулярным, если его нельзя продол­
жить правее некоторой конечной точки ([ь]). 
Известно ([т)), что если не налагать на функцию р(х) 
никаких других ограничений, кроме непрерывности и положи­
тельности, возможно существование сингулярных решений 
уравнения ( I ) . В связи с этим возникает вопрос ( [ I I ) об 
условиях, обеспечивающих существование хотя бы одного 
правильного решения уравнения ( I ) . 
В данной статье такие условия приводятся в терминах' 
решений Нехари. 
Если символом бп (а ,6 ) обозначить множество решений 
уравнения ( I ) , обращающихся в нуль на концах интервала 
(а ,6 ) и ровно в п-1 точке внутри интервала, то под 
решением Нехари уп (для данного натурального П. и конеч­
1Л'13 Г.ЫАТгДЗКА 
В I В I- » О у £ К А 
ного интервала fot, 6) ) понимается элемент множества Gnfa ,^ ) , 
минимизирующий функционал И(у)- é ( f + ë ) J yfcix. з а ­
данный на том же множестве. Отметим, что множество Gn(a,B) 
всегда непусто. 
Минимальное значение функционала H называется харак­
теристическим числом и обозначается символом Лп(о.,6) . По­
нятие характеристического числа было введено в работах 
[z], [ о ] , где было показано, что для любых ti, La,6] ре ­
шение Нехари существует и приводился ряд свойств таких ре ­
шений. 
Следующее утверждение обобщает теорему б из [2] и при­
водится без доказательства. 
Предложение I . Если р, б£ } < Р г ( х ) , Лп(а,Ь), 
Лп Га, соответствующие характеристические числа для 
уравнений 
y " + p 2 f x ) / ( / / 2 V 0 , 
то Гп(а,е)>.2^(а16). 
Непосредственным вычислением устанавливается справед­
ливость следующего утверждения. 
Предложение 2. Характеристические числа, соответству­
ющие уравнению ( I ) с р = const , вычисляются по формуле; 
2п(а,е)-р*А[(И>-а)'Щ п*]**& 
f - J О- s ) oís. 
О 
Отметим, что формула (2) несколько отличается от при­
веденной в [2], с. 154, где допущена вычислительная ошибка. 
Следующее утверждение является центральным. 
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Предложение 3. Осциллирующее решение Нехари, т .е . р е ­
шение ( I ) , имеющее бесконечное число нулей £ а , и на каж­
дом интервале 0Ьо,£п/ являющееся решением Нехари, являет­
ся правильным. 
Доказательство. Пусть Л ­ осциллирующее решение Не­
хари, определенное на интервале (а, 6) . Предположим, что • 
это решение является сингулярным. Тогда 6 ­ конечно и 
вСт (а.8-+ *'*•) = « о при ­¿­»­6 . Пусть Pb.Pi -
соответственно минимальное и максимальное значения функ­
ции ра) на интервале Га,6] . Тогда, согласно предло­
жению I , на каждом интервале [а', 6 " с: Со., 6] вы­
полняется 
Л'п (а!, 6') * 2л (а1,6') * 3 « (а!, 6'), 
где Л°п., Д а ­ характеристические «тела, соответствующие 
уравнению ( I ) с коэффициентами Po.pi. 
Пусть £>к ­ последовательные нули решения Я, . 
Используя представление (2 ) , получаем 
«* [ Я г е ( 0 , 6 * } + Зп (&п, бгп)] 2еп (а, Ъгл) * £ 
>{Лп (аА> + Лп (6п, ^гл)] Л^п (а, баи)"* = 
_а е. 
­ 2 2 ­
Здась С*, С 4 ( с , ­ не зависящие от п. постоянные. По­
скоаыгу второе слагаемое неограниченно возрастает с увели­
чением А » получено противоречие. 
. Предложение 4. Пусть (уп(о.,&п)] ­ последователь­
ность решений Нехари, 6 л < & < ° ° при п 
Тогда О при п. ­*> м д л Я любого фиксирован­
ного К , где £ К ­ К ­ый нуль решения Нехари­
Доказательство. Предположим противное. Пусть сущест­
вует 8 > 0 таксе , что £к (Уп)>Ъ Уп , Так как 
Ап.(а,&п)~ Jlк.(cL,tк.) + Jl•n-к(tк,ën) . п о л у ч а е м 
ЯлГа.&О Л л ( а , ь У ) Лп(а,6п) 
> Д ^ а . В ) „ л У н ( 8 . ^ . + 5 
Здесь было использовано свойство монотонности харак­
теристических чисел в зависимости от интервала (лемма 3.1 
из [ з ] и замечание на с . 1 5 3 ) . Так как Лп (а, Ьп)^ 
ЪЛп.(а,Е>) , а Лл(а, в ) ­ * ­ о © при п ­ * ­ о о , то 
Я,-УО при п-^"у. 
Оценим <3г . Согласно теореме 5.1 из [ з } , 
где Л ­ с ф ^ р М ^ а х . } " ' " * 
• I а й ^ ' " I ' ' 1+0((п-кУг) 
То1*а г 1№**<и 1 1 +б 
5 1 
г « 
Кв ограничивая общности, можно считать число О точ­
ной верхней­ гранью чисел 6 Л • Первый сомножитель для бес­
конечного числа номеров превышает единицу на некоторое АСЬ1) 
а остальные сомножители стремятся к единице. 
Получено противоречие. 
Следствие. Пусть {{/л ( a , 6n) J ­последователь­
ность решений Нехари с 0 < ук (oi) < const. 
Тогда ёп-+"° при п ­ ^ о о . 
Доказательство. Пусть существует ЬЪ>0 , ограничи­
вающее сверху бесконечно много чисел из последовательнос­
ти £&пЗ . По доказанному ранее, первые нули соответству­
ющих решений Нехари неограниченно приближаются к Ь • а 
при возрастании п. . Но это возможно в силу свойств урав­
нения ( I ) только при неограниченном возрастании началь­
ных значений производной. 
Предложение 5. Пусть (• Уп(а, 6n)j - последователь­
ность решений Нехари с 0 <*i < у п. (&•) <Р < 0 0 
равномерно пс п. 
Такая последовательность сходится к правильному ре ­
шению уравнения ( I ) . 
Доказательство. Поскольку Уп.(а) < fi> , числа 
ift-voo при 1 ­ » о о . Покажем равномерную ограничен­
ность последовательности решений {уп} на каждом интер­
вале (а, 6 Л ) . Здесь 6 Я фиксировано и для удобства 
обозначено д>. 
Кааждое решение Уп имеет на интервале (а, В) лишь 
конечное число нулей, не превышающее некоторое натураль­
ное W , зависящее лишь от В . Если это не так, то пер­
вый нуль с увеличением П неограниченно приближается к 
i. ж а. ,и, следовательно, возникает противоречие с огра­
ниченностью первой производной в начальной точке. 
Тогда для всех у из рассматриваемой последователь­
ности величина & (1+6)" 0^Ву'* сОс ограничена числом 
Лцн (а. В) или 
* г 6 
y*(t)'(fy'c/t) t (i-a)J^cit^(B-a)(US)6'%^(a.B\ а а 
Таким образом, рассматриваемая последовательность р е ­
шений компактна в С на каждом интервале (&, &п) и, 
следовательно, содержит сходящуюся к некоторому решению 
уравнения ( I ) подпоследовательность. Функция Л не может 
быть тождественным нулем, т . к . начальные значения произ­
водных функций из аппроксимирующей последовательности о т ­
делены от нуля числом е< > О. 
Доказательство завершено. 
Введем в рассмотрение функцию о а , определенную на 
(0, + °°) следующим образом . 
й п ( ° 0 = SUfl íb-^yn (а, ё) ­ решение Кехари, у'п.(а)^^}. 
Условия существования правильного решения уравнения 
( I ) будут сформулированы в терминах функции S/г . Однако 
сначала установим некоторые ее свойства. 
Доказательство следующего факта может быть проведено 
путем построения аппроксимирующей последовательности. 
Предложение 6. Пусть для некоторого натурального к 
К ­ е нули решений Нехари ул(а,6)г 11>К, равномер­
но ограничены при неограниченном увеличении числа 6. 
Тогда уравнение ( I ) имеет правильное неосциллирующее 
решение. 
Предложение 7. Пусть уравнение ( I ) не имеет неосцил­
лирупцих решений. 
Тогда функция Sn(°0 конечна для любого п.. 
Доказательство. Пусть 8 П ( Л а ) = •*•«» , Тогда су ­
ществует последовательность решений Нехари у * (а, Ьк~) 
с е|с-*во и у'к (О) * оСо . Первые нули этих ре.аений не 
могут быть ограничены сверху, но тогда yk(á) должно 
принимать сколь угодно малые значения. Получено противоре­
чие . 
В дальнейшем предполагается, что уравнение ( I ) не 
имеет неосциллирующих решений. 
Предложение 8. Для каждого ti функция о п ( Ч ) являет­
с я невоэрастающей, причем 8ц (U) —•> * оо при «<.­»• О , 
Поступила 5.09.88 
Sn.(«О — о 0 при 
Доказательство. Невозрастание следует из того, что 
SUfirtmum при больших <£. берется по меньшему множест­
ву. Асимптотика при больших и малых «4 вытекает из того, 
ЧТО tn(°O~*~0 При , "tft (б£) —г- оо При at.-*-О, 
где t n ­ ft­ый нуль решения уравнения ( I ) с начальной 
производной, равной о ( . 
Предложение 9. Пусть существуют числа 0<<l< Jb<+oo 
и номера ах-»-со такие, что ( о О > Ъпк Ср ) V n K . 
Тогда существует правильное решение уравнения ( I ) . 
Доказательство. Зафиксируем п. к . Все решения Нехари 
Упк(о.,Ь) при б е (Впк (р>% 8/1*0=0) имеют началь­
ные значения производной, меньшие р , но среди них су­
ществует решение с (а) ^ -С . Меняя П* , получаем по­
следовательность решений Нехари Гул*3, определенных.соот­
ветственно, на интервалах ( а , &пк) , где &л„е С&пк(р), 
Ъпц(Л)] и все имею'­;;е начальное значение производ­
ной из интервала iV .Jb ] . 
Требуемое утверждение вытекает из предложения 5. 
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ПСЕВДСЭКВИВАЛЕНТНЬЕ РЕШЕНИЯ ОБЫКНОВЕННЫХ 
ДИйОЕРЕКЦИАЛШЫХ УРАВНЕНИЙ 
I? Введение. Прежде рсего укажем, откуда возникла­
необходимость введения того типа решений, который стоит в 
названии статьи. В работах Г1—3^  автор рассматривает 
зависимость от фазовых начальных данных правого максималь­
ного промежутка существования задачи Коши 
* ­ № . * ) . й > 
у ! = ? Я ­ фиксировано, (2 ) 
1еЯ, хеКпг а , х ) € б с « ( О - область), 
У- й — не, 1еаа*Х<Ш1 Й* Й * б}, 
который обозначается Гз.^рС , причем £ является, вооб­
ще говоря, функцией вектора £ , те есть ^ = . р ( | ) . Не­
прерывность такой функции в точке гарантирует, 
что время продолжения моделируемых процессов приблизитель­
но одинаково со временем продолжения исходного (идеально­
го) процесса» если начальные параметры их (вектора £ и 
I ) достаточно близки друг к другу. Этого, однако, не­
достаточно .для того, чтобы можно было характеризовать по­
ведение таких решений по поведенм» идеального вблизи осо­
бой точки, то есть »«5лет>в щрааегс конца макскмального 
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промежутка существования ( ср . [ 4 , : г л . Х ш ] ) . Понятно, что 
интегральные кривые всех таких решений могут расходиться 
при ~Ь ~^*~Р>(\) , но могут находиться и в достаточной 
близости друг от друга. Для характеристики такого взаимно 
го расположения интегральных кривых в [ з ] и [ б ] введено 
понятие обобщенной непрерывной зависимости решений от на­
чальных данных (или более кратко ­ условие ( А ) ) . Именно: 
обозначим решение задачи ( 1 ) ­ ( 2 ) через х ( 1 ; р , интеграль 
ную кривую такого решения при 5 * 1о через Ло , то есть 
Г . ­ { и , х а ; Ъ » и е Г $ . < р „ [ 3 : , / Ь . , 4 А . Ы ­ рас 
стояние между точками А и В в пространстве Я , с ( ( 0 , Е ) 
­•£п+ 1А. 81, О с Щ.п+\ Е С Г . т о г д а : 
Определение I . Решения задачи ( 1 ) ­ ( 2 ) обобщенно не ­
прерывно зависят от начальных данных (удовлетворяют усло­
вию ( А ) ) при 5 = I О , если 
Для исследования такой непрерывной зависимости реше­
ний уравнения ( I ) (в случае (3 ­ [ 5, + °= С * К," ) в [ б ] 
применен прямой метод Ляпунова, основанный на теореме: 
Теорема I . Если существует функция У ( ^ Л | , опре­
деленная и непрерывная на некотором множестве 
удовлетворяющая условиям: 
( а ) УН,х(^Ьо)) = 0 и[6,р(\о)[, 
но , если (1 ,х ) б йг ч ^о 
(б) если последовательность точек 
Ьт <№ х^р} >0„ то От V » « *к) > 0-
( в ) функция ' V ( t , x ( t ; 5 ^ ) не возрастает на любом проме­
жутке изменения t , на котором ( t , x ( t ; [ > ) e Gr­, 
тогда решения задачи ( 1 ) ­ ( 2 ) удовлетворяют условию (А ) при 
В Определенном смысле верна и обратная теорема: 
Теорема 2. Пусть решения задачи ( 1 ) ­ ( 2 ) обобщенно не­
прфрдано зависят от начальных данных при I = 1о , и все 
регаения, интегральные кривые которых пересекают некоторую 
«S ­трубку Q t интегральной кривой решения x ( t ; fo) при 
t •» i j , S * i-, < J b 0 , продолжимы влево до "t^ ; тогда 
существует функция V ( t , x ) , определенная в , удевде­
творяющая условиям теоремы I . 
Именно при обращении теоремы I возникают затруднения, 
вызываемые ситуацией, описываемой ниже. (Заметим, что 
предположения теоремы 2 исключают возможность возникнове­
ния такой ситуации). Прежде чем перейти к основным опреде­
лениям и примеру, условимся еще, что всюду в этой статье 
Сд = [s,­>­oo[x j j ^ jj. _ непрерывна, и, если не указано 
противное, через каждую точку (ТГ, у) е G проходит одна 
и только одна интегральная кривая уравнения ( I ) , которую 
обозначим lf~(t,у) ; решение, соответствующее этой кри­
вой, будем обозначать x(t; TT,­у"). 
2? Определения и пример. 
Определение 2. Конечную точку_ (t0„>&>)e R назовем 
точкой слипания для решений x C t ; t , x ^ и ­ * f t i t . * ^ • 
если существуют последовательности начальных значений ( i K ) 
и ( V е ) , ­ х , X f c — ­ X при к — е о • и последова­
тельности (iK)i ( t K ) , i K —to и t * ­ » t » при к­*­ею та­
кие, что 
t , i * ) — Хо при К ^ с о , 
и * ( t к , * ­Хо при к ­ » со. 
В этом случае будем говорить также, что решения X ( t ; i , х ) 
и x ( t ; t , x ) имеют общую точку слипания (to.Xo). 
Возможность такой ситуации для несовпадающих решений 
показывает следующий пример. 
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Пригер. Рассмотрим дифференциальную систему 
¿i ­ ji ( t , к,,хД 
с начальными условиями * 1 | ^ 0 Ж ^ l ^ ­ o * ¿2 • г д е 
О, 0* t<4 , 
О, • bit, 
(t-Z)*l Os U 2, 
a­6)xi, ¿*t 
Функции и определены при t > О , непрерывны и 
удовлетворяют локально условию Липшицп по х . Рассмотрим 
далее решения, отвечающие следующим последовательностям 
начальных данных: 
кн-Ъ , кн-ъ 4«­э Ан-Ь 
причем 1 — * " С"*»" з ) при к­»­*» ; 
(2 ) с о . 
причем ^ 2 к — » ­ ( 0 , ­ 2") при к ­ »• оо ; 
кн Ь А причем | " —*• (1,-^) при к-*-ос 
Решения начадьиыж задач­ с такими условиями легко находят­
ся в явиом­ веде­, откуда, дзш 4 ^ * 0 ш /с« 1,2,... 
сразу получветк 
­ 30 
(1 ) хЩ о, ^ к ­ ъ ) = о, 
^ { Ю . О ^ - ^ - Я ) ^ - ^ при К ^ о о , 
( 2 ) Х ^ 0 ; О , £ 2 * ) = 0 , 
* 2 № ; 0 , Н = ( 2 Т 2 ) При К-»"00; 
При К 0°. 
Таким образом, для трех различных решений X ( t ; 0 , ( ­ i д ) ) , 
х ^ . О , ( 0 , - - | - ) ) э х ( Ч ; 0 , 0 , - 3 ) ) ( а также и для решения 
X а,Ю, ( О , ­ ) существует общая точка слипания 
0 0 , ( 0 , ­ 1 $ 
Введем далее в рассмотрение наименьшее отношение эк­
вивалентности на множестве решений дифференциального урав­
нения ( I ) , содержащего отношение наличия общей течки сли­
пания. Будем обозначать такое отношение эквивалентности 
символом **. 
Определение 3. Назовем два решения х ^ ' Ь . Я ) и 
1. &) псевдоэквивалентными, если между ними мож­
но установить отношение , то есть 
хЩ1Х1 ~ х и, 1 х ) . 
Замечание. Отметим, что в случае наличия точки слипания 
в любой сколь угодно малой §>­трубке интегральной кривой 
решения х(Ь; ( £ > > 0 ) способ построения функция 
V ( 1 , х) , примененный в [ б ] для доказательства теоремы 
2 , привел бы, вообще говоря, к неоднозначности определения 
этой функции в таких точках. _ , 
обозначим ж№ДО «х<* г£Л$) ­
множество начальных условий, соответствующих классу реше­
ний, псевдоэквивалентных решению х ( 1 ; £ , х ) . Аналогично 
­ множество начальных 
значений, соответствующих классу решений, псевдоэквива­
лентных решена х ( 1 ; | 0 \ и продолжимых влево до я. 
3? Ссновгае теоремы. 
Теорема 3. Вчберем для некоторого 1_е после­ • 
довательности (3") и ( 1 к ) , 1 , 4 * п р и к-*оо_ 
такие, что 
* ( £ к ; _ | К ) = Х К — ­ X при к — с ю , 
(£,х")е [ 5 , + о о [ х К,11 . Тогда л и б о : 
1) промежуток существования решения х^) име­
ет общие точки с [ 5 > р ( | ' У ] , и тогда х(-{;;£, х") = 
2 ^ ( 1 , ^ , то есть (•£, Оеу-(э, ^ ) ; либо: • 
2 ) X ^  , 1 ) X , %, _х) 7 и тогда для любой 
последовательности ( ^ .к . , * * ) , (1:* , х* ) ­ » ­ ( с^ , х ) При _ К ­ » в ь , 
( £ , х ) е ^ ( £ , _х) , такой, что псе решения х ( " ^ 1 к , х к ) 
продолжимк влево до Э , предельные точки последователь­
ности | к = х ± к , х " ) принадлежат ¿ ( § 0 ) > причем: 
2а) точки интегральной кривой (Г(1,х") сами являют­
ся точками слипания, общими для решений, выходящих' из 
этих предельных точек и решения х ( 1 ; ^ \ 
Доказательство. В случае I ) решение х{Ь;%,%) про­
должкмо до некоторой точки т.е [ в, |^)[ , поэтому­ в 
силу непрерывной зависимости решений уравнения ( I ) от на­
чальных данных [ 6 , с .80 ) в точках и ( ^х/ ) при 
достаточно больших к все^репения хЦ; = X (т_; £ с х " ) 
определены на [ б , ­ с ] и [£.¿1 (или , если %<Ь ), 
где они равномерно по t стремятся к х№; | ) и х х ) 
соответственно при к.-»», то есть х(? ; ^ = X (Ь; ^, к \ 
и в силу единственности х С ! ; ^ " х ^ ^ . х Д 
2) ­ очевидно, так как в силу единственности решения 
х) последовательности решений •х ( Ч ; 1 < ) = 
2 х(<; и., * * ) и хи, I*1) = к(±; ^ , х " ) равномерно 
стремятся к этому решению на любом компактном подмножестве 
его интервала существования, откуда следует: 
где \ ­ произвольная предельная точка последовательности 
( \ к ) . Взяв же любую точку ( t o . X o ) 6 ^ ( t , Ш . замеча­
ем, что x ( t o ; f K ) = XÍtojtR.X*) — Х«, и X Í t o ; ! * ) » 
« x(to­, tu., Х*~) —*­Хр при к-~-оо (ввиду равномерной схо ­
димости), то есть получаем 2 а ) . Теорема доказана. 
Следствие I . Пусть т> ­ интегральная кривая решения 
уравнения ( I ) , и для начальных значений £ к \ существу­
ют последовательности (I*) —f, CffT­^ V, ( t ^ ­ ^ t , (t*)­*­! 
при к-»-со такие, что 
( Í k , x ( Í K ; ^ ) ) ­ ^ ( t . x ) ef, к ^ ~ , 
тогда x ( t ; ^ ) ~ 4 ( t ; \ ) , то есть 
Следствие 2. Если x(t­,|)/M x ( t ; V ) , 1 и (t^x,,") 
­ общая точка слипания этих решений, то решение х (t ; to, х«) 
непродолжимо влево до р « тах f p ( f \ р ( 1 ) \ 
Следующее утверждение легко получить, используя тео­
рему 3. Мы, однако, докажем его непосредственно, но в бо ­
лее общем виде, а именно: будем требовать единственности 
только в точках интегральной кривой Jo . Заметим, что в 
этом случае остается справедливой лемма I из [ 2 ^ . 
Теорема 4. Пусть каждая точка интегральной кривой • 
решения x ( t ; | 0 ) является точкой единственности уравне­
ния ( I ) , и для решения x ( t ; | 0 ) существует неравное ему 
псевдоэквивалентное решение. Тогда для этих решений су­
ществует точка слипания (to, ¡Co¡ vi ¿ o • Кроме того, для 
любой точки слипания выполняется toípo , где _£> 0 =/>($оУ 
Доказательство. Последнее утверждение доказывается с 
помощью леммы I из [ 2 ] . Действительно, пусть существуют 
последовательности (£" ) и ( t K \ | к — * ­ ^ о , t K ^ " ­ j b 0 
при к­*оо и соответствующая им последовательность реше­
ний x ( t ; ^ K } такие, что 
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Lm X Í * k ; T 4 ' * x c i l ^ i l = M < со. 
В силу указанной леммы каждое решение ­ к ^ З * ) либо опре­
делено на интервале C s , j b ( ^ K ) [ , J H l ^ ' S . P o , и тогда: 
существуют t\ и , t K < t ' K < tí¿ < fc> такие, что 
Wx-ítt,f)\\=2tA, l l x ( t * ; f ) Й ­ 3 ­ М , 
и 2 ­ М < l l x ( t ; f ) | | < 3 M V t e J t ; , t 2 K f , 
либо продслжимо на весь промежуток C s . j V l , причем при 
всех достаточно больших л - - II х ( р 0 ; > 5 ­ М , и 
тогда вновь имеют, место утверждения С * ) . Используя теперь 
теорему о модуле конечного приращения для векторных функ­
ций [ 7 , c . B L J , получаем: 
h = Il xít* 2 ; iK)\\ - ШЦ ; « НЩ f ) - X (4¡ f ) » = 
­ 'I i (tí ; ?")« • í H - ti i * suri //^t, 0 Í ­ Ul-tU, 
t ^ e f t w , t x J , то есть Sari // f ( t ,x ) l l Ü СЛ + ~/> 
откуда следует неограниченность функции ^ на компакте, 
что противоречит ее непрерывности. 
Выберем теперь псевдоэквнвалентное решение x f t j t . x ) ^ 
o j x ( t ; fo"), ( t . x ) ¿ îo , для которого существует точка 
слипания (£о,Хо) , общая с решением х ( t ; j 0 ) . Если t 0 > / ' o , 
то достаточно взять (to, Хс) = ( t o , ¿V) . Пусть t o < j b o . 
Тогда в силу единственности ( to ,« о ) & i b (см.определе­
ние 2 ) , и, кроме то го , существуют последовательности С* * ) 
и ( t * ) , ¿ * — » ­ х , "tK —*­ to при к­*­оо такие, что 
x ( t K i ï , x ) — Х о при * ­ » *©£• ' 
Ввиду единственности решения x ( t ; t 0 , Хо) s х ( t ; " | 0 ) 
(и, следовательно, непрерывности решений x ( t ; 1 T , у) по 
начальным данным в точке ( t o , <о) , см. [ б , с .83^ ) , на­
чиная с некоторого номера к 0 , последовательность реше­
ний 
« ( t j i i c . x t t K i t . I * ) ) » x C t j t . Ä " ) 
Г - "TO * POL J. 
определена на L s » — ^ — ] _, где она равномерно по Т. 
стремится к решению х (t; to, *о) • X (tj | 0"> _, поэтому 
найдется последовательность значений =• x ( s ; t, х­"^, 
сходящаяся к ^ 0 , такая, что 
* f f V ! * i f J t ( t ; t , X , t ) = x ' c - » X при R H » ' « * , 
то есть ( t ,x) сама является точкой слипания для реше­
ний x i t ; ^ и x(t;t,x), и t > p 0 • Осталось положить 
<to, ж») = ( t , х ) . 
Теорема доказана. 
Из последней теоремы следует утверждение, для выпол­
нения которого также достаточно единственности только в 
точках интегральной кривой Го. 
Теорема 5 . Если функция j b непрерывна в точке 1 о 
то 
Действительно, в противнем случае нашлись бы течка 
слипания (to, Х о ) , to>J^>o, и последовательность ( V \ 
1 к­^1о при к. ­ » ­оо , для которой p ( ^ K ) > t 0 > P o . 
4? Применение к исследованию условия ( А ) . Укажем еще 
две теоремы о существовании функций Ляпунова в случае вы­
полнения условия ( А ) , исходя из новых предположений о по­
ведении решений уравнения ( I ) . 
Теорема 6 . Если решения задачи ( 1 ) ­ ( 2 ) удовлетворяют 
условию ( А ) при £ = ^ 0 . и Для любого "| из некоторой ок­
рестности точки ^ 0 выполняется = f ^ l i , то сущест­
вуют & > 0 и функция V ( t , х) , определенная в <S­труб­
ке интегральной кривой #о , удовлетворяющая условиям т е о ­
ремы I . 
Доказательство аналогично доказательству теоремы 2 
( с м . [ о ] ) , только функция V(t , х) здесь определяется 
следующим образом. Пусть 8>0 настолько мало, что для 
любого I, il5 ­ ^ 0lt =s S выполняется S ( V ) = t $ J . Тогда 
в точках ( t , X) = ( t , x(t;|T), Й J ­ | 0 И * $ положим: 
У (1 , хО = И * ­ ! . » ? 
во всех остальных точках ( 1 , х ) е О £ , = { в = ( т . , х ) 1 
(&>0 ­ достаточно мало): 
Л е м м а . Пусть решения задачи (1)­(2) ^/довлетворя­
ют условию (А ) при $ = 1 ° , и существуют точки 11,12, 
Э * 1 1 < ро < Ьг, такие, что все решения, интегральные 
кривые которых пересекают некоторую £> ­трубку 0 6 инте­
гральной кривой #Ь при "Ь"?"^ , продолжимы по крайней ме­
ре до 1< влево или до \.г вправо; тогда существует ок­
рестность точки 5 0 такая, что для любого $ из этой ок­
рестности выполняется: 6(5^ = {^У 
Д о к а з а т е л ь с т в о . Возьмем <э>0, <Ь< 
< гтиа С р 0 ­ Л г - р о \ г и 8 > 0 такое, что 
Тогда для таких $ ; р(^)6 С ро­ €>,£о+Со^ . Покажем, что 
для £о=й/2 и любого 5, I I ^ ­ 1ой< 8 0 выполняется 
утверждение леммы. Допустим противное: существует ^ , 11^  ­
-Ьо1и^>, для которого , то есть существует 
точка слипания (Ьв,Хо)^(Э,^ (теорема 4). При этом 
решение X ( 1 ; 1о, Хо) в силу единственности и следствия 2 
непродолжимо влево до _рС )^ и тем более до Ь± , поэто­
му оно продолжимо вправо до 1 а . Тогда найдутся последо­
вательности ( 1 " Х ( ^ \ и I Т$о при к - * - о о , для 
которых 
•ХЧ^*; ^ *о При К ^ о о . 
Ввиду непрерывной зависимости решений от печальных данных 
при всех достаточно больших к решения «(•ЦтукХтг; ^ ""^ а 
з х Ц ; ! * ) продолжимы влево до 1 2 , но, начиная с не­
которого номера Ко , становится выполненным неравенство 
11|к­*оИ<*> , и поэтому р(|*") * Ро + 6» '< ±г. 
Полученное противоречие доказывает ле«жу. 
•«даремы 6 к леммы сразу следует 
1 н р ^ М > 7.. Если решения задачи ( 1 ) ­ ( 2 ) удовле­
творяют условию (А) при 1=1© и существуют точки t i , t a , 
3< tt < < t2 такие, что все решения, интегральные 
кривые которых пересекают некоторую <S ­трубку Gj, инте­
гральной кривой $о при. ~t~?ti продолжимы по крайней мере 
до "t, влево или до "t­г вправо, то существует функция 
V ( t , x ) , определенная в множестве G ^ , удовлетворяю­
щая условиям теоремы I . 
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ВЦ при ЛГУ им.П.Стучки 
О КОЛИЧЕСТВЕ НУЛЕЙ У РЕШЕНИЙ ОДНОГО ЛИНЕЙНОГО 
ДИФФЕРЕНЦИАЛЬНОГО УРАВНЕНИЯ ВТОРОГО ПОРЯДКА 
В данной работе исследуется вопрос о количеств» к$у­
лей у решений линейного уравнения 
где *А,&,С, С (0,°°) . Уравнения вида ( I ) возникают 
при линеаризации нелинейных уравнений, встречающихся в те­
ории нелинейное теплопроводности (см., например, [ I ] ) , и 
вопрос о количестве нулей у решений уравнения ( I ) связан 
с вопросом о количестве решений краевой задачи для нели­
нейного уравнения. 
В случае, если 4В >Л , ответ на поставленный вопрос 
прост: любое решение уравнения ( I ) имеет бесконечно много 
нулей. Поэтому в данной работе будет рассмотрен случай 
0<4В<ЛЯ 
Перед тем, как сформулировать основной результат, 
приведем несколько лемм. Первая из них касается общего 
линейного уравнения и будет дана без доказательства. Она 
легко следует из теорем Штурма ( см. [2 , с. 393 ] ) . 
Л е м м а I . Рассмотрим линейное уравнение 
фи'+ЬЮл' + сЮя-О, ( 2 ) 
где о Д е * C(CU,**)*Gà к a.(t)>0 при всех 
t « ft©, ij] . Цуеть. функции, х . у е С г Г/"<о, £J , Л), 
удовлетворяют е$отг>.ететвеинс­ дифференциальным неравенствам 
amx"m + ^ t)xYt) + c ^ t b ( t ) >0, 
afé) + №) y'(t) t c f t b f t ) < 0 
при всех t e tto,tî*] и не являются решениями уравнения 
( 2 ) на f t D , t « ] . Тогда: 
1) если *-{ta)=x.(ti)~0 и x(t)>0 при te 
то любое решение уравнения (2 ) имеет нуль в интервале 
2) если уН)>0 при всех ts[t0,tt] • то лю­
бое решение уравнения ( 2 ) имеет в интервале Cto, t « ] не 
более одного нуля; 
3) если y(to)"У(Ь)-0 и y(t)*0 при 
t.e(to,ti) i то любое решение уравнения ( 2 ) имеет нуль 
в интервале; 
4) если x(t)iQ при всех ie[to,tt] , то лю­
бое решение уравнения ( 2 ) имеет в интервале Cto, 
не более одного нуля. 
Л е м м а 2. Уравнение ( I ) имеет решение a-R--fè, 
для которого tim <*(£) » i . 
Д о к а з а т е л ь с т в о . Нетрудно проверить, что 
функция fi(t) = * Г Ж е " ° * * при ­t больших некоторо­
го является верхней функцией для уравнения ( I ) . Пр» 
этом можно считать, что tu выбрано так, что /b(t»)­> ДО 
В качестве нижней функции выберем *C(t) & /> f t# ) . Оче­
видно, на интервале Г£*, ­ю«» ) выполняется неравен­
ство O£(t) * • Поэтому согласно [з ] найдется р е ­
шение уравнения ( I ) Л0 •• £tn+oo) —*• , которое на 
С!*, ­ 1 ­ 0 0) удовлетворяет неравенствам O C ( t ) * Jto(t)*p(t). 
Так как j»q не может иметь положительных минимумов, оно 
должно иметь предел. Таким образом, " Со>0. 
В силу линейности уравнения ( I ) функция ^ол0 также 
является его решением. Это решение продолжимо на всю чис­
л о в ^ . о с ь и на ­ к » имеет предел, равный I . Лемма дока­
Kit , K,t 
а = с, е + Cgt е ) 
если 4В = Лг , где 
Заметим, что н1<0,кг<0 и /кЛ* 
Л е м м а 3. Если и ^ таковы, что ­ к , «<Гя, 
где . . . } , то уравнение ( I ) имеет точное ре ­
шение вида 
где 
Справедливость этой леммы проверяется путем непо­
средственней подстановки функции (5 ) в уравнение ( I ) . 
Л е м м а 4. Пусть Л,Ъ и <)­ таковы, что ­ К, « #"И, 
где пе [^,Z,...']t £ * ­ минимальный, а ' б * ­ макси­
мальный нуль решения ( 5 ) . Тогда любое решение уравнения 
эана. 
Если в уравнении ( I ) отбросить последнее слагаемое, 
то получим уравнение с постоянными коэффициентами 
5ttt+A3t'*Jba = 0. О ) 
Уравнение (3 ) имеет общее решение 
Kit Kgt 
если 4В<Лг, и 
( I ) , линейно независимое от решэния ( 5 ) , имеет нуль в ин­
тервале { ­ ° ° , t*. ) и нуль в интервале ( £*, +оо ), 
Д о к а з а т е л ь с т в о . Пусть эц: IR —R. 
решение уравнения ( I ) линейно независимое о т решения ( 5 ) . 
Предположим, что Л« не имеет нулей на С­°°> t „ ) . Из ли ­
нейной независимости решений 3, и Я следует, что 
Xi(tn) Ф 0 . Не ограничивая общности, можно считать, 
что J,(t)>0 при f e f ­ ° o , t*0 • Покажем, что 
am зц(т)е = + ° ° . ( 6 ) 
•£­­<*= 
Если это не так, то 
где Се [О, + о» ) , Так как для решения (5) справедливо 
равенство 
-Kit л 
Urn л(£)е 1 =(-i)Qn, 
t­»­oo 
а решения <* и 5« линейно независимы, то нижний предел 
fan­ ( ­ i ) е" * ' * должен быть конечен для любого 
решения «** уравнения ( I ) . Покажем, что это не так. Сна­
чала рассмотрим случай, когда ~AZ >АВ . Функция Ji(t) — 
- e * B - f c я в л я е т с я нижней функцией для уравнения ( I ) на 
Если ~to отрицательно и достаточно велико по абсолютной 
величине, т о на интервале (~oa,'to) функция Jb(i) = 
• е 1 4 4 + e f * s + & ' ) t , где 6 = т < л f f i L p I , 
я в л я е т с я верхней функцией для уравнения ( I ) . Следователь­
но , с о г л а с н о [ з ] . найдется решение : (-о°, to] —*• R. 
уравнения ( I ) , для которого J.(t) *s <*„ (t) s Jb(t). 
Очевидно, что 
I Ш1 
Из (6) следует, что минимум достигается в некоторой внут­
ренней точке интервала ( ­ ° ° , £,» ) . Обозначим эту точку 
через £ « • Но тогда два различных решения уравнения ( I ) 
Л«(£) и эса(£)«= М*(£) в точке £о будут инетв­
равные значения и равные производные. Полученное нротиве^­
речие завершает доказательство первой половина лежи*. До­
казательство того, что имеет нуль в интервале ? &тг 
+ в в ) , проводится аналогично. 
Л е м м а 5. Решение (5) имеет ровно Я нулей. 
Д о к а з а т е л ь с т в о . Сначала докажем, что 
решение (5) имеет не более, чем П. нулей. Это сразу следу­
ет из того, что функция Я является полиномом П'­ой сте­
пени относительно функции у , которая определяется равен­
ством у = е~"** . Следовательно, существует не более п. 
различных значений у , при крторых а обращается в 0. 
Тот факт, что у монотонна по £ , завершает доказатель­
ство. 
Докажем, что функция * имеет ровно п. нулей. До­
казательство проведем по индукции. При n.шi , очевидно, 
функция Л имеет I нуль, каковы бы ни были А,Ъ,р и С. 
Предположим, что при любых А,Ъ,$- и С , если ­К» • 
= 3* ' ( п ­4 } , где п е Сг,Л,...] , то решение (5) име­
ет ровно п-4 нуль. Рассмотрим случай произвольных Л, 
и С таких, что ­ к , » ^ / ! . Наряду с уравнением 
( I ) рассмотрим уравнение 
Это же соотношение получается и в случае Л С = 4 В , если i 
качестве нижней и верхней функций выбрать JC(t) = - £ е * ' * 
JS(t) = ­ £ б + V^? е H , t . Полученное противоречие до­
казывает равенство (6 ) . 
Пусть 
­ 42 ­
где Л е № Л > ) выбрано так, чтобы выполнялось равенстве 
Точное решение для уравнения ( 7 ) (обозначим е го по 
предположению имеет ровно П-1 нуль . Заметим, что так 
как ht< Jb , то функция <2< является для уравнения ( I ) 
нижней функцией там, где df, > 0 , и верхней функцией там, 
где ¿1 < 0 . Пусть ti < tz <... < tn-t ­ нули функции 
Я\ . Тогда по лемме I решение ( 5 ) должно иметь нули в 
каждом из интервалов (tt, tz), (t^.th), • • •, (ln-я, tn-i). 
Пусть i f e (tt,t^) ­ нуль решения ( 5 ) . Возьмем реше­
ние уравнения ( 7 ) , удовлетворяющее условиям ^(t*) = О, 
Дг ( t i ) =-i • Согласно лемме 4, это решение должно 
иметь нуль в интервале (.-°°>~t-i) . Пусть Ь* = 
= max fte(-°-,t?)-- **(t) = 0} . Тогда <з*г[t) > О 
на интервале /£* , t*), <*2 (t*) - <Sfe(£*) = 0 * л 
w Лг - нижняя функция для уравнения ( I ) на ( £ г , t< ) . 
Поэтому, по лемме I , решение ( 5 ) имеет нуль в интервале 
lt*,t?) . Если t i e(tn-z, tn-i) ­ нуль решения 
( 5 > , то аналогично доказывается, что решение ( 5 ) имеет 
нуль больший, чем £э . Таким образом, решение ( 5 ) имеет 
не менее чем п. нулей. С другой стороны, как уже дока­
зано, оно не может иметь более П нулей . Этим завершает­
ся доказательство леммы. 
Л е м м а б . Пусть Г n , 7 w ) > где пе 
( l , . Тогда решение уравнения 
л*+2я'+я ­ е * * ' « 0 , (8) 
удовлетворяющее условию 
dm *(t) = d, ( 9 ) 
имеет ровно Я нулей. 
Д о к а з а т е л ь с т в о . Докажем скачала, что 
данное решение имеет не менее Л нулей. Пусть п-i . Тог ­
да из уравнения ( 8 ) следует , что для достаточно больших £ 
&'(€)> О • Так как <* не может иметь положительных 
минимумов, то Л либо имеет нуль, либо o t ' ( ­ f c ) > 0 на 
( . « , + ~ ) и д имеет неотрицательный предел при £­ » • ­ • • . 
Однако вид уравнения ( 8 ) показывает, что второй вариант 
невозможен. Если П. в {2, 2>,... 5 , то наличие у данно­
го решения не менее П. нулей доказывается точно так же, 
как это делалось в заключительной части лемма 5. 
Докажем, что решение задачи ( 8 ) ­ ( 9 ) имеет не более 
И нулей. Вспомним, что если ^ = ~ д , где л е {-1,2,,... J, 
то уравнение ( 8 ) имеет точное реаение, которое удовлетво­
ряет условию (9) и имеет ровно П. нулей. Если n = i , то 
это решение имеет вид л^= 1- е ­ * . Единственный нуль 
этого решения будет t » 0 . Пусть теперь S~>i . Тогда 
dti будет нижней функцией для уравнения ( 8 ) на интервале 
( ­ 4 * 0 , 0 ] и верхней функцией на интервале Г 0 , + о ° ) 
По лемме I , решение задачи ( 8 ) ­ ( 9 ) , обозначив его £ я , 
на интервале ( ­ < » , О ] имеет не более одного нуля. Пока­
жем, что это решение не имеет нулей при t>0 . Если это 
не так, и (to) = 0 при некотором . to > 0 , то реше­
ние уравнения ( 8 ) , удовлетворяющее условиям * О, 
*'(to/2) - i , должно иметь нуль при t > to . Этот 
факт доказывается аналогично тому, как это делалось при. 
доказательстве леммы 4. Однако, по лемме I , ни одно реше­
ние уравнения ( 6 ) не может иметь двух нулей при t>О 
Таким образом, решение с*я имеет ровно один нуль . 
Рассмотрим случай f< i . Пусть t0 ­ максимальный 
нуль решения задачи ( 8 ) ­ ( 9 ) . Получим на to некоторые 
сценки. Функция Ai , определенная в предыдущем абзаце, 
будет в данном случае нижней функцией для уравнения' (В) 
на интервале f 0 , + « ° ) . Поэтому, с учетом леммы I можно 
показать, что t o > 0 . Кроме того , заметим, что решение 
задачи Коши 
дай 
будет для уравнения ( 8 ) верхней функцией на интервале 
• + ° ° ) • Поэтому, по леыме I , 
Пусть теперь У« < и ­ максимальный 
нуль решения задачи ( 8 ) ­ ( 9 ) при ^ = # ч , а £; ­ при 
= Уг . Тогда ¿"1 $~я. . Для того чтобы уста ­
новить этот факт, заметим, что если ЛЦ' К . К . ­ реше­
ние задачи ( 8 ) ­ ( 9 ) при ¿" = ¿"1 , то функция 
является верхней функцией для уравнения (8) при у * 8* 
на интервале [ Ъ Г » / й ' а , ­ * в в ' ) . Отсюда,по лемме ^ п о л у ч а ­
ем ц< % l l t 1 . 
Сделаем в уравнении (8) замену переменных 
Получим уравнение 
М^-т^ 6-^ 6)^ 0-  (10) 
Заметим, что если я * ^ п ? , то коэффициент при У за ­
ведомо положителен и убывает по . При Уп , где 
( ¡ 6 2....3 , уравнение ( 10 ) будет иметь решение 
у • 02. , соответствующее точному решению уравнения 
( 8 ) . Это решение будет иметь П нулей 5, < З г * \ . . < &а, 
причем 5д. будет удовлетворять неравенству О * Ъп* Сп 4. 
Пусть теперь Уо > т| и «Зо ­ максимальный нуль решения 
уравнения (10) при у » ^ с , которое соответствует решению 
задачи ( 8 ) ­ ( 9 ) . Тогда, как было показано выше, 3 0 « 5 д . 
Заметим, что на интервале ( ­ » «> , 1п 4] точное решение у 
уравне­
( И ) 
П Р И tf = H является для уравнения (10) при а~= ЗП» верхней 
функцией там, где у>0 , и нижней функцией там, где 
у<0 . И з этого, с учетом леммы I , следует, что решение 
<? уравнения (10) при Г = £о на каждом из интервалов 
( ­ e ­ , s ( J ) [stj s a ] , . , . , f Зл­ « ,5лЛ может иметь не 
более одного нуля. Так как при S > S a нужное решение 
нулей не имеет, то оно не может иметь более л. нулей. То 
же самое относится и к решению задачи ( 8 ) ­ ( 9 ) . Лемма дока­
зана. 
Наконец, сформулируем и докажем основной результат 
данной работы. 
Т е о р е м а . Если А,Ъ и jp таковы, что 
­Ki е O ( n ­ s 0 , J r a ] ­ . г д е n e [l,2,... 3, 
то решение уравнения ( I ) , имеющее на + « о предел ­
tun <*(t) = d , имеет ровно Л нулей. 
Д о к а з а т е л ь с т в о . Тот факт, что нужное р е ­
шение имеет не менее Д нулей, доказывается так,же,как это 
делалось при доказательстве лемм 5 и 6. Докажем, что нуж­
ное решение имеет не более П. нулей. Здесь нужно рассмот­
реть два случая: AlZfiXl и A<2artl , Сначала рассмот­
рим случай, когда Аъ 2frn . Тогда можно выбрать 
Я)1с(Л, А*/'4] так, чтобы 
Согласно лемме 5, точное решение <*i '• Щ ~*" ^ 
кия 
имеет ровно П. нулей. А так как <*< является для уравне­
ния ( 1 ) верхней функцией там, где At>0 , и нижней функ­
цией тем, где а,<0 , то,по лемме I, решение уравнения 
( I ) , имеющее на + » предел, равный I , не может иметь 
белее Я кулей. *г 
Рассмотрим случай А<2.£п и положим "2Г' 
Поступила 9.09.86 
Покажем, что и в этом случав решение * » : Л - » - К уравне­
ния ( I ) , удовлетворяющее условию Л1 ("О 3 4 , имеет 
ровно Л нулей. Для этого сделаем в уравнении ( И ) заме­
ну независимой переменной 
Получим уравнение 
где Го • . По лемме 6, решение этого уравнения, со ­
ответствующее решению , имеет ровно Л нулей, а, 
следовательно, это же можно сказать и про решение Л., . Да­
лее этот случай рассматривается так жи.как и предыдущий. 
Теорема доказана. 
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ОБ ОДНОМ ОЕОБЩШИИ УРАВНШИЯ БЛАЗИУСА 
п.1. В этой работе ми рассмотрим краевую задачу 
y B = x " U ^ x + LV + Dx'') ( 1 ) 
х(0) = Хо, Х.ЧО)-а, = е. . « ) 
где A,$>tC, D, Ко,п., í е IR, , а также задачу Коми 
x ( 0 ) = X o , xYü)­­a, &(ój*¿, ( 3 ) 
где o f e / R , . 
Частным случаем уравнения ( I ) является известное 
уравнение Блазиуса х" ' +хх " =0 , которое изучалось в 
ряде работ, например, [1—3^* В основном численными метб* 
дами. 
Если О.= о , то решением задачи ( 1 ) , ( 2 ) является 
функция X 3 X o + a . t . В дальнейшем будем считать, что 
a í 6 . Н е уменьшая общности, положим é > 0 . Если 
Ь>0 , то решение задачи ( 1 ) , ( 2 ) при большое "£ имеет 
вид x = * 6 t и из ( I ) следует, что необходимо ВЬьО. 
Случай В » О разобран в [ 4 ] . Поэтому будем считать, что 
б 4 ­ О . Не уменьдая общности, полошим В ­ ­ i и будем в 
дальнейшем изучать уравнение 
с условиями ( 2 ) . Вторая производная любого решения задачи 
( 4 ) , ( 2 ) необходимо сохраняет свой знак. Ввиду э т о г о , 
№-а)*?Ц)>0 и сСх.й(Ь)>0 при 0*±<*°°1<£.*О. 
Преобразуем уравнение ( 4 ) к несколькоиному виду. Пусть 
а с 6 . Обозначим Х.'(Ь) = &Ц), а £ £ к & . Из ( 4 ) нахо­
дим 
или 
(£) ­ з + Сг'­• О б " ( 5 ) 
Так как 5/0 с увеличением ~Ь изменяется монотон­
но, то в качестве искомой функции возьмем t = £ | s ) . Под­
ставляя ее .в ( 5 ) , найдем 
.111 „ ,1 Ь г , , г п , « 
В ( 6 ) сделаем замену 
Тогда для новей функции и ( 5 ) получим уравнение 
Из подстановок следуют краевое условия 
и ( 6 Ь Р , 
(9) 
(Ю) 
*ЧаЫ>д(а), *(Ь)= О. (14) 
Интегрируя (13) от З ­ а до й ­ » а и учитывая ( 1 4 ) , най­
дем 




Интегрируя ( 1Ь ) , получаем 
VI5-а) /­ Р(5-Т) (16) 
где Аа = А - Хо~*~ Сл. . 
Аналогично, вместо задачи Коши ( 3 ) получаем 
и(а)=Л ( I I ) 
и'(а) ­ Л о + ЬЛ. (12) 
Если С Х > о , то вместо задачи ( 4 ) , ( 2 ) снова получа­
ем задачу ( 8 ) ­ ( 1 0 ) , где сх>Ь. 
Т е о р е м а I . Пусть а > 6 , Ь>0 . Тогда решение 
задачи ( 4 ) , ( 2 ) существует и единственно. 
Д о к а з а т е л ь с т в о . Существование решения 
задачи ( 4 ) , ( 2 ) доказывается путем построения соответству­
ющих нижних и верхних функций так, как это сделано в [ 4 ] . 
Докажем единственность. Пусть 6 > а и существуют 
два решения. Тогда задача ( 8 ) ­ ( 1 0 ) также будет иметь два 
решения и , ( 5 ) , ц г ^ б ) .Обозначим л(в) = ил(ь)-
и , ( 5 ) , л(а)>0. Из ( 8 ) ­ ( Ю ) получаем 
Из (16 ) следует , что так как а(а.)>0 , то а ( з ) > 0 
при СШ&^Ь , и три й= & получаем противоречие с 
Л(Ь)= О . Тем самым в случае 6>>сх единственность д о ­
казана. Если СХ> 6 , то доказательство аналогичное. 
З а м е ч а н и е I . При а=0, Ь>0 единствен­
ность имеет место, но, вообще говоря, решение может и не 
существовать для некоторых значений параметров. Такие при­
меры легко построить. Если Ь=0 , то при а>0 единствен­
ность также имеет место. Однако, уже в случае Ь=0, а < О 
задача может иметь два решения. 
п . 2 . Рассмотрим теперь случай а < 0 , 6>0. 
В зависимости от параметров задача ( 4 ) , ( 2 ) может 
иметь одно, два или ни одного решения. 
Т е о р е м а 2 . Задача ( 8 ) ­ ( 1 0 ) , а значит, и задача 
( 4 ) , ( 2 ) не может иметь трех решений. 
Д о к а з а т е л ь с т в о . Пусть существуют три 
решения: и ^ и ^ ц г , , г ц ( 5 ) > 0 (1=1,2/6), сч&бЬ, 
задачи ( 8 ) ­ ( Ю ) . Обозначим Д , = и±- и * , А^^иъ-ич. 
Тогда из ( 8 ) ­ ( 1 0 ) находим 
*1 = фйьЫ6'>+1)*!1(е) (18) 
л.\(а) = Рл^а), = (19) 
¿¿(6)= 0, . (г-1,2). ( 2 0 , 
При OiSsh рассматриваемые как решения 
линейных уравнений ( 1 7 ) , ( 1 8 ) , ье могут иметь положительных 
максимумов и отрицательных минимумов и в силу ( 20 ) Д г 
на отрезке [ 0 , Ы обязаии сохранять э н а к т а ж д е , как и р а з ­
ность U j - U j . lie уменьшая общности, будем считать, что 
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0<. 'а , / з ) < Т Щ ) и а'г(з)<:а1(з)<0 при 0 < з < о , 
так что и 3 ­ " г > О, г е ГС, ь ) . 
Рассмотрим функцию Л,(в) . Из ( 17 ) , ( 19 ) находим 
^ • \ Ш г ж ­ ( 2 1 ) 
а 
Так как Я',(5)<0, 0± £ < &, л,($) О, и 
так как подынтегральное выражение в (21) положительно при 
О •* 5 < Ь , то интеграл в (21) необходимо будет схо ­
диться при 5 ­^ ­6 . Отсюда следует, что непрерыв­
на при а ^ в * £ и ^1(&)чО. 
Все сказанное выше относительно функции 3, /з) спра­
ведливо и для Ла(зУ 
Умножая (17) на Ах(£) , а (18) на 3 , ( 5 ) и вычи­
тая из второго уравнения первое, получим 
^$Ш¥М*>^*& (22) 
Из ( 22 ) , учитывая, что ^ ^ Ь ^ » £ = 0 , находим 
е даШо^'^ ( 2 3 ) а 
Обозначим правую часть в (23) через ^ ( ^ ) , где 
функция лУ(ъ)>0 при О* 5< 6 и непрерывна. Из 
(23) следует 
ЩШ4 (24) 
Интегрируя (24 ) от 5= О до ó * Í J , найдем 
или s ^ 
Из последнего равенства, в силу монотонного убывания 
функции se[0,í>] , следует 
ДЛЗ)> [ Ш > | при 0*3<ß. J «2,(0 
Поэтому Л^(Ь)>0 . Но это противоречит ( 2 0 ) . Тем 
самым теорема 2 доказана. 
Т е о р е м а 3 . Пусть а<0 . Тогда существуют 
значения «Л0, С, D такие, что задача ( 4 ) , ( 2 ) не имеет 
решения ни для какого 6 > 0. 
Д о к а з а т е л ь с т в о . Положим Ло>0, С= 0J t>>0, 
Q.--2, Л>0 . Тогда из ( 8 ) , ( I I ) , ( 1 2 ) находим для se [ ­ j í ,0 ] 
u'(s) ? (JL * Л « 0 e 
P(s*Xi J 
откуда при S = C имеем (учитывая, что d>0 ) 
u'ÍD) > ­4o h& u ( U ) > C" l A 0 (eAD- i) = rr 
В дальнейшем потребуем, чтобы 
М о е (е -1)>Л. (25) 
При 0 рассмотрим вспомогательную задачу 
иэ'~-^+Ъи>\ и3(0)~г, аз ,ГО) = иУ0) . (26) 
Очевидно, что там, где юГв) »/ » , необходимо будет 
а Ч 5 ) > со'Сб) . Интегрируя ( 2 6 ) , получим 
^ ^ ( " ' ( О ) - ^ ) ^ * ^ * ^ . (27) 
Из ( 27 ) , ( 25 ) следует 
Поэтому для 5 > 0 
Значит, и(б) ? аг/'б)> /­ при всех 3 * 0 , и поэто­
му условие (10) не будет выполнено. Тем самым теорема 3 
доказана. . . 
З а м е ч а н и е 2. Из условия ( 25 ) видно, что 
для заданных А=С*0, 2>>0, сх<0, 8>0 всегда 
можно выбрать Хо в условии (2 ) столь большой отрицатель­
ной величиной, что задача ( 4 ) , ( 2 ) не будет иметь решения. 
Точно так же из условия (25) следует, что если реше­
ние задачи ( 4 ) , ( 2 ) существует, то величина Л не может 
быть очень большой. Найдем оценку сверху для тех значений 
Л , при которых решение может существовать. Считая Ло>0м 
О О . 2>*0 , из ( 8 ) найдем 
(uu')'=-S4-D(uu) + a'2 
. . Dís-T) 
UU' - ufa) И (A) E + 
s 
r J><S-T) % . , + J e Ы (t)-t)a'C 
a 
Интегрируя еще раз от S-U до ¿- 6 , отбрасывая поло ­
жительные слагаемые в правой части и учитывая, что и ( б ) ­ 0 . 
получим 
i s 
е tdtds>0 <28> 
•Л - Л 
JJ 
Таким образом, если для заданных АРъО, С'О, Ь^О 
решение задачи ( 8 ) ­ ( 1 0 ) существует, то величина Л--а>0 
должна удовлетворять условию ( 2 8 ) . При 1>=0 из ( 28 ) 
найдем неравенство АЛ < Ь из [ 2 ] . 
Сценки ( 2 5 ) , ( 2 8 ) найдены в предположении, что С=0. 
Более сложными приемами аналогичные оценки можно получить 
и для случая С г- 0. 
З а м е ч а н и е 3 . Если а < О, 6= О, Л©, С, Р е /Е 
и выполняется условие 
О 
е ( Л о +Сг ) с ( Т>а 
­я • i 
то задача ( 8 ) ­ ( 1 0 ) решения не имеет. Соответствующие р а с ­
суждения мы опускаем. 
Рассмотрим теперь случай Т>< 0, а< 0, (>>0, Ао,С 6 #1. 
Обозначим через и(5,Х), о ( > 0 , решение задачи ( 8 ) , 
( I I ) , ( 1 2 ) . Можно показать, что график решения этой задачи 
обязательно пересекает ось 5 в некоторой точке , которую 
мы обозначим через , причем Ь^> 0 для УсС > 0. 
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Т е о р е м а 4. Величина Ц непрерывно зависит 
от dC и 4 с ­ » ч ­ 0 0 при оС—О и при оС—»­­t-oo. 
Доказательство этой теоремы мы опускаем. 
Обозначим 
6* = min 6^. 
Из теоремы 4 следует предположение 
Т е о р е м а 5. Если Ь< е>* , то решение задачи 
( 8 ) ­ ( 10 ) не существует, а если Ь>Ь* , то существуют два 
решения. При & = о * ­ решение единственно. 
Значение о# следует находить численными методами. 
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ЭФФЕКТИВНОСТЬ ПРИМЕНЕНИЯ ПОЛИНОМОВ ЧЕВЫШЁВА ДЛЯ 
. РЕШЕНИЯ СИНГУЛЯРНЫХ ОДУ 
п . 1 . В приложениях часто возникают проблемы, которые 
описываются краевыми задачами для сингулясных СДУ ( линей­
ных или нелинейных), с м . , например, [ 1 ­ 2 3 ] . Исследования 
таких задач ведутся, в частности, и в плане поиска эффек­
тивных методов их численного решения. С этой целью рас­
сматривались такие методы,как метод стрельбы, метод конеч­
ных разностей, методы типа Гира, метод коллокации. 
Как известно, некоторые численные методы решения 
краевых задач, в том числе и сингулярных, основываются на 
численных методах решения соответствующей задачи Коши. 
В настоящей работе исследуется эффективность числен­
ного метода решения задачи Коши ОДО с применением полино­
мов Чебышева, предложенного в работах [ 2 5 , 2 б ] , примени­
тельно к сингулярным ОДУ 
( 1 ) 
где т.£г(0,Т]= 1 0 > С ( 1 0 * 1?,") , в общем, нелиней­
ная относительно Х ( г 1 , Ч . «0 ,/г­1, х ( 0 ) «=к. и имеет при 
i = 0 особенность перзого рода некоторого порядка г е К . 
п . 2 . Несколько результатов из [ 2 5 , 2 6 1 . 
Рассмотрим задачу Коши 
д Й г ­ * ( *о ) = *о. ( 2 ) 
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1е1=Н :о ,Т ] , Т > т . 0 > х е К . . Предполагаем, что решение 
задачи (2 ) существует и единственно. Предположим также, 
что нам известно это решение в точке £* е Г¿0, Т \ 
•х("Ьк,)=Хк и мы хотим найти решение на отрезке 
[т^Дк­мЗ с I . Обозначим длину интервала 
через Л» « ­ £к и сделаем замену 
Пусть л(±)-Фк+^« + т))-х(г\ 
Так.что 
Обозначим 
'^Ш? Те[-1,И, (5) 
где уСс) - новая искомая функция. 
Пусть задано целое число р > 4 . Обозначим через 
X,, Тд (... ( Хр - корни полинона Чебышева Чр(£) , так 
что Т Р ( ^ ) ­ 0 . ¿=1.2....,р . При этом 
Аппроксимируем функцию 'у('Р) полиномом степени р-4. 
Обозначим его У(т) и . Тогда У(Ъ)~%. 
Аппроксимирующий полином У(Х) имеет вид„£24У> ; 
где 
­ i 
и, подставляя (8 ) в ( 4 ) , получаем 
­i 
Потребуем, чтобы (9 ) выполнялось в точках Ti., р. 
Так как W¿Ti) = y(Zi) = у i , то имеем 
1 / i = f i ' V > * * + £ a < ¿ & ) > (Ю) 
где 
S|c,i = ^тс + "2^ ^ + ^ i ) , (12 ) 
( Тр,< ( Т Д ^1,-.,р, полагаем равными нулю). 
После нахождения из (10) <•* Ь , Р находим 
по формуле 
W^U-iitTp(t) 
Из ( 5 ) находим TL(l): 
- У(Х) £( ­0 ­ X-K - известная в^­личина, 
следовательно, 
t 
v ( 13 ) 
где 
« P 'p­ilTj) »"=1 t 1 (14 ) 
В случае регулярных ОДУ, как было показано в работе 
[ 26^ , в качестве точек коллокации с тем же успехом можно 
использовать и экстремальные точки полиномов Чобьшева, 
т . е . нули полинома(тЛ ОТр­1 ( Т ) = О . Для сингулярных 
ОДУ точками коллокации, очевидно, целесообразно взять ну­
ли полиномов Чебышева. 
п . З . Уравнение ( I ) эквивалентно системе обыкновенных 
дифференциальных уравнений 1­го порядка 
Хп 
(15 ) 
Так что V*>­­­'Vp и Ш ra (13 ) в случае системы ( 15 ) 
являются И ­мерными векторами. Обозначим их компоненты, 
соответственно, через 
r* » 1,2,..., a, K=0.1,... . Тогда для определения 
( " V t V н а отрезке [tit, tic+Л .получаем систему поряд­
ка п х р , [ 2 5 ] : 
Ыг • f4f ^ + i a v ( у д , . > v £ «у ( * ) „ ) , ( 16 ) 
где 
P P (17 ) 
p p 
Теперь задача Коши 
X i f O W i , « ^ е Л , iM,.. . ,n. 
для сингулярной спстеми (15 ) ( с предложенным выше выбором 
точек коллокации) может быть решена по той же схеме, что 
дана в [ 2 5 ^ . 
п.4 . Контроль точности и выбор шага осуществляется 
так же, как и в регулярном случае [ 2 5 , 2 б " ) . Несколько от­
личается от регулярного случая выбор начального приближе­
ния для -у-у в итерационном процессе. Из замены перемен 
ной (12) имеем 
<|И р ; j - * , . . . , n ; «-OJ... .) . ( 18 ) 
В [ 25 ,2б ] для сокращения времени счета рекомендова­
лось начальное приближение для У-у на начальном интер­
вале интегрирования СО, t-\~] находить из правой части 
системы ( 1 5 ) , используя начальные данные задачи Коши. В 
сингулярном случае для начального интервала [0, t<3 мо­
жем, например, взять Уу = (So.i) " О для всех 
г»*,2,..,,р; ;= у, Z,..п. • Для в с е х последующих ин­
­ . и н ­
тервалов Ил,1ы*Л, к=1,2,... • поступаем,как и в р е ­
гулярном случае. 
п .5 . Численные результаты. Эффективность решения з а ­
дачи Ксши для сингулярных ОДУ указанным выше методом ис­
следовалась путем сравнения приближенного решения с точ­
ным. В качестве тестовых задач были взяты тестовые задачи 
из работ других авторов, в частности [ з ,5 ,12 ,13 ,14 ,16 , 
18,27}. Всего было решено 9 задач. Полученные нами резуль­
таты проиллюстрируем на нескольких примерах. 
I ) [ 1 4 ] : и"(х) + | и ' ^ ­ ^ « = ­ ^ ХбС0.1] ( I ) 
и О Я ­ 0.5 + Ю/ак 2 . и'(0)= О. 
Точным решением этой задачи является функция 
•и(х)= 0,5 + 5зН 2х/х$п 2. 
Таблица I . 
Зависимость точности приближенного решения задачи ( I ) 
от степени р аппроксимирующего полинома 
р Атак АсрсЭ АаЬс Дотн д1эн 
3 4147 0.212 ( ­11) 0.881 ( ­12) 0.213 ( ­ П ) 0.386 ( ­12) 12 
5 32 0.369 ( ­13) 0.137 ( ­13) 0.369 ( ­13) 0.670 ( ­14) 13 
7 5 0.295 ( ­12) 0.189 ( ­12) 0.295 ( ­12) 0.535 ( ­13) 13 
8 4 0.555 ( ­13) 0.226 ( ­13) 0.555 ( ­13) 0.101 ( ­13) 13 
2) [ З ] : и%|­оМб­2Н­г сое*, 1е((Ц]ъЪ>0 (П) 
При <5« # известно точное решение уравнения ( П ) : 
­ 6 2 ­ • 
Так что V и, следо­
вательно, для этого в для уравнения (П) решается задача 
Коши 
тгсоы, 1740)= а 
Таблица 2. 
Зависимость точности приближенного решена, задачи (П) 
от степени р аппроксимирующего полинома 
("•НО*. = 1 0 ; 6 = 1 0 " ? ) . 
р 
3 14750 0.945 ( ­ I I ) 0.929 ( ­ П ) 0.945 ( ­11) 0 .175 ( ­10 ) ю 
5 201 0.915 ( ­ I I ) 0.892 ( ­ I I ) 0.915 ( ­11) 0 .169 ( ­10 ) 10 
7 107 0.914 ( ­ I I ) 0.378 ( ­ I I ) 0.914 ( ­ И ) 0 .169 ( ­10 ) 10 
8 107 0.923 ( ­ I I ) 0.386 ( ­ И ) С. 922 ( ­11) 0 .171 ( ­10 ) 10 
3) [27]; и"(х.)+хи'(х)+ти(х)=0, пе(0,1\ ,п>0, (Ш) 
и(О)^, и'(0)'0. 
Точное решение задачи (Ш) ­
и(*)~%(\/тк), 
где 5 * О ­ функция Бесселя. 
Таблица 3. 
Зависимость точности приближенного решения задачи 
(Ш) от порядка р аппроксимирующего полинома и парамет­
ра т. 
0 ^ ^ 1 . 0 : *-«>"). 
р "тот ДаБс ^отн т 
3 128 0.252 (­14) 0.НЗ (-14) 0.232 (-\Н) 0.232 (-т 14 
5 1 0 222 (-1Ь) ОЖ (-15) 0.222 (-1Ь) 0.222 ( ( 5 ) 15 мг 4 
Продолжение таблицы 3. 
р ДсреЭ ДаЪс "отк А/»и пг 
6 1 0.0 0.0 0.0 0.0 осе «Г* 7 1 0.159 (­16) 0.139 (­16) 0.139 (­16) 0.139 (­16) 16 
3 1024 0.124 (­«3) от (-ц 0.121) (-1Ъ) 0.162 (­13) 13 
5 16 О.Зчв (­14) 0.140 (­№) о.м пи) 0.455 (­14) 14 . - О 
6 Н о.т (-«) 0.3*5 (­'2) 0.104 (­Я) 12 •10 
7 0.882 (­13) 0.511 (­13) 0 882 (­13) 0.115 (­12) 12 
3 31664 0.65? (­/2) 0.205 (­12) 0.657 (­12) 0.26? ( ­ « ) М 
5 236 0.30/ ИЗ) 0.820 (­14) 0.12В (­13) 0.522 (­13) 15 10* 6 64 0.403 (­12) от иг) 0.112 (­12) 0.456 (­12) 12 
7 ъг 0.256 (­13) 0 . 9 » ( й ) 0.142» И*) 0.583 (­43) ы 
4), [ 1б] , и"(х) + ­| и'(х) + [и(х)] ­0, хе (0,1], (1У) 
и ( 0 ) = 1 , и'(0)=0. 
Точное решение этой задачи 
и(х)= 4/Г< + хг/з. 
Таблица 4. 
Зависимость точности приближенного решения задачи 
(ГУ) от степени р аппроксимирующего полинома 
р А о Ь с 
3 39145 0.483 (­11) 0.413 ( ­12) 0.483 (­11) 0.558 (­11) I I 
5 196 0.449 ( ­5 ) 0.415 ( ­7 ) 0.449 ( ­ 5 ) 0.519 ( ­ 5 ) 5 
7 115 0.489 ( ­3 ) 0.164 ( ­4 ) 0.489 ( ­ 3 ) 0.565 (­3) 3 
5),[14], ; 
Точное решение этой задачи не известно, и в качестве 
контрольного значения бралось значение приближенного реше­
ния при Х.=1 , указанное в [ l 4 ] , а именно; Ы(4) = 600.00. 
Наши результаты следующие: 
р*Ъ, u(i) = 599.998836, 
р = 5 , U(i) ­ 600.000728, 
р = ? , Ц ( 1 ) = 599.997541. 
По каждой из тестируемых задач, кроме ( У ) , выдавались 
следующие качественные характеристики [ 2 8 ^ : 
А/цщг ­ суммарное число шагов интегрирования, сделанных 
на заданном интервале интегрирования; 
Д т а х = rtUUL I «гчшЬд. (х) ~ UmoVi.(x)l; 
Д ^ э = ( Z /и, . П ( 1 и 5 и _ ­ и л т о ж . \ ) /л/ивд ­ среднее значе­
ние погрешности приближенного решения; 
&aU, Д о т н ­ соответственно, абсолютная и относитель­
ная погрешность приближенного решения в 
конце интервала интегрирования; 
Л | у , ­ число совпадающих знаков в точном и приближенном 
решениях Б конце интервала интегрирогзания. 
Вычисления выполнены на ЭВМ ЕС­1060 ( с удвоенной точ­
ностью) . 
п.6. О сходимости процесса. Теоретически можно как 
угодно повысить точность аппроксимации заданной функции 
за счет повышения порядка аппроксимирующего полинома, ( 7 ) . 
Однако, в общем случае на практике это повышение точнос­
ти идет очень медленно.' Например, вычисление функции 
Jt(t) = ­t" для t^O.Oi, к= 0.5,10, (формула (36 ) 
таблицы П приложения в [ 2 9 ] ) с точностью £ = 1 0 " * требует 
порядок аппроксимирующего полинома р > ? 4 . Естественно, 
что при больших значениях порядка р , если решается зада­
ча Ксшк для нелинейной сингулярной системы ОДУ некоторого 
порядка т ? 2 , на конечных результатах будет эначитель­
но сказываться потеря точности при решении итерационным 
методом нелинейной системы алгебраических уравнений поряд­
ка дхлг относительно неизвестных (y<.V> i-=1,2,...,p; 
г = 1,2.,.... tn, (формула ( 1 6 ) ) . Поэтому уже из этих с о ­
ображений нецелесообразно значительно повышать р . Реше­
ние тестовых задач из приведенного списка литературы пока­
зало, что для получения результатов с точностью 10"^­ Ю ­ ^ 
порядок аппроксимирующего полинома 3 ^ р < 10. При этом 
особо следует подчеркнуть, что в случае нелинейных систем 
лучшая точность получается при р, ­5 и очень мелком ша­
ге, а с увеличением р точность резко падает, табл.4. 
Из сказанного следует, что предложенный алгоритм до ­
статочно эффективен при решении задач Коши для линейных 
сингулярных СДУ и значительно менее эффективен, если пра­
вая часть уравнения ( I ) не является гладкой функцией. 
Как достоинство этого алгоритма, отметим, что он по­
зволяет по единой схеме решать ОДУ и в регулярном,и син­
гулярном случаях. 
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Щ при ЛГУ им.П.Стучки 
С РАЗРЕШИМОСТИ ОДНОЙ КРАЕВОЙ ЗАДАЧИ ДЛЯ СИСТЕМ 
СИНГУЛЯРНЫХ ОДУ 
Рассматривается краевая задача 
ж - j(ttlL>X.^), ( I ) 
* Ч О ) = О, ( 2 ) 
Л ( Т ) * £ * Ч * Е ) = Ы , (3) 
где }е СагЦо^Ш^), 1о'(ОЛ1, 1 = 10,гЛ,Х>0, 
О п р е д е л е н и е . Речением задачи ( 1 ) ­ ( 3 ) назо­
вем вектор­функцию ­*(0 , которая абсолютно непрерывна 
вместе со своей первой производной на каждом сегменте, со­ , 
держащемся в Гр , и непрерывно дифференцируема на I , здс~ • 
влетворяющую краевым условиям ; 2> , ( 3 ) и при почти всех 
te 1о ­уравнению ( I ) . 
Двухточечные краевые задачи для уравнений второго по­
рядка с неоуммируемой особенностью изучались многими авто­
рами [ 1 ­ 4 ] . Результаты данной статьи дополняют эти иссле­
дования. 
п.1 . Введем скалярную функцию и/(Ь,х^€ Сг(10*И2.; 
Для данного Н>0 обозначим через IV (Н) множество точек 
а, х) € Х а * ^ > удовлетворяющих неравенству \л/(ь\х)*Н. 
Далее будем предполагать, что это множество непустое и 
связанное для некоторого Н>0 , причем lw,i\>0 
V(t,kO е LO ( Н ) , а множество точек (t ,vt)e Г 0 х К л , удо­
влетворяющих неравенству w[t,x) < Н , ограничено 
/х/<М , где М зависит от Ц. Через (Н ) обозна­
чим множество точек X€^" ¡ для которых w(to,x)*H, t o £ ī o . 
Т е о р е м а I . Пусть в ( 3 ) матрица ß положитель­
но определенная и существуют w(t,х) и число Н>0 
такие; что для ( t ,X , {/ ) таких, что t e í 0 j n/(t,x. )>H, 
M/ļ + w¿ у s О , выполняются неравенства . 
Ui) »ц t 2 w4 у * j.(t, х, ¡/) + u/x"x i/y » 0, 
( Л ) i4 + í i ¿ * á > 0 V<*e 
Ш W, » o . 
( A ) Кроме того, допустим, что для любого М > 0 и 
с е ( 0 , Т ) найдется Д/с^О такое, что если x f t ) , 
t e f e , ТЛ, есть любое решение уравнения 
y ­ j í t . x . x O ­ a c л е L a c , t ] ; ra 
удовлетворяющее неравенству l x ( t ) | s M V 4 e r c , t 3 , 
то выполняется неравенство I X­' l^M Aic V i e Гс,ТЛ. 
(Д. 4 ) Пусть также существует /le J 0 такое, что 
V t e r O . h l . / x U M J y / í i , где a j e L ( I 0 ) o f t ) * 0 
t t 
£m J еф (2 1<Цл)ал) l(s) ds * 0. (4) 
­ 70 ­
Тогда решение ( 1 ) ­ ( 3 ) существует. 
При доказательстве теоремы I нам понадобятся две лем­
мы. 
Л е м м а I . Пусть выполняются условия M t ) - (Ati) 
теоремы I . Тогда для любого решения задачи ( 1 ) ­ ( 3 ) спра­
ведливо lx.(t)l i M , где A'i зависит от H. 
Лемма I доказывается аналогично теореме I в работе 
[ 5 ] . 
Л е м м а 2. Пусть выполняются условия ( Д ) и (­/V) 
теоремы I . Тогда для любого решения задачи ( 1 ) ­ ( 3 ) , удов­
летворяющего lx.(t)l*M , справедливо \х.'1Ь)\*Ы 
0 ­s=t< f , где А/ зависит от М. 
Д о к а з а т е л ь с т в о . Положим У-(-Ь) решение 
задачи ( I ) ­ ( 3 ) , fx ( t )UM t e l . Учитывая ( 2 ) , найдет­
ся ho>0 такое, что /x7t)l<4 при t e [0, /к,] . Далее 
из условия (Дг) находим 
t t 
о s 
где h, * n i i n (ho, h.) . Теперь из условия СД) при 
C=h., найдем hic . Обозначим л/ « mou. f i , Al/,,) . По­
лучаем /x'|t)UM V t e J и 
t t 
/х'(±)/*< 2 J"e*p (Ja(a)d3)êls)ds, 
О 5 
при t e f O , h, ] . 
Д о к а з а т е л ь с т в о теоремы I . Рассмотрим 
вспомогательную задачу 
y = j ­ ( t ,X ( y ­ ' ) , ( 5 ) 
х ' 0 ) ­ 0 . K ( t H ô x Y t ) . d , ( 6 ) 
где (О, Т ] . Учитывая Je Car Cf^.t] к R 2 " ) . и м е е м , 
что решение ( 5 ) , ( 6 ) существует для любого ^ е ( 0 , ТУ 
Обозначим эти решения через X } ( t ) . Полученное семейство 
решений равномерно ограничено и равностепенно непрерывно 
на каждом компакте, содержащемся в 1о . Следовательно, 
можно выделить подпоследовательность, сходящуюся к У­(£), 
который удовлетворяет условию (3 ) и при t e 10 ­ уравне­
нию ( I ) . Нам необходимо показать, что tim X.'(t)=0. 
Учитывая ( Д О , имеем ^ ° 
t t t t 
Uiltfi 2 fexp (Jal*)d*) e(s)ds * 2/ехр t>(s)dst 
i s 0 s 
и в силу ( 4 ) имеем . Доопределив Х.'(~£) 
в нуле как Я.'(0)'0 , получим решение задачи ( 1 ) ­ ( 3 ) . 
Теорема I доказана, 
п.2. Исследуем задачу, часто встречающуюся в приложениях, 
X й * Щрщ 4(t, Х . Х % ' (?) 
хЧ0)*0, x.(t) + dx'[t) = d, (8 ) 
где П ­ симметричная матрица 
Ьая*0 V.aeR* de f t * 
Пусть существует симметричная,' положительно определенная 
матрица Н и постоянная т>0 такие, что для всех 
t e l . Iy.li.m, Их у-0, НъКу'О выполняет­
ся 
Нх т , х , у ) + Ну у* о. 
Кроме т о г о , для любого М>0 существуют число р * О 
и положительная функция ty(S) е С (05+) такие, что 
a/s)­»­0 при S-9-oo, Эгу(а) есть неубывающая 
функция, причем 
/¥(t,x,y)/< p(i + lyle<j-(lyl)\ 
V t e l , I x U M . Vye/R" 
Тогда решение ( 7 ) , ( 8 ) существует. 
Действительно, положив wlt.x)* , легко 
проверить, что выполняются условия (А,) - ( A¿). Из [ i , 
с . 76 ] вытекает условие (A¿). Очевидно также выполнение 
условия (Л>г) • и в силу теоремы I получаем сущэствсвание 
решения ( 7 ) , ( 8 ) . 
Покажем, что решение ( 7 ) , ( 8 ) есть дважды непрерывно 
дифференцируемая функция на отрезке [ 0 , t j . Для этого 
необходимо tint x"(-t)< со. 
Легко проверить, что решение ( 7 ) , ( 8 ) удовлетворяет 
интегральному уравнению 
о о 
где Ч(а)'Ч(в,к1б\х.'(а)), Ц(О)- 4(0.х(0\ £>), 
ИЛИ 
к 
Л ­ f j ( f ) ТО- ¥fO)]ds + КСК+Е)"Vo) 4¡ 
o 
Учитывая непрерывность , имеем 
i к 
tun v."(t)= (К+£)1Ч(0)-fSdJMib-WOtids, 
где pmñffffafáh- mldsju Ш tim max I - W)l * 0, 
Xo>-4 - наименьшее собственное значение матрицы К. 
Следовательно, J í ' e C ( I ) и х"Ю) = (К+ЕУ'Ч1(0.х10\0). 
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ВЦ при ЛГУ им.Л.Стучки 
АПРИОРНЫЕ ОЦЕНКИ СУММЫ РЕШЕНИЙ ОДНОЙ ПРИКЛАДНОЙ 
ЗАДАЧИ 
При рассмотрении краевой задачи химического катализа 
с11((1-ия)и!+и,14)»-а,0-и,-ил)+а!,и1 * 
Ыц (игщ* (<- и!) и £ ) « ­ ал 0 ­ и , ­ и а ) + сц, и[+ ( 2 ) 
и;(­0 ­ М|Н* ' ЙЙ® ­ " О, (3 ) 
где а , , ^ , ^ 0 ^ , 0 / 4 > 0 ; о, ,с ­е> ­ * ; л/е ¿0, }, Г г ,г ) , 
с физической точки зрения интерес представляют только ре­
шения и-11»-), и^(л) , удовлетворяющие неравенствам 
0*иЛ&*4, 0*щШ1, хе[-{,Аг ( 4 ) 
О* ц<(х) + ил(г)И, ¡ceC-i.il ( 5 ) 
В данной работе исследуется вопрос, при каких условиях 
решение задачи ( 1 ) ­ ( 4 ) удовлетворяет и оценкам ( 5 ) . 
Обозначим через Ф множество решений и, (*•), ил(х) 
задачи ( 1 ) ­ ( 4 ) . 
­ 7 5 ­
Т е о р е м а I . Пусть А/ ­ четно или хотя бы одно 
ио чисел 6«,êfc, неотрицательно, а в случае ¿"»2. допол­
нительно выполнено условие 
аМг >&zd-i. ( б ) 
Тогда, если (и.,иг)еФ , то для и,(х), Цг (х ) справед­
ливы оценки (5), то есть и*(х"), ц 2 ( х ) является решением 
задачи ( 1 ) ­ ( 5 ) . 
Д о к а з а т е л ь с т в о . Для (и1,иг)е.Ф рас ­
смотрим краевую задачу 
+ ^ чй*> * fâ;+а) ^ лц« (х ) (Ч+ ê, и, (х) t è W x ) ) ? 
i r ' f ­ 0 ­ v ' f O ­ 0 . ( 8 ) 
Эта краевая задача имеет по крайней мере одно решение 
Ц?(*У* « i . * ) + « * ( * ) , 
ткк как уравнение ( 7 ) является суммой уравнений ( I ) и ( 2 ) , 
предварительно деленных на et, и ctg. , соответственно. 
Пусть ­ точка, в которой Vo ( x ) прини­
мает наибольшее значение, т . е . 
tr0(xo) • тах V0(x). 
-IfXH 
Докажем оценку 
"о 0 0 * 1 * . ке C-i.il. ( 9 ) 
Если предположить противное 0Ь ( *ч> ) > : ' 
следует, что 
, то из (7 ) 
( Ю ) 
причем в случае неравенство (10) следует из (6) и 
очевидной оценки (*о) £ 2. 
Если К о » ­ ! идя *с = 4 , то в силу ( 8 ) и (10) име­
ем 
<а*о)>1. *1м=о, Мо(х.0)>о. 
Следовательно, на концах отрезка функция 1?о(к) 
не может достигать максимума. 
Если же - i < Х-о < i , т о необходимо 
что противоречит ( 1 0 ) . Полученное противоречие доказывает 
неравенстио ( 9 ) . Сценка 00(х)> 0 для хе[-{,П оче­
видна. Теорема доказана. 
Т е о р е м а 2. Пусть л/ ­ четно или хотя бы одно 
из чисел о,, &а неотрицательно, а в случае о*"* Я до­
полнительно выполнено условие 
4 [оЦ'(Ьаг-а^) , если о* < 2 а г , 
о»4 » / ... 4 / ' л ' 1 ( Ш 
/ а.гша1(ач-а£) , если а^га^. . 
Тогда, если (и«,и а)е*> , то для и, 0О, и 20О спра­
ведливы оценки ( 5 ) . 
Д о к а з а т е л ь с т в о . Рассмотрим краевую эа ­
Д а Ч У 2 2 
^щ^ЩГ; с12) 
< г ' ( ­ 0 ­ « ' ( 0 - о . (13) 
Поскольку соответствующая линейная однородная крае­
вая задача 
где а = Уа, сх^­"­ ^ГОаоЦ' , имеет только нулевое 
решение, то (см., например, [ I , с­ 7 ] ) задача ( 1 2 ) , ( 1 3 ) 
имеет единственное решение "д0 ( х ) , которое может быть 
представлено в виде 
4 
где &(х , "0 ­ функция Грина задачи (14 ) и 
Так как 
см-
то непосредственным вычислением получаем 
4 
^ ( х Л е а ­ ­ а . в 
Покажем, что для всех t e f ­ i . l l имеет место неравен­
ство 
(15) 
Учитывая оценки 0 « Ц , ^ ) , Ц ^ ) < { , неравенство (15) 
­ 7 8 ­
при Х"-! очевидно, а при для его доказательства 
исследуем на минимум функцию 
в квадрате 
Поскольку 5 и и = _ *-аг.а* % 0 * 
Й ­ ( ­ 4 а г а „ с £ ' < 0. 
то Ли,и) не имеет точек экстремумов. На границе квад­
рата ¡1 получаем очевидные оценки £ (0, и ) > ­ Л * , 
, / ( ц , 0 ) * ­ а * > и в силу (П ) ­ оценки J(i,i>)^*-a^ 
/ ( ц , 0 > ­ а г . Таким образом, для (и,Х>) е П спра­
ведливо неравенство . 
^ ( ц , я/ ) * ­а , с* ; ' ­2 0 * 0 ^ . 
Но так как Гг(­с):» £(и,(Ь), Ц* (•с)) , то отсюда выте­
кает оценка (15) при 
Учитывая отрицательность функции (л(х.,1?) , из (15) 
получаем 
* • 
­ | б М § . Ш о й « ­ а * ^ 6 & * Й ­ 1. ( 1 6 ) 
Если обозначить 0(х) » и< ( х ) ­ » ­ Ц а ( х ) ­ то,разделив 
уравнение ( I ) на с/« и уравнение ( 2 ) на с/г , а затем 
сложив их, получим уравнение ( 1 2 ) . Поскольку задача ( 12 ) , 
(13) имеет единственное решение, то 
4оМ* и,(х) + ия(хУ 
­ 7 9 ­
В силу (16) получаем оценку ( 5 ) . Теорема доказана. 
Т е о р е м а 3. Пусть 
U 
М = таг U,{i+ %*t(<+ (>tt (*+Ь + кУ\ 
a , d / + ОлсСъ алЫ?+ a^dz* (d]\ dt)Kt 
4q s СЦ di di > (d, * dzf 
а в случае Г^ = Х еще выполняется условие 
a,dt> 2 a a d Y (12) 
Тогда, если (U , , U i ) ё Ф , то для Uf(x),Ua(x) спра­
ведливы оценки ( 5 ) . 
Д о к а з а т е л ь с т в о . Рассмотрим краевую з а ­
дачу ( 7 ) , ( 8 ) . Обозначив правую часть уравнения (7 ) через 
j(x,if) . для Л(х)&0 в силу (17) имеем 
хеГ ­1 .1 ] . 
а для JS (X ) s l в силу (18) имеем 
/.•(*)« J(x.Jb(4, xeC ­ i . l l (20) 
Для доказательства неравенства (20) достаточно исследо­
вать на минимум функций 
в квадрате П ­ {(u,V) i 0< и с i, 0 < i T * l } .Учиты­
вая ( 18 ) , нетрудно показать, что min [h(uto). {и,\})*еГ\) ъ О, 





Так как соответствующая линейная однородная краевая 
задача (14) имеет только тривиальное решение, то решение 
краевой задачи ( 7 ) , ( 8 ) при У = 4 в силу линейности урав­





Ч(х)=- (а,с1','+ а^г + 1т\ а"г)(х.+4), 
для ке [-i.il имеем 
ад < . ф . ) • 0 ­ р'(у) * Рт » . 
Но поскольку при Л(х)б тУ(х)*^(*\, X e C ­ i . i l 
ливы оценки 
то после интегрирования (22) с учетом (21) получаем нера­
венства ^(х) б * &(х) • Отметим также, что име­
ют место равенства оС(-4) *Р'(-1)' «¿'(0 е Р'(*) • О . От­
сюда заключаем [ 2 , с. 3 5 ] , что задача ( ? ) , ( 8 ) имеет реше­
ние $0(х) . причем для x e f ­ i . i l справедливы нера­
венства 
0< Оо{х)*4, * гТ0 (х) 4 Р(х). (23) 
­ 81 ­
где G(x . ' t ) ­ функция Грина задачи (14) и 
F(t,*(t)) - - аЖ- azdz- qeofeVft) +, аьоц'ш (t) + 
f сцсЦ'и2*Ш+(£+t£)u,(t)ut(-t)(i «- ê, u,ft>+*» u £fÔ)W 
Покажем, что при Г ­ 2 задача ( 7 ) , ( 8 ) может иметь только 
одно решение tf(x) , удовлетворяющее оценке 
1ф)Ыг, к е Г Ч О ­ (25) 
Предположим, что существуют два различных решения t^f*), 
т!л(х) задачи ( 7 ) , ( 8 ) такие, что ifiM/*2 и 1 Ы 4 И* 2 





Отсюда получаем неравенство 
которое в силу (19) невозможно. Полученное противоречие 
доказывает единственность решения ^(х) краевой задачи 
( 7 ) , ( 8 ) , удовлетворяющего условию ( 2 5 ) . Но в силу (23) 
условию (25) удовлетворяет решение. <7р(Х) . Следовательно, 
задача ( 7 ) , ( 8 ) , ( 2 5 ) имеет единственное решение Оо (х). 
А так как задаче ( 7 ) , ( 8 ) , ( 2 5 ) удовлетворяет сумма ц, ( х ) + 
+ и » ( х ) , то И0(АШ и , ( х " ) + Ца.(х) . Тогда из (23) 
следует утверждение теоремы. Теорема доказана. 
- 82 -
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ВЦ при ЛГУ им.П.Стучки, ЛГУ им.П.Стучки 
0 СУЩЕСТВОВАНИИ СТАЦИОНАРНЫХ РКШЯЧИЙ ОДНОЙ 
КРАЕВОЙ ЗАДАЧИ ХИМИЧЕСКОЙ КИНЕТИКИ 
Рассмотрим краевую задачу, моделирующую реакцию окис­
ления на поверхности катализатора 
а,, а*, аЪ: а*,­, а'<, с4г > О . Из физических соображения 
функции Ц,(х. О , ия(х,*) при - и , 
должны удовлетворять оценкам 
04 ц, (х, 1)* 1,04^(^)41,0 ч » М ) < < 
и(х,0).а(х.\ -1*х.*4, 
где иш(и,,ил), *-Н<,Чл). 
сС,0-ил) ЬЦщ 
( I ) 
и , ч ­ 1 ) ­ ( 4 ( ­ 4 ) ­ и ; А ) ­ ц с ^ ) ­ о . сад 
с дополнительными условиями 
О 
и,(*)-*0, илЮъО, и,(л)+ил(х)*1, ( 4 ) 
Чтобы получить условия существования решения задачи 
( 1 ) ­ ( 4 ) , мы предварительно для более общей краевой задачи 
и" « i i f u . t r ) . (5 ) 
* " « & ( и . * ) , (6) 
где ^ . ^ ^ —Л?.; % = и.1Г. 1­Га.6] , 
докажем следующий результат. 
Т е о р е м а I . Пусть существуют функции « £ 1 , ^ , 
Р*> Рл. е ^ ¿ ( 1 ^ , обладающие следующими свойствами: 
для всех *в­1> 
2) ^ * е С ( \ / У ) , где У^/<=> и 
\Л/ ­ {(и,хт) • «С,(х) < ц « ^ (х). <^ ( х ) « ^ 4 ( х \ хв 11; 
3) ­ С М * £(«с,М,<эг(х» и ^ М ^ О ^ х Х ^ х ) ) 
для ^ г ( х ) « « ( х ) < Д ( х ) , Х € / ; 
Исследуя стационарные решения этой задачи (Щв0), 
получаем краевую задачу Неймана для системы обыкновенных 
дифференциальных уравнений 
...»_ Щ(<£Ъ(и,.иг)+с1гЫи,,11гУ-С&Ч,(и..иг) 
щ - - _ _ _ _ _ _ _ _ _ _ _ , 
4) 4 M » & ( u W , ­ d « D ш /CCx>*J*{uM,/*(*$ 
для .£,(*)« jVx ) , X e i j 
5) 4(а)*0,4(о)<0,£(а-)<0,р\№ъО для ¿ 4 * . 
Тогда задача ( 5 ) ­ ( 7 ) имеет решение U.(x),v(x) такое, 
что для всех JCeJ выполняются неравенства 
Л, (х) « и(х) *Д (к) , Лг(х) 4 v(x) 4 ya*(*). 
Д о к а з а т е л ь с т в о . Введем в рассмотрение 
функции 
Gi (u,v) ­ St($fr (к\и,р,(х1), 8 Ш*\ <t, рл(хУ) -
Ga^­^ f í ^ í x í . u . ^ í^ .eC^ í xX ' t f . ^Cx ) ' ) ) ­
-t(*U(£>,u.fi,(x% 
­у<х «д , 
x * * < v 
х>д. х** . 
Ясно, что функции 6«, С»» непрерывны и ограничены на 
зсем множестве №1. 
Исследуем краевую задачу 
u " . u + G á fu . i ; ) . (8 ) 
( Ю ) 
Поскольку соответствующая однородная система 
и"-и, 
имеет только тривиальное решение, удовлетворяющее услови­
ям ( 10 ) , то [ I , с. 25] краевая задача ( 8 ) ­ ( 1 0 ) имеет ре­
шение, которое обозначим через и»(х), гМХ) . 
Покажем, что для всех х е I выполняются оценки 
о Г , а ) « и о ( х ) « Х х ) ; сС*Сх , ) <4М « Л ( х , у ( И ) 
Докажем только неравенство 
с/><(х)«и.(х), (12) 
так как остальные неравенства ( I I ) доказываются аналогич­
но. 
Пусть Хв ­ точка максимума функции л(к) » «<,(ж.)­
­ Ц о М на отрезке I , т .е . 
а (хо )= т а х дСх). 
Если неравенство (12) неверно, то Я(ка)>0, и из треть­
его условия теоремы следует, что 
Отсюда заключаем, что 
Аи(Хо)>0. (13) 
В случав Хо*а или Хо«=6 на основании ( 10 ) , ( 13 ) и пя­
того условия теоремы соответственно имеем 
*{а)>0, А'(а)>0, л'(а)>0 
или 
*(*)> О, ЛЧЬ)*0, Аи(1)>0. 
Следовательно, на концах отрезка I функция átfx.) не 
может достигать положительного максимума. 
В случае а<Хо< 6 необходимо выполнение усло­
вий 
д'(Хо) - 0, О, 
что противоречит ( 13 ) . Полученное противоречие доказывает 
оценку (12). 
Из неравенств ( I I ) и определения функций G, ( G A сле ­
дует, что при и(х)* Uo(x)j v(k) \h(x) система ( 8 ) , 
(9 ) совпадает с системой ( 5 ) , ( 6 ) , Значит, и*>(х), тТо(х) 
является решением и краевой задачи ( 5 ) ­ ( 7 ) . Теорема дока­
зана. 
С помощью теоремы I докажем теперь существование ре ­
шения исходной задачи ( 1 ) ­ ( 4 ) . 
Т е о р е м а 2. Если выполнено условие 
a « d < « í a d + d ) d A , ( И ) 
то задача ( 1 ) ­ ( 4 ) имеет решение. 
Д о к а з а т е л ь с т в о . Обозначим черен 
W x ) « Ui(x) + u±U) (18) 
Сложив уравнения ( I ) и (2 ) , рассмотрим следующую краевую 
задачу; 
п » . (^и*)*^(jJ-Ut.u^-d^^-^iu) ( 1 б ) 
V -— ( ( ( " ' « < (1Г­ц , .ц, >)-сйЧ (1/-и.,и*), ' ( I ? ) 
tiif­i) ­ U'(- Í)-UÍ(Í)* V'(i) ­ 0. (18) 
Полагая для всех x e f ­ ¿ , f l 
4(х)-0, р,Ы).4, Лл(*)= О, ]Ь&(х) = -/-&, 
где &е(0,{) и будет определен ниже, проверим выполне­
ние условий теоремы I для задачи ( 1 б ) ­ ( 1 8 ) . Если считать, 
что Ы^^и. , а правые части уравнений ( 1 6 ) , ( 1 7 ) соответ­
ственно обозначить через ^(и^.т/), ^л(иг,'У) , то 
очевидно, что первое, второе и пятое условия теоремы I 
выполнены. Покажем, что третье и четвертое условия теоре­
мы I тоже выполняются. 
Для 0$Мг(х)* хе[-1А1 имеем 
Л"(х) ­ р > ­ СЬ(&' ( V ­v (xb - ¿1 Шх), 0(х1), 
Л$ (х) • 0 « а''1а, + ад + 4) - & (р,.(х), лТ(х>). 
В силу (14) для 04иг(х)441 хе[-4,4] имеем 
Поскольку выражение в квадратных скобках строго положи­
тельно, то последнее неравенство выполняется для доста­
точно малых &€(0,1") . Взяв &о достаточно малым, 
получаем, что третье и четвертое условия теоремы I тоже 
выполняются. Тогда по теореме I краевая задача ( 1 б ) ­ ( 18 ) 
имеет решение Цг(х), Я(х) , причем для всех хе[-4,4] 
справедливы неравенства 
О < й * Г х Ш / 0 * < 1 9> 
Так как ¿7, ( г ) = 1Х(х) ­ й г ( х ) является решением 
уравнения ( I ) и в силу (18) удовлетворяет условиям 
U¡(-i) = йМ*) - О . то щ(х), й* (х ) является 
решением краевой задачи ( 1 ) ­ ( 3 ) . Из (19) следует , что 
Üi(¡t)<4 для всех x e f ­ 4 ; 4 l . Покажем, что функция 
U<{x) неотрицательна на отрезке [ ­ 4 . 4 1 . П у с т ь Х<,е C­Í.41 
точка, в которой u,fx) достигает минимума: 
Ъ., ()¿o) = ШШ Щ (х) 
-Ux*i 
Предположим, что и1(Ко)<0 . Тогда из ( I ) , (14) , ( 1 9 ) 
вытекает, что 
— 5 ^ r r ^ j ­ ^ 
­ £ # Ц ) « о . 
Если Х о » - £ или х<, «4 , то с учетом ( 1 8 ) , ( 2 0 ) 
имеем 
йМ<0, Щ(х& ­ С. й ("^о")<0. 
Следовательно, на концах отрезка [ ­4 ,4 ] функция 
Ц| (х ) не может достигать отрицательного минимума. В 
случае же х0е(-1г1) необходимо выполнение условий 
что противоречит ( 20 ) , Полученное противоречие доказывает 
оценку ц ( х ) ? 0 для хеС­4,41. 
Таким образом, для функций й < ( х ) , йг(х) , к о т о ­
рые являются решением краевой задачи ( 1 ) ­ ( 3 ) , установили 
оценки 
- 90 -
при всех х е Г - ^ 4 ] . Следовательно, й.Ах), й е ( х ) есть 
решение исходной задачи ( 1 ) - ( 4 ) . Теорема доказана. 
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КРАЕВЫЕ ЗАДАЧИ БЕЗ МАКСИМАЛЬНОГО РЕШЕНИЯ 
В работе [ i ] доказаны 1? теорем о существовании мак­
симального обобщенного решения краевой задачи 
х ! , =Жх.х ' ) , fU*h<, H 4x­h a, Usxsfi, 
где 5 е СаИГа.6] * R* R\ H w x ­ Н,.* (xfo). xffi), х'(а», 
H « e С (R*« R* R\ * ц в € R f «¿ _ обобщенная 
нижняя, а JS ­ обобщенная верхняя функции. Условия сущес­
твования состоят из принадлежности Hi,z определенным 
классам монотонности и различных сочетаний дополнительных 
условий: 
I . Л[а)ш р(а\ 2. Л'(а)< p(á), 
3. Л'(а) ч р'(а\ 4. Л'(а)>р'(а\ 
Ъ.Л[Ь)»ра\ 6. ­t'(fc) < Р'\*>)„ 
7, Л&) ­/> ' (Ь\ 8. Л' 
(Определения и обозначения смотрите в [ 1 ­ 2 ] ) . 
Цель настоящей работы ­ при помощи примеров показать, 
что в [ i ] найдены все теоремы такого типа. 
Приведем в сокращенной записи (см.[2]) все 17 базо­
вых теорем, 
TBM0I I—0­10+ , 
ТВМ02 I I ­ + I — 0 I , 
ТВМОЗ 0 — О 2УЗ, 
ТЗМ04 ­I0+­O+O 3V4, 
ГВМ05 —O­O+O 3V4, 
ТВМОб ­ОнО­О+О 3V4, 
ТВМ07 I I I + I ­ I O 13, 
ТВМ08 I I ­ + I I ­ + 15. 
ТВМ09 I _ + I _ O _ I6VI7. 
твмю I _ O _ I _ O - I7VI7, 
m u í y I7VI8, 
TBMI2 ­O+OO­O­ 36V37V46, 
ГАМ13 I I I + I I I + 135, 
Т Ш 4 I ­ I + I ­ I ­ 136wI37, 
TEMI5 I ­ I ­ I ­ I ­ I36VI37, 
TBMI6 I ­ I + I ­ I + I37VI38, 
TBMI7 I I I I I I I I 1357. 
Если теоремы ТВМ03­ТВМ06, ТВМ09­ТВЫИ и ТВМ14­ТВМ16 *Ц 
записать в виде двух теорем, а теорему ТВМ12 ­ в вида четы­
рех, то получим порождающие теоремы. При помощи замены 
(симметрии) * * Н 4 и ~Ь —*• ­ т из порождающих теорем 
получается 78 максимальных теорем: 
TMOI i__o_io+, ТМ02 ­ I O + I — 0 , 
тмоз — 0 I , ТМ04 I — O I I ­ + I , 
ТМ05 0 0 2, ТМОб ­ I0+­0+0 3, 
ТМ07 — 0 0 3, ТЫ08 0­0+0 3, 
ТМ09 ­0+0­10+ 3, ТМЮ _о+о 0 3, 
ТИП ­0+0­0+0 3, TMI2 ­ I0+ ­0+0 4, 
TMI3 О­О+О 4, TMI4 ­0+0­10+ 4, 
TMI5 _0+0 0 4, TMI6 ­0+0­0+0 4, 
ТШ? I I ­ + ­ I O + 5, TMI8 ­ I 0 + I I ­ + 5, 
Ш 9 1­­00_0­ 6, ТМ20 —0+0 ­0 ­ 6, 
TM2I 0­0­1—0 6, ТМ22 0­0 0+ 6, 
ÍM23 0 ­ 0 ­ 0 ­ 0 ­ 6, ТМ24 1—00­0­ 7, 
ГМ25 —Он—0+ 7, ТМ26 — 0 + 0 ­ 0 ­ 7, 
ТМ27 0­0*1—0 7, ТМ28 0­0 0+ 7, 
ТИ29 0 ­0 ­0 ­0 ­ 7, ТМЗО ­ ­Он—0+ 8, 
TM3I I I I + I ­ I 0 13, ТМ32 I ­ I 0 I I I + 13, 
тазз I I ­ + I I ­ + 15, ТМ34 I — + I ­ 0 ­ 16, 
ТМ35 I ­ 0 ­ I — + К , ТМЗб I ­ 0 ­ 1 ­ 0 ­ 16, 
TM37 I—+1 r­ 17. TM38 I _ + I _ O _ IV, 
TM39 I _O ­ i ~ » . 17, TM40 I ­O ­ I ­O ­ 17, 
TM4I I — — ( . 18, TM42 ­ I­+­I­+ 25, 
TM43 ­ I+O­I+O 35, TM44 ­ I+O­ I ­ » . 35, 
TM45 ­ I ­+­ I+0 35, TM46 ­ I ­ + ­ I ­ + 35, 
TM47 ­O+OO­O­ 36, . TM48 0­0—0+0 36, 
TM49 ­0+00­0­ 37, TM50 0­0—0+0 37, 
TM5I ­I+O­I+O 45, TM52 ­ I + 0 ­ I ­ + 45, 
TM53 ­I­+­I40 45,. TM54 ­0+00­0­ 46, 
TM55 0­0—0+0 46, TM56 ­0+00­0­ 47, 
TM57 0­0—0+0 47, TM58 I I ­ I ­ I O I 57, 
TM59 ­ I O I I I ­ I 57, TM60 I I I + I I I + 135, 
TM6I I ­ I + I ­ I ­ 136, TM62 I ­ I ­ I ­ I + 136, 
TM63 I ­ I ­ I ­ I ­ 136, TM64 I ­ I + I ­ I + 137, 
TM65 I ­ I + I ­ I ­ 137, TM66 I ­ I ­ I ­ I + 137, 
TM67 I ­ I ­ I ­ î ­ 137, TM68 I ­ I + I ­ I + 138, 
TM69 I I ­ I I I ­ Ï 157, TM70 ­ I ­ I ­ I ­ I 257, 
TM7I ­ I + I ­ ï + I 357, TM72 ­ I + I ­ I ­ I 357, 
TM73 ­ I ­ I ­ I + I 357, TM74 ­ I ­ I ­ I ­ I 357, 
TM75 ­ I + I ­ I + I 457, TM76 ­ I + I ­ I ­ I 457, 
TM77 ­ I ­ ï ­ I + I 457, TM78 I I I I I I I I 1357. 
Теперь рассмотрим последовательно все порождающие т е ­
оремы ( TGÛ0< ­ TG028 ) работы [z] и при помощи примеров 
покажем, что теорем о существовании максимального обобщен­
ного решения, не следующих из теорем TM0I­TM78, они не с о ­
держат. 
Для теоремы TGOOi II—i—00 нам понадобятся следую­
щие примеры*. 
EMOI ++000000 37. 
Пусть аш-i, Ъ-i, j ­ Û , p*i и 
H, х ­ x ( ­ i ) f x ( T ) . Тогда x t » t и x* .« ­ t являются 
решениями краевой задачи 
x " * j ( t , x , x ' ) , H, х ­ 0 , О­к­О. o < . * x «Jb . ( I ) 
Если максимальное решение Хщ существует, то оно 
должно удовлетворять условиям i i n M V и Кт(*0**4­
Но тогда Jtm=* и не удовлетворяет граничному условию 
Н, хт-0. 
ЕМ02 Q+­00000 28. 4 
Пусть а « ­ 4 . é = i . ; f = * . J-'-cos & cos ê t , 
fi « cos"'<b cos & t (здесь и всюду далее £ > е СО,+ » ) 
достаточно мало) и H , X " ­ c t h l X ( i ' ) ­ x ' C ­ i ) . Тогда 
Xi » s/i"4 sh."t и x a " * ­ sh~4 skt являются реше­
ниями краевой задачи ( I ) . Аналогично предыдущему получаем, 
что максимального решения не существует. 
ЕМОЗ 00­+0000 26. 
Пусть а « ­ 4 , 6 » * , J ­ x , &(t+i), fi' 
» è и HiX = ­ x ' ( ­ 0 + x ' ( 0 . Тогда £ t f 
­ s h " ' i s / i t и V ­ a » ­ sh." , 4 sK t являются решениями 
краевой задачи ( I ) . Если максимальное решение Хщ. сущее­­
твует, то оно должно удовлетворять условиям Х т С ­ ^ О ' З 
и ii Xm.C^)< 1+2.сь . Но тогда не удовлетворяется 
граничное условие Hi Xm. " О. 
ЕМ04 +00+0000 28. 
Этот пример получается из ЕМ02 заменой •£—»­­£. 
Алгоритм исследования TGQ01 можно изобразить сле ­
дующей схемой, смысл и содержание которой описывается ни­
же: 
а 01 II—*—00 ++000000 а 0 2 ­ а О З 
а 02 ­ I ­ +—СО 0+­00000 а 0 4 ­ аС5 
а 03 I—(•—00 +00+0000 а 0 6 ­ а07 
а 04 1—00 00­+0000 а08 ­а .09 
а 05 ­ I0+—00 ТМ02 
а 06 (—00 а04 
а 07 1—0—00 TM0I 
а 08 —Он—00 ТМ02 
а 09 — 0 — 0 0 TM0I. 
В строке а 0 1 выписаны TG004 и пример EMOI, кото­
рый показывает, что для TG0CM не обязательно существует 
максимальное обобщенное решение. Все частные случаи TG001, 
для которых пример EMOI не годится, являются частными слу­
чаями одной из теорем TG,00i : ­ I ­ + — 0 0 и TGa 0£Н : 
I—t­—00. Эти теоремы записываются, соответственно, в 
строках а 02 и а 03 вместе с примерами ЕМ02 и ЕЫ04, кото­
рые показывают, что и для этих теорем не обязательно су ­
ществует максимальное обобщенное решение. Все частные слу ­
чаи теоремы TG 100í > для которых пример ЕМ02 не под­
ходит, являются частными случаями теорем TG n ОСИ : 
у—00 и TG i a 001 : ­10+—00, записанных в строках 
а04 и а 0 5 . Теорема TGaODi и пример ЕМ04 из строки 
03 приводят, аналогично, к теоремам TG^ 004 : у—00 
и TG2í00i : I—0—00, записанных в строках а06 и с»07. 
Далее теорема TG<» ОСИ и пример ЕМОЗ из строки а 0 4 при­
водят к строкам а 0 8 и а.09. Теорема TG,¡00i из строки 
а 05 является частным случаем теоремы TMG2 о существовании 
максимального обобщенного решения. Теорема строки аОб 
совпадает с теоремой строки а 0 4 . Теоремы, записанные в 
строках а 0 7 , а 0 8 и а 0 9 , следуют из теорем TM0I, ТМ02 и 
TM0I соответственно. 
Таким образом, из теоремы TG004 новых теорем о с у ­
ществовании максимального обобщенного решения не получает­
ся. 
Порождающие теоремы TG002 : I—0­10+ и TG005 : 
II—t­I—0 I совпадают, соответственно, с теоремами TM0I и 
ТЮЗ. 
Для порождающей теоремы TG004 ; 0 2 анало­
гично предыдущему получаем: 
в 01 ­ I ­ + 0 2 00­т0000 В в 02­ ЬОЗ 
é 02 ­10+ 0 2 ТМ02 
ó 03 ­ 1 ­0 0 2 0+­00000 2 о04 ­Е05 
6 04 — 0 0 2 ТМ05 
6 05 ­100 0 2 ТМ02. 
Следовательно, теорема TG0D4 • приводит к частным 
случаям теоремы ТМ02 и теореме ТМ05. 
Для теоремы TG005 : ­ Ш — Ю 3 понадобятся следу­
ющие примеры: 
ЕМ05 00010000 27. 
Пусть а « ­ 1 , t>'i, i ­ * ­ . ¿mО, fi>=cos £>(t-i) 
и HtX. = X.'(l)()c'(i)-cth 2) .Тогда Kt~cos26,-
•cK'2ch(t-i) и sh~42sh(-b + Í) являются решениями 
краевой задачи ( I ) . Если максимальное решение Х т сущест­
вует, то оно должно удовлетворять условиям x m (-l) = cos 2& 
и JCm . (0 =4 . Ко тогда не удовлетворяется граничное усло­
вие HtXm'O. 
ЕМ06 0++00000 37. 
Пусть с х = ­ 5 , 6 = ST, J00 ­ для х.еС­~.­4], 
J ( x ) = ­ v ­ для У.6 [­1,01, j ­ ( x ) = x для 
хеСО.+оо ­ ) , = l ~ ­ 2 , jb = s h 9 i и Н,х. = + 
+ sh 5 х 'С­ ^ • Т о 1 ' Д а = ( s h 5 c/i ( t + 7Г) ­
­sft ( t ­5 f ) )0+Sc f i3 i ) ­ 4 и y.a = 3 ,n t при t e И , 0], 
X a = s h . i при te [0.3i ] являются решениями краевой 
задачи ( I ) . Если максимальное решение х ^ существует, то 
оно должно удовлетворять условиям XmC­9t") = sh 91, 
xm (3i) = sh St . Н о тогда не удовлетворяется гранич­r 
ное условие HiXm = 0. 
EĪAD7 ­00­0000 27. 
Пусть а=­4 , 6 = 4. i < * ) = * , <^= О, j b = cos S f t ­ i ) 
и Н, X =-пхлх { o , x ( ­ A ) W a x fo, Х'(4)3. Тогда К. = 
= cos 2& ch" f 2. ch (t-i) и x a = sb­'2 sK f t + 4) 
являются решениями краевой задачи ( I ) . Если максимальное 
решение Х т существует, то оно должно удовлетворять ус ­ • 
ловиям \cm(-i')' cos X m ( 4 ) * 4 . Но тогда не удовле­
творяется граничное условие Hi Xm • 0. 
ЕМ08 С+­00000 37. 
Пусть a = ­ i , ¿ « 4 , / = x , o t ­ ­ 4 , J* = 4 и Н , Х -
= ci/i i x ( 0 ­ x'(- i) . Тогда x,= sh'1 i sht и x e ­
= - sh'1 i sht являются решениями краевой задачи ( I ) . 
Если максимальное решение Xm существует, то оно должно 
удовлетворять условиям xm(-i) = i и X f n C O - ' ' •• Не 
тогда не удовлетворяется граничное условие Hi хп - 0. 
0409 00­+0000 36. 
Пусть а » ­ ­ » , 6= 1. J* х , ° t= ­ che ( t+ ­0 . Jb­ch&(Ui ) 
и Н , Х - ~ Х , С ­ 1 ) + 3 , »% (хЧ4> ) . где Л ( х > ­ Х + & 
для х е ( ­ « » , ­ Ы , f & W = 0 для х <=£"­&,&] 
и fe(x) = х ­ <Ь для X € [ £ > , + « О . Тогда х , = 
ssK'^sfit и x a = ­ s K " 4 s K t являются решениями 
краевой задачи ( I ) . Если максимальное решение Xm. су­
шествует, то оно должно удовлетворять условиям x m ( ­ 4 . ) « l 
и i i x. m СО s сЛ 2€> . Но тогда не удовлетворяется 
граничное условие H i X m " 0 . 
ЕМЮ 00—0000 37. 
Пусть "С е (0, - т оо") _ корень уравнения s k ( ï ­ ^ ) ­ i , 
a ' - î , b * l , ^(ж.) ­ х + 2 для >te(-oo,-i"\ ) 
для X <s [ - i . Û ] , $ ( x > - x для К б СО,+оо"), e U ­ ü , J i - l 
для Х б ( ­ о о , . & ] ) *€ ь ( х ) = X + fc, для х . бС ­6 , , 01 , 
• ^ ( х Ь Ь ­ к Для х е С 0 , 4 1 и * е & ( х > • О для 
х € [ & , + оо") .Тогда х , « 0 и х * = ­ sh, ( t + V ä ) 
при t e [ ­ 5 , ­ ^ 3 > Xa = ­ c o s t при t e [ ­ | , ï l 
и x Ä m s h (­Ь ­ при te[^/g> \1 являются р е ­
шениями краевой задачи ( I ) . Если максимальное решение x m 
существует, то оно должно удовлетворять условиям Хпг( ­^ ) « 
- i , X-m.il) = 4 и Û ê У.п • Но тогда не удовлетво­
ряется граничное условие Hi Xm = 0. 
Если в примерах ЕМ05, ЕМ07 и ЕМЮ сделать замену 
•i—^-t. , то получим примеры: 
ЕМИ ООЮОСОО 38, 
EMI2 0­+00000 38, 
EMI3 00++0000 37. 
Если в примерах ЕМП и EMI2 сделать замену * ­ » Н г > 
то получим примеры; 
EMI4 ОООООСЮ 38, 
EMI5 00000­+0 38. 
Аналогично предыдущему для TG005 получаем схему: 
cOI ­II­*­—10 3 00100000 3 с02­с03 
с02 ­I+H—10 3 0++00000 3 с04­с05 
сОЗ —10 3 0+­00000 3 с06­с07 
с04 — ­м­­10 3 0­+00000 3 с08­с09 
с05 ­10+—10 3 00000010 3 c IO ­c I I 
с06 +—10 3 0О­+О000 3 c I2 ­c I3 
с07 ­10+—10 3 с05 
с08 ­0++ ­ ­ IO 3 00++0000 3 cI4 ­c I5 
с09 — 0+—10 3 00000010 3 с1б­с17 
сЮ ­10+—+0 3 00000­+0 3 c I8 ­c I9 
с11 _1Г>, 0 3 ТМ02 
с12 _­о+__ю 3 00000010 3 с20­с21 
с13 о — ю 3 00000010 3 с22­с23 
с14 ­00+—10 3 00000010 3 с24­с25 
с 15 ­О+0—10 3 00000010 3 с2б­с27 
с16 __0+—+0 3 00000­+0 3 с28­с29 
с17 —Он 0 3 ТМ02 
о18 ­Ю+­0+0 3 ТМС6 
с19 ­10+—00 3 ТМ02 
с20 —Он—нЭ 3 с16 
с21 __0н 0 3 ТЫ02 
с22 0—+0 3 00000­+0 3 с30­с31 
с23 0 0 3 ТМ07 
с24 ­ООн—нЭ 3 00000­+0 3 с32­сЗЗ 
с25 ­00ч 0 3 ТМ02 
с2б ­0+0—нО 3 00000­+0 3 с34­с35 
с27 ­ 0 + 0 — 0 3 ш о 
с28 —0+­0+0 3 11'06 
с29 —0+—00 3 ТМ02 
сЗО О­О+О 3 тше ;.. 
с31 0—00 3 
с32 ­00+­0+0 3 ТМОб 
сЗЗ ­00+—00 3 ТМ02 
с34 ­0+0­0+0 3 тми 
с35 ­0+0—00 3 ТО9. 
Следовательно, теорема п; риводит к частным 
случаям теорем ТМ01, ТМ02, ТМ09 и к теоремам ТМ06­ГМ0В, 
ТМЮ, ТМИ. 
Остальные порождающие теоремы работы [2] будут рас­
смотрены в следующих статьях. 
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О ПРЕДСТАВЛЕНИИ РЕШЕНИЯ И РАЗРЕШИМОСТИ ОБЩЕЙ 
КРАЖИ ЗАДАЧИ ДЛЯ СД'.ОЙ СИСТЕШ ЛИНЕЙНЫХ 4УНКЦИ0­
НАЛШ0­ДИ4ФЕРЫЩИА11ЬНЫХ УРАВНЕНИЙ, НЕ РАЗРЕШ1Н0Й 
ОТНОСИТЕЛЬНО произведши 
В монографии Ю.Е.Бояринцева [1] исследована краевая 
задача 
о 
для двух типов систем линейных обыкновенных дифференциаль­
ных уравнений с произвольными матрицами коэффициентов, а 
именно, для систем ьида; 
и 
где АЦ\&(£) - непрерывные на [0,1] т * п ­матрицы; 
вСб) ­ К»П ­матрица с ограниченными неубывающими на [0,1] 
элементами, о С е ^ " ­ заданный вектор. 
В работах [12,13] получены соответствующие утвержде­
ния для краевой задачи 
в случае, когда ^ ­ линейная функционально­дифференциаль­
ная операция вида 
i 
(ХаМ^тт - J « Щ *-(*)ds + A(t) х.(а\ 
а. 
­ произвольный линейный ограниченный 
вектор­функционал. 
Целью предлагаемой работы является дальнейшее изуче­
ние краевой задачи ( * ) в случае, когда линейная функцио­
нально­дифференциальная операция о£ имеет вид 
I 
Стметим, чТо при определенных ограничениях на матрицу 3 
последняя операция сводится к операции, рассмотренной в 
[12,13^. Однако в данной работе условия, налагаемые на 
матрицу В , значительно слабее, и поэтому краевая задача, 
исследуемая здесь, и краевая задача, исследованная в 
13], являются разными. ft 
Будем пользоваться следующими обозначениями: R -
линейное пространство П ­мерных вещественных векторов 
Ъ = cot {у<, ..,ул) с нормой |­|; L p , isp<<*>, -
пространство функций у : [ а , б ] —+• R a , с суммируемыми в 
степени р компонентами, Uyll^ • {fl y/t)/Pol£ 3 ' / | р » ­
пространство функций y-[a,t~} —»- QZ.n с измеримыми и 
ограниченными в существенном компонентами ИцИ.п * 
п 00 
" s T ^ a f ^ 'V' 5 ) ( ; -Dp - пространство абсолютно непрерыв­
ных функций у-[а,Ы—-Щп , для которых y*Lp , 
; •Л/пьп. ~ линейное пространство 
матриц порядка ; Еп ­ единичная пха. ­матрица; 
3 - тождественный оператор; запись СеLp (Се J>p) 
означает, что матрица С имеет столбцами элементы из 
( I ) 
с измеримым на [ а ,61» Га,6] ядром и удовле­
творяющий следующему условию: если Р = 4 , то Л ­ слабо 
вполне непрерывный; если 1<р<о*> , тс ядро К(*£. 
обладает одним из свойств "Цэ или *Кр [2~\ (отметим, что 
каждое из этих условий обеспечивает полную непрерывность 
операторы К ( [ з ] , с. 106)); А(Ь)еЯт*п, Ае^р; ^е1~-р; 
(=[£]...,^1 • 1)р —-К." - линейный ограниченный вектор­
функционал. Как известно, такой вектор­функционал имеет 
представление ( [ 4 ] , с . 3 7 2 ) ; 
а 
где Фс15)еЛПкп, Ще ¿9 (~Ц*Р* Щ > ^ ­ постоянная 
л х п ­матрица; Л е 
Под решением краевой задачи Ц ) , ( 2 ) будем понимать 
такую функцию х е , что Ъхе. Т)™ и которая удов­
летворяет почти всюду на Га,6] уравнению ( I ) и условию 
( 2 ) . 
Будем предполагать, что матрица В имеет такую 
полуобратную [ I ] матрицу Ъ'^Т>р , что краевая задача 
I . Объект исследования, Рассмотрим линейную краевую 
задачу 
(х*К№£[№4®-(1<М)+..М*)*(а) -
­ ~ < а < г * о < + 
£ * ­ 4 , • (2 ) 
где ЩЬ)еАт*п. НС^-^-Ср Шр&лщ) ­ линейный 
интегральный оператор 
(K,y)(i)-J[Ktt.s)B'(s) * ßM^B'Cddtly(s)ds, 
а s 
JZ, ДО ­ ßTa) ­ J/fft s )Jg ßYs) ds. 
a 
I 
fei/ = Jt f i fe ) 0 7 s ) # ) d s t ^ в7а)уГа). a 
имеет только тривиальное решение. 
Напомним ( [ i ] , с . 3 1 ) , что полуобратной матрицей к 
Ш * Л ­матрице £>' называется п»т ­матрица У , удо­
влетворяющая матричному уравнению 
5УВ = 0. 
Общее решение этого уравнения представляется в виде 
У?5'*(En-5'ßyUi V(dm­ во"), 
где ß ­ любая полуобратная матрица к матрице & , а V и 
V ­ произвольные пят ­матрицы. 
Краевые задачи вида ( 1 ) , ( 2 ) часто встречаются в при­
ложениях. Так, например, в [ i ] показано, что в случае, 
когда сС ­ обыкновенная дифференциальная операция, крае­
вые задачи вида ( 1 ) , ( 2 ) возникают в теории автоматическо­
го регулирования, в теории электрических цепей; к таким 
задачам приводит также задача об управляемости системы 
управления. 
Методика исследования краевой задачи ( 1 ) , ( 2 ) состоит 
в переходе с помощью указанной выше полуобратной матрицы 
­ 104­
Ъ~ к решение эквивалентной задачи и в последующем исполь­
зовании для исследования этой задачи результатов теории 
линейных функционально­дифференциальных уравнений ¡^2, 5­
ю ] . 
2 . Эквивалентная формулировка задачи. Найти пару 
[у,иЗ, где уе Ь'р, лтеРр , удовлетворяющую почти всю­
ду на [а,&] системе: 
(&уШ)=р)+]т,5)1Ш5-А№(а), а ^ б (4 ) 
а 
[Ет-в(№-и)]уа) = о, (5) 
В(£)и(£) = 0, (6) 
и условию 
• 16уЛ-Ы ( 7 ) 
Л е м м а I . Если X есть решение краевой задачи 
( 1 ) , ( 2 ) , то пара 
у(±)*№*.а\ гга)-[^-в'(т(ф(ь) ( 8 ) 
является решением краевой задачи ( 4 ) ­ ( 7 ) . Обратно, если 
пара {у,и} , где уеРр, ])£ есть решение крае­
вой задачи ( 4 ) * ( 7 ) , то 
является решением краевой задачи ( 1 ) , ( 2 ) , при этом имеют 
место соотношения ( 8 ) . 
Д о к а з а т е л ь с т в о . Пусть х ­ решение кра­
евой задачи ( 1 ) , ( 2 ) . Образуем функции (8) и непосредствен­
ной подстановкой убедимся, что пара {у.иЗ удовлетворяет 
системе ( 4 ) ­ ( 6 ) и условию ( 7 ) . Непосредственно из опреде­
­ 1 0 5 ­
ления полуобратной матрицы вытекает, что пара ?у,оЗ удов­
летворяет уравнениям ( 5 ) , ( 6 ) и условию ( 7 ) . Подставляя ( 8 ) 
в ( 4 ) , имеем 
тещ*®]-][к(1\5)в~®+1к&х)&5(1)<1г}£ ш^ш^+ 
+ Ш±)ЕПч) -М\ в)^В-{в)с{5] 5{а) х.(а) - № + № " 
- В'(5)В(5))ф))с[5 ~1({)[Еп-В(а)Е>(а)]х(а\ 
или, что то же самое! 
а. 5 а 
I ( Ю ) 
- к11,5)^Шп-ЬЪ)В(в)ф)]^*Л(МВЧа)В(а)х.(а) ч­а 
Преобразуем третье и четвертое слагаемые в левой ч а с ­
ти последнего равенства: в третьем слагаемом поменяем п е ­
ременные 5 и X местами, затем изменим порядок интегриро­
вания ­ э т о возможно на основании теоремы Фубини ( [ П | , с . 
328 )­и запишем третье и четвертое слагаемые под общим зна­
ком интеграла. В результате получим: 
ЦкМм в "Го^а! с ЩЩ^Ш^ЩШ в'(в)сьв{а)ф)= 
а 
I , Л « 








или, что то же ^амое: 
&№xl€ù - jKtt,s)£(Bls)№*-ls) * 
- B-(s)5(s)) xfc)] ds • Ш) *(а) = Щ, 
откуда и следует, что пара fy . i r } из ( В ) является реше­
нием краевой задачи ( 4 ) ­ ( 7 ) . 
Обратно, если пара lu,v] , где yeDP, ueDp, 
есть решение краевой задачи ( 4 ) ­ ( 7 ) , то из ( 4 ) и (7) сразу 
же следует, что X. из ( 9 ) является радением краевой з а ­
дачи ( 1 ) , ( 2 ) . Первое из соотношений (8 ) получается из ( 9 ) 
путем умножения левой и правой части равенства (9 ) на ВШ 
прибавлением к обеим частям полученного равенства -y(t) 
и последующим использованием ( 5 ) и ( 6 ) . Второе из соотно­
шений (8) получается из ( 9 ) путем подстановки в него у-Вк. 
Лемма доказана. 
3. Вспомогательная задача. Рассмотрим вспомогатель­
ную задачу 
(ХъуШ)*9№. Ьи-0' ( И ) 
где ç j - l a , ^ ! — ­ некоторая функция из Lp. 
Отметим, что сделанные предположения относительно 6 " 
и К обеспечивают фредгольмовость главной части 3 ­ /<в 
оператора и что краевая задача ( I I ) исследована в 
[ 5 ­ Ю ] . В силу фредгольмовости задачи ( 3 ) задача ( I I ) од­
нозначно разрешима,и ее решение имеет представление 
у№ -(вьфЦ) -jGa(t,s)g(s)d9, 
at 
где GR(t,s) - матрица Грина [ э ] полуоднородной задачи 
C l l ) . В [ ю ] получено представление для матрицы G e ( t , s ) . 
4. Представление решения краевой задачи. На основа­
ния леммы I решение краевой задачи ( 1 ) , ( 2 ) сводится к реше­
нию краевой задачи ( 4 ) ­ ( 7 ) . 
Пусть пара fy,i/3 , где у е Dp,-О е ])р ( есть реше­
ние краевой задачи ( 4 ) ­ ( 7 ) . 
Функция у , являясь решением уравнения ( 4 ) , удовле­
творяющим условию ( 7 ) , определяется соотношением 
y(t) = Ув Щл - Ш) -к J s e (t, s) [f(s) * 
i ct (12) 
+jK(slT)ir(t)dT-A(s)v(a)]ds a. 
( с м . [ б ] ) , где Ув ~ фундаментальная матрица однородного 
уравнения (И» y)(t) * 0 , удовлетворяющая условию 
С&Ув<=Ет ; G e ( t , s ) ­ матрица Грина полуоднородной з а ­
дачи ( I I ) . 




1 a t 
­ % Ш +SG0lt,s)(m +JH(s,T)i(T)dX-
a. cl 
- A(s)v(a)) d e l ­ 0. 
Меняя в повторном интеграле на основании теоремы Фу­
бини порядок интегрирования и вводя обозначения 
а 
окончательно получим, что если пара У^.ч/З есть решение 
задачи ( 4 ) ­ ( 7 ) , то ч/ удовлетворяет системе уравнений 
I 
1 (13) 
Таким образом, доказана следующая 
Л е м м а 2. Если пара £у,1/3 , где уеР™ 9*Щ, 
является решением краевой задачи ( 4 ) ­ ( 7 ) , то функция V 
удовлетворяет почти всюду на [ а , Ы системе ( 1 3 ) . 
Из этой леммы и леммы I вытекает 
Т е о р е м а I . Если краевая задача ( 1 ) , ( 2 ) разре­
шима, то ее общее решение имеет представление 
х Г С = ь ~ № У * Ш * - 1 Ф е ( * № ) ( й -
- % V(а)+а, з^ аГз) +1К^ г ) < Х Г ) с # ­ ( 1 4 ) 
а о. 
где ­(/(£) есть решение системы ( 1 3 ) ; Ув ­ фундаменталь­
ная матрица однородного уравнения у)Ш ­ О , удов­
летворяющая условию £аУв = £/п • ^ е ( £ , 5 ) ­матрица 
Грина полуоднородной задачи ( I I ) . 
Так как первое уравнение системы (13) получено под­
становкой правой части равенства (12) в ( 5 ) , то рассматри­
вая 1? как решение системы (13) и проводя рассуждения в 
обратном порядке со ссылкой на лемму I , получаем, что х. 
­ 1 0 9 ­
из равенства (14 ) есть решение краевой задачи ( 1 ) , ( 2 ) , и, 
следовательно, справедливо утверждение, обратное теореме I : 
Т е о р е м а 2 . Если tfeP/> является решением 
системы ( 1 3 ) , то функция X-eDp , определяемая равен­
ством ( 1 4 ) , есть решение краевой задачи ( 1 ) , ( 2 ) . 
Ь. С разрешимости краевой задачи. Второе уравнение 
системы (13 ) всегда разрешимо,и его общее решение имеет 
представление (c m . [ I J , с .3 2 , леммы I и 2 ) 
v(t) = [En-R-(t)B(t)U(i), (15) 
где Л : fа ,6 ] — / R ­ произвольная функция. А поэтому, 
если матрицы B(t) и B'(t) таковы, что среди функций 
Л [a,d] ~*-IR имеется такая, для которой 
[Eu-b-ö]*el%, (16) 
то получаем отсюда с учетом теорем I и 2 следующий крите­
рий разрешимости краевой задачи ( 1 ) , ( 2 ) . 
Т е о р е м а 3 . Краевая задача ( 1 ) , ( 2 ) разрешима 
тогда и только тогда, когда система 
I 
* ( 17 ) 
В'(а)д(а)Ъ(а)-Sb(i)> 0. а * U i, 
имеет решение * такое, что 
С л е д с т в и е I . Если гсигк В(Ь) = т и матри­
цы ЪЦ) и B'(i) таковы, что среди функций л•• [а,б] —»­IR." 
имеется такая, для которой выполнено ( 1 6 ) , то краевая з а ­
дача ( 1 ) , ( 2 ) разрешима при любых J и Л. 
Д о к а з а т е л ь с т в о . Так как rann B(t) = tn, 
то в силу леммы 3 ( [ i ] , с . 38 ) £m - 3(t) B~(t) - 0 , и, еле ­
довательно, решением системы ( 1 7 ) является функция ( 1 6 ) . 
С л е д с т в и е 2. Если гапк B>(t) = п , то 
краевая задача ( 1 ) , ( 2 ) разрешима при тех и только тех i и 
Л , при которых ГЕт - &(t)B~lt)~)]b(€) = 0 на [а,Ы 
Д о к а з а т е л ь с т в о . Так как г а л л B(t) = n, 
то в силу леммы I ( [ i ] , с .36 ) £n­B~(t )B(t )= 0 , и, с л е ­
довательно, система ( 17 ) имеет решение тогда и только т о г ­
д а , когда 
С л е д с т в и е 3 . Если галл Ē>{t)+ min im,nj 
то краевая задача ( 1 ) , ( 2 ) разрешима тогда и только тогда, 
когда система линейных функционально­дифференциальных 
уравнений 
« 
JKjt,t)v(r)dZ+JĻ(thia)=jb(t). ūiitl, ( 18 ) 
а 
имеет решение, представимое в аиде ( 1 5 ) . 
Д о к а з а т е л ь с т в о . Так как г а л л B>(t)4m, 
то в силу леммы 3 ( [ i ] , с .36 ) Ет-&Ц)В'Ц)ф О ,и , с л е д о ­
вательно, система (17 ) эквивалентна системе 
jKBa,t)ģ((^'B-(t)d<ī))»ct)]dt i ХШЕП -
а 
-В'(а)3(а)]л(а) - Ja(t\ a*i*ē, 
или, что то же самое, система ( 1 8 ) , где через &(t} обо­
значено ип ­ e ' c a e f t ) ] *ity 
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ЕДИНСТВЕННОСТЬ ГОЛСКИТЕЛЫЮГО РЕШЕНИЯ ЗАДАЧИ 
КОШ ПРИ ОТСУТСТВИИ УСЛОВИЯ ДЖИЦА 
В связи с развитием теории нелинейных уравнений мате­
матической физики как основы описания всевозможных объек­
тов в раэлич1гых отраслях естествознания, стал актуальным 
ряд теоретических вопросов, недостаточно освещенных клас­
сической теорией обыкновенных дифференциальных уравнений. 
Одним из таких вопросов является следующий. Как известно, 
для единственности решения задачи Коши на правую часть 
уравнения накладываются ограничения типа условий Липшица 
по искомой функции и ее производным. В рассматриваемом же 
классе задач типичной является такая ситуация: задача Кс­
ши с нулевыми начальными данными имеет тривиальное и поло­
жительное решение. Еще одна часто встречающаяся постановка 
начальной задачи, требующая разработки, ­ случай, когда 
условия заданы в особой точке. С точки зрения приложений, 
наиболее интересны задачи, в которых нелинейности входят 
в степенной форме. Отметим, что в больлинстве случаев не­
линейности другого типа могут быть аппроксимированы сте­
Получвнные в настоящей статье результаты являются 
наиболее общими в указанной постановке и содержат как 
частный случай работу [2] и ряд результатов, установлен­
ных для конкретных прикладных задач [ 3 ­ 6 J . В качестве 
объекта исследования выбрано уравнение второго порядка, 
пенными. 
так как оно наиболее часто встречается на практике. На с а ­
мом деле методика годится для уравнений любого порядка и 
при нарулении условия Липшица по любой производной. 
Рассмотрим задачу 
х и = х ^ . х , х ' ) + Р(%х,хО, ( 1 ) 
Х М ­ Х ' ^ О ­ О , (2 ) 
где ЪеК, /«С/<4, 3(±,У.,У) и РЦ.к.у) непре­
рывны и удовлетворяют условию Липшица по второму и третье­
му аргументу при х, у ) е £ о + а } « С-а,а]г 
для некоторого <Х>0 . Дополнительно потребуем 6-(-Ьо,0, 
0)>0 - это ограничение может быть ослаблено, о чем будет 
сказано в дальнейшем, и 0, 0)^0 - необходимое у с ­
ловие существования тривиального решения при оС>0 . Ес­
ли Л<0 , то задача (1) , (2) является сингулярной,и под 
решением понимается функция, непрерывная на некотором ин­
тервале [Ьо,Ьо+ <Хо] , имеющая две непрерывные про­
изводные и удовлетворяющая уравнению ( I ) для всех te(^<¡¡ 
•Ьф + Оо) . Условия (2 ) понимаются при этом как пределы. 
Если же вС > 0 , то для правой части ( I ) нарушено условие 
Липшица по искомой функции. Очевидно, что задача ( 1 ) , ( 2 ) 
при оС>0 имеет своим решением функцию х ( £ ) е О ­ три­
виальное решение. Докажем, что при затребованных ограниче­
ниях задача ( 1 ) , (2 ) имеет единственное положительное при 
£ 6 Но, Ъ> * Оо} решение. 
Вначале получим априорные оценки решения исследуемой 
задачи. 
Т е о р е м а I . Пусть х("с) ­ решение задачи ( I ) , 
( 2 ) , положительное в некоторой правой полуокрестности точ­
ки , тогда . . ' 
A 
, 1-Л 
x ' W ­ i o ( 4 ) 
где иЬ>)-ЫЬ>)-0, Jo-#to,0.0), 
Д о к а з а т е л ь с т в о . Вначале докажем, что 
tun ZZ~ = О, <5> 
если Х.(£) ­ положительное в некоторой правой полуокрест­
ности точки to решение задачи ( 1 ) , ( 2 ) . Для » С «0 , учиты­
вая, что f(t,OJ0) = O , это утверждение очевидно, 
поэтому в дальнейшем будем считать о<>0. 
Вычислим последовательно несколько пределов. В неко­
торой правой полуокрестности точки t0 функция Х.(€) в о з ­
растает, поэтому для "fc из этой полуокрестности 
Отсюда следует 
tun Ш' О. (6 ) 
t ~ t „+ M t ; 
Используя условие Липшица для функции F , получаем в пра­
вой полуокрестности точки ­ t 0 
ХГ4 х! 
\F(t,x,x!)-F(t 0,о)| L f x 4 . x Q ^ 
С помсщью этой оценки и ( б ) получаем 
Докажем, что 
р . х'Ш п 
Для этого воспользуемся правилом Лапиталя, уравнением ( I ) , 
формулами (б ) и ( 7 ) : 
.. у? ,. Л **т*,х')­»­т,х,х') Щ % ~~Н &ъ Н — 
Переходим к доказательству ( 5 ) . 
в некоторой правой полуокрестности ^ . Из этой оценки и 
(8 ) следует справедливость ( 5 ) . 
Запишем ( I ) в виде 
Р^.Х,Х' ) Ч 
Используя ( 5 ) , получаем эквивалентную запись: 
Х ^ о ( ^ где Ш-*-0 при 
­ 116­
Умножим последнее уравнение на x'ffc) и проинтегрируем от 
•¿o до t > t0 • 
t 
где при t~~t0 . Следовательно, 
l i é 
Х'^ УД^- X * ( f + ¿ * f t j ) , г Д е ^ f O ­ ^ O при i — t o . 
Интегрируя это уравнение, получаем формулы (3 ) и ( 4 ) . 
Из теоремы I непосредственно следует утверждение: 
для любого положительного решения задачи ( 1 ) , ( 2 ) найдется 
правая полуокрестность точки to , в которой выполняются 
неравенства 
iJ^xütu Ш< г g * x j c í t y 
При помощи этих неравенств следующая теорема может быть 
доказана аналогично теореме 2 из [ 2 1 . 
Т е о р е м а 2. Решение задачи ( 1 ) , ( 2 ) , положи­
тельное в некоторой правой полуокрестности точки t0 » су­
ществует. 
Т е о р е м а 3. Положительное в некоторой правой 
полуокрестности точки to решение задачи ( 1 ) , ( 2 ) един­
ственно. 
Д о к а з а т е л ь с т в о . Предположим, что най­
дутся два различных решения x(t ) , у (t), to < t < "¿o + По-
Если на некотором отрезке Ct«, t ^ l c fto.to"*" oto] выпол­
няется x ( t ) s y ( t ) для любого t e C t t , t 4 l , то 
из классических результатов единственности следует xft)[щ 
ay( i ) для любого t е f to , to + uoj . Поэтому в любой 
правой полуокрестности *tp найдутся точки "t , что 
­ 117­
Из теоремы ( I ) следует 
Для любого %>0 обозначим через & ( 0 > 4 ) наименьшее 
число такое, чтобы одновременно выполнялись ы?равекства 
£$0, %*9. при Хе[иЛо^г1 (10) 
Не уменьшая общности, мы можем считать, что ь (10 ) равен­
ство достигается при некотором X для первого отношения, 
т . е . 
(в противном случае мы поменяли бы местами X и у и при 
необходимости уменьшили бы "Ь" ). Кэ ( 9 ) следует , что X" 
• всегда найдется, причем е го мокно взять сколь угодно ма­
лым. 
Из уравнения ( I ) находим 
* Щ А ^К(1у-Ф1у!-к'1)Н(1у-*1+1у'-хЧ) + f & ­
Учитывая, что , получаем 
Заметим, что если у'(1)()с'({)) * 0 для 1^Ио, 
to + t] , то для этих ке ± ± 
и поэтому у - ' а (ух~')АхЫ£ в'"*' X* • Таким образом, 
у\ еМ'х" + К9'Ы1(х1'^ Л')(в-{) + Цх*х')(в-1) + 
+ Цх1-х,)(Ви1^). 
Интегрируем это неравенство от Ъо до t * ¿0 + 
и1$вМх, + К9ш(а-Ь)хмчг 
+Ц(1-и)х+х)(В-{)+Щ-и)*+ х)(9м- Д 
При ^'•'Ьо+'Е получаем 
в^мЛ(*>1В-Ъ + \№(Вш-Ъ. ( и , 
Из теоремы I , в частности из формул (3) , (<4) и ( 5 ) , непо­
средственно следует 
ит%(1)-ЬтУ*(Ъ-0. (12) 
Запишем ( I I ) в виде 
Последнее неравенство не может быть справедливым для до ­
статочно малых Т , что следует из ( 1 2 ) , ( 9) и пределов 
8м'- i tun о . =Ш, 
0 ­ И * а ~ * 
tun Trf*'=i-U\. 
в - / + е - { 
Полученное противоречие доказывает невозможность существо­
вания двух различных решений.­
В [ 2 ] приведен пример, показывающий, что если не тре ­
бовать условие Липшица для функции , то задача ( 1 ) , ( 2 ) 
может иметь два положительных решения. 
Из теоремы единственности решения следует теорема о 
непрерывной зависимости положительного решения от правой 
части и начальных данных. Это легко может быть доказано 
аналогично тому, как это сделано в [ i ] . Поэтому следующую 
теорему приведем без доказательства. 
Т е о р е м а 4. Положительное решение задачи ( I ) , 
(2 ) непрерывно зависит от to на некотором отрезке Сto, 
to+а*] . а*>0. 
В заключении отметим, что условие jf(to, 0Л и) > О 
требовалось в доказательствах для получения асимптотики и 
априорных оценок решения. Если же удается получить асимп­
тотику положительного решения вблизи точки t = t a каким­
нибудь другим способом, те от a­roi­o условия можно отка­
заться. 
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О РАВНОВЕСНОМ РЕШЕНИИ СИСТЕМЫ ДИФФ^аОЩЛЬНЫХ 
HEABTUHOMHIK ЛИНЕЙНЫХ УРАВНЕНИЙ С ЧАСТНЫМИ 
ПРОИЗВОДНЫМИ 
Рассмотрим уравнение 
m)y-y-JU\ ( i ) 
где xeR™ ß » ( ' ­ « ~ , ~ > ) , m W , y e # n , n * i , j-.Rm--st. 
­ дифференциальный линейный опе­
ратор с частными производными по компонентам вектора X. и 
коэффициентами, являющимися действительными матрицами раз ­
мера IX*П , элементы которых определены на (R и принадле­
жат классу С°°(1Цт). Предположим, что все компоненты 
вектора j(x) и элементы матриц ­ коэффициентов оператора 
D(x) ­ ограничены на IR и их всевозможные частные 
производные всех порядков также ограничены на Ä . Отсю­
да , очевидно, следует, что для каждого *-*0.1.£>,., величи­
на С* < о » , Где 
uft" 
а II' II ­ какая­либо норма векторов. 
На R m введем обозначение 
Справедлива следующая теорема. 
Т е о р е м а I . Пусть при принятых выше предполо­
жениях 
Z С* < о о . ( 4 ) 
Тогда на множестве IR. функция € определена, ограничена 
и является решением уравнения ( I ) . 
Д о к а з а т е л ь с т в о . В силу соотношений ( 2 ) 
и ( 4 ) ряд в правой части равенства (3 ) сходится равномер­
но относительно хв Щ . Поэтому функция определена 
и ограничена на Шт . Рассмотрим ряд Z. [D(x)] ­f(xY 
к­о 
В силу соотношений ( 2 ) и ( 4 ) он сходится равномерно отно­
сительно x e f t . При любом .хеЦ2.т его можно предста­
вить в виде 
V(x)Z.[J)(x)] J(x) 
, откуда ввиду равен­
ства (3) вытекает, что 
в« 
Т)Шх)~£Ш*)] ДО, (5) 
и, следовательно, вектор Ъ(х)^(х) определен на 
Учитывая это и выражения (3) и (Ь ) и подставляя в уравне­
ние ( I ) вместо у величину Щх) , нетрудно убедиться в 
том, что на множество Л функция Ч является решением 
уравнения ( I ) . Этим доказательство завершено, 
Из доказанной теоремы вытекает следствие. 
С л е д с т в и е I . Пусть ыы^лняется условие т е ­
оремы I . Предположим, что функции / и ] ) периодичны по 
каким­либо компонентам вектора X с некоторыми периодами. 
Тогда решение также периодично по тем же компонентам 
вектора X с теми же периодами. 
Доказательство очевидно ввиду выражения ( 3 ) . 
Не представляет труда доказательство и следующих тео­
ремы и следствия. 
Т е о р е м а 2. Пусть выполняется условие теоремы 
I . Тогда функция является единственным 01раниченным на 
1Ят решением уравнения ( I ) в том и только а том случае, 
когда уравнение 
(6) 
где * е /К/1, не имеет нетривиальных ограниченных на Ит р е ­
шений. 
С л е д с т в и е 2. Пусть выполняется условие 
следствия I . Тогда функция *£ является единственным пери­
одическим по указанным в условии компонентам вектора X. с 
упомянутыми там же периодами в том и только в том случае, 
когда уравнение (6 ) не имеет нетривиальных периодических 
По этим компонентам с этими периодами решений. 
Бели оператор Щщ нильпотентный на К с индексом 
нильпотентности г , то^ряд в правой части равенства 
(3 ) переходит в выражение ¿1 СО(х)]к^(к.) ,и, как 
нетрудно убедиться с помощью приведенных выше теорем и 
следствий, эта величина является единственным ограниченным 
на / Й т решением уравнения ( I ) , при наличии периодичности 
функций $ и I ) ­ единственным периодическим вго решением. 
Решение (3 ) уместно называть равновесным решением н е ­
автономной системы уравнений <1), поскольку в случае, если 
д этой системе функция $ постоянная, указанное решение 
также Постоянное и его значение является положением равно­
ьесия такой системы. 
(тмс­тим, что формула (3 ) указывает весьма простой 
способ вычисления решения Ч, . На практике это радение 
чаете удается представить лишь приближенно ­ некоторой 
частичной суммой ряда а правой части равенства ( 3 ) . Однако 
и такое представление может быть использовано в качестве 
приближения решений разнообразных краевых задач для систе­
мы уравнений ( I ) . 
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ОБ УПРУГИХ КОЛЕБАНИЯХ ИЗОТРОПНОГО БЕСКОНЕЧНОГО 
Щ1ЛИНДРА ОСОБОГО СЕЧЕНИЯ 
В настоящей работе рассматривается задача об упругих 
колебаниях цилиндра с сечением в виде кольцевого сектора. 
Задача не столь глубоко исследована, как, например, анало­
гичная задача о распространении волн в цилиндре, прямоуголь­
ного сечения (см.работу [ i ļ и библиографию к ней) . Постро­
ение решения проводится в цилиндрической системе коорди­
нат методом рядов, т . е . представлением искомого решения в 
виде бесконечных сумм собственных функций. 
I . Пусть в цилиндрической системе координат ось Л 
направлена параллельно граням цилиндра, а поверхности 
r^*a, г ­ « 6 . ^=Ч!о . ( I ) 
ограничивают его со сторон. В случае свободных гармоничес­
ких колебаний уравнение движения записывается в виде: 
JU&u-bfiozu + (Z+ß)$r<uxdliT U ­ 0 , ( й ) 
где 3 n jM ­ упругие постоянные Ламэ, fi - объемная плот­
ность материала, Ю ­ частота колебаний. 
Введем обозначение $ - oliv и . Тогда, применяя 
к левой части уравнения ( 2 ) операцию div , подучим у р м ­
нение Гельмголыда 
2 ^ 
д § + 14*8 = 0 , « = л + 1 ) й ­ ( 3 ) 
Если $ ­ общее решение уравнения ( 3 ) , то,подставив его в 
уравнение ( 2 ) , получим систему неоднородных уравнений 
Общее решение и~(ц>с,иу,ие) этой системы можно з а ­
писать в виде: 
и * = и ~ к* Эх ' 
где ( и , У , иУ) ­ общее решение соответствующей однород­
ной системы 
д и + К о " ­ 0> к 0 = ­ у . ( 6 ) 
Вторые слагаемые в правых частях соотношений ( 5 ) , как мож­
но убедиться подстановкой, являются частными интегралами 
системы уравнений ( 4 ) . • 
Таким образом, интегрирование уравнения (2) свелось 
к интегрированию уравнений ( 3 ) и ( 6 ) , а оо'щое решение 
уравнения (2 ) удалось выразить через четыре функции: 8, и. 
V, и • Но, учитывая определение 8 -d.lv й , независи­
мыми являются только три из них. Действительно, из соотно­
шений (5 ) находим 
Отсюда, благодаря ( 3 ) , приходим к соотношению 
(? ) 
2. Задача о свободных колебаниях упругого тела заклю­
чается в получении периодически зависящих от времени реше­
ний уравнения ( 2 ) , удовлетворяющих условиям отсутствия 
сил, действующих на поверхность тела (объемные силы ис­
ключены уже при выписывании уравнения движения ( 2 ) ) . 
Компоненты тензора напряжений выражаются через ком­
поненты тензора деформаций формулами: 
Здесь и г ,Ц<£ ,Цд ­ радиальная, тангенциальная и осе ­
вая компоненты вектора смещения. Ограничиваясь рассмотре­
нием смещений в плоскости сечения, перпендикулярного оси 
* , можно записать граничные условия задачи в виде: 
Ж Ш. г- I, 
ч = 0. г г л = 0 . 
Следующий шаг заключается в представлении решения & 
уравнения (3 ) рядом по собственным функциям и выписывании 
аналогичных рядов для Ц и т7. Требование, чтобы 8, и, \} 
удовлетворяли граничным условиям, приводит нас к системам 
линейных алгебраических уравнений для нахождения коэффици­
ентов рядов. 
В настоящей работе мы остановимся лишь на процедуре 
построения общего решения задачи Дирихле для уравнения (3 ) 
в цилиндрической системе координат и на методике нахожде­
ния собственных чисел. 
3. Пусч'ь требуется найти функцию $ ( г , Ч " ) , удовле­
творяющую уравнению 
Э р> + г­ Эт" * Ш + * 6 и (9 ) 
внутри области и принимающую на границе области значения: 
8(6,^­ Ь(ч\ -*о 
ЫгЛо)= 4Й а ^ г ­ . < & , ( 1 0 ) 
£ ( г г ? о ) = б г М , а * г ­ * 6 . 
Методом разделения переменных находим частный инте­
грал уравнения (9) 
(^г,ЧГ) = СДсов^ е+Айп^СС З / н г ) + ^ М), ( I I ) 
где ^ г ­ постоянная разделения. 
Чтобы получить решение задачи'Дирихле ( 9 ) , ( 1 0 ) , пред­
ставим искомое решение в виде­ сзрои* В (г­, •£"') + В 0 (г­, Ч!) 
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гдв 80 (г, •£) принимает заданные значения на ребрах ци­
линдра, а на этих ребрах. Условие обращения 
в ноль решения ( I I ) при г » а и г­«6 приводит к системе 
уравнений 
которая имеет нетривиальные решения лишь при собственных 
числах У » ^ т . л г » 1,2,... . Соответствующие числам 
собственные функции запишем в следующем виде 
В результате найдена последовательность решений ( I I ) , 
обращающихся в ноль при г­ = а и 1**6, 
£­» т(г, 10 ­ (Ст. аЯ%Ц * йп Чп ЬЧ)Щт (КГ-, КО). 
Условие обращения в ноль решения ( I I ) при "£=+. Ч0 
приводит к другой последовательности решений уравнения 
( 9 ) , обращающихся в ноль при ч 2 я * 1 £ о , 
£ * а ( г Д > ( А п Э Щ М + & п ! у и Л ) ' & ' п зе Л(Ч• %\ 
где ­ Э е п * 5 п / А * 0 , л. = 4.2 
Решение, принимающее заданные значения на ребрах ци­
лкндра. можно взять в виде; 
Теперь мы можем привести общий вид искомого решения задачи 
Дирихле ( 9 ) , ( 1 0 ) 
Отщепление функции 8 о ( г , Ч 0 от искомого решения по­
зволило построить ряды, которые можно почленно дифференци­
ровать. 
4. Изложим процедуру нахождения коэффициентов ­Ап.Лл, 
Ст,Рщ • Пусть заданные граничные значения (10) непрерыв­
ны на всей поверхности, т . е . 
К1Ъ)­ б,Га)­%(а.%\ Рл(-Ч0) « = Щг *о\ 
Ы%> 6, (Ь) - Ъ(Ь,Чо\ % Шш ' Ъ(*>* ^  
Функция ^ о ^ Ч ! ) принимает заданные значения на 
ребрах цилиндра, что позволяет определить коэффициенты оС± 
Л, « 5 ( ­ , ­ Ъ (Чо\ 4 - Рг (-Ч?о), сЬ,-Ь( Ъ\ 
Представим теперь, что граничные функции разложены 
по собственным функциям: 
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¿*f чО « Fa(<е) ­ 8o (6, Ш) ­ %t 6n sin vn (*+ ч>0\ 
g *M­C feM ­SCr. ­ ' foVZ. aW (кг, itn\ 
Сравнивая построенное решение (12) с граничными значениями 
( 13 ) , находим уравнения для определения коэффициентов 
Лп (ка) + Ъп Уне* (<а) ­ Он,, 
Ст COS,"¿ni Чо + D m Sift ­ c m > 
C m COS Упг 1 ^ ­ Z>m Sin. V m « ¿m. 
Отсюда следует: 
Cm + dm . C m - dm 
3
 б " (ка) - апУхд (к.8) 
^^(ка.кб) 
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Вояютхяяя (14} » ( 1 2 ) , приходим к искомому решению 
задач» Дирихле 
(15) 
Ряды в (15) допускают двухкратное почленное дифференциро­
вание; коэффициенты разложений определяются по формулам: 
а а 
Аналогичные выражения можно получить для функций и, я/. 
5.. При численных расчетах решения задачи необходимо 
вычислять собственные числа , как корни трансцендент­
ного уравнения 
%(ка)!/»(к&>­ <%<*а)В? ­ 0 (16) 
Следует отметить, что,кроме традиционных способов на­
хождения корней трансцендентных уравнений,мы применили к 
уравнению (16) метод стрельбы. Дело в том, что собствен­
ная функция Wv (кг, Koi) является решением уравнения 
Бесселя, а собственное число »m есть такой индекс, при 
котором функция (кг, Ка) обращается в ноль в точке 
КГ- «• К 6 . Таким образом, численно решая на интервале 
[ка.кЭД задачу Коши для уравнения Бесселя, можно нахо­
дить значения параметра ^ , при которых W­g (tcr, КСЩ 
обращается в ноль на правом конце интервала. 
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ВЦ при ЛГУ им.П.Стучки 
О РАЗРЕШИМОСТИ ДВУХТОЧЕЧНОЙ КРАЕВОЙ ЗАДАЧИ С 
ОГРАНИЧЕНИЕМ и'(а)<р'(а) 
В работе продолжены исследования [ I ] . Рассмотрим 
краевую задачу 
[хп(х)^^±,х,х'\ <" 
I Нож.« Н0 (х(а), х(6), х'(а), х'(&~ ко, ( 2 ) 
И1х^^(х(а)шх(6).х'(а),х1(о))^п1, ( 3 ) 
^ * Х ^ у З ( 4 ) 
где -Ы1= [а,63(­оо<а<£<+о°$еСаг-(иц^£),^еС(в£*&\К), 
^ е £ . ^ОЛ.^еАв(1.К).реВв(1Л). хе86(1,К). 
Здесь А (3, Зй, Б<3 ­ обозначения обобщенных нижних и 
верхних функций и обобщенных решений уравнения ( I ) (см. 
[ 2 ] ) . 
В работе использованы неравенства между Л. и р в 
точках а и 6 •  
Л. Л(а)<р'(а\ 8. <£'((>)>рЩ 
имеющие номера 2 и 8. В дальнейшем наличие этих неравенств 
будем обозначать их номером. В общем случае используется 
обозначение Ы . Например, 11*2. 
Введем обозначения. Будем говорить, что функция Н 
имеет тип монотонности (^Г<^ л<5 ьб4) , где &1 е (о,-,+, 4), 
если И по г ­му аргументу при ^¡,"0 не зависит, при 
(6\ = •+•) не возрастает (не убывает), а при 
<^ Ч = 1 ограничения не накладывается. Все функции типа 
монотонности ( б 1 6 4 6 5 6 4 ) из С К ) образуют 
класс монотонности М (б< <5* 63 6«) . В наших обозначени­
ях С ( К 2 * К* Я ) = М (4 И 1) . Введем также обозначения 
обобранных классов монотонности А Ш ( 6 , 6 г 6 й 61,)_ 
где б \ е £ 0 , - , + , 4, Л , В , С, Р , Е, Р, К , ^Х,Щ . О п р е ­
делим поведение функции Н е Л/б"Сб,б гб л6+) по первому 
аргументу для различных б 1 . Определения для остальных ар ­
гументов аналогичны. Для б, е (о,-,+,4) , как в слу­
чае классов монотонности. 
Для б , = Х строго убывает, а для <31 е С, Е, К) 
определим равенствами: 
АШ ( Л б д б э б*) = Ив С4 б г б а 6*) N Л в (- 6г 6Ь Щ 
МЗ (Сблблб1,)-Мв(- бг б 5 б » , ) \ А К ? Г 0 б г б 5 6 У ) , 
М 5 ( К б г б а б 1 , ) = М б Г £ б г б ь б , ) \ А 1 б Г 0 б г б 5 6 ' Д 
для б \ е немесб ( <5,б,б»>, 
если ­ г / е М б ( б 5 б 2 б ь б О при б 5 е £ X , Л , С, Е , К ) 
соответственно. 
Обобщенные классы монотонности необходимы для описа­
ния свойств функции Но • 
О п р е д е л е н и е . Набор (Но, М, И) , состоящий 
из фиксированной функции Но > класса монотонности М и 
условий Ц , является классом разрешимости ((Н0,М, £/)е 
если для любых а е й , 6 е ( а , + «> ) . Саг-(1*$?, 
_ К ) , ^ е Л б а . ^ ) . реЪба.К), Н,еМ, ко.^еК 
такта, что выполнены неравенства « 4 ( 4 , Н] «•£ Ь ] Н/£ 
м условия и , существует обобщенное решение краевой 
задачи (1)­(4). 
Перейдем к изложению вспомогательных результатов, 
используемых для доказательства необходимых условий того, 
что набор (Но,М,Ы) является классом разрешимости. 
Л е м м а I . Пусть Ц е { 2 , 2 8 3 и (Н0,М,11)еСЗ. 
Тогда Н0еМв(11-+). 
Д о к а э а т е л ь с т в о. Рассмотрим случай 11=28. 
Покажем, что при сделанных предположениях Но€ МЭ(Н- 4). 
Пусть Но ё" М б (74­4) . Э т о означает, что найдутся 
и,, и* ? 81, иЬ1, и з г , и.ц е ­ Ш, такие, что ил1 < иы 
и 
Но (и„ иг, Цц, и„) < Но (Ц,, иг, и„). (5 ) 
В силу строгости неравенства (5 } и непрерывности Н0 без 
ограничения общности южно считать и$и Ц з а , и.ц е 32.. 
Покажем, что можно построить конкретную краевую задачу 
вида ( 1 ) ­ ( 4 ) с Но такую, что выполнены все предпосылки 
существования обобщенного решения из определения класса 
разрешимости, но самого решения не существует. Полученное 
противоречие покажет несостоятельность предположения 
Без ограничения общности считаем ц, =. ц^-* иЬ1 « 
-ич"0 ( с м . [ з ] , лемма I ) . Возьмем следующей интервал [а, 
(з), функции у,о1,уЬ (в дальнейшем такой набор будем на ­
зывать парой Со(,р ): 
ф) = О, рН) ­ пил А , * И-г)}, & > О, 
(о выбирается достаточно малым таким образом, чтобы вви­
ду ( 5 ) выполнялось НоА< Но р. 
Легко видеть, что для заданных Л. и р выполнены у с ­
ловия 2 и 8. Положим Ь.0*Норъ Н < х = ; 0 , к,= 0. Краевая 
задача вида ( 1 ) ­ ( 4 ) с отсутствием решения построена. Дей­
ствительно, единственное решение уравнения ( I ) , удовлетво­
ряющее (4), есть Л . В силу Н0<А< Н0р - А 0 граничное 
условие (2 ) не выполнено. 
Заменой типа ^-*-t из приведенного доказательства 
вытекает включение Н0 GMG (ii i + ) , что вместе дает 
Так как случай U ­ 2 8 предполагает выполнение И'Я, 
то лемма доказана. 
З а м е ч а н и е . Леммы 2­5 доказываются по схеме 
доказательства леммы I , и поэтому изложение будет лаконич­
нее. 
Л е м м а 2. Пусть U е { 2 , 2 в З и (Я 0 , М, U)eC6. 
Если выполнено H0<J.« Hoß>, то McM(U--č). 
Д о к а з а т е л ь с т в о . Пусть 11*28. Достаточ­
но показать, что не может выполняться М(ОО+0)сМ и 
М (ООО-) с И . Рассмотрим включение М(00+О)с Н. 
Построим пример конкретной краевой задачи с Н«еМ (00+0), 
для которой выполнены все предпосылки существования обоб­
щенного решения из определения класса разрешимости, но р е ­
шения не существует. Возьмем пару (<Л, fi) из доказатель­
ства леммы I . Положим h0~HoJ., Н» х * x'(d), hi=ß'(a). 
Легко видеть, что граничное условие х.'(а) = ß>'(d) не может 
быть выполнено в силу J.'(a)< Р'(а) • Отметим, что вы­
полнение и невыполнение (2 ) не влияет на несуществование 
решения краевой задачи. 
Случай М(ООО-) с М следует из рассмотрения слу­
чая М(00+ О) с М , приведенного вше, путем замены 
типа -t-r-t. 
Для завершения доказательства ле*мы отметим, что 
U* 28 предполагает выполнение И'2. 
Л е м м а 3. Если (Н0 М U) е CS, Ue (г, 28), 
H0eMG(AiH) , то McM(-i*Q. 
Д о к а з а т е л ь с т в о . Рассмотрим 11=28. До­
статочно показать, что невозможны включения М(+ОООУ^М 
и М(00-0)<=М. 
HoGMG(Alii) означает, что существуют ü „ , ö 8 j 
u a e (R. , иъ,иц£IR. такие, что u « < U,z и 
Но (u„, Uz, Ub, U/,) < Но (иц,иа,иь, щ). (6) 
JO. t e f D . 4 ­
f(t, х) = / Г2/х/%, í e f 4 , 2 + ¿ ) . 
ЛИ) = О. 
j b ( t b /тыл í é i + é­ i ,^ ­2 ) í ­¿ í + 6* + f i 2 + 2&5, &>0. 
Положим . В силу непрерыв­
ности функции Но имеем Ho°í< Hojb (при выборе доста­
точно малого 6 ) . Полученная краевая задача вида ( 1 ) ­ ( 4 ) 
не имеет решения, так как для всех решений, удовлетворяю­
щих условию х(а) = Л(а) и Л£Х.<£> , в силу непрерыв­
ности Н 0 и Ho«¿< H0jb не выполнено условие Н о К = л 0 
Тем самым невозможность включения М(+00О)<=М показа­
на. 
Аналогично на этой паре («¿.y!)) показывается невоз­
можность включения М Í 0 0 ­ 0 ) с , полагая Н < Х * 
­ ^ ( х ^ а ) ) , Л , = Н,оС . . где 
О , зе[0.&\ 
Л е м м а 4. Если ( H 0 , A f U ) e C S , Uefz.Ze) и 
Н 0 e M G f t ­ J H f ) , то M c M C l ­ 1 ­ У 
Д о к а з а т е л ь с т в о аналогично доказатель­
В силу непрерывности Hq_ и строгости неравенства в ( 6 ) 
будем считать ил, U* е К . Без ограничения общности бу ­
дем полагать и» « Uz =• * иц~ О, Uiz = i . Построим 
пример требуемой краевой задачи с отсутствием решения. 
Возьмем пару Ы, f>) • 
1= C 0 . A + 6 > 6 * J , 
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ству леу>­ы 3 на паре (^,fi)'-
рЮ~1тл(&*Ь,1-&±), где êe(0,i). 
Л е м м а 5 . Если (Н0, M, U) е CS, 11 = 2, и 
Н о е М б С Ш Р ) , то М<=М(1-1Л 
Д о к а з а т е л ь с т в о . Следует показать, что 
невозможны включения M (0+00)^ M и M (000+) с M. 
Рассмотрим включение М(0+00)<=М . H o € M G ( ^ ' / D ) 
означает, что найдутся U,, U a e К , ц ь > ц,, а е i £ 
такие, что U/i1 < и 
Н0 (щ, U a , О», Ц Ч 1 ) < Н0 (щ, и*, иь, иЧг). (?) 
В силу непрерывности Но и строгости неравенства в ( 7 ) 
считаем U j , U ^ , е iR. . Без ограничения общности 
полагаем Щ = Цд, = ищ ' О, Цу £ = 4 . Построим пример 
требуемой краевой задачи с отсутствием решения. Возьмем 
пару Ы, fi) : 
• 1= LO.il. J(t,x.)=2zx, 
*(.(€) = О, ' (Zch 2)~4sh 2t, 2>0. 
Дальнейшее доказательство аналогично лемме 4.­
Л е м м ч 6 . Если (H0,M,U)eCS, U=Z и 
Н 0 е MG f ( ­ Л С + ) , то М<= К(-И1) , где 
А/(3,МС+)= ÏFeMG(-AC+)-- ( 3 Щ ц < а < и1Ъ, и » , Ц » , Ц » е # , 
3 И Я , U M , U W I Ц*,, Ц Ч 2 , U Y J е jk)(и„ « щъ е 
f % 1 , «г»<Чгл, ИгъеfЧг*,"V<"*>) 
( F f u ) 1 ( (4,,, u w , ц л < ) = 1 1 < { г = Р ( и , г , и ч г ) л 
FfUJS, Кгь, " 3 5 , « к » ) ё f £f, СгЗ)3. 
Д о к а з а т е л ь с т в о . Если дано Нов MGi С ­ЛС+) . то без ограничения общности можно считать 
" 3 * . , U ^ s R • Для UM,UIZ, U^, UIA следует 
рассмотреть две возможности: конечные и бесконечные значе­
ния. 
Рассмотрим случай U » , их, , UI/ц» е R. . Для 
доказательства леммы достаточно указать путь построения 
конкретных краевой задачи вида ( 1 ) ­ ( 4 ) и <*,Р, х таких, 
что 
« ¿ ( 0 0 ­ U „ . « ¿ ( 6 ) - И » . <Л'(а)шим, Л'(е)-и„, 
при этом X являлось единственным решением уравнения ( I ) 
с условиями х ( 6 ) = Ц £ ь и « ( * x < j b . 
Без ограничения общности будем считать u f i « иГЪ * 
- И И « Ц « " 0 (см.лемму I в [ З ] ) . Тогда U * t < U i 5 , 
Un > 4 * f , 2 . Опишем алгоритм построения. 
Стреми как отрезок прямой с условиями Л(а) =» « « , 
Л*(A) = U/3 . Далее берем часть ветви решения я 
ш - c*(t-t)i* уравнения X * ­ -12 с /х / при подходящих 
С и X . Необходимо следить, чтобы выполнялось Л* О, 
а также соответствующее соотношение производных в точке 
пересечения прямой и Л (•£). 
Аналогично строится от точки 6 . стро­
ится аналогично Л(х). 
В случае бесконечного значения одной из величин ис­
пользуется модификация уравнения Х*= ­ 2Ж.'" и его реше­
ния x f t ) « t * 
Аналогично лемме 6 доказываются леммы: 
Л е м м а 7. Если (H0,M.U)eCS. U-2 и HoeMGi(--t<0) ,тоН*Н(-Ш) . г д е 
Э им, Цза, и»,Оц,Мни.. ичъе < и«., 
ц,3е[ищ, и « ] , Ца < «гг. «гь^ £"гь иг*1, 
иэ« < ИэаХГ^ий, Чм, «5«. иЧ1) ­ ¿1 < 4 = 
*Ч " а . "гл. "з» . "ч*> ё С I 
Л е м м а 8. Если (Но,ММ)еСЗ, 11 = £ и 
Но С М б , ( ­ ­ С1)> , то М е Я ( ­ . где 
Мб, С— СО) = [ре « б С­ ­ СО) •• (3 и„. ц « . «,ь. « Ы В Д Ц » е Л , 
3 Цм, изг.и ь ь,ШвМч1, ичь е &)(«<< < 
и.ы<иьгур(и11,иг1>иА1, 
Р("1й, игь, и» , и**) ё £ г ] ) } 
Т е о р е м а I . Пусть £/­2. (ИогМ,11)е СЗ 
тогда и только тогда, если Но * Л щвииздлежат одному 
из следующих сочетаний классов функций, соответственно (в 
первый класс входит Н 0 , во второй -Н У г 
1) Мб М Л ­ ­ О , М (--00). 
2) М б ( Л ­ ­ О ) , м с­*о+). 
3) Мв(Л--Т>\ м ( ­ ­ о о ) , 
4) М б ( ­ Л 0 + ) , М ( < ­ ­ 0 ) , 
5 ) м б , ( ­ л с + ) , м ( ­ ­ ­ о ) , 
6) М б * ( ­ Л С + ) , М ( 1 ­ ­ 0 ) , 
71 Мб (--00), М ( 1 1 ­ +). 
8) М б ( ­ ­ ^ 0 ) , М ( « 1 Д 
9) М б , ( ­ ­ К О ) , М ( ­ * ­ + ) . 
1С) М б г ( ­ ­ К 0 ) , М ( « ­ + ) , 
­ 1 4 2 ­
11) М б ( ­ ­ О О ) , М(1--0), 
12) МО,( ­ ­СО) , М ( ­ ­ ­ 0 ) , 
13) маг(-си\ мо­­о). 
Д о х а з а т е л ь с т в о . Достаточность. В силу 
леммы I имеем Но &М5(11 — + ) . Возьмем разбиение 
М6 0 7 ­ + ) ­ Мв(ЛЛ-+) и Мв(А--О) и 
М б ( 4 ­ ­ 1 > ) и № (-АО*) О 
Мб (-АС**) и Мв (--00) и 
М б ( ­ ­ Х О ) и Мб, (--Кб) и 
М б ( ­ ­ о в ) и м а с ­ ­ с р ) . 
Для некоторых элементов этого разбиения также возь­
мем следующие разбиения: 
М 6 ( ­ Д О ) « №< (-АС*} и Мвя(-АС +). 
где эшеяентк разбиения определены в лемме 6 , 
Я 6 { ­ ­ К 0 ) « М(5, С­ ­ КО) и М б 2 ( — КО), 
где элементы разбиения определены в лемме ?, 
Мб (- ­ св) ­ мв1 (- - со) и мвг с­­ со), 
I 
где элементы разбиения определены в лемме в. 
В итоге получаем: 
М б (11- + ) ­ Мб (АА- *~)иМ6(А—0)иМв(А — Ъ)и 
Мб (-АО*) и Мб, (-АС*) и М^(-АС*) У 
Мб С­ ­00) С Мб С­ ­ ХО) и Мб, С— ко ) и 
м б г (­ ­ ко) и Мб (­ ­ оо) у Мб, (­ ­ со) и 
Мб г ( ­­СО). 
Расомотрим каждый из элементов разбиения в предполо­
жении (Н0,М.и)£Сб. 
Если Н0 в Мб (АЛ ­ •*) , то в силу лемм 3, 4 и 2 
имеем МсМ(--ОО). пусть Ное Мв(Л--О) . Тогда 
на основании лемм 2, 3 имеем . Если 
Нэс М б и ­ ­ Л , то МсМ(--О0) на основании 
лемм 2, 3, 5. Для Н0е М5 (-ЛО+) из лемм 2 и 4 сле­
дует МсМ(1--0) . Е с л и Н р е М б т ( ­ ­АС+) , то 
М <= М ( О) в силу лемм 2, 4 и б. Для Но 6 
Мвг(-АС+) имеем М с М 0» ­ ­ О ) на основании лемм 
2, 4. Если Но е Мб С­ ­ 0 0 ) , то то лекмы 2 получаем 
М <= М ( Я ­ + ) .Для Но е М б С­ ­ ХО) при условии 
11-2 . что означает выполнение неравенства Л.'(л)< Р'(сх), 
имеем неравенство Но<£ > Нор , которое противоречит не­
равенству Но Л $ Но р > поэтому ограничения на М 
получить невозможно. Следовательно, М <= М (ММ). Если 
Н0 6 Мб, ("­­ КО) , то из лемм 2 и 7 имеем 
М с М ( • < ­ + ) • Для Н о е М б 2 ( ' ­ ­ К О ) на основа­
нии леммы 2 получаем М с М (•)•( ­ + ) . Пусть 
Но е М б (--ОТ)) . Тогда из лемм 2, 5 имеем Мс М(1--0). 
Для Но б Мб, С­ ­ СГ>) на основании и м * 2 , 5 и 8 
получаем М <= М ( О) . Если Н0 е С1>), 
то из лемм 2, 5 имеем М«=М ( V ­ ­ О). 
Необходимость. Следует показать, что дяя сочетаний Н0 
и М , описанных в I ) —13), для 11=2 набор (Но, М. ДО) 
является классом разрешимости. Используем следувдае соо­
бражение. Если для Но из некоторого класса и дчя любого 
^1 из другого класса М набор Щ а , Н « ж Ш являете* 
классом разрешимости, то и набор (Но,М,10 является 
классом разрешимости. Таким образом, приведенное соображе­
ние дает возможность использовать теоремы работы [ 2 ^ . 
Для Н0 и М из 1 ) ­ 5 ) , 7 ) , 9 ) , И ) , 1 2 ) имеем (Но, 
М, IX) £ С5 на основании теорем [2^ (следует рассмот­
реть теоремы с 11' ф и Ы = 2 ). Кроме того, учитываем, 
что Мв(АА-+)<= И (М-*), Мб (А--О) с М(1-- О), 
Мв(А--1)) <= М(-1-- + ) , М б М О + ) с М С­/0+ ) , 
М6Л-Ж+) <=M(-i ­ + ) , A1G(­ ­00>= M(--OO). 
M6. ( ­ ­ KO) «= M (- ­ ­ O), AfG (— OD) с WC­ ­ 0+), 
MG, С­­CD) с M С— 
Для 8) никогда не выполнено в определении класса раз ­
решимости неравенство Но оС i Нор , поэтому для 
HoeMG(--X.O) считаем (.Ho,M,¡X)e CS тривиально. 
Для б ) , 1 0 ) , 1 3 ) доказательства будут даны в теоремах 2­4. 
Т е о р е м е 2. Пусть U = Z, Ное MGZ (-АС+~), 
Af <= M ( i - - О ) . Тогда (Но, M, U)е СЗ 
Д о к а з а т е л ь с т в о . Запишем Мбг (-АС+) 
в развернутом виде: 
М б д М О У ­ { F e A f G M C + ) : ( V u „ , u t ô , u , s e R . \/игии^ 
Ц»е Vu*, U 3 2 , U » , Uw> ü « , е ) ( u H < £/и, 
« » € С"*,-"*!, "г, < , и 2 ь в fu 2 f , u ^ ] , 
«м * "за) ( F ( u „ , U » . UM, « * ) ­ í , > & « 
Пусть заданы cí.Jb и Ц такие, что <Á4Uíjb . Полагая 
U(a)=u„, U(6)=u&1, Jj(d)=uM, J.'(ê) = uIM,' 
/»((*) = ua. Pífy^uzz, р'(а)=иц>, f>'m = u^, 
U(a)= U,b, u(6) = u 2 a , " Y a ) = uib, u'(é) = u4b, 
для F e M G z f J Î C + ) при Fx = Ffx­ia), x(6),x'(a), ¿(6)), 
имеем FÁ>FJb V F u e [F<Á,Ffil 
Пусть «о е М672 ( ­ЛС+), W, е М(1— О), U = 2, и пусть да ­
на краевая задача вида ( 1 ) ­ ( 4 ) . Покажем, что эта краевая 
задача при h0 е [Н0Л, Hop}, /l<e f H,ol , Hip] имеет 
обобщенное решение. Этим будет показано, что (Но, 
M ( f ­ 0 ) , 2 ) e C 5 . 
Построим последовательности t^iJ и íyb¿) такие, 
Пусть Л" ° í , P**ft . Если" и уже построе­
ны, тогда о (^ + 1 и строим следующим образом. 
Возьмем U f i ) ­обобщенное решение ( I ) таксе, что 
U = hi (существует 
в силу теорем [2]). Из определения Но е М б д ( ­ АС +) и 
Но ^ Но Pi имеем 
Полагаем <=íí+,«=o(í, _/b¿+^ * , если м.'(я) * «¿i (Q­), 
и oí i+ , = U, / ч + , « _/b¿ — в противном случае.Отметим, 
что в обоих случаях HoeCt+i * Ho_/b¿+4 
Таким образом, построены последовательности f°£i3 и 
f ^ i } , которые имеют пределы (см.[2]) о£ 0 и Joo . Для 
« 4 и ро выполнено Ho°¿o * Н 0 Jb 0 , <U.'0(d) ( fi'0 (а), 
< ¿ o ( é ' ) ­ ^>o f é ) . Ко тогда в силу Н с е M G a f ­ . A C " 0 с 
с получаем Н о ^ о > Н 0 _/Ь0 > что вмес­
те с неравенством Ho<¿o ¿ Но Jb 0 дает НоЛо =h0 = HoPo. 
Так как , то решение 
найдено. 
Аналогично доказываются теоремы; 
Т е о р е м а 3. Пусть í l « 2 , Н 0 е M G a C ­ ­ ­ К О ) , 
М о М ( Я ­ +Y Тогда ( Н 0 , М, l í ) с CS. 
Т е о р е м а 4. Пусть ü*2, HoeMG¿(--CD),Mc М(Н-+). 
Тогда (Н©, М , « ) е С # . 
Сформулируем теорему, получаемую из теоремы I заменой 
типа ­i—»­­t. 
Т е о р е м а 5. Пусть U = 8. (Но,М,Ц)еСЗ 
тогда и только тогда, если Н 0 и А1 принадлежат одному 
из следующих сочетаний классов функций соответственно: 
1) М6(ЛА-+\ М(-00), 
2) M G M O + ), М С < " 0 ) , 
31 М б ( ­ Л О \ M C ­ ­ 0 0 ) , 
4) MG(A--O), M(-1Q+\ 
5) Мб, ( Л ­ С ) , М ( ­ ­ 0 + ) , 
6) М б 2 (А— С), MC­fO­O, 
7) М б ( ­ ­ 00 ) , М ( И ­ + ) , 
8) М б ( ­ ­ О У ) , М О Ж ) , 
9) М б , С — О Ц М Р ­ ­ + ) , 
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СБ ОДНОЙ ЗАДАЧЕ а СВОБОДНОЙ ГРАНИЦЕЙ ДЛЯ 
ОБЫКНОВЕННОГО ДИЙФЕРЕНЦ:1АЛЫЮГ0 УРАВНЕНИЯ 
ВТОРОГО ПОРЯДКА 
При исследовании эффектов локализации и образования 
структур в газовой динаучке рассматривается следующая крае­
вая задача со свободной границей [1]: 
Выясним следующие вопросы. 
Пусть задача ( I ) имеет решение при некотором Оо>0. 
Имеет ли задача решение при а , близких к €В& ? 
Пусть задача ( I ) имеет решения при недатервя; €Л* я 6rz 
( 0 < Q, < <3г ) . Имеет ли задача решения» н$эи вееаг 
c t e ]аи а * [ ? 
Относительно функции t(t) всюду в дажшввз»» пред­
полагаем следующее: 
x " = ^ <0^<î) х ( I ) 
xiO) = a, x ( t o ) = x ' ( t 0 ) ­ 0 . 
х ' г О<0 (0<t<U\ 
Под решением задачи ( I ) понимаем пару (x fO . toV-
( x ( + U 0 ) e c ' fO. to ] П C a J O , t o O J O , c o f 
I . функция *€(•<:)> О при 0<±<°а; 
П. функция непрерывна при 0<t<^*,¡ 
Ш. функция не возрастает при росте 
IV. существует ^Р^^т^Ш (0*т<£)-, 
V. при любых б е з о ^ Г , 1е10,°а[ 
В работе будут доказаны следующие теоремы: 
Т е о р е м а I (единственности). При любом а>0 
задача ( I ) не может иметь двух различных решении. 
Т е о р е м а 2 . Пусть <Хч1г,а,)гЬо(Ш)) и {ХеГо ,аД 
•¿0(02.1) решения задачи ( I ) при различных а , и а г . 
Пусть а , < а г . 
Тогда Ь> (Оч) < (аг\ 
у.Л±,а1)< х г ( * , а г ) при ОчЬ<Ь0<а,). 
Т е о р е м а 3. Пусть задача ( I ) имеет решения при 
некоторых а, и а.г (0<л1<ае). 
Тогда она имеет решения при всех а е ­ З а , , а^С. 
Т е о р е м а 4. Пусть задача ( I ) имеет решение при 
некотором о.о>0 . Тогда она имеет решения при всех а>0 
из некоторой окрестности &о и ( х ( < : , а ) , -¿0 ( а ) ) непрерыв­
ная функция о. . 
Т е о р е м а 5. Пусть функция такова, что 
при любых ё е D O . i l , 1 е Л 0 , « » Г . 
Тогда при каждом а > 0 задача ( I ) имеет единственное 
решение, которое может быть получено методом итераций. 
Для доказательства сформулированных теорем представим 
задачу ( I ) несколько в ином виде. Сделаем в задаче следую­
щую замену переменных 
х.(€)=ау(г), ( 2 ) 
у" 
2у". 
у(0)-±, уОо) = у'Но)-0, 
У'Ю<0 (0<±<и), 
где 
2 * а . 
Положим 
12 [у'Ш] и(о)-о. 
Тогда У'И) » ­ и-'^(у), 1 
Из уравнения «Л у « имеем 
* * » * 
2ц(у ) - (Г/Ой/) *2]ч(]и1г(ш)с1и>) $ 
(4) 
( б ) 
¿ 5 (6) 
Л е м м а I.. Оператор Г обладает следующими свой­
ствами: . 
1. ПК. = КСоо 1 ) . ио'У . 
2 . и,4иг Гщ< Ги 2 ( (/и, ,и г еК) , 
3. оператор Г непрерывен на К. 
4. оператор Г ц„­вогнут на К (оо) . 
В результате приходим к такой задаче.­
Действительно, 
г < 1 
Монотонность оператора Г непосредственно следует 
из монотонности функции t(t) . Непрерывность оператора Г 
следует из непрерывности функции 'i.(t). 
Условие У, налагаемое на функцию , обеспечивает 
и0 ­вогнутость оператора Г на К(Цо) . 
Л е м м а 2 . Краевая задача ( I ) топологически экви­
валентна интегральному уравнению ( 6 ) , рассматриваемому на 
Д о к а з а т е л ь с т в о . Прежде всего очевид­
но: задача ( I ) топологически эквивалентна задаче (3). 
Здесь К ­ конус неотрицательных функций из С [ 0 , i } j 
Н± ­ множество функций и(у) е К таких, что U '/г(у) сум­
мируема на [ 0 , 1 ] ; KlU-o) ­ множество функций из К , 
соизмеримых Uc(y) . (Определение К(и0) , монотонного, 
Uo ­вогнутого оператора и других объектов теории положи­
тельных решений операторных уравнений, используемых в дан­
ной статье, имеются в [ 2 ] ) . 
Д о к а з а т е л ь с т в о . Т.к. функция не­
отрицательна, то оператор Г каждую непрерывную и неотри­
цательную на [D,i] функцию переводит в непрерывную неот­
рицательную функцию, т . е . ГК К. , Покажем, что 
с HfUo) . Для этого достаточно показать, что 
0< tun ':<Р9 C V u e O 
­ т ы ­
Напомним, что два операторные уравнения (в частности, 
краевая задача и интегральное уравнение) топологически эк­
вивалентны, если они эквивалентны и между множествами, на 
которых они определены , установлен гомеоморфизм. Отсюда 
сразу же следует, что если решение одного операторного 
уравнения получено как предел некоторой сильно сходящейся' 
последовательности, то подобным же образом может быть по­
лучено и решение топологически эквивалентного ему оператор­
ного уравнения. 
Доказательство же топологической эквивалентности зада­
чи (3) имеется в работе [ з ] . 
Отметим, наконец, что если интегральное уравнение (6 ) 
имеет решение U(i/ ) в конусе неотрицательных непрерывных 
функций, то ему отвечает решение ( * ( "£ ) , t 0 ) задачи ( I ) , 
где 
4 = Г g f o 
z° J u'"(u>Y 
(?) 
Здесь ­ обращение 1с(€). 
Д о к а з а т е л ь с т в о т е о р е м ы I . 
Доказательство теоремы основано на следующей теореме 
теории операторных уравнений [ 2 , теорема б.з] : 
Если оператор Г и\, ­вогнут и монотонен, то уравнение 
Л ц « Ги ни при каком значении параметра X не имеет 
двух различных ненулевых решений в конусе. 
В лемме I установлено, что оператор Г , определенный 
правой частью уравнения ( б ) , Но ­вогнут и монотонен. 
В силу леммы 2 , свойство единственности распространя­
ется и на задачу ( I ) . 
Д о к а з а т е л ь с т в о т е о р е м ы 2. 
Доказательство теоремы основано на такой теореме [ 2 , 
теорема б л } : 
Пусть оператор Г вогнут и монотонен. Пусть Ц, и Ч^-
ненулевые положительные решения уравнения Ли = Г и . с о ­
ответствующие различным значениям Л1 и Л^ параметра 2.-. 
Пусть, наконец, Л , < Д г . Тогда и ( >, и } . 
Пусть ( Х ^ . а / ) , * « , ( « , ) " ) , (х.е.(±,аг),1о(си1) 
решения задачи ( I ) при различных и О г . Тогда и уравне­
ние ( б ) имеет два различных решения И, и и 2 при Л, и Д г , 
где Л, = а / * , Л 2 =• . Пусть для определенности 
О­, < а г . Тогда и Л, < Лг. 
Оператор Г , определенный правой частью уравнения 
(6 ) , вогнут и монотонен. Следовательно, и < ( у ) ^ и 2 /у) . 
Из соотношений (7 ) получаем £ 0 (ои) < ±о (Оя), 
х « ( ± , а / ) < х г а г ) при &*£*%3((х&. 
Теорема доказана. 
Д о к а з а т е л ь с т в о т е о р е м ы 3. 
Доказательство теоремы основано на следующем утверж­
дении [ 2 , теоремы 6 . 2 ] : 
Пусть уравнение Ли "Ги а вогнутым и монотонным 
оператором Г имеет ненулевые положительные решения и, и 
Ц д при положительных значениях Д, и т?г параметра Л . 
Пусть конус [\ сильно миниедрален. Тогда уравнение Ли=-
= Ги имеет ненулевые положительные решения при всех 
Пусть задача ( I ) имеет решения при некоторых а, и 0.г 
(О < а, < а 2 ) . Тогда и уравнение (6) имеет решение при 
соответствующих Л1 и Лг. (0<Л1<ЛЁ). 
Уравнение (6) рассматриваем в конусе Кл , где ­
конус неотрицательных функций в пространстве 1.р 
(1 4 р < к>). 
Известно, [2], что конус К 2 правилен и сильно миниед­
рален. Как было ранее показано, оператор Г вогнут (более 
того, он и0 ­вогнут) и монотонен. Следовательно, выполне­
ны все требования, предъявляемые к оператору " с тем, 
чтобы уравнение (6) имело решение при всех Ле1Л1гЛг[. 
Согллсно лемме 2, этим же свойством обладает и задача 
( I ) . Теорема доказана. с , 
Д о к а з а т е л ь с т в о т е о р е м ы 4. 
Доказательство данной теоремы основано на следующем 
результате теории операторных уравнений [ 2 , лемма 6 . 1 ] : 
Пусть оператор Г ­вогнут, пусть конус К прави­
лен и сильно миниедрален. Тогда позитивный спектр операто­
ра Г вместе с каждой точкой ­^о содержит полностью некото­
рую ее окрестность, и и(Л) - непрерывная функция Л. 
Будем рассматривать уравнение ( 6 ) в конусе Кц^^Р-
Пусть задача ( I ) имеет решение при некотором <Хо>0 . Тог­
да, согласно лемме 2, уравнение (6) имеет решение при 
~Л0 « а 0 ' * . Оператор Г , определенный правой частью 
уравнения ( 6 ) , согласно лемме 2, обладает свойством и0 -
вогнутости. 
Следовательно, при всех Л>0 из некоторой окрест­
ности 7<-0 уравнение (6 ) имеет решение и(у,Л) , принадле­
жащее Ьр . При этом и(у,Л) непрерывна по совокупности 
переменных. 
В силу ограничений, наложенных на функцию Ч(^), 
всякое решение интегрального уравнения ( 6 ) , принадлежащее 
1-р[0, {] , принадлежит и С Г0,1) . Теорема доказана. 
Д о к а з а т е л ь с т в о т е о р е м ы 5. 
Доказательство теоремы основано на следующем утвержде­
нии [ 4 ] : 
Пусть монотонный оператор удовлетворяет условию 
Г(Аи)ъ-РГи [ЛН.Щ1*4, ( 8 ) 
где _/Ье]0,1[ . Пусть конус К нормален и Г оставляет ин­
вариантной компоненту конуса К(Цо) . Тогда уравнение 
ц = Г и имеет в К(Цо) единственное решение, и это реше­
ние можно получить методом последовательных приближение, 
причем последовательные приближения сходятся по норме того 
пространства, в котором рассматривается конус К. 
Дело в том, что ограничения, налагаемые в данной1 тев— 
­ 154­
реме на оператор Г и конус К, обеспечивают выполнение у с ­
ловий принципа сжатых отображений для оператора Г в мет­
рике Биркгофа 
^(и,гз) = тт [л-- е"и.1 о * е ц ] ( и , и е К(ио^). 
Рассмотрим уравнение (6 ) в пространстве С СО,4] . Ко­
нус Ксг С [0,1] нормален. 
Из выполнения того требования, что при любых ё е ] 0 , 1 [ 
следует, что при любом Д > 0 
и ГдЦ.г ~^ Гц . Тогда Гд ­ сжимающий оператор. 
Так как интегральное уравнение ( 6 ) топологически эк­
вивалентно задаче ( I ) , то из равномерной сходимости неко­
торой последовательности к решению уравнения ( 6 ) , следует 
что соответствующая ей последовательность равномерно схо­
дится к решению задачи ( I ) . 
Теорема доказана. 
Полученные здесь результаты распространяются на сле­
дующую задачу 
31(0) = 1, Щ$*Щ^о (и>о\ 
встречающуюся при рассмотрении сжатия газа в режиме с обос­
трением [ б ] . 
П р и м е ч а н и е . При доказательстве всех приве­
денных здесь теорем не предполагается непрерывность опера­
тора Р . Это позволяет ослабить требование непрерывности 
функции , заменив его, например, требованием измери­
мости *С(€) . При этом необходимо соответствующим образом 
определигь решение задачи ( I ) . 
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Заключение 
Результаты, излагаемые в статьях настоящего сборника, 
представляют определенный интерес для специалистов по ма­
тематической физике, занимающихся как теоретическим иссле­
дованием, так и исследованиями прикладных задач, сводящих­
ся к краевым задачам обыкновенных дифференциальных уравне­
ний. 
. Кроме того, эти результаты могут быть использованы 
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УДК 517.927 
Лепин А.Я. О РАЗРЕШИМОСТИ КРАЕВЫХ ЗАДАЧ ДЛЯ УРАВНЕНИЯ 
ВТОРОГО ПОРЯДКА // Теоретические и численные исследования 
краевых задач. ­ Рига: ЛГУ им.П.Стучки, I989. ­C.4­T2. 
Доказано 15 теорем о разрешимости краевой задачи 
У « ^^,х.хО' . &х­Я<, //гх = п 4 ; 
при наличии условия Шредера. 
Библиогр. 8 назв. 
УДК 548.732+5А.547 
Степанов A.A. О ЖЭТЕГЯОМ ПРЕОБРАЗОВАНИИ ФУРЬЕ В ОДНОЙ 
ОБРАТНОЙ КРАЕВ0ЙЗАДАЧ2 // Теоретические и численные иссле еования краевых задач. ­ Рига: ЛГУ им.П.Стучки, 1989. ­•13—18. 
Рассмотрим численный алгоритм и единственность реше­
ния обратной задачи диагностики кристаллов по данным рент­
геновской дифракции. 
Библиогр. 9 назв. 
УДК 517.927 
Садырбаев Ф.Ж. О ПРАВИЛЬНЫХ РЕШЕНИЯХ УРАВНЕНИЯ ТИПА ЭМДЕНА 
ФАУЛ1РА // Теоретические и численные исследования краевых 
задач. ­ Рига: ЛГУ им.П.Стучки, 1989. ­ С.19­25. 
Доказываются новые свойства решений Нехари (см. РЖМат 
1963, ЗБ187) уравнения 
у " + р ( х ) / у / &у- О. &>0. ( I ) 
с непрерывной функцией Р(*)>0 . В терминах решений 
Нехари приводятся условия существования правильного (про­еолжимого до бесконечности) решения уравнения ( I ) . иблиогр. 3 наза. 
УДК 517.911 
Задворный Б.В. ПСЕЭД)ЭКВИВАЛЕНТНЫВ РАНЕНИЯ ОБЫКНОВЕННЫХ 
Д^ЕРЕНЦИАЛЪНЫХ УРАВНЕНИЙ // Теоретические и численные 
исследования краевых задач. ­ Рига: ЛГУ им.П.Стучки, 1989. 
­ С. 26­36. 
В более ранних работах автора (см. .например, РЖМат, 
1987, 12Б173Деп.) изучалось определяемое в них свойство 
л 
обобщенной непрерывной зависимости решений дифференциаль­
ных уравнений от начальных данных. В реферируемой статье 
обсуждаются проблемы, с которыми пришлось столкнуться при 
доказательстве некоторых утверждений, вследствие чего в о з ­
никла необходимость введения отношения псевдоэкзяэалент­
ности решений: изучаются некоторые свойства псездоэквива­
летных решений; на основе этих свойств рассмотрены другие 
утверждения об обобщенной непрерывной зависимости решений 
от начальных данных. 
Библиогр. 7 назв. 
УДК 517.925.46 
Лепин Л.А. О КОЛИЧЕСТВЕ НУЛЕЙ У РЗЙНИЙ ОДНОГО ЛИНЕЙНОГО 
Дде::РЕНЦИАЛЫЮГО УРАВНЕНИЯ ВТОРОГО ПОРЯДКА // Теоретичес­
кие и численные исследования краевых задач. ­ Рига: ЛГУ 
им.П.Стучки, 1989. ­ 5.37­46. 
Исследован вопрос о количестве нулей у решений линей­
ного уравнения 
.2"+ Ла'+-й*- Се Г а ' ­0 , 
где Л. Ъ, С.ре ( 0 , ­ » ­ ° о \ 4& * Лй, удовлетворяющих 
условию &т &(-ь)*=4. 
Библиогр. 3 назв. 
УДК 517.927 
Беспалова С . А . , Клоков Ю.А.' ОБ ОДНОМ ОБОБЩЕНИИ УРАВНЕНИЯ 
БЛАЗИУСА // Теоретические и численные исследования краевых 
задач. ­ Рига : ЛГУ им.П.Стучки, 1989. ­ С. 47­55. 
Исследуется существование и единственность решения 
краевой задачи 
X1" = х" (Л*Лх + Сж'+2>х"), 
х (0 )= Но, х ' С 0 = а . хЧ+«о)»&. 
где Л.Ъ.С.Т), Х о . а . ^ е Л . 
Библиогр. 4 назв. 
УДК 518.61 
Беспалова С.А. ЭФФЕКТИВНОСТЬ ПРИМЕН5НИЯ ШЛШОМОВ ЧЕБЫШЕВА 
ДЛЯ РЕЬЕНИЯ СИНГУЛЯРНЫХ ОДУ // Теоретические и численные 
Исследования краевых задач. Рига: ЛГУ им.П.Стучки. 1989. ­
С. 56­67. 
Исследуется эффективность применения полиномов Чебы­
шева для численного решения задач Коши, сингулярных ОДУ 
где 4<е(0,~Ош 1о. £ер(*о*&п\ в общем, нелиней­
ная относительно х.*г , г* 0.4..... X я"» Д£, функция 
имеет при 1*0 особенность первого рода некоторого поряд­
ка Г1»*. 
Библиогр. 29 назв. 
УДК 517.927 
Гризан Г.П. О РАЗРЕШИМОСТИ ОДНОЙ КРАЕВОЙ'ЗАДАЧИ ДЛЯ СИСТЕМ 
СИНГУЛЯРНЫХ ОДУ // Теоретические и численные исследования 
краевых задач. ­ Рига: ЛГУ им.П.Стучки, 1989. ­ С.68­73. 
Исследуется разрешимость краевой задачи 
х ' ( О ) ­ 0 . 
где с?е Саг (10 щ 1 0 ­ Г Д > 3 . »*>¿7. 
Библиогр. 5 назв. 
УДК 517.927 
Звягинцев А.И. АГРАРНЫЕ ОЦЕНКИ СУММЫ РЕШЕНИЙ ОДНОЙ 
ПРИКЛАДНОЙ ЗАДАЧИ // Теоретические и численные исследова­
ния краевых задач. ­ Рига: ЛГУ им.П.Стучки, 1989. ­ С.74— 
Приводятся условия существования априорных оценок 
суммы решений одной краевой задачи химического катализа. 
Библиогр. 2 назв. 
УДК 517.927 
Звягинцев А.И. .Зубова Л. Ф. .Пономарев Д.Ю. О СУЩЕСТВОВАНИИ 
СТАдаНАРНЫХ РЕШЕНИИ ОДНОЙ КРАЖИ ЗАДАЧИ ХИМИЧЕСКОЙ 
КИНЕТИКИ ¿7 Теоретические и численные исследования краевых 
задач. ­ Рига: ЛГУ им.П.Стучки, 1989. ­ С.83­90. 
Для краевой задачи химической кинетики 
приводятся условия существования решения с заданными огра­
ничениями. 
Библиогр. I назв. 
УДК 517.927 
Ленина Э.И. КРАЕВЫЕ ЗАДАЧИ БЕЗ МАКСИМАЛШОГО РЕЛЕНИЯ 
// Теоретические и численные исследования краевых задач. ­
Рига: ЛГУ им.П.Стучки, 1989. ­ С.91*99. 
Первая часть работы, в которой при помощи построения 
примеров доказывается полнота системы теорем о существова­
нии максимального обобщенного решения краевой задачи 
= (%*,*.'), п\х­А,, Нгх«/» а. 
Библиогр. 2 назв. 
УДК 517.929 
Дударев Е.П. О ПРЕДСТАВЛЕНИИ РЕШЕНИЯ И РАЗРЗНИМОСТИ 
ОБЩЕЙ КРАЕВОЙ ЗАДАЧИ ДЛЯ ОДНОЙ СИСТЕМЫ ЛШЕЙНЫХ ФУНКЦИО­
НАЛЬНО­ДШЕРЕНШЛЬНЩ УРАВНЕНИЙ, НЕ РАЗРЕШЕННОЙ ОТНОСИ­
ТЕЛЬНО 11Р0ИЗВ0ДЬ0Й // Теоретические и численные исследова­
ния краевых задач. ­ Рига: ЛГУ им.П.Стучки, 1989. ­ С.100­
Исследуется краевая задача; 
£ [ Ш х Ш ) ' ( « * Ш ) + ­ « • < « * £ о о , 
где ­в ­ т х П т ­матрица, элемввач» иаторой принадлежат 
¿.00 К-Цр-+-1.р (1зр< + оа) ­ линейный интегральный 
оператор, удовлетворяющий следующему условию: если р** , 
то К - слабо вполне непрерывный, если /</><­*• о»­ , то 
ядро оператора К обладает одним, из свойств £ф>, 
или 31?л ; Л ­ /п хл ­матрица, элементы которой яринадле­
жат ; £е. ¿2 ; С : 1>/К?* ­произвольный 
линейный ограниченный вектор­функционал; о<*Л" 
Получены представление решения и критерий разрешимости 
исследуемой задачи. 
Библиогр. 13 назв. 
УДК 517.911 
Адъютов М.М. ЕДИНСТВЕННОСТЬ ПОЛОЖИТЕЛЬНОГО РЕШЕНИЯ ЗАДАЧИ 
Ш Ш ПРИ ОТСУТСТВИИ УСЛОВИЯ ЛИПШИЦА // Теоретические и 
численные исследования краевых задач. ­ Рига: ЛГУ им.Й.Стуч 
к», 1989. ­ С.112­120. ' 
В работе доказано существование положительного в неко­
торой правой полуокрестности точки ± 0 решения задачи 
х*­ х*1 i а, X. X') * Р(±, х. к1), 
где функции / и Р удовлетворяют условию Липшица по 
второму и третьему аргументу. Это решение единственно и 
непрерывно зависит от -Ьо . 
Библиогр. 6 назв. 
УДК 517.956 
Мамонтов Е.В. 0 РАВНОВЕСНОМ РЕШЕНИИ СИСТЕМЫ ДИФФЕРЩИАЛЬНЫХ 
НЕАВТОНОМНЫХ ЛИНЕЙНЫХ УРАВНШИЙС ЧАСТНЫМИ ПРОИЗЮДНЫМИ 
//Теоретические и численные исследования краевых задач. ­
Рига: ЛГУ им.П.Стучкк, 1989. ­ С. I 2 I ­ I 24 
В работе рассматривается уравнение 
D(x>i/ = y- /М, ( I ) 
где х е Я " 1 , # « ( ­ ° ° . + ° ° ) » m*i, ye&1mi,f. /R"Lr£* 
Je С ( IR. ) . 3>(x) _ дифференциальный линейный 
оператор с частными производными по компонентам вектора ж 
и с коэффициентами, являющимися действительными матрицами: 
размера a x a .элементы которых определены на ле"* и при­
надлежат классу С~ с Л . " г ) . Предполагается, что все компо­
ненты вектора и элементы матриц ­ коэффициентов 
оператора т>(к) ­ ограничены на Л™ и их всевозможные 
частные производные всех порядков также ограничены на 
Получены условия существования единственного ограни­
ченного на К.1" решения уравнения ( I ) и указан его вйа. 
пригодный для практического использования. 
УДК 534.2 
Андреев В.П. , Гудков В.В. ОБ УПРУГИХ КОЛЕБАНИЯХ ИЗОТРОПНОГО 
БЕСКОНЕЧНОГО Ц И Ж 1 Д Р А ОСОБОГО СЕЧЕНИЯ // Теоретические и 
численные исследования краевых задач. ­ Рига: ЛГУ им.П.Стуч­
ки, 1989. ­ С.125­133. 
Рассматривается задача об упругих колебаниях цилиндра 
с сечением в виде кольцевого сектора. В цилиндрической сис­
теме­ координат решение задачи Дирихле представлено в виде 
рядов по собственным функциям, удовлетворяющим уравнению 
Бесселя. Предложена методика вычисления собственных чисел 
­ индексов функций Бесселя. 
Библиогр. I назв. 
УДК 517.927.4 
Виржбицкий Я.В. О РАЗРЕШИМОСТИ ДВУХТОЧЕЧНОЙ КРАЕВОЙ ЗАДАЧИ 
С ОГРАНИЧЕНИЕМ Л(А) < Л>ЧА) // 1еоретические и численные 
исследования краевых задач. ­ Рига: ЛГУ им.П.Стучки, 1989.­
С 134­146. 
Изучается обобщенная разрешимость краевой задачи 
Г X я - # * , Х . Х . \ ^(Х(А),Х(6>,Х'(А\ХЩ = ^ 
\ О И Ш Р . *1'(А)<Р'(А), 
при С А Г Я), ¿'0 Но - фиксирована. 
Доказаны необходимые и дре­татсчше условия разрешимости. 
Ьиблиогр. 3 назв. 
УДК 517.927 
Колосов А.И. ОБ ОДНОЙ ЗАДАЧЕ СО СЯОШКОЙ ГРАНИЦЕЙ ДЛЯ 
ОБЫКНОВЕННО ГО ДИИЕРЕН1#1АЛЬНОГО УРАВНЕНИЯ ВТОГСГО ГОРЯДКА 
// Теоретические и численные исследования краевых задач. ­
Рига: ЛГУ им.П.Стучки, 1989. ­ £ Т о т Л а Г . * ^ 
Рассматривается краевая задача 
х(0)-а, ж / Ъ > ­ * ? А ь > 0 , 
Х.'1±)<0, (ОН<*т%, 
встречающаяся при исследовании эффектов локализации и об­
разования структур в газовой динамике. 
Под решением задачи понимается 
(х.а),Ъ>)еС1[0,1<,]ПСеЛ),Ы'М*«>[. 
УП 
В предположении, что при ie30, + °o[ функция положи­
тельна, непрерывна и не возрастает, а также удовлетворяет 
некоторому условии вогнутости .выясняется зависимость р е ­
шения задачи от параметра а . 
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