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on a Product of Matrix Halfplanes
Dmitry S. Kalyuzhny˘ı-Verbovetzki˘ı
Abstract. We generalize our earlier results from [9] on the Bessmertny˘ı class
of operator-valued functions holomorphic in the open right poly-halfplane
which admit representation as a Schur complement of a block of a linear ho-
mogeneous operator-valued function with positive semidefinite operator coef-
ficients, to the case of a product of open right matrix halfplanes. Several equiv-
alent characterizations of this generalized Bessmertny˘ı class are presented. In
particular, its intimate connection with the Agler–Schur class of holomorphic
contractive operator-valued functions on the product of matrix unit disks is
established.
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1. Introduction
In the PhD Thesis of M. F. Bessmertrny˘ı [4] (the translation into English of some
of its parts can be found in [5, 6, 7]) the class of rational n × n matrix-valued
functions of N complex variables z = (z1, . . . , zN) ∈ CN , representable in the form
f(z) = a(z)− b(z)d(z)−1c(z), (1.1)
where a linear (n+ p)× (n+ p) matrix-valued function
A(z) = z1A1 + · · ·+ zNAN =
[
a(z) b(z)
c(z) d(z)
]
(1.2)
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has positive semidefinite matrix coefficients Aj , j = 1, . . . , N , with real entries,
was considered. Such a representation (1.1)–(1.2), was called in the thesis a long
resolvent representation. The motivation of its consideration comes from the elec-
trical engineering. Bessmertrny˘ı has shown that this class is precisely the class of
all characteristic functions of passive 2n-poles, where the impedances of elements
of an electrical circuit are considered as independent variables.
In [9] a more general class BN(U) of holomorphic functions on the open right
poly-halfplane ΠN := {z ∈ CN : Re zk > 0, k = 1, . . . , N}, with values in the
C∗-algebra L(U) of bounded linear operators on a Hilbert space U , which admit
a representation (1.1) with a linear pencil A(z) as in (1.2), however consisting
of operators from L(U ⊕H) where H is an auxiliary Hilbert space, such that
Aj ≥ 0, j = 1, . . . , N , was introduced. Here the Hilbert spaces are supposed to
be complex. This class BN(U) was called the Bessmertrny˘ı class. Any function
f ∈ BN (U) is homogeneous of degree one and takes operator values with positive
semidefinite real parts. Moreover, f can be uniquely extended to a holomorphic
and homogeneous of degree one function on the domain
ΩN :=
⋃
λ∈T
(λΠ)N ⊂ CN , (1.3)
so that (1.1) holds true for z ∈ ΩN , as well as the homogeneity relation
f(λz) = λf(z), λ ∈ C \ {0}, z ∈ ΩN , (1.4)
and the symmetry relation
f(z¯) = f(z)∗, z ∈ ΩN (1.5)
(here λz = (λz1, . . . , λzN ) and z¯ = (z¯1, . . . , z¯N)). In [9] several equivalent char-
acterizations of the Bessmertny˘ı class have been established: in terms of certain
positive semidefinite kernels on ΩN × ΩN , in terms of functional calculus of N -
tuples of commuting bounded strictly accretive operators on a common Hilbert
space, and in terms of the double Cayley transform. Let us briefly recall the
last one. The double Cayley transform (over the variables and over the values),
F = C(f), of a function f ∈ BN(U) is defined for w in the open unit polydisk
DN := {w ∈ CN : |wk| < 1, k = 1, . . . , N} as
F(w) =
(
f
(
1 + w1
1− w1 , . . . ,
1 + wN
1− wN
)
− IU
)(
f
(
1 + w1
1− w1 , . . . ,
1 + wN
1− wN
)
+ IU
)−1
.
(1.6)
For any f ∈ BN(U), its double Cayley transform F = C(f) belongs to the Agler–
Schur class ASN (U), i.e., F is holomorphic on DN and ‖F(T)‖ ≤ 1 for ev-
ery N -tuple T = (T1, . . . , TN) of commuting strict contractions on a common
Hilbert space (see details on this class in [1]). Moreover, there exist Hilbert spaces
X ,X1, . . . ,XN such that X =
⊕N
k=1 Xk, and an Agler representation
F(w) = D + CP (w)(IX −AP (w))−1B, w ∈ DN , (1.7)
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where P (w) =
∑N
k=1 wkPXk , with orthogonal projections PXk onto Xk, and[
A B
C D
]
=: U = U−1 = U∗ ∈ L(X ⊕ U).
Conversely, any function F ∈ ASN (U) satisfying the latter condition can be rep-
resented as the double Cayley transform, F = C(f), of some function f ∈ BN (U).
Let us recollect that matrices Aj , j = 1, . . . , N , in original Bessmertny˘ı’s
definition had real entries, thus functions from his class took matrix values whose
all entries were real at real points z ∈ RN . In [9] we have considered also a “real”
version of the (generalized) Bessmertny˘ı class. Namely, we have defined the real
structure on a Hilbert space U by means of an anti-unitary involution (a counter-
part of the complex conjugation), i.e., an operator ι = ιU : U → U such that
ι2 = IU , (1.8)
〈ιu1, ιu2〉 = 〈u2, u1〉 , u1, u2 ∈ U . (1.9)
Such an operator ι is anti-linear, i.e.,
ι(αu1 + βu2) = α¯u1 + β¯u2, α, β ∈ C, u1, u2 ∈ U .
An operator A from L(U ,Y), the Banach space of all bounded linear operators
from a Hilbert space U to a Hilbert space Y, is called (ιU , ιY)-real for anti-unitary
involutions ιU and ιY if
ιYA = AιU . (1.10)
Such operatorsA are a counterpart of matrices with real entries. Finally, a function
f on a set Ω ⊂ CN such that z ∈ Ω ⇔ z¯ ∈ Ω, which takes values from L(U ,Y) is
called (ιU , ιY)-real if
f ♯(z) := ιYf(z¯)ιU = f(z), z ∈ Ω. (1.11)
If U = Y and ιU = ιY = ι then such a function is called ι-real. We have defined
the “ι-real” Bessmertny˘ı class ιRBN (U) as the subclass of all ι-real functions from
BN(U). The latter subclass is a counterpart of the original class considered by
Bessmertny˘ı. In [9] we have obtained different characterizations for ιRBN (U), too.
In the present paper we introduce and investigate analogous classes of func-
tions (either for the “complex” and “real” cases) on more general domains. First,
we define a product of matrix halfplanes as
Πn1×n1 × · · · ×ΠnN×nN := {Z = (Z1, . . . , ZN) :
Zk ∈ Cnk×nk , Zk + Z∗k > 0, k = 1, . . . , N} (1.12)
which serves as a generalization of the open right poly-halfplane ΠN . Then we
define a conterpart of the domain ΩN as
Ωn1,...,nN :=
⋃
λ∈T
(
λΠn1×n1 × · · · × λΠnN×nN ) , (1.13)
and define the corresponding Bessmertny˘ı classes of functions on the domain
Ωn1,...,nN . Consideration of such classes can be also motivated by problems of the
theory of electrical networks since there are situations where “matrix impedances”
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are considered as matrix variables (see, e.g., [10]). On the other hand, mathemat-
ical tools for such an investigation have recently appeared. Since in [9] the close
relation of the Bessmertny˘ı classes BN (U) and ιRBN(U) to the Agler–Schur class
ASN (U) has been established, this has made possible the use of properties of the
latter class as a tool for investigation Bessmertny˘ı’s classes. In the same manner
we make use of the recent works of C.-G. Ambrozie and D. Timotin [2], J. A. Ball
and V. Bolotnikov [3] on the Agler–Schur class of function on so-called polynomi-
ally defined domains for the investigation of the Bessmertny˘ı’s classes of functions
on Ωn1,...,nN . A counterpart of the class BN (U) is introduced in Section 2, where
also a useful decomposition for functions from this class is obtained. In Section 3
the relationship between the Bessmertny˘ı class on Ωn1,...,nN and the correspond-
ing Agler–Schur class on a product of matrix disks is established. This allows us
to give a characterization of the (generalized) Bessmertny˘ı class in terms of func-
tional calculus for collections of operators. In Section 4 we describe the image of
this class under the double Cayley transform. Finally, a counterpart of the “real”
Bessmertny˘ı class ιRBN (U) is studied in Section 5.
2. The Bessmertny˘ı class for a matrix domain
Let us define the class Bn1,...,nN (U) of all L(U)-valued functions f holomorphic on
the domain Ωn1,...,nN defined in (1.13) (see also (1.12)) which are representable as
f(Z) = a(Z)− b(Z)d(Z)−1c(Z) (2.1)
for Z ∈ Ωn1,...,nN , where
A(Z) = G∗1(Z1⊗IM1)G1+· · ·+G∗N (ZN⊗IMN )GN =
[
a(Z) b(Z)
c(Z) d(Z)
]
∈ L(U ⊕H)
(2.2)
for some Hilbert spaces M1, . . . ,MN ,H and operators Gk ∈ L(U ⊕H,Cnk ⊗
Mk), k = 1, . . . , N .
Remark 2.1. If a function f is holomorphic on Πn1×n1 × · · · × ΠnN×nN and has
a representation (2.1)–(2.2) there, then f can be extended to Ωn1,...,nN by ho-
mogeneity of degree one, and this extension is, clearly, holomorphic and admits
a representation 2.1 in Ωn1,...,nN . That is why we define the class Bn1,...,nN (U)
straight away as a class of functions on Ωn1,...,nN . Keeping in mind the possibility
and uniqueness of such extension, we will write sometimes f ∈ Bn1,...,nN (U) for
functions defined originally on Πn1×n1 × · · · ×ΠnN×nN .
Theorem 2.2. Let f be an L(U)-valued function holomorphic on Πn1×n1 × · · · ×
ΠnN×nN . Then f ∈ Bn1,...,nN (U) if and only if there exist holomorphic functions
ϕk(Z) on Π
n1×n1 × · · · ×ΠnN×nN with values in L(U ,Cnk ⊗Mk), k = 1, . . . , N ,
such that
f(Z) =
N∑
k=1
ϕk(Λ)
∗(Zk ⊗ IMk)ϕk(Z), Z,Λ ∈ Πn1×n1 × · · · ×ΠnN×nN (2.3)
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holds. In this case the functions ϕk(Z) can be uniquely extended to the holomorphic
functions on Ωn1,...,nN (we use the same notation for the extended functions) which
are homogeneous of degree zero, i.e., for every λ ∈ C\{0},
ϕk(λZ) = ϕk(Z), Z ∈ Ωn1,...,nN , (2.4)
and identity (2.3) is extended to all of Z,Λ ∈ Ωn1,...,nN .
Proof. Necessity. Let f ∈ Bn1,...,nN (U). Then (2.1) holds for Z ∈ Ωn1,...,nN , some
Hilbert spaces H,M1, . . . ,MN and a linear pencil of operators (2.2). Define
ψ(Z) :=
[
IU
−d(Z)−1c(Z)
]
∈ L(U ,U ⊕H), Z ∈ Ωn1,...,nN .
Then for all Z,Λ ∈ Ωn1,...,nN one has
f(Z) = a(Z)− b(Z)d(Z)−1c(Z)
=
[
IU −c(Λ)∗d(Λ)−∗
] [ a(Z)− b(Z)d(Z)−1c(Z)
0
]
=
[
IU −c(Λ)∗d(Λ)−∗
] [ a(Z) b(Z)
c(Z) d(Z)
] [
IU
−d(Z)−1c(Z)
]
= ψ(Λ)∗A(Z)ψ(Z).
Set ϕk(Z) := Gkψ(Z), k = 1, . . . , N . Clearly, the functions ϕk(Z), k = 1, . . . , N ,
are holomorphic on Ωn1,...,nN and satisfy (2.4). Rewriting the equality
f(Z) = ψ(Λ)∗A(Z)ψ(Z), Z ∈ Ωn1,...,nN , (2.5)
in the form
f(Z) =
N∑
k=1
ϕk(Λ)
∗(Zk ⊗ IMk)ϕk(Z), Z,Λ ∈ Ωn1,...,nN , (2.6)
we obtain, in particular, (2.3).
Sufficiency. Let f be an L(U)-valued function holomorphic on Πn1×n1 ×· · ·×
ΠnN×nN and representable there in the form (2.3) with some holomorphic functions
ϕk(Z) taking values in L(U ,Cnk ⊗Mk), k = 1, . . . , N . Set
N :=
N⊕
k=1
(Cnk ⊗Mk), Pk := PMk , k = 1, . . . , N,
ϕ(Z) := col
(
ϕ1(Z) . . . ϕN (Z)
) ∈ L(U ,N ),
E := (In1 , . . . , InN ) ∈ Πn1×n1 × · · · ×ΠnN×nN ,
where In denotes the identity n× n matrix. From (2.3) we get
f(E) =
N∑
k=1
ϕk(Λ)
∗ϕk(E), Λ ∈ Πn1×n1 × · · · ×ΠnN×nN . (2.7)
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In particular,
f(E) =
N∑
k=1
ϕk(E)
∗ϕk(E). (2.8)
By subtracting (2.8) from (2.7) we get
N∑
k=1
[ϕk(Λ)− ϕk(E)]∗ϕk(E) = 0, Λ ∈ Πn1×n1 × · · · ×ΠnN×nN ,
i.e., the following orthogonality relation holds:
H := clos spanΛ∈Πn1×n1×···×ΠnN×nN {[ϕ(Λ)− ϕ(E)]U} ⊥ clos{ϕ(E)U} =: X .
For any Λ ∈ Πn1×n1 × · · · ×ΠnN×nN and u ∈ U one can represent now ϕ(Λ)u as
col
[
ϕ(E) ϕ(Λ)− ϕ(E) ] u ∈ X ⊕H.
On the other hand, for any u ∈ U , Λ ∈ Πn1×n1 × · · · ×ΠnN×nN one has
ϕ(E)u ∈ clos spanΛ∈Πn1×n1×···×ΠnN×nN {ϕ(Λ)U},
(ϕ(Λ)− ϕ(E))u ∈ clos spanΛ∈Πn1×n1×···×ΠnN×nN {ϕ(Λ)U}.
Thus, clos spanΛ∈Πn1×n1×···×ΠnN×nN {ϕ(Λ)U} = X ⊕H. Let κ : X ⊕H → N be
the natural embedding defined by
κ :
[
ϕ(E)u
(ϕ(Λ)− ϕ(E))u
]
7−→ ϕ(Λ)u =
 ϕ1(Λ)u...
ϕN (Λ)u
 (2.9)
and extended to the whole X ⊕H by linearity and continuity. Set
Gk := (Ink ⊗ Pk)κ
[
ϕ(E) 0
0 IH
]
∈ L(U ⊕H,Cnk ⊗Mk), k = 1, . . . , N,
ψ(Λ) :=
[
IU
ϕ(Λ)− ϕ(E)
]
∈ L(U ,U ⊕H), Λ ∈ Πn1×n1 × · · · ×ΠnN×nN .
Then
f(Z) = ψ(Λ)∗A(Z)ψ(Z), Z,Λ ∈ Πn1×n1 × · · · ×ΠnN×nN ,
where A(Z) is defined by (2.2). Indeed,
ψ(Λ)∗A(Z)ψ(Z) =
[
IU
ϕ(Λ)− ϕ(E)
]∗ [
ϕ(E) 0
0 IH
]∗
κ∗
(
N∑
k=1
Zk ⊗ Pk
)
κ
×
[
ϕ(E) 0
0 IH
] [
IU
ϕ(Z)− ϕ(E)
]
=
N∑
k=1
ϕk(Λ)
∗(Zk ⊗ IMk)ϕk(Z) = f(Z).
Now, with respect to the block partitioning of A(Z) we have
A(Z)ψ(Z) =
[
a(Z) b(Z)
c(Z) d(Z)
] [
IU
ϕ(Z)− ϕ(E)
]
=
[
a(Z) + b(Z)(ϕ(Z)− ϕ(E))
c(Z) + d(Z)(ϕ(Z) − ϕ(E))
]
=:
[
f1(Z)
f2(Z)
]
.
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Since for Z,Λ ∈ Πn1×n1 × · · · ×ΠnN×nN one has
ψ(Λ)∗A(Z)ψ(Z) =
[
IU ϕ(Λ)
∗ − ϕ(E)∗ ] [ f1(Z)
f2(Z)
]
= f(Z),
by setting Λ := E in this equality we get
f1(Z) = f(Z), Z ∈ Πn1×n1 × · · · ×ΠnN×nN .
Therefore, for every Z,Λ ∈ Πn1×n1×· · ·×ΠnN×nN we get [ϕ(Λ)−ϕ(E)]∗f2(Z) = 0.
This implies that for every Z ∈ Πn1×n1 × · · · × ΠnN×nN and u ∈ U one has
f2(Z)u ⊥ H. But f2(Z)u ∈ H. Therefore, f2(Z)u = 0, and f2(Z) ≡ 0, i.e.,
c(Z) + d(Z)[ϕ(Z)− ϕ(E)] ≡ 0. (2.10)
Since for every Z ∈ Πn1×n1 × · · · ×ΠnN×nN the operator P (Z) :=∑Nk=1 Zk ⊗ Pk
has positive definite real part, i.e., P (Z) + P (Z)∗ ≥ αZIN > 0 for some scalar
αZ > 0, the operator d(Z) = PHκ
∗P (Z)κ|H has positive definite real part, too.
Therefore, d(Z) is boundedly invertible for all Z ∈ Πn1×n1 × · · · ×ΠnN×nN . From
(2.10) we get ϕ(Z)− ϕ(E) = −d(Z)−1c(Z), Z ∈ Πn1×n1 × · · · ×ΠnN×nN , and
f(Z) = f1(Z) = a(Z)− b(Z)d(Z)−1c(Z), Z ∈ Πn1×n1 × · · · ×ΠnN×nN .
Taking into account Remark 2.1, we get f ∈ Bn1,...,nN (U).
Functions ϕ(Z) − ϕ(E) = −d(Z)−1c(Z) and, hence, ψ(Z) are well-defined,
holomorphic and homogeneous of degree zero on Ωn1,...,nN , thus (2.6) holds.
The proof is complete. 
3. The class Bn1,...,nN (U) and functional calculus
Let us observe now that (2.3) is equivalent to the couple of identities
f(Z) + f(Λ)∗ =
N∑
k=1
ϕk(Λ)
∗((Zk + Λ
∗
k)⊗ IMk)ϕk(Z), (3.1)
f(Z)− f(Λ)∗ =
N∑
k=1
ϕk(Λ)
∗((Zk − Λ∗k)⊗ IMk)ϕk(Z) (3.2)
valid for all Z,Λ ∈ Πn1×n1 × · · · × ΠnN×nN . We will show that the double Cay-
ley transform F = C(f) applied to a function f from the Bessmertny˘ı class
Bn1,...,nN (U) and defined as
F(W ) = [f((In1 +W1)(In1 −W1)−1, . . . , (InN +WN )(InN −WN )−1)− IU]
× [f((In1 +W1)(In1 −W1)−1, . . . , (InN +WN )(InN −WN )−1) + IU ]−1 (3.3)
(compare with (1.6)) turns the first of these identities into an Agler-type identity
which characterizes the Agler–Schur class of holomorphic L(U)-valued functions
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on the product of open matrix unit disks
D
n1×n1 × · · · × DnN×nN := {W = (W1, . . . ,WN ) ∈ Cn1×n1 × · · · × CnN×nN :
WkW
∗
k < Ink , k = 1, . . . , N}.
The latter is a special case of the Agler–Schur class of holomorphic L(U)-valued
functions on a domain with matrix polynomial defining function, which was studied
in [2] and [3]. This allows us to obtain one more characterization of Bn1,...,nN (U).
Let P (w), w ∈ Cn, be a polynomial p× q matrix valued function, and
DP := {w ∈ Cn : ‖P (w)‖ < 1}
(here and in the sequel the norm of a p× q matrix means its operator norm with
respect to the standard Euclidean metrics in Cp and Cq). Let CDP denote the set of
commutative n-tuples T = (T1, . . . , Tn) of bounded linear operators on a common
Hilbert space HT subject to the condition ‖P (T)‖ < 1. It was shown in [2] that
the Taylor joint spectrum σT (T) (see [15, 16] and also [8]) of any T ∈ CDP is
contained in DP . Thus, for any function S holomorphic on DP and any T ∈ CDP
the operator S(T) is well defined by the Taylor functional calculus (see [14, 17]
and also [8]). For the domain DP , the Agler–Schur class ASDP (E , E∗) consists of
all holomorphic L(E , E∗)-valued functions F on DP such that
‖F(T)‖ ≤ 1, T ∈ CDP . (3.4)
Recall the following theorem from [3] (the case when E = E∗ = C can be found in
[2]), however in a slightly simplified form which will be sufficient for our purpose.
Theorem 3.1. Let F be an L(E , E∗)-valued function holomorphic on DP . Then the
following statements are equivalent:
(i): F ∈ ASDP (E , E∗);
(ii): there exist an auxiliary Hilbert space M and an L(Cp ⊗ M, E∗)-valued
function HL holomorphic on DP such that
IE∗ −F(w)F(ω)∗ = HL(w) ((Ip − P (w)P (ω)∗)⊗ IM)HL(ω)∗ (3.5)
holds for all w, ω ∈ DP ;
(iii): there exist an auxiliary Hilbert spaceM and an L(E ,Cq⊗M)-valued func-
tion HR holomorphic on DP such that
IE −F(ω)∗F(w) = HR(ω)∗ ((Iq − P (ω)∗P (w)) ⊗ IM)HR(w) (3.6)
holds for all w, ω ∈ DP ;
(iv): there exist an auxiliary Hilbert spaceM, an L(Cp⊗M, E∗)-valued function
HL and an L(E ,Cq⊗M)-valued function HR, which are holomorphic on DP ,
such that[
IE −F(ω′)∗F(w) F(ω′)∗ −F(ω)∗
F(w′)−F(w) IE∗ −F(w′)F(ω)∗
]
=
[
HR(ω′)∗ 0
0 HL(w′)
]
(3.7)
×
([
Iq − P (ω′)∗P (w) P (ω′)∗ − P (ω)∗
P (w′)− P (w) Ip − P (w′)P (ω)∗
]
⊗ IM
)[
HR(w) 0
0 HL(ω)∗
]
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holds for all w,w′, ω, ω′ ∈ DP ;
(v): there exists a Hilbert space X and a unitary operator
U =
[
A B
C D
]
∈ L((Cp ⊗X )⊕ E , (Cq ⊗X )⊕ E∗) (3.8)
such that
F (w) = D + C(P (w) ⊗ IX ) (ICq⊗X −A(P (w) ⊗ IX ))−1B (3.9)
holds for all w ∈ DP .
In [3] it was shown how to obtain from (3.5) a unitary operator (3.8) which
gives the representation (3.9) for an arbitrary F ∈ ASDP (E , E∗). We will show now
how to get from (3.7) a special unitary operator (3.8) and representation (3.9) for
an arbitrary F ∈ ASDP (E , E∗). Let (3.7) hold for such F , where a Hilbert space
M and functions HL, HR are such as in statement (iv) of Theorem 3.1. Define the
lineals
D0 := span
{[
(P (w) ⊗ IM)HR(w)
IE
]
e,
[
HL(ω)∗
F(ω)∗
]
e∗ :
w, ω ∈ DP , e ∈ E , e∗ ∈ E∗ } ⊂ (Cp ⊗M)⊕ E ,
R0 := span
{[
HR(w)
F(w)
]
e,
[
(P (ω)∗ ⊗ IM)HL(ω)∗
IE∗
]
e∗ :
w, ω ∈ DP , e ∈ E , e∗ ∈ E∗ } ⊂ (Cq ⊗M)⊕ E∗,
and the operator U0 : D0 →R0 which acts on the generating vectors of D0 as[
(P (w) ⊗ IM)HR(w)
IE
]
e 7−→
[
HR(w)
F(w)
]
e, w ∈ DP , e ∈ E ,[
HL(ω)∗
F(ω)∗
]
e∗ 7−→
[
(P (ω)∗ ⊗ IM)HL(ω)∗
IE∗
]
e∗, ω ∈ DP , e∗ ∈ E∗.
This operator is correctly defined. Moreover, U0 maps D0 isometrically onto R0.
Indeed, (3.7) can be rewritten as[
HR(ω′)∗ F(ω′)∗
HL(w′)(P (w′)⊗ IM) IE∗
] [
HR(w) (P (ω)∗ ⊗ IM)HL(ω)∗
F(w) IE∗
]
=
[
HR(ω′)∗(P (ω′)∗ ⊗ IM) IE
HL(w′) F (w′)
] [
(P (w) ⊗ IM)HR(w) HL(ω)∗
IE F(ω)∗
]
,
which means that for
x =
[
(P (w) ⊗ IM)HR(w)
IE
]
e+
[
HL(ω)∗
F(ω)∗
]
e∗,
x′ =
[
(P (w′)⊗ IM)HR(w′)
IE
]
e′ +
[
HL(ω′)∗
F(ω′)∗
]
e′∗,
one has
〈U0x, U0x′〉 = 〈x, x′〉 .
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Clearly, U0 can be uniquely extended to the unitary operator U˜0 : clos(D0) →
clos(R0). In the case when
dim{((Cp ⊗M)⊕ E)⊖ clos(D0)} = dim{((Cq ⊗M)⊕ E∗)⊖ clos(R0)} (3.10)
there exists a (non-unique!) unitary operator U : (Cp⊗M)⊕E → (Cq ⊗M)⊕E∗
such that U |clos(D0) = U˜0. In the case when (3.10) doesn’t hold one can set
M˜ :=M⊕K, where K is an infinite dimensional Hilbert space, then (3.10) holds
for M˜ in the place ofM, and there exists a unitary operator U : (Cp⊗M˜)⊕E →
(Cq ⊗ M˜) ⊕ E∗ such that U |clos(D0) = U˜0. Thus, without loss of generality we
may consider that (3.10) holds.
Let U have a block partitioning
U =
[
A B
C D
]
: (Cp ⊗M)⊕ E → (Cq ⊗M)⊕ E∗.
Then, in particular,[
A B
C D
] [
(P (w) ⊗ IM)HR(w)
IE
]
=
[
HR(w)
F(w)
]
, w ∈ DP . (3.11)
Since for w ∈ DP one has ‖P (w)‖ < 1, and since ‖A‖ ≤ 1, we can solve the first
block row equation of (3.11) for HR(w):
HR(w) = (ICq⊗H −A(P (w) ⊗ IM))−1B, w ∈ DP .
Then from the second block row of (3.11) we get
F(w) = D + C(P (w) ⊗ IM)(ICq⊗M −A(P (w) ⊗ IM))−1B, w ∈ DP ,
i.e., (3.9) with X =M.
We are interested here in the case of the Agler–Schur class for the domain
DP where the domain DP is Dn1×n1 × · · · × DnN×nN , and the polynomial which
defines this domain is
P (W ) = diag(W1, . . . ,WN ), W ∈ Dn1×n1 × · · · × DnN×nN .
Here W may be viewed as an (n21 · · ·n2N )-tuple of scalar variables (Wk)ij , k =
1, . . . , N, i, j = 1, . . . , nk. We will write in this case ASn1,...,nN (E , E∗) instead of
ASDP (E , E∗), and if E = E∗ we will write ASn1,...,nN (E). The class CDP is identified
for DP = Dn1×n1×· · ·×DnN×nN with the class C(n1,...,nN ) of N -tuples of matrices
T = (T1, . . . , TN) ∈ Bn1×n1T ×· · ·×BnN×nNT over a common commutative operator
algebra BT ⊂ L(HT), with a Hilbert space HT, such that ‖Tk‖ < 1, k = 1, . . . , N .
Denote by A(n1,...,nN ) the class of N -tuples of matrices R = (R1, . . . , RN ) ∈
Bn1×n1
R
×· · ·×BnN×nN
R
over a common commutative operator algebra BR ⊂ L(HR),
with a Hilbert space HR, for which there exists a real constant sR > 0 such that
Rk +R
∗
k ≥ sRICnk⊗HR , k = 1, . . . , N.
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Theorem 3.2. For any R ∈ A(n1,...,nN ),
σT (R) ⊂ Πn1×n1 × · · · ×ΠnN×nN ,
where σT (R) denotes the Taylor joint spectrum of the collection of operators
(Rk)ij , k = 1, . . . , N, i, j = 1, . . . , nk.
Proof. It is shown in [13] that the Taylor joint spectrum σT (X) of an n-tuple of
commuting bounded operators X = (X1, . . . , Xn) on a common Hilbert space HX
is contained in the polynomially convex closure of σπ(X), the approximate point
spectrum of X. The latter is defined as the set of points λ = (λ1, . . . , λn) ∈ Cn for
which there exists a sequence of vectors hν ∈ HX such that ‖hν‖ = 1, ν ∈ N, and
(Xj − λjIHX)hν → 0 as ν →∞ for all j = 1, . . . , n. Thus it suffices to show that
σπ(R) := σπ ({(Rk)ij : k = 1, . . . , N, i, j = 1, . . . , nk}) ⊂ Πn1×n1s ×· · ·×ΠnN×nNs
whenever R ∈ A(n1,...,nN ) and Rk +R∗k ≥ sICnk⊗HR > 0, k = 1, . . . , N , where
Πn×ns := {M ∈ Cn×n :M +M∗ ≥ sIn},
since Πn1×n1s × · · ·×ΠnN×nNs is convex, and hence polynomially convex, and since
Πn1×n1s × · · · × ΠnN×nNs ⊂ Πn1×n1 × · · · × ΠnN×nN for s > 0. Suppose that Λ =
(Λ1, . . . ,ΛN) ∈ σπ(R). Then there exists a sequence of vectors hν ∈ HR such that
‖hν‖ = 1, ν ∈ N, and for k = 1, . . . , N, i, j = 1, . . . , nk one has
((Rk)ij − (Λk)ijIHR)hν → 0 as ν →∞.
Therefore, for every k ∈ {1, . . . , N} and uk = col(uk1, . . . , uknk) ∈ Cnk one has
nk∑
i=1
nk∑
j=1
(〈
((Rk)ij + (Rk)
∗
ji)hν , hν
〉− ((Λk)ij + (Λk)ji) 〈hν , hν〉) ukiukj → 0
as ν →∞. Since 〈hν , hν〉 = 1, the subtrahend does not depend on ν. Therefore,
s 〈uk, uk〉 = s lim
ν→∞
〈uk ⊗ hν , uk ⊗ hν〉
≤ lim
ν→∞
〈(Rk +R∗k)uk ⊗ hν , uk ⊗ hν〉
= lim
ν→∞
nk∑
i=1
nk∑
j=1
〈
((Rk)ij + (Rk)
∗
ji)hν , hν
〉
ukiukj
=
nk∑
i=1
nk∑
j=1
((Λk)ij + (Λk)ji)ukiukj = 〈(Λk + Λ∗k)uk, uk〉 .
Thus, Λk +Λ
∗
k ≥ sInk , k = 1, . . . , N , i.e., Λ ∈ Πn1×n1s × · · · ×ΠnN×nNs , as desired.

Theorem 3.2 implies that for every holomorphic function f on Πn1×n1×· · ·×
ΠnN×nN and everyR ∈ A(n1,...,nN ) the operator f(R) is well defined by the Taylor
functional calculus.
The Cayley transform defined by
Rk = (ICnk⊗HT + Tk)(ICnk⊗HT − Tk)−1, k = 1, . . . , N, (3.12)
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maps the class C(n1,...,nN ) onto the class A(n1,...,nN ), and its inverse is given by
Tk = (Rk − ICnk⊗HR)(Rk + ICnk⊗HR)−1, k = 1, . . . , N, (3.13)
where HR = HT. Let f be an L(U)-valued function holomorphic on Πn1×n1 ×
· · · × ΠnN×nN . Then its double Cayley transform F = C(f) defined by (3.3) is
holomorphic on Dn1×n1 × · · · × DnN×nN , and by the spectral mapping theorem
and uniqueness of Taylor’s functional calculus (see [11]) one has
F(T) = f(R),
where T ∈ C(n1,...,nN ) and R ∈ A(n1,...,nN ) are related by (3.12) and (3.13).
Theorem 3.3. Let f be an L(U)-valued function holomorphic on Πn1×n1 × · · · ×
ΠnN×nN . Then f ∈ Bn1,...,nN (U) if and only if the following conditions are satis-
fied:
(i): f(tZ) = tf(Z), t > 0, Z ∈ Πn1×n1 × · · · ×ΠnN×nN ;
(ii): f(R) + f(R)∗ ≥ 0, R ∈ A(n1,...,nN );
(iii): f(Z∗) := f(Z∗1 , . . . , Z
∗
N) = f(Z)
∗, Z ∈ Πn1×n1 × · · · ×ΠnN×nN .
Proof. Necessity. Let f ∈ Bn1,...,nN (U). Then (i) and (iii) easily follow from the
representation (2.1) of f . Condition (ii) on f is equivalent to condition (3.4) on F
which is defined by (3.3), i.e., to F ∈ ASn1,...,nN (U). Let us show the latter. Since
by Theorem 2.2 f satisfies (2.3), and hence (3.1), one can set
Zk = (Ink +Wk)(Ink −Wk)−1, Λk = (Ink + Ξk)(Ink − Ξk)−1, k = 1, . . . , N,
in (3.1) and get
(IU + F(W ))(IU −F(W ))−1 + (IU −F(Ξ)∗)−1(IU + F(Ξ)∗)
=
N∑
k=1
θ◦k(Ξ)
∗
{(
(Ink +Wk)(Ink −Wk)−1 + (Ink − Ξ∗k)−1(Ink + Ξ∗k)
)⊗ IMk}
× θ◦k(W ), W,Ξ ∈ Dn1×n1 × · · · × DnN×nN ,
where for k = 1, . . . , N ,
θ◦k(W ) = ϕk
(
(In1 +W1)(In1 −W1)−1, . . . , (InN +WN )(InN −WN )−1
)
. (3.14)
We can rewrite this in the form
IU −F(Ξ)∗F(W ) =
N∑
k=1
θk(Ξ)
∗ ((Ink − Ξ∗kWk)⊗ IMk) θk(W ), (3.15)
where for k = 1, . . . , N ,
θk(W ) =
(
(Ink −Wk)−1 ⊗ IMk
)
θ◦k(W )(IU −F(W )) ∈ L(U ,Cnk ⊗Mk). (3.16)
The identity (3.15) coincides with (3.6) for our case, with
HR(W ) = col(θ1(W ), . . . , θN (W )) ∈ L
(
U ,
N⊕
k=1
(Cnk ⊗Mk)
)
,
P (W ) = diag(W1, . . . ,WN ).
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Note, that without loss of generality we may consider all of Mk’s equal to some
space M, say, M =⊕Nk=1Mk. Then HR(W ) ∈ L (U ,Cn1+···+nN ⊗M). By The-
orem 3.1, this means that F ∈ ASn1,...,nN (U).
Sufficiency. Let f satisfy conditions (i)–(iii). Since (ii) is equivalent to F ∈
ASn1,...,nN (U), where F is defined by (3.3), the identity (3.15) holds with some
L (U ,Cnk ⊗M)-valued functions θk holomorphic on Dn1×n1 × · · · ×DnN×nN , k =
1, . . . , N , with an auxiliary Hilbert space M (spaces Mk can be chosen equal in
(3.15)). Set
Wk = (Zk − Ink)(Zk + Ink)−1, Ξk = (Λk − Ink)(Λk + Ink)−1, k = 1, . . . , N,
in (3.15), and by virtue of (3.3) get (3.1) with
ϕk(Z) = ((Ink + Zk)
−1)⊗ IM)
× θk
(
(Z1 − In1)(Z1 + In1)−1, . . . , (ZN − InN )(ZN + InN )−1
)
× (IU + f(Z)) ∈ L(U ,Cnk ⊗M), k = 1, . . . , N (3.17)
(in fact, passing from (3.1) to (3.15) is invertible, and (3.17) is obtained from
(3.14) and (3.16), and vice versa). The property (iii) implies f(X) = f(X)∗ for
every N -tuple X = (X1, . . . , XN) ∈ Πn1×n1 × · · · × ΠnN×nN of positive definite
matrices (we will denote this set by P(n1,...,nN )), and for any such X and t > 0 by
(3.1) one has:
f(X) + f(tX) = (1 + t)
N∑
k=1
ϕk(tX)
∗(Xk ⊗ IM)ϕk(X),
f(tX) + f(X) = (1 + t)
N∑
k=1
ϕk(X)
∗(Xk ⊗ IM)ϕk(tX),
1 + t
2
[f(X) + f(X)] =
1 + t
2
N∑
k=1
ϕk(X)
∗(2Xk ⊗ IM)ϕk(X),
1 + t
2t
[f(tX) + f(tX)] =
1 + t
2t
N∑
k=1
2ϕk(tX)
∗(2tXk ⊗ IM)ϕk(tX).
By (i), the left-hand sides of these equalities coincide and equal (1+ t)f(X), hence
f(X) =
N∑
k=1
ϕk(tX)
∗(Xk ⊗ IM)ϕk(X) =
N∑
k=1
ϕk(X)
∗(Xk ⊗ IM)ϕk(tX)
=
N∑
k=1
ϕk(X)
∗(Xk ⊗ IM)ϕk(X) =
N∑
k=1
ϕk(tX)
∗(Xk ⊗ IM)ϕk(tX).
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It follows from the latter equalities that
0 ≤
N∑
k=1
[ϕk(tX)− ϕk(X)]∗(Xk ⊗ IM)[ϕk(tX)− ϕk(X)]
=
N∑
k=1
ϕk(tX)
∗(Xk ⊗ IM)ϕk(tX)−
N∑
k=1
ϕk(tX)
∗(Xk ⊗ IM)ϕk(X)
−
N∑
k=1
ϕk(X)
∗(Xk ⊗ IM)ϕk(tX) +
N∑
k=1
ϕk(X)
∗(Xk ⊗ IM)ϕk(X) = 0.
Thus ϕk(tX) − ϕk(X) = 0 for every X ∈ P(n1,...,nN ), t > 0 and k = 1, . . . , N .
For fixed k ∈ {1, . . . , N} and t > 0 the function hk,t(Z) := ϕk(tZ) − ϕk(Z) is
holomorphic on Πn1×n1 × · · ·×ΠnN×nN and takes values in L(U ,Cnk ⊗M). Then
for any fixed k ∈ {1, . . . , N}, t > 0, u ∈ U and m ∈ Cnk ⊗M the scalar function
hk,t,u,m(Z) := 〈hk,t(Z)u,m〉Cnk⊗M is holomorphic on Πn1×n1×· · ·×ΠnN×nN and
vanishes on P(n1,...,nN ). The latter set is the uniqueness subset in Πn1×n1 × · · · ×
ΠnN×nN , thus by the uniqueness theorem for holomorphic functions of several
variables (see, e.g., [12]), hk,t,u,m(Z) ≡ 0, hence hk,t(Z) ≡ 0, which means:
ϕk(tZ) = ϕk(Z), t > 0, Z ∈ Πn1×n1 × · · · ×ΠnN×nN .
It follows from the latter equality that for every Z,Λ ∈ Πn1×n1 × · · · × ΠnN×nN
and t > 0 one has
f(Z) + tf(Λ)∗ = f(Z) + f(tΛ)∗ =
N∑
k=1
ϕk(tΛ)
∗ ((Zk + tΛ
∗
k)⊗ IM)ϕk(Z)
=
N∑
k=1
ϕk(Λ)
∗ ((Zk + tΛ
∗
k)⊗ IM)ϕk(Z)
=
N∑
k=1
ϕk(Λ)
∗ (Zk ⊗ IM)ϕk(Z) + tϕk(Λ)∗ (Λ∗k ⊗ IM)ϕk(Z),
and the comparison of the coefficients of the two linear functions in t, at the
beginning and at the end of this chain of equalities, gives:
f(Z) =
N∑
k=1
ϕk(Λ)
∗ (Zk ⊗ IM)ϕk(Z), Z,Λ ∈ Πn1×n1 × · · · ×ΠnN×nN ,
i.e., (2.3) with Mk = M, k = 1, . . . , N . By Theorem 2.2, f ∈ Bn1,...,nN (U). The
proof is complete. 
Corollary 3.4. Let f be an L(U)-valued function holomorphic on Ωn1,...,nN . Then
f ∈ Bn1,...,nN (U) if and only if the following conditions are satisfied:
(i): f(λZ) = λf(Z), λ ∈ C \ {0}, Z ∈ Ωn1,...,nN ;
(ii): f(R) + f(R)∗ ≥ 0, R ∈ A(n1,...,nN );
(iii): f(Z∗) = f(Z)∗, Z ∈ Ωn1,...,nN .
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Proof. If f ∈ Bn1,...,nN (U) then (i) and (iii) follow from the representation (2.1)–
(2.2) of f , and (ii) follows from Theorem 3.3.
Conversely, statements (i)–(iii) of the corrollary imply statements (i)–(iii) of
Theorem 3.3, which in turn imply that f ∈ Bn1,...,nN (U). 
Remark 3.5. By Corollary 3.4, its conditions (i)–(iii) on holomorphic L(U)-valued
functions on Ωn1,...,nN give an equivalent definition of the class Bn1,...,nN (U), which
seems to be more natural than the original definition given above in “existence”
terms.
4. The image of the class Bn1,...,nN (U) under the double Cayley
transform
It was shown in the proof of Theorem 3.3 that if f ∈ Bn1,...,nN (U) then the double
Cayley transform of f , F = C(f), defined by (3.3), belongs to the Agler–Schur
class ASn1,...,nN (U). In fact, we are able to proof a stronger statement.
Theorem 4.1. A holomorphic L(U)-valued function F on Dn1×n1 × · · · ×DnN×nN
can be represented as F = C(f) for some f ∈ Bn1,...,nN (U) if and only if the
following conditions are fulfilled:
(i): There exist a Hilbert space X and an operator
U =
[
A B
C D
]
∈ L((Cn1+···+nN ⊗X )⊕ U) (4.1)
such that for W = (W1, . . . ,WN ) ∈ Dn1×n1 × · · · × DnN×nN one has
F(W ) = D + C(P (W ) ⊗ IX )(ICn1+···+nN⊗X −A(P (W ) ⊗ IX ))−1B, (4.2)
where P (W ) = diag(W1, . . . ,WN) and U = U
∗ = U−1.
(ii): 1 /∈ σ(F(0)).
Proof. Necessity. Let f ∈ Bn1,...,nN (U). Then (3.1) and (3.2) hold. As we have
shown in Theorem 3.3, the identity (3.1) implies the identity (3.15) for F = C(f),
with holomorphic L(U ,Cnk⊗Mk)-valued functions θk, k = 1, . . . , N , on Dn1×n1×
· · ·×DnN×nN defined by (3.14) and (3.16). Analogously, the identity (3.2) implies
F(W )−F(Ξ)∗ =
N∑
k=1
θk(Ξ)
∗ ((Wk − Ξ∗k)⊗ IMk) θk(W ), (4.3)
W,Ξ ∈ Dn1×n1 × · · · × DnN×nN .
Let us rewrite (3.15) and (4.3) in a somewhat different way. Since by Theorem 3.3
f ∈ Bn1,...,nN (U) satisfies f(Z∗) = f(Z)∗, Z ∈ Πn1×n1 × · · · × ΠnN×nN , one has
also
F(W ∗) = F(W )∗, W ∈ Dn1×n1 × · · · × DnN×nN .
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Therefore, (3.15) and (4.3) are equivalent to the following two identities, respec-
tively:
IU −F(W )F(Ξ)∗ =
N∑
k=1
θ˜k(W ) ((Ink −WkΞ∗k)⊗ IMk) θ˜k(Ξ)∗, (4.4)
F(W )−F(Ξ)∗ =
N∑
k=1
θ˜k(W ) ((Wk − Ξ∗k)⊗ IMk) θ˜k(Ξ)∗, (4.5)
W,Ξ ∈ Dn1×n1 × · · · × DnN×nN ,
where θ˜k(W ) = θk(W
∗)
∗
are holomorphic L(Cnk ⊗Mk,U)-valued functions on
Dn1×n1 × · · · × DnN×nN . We will show that the identities (4.4) and (4.5) allow
us to construct a Hilbert space X and an operator U satisfying condition (i) of
this theorem. To this end, we will apply the construction from Section 3 (next to
Theorem 3.1) to F = C(f). In this case E = E∗ = U . Without loss of generality we
may consider all of Mk’s equal. Say, set M :=
⊕N
k=1Mk and regard
HRk = θk ∈ L(U ,Cnk ⊗M), HLk = θ˜k ∈ L(Cnk ⊗M,U), k = 1, . . . , N.
Then (3.15), (4.3), (4.4) and (4.5) imply (3.7), and
HL(W ∗) = HR(W )∗,
where HL(W ) = col(HL1 (W), . . . ,H
L
N(W)), H
R = col(HR1 (W), . . . ,H
R
N(W)), W ∈
Dn1×n1×· · ·×DnN×nN . Thus, D0 = R0, and the operator U0 acts on the generating
vectors of D0 as follows:[
(P (W ) ⊗ IM)HR(W )
IU
]
u 7−→
[
HR(W )
F(W )
]
u,[
HR(W )
F(W )
]
u 7−→
[
(P (W )⊗ IM)HR(W )
IU
]
u,
W ∈ Dn1×n1 × · · · × DnN×nN .
We used here the relations F(W ∗) = F(W )∗, HL(W ∗) = HR(W )∗, P (W ∗) =
diag(W∗1 , . . . ,W
∗
N) = P(W)
∗. Thus U0 = U
−1
0 . Therefore, U˜0 = U˜0
−1
. Since p =
q = n1 + · · ·+ nN , E = E∗ = U , (3.10) holds. Then the operator
U = U˜0 ⊕ I((Cn1+···+nN⊗M)⊕U)⊖clos(D0) ∈ L((Cn1+···+nN ⊗M)⊕ U)
satisfies U = U−1. Since we have also U∗ = U−1, (i) is satisfied with X =M.
Statement (ii) follows in the same way as in [9, Theorem 4.2], with E =
(In1 , . . . , InN ) in the place of e = (1, . . . , 1).
Sufficiency. Let the conditions (i) and (ii) on F be satisfied. Then in the
same way as in [9, Theorem 4.2] one can see that 1 /∈ σ(F(W )) for all W ∈
Dn1×n1 × · · · × DnN×nN . Thus, the function
F (W ) := (IU + F(W ))(IU −F(W ))−
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is correctly defined and holomorphic on Dn1×n1 × · · · × DnN×nN . It is easy to see
that
F (W ) + F (Ξ)∗ = 2(IU −F(Ξ)∗)−1(IU −F(Ξ)∗F(W ))(IU −F(W ))−1, (4.6)
F (W )− F (Ξ)∗ = 2(IU −F(Ξ)∗)−1(F(W )−F(Ξ)∗)(IU −F(W ))−1. (4.7)
As shown in [3], it follows from (4.2) that
IU −F(Ξ)∗F(W ) = B∗(ICn1+···+nN⊗X − (P (Ξ)∗ ⊗ IX )A∗)−1
× ((ICn1+···+nN − P (Ξ)∗P (W )) ⊗ IX )
× (ICn1+···+nN⊗X −A(P (W ) ⊗ IX ))−1B.
Since U = U∗, we get
IU −F(Ξ)∗F(W ) =
N∑
k=1
B∗(ICn1+···+nN⊗X − (P (Ξ)∗ ⊗ IX )A)−1
× (PCnk ⊗ IX )((Ink − Ξ∗kWk)⊗ IX )(PCnk ⊗ IX )
× (ICn1+···+nN⊗X −A(P (W ) ⊗ IX ))−1B.
Analogously,
F(W )−F(Ξ)∗ =
N∑
k=1
B∗(ICn1+···+nN⊗X − (P (Ξ)∗ ⊗ IX )A)−1
× (PCnk ⊗ IX )((Wk − Ξ∗k)⊗ IX )(PCnk ⊗ IX )
× (ICn1+···+nN⊗X −A(P (W )⊗ IX ))−1B.
Thus, from (4.6) and (4.7) we get
F (W ) + F (Ξ)∗ =
N∑
k=1
ξk(Ξ)
∗((Ink − Ξ∗kWk)⊗ IX )ξk(W ), (4.8)
F (W )− F (Ξ)∗ =
N∑
k=1
ξk(Ξ)
∗((Wk − Ξ∗k)⊗ IX )ξk(W ), (4.9)
with
ξk(W ) =
√
2(PCnk⊗IX )(ICn1+···+nN⊗X −A(P (W )⊗ IX ))−1B(IU −F(W ))−1,
for all W ∈ Dn1×n1 × · · · × DnN×nN and k = 1, . . . , N . Since for Zk,Λk ∈ Πnk×nk
we have
Ink − (Λ∗k + Ink)−1(Λ∗k − Ink)(Zk − Ink)(Zk + Ink)−1
= 2(Λ∗k + Ink)
−1(Zk + Λ
∗
k)(Zk + Ink)
−1,
(Zk − Ink)(Zk + Ink)−1 − (Λ∗k + Ink)−1(Λ∗k − Ink)
= 2(Λ∗k + Ink)
−1(Zk − Λ∗k)(Zk + Ink)−1,
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by setting Wk := (Zk − Ink)(Zk + Ink)−1 and Ξk := (Λk − Ink)(Λk + Ink)−1 in
(4.8) and (4.9) we get the identities (3.1) and (3.2) for
f(Z) = F ((Z1 − In1)(Z1 + In1)−1, . . . , (ZN − InN )(ZN − InN )−1),
with
ϕk(Z) =
√
2((Zk + Ink)
−1 ⊗ IX )
× ξk((Z1 − In1)(Z1 + In1)−1, . . . , (ZN − InN )(ZN − InN )−1)
for k = 1, . . . , N . Thus, by Theorem 2.2 we finally get F = C(f) where f ∈
Bn1,...,nN (U). The proof is complete. 
5. The “real” case
In Section 1 we have mentioned the notions of an anti-unitary involution (AUI) ι =
ιU on a Hilbert space U (a counterpart of the operator ιn of complex conjugation
on Cn), a (ιU , ιY)-real operator A ∈ L(U ,Y) (a counterpart of matrix with real
entries), and a (ιU , ιY)-real operator-valued function f (a counterpart of function
which takes real scalar or matrix values at real points). Some basic properties of
AUI were described in [9, Proposition 6.1]. We will need also the following property.
Proposition 5.1. Let ιU and ιH be AUIs on Hilbert spaces U and H, respectively.
Then the operator ιU⊗H = ιU ⊗ ιH on U ⊗H which is defined on elementary
tensors u⊗ h as
(ιU ⊗ ιH)(u⊗ h) = ιUu⊗ ιHh (5.1)
and then extended to all of U ⊗H by linearity and continuity, is defined correctly
and is an AUI on U ⊗H.
Proof. First, let us observe that ιU⊗H is correctly defined. To this end, note that
for arbitrary x′ =
∑l
α=1 u
′
α ⊗ h′α and x′′ =
∑m
β=1 u
′′
β ⊗ h′′β from U ⊗H we have
〈ιU⊗Hx′, ιU⊗Hx′′〉U⊗H =
l∑
α=1
m∑
β=1
〈
ιUu
′
α ⊗ ιHh′α, ιUu′′β ⊗ ιHh′′β
〉
U⊗H
=
l∑
α=1
m∑
β=1
〈
ιUu
′
α, ιUu
′′
β
〉
U
〈
ιHh
′
α, ιHh
′′
β
〉
H
=
l∑
α=1
m∑
β=1
〈
u′′β , u
′
α
〉
U
〈
h′′β , h
′
α
〉
H
=
l∑
α=1
m∑
β=1
〈
u′′β ⊗ h′′β, u′α ⊗ h′α
〉
U⊗H
= 〈x′′, x′〉U⊗H ,
i.e., ιU⊗H is an anti-isometry on linear combinations of elementary tensors. Thus,
it is uniquely extended to an operator on all of U ⊗H, and the property (1.9) of
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the extended operator follows by continuity. Since for arbitrary x′ =
∑l
α=1 u
′
α⊗h′α
and x′′ =
∑m
β=1 u
′′
β ⊗ h′′β from U ⊗H we have〈
ι2U⊗Hx
′, x′′
〉
U⊗H
=
l∑
α=1
m∑
β=1
〈
ι2Uu
′
α ⊗ ι2Hh′α, u′′β ⊗ h′′β
〉
U⊗H
=
l∑
α=1
m∑
β=1
〈
u′α ⊗ h′α, u′′β ⊗ h′′β
〉
U⊗H
= 〈x′, x′′〉U⊗H ,
by continuity the property (1.8) of ιU⊗H follows as well. Thus, ιU⊗H is an AUI on
U ⊗H. 
Let U be a Hilbert space, and let ι = ιU be an AUI on U . Denote by
ιRBn1,...,nN (U) the subclass of Bn1,...,nN (U) consisting of ι-real functions. The
following theorem gives several equivalent characterizations of the “ι-real valued
Bessmertny˘ı class” ιRBn1,...,nN (U) which specify for this case the characterizations
obtained above for the “complex valued Bessmertny˘ı class” Bn1,...,nN (U).
Theorem 5.2. Let f be a holomorphic L(U)-valued function on Ωn1,...,nN , and
ι = ιU be an AUI on a Hilbert space U . The following statements are equivalent:
(i): f ∈ ιRBn1,...,nN (U);
(ii): there exist a representation (2.1) of f and AUIs ιMk onMk, k = 1, . . . , N ,
such that the operators Gk in (2.2) are (ιU ⊕ ιH, ιnk ⊗ ιMk)-real;
(iii): there exist a representation (2.3) of f and AUIs ιMk on Mk such that the
holomorphic functions ϕk(Z) are (ιU , ιnk ⊗ ιMk)-real, k = 1, . . . , N ;
(iv): there exist a Hilbert space X and an operator U as in (4.1) such that
F = C(f) satisfies (4.2) and U = U∗ = U−1; moreover, there exists an AUI
ιX on X such that the operator U is ((ιn1+···+nN ⊗ ιX )⊕ ιU )-real.
Proof. (i)⇒(iii) Let (i) hold. By Theorem 2.2 there exists a representation (2.3) of
f with holomorphic L(U ,Cnk⊗Mk)-valued functions ϕk on Πn1×n1×· · ·×ΠnN×nN .
Let ιMk be an AUI onMk, and let ιnk be a standard AUI on Cnk , i.e., a complex
conjugation. Set M˜k := Mk ⊕Mk and ιM˜k :=
[
0 ιMk
ιMk 0
]
, k = 1, . . . , N.
Clearly, ι
M˜k
is an AUI on M˜k. Define the rearrangement isomorphisms Vk : Cnk⊗
(Mk ⊕Mk) −→ (Cnk ⊗Mk)⊕ (Cnk ⊗Mk) by
m11
m21
...
m1nk
m2nk
 7−→

m11
...
m1nk
m21
...
m2nk

.
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Then
ιnk ⊗ ιM˜k = V
−1
k
[
0 ιnk ⊗ ιMk
ιnk ⊗ ιMk 0
]
Vk. (5.2)
Set
ϕ˜k(Z) :=
1√
2
V −1k
[
ϕk(Z)
(ιnk ⊗ ιMk)ϕk(Z¯)ιU
]
,
where Z¯ = (Z1, . . . , ZN ), and (Zk)ij = (Zk)ij , k = 1, . . . , N, i, j = 1, . . . , nk. By
properties of AUIs, ϕ˜k(Z) is holomorphic on Π
n1×n1 × · · · × ΠnN×nN . Moreover,
ϕ˜k is (ιU , ιnk ⊗ ιM˜k)-real. Indeed, due to (5.2) we have
ϕ˜k
♯
(Z) = (ιnk ⊗ ιM˜k)ϕ˜k(Z¯)ιU
=
1√
2
V −1k
[
0 ιnk ⊗ ιMk
ιnk ⊗ ιMk 0
]
·
[
ϕk(Z¯)
(ιnk ⊗ ιMk)ϕk(Z)ιU
]
ιU
=
1√
2
V −1k
[
(ιnk ⊗ ιMk)2ϕk(Z)ι2U
(ιnk ⊗ ιMk)ϕk(Z¯)ιU
]
=
1√
2
V −1k
[
ϕk(Z)
(ιnk ⊗ ιMk)ϕk(Z¯)ιU
]
= ϕ˜k(Z).
Let us show that
f(Z) =
N∑
k=1
ϕ˜k(Λ)
∗(Zk ⊗ IM˜k)ϕ˜k(Z), Z,Λ ∈ Π
n1×n1 × · · · ×ΠnN×nN .
To this end, let us show first that for k = 1, . . . , N :
(
(ιnk ⊗ ιM˜k)ϕ˜k(Λ)ιU
)∗
= ιU ϕ˜k(Λ)
∗(ιnk ⊗ ιM˜k), Λ ∈ Π
n1×n1 × · · · ×ΠnN×nN .
(5.3)
Indeed, for any m ∈ Cnk ⊗ M˜k, u ∈ U , Λ ∈ Πn1×n1 × · · · ×ΠnN×nN one has
〈(
(ιnk ⊗ ιM˜k)ϕ˜k(Λ)ιU
)∗
m,u
〉
U
=
〈
m, (ιnk ⊗ ιM˜k)ϕ˜k(Λ)ιUu
〉
Cnk⊗M˜k〈
ϕ˜k(Λ)ιUu, (ιnk ⊗ ιM˜k)m
〉
Cnk⊗M˜k
=
〈
ιUu, ϕ˜k(Λ)
∗(ιnk ⊗ ιM˜k)m
〉
U
=
〈
ιU ϕ˜k(Λ)
∗(ιnk ⊗ ιM˜k)m,u
〉
U
.
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Now, for any Z,Λ ∈ Πn1×n1 × · · · ×ΠnN×nN :
N∑
k=1
ϕ˜k(Λ)
∗(Zk ⊗ IM˜k)ϕ˜k(Z) =
1
2
N∑
k=1
[
ϕk(Λ)
(ιnk ⊗ ιMk)ϕk(Λ¯)ιU
]∗
× Vk(Zk ⊗ IM˜k)V
−1
k
[
ϕk(Z)
(ιnk ⊗ ιMk)ϕk(Z¯)ιU
]
=
1
2
N∑
k=1
[
ϕk(Λ)
(ιnk ⊗ ιMk)ϕk(Λ¯)ιU
]∗ [
Zk ⊗ IMk 0
0 Zk ⊗ IMk
]
×
[
ϕk(Z)
(ιnk ⊗ ιMk)ϕk(Z¯)ιU
]
=
1
2
N∑
k=1
ϕk(Λ)
∗(Zk ⊗ IMk)ϕk(Z)
+
1
2
N∑
k=1
ιUϕk(Λ¯)
∗(ιnk ⊗ ιMk)(Zk ⊗ IMk)(ιnk ⊗ ιMk)ϕk(Z¯)ιU
=
1
2
(
N∑
k=1
ϕk(Λ)
∗(Zk ⊗ IMk)ϕk(Z) +
N∑
k=1
ιUϕk(Λ¯)
∗(Zk ⊗ IMk)ϕk(Z¯)ιU
)
=
1
2
(f(Z) + ιUf(Z¯)ιU ) = f(Z),
where we used (5.3), unitarity of Vk, and identity ιnkZkιnk = Zk. Thus, (iii) follows
from (i).
(iii)⇒(ii) Let (iii) hold. As in the sufficiency part of the proof of Theorem 2.3
we set
N :=
N⊕
k=1
(Cnk ⊗Mk), ϕ(Z) := col(ϕ1(Z), . . . , ϕN (Z)) ∈ L(U ,N ),
Pk := PMk , E = (In1 , . . . , InN ) ∈ Πn1×n1 × · · · ×ΠnN×nN ,
H := clos spanΛ∈Πn1×n1×···×ΠnN×nN {(ϕ(Λ)− ϕ(E))U} ⊂ N ,
Gk := (Ink ⊗ Pk)κ
[
ϕ(E) 0
0 IH
]
∈ L(U ⊕H,Cnk ⊗Mk),
where κ : X ⊕H → N is defined by (2.9). For ψ(Z) =
[
IU
ϕ(Z)− ϕ(E)
]
one has
ϕ(E)U = U ⊕ {0}, therefore the linear span of vectors of the form ψ(Z)u, Z ∈
Πn1×n1 × · · · × ΠnN×nN , u ∈ U , is dense in U ⊕H. Set ιN :=
⊕N
k=1(ιnk ⊗ ιMk).
By the assumption, we have for k = 1, . . . , N :
(ιnk ⊗ ιMk)ϕk(Z) = ϕk(Z¯)ιU , Z ∈ Πn1×n1 × · · · ×ΠnN×nN .
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Therefore,
ιN (ϕ(Z) − ϕ(E))u = (ϕ(Z)− ϕ(E))ιUu ∈ H, u ∈ U .
Thus ιNH ⊂ H. Moreover,H = ι2NH ⊂ ιNH, therefore ιNH = H. Set ιH := ιN |H.
Clearly, ιH is an AUI on H, and
(ιU ⊕ ιH)ψ(Z) = ψ(Z¯)ιU , Z ∈ Πn1×n1 × · · · ×ΠnN×nN .
Let us verify that Gk is (ιU ⊕ ιH, ιnk ⊗ ιMk)-real, k = 1, . . . , N .
(ιnk ⊗ ιMk)Gkψ(Z)u
= (ιnk ⊗ ιMk)(Ink ⊗ Pk)κ
[
ϕ(E) 0
0 IH
] [
IU
ϕ(Z)− ϕ(E)
]
u
= (ιnk ⊗ ιMk)(Ink ⊗ Pk)κ
[
ϕ(E)
ϕ(Z)− ϕ(E)
]
u = (ιnk ⊗ ιMk)ϕk(Z)u
= ϕk(Z¯)ιUu = (Ink ⊗ Pk)κ
[
ϕ(E) 0
0 IH
] [
IU
ϕ(Z¯)− ϕ(E)
]
ιUu
= Gkψ(Z¯)ιUu = Gk(ιU ⊕ ιH)ψ(Z)u.
Since the linear span of vectors of the form ψ(Z)u, Z ∈ Πn1×n1×· · ·×ΠnN×nN , u ∈
U , is dense in U ⊕H, the operator Gk is (ιU ⊕ ιH, ιnk ⊗ ιMk)-real, as desired.
(ii)⇒(i) Let f satisfy (ii). Then by Theorem 2.2 f ∈ Bn1,...,nN (U). Let us
show that the operator-valued linear function A(Z) from (2.2) is ιU ⊕ ιH-real.
Since Gk is (ιU ⊕ ιH, ιnk ⊗ ιMk)-real, one has Gk(ιU ⊕ ιH) = (ιnk ⊗ ιMk)Gk and
(ιU ⊕ ιH)G∗k = G∗k(ιnk ⊗ ιMk), k = 1, . . . , N . The latter equality follows from the
fact that for every h ∈ Cnk ⊗Mk, x ∈ U ⊕H:
〈(ιU ⊕ ιH)G∗kh, x〉U⊕H = 〈(ιU ⊕ ιH)x,G∗kh〉U⊕H
= 〈Gk(ιU ⊕ ιH)x, h〉Cnk⊗Mk = 〈(ιnk ⊗ ιMk)Gkx, h〉Cnk⊗Mk
= 〈(ιnk ⊗ ιMk)h,Gkx〉Cnk⊗Mk = 〈G∗k(ιnk ⊗ ιMk)h, x〉U⊕H .
Therefore,
(ιU ⊕ ιH)A(Z¯)(ιU ⊕ ιH) =
N∑
k=1
(ιU ⊕ ιH)G∗k(Zk ⊗ IMk)Gk(ιU ⊕ ιH)
=
N∑
k=1
G∗k(ιnk ⊗ ιMk)(Zk ⊗ IMk)(ιnk ⊗ ιMk)Gk =
N∑
k=1
G∗k(ιnkZkιnk ⊗ IMk)Gk
=
N∑
k=1
G∗k(Zk ⊗ IMk)Gk = A(Z).
The latter is equivalent to the identities
ιUa(Z¯)ιU = a(Z), ιUb(Z¯)ιH = b(Z),
ιHc(Z¯)ιU = c(Z), ιHd(Z¯)ιH = d(Z).
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Since ι2H = IH and
(ιHd(Z¯)
−1ιH) · (ιHd(Z¯)ιH) = (ιHd(Z¯)ιH) · (ιHd(Z¯)−1ιH) = IH,
one has
ιHd(Z¯)
−1ιH = (ιHd(Z¯)ιH)
−1 = d(Z)−1.
Therefore,
f ♯(Z) = ιUf(Z¯)ιU = ιU (a(Z¯)− b(Z¯)d(Z¯)−1c(Z¯))ιU
= ιUa(Z¯)ιU − (ιU b(Z¯)ιH) · (ιHd(Z¯)−1ιH) · (ιHc(Z¯)ιU )
= a(Z)− b(Z)d(Z)−1c(Z) = f(Z),
and f is ιU -real. Thus, (i) follows from (ii).
(iv)⇒(i) Let (iv) hold. Then the operator U = U∗ = U−1 from (4.1) is
((ιn1+···+nN ⊗ ιX )⊕ ιU )-real, i.e.,[
ιn1+···+nN ⊗ ιX 0
0 ιU
]
·
[
A B
C D
]
·
[
ιn1+···+nN ⊗ ιX 0
0 ιU
]
=
[
A B
C D
]
.
This is equivalent to the following identities:
(ιn1+···+nN ⊗ ιX )A(ιn1+···+nN ⊗ ιX ) = A, (ιn1+···+nN ⊗ ιX )BιU = B,
ιUC(ιn1+···+nN ⊗ ιX ) = C, ιUDιU = D.
Moreover, for W ∈ Dn1×n1 × · · · × DnN×nN one has
(ιn1+···+nN ⊗ ιX )(ICn1+···+nN⊗X −A(P (W ) ⊗ IX ))(ιn1+···+nN ⊗ ιX )
= (ιn1+···+nN ⊗ ιX )2 − (ιn1+···+nN ⊗ ιX )A(ιn1+···+nN ⊗ ιX )
× (ιn1+···+nN ⊗ ιX )(P (W )⊗ IX )(ιn1+···+nN ⊗ ιX )
= ICn1+···+nN⊗X − A(P (W )⊗ IX ).
Therefore,
(ιn1+···+nN ⊗ ιX )(ICn1+···+nN⊗X −A(P (W ) ⊗ IX ))−1(ιn1+···+nN ⊗ ιX )
= (ICn1+···+nN⊗X −A(P (W )⊗ IX ))−1
(we already used an analogous argument above). Thus,
F ♯(W ) = ιUF(W )ιU
= ιU
[
D + C(P (W )⊗ IX )(ICn1+···+nN⊗X −A(P (W )⊗ IX ))−1B
]
ιU
= D + C(P (W )⊗ IX )(ICn1+···+nN⊗X −A(P (W ) ⊗ IX ))−1B
= F(W ), W ∈ Dn1×n1 × · · · × DnN×nN ,
i.e., F is ιU -real. Applying the inverse double Cayley transform to F , one can see
that f is ιU -real on Π
n1×n1 × · · · × ΠnN×nN , and hence on Ωn1,...,nN . Thus, (i)
follows from (iv).
(iii)⇒(iv) Let f satisfy (2.3) with holomorphic (ιU , ιnk⊗ιMk)-real L(U ,Cnk⊗
Mk)-valued functions ϕk on Πn1×n1 × · · · × ΠnN×nN . As in the proof of The-
orem 4.1, we get for F = C(f) consecutively: identities (3.15) and (4.3) with
holomorphic L(U ,Cnk ⊗ Mk)-valued functions θk on Πn1×n1 × · · · × ΠnN×nN
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given by (3.14), (3.16) which are, moreover, (ιU , ιnk ⊗ ιMk)-real; then identi-
ties (4.4) and (4.5) with holomorphic L(Cnk ⊗ Mk,U)-valued functions θ˜k on
Πn1×n1 × · · · ×ΠnN×nN which are, moreover, (ιnk ⊗ ιMk , ιU )-real. Without loss of
generality, we consider all of Mk’s equal, i.e., set M :=
⊕N
k=1Mk and regard
HRk = θk ∈ L(U ,Cnk ⊗M), HLk = θ˜k ∈ L(Cnk ⊗M,U), ιM :=
N⊕
k=1
ιMk .
Then HRk is (ιU , ιnk ⊗ ιM)-real, and HLk is (ιnk ⊗ ιM, ιU )-real, k = 1, . . . , N .
Set X := M. Let us observe that the subspace D0 (and hence, clos(D0)) is
((ιn1+···+nN ⊗ ιX )⊕ ιU )-invariant. Indeed, for
x =
[
(P (W )⊗ IX )HR(W )
IU
]
u+
[
HR(W ′)
F(W ′)
]
u′ ∈ D0,
with some u, u′ ∈ U and W,W ′ ∈ Dn1×n1 × · · · × DnN×nN , we have
((ιn1+···+nN ⊗ ιX )⊕ ιU )x
=
[
(ιn1+···+nNP (W )⊗ ιX )HR(W )
ιU
]
u+
[
(ιn1+···+nN ⊗ ιX )HR(W ′)
ιUF(W ′)
]
u′
=
[
(P (W )ιn1+···+nN ⊗ ιX )HR(W )
ιU
]
u+
[
HR(W ′)ιU
F(W ′)ιU
]
u′
=
[
(P (W )⊗ IX )HR(W )
IU
]
ιUu+
[
HR(W ′)
F(W ′)
]
ιUu ∈ D0.
Therefore, the subspace
D⊥0 := ((Cn1+···+nN ⊗X ) ⊕ U)⊖ clos(D0)
is also ((ιn1+···+nN ⊗ ιX )⊕ ιU )-invariant. Indeed, for any h1 ∈ D0, h2 ∈ D⊥0 :
〈((ιn1+···+nN ⊗ ιX )⊕ ιU )h2, h1〉 = 〈((ιn1+···+nN ⊗ ιX )⊕ ιU )h1, h2〉 = 0,
thus h2 ∈ D⊥0 implies ((ιn1+···+nN ⊗ ιX )⊕ ιU )h2 ∈ D⊥0 .
Now, it is easy to check that U0 and therefore U˜0 are ((ιn1+···+nN ⊗ ιX )⊕ ιU )-
real. Since U = U˜0⊕ID⊥
0
, and D⊥0 is ((ιn1+···+nN⊗ιX )⊕ιU )-invariant, the operator
U = U∗ = U−1 is ((ιn1+···+nN ⊗ ιX )⊕ ιU )-real, as required.
The proof is complete. 
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