For efficient use of machine tools at optimum cutting condition, it is necessary to find a suitable optimization method, which can find optimum feasible solution rapidly and explain the constraints as well. As the actual turning process parameter optimization is highly constrained and nonlinear, a modified Genetic Algorithm with Self Organizing Adaptive Penalty (SOAP) strategy is used to find the optimum cutting condition and to get clear idea of constraints at the optimum condition. Unit production cost is the objective function while limits of the cutting force, power, surface finish, stability condition, tool-chip interface temperature and available rotational speed in the machine tool are considered as the constraints. The result shows that our approach of GA with SOAP converges quickly by focusing on the boundary of the feasible and infeasible solution space created by constraints and also identifies the critical and non-critical constraints at the optimum condition.
Introduction
Due to the high cost of NC/CNC machine tools, compared with their conventional counterparts, there is an economic need to operate these machine tools as efficiently as possible in order to obtain the required payback. Even in case of conventional machine tools, by using optimum cutting parameters, efficiency and profitability can be improved significantly. Thus the cutting conditions play an important role in the efficient use of these machine tools.
Since the cost of turning on these machines is sensitive to the cutting conditions, it is necessary to determine the optimum cutting parameters before a part is put into production.
Many research works have been conducted to optimize the turning process parameters before. GA is widely used by the researchers as it performs better than other traditional approaches. Ahmad et al. (2) , Amiolemhen et al. (4) , Saravanan et al. (5) Onwubolu et al. (7) , Reddy et al. (9) used GA while Meng et al. (8) used machining theory to optimize the cutting parameters. Saravnan et al. also used Simulated Annealing (SA) and Vijayakumar et al. (6) used Ant Colony approach. Optimization is performed by minimizing the unit production cost or production time. Optimization is also done considering single or multipass turning operation. They determined optimum cutting parameters for different combination of constraints and situations. However a set of optimum cutting parameters does not reflect the actual cutting condition properly. We need clear picture of the constraints at the optimum condition for better understanding and to identify the critical and noncritical constraints as explained by Ahmad et al. (1) It is also necessary to reduce time for optimization process, which can be performed by focusing search on the boundary of the feasible and infeasible solution space because the optimum parameters lay on the boundary of constrained optimization problem like turning process (8) .
As turning parameter optimization is highly constrained, penalty is applied when any solution violates any constraint during optimization process by GA. Traditionally the penalty applied is proportional to the degree of constraint violation, so that all the infeasible solutions in future generation moves toward the feasible region. However when the solutions move inside the feasible region, they move away from the optimum solution, because in constraint problems like turning parameter optimization, the optimum point lies on the border of the feasible and infeasible solution space as mentioned earlier.
As a result the traditional approach needs more time to reach the optimum solution. In this work we investigated a Self-Organizing Adaptive Penalty (SOAP) (3) approach suitable for such constrained and nonlinear problem. This approach is more suitable than the traditional approach, because it keeps the feasible and infeasible solutions through out the GA process in such a way that focus for the optimum value is maintained on the border between feasible and infeasible region.
We investigated the optimum cutting parameters and constraints values obtained by two different approaches: GA with SOAP and GA without SOAP. The result shows that GA with SOAP gives better result than the traditional approach and also indicates the constraint(s) which is critical and which is redundant for a specific problem. The feasible ratios of the solutions at each generation for different constraints show the proportion of the solution feasible at different stages of searching process.
It is also important to note that, optimization by previous work (2) , (4) - (7) , (9) does not ensure that the optimum solution will not violate any constraint. The optimum parameters obtained by these work will be very close to the actual optimum condition, but there is chance that it may be on the infeasible solution space. Thus a small violation of the constraint is allowed in the previous works. However our approach will ensure that the optimum solution will always be feasible and will not violate any constraint.
Nomenclature
Nomenclature with constraint limits used in this work and constants values are also provided here. Constants and exponents are taken from the work of Onwubolu et al. (7) UC : unit production cost except material cost ($/piece) 
.105] [refer to Eq. (13)] N, N L , N U : rpm and its lower and upper limit in the machine tool, [N min = 100, N max = 4 000] X t , X soap : penalty function for traditional approach and SOAP strategy Z : a big constant used to calculate the fitness for traditional approach G, G max : generation, maximum generation, [G max = 1 000] p cross , p mut : probability of crossover and mutation, [P cross = 0.8, P mut = 0.02] m : number of constraints ∆g : constraint violation QR ob j , QR con j : interquartile range of the objective function and the jth constraint r G j , r 0 j : the penalty parameter for the jth constraint at generation G and initial population f r G j : feasible ratio for the jth constraint at generation G
Mathematical Model for Unit Manufacturing Cost
The objective of this work is to determine the optimal cutting parameters including feed rate and cutting speed for turning a cylindrical workpiece by a single pass operation. As we are considering a single pass operation, the depth is constant in this case. The pass may be a rough pass or a finish pass depending on the surface fin- ish constraint. Different approaches are available to define the objective function for optimization of turning parameters. The objective function may be the unit manufacturing cost, manufacturing time or a combination of these two parameters. In this work we have considered the manufacturing cost as the objective function, which is calculated by Eq. (1). Cost components that are involved in unit production cost (UC) are the cost during actual machining (C M ), machine idle time cost (C I ), tool replacement cost (C R ), tool cost (C T ) (7) . As we are considering a single pass turning operation, time for loading/unloading the workpiece, approach and over travel are not included in the cost calculation. This cost component is constant for both the penalty approach and has no influence on the optimization process. For a depth of cut of 0.5 mm UC varies with feed rate and cutting speed as shown in Fig. 1 . Cost increases while both feed rate and cutting speed are approaching near their respective limits.
Cutting cost is involved only when the cutting process is performed. This covers the cost for the labor and the machine usage. Tool replacement cost depends on the tool life and machining time. In this work the extended Taylor tool-life equation is used (7) . The tool replacement cost can be expressed in terms of tool life (T ), time required to exchange a tool (t e ) and machining time (t m ). Tool cost (C T ) occurs due to the wear of the tool. In this work, unit production cost is
Where
Process Parameters Optimization Model
As mentioned earlier, the objective function in this work is the machining cost calculated by Eq. (1). The 
MinimizeUC( f,V)
(
Subject to
Other relations are
The model formulated above is non-linear, constrained optimization problem with multiple continuous variables referred to as the machining parameters i.e. feed rate and cutting speed in this work. Relations of these machining parameters to the constraints such as surface roughness, cutting force, tool-chip interface temperature and power are presented in Figs. 2-5 respectively.
For a fixed nose radius, surface roughness depends only on the feed rate, while cutting force depends of the To optimize such a constrained problem we proposed genetic algorithm optimization technique with SOAP, which is described in the following section.
Genetic Algorithm Methodology
Genetic Algorithms (GAs) are search algorithms based on the conjecture of natural selection and genetics. GAs start with generating a random population, check the fitness of solutions in the population, create new population by selection, perform cross-over and mutation operation. The process continues until the termination condition is met. As GAs are explained in other previous works in detail (2) , (5) - (7) , we are focusing our discussion on determining penalty and selecting 'elite' in both GA without SOAP and GA with SOAP in the following paragraphs.
1 Penalty Calculation Procedure in GA process
During the process of GA when any constraint is violated, the solution becomes infeasible. To keep the solution feasible, penalty is applied to the objective function when any constraint is violated, thus the fitness degrades in relation to the degree of constraint violation.
In the traditional approach, penalty (X t ) is proportional to the degree of constraint violation by any solution in the population. The proportional constant varies from problem to problem. Penalty [Eq. (14)] and fitness function [Eq. (15)] are calculated as described by Goldberg (9) . Here Z is big constant. As UC and X t decreases the value of Φ increases. When any solution exceeds the limit of any constraint the penalty increases. As a result the chance for that solution to survive for the next generation decreases. In traditional approach, defining fitness function is difficult because the value of constant Z will vary from problem to problem.
for maximum limits ∆g j = 1 − g max /g j , for minimum limits ∆g j = 1 − g j /g min (16)
In GA for turning parameters optimization we propose SOAP as a penalty strategy, because it is adaptive to each generation, independent penalty adjustability for each constraint, problem dependent parameter free and self maintaining feasible and infeasible solution ratio in the population. After adding the penalty function, the objective function becomes:
Here, ∆g j is calculated by using Eq. (16). The penalty parameter, r G j is updated by using Eqs. (19) and (20) in the following manner: At the first generation (G = 1), the initial penalty parameter for jth constraint is defined by using interquartile range of the objective function values and interquartile range of jth constraint of the initial population as Eq. (20). To find the interquartile rage, all the solutions in the initial population is sorted based on the objective function value, then the difference between the third quartile value and first quartile value for objective function and constraint values are taken.
Feasible ratio, f r used in Eq. (19) is the ratio of the feasible solutions in the population to the population size at any generation for different constraints. For example, if at any generation 50% of the solutions in the population exceed the maximum limit of cutting force then feasible ratio will be 0.5 for cutting force. In this work, at each generation the value of f r for different constraint is calculated to find the value of penalty parameter, r by Eq. (19) . The penalty parameter at any generation also depends on the penalty parameter of the previous generation. If the current generation f r = 0.5, for any constraint, r will be the same as the previous generation, if f r > 0.5 the value of r will decrease and if f r < 0.5 the value of r for that constraint will increase. Thus r for all the constraint will be calculated and added to the Eq. (18). Depending on the problem, some of the constraints become critical and some of them become non-critical (redundant). For example, while optimizing the turning parameters, if we want very low surface roughness, then surface finish will be a critical constraint. In such cases the f r of surface finish constraint will tend to be 0.5. For other constraints the f r will tend to be 1.0 during the GA process.
Penalty for a solution in a population, calculated by Eq. (18), depends on the deviation from the feasible space ∆g, current generation number G and penalty function r.
As the generation increases, for the same deviation from the feasible space will add more penalty at the final stage. Detail procedure for determining the feasible ratio and penalty function is available in another work by Lin et al. (3) 
2 Selecting the 'elite'
To ensure feasibility of the optimum solution, we propose to select the 'elite' at each generation not based on the best fitness only (as happens in traditional approach of GA), but also on the feasibility of that solution. If the best fitness solution violates any constraint we go for the next best, which does not violate any constraint and keep it for the next generation. After performing all GA operators like crossover, mutation at each generation, we select the worst performing solution and replace it with the best i.e. 'elite' selected at previous generation. Thus at every generation we will get one best solution which will not violate any constraint. For two consecutive generation we compare the 'elite's and keep the better one among them. This process continues until the termination condition (1 000 generation in our case) is reached and thus we can find the best performing solution among all the solutions generated from the beginning to the end of the computation process.
Results
We have performed the computation using GA with SOAP and GA without SOAP for 1 000 generation with a population size of 400. The optimum result after 10, 50, 500 and 1 000 generation is presented in Table 1 . The optimum cutting parameters, feed rate and cutting speed in these cases along with the objective function, total ma- Table 1 .
As the fitness function is a combination of the actual cost and penalty, an optimum solution may be infeasible or may violate some of the constraints. For this reason we took the solution which is feasible considering all the constraint limits and whose cost is also minimum at that generation. Figure 6 shows the feasible ratios at different generations up to 150 generations. As explained earlier, feasible ratio is the ratio of the feasible solutions to the total solutions in the population at a specific generation for a specific constraint. As the feasible ratios for cutting force, stability condition and rotational speed are 1.0 i.e. 100% of the solutions of the population was within the limits of these constraints, we did not included them in Fig. 6 . Figure 7 (a) and (b) shows the mean cost and the minimum cost for machining the parts at different generation. Figure 7 (b) represents the best solutions in the population at different generations, which do not violate any constraint.
The data for constraint limits, exponents and constants are provided with nomenclature in section 2. The Genetic Algorithm Optimization Toolbox (GAOT) devel-oped for Matlab environment by Chris H. et al. (12) is used after necessary modification to fit in this problem. Table 1 shows the constraint values for the optimum solution with their respective limits. Force, power, stability condition, rotational speed and tool-chip interface temperature constraints are well inside their limits. After 1 000 generation the optimum feed rates (0.979 mm/rev and 0.975 0) and cutting speed (119 m/min and 119.2 m/min) are almost same and give almost same machining time and unit production cost while using GA with SOAP and without SOAP respectively. On the other hand at the early stage of computation, GA with SOAP gives better result than GA without SOAP. That means GA with SOAP converges to the optimum faster than GA without SOAP. Moreover, we took the best feasible solution in both the approaches at each generation to ensure the feasibility of the optimum solution. So the optimum results presented in Table 1 , for both the cases do not violate any constraint. Traditionally the best taken at each generation has the lowest fitness value, but it is not possible to ensure that the best will not violate any constraint. If we do not use our approach to ensure the feasibility, the traditional approach may result optimum solution, which will violate some constraint.
Discussion
If we look into the constraints at different stages of the optimization process we find that surface roughness value is very close to its limit (100 µm). GA with SOAP finds optimum parameters with surface roughness closed to its limit. Tool life also moves from 30min at generation 10 to its lower limit [25 min] at generation 1 000 for GA with SOAP. From Fig. 6 also this fact becomes evident.
In Fig. 6 the feasible ratios for different constraint at different generations are presented. Feasible ratios for the constraints other than power, surface finish, tool-chip interface temperature and tool life are 1.0 from the beginning stage. In case of traditional approach, feasible ratios of power, surface finish and tool-chip interface temperature gradually becomes closes to 1.0 but feasible ratio for tool life slowly increased over the generations. However when we apply SOAP as the penalty strategy, feasible ratio for power and tool-chip interface temperature become 1.0 rapidly. On the contrary for surface finish and tool life, ratios try to maintain themselves between 0.0 and 1.0. It implies that the actual optimum lies on the boundary of the feasible and infeasible solution space created by these two constraints.
As in case of SOAP the search for the optimum is concentrated on the boundary of feasible and infeasible solution space created by these two constraints, the SOAP gets better result. In case of SOAP, at early stages of evolution in the genetic searches, the penalty resulting form a small degree of constraint violation is not too large to eliminate the infeasible solution, which may contain critical genes needed for an optimum solution. Near the end of the genetic search, the penalties for infeasible solution need to be increased to a level that allows the selection operations to push solutions back to feasible region so as to increase the chance of locating the true optimum.
The mean cost at different generations is shown in Fig. 7 (a) . As the mean cost is calculated by using the feasible and infeasible solutions, it gives us an overall idea of the optimization process. In general the mean cost becomes higher when the solutions are far inside the feasible regions from the constraint boundary instead of being close to constraint boundary. As shown in Fig. 7 (a) the mean cost for GA with SOAP decreases faster than the mean cost in traditional approach because, in the first case the solutions move close to the boundary comparatively faster than the other approach. As the target is to get a single best solution instead of getting a mean value, we have to check the improvement of best feasible solutions at different generations. Figure 7 (b) represents the nature of improvement of the best feasible solutions at different generations, where GA with SOAP performed better than the traditional approach.
As GA with SOAP need extra computational process to calculate penalty parameters and feasible ratios, it takes more time compared to traditional approach to finish the same number of generation with similar population size. Instead of this disadvantage, it performs faster than traditional approach when we consider the required number of generations to get a similar feasible optimum solution. GA with SOAP also gives us better idea of the constraints at the optimum condition.
Conclusion
This work shows that in constrained optimization problem like turning process, appropriate penalty strategy is necessary to get the optimum solution faster. SOAP can reduce the time for searching the best solution. It also performs better than traditional penalty approach by focusing on the boundary region of the feasible and infeasible solution space. From feasible ratios of constraints, the process planner gets better idea of the critical constraints for the optimum set of cutting parameters. This work can be extended for multipass turning operation and then can be continued for other machining operations like milling.
