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A new solution to square matrix completion
problem
Marija Dodig∗ Marko Stosˇic´†
Abstract
In this paper we give a novel solution to a classical completion prob-
lem for square matrices. This problem was studied by many authors
through time, and it is completely solved in [2, 3]. In this paper we re-
late this classical problem to a purely combinatorial question involving
partitions of integers and their majorizations studied in [4]. We show
surprising relations in these approaches and as a corollary, we obtain
a new combinatorial result on partitions of integers.
AMS classification: 05A17, 15A83
Keywords: Completion of matrix pencils, partitions of integers, classi-
cal majorization.
1 Introduction
In this paper we consider the following classical matrix completion problem:
Problem 1 Describe the possible similarity class of a square matrix with a
prescribed submatrix.
Problem 1 has a long history - it is one of the most studied matrix completion
problems. Various particular cases have beed solved, see e.g. [9, 10, 11, 12].
The necessary conditions for it were obtained by Gohberg, Kaashoek, and
van Schagen in [7]. Significantly more difficult is proving the sufficiency
of the conditions from [7]. First attempt of proving sufficiency was made
by Cabral and Silva in [1], where an implicit solution to Problem 1 was
obtained. Later on in [2], Dodig and Stosˇic´ gave a complete, explicit and
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constructive solution to Problem 1 [2, Theorem 1]. Recently, in [3] a new,
purely combinatorial and more direct and elegant way to solve Problem 1
was given in [3, Corollary 5]. In fact, in [3, Section 4] (see also [2]) has been
shown that Problem 1 has a solution if and only if the following theorem is
valid. Throughout the paper F is an algebraically closed field.
Theorem 1 [2, 3] Let α˜ : α˜1| · · · |α˜n and γ˜ : γ˜1| · · · |γ˜n+m+p be chains of
homogeneous polynomials from F[λ, µ], and let c1 ≥ · · · ≥ cm and r1 ≥ · · · ≥
rp be nonnegative integers, such that
(i) γ˜i | α˜i | γ˜i+m+p, i = 1, . . . , n,
(ii) (c1 + 1, . . . , cm + 1) ∪ (r1 + 1, . . . , rp + 1) ≺ (d(σ˜m+p(α˜, γ˜)), . . . , d(σ˜1(α˜, γ˜))).
Then there exists a chain of homogeneous polynomials β˜ : β˜1| · · · |β˜n+m, from
F[λ, µ] which satisfies:
β˜i|α˜i|β˜i+m, i = 1, . . . , n, (1)
γ˜i|β˜i|γ˜i+p, i = 1, . . . , n+m, (2)
(c1 + 1, . . . , cm + 1) ≺ (d(σ˜m(α˜, β˜)), . . . , d(σ˜1(α˜, β˜))), (3)
(r1 + 1, . . . , rp + 1) ≺ (d(σ˜p(β˜, γ˜)), . . . , d(σ˜1(β˜, γ˜))). (4)
Here for any two polynomial chains δ˜ : δ˜1| · · · |δ˜x and ǫ˜ : ǫ˜1| · · · |ǫ˜x+y such
that ǫ˜i|δ˜i|ǫ˜i+y, i = 1, . . . , x, we define:
σ˜i(δ˜, ǫ˜) =
π˜i(δ˜, ǫ˜)
π˜i−1(δ˜, ǫ˜)
, π˜i(δ˜, ǫ˜) =
x+i∏
j=1
lcm(δ˜j−i, ǫ˜j), i = 0, . . . , y.
Thus, in order to solve Problem 1, we are left with proving Theorem
1. This has been done in two completely different ways in [2] and in [3].
However, in this paper we present another solution to Problem 1. We study
and show surprising equivalence between Theorem 1 and combinatorial re-
sults on majorization of partitions obtained in [4]. As a corollary of these
relations we obtain a new combinatorial result on majorization of partitions
in Lemma 2.
2 Notation
Throughout the paper we deal with (chains of) homogeneous polynomials
from F[λ, µ]. By homogeneous irreducible factors of the homogeneous poly-
nomial f˜ ∈ F[λ, µ], we mean homogeneous irreducible polynomials from
F[λ, µ] that divide f˜ . For a polynomial chain α˜1| · · · |α˜n, we assume α˜i ∈
F[λ, µ] are all monic, nonzero polynomials. By convention we have α˜i = 1,
2
for i ≤ 0, and α˜i = 0, for i ≥ n + 1. Also, we assume d(1) = deg(1) = 0,
and d(0) = +∞.
By a partition of integers, we mean a non-increasing sequence of non-
negative integers. For a partition a = (a1, . . . , am), we assume am+1 =
am+2 = · · · = 0, and we identify two partitions differing only by a tail of
zeros. Also, by |a| we denote
∑m
i=1 ai, and by a = (a1, . . . , a|a|) we denote
the dual partition of a. Here ai = ♯{j|aj ≥ i}, i = 1, . . . , |a|.
For any two partitions a = (a1, a2, . . .), and b = (b1, b2, . . .) with ai ≥ bi,
i ≥ 1, by a − b we denote a partition obtained by ordering the elements
ai − bi, i ≥ 1, in the non-increasing order. Also, we put a + b = (a1 +
b1, a2 + b2, . . .). The partition a∪b is defined as a partition whose non-zero
elements are precisely the non-zero elements of partitions a and b ordered
in non-increasing order. Recall that
a ∪ b = a+ b.
We also recall the definition of the classical majorization, [8]:
Definition 1 Let a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) be two se-
quences of nonnegative integers, not necessarily non-increasing. Let σ1 and
σ2 be two permutations of the set {1, . . . , n} such that aσ1(1) ≥ aσ1(2) ≥ · · · ≥
aσ1(n) and bσ2(1) ≥ bσ2(2) ≥ · · · bσ2(n).
If
n∑
i=1
ai =
n∑
i=1
bi,
and
j∑
i=1
aσ1(i) ≤
j∑
i=1
bσ2(i), j = 1, . . . , n− 1,
then we say that a is majorized by b, and write a ≺ b.
We note that a ≺ b is equivalent to b ≺ a, and also if a ≺ b and b ≺ c,
then a ≺ c.
3 Combinatorial lemmas
In [4] we have studied series connections of arbitrarily many linear systems.
As the main result, we completely determined the controllability and the
possible controllability indices of a system obtained by a special series con-
nection of arbitrarily many linear systems. As the crucial part of the proof
of the main result in [4], we have obtained the following combinatorial result
involving classical majorizations of partitions of integers:
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Lemma 1 [4, Lemma 5] Let d1 ≥ · · · ≥ ds ≥ 0 and t1 ≥ · · · ≥ ts ≥ 0
be nonincreasing sequences of nonnegative integers, such that di ≥ ti, i =
1, . . . , s. Let A1 ≥ · · · ≥ As ≥ 0 and B1 ≥ · · · ≥ Bs ≥ 0 be nonincreasing
sequences of nonnegative integers such that
(d1 − t1, . . . , ds − ts) ≺ (A1 +B1, . . . , As +Bs). (5)
Then there exists a nonincreasing sequence f1 ≥ · · · ≥ fs of non-negative
integers such that
di ≥ fi ≥ ti, i = 1, . . . , s, (6)
and such that
(f1 − t1, . . . , fs − ts) ≺ (A1, . . . , As), (7)
(d1 − f1, . . . , ds − fs) ≺ (B1, . . . , Bs). (8)
Remark 1 In the original formulation of this lemma in [4], it was required
that di, ti and fi are strictly positive for all i = 1, . . . , s, — this was moti-
vated by the particular completion problem that this was related to. However,
it is clear that the conditions of the lemma depend only on the differences
di − ti and therefore clearly remain valid if one increases (or decreases) all
di’s, fi’s, and ti’s by the same value. Therefore one can assume that all
di’s, fi’s, and ti’s are nonnegative integers.
In this paper we shall show remarkable relationship between Lemma 1
and Theorem 1, see Remark 2. Moreover, inspired by this relation we give
a new combinatorial result on partitions of integers and their majorizations
that we show to be equivalent to Theorem 1. It is a very surprising connec-
tion between two completely unrelated problems. This novel, general and
interesting combinatorial result is given in the following lemma:
Lemma 2 Let di = (di1, . . . , d
i
s) and t
i = (ti1, . . . , t
i
s), i = 1, . . . , k, be
partitions of nonnegative integers, such that dij ≥ t
i
j, j = 1, . . . , s, i =
1, . . . , k. Let A = (A1, . . . , As) and B = (B1, . . . , Bs) be partitions of non-
negative integers such that
(d1 − t1) ∪ · · · ∪ (dk − tk) ≺ A+B. (9)
Then there exist partitions f i = (f i1, . . . , f
i
s), i = 1, . . . , k, of nonnegative
integers such that
dij ≥ f
i
j ≥ t
i
j, for all i = 1, . . . , k, j ≥ 1 (10)
(f1 − t1) ∪ (f2 − t2) ∪ · · · ∪ (fk − tk) ≺ A (11)
(d1 − f1) ∪ (d2 − f2) ∪ · · · ∪ (dk − fk) ≺ B. (12)
Clearly, for k = 1 Lemma 2 reduces to Lemma 1.
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4 A new proof of Problem 1
Before proceeding with our main result, let us introduce some notation. Let
α˜ : α˜1| · · · |α˜n and γ˜ : γ˜1| · · · |γ˜n+m+p be polynomial chains of homogeneous
polynomials from F[λ, µ], and let c1 ≥ · · · ≥ cm and r1 ≥ · · · ≥ rp be
nonnegative integers. Let ψ1, . . . , ψk be irreducible factors of γ˜n+m+p. For
every i = 1, . . . , k, let ai = (ai1, . . . , a
i
n) and g
i = (gi1, . . . , g
i
n+m+p) be par-
titions corresponding to the ψi elementary divisor of the polynomial chains
α˜ : α˜1| · · · |α˜n and γ˜ : γ˜1| · · · |γ˜n+m+p, respectively. More precisely:
α˜i = ψ
a1n+1−i
1 ψ
a2n+1−i
2 . . . ψ
akn+1−i
k
, i = 1, . . . , n,
γ˜i = ψ
g1n+m+p+1−i
1 ψ
g2n+m+p+1−i
2 . . . ψ
gkn+m+p+1−i
k , i = 1, . . . , n +m+ p.
Then, if
γ˜i|α˜i|γ˜i+m+p, i = 1, . . . , n,
from the definition of σ˜(α˜, γ˜),g1, . . . ,gk,a1,. . . , ak, we have
(d(σ˜m+p(α˜, γ˜)), . . . , d(σ˜1(α˜, γ˜))) = d(ψ1)g1 − a1+ · · ·+ d(ψk)gk − ak. (13)
Since F is algebraically closed field, we have that d(ψi) = 1, i = 1, . . . , k,
i.e. (13) is equal to
(d(σ˜m+p(α˜, γ˜)), . . . , d(σ˜1(α˜, γ˜))) = g1 − a1 + · · · + gk − ak. (14)
Now we can give our main result:
Theorem 2 Theorem 1 is equivalent to Lemma 2.
Proof: We start by proving that Lemma 2 implies Theorem 1.
Thus, let the conditions (i) and (ii) from Theorem 1 be valid. Then (ii)
and (14) together give
g1 − a1 + · · · + gk − ak ≺ (c1 + 1, . . . , cm + 1) ∪ (r1 + 1, . . . , rp + 1) (15)
Let c = (c1 + 1, . . . , cm + 1) and let r = (r1 + 1, . . . , rp + 1), and let
A := c and B := r, A = (A1, A2, . . .) and B = (B1, B2, . . .). Then A1 = m
and B1 = p. Since c ∪ r = c+ r, we have that
(c1 + 1, . . . , cm + 1) ∪ (r1 + 1, . . . , rp + 1) = A+B.
Thus, (15) is equal to
g1 − a1 + · · ·+ gk − ak ≺ A+B. (16)
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Let us denote by di := gi, with di = (di1, d
i
2, . . .), and t
i := ai with ti =
(ti1, t
i
2, . . .), i = 1, . . . , k. Then (16) becomes
(d1 − t1) ∪ (d2 − t2) ∪ · · · ∪ (dk − tk) ≺ A+B. (17)
By Lemma 2, there exist partitions f1, . . . , fk such that
dij ≥ f
i
j ≥ t
i
j, for all i = 1, . . . , k, j ≥ 1 (18)
(f1 − t1) ∪ (f2 − t2) ∪ · · · ∪ (fk − tk) ≺ A (19)
(d1 − f1) ∪ (d2 − f2) ∪ · · · ∪ (dk − fk) ≺ B. (20)
Let
bi = f i, i = 1, . . . , k,
and let β˜ : β˜1| · · · |β˜n+m, be a polynomial chain such that the only irreducible
factors of β˜n+m are ψ1, . . . , ψk, and such that for all i = 1, . . . , k, b
i is the
partition corresponding to the ψi elementary divisor of β˜, i.e.
β˜i = ψ
b1n+m+1−i
1 ψ
b2n+m+1−i
2 . . . ψ
bkn+m+1−i
k , i = 1, . . . , n+m.
From (19) we have that for every i = 1, . . . , k, it is valid that max{f ij−t
i
j|j ≥
1} ≤ A1 = m, and so tij ≥ f ij+m, for all i and j. Analogously from (20) we
have that for every i = 1, . . . , k, it is valid that max{dij−f
i
j |j ≥ 1} ≤ B1 = p,
and so f ij ≥ d
i
j+p, for all i and j. Together with (18) this gives
bij ≥ a
i
j ≥ b
i
j+m, and g
i
j ≥ b
i
j ≥ g
i
j+p, i = 1, . . . , k, j ≥ 1.
Hence,
β˜i|α˜i|β˜i+m, i = 1, . . . , n, (21)
γ˜i|β˜i|γ˜i+p, i = 1, . . . , n+m. (22)
Then the duals of (19) and (20) give
(c1 + 1, . . . , cm + 1) = A ≺ (b1 − a1) ∪ · · · ∪ (bk − ak) =
= (b1 − a1) + · · · + (bk − ak) = (d(σ˜m(α˜, β˜)), . . . , d(σ˜1(α˜, β˜)))
and
(r1 + 1, . . . , rp + 1) = B ≺ (g1 − b1) ∪ · · · ∪ (gk − bk) =
= (g1 − b1) + · · · + (gk − bk) = (d(σ˜p(β˜, γ˜)), . . . , d(σ˜1(β˜, γ˜))).
Hence, such defined β˜i’s satisfy (1)–(4), as wanted.
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Now, suppose that Theorem 1 is valid, and let us prove Lemma 2. Let
di = (di1, . . . , d
i
s), t
i = (ti1, . . . , t
i
s), i = 1, . . . , k, and let A = (A1, . . . , As)
and B = (B1, . . . , Bs) be partitions such that
dij ≥ t
i
j, i = 1, . . . , k, j = 1, . . . , s, (23)
and such that
(d1 − t1) ∪ (d2 − t2) ∪ · · · ∪ (dk − tk) ≺ A+B. (24)
Let m = A1, p = B1, and let (c1 +1, . . . , cm +1) and (r1 +1, . . . , rp +1)
be partitions defined by
(c1 + 1, . . . , cm + 1) := A,
(r1 + 1, . . . , rp + 1) := B.
Let denote by gi := di with gi = (gi1, g
i
2, . . .), and a
i := ti with ai =
(ai1, a
i
2, . . .), i = 1, . . . , k. Let n = max{t
i
1|i = 1, . . . , k}. Let ψ1, . . . , ψk
be distinct irreducible homogeneous polynomials from F[λ, µ], and let α˜ :
α˜1| · · · |α˜n and γ˜ : γ˜1| · · · |γ˜n+m+p be polynomial chains defined by
α˜i = ψ
a1n+1−i
1 ψ
a2n+1−i
2 . . . ψ
akn+1−i
k , i = 1, . . . , n,
and
γ˜i = ψ
g1n+m+p+1−i
1 ψ
g2n+m+p+1−i
2 . . . ψ
gkn+m+p+1−i
k
, i = 1, . . . , n +m+ p.
Condition (23) is equivalent to
gij ≥ a
i
j, i = 1, . . . , k, j ≥ 1. (25)
Also, (24) implies that for all i = 1, . . . , k, we have max{dij − t
i
j |j ≥ 1} ≤
A1 +B1 = m+ p. Thus, max{gij − a
i
j |j ≥ 1} ≤ m+ p, i.e.
aij ≥ g
i
j+m+p, i = 1, . . . , k, j ≥ 1. (26)
Hence, (25) and (26) give
γ˜i|α˜i|γ˜i+m+p, i = 1, . . . , n. (27)
Then by (14) we have
(d(σ˜m+p(α˜, γ˜)), . . . , d(σ˜1(α˜, γ˜))) = g1 − a1 + · · · + gk − ak. (28)
Therefore (24) becomes
(c1 +1, . . . , cm +1)∪ (r1 +1, . . . , rp +1) ≺ (d(σ˜m+p(α˜, γ˜)), . . . , d(σ˜1(α˜, γ˜))).
(29)
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So by Theorem 1, since (27) and (29) are valid, we have that there exists
a polynomial chain β˜ : β˜1| · · · |β˜n+m satisfying (1)–(4). Since β˜n+m|γ˜n+m+p,
the only irreducible factors of β˜i’s are ψ1, . . . , ψk. Let b
i = (bi1, . . . , b
i
n+m)
be the corresponding partitions of ψi-elementary divisors of β˜, i = 1, . . . , k,
i.e.
β˜i = ψ
b1n+m+1−i
1 ψ
b2n+m+1−i
2 . . . ψ
bkn+m+1−i
k
, i = 1, . . . , n+m.
Then (1)–(4) imply:
gij ≥ b
i
j ≥ a
i
j, i = 1, . . . , k, j ≥ 1,
(c1 + 1, . . . , cm + 1) ≺ b1 − a1 + · · ·+ bk − ak
(r1 + 1, . . . , rp + 1) ≺ g1 − b1 + · · ·+ gk − bk.
Let f i = bi, i = 1, . . . , k. Then duals of the conditions from above give
dij ≥ f
i
j ≥ t
i
j, i = 1, . . . , k, j ≥ 1,
(f1 − t1) ∪ (f2 − t2) ∪ · · · ∪ (fk − tk) ≺ A
(d1 − f1) ∪ (d2 − f2) ∪ · · · ∪ (dk − fk) ≺ B,
which proves Lemma 2, as wanted.
Remark 2 Since for if k = 1 Lemma 2 reduces to Lemma 1, we have that
Theorem 1 for k = 1, i.e. in the case when γn+m+p has only one irreducible
factor, is equivalent to Lemma 1.
Since Theorem 2 proves the equivalence between Lemma 2 and Theorem
1, as a corollary of Theorem 2 we obtain that Lemma 2 holds. It is a novel
combinatorial result, that generalises Lemma 1, whose applications in the
control theory of linear systems are expected, and will be pursued in a future
work.
Example 1 It is well known that Theorem 1 works over algebraically closed
field (see e.g. [1]). Let us comment how this translates into Lemmas 1 and
2.
The difference between arbitrary and algebraically closed field appears in
the difference between (13) and (14). Even in the case k = 1 and d(ψ1) = 2,
we would have
(d(σ˜m+p(α˜, γ˜)), . . . , d(σ˜1(α˜, γ˜))) = 2 g1 − a1. (30)
The analog of Lemma 1 that would be required in this case would be:
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If d, t, A and B are partitions with di ≥ ti, i ≥ 1, such that
2(d − t) ≺ A+B (31)
then there exists a partition f such that
di ≥ fi ≥ ti, i ≥ 1,
2(f − t) ≺ A
2(d− f) ≺ B.
However, this can be easily seen to be false. For example, let A = (1, 1),
B = (1, 1), d1 = t1 + 1 and d2 = t2 + 1. Then (31) is satisfied, while there
is no f = (f1, f2) such that
di ≥ fi ≥ ti, i ≥ 1, (32)
(2(f1 − t1), 2(f2 − t2)) ≺ (1, 1) (33)
(2(d1 − f1), 2(d2 − f2)) ≺ (1, 1). (34)
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