Abstract| This paper presents a region-based coding algorithm for video sequences. The coding approach involves a time-recursive segmentation relying on the pixels homogeneity, a region-based motion estimation, and motion compensated contour and texture coding. This algorithm is mainly devoted to very low bit rate video coding applications. One of the important features of the approach is that no assumption is made about the sequence content. Moreover, the algorithm structure leads to a scalable coding process giving various levels of quality and bit rates. The coding as well as the segmentation are controlled to regulate the bit stream. Finally, the interest of morphological tools in the context of region-based coding is extensively reviewed.
I. Introduction
I N the framework of very low bit rate video coding, there is an increasing interest in second generation image compression techniques 4]. These techniques eliminate the redundant information within and between frames, taking advantage of the properties of the human visual system. In particular, region-based compression methods describe the images in terms of a set of regions, that is a partition, and of some information for each region to be used by the receiver to reconstruct the image. These techniques have been successfully applied to the coding of still images 4]. For sequences, region-based schemes have been developed in particular in 10], 12], 23].
The main di erence between the techniques proposed in 10], 12], 23] can be described by the relative importance they assign to the spatial or the motion information. Reference 10] proposes a coding scheme where motion plays the central role and the image is restored on the receiver side by motion compensation of past restored frames. A partition of each frame is used mainly to de ne the regions Manuscript received July 1, 1994; revised January 17, 1995. that should be compensated. This approach leads to good results if the sequence can actually be compensated. That is, if no new objects are allowed to be introduced in the scene and if scene changes are prohibited. As a result this technique is mainly dedicated to very speci c applications such as "head & shoulders" sequences. The approaches described in 12], 23] are more general in the sense that they mainly deal with the spatial information of the scene. The sequence is considered as a 3D signal (2 spatial plus one temporal dimensions) and 3D blocks are segmented on the basis of the gray-level information. Finally, the 3D partition is coded as well as the texture of each region. Note that the system can a priori code any sequence and no assumptions have to be made about the introduction of new objects or about scene changes. However, in this case, motion information is not used and the coding e ciency remains moderate because the temporal redundancy is not really exploited.
In this paper, we propose a coding algorithm which combines a spatial analysis of the sequence with a motion compensation of the transmitted information. On the one hand, the spatial analysis is used to get a general scheme able to deal with any kind of sequences and scene changes. On the other hand, motion information is used to increase the coding e ciency by compensation of the spatial information that has to be transmitted (partition and texture).
From the information theory viewpoint, coding generally relies on the statistical properties of signals. However, in a region-based approach, the geometrical information is of prime importance and should be used as much as possible. Classical linear signal processing tools are not well suited for a geometrical approach and other tools coming from nonlinear signal processing or from computer vision may be attractive for this purpose. Mathematical morphology 19] , 20] has been developed as a geometrical approach to signal processing. Our objective in this paper is twofold:
rst to describe a region-based video coding algorithm and, second, to discuss the usefulness of morphological tools in this context.
The organization of this paper is as follows: section 2 describes the general codec structure and its strategy. Four steps are highlighted: segmentation, motion estimation, contour coding and texture coding. These steps are respectively discussed in sections 3 to 6. Finally section 7 is devoted to the presentation of some results of very low bit rate video coding. Through out the paper, the interest of using nonlinear signal processing tools such as mathematical morphology is discussed. The appendix brie y de nes and comments on the major morphological tools that are mentioned in the paper.
II. Structure of the algorithm
In order to de ne the algorithm structure, let us start with a review of the basic system requirements:
The codec is mainly devoted to very low video bit rates, that is below 64 kbits. It should be generic with respect to the input sequences. In particular, no assumption about the scene content should be made. It should be exible with respect to the coded sequence quality. The coding strategy should provide an easy way to de ne various levels of quality. The system is principally devoted to xed rate transmission. As a consequence, the bit stream should be regulated.
It should be suitable for interactive applications. Therefore, large processing delays should be avoided. To design such a system, we will follow one of the secondgeneration coding ideas which states that, as the compression ratio increases (as for very low bit rates), the most vital part of the image information is represented by contours 4]. This point of view leads to a two-component image representation: contour / texture. As a result, the encoder involves a segmentation step, which de nes a partition of the image, followed by a coding step, which codes the contour of the partition and the gray-level or color information of each region (called texture in the following).
As mentioned in the introduction, motion compensation is one of the best available techniques to take bene t of the temporal redundancy. Therefore, motion information will be used for contour as well as for texture coding. The segmentation criterion will not deal with the motion eld but with the pixels' homogeneity in the spatial domain. Motion will not be used as segmentation criterion, because we are interested in a spatial analysis of the signal to be able to deal with any kind of sequence.
This analysis leads to the general coding structure described in Fig. 1 . It involves four steps: segmentation, motion estimation, coding of contours and coding of texture. The segmentation de nes the partition of the sequence. The motion estimation is performed after the segmentation and can therefore be region-based. Finally, contour and texture are coded by motion compensation techniques. Note that the texture coding makes use of the partition. It is a region-based texture coding approach.
III. Segmentation
With the assumptions made in the previous section, a good segmentation should extract the visually important regions of the scene, be coherent in time, avoid as much as possible random uctuations of the contours and solve the region correspondence problem. This last requirement means that one should be able to follow the time evolution of a given region (a given object). With these requirements, it is very di cult to obtain a good segmentation if the processing is only 2D or intra-frame. Indeed, if frames are segmented independently, both the time coherence and the region correspondence problems are di cult to solve. Somehow, the temporal relationship between frames must be exploited.
In this direction, a rst solution consists in dealing with the sequence as a 3D (2D plus time) signal and in performing a 3D segmentation. This approach implies to split the sequence into 3D blocks of a given number of frames and to segment these 3D blocks. Examples of this approach can be found in 17], 12], 23]. However, these techniques have some drawbacks. Indeed, if the temporal size of the 3D blocks is large, the approach implies huge memory requirements, a high computational load and the introduction of a large processing delay disallowing any interactive application. Besides, if the temporal size of the 3D blocks is small, the temporal correlation between frames will be ignored at each block transition, that is, very often.
However, most of the information contained in a frame is already present in the previous frame. The changes are mainly due to object motion and the appearance of new objects. This point of view leads to a segmentation process that can be called time-recursive 11]. The segmentation approach involves two modes of operation: intra-frame and inter-frame segmentation. During the intra-frame mode, a frame is segmented. It is a purely 2D process. Then, during the inter-frame mode, each frame is recursively segmented using the segmentation of the previous frame. Note that in the following, the segmentation is assumed to be performed on the luminance signal because most of the visually important transitions are de ned by the luminance signal.
A. intra-frame mode
The intra-frame segmentation relies on the hierarchical method proposed for still images in 14]. The algorithm rst produces a simpli ed segmentation in the sense that it involves a reduced number of regions. Then, the segmentation is progressively improved by introducing more regions. Typically four segmentation levels are used. Each Modeling: assume that, at level n-1, a current estimation of the partition is known (at the very rst level, the entire frame is considered as a single region). Then, the next hierarchical segmentation level n will have to improve this estimation dealing with the regions that cannot be well represented by the coding process. To have information about these regions, each region is actually coded. Ideally, the real coding algorithm should be used to code the contours and the texture. However, most of the time, a simpli ed version of the coding can be used. In the following, only a texture coding technique will be used (the contour coding process is assumed to be lossless). In practice, each region is lled with a gray-level function which approximates the coded version of the region the receiver will have. Then, the di erence between the coded image and the original one, called the modeling residue, is computed. Since this residue concentrates all the information about the poorly coded regions, it is used as the signal to be segmented in the following steps. Simpli cation: in this step, images are simpli ed to make them easier to segment. The simpli cation controls the nature and amount of information that is kept for segmentation at this level of the hierarchy. Di erent simpli cation tools can be used depending on the segmentation criterion. For coding applications, several visually important criteria can be used: size, contrast 14], 13] or dynamics 8]. A "size" segmentation means that all regions larger than a given limit are segmented. Using a "contrast" or a "dynamic" criterion, regions of high contrast are extracted. In practice, a combination of size and contrast criteria are used because, most of the image structure is represented by large regions but an important part of the meaningful information is de ned by small but contrasted details. See the appendix for more information about connected operators. The concept of at zones is very useful for the marker extraction step.
Marker extraction: the goal of this step is to detect the presence of homogeneous regions. It produces markers identifying the interior of the regions that will be segmented. In practice, a marker is a connected component of the image with a speci c gray level value indicating the number of the region. The marker denes the set of pixels which surely belong to the region and, in general, it de nes the major part of the region interior.
The marker extraction technique depends on the segmentation criterion. As explained in 13], for sizeoriented segmentation, the marker extraction consists in labeling the interior of large at zones after the simpli cation. This can be easily done thanks to the simpli cation process which has produced at zones. For contrast-oriented segmentation, the marker extraction relies on the labeling of the extremal at zones produced by the h-maxima / minima operators 13]. Decision: after marker extraction, the number and the interior of the regions to be segmented are known. However, a large number of pixels are not assigned to any region. These pixels correspond to uncertainty areas mainly concentrated around the contours of the regions. Assigning these pixels to a given region can be viewed as a decision process that precisely de nes the partition. The classical morphological decision tool is the watershed 9]. It is generally used on the morphological gradient of the image to segment. However, as discussed in 14] the use of the morphological gradient results in a loss of information on the contour position of 1 pixel which is generally too high for coding applications. In the case of still image coding and depending on the application, one may consider that it is not a serious problem. However for image sequences, the loss of information about the contour position depends on the region motion and can become very large. Therefore, the use of the gradient should be avoided 17].
To solve this problem, it has been proposed to work on interpolated signals in 14] or to use a di erent version of the watershed algorithm working on the original signal in 17], 13]. The idea of using the watershed algorithm directly on the signal to segment was rst proposed in 7] to deal with color images. The resul- Fig. 3 . Example of intra-frame segmentation. Each row represents a given segmentation step with a size criterion for the three rst rows (size: 671, 219, 94 pixels) and a contrast criterion for the last one (contrast: 25). The four columns give respectively the modeled image, the residue, the simpli ed error and the partition.
ting algorithm is a region growing process: the set of markers is extended until they occupy all the available space. During the extension, pixels of the uncertainty areas are assigned to a given marker. A point is assigned to a speci c region because it is in the neighborhood of at least one marker and it is more similar (in the sense de ned by a speci c criterion) to this marker than to any other marker of its neighborhood. A detailed description of this modi ed version of the watershed can be found in 17]. A possible similarity criterion is the gray tone di erence between the pixel under consideration and the mean of the pixels that have already been assigned to the region. This basic similarity measure has to be modi ed to take into account the complexity of the contours. Indeed, for coding, if the gray level transition between two regions is not very strong, it is useful to have simple contours, even if some precision on the position is lost. For this aim, the similarity criterion is de ned as the weighted sum of the gray-level di erence between the pixel and the mean of the region plus a penalty term corresponding to the contour complexity:
Simil. = Di . in gray-tone+(1? ) Contour compl.
(1) The measure of contour complexity is made by counting the number of contour points that are added if the pixel is assigned to that region. The weighting factor allows more importance to be given to the gray level measure or to the contour complexity. The decision produces the new partition n which can be used as input to a new segmentation level. In practice, the partition is represented by a gray-level image where the gray-level values de ne the region number. This kind of image is also called a label image. Typically four hierarchical levels of segmentation are used for the intra-frame processing. The rst three deal with a size criterion and the last with a contrast criterion. At each level, the same procedure is repeated and the only di erence is the simpli cation parameter which is decreased to allow the progressive introduction of small or low-contrasted regions. This hierarchical procedure has the following main advantages: it produces a good segmenta-tion of the image taking into account the possibilities of the texture coding (it segments the coding residue). It allows the progressive estimation of the segmentation parameters, size and contrast, to get a segmentation result compatible with the coding objective (appropriate number of regions or of contour points, etc.).
Four segmentation levels are illustrated in Fig. 3 . For each level the modeled image, the residue, the simpli ed residue and the segmentation are shown. This example illustrates how the information is progressively extracted from the original frame and introduced in the segmentation. Note in particular the evolution of the modeling error which becomes simpler at each level. Ideally, this error should tend towards zero. Comparison between the modeling error and its simpli cation illustrates the usefulness of using connected operators such as lters by reconstruction. For example, in the rst level, the simpli ed image is really a coarse approximation of the original. Only large objects are present. However, the contours of the remaining objects are well de ned. This simpli ed image is an "easy" image to segment. The simpli ed image involves a large number of at zones which are very useful for marker extraction. The marker extraction step assigns a label to these at zones. Finally, the segmentation is represented by the corresponding label image. The number of segmented regions is respectively 12, 28, 53 and 71 for each level.
B. inter-frame mode
Two di erent steps can be distinguished in the interframe mode: rst, to de ne the time evolution of the regions that are present in the segmentation of the previous frame and, second, to detect the possible appearance of new regions 11].
The rst problem is basically a projection problem. As in the inter-frame mode, the similarity criterion combines a gray tone distance with a contour complexity measure. The contour complexity is assessed by counting the number of contour points that are added if the pixel is assigned to a particular region. A 6 connected-neighborhood is assumed for this purpose, 4 pixels in the spatial dimension Once the labels of the previously segmented regions have been propagated into the current frame, new regions have to be extracted. From now on, the process is purely intraframe. First of all, the residue image is computed. As for the intra-frame segmentation discussed previously, the residue image is obtained by texture-coding of the segmentation obtained from the extension of the past regions. A simpli ed version of the texture coding is used. In the following, the texture coding used in intra-frame mode (see section VI) for luminance is assumed to be used for the segmentation. Then, the di erence with the original image gives the residue, where new regions can be detected. The segmentation of new regions is performed with the method used for the intra-frame segmentation. That is, it consists of the basic segmentation steps: simpli cation, marker extraction and decision. The segmentation can be performed according to a size or a contrast criterion. Our experience has lead us to use a contrast segmentation only since, most of the time, large and non contrasted regions of the residue are not visually important. Note that the inter-frame mode of segmentation is very similar to the intra-frame mode. The main di erence is in the projection step which does not exist in the intra-frame mode. In intra-frame mode, it can be considered that the algorithm segments a sequence of still images and that the segmentation parameters are modi ed to increase the number of regions. In inter-frame mode, the hierarchy is not on the spatial space but on the temporal space. The sequence is moving and the segmentation parameters are mainly updated to maintain the partition characteristics.
The inter-frame mode of segmentation is illustrated in Fig. 5 . The rst row presents the segmentation of frame n ? 1 and its projection at time n. The second row gives the modeled projection and the corresponding residue. Finally, the last row shows the new regions and the nal segmentation of frame n. As can be seen, three new regions have been extracted.
C. regulation of the segmentation
The regulation of the segmentation is done both in the intra-and inter-frame modes to control the nal bit stream. In the intra-frame mode, the number of segmentation levels and the segmentation parameters, size or contrast, can be easily controlled to produce a segmentation with given characteristics such as number of regions or number of contour points 15] . Controlling the number of contour points of the segmentation does not precisely regulate the bit stream. However, in practice, it gives a reasonable stability of the bit stream produced by the contour coding. It can be considered as an approximate regulation. Texture coding is used afterwards to absorb the deviation in number of bits.
Moreover, thanks to the segmentation criteria used in the scheme, the segmentation parameter estimation can be simply done. Assuming that we only want to regulate the bit rate for the contour information and that this bit rate is directly proportional to the number of contour points CP produced by the segmentation 15], then the parameters estimation can be done as follows:
Estimation of the size parameter: For a very large number of shapes, it can be assumed that the perimeter P is proportional to the square root of the area S (size): P = 1 p S. Moreover, the number N of shapes of size S that ts within a xed area (that is the frame) is generally inversely proportional to the size S: N = 2 =S. Finally, the number of contour points (and therefore the number of bits for contour) can be approximated by:
In the hierarchical segmentation procedure described previously, the parameter can easily be estimated by averaging the size parameters S and the actual number of contour points obtained for the previous segmentation level. Estimation of the contrast parameter: The contrast parameter can be estimated by using two thresholds at c and ?c on the residue image. The number of new contour points, CP, created by the contrast-oriented segmentation with c as parameter is assumed to be proportional to the number of points where the residue image crosses level c and ?c. As in the case of size segmentation, the proportionality factor is estimated by taking into account the previous segmentation level. Once the intra-frame segmentation has been performed, the inter-frame mode should mainly preserve the characteristics of the segmentation, that is the number of regions and of contour points. Assume that we want to work with a constant number of contour points CP. If the number of contour points of the current segmentation is below this threshold CP, then the contrast parameter (only contrast oriented is performed in the inter-frame mode) should be decreased to allow the introduction of a few new regions. On the contrary, if the number of contour points of the current segmentation is above CP, then the contrast parameter can be progressively increased in order to prevent the introduction of new regions and wait for possible disappearance of regions. Note however, than depending on the sequence, this procedure does not guarantee the actual decrease of the number of contour points. Therefore, if the number of contour points is really too high, and reaches for example 1:2CP, regions are merged together on the basis of their mean gray-level. In practice, this merging procedure is very seldom used.
IV. Region-based Motion Estimation
Within the framework of region-based coding techniques, contour coding represents a bottleneck in terms of compression rate. In the 2D case, the modi ed chain code method proposed in 6] needs in practice 1.3 bits per contour point. In the 3D case, the spatial-temporal contours make the situation even worse. For sequences, motion estimation and compensation is generally used to exploit the temporal redundancy of gray-level pixels. Motion estimation analyzes the pixels'motion in the sequence, and the interframe displacement information allows the prediction of the current pixel value. In order to achieve a high compression ratio, the temporal redundancy of the contour image sequence, that is of the segmentation, should be exploited.
The segmentation algorithm described previously solves the region correspondence problem: we know exactly how the past regions are transformed into current regions and where the new regions are. Motion estimation is introduced to code the current partition by prediction from the previous coded partition. Furthermore, the resulting motion information can also be used for texture compensation. However, it has to be noticed that, for a given region, the motion of its contours may not coincide with the motion of its texture. This is in particular the case for background regions. Indeed, the contour modi cations of a background region are due to the motion of the surrounding foreground regions and not to its own motion. In the following, the motion information, that is estimated and used for compensation, is the motion of the contours because contours represent very sensitive information and contour errors result in a rapid increase of the bit stream. On the contrary, texture information is less sensitive and graceful degradation of the texture quality can more easily be achieved.
Therefore, the goal of the motion estimation is to assign to each region a set of motion parameters allowing the prediction of its shape. A translational motion model is used here for simplicity and to reduce the cost associated to the coding of the motion parameters.
Assume that A, B, v respectively denote a region in the previous frame n ? 1 , the corresponding region in the current frame n and a translation vector. The goal of the motion estimation is to minimize the following prediction error:
where A v denotes the compensated version of A. Note that the motion estimation is performed from frame n ? 1 towards frame n. This does not correspond to the classical approach of motion estimation for compensation. However, in a region-based approach, the receiver has to compensate regions (by translation). The only regions that are known at time n before contour decoding are the previously reconstructed regions, that is, the regions corresponding to frame n ? 1. For each region, the prediction error is calculated as the total number of pixels of the frame n which are not assigned to their correct region by motion compensation. Since an accurate estimation of the region motion considerably reduces the prediction error, a full-search motion estimation algorithm is used. A fast full-search region matching algorithm has been developed to minimize the prediction error within reasonable time. This fast algorithm avoids the estimation of the motion of each region separately, but deals with them all together.
For a given motion vector v, the whole partition at time n ? 1 is translated. Then, the compensation error for each region is calculated by scanning the image once. The error computation is done by comparing the current partition with the translation of the previous partition. Let us denote by p n (x; y) the region number of a pixel at position (x; y) in the current partition and by p n?1;v (x; y) the region number at the same position after translation of the previous partition. For each p n (x; y), one of the three following situations may occur:
1. p n (x; y) = p n?1;v (x; y): the compensation gives the correct result and the pixel does not contribute to the error.
2. p n (x; y) has no corresponding pixel because the translation of the previous partition would have taken pixels outside the frame limits. The error corresponding to the region number p n (x; y) is incremented by one.
3. p n (x; y) 6 = p n?1;v (x; y): the two errors corresponding to the region numbers p n (x; y) and p n?1;v (x; y) are incremented by one. By using this method, the compensation error of all regions for a speci c translation v can be obtained by a single scanning of the image. Comparing with a full-search motion estimation algorithm for each region, there is a signi cant decrease of complexity which can be estimated by a factor k given by:
where R is the total number of regions, S x ; S y are the lengths of the searching window, L x ; L y are the sizes of the current image. Finally, once the error produced by all possible translations for all regions has been computed, the translation creating the minimum error is assigned to each region of the previous partition. This motion information is used in the following for both contour and texture compensation.
V. Motion Compensated Contour Coding
The transmission of the contour information follows the classical motion predictive technique illustrated in Fig. 6 : based on the previous partition image stored in the contour memory and on the motion information, a compensated partition image is created by the contour compensation block and its di erence with the current partition de ned by the segmentation is computed. Since we are dealing with partition, the di erence operator has to be considered as a set di erence. The di erence, called contour error, is simpli ed, coded and transmitted to the receiver 3].
A. Contour compensation A.1 Separation of foreground and background regions
Since a forward motion estimation is used, adjacent regions in the previous frame may overlap after compensation in the current frame. Moreover, two adjacent regions share a common contour segment. If a contour segment has already been considered in one of the two adjacent regions, it should not be taken into account again in the compensation of the other region. Furthermore, if all the contour segments de ning a region have already been considered, we only need to send a region number to code that region. Such regions are de ned as background regions, while the others are de ned as foreground regions.
In order to distinguish between background and foreground regions, a region adjacency graph (RAG) representing the adjacency relation between the regions of the Fig. 6 . Structure of the contour encoding current frame is constructed. Depending on the prediction error, an order list is built to indicate the translation order of each region. A region associated with a small prediction error should be translated before a region producing a large prediction error. An example is shown in Fig. 7 .
Suppose that the order list is R 1 R 4 R 3 R 2 R 5 where R 1 has the minimal prediction error and R 5 has the maximal prediction error. Based on the RAG and this order list, the regions in the current frame can be easily classi ed into foreground and background regions. Following the list order, each region is examined. If all of its surrounding regions have already been de ned as foreground regions, this region is de ned as a background region. If not, it is de ned as a foreground region. According to this procedure, in the case of Fig. 7 , R 1 R 4 R 3 are de ned as foreground regions and R 2 R 5 as background regions.
Only the prediction errors for the foreground regions need to be transmitted. This is the reason why the regions creating a low error should be processed rst. The boundaries of background regions are naturally de ned by the reconstructed foreground regions. Eliminating the background regions greatly reduces the prediction error components and leads to an e cient representation.
A.2 Morphological ltering of prediction error
After motion compensation, the resulting prediction error may be noisy. If the prediction error is coded losslessly, the resulting number of bits is very high. To achieve a high compression ratio, a lossy method should be used. Since small prediction errors of one pixel width represent a large part of the bit stream and have little visual importance, they may be removed. Morphological lters are shape-oriented and are particularly suitable for removing objects that are smaller than a speci c size. They are introduced to purge the prediction error of each foreground region.
A morphological opening can remove objects of size smaller than the size of the structuring element. But it will also cause contour degradation of the remaining large objects 16]. Openings by reconstruction (see appendix) do not have this drawback. A structuring element of size 2*2 is used. It results in a maximal error of one pixel for the contour location. This simpli cation ensures the preser- To further reduce the prediction errors of the foreground regions, a mask is incrementally constructed in the current frame to indicate the areas where regions have already been settled. Any prediction fragment falling into this mask is not considered.
B. Contour error coding B.1 Prediction Error Coding
After motion compensation of the foreground regions, the prediction error is obtained for each foreground region. An e cient coding method has to be found to code this prediction error. From Fig. 8(a) , it can be seen that the boundaries of the prediction error are composed of motion compensated boundaries and of the new boundaries in the current frame. Only the new boundaries need to be coded. These new boundaries are divided into two groups: boundaries de ning areas to be added and boundaries de ning areas to be deleted.
From Fig. 8(b) , it can be seen that actually only the thick curves need to be coded. For the coding of a single continuous digital curve, a derivative chain code is used 1], 6]. The curve coding needs three symbols to indicate the movement of the continuous boundary and the starting points of the prediction error segments are coded di erentially.
Finally, it should be mentioned that the new appeared regions in the current frame are directly coded by chain code since there are no corresponding regions in the previous frame that can be used to predict them. Note that, in the intra-frame mode all regions are processed as new regions and are coded by chain code. At the end, the information to transmit is composed of the motion vectors, the prediction error and the order of the foreground regions. All this information is entropy coded by a rst order adaptive arithmetic coder.
B.2 Reconstruction of foreground and background regions
At the decoder side, the foreground regions are reconstructed rst. The reconstruction is based on the previous received partition, the motion vectors, the prediction error and the order of translation of foreground regions. This simple procedure consists in translating the regions according to the list order and their motion. As in the encoder side, a mask is incrementally constructed to indicate the area where regions have already been settled. Any motion compensated part falling into this area is neglected. Then, the prediction error which has not been removed by the morphological lter will be either added to or deleted from the motion compensated regions.
After the reconstruction of the foreground regions, the background regions should be restored with the correct region number. First, a reference mask in the current frame is built to indicate all the background areas where the region number has to be de ned, see Fig 9 . Because of the opening by reconstruction of size 2*2 used to simplify the prediction error for foreground regions, small cracks may appear between foreground regions. The number of the region in these crack areas are uncertain. Moreover, these cracks may join together background regions that were originally disconnected. To keep the correct topological relation in the current image, a morphological opening of size 2*2 is applied to the background area to obtain the correct reference mask.
Once the shapes of the background regions have been de ned on the receiver side, a region number should be assigned to each of them. Each region of the previous frame which does not correspond to a foreground region is motion compensated. The biggest connected component de nes the region number. In fact, the resulting image might be considered as a partially reconstructed background partition. Afterwards, a reconstruction by geodesic dilation leads to a complete reconstruction of the whole background regions, see Fig. 9 .
Finally, the reconstructed foreground and background regions image are put together to form the current partition. A post-processing procedure is carried out to remove small isolated connected components of one pixel width.
VI. Motion compensated Texture coding
Once the partition has been transmitted to the receiver, the texture or color information has to be coded. The strategy follows the classical motion predictive technique illustrated in Fig. 10 : based on the previous texture image stored in the texture memory and on the motion information, a compensated texture image is created by the texture compensation block and its di erence with the original texture frame is computed. The di erence, called texture error, is coded and transmitted to the receiver. The texture image is created by adding the compensated texture and the coded error. As can be seen in Fig. 10 , all coding steps can be region-based since the partition has already been coded and the receiver knows the di erent regions.
For color sequences, the coding process is achieved separately on the luminance (Y) and the chrominance (U and V) signals. The only di erence is the quality of the texture error coding which has a much higher accuracy in the case of luminance.
A. Texture compensation
As discussed in the previous section, the motion information estimated on the contours is used to compensate both the contours and the texture. This approach may produce errors and inaccuracies in the compensated image, in particular, for background regions. However, with a simple model, like the translational model that is used here, these texture compensation errors are not very annoying.
The texture compensation is more complicated than the "classical" compensation because the motion estimation has been performed from frame n ? 1 towards frame n. Therefore, the projection of frame n ? 1 into frame n creates some empty areas, where no values have been assigned to the pixels, and some con ict areas, where more than one value is assigned. To assign a value to these pixels, the coded partition information can be used. Fig. 11 illustrates a case of con ict area. Several pixels of frame n ? 1 are projected to the same location of frame n. As a result several gray-level values may be assigned to the pixel of frame n. However, since each region of frame n ?1 can only be translated, each possible gray-level value corresponds to a speci c region of frame n?1. Most of the time, one of these regions in frame n?1 corresponds to the actual region of the pixel in frame n. In Fig. 11 , regions R1
and R2 of frame n ? 1 are in con ict but the pixels of the con ict area belong to region R2 in frame n. The con ict can be naturally solved by taking the gray-level value of the pixels of frame n ? 1 coming from the same region as the con ict pixel in frame n. In the example of Fig. 11 , only pixels coming from region R2 are taken into consideration in the con ict area. If none of the possible regions of frame n?1 corresponds to the region of the con ict area, the area will be processed as an empty area. Finally, note that these con ict areas were also present during the compensation of contours. However, the coding of the contour error has solved these con icts and the coded partition is used now as a reference to solve the texture con icts. Empty areas cannot be solved by the preceding technique because no gray-level candidates in frame n ? 1 can be found. In this case, the safest gray-level value to take is the value of the closest pixel of the same region in frame n.
As illustrated by Fig. 12 , this procedure can be seen as a propagation of the pixels gray-level values of the region into its empty areas. This is a geodesic dilation of the borders of the empty area in the empty area itself.
B. Texture error coding After motion compensation, texture errors are coded. Texture errors come, on the one hand, from inaccuracies of the compensation (non translational motion, region defor- the gray-level function representing the texture is projected onto this basis. This results in a set of coe cients that have to be coded and transmitted to the receiver. Note that the basis itself has not to be transmitted since it only relies on the regions'shape and can be computed in the receiver. The use of an orthogonal basis is important because it produces coe cients with a very compact probability density function. In fact, the resulting set of coe cients have a distribution which is very similar to that obtained with block-based transforms. In particular, if the original basis relies on cosine functions, the transformed coe cients can be quantized and coded as DCT coe cients. The coding of coe cients involves a quantization, a zig-zag scanning of the coe cient space, and the coding of the runs of zeros and the amplitude of nonzero coe cients. Finally, note that the quantization of the coe cients can be easily controlled to precisely regulate the nal bit stream. Fig. 13 illustrates the texture compensation and coding.
The rst row presents the coded texture of frame n?1 and its compensation. In the compensation, the empty and con ict areas are respectively shown in black and white.
As can be seen, these areas mainly correspond to transitions between objects and new regions. In particular, large black areas appearing in the window correspond to new regions. The second row of Fig. 13 gives the compensated frame after processing of empty / con ict areas and the compensation error. The major part of the error is related to new regions which cannot be predicted from frame n?1.
Finally, the last row gives the coded error and the coded frame n.
VII. Results
To illustrate the approach described in this paper, the well-known Miss America, Carphone and Foreman sequences in QCIF format have been selected.
The Miss America sequence is segmented with a target number of contour points CP of 2500, whereas a value of CP of 4250 is used for the two remaining sequences. In intra-frame mode, the four segmentation levels respectively produce approximately CP/4, 2CP/4, 3CP/4, CP contour points. These parameters lead to an average number of regions of 60 for Miss America, 80 for Carphone and 90 for Foreman. The segmentation is performed recursively at 25 Hz. This means that all frames are segmented. This point is important because, if the segmentation rate is decreased, small moving objects may be disconnected. They result in regions which are always processed as new regions and may have an in uence on the overall bit stream. Motion estimation, contour and texture coding are performed at 5 Hz. The search range for the motion estimation is xed at 15 pixels. Finally, the texture coding relies on decomposition on a orthogonal basis of cosine functions. The number of basis vectors, that is of coe cients to code, for each region is equal to 25 for the luminance signal (Y) and to 4 for chrominance signals (U and V). The quantization of the coe cients is stronger in inter-frame mode than in intra-frame. Table I gives some details about the bit stream composition after entropy coding by a rst order adaptive arithmetic coder. In all cases, 150 frames have been coded. The gures are averages.
Finally, Fig. 14 shows the original frames corresponding to frame numbers 10, 60 and 110 of each sequence. Fig.  15 presents the luminance of the coded sequences. These examples show that the approach described in this paper is appropriate for very low bit rate video coding. Bit rates lower than 32 kbits can be obtained with reasonable quality. Moreover, no assumptions have been made about the sequence content.
VIII. Conclusions
A region-based coding algorithm for video sequences has been presented in this paper. This algorithm is mainly devoted to very low bit rate video coding applications. No assumption is made about the sequence content and, the algorithm structure leads to a scalable coding process able to give various levels of quality and bit rates. Several steps of the algorithm are controlled to regulate the bit stream.
The coding approach involves a time-recursive segmentation relying on the pixels'homogeneity, a region-based motion estimation, and motion compensated contour and texture coding. The segmentation process relies on morphological tools such as connected operators and watersheds. It deals with two possible criteria: size and contrast, which are appropriate to extract the visually most important image components. Motion estimation is done after segmentation and is used for the coding of contour and texture. Finally, both contour and texture are coded by motion compensation predictive techniques. Morphological techniques have proved to be very useful for speci c steps of contour coding and for texture compensation. As shown by several examples, this approach gives very interesting results for very low bit rate video coding.
Appendix
The goal of this section is to de ne the basic morphological tools discussed in the paper. A complete description of Mathematical Morphology can be found in 19], 20]. .1 Morphological operators and lters A large number of morphological tools relies on two basic sets of transformations known as erosions and dilations. In this paper, two sets of erosions and dilations are used. The rst one deals with erosion and dilation with at structuring element. If f(x) denotes an input signal and M n a window (or at structuring element) of size n, the erosion and dilation by M n are given by:
Erosion: n (f)(x) = Minff(x + y); y 2 M n g (5) Dilation: n (f)(x) = Maxff(x ? y); y 2 M n g (6) The second set of erosions and dilations involves geodesic transforms 5]. They are always de ned with respect 
Geodesic dilations and erosions of arbitrary size are dened by iterations. For example, the geodesic dilation (erosion) of in nite size, also called reconstruction by dilation (by erosion) is given by:
Reconstruction by dilation: rec (f; r) = 1 (f; r) = ::: 1 (::: 1 (f; r):::; r) (9) Reconstruction by erosion:
' rec (f; r) = 1 (f; r) = ::: 1 (::: 1 (f; r):::; r) (10) It has to mentioned that reconstruction processes can be implemented very e ciently by using queues which avoid any iterating process and lead to extremely fast algorithms 22].
Elementary erosions and dilations allow the de nition of morphological lters such as the morphological opening and closing:
Morphological opening: n (f) = n ( n (f)) (11) Morphological closing: ' n (f) = n ( n (f)) (12) A morphological opening (resp. closing) simpli es the original signal by removing the bright (resp. dark) components that do not t within the structuring element. It is a size-oriented simpli cation. If the simpli cation has to deal with both bright and dark elements, an open close n (' n (f)) or a close open ' n ( n (f)) has to be used. None of these lters are self-dual, but in practice they approximately remove the same kind of information. These lters can be used as simpli cation tools before segmentation, but they do not allow a perfect preservation of the contour information 16]. In order to improve the contour preservation properties, lters by reconstruction should be used.
The most popular lter by reconstruction is the opening by reconstruction of erosion rec ( n (f); f). Of course, by duality, a closing can be de ned: ' rec ( n (f); f). These lters have a size-oriented simpli cation e ect on the signal but preserve the contour information.
Finally, the h-maxima and h-minima operators are used for contrast-oriented simpli cation. They can also be dened in terms of reconstruction. If h is a constant, h ? max(f) = rec (f ? h; f) (13) h ? min(f) = ' rec (f + h; f) ; 9 such that = ( ) that is, for anyf; (f) = ( (f)) Intuitively, this property means that, the knowledge of (f) is su cient to compute all (f) for . With these assumptions, it can be shown that the set of at zones produced by are either preserved or merged when increases. In other words, the contours of the at regions are either conserved or removed by the lter. This very strong property explains the simpli cation e ect as well as the contour preservation feature of these lters. As a result, connected lters are extremely useful for segmentation.
.2 Morphological gradients
In morphology, three gradients are generally used:
Morphological gradient: g(f) = 1 (f) ? 1 (f) (15) Gradient by erosion: g ? (f) = f ? 1 (f) (16) Gradient by dilation: g + (f) = 1 (f) ? f (17) All gradients are positive, but the rst one is symmetrical with respect to the contour position whereas the two remaining ones are not. In 14] , it was mentioned that the use of the gradient results in a loss of information. In particular, if the original signal involves transitions, its gradient is either biased (gradient by erosion or dilation) or thick (2 pixels). In the case of still images, this phenomenon is not extremely annoying. In the case of moving images, the use of the gradient results in a much larger loss of information 17] because its thickness depends on the objects'motion.
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