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Superconductor-ferromagnet-superconductor Josephson junctions are known to exist in the 0 and
pi states with the transitions between them controlled by the temperature and ferromagnetic in-
terlayer thickness. We demonstrate that these transitions can be controlled also by the external
magnetic field directed perpendicular to the layers. By varying the ratio of diffusion coefficients in
superconducting and ferromagnetic layers, these field-controlled transitions can be made detectable
for arbitrary large value of the exchange energy in the ferromagnet. We also show that the 0-pi tran-
sitions in the perpendicular field can be observed as the specific features of the flux-flow conductivity
dependencies on the ferromagnetic thickness in accordance with recent experimental results.
Superconductor-ferromagnet-superconductor (SFS)
junctions such as shown schematically in Fig. 1 are
known to have either 0 or pi ground state Josephson
phase difference1,2. Switching between these states
controlled by the parameters such as temperature T and
ferromagnetic interlayer thickness dF are governed by
the oscillations of the Cooper pair wave functions as a
result of the energy splitting between the spin-up and
spin-down states introduced by the exchange field h3,4.
Transitions between the 0 and pi-states have been
observed experimentally as the strong oscillations of
the critical current of a junction5–8. The pi state can
be also revealed in the closed electric loop with inte-
grated SFS junction by the appearance of spontaneous
supercurrents9. Nowadays, the pi-junction state of SFS
attracts much attention due to applications in the flux-
quantum logic based memory cells10–13 and supercon-
ducting qubit implementations14,15.
Although the 0-pi transition can be observed by chang-
ing the temperature for weak ferromagnets with small h5,
this can be more challenging in systems with h ≫ Tc0
where we denote Tc0 to be the bulk critical temperature
of the superconducting layer. This can be illustrated us-
ing the temperature-thickness phase diagram in Fig. 2A
calculated at B = 0 as described below for the structure
shown schematically in upper left panel in Fig. 1. For
large exchange fields, h = 20Tc0, the boundary between
0 and pi states is almost vertical, so that one should con-
trol dF with very high precision to spot the region of
temperature-controlled transition. The origin of this be-
haviour can be understood by considering the complex
length ξ−1F =
√
(T + ih)/DF which determines the be-
haviour of superconducting correlations in the F layer
characterized by diffusion coefficient DF . For h ≫ Tc0
the scale is temperature-independent for the considered
regime T < Tc0 and hence the 0-pi switching occurs at
the same dF for all temperatures. Thus the only way to
switch SFS regularly from 0 to pi state in this case is to
scan over dF which requires fabrication and measuring
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FIG. 1: Upper panels: SFS structure where the
increasing perpendicular magnetic field B results in the
transition from pi to 0-state. Lower panel: Crossover of
the flux-flow resistivity ρff of the SFS structure upon
the transition from 0 to pi state with the change of F
layer thickness. vL is the velocity of Abrikosov vortex
(AV) shown by the yellow color, jtr is the transport
current, E = ρffjtr is the electric field.
many samples.
Here we show that this situation can be improved by
introducing the additional control parameter which is the
magnetic field B perpendicular to the layers. Unlike
temperature-driven 0-pi transition which requires weak
F and fine tuning of the F thickness, we show that the
interval of F thicknesses suitable for field-driven transi-
tion can be made arbitrarily wide for any exchange field
by reducing the diffusion constant of S with respect to
the one in F.
In the case of applied perpendicular magnetic field, the
scale of oscillations in the F layer is determined at small
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FIG. 2: (Color online) (A) Zero-field B = 0 phase diagram for the ground states of SFS junction with red and blue
curves corresponding to h/Tc0 = 20 and h/Tc0 = 4, respectively. Boundaries restrict the 0 state either from normal
one at higher temperatures (solid) or pi-state at different dF (dotted). The transition from pi to normal state is
shown by dashed curve. For panel A we have considered DS = DF . (B) Field-dependent critical temperatures of the
transitions to 0 and pi states shown by solid and dashed curves, respectively, and their first crossing points (dots).
Red: B/H
(0)
c2 = 0; blue, black: 0.3 for DS/DF = 1 and 0.01, respectively, and H
(0)
c2 is the upper critical field in the
bulk. Vertical dotted line is 0-pi transition for B = 0. (C) Field dependencies of the 0-pi transition thickness d0piF
determined by the first crossing of the 0 and pi branches of Tc(B) for different DS/DF ratios. Note that each point
on the curves corresponds to the temperature Tc(B = Hc2, d
0pi
F ). Dots indicate the case Tc(B = Hc2, d
0pi
F )→ 0. For
comparison the value of d0piF (B = 0, T = 0) is shown by dashed line. The maximal interval of the field-controlled 0-pi
transition occuring at T → 0 is shown by the red arrow. In (B, C) h/Tc0 = 20, and in all panels dS = 3.3ξ, where
2piTc0ξ
2 = DF .
temperatures T ≪ q by ξ−1F (B) =
√
(q + ih)/DF where
q = eBDF . Then, even for arbitrary large h the orbital
effect can introduce significant shift of ξF if q ∼ h. This
conditions can be achieved if the orbital depairing can
be made sufficiently strong. The largest values of q can
be obtained near the upper critical field B = Hc2. By
taking into account estimation eHc2DS ∼ 1, the regime
q ∼ h requires the diffusion coefficient in the supercon-
ductor DS much smaller than that in the ferromagnet
DS ≪ DF . This condition can be always achieved by
intentionally adding impurities and decreasing electron
scattering time in dirty S. The effect is demonstrated in
Figs. 2B,D as significant shift of the F thickness segre-
gating 0 and pi states from its zero-field value by applying
magnetic field.
In the intermediate region of perpendicular magnetic
fields 0 < B < Hc2 the SFS junction is in the mixed
state, which means that it is pierced by the Abrikosov
vortex lines. The natural question is how the 0 and pi su-
perconducting states manifest themselves in the vortex
behaviour. In principle, the discrepancy between distri-
butions of the gap order parameter in these states results
in the different response to the applied magnetic field.
This was revealed recently, for instance, by superfluid-
density measurements16.
The characteristic feature of the mixed state is a non-
zero resistivity which occurs due to the dissipative mo-
tion of mobile vortex lines in the superconducting envi-
ronment. Below we show that distinct gap profiles of the
0 and pi-state lead also to the difference in flux-flow re-
sistivity of SFS. We demonstrate that one can detect 0-pi
transitions measuring the qualitative change in the de-
pendence of resisitivity on dF in the perpendicular mag-
netic field.
Below we present theoretical description consistent
with available flux-flow resistivity data for SFS17 and
discuss low-field flux-flow resistivity experiment, where
resisitivity of SFS is proportional to the vortex density
in agreement with Bardeen-Stephen theory. We argue
that in the pi-state the relevant numeric proportional-
ity coefficient exhibits universal h-independent behaviour
providing a way to distinguish between the 0 and pi state
of SFS by single flux-flow resisitivity measurement.
Model. We start with the formalisim of quasiclassi-
cal Green’s function (GF)18 generalized to describe non-
equilibrium spin states in diffusive superconductors19,
gˇ(t1, t2, r) =
(
gˆR gˆK
0 gˆA
)
, where gˆR/A/K are the re-
tarded/advanced/Keldysh components which are deter-
mined by the Keldysh-Usadel equation
{τˆ3∂t, gˇ}t = ∂ˆrDˆ(gˇ ◦ ∂ˆrgˇ)− i[τˆ3Hˆ, gˇ]t, (1)
where Dˆ is the diffusivity tensor which can be anisotropic
and space-dependent, Hˆ = σˆh − τˆ1∆ˆ, and τˆi and σˆi
(i = 0, 1, 2, 3) are Pauli matrices in Nambu and spin
space, h is the exchange field. The gap function ∆ˆ =
|∆|e−iτˆ3ϕ, where ϕ is the gap phase, is determined by
the self-consistency condition
∆ = piλTrgˆK12(t, t)/4, (2)
where λ is the coupling constant finite in S layers. In
Eq. (1), the commutator operator is defined as [X, g]t =
X(t1)g(t1, t2) − g(t1, t2)X(t2), similarly for anticommu-
tator {, }t. The symbolic product operator is given by
(A ◦B)(t1, t2) =
∫
dtA(t1, t)B(t, t2) and covariant differ-
ential superoperator reads as ∂ˆr = ∂r−ieA[τˆ3, ·], where e
3is the elementary charge. The diffusion coefficient is dif-
ferent in S and F regions. For simplicity we assume that
F is isotropic Dz = Dx,y = DF while S is anisotropic
with Dz = DF and Dx,y = DS . The anisotropy assump-
tion does not affect results qualitatively since they rely
on the difference of diffusion coefficients in the direction
perpendicular to the magnetic field, that is along the lay-
ers.
First, we start with the equilibrium problem of the
magnetic-field driven 0-pi transitions. Our goal is to find
the range of parameters where the system undergoes this
transition with changing magnetic field from 0 to Hc2 in
the direction perpendicular to SF interface, B = Bz. To
determine such parameters it is enough to compare the
states at the end points of this interval, namely at B = 0
and at B = Hc2. We assume h = hz in F layer, put
gˆ(t1, t2) =
∫∞
−∞
gˆ(ε, t)e−iε(t1−t2) dε2pi , where t = (t1+t2)/2,
and use gradient expansion for time-convolution products
to obtain equations for the temperature GF by replacing
−iε with Matsubara frequency ωn.
In the absence of magnetic field B = 0, we deter-
mined the lowest-energy state of the SFS system on the
T , dF plane by evaluating the free energy
20 using self-
consistent distribution of ∆(z) and corresponding GF21.
By comparing numerical values of the 0 and pi branches
of free energy, we obtained the first-order 0-pi transition
lines shown in Fig. 2A. Previosly, thermodynamic 0-pi
transition was discussed only within Ginzburg-Landau
theory22.
One can see that for parameters h ≫ Tc0 typical for
strong ferromagnets such as Co the 0-pi transition curve
is almost vertical, that is the threshold thickness d0piF de-
pends on the temperature very weakly. Practically, this
means that it quite difficult to choose dF in the range
where SFS system has temperature-controlled 0-pi tran-
sition.
To find how magnetic field changes critical tempera-
tures of the 0 and pi-states we generalize the multi-mode
approach used previously for SF bilayers23,24. Using the
symmetry of solutions we reduce the SFS problem to that
of the SF bilayer with different boundary conditions at
free F interface corresponding to 0 and pi states. We con-
sider gauge A = yBx and apply the Abrikosov ansatz
∆ =
∑
m
Cme
impy∆˜(x−mx0, z), (3)
gˆ12n =
∑
m,σ
Cme
impyfσn(x−mx0, z)σˆσ. (4)
Here anomalous Matsubara GF (4) is extended into spin
space by introducing 2σˆσ = σˆ0 + σσˆ3, where σ = ±.
Other notations are conventional for lattice solution,
namely, |Cm| = 1, p is defined by lattice symmetry,
x0 = pL
2
H and L
−2
H = 2eB. Next we separate vari-
ables fσn(x, z) = Ψ0(x)ασn(z) and ∆˜(x, z) = Ψ0(x)β(z),
where Ψ0 = e
−L−2
H
x2/2 is zero Landau level eigenfunction,
to obtain Usadel Eq. in the form
Dz∂
2
zασn − 2[(ωn + q + iσh)ασn + iβ] = 0, (5)
together with self-consistency condition β =
λpiiT
∑
σ,n≥0 ασn. Here q = eBDx is the orbital
energy. We solve21 Eq. (5) together with boundary
conditions and self-consistency equation by means
of multi-mode approach23,24 yielding the the upper
critical field Hc2 = Hc2(T ) or field-dependent critical
temperature Tc = Tc(B).
The resulting dependencies Tc = Tc(dF ) for different B
are shown in Fig. 2B. For small magnetic fields, we have
intersecting 0 and pi branches resulting in the oscillatory
behaviour of Tc(dF )
23,25,26. For larger B, there appear
intervals of dF with only one stable state, either 0 or pi
as shown by blue curves in Fig. 2B. The 0-pi transitions
occur at the values of thickness d0piF determined by the in-
tersection of 0 and pi branches of Tc(dF ) (shown by dots
in Fig. 2B). Fig. 2C demonstrates the magnetic field
dependence of d0piF confirming our qualitative arguments
about its high sensitivity to the ratio of diffusion coeffi-
cients in F and S layers. For DF /DS > h/Tc0 (black line
in Fig.2C ) there is a strong variation of threshold thick-
ness with field as compared with almost no dependence
of d0piF in the opposite case (blue line in Fig.2C).
To understand the SFS behaviour under applied mag-
netic field it is enough to compare the endpoints which
are the states at B = 0 and at B = Hc2 shown in Figs.
2A,C, respectively. In Figs. 2C the 0 states at B = Hc2
are on the left of the corresponding solid curve while pi
states at B = 0 and T = 0 are on the right of the dashed
line. For larger T the shift of dashed line is negligible as
can be inferred from Fig.2A. From comparison of dashed
and solid black lines in Figs. 2C one can see that for
DS = 0.01DF there is a wide interval of dF where the
0-pi transition with necessity occurs when varying mag-
netic field from 0 to Hc2 at fixed T and dF . This inter-
val bounded by d0piF (Hc2) curve and d
0pi
F (B = 0) value is
shown by the red arrow in Fig. 2C.
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FIG. 3: (Color online) Gap profile |∆|/∆0 normalized
to the bulk gap ∆0 in the vortex cell of SFS for the 0
(A) and pi-state (B). Calculations have been done for
dF /dS = 0.17, h/Tc0 = 6 and DS = DF . White
horizontal lines correspond to SF interfaces.
Flux-flow resistivity. At intermediate values of
magnetic field 0 < B < Hc2 SFS system is in the mixed
state consisting of Abrikosov vortex (AV) lines shown
schematically in lower panels of Fig. 1. Vortex struc-
ture transforms due to the proximity effect27,28. Such a
transformation is different in the 0 and pi states of the
SFS system which affects their dynamical properties as
4shown below.
To calculate the structure of individual vortices
at finite magnetic fields we use the circular cell
approximation29–32, where the unit cell of the hexago-
nal vortex lattice hosting a single vortex is replaced by a
circular cell with the centre at the point of superconduct-
ing phase singularity. Inside circular cell, the gap and
magnetic field distributions are taken radially symmetric
with respect to the cell centre. At that, the circular-
cell radius is uniquely defined by magnetic induction,
rc =
√
φ0/(piB) so that there is exactly one flux quan-
tum φ0 = pi/e passing through the unit vortex cell
21.
Calculated gap profile inside the cell is shown in Fig. 3.
The controlled motion of the vortices can be pro-
duced by applying transport current jtr which exerts
the Lorentz force FL = φ0jtr × z on each vortex due
to interaction with its local magnetic field. Vortex mo-
tion with velocity vL produces perpendicular electric field
E = B×vL as shown in Fig. 1. This field causes energy
dissipation due to the ohmic losses inside the normal vor-
tex core which can be expressed as the viscous friction
F = −ηvL, where η is vortex viscosity. In the steady-
state regime, F + FL = 0, we obtain E = ρffjtr, where
ρff = φ0B/η is flux-flow resistivity.
To calculate viscosity η, we consider microscopic
expression33,34 for the force F acting due to non-
equilibrium environment21. The latter is determined by
the vortex-motion induced deviations of electron distri-
bution function from the Fermi-Dirac one which obey
kinetic equations derived21 from the Keldysh part of the
Keldysh-Usadel Eq. (1). The coefficients in kinetic equa-
tions are determined by the vortex structure that we find
from equilibrium problem as explained above. We con-
sider low-temperature regime where the nonequlibrium
states have subgap energies and therefore their contri-
butions relax at the distances of the order of coherence
length. This is different from the vicinity of Tc where vor-
tex motion in multilayered systems is determined by the
renormalization of long-range charge imbalance mode35.
In Fig. 4B we show the calculated ρff for stable
parts of the 0 and pi branches. The intersection of these
branches points to the first-order 0-pi transition whose
position scales with ξF ∼ 1/
√
h. The crossover be-
haviour of ρff at 0-pi transition can be understood quali-
tatively using the Bardeen-Stephen expression ρff/ρn =
β−1B/Hc2, where β ∼ 1 is determined by the partic-
ular microscopic model and ρn is normal-state resistiv-
ity. The inverse upper critical field of SFS trilayer21,24,36
H−1c2 (dF ) is shown in Fig. 4B. The variations ofH
−1
c2 (dF )
follow closely the behaviour of ρff . Their oscillation in
the vicinity of the 0-pi transition is caused by the su-
perconductivity suppression with dF in the 0 and its
enhancement in the pi state. In the considered low-
temperature regime β ≈ 0.77 for usual single-band dirty
superconductors37. Fig. 4D demonstrates dependencies
β(dF ) for SFS sandwich. We see that bulk value is ap-
proached in the limit dF → 0, that is in the absence of
F layer. For finite dF , the function β(dF ) passes in the
0-state through the maximum whose height exceeds bulk
value 0.77 for not very weak F. At that, in the pi-state
β < 0.77 approaches universal h-independent asymptotic
weakly varying with dF . These signatures of β can be
used for distinguishing the state of SFS with the help of
the single flux-flow resistivity experiment without fabri-
cating and measuring many samples.
Results shown in Fig. 4A are in qualitative agreement
with measurements demonstrating the increase followed
by the saturation of flux-flow resistivity in SFS trilayer
with the growth of dF
17. Although oscillations of ρff (dF )
and 0-pi transition point were not directly detected in
this experiment, even in such a case flux-flow resisitivity
measurements allow to distinguish between samples in
the 0 and pi states by means of the β value as discussed
above.
To conclude, we have demonstrated the possibility of
the 0-pi transitions in the SFS structure driven by the
perpendicular magnetic field. These transitions can be
achieved in the wide interval of the F layer thicknesses
provided the S layer has much smaller diffusion coefficient
than F layer. In contrast to the temperature-driven ones,
the magnetic field-driven 0-pi transitions can be realized
in principle for arbitrary large exchange field h ≫ Tc.
Besides that we have found indications of 0-pi transitions
in the flux-flow conductivity of SFS structure. This be-
haviour is in the qualitative agreement with experimental
observations.
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