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Abstract 
 
During the four years of my PhD study, I performed systematic studies of the 
conformations of biomolecules ranging from a small amino acid (e.g. glycine) to a 
medium-sized nucleoside (e.g. 2’-deoxycytidine). To better account for possible 
effects brought by explicit environments (e.g. radiation, aqueous solution, and so 
on), we studied biomolecules in different phases, including neutral and charged 
species, in the gas phase and solid state, and neutral on solid surface. The work 
being presented in this thesis is original as: 
 
(1) A tool which can automatically generate libraries of conformations for a 
systematic search of the conformational space of a molecule was developed. 
When combined with tools developed by our colleagues, our toolbox facilitates a 
combinatorial computational chemical study of some small biomolecules; 
 
(2) A new method which can suppress barriers between different local minima on 
a molecular potential energy surface (PES) was developed, and with this new 
deformed PES, a lot of other techniques (e.g. Monte Carlo and simulated 
annealing) could be adopted to search for the global minima structure in a much 
more efficient way; 
 
(3) We performed a highly accurate study of two conformers of glycine up to the 
coupled-cluster with single and double and perturbative triple excitations 
(CCSD(T)) with basis sets up to aug-cc-pVQZ level of theory, and we found that 
the treatment at the CCSD(T) level of theory is necessary to achieve numerical 
stability of the relative energies with respect to different basis sets at different 
geometries; 
 
(4) Through a thorough search of the conformational space of 2’-deoxycytidine, 
we found that its conformations in the gas phase are quite different from those in 
the solid state, and hopefully this finding could correct some of the previous 
approaches, in which structural information extracted from solid state experiments 
was used in computational studies of molecules in the gas phase; 
 
(5) Adsorptions of hydrogen, methanol and glycine on different types of solid 
surfaces (conductive and semiconductive) were studied, and catalytic 
performances of these surfaces on breaking chemical bonds were discussed. 
 
The current thesis not only covers the main applications of computational 
chemistry tools in the conformational study of biomolecules, it also includes 
discussions on accuracy and methodology which is involved in these studies. We 
definitely did not intend to solve all of the problems which people have met in 
their conformational studies of biomolecules. We just hope that the work being 
presented here was performed in a much more systematic way, and we hope these 
studies can give people some insights which might be helpful in their further 
studies. 
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Chapter 1 
 
Introduction 
 
As the main target of this thesis, we studied the conformations of biomolecules of 
different sizes under different conditions. These conditions include pure gas phase, 
radiation, ionization, and solid surfaces. We hope the results of our study could 
make our own contribution to the field of computational chemistry and will help 
people to understand the most basic behavior of biomolecules and their role in 
fundamental processes. 
 
1.1 Background 
 
Biomolecules play a central role in the processes which constitute the whole 
metabolic cycle of humankind. While biology pays more attention to the 
macroscale phenomenons behind these processes, chemistry pays more attention 
to the microscale properties of molecules which make it possible for these 
macroscale phenomenons to happen. Uncovering the molecular mechanisms of 
these biological processes is always full of challenges, and structures of 
participating biomolecules are the common starting point which leads these 
studies, though sometimes they could also be the bottleneck. Biomolecules spread 
over a very wide range of sizes: from a small amino acid (e.g. glycine) with tens 
of atoms to a very big deoxyribonucleic acid (DNA) molecule with up to tens of 
thousands of atoms or even more. Biomolecules are not like aromatic 
hydrocarbons which contain a lot of benzene rings in the molecular structures. 
Biomolecules are most likely to be very flexible and thus tend to form different 
molecular structures under slightly different conditions, which in turn determines 
their different behavior. As the fast development of analytical chemistry in the last 
century, a lot of powerful experimental techniques have been developed to study 
the structure of biomolecules from the gas phase to solid state. These 
experimental tools contributed quite a lot to people’s understanding of the 
structures of biomolecules, while just being very similar to many of the other 
experimental techniques with different usages, these analytical techniques also 
have their own disadvantages. For example, most of them are very expensive and 
thus many groups could not afford them, some of them have to work under  
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extreme conditions (e.g. ultra low temperature, ultra high vacuum), and so on. On 
the other side, when experimental technologies were upgraded from one 
generation to another, the theoretical approaches to this kind of problem also 
underwent considerable developments. In particular, quantum mechanical 
electronic structure theory of atoms, molecules and solids was developed. 
Through applications of electronic structure theory, theoretical chemists could 
predict behavior of electrons and nuclei, and thus could provide detailed structural 
information about molecules and crystals. The electronic structure theory is a 
great accomplishment for the whole chemistry community just like many other 
wonderful experimental inventions, which have been recognized for a long period. 
With the assistance of structural information obtained from the electronic 
structure theory, people could know structures of biomolecules without rigorous 
experimental measurements, which makes it possible to allow people to spend 
more time on other more important issues which could not be explored by 
theoretical tools currently. 
 
The main aim of the current thesis is to investigate the conformational properties 
of biomolecules with different sizes under different circumstances, through the 
usage of modern electronic structure theory, and we hope our studies could help 
people who are working on experimental studies of these biomolecules to get 
better understanding of their experimental observations. As most of the current 
experimental studies of biomolecules were performed in the gas phase and the 
results of these experimental studies could provide very accurate references for us, 
we also did quite a lot of our theoretical studies for biomolecules in the gas phase. 
In this way, it is easy for us to compare our theoretical results with the accurate 
experimental results so that we can benchmark the current theoretical methods 
which are widely used by other theoretical chemists as well as further refine the 
experimental measurements. Another issue we need to consider is the cosmic rays 
which we are exposed to everyday without sensing, and in fact these cosmic rays 
have been recognized as the main source of DNA damage which could further 
turn into cancers or other diseases. In this way, the radiation and ionization 
induced by cosmic rays to biomolecules were also treated as a very important 
topic in the current thesis. Finally, we also studied conformations of small 
molecules on solid surfaces as the solid surface could act as the medium where 
prebiotic biomolecular synthesis was performed through reactions between small 
inorganic molecules (H2, CO, CH4, N2, etc.). 
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We tried to perform these studies in a relatively organized way so that they will 
look more systematic. However, as the main aim of the current thesis is to provide 
more accurate and reliable theoretical references for experiments and some of 
these experimental studies were done in a discrete way by different groups from 
all over of the world, the connections between different aspects of our theoretical 
studies which we are talking about here might still be a little bit loose. 
Nevertheless, we still hope the current thesis could represent some of the best 
applications of the electronic structure theory across the whole landscape of 
biomolecule relevant phenomenons. 
 
 
1.2 Structure of the Current Thesis 
 
The structure of the current thesis was arranged as below. 
 
Firstly, we will talk about the basic ideas of the electronic structure theory in 
Chapter 2. We will introduce the mostly used electronic structure methods, 
including the Hartree-Fock (HF) method, the density functional theory (DFT), the 
Møller-Plesset perturbation theory (MPn), and the coupled cluster (CC) approach. 
The emphasis will be given to the DFT method as it is the main tool which we 
used over all the studies included in the current thesis. 
 
In Chapter 3, we continue our introductions on some of the most important 
methods used throughout computational chemistry. We discuss how to explore the 
potential energy surface (PES), which include two important issues. One is how to 
identify a stationary point, such as a local minimum or a first order saddle point, 
starting from an arbitrary point on the PES. Popular methods of geometry 
optimizations will be introduced. The other is how to identify the global minimum, 
also starting from an arbitrary point on the PES. Popular methods of global 
minima search will be introduced. 
 
In Chapters 4 and 5, as an extension of Chapter 3, we will further introduce some 
of our own efforts to facilitate conformational search. In Chapter 4, we will 
discuss how to search for the global minima through the systematic search method, 
and we will introduce how to create a library of potentially relevant conformers 
with a tool, which we call SSC, denoting Systematic Screening of Conformers. In 
Chapter 5, we will introduce a new method on how to modify the original PES 
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and how to perform a conformational search on the modified PES, of which the 
barriers separating minima are suppressed. 
 
Finishing discussions about the methodology development, we will turn our 
attention to the accuracy that the theoretical calculations could achieve on some 
specific problem. In Chapter 6, we will present our results of a highly accurate 
study of two conformers of the glycine molecule. Special emphasis will be given 
to convergence of the results with respect to basis sets and different geometries. 
Special attention will be paid to relative energies of conformers at different levels 
of theory. This study will be a very important part of the current thesis as it could 
provide us with the best benchmark results for both theoretical and experimental 
studies of two glycine conformers. 
 
Rather than working on only two conformers of glycine, we also work on 
problems which include many more conformers. In Chapter 7, we will introduce 
our theoretical results from a conformational study of another representative 
biomolecule - 2’-deoxycytidine (dC). We modeled this molecule in the gas phase, 
for both neutral and charged species. This study will feature a systematic search of 
the conformational space of neutral dC molecule as well as a fruitful search of 
conformational space of valence anions based on the neutral structures. Possible 
roles of anions and cations of dC in DNA damage will also be discussed. In the 
end of this chapter, we will pay attention to a very fundamental question, why the 
crystalline phase and the gas phase favor different conformations of dC. 
 
In Chapter 8, we will present our theoretical results about the interactions between 
model solid surfaces, which include surfaces of pure tungsten trioxide and pure 
rhenium trioxide as well as interfaces of these two transition metal oxides, and 
some small molecules, such as the hydrogen atom, hydrogen molecule, methanol 
molecule and glycine molecule. This study will be summarized by a comparison 
of the catalytic performance of the four model surfaces. 
 
Finally, in Chapter 9, we will summarize what we have found from my PhD study 
and what could be done in the future. 
 
 
1.3 Computational Details 
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Most of the gas phase studies which have just been mentioned above were 
performed with Gaussian 03 [1]. Some other gas phase studies were also 
performed with NWCHEM [2]. The MOLPRO [3] code was used to perform high 
level calculations which were done at the coupled cluster levels of theory. All 
surface related calculations were performed with VASP [4, 5]. Computing 
resources were available through (i) the HWcluster at Heriot-Watt University, (ii) 
the Academic Computer Center in Gdansk (TASK), (iii) a Computational Grand 
Challenge Application grant from the Molecular Sciences Computing Facility in 
the Environmental Molecular Sciences Laboratory (EMSL), and (iv) the National 
Energy Research Scientific Computing Center (NERSC). Pacific Northwest 
National Laboratory is operated by Battelle for the U.S. DOE under Contract 
DE-AC06-76RLO1830. 
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Chapter 2 
 
Electronic Structure Methods 
 
As the opposite of experimental chemistry, computational chemistry develops and 
uses physical models to study atoms, molecules and materials. Computational 
chemistry uses the power of current computers and performs “experiments” on a 
computer with the electronic structure methods and many other theoretical 
methods. The electronic structure methods constitute the most important part of 
computational chemistry as they provide solutions of the Schrödinger equation, 
which is the basic principle used in computational chemistry to describe behaviors 
of electrons and nuclei at the microscale. The electronic structure methods are 
widely used to study chemical and physical properties of molecules and extended 
systems. The theoretical results for specified properties of a system based on 
electronic structure calculations could provide very good references and 
predictions for ongoing or already finished experimental studies. In this chapter, 
we will talk about different electronic structure methods which are used in current 
theoretical studies. 
 
2.1 Essentials of Computational Chemistry 
 
Computational Chemistry is based on solving the many-body Schrödinger 
equation for a molecule or an extended system which could be described as below 
(suppose we are dealing with the time-independent case) [1, 2], 
Ψ ΨE=H ,                         (2.1) 
where the wavefunction Ψ  depends on the spatial coordinates of all the particles 
involved, which include both the electrons and nuclei, and H  is the Hamiltonian. 
Before we give an exact expression for H , it makes sense for us to choose a good 
coordinate system as it might help us separate the translational motion of the 
molecule from the internal motions. Since the traditional space-fixed (SF) 
coordinate system which origins from an arbitrary chosen point with the axes 
being arbitrarily orientated is not convenient for us to describe the translational 
motion of the molecule, it is reasonable to choose a body-fixed (BF) coordinate 
system which is based on the center-of-mass scheme through which we can 
separate the motion of the center of mass with the following definition of the 
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center-of-mass position vector 
SF
i i
BF i
m
M
=
∑ r
R ,                      (2.2) 
where i represents both nuclei and electrons, m denotes mass of each single 
particle involved in the molecule (including both nuclei and electrons), SFr  
denotes position vector in the old space-fixed coordinate system, and M denotes 
the total mass. With such an approach, we can separate the translational motion of 
the center of mass from all other internal motions of the molecule. 
 
In the body-fixed coordinate system, the non-relativistic Hamiltonian can be 
described by the following equation (in atomic units and thereafter), 
2
, 
1 1
2
p p q
i
i p i i j p qpi ij pq
z z z
H
r r R< <
′= − ∇ − + + +∑ ∑ ∑ ∑H ,         (2.3) 
where subscripts p and q represent nuclei, subscripts i and j represent electrons, z 
indicates charge of nuclei, R indicates distances between nuclei, r indicates 
distances between electrons or between electrons and nuclei, H ′denotes kinetic 
energy of nuclei and coupling between motions of the nuclei and electrons. From 
here until the end of this section, we limit our considerations to a diatomic 
molecule, and then we have 
21
2
H Hμ′ ′′= − ∇ −R ,                     (2.4) 
where μ  is the reduced mass of the nuclei, and H ′′  contains coupling between 
motions of the nuclei and electrons [3]. 
 
Before we move further, it makes sense for us to separate the total Hamiltonian 
into two parts as below, 
2
, 
1 1
2
p p q
e i
i p i i j p qpi ij pq
z z z
r r R< <
= − ∇ − + +∑ ∑ ∑ ∑H ,            (2.5) 
n H ′=H ,                         (2.6) 
where eH  and nH  are the electronic Hamiltonian and the nuclear Hamiltonian, 
respectively, and they obey the electronic Schrödinger equation and the nuclear 
Schrödinger equation, 
( ) ( ) ( )e e e e;R E R ;RΨ = ΨH r r ,               (2.7) 
( ) ( )n n n nEΨ = ΨH R R ,                    (2.8) 
where R denotes the nuclear coordinates vector, r denotes the electronic 
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coordinates vector, and the electronic wavefunction Ψe  is a function of the 
electronic coordinates and it is parametrically dependent on the scalar nuclear 
coordinate R.  
 
As the electronic Hamiltonian eH  in Eq. (2.7) and the nuclear Hamiltonian nH  
in Eq. (2.8) are Hermitian, their eigenfunctions form a complete set of 
orthonormal functions ( ){ }le ;RΨ r  and ( ){ }knΨ R , respectively. The cross 
product of ( ){ }le ;RΨ r  and ( ){ }knΨ R  forms a complete set of functions 
dependent on r and R. Thus the total wavefunction Ψ  in Eq. (2.1) can be 
represented as 
( ) ( ) ( )
( ) ( )
( ) ( )
, 
,
              =  
             
l k
lk e n
l k
l k
e lk n
l k
l l
e n
l
c ;R
; R c
;R
Ψ = Ψ ⋅Ψ
⎡ ⎤Ψ ⋅ Ψ⎢ ⎥⎣ ⎦
= Ψ ⋅Ξ
∑
∑ ∑
∑
R r r R
r R
r R
             (2.9) 
where l denotes different electronic states. Inserting Eqs. (2.3) and (2.9) into Eq. 
(2.1), we have 
21 Ψ 0
2
l l
e e n
l
H Eμ
⎛ ⎞′′− ∇ − − ⋅Ξ =⎜ ⎟⎝ ⎠∑RH ,             (2.10) 
and if we project this equation against the Hermitian conjugate of another 
electronic state keΨ  in the space of electronic coordinates, we have 
21 0
2
k l l
e e e n
l
H Eμ
⎛ ⎞′′Ψ − ∇ − − Ψ ⋅Ξ =⎜ ⎟⎝ ⎠∑ H R .         (2.11) 
Considering the orthogonality condition k le e klδΨ Ψ = , we have 
21 1
2
k k k l l
e kk n e e kl n
k l
E H E Hμ μ≠
⎛ ⎞ ⎛ ⎞′ ′− ∇ + − Ξ = − − Ψ ∇ Ψ ∇ + Ξ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑R R R , 
(2.12) 
where k lkl e eH H′ ′= Ψ Ψ . Suppose different electronic states are well 
separated (for most cases this is true) so that the couplings between different 
electronic states are relatively small. In this way, we can set the right hand side of 
Eq. (2.12) (which is the so-called non-adiabatic couplings) equal to zero, through 
which we get 
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21
2
k k k
e kk n nE H Eμ
⎛ ⎞′− ∇ + Ξ = Ξ⎜ ⎟⎝ ⎠R .               (2.13) 
This is the so-called adiabatic approximation. With the adiabatic approximation, 
the total wavefunction in Eq. (2.9) can be written as below, 
( ) ( ) ( ), k ke n; RΨ ≈ Ψ ⋅ΞR r r R ,                 (2.14) 
which means the total wavefunction can be approximated by a product of the 
electronic wavefunction and the nuclear wavefunction at a specific electronic state 
that we are interested in. Moreover, as the diagonal correction kkH ′  in Eq. (2.13) 
is usually very small, we usually set kkH ′  to zero, thus we have 
( ) ( ) ( )21
2
k k k
e n nE R Eμ
⎡ ⎤− ∇ Ξ ≈ Ξ⎢ ⎥⎣ ⎦ R RR .             (2.15) 
This is the Born-Oppenheimer approximation, and it is the most common 
approximation in computational chemistry. According to the Born-Oppenheimer 
approximation, once we solve the electronic Schrödinger equation, we will get the 
electronic energy (which is the eigen energy of the electronic Schrödinger 
equation) for specified nuclear coordinates, and if we solve the electronic 
Schrödinger equation for all possible nuclear coordinates, we will get a surface 
which tells how the electronic energy depends on the nuclear coordinates. 
Because the electronic energy acts as the potential which decides the eigen energy 
of the nuclear Schrödinger equation, normally we call the electronic energy the 
potential energy, and we call the surface the potential energy surface (PES). 
 
 
 
Figure 2.1: Potential energy surface of the hydrogen molecule. 
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One of the simplest PES pertains to the hydrogen molecule which is shown in 
Figure 2.1, in which the potential energy is determined at the CCSD/6-31++G** 
level of theory [4]. From Figure 2.1, we can find that the hydrogen molecule has 
the lowest potential energy when the two hydrogen atoms are separated with a 
distance of about 0.7 Ångstrom (see Re in Figure 2.1), which is the optimal 
geometry of the hydrogen molecule in the ground electronic state. This is an 
example showing how the PES decides the structure of the hydrogen molecule. 
 
In most systems, the Born-Oppenheimer approximation works fine. Nevertheless, 
there are also such occasions where it might fail. For example, we know that the 
electrons move much faster than the nuclei, and as a result, if the nuclei vibrate or 
rotate, the electrons can adjust very quickly. However, if for some reason the 
electrons are loosely bound by the nuclei (e.g. the dipole-bound anion) [5], the 
electrons can not adjust themselves in a very quick manner when the nuclei 
vibrate or rotate, and then the Born-Oppenheimer approximation is expected to 
break down as the non-adiabatic couplings terms in Eq. (2.12) are not negligible 
any more. Another example is that when the PES generated for different 
electronic states cross or nearly cross with each other [6], a degeneracy of 
vibrational levels might occur, which is conflicting with our physical model of the 
Born-Oppenheimer approximation of which the nuclear motion can only happen 
on one PES. 
 
2.1.1 Diatomic Molecules 
 
It is very difficult to get the solution of the electronic Schrödinger equation. 
However, once we solve the electronic Schrödinger equation, it is much easier for 
us to solve the nuclear Schrödinger equation. Suppose we have already solved the 
electronic Schrödinger equation and we produced the potential energies, we are 
now starting to solve the nuclear Schrödinger equation, and our next question 
would be how to deal with the nuclear wavefunction knΞ  in Eq. (2.15). As the 
translational motion of the molecule has already been separated from the 
Hamiltonian in Eq. (2.3), now we only need to consider the rotational and 
vibrational motions of the nuclei. To simplify the problem, we still need to 
separate the rotational and vibrational motions of nuclei. An important 
observation is that keE  in Eq. (2.15) depends on scalar R only, while 
k
nΞ  in Eq. 
(2.15) also depends on the orientation of the vector R. This allows us to separate 
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the variables of knΞ  in Eq. (2.15) as below, 
( ) ( ) ( ), kkn RY R
χθ φΞ =R ,                  (2.16) 
of which ( ),Y θ φ  and ( )k RR
χ
 are responsible for the rotations and oscillations 
of the nuclei, respectively. Inserting Eq. (2.16) into Eq. (2.15) and expressing the 
Laplacian in spherical coordinates, we obtain the following equation, 
( )22 222 2 21 1 12 2 sinsin sinkk ek
dR Y YE R ER
dR Y
χ μ μ θχ θ θ θ θ φ
⎛ ⎞ ⎛ ⎞∂ ∂ ∂− + − = +⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠⎝ ⎠ . 
(2.17) 
From Eq. (2.17), we can see that the left hand side of the equation is only 
dependent on R, while the right hand side of the equation is only dependent on θ  
and φ . Equation (2.17) is only true when both sides equal to a constant (say λ ), 
so we have 
( )22 2 22 2 2kk e
k
dR E R R ER
dR
χ μ μ λχ
⎛ ⎞− + − =⎜ ⎟⎝ ⎠ ,            (2.18) 
and 
2
2 2
1 1 1sin
sin sin
Y Y
Y
θ λθ θ θ θ φ
⎛ ⎞∂ ∂ ∂+ =⎜ ⎟∂ ∂ ∂⎝ ⎠ .             (2.19) 
Eq. (2.19) is analogous to the Schrödinger equation for a rigid rotor, and it has a 
solution only if ( )1J Jλ = − + , in which 0,1,2,J = …  In this way, we have 
( ) ( )2 2 21 1 12 2kk e k k k
d E R E J J
dR R
χ χ χ χμ μ
⎛ ⎞− + − = − +⎜ ⎟⎝ ⎠ ,       (2.20) 
or we can also write it in the form of the eigenvalue problem as below 
( ) ( )2212 kJ kvJ kvJ kvJ
d V R E R
dR
χ χμ
⎛ ⎞− + =⎜ ⎟⎝ ⎠ ,            (2.21) 
in which 
( ) ( ) ( ) 211 2kkJ eV R E R J J Rμ= + + ,               (2.22) 
where k is the electronic quantum number, v is the vibrational quantum number, 
and J is the rotational quantum number. Equation (2.21) describes the vibrations 
of the nuclei, while the potential energy VkJ controls the motion of the nuclei on 
the potential energy surface. From now on, we will only consider small 
displacements from Re. Then, we may assume that the second term in the right 
hand side of Eq. (2.22) does not change at all, thus we have 
Chapter 2: Electronic Structure Methods 
 - 13 -
( ) ( ) ( ) 211 2kkJ e eV R E R J J Rμ≈ + + ,               (2.23) 
and the second term in the right hand side of the equation is the rotational energy 
( ) ( ) 211 2rot eE J J J Rμ= + .                   (2.24) 
 
As we know the potential energy of a system increases if a small displacement is 
applied to the optimal nuclear configuration Re of this system (see Figure 2.1), for 
the region where ( )eR R−  is very small, we can use a harmonic oscillator to 
approximate the vibrational motion of the nuclei (see Figure 2.2, in which we use 
accurate theoretical results from CCSD calculations as reference for comparison). 
 
 
 
Figure 2.2: Harmonic approximation to the vibrational energy. 
 
Thus we can express the potential energy of this system with the first few terms of 
a Taylor expansion as below, 
( ) ( ) ( ) ( )2 2212e e
k k
k k e e
e e e e eR R
dE d EE R E R R R R R
dR dR
= + − + − +" , 
(2.25) 
where 0e
k
e
R
dE
dR
=  as the potential energy at Re is a minimum, and 
2
2 e
k
e
f R
d Ek
dR
=  is the force constant. Therefore we have 
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( ) ( ) ( )21
2
k k
e e e f eE R E R k R R≈ + − ,              (2.26) 
where the first term in the right hand side is the electronic energy at the 
equilibrium distance Re, ( ) ( )kel e eE k E R= .                     (2.27) 
As we used the harmonic oscillator model to approximate the vibrational motion 
of the nuclei here, we may express the vibrational energy as below, 
( ) 1
2vib e
E v v ω⎛ ⎞= +⎜ ⎟⎝ ⎠ ,                    (2.28) 
in which 0,1,2,v = … , and 
1 2
f
e
kω μ
⎛ ⎞= ⎜ ⎟⎝ ⎠ . Taking account of the translation 
energy, and then inserting Eqs. (2.24), (2.27) and (2.28) into Eq. (2.23), we have 
the final expression for the total energy of a diatomic molecule 
( ) ( ) ( )total trans el vib rotE E E k E v E J≈ + + + .          (2.29) 
 
2.1.2 Polyatomic Molecules 
 
We just talked about separation of vibrations and rotations in diatomic molecules. 
For polyatomic molecules, they have more degrees of freedom, e.g. the carbon 
dioxide molecule can vibrate in either the symmetric stretching mode or the 
antisymmetric stretching mode, or it can also vibrate in the bending mode, which 
makes the solutions more complicated [7]. For a polyatomic molecule consisting 
of N atoms, it has a total of 3N possibilities of motions, in which each atom 
contributes three. Considering that there are three degrees of freedom associated 
with the translational motions and another three degrees of freedom (for nonlinear 
molecules, or two degrees of freedom for linear molecules) associated with the 
rotational orientations of the molecule as a whole, and they do not change the 
potential energy of the molecule, we have to subtract them, which leaves 3N-5 
normal vibrational modes for linear molecules and 3N-6 normal vibrational modes 
for nonlinear molecules. 
 
As what we did for diatomic molecules (see Eq. (2.25)), the potential energy of a 
polyatomic molecule can also be expressed with the first few terms of a Taylor 
expansion, 
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( ) 2
,0 0
10
2
k k
k k e e
e e i i j
i i ji i j
E EE E x x x
x x x
⎛ ⎞⎛ ⎞∂ ∂= + + +⎜ ⎟⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎝ ⎠ ⎝ ⎠∑ ∑ " ,     (2.30) 
in which ( )0keE  denotes the potential energy when atoms in a polyatomic 
molecule are at their equilibrium positions, and , ,i jx "  denotes displacements 
from the equilibrium geometry. Similar to that of a diatomic molecule, when 
displacements from the equilibrium geometry are very small, the harmonic 
oscillator model can be used, and the potential energy can be approximated as 
below, 
( )
,
10
2
k k
e e ij i j
i j
E E k x x≈ + ∑ ,                 (2.31) 
in which , 1, 2, ,3i j N= …  denote possible displacements of atoms from their 
equilibrium positions in the molecule, ijk  is a generalized force constant, and 
2
0
k
e
ij
i j
Ek
x x
⎛ ⎞∂= ⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
. The simplification of Eq. (2.31) can benefit from the 
introduction of mass-weighted coordinates, 
1 2
i i iq m x= ,                        (2.32) 
in which im  is the mass of the atom which has a displacement of ix . Inserting 
Eq. (2.32) into Eq. (2.31), we have 
( )
,
10
2
k k
e e ij i j
i j
E E K q q≈ + ∑ ,                 (2.33) 
in which 
2
0
k
e
ij
i j
EK
q q
⎛ ⎞∂= ⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
. Equation (2.33) is still difficult for practical 
calculations as there are cross terms with i j≠ . To get the eigen energies of 
different modes of motion, we need to diagonalize the matrix of ijK , which turns 
Eq. (2.33) into the following equation, 
( ) 210
2
k k
e e i i
i
E E Qλ≈ + ∑ ,                  (2.34) 
in which iλ  are effective force constants, i li l
l
Q c q=∑  turns out to be linear 
combinations of the mass-weighted coordinates, and there are no cross terms in 
the above equation. With Eq. (2.34), different modes of motion are decoupled 
from each other, and the molecular translations and rotations are also separated 
from molecular vibrations through the fact that the effective force constants 
corresponding to the molecular translations and rotations equal to zero, which in 
turn results in distinct eigenvectors iQ  for molecular translations and rotations. 
Chapter 2: Electronic Structure Methods 
 - 16 -
We call iQ  normal coordinates, and they can be determined through 
diagonalization of the matrix of ijK . iQ  represent different normal modes of 
motion of the nuclei, which include translations and rotations as well as vibrations. 
More detailed information about the procedure of determining iQ  is included in 
Appendix A. Similar to that of a diatomic molecule, the energy levels of the ith 
normal mode of a polyatomic molecule within the harmonic approximation can be 
expressed as below, 
,
1
2ii v i i
E v ω⎛ ⎞= +⎜ ⎟⎝ ⎠ ,                     (2.35) 
in which the vibrational frequency 1 2i iω λ= , 0,1, 2,iv = … , and then the total 
vibrational energy of this molecule is 
3 6(5)
,
1
i
N
vib i v
i
E E
−
=
= ∑ .                     (2.36) 
Once the normal modes and vibrational energy levels are determined, the 
vibrational partition function can also be determined, and together with the 
electronic, translational and rotational partition functions, we can obtain the 
molecular partition function, through which we can calculate the partition 
function of the entire system, which is an ensemble of molecules assuming the 
ideal gas model, as well as many of their thermodynamic properties, such as 
entropy, enthalpy, and Gibbs energy. More detailed information about these 
thermodynamic properties is included in Appendix A. 
 
 
2.2 Mathematical Background 
 
There are two fundamental mathematical methods that are used throughout the 
processes of solving the Schrödinger equation. These are the variational method 
and the perturbational method. These two methods introduce additional 
approximations during the processes of solving the Schrödinger equation, which 
facilitate a fast and yet accurate evaluation of the eigen energy of the Schrödinger 
equation. 
 
2.2.1 Variational Method 
 
As the first step, our goal is to find the solution for the ground state electronic 
Schrödinger equation of a system. The variational method is a method which is 
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based on the variational principle and it facilitates the processes of solving the 
ground state electronic Schrödinger equation in a mathematical way. The 
variational method works in such a way that: first we choose a trial wavefunction 
( ),Φ r c  which includes a set of variational parameters ( )0 1, , , Pc c c≡c " , then 
we calculate the mean value of the Hamiltonian H  with the chosen trial 
wavefunction ( ),Φ r c , and the result can be expressed as below, 
( ) ( ) ( )( ) ( )
, ,
, ,
ε Φ Φ= Φ Φ
r c H r c
c
r c r c .                  (2.37) 
Minimizing ( )ε c  with respect to different c , finally we will find the optimal set 
of variational parameters optc which give the lowest energy ( )optε c  that 
represents an approximation to the ground state energy of the system, while the 
trial wavefunction ( ), optΦ r c  is an approximation to the ground state 
wavefunction of this system.  
 
Such a procedure is based on the variational principle which states that ( )ε c  is 
above or equal to the exact energy and the equality is true only if the 
approximated wavefunction is the exact wavefunction. The variational principle 
can be proved as shown below. Suppose we already know the exact solutions to 
the Schrödinger equation, 
i i iEψ ψ=H ,                       (2.38) 
where i represents different quantum states. As we mentioned in the last section, 
the eigenfunctions of the Hermitian H  form a complete set of orthonormal 
functions, which means the trial wavefunction can be a linear combination of the 
functions of this set, 
i i
i
aψΦ =∑ ,                        (2.39) 
and the normalization of Φ  requires 
2* * *
, ,
1j j i i j i j i j i ij i i i
j i i j i j i i
a a a a a a a a aψ ψ ψ ψ δΦ Φ = = = = = =∑ ∑ ∑ ∑ ∑ ∑
 (2.40) 
Suppose the exact energy (which is also the lowest possible energy) of the system 
is 0E , the mean value of the energy corresponding to the trial wavefunction Φ  
is ε , therefore we have 
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( )
0 0 0
2* *
0 0 0
, ,
2 2 2
0 0 0,
j j i i
j i
j i i j i j i i ij i i
i j i j i
i i i i i
i i i
E E a a E
a a E E a a E E a E E
a E E a a E E
ε ψ ψ
ψ ψ δ
− = Φ Φ − = −
= − = − = −
= − ⋅ = − ≥
∑ ∑
∑ ∑ ∑
∑ ∑ ∑
H H
    (2.41) 
where the equality is only true when the trial wavefunction Φ  equals the exact 
wavefunction 0ψ . The variational method gives an upper bound to the energy of 
the ground state. 
 
2.2.2 Perturbational Method 
 
The perturbation method is another mathematical method which can be used to 
solve the electronic Schrödinger equation. The general idea behind the 
perturbation method is that we might know the exact solutions for a particular 
system (the unperturbed system), and this system is very similar to another system 
(the system with a small perturbation to the unperturbed system) which we want 
to work with, so we might get the solutions of the second system through 
observing how the Hamiltonians of the two systems differ from each other. 
Suppose we want to solve the following Schrödinger equation, 
k k kEψ ψ=H ,                      (2.42) 
in which the Hamiltonian operator 
( ) ( ) ( )0 1λ λ= +H H H ,                  (2.43) 
where ( )0H  is the unperturbed Hamiltonian operator, ( )1H  is the perturbation 
operator which is small compared with ( )0H , and the perturbation parameter 
0 1λ≤ ≤  controls the magnitude of perturbation that we introduce to ( )0H . As 
the solution of the unperturbed system is known, its eigen energy ( )0kE  and exact 
wavefunction ( )0kψ  are also known. In this way, we want to approximate the 
energy and wavefunction of the real system as a power series in λ  as below, 
( ) ( ) ( ) ( )0 1 22k k k kE E E Eλ λ λ= + + +" ,              (2.44) 
( ) ( ) ( ) ( )0 1 22k k k kψ λ ψ λψ λ ψ= + + +" .              (2.45) 
Inserting Eqs. (2.43), (2.44) and (2.45) into Eq. (2.42), we have 
( ) ( )( ) ( ) ( ) ( )( )
( ) ( ) ( )( ) ( ) ( ) ( )( )
0 1 0 1 22
0 1 2 0 1 22 2 .
k k k
k k k k k kE E E
λ ψ λψ λ ψ
λ λ ψ λψ λ ψ
+ + + +
= + + + + + +
H H "
" "
     (2.46) 
Expanding Eq. (2.46) and considering the fact that the coefficients at the same 
Chapter 2: Electronic Structure Methods 
 - 19 -
powers of λ  on both sides of Eq. (2.46) have to be equal to each other, we have 
( ) ( ) ( ) ( )0 0 0 0
k k kEψ ψ=H ,                     (2.47) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 1 1 0 0 1 1 0
k k k k k kE Eψ ψ ψ ψ+ = +H H ,              (2.48) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )0 2 1 1 0 2 1 1 2 0
k k k k k k k kE E Eψ ψ ψ ψ ψ+ = + +H H .          (2.49) 
… 
Eq. (2.47) is known to be the solution of the unperturbed system, while Eq. (2.48) 
and Eq. (2.49) contain a lot of unknowns. If we project Eq. (2.48) against ( )0kψ , 
we have 
( ) ( ) ( )( ) ( ) ( ) ( )( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( )( ) ( )
0 0 0 1 1 1 0
0 0 0 1 0 1 1 0
0 1 1 00 0,
k k k k k
k k k k k k
k k k
E E
E E
E
ψ ψ ψ
ψ ψ ψ ψ
ψ ψ
− + −
= − + −
= + − =
H H
H H
H
        (2.50) 
thus 
( ) ( ) ( ) ( )1 0 1 0
k k kE ψ ψ= H ,                    (2.51) 
which means the first order correction to the energy equals the mean value of the 
perturbation with the exact wavefunction of the unperturbed system. Similarly, if 
we project Eq. (2.49) against ( )0kψ , and we take account of the intermediate 
normalization condition ( ) ( )0 0nk k nψ ψ δ= , we have 
( ) ( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )
( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
0 0 0 2 1 1 1 2 0
0 0 0 2 0 1 1 0 1 1
0 2 0 0 1 1 2
   
   0 0 0,
k k k k k k k
k k k k k k k k
k k k k k k
E E E
E E
E E
ψ ψ ψ ψ
ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ
− + − −
= − + −
− = + − − =
H H
H H
H
      (2.52) 
thus 
( ) ( ) ( ) ( )2 0 1 1
k k kE ψ ψ= H .                    (2.53) 
As the solutions of the unperturbed Schrödinger equation form a complete set of 
functions, the first order correction to the wavefunction can be expanded as a 
linear combination of the basis functions ( ){ }0n n kψ ≠  as below, 
( ) ( )1 0
k n n
n k
bψ ψ
≠
=∑ ,                      (2.54) 
in which the coefficients nb  are yet to be determined, and n = k is excluded 
because of the intermediate normalization condition ( ) ( )0 1 0k kψ ψ = . Inserting 
Eq. (2.54) into Eq. (2.48), we have 
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( ) ( )( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( )0 0 0 1 0 0 0 0 1 0 1 0k n n k n n k n k k k
n k n k
E b b E E Eψ ψ ψ ψ ψ
≠ ≠
− + = − + =∑ ∑H H H
 (2.55) 
The coefficient mb  can be determined by projecting Eq. (2.55) against 
( )0
mψ , 
and considering the orthonormality of ( ){ }0n n kψ ≠ , we have 
( ) ( ) ( )
( ) ( )
0 1 0
0 0
m k
m
k m
b
E E
ψ ψ= −
H
.                    (2.56) 
Inserting Eq. (2.56) into Eq. (2.54), we obtain the first order correction to the 
wavefunction, 
( )
( ) ( ) ( )
( ) ( )
( )
0 1 0
1 0
0 0
n k
k n
n k k nE E
ψ ψψ ψ
≠
= −∑
H
.                (2.57) 
Inserting Eq. (2.57) into Eq. (2.53), we obtain the second order correction to the 
energy,  
( )
( ) ( ) ( )
( ) ( )
2
0 1 0
2
0 0
k n
k
n k k n
E
E E
ψ ψ
≠
= −∑
H
.                 (2.58) 
The above process gives the two most important corrections to the energy of the 
real system, while further corrections are less important and much more 
complicated to obtain, so we decide to stop here. In Eq. (2.58), if k denotes the 
ground state and n k≠ , we have ( ) ( )0 0k nE E<  thus ( ) ( )0 0 0k nE E− < , and then 
( )2 0kE < , which means the second order correction to the energy is negative and it 
will always stabilize the system. 
 
 
2.3 Schrödinger Equation and Its Solutions 
 
As discussed above, the essence of solving the many-body Schrödinger equation 
is to solve the electronic Schrödinger equation. Generally, there are two 
approaches to the electronic Schrödinger equation. One is through the most 
popular molecular orbital theory, which is more efficient and more accepted by 
theorists as it is accurate and easy accessible, and the other is the less popular 
valence bond theory, which is less efficient but is more recognized by 
experimentalists as a direct result of the theory itself. These two approaches are 
different from each other as in the valence bond theory, an electron pair is 
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localized between two interacting atoms, while in the molecular orbital theory, the 
molecular orbitals are not only determined by the atomic orbitals of two bonded 
atoms, they also spread over the whole molecule. In the current study, we 
employed the widely used molecular orbital methods to study different sorts of 
problems that we will talk about in the following chapters. 
 
As a very good starting point, we use the Born-Oppenheimer approximation 
through which we can separate the many-body Schrödinger equation into the 
electronic Schrödinger equation and the nuclear Schrödinger equation. The 
solution of the electronic Schrödinger equation, which is the electronic 
wavefunction, depends only on the spatial and spin coordinates of electrons, and if 
we solve the electronic Schrödinger equation for different nuclear coordinates in 
the body-fixed coordinate system, we will get the PES. Once we get the PES, then 
the nuclear Schrödinger equation can also be solved based on the assumption that 
the nuclei move in an effective potential obtained by solving the electronic 
Schrödinger equation for various internuclear positions. The key to solve the 
many-body Schrödinger equation is to solve the electronic Schrödinger equation. 
Approaches towards solving the electronic Schrödinger equation are what we call 
“electronic structure methods”, which are the most important tools used across the 
whole thesis and thus deserve a significant amount of attention. 
 
2.3.1 Slater Determinant and Hartree-Fock Equations 
 
As an electron is a fermion, the electronic wavefunction has to be 
exchange-antisymmetric. An approximated electronic wavefunction with the 
exchange-antisymmetric character could be written as below, 
( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
1 1 1
2 2 2
1 2
1 211,2, ,
!
1 2
A
e
N N N
N
N
N
N
N
ψ ψ ψ
ψ ψ ψ
ψ ψ ψ
Ψ =
"
"" # # # #
"
,          (2.59) 
where iψ  are orthonormal one-electron wavefunctions (spin orbitals) with 1 !N  
being the normalization constant, and numbers in brackets denote total 
coordinates of different electrons which include both spatial and spin coordinates. 
Equation (2.59) is what we call the single Slater determinant and it expresses the 
molecular electronic wavefunction in the form of a determinant which is 
constructed through one-electron wavefunctions iψ  with different spatial and 
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spin coordinates. According to Eq. (2.59), if there are two electrons which have 
exactly the same spatial and spin coordinates, e.g. ( ) ( )1 2i iψ ψ=  is true for all 
1, 2, ,i N= " , and then we have 0AeΨ =  as a result of a basic property of 
determinants, which means that electrons with the same spin can not approach 
each other. This is the result of the Pauli exclusion principle which states that no 
two identical fermions may occupy the same quantum state simultaneously. 
 
Now we already have an approximated electronic wavefunction in the form of a 
Slater determinant. According to the variational method, which we have just 
talked about in the last section, our next step would be to find the optimal set of 
one-electron wavefunctions which gives the lowest energy corresponding to the 
wavefunction in such a class. To facilitate subsequent mathematical derivation, 
we decide to introduce the antisymmetrization operator A and denote the single 
Slater determinant in Eq. (2.59) with the following equation, 
( ) ( ) ( )1 2[ 1 2 ]Ae N Nψ ψ ψΨ = = ΠA A" ,              (2.60) 
in which Π  is a product of the diagonal elements in the single Slater determinant, 
and the antisymmetrization operator is defined as below, 
( )1 1
!
p
PN
= −∑A P ,                     (2.61) 
in which P is the permutation operator which represents possible permutations of 
the N electrons and p denotes the number of transpositions of two electrons 
needed for a given permutation P. It could be proved that A  is Hermitian and 
obeys the following rules [8] 
!N
=
= ⋅
AH HA
AA A
                        (2.62) 
 
Before we move further, it would be very helpful if we divide the electronic 
Hamiltonian (see Eq. (2.5)) into three parts as below, 
( ) ( )e nn
i i j
i ij
<
= + +∑ ∑H h g V ,                 (2.63) 
where 
( ) 21
2
p
i
p pi
z
i
r
= − ∇ −∑h                      (2.64) 
is the one electron operator which includes the electronic kinetic energy and 
attraction between an electron i and all the nuclei, 
( ) 1
ij
ij
r
=g                           (2.65) 
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is the two electron operator which describes the electron-electron repulsion, and 
p q
nn
p q pq
z z
R<
= ∑V                         (2.66) 
is the nuclear repulsion operator. Inserting Eq. (2.60) into Eq. (2.37), we get the 
energy corresponding to the single Slater determinant which can be expressed as 
below, 
( ) ( ) ( )
( )
* *
* *
   
   !
   ! ( 1) .
A A
e e e e e
e e e e
e e e e
p
e e
P
E
d d
d N d
N
τ τ
τ τ
= Ψ Ψ = Π Π
= Π Π = Π Π
= Π Π = Π Π
= Π Π = − Π Π
∫ ∫
∫ ∫
∑
H A H A
A H A AH A
H AA H A
H A H P
          (2.67) 
 
Let us get back to the electronic Hamiltonian eH  (see Eq. (2.63)). As the nuclear 
repulsion operator nnV  in Eq. (2.66) is independent on the electronic coordinates, 
we have 
A A A A
e nn e nn e e nnV VΨ Ψ = Ψ Ψ =V .                (2.68) 
For the one electron operator ( )ih , there are two possibilities. If P is the identity 
operator, we have (taking electron 1 as an example) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( )
1 2 1 2
1 1 2 2
1 1 1
1 1 2 1 1 2
               1 1 1 2 2
               1 1 1 ,
N N
N N
N N
N N
h
ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ ψ ψ
ψ ψ
Π Π =
=
= =
h h
h
h
" "
"  
(2.69) 
and from the definition of the one electron operator in Eq. (2.64), we can see 1h  
represents the mean value of the kinetic energy of an electron in spin orbital 1ψ  
plus the potential energy which arises from electrostatic attractions between the 
electronic density of an electron described with spin orbital 1ψ  and point charges 
of different nuclei. If P is not the identity operator, which means there is 
permutation between different electrons, we have (taking electron 1 and 
permutation P12 as an example) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
12 1 2 2 1
1 2 2 1
1 1 2 1 1 2
                   1 1 1 2 2 0,
N N
N N
N N
N N
ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ ψ ψ
Π Π =
= =
h P h
h
" "
"  
(2.70) 
thus all integrations of the one electron operator ( )ih  in Eq. (2.67) that include 
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permutations between different electrons, equal zero. For the two electron 
operator ( )ijg , the situation is similar to that of the one electron operator ( )ih . 
First, if P is the identity operator, we have (taking electrons 1 and 2 as an 
example) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
1 2 1 2
1 2 1 2
1 2 1 2 12
12 1 2 12 1 2
                1 2 12 1 2
                1 2 12 1 2 ,
N N
N N
N N
N N
J
ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ
Π Π =
=
= =
g g
g
g
" "
"  
 (2.71) 
in which we call J  the Coulomb integral and it is the direct result of 
electron-electron repulsion between the electron densities associated with the 1ψ  
and 2ψ  spin orbitals. The Coulomb integral J  is positive, thus it is a 
destabilizing effect. Second, if P is not the identity operator and it represents 
permutation between two different electrons, we have (taking electrons 1 and 2 
and permutation P12 as an example) 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
12 1 2 2 1
1 2 2 1
1 2 2 1 12
12 1 2 12 1 2
                     1 2 12 1 2
                     1 2 12 1 2 ,
N N
N N
N N
N N
K
ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ ψ ψ
ψ ψ ψ ψ
Π Π =
=
= =
g P g
g
g
" "
"  
  (2.72) 
in which we call K  the exchange integral and it results from using a Slater 
determinant to describe an N-electron system. If a single product of spin orbitals 
was used (Hartree approximation), then only the Coulomb integral would exist. 
Considering the coefficient ( 1) p−  in Eq. (2.67), there is a minus sign before the 
exchange integral in the final result. At the same time, because of the 
orthogonality of spin functions, it can be proved that, for electrons with opposite 
spins, the exchange integral equals to zero, and for electrons with parallel spins, 
the exchange integral turns out to be positive, thus we could regard K  as a 
correction to J , which reduces the destabilizing effect that J  brings to the 
system. For other situations in which P is different from the above two cases, the 
integral is zero due to the orthogonality of different spin orbitals. In this way, the 
energy corresponding to the single Slater determinant can be written as below, 
( ) ( )
,
1
2e i ij ij nn i ij ij nni i j i i j
E h J K V h J K V
<
= + − + = + − +∑ ∑ ∑ ∑ , 
      (2.73) 
in which the subscripts i and j in the first two terms on the right hand side of the 
above equation denote spinorbitals, and ih , ijJ  and ijK  were defined according 
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to Eqs. (2.69), (2.71) and (2.72), respectively. 
 
Considering that the best set of one-electron wavefunctions, which gives the 
lowest energy eE , has to remain orthonormal, we use the Lagrange multipliers to 
handle the variation of energy eE  with respect to the variation of one-electron 
wavefunctions and we introduce the following Lagrange function and its 
variation, ( )
,
e ij i j ij
i j
L E λ ψ ψ δ= − −∑ ,                 (2.74) 
( )
,
0e ij i j i j
i j
L Eδ δ λ δψ ψ ψ δψ= − + =∑ ,            (2.75) 
where ijλ  are the Lagrange multipliers. To facilitate the variation of energy eE  
in Eq. (2.75), we may express Eq. (2.73) in terms of the Coulomb and exchange 
operators as below, 
( )
,
1
2e i i j i j j i j nni i j
E Vψ ψ ψ ψ ψ ψ= + − +∑ ∑h J K ,     (2.76) 
in which the Coulomb and exchange operators work in the following way, 
( ) ( ) ( ) ( ) ( )1 1 2 12 2 (1)i j i i jψ ψ ψ ψ=J g ,           (2.77) 
( ) ( ) ( ) ( ) ( ) ( )1 1 2 12 2 1i j i j iψ ψ ψ ψ=K g .          (2.78) 
In this way, we have the variation of the energy eE  
( ) (
) ( )
( ) (
) ( )
,
,
,
1
2
1
2
e i i i i j i i j
i i j
j i i j i j j i i j j i
i j
i i i i i j j i
i i j
i j j i i i i i
i
Eδ δψ ψ ψ δψ δψ ψ
ψ δψ δψ ψ ψ δψ
δψ ψ ψ δψ δψ ψ
ψ δψ δψ ψ ψ δψ
= + + − +
− + − + −
= + + − +
− = +
∑ ∑
∑
∑ ∑
∑
h h J K
J K J K J K
h h J K
J K F F
 
(2.79) 
in which the Fock operator ( )j j
j
= + −∑F h J K .                    (2.80) 
Inserting Eq. (2.79) into Eq. (2.75) and considering that 
*
i j j iψ δψ δψ ψ=  
and 
*
i i i iψ δψ δψ ψ=F F , we have 
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,
**
,
      0.
i i ij i j
i i j
i i ij j i
i i j
Lδ δψ ψ λ δψ ψ
δψ ψ λ δψ ψ
= −
+ − =
∑ ∑
∑ ∑
F
F
             (2.81) 
Eq. (2.81) is only true when both the first two terms and the last two terms equal 
zero. Thus we have 
,
0i i ij i j
i i j
δψ ψ λ δψ ψ− =∑ ∑F ,                (2.82) 
**
,
0i i ij j i
i i j
δψ ψ λ δψ ψ− =∑ ∑F .                (2.83) 
If we subtract the complex conjugate of Eq. (2.83) from Eq. (2.82), we get ( )*
,
0ij ji i j
i j
λ λ δψ ψ− =∑ ,                   (2.84) 
from which we get * 0ij jiλ λ− =  and *ij jiλ λ= , which means the Lagrange 
multipliers ijλ  can be regarded as elements of a Hermitian matrix. From Eq. 
(2.82), we also get the final set of Hartree-Fock (HF) equations as below, 
i ij j
j
ψ λ ψ=∑F .                        (2.85) 
With a unitary transformation performed on the above equation, it is possible to 
diagonalize the matrix which consists of the Lagrange multipliers ijλ , and the 
resulting diagonal elements iε  obey the following pseudo-eigenvalue equations, 
i i iψ εψ′ ′=F ,                          (2.86) 
in which we call the transformed spin orbital iψ ′  a canonical spin orbital and iε  
the orbital energy corresponding to the canonical spin orbital iψ ′ . From now on, 
we will use iψ  for the canonical spin orbitals. Therefore the energy 
corresponding to a single Slater determinant can be expressed with the orbital 
energies and other components as below, 
( )
,
1
2HF i ij ij nni i j
E J K Vε= − − +∑ ∑ ,              (2.87) 
in which ( )i i i i ij ij
j
h J Kε ψ ψ= = + −∑F ,              (2.88) 
and the second term on the right hand side of Eq. (2.87) results from the fact that 
electron-electron repulsions are counted twice in the sum of orbital energies. From 
Eq. (2.87), we can also see that the electronic energy is not simply the sum of 
orbital energies, but it also includes contributions from the Coulomb and 
exchange integrals as well as nuclear repulsion. 
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The discussions in this section indicate that electron-electron repulsions are 
treated in an average way for each electron because we use a single Slater 
determinant as the trial wavefunction, and this was clearly shown when we were 
talking about the Coulomb and exchange integrals, which resulted from 
interactions between one electron and all the other electrons, with their spatial 
distributions determined by a set of spin orbitals. In this way, the HF method is 
also understood to be a mean field approximation. 
 
2.3.2 Self-consistent Field Method 
 
From Eq. (2.80), we can see that actually the Fock operator depends on all spin 
orbitals, which are the solutions that we wanted to find in the very beginning of 
the last section. To get the orbital energies iε , we also need to know the 
canonical spin orbitals, which can only be determined if all the spin orbitals were 
known. Such a situation can be easily dealt with using an iterative approach as 
below:  
(1) generate initial guess for spin orbitals; 
(2) form Fock operator with these spin orbitals, solve the pseudo-eigenvalue    
equations, and produce new spin orbitals iψ  and associated orbital 
energies iε ; 
(3) evaluate the energy eE  with these new spin orbitals; 
(4) use these new spin orbitals to build a new Fock operator and repeat the  
above process until the difference in eE ’s between two successive 
iterations falls below a certain threshold which has been predetermined. 
The above procedure is called as the self-consistent field (SCF) method. It is a 
typical technique which is widely used to solve the Hartree-Fock equations. 
 
2.3.3 Koopmans’ Theorem 
 
In Eqs. (2.73) and (2.87), we gave the energy expression for a molecule in its 
neutral state. Considering a molecule which has N electrons and we remove one 
electron from a spin orbital kψ , and supposing that all other spin orbitals remain 
unchanged, we have the energy expression for this new system as below 
( )
,
1
2e i i j i j nni k i j k
E h J K V+ ′ ′ ′ ′ ′
′ ′ ′≠ ≠
= + − +∑ ∑ .            (2.89) 
Subtracting eE  from eE
+  in Eq. (2.73), we get 
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( ) ( )
( )
1 1
2 2
            ,
e e k ik ik jk jk
i j
k ik ik k
i
E E h J K J K
h J K ε
+ − = − − − − −
⎡ ⎤= − + − = −⎢ ⎥⎣ ⎦
∑ ∑
∑  
           (2.90) 
which means the ionization potential of removing one electron from the spin 
orbital kψ  equals to the absolute value of the orbital energy corresponding to the 
spin orbital kψ . A similar result can also be obtained for an anion, which states 
that the electron affinity of binding an excess electron in an empty orbital (e.g. 
spin orbital kψ ) of the neutral molecule equals to the absolute value of the orbital 
energy corresponding to this spin orbital. This is the so-called Koopmans’ 
theorem, which is based on the assumption that spin orbitals are “frozen” during 
the process of adding an electron to or removing an electron from the neutral 
molecule, while generally orbital relaxations exist in these processes. On the other 
hand, just as we mentioned in the last section, the Hartree-Fock method is also an 
approximated method. These intrinsic disadvantages make Koopmans’ theorem to 
be just an approximated approach for calculating the ionization potential and 
electron affinity of a molecule. 
 
2.3.4 Electron Correlation Energy 
 
As a variational approach, the SCF method gained some success in the beginning 
when it was just developed. However, as it was applied to different systems and 
more complicated problems, people found it to be an unsatisfactory theoretical 
model, e.g. the SCF method gives the wrong dissociation limit for a hydrogen 
molecule [9]. The problem of the SCF method is that it is limited to a single Slater 
determinant as the trial wavefunction, thus it might still miss some of the most 
important physics that electron holds. In order to obtain better results, one might 
use a trial wavefunction which has more than one Slater determinant and such a 
multi-determinant trial wavefunction can be expressed as below, 
0
A HF i
e e i e
i
a aΨ = Ψ + Ψ∑ ,                  (2.91) 
in which ia  are expansion coefficients, 
i
eΨ  are excited Slater determinants 
constructed by exciting electrons from occupied molecular orbitals (MOs) in the 
HF determinant HFeΨ  to unoccupied virtual MOs. The advantage of using a 
multi-determinant trial wavefunction is that such trial wavefunction gives much 
better descriptions of the motion of electrons being correlated with each other (we 
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call this behavior of electrons electron correlations), while a trial wavefunction 
based on a single Slater determinant fails to account for the electron correlations. 
As a result, the Hartree-Fock energy from the SCF calculation is always higher 
than the exact energy, and we call the energy difference the electron correlation 
energy, which can be expressed as below, 
corr exact HFE E E= − ,                    (2.92) 
and the electron correlation energy corrE  is always negative. Methods based on 
using a multi-determinant wavefunction to better account for the electron 
correlations are called electron correlation methods, which include Møller–Plesset 
perturbation theory, configuration interaction methods, and coupled cluster 
methods, to name but a few. 
 
 
2.4 Møller–Plesset Perturbation Theory 
 
The Møller–Plesset (MP) perturbation theory [10] starts from the Hartree-Fock 
solution to the electronic Schrödinger equation. Based on the perturbational 
method which we talked about in Section 2.2.2., the Møller–Plesset perturbation 
theory uses the sum of Fock operators (see Eq. (2.80)) as the unperturbed 
Hamiltonian operator (0)H  (suppose we are dealing with a system with N 
electrons), 
( )(0)
1
N
m
m
=
= ∑H F ,                     (2.93) 
in which ( ) ( ) ( )i i im m mψ εψ=F , and spin orbitals iψ  are occupied and virtual 
MOs. We will denote the ground state Hartree-Fock wavefunction as (0)0ψ  (the 
subscript 0 here denotes the ground state). As (0)0ψ  is an antisymmetrized 
product of the spin orbitals iψ , (0)0ψ  can be expressed as a linear combination of 
terms representing different permutations of electrons among the spin orbitals iψ  
(see Eqs. (2.60) and (2.61)). Considering the solution of the unperturbed system as 
shown in Eq. (2.47), we have 
( )(0) (0) (0) (0)0 0 0
1
N occ
i
m i
mψ ψ ε ψ
=
⎡ ⎤ ⎛ ⎞= = ⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠∑ ∑H F ,          (2.94) 
which means our reference energy, which is the energy of the unperturbed system 
(0)
0E , equals the sum of the orbital energies of the occupied MOs, thus we have 
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(0)
0 0
occ
MP i
i
E E ε= =∑ .                    (2.95) 
Having got the reference energy, our next step is to find the first order correction 
to this reference energy. According to Eq. (2.51), the first order correction to the 
energy equals to the mean value of the perturbation with the exact wavefunction 
of the unperturbed system, and according to Eq. (2.43), we have the perturbation 
(let us set the perturbation parameter λ  to 1) 
( ) ( ) ( )(1) (0)
,
j j
i j i j
i j i i
′ ′<
′ ′ ⎡ ⎤= − = − −⎣ ⎦∑ ∑H H H g J K .         (2.96) 
Notice that we exclude the nuclear repulsion operator nnV  from the exact 
Hamiltonian H  here for the sake of convenience as it only introduces a constant 
shift to the final energy. Considering that the ground state Hartree-Fock 
wavefunction (0)0ψ  is also the wavefunction of the unperturbed system, if we 
insert Eq. (2.96) into Eq. (2.51), we get the energy which includes the first order 
correction as below, 
(1) (0) (1)
1 0 0 0 0
(0) (0) (0) (0) (1) (0) (0) (0)
0 0 0 0 0 0
MP MPE E E E E
ψ ψ ψ ψ ψ ψ
= + = +
= + =H H H . 
(2.97) 
Because (0)0ψ  is the ground state Hartree-Fock wavefunction and H  is the 
electronic Hamiltonian operator, thus we have 
(0) (0)
1 0 0MP HFE Eψ ψ= =H ,                 (2.98) 
which means that 1MPE  equals to the Hartree-Fock energy as defined in Eq. 
(2.87). For the energy with up to the second order correction, the case is much 
more complicated. According to Eq. (2.58), the second order correction to the 
energy of the ground state can be expressed as below, 
2(0) (1) (0)
0(2)
0 (0) (0)
0 0
s
s s
E
E E
ψ ψ
≠
= −∑
H
,                 (2.99) 
in which the subscript s denotes excited states, and the unperturbed excited state 
wavefunctions (0)sψ  are formed from N different spin orbitals which include both 
occupied spin orbitals (let us say spin orbitals i, j, k, l, …) and unoccupied virtual 
spin orbitals (let us say spin orbitals a, b, c, d, …). Considering the matrix 
elements (0) (1) (0)0 sψ ψH  in Eq. (2.99), if (0)sψ  is the wavefunction of a singly 
excited state (let us say aiΦ  and we use 0Φ  to denote the ground state 
wavefunction of the unperturbed system (0)0ψ  here), we have 
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( ) ( )(1)0 0 0 0
1 1
0 0                    ,
N N
a a a a
i i i i
m m
occ
a a
i k i a i
k
m m
ε ε ε
= =
⎡ ⎤Φ Φ = Φ − Φ = Φ Φ − Φ Φ⎢ ⎥⎣ ⎦
⎡ ⎤⎛ ⎞= Φ Φ − − + Φ Φ⎢ ⎥⎜ ⎟⎝ ⎠⎣ ⎦
∑ ∑
∑
H H F H F
H
 
(2.100) 
in which iε  and aε  are the orbital energies of spin orbitals iψ  and aψ , 
respectively. According to the Brillouin theorem [11], 0 0
a
iΦ Φ =H . Because 
spin orbitals (both occupied and unoccupied) are different eigenfunctions of the 
Fock operator, they are orthogonal to each other, thus terms composed of 
0
a
iΦ Φ  are all equal to zero. In this way, (1)0 0aiΦ Φ =H , which means the 
matrix elements (0) (1) (0)0 sψ ψH  in Eq. (2.99) that contain singly excited 
determinants do not contribute to the second order correction to the energy (2)0E . 
Next, matrix elements (0) (1) (0)0 sψ ψH  which include triple or higher excitations 
also equal to zero, according to the Slater-Condon rules.[12] Therefore only 
double excitation terms contribute to the second order correction to the energy 
(2)
0E . If we denote the wavefunction of a doubly excited state with 
ab
ijΦ  (and its 
corresponding energy with abijE ), we have the second order correction to the 
energy 
2(1)
0(2)
0 (0)
0
abocc vir ij
ab
i j a b ij
E
E E< <
Φ Φ= −∑∑
H
.               (2.101) 
To form a doubly excited state, we need to move two electrons from the occupied 
spin orbitals to the unoccupied spin orbitals, and the denominator term in the 
above equation can be expressed as a difference in orbital energies as below, 
(0)
0
ab
ij i j a bE E ε ε ε ε− = + − − .                (2.102) 
Therefore we get the energy which includes up to the second order correction 
2(1)
0(2)
2 0
abocc vir ij
MP HF HF
i j a b i j a b
E E E E ε ε ε ε< <
Φ Φ= + = + + − −∑∑
H
,        (2.103) 
in which we have 
( )
( )
(1)
0 (1) (2) 12 (1) (2)
                         (1) (2) 12 (1) (2)
ab
ij i j a b
i j b a
ψ ψ ψ ψ
ψ ψ ψ ψ
Φ Φ =
−
H g
g
        (2.104) 
according to the Slater-Condon rules. Further corrections can also be obtained in 
a similar approach.  
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The second order Møller–Plesset (MP2) perturbation theory is one of the basic 
methods for calculation of correlation energy, and it can recover most of the 
electron correlations that the HF method fails to describe. As mentioned above, 
the MP2 method is based on the assumption that the reference wavefunction, 
which is the HF wavefunction, is good enough as an approximation to the real 
wavefunction. Therefore the performance of the MP2 method in describing 
electron correlations depends on the quality of the HF wavefunction to some 
extent. The MP2 method is widely used because of its economy and efficiency of 
including electron correlations. 
 
 
2.5 Coupled Cluster Methods 
 
The coupled cluster methods [13] represent another approach of recovering 
electron correlations that the Hartree-Fock method misses. Similar to the 
Møller–Plesset perturbation theory, the coupled cluster methods also start from 
the Hartree-Fock solution to the electronic Schrödinger equation, and it uses a 
multi-determinant trial wavefunction in the following form, 
0CC eΨ = ΦT ,                     (2.105) 
in which 0Φ  is the ground state Hartree-Fock wavefunction. The exponential 
function of the cluster operator T  can be expressed as a Taylor expansion as 
below, 
2 3
0
1
2! 3! !
k
k
e
k
∞
=
= + + + + =∑T T T TT " ,             (2.106) 
in which the cluster operator T  is given by 
1 2 n+ + +T = T T T" ,                   (2.107) 
and the iT  operator is defined to generate all the i-fold excited Slater 
determinants from the reference wavefunction which is normally the ground state 
Hartree-Fock wavefunction. For example, the one-electron excitation operator 1T  
and the two-electron excitation operator 2T  are defined as below, 
1 0
2 0
,
,
occ vir
a a
i i
i a
occ vir
ab ab
ij ij
i j a b
t
t
< <
Φ = Φ
Φ = Φ
∑∑
∑∑
T
T
                   (2.108) 
in which the amplitudes t  are similar to the coefficients ia  in Eq. (2.91), and 
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similar definitions hold for other iT  excitation operators. The aim of using such 
a wavefunction, as shown in Eq. (2.105), is that through mixing Slater 
determinants, which are constructed with electrons excited from occupied spin 
orbitals to unoccupied virtual spin orbitals, into the reference wavefunction, 
electrons can be kept away from each other so that we can recover electron 
correlation in some sense. Inserting Eq. (2.105) into the electronic Schrödinger 
equation, we have 
0 0e EeΦ = ΦT TH .                    (2.109) 
Projecting this equation against 0Φ  and considering the orthonormality of the 
wavefunctions we are dealing with here, which include both the ground state 
Hartree-Fock wavefunction as well as the wavefunctions with excited 
determinants, we have 
( )
0 0 0 0 0 0 0 0
1
0 0 0 0
1
1
!
1 1 0
!
k
CC CC CC
k
k
CC CC CC
k
e E e E e E
k
E E E
k
∞
=
∞
=
⎛ ⎞Φ Φ = Φ Φ = Φ Φ = Φ + Φ⎜ ⎟⎝ ⎠
⎛ ⎞= Φ Φ + Φ Φ = + =⎜ ⎟⎝ ⎠
∑
∑
T T T TH
T
 
(2.110) 
Thus the energy with a coupled cluster wavefunction can be expressed as 
0 0 0 0
0 !
k
CC
k
E e
k
∞
=
= Φ Φ = Φ Φ∑T TH H .             (2.111) 
According to Eq. (2.63), the electronic Hamiltonian is a two-electron operator, 
which means terms in Eq. (2.111) that involve excited determinants with more 
than two electrons being excited from the occupied spin orbitals of 0Φ  vanish as 
a result of the overlap integral appearing over the orthogonal 0Φ  and such 
excited Slater determinants. In this way, we have 
( )
2
0 0 0 1 2 1 0
0
2
0 0 0 1 0 0 2 0 0 1 0
0 0
11
! 2
1
2
.
k
CC
k
occ vir occ vir
a a ab a b b a ab
HF i i ij i j i j ij
i a i j a b
E
k
E t t t t t t
∞
=
< <
⎛ ⎞= Φ Φ = Φ + + + Φ⎜ ⎟⎝ ⎠
= Φ Φ + Φ Φ + Φ Φ + Φ Φ
= + Φ Φ + + − Φ Φ
∑
∑∑ ∑∑
TH H T T T
H HT HT HT
H H
  (2.112) 
Considering the Brillouin theorem, we get the final expression of the energy with 
a coupled cluster wavefunction as below, 
( ) 0occ vir ab a b b a abCC HF ij i j i j ij
i j a b
E E t t t t t
< <
= + + − Φ Φ∑∑ H ,           (2.113) 
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in which 
( )
( )
0 (1) (2) 12 (1) (2)
                        (1) (2) 12 (1) (2)
ab
ij i j a b
i j b a
ψ ψ ψ ψ
ψ ψ ψ ψ
Φ Φ =
−
H g
g
       (2.114) 
 
The remaining problem is to find the amplitudes t  in Eq. (2.113), and then we 
can calculate the energy. This is usually done with some further approximations 
and then projecting Eq. (2.109) against the complex conjugates of some excited 
determinants. One approximation we can make before we move further is that we 
can truncate the cluster operator T  through including only the first few iT  
excitation operators in Eq. (2.107). The coupled cluster singles and doubles 
(CCSD) method [13] is such an approach which approximates the cluster operator 
T  with 1 2≈ +T T T . In this situation, Eq. (2.106) can be rewritten as 
1 2 2 3 2 2 4
1 2 1 2 1 1 2 2 1 1
1 1 1 1 11
2 6 2 2 24
e + ⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + + + + + + + + +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
T T T T T T T T T T T T "  
(2.115) 
If we insert Eq. (2.115) into Eq. (2.109) and then project Eq. (2.109) against 0Φ , 
we get exactly Eq. (2.111). However, if we insert Eq. (2.115) into Eq. (2.109) and 
then project Eq. (2.109) against emΦ , similar to Eqs. (2.110) and (2.111), we get 
( )
( )
0
                         
e a e a ab a b b a e ab
m i m i ij i j i j m ij
ia ijab
ab c a b c e abc e
ij k i j k m ijk CCSD m
ijkabc
t t t t t t
t t t t t E t
Φ Φ + Φ Φ + + − Φ Φ
+ + + + Φ Φ =
∑ ∑
∑
H H H
H" "  
(2.116) 
in which 
*
0 0 0
e e
m mΦ Φ = Φ Φ =H H , according to the Brillouin theorem. If 
we insert Eq. (2.115) into Eq. (2.109) and then project Eq. (2.109) against efmnΦ , 
we get ( )
( )
( ) ( )
0
 
 
ef a ef a ab a b b a ef ab
mn i mn i ij i j i j mn ij
ia ijab
ab c a b c ef abc
ij k i j k mn ijk
ijkabc
ab cd ab c d a b c d ef abcd ef e f f e
ij kl ij k l i j k l mn ijkl CCSD mn m n m n
ijklabcd
t t t t t t
t t t t t
t t t t t t t t t E t t t t t
Φ Φ + Φ Φ + + − Φ Φ
+ + + + Φ Φ
+ + + + + Φ Φ = + −
∑ ∑
∑
∑
H H H
H
H
" "
" " "
 (2.117) 
Notice that terms with products of the amplitudes t , which involve permutations 
of indices, are neglected from Eqs. (2.116) and (2.117). With Eqs. (2.116) and 
(2.117), we get a set of simultaneous nonlinear equations, in which the amplitudes 
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t  for singly and doubly excited wavefunctions are unknown. This set of 
nonlinear equations can be solved through some iterative procedures, and finally 
we will obtain the amplitudes t . Inserting these amplitudes into Eq.(2.105), we 
will get to know the coupled cluster wavefunction, and with the coupled cluster 
wavefunction, we will be able to calculate the CCSD energy with Eqs. (2.111) and 
(2.113). This is the way how the CCSD method works. 
 
The CCSD method only considers excitations up to doubles, while some other 
methods extend the consideration to triple or even higher orders of excitations. 
For example, the CCSD(T) method is such a method which uses the CCSD 
amplitudes for single and double excitations as well as amplitudes for triple 
excitations from perturbational theory to construct excited determinants which act 
as corrections to the single Slater determinant HFeΨ  (see Eq. (2.91)). Because of 
its accuracy, the CCSD(T) method is also dubbed “the gold standard of quantum 
chemistry”. Analogously to the Møller–Plesset perturbation theory, the 
performance of coupled cluster methods will also be affected if the HF 
wavefunction provides poor zeroth order approximation to the real wavefunction. 
 
 
2.6 Density Functional Theory 
 
The density functional theory (DFT) [14, 15] is an approach which was designed 
to accelerate ab initio calculations and to improve the quality of theoretical 
predictions based on the HF method. DFT works in such a way that it expresses 
the electronic energy in terms of the electronic density, and it also provides a way 
to find the electronic density. Such a treatment reduces the calculations that DFT 
needs to do by a huge amount, in comparison with the configuration interaction or 
coupled cluster methods, which makes DFT to be the most popular electronic 
structure method considering its good balance between accuracy and speed. 
 
2.6.1 The Basis of DFT 
 
The idea of DFT is to calculate the total energy of the system without using the 
wavefunction but rather with the electronic density distribution, and this was 
supported by the Hohenberg-Kohn theorem which states that the ground state 
properties of a many-electron system are a unique functional of the electronic 
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density which depends on only three spatial coordinates [14]. The electronic 
density distribution of a system with N electrons is defined as below (taking 
electron 1 as an example), 
( ) ( )
1
2
1 2 3 1 1 2 2
1 1,
2 2
, , ,N N NN d d d
σ
ρ τ τ τ σ σ σ
=−
= Ψ∑ ∫r r , r , r ," " ,   (2.118) 
in which r  includes only the spatial coordinates, τ  includes both the spatial 
and spin coordinates, and the integration of 
2Ψ  is done for all electrons except 
electron 1. As the wavefunction ( )1 1 2 2, , , N Nσ σ σΨ r , r , r ,"  is antisymmetric, 
which makes 
2Ψ  to be symmetric with respect to exchange of the coordinates 
of any two electrons, the electronic density distribution defined in Eq. (2.118) 
does not depend on which electron was considered as the example. The electronic 
density distribution is given for any point in a three-dimensional (3D) space, and 
it is a function of the position which is determined by only three spatial 
coordinates. Providing we know the ground state electronic density ( )0ρ r  of a 
many-electron system, we are then able to know the total number of electrons in 
the system through the integration of ( )0ρ r  over the whole 3D space, which 
gives N. Moreover, if we plot ( )0ρ r  in a 3D space which is big enough to 
include all nuclei inside, we are also able to know the position and charge of each 
nucleus through information on the position of every cusp and the slope around 
this cusp [16]. In this way, we know the composition of this many-electron system, 
from which we get to know how the electronic Hamiltonian of this system looks 
like. If we solve the electronic Schrödinger equation of this system, we can also 
obtain the ground state electronic wavefunction. Considering the fact that all 
ground state properties of a system can be described by the ground state 
wavefunction, we conclude that the ground state electronic density can be used as 
an alternative to the ground state electronic wavefunction for full descriptions of 
all ground state properties of a system, and this is how the Hohenberg-Kohn 
theorem is proved. 
 
Compared with a wavefunction which contains 4N variables, the current problem 
becomes much simpler as we only have three variables in the electronic density 
( )0ρ r . Providing we know an expression for the total energy as a functional of 
the electronic density, our next step would be to find out the ground state 
electronic density, and the second part of the Hohenberg-Kohn theorem facilitates 
this step through stating that the ground state electronic energy of a system can be 
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obtained by a variational approach and the electronic density minimizing the 
Hohenberg-Kohn functional is the exact ground state electronic density [14]. In 
the Hohenberg-Kohn scheme, the Hamiltonian of any multi-particle system in an 
external potential ( )extv r  can be written as below (the nuclear repulsion operator 
nnV  is also taken out from the exact electronic Hamiltonian H  here), 
( )21 1
2 i ext ii i i j ij
v
r<
= − ∇ + +∑ ∑ ∑H r ,              (2.119) 
and the corresponding expression of the energy functional is 
( ) ( ) 3[ ] [ ] [ ]HK ee extE T E v dρ ρ ρ ρ= Ψ Ψ = + + ∫H r r r ,     (2.120) 
in which [ ]T ρ  includes the kinetic energies of all electrons, [ ]eeE ρ  represents 
all electron-electron interactions, and the last term represents the interaction 
energy between the electrons and the external potential field. 
 
Now we need to find an exact expression for the energy functional, and this was 
started from the work done by Kohn and Sham [15]. Supposing there is such an 
ideal N-electron system, in which the N electrons do not interact with each other, 
but they interact with another effective external potential instead. Such an 
effective external potential is to make sure that this ideal system has the same 
electronic density distribution as the real system in which electron repulsions are 
treated normally. In this way, if we find the electronic density of the ideal system, 
we also obtain the electronic density of the real system. Fortunately, the ideal 
system can be solved by the following one-electron equation, 
21
2
KS KS KS
eff i i iv ψ ε ψ⎛ ⎞− ∇ + =⎜ ⎟⎝ ⎠ ,               (2.121) 
in which effv  is the effective external potential, and 
KS
iψ  are Kohn-Sham 
spinorbitals. The Kohn-Sham spinorbitals can be used to calculate the electronic 
density according to the following equation, 
( ) ( )
1
. 2
1
1 1,
2 2
,
occ
KS
i
i σ
ρ ψ σ
=−
= ∑ ∑r r .              (2.122) 
Eq. (2.121) is similar to Eq. (2.86) which we deduced in the discussion about the 
Hartree-Fock method. To simplify the calculation of the energy, Kohn and Sham 
rewrote Eq. (2.120) as below, 
( ) ( ) ( ) ( )1 23 1 2
12
1[ ] [ ] [ ]
2KS ext s ee
E v d T T d d E
r
ρ ρρ ρ ρ ρ= + + Δ + + Δ∫ ∫∫ r rr r r r r  
(2.123) 
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in which we let 
[ ] [ ] [ ]sT T Tρ ρ ρΔ = − ,                    (2.124) 
and ( ) ( )1 2
1 2
12
1[ ] [ ]
2ee ee
E E d d
r
ρ ρρ ρΔ = − ∫∫ r r r r .           (2.125) 
The advantage of Eq. (2.123) over Eq. (2.120) is that only [ ]T ρΔ , which is the 
difference in the expectation value of the ground state electronic kinetic energy 
between the real system and our fictitious ideal system without electron repulsions 
(denoted as sT ), and [ ]eeE ρΔ , which is the difference between electron 
repulsions in the real system and electron repulsions in a continuous distribution 
of charge with electronic density ρ ,  are unknown, while the other three terms 
on the right hand side of Eq. (2.123) can be easily evaluated from ρ . If we put 
together the two unknowns in Eq. (2.123) and denote them with a quantity 
[ ]xcE ρ  as below, 
[ ] [ ] [ ]xc eeE T Eρ ρ ρ= Δ + Δ ,                  (2.126) 
in which we call [ ]xcE ρ  the exchange-correlation energy, we have 
( ) ( ) ( ) ( )1 23 1 2
12
1[ ] [ ]
2KS ext s xc
E v d T d d E
r
ρ ρρ ρ ρ= + + +∫ ∫∫ r rr r r r r . 
(2.127) 
Because the nuclear-electron attraction is the only external potential operated on 
the electrons, we have 
( ) p pext i
p p pip i
z z
v
r
= − = −−∑ ∑r r r ,                 (2.128) 
and 
( ) ( ) ( )3 3ext p
p p
v d z d
ρρ = − −∑∫ ∫ r r
r
r r r r .            (2.129) 
For the kinetic energy of our fictitious ideal system without electron repulsions, 
according to the Slater-Condon rules, we have 
.
21
2
occ
KS KS
s i i
i
T ψ ψ= − ∇∑ .                   (2.130) 
Therefore, the only unknown in Eq. (2.127) turns out to be the 
exchange-correlation energy [ ]xcE ρ . The exchange-correlation energy 
determines the accuracy of the electronic energy, which is expressed through the 
electronic density, as shown in Eq. (2.127). With Eq. (2.127), once we know the 
expression for the exchange-correlation energy [ ]xcE ρ  (either exact or 
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approximate), it is possible for us to evaluate the electronic energy. Supposing 
that we already know an expression for the exchange-correlation energy [ ]xcE ρ , 
our next step is to minimize KSE , which is expressed through Eq. (2.127), and 
this can be done in a variational approach. Similar to that of the Hartree-Fock 
method, our solutions, which are the Kohn-Sham spinorbitals KSiψ , form an 
orthonormal set, and this condition has to be satisfied, thus we need to use the 
concept of Lagrange multipliers again to deal with the variation of [ ]KSE ρ  with 
respect to the variation of the electronic density ρ . The minimization results in 
the Kohn-Sham spinorbitals which were defined in Eq. (2.121), and at the same 
time, we get an expression for the effective external potential, which can be 
expressed by the following equation, 
( ) ( ) ( )21 2 1
1 12
p
eff xc
p p
z
v d v
r r
ρ= − + +∑ ∫ r rr r .            (2.131) 
Inserting Eq. (2.131) into Eq. (2.121), we get an equation for the Kohn-Sham 
spinorbitals (taking electron 1 as an example) as below, 
( ) ( ) ( ) ( )221 2 1
1 12
1 1 1
2
p KS KS KS
xc i i i
p p
z
d v
r r
ρ ψ ε ψ⎡ ⎤− ∇ − + + =⎢ ⎥⎢ ⎥⎣ ⎦∑ ∫
r
r r ,   (2.132) 
in which xcv  is the exchange-correlation potential, and is defined as the variation 
of the exchange-correlation energy [ ]xcE ρ  with respect to the electronic density 
ρ , 
( ) ( )( )
[ ]xc
xc
E
v
δ ρ
δρ=
r
r
r .                   (2.133) 
We call Eq. (2.132) the Kohn-Sham equation. As a one-electron equation, the 
Kohn-Sham equation is similar to the Hartree-Fock equation (see Eq. (2.86)), and 
it can also be solved through an iterative procedure. Starting from a proper initial 
guess for the spinorbitals (usually from a semi-empirical calculation), we can then 
calculate the initial value of the electronic density ρ , with which we can 
calculate the effective external potential effv , and then we solve the Kohn-Sham 
equation, from which we obtain new spinorbitals and the new electronic density 
ρ . The new electronic density is used to calculate the new electronic energy (see 
Eq. (2.127)). We repeat the above process until certain convergence criteria are 
satisfied. The electron density that gives the lowest electronic energy is the best 
approximation to the ground state electron density. This is how the electronic 
density is determined. Therefore the only problem which we need to solve before 
we get an evaluation of the electronic energy based on the Kohn-Sham scheme is 
that we need to find an expression for the exchange-correlation energy [ ]xcE ρ . It 
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is the biggest challenge of the density functional theory. Currently, all approaches 
use approximated expressions for the exchange-correlation energy functional 
[ ]xcE ρ . These approximated approaches can be sorted according to the “Jacob’s 
Ladder to Chemical Accuracy”, a concept which was proposed by Perdew et al. 
[17] and which will be introduced in the following section. 
 
2.6.2 The Jacob’s Ladder to Chemical Accuracy 
 
From the previous sections, we can see that based on the Kohn-Sham scheme, the 
multi-electron problem was converted to an effective single electron problem. 
However, we still need to find an expression for the exchange-correlation 
functional [ ]xcE ρ , and this will be introduced through a few examples which 
constitute different rungs of the Jacob’s ladder to chemical accuracy. 
 
2.6.3 The Local Density Approximation 
 
The local density approximation (LDA) is the first approximated approach which 
puts the density functional theory on the table. Kohn and Sham first suggested 
using the exchange-correlation functional from the homogeneous electron gas 
(HEG) model to approximate that of a real system [15]. The HEG model is such a 
system that it is electrically neutral, in which the positive charges do not come 
from point charges of nuclei, but they are rather smeared out uniformly in the 
whole box. Based on this model, one solves the electronic Schrödinger equation 
for this system exactly, and one extracts information about the 
exchange-correlation energy [ ]xcE ρ  values. These [ ]xcE ρ  values are then used 
in LDA calculations for molecules and crystals. In this way, we have the so-called 
local density approximation, in which “local” means at any point in the box, the 
exchange-correlation potential is a function of the electronic density only at that 
point, and it is not a function of the derivatives of the electronic density, which 
means one does not know anything about the electronic density at another point at 
that moment, and accordingly one does not know whether electronic density at 
another point contributes to the exchange-correlation potential or not. For 
situations in which we deal separately with electron densities due to spin-α 
electrons and spin-β electrons, we also have the local spin density approximation 
(LSDA). 
 
It is known that in Kohn-Sham DFT, the exchange-correlation functional xcE  
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can be written as a sum of the exchange energy functional xE  and the correlation 
energy functional cE , 
xc x cE E E= + .                      (2.134) 
In LSDA, one can show that for the exchange energy functional LSDAxE , we have 
[18] 
( ) ( )1 3 4 3 4 33 64LSDAxE dα βρ ρπ⎛ ⎞ ⎡ ⎤= − +⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠ ∫ r .          (2.135) 
There are a few functionals for cE , among which the one given by Vosko, Wilk 
and Nusair (VWN) [19] is very popular. Vosko, Wilk and Nusair proposed a new 
formula for the correlation functional based on their careful analysis of the 
random phase approximation (RPA) to the correlation energy, an approach which 
was used to construct highly non-local correlation functionals, and they used a 
correlation potential determined from accurate quantum Monte Carlo (QMC) 
calculations [20] for interpolation and parameter fitting, in which both the 
low-density and high-density limits of the HEG were also incorporated. In this 
way, they constructed their expression for the correlation functional, which we 
will not give here due to its complexity. Finally, we get an expression for the 
VWN exchange-correlation functional xcE  as below, 
VWN LSDA VWN
xc x cE E E= + .                   (2.136) 
 
Strictly speaking, LDA is the first implementation of DFT in electronic structure 
calculations. It is the lowest rung on the Jacob’s ladder to chemical accuracy. 
LDA was used to study some metal systems when it was just developed, and 
because the exchange-correlation interaction is a short-range interaction in solid 
systems, LDA gained huge success, which led to the wide applications of DFT in 
early years. The success of LDA in metal systems obscured the Hartree-Fock 
method, because there is a dilemma for the Hartree-Fock method on how to deal 
with metal systems, in which the gap between HOMO and LUMO (which is the 
band gap between the conduction band and the valence band) is equal to zero. On 
the other hand, as we know, LDA is based on the HEG model, and it might be a 
good approximation if the electronic density varies very slowly with variation of 
position. However, for systems in which the electronic density varies fast with 
variation of position, the LDA is not appropriate any more and can not give good 
descriptions for the exchange-correlation interactions, thus a lot of generalized 
gradient approximations were developed. 
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2.6.4 The Generalized Gradient Approximations 
 
As a very good upgrade of LDA, the generalized gradient approximations (GGA) 
use both the electronic density and its gradient to express the exchange-correlation 
energy functional, 
( ) ( ),GGA GGAxc xcE E ρ ρ= ∇⎡ ⎤⎣ ⎦r r ,                (2.137) 
and it makes improvements over LDA by including the gradient of the electronic 
density to correct the variation of electronic density with variation of positions. 
Due to this advantage, the applications of GGA were even extended to the study 
of energies and structures of hydrogen-bonded system, and it was also widely 
used in other areas of chemistry.  
 
The GGA exchange-correlation energy functional is usually divided into two parts 
as below, 
GGA GGA GGA
xc x cE E E= + ,                    (2.138) 
in which GGAxE  and 
GGA
cE are the exchange and correlation functionals, 
respectively. Commonly used GGA exchange functionals include Perdew and 
Wang’s 1986 functional [21], denoted as PW86, and Becke’s 1988 functional [22], 
denoted as B88. For the correlation functional, one of the most popular is Lee, 
Yang and Parr’s functional [23], denoted as LYP. While the above mentioned 
functionals are based on an empirical fitting procedure, there are also some other 
functionals which are based on fundamental properties of atoms and molecules, 
and these functionals do not have any empirical parameters, which makes them 
more universal than those empirical functionals. One of the best examples for this 
type of functionals is the Perdew, Burke and Ernzerhof’s exchange and correlation 
functional [24], denoted as PBE, which was designed to retain correct features of 
LSDA, meanwhile, the gradient-corrected non-local features were also considered 
so that better descriptions of the exchange-correlation interactions could be 
acquired. The GGA functionals give much better agreement between theory and 
experiment than LDA. It is the second rung on the Jacob’s ladder to chemical 
accuracy. 
 
2.6.5 Recent Developments of DFT 
 
The developments of LDA and GGA made DFT to be the most popular electronic 
structure method. However, as DFT was used to study more and more different 
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problems, the deficiencies of exchange-correlation functionals were also gradually 
disclosed. For example, most of the LDA and GGA functionals can not give 
satisfying results for systems in which the dispersion interactions are very 
important [25-28], and some of these functionals give physically incorrect 
descriptions for transition metal oxides [29-31]. To solve these problems, many 
new functionals [32, 33] were developed in the past few years. The meta GGA 
functionals (such as M06-L [34]) belong to this class. They depend on the kinetic 
energy density or 2ρ∇  besides ρ  and ρ∇ , and the kinetic energy density is 
defined as below, 
.
21
2
occ
i
i
τ ψ= ∇∑ .                     (2.139) 
The meta GGA functionals give much better descriptions of transition metals and 
noncovalent interactions than traditional GGA functionals, which only depend on 
ρ  and ρ∇ ,  and the meta GGA functionals constitute the third rung on the 
Jacob’s ladder to chemical accuracy.  
 
In addition to these pure GGA and meta GGA functionals, hybrid functionals 
which mix some of the Hartree-Fock exact exchange into pure GGA and meta 
GGA functionals were also found to have better performance in many situations 
because of the nonlocality of the exact exchange. For example, one of the most 
popular hybrid GGA functionals, the B3LYP functional [35, 23, 36, 37], is 
defined as below, 
( ) ( )3 880 01 1B LYP LSDA HF B VWN LYPxc x x x x x c c c cE a a E a E a E a E a E= − − + + + − + ,    (2.140) 
in which HFxE  is the Hartree-Fock definition of the exchange functional, and the 
a  parameters are fitted to give the best agreement with experimental molecular 
atomization energies of some particular training sets, which results in 0 0.20a = , 
0.72xa = , and 0.81ca = . Another example of hybrid functionals is M06-2X [38], 
which is a hybrid meta GGA functional, and it is given by the following 
expression, 
06 2 06 061
100 100
M X HF M L M L
xc x x c
X XE E E E− − −⎛ ⎞= + − +⎜ ⎟⎝ ⎠ ,        (2.141) 
in which 06M LxE
−  and 06M LcE
−  are the M06-L exchange and correlation 
functionals, respectively. The parameter X  was optimized from training sets 
with nonmetals, and it was determined to be equal to 54. Detailed definitions of 
terms involved in Eqs. (2.140) and (2.141) can be found in relevant bibliographies, 
which have been listed. These hybrid functionals give much better descriptions of 
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dispersion interactions which were poorly described by traditional DFT methods. 
However, because they need to calculate the exact Hartree-Fock exchange, they 
are more time-consuming compared with pure GGA or meta GGA functionals. 
The hybrid functionals constitute the fourth rung on the Jacob’s ladder to 
chemical accuracy. 
 
 
 
Figure 2.3: Jacob’s ladder to chemical accuracy. 
 
The most recent developments of DFT include DFT augmented with an empirical 
dispersion term [39-41] and double-hybrid DFT [42]. They give very good 
descriptions of dispersion interactions in weakly bound systems, and both of them 
have been implemented in the recently released quantum chemistry package 
Gaussian 09 [43]. One of the biggest problems of current functionals is that they 
are still local or partly local, which definitely is not the best solution, because 
from the point of view of physics, nonlocal interactions do spread all over of a 
many-body system, and intrinsically they can not be well described by these local 
or partly local functionals. The promising future of DFT relies on such universal 
functionals, which are fully non-local, so that they can be used for all systems. 
This is the last rung of the Jacob’s ladder to chemical accuracy (see Figure 2.3), 
and hopefully this can be realized in the near future. 
 
 
2.7 The Localized Basis Sets 
 
In the previous sections, we talked about different methods which can be used to 
solve the Schrödinger equation, while these methods are based on such a 
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precondition that we already know how to express the spinorbitals, and in fact, we 
have not talked about this problem yet. Therefore the problem we are facing now 
is that we need to find a mathematical way to express the spinorbitals, and this is 
what we are going to talk about in this section. In detail, the specific solution to 
this problem how the spinorbitals are expanded depends on what system we are 
dealing with, e.g. molecular systems in the free space or extended systems being 
confined within the periodic boundary conditions (PBC). For the first situation, 
normally we use molecular spinorbitals which are expanded with so-called 
localized basis sets, such as the Pople basis sets, the correlation consistent basis 
sets, and some other split-valence basis sets. For the latter, normally we use 
crystal spinorbitals which are expanded with plane wave basis sets. In addition, 
pseudopotentials are also widely used in practical calculations especially for 
heavy metals to reduce the computational efforts and to include descriptions of 
relativistic effects. In the current section, we will focus on discussions about the 
localized basis sets. 
 
To construct a molecular spinorbital, one frequently uses a set of known functions 
(basis functions, which are the so-called atomic orbitals (AOs)). This approach is 
dubbed the LCAO-MO method, as a molecular orbital (MO) iψ  is represented as 
a linear combination of atomic orbitals (LCAO) sχ ,  
1
M
i si s
s
cψ χ
=
=∑ ,                      (2.142) 
in which M  is a finite number, sic  are the LCAO coefficients, and the atomic 
orbitals sχ  are normalized basis functions which are already known. The idea of 
the LCAO method is based on the fact that for a given atom, an electron in the 
vicinity of this atom should be described by an atomic orbital of this atom, and the 
LCAO method works in such a way that molecular orbitals are constructed as 
linear combinations of atomic orbitals which belong to different atoms. With the 
LCAO method, we are able to expand the unknown MOs with known AOs. 
 
Normally there are two ways to express the atomic orbitals. The first way to 
define an atomic orbital is to use Slater type orbitals (STOs) which are introduced 
below, 
1
, , , ,( , , ) ( , )
n r
n l m l mr AY r e
ζ
αχ θ ϕ θ ϕ − −= ,            (2.143) 
in which ζ  is a positive orbital exponent, n, l, and m are quantum numbers, A is 
a normalization constant, and ,l mY  are spherical harmonic functions. The second 
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way to define atomic orbitals is to use Gaussian type orbitals (GTOs) which have 
an 2r  exponential dependence, and GTOs can be introduced in terms of polar 
coordinates, 
2(2 2 )
, , , ,( , , ) ( , )
n l r
n l m l mr AY r e
ζ
αχ θ ϕ θ ϕ − − −= ,         (2.144) 
or Cartesian coordinates, 
2
, , , ( , , )  yx zx y z
ll l r
l l l x y z A x y z e
ζ
αχ −= .            (2.145) 
In the latter, the sum of the quantum numbers , ,x y zl  determines the type of orbital 
(s-orbital, p-orbital, d-orbital, …), and we call each single GTO a primitive GTO 
(PGTO). Both STOs and GTOs can be used to construct an MO, and an STO is 
superior to a GTO in a few aspects, though it is less popular in practical 
calculations. One advantage of an STO is that it decays in a similar way to the 
exact orbitals because of its exponential dependence. Compared with an STO, the 
2r  exponential dependence of a GTO makes it problematic that it can not give a 
proper description for orbital near the nucleus, and also the tail of the 
wavefunction is usually poorly represented with a GTO. The problem of STOs is 
that the electron-electron repulsions (the Coulomb and exchange integrals) are 
difficult to calculate, while on the other hand, these calculations can be performed 
analytically with GTOs, which makes GTOs more efficient. Because of this 
advantage, GTOs are widely used as basis functions in almost all electronic 
structure calculations. 
 
We have just talked about two different types of AOs which can be used to 
construct an MO, and we call these two different types of AOs basis functions. A 
basis set is defined as a set of basis functions which are used in the LCAO-MO 
expansion, and for a given atom, a minimal basis set includes one basis function 
for each AO which belongs to a fully or partially occupied nl shell, e.g. for a 
carbon atom, with the electronic configuration 1s22s22p2, one includes one basis 
function for the 1s, 2s, 2px, 2py, and 2pz orbitals, respectively. An improvement of 
the minimum basis set is to use two basis functions for each occupied AO, which 
produces a double zeta (DZ) type basis set, or to use three basis functions for each 
occupied AO, which produces a triple zeta (TZ) type basis set, and so on. These 
extensions make it a better description of electron distributions possible which 
might be different in different directions. Additional improvements of the basis 
sets include additions of polarization functions (usually denoted with “*”, 
operating on heavy atoms only, or “**”, operating on both heavy atoms and 
hydrogen atoms), which introduce higher angular momentum functions into the 
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basis set and make the basis set more flexible with respect to different bonding 
environments, and diffuse functions (usually denoted with “+”, operating on 
heavy atoms only, or “++”, operating on both heavy atoms and hydrogen atoms), 
which are usually very flat GTOs and can better represent atomic orbitals in the 
region that is far from atomic nuclei. 
 
From the point of view of chemistry, because it is the valence electrons which 
take part in the molecular bonding, it is natural to use more basis functions to 
represent the valence orbitals. In this way, the split valence basis set was 
introduced. The split valence double zeta (VDZ) type basis set works in such a 
way that it doubles basis functions only for valence electrons, and the split 
valence triple zeta (VTZ) type basis set triples basis functions only for valence 
electrons. In this way, more basis functions are used for valence electrons in the 
split valence basis sets, which increases the computational cost, though better 
descriptions of the chemical bonding can be achieved. The contracted basis sets 
were developed against this background. In a contracted GTO (CGTO), the 
PGTOs and their corresponding LCAO coefficients are held fixed during the 
calculation, and the CGTO is a linear combination of PGTOs, in which we call the 
fixed LCAO coefficients the contraction coefficients. In this way, the number of 
unknown LCAO coefficients which are needed to be determined is decreased, 
which reduces the computational cost quite a lot while the accuracy can still be 
maintained at a good level if the chosen contraction coefficients are good enough. 
Thus the next problem is how to choose a set of contraction coefficients which 
gives MOs as good as possible. Pople et al. [44] developed sophisticated 
procedures to determine the contraction coefficients for almost all main group 
elements in the periodic table. For example, one of Pople’s basis sets which is 
used in the current thesis for a glycine molecule (C2H5O2N) is 6-31++G**, in 
which we use one CGTO that is a linear combination of six PGTOs to represent 
each core orbital, and for each valence orbital, we use two basis functions, 
including one single PGTO and one CGTO which is a linear combination of three 
PGTOs, while “++” indicates a set of sp-type diffuse functions (which is a total of 
4 Cartesian basis functions) being added to heavy atoms together with a s-type 
diffuse function being added to hydrogen atoms, and “**” indicates a d-type 
polarization function (which is a total of 6 Cartesian basis functions) being added 
to heavy atoms together with a p-type polarization function (which is a total of 3 
Cartesian basis functions) being added to hydrogen atoms. In this way, a total of 
19 basis functions (one for the core orbital, two for each valence orbital, plus four 
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from diffuse functions and six from the polarization function) were used for each 
heavy atom in this system (C, O, and N), and a total of 6 basis functions (two for 
the valence orbital, plus one from the diffuse function and three from the 
polarization function) were used for each hydrogen atom in this system. The 
contraction coefficients of this and other Pople’s basis sets can be found in the 
EMSL Basis Set Exchange database [45] and references therein. 
 
In addition to Pople’s basis sets, we also have the correlation consistent basis sets 
which were developed by Dunning et al. [46] aiming at achieving convergence of 
the calculated ab initio electronic energies to the complete basis set (CBS) limit 
with the assistance of certain extrapolation procedures. For example, one of the 
correlation consistent basis sets which is used in the current thesis is 
aug-cc-pVDZ (AVDZ), in which the term “pVDZ” means a polarized valence 
double zeta type basis set, “cc” means the basis set is designed in such a way to 
ensure correlation energy is recovered consistently with respect to increase of the 
cardinal number of the basis set (say, one jumps from DZ to TZ, and the cardinal 
number is increased by one, which results in a new type of higher-order 
polarization function being added), and “aug” means one employs additional 
diffuse functions, in which one extra function with a small exponent was added to 
each angular momentum. The composition of a series of correlation consistent 
basis sets which are used in the current thesis is listed in Table 2.1. With the 
assistance of recently developed extrapolation procedures [47], it is also possible 
to converge the calculated ab initio electronic energies to the CBS limit, and this 
will be introduced with more details in Chapter 6. 
 
Contracted functions 
Basis set 
First row elements Hydrogen atom 
aug-cc-pVDZ 4s, 3p, 2d 3s, 2p 
aug-cc-pVTZ 5s, 4p, 3d, 2f 4s, 3p, 2d 
aug-cc-pVQZ 6s, 5p, 4d, 3f, 2g 5s, 4p, 3d, 2f 
 
Table 2.1: Composition of some common correlation consistent basis sets. 
 
As all these localized basis sets which we mentioned above are incomplete, 
problems appear when we calculate the interaction energy of a molecular complex. 
The interaction energy is usually calculated as a difference between the energy of 
complex AB and the sum of energies of monomers A and B as below, 
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( ) ( ) ( )AB A BE E AB E A E BΔ = − − .               (2.146) 
The performance of this approach depends on the quality of electronic structure 
method used to calculate all energies on the right-hand side of Eq. (2.146). 
However, one should recognize that within the complex, basis functions localized 
on one monomer can also affect the energy of another monomer. This is the 
so-called basis set superposition error (BSSE). Popular ways to deal with the 
BSSE include the counterpoise method [48] and the chemical Hamiltonian 
approach [49]. In addition to the BSSE which presents in intermolecular 
interactions, it has also been suggested recently that intramolecular BSSE can be 
as significant as intermolecular BSSE, and a few methods were proposed to 
correct for intramolecular BSSE [50, 51]. 
 
Now, as we have the basic building blocks of a molecular orbital, we need to 
determine the unknown LCAO coefficients sic , which are included in Eq. (2.142), 
and this is usually done through an iterative procedure like that which was 
introduced in Section 2.3.2. From the discussions in the previous sections, we 
know the Hartree-Fock and Kohn-Sham equations are solved through an SCF 
approach, and if we insert the MO in the form of a basis set (see Eq. (2.142)) into 
the Hartree-Fock equation (see Eq. (2.86)) or the Kohn-Sham equation (see Eq. 
(2.132)), then we get 
1 1
M M
si s i si s
s s
c cχ ε χ
= =
=∑ ∑F .                  (2.147) 
Projecting Eq. (2.147) against rχ , we have 
( )
1
0
M
si rs i rs
s
c F Sε
=
− =∑ ,                   (2.148) 
in which 1,2,...,r M= , rs r sF χ χ= F , and rs r sS χ χ= . Because rsF  
depends on iψ  (either the Hartree-Fock or the Kohn-Sham spinorbital), while at 
the same time iψ  depends on the unknown LCAO coefficients sic , Eq. (2.148) 
can be solved through an iterative procedure like that of the SCF method as 
below: 
(1) generate initial guess for the unknown LCAO coefficients sic  (usually 
through semi-empirical methods), with which we also get an initial guess 
for the occupied MOs; 
(2) form the rsF  matrix with these MOs, solve Eq. (2.148), and produce a 
total of M  new MOs, in which we choose the orbitals that have the 
lowest orbital energies to be occupied by N electrons, following the Pauli 
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Exclusion Principle; 
(3) evaluate the energy eE  (see Eq. (2.87) for the Hartree-Fock energy or Eq. 
(2.127) for the Kohn-Sham energy) with these new occupied MOs; 
(4) use these new occupied MOs to build a new rsF  matrix and repeat the 
above process until the difference in eE ’s or expansion coefficients sic  
between two adjacent iterations falls below a certain threshold which has 
been predetermined. 
What should be pointed out here is that the above procedure produces typically 
not only occupied orbitals but also virtual orbitals, because M  is typically much 
larger than the number of occupied orbitals. Using these virtual orbitals, one can 
construct additional excited Slater determinants that can be used to recover the 
electron correlation energy (see Eq. (2.92)) through an advanced electronic 
structure method, such as MP2 or CCSD. 
 
 
2.8 Electronic Motion in Extended Systems 
 
In previous sections, we talked about the electronic Schrödinger equation and its 
solutions for molecular systems. While the molecular systems represent one type 
of systems which can be well described by electronic structure methods, the 
extended systems, which we need to deal with in our everyday life as well, 
represent another type that could be well described by electronic structure 
methods, such as the density functional theory. The extended systems are different 
from the molecular systems by the fact that they are characterized by the periodic 
potential, which makes approaches towards solving the Schrödinger equation 
under this condition more complicated. In this section, we will talk about the 
computational strategies used in extended systems through the process how we 
solve the Schrödinger equation in a periodic potential. 
 
2.8.1 Periodicity and Bloch’s Theorem 
 
For bulk crystals, slabs, and polymers, one frequently uses infinite models with 
periodic boundary conditions. In this way, density functional theory methods for 
such systems were often implemented in a form which is also subject to the 
periodic boundary conditions [52, 53]. For the sake of convenience, here we take 
the crystal as an example for our discussions. The periodicity of a crystal with 
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periodic boundary conditions is well described by the lattice vectors R  in real 
space, 
1 1 2 2 3 3n n n= + +R a a a ,                  (2.149) 
in which 1,2,3n  are integers, and 1,2,3a  are the primitive lattice vectors describing 
a primitive unit cell. The primitive unit cell of a crystal is often defined in such a 
way to make sure that the crystal can be translationally repeated with the atoms 
inside this primitive unit cell, and at the same time it has the least volume. To 
describe behaviors of electrons in a crystal, one of the most popular ways is to use 
the reciprocal lattice. The reciprocal lattice vectors G  are defined in the 
reciprocal space, which is the inverse of real space, and G  are defined like the 
lattice vectors R  in real space as below, 
1 1 2 2 3 3m m m= + +G b b b ,                 (2.150) 
in which 1,2,3m  are integers, and the reciprocal primitive lattice vectors 1,2,3b  are 
defined by 
[ ]
[ ]
[ ]
2 3
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2
1 2 3
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2
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×= ×
×= ×
×= ×
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i
i
i
,                   (2.151) 
and it can be readily proven that 
2i j ijπδ=a bi ,                      (2.152) 
in which , 1,2,3i j = . A natural result from the definition of reciprocal lattice 
vectors is 
2 lπR G =i ,                       (2.153) 
in which 1 1 2 2 3 3l n m n m n m= + +  is always an integer, and it follows that 
1ie =G Ri .                         (2.154) 
 
To include the periodicity of the lattice into the electronic wavefunction, one often 
introduces Bloch’s theorem, which states that the spinorbitals for extended 
systems have the following property, 
( ) ( )ieψ ψ−− = k Rk kr R ri ,                  (2.155) 
in which r  is the electronic position vector defined in real space, and subscript 
k  characterizes different spinorbitals. According to Bloch’s theorem, the values 
of a spinorbital at two different positions differing by a lattice vector R  are 
related through a phase factor ie k Ri .  
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Bloch’s theorem can be proved as below. First, let us introduce the translation 
operator TR , which is defined below, 
( ) ( )T f f= −R r r R .                   (2.156) 
It can be proved that the translation operator TR  commutes with the electronic 
Hamiltonian (see Eq. (2.132)), which means that TR  and the electronic 
Hamiltonian share the same set of eigenfunctions. In this way, we can choose 
( )ψ k r , which is the eigenfunction of the electronic Hamiltonian, to be an 
eigenfunction of the translation operator TR  as well, 
( ) ( )T cψ ψ=R k R kr r ,                   (2.157) 
in which cR  is the eigenvalue corresponding to the eigenfunction ( )ψ k r . Notice 
that 
T T T T T′ ′ ′= =R R R R R+R ,                   (2.158) 
thus we have 
c c c′ ′=R R R+R .                      (2.159) 
Because cR  depends on R , to satisfy Eq. (2.159), cR  must be an exponential 
in R , and considering that 2i j ijπδ=a bi  (see Eq. (2.152)), we can express cR  
as below, 
ic e−= k RR i ,                       (2.160) 
where we define k  according to the following equation 
1 1 2 2 3 3κ κ κ+ +k = b b b ,                  (2.161) 
in which 1,2,3κ  are real parameters. Now we can see the subscript k  in the 
spinorbitals ( )ψ k r  is a vector defined in the reciprocal space. Inserting Eqs. 
(2.156) and (2.160) into Eq. (2.157), we get 
( ) ( ) ( )iT eψ ψ ψ−= − = k RR k k kr r R ri ,             (2.162) 
which proves Bloch’s theorem that we have just introduced in Eq. (2.155). 
Considering 1ie− =G Ri  (see Eq. (2.154)), we have 
( ) ( ) ( ) ( ) ( )i i i iiT e e e e c e+ + − + +−= = =k G r k G r R k G r k G rk RR Ri i i ii ,        (2.163) 
in which ( )ie +k G ri  are eigenfunctions corresponding to the same eigenvalue 
ie− k Ri . In this way, the spinorbitals ( )ψ k r , which are the eigenfunctions of the 
electronic Hamiltonian, can be expanded through all eigenfunctions of the 
translation operator TR  that correspond to the same eigenvalue as below, 
( ) ( ) ( )ieψ α +=∑ k G rk k
G
r G i .                (2.164) 
 
Spinorbitals for extended systems can be expressed in several different ways, and 
one of them is to write the spinorbitals in a form as below, 
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( ) ( )ie uψ = k rk kr ri ,                     (2.165) 
in which ( )uk r  are functions pertaining the translational symmetry of the lattice, 
and ( ) ( )u u− =k kr R r . Comparing Eqs. (2.164) and (2.165), we can see 
( ) ( ) iu eα=∑ G rk k
G
r G i , where ( )αk G  are linear expansion coefficients, and 
( )ie +k G ri  are plane waves. This is the way how spinorbitals for extended system 
are expanded with plane waves in the formulation of Bloch’s theorem. 
 
Spinorbitals for extended systems can also be expanded using localized atomic 
orbitals in the form of Bloch functions. A Bloch function for a localized atomic 
orbital is defined by the following equation, 
( ) ( ), ji j
j
eα αψ χ= −∑ k Rk r r Ri ,                (2.166) 
in which αχ  is a localized atomic orbital labeled by α , jR  is a lattice vector, 
and the summation j  extends over the whole lattice through jR . In this way, 
the spinorbital can be expressed as a linear combination of Bloch functions as 
below, 
( ) ( ) ( ),cα α
α
ψ ψ=∑k kr k r ,                  (2.167) 
in which ( )cα k  are the linear expansion coefficients. It can be proved that Bloch 
functions are eigenfunctions of any translation operators TR , and spinorbitals 
which are expanded with Bloch functions also follow Bloch’s theorem (see Eq. 
(2.155)). 
 
2.8.2 The Brillouin Zone Sampling 
 
According to Bloch’s theorem, each single crystal orbital is labeled by a wave 
vector k  defined in the reciprocal space (see Eq. (2.161)). In extended systems, 
the values of k  appear to be continuous, and it makes the eigenvalues, which are 
the orbital energies ( )iε k , to become continuous bands as well, not like that in 
molecular systems, in which the energy levels are well separated from each other. 
As we have pointed out in the last section, the wave vector k  is defined in the 
reciprocal space and ( )uk r  has the periodicity of the lattice, thus the 
Kohn-Sham equation for extended systems (say we use the DFT method to solve 
the Schrödinger equation for an extended system) can be solved in one primitive 
cell of the periodic lattice in reciprocal space, and the First Brillouin Zone (FBZ) 
has been proved to be a good choice for such a primitive cell in reciprocal space. 
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Figure 2.4: Construction of the first Brillouin zone. 
 
A very popular method to construct the First Brillouin Zone is to construct it as a 
Wigner-Seitz unit cell of the reciprocal lattice, in which we draw perpendicular 
bisectors between the origin node O and its nearest and next nearest nodes, and 
then the First Brillouin Zone is the smallest volume entirely enclosed. An example 
for construction of the First Brillouin Zone for a 2D lattice is illustrated in Figure 
2.4, in which the shadow area indicates the FBZ of this 2D lattice in reciprocal 
space.  
 
As we have just mentioned above, we only need to solve the Kohn-Sham equation 
for all wave vectors k  in the FBZ, and then we will be able to know solutions of 
the Kohn-Sham equation for wave vectors k  outside the FBZ as well. Assume 
there are two wave vectors ′k  and ′′k , and they are related to each other 
through the equality ′′ ′ +k = k G , in which G  is a reciprocal lattice vector (see 
Eq. (150). Considering the way in which the FBZ is constructed, if ′k  is a vector 
inside the FBZ, ′′k  must be a vector located outside the FBZ. Take a Bloch 
function as an example, for a Bloch function labeled with ′′k , we have 
( ) ( ) ( ) ( )
( )
( ) ( )
,
,
            
            
j j
j j
j
i i
j j
j j
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i
j
j
e e
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e
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∑
∑
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k
k R G R
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k
r r R r R
r R
r R r
i i
i i
i
,     (2.168) 
in which 1jie =G Ri  (see Eq. (2.154)). Equation (2.168) indicates that Bloch 
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functions labeled by ′k  and ′′k  are actually identical, which means ′k  and 
′′k  are equivalent to each other, and k  values which are enclosed in the FBZ 
are sufficient to describe the electronic structure of the whole lattice. 
 
The introduction of the FBZ reduces the computational effort quite a lot, while the 
computational effort can be further reduced if we take advantage of other 
symmetries beyond the translational periodicity which are very common in many 
crystals, such as rotations around axes, reflections in planes, and their 
combinations. This leads to the concept of the Irreducible Brillouin Zone (IBZ), 
which is usually a very small fraction of the FBZ, and the Kohn-Sham equation is 
solved for all wave vectors k  in the small volume of IBZ rather than the whole 
volume of FBZ. Once the Kohn-Sham equation is solved in the IBZ, then 
solutions of the Kohn-Sham equation in other parts of the FBZ can also be 
obtained based on the symmetries which the FBZ holds. An example of the 
Irreducible Brillouin Zone for a 2D square lattice with full symmetry is illustrated 
in Figure 2.5, in which the shadow area indicates the IBZ of this 2D square lattice 
in reciprocal space. 
 
 
 
Figure 2.5: The Irreducible Brillouin Zone for 2D square lattice with full 
symmetry. 
 
According to previous discussions in the DFT section, the energy of a system 
which is described by the DFT method can be represented as a summation of 
energies contributed from different terms (see Eq. (2.127)), which include the 
nuclear-electron attraction neV  (see Eq. (2.129)), the kinetic energy of electrons 
sT  (see Eq. (2.130)), the Coulomb repulsion eeV  and the exchange-correlation 
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interaction xcE  (see Eq. (2.126)). In this way, the total energy of an extended 
system can be expressed as below, 
[ ] [ ]KS ne s ee xcE V T V Eρ ρ= + + + .               (2.169) 
Now we need to rewrite these terms in the formulation of an extended system with 
periodic potential, let us say in a unit cell of this extended system which is 
represented by an IBZ of this unit cell in the reciprocal space. For the kinetic 
energy of electrons, it can be written as below, 
.
2
, ,
,
1
2
occ
s i i
i
T ψ ψ= − ∇∑ k k
k
.                  (2.170) 
Notice here we introduce another subscript i , which indicates an electronic band, 
and the summation is done for all occupied electronic bands. For the 
nuclear-electron attraction, it can be expressed with the following equation, 
.
, ,
,
occ
ne i ext i
i
V ψ ψ=∑ k k
k
V ,                   (2.171) 
in which extV  represents the external potential from the nuclei. For the Coulomb 
repulsion, it can be written as below, 
.
, , , ,
,
1 1
2
occ
ee i i i i
i
V ψ ψ ψ ψ′ ′
′≠
= ′−∑ k k k kk k r r .              (2.172) 
For the exchange-correlation interaction, it is a functional of the electron density, 
but the expression of the electron density for an extended system is different from 
that of a molecular system, and it can be written as below, 
( ) ( ). 2,
,
occ
i
i
ρ ψ=∑ k
k
r r .                    (2.173) 
In a practical calculation of the total energy in Eq. (2.169), one often treats 
valence electrons and core electrons separately, in which contributions involving 
core electrons are usually approximated with pseudopotentials, and we will give 
more information about them in the following section. 
 
It should be noticed that in Eqs. (2.170-2.173), all of them are represented as 
summations of all k  vectors in the IBZ over all occupied states. Though the IBZ 
can be a very small volume if the lattice is highly symmetrical, the number of 
possible k  vectors in the IBZ is still huge because the number of unit cells in a 
crystal is very large. In this way, summations of all k  vectors in the IBZ for the 
above terms seem to be impracticable. Take the kinetic energy of electrons sT  
(see Eq. (2.170)) as an example. For a very small volume ( )3Δ k  in the IBZ, 
contribution to sT  from this small volume can be written as below, 
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( ) .3 2, ,12
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s i i
i
T ψ ψΔ ⎡ ⎤Δ = − ∇⎣ ⎦∑∑ k k
k
k .            (2.174) 
Eq. (2.174) looks like that the IBZ is cut into many tiny pieces, and the total 
number of these tiny pieces equals to the volume of the IBZ (which is 1 here since 
sT  is expressed as per IBZ) divided by ( )Δ k , which will be a huge number as 
well, like the number of possible k  vectors in the IBZ. A good approximation to 
Eq. (2.174) would be that 
( ) .3 2 3, ,12
occ
s i i
i
T dψ ψ
Δ
Δ = − ∇∑∫ k k
k
k k ,            (2.175) 
and sT  can be written as a numerical integration of k  vectors over the whole 
IBZ, 
.
2 3
, ,
1
2
IBZocc
s i i
i
T dψ ψ= − ∇∑ ∫ k k
k
k ,              (2.176) 
which means summations of k  vectors in Eq. (2.170) can be substituted by 
numerical integration of k  vectors over the whole IBZ. Similarly, other terms in 
Eq. (2.169) can also be expressed as numerical integrations of k  vectors. In 
Figure 2.5, some of the special k  points and lines are also labeled, because 
integrations of all wave vectors k  in the IBZ are performed along these 
directions. 
 
The introduction of IBZ further reduces the computational efforts, while it is still 
not practical to perform an analytical integration of all wave vectors k  in the 
IBZ, especially for some systems with large volumes of the FBZ and with low 
symmetry. In this way, we have to adopt some approximations, through which 
numerical integrations of k  are made possible in the IBZ. Supposing the curve 
of eigenvalues of the Kohn-Sham equation along some specified directions of k  
is very smooth, it would be reasonable for us to equal the integrations of k  in 
this region to the mean value of k  in this region times the length of the region, 
in which the smoothness of the curve is preserved. For other situations in which 
the curve of eigenvalues of the Kohn-Sham equation along some specified 
directions of k  is very steep, one would need more k  points to better 
reproduce the result of analytical integration in this region. The efficiency of such 
approximations depends on how the special k  points are sampled. One of the 
most popular k  points sampling methods has been proposed by Monkhorst and 
Pack [54]. Monkhorst and Pack gave a very simple formula for the k  points 
sampling as below, 
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n N
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− −≡∑k b ,                    (2.177) 
in which ib  are the reciprocal primitive lattice vectors, 1, 2, ,i in N= … , and iN  
is an integer which is preselected and determines the number of k  points being 
used in numerical integrations. The Monkhorst-Pack scheme works in such a way 
that each reciprocal primitive lattice vector is divided into iN  portions, and then 
the mean value of each portion is selected to combine with mean values of 
portions from the other two reciprocal primitive lattice vectors to determine the 
position of each k  point. As each in  has a total of iN  different values, the 
total number of k  points selected to represent all possible k  vectors in the 
FBZ will be 1 2 3N N N× × . Proper sampling of k  points allows the Kohn-Sham 
equation to be solved with a finite number of k  points, and as a result, the 
energy of each spinorbital can also be determined. 
 
2.8.3 Pseudopotentials 
 
In previous sections, we talked about Bloch’s theorem and a numerical method of 
the Brillouin zone sampling. We also mentioned that contributions to the total 
energy which involve core electrons in extended systems are often approximated 
by pseudopotentials. The introduction of pseudopotentials was due to the fact that 
core electrons are essentially inert, or one can say that valence electrons contribute 
much more than core electrons to most of the physical/chemical properties 
observed. Because the distances between core electrons and the nuclei are very 
short compared with the distances between valence electrons and the nuclei, 
according to Eq. (2.128), the external potential has a 1 r  singularity and there 
will be a cusp in the core region, which creates problems as one needs to use a 
large number of plane waves (assuming one uses plane wave basis sets) to 
accurately describe the total electron density. However, if one uses 
pseudopotentials, the number of plane waves needed for a good description of the 
electronic structure is much less, as pseudo wavefunctions resulting from 
pseudopotentials are nodeless and smooth in the core region. 
 
Pseudopotentials are constructed to faithfully reproduce behaviors of the ionic 
potential between valence electrons and the complex of core electrons plus the 
nuclei outside of the core region, and at the same time to make sure that the 
pseudo wavefunctions do not have radial nodes in the core region. As the effect of 
core electrons are replaced by pseudopotentials, the number of electrons one 
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needs to deal with is reduced, and the number of electronic bands one needs to 
solve for is also decreased. The advantages of using pseudopotentials reduce the 
computational efforts quite a lot. They make some previous calculations, which 
were very difficult at one time, become practicable, and nowadays they are widely 
used in calculations of extended systems. 
 
Currently, the pseudopotential approximation is mostly implemented together 
with DFT methods in codes for extended systems. A flow chart which describes 
the procedure of constructing a pseudopotential for an atom is shown in Figure 2.6. 
Such a pseudopotential, which is generated from an all-electron calculation 
performed on an atom, is termed an ab initio pseudopotential, and it is 
distinguished from an empirical pseudopotential which is fitted to experiment. 
 
 
 
Figure 2.6: Procedure of constructing a pseudopotential for an atom. 
 
There are two types of pseudopotentials, one is local and the other is non-local. 
Local pseudopotentials use the same potential for different angular momenta, 
while for non-local pseudopotentials, one uses different potentials for different 
angular momenta. The quality of a pseudopotential can be measured by many 
factors, including transferability and softness. The transferability of a 
pseudopotential indicates its ability to describe valence electrons in different 
bonding environments, while the softness of a pseudopotential indicates the 
number of plane waves one needs in a calculation, on the assumption that the 
same level of accuracy is maintained. 
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The introduction of pseudopotentials simplifies the calculations of the Coulomb 
and Exchange operators in the two-electron integrals and reduces the 
computational cost of such integral calculations, and thus accelerates the 
convergence of the wavefunction expansion. At the same time, as a method 
originally developed for periodic calculations and combined with plane-wave 
basis sets, nowadays pseudopotentials are also used to describe heavy elements in 
isolated molecular systems, and together with localized basis sets, they facilitate 
calculations that involve heavy elements. 
 
2.8.4 The Projector Augmented Waves 
 
More recently, the projector augmented wave (PAW) method [55] was proposed 
as an alternative for the pseudopotential approximation. The PAW method defines 
a functional for the total energy calculation which involves auxiliary localized 
functions, and these auxiliary localized functions actually retain the entire set of 
all-electron core wavefunctions along with smooth parts of the valence 
wavefunctions. In the current thesis, we use PAW potentials in calculations of 
extended systems. 
 
The basic idea of the PAW method is to transform the true all-electron 
wavefunctions into localized auxiliary wavefunctions, which are smooth and can 
be expanded with rapidly convergent plane waves, and then all physical properties 
will be evaluated after the true all-electron wavefunctions are reconstructed. Let 
us denote a one-electron wavefunction as nψ , in which the subscript n  
indicates a one-electron state defined by an electronic band index, a k  vector, 
and a spin index. We define a transformation with which the true all-electron 
wavefunctions nψ  can be transformed into the auxiliary wavefunctions nψ , 
ˆ
n nψ ψ= U ,                       (2.178) 
in which Uˆ  is a transformation operator. Accordingly, the true all-electron 
wavefunctions nψ  can be transformed from the auxiliary wavefunctions nψ  
with the following equation, 
ˆ
n nψ ψ= T  ,                       (2.179) 
in which 1ˆ ˆ −T = U . The transformation operator Tˆ  is defined by 
ˆ ˆ a
a
∑T = 1+ T ,                       (2.180) 
in which a  is an atom index, and ˆ aT  have no effect outside a certain cutoff 
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radius. Inside the cutoff radius, the true all-electron wavefunctions nψ  are 
expanded through the partial waves aiφ , which are determined from an 
all-electron calculation performed for an isolated atom. Thus we have 
a a
n ni i
i
Pψ φ=∑ ,                     (2.181) 
in which ( )ˆ1a a ai iφ φ= +T  , with aiφ  as the auxiliary partial waves 
corresponding to the partial waves aiφ , and the expansion coefficients aniP  are 
defined by 
a a
ni i nP p ψ=  ,                       (2.182) 
where aip  satisfy 1a ai i
i
pφ =∑   . In this way, we have 
( )ˆ ˆa a a a a a ai i i i i
i i
p pφ φ φ= = −∑ ∑T T    ,             (2.183) 
and the transformation operator Tˆ  can be expressed by ( )ˆ a a ai i i
a i
pφ φ−∑∑T = 1 +   .                  (2.184) 
Finally, the true all-electron wavefunctions nψ  can be expressed as below, ( )a a an n i i i n
a i
pψ ψ φ φ ψ= + −∑∑   .             (2.185) 
Inserting Eq. (2.185) into Eq. (2.173), we get the electron density 
( ) ( ) 22 ,,
,
Val Core
a a a a a a Core
n i j i j i j
n a i j a
D α
α
ρ ψ φ φ φ φ φ= + − +∑ ∑∑ ∑∑r   ,    (2.186) 
in which the Hermitian one-center density matrix ,
a
i jD  is defined by 
,
a a a
i j n i j n
n
D p pψ ψ=∑    .                   (2.187) 
With the electron density defined by Eq. (2.186), we are able to determine the 
total energy of an extended system according to Eq. (2.169). This is the procedure 
how the total energy can be evaluated through the PAW method. It should be 
pointed out here that in contrast to pseudopotentials, in which the information on 
charge density and wavefunctions of the core electrons is missed, the PAW 
method keeps the full information on all-electron wavefunctions. 
 
 
2.9 Remarks and Perspectives 
 
The fast developments of different electronic structure methods make 
computational chemistry not only a counterpart of experimental sciences, but also 
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a new tool which helps people to discover and create things that people did not 
know before. As a young science, which has less than 100 years of history, the 
electronic structure methods in the beginning could only solve problems for 
systems with up to tens of atoms. However, nowadays with advanced 
technologies both in computing hardware and software, electronic structure 
methods can be applied for systems with thousands of atoms. From tens of atoms 
to thousands of atoms, it might not be such a big step as it appeared to be, but it is 
really a very big achievement as the process took only less than 50 years, and we 
do not know what will happen in the next 50 years. Looking forward to the future, 
we shall not be self-satisfied and stop here, as the systems we need to deal with 
will be much bigger and the accuracy we need to acquire will be much higher. 
Fortunately, we are glad to see that the electronic structure methods are still 
thriving, and a lot of new methods (such as the linear scaling order-N methods 
[56]) with better performances are being developed. Hopefully these newly 
developed methods will help people discover and create new molecules and 
materials that people have never imagined before, and thus make computational 
chemistry as a science to be side-by-side or even superior to the experimental 
science. 
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Chapter 3 
 
Exploring the Potential Energy 
Surface 
 
In Chapter 2, we talked about the electronic structure methods which were used in 
theoretical chemistry. Before we really start the electronic structure calculations, 
there is another important problem that needs to be solved. The electrons interact 
with the nuclei, but where are the nuclei? One can not perform Born-Oppenheimer 
calculations without knowing the positions of the nuclei. Fortunately we have the 
thermodynamics theory which tells us that a structure (which is determined by the 
nuclear positions) with lower energy is more stable than that with higher energy, 
thus low-energy structures are more probable to be observed in experiments. With 
this criterion, once we know the energy of each state (that is each structure with 
different nuclear positions), we can rank the energy of all possible states from low 
to high, and the lowest energy structure will most likely be present in experiments. 
With this lowest energy structure, one can perform electronic structure 
calculations and compare theoretical results with results from experiments. 
 
3.1 Methods of Geometry Optimizations 
 
Generally, there are two types of systems which we possibly meet during our 
study, one is a molecular system, which is limited to a finite number of atoms, and 
the other is an extended system with periodicity and thus theoretically it has an 
infinite number of atoms. To perform an electronic structure calculation, one 
would have to know the structure of the system. The structure of a system could 
either come from experiment or from an artificial guess based on physical and 
chemical laws. Let us take a molecule as an example. In Chapter 2 we mentioned 
that within the Born-Oppenheimer approximation, the PES is a function of the 
nuclear positions. In this way, any artificial guess of the molecular structure is a 
point on the PES of this molecule, though it does not have to be a stationary point 
(say a local minimum or a first order saddle point). A local minimum structure is 
the structure of a molecule at its stable geometry, which means there are no forces 
acting on the atoms, and if small displacements are applied for different atoms in 
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the molecule, nuclei will return to the initial positions, because the forces brought 
by these small displacements tend to push nuclei in a direction towards the initial 
positions. On the other hand, a first order saddle point corresponds to a possible 
transition state between two local minimum structures. A first order saddle point 
also corresponds to a stable geometry with no forces acting on the atoms, but 
nuclei will not return to the initial positions if small displacements are applied, 
because the force brought by these small displacements will push the nuclei 
towards a local minimum. Therefore we start from an initial guess structure, 
which is a certain point on the PES, and our goal is to determine the nearest 
stationary point which could either be a local minimum structure or a transition 
state. We call such a procedure a geometry optimization, and normally a geometry 
optimization consists of a few steps of atomic displacements.  
 
The concept of a geometry optimization can be well explained in a mathematical 
way [1]. Let us take a single geometry displacement as an example. Suppose one 
starts from an initial position 0x  on the PES, and after the geometry 
displacement, one arrives in a new position 1x , then the potential energy of this 
new position can be approximated with terms up to the second order of a Taylor 
expansion around the current point 0x  as below, 
( ) ( ) ( ) ( ) ( )1 0 1 0 0 1 0 0 1 012
T TE E≈ + − + − −x x x x g x x H x xi i i ,       (3.1) 
in which the superscript T  implies a transposed vector, ( )E= ∇g x , 
( )2E= ∇H x , and 0g  and 0H  are the gradient and the second order derivatives 
(Hessian matrix) of the potential energy determined at the current position 0x , 
respectively. A stationary point is defined in such a way that all components of the 
energy gradient g  are equal to zero, a local minimum further requires that all 
eigenvalues of the Hessian matrix H  are non-negative, and a first order saddle 
point requires that one eigenvalue of the Hessian matrix H  is negative while all 
other eigenvalues are non-negative. To perform a geometry optimization, one 
needs to determine what atomic displacements should be applied. Depending on 
which type of stationary points one wants to locate, the direction of atomic 
displacements differs. Methods for geometry optimizations of both purposes will 
be given in the following sections. 
 
3.1.1 The Newton-Raphson Method 
 
The Newton-Raphson method is one of the most popular methods which have 
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been widely implemented in current computational chemistry codes to perform 
geometry optimizations. Let us insert a unitary matrix U  into Eq. (3.1) so that 
the Hessian matrix H  can be diagonalized, 
( ) ( ) ( ) ( ) ( )1 0 0 1 0 1 0 0 1 012
TT T T TE E≈ + − + − −x x g UU x x x x UU H UU x x ,  (3.2) 
in which 0
TU H U  is a diagonal matrix and has eigenvalues kλ  ( 1,2, ,3k N= " , 
supposing we have a total of N  atoms in the system). In this way, Eq. (3.2) can 
be rewritten in the following form, 
( ) ( )1 0 12Tm m m m mm mE E G Q Q Qλ≈ + +∑ ∑x x ,             (3.3) 
in which ( ), 1 0Tm m k k
k
Q U= −∑ x x , ( ), 1Tm m kk k
EG U ∂= ∂∑ x  is the energy gradient 
along the m-th eigenvector of the Hessian matrix H , and the subscript k  
implies the k-th component of the a vector. The position of an adjacent stationary 
point defined by Eq. (3.3) can be determined by differentiating this equation with 
respect to mQ , and we get 
0  mm m m m
m
GG Q Qλ λ+ = ⇒ = − ,                 (3.4) 
in which mQ  indicates the direction and magnitude of a geometry optimization 
step that one should take to arrive in a stationary point from the current position. 
This is the way how the Newton-Raphson method works. It should be pointed out 
that as far as the potential energy can be well approximated by Eq. (3.1), only one 
step of geometry optimization is needed to find the nearest stationary point. 
 
The magic of the Newton-Raphson method on geometry optimization is that with 
only one simple equation (see Eq. (3.4)), the method is capable of finding the 
nearest stationary point on the PES, which could be either a local minimum point 
or a first order saddle point, and this can be well illustrated by Figure 3.1, in 
which the red curve represents a PES. In Figure 3.1, suppose one starts from 
Position 1, where 0mG < , and suppose it is close to a local minimum (Position 2), 
then all mλ  will be positive, which leads to 0mQ >  according to Eq. (3.4), thus 
the optimization will move forward and arrive at Position 2. If one starts from 
Position 3, then 0mG >  and 0mλ > , thus 0mQ <  and the optimization will 
move backward, which will also arrive at Position 2. However, if one starts from 
Position 4, which is close to a first order saddle point (Position 5), then we know 
0mG >  and one of mλ  will be negative, and for atomic displacement along the 
eigenvector corresponding to this mλ , we have 0mQ > , thus the optimization 
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will move forward in this direction and arrive at Position 5. Analogously, if one 
starts from Position 6, one will get 0mQ <  along the eigenvector which 
corresponds to the negative mλ , and the optimization will move backward and 
arrive at Position 5. Therefore, wherever one starts from, as far as the potential 
energy can be well approximated by Eq. (3.1), the success of a geometry 
optimization is guaranteed within only one step. The type of a stationary point 
found by the Newton-Raphson method is determined by mλ , say if all mλ  are 
non-negative, then a local minimum point will be found, or if only one mλ  is 
negative while all others are non-negative, then a first order saddle point will be 
found. Note that to find a first order saddle point using the Newton-Raphson 
method, one must start from a reasonable initial guess of a transition state with 
one mλ  being negative, otherwise the optimization might just end up at a local 
minimum point. 
 
 
 
Figure 3.1: The Newton-Raphson method for geometry optimization. 
 
On a real PES, as the potential energy may not be well approximated by Eq. (3.1), 
the position of a stationary point can be determined through a few iterative steps 
of geometry modifications defined by Eq. (3.4), and the geometry optimization 
will stop when the change in energy or geometry of two successive steps falls 
below a certain threshold. The Newton-Raphson method is very efficient in 
geometry optimizations. However, as a method which depends on both g  and 
H , the Newton-Raphson method is very time-consuming. An alternative solution 
is to use an approximated Hessian which is updated with energy and gradient 
information obtained during the optimization. Depending on how the Hessian 
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matrix is updated for each step of geometry optimization, there are a few methods 
available which could help to reduce the computational cost of the 
Newton-Raphson method, such as the Broyden-Fletcher-Goldfarb-Shanno (BFGS) 
algorithm [2-5], and the Berny algorithm [6], which is widely used in Gaussian 
[7]. 
 
3.1.2 Locating Local Minima 
 
As what we have just introduced, the Newton-Raphson method can be used to 
find a local minimum, providing the starting point is not close to a transition state. 
We also mentioned that the Newton-Raphson method is very time-consuming, 
because it needs to calculate both g  and H . Indeed, there are methods for 
geometry optimization, which only depend on g , such as the steepest descent 
method and the conjugate gradient method. 
 
The steepest descent method is the most direct method to find a local minimum on 
a PES. It is based on the fact that the potential energy of a point decreases fastest 
if one follows the negative gradient of potential energy. The steepest descent 
method starts from calculation of the energy ( )0E x  and energy gradient 0g  at 
the initially assumed geometry, in which 0g  could be calculated either 
analytically or numerically, and then the position of the i-th point is determined by 
1 1 1i i i iγ− − −= −x x g ,                      (3.5) 
in which 1i ≥ , γ  is the step length, and it can either be a constant or it can also 
be a quantity which depends on the magnitude of the energy gradient g . Then the 
above procedure is iterated, and hopefully it converges to a desired local 
minimum, supposing a certain convergence criterion is preselected and enough 
steps of geometry optimizations are allowed to perform. 
 
The conjugate gradient method is more advanced compared with the steepest 
descent method. As the steepest descent method tries to find a minimum through 
following the negative gradient of potential energy, there is a possibility that a part 
of the preceding successful atomic displacement will be drawn back due to an 
overweighted following displacement. The conjugate gradient method fixes this 
problem through following the gradient in such a way that displacements of two 
subsequent searches are “conjugate” with each other. This strategy can be 
expressed with the following equation, 
1i i i iγ+ = +x x d ,                       (3.6) 
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in which id  indicates the search direction, and is defined by 
1i i i iβ −= − +d g d ,                      (3.7) 
where β  is known as the conjugate gradient parameter, and one of the most 
popular forms of β  is expressed as below [8], 
( )1
1 1
T
i i i
i T
i i
β −
− −
−= g g g
g g
.                      (3.8) 
The conjugate gradient method turns out to converge much faster than the steepest 
descent method, but it requires more storage space as it uses gradients of both the 
current step as well as the preceding step. It should be pointed out here that both 
the steepest descent method and the conjugate gradient method can only locate 
positions of local minimum points. 
 
3.1.3 Locating Transition States 
 
We just introduced three of the most popular methods which are used to find local 
minimum structures on a PES starting from an arbitrary point. While the local 
minima represent one type of important stationary points, there is another type, 
which is also very important. These are the first order saddle points. If finding a 
local minimum is challenging, finding a first order saddle point is even more so. 
We mentioned that the Newton-Raphson method can also be used to find a first 
order saddle point, if the initial guess for a transition state is good enough. Some 
other methods for locating transition state structures have also been proposed. For 
example, there are methods based on interpolation between the reactant and the 
product, which are actually two adjacent local minimum points on the PES, and 
one of these methods is the nudged elastic band (NEB) method [9-11]. 
 
In the NEB method, a linear chain of images connecting the reactant and the 
product is generated. Then a spring potential is applied for all the images 
including the starting and ending points, and the total energy of such a system is 
expressed as below, 
( ) ( ) ( )1 20 1
1 1
, ,
2
N N
sp
N i i i
i i
k
S E
−
−
= =
= + −∑ ∑R R R R R" ,          (3.9) 
in which R  represent geometries of the 1N +  images, spk  is the spring 
constant, ( )iE R  is the energy of the connecting images, and the second term on 
the right hand side represents the potential energy of the springs that connect the 
images. The NEB works in such a way that the 1N −  connecting images, 
subjected to a force which is projected on each image [11], are relaxed, and then 
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the total energy expressed in Eq. (3.9) is minimized until the force acting on each 
connecting image becomes zero. If the number of connecting images is infinite, 
then after relaxation, positions of these connecting images form a curve which 
represents the minimum energy path (MEP) that connects the reactant and the 
product, and the energetically highest point on this MEP is just the transition state 
that one is looking for. The NEB method is used to search for transition states of 
extended systems in the current thesis. 
 
Besides the NEB method, there are also some other methods for transition state 
searches which are not based on interpolation between the reactant and the 
product, and one of these methods is the eigenvector following method [12]. 
Being different from the Newton-Raphson method for transition state search, 
which requires the starting point to have a negative Hessian eigenvalue, the 
eigenvector following method could start from any point on the PES and it just 
follows the direction of a preselected eigenvector (if it starts from a local 
minimum, then it corresponds to a certain normal vibrational mode), and then 
potential energy along this direction will be maximized, while potential energy 
along directions corresponding to other eigenvectors will be minimized. Finally, a 
first order saddle point connecting the starting point and an associated local 
minimum through the path corresponding to the preselected eigenvector will be 
found. 
 
3.1.4 Following Reaction Path 
 
We just mentioned that the MEP connects two adjacent local minima on the PES 
through a first order saddle point. In transition state theory, one frequently uses 
the concept of intrinsic reaction coordinate (IRC) [13], which is related to MEP, 
and which is used to trace the progress of a “reaction” from one local minimum to 
another. The IRC can be used to verify that the first order saddle point connects 
two specific local minima. The IRC could also be used to locate positions of the 
two local minima which a first order saddle point connects. Supposing there is a 
first order saddle point, a classical particle will depart from this point and it will 
move on the PES. One calculates the Hessian matrix at this point, one 
diagonalizes it, and one will get a negative eigenvalue. Supposing an infinitely 
small displacement is applied for the classical particle along the direction 
determined by the eigenvector corresponding to the negative eigenvalue, then 
there will be forces acting on this particle, and it will start to move. Depending on 
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the displacement applied, which could make the particle to move either forward or 
backward, the particle will end up at two different local minima. The IRC is 
uniquely defined as the trajectory of the classical particle, which connects two 
local minima through the first order saddle point. If the mass-weighted 
coordinates (see Eq. (2.32)) are used, then the MEP is equivalent to the IRC, 
which is also the steepest descent path from the first order saddle point to each of 
the local minima. 
 
A few methods have been proposed to determine the IRC, and one of these 
methods, which was adopted by Gaussian, was proposed by Gonzalez and 
Schlegel [14, 15]. In this method, to follow the reaction path, one starts from the 
first order saddle point, and one determines the initial step in the same way like 
the classical particle which we discussed above. The reaction path can be 
constructed in such a way that we assume the reaction path between two 
successive atomic displacements (say ix  and 1i+x ) is an arc of a circle, so that 
the gradients of these two successive steps (say i′g  and 1i+ ′g ) are tangent to this 
reaction path, and they intersect at a pivot point (say * 1i+x ). Then the 
displacements of these two successive steps are confined by the following 
conditions, 
*
1
1
2
i
i i
i
s+
′= − ⋅ ′
gx x
g
,                     (3.10) 
 *1 1
1
2i i
s+ +− =x x ,                       (3.11) 
in which s  is the step length, i′g  is defined in mass-weighted coordinates, and 
1i+x  could be found by an energy minimization under the constraint specified by 
Eq. (3.11). It should be pointed out that no calculation is performed at * 1i+x , and 
one only needs to calculate the first order derivatives at points along the reaction 
path during the calculation. With a sufficient number of steps of constrained 
geometry optimizations along the path defined by Eqs. (3.10) and (3.11), the 
reaction path from the transition state to both the reactant and the product can be 
determined, and the activation energy as well as the enthalpy change of a reaction 
can also be obtained. 
 
 
3.2 Methods of Conformational Searches 
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The conformational space of a molecule is spanned by all its internal rotational 
bonds [16]. Each different combination of these internal rotational bonds gives 
birth to an individual conformation, while every conformation has its own, in 
general different, electronic energy, which corresponds to a point on the PES. 
According to the theory of statistical thermodynamics [17], conformations with 
lower electronic energies have more favorable Boltzmann factors and they 
dominate the distribution of conformers. At the same time, only conformers with 
significant populations contribute to molecular properties measured in 
experiments. Therefore, to get more information about a molecule from a 
theoretical study, we need to find the low-energy conformations which determine 
the physical/chemical properties of the molecule, and this is the reason why we 
need to perform a search of the conformational space. As we already mentioned, 
the PES of a molecule is characterized by many local minima and one global 
minimum, our goal of the conformational search is to find the global minimum 
structure as well as the most stable local minimum structures. 
 
The shape of the PES of a molecule is dependent to some extent on the method 
used to calculate the potential energy, and the method could be either the 
molecular mechanics method or one of the electronic structure methods that we 
have talked about in Chapter 2. Having chosen a method to calculate the potential 
energy, the next challenge is to determine how the PES should be explored to 
obtain the global minimum and the most stable local minima. Practically, it is not 
a good idea to scan the potential energy of a molecule with respect to its nuclear 
positions, as molecules have 3 6(5)N −  degrees of freedom, and this procedure is 
impractical. There are many methods which can explore the PES in a more 
intelligent and efficient way [18]. These methods can be divided into two types 
according to their ways of generating the initial geometries. First, there are 
stochastic search methods, which include the Monte Carlo method, simulated 
annealing and genetic algorithms. Second, there is the deterministic search 
method, which is often dubbed the systematic search method. 
 
3.2.1 Stochastic Search Methods 
 
Stochastic search methods generate the initial geometries by random sampling, 
but the succeeding procedures are different for different methods. Three 
representative stochastic search methods are the Monte Carlo method, simulated 
annealing and genetic algorithms. 
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The Monte Carlo method starts from a given geometry which is sometimes taken 
from a known low-energy conformation, or it could also start from a randomly 
selected geometry, and it follows that an energy calculation is performed for this 
starting geometry to estimate its electronic energy (say 1E ). Then a 
micro-modification or a series of micro-modifications (which are random changes 
in one or more degrees of freedom of this molecule) are applied to the starting 
geometry, which results in a new conformation with the electronic energy 2E . To 
decide if one should accept this new conformation, one uses the Metropolis 
criterion, which is stated as below:  
(1) if 2 1E E≤ , then one accepts the new conformation and goes to step 3; 
(2) however, if 2 1E E> , then one uses a randomly generated number u , in which 
0 1u≤ ≤ , and one compares u  with another number a , which is determined 
by 
2 1
B
E E
k Ta e
⎛ ⎞−−⎜ ⎟⎝ ⎠= : 
a) if u a≤ , then one accepts the new conformation and moves to step 3;  
b) if u a> , then one rejects the new conformation, one restores the 
geometry corresponding to 1E , and one goes to step 3; 
(3) one starts a new step of micro-modifications, which results in another 
conformation with electronic energy 3E . 
The above steps are repeated, and depending on the micro-modifications applied, 
the more times the above steps are repeated, the bigger probability to find the 
global minimum. The Monte Carlo method correctly samples the Boltzmann 
distribution of different conformations of a molecule with respect to the 
temperature. It is very fast, because it only requires energy calculations and one 
does not need to calculate forces. It is a powerful method, and it can also be used 
for ring systems. A disadvantage of the Monte Carlo method is that there is no 
real end point for it and one can never make sure that the global minimum 
conformation has been found. 
 
Simulated annealing is another stochastic method for conformational search [19]. 
It is coupled with the molecular dynamics (MD) simulation, and is based on a 
thermodynamic process called annealing. Similar to the Monte Carlo method, it 
also starts from a known local minimum or a randomly selected geometry. 
Simulated annealing can be run following different protocols of annealing (such 
as controls of temperatures and time). A typical simulated annealing is run as 
below: 
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(1) perform an MD simulation at a high temperature (say 1T ), which results in a 
new conformation different to a large extent compared with the starting 
geometry because of the large kinetic energy resulting from the high 
temperature; 
(2) perform another MD simulation at a low temperature (say 2T ) based on the 
conformation resulting from step 1, through which the motion of nuclei slows 
down and a conformation of the same class with limited geometry relaxation 
is generated; 
(3) another set of MD simulations is performed at a high temperature 3T , which is 
lower than 1T , and at a low temperature 4T , which is lower than 2T , 
successively. 
The above processes are then repeated until it reaches the limit of simulation time 
or number of simulation steps. An advantage of simulated annealing approach is 
that when the temperature of simulation is high, there is a big chance for the initial 
conformation to go over a large portion of the PES and transform into a new 
conformation, which is different from the initial one, and such a process enables 
one to overcome a high transition barrier between two adjacent local minima, 
while when the temperature of simulation is low, the new conformation which is 
generated in the high temperature simulation starts to shrink on the PES, and 
hopefully it stops somewhere close to a local minima and ends up at a more stable 
conformation. It should be pointed out here that the above procedure of simulated 
annealing does not guarantee to find the global minimum conformation, but it 
provides a very good opportunity to find a conformation which is much more 
stable than the starting point. The simulated annealing method is suitable for all 
types of conformational spaces, including those of ring systems and clusters, 
which could not be well explored by the systematic search method that we are 
going to talk about in the next section. The main drawback of simulated annealing 
is that it is a very slow method, because one does not only need to calculate the 
energies, but also the forces, which is time-consuming. In addition, simulated 
annealing tends to stay in a local minimum at low temperatures (see Chapter 5), 
and a molecule might break down at high temperatures, which would result in a 
failed conformational search. 
 
The third stochastic method is based on genetic algorithms. Genetic algorithms 
are derived from the principles of natural evolution, where an initial (parent) 
population is a set of conformations that are randomly generated for a molecule, 
or they are chosen as known low-energy local minima. The conformational search 
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method which adopts a genetic algorithm is run as below: 
(1) generate a random initial population (parents);  
(2) conformations in the initial population are characterized by their fitness (the 
potential energy), in which one chooses the low energy conformations as the 
best parents; 
(3) the best parents breed and produce a new population (children), and at the 
same time a small amount of mutation is usually allowed in the process; 
(4) do energy minimizations for the children (including those from mutation), let 
these children and their parents be in the same generation, and choose the best 
members in this generation as the new initial population for the next 
generation. 
At last, like in the Monte Carlo method and simulated annealing, one repeats the 
above process as many times as possible, and the more times they are repeated, 
the bigger probability to find the global minimum. Genetic algorithms are 
typically executed with fast electronic structure methods, such as semiempirical 
methods. In addition, one does not have to climb over the barrier like in simulated 
annealing. Similarly to the Monte Carlo method, genetic algorithms have no real 
end points and one can never be sure that the global minimum has been found. 
 
3.2.2 Deterministic Search Method 
 
The second type of methods for conformational searches is deterministic, which is 
also called as a systematic search method. The systematic search method 
generates initial geometries through systematic rotation of dihedral angles of a 
molecule by discrete increments. It can systematically explore all conformational 
space, thus all possible stable conformers can be found. However, because there 
are such a large number of initial geometries to optimize, this method is very 
time-consuming, and an example is shown in Figure 3.2, from which we can see 
that, to find the global minimum of a canonical tautomer of arginine by the 
systematic search method, one would need to optimize a total of 839808 initial 
geometries [20], which is an impractical task even with semiempirical methods. 
Therefore the systematic search method cannot be used for large molecular 
systems, which have many rotational degrees of freedom. In addition, it also has 
limitations for ring systems. What should be pointed out is that systematic 
searches are of paramount importance because they provide benchmarks for all 
other approximate (perhaps faster but less reliable) methods. 
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Figure 3.2: A canonical tautomer of arginine. 
 
Our implementation of the deterministic search method will be presented in 
Chapter 4. This implementation is fully automated, avoids unphysical clashes of 
substituents, and allows a user to define which degrees of freedom should be 
probed (see Chapter 7). 
 
 
3.3 Perspectives 
 
As one of challenging problems in computational chemistry, exploring the PES 
has attracted a lot of attention in the past few decades, and there is still much work 
to be done. Looking forward to the future, methods which are faster and can better 
describe the PES of different systems (say from tens of atoms to thousands of 
atoms, from small organic molecules to large biomolecules) will be developed, 
which will make it possible to understand more complex problems. On the other 
hand, developing new efficient algorithms/methods of exploring PES, such as 
locating transition states and finding global minimum, is equally important. 
 
In a word, computational chemistry is a complicated science. There are still many 
fundamental problems to be solved, and both of the issues mentioned above could 
be a direction where future efforts should be devoted to. 
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Chapter 4 
 
Constructing Libraries for Systematic 
Screening of Conformers 
 
Even a relatively small molecule with 10-20 atoms might have a few local minima, 
which correspond to different conformers. The number of local minima quickly 
increases with molecular size and the most common algorithms, driven by 
calculated forces, frequently identify a minimum that is closest to the initial 
structure, rather than the most stable conformer. Here we discuss how to perform 
a systematic search of the conformational space for a chain-like molecule. Our 
approach is fully automated and a user has control which dihedral angles will be 
probed and with which increments. Moreover, whole fragments of the molecule, 
which are adjacent to each selected rotational bond, are rotated in a properly 
selected cylindrical coordinate system and unchemical hybridizations and some 
“clashes” between neighboring groups, which are common when standard 
Z-matrices are used, are avoided. A library of potentially relevant conformers is 
created with a tool, which we call SSC, denoting Systematic Screening of 
Conformers. Each member of the library is prescreened at a predefined level of 
theory and the most promising conformers are identified. Finally, they are further 
evaluated at a higher level of theory to identify the most stable structures and their 
physicochemical properties. As an example, we demonstrate the results of this 
approach for 2'-deoxycytidine, as well as methyl p-dimethylaminobenzoate and its 
two ortho derivatives. 
 
4.1 Introduction 
 
It has been recently demonstrated that combinatorial/computational methods are 
quite robust to answer fundamental chemical questions. For example, a method 
has been developed to find the most stable tautomers [1, 2], and the TauTGen 
code constructs a library of tautomers of a molecular frame built of heavy atoms 
and hydrogens. Similarly, the ConGENER code [3] constructs a library of 
Chapter 4: Constructing Libraries for Systematic Screening of Conformers 
 - 84 -
substitution isomers (or the so-called congeners) of a molecule. 
 
The conformational space of a molecule is spanned by its all internal rotational 
bonds [4]. Each combination of internal rotational bonds gives birth to an 
individual conformation, while every conformation has its own, in general 
different, electronic energy, which corresponds to a point on the potential energy 
surface. According to the theory of statistical thermodynamics [5], conformations 
with lower electronic energies have more favorable Boltzmann factors and they 
dominate the distribution of conformers. At the same time, only significantly 
populated conformers contribute to molecular properties measured in experiments. 
Therefore, to obtain relevant information about a molecule from a theoretical 
study, one needs to find the low-energy conformations, as they determine its 
physicochemical properties. 
 
The potential energy surface of a molecule is characterized by many local minima 
and one global minimum, and the goal of the conformational search is to find the 
global minimum structure as well as the most stable local minimum structures. 
There are stochastic search methods, such as simulated annealing, Monte-Carlo, 
basin-hopping method [6, 7], which could explore the potential energy surface in 
an efficient way. However, one never knows for sure that the global minimum has 
been found by a stochastic search method [7]. The systematic search method, in 
which one systematically explores the whole conformational space, is the most 
reliable approach, the accuracy of which is only restricted by the accuracy of the 
theoretical method employed and the accuracy of sampling of each torsional angle. 
To perform a systematic search, one would need to generate a library of all 
reasonable conformers, which are obtained through systematic rotations of 
dihedral angles of the molecule by discrete increments. This conceptually 
straightforward task quickly becomes very time-consuming, if one does it 
manually. It would be much more advantageous to develop a tool which could 
generate conformers automatically. Indeed, there are tools which are capable of 
doing this [8, 9]. However, the research community would benefit from a well 
documented tool, with the source code available in the public domain, so one 
could modify it for special applications. 
 
The systematic generation of conformations can be done in either the internal 
coordinates, which are usually written in the Z-matrix format [4], or the Cartesian 
coordinates. A few algorithms have been suggested for generation of conformers 
Chapter 4: Constructing Libraries for Systematic Screening of Conformers 
 - 85 -
of a molecule, such as OMEGA [8], and CAESAR [9]. To generate a new 
conformation, one would need to change dihedral angles. Different schemes have 
been developed for the purpose of updating dihedral angles, including the simple 
rotations which is based on a global reference-frame [10], the Denavit-Hartenberg 
local frames [11], and the atom-group local frames [12]. Zhang and Kavraki [12] 
compared these three methods, and they concluded that their atom-group local 
frames are superior to the first two, because their method eliminates bookkeeping 
and error accumulation and provides complete inheritance of rotation matrices. 
Later on, Choi [10] improved the efficiency of the simple rotations method by 
using a series of consecutive operations, including translations and rotations, to 
update dihedral angles, and she concluded that the improved simple rotations are 
as efficient as the atom-group local frames. 
 
Due to the inherent nature of Z-matrix coordinates, in which the definition of 
coordinates of one atom depends on coordinates of another atom that has already 
been defined, a systematic generation of conformations based on Z-Matrix 
coordinates encounters problems. An example, which clearly shows the problem 
when using Z-Matrix coordinates to update a dihedral angle and create new 
conformers, is given below. In this example, an intuitively obvious Z-matrix is 
given for a conformer of the canonical tautomer of glycine (See Figure 4.1 for the 
Z-matrix and for the atomic labels). 
 
If one wants to generate a new conformer of glycine by updating dihedral angles 
defined by a rotational bond between atoms 1 and 2, one has three choices, 
because there are three dihedral angles defined by this rotational bond: “dih5”, 
“dih7”, and “dih8”. Supposing the initial geometry has a Cs symmetry, the 
dihedral angles “dih7” and “dih8” are equivalent. For this reason, only “dih5” and 
“dih7” are considered here. If one changes these two dihedral angles by a certain 
amount (e.g. -60˚ or +60˚), one produces several new conformers, and two of 
them are shown in Figure 4.1. One can see that both trial structures are chemically 
meaningless. For example, in the first case we updated “dih5” by -60˚, in which 
only the positions of atoms 5, 6 and 9 were changed, and it creates a short contact 
between atoms 5 and 7 and an improper hybridization of atom 1. This is exactly 
what happens when one manipulates the glycine molecules using this Z-matirx 
and the commonly used and publically accessible pre- and post-processing 
program Molden [13]. The problem could be alleviated if atoms 7 and 8 were 
rotated together with atoms 5, 6 and 9, but it requires special attention from a  
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Figure 4.1: Updating molecular geometry based on the Z-Matrix coordinates. Top 
left – the Z-matrix. Top-right – the initial structure. Bottom left and right – 
unchemical molecular structures resulting from increments of dih5 and dih7 by 
-60° and +60°, respectively. Color code: white-hydrogen, blue-nitrogen, 
green-carbon, red-oxygen. 
 
computational chemist. Alternatively, one can reorder atoms in the coordinate file 
to avoid this clash, but the approach would require different ordering of atoms for 
rotations along different dihedral angles. For glycine, this problem is 
straightforward to resolve, but it becomes serious and difficult to handle in 
systems that have many large side chains. A decisive solution of this problem 
would be to perform a concerted movement of all fragments that are connected to 
the central chemical bond of the dihedral angle under consideration. This 
approach will be outlined in the next section. 
 
 
4.2 Methods 
 
We developed a tool, SSC, denoting Systematic Screening of Conformers [14]. 
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SSC is an automatic conformation generator, which we use for systematic 
searches of conformational spaces of molecules. The user is asked to provide the 
Cartesian coordinates of a molecule (path of the *.xyz file). To obtain a library of 
conformations, the user needs to specify which dihedral angles should be 
activated (the two atoms involved in a rotational bond), and what is the number 
rotn  of rotamers to be considered for this dihedral angle. The value of rotn  
implies that this dihedral angle will be increased with 360 rotn
D  increments. This 
is all what is needed from a user. Next, SSC will generate possible conformations 
for each rotational bond recursively, until all specified rotational bonds have been 
scanned. As an output, geometries (in the form of separate *.xyz files) of all 
considered conformers will be produced. 
 
SSC can also prepare Gaussian [15] input files for these geometries. To do this, 
the user will be asked to provide information about the “Route Section” for a 
Gaussian job, the charge and multiplicity of the molecule. Then Gaussian input 
files for all geometries available in the library of conformers will be created. 
Finally, once calculations based on these input files finish, information about 
converged energies and geometries can be extracted from the output files with the 
Gaussian Output Tools (GOT) [16], and the global minimum structure as well as 
the most stable local minima structures will be identified. Further calculations are 
typically performed at a higher level of theory for the most promising conformers 
to determine their relative stability and physicochemical properties. 
 
In the current contribution, we update dihedral angles in a step-by-step procedure. 
The total number of created conformers, totaln , is a product of rotn  values for all 
activated bonds:   
 
,
active bonds
total rot i
i
n n= ∏ .                    (4.1) 
The value of totaln  increases rapidly with the size of the molecule. For example, a 
molecule with 6 rotational bonds, each probed with 360°/6 increments, would 
have 46,656 conformers. The value of totaln  dictates which theoretical model is 
practical when evaluating the level of fitness of each member of the library. In the 
case of 2'-deoxycytidine discussed in the next section we could afford to screen 
the library with quite an accurate electronic structure method, B3LYP/6-31G*. In 
the case of more complicated molecules the initial screening might be performed 
using approximate force fields. 
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Details on how SSC updates a dihedral angle and generates new conformations, is 
given below. A flowchart, which explains how SSC works, is given in Figure 4.2. 
SSC reads in the Cartesian coordinates file (*.xyz) provided by the user, a list of 
rotational bonds that will be active in the conformational search, and the 
corresponding rotn  values. For example, the value of rotn  for a rotational bond 
determined by atoms 1 and 2 (see Figure 4.1) is 6. 
 
 
 
Figure 4.2: Basic working procedure of SSC. 
 
 
 
Figure 4.3: The connectivity matrix of the glycine molecule: (a) the original one, 
(b) the one with atoms C1 and C2 disconnected, in which the modified elements 
are marked in green, and the red and blue markings indicate molecular fragments 
connected to C1 and C2, respectively. 
 
Next, a connectivity matrix is constructed for the molecule. Let us take glycine as 
an example (see Figure 4.1, in which the atom numbering is consistent with the 
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*.xyz file, which defines the geometry). The connectivity matrix, see Figure 4.3a, 
is automatically generated in such a way that if two atoms are connected with a 
chemical bond, we set the related matrix element to 1, or if not, the element is set 
to 0. The diagonal elements of the matrix are all set to 0. To decide whether two 
atoms M and N are connected we use a criterion adopted by the Cambridge 
Structural Database [17]  
( ) ( ) ( ) ( )cov cov 0 cov cov( )R M R N t R MN R M R N t+ − ≤ ≤ + + ,      (4.2) 
in which 0 ( )R MN  denotes the actual distance between atoms M  and N , covR  
denotes the covalent radii, as recommended by Cordero et al. [18], and t  denotes 
a tolerance which was set to 0.4 Å. If the value of 0 ( )R MN  fulfills the condition 
(4.2) then M and N are connected. 
 
The left-most part of (4.2) is also used to identify potential clashes that might 
develop between various parts of the molecule in the course of systematic 
rotations. If the distance between any two atoms M and N is smaller than 
tNRMR −+ )()( covcov  then the user is notified about a potential clash and further 
input is required to decide whether this conformer should be abandoned or not. 
 
Our approach to create conformers that differ by rotations around the A-B bond is 
the following. First, we create a temporary connectivity matrix based upon the 
original matrix, but we will disconnect atoms A and B. For example, we show in 
Figure 4.3b a connectivity matrix for glycine with atoms 1 and 2 disconnected 
(the modified elements are marked in green). Next, we create two vectors which 
have at most L  elements (where L  is the total number of atoms in the 
molecule). The first vector contains labels of atom A and all these atoms that are 
directly or indirectly connected to it. The list of these atoms is determined from 
the temporary connectivity matrix (see red markings in Figure 4.3b). Analogously, 
the second vector contains labels of atom B and all these atoms that are directly or 
indirectly connected to it (see blue markings in Figure 4.3b). For example, in the 
case of rotations around the bond 1-2 of glycine, one produces two vectors [1, 7, 8, 
5, 6, 9] and [2, 3, 4, 10], which characterize two branches of glycine, one 
connected to atom 1 and another connected to atom 2. The software will recognize 
which branch of the molecule has fewer atoms, and this branch will be rotated to 
generate new conformations. 
 
Let us assume that the branch connected to atom B is smaller, and we will rotate 
this branch around the A-B bond. Next steps of our procedure are shown in Figure 
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4.4. First we translate the whole molecule, such that atom A coincides with the 
origin of the coordinate system (see Figure 4.4b). Next, we rotate the molecule, 
such that atom B ends up on the Z-axis, while atom A remains at the origin of the 
coordinate system (see Figure 4.4c). Now, we use cylindrical coordinates to rotate 
the B branch of the molecule, while the A branch remains intact. This approach 
eliminates potential “clashes” between different parts of the B branch, see Figure 
4.1. Other potential clashes are handled using the tNRMR −+ )()( covcov  
threshold discussed earlier. After this rotation, we convert cylindrical coordinates 
back to Cartesian coordinates and print them out for each conformation into a 
separate *.xyz file. 
 
 
 
Figure 4.4: Alignment of the A-B rotational bond with the Z-axis. 
 
Finally, we describe our implementation of operations illustrated in Figure 4.4. 
These steps are illustrated in Figure 4.5, in which all labels and lines in the 
cylindrical coordinate system are in red color, while others in black color belong 
to the Cartesian coordinate system. First we translate the whole molecule in such a 
way that the A atom ends up at the origin of the coordinate system (see Figure 
4.5a). From this point we perform two operations in two different cylindrical 
coordinate systems. First, with Z selected for the longitudinal rotational axis, we 
rotate the molecule until the rotational bond A-B is in the XZ plane, thus 
perpendicular to the Y-axis (see Figure 4.5b, φ =0). Next, we convert atomic 
coordinates to Cartesian coordinates and we define another cylindrical coordinate 
system with Y as the longitudinal axis. Finally, we rotate the molecule around this 
axis until ′φ  equals 0 (see Figure 4.5c). We accomplished the requested 
orientation of the molecule, with the A-B bond along the Z-axis. We return to the 
original cylindrical coordinates, with Z as the longitudinal axis, and we are ready 
to do rotations of the B branch (see Figure 4.5d) with predefined increments, 
360 rotn
D . In the end, we convert the cylindrical coordinates back to the Cartesian 
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coordinates and print out the Cartesian coordinates of different conformations into 
separate *.xyz files.  
 
 
 
Figure 4.5: A translation and two rotations, which align the rotational bond A-B 
with the Z-axis. 
 
We do not expect the outcomes of our method to be dependent on the structure of 
the initial conformer, providing all rotational bonds are sampled and the rotn  
values are properly selected. One should keep in mind that all initial structures in 
the library are optimized at the screening stage, compensating for differences in 
internal geometry parameters of different initial conformers [19, 20]. 
 
The MP2 [21] optimizations of the neutral species reported in this study were 
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performed with NWChem 5.0 [22], and the B3LYP [23, 24] calculations were 
performed with Gaussian 03 [15]. 
 
 
4.3 Results 
 
4.3.1 Conformational Search of Deoxycytidine 
 
 
 
Figure 4.6: Molecular structure of 2'-deoxycytidine. 
 
As an example, SSC has been used to explore the conformational space of 
2'-deoxycytidine (dC), a nucleoside consisting of cytosine and deoxyribose. The 
molecular framework of deoxycytidine is shown in Figure 4.6. It has been 
reported that in natural nucleic acid helices, the anti combination of the base and 
the sugar is dominant [25]. In a theoretical study performed by Hocquet et al. [26], 
the authors found that for all eight isolated nucleoside molecules studied, the anti 
conformers were more stable than the syn conformers, and for deoxycytidine, the 
anti conformer was more stable than the syn conformer by about 5 kcal/mol. In 
the current contribution, both the anti and syn combinations of the base and the 
sugar unit were considered, through rotation of the base along the glycosidic bond 
by a proper increment. The numbering scheme for all atoms is given in Figure 4.6. 
In the following discussion, we will add apostrophes on the atomic numbers of all 
the heavy atoms in the sugar unit to distinguish them from those of the base. All 
rotational dihedral angles, which are considered in our systematic conformational 
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search, are also labeled in Figure 4.6. The rotn  values for the dihedral angles β, γ, 
ε, χ and φ considered in our work are 3, 6, 3, 6 and 2, respectively. It should be 
pointed out here that all previous studies indicated that the amino group of the 
base is nearly planar [27], and it is far from other parts of the molecule. It implies 
that any change of the dihedral angle φ has little effect on other degrees of 
freedom, hence it is reasonable to neglect this degree of freedom at the initial 
stage of our conformational search. In addition, the puckering of C2' or C3' in the 
sugar, namely the relative stability of the C2'-endo and the C3'-endo 
conformations, is still controversial [28]. Obviously, this degree of freedom could 
not be properly dealt with using the SSC algorithm. Thus, we decided to use a 
planar sugar conformation in the initial guess structures and let the optimization 
procedure to distort it according to actual forces acting on atoms, though it might 
require more time to complete the optimization process. This procedure led in 
some cases to the C2'-endo and in others to the C3'-endo structures. For the five 
most stable structures identified in this way we explored whether an opposite 
puckering of the sugar ring would lead to a more stable structure. 
 
Based on these assumptions, our systematic search of the conformational space of 
neutral dC is performed in the following way. First, a library of conformers 
related to the dihedrals angles β, γ, ε and χ is generated by SSC, and these initial 
structures were optimized at the B3LYP/6-31G* level of theory [15]. The total 
number of trial structures in the library was 324, but only 66 distinct conformers 
were identified at this stage (we used an energy difference of 10-5 Hartree plus 
visual evaluation to exclude equivalent minimum energy structures). Secondly, all 
these 66 conformers were further optimized at the B3LYP/6-31++G** level of 
theory. Finally, vibrational frequency analysis was performed at the 
B3LYP/6-31++G** level for the 30 most stable structures. These structures were 
further optimized at the MP2/aug-cc-pVDZ level to take intra-molecular 
dispersion interactions into account and to refine the relative stability of the 
conformers. For the five most stable structures, an opposite puckering of the sugar 
ring was also considered. Such a multi-step conformational search strategy is 
attractive because the most promising conformers of dC are characterized at a 
relatively high level of theory, while computational resources are not wasted on 
characterization of all possible conformers at the MP2/aug-cc-pVDZ level. 
Similar strategies were also reported in previous theoretical studies of the 
structures of peptides [29, 30]. 
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The eight most stable structures we found are displayed in Figure 4.7 and the 
B3LYP/6-31++G** and MP2/aug-cc-pVDZ relative energies of these eight 
conformers, with geometries optimized at the corresponding levels of theory, are 
summarized in Table 4.1. The B3LYP results corrected for zero-point vibration 
energy and enthalpy and free energy terms, obtained in rigid rotor/harmonic 
oscillator approximation for T=298 K and p=1 atm, are also listed. The labeling 
letter N refers to the neutral structure and the numeral following the letter 
indicates the stability of the neutral species ordered according to the ascending 
MP2/aug-cc-pVDZ electronic energy. 
 
 
 
Figure 4.7: MP2 geometries for the eight most stable conformers of 
2'-deoxycytidine. The dotted lines indicate the intramolecular hydrogen bonds 
identified by Molden with default settings. 
 
As was mentioned earlier, our procedure leaves some uncertainty about the 
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puckering of the sugar ring. For this reason we manually changed the sugar ring 
puckering for the conformers N1-N5, e.g., if the converged structure was 
C2'-endo we considered its C3'-endo counterpart, and vice versa. The geometry 
optimizations of these five structures converged to the structures which already 
existed in our original set. Some higher energy conformers might favor a 
puckering of the sugar ring opposite to the one identified by us. In view of small 
energy differences between oppositely puckered structures, we do not expect these 
unidentified-yet structures to become competitive with the most stable structures 
identified so far. 
 
structure EB3LYP EMP2 
EB3LYP 
+∆E0,vib 
EB3LYP 
+∆H298,corr 
EB3LYP 
+∆G298,corr 
N1 0.000 0.000 0.000 0.000 0.000 
N2 -0.003 0.109 0.053 0.021 0.115 
N3 1.244 2.009 1.053 1.223 0.804 
N4 1.808 2.049 1.689 1.781 1.487 
N5 1.349 2.097 1.059 1.290 0.661 
N6 3.308 2.733 3.299 3.362 3.305 
N7 3.953 3.522 3.900 3.972 3.833 
N8 2.983 3.716 2.473 2.808 1.290 
 
Table 4.1: Relative MP2 and B3LYP energies (in kcal/mol) of the most stable 
conformers of neutral 2'-deoxycytidine. The zero-point vibrational corrections and 
thermal contributions to enthalpy and free energy are included at the B3LYP 
level. 
 
The results reported in Tables 4.1 demonstrate the critical importance of 
systematic conformational searches. Our most important finding is that the neutral 
dC favors the syn conformation in the gas phase, rather than the anti conformation, 
which is common in solid phases [31] and in DNA [32]. Indeed the seven most 
stable conformers of dC identified by us are syn, and the first encountered anti 
structure, N8, is less stable than N1 by 3.6 kcal/mol at the MP2/aug-cc-pVDZ 
level of theory. This finding is important because many computational studies of 
dC in the gas phase select an anti conformer, e.g. a study on the intramolecular 
hydrogen bonding in dC [33], a recent study on anion interactions of dC [34], or 
an interpretation of photoelectron spectra of anionic nucleosides [35]. 
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The formation of intramolecular hydrogen bonds is very important for the relative 
stability of various conformers of biomolecules [36]. The results reported in 
Figure 4.7 and Tables 4.1 unravel that the seven most stable neutral conformers 
are characterized by a hydrogen bond between C2-O2 and O5'-H13, which is 
plausible for the syn conformers. This kind of intramolecular hydrogen bond is 
impossible for the anti conformers, e.g., the conformer N8 supports only a weak 
hydrogen bond formed between C6-H4 and C5'-O5'. We also found out that the 
conformers N1 and N2 have very similar molecular structures and stability. They 
differ only by orientation of a hydroxyl group connected to the C3' atom of the 
sugar ring. 
 
From Figure 4.7, we can see that the conformers N1 and N3 differ by the 
puckering of the sugar ring, with N1 being C2'-endo and N3 being C3'-endo, and 
they differ in stability by 2.0 kcal/mol, see Table 4.1. Thus our results strongly 
favor the C2'-endo conformation to be dominant in the gas phase, while earlier 
B3LYP results [26] favored the C3'-endo conformation by 0.53 kcal/mol. Further 
physicochemical consequences of findings resulting from our systematic search 
will be discussed in our future report. 
 
4.3.2 Structures of Methyl p-Dimethylaminobenzoate and Its Two 
Ortho Derivatives 
 
My presentations of the SSC software were welcomed by experimentalists. One of 
the projects was done jointly with physicists from the University of Gdansk [37]. 
They were interested in neutral, protonated and diprotonated methyl 
p-dimethylaminobenzoate and its two ortho derivatives (a total of 9 structures, see 
Figure 4.8). We used the SSC software to generate a library of conformers for 
each of these molecules. For the first four molecules (I, IA-B, and II) all rotational 
degrees of freedom were considered at this stage. Next, we recognized that the 
contribution from methyl groups to the overall stability of the molecules is 
relatively small and can be decoupled from contributions associated with other 
rotational degrees of freedom. Thus for the remaining five molecules (IIA-B, III, 
IIIA-B) the rotational degrees of freedom of the methyl groups were not 
considered when creating initial libraries of conformers with SSC. The stability of 
each conformer was initially determined in the course of geometry optimization 
with the B3LYP exchange-correlation functional [23, 24] and the 6-31G* basis set 
[38], including geometrical relaxation of all methyl groups. A typical library 
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created with SSC contained a few hundreds of conformers and the 
B3LYP/6-31G* optimization led to a few tens of distinct local minima, see Table 
4.2. For these local minima all meaningful conformers derived from rotations of 
the methyl groups were considered. At the second stage, the structures of the most 
stable conformers of each molecule were further refined at the B3LYP/6-311G** 
 
 
 
Figure 4.8: Structures of methyl p-dimethylaminobenzoate and its o-methoxy and 
o-hydroxy derivatives (first column) and their monoprotonated (second column) 
and diprotonated (third column) forms. 
 
level [39]. The number n of conformers included at the second stage of search was 
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selected in this way that the (n+1)-th conformer was less stable than the n-th 
conformer by at least 2 kcal/mol. The details of our two-step procedure are 
summarized in Table 4.2. For example, for the diprotonated methyl o-hydroxy 
p-dimethylaminobenzoate (IIIB) the SSC software created 218 initial conformers 
and the B3LYP/6-31G* prescreening step led to 30 distinct conformers. The two 
most stable conformers spanned a narrow range of 0.2 kcal/mol and the third 
conformer was less stable by 7.6 kcal/mol. Hence, only the first two conformers 
were considered at the second stage of optimization. The effect of solvation with 
THF was studied by performing additional optimizations within the polarized 
continuum model (PCM) [40] at the B3LYP/6-311G** level (with ε=7.58). 
Excited singlet electronic states for the most stable conformers were calculated 
using the time-dependent B3LYP/6-311G** method [41], with the effect of THF 
included by using the PCM model. These results are reported in Ref. 42. 
 
First step (B3LYP/6-31G*) Second step (B3LYP/6-311G**)
structure optimized 
structures 
local 
minima 
optimized 
structures 
local 
minima 
I 432 8 7 1 
IA 432 12 4 2 
IB 864 15 11 6 
II 2592 27 6 3 
IIA 179 17 9 8 
IIB 329 20 2 2 
III 116 12 4 2 
IIIA 112 16 5 4 
IIIB 218 30 2 2 
 
Table 4.2: Number of optimized structures and local minima for each step of 
conformation searches. 
 
 
4.4 Conclusions 
 
We have presented the Systematic Screening of Conformers (SSC) tool, which 
generates an initial library of conformers for a systematic screening of 
conformational space of a molecule. After providing an initial structure, the user 
defines which dihedral angles should be explored and with which increments. By 
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rotating a whole fragment of the molecule, which is adjacent to the activated bond, 
unchemical hybridizations and some “clashes” between neighboring groups are 
avoided. Each member of the library is prescreened at a predefined level of theory 
and the most promising conformers are identified. The tool offers a significant 
saving of human time, which otherwise would be spent on generation of hundreds 
or thousands of initial structures and corresponding input files. We envisage usage 
of this tool by both computational chemists and those experimentalists, who 
perform supporting computational studies. 
 
The tool could be used to identify the most stable conformer of a molecule. The 
method scales steeply with the molecular size. With the nowadays typical 
computational resources it is applicable to systems with up to 5-6 rotational bonds 
probed with 2< rotn <6, if density functional electronic structure methods are used 
to screen the library. Larger molecules could be studied if initial screening was 
performed using more approximate force fields. The SSC approach is not limited 
to molecules in the gas phase. After inclusion of solvent effects at the level of 
polarizable continuum model, it is applicable to molecules in any solvent. 
 
An application of our tool has been demonstrated for a nucleoside, 
2'-deoxycytidine. We demonstrated that syn conformers should be dominant in the 
gas phase rather than anti conformers, which are favored in crystalline structures 
and in DNA. The dominance of syn conformers is dictated by an intramolecular 
hydrogen bond between C2-O2 and O5'-H13. Our results also suggest that the 
dominant puckering of the sugar ring in the gas phase should be C2'-endo, rather 
than C3'-endo. 
 
It should be pointed out that SSC is applicable to chain-like molecules, with 
complicated side chains. We pointed out difficulties encountered when dealing 
with puckered ring-like fragments, e.g., a sugar unit in nucleosides. For molecules 
with overall closed ring structures, such as cyclodextrin, SSC would not work, 
because for a given rotational bond A-B, the molecule could not be divided into 
two decoupled parts associated with atoms A and B. SSC could not recognize 
which part of the molecule should be rotated. If such a situation actually happens, 
SSC will be able to recognize the problem and alarm the user. There might be also 
problems for molecules with symmetric intramolecular hydrogen bonds, because 
SSC will assume that the central hydrogen atom is connected to both acceptors, 
and thus forms a ring. Solutions to these problems will be considered in our future 
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work. In the near future, the current tool, SSC, will be integrated with TauTGen,1 
a tool for formation of libraries of tautomers, so that the structure of a molecule 
could be determined automatically taking into account various conformers and 
tautomers. 
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Chapter 5 
 
Deformation of Potential Energy 
Surface 
 
Searches for the most stable molecular conformer are frustrated by energy barriers 
separating minima on the potential energy surface (PES). We have suggested that 
the barriers might be suppressed by subtracting selected force field terms from the 
original PES. The resulting deformed PES can be used in standard molecular 
dynamics (MD) or Monte Carlo simulations. The MD trajectories on the original 
and deformed PESs of ethanolamine differ markedly. The former gets stuck in a 
local minimum basin while the latter moves quickly to the global minimum basin. 
A concept of generalized simulated annealing protocols has been formulated. 
 
5.1 Introduction 
 
The conformational space of a molecule is spanned by its internal rotational bonds 
[1]. Specific combinations of intramolecular torsional angles give birth to 
molecular conformers, which are represented by minima on the molecular 
potential energy surface (PES). Each conformer has its own (in general different) 
electronic energy, vibrational energy levels and rotational constants. According to 
the Boltzmann distribution, conformers with lower energies dominate the overall 
population, and therefore the molecular properties measured in experiments. The 
number of local minima on the molecular PES quickly increases with molecular 
size, and the most common optimization algorithms (driven by calculated forces) 
typically identify a minimum which is close to the initial structure, rather than the 
most stable conformer. It is therefore of ultimate importance to develop methods 
and algorithms for determination of the most stable molecular conformers. 
 
In this report we are primarily interested in PESs determined using reliable 
electronic structure methods. This is a broad range of methods from 
semi-empirical models, through density functional theory (DFT) methods, to 
Møller-Plesset and coupled cluster treatments of electron correlation. These 
methods are more time consuming than commonly used force fields [2], but they 
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offer a broad spectrum of accuracy, with the most advanced methods taking into 
account all practically important chemical and physical interactions and being 
able to break chemical bonds. The scaling of these methods is, however, quite 
steep, e.g. N3-N4 for DFT, N5 for the second-order Møller-Plesset method, etc., 
where N is proportional to the number of basis functions. The applicability of 
these reliable methods in structural predictions hinges on efficient global 
minimum search algorithms. 
 
Finding the global minimum on a PES is frustrated by barriers that separate local 
minima. The most straightforward approaches that ignore barriers, such as 
scanning the PES with discrete geometrical increments along all 3N-6(5) internal 
degrees of freedom or systematic searches focused on rotational bonds only [1, 3, 
4] (see Chapters 4 and 7), suffer from combinatorial explosions of required 
calculations. These brute force methods provide, however, the most reliable 
benchmarks for all other, perhaps faster but less reliable, methods. 
 
The most common methods for finding the most stable molecular structures are 
finite temperature Monte Carlo [5] and molecular dynamics (MD) [6] methods as 
well as genetic algorithms [4, 7] (for detailed introductions of these methods, see 
Chapter 3). The molecular dynamics method is of particular relevance here, and it 
is implemented in various simulated annealing algorithms [8]. The main idea is 
that a simulation initiated from any initial molecular structure and performed at a 
sufficiently high temperature (T) for a sufficiently long time has the chance to 
probe the basins of the global minimum and other low energy minima. The 
performance of the method depends critically on the height of energy barriers 
separating local minima and on the overall simulation time [9, 10]. One could 
think that by increasing the simulation temperature one would provide enough 
energy to overcome any existing barrier. Unfortunately, molecules decompose 
into smaller fragments in the course of high T simulations when reliable PESs are 
used [11, 12]. Performing extremely long simulations at a low T is not an 
attractive option due to significant computational runtimes. In practice, a 
compromise is made between the simulation temperature and the overall 
simulation time and various protocols are used that define T as a function of time. 
Many valuable results were obtained using simulated annealing algorithms, 
though the identified low energy structure might be a local minimum rather than 
the global minimum. Again, the failure of the method is associated with the height 
of the energy barrier that separates the local minimum from the global minimum. 
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The past efforts to suppress energy barriers on a PES include the diffusion 
equation method (DEM), which transforms the original PES with multiple minima 
into a new PES with only one (the global) minimum [13]. Some other methods 
which deform the original potential energy surface in a different way include the 
distance scaling method [14], the shift method [15], the Gaussian density 
annealing method [16, 17], and the so-called ant-lion strategy of changing the 
range of the potential [18]. While these methods proved to be robust for complex 
systems, they require an analytical expression for the original PES. Thus, they are 
not applicable to PESs determined using electronic structure methods.  Another 
successful approach, the basin-hopping method [19], in which the PES is 
transformed into a collection of interpenetrating staircases, requires a geometrical 
energy minimization for each stochastically selected molecular structure. This 
feature disfavors the method when combined with PESs determined using 
electronic structure methods, though successful applications have been reported 
[20, 21]. 
 
Here we propose another method to eliminate or suppress barriers that separate 
various conformers on a PES determined by an electronic structure method. The 
deformed potential energy surface is obtained by subtracting selected force field 
terms from the original PES. First we demonstrate that typical conformational 
barriers result from the torsional and van der Waals (vdW) force field terms. Next, 
we compare constant temperature molecular dynamics trajectories for 
ethanolamine on the original PES (determined at the DFT level of theory), and on 
the deformed PES with the torsional and vdW terms subtracted.  We demonstrate 
that the MD trajectory moves quickly to the global minimum basin on the 
deformed PES, but it gets stuck in a local minimum basin on the original PES. 
Finally, we discuss the concept of generalized simulated annealing protocols, in 
which both the temperature and potential energy can change as time progresses. 
 
 
5.2 Methods 
 
We start from a potential energy function, elecE , defined by a reliable electronic 
structure method. In the current case we use density functional theory with the 
B3LYP hybrid exchange-correlation functional [22, 23] and 6-31G* atomic basis 
sets [24]. The global and local minima were identified using our Systematic 
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Screening of Conformers (SSC) tool [25]. DFT/B3LYP is a relatively fast 
electronic structure method, but still prohibitively slow for structural predictions 
based on long MD trajectories. In parallel to the electronic structure method we 
use a potential energy FFE  defined by a reliable force field (FF). The potential 
energy in a typical FF is given by the following expression: 
FF str bend tors cross vdw coulE E E E E E E= + + + + +  ,            (5.1) 
where strE  is the bond stretching energy, bendE  is the bond bending energy, 
torsE  is the torsional energy for rotations of molecular fragments around bonds, 
crossE  describes cross terms, e.g., bond-bond angle, and finally vdwE  and coulE  
are the van der Waals (vdW) energy and the Coulomb energy, respectively [26]. 
There are two advantages resulting from using a FF. First, the time associated 
with a computation of FFE  is negligible in comparison with the time required to 
compute elecE . Second, Eq. (5.1) offers a dissection of the total potential energy 
into distinct components with clear chemical interpretations. In this study we will 
use a very popular FF, AMBER [27], but other FFs might be used as well. 
 
Our approach hinges on an assumption that a priori known terms of Eq. (5.1) 
contribute to the barriers which separate local minima representing various 
molecular conformers. We define a modified, or deformed, PES as 
( ) ( ) ( ),M elec i FF i
i
E E c E= −∑x x x             (5.2) 
in which ME  indicates the modified potential energy, ,FF iE  is a specific FF 
term from the right hand side of Eq. (5.1), ic  is a linear coefficient (most 
typically 1.0ic = ± ), and x  represents a molecular geometry. The modified 
potential energy ME  is also used to calculate the modified gradient, 
( ) ( )M ME= ∇g x x ,              (5.3) 
which requires the gradients of elecE  and all ,FF iE s involved in Eq. (5.2).  This 
gradient will be used to represent forces acting on atoms moving on the modified 
PES, as dictated by the conventional MD equations. 
 
The molecular dynamics simulations were performed for ethanolamine, see Figure 
5.1, at 200 K and 400 K, with a time step of 0.5 fs, for a total of 20000 steps on 
both the original and modified PES. The Beeman algorithm [28] was used to 
predict accelerations, velocities and coordinates of nuclei. The resulting 
trajectories were illustrated by the root mean square deviations (RMSD) of the 
positions of the nuclei with respect to a reference structure, which might be a local 
or the global minimum structure: 
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( )3 2,
1
3
N
i i ref
i
x t x
RMSD t
N
=
⎡ ⎤−⎣ ⎦=
∑
,               (5.4) 
in which ( )ix t  represents the i-th geometrical coordinate at simulation time t , 
and ,i refx  represents the i-th geometrical coordinate at the reference structure. 
The current and reference structures were aligned to resemble each other using the 
VMD [29] command “measure fit”. While advancing a MD trajectory we collect 
information about the most stable molecular structures and their complete 
potential energies. After the MD trajectory is completed we use the identified 
structures as initial geometries for standard geometry optimizations based on 
calculated forces. 
 
 
 
Figure 5.1: Different minima and transition state structures of ethanolamine. Color 
code: grey – carbon, white – hydrogen, red – oxygen, blue – nitrogen. 
 
All B3LYP calculations were performed with Gaussian 03 (G03) [30]. Molecular 
mechanics calculations were performed either with G03 or Tinker [31]. An 
interface has been developed between G03 and Tinker that allowed propagating 
MD equations on the original and modified PES, see Scheme 5.1. The charge 
equilibration (QEq) method [32] was used to assign charges on atoms to account 
for Coulomb energy in the AMBER FF calculations performed with G03. Default 
atomic charges were used in Tinker. 
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Scheme 5.1: A flowchart of the interface between an electronic structure method 
and a force field. 
 
 
5.3 Results 
 
Ethanolamine has three rotational degrees of freedom and the OH and NH2 groups 
can form an intramolecular hydrogen bond, which determines two chiral global 
minima GM1 and GM2 (see Figure 5.1). In Figure 5.2 we present a potential 
energy curve for motion around the O-C-C-N dihedral angle. The dihedral angle 
was increased or decreased, when starting from GM1 and GM2 respectively, with 
steps of 5˚, and partial geometry optimizations were performed for each fixed 
value of the angle. Altogether, 72 structures were considered. This procedure 
unraveled six new stationary points on the PES (Figures 5.1 and 5.2):  one pair 
of chiral local minima (LM1 and LM2) and two pairs of chiral transition states 
(TS1 and TS2, TS3 and TS4). Subsequent intrinsic reaction coordinate [33] 
calculations were performed for the fully optimized transition state structures. It 
was confirmed that both TS1 and TS2 connect GM1 and GM2, TS3 connects 
LM1 and GM1, and TS4 connects LM2 and GM2. It should be pointed out that 
there is also a Cs symmetry stationary point (denoted as SP0) between TS1 and 
TS2 but it was abandoned because of two negative curvatures. 
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Figure 5.2: Original potential energy curve for ethanolamine as a function of the 
O-C-C-N dihedral angle. The energies are determined at the B3LYP and AMBER 
force field levels. 
 
 
 
Figure 5.3: The AMBER force field energy and its components as a function of 
the O-C-C-N dihedral angle. 
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Based on the 72 partially optimized geometries, we performed single point 
AMBER FF calculations. A comparison between the B3LYP and AMBER 
potential energy curves is presented in Figure 5.2 and a dissection of the AMBER 
energy, given by Eq. (5.1), is illustrated in Figure 5.3. In Figures 5.2 and 5.3 the 
zero of energy was set to the global minimum of each curve. Figure 5.2 illustrates 
that the AMBER curve properly reproduces the main features of the B3LYP curve. 
The angles at which stationary points develop are similar, though some of the 
barrier heights are inaccurate by ±2-3 kcal/mol. 
 
The results presented in Figure 5.3 illustrate that the barriers on the total potential 
energy curve result primarily from the torsional and vdW terms, whereas the 
Coulomb term displays the largest overall variation as a function of the dihedral 
angle. The last finding is consistent with the dominant role of the intramolecular 
OH…NH2 hydrogen bond in the GM1 and GM2 structures. 
 
 
 
Figure 5.4: Deformation of the original PES of ethanolamine at the (a) B3LYP 
and (b) AMBER levels. 
 
In Figure 5.4 we compare potential energy curves on the original and modified 
potential energy surface. The modified surface was obtained by subtracting the 
AMBER torsional and vdW terms from the B3LYP electronic energy (Figure 5.4a) 
or from the total AMBER energy (Figure 5.4b). As visualized in Figure 5.4a, the 
transition barrier between LM1 and GM1 is suppressed from 3.3 to 0.4 kcal/mol. 
Similarly, the transition barrier from GM1 to GM2 is suppressed from 4.6 to 0.5 
kcal/mol. Thus both energy barriers were suppressed by almost 90%. There are 
two sources of the remaining barriers. First, other energy terms contribute to the 
barriers, e.g., the Coulomb term. Second, the residual barriers reflect inherent 
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inconsistencies between the electronic structure and FF models. An important 
observation is that the positions of the global minima are very similar on the 
original and modified PESs. 
 
 
 
Figure 5.5: The RMSD values as a function of time for trajectories on the 
modified and original PES at 200 K (a,b) and 400 K (c,d) and calculated with 
respect to LM1 (a,c), GM1 (b) and GM2 or SP0 (d). 
 
The results of MD simulations for ethanolamine on the original and modified PES 
potential are summarized in Figure 5.5 for T=200 and 400 K. The simulations 
were initiated from the local minimum geometry and the presented RMSD values 
were calculated with respect to the local (Figures 5.5 a,c) and global (Figures 5.5 
b,d) minimum structures or SP0 (Figure 5.5d). The RMSD values at T=200 K 
(Figures 5.5 a,b) demonstrate that the trajectory on the original PES gets trapped 
in the local minimum. On the other hand, the trajectory on the modified PES 
settles in the basin of the global minimum after less than 7 ps.  For simulations 
performed at 400 K, the trajectory on the modified PES moves to the basin of the 
global minimum within 1 ps, then it starts to oscillate between the basins of GM1 
and GM2, and finally it locates in the basin of GM2. On the original PES, it takes 
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about 7 ps. 
 
 
5.4 Discussion 
 
We have demonstrated that the energy barriers separating different conformers of 
ethanolamine can be suppressed by subtracting the torsional and vdW terms from 
the total potential energy, Figure 5.4. This has beneficial effects when running 
MD trajectories on the deformed PESs. These trajectories move quickly to the 
global minimum basin, Figure 5.5. Trajectories run on the original PESs might get 
stuck in the local minimum basin. 
 
Increasing the simulation temperatures helps to overcome the barrier, but there is 
always some risk associated with this procedure. We found that for MD 
trajectories run on the original PES at T=2000 K, one observes thermal 
decomposition of ethanolamine, i.e., a thermal dissociation of the C-H bonds. This 
is clearly an undesirable scenario. One could suppress these unwelcome events by 
strengthening the stretching intramolecular degrees of freedom. This would 
correspond to deformation of the original PES according to Eq. (5.2), but this time 
we would add some stretching terms to the original PES, i.e., . 0FF strc < . One 
could think about a complex deformation, in which the torsional and vdW terms 
are subtracted to suppress energy barriers separating various conformers, the 
intramolecular stretching terms are added to avoid thermal decomposition, and the 
MD calculations are performed at a temperature as high as a few thousands of K. 
 
The results presented in Figure 5.4 demonstrate that after removal of the torsional 
and vdW terms there is a deep basin for the global minimum. The existence of this 
basin results from the intramolecular OH…NH2 hydrogen bond. What would 
happen if a molecule was complex enough to support several distinct conformers, 
each with its own hydrogen bond and, therefore, favorable Coulomb interactions? 
There would be several basins on the PES and the deformations described so far 
would not suppress the barriers separating them. However, one could suppress 
these barriers by subtracting the Coulomb term from the original PES, i.e., 
. 0FF coulc >  in Eq. (5.2). This reasoning leads to a concept of generalized 
simulated annealing protocols. In standard protocols one a priori defines 
temperature for each time interval of the MD simulation. Here we suggest 
extending this concept by allowing the PES and temperature to change as time 
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progresses. In addition, we suggest that these changes should be made “on the fly” 
based on local information available from the advancing trajectory. For example, 
to create an opportunity for an MD trajectory to move from one basin of favorable 
Coulomb interactions to another, we suggest a temporary removal of the Coulomb 
term from the original PES. We expect the code to recognize the fact that a basin 
of attractive Coulomb interactions has been encountered. In response, the code 
should modify the PES by removing those Coulomb interactions that are 
characteristic of the encountered basin, and the trajectory should be propagated 
for a sufficiently long time to leave the basin. It would make sense during this 
interval to temporarily have the temperature increased, the stretching degrees of 
freedom strengthened, and the torsional and vdW barriers suppressed. Later, while 
the trajectory explores a new basin of favorable Coulomb interactions, the 
Coulomb term of the former basin should be restored; the temperature lowered, 
etc. The idea of generalized dynamically modified simulated annealing protocols 
based on deformed PESs will be explored in this ongoing project. 
 
 
5.5 Summary 
 
We have defined a modified potential energy surface as a linear combination of 
the original potential energy surface and the terms typically encountered in 
molecular force fields, such as stretching, bending, torsional, Coulomb, and van 
der Waals. Depending on the circumstances we deform the surface in different 
ways. For example, to suppress barriers separating different conformers, we 
recommend subtracting the torsional and vdW terms from the original PES. To 
avoid thermal decomposition into smaller molecular fragments in simulations 
performed at elevated temperatures, we recommend adding stretching terms to the 
original PES. To create an opportunity for a MD trajectory to get out of a basin of 
attractive Coulomb interactions, we recommend a temporary removal of selected 
Coulomb terms. 
 
We formulated a concept of generalized simulated annealing protocols, in which 
both the temperature and potential energy can change as time progresses. The 
changes are made “on the fly” based on local information from the advancing 
trajectory rather than decided a priori, before starting the MD trajectory. We 
developed an interface between Gaussian 03 and Tinker, which allows running 
MD simulations on the original PES, which typically results from electronic 
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structure calculations, and on an arbitrarily deformed PES. 
 
We performed a detailed study of the conformational space of ethanolamine. We 
demonstrated that the torsional and van der Waals energies contribute most to 
energy barriers separating different minima. A deformed PES, with the torsional 
and vdW terms subtracted, proved to be useful in MD simulations. The MD 
trajectory moved quickly to the global minimum basin on the deformed PES, but 
it gets stuck in a local minimum basin on the original PES. 
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Chapter 6 
 
Relative Stability of Canonical 
Conformers of Glycine  
  
We report results of electronic structure calculations on two conformers of 
canonical glycine. Our study covered explicitly correlated electronic structure 
methods and a sequence of basis sets from double- to quadruple-zeta quality. The 
Hartree-Fock and correlation energies were extrapolated to complete basis set 
limits. In addition, the relative stability of two conformers was studied with the 
PBE0, B3PW91, B3LYP, BHandHLYP, M06-L, and MPWB1K functionals and a 
triple-zeta polarized basis set.  Our most accurate results suggest that the C 
conformer with a hydrogen bond between the amine group and the carbonyl 
oxygen is more stable by 0.60 kcal/mol than the Bn conformer, which has a 
hydrogen bond between the amine group and the hydroxyl group. The DFT 
functionals perform quite well, with B3LYP underestimating the latter result by 
only 0.09 kcal/mol. Also the most recent meta-GGA functionals, M06-L, and 
MPWB1K, perform well underestimating by only 0.2-0.3 kcal/mol. 
 
6.1 Introduction 
 
Amino acids are amongst the most important molecules of life on this planet [1]. 
Many experimental and theoretical studies were dedicated to amino acids with the 
aim to investigate the mechanisms of how they are involved in fundamental 
biological reactions that constitute the whole metabolic cycle [2-11]. 
 
As an important starting point of these studies, conformations of an isolated 
amino acid need to be determined because they decide how this molecule will 
interact with other molecules. Extensive theoretical results have been reported on 
conformations of different amino acids [12-15]. However, due to inherent 
structural flexibility of amino acids, most of these molecules have quite a large 
number of geometrical degrees of freedom [13], and to perform a systematic 
search of the conformational space, one would need to optimize a large number of 
initial structures. Thus it is impossible to explore the conformational space of  
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these amino acids thoroughly while still maintaining a high standard of accuracy. 
For this reason, most theoretical studies stopped at a point of calculating 
properties of amino acids based on geometries which were optimized at density 
functional level of theory (DFT). It is still essential to benchmark these DFT 
results against theoretical results which are determined at a relatively higher 
standard of accuracy (e.g., coupled cluster (CC) methods).  
 
In past studies on arginine [13], which is a challenging amino acid from the point 
of view of available conformers and tautomers, it was found that DFT relative 
energies are unreliable when compared with CC relative energies based on second 
order Moller-Plesset (MP2) geometries. We concluded that the failure of DFT 
methods should be attributed to intrinsic intramolecular interactions present in 
arginine. While most density functionals should be able to deal with regular 
intramolecular hydrogen bonds, which commonly exist in amino acids, 
intramolecular dispersion interactions require careful considerations [13], and 
traditional DFT functional could not give an accurate description to these 
nonlocal interactions [16, 17]. These findings suggested that MP2 and higher level 
of theory, such as CC with single and double excitations (CCSD), nowadays 
commonly extended to include a perturbative contribution from triple excitations 
(CCSD(T)), should be tested for better-than-DFT geometries of biomolecules [18, 
19]. 
 
In addition to the electronic structure model, special attention should be paid to 
the basis set, which is used to expand the occupied and virtual molecular orbitals. 
A very small basis set might fail to reproduce important intramolecular 
interactions, which contribute to the stability of various conformers, while an 
extended basis set can make calculations prohibitively expensive. Thus it is of 
practical importance to identify a basis set which offers a reasonable compromise 
between computational cost and accuracy. 
 
We selected glycine as a model system for exploration of the problems discussed 
above. This molecule received a lot of attentions in the past few decades. In one 
of the earliest theoretical studies on glycine, Pople et al. analyzed the rotational 
potential energy surface of glycine at the HF/4-31G level of theory, located three 
minimum energy structures, and suggested that the most stable conformation has a 
hydrogen bond between the amine group and the carbonyl oxygen [20], see Figure 
6.1a. Later on, Brown et al. found that the hydrogen bond in the most likely  
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conformation of glycine is actually between the amine group and the hydroxyl 
group, i.e., the nitrogen acted as a proton acceptor [21], see Figure 6.1b. Many 
other theoretical [22-28] and experimental [29-33] studies followed. Very recently, 
Kasalova et al. [26] performed high-level ab initio calculations for two lowest-
energy conformers of glycine by performing CCSD(T) geometry optimizations 
with basis sets of triple-zeta quality. They also calculated MP2/6-31G* quartic 
force fields, which account for anharmonic contributions to rotational constants. 
With assistance of experimental spectroscopic structural information, they 
predicted accurate Born-Oppenheimer equilibrium structures for these two 
conformers. 
 
 
 
Figure 6.1: The two most stable conformers of glycine. 
 
The main focus of the excellent study of Ref. 26  has been the molecular structure. 
There is, however, another important problem. What is the relative stability of 
these two conformers? This information is critical to predict the equilibrium 
distribution of conformers of glycine in the gas phase. The experimentally 
measured properties of glycine in the gas phase will be affected by contributions 
from all populated conformers [34]. In this study we focus our attention on the 
relative electronic energies, which were not addressed by Kasalova et al. [26].  
 
 
6.2 Computational Details 
 
The two canonical conformers of glycine are displayed in Figure 6.1. These are 
the most stable conformer C (Figure 6.1a) and the second most stable conformer 
Bn (Figure 6.1b). The notation employed here is adopted from a previous study 
[28]. We have optimized these two conformers at the MP2 [35] and CCSD [36] 
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levels of theory.  For the MP2 optimizations we used the augmented polarized 
correlation consistent basis sets of double (AVDZ), triple (AVTZ) and quadruple 
(AVQZ) zeta quality [37, 38], whereas for the CCSD optimizations, only the 
AVDZ and AVTZ basis sets were employed. For evaluation of the molecular 
geometries we used the final results from Ref. 26. Subsequent single point energy 
calculations were performed for these five sets of geometries at the Hartree-Fock 
(HF), MP2, CCSD and CCSD(T) levels [39]. 
 
When studying basis set effects we also included one Pople basis set (6-31++G** 
[40]) in addition to AVDZ, AVTZ and AVQZ, which result in 125, 170, 400 and 
800 Cartesian basis functions, respectively. The total HF and correlation energies, 
were extrapolated to the complete basis set (CBS) limit according to extrapolation 
schemes which were proposed by Halkier et al. [41] (see Eq. (6.1)) and Helgaker 
et al. [42] (see Eq. (6.2)), respectively: 
         HF HF bXXE E a e
−
∞= + ⋅ ,                                       (6.1) 
  3corrXE E c X
−
∞= + ⋅ ,                                        (6.2) 
where X  is the cardinal number of the basis set, and a , b , and c  are parameters 
to be determined.  
 
Finally, we validated various exchange-correlation functionals against our most 
accurate predictions. The geometries were reoptimized for each exchange-
correlation functional.  The functionals we considered here come from different 
rungs of the Jacob’s ladder to chemical accuracy, which was proposed by Perdew 
et al. [43], and include one nonempirical GGA (PBE0 [44]), three hybrid GGAs 
(B3LYP [45, 46], B3PW91 [47] and BHandHLYP [48]), and two most recent 
functionals, including one pure meta-GGA (M06-L [49]) and one hybrid meta-
GGA (MPWB1K [50]). We hope such choices could cover some of the most 
representative density functionals which are being widely used today. All DFT 
calculations were performed with the AVTZ basis set. 
 
The DFT and MP2 calculations were performed with Gaussian 03 [51] and 
NWCHEM [52], and the coupled cluster calculations were performed with 
MOLPRO [53]. 
 
 
6.3 Results and Discussions 
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6.3.1 Quality of Molecular Geometries 
 
Parameters MP2/AVQZ CCSD/AVTZ Ref. 26 
r(C-N) 1.443 1.448 1.446 
r(C-C) 1.512 1.516 1.511 
r(C=O) 1.207 1.202 1.204 
r(C-O) 1.351 1.349 1.349 
r(C-H) 1.089 1.091 1.088 
r(N-H) 1.011 1.012 1.012 
θ(C-C-O) 111.1 111.3 111.4 
θ(O-C-O) 123.2 123.1 123.1 
θ(C-C-N) 115.3 115.3 115.2 
θ(CH2 scissor) 105.9 106.1 105.9 
 
Table 6.1: Comparison of structural parameters of conformer C with the results 
of Ref. 26. Bond lengths are in Å, and bond angles are in °. 
 
Parameters MP2/AVQZ CCSD/AVTZ Ref. 26 
r(C-C) 1.525 1.528 1.524 
r(C-N) 1.461 1.465 1.463 
r(C=O) 1.204 1.200 1.201 
r(C-O) 1.338 1.337 1.337 
r(O-H) 0.981 0.974 0.977 
r(C-H) 1.088 1.090 1.087 
r(N-H) 1.008 1.009 1.009 
θ(C-O-H) 104.4 105.6 104.4 
θ(C-C-O) 113.7 114.4 113.8 
θ(O-C-O) 123.5 123.1 123.5 
θ(C-C-N) 111.2 111.6 111.2 
θ(CH2 scissor) 107.2 107.2 107.3 
θ(NH2 scissor) 107.6 107.4 107.2 
τ(NCCO) 10.7 11.1 12.8 
τ(CCOH) -2.0 -1.9 -2.3 
 
Table 6.2: Comparison of structural parameters of conformer Bn with the results 
of Ref. 26. Bond lengths are in Å, and bond angles and dihedral angles are in °. 
 
C MP2/AVDZ MP2/AVTZ MP2/AVQZ CCSD/AVDZ CCSD/AVTZ
RMS(r) 0.014 0.004 0.002 0.013 0.003 
RMS(θ) 0.274 0.235 0.166 0.212 0.100 
 
Table 6.3: RMS errors of selected structural parameters of conformer C calculated 
with respect to the structure from Ref. 26. Bond lengths (r) are in Å, and bond 
angles (θ) are in °. 
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Bn MP2/AVDZ MP2/AVTZ MP2/AVQZ CCSD/AVDZ CCSD/AVTZ
RMS(r) 0.013 0.004 0.002 0.011 0.002 
RMS(θ) 0.204 0.168 0.173 0.583 0.601 
RMS(τ) 2.081 1.500 1.500 1.012 1.235 
 
Table 6.4: RMS errors of selected structural parameters of conformer Bn 
calculated with respect to the structure from Ref. 26. Bond lengths (r) are in Å, 
bond angles (θ) and dihedral angles (τ) are in °. 
 
The MP2/AVQZ and CCSD/AVTZ geometries are presented in Tables 6.1 and 
6.2 for the C and Bn conformers, respectively. The root mean square (RMS) 
errors for bond lengths, bond angles, and dihedral angles calculated with respect 
to the “target” molecular geometries of Ref. 26 are reported in Tables 6.3 and 6.4 
for C and Bn, respectively. We conclude that the MP2/AVQZ and CCSD/AVTZ 
geometries are in excellent agreement with those from Ref.  26, with the RMS 
errors similar to the theoretical uncertainty [26]. The MP2 method fares extremely 
well in comparison with the computationally more demanding CCSD. The RMS 
errors for the MP2/AVQZ geometrical predictions are similar to those for 
CCSD/AVTZ. In the case of bond angles of Bn the MP2 predictions are 
surprisingly accurate. The good performance of MP2 extends to AVTZ and even 
AVDZ basis sets. 
 
6.3.2 Convergence of Relative Energies of C and Bn 
 
The computational accuracy will be discussed at four levels, as summarized in 
Figure 6.2.  At the first stage, we will discuss total electronic energies calculated 
with different methods/basis sets for the fixed CCSD/AVTZ geometries. At the 
second stage we will discuss convergence of the electron correlation energies 
(MP2, CCSD, CCSD(T)) as a function of basis sets for two geometries: 
MP2/AVDZ and CCSD/AVTZ.  At the third stage we will discuss convergence of 
the relative energies of C and Bn as a function of the electronic structure model 
and basis sets used. All five geometries discussed in Section 6.3.1 will be 
considered. Finally, we will discuss convergence of the relative energies with 
respect to the five geometries characterized in Tables 6.3 and 6.4. 
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Figure 6.2: Four-level approach to convergence of relative energies of C and Bn. 
 
6.3.3 Convergence of Total Electronic Energies with respect to 
Basis Sets 
 
 
 
Figure 6.3: Convergence of total electronic energies with respect to basis sets. 
 
In Figure 6.3 we demonstrate convergence of the total electronic energies 
determined at the HF, MP2, CCSD, and CCSD(T) level as a function of basis sets. 
The CBS extrapolated electronic energies are also presented.  The results are 
reported for the CCSD/AVTZ geometries. The convergence of the total electronic 
energies is smooth, with the AVQZ energies differing from the CBS limits by 
about 0.05 Hartree. A similar difference is typically observed between the AVTZ 
and AVQZ results. On the other hand, the AVDZ total energies are much less 
accurate, with the discrepancies between AVDZ and AVTZ being as large as 0.2 
Hartree. This illustrates serious uncertainties associated with computational 
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results obtained with the AVDZ basis. It is also well established that extrapolation 
of electron correlation energies initiated from the AVDZ results are less accurate. 
With the energy scale used in Figure 6.3, the AVQZ results seem to be well 
converged. One should keep in mind, however, that the uncertainty of 0.05 
Hartree is equivalent to 31.4 kcal/mol. With the uncertainty in the total electronic 
energies being one order of magnitude larger than the chemical accuracy, the 
computational values of relative energies of C and Bn hinge on an extended 
cancellation of intrinsic errors in total energies of two conformers.  
 
6.3.4 Convergence of Correlation Energies with respect to 
Different Levels of Theory 
 
 
 
Figure 6.4: Convergence of correlation energies with respect to different levels of 
theory. 
 
The convergence of the electron correlation energies with respect to the different 
levels of theory is shown in Figure 6.4. The results are reported for two 
geometries, MP2/AVDZ and CCSD/AVTZ. The MP2 correlation energies are 
between 0.8 and 1.2 Hartree, depending on the basis set used. Further 
contributions to electron correlation resulting from coupled cluster models are 
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smaller than 0.1 Hartree (i.e., 62.7 kcal/mol!). The correlation energies 
determined with different basis sets for a fixed level of theory are divided into two 
groups. The first distinct group includes the 6-31++G** and AVDZ basis sets, 
and the second group includes basis sets of triple, quadruple, and CBS quality. 
Clearly, the correlation energies calculated with AVDZ are far from convergence. 
The difference between the two groups develops clearly at the MP2 level and does 
not decrease upon further methodological advancements. With the energy scale 
used in Figure 6.4, the correlation energies seem to be converged. However, the 
difference between the correlation energies determined at the MP2/AVQZ and 
MP2/CBS limit is about 0.05 Hartree. i.e., 31 kcal/mol.  This further illustrates 
how difficult it is to converge total correlation energies below the threshold of 
“chemical accuracy”.  
 
There are no significant differences between the convergence plots for the 
MP2/AVDZ and CCSD/AVTZ geometries. However, the MP2/AVQZ single 
point energy of C at the MP2/AVDZ geometry is higher than the same energy at 
the CCSD/AVTZ geometry by about 0.6 kcal/mol. 
 
6.3.5 Convergence of Relative Energies of C and Bn with respect 
to Methods and Basis Sets 
 
The convergence of the relative electronic energies of C and Bn with respect to 
different levels of theory and basis sets is illustrated in Figure 6.5, with separate 
panels for each of five sets of molecular geometries. Notice a change of energy 
scale from Hartree in Figures 6.3 and 6.4 to kcal/mol in Figures 6.5 and 6.6.  The 
HF relative energies cover a range 2.8-3.4 kcal/mol and systematically 
overestimate the CCSD(T) relative energies, which cover a range 0.6-1.0 kcal/mol. 
Therefore the HF method is not suitable for determination of relative energies of 
various conformers and some treatment of electron correlation is required. The 
results of Figure 6.5 also illustrate that the relative energies are underestimated at 
the MP2 level and overestimated at the CCSD level, though these intrinsic errors 
are much smaller than those of the HF method. It is awarding to notice that the 
AVTZ, AVQZ, and CBS curves almost overlap in each panel of Figure 6.5. It 
suggests that convergence of the relative energies with respect to selection of 
basis sets has been accomplished. Again the AVDZ and 6-31++G** curves are 
clearly separated from the former three curves, reconfirming the limitations of 
these two basis sets. 
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Figure 6.5: Convergence of relative energies with respect to different levels of 
theory. 
 
6.3.6 Convergence of Relative Energies of C and Bn with respect 
to Different Geometries 
 
The convergence of the relative energies with respect to the five sets of molecular 
geometries is shown in Figure 6.6. Each panel corresponds to one electronic 
structure method. Notice that the energies displayed on the vertical axes cover 
only a fraction of kcal/mol. The HF method not only seriously overestimates the 
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relative energy but it is also the most sensitive to minor geometrical changes. On 
the other hand the CCSD(T) relative energies are quite insensitive to minor 
geometrical changes, especially with basis sets of the AVTZ and AVQZ quality. 
The AVQZ curve almost overlaps with the CBS curve, which confirms again the 
basis set convergence of the reported results.  At the same time, the AVTZ basis 
set tends to underestimate the relative energy by only 0.03 kcal/mol, which is a 
very promising performance [54, 55].  
 
 
 
Figure 6.6: Convergence of relative energies with respect to different geometries. 
 
Finally, we recommend the CCSD(T)/AVTZ single point energy calculations for 
exploration of potential energy surfaces of both canonical conformers of glycine. 
The geometries of the MP2 stationary points are very similar to the CCSD 
optimized geometries, at least for this specific amino acid. The performance of the 
6-31++G** or AVDZ basis sets is not satisfactory and these basis sets should be 
used cautiously. 
 
6.3.7 Validations of DFT Functionals 
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The performance of the PBE0, B3PW91, B3LYP, BHandHLYP, M06-L, and 
MPWB1K functional in the determination of the relative energies of C and Bn is 
summarized in Figure 6.7. The DFT results are obtained with the AVTZ basis sets 
and the molecular structures were optimized for each functional. The DFT results 
are compared with the HF, MP2, CCSD and CCSD(T) results obtained with the 
same AVTZ basis set and molecular geometries optimized at the corresponding 
level of theory, with an exception of CCSD(T), for which the CCSD geometries 
were used. 
 
Taking the CCSD(T) relative energy of 0.60 kcal/mol as a reference, one can 
appreciate the performance of the DFT methods, in particular having in mind their 
low computational cost. The B3LYP functional predicts a relative energy of 0.51 
kcal/mol (underestimation of 0.09 kcal/mol), the BHandHLYP functional 
overestimates by 0.58 kcal/mol and the B3PW91 and PBE0 functionals 
underestimate by ca. 0.60 kcal/mol. The performance of two most recent 
functionals, M06-L and MPWB1K, is satisfactory as they underestimate the 
relative energy by only 0.2~0.3 kcal/mol. The inaccuracy of the DFT functionals 
should be kept in proper perspective: the CCSD method overestimates the relative 
energy by 0.41 kcal/mol.  
 
 
 
Figure 6.7: Validations of DFT functionals. 
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6.4 Conclusions 
 
We performed a systematic computational study of the relative stability of two 
canonical conformers of glycine. Our study covered HF, MP2, CCSD, and 
CCSD(T) electronic structure methods and a sequence of basis sets from double- 
to quadruple-zeta quality. The HF and correlation energies were extrapolated to 
the complete basis set limits. In addition, the relative stability of two conformers 
was studied with the PBE0, B3PW91, B3LYP, BHandHLYP, M06-L, and 
MPWB1K functionals and a triple-zeta polarized basis set.  
 
The MP2/AVQZ and CCSD/AVTZ geometries are in very good agreement with 
the most accurate structural predictions [26].  Our most accurate results suggest 
that, in terms of CCSD(T) electronic energies, the C conformer is more stable 
than the Bn conformer by 0.60 kcal/mol. This result is not methodologically 
saturated, as the CCSD result is 1.01 kcal/mol. The DFT functionals perform quite 
well, with B3LYP underestimating the CCSD(T) result by only 0.09 kcal/mol. 
Also the most recent meta-GGA functionals, M06-L, and MPWB1K, perform 
well underestimating by only 0.2-0.3 kcal/mol. 
 
On the practical side: (1) the aug-cc-pVTZ and aug-cc-pVQZ basis sets are 
recommended for high quality results, whereas the aug-cc-pVDZ and 6-31++G** 
basis sets are clearly of lower quality; (2) the CCSD(T) relative energies are 
sensitive to the basis set selection but the least sensitive to minor geometrical 
changes; (3) MP2 geometries proved to be surprisingly accurate for the two 
canonical conformers of glycine, even when relatively small aug-cc-pVDZ basis 
sets are employed. 
 
Other amino acids and small biomolecules should be studied in a similar fashion 
to establish the reliability of different electronic structure approaches. The current 
chapter only covers the two most stable canonical conformers of glycine in the 
gas phase. In Chapter 8, we will present our results on the adsorption of canonical 
and zwitterionic glycine on the (001) surface of rhenium oxide. 
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Chapter 7 
 
Structural Study of 2’-Deoxycytidine 
 
Computational results have been reported for 2’-deoxycytidine (dC), its 
conformers, selected isomers and tautomers. Neutral molecules and associated 
anionic and cationic radicals were considered. We also analyzed the effect of the 
crystalline environment on the conformational structure of dC. The calculations 
were performed at the density functional level of theory. The conformational 
space of canonical dC was systematically probed. The neutral canonical dC in the 
gas phase favors syn rather than anti conformations. The thermodynamic 
dominance of syn conformations results from the formation of an intramolecular 
O5’-H13…O2 hydrogen bond. We concluded that intermolecular hydrogen bonds 
favor anti conformers in the experimental structure of the molecular crystal of dC. 
We identified a cyclic hydrogen bonded motif in the crystalline structure of dC, 
which involves two N3 proton acceptors and two N4H proton donors. 
 
7.1 Introduction 
 
Recent years brought significant advances in transferring of thermally labile and 
nonvolatile biomolecules into the gas phase [1-7] and spectroscopic interrogations 
of these important molecular systems became possible [8-11]. In order to interpret 
the gas phase spectroscopic data experimentalists use computational results 
available in the literature, perform calculations by themselves, or engage 
computational colleagues in fruitful collaborations. At first glance the 
computational task is straightforward because density functional theory (DFT) or 
second-order Moller-Plesset (MP2) calculations are nowadays routinely executed 
for molecules containing several tens of atoms. There is, however, an intriguing 
caveat: which structure of the molecule should be used in these calculations? 
Biomolecules typically support several plausible conformers in addition to 
chemically better distinguished isomers or tautomers. Computational chemists 
frequently assume an initial structure extracted from X-ray crystal experiments 
and apply standard optimization methods to an isolated molecule [12-14]. 
However, the most common optimization algorithms, which are driven by 
calculated forces, converge to the closest local minimum rather than to the most 
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stable structure. More sophisticated algorithms, such as basin-hopping [15], 
simulated annealing [16], genetic algorithms [17], or systematic searches [18] are 
not routinely used. As a result, computational results might be obtained for 
chemical structures that are not populated in the gas phase experimental 
conditions and this problem is illustrated in the current report. 
 
Here we discuss the case of 2’-deoxycytidine (dC), for which the X-ray crystal 
structure is known [19], and the experimentally determined gas phase acidity [20] 
and excess electron binding energy [1] were interpreted in terms of computational 
results. The molecular structures used in these computational studies were biased 
by X-ray structural prediction [21, 22] or by the structure of DNA [12-14, 23, 24]. 
Our results unravel that the most stable structure of the neutral gas phase dC 
differs qualitatively.  The reason is that the solid state structure is dictated by a 
competition between intra- and intermolecular hydrogen bonds, while the most 
stable gas phase structure is dictated by an intramolecular hydrogen bond. This 
illustrates that computational results for gas phase molecules based on structures 
extracted from condense phases might be misleading and agreement with 
experiment, or lack thereof, might be fortuitous. The current study was facilitated 
by our new combinatorial/computational tool for systematic screening of 
conformers (SSC) [25]. 
 
 
 
Figure 7.1: Schematic molecular structure of 2'-deoxycytidine. 
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Figure 7.2: A schematic definition of selected degrees of freedom of dC. 
 
For an isolated dC molecule, the structural flexibility could be reflected by its 
rotational degrees of freedom and various isomers and tautomers, see Figures 7.1 
and 7.2. Some rotational degrees of freedom are labeled in Figure 7.1 with lower 
case Greek letters and describe rotations around the C5’-O5’, C1’-N1, C3’-O3’, 
and C4’-C5’ bonds. Figure 7.2 illustrates a terminology which is widely accepted 
in biochemical community. The orientation of the O5’-H13 group, which is 
characterized by β,  determines whether dC is prearranged to form intra- or 
intermolecular hydrogen bonds. There are three major β orientations observed in 
DNA, and they are gauche+, gauche- and trans, see Figure 7.2a. The orientation of 
the base with respect to the sugar is characterized by χ, with two major 
conformations being syn (Figure 7.2b) and anti (Figure 7.2c). The non-planarity 
of the sugar ring typically takes two forms: C2’-endo (Figure 7.2d) and C3’-endo 
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(Figure 7.2e).  
 
 
 
Figure 7.3: MP2 geometries of selected structures of 2'-deoxycytidine. The dotted 
lines indicate the intramolecular hydrogen bonds. 
 
In addition to the conformational degrees of freedom we consider α- and  β-
anomers (see Figure 7.2a) and tautomers of cytosine. The β-anomer of dC, in 
which the base and the C4’-C5’ bond are on the same side of the sugar ring, is 
common in DNA and for this reason is routinely used in computational studies. 
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Much less is known about the α-anomer of dC, in which the base and the C4’-C5’ 
bond are on opposite sides of the sugar ring. It was reported that the α-anomer of 
dC could also be obtained during the process of direct synthesis of the β-anomer 
of dC [26], and very recently a method was developed to separate these two 
isomers [27]. With regard to different tautomers of cytosine, Xia et al. found in 
their theoretical study [28],which was performed at the B3LYP/6-
311+G**//B3LYP/6-31G* level, that dC with the non-canonical 3-imino tautomer 
(see the bottom of Figure 7.3) is less stable than the canonical dC by 2.3 kcal/mol, 
and they found a transition barrier as high as 39.8 kcal/mol. 
 
Foloppe et al. performed a series of theoretical studies on conformational 
properties of nucleosides [12-14]. Their MP2/6-31G* results indicate that for the 
gauche+ conformations of dC, the anti conformation is more stable than the syn 
conformation by more than 7 kcal/mol with either the C2’-endo or C3’-endo sugar 
puckers, and the C3’-endo/syn conformation is more stable than the C2’-endo/syn 
conformation by 0.6 kcal/mol [12]. Their MP3/6-31G*//MP2/6-31G* transition 
barrier from C3’-endo/anti to C2’-endo/anti was 3.3 kcal/mol [14]. For the C2’-
endo/gauche+ conformations, these authors found that the MP2/6-31G* transition 
barrier from anti to syn was 8.4 kcal/mol [12]. A characteristic feature of these 
computational studies is that the β dihedral angle has been fixed at 180˚ [12]. This 
constraint was dictated by the structure of DNA, in which the O5’ atom is engaged 
in the sugar-phosphate bond and the H13 atom is missing. Foloppe et al. explored 
variations of energy with respect to only these geometrical degrees of freedom 
that are available when nucleosides are embedded in DNA. Their valuable results 
might be not sufficient to predict the structural properties of nucleosides in the gas 
phase. Indeed, in two other theoretical studies of free canonical dC [29, 30], in 
which different combinations of syn/anti, C2’-endo/C3’-endo, and 
gauche+/gauche-/trans conformations were considered without any geometrical 
constraint, it was found that the syn rather than anti conformation is the most 
stable. It confirms that computational results based on molecular geometries 
dictated by the structure of DNA or the structure of the corresponding molecular 
crystal might be misleading when interpreting experimental results obtained in 
gas phase studies. 
 
Kumari et al. measured gas phase acidities of four deoxyribonucleosides by 
applying the extended kinetic method [20], and the value reported for dC was 
1409 kJ/mol. These authors also performed calculations at the B3LYP/6-
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311+G**//B3LYP/6-311G** level based on a C3’-endo/anti conformation of dC. 
They found that the H2 site of cytosine is the most susceptible to deprotonation 
and they reported a gas phase acidity of 1409 kJ/mol, in perfect agreement with 
experiment. However, the agreement might be fortuitous in view of the limited 
probing of the conformation space of dC and the inaccuracy of the B3LYP 
functional.  
 
The experimental reports [31-33] from the group of Sanche on single and double 
strand breaks in DNA induced by low-energy electrons triggered numerous 
experimental [34] and computational [35] studies on negatively charged 
biomolecules. The group of Bowen performed pioneering photoelectron 
spectroscopy (PES) experiments on gas phase anions of nucleic acid bases [36, 
37], nucleosides [1],and nucleotides [38]. The measured electron vertical 
detachment energy (VDE) for dC of 0.87 eV [1] was interpreted in terms of 
preceding computational results obtained in the group of Schaefer [23].  This 
group performed extensive DFT calculations on anionic nucleosides [23] and the 
role of low-energy electrons in the glycosidic bond cleavage [39]. Similarly to 
Foloppe et al., they also selected conformations of isolated nucleosides as they 
appeared in X-ray crystal structures of DNA fragments. They characterized the 
valence bound anion of dC and determined its VDE  to be 0.72 eV at the 
B3LYP/DZP++ level [23]. In view of the fact that B3LYP tends to overestimate 
the VDEs of nuclei acid bases by about 0.2 eV [40-44] the valence anion of dC 
deserves further attention.  
 
The glycosidic bond cleavage in anions of dC was studied computationally by 
several groups [24, 39]. The group of Schaefer determined the activation barrier 
of 21.6 kcal/mol [39] and a similar result of 22.7 kcal/mol was obtained by Li et al. 
at the at B3LYP/6-31+G* level [24]. Here we extend these studies to the cationic 
species, which could also be generated upon the interaction of DNA with sources 
of high energy radiation. 
 
The structure of the chapter is the following. Our combinatorial approach to the 
conformational problem and all caveats of our computations are discussed in 
Section 2. The most stable neutral and anionic structures of dC, their properties, 
and energetics of the glycosidic bond cleavage are presented in Section 3. The 
discussion of intra- and intermolecular hydrogen bonds in dC is presented in 
Section 4, and the chapter concludes with a Summary.  
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7.2 Methods 
 
A desirable approach would be to explore the conformational/isomeric/tautomeric 
space of a nucleoside without any constraint, though the problem immediately 
becomes computationally very intensive. It has recently been suggested that 
combinatorial/computational approaches, which hinge on efficient automation of 
repetitive computational steps, might be useful when solving chemical problems 
[45-47]. In the current study we rely on the Systematic Screening of Conformers 
(SSC) tool [25] (see Chapter 4), which we use to create an initial library of 
conformers of canonical dC and we perform a limited exploration of the α-anomer 
and the 3-imino tautomer.  
 
When building the library of conformers we assumed a planar structure of sugar 
and we performed initial optimizations for 324 initial structures with the B3LYP 
hybrid functional [48, 49] (for performance of B3LYP on a similar biomolecular 
system, see Chapter 6) and 6-31G* basis set [50]. These optimizations led to 65 
non-planar minima which were further optimized at the B3LYP/6-31++G** level. 
Among the 28 most stable structures 16 are C2’-endo and 12 are C3’-endo. For 
each of them we created a counterpart with the opposite sugar ring puckering and 
we optimized these new 28 structures at the same level of theory, i.e., B3LYP/6-
31++G**. This approach led to 12 new conformers. Finally, the 39 most stable 
conformers are further refined at the MP2 [51] level with aug-cc-pVDZ (AVDZ) 
[52] basis sets to account for the intramolecular dispersion interaction.  
 
The gas phase acidity of dC is defined as the enthalpy change for the reaction 
( ) [ ] ( ) ( )dC g dC-H g H g− +→ + ,          (5.1) 
in which the enthalpies of reactants and products were determined in the rigid 
rotor/harmonic oscillator approximation at T = 298 K and p = 1 atm.  
 
The VIE values are defined as the differences between the electronic energies of 
dC+ and dC determined at the optimized geometry of the neutral. The electron 
propagator theory, which describes electron correlation in a systematic way, has 
been proved to generate reliable electron binding energies for nucleobases and 
nucleotides [53]. In the current contribution, the outer-valence Green’s function 
method (OVGF) [54] implemented in Gaussian [55] and the 6-31++G** basis set 
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was adopted to calculate the vertical ionization energy (VIE) of neutral dC. 
 
Valence-bound anionic states of the canonical dC, the α-anomer (IS), and the 3-
imino tautomer (TAU) (see Figure 7.3) were studied at the B3LYP/6-31++G** 
level of theory and the values of the VDE and adiabatic electron affinity (EA) 
were determined. The VDE values are calculated as differences between the 
electronic energies of dC and dC- determined at the optimized geometry of the 
anion. The EA values include zero-point vibrational corrections and are based on 
differences in electronic energies of the neutral molecule and the anion at their 
respective optimized geometries. For all conformers of anionic canonical dC we 
assume that the neutral conformer formed in the process of electron 
photodetachment can relax to the most stable neutral canonical structure. In other 
words, the barriers separating various conformers of the neutral canonical dC are 
assumed to be low. For this reason we referenced the reported EA values with 
respect to the neutral conformer N2 (see Figure 7.3), which is the most stable 
neutral canonical conformer at the B3LYP/6-31++G** level.  For the IS and TAU 
anions, the EAs are determined with respect to the respective neutrals as the 
barriers for interconversions are typically larger for isomers than for conformers. 
 
It has been recognized that neutral molecules with dipole moments larger than 2.5 
D can  support dipole-bound anions [56, 57]. The five most stable conformers of 
neutral canonical dC have dipole moments larger than 6 D. In addition, the dipole 
moment of IS is as large as 8.5 D. Thus we also studied dipole-bound anionic 
states of dC for two selected structures. One is based on the conformer N2 [58] 
with the B3LYP/6-31++G** dipole moment of 7.1 D, the other is IS. Based on 
previous experience [59, 60], we supplemented the original AVDZ basis set with 
additional basis functions with small exponents to accommodate the diffuse 
charge distribution of the excess electron. The orientation of the dipole roughly 
coincides with the O2-C2 bond of cytosine. Thus the five-term s and five-term p 
sets of diffuse functions, with a geometric progression ratio of 5.0, were centered 
at the C5 atom. The B3LYP functional overestimates the VDE values for dipole-
bound states [61]. Thus, the electronic structure calculations were performed at 
the MP2 level, which takes into account dispersion-type interactions between the 
excess electron and electrons of the neutral molecule [62]. The MP2 geometry 
optimizations were performed for the neutral N2 and IS and for the corresponding 
dipole-bound anions. The reported values of the EA do not include zero-point 
vibrational corrections. 
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The singly occupied molecular orbitals (SOMOs) of the valence and dipole-bound 
anions are drawn with GaussView. For valence anions, we use an isovalue of 0.02 
Bohr-3/2. For dipole-bound anions, we have used isovalues that reproduce 80% of 
the excess electron total charge [63].The OpenCubMan tool has been used to 
determine the isovalues [64]. 
 
The glycosidic bond cleavage was studied for the neutral, anionic and cationic dC. 
An estimation of the transition state structure was obtained by producing an 
energy profile for the C1’-N1 bond elongation with a step of 0.1 Å (1.47 Å < RC1’-
N1 < 3.47 Å) and B3LYP/6-31++G** partial optimizations of the molecular 
structure. The geometries of the neutral, anionic and cationic N2 conformers were 
used as starting points of the energy profiles. We selected the highest energy point 
on the potential energy profile as an initial guess of the transition state structure, 
and we performed a full transition state geometry optimization using the Berny 
algorithm [65]. We have verified that the resulting stationary points are 
characterized by only one imaginary vibrational frequency and intrinsic reaction 
coordinate (IRC) [66] calculations have been performed to confirm the nature of 
reactants and products [67]. Finally, all stationary points identified for the bond 
cleavage reactions of the three species considered were subjected to further 
MP2/AVDZ geometry optimizations. It should be pointed out that significant 
geometry relaxations might be observed during the MP2 geometry optimizations. 
In these cases we adopt the MP2 geometries and energies in our discussions. 
 
We have also performed calculations for the molecular crystal of dC to clarify the 
competition between the intra- and intermolecular hydrogen bonds. The 
experimental unit cell [19] contains two dC molecules, both in the anti 
conformation. For comparison, we created a hypothetical crystal structure with 
two syn dC molecules in the unit cell. When constructing the structure we made 
an effort to engage the syn molecules in the most favorable intermolecular 
hydrogen bonding scheme, though the construction is heuristic. The purpose of 
working with this hypothetical structure is to contrast the stability of syn and anti 
conformers in the gas phase and the crystalline environment. Periodic DFT 
calculations have been performed with the Vienna Ab initio Simulation Package 
(VASP) [68, 69] using a plane wave basis set with a cutoff energy of 400 eV. The 
Perdew-Burke-Ernzerhof (PBE) functional [70]  with the projector augmented 
wave (PAW) method [71, 72] was used to solve the Kohn-Sham equations and 
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determine the relative stability of the two phases. The Monkhorst-Pack scheme 
[73] was used to generate 4 × 4 × 4 grids of k-points to sample the Brillouin zones. 
 
The MP2 optimizations of the neutral species with Gaussian sets were performed 
with NWChem 5.0 [74] or Gaussian 03 [55], and all other gaseous calculations 
were performed with Gaussian 03 [55]. Molden [75] was used to visualize the 
molecular structures.  
 
 
7.3 Results 
 
7.3.1 Structures 
 
structure EB3LYP EMP2 E
B3LYP 
+∆E0,vib 
EB3LYP 
+∆H298,corr 
EB3LYP 
+∆G298,corr 
N1 0.000 0.000 0.000 0.000 0.000 
N2 -0.003 0.109 0.053 0.021 0.115 
N3 1.244 2.009 1.053 1.223 0.804 
N4 1.808 2.049 1.689 1.781 1.487 
N5 1.349 2.097 1.059 1.290 0.661 
N6 3.308 2.733 3.299 3.362 3.305 
N7 3.953 3.522 3.900 3.972 3.833 
N12 2.983 3.716 2.473 2.808 1.290 
N25 3.590 4.810 3.078 3.520 1.445 
TAU(3-imino) 3.165 2.262 3.822 3.538 4.037 
IS(α-anomer) -0.937 -0.129 -0.661 -0.629 -0.961 
structure 3B LYPNμ  VIEOVGF    
N1 6.4 8.585    
N2 7.1 8.593    
N3 7.0 8.615    
N4 8.3 8.699    
N5 7.5 8.612    
N6 6.1 -    
N7 7.0 8.016    
N12 4.6 -    
N25 6.1 -    
TAU(3-imino) 4.9 -    
IS(α-anomer) 8.5 -    
 
Table 7.1: Relative MP2/AVDZ and B3LYP/6-31++G** energies (in kcal/mol), 
dipole moments ( 3B LYPNμ  in Debye) and OVGF/6-31++G** VIEs (in eV) for 
selected structures of neutral 2'-deoxycytidine. 
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The geometries and relative energies of selected structures of neutral dC are 
shown in Figure 7.3 and Table 7.1, respectively. The 7 most stable conformers of 
canonical dC are named according to their relative stability at the MP2 level, e.g., 
the conformer N2 is the second most stable. For the sake of future discussion we 
also include the N12 conformer, which is related to N2 through a syn-to-anti 
transition, N25, which was extracted from the DNA structure and which was used 
in previous theoretical studies [23, 39], an α-anomer (denoted as IS), and a 3-
imino tautomer (denoted as TAU). The main trends in relative stabilities are 
similar between the MP2 and B3LYP energies, though the exact orderings of 
conformers differ. The zero-point vibrational and thermal corrections to relative 
stabilities should definitely be taken into account when considering the population 
of various conformers in the gas phase. A higher than MP2 level of theory might 
be required for ultimate predictions.  
 
There are, however, qualitative predictions that are not sensitive to differences 
between the MP2 and B3LYP methods. First we focus attention on the canonical 
dC, N1-N7, N12 and N25.The most stable conformers are syn rather than anti, see 
Figure 7.3 and Table 7.1. Indeed, the N1-N5 structures are gauche+/syn and they 
are stabilized by strong intramolecular hydrogen bonds involving the O5’-H13 
proton donor and the O2 proton acceptor. The intramolecular hydrogen bond is 
weaker in N6 due to the trans/syn conformation. The most stable anti canonical 
conformer proves to be N7, which is less stable than N1 by more than 3.5 
kcal/mol at both the MP2 and B3LYP levels and with or without zero-point and 
thermal corrections. It implies that anti canonical conformers might be irrelevant 
in gas phase conditions, even though the results of X-ray crystalline experiments 
[19] suggest that both dC molecules in the unit cell are anti. This point will be 
further discussed in Section 7.3.5. Here we emphasize that the syn conformations 
permit formation of the O2…H13 hydrogen bond while the most stable anti 
conformation, N7, support only a much weaker hydrogen bond involving the C6-
H4 proton donor and the O5’ proton acceptor. Two other studies [29, 30] predicted 
that the syn conformations might be more stable than the anti conformations, but 
their relative difference in stability was reduced from 3.4 to 1.0 kcal/mol upon the 
methodological improvement from the B3LYP/6-31G* to an approximate MP2/6-
31G* level [30]. It should be pointed out that the C2’-endo/syn conformations 
might be further stabilized by a weak hydrogen bond involving the C2’-H6 proton 
donor and the O2 proton acceptor.  
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Another important observation, which applies to the neutral canonical dC and is 
not sensitive to methodological differences, is that conformers with the C2’-endo 
sugar puckering should dominate in the gas phase. Indeed, among the seven most 
stable canonical conformers reported in Figure 7.3 and Table 7.1, four of them 
(N1, N2, N4 and N6) are C2’-endo and the most stable C3’-endo conformer, N3, is 
less stable than N1 by 0.8-1.0 kcal/mol.  If one considers the anti conformations 
only then an opposite conclusion emerges: N7 is C3’-endo and this is in good 
agreement with past computational results [14, 29, 76]. 
 
 
 
Figure 7.4: Interconversions between the syn/anti, and C2’-endo/C3’-endo 
conformations. Relative energies and transition barriers, which are determined at 
the MP2/AVDZ and B3LYP/6-31++G** (in parentheses) levels, are in kcal/mol. 
Only transition state structures are visualized. 
 
We have demonstrated so far that the C2’-endo/syn conformers are dominant in 
the gas phase of canonical dC and we discussed their stabilities with respect to the 
C3’-endo/anti conformers. Here we discuss the height of barriers for the syn-to-
anti and C2’-endo-to-C3’-endo transitions. We identified two transition state 
structures illustrated in Figure 7.4.  The first is denoted as TS2-5 and it connects 
the N2 and N5 conformers through a C2’-endo-to-C3’-endo transition. The second 
is denoted as TS2-12 and it connects the N2 and N12 conformers through a syn-
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to-anti transition. The MP2 and B3LYP values of the barrier heights are also 
reported in Figure 7.4. 
 
It was proposed that there are two possible pathways for the syn-to-anti transition, 
one through χ = 0˚, and another through χ = 120˚, with the latter characterized by 
a lower barrier [12]. Our transition state structure TS2-12 is characterized by χ = 
112˚, see Figure 7.4. The MP2 barriers for the forward and reverse reactions are 
8.2 and 4.4 kcal/mol, respectively, and the B3LYP barriers are systematically 
lower. The barrier heights reported by Foloppe et al. [12] are quite different, 
which results from geometrical constraints imposed by the authors on the 
orientation of the O5’-H13 group.  
 
Three possible pathways for the C2’-endo-to-C3’-endo transition were proposed 
[14]. A pathway through the O4’-endo conformation has the lowest barrier and 
two other pathways proceed through pseudorotations of the sugar unit.  Indeed, 
our TS2-5 is O4’-endo, see Figure 7.4, and the MP2 barriers for the forward and 
reverse reactions are 3.4 and 1.3 kcal/mol, respectively, while the B3LYP barriers 
are systematically lower. We conclude that the barriers for the C2’-endo-to-C3’-
endo transitions are much smaller than for the syn-to-anti transitions. The 
puckering of the sugar ring should be viewed as a dynamical process which favors 
the C2’-endo orientations in the gas phase at standard conditions. The small 
barrier is reflected by a small imaginary frequency at TS2-5, which is only 49i 
cm-1. 
 
The α-anomer of dC is more stable than the canonical forms by a fraction of 
kcal/mol, see Table 7.1 and Figure 7.3. Unlike the most stable conformers of 
canonical dC, which are either C2’-endo or C3’-endo, IS is O4’-endo. Its stability 
can be justified only partially by a hydrogen bond between the O3’-H8 proton 
donor and the O2 proton acceptor. The stability of α-anomers could be further 
improved by a more systematic probing of their conformational space. It is an 
intriguing possibility that α-anomers could be formed upon transferring of 
canonical dC to the gas phase, see Section 7.3.3. The relative stability of α- and β-
anomers will be addressed in our future study.  
 
The 3-imino tautomer of dC, denoted TAU in Table 7.1 and Figure 7.3, is syn and 
it is stabilized by an intramolecular hydrogen bond involving the O5’-H13 proton 
donor and the O2 proton acceptor. However, it is less stable than N1 by 2-3 
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kcal/mol. This tautomer was also found unstable in the B3LYP study by Xia et al.  
[28], though these authors considered anti conformations only. The stability of the 
3-imino tautomer could be further improved by a more systematic probing of its 
conformational space. A significant barrier of 39.8 kcal/mol for the unimolecular 
amino-imino tautomerization of dC was found by Xia et al. [28].  This barrier 
could be significantly lowered in binary events involving an intermolecular proton 
transfer [77]. Indeed, the anionic imino tautomer of 5-hydroxy-2'-deoxycytidine, 
an analog of dC, was observed by Suen et al. in a protic solvent in the ultraviolet 
resonance Raman spectroscopy experiment [78]. 
 
7.3.2 Properties 
 
 
 
Figure 7.5: IR spectra of conformers N1 (in black) and N7 (in red), determined at 
the B3LYP/6-31++G** level, in the (a) low frequency, 0~2000 cm-1, and (b) high 
frequency, 2800~4000 cm-1 range. 
 
Our results indicate that a syn conformer of canonical dC dominates in the gas 
phase rather than an anti conformer identified in X-ray structural studies. We 
would welcome an experimental confirmation of our predictions. Such a 
confirmation could be based on differences in infrared (IR) spectra of the most 
stable syn and anti conformers, i.e., N1 and N7, respectively. N1 is characterized 
by a strong intramolecular hydrogen bond between O5’-H13 and O2, see Figure 
7.3. On the other hand, N7 is stabilized by a weak intramolecular hydrogen bond 
between O5’ and C6-H4. Indeed, these two intramolecular hydrogen bonds 
differentiate their IR spectra, see Figure 7.5. Inasmuch as both conformers provide 
similar spectra in the low frequency (0~2000 cm-1) region, see Figure 7.5a, they 
differ markedly in the high frequency (2800~4000 cm-1) region, see Figure 7.5b. 
In the latter region the IR intensities of different peaks are quite similar for N7, 
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whereas there is a very strong peak for N1 with the calculated IR intensity 563 
km/mol. This peak is five times stronger than other peaks in this region.  The 
strong peak results from a superposition of two transitions with similar vibrational 
frequencies. The first transition is associated with the symmetric stretching 
vibration of the amino group, and the other is the stretching vibration of O5’-H13. 
The latter vibration is red-shifted in N7 by about 250 cm-1 in comparison with N1, 
which is a classical manifestation of the O5’-H13…O2 intramolecular hydrogen 
bond. We suggest that a strong IR peak in the 2800~4000 cm-1 region can be 
regarded as a fingerprint of the syn conformer. 
 
gas phase acidity Conformer Site of  Deprotonation B3LYP/6-31++G** Ref.a MP2/AVDZ
N1 H1 1452.3 - - 
 H2 1429.1 1429.4 1411.7 
 H8 1510.6 - - 
 H13 1469.7 - - 
N7 H2 1443.7 1445.8 1432.6 
? ? Expt.b   1409±2.5 
 
Table 7.2: Gas phase acidity (in kJ/mol) of conformers N1 and N7. a B3LYP/6-
311+G**//B3LYP/6-311G** theoretical method which was used in Ref. 20.  
b experimental value taken from Ref. 20. 
 
Kumari et al. [20] reported an experimental deprotonation enthalpy of dC of 
1409±2.5 kJ/mol. Their parallel B3LYP/6-311++G** study was focused on the 
N7 conformer, unraveled that the H2 site of cytosine is the most susceptible to 
deprotonation, and led to a remarkably accurate computational value of the 
deprotonation enthalpy of 1409 kJ/mol. In view of the fact that N7 is less stable 
with respect to N1 by 3.5-3.9 kcal/mol (see Table 7.1) we readdressed the problem 
and our MP2 and B3LYP results obtained for the most stable syn and anti 
conformers, i.e., N1 and N7, respectively, are summarized in Table 7.2. The H2 
site of the N1 conformer proves to be the most acidic among the four sites 
considered and the MP2/AVDZ value of deprotonation enthalpy of 1411.7 kJ/mol 
is in excellent agreement with the experimental value, while the B3LYP results 
are systematically larger by 10-20 kJ/mol. Our results also indicate that the earlier 
computational results were flawed [79] and the corrected B3LYP deprotonation 
enthalpy of the H2 site of the N7 conformer is 1445.8 and 1443.7 kJ/mol with the 
6-311G** and 6-31++G** basis sets, respectively. Not only the N1 conformer is 
more stable than the N7 conformer but also the [dC-H]- product is more stable for 
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the N1 conformer by 21 kJ/mol at the MP2/AVDZ level. 
 
 
 
Figure 7.6: The isosurface of HOMO of conformers N1 and N7 determined at 
the HF/6-31++G** level, with an isovalue of 0.05 Bohr-3/2. 
 
The OVGF/6-31++G** values of the VIE are reported in Table 7.1 for selected 
conformers of dC. The VIE values for the most stable syn conformers cluster in a 
narrow range of 8.59-8.70 eV and are not sensitive to the puckering of the sugar 
ring. The VIE value for the most stable anti conformer (N7) is, however, 
significantly smaller and amounts to 8.02 eV. The VIE value of dC has not been 
experimentally measured yet, but our results suggest that its value can be used to 
discriminate the anti and syn conformers in the gas phase. The experimental 
values of the VIE for deoxyribose and cytosine are 10.51 eV [80] and 8.89 eV 
[81], respectively. Note that due to the existence of various tautomers in the gas 
phase [81], the measured VIE values might not be related exclusively to the 
canonical tautomers. The computed VIE value for dC of 8.59 eV is closer to the 
experimental VIE of cytosine, which implies that the HOMO orbital of dC is 
localized on cytosine. Indeed, the plots of the Hartree-Fock HOMOs of N1 and 
N7, see Figure 7.6, demonstrate that these π orbitals are localized primarily on the 
base. We suggest that the larger value of the VIE for the syn conformers results 
from the hydrogen bond between O5’-H13 and O2. The protic H13 stabilizes the 
HOMO orbital of the syn conformers, which results in their larger VIE values in 
comparison with the most stable anti conformer, N7. This orbital picture is 
confirmed by a difference in the VIE values determined at the Koopmans’ 
theorem level of 0.6 eV, which is only slightly modified by orbital relaxation and 
electron correlation effects.  
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7.3.3 Anions 
 
Structure EA VDE 
AIS 0.46 (0.43) 0.90 
AN4 0.35 0.86 
AN2 0.34 0.76 
AN1 0.33 0.68 
AN5 0.30 0.82 
AN9 0.28 0.88 
AN25a 0.16 0.71 
ATAU 0.07 (0.23) 0.28 
Expt.b ~0.5 0.87 
 
Table 7.3: The B3LYP/6-31++G** values of VDEs and EAs (in eV) for selected 
valence anions compared with the experimental results. The EAs are calculated 
with respect to N2. For AIS and ATAU, additional values of EA, which are 
calculated with respect to IS and TAU, respectively, are given in parentheses.  
a AN25 corresponds to the structure used in Ref. 23. 
b Experimental results were taken from Ref. 1. 
 
 
 
Figure 7.7: The isosurfaces of SOMOs of valence anions of (a) AN4 and (b) AIS 
determined at the B3LYP/6-31++G** level, with an isovalue of 0.02 Bohr-3/2. 
 
The B3LYP/6-31++G** values of the VDE and EA for the valence anions of dC 
are reported in Table 7.3. We consider there the five most stable valence anions of 
canonical dC identified in our search. In addition we consider  valence anions of: 
N25, an anti conformer considered in a previous computational study [23], the α-
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anomer, and the 3-imino tautomer. The names of the valence anions are preceded 
by the letter “A” and are followed by the name of the neutral molecule the valence 
anion is related to, e.g., AN4 indicates a valence anion related to the fourth most 
stable canonical dC, N4. The valence anions are ordered in Table 7.3 according to 
the descending values of the EA. The plots of the SOMOs for AN4 and AIS are 
reported in Figure 7.7 and demonstrate that these are indeed valence anions with 
the excess electron occupying a π* orbital localized on the base. 
 
AIS and AN4 are the two most stable valence anions in terms of both EA and 
VDE. Their respective VDE values of 0.90 and 0.86 eV are in good agreement 
with the experimental VDE value of  0.87 eV [1]. We expect that intramolecular 
hydrogen bonds between the O2 proton acceptor of cytosine and the O3’H8 and 
O5’H13 proton donors of AIS and AN4, respectively, contribute to the stability of 
these anions. In particular the protic hydrogens (H8 or H13) stabilize the excess 
electron localized on the base, see Figure 7.7. The reported EA values of 0.43 and 
0.35 eV, respectively, are significant, and larger than the methodological 
uncertainty of B3LYP/6-31++G**. Thus our results confirm that valence anions 
of dC are adiabatically bound [23]. It remains an open question whether the 
source of valence anions used in Ref. 1 is sufficiently harsh to allow formation of 
the AIS isomers.  
 
It is known that the B3LYP values of the VDE for valence anions of isolated 
nucleic acid bases are overestimated by ca. 0.2 eV compared with more accurate 
CCSD(T) result [40-44]. Thus an excellent agreement between the experimental 
VDE [1]  and the calculated values for AIS and AN4 might be still fortuitous. On 
the other hand, it is not established yet how the presence of the sugar moiety 
affects the inaccuracy of B3LYP in predicting the VDE values for anionic 
nucleosides. These problems need to be resolved in future theoretical studies.  
 
The PES spectrum of dC [1] was interpreted in terms of computational results for 
the valence anion of N25 [23]. These computational results preceded the PES 
experiment and their objective was to characterize the valence anion of dC in an 
environment that is characteristic for DNA rather than to predict the gas phase 
PES spectrum. The N25 anti conformer is not a good model for the gas phase 
valence anion of dC, see Table 7.3. Its EA is only 0.16 eV, which implies that 
AN25 is less stable than AN4 and AIS by 4.65 and 7.90 kcal/mol, respectively.  
Thus the population of AN25 should be negligible at standard conditions in 
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thermodynamic equilibrium. Also the valence anion ATAU, which is based on the 
noncanonical tautomer 3-imino, is characterized by small values of EA (0.07 eV) 
and VDE (0.28 eV). Thus ATAU does not contribute to the PES spectrum of dC. 
 
 
 
Figure 7.8: The isosurfaces of SOMOs of dipole-bound anions (a) DAN4 and (b) 
DAIS determined at the HF/AVDZ+5sp level. 80% of the total excess charge is 
reproduced for each anion. The VDEs and EAs are calculated at the 
MP2/AVDZ+5sp level. No ZPVE corrections are included in the EA values. 
 
The dipole-bound anions supported by two neutral forms of dC, N2 and IS, are 
characterized in Figure 7.8 and labeled DAN2 and DAIS, respectively. The N2 
and IS neutrals were selected based on their significant dipole moments and 
overall thermodynamic stability, see Table 7.1. The B3LYP dipole moments are 
larger than the MP2 counterparts by 0.4-0.5 D, see Table 7.1 and Figure 7.8. The 
molecular framework distorts upon the excess electron attachment and the dipole 
moment of the neutral increases by 0.7 and 0.5 D for N2 and IS, respectively, see 
Figure 7.8. The MP2 values of VDE are 113 and 74 meV for DAIS and DAN2, 
respectively. Thus these anions are amenable to PES characterization, providing 
the dipole-bound states could be formed in the anionic beam. The respective MP2 
values of EA are 108 and 66 meV, whereas the B3LYP values of EA for valence 
anions of dC are in the 0.5-0.3 eV range, see Table 7.3. We anticipate that the 
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B3LYP method overestimates the excess electron binding energy in these valence 
anions but we are hesitant to speculate about the relative stability of dipole- vs. 
valence-type anions of dC. The plots of SOMOs for DAN2 and DAIS were 
obtained with isovalues selected to reproduce 80% of the excess charge. The 
SOMO of DAIS is more compact, which is consistent with the larger value of the 
VDE. 
 
7.3.4 Effect of Excess Charge on the Thermodynamics and 
Kinetics of Glycosidic Bond Cleavage 
 
The glycosidic bond cleavage is an important pathway of DNA damage induced 
by high energy radiation. Here we discuss the cleavage for the neutral, anionic, 
and cationic dC. The energetics and geometries of the reactants, transition states 
and products are shown in Figure 7.9, in which all the geometries are determined 
at the MP2/AVDZ level.  The relative energies are defined with respect to the 
reactant of each species and are determined at both the MP2/AVDZ and B3LYP/6-
31++G** (in parentheses) levels. 
 
For the neutral dC, we find a significant activation barrier of 47.8 kcal/mol and 
the bond cleavage is endothermic by 16.4 kcal/mol, both are the MP2/AVDZ 
results. Initially we anticipated formation of two radical moieties and expected 
that the restricted Hartree-Fock or B3LYP approaches would not be proper to 
describe the cleavage. To our surprise the restricted approach works fine and the 
reason is that the cleavage of the glycosidic bond is accompanied by proton 
transfer from C2’H to the O2 atom of cytosine. In consequence, both products of 
decomposition are closed-shell moieties with meaningful Lewis structures, with 
the sugar ring being practically planar. Alternatively, one could interpret the 
reaction as a heterolytic bond cleavage followed by intermolecular proton transfer, 
which neutralizes the decomposition products. The IRC calculation from the 
reported transition state converges to the neutral conformer N5. This conformer is 
separated from N2 by TS2-5 with a barrier of 3.4 kcal/mol, see Figure 7.4. For 
this reason we use the N2 conformer as a reactant for neutral dC. 
 
The barrier for cleavage of glycosidic bond in dC- is 29.1 kcal/mol, hence lower 
than in the neutral dC by 19 kcal/mol. This is a very significant difference brought 
in by an excess electron. The barrier is reduced to 22.3 kcal/mol at the B3LYP  
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Figure 7.9: Relative energies and transition barriers (in kcal/mol), determined at 
the MP2/AVDZ and B3LYP/6-31++G** (in parentheses) levels, and MP2 
geometries of glycosidic bond cleavage reactions of (a) neutral, (b) anionic, and (c) 
cationic species of dC. a Theoretical value taken from Ref. 39. 
 b Theoretical value taken from Ref. 24. 
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level. This result is similar to those reported earlier, 21.6 kcal/mol in Ref. 39 and 
22.7 kcal/mol in Ref. 24, both of which were obtained for anti conformers of dC- 
at the B3LYP level. The glycosidic bond cleavage is nearly thermoneutral for dC-, 
which is another important difference brought in by the excess electron, see also 
Ref. 39. 
 
Much less is known about the glycosidic bond cleavage in dC+. The MP2 barrier 
of 31.4 kcal/mol is comparable with this for dC-, but the reaction is endothermic 
by 17.8 kcal/mol, similarly as for dC. The IRC calculation from the reported 
transition state converges to the N1 conformer of dC+.  
 
As it could be seen from Figure 7.9, there are some disagreements between the 
MP2 and B3LYP results about the activation barriers and heats of formation, e.g. 
the MP2 and B3LYP activation barriers for the glycosidic bond cleavage in dC+ 
differ by about 15 kcal/mol. These disagreements might result from intrinsic 
discrepancies between the two methods. For example, B3LYP fails to describe 
dispersion effects. In addition, both methods are affected by intramolecular basis 
set superposition errors (BSSE), which are typically more profound at the MP2 
than B3LYP level. Indeed, it was reported that B3LYP and MP2 predict different 
structures for some similar biomolecular systems due to missing dispersion in 
B3LYP results and a large BSSE in MP2 results [82, 83]. Similar intrinsic 
methodological discrepancies and basis set artifacts might affect the structures and 
energetics of the reactants, transition states and products involved in the 
glycosidic bond cleavage reactions in the neutral and charged dC. The results 
reported here can be further improved. For example, basis set artifacts can be 
suppressed by performing calculations in more complete basis sets. These effects 
will be explored in our future work. 
 
To conclude, the glycosidic bond cleavage in neutral dC encounters a significant 
barrier of 47.8 kcal/mol, which is reduced by 16-19 kcal/mol for charged dC, 
either cationic or anionic. The reaction is nearly thermoneutral for dC- and 
endothermic by 16-18 kcal/mol for dC+ and dC. 
 
7.3.5 Effect of Crystalline Environment on the Structure of dC 
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Figure 7.10: Crystal structure of dC, with schematics in the right bottom showing 
different lattice vectors. 
 
The molecular crystal of 2’-deoxycytidine is characterized by a triclinic unit cell 
with two dC molecules [19] (see Figure 7.10a): Molecule I with a C2’-endo/anti 
conformation, and Molecule II with a C3’-endo/anti conformation. We label this 
unit cell as dCanti because of the anti conformation of both molecules. In order to 
understand why anti rather than syn conformations are favored in the molecular 
crystal of dC, we constructed a periodic structure based on a similar unit cell, but 
with anti conformers replaced with syn conformers, see Figure 7.10b. These are 
N2, which is C2’-endo/syn and will be denoted as Molecule I’, and N5, which is 
C3’-endo/syn and will be denoted as Molecule II’ (N2 and N5 served as reactants 
and products of the C2’-endo-to-C3’-endo transition, see Figure 7.4). We label this 
unit cell as dCsyn because of the syn conformation of both molecules.  
 
Both periodic structures were optimized with the PBE exchange-correlation 
functional with lattice vectors and positions of the atoms in the unit cell available 
for relaxation. As expected, only minor relaxation took place for dCanti, as the 
initial structure was experimental. The optimized lattice parameters, a = 7.090 Å, 
b = 6.776 Å, c = 10.819 Å, α = 104.92º, β = 84.35º, and  γ = 72.20º, are in good 
agreement with the experimental values, a = 7.285 Å, b = 6.866 Å, c = 11.074 Å, 
α = 104.19º, β = 84.53º, and  γ = 72.26º, which shows the good performance of 
the PBE functional for descriptions of such biomolecular crystals. 
Chapter 7: Structural Study of 2'-Deoxycytidine 
 - 163 -
 
The main finding is that the electronic energy of the periodic structure based on 
dCanti is lower than that based on dCsyn by 33.8 kcal/mol per unit cell. As 
illustrated in Table 7.4, the one-body energies of the isolated Molecules I, II, I’, II’ 
are more favorable for dCsyn by 6.3 kcal/mol. Moreover, the relative one-body 
energies obtained through calculations with the plane wave basis set and a large 
unit cell (30 Å × 30 Å × 30 Å) are consistent with those obtained through 
molecular calculations with localized basis functions and using the Gaussian code.  
The more favorable one-body energies for dCsyn are consistent with the main 
conclusion of Section 7.3.1 that due to formation of the intramolecular O5’-
H13…O2 hydrogen bond the syn conformers are more stable than the anti 
conformers for an isolated dC molecule. The lower electronic energy of the dCanti 
periodic structure implies that intermolecular interactions favor anti conformers 
in the experimental structure of the molecular crystal of dC.  
 
In Figure 7.11 we illustrate intermolecular hydrogen bonds that develop in the 
periodic structures dCanti (parts a, c and e) and dCsyn (parts b, d and f). In Table 
7.4 we summarize the hydrogen bond acceptors and donors which are involved in 
hydrogen bonds present in both Figures 7.10 and 7.11. To make intermolecular 
hydrogen bonds which form along each lattice vector (A, B and C) more visible, 
we do not show hydrogen bonds which were already present in Figure 7.10.  The 
unit cell was doubled along the A vector in parts a and b, whereas in parts c and d 
it was doubled along the B vector but only the interface between adjacent unit 
cells is displayed, and in parts e and f, we show the interface between two unit 
cells along the C vector. 
 
The main difference in the network of intermolecular hydrogen bonds between 
dCanti and dCsyn involves a very basic N3 site of cytosine. Due to the anti 
conformation of the molecules in dCanti this site is available to engage in 
intermolecular hydrogen bonds. Indeed, a favorable cyclic hydrogen bonded motif 
is illustrated in Figure 7.11e, which involves two N3 proton acceptors and two 
N4-H1 proton donors of the Molecules I and II. The resulting 8-member ring 
structure is highlighted in Figure 7.11e. On the other hand, the N3 sites in the 
dCsyn periodic structure are not exposed enough to engage in intermolecular 
hydrogen bonds. This results from the “folded” nature of dC in all syn conformers, 
where “folding” is driven by the intramolecular O5’-H13/O2 hydrogen bond. The 
dC molecules “unfold” in the dCanti periodic structure. Apparently, the expense 
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of breaking of the intramolecular hydrogen bonds is compensated by formation of 
intermolecular hydrogen bonds.  
 
 
 
Figure 7.11: Hydrogen bonds in the crystal structure of dC, with schematics in the 
right bottom showing neighboring unit cells along different lattice vectors. 
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structure PBE/plane wave MP2/AVDZ
molecular geometry 
N2 0 0 
 
N5 1.5 2.0 
Molecule I 5.0 4.9 
 
Molecule II 4.3 3.4 
 
 
Table 7.4: Relative energies (in kcal/mol) of conformers N2 and N5, and 
Molecule I and II with plane wave basis sets and localized Gaussian basis sets. 
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Figure Hydrogen bond 
 Donor Acceptor 
10a (dCanti) O5’-H13 (II) O4’ (I) 
10b (dCsyn) O5’-H13 (I’) O2 (I’) 
 O5’-H13 (II’) O2 (II’) 
11a (dCanti_A) O5’-H13 (I_L) O2 (I_R) 
11b (dCsyn_A) N4-H2 (II’_L) O2 (II’_R) 
11c (dCanti_B) N4-H2 (II_L) O2 (II_R) 
 N4-H2 (I_R) O2 (I_L) 
 O3’-H8 (I_L) O5’ (I_R) 
 O3’-H8 (II_R) O3’ (I_L) 
11d (dCsyn_B) O3’-H8 (I’_L) O2 (I’_R) 
 O3’-H8 (II’_R) O3’ (I’_L) 
11e (dCanti_C) N4-H1 (I) N3 (II) 
 N4-H1 (II) N3 (I) 
   
Structure Number of hydrogen bonds 
dCanti 8 
dCsyn 5 
 
Table 7.5: Intra- and intermolecular hydrogen bonds in dCanti and dCsyn. “L” and 
“R” indicate unit cells in the left and right hand side, respectively. 
 
 
7.4 Summary 
 
We have performed a computational study on 2’-deoxycytidine (dC), its 
conformers, selected isomers and tautomers. We considered neutral molecules as 
well as their anionic and cationic radicals. We also analyzed the effect of the 
crystalline environment on the conformational structure of dC. The calculations 
were performed at the density functional level of theory. Some molecular systems 
were also studied at the second order Moller-Plesset level. Electron vertical 
ionization energies were determined at the OVGF level [54]. The conformational 
space of canonical dC was explored using our tool for systematic screening of 
conformers. 
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Our results indicate that the neutral canonical dC in the gas phase favors syn 
rather than anti conformations. The thermodynamics dominance of syn 
conformations results from the formation of an intramolecular O5’-H13…O2 
hydrogen bond. We have also demonstrated that the C2’-endo sugar puckering is 
favorable in the gas phase. We identified barriers for the syn-to-anti and C2’-endo-
to-C3’-endo transitions at 8.2 and 3.4 kcal/mol, respectively, and we concluded 
that the puckering of the sugar ring should be viewed as a dynamical process 
which favors the C2’-endo orientations in the gas phase at standard conditions.  
The α-anomer of dC proved to be more stable by a fraction of kcal/mol than the 
β-anomer. The latter is the dominant building block of DNA.  We have 
demonstrated that the IR spectra of the most stable syn and anti canonical 
conformers differ markedly in the region of NH/OH vibrations. The VIEs for the 
most stable syn conformers cluster in a narrow range of 8.59-8.70 eV whereas the 
VIE of the most stable anti conformer is smaller and amounts to 8.02 eV. The 
difference was interpreted through an orbital stabilizing effect resulting from the 
intramolecular O5’-H13…O2 hydrogen bond in syn conformers. The MP2 value of 
the deprotonation enthalpy of dC of 1411.7 kJ/mol is in good agreement with the 
experimental value of 1409±2.5 kJ/mol [20].  
 
Our results have confirmed that the valence anions of dC are adiabatically bound 
[23]. The most stable valence anions proved to be the α-anomer and a syn 
canonical conformer. Their respective VDE values of 0.90 and 0.86 eV are in 
good agreement with the experimental VDE value of  0.87 eV. [1] Two dipole 
bound anions of dC have been characterized, one based on the α-anomer and 
another on a syn canonical structure. The respective MP2 values of VDE are 113 
and 74 meV. Thus these anions are amenable to PES characterization, providing 
the dipole-bound states can be formed in the anionic beam.  
 
The glycosidic bond cleavage has been studied for the neutral, anionic, and 
cationic dC. The barrier for cleavage is significant in the neutral dC, 47.8 kcal/mol, 
and it is reduced by 16-19 kcal/mol for charged dC, either cationic or anionic. The 
cleavage reaction is nearly thermoneutral for dC- and endothermic by 16-18 
kcal/mol for dC+ and dC. For the neutral dC the cleavage is accompanied by 
proton transfer from C2’H to the O2 atom of cytosine.  
 
Finally we analyzed the problem why dC molecules favor anti conformations in 
the crystalline phase but syn conformations in the gas phase. We have 
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demonstrated that intermolecular hydrogen bonds favor anti conformers in the 
experimental structure of the molecular crystal of dC. We suggested that the very 
basic N3 site of cytosine would not be able to engage in intermolecular hydrogen 
bonds if the crystal was built from syn conformers. In the case of anti conformers 
the N3 site is available to engage in intermolecular hydrogen bonds. We identified 
a cyclic hydrogen bonded structural motif, which involves two N3 proton 
acceptors and two N4-H1 proton donors.   
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Chapter 8 
 
Effect of Heterostructures on 
Reactivity 
 
Bulk tungsten trioxide (WO3) and rhenium trioxide (ReO3) share very similar 
structures but display different electronic properties. WO3 is a wide band gap 
semiconductor while ReO3 is an electronic conductor. With the advanced 
molecular beam epitaxy techniques, it is possible to make heterostructures 
comprised of layers of WO3 and ReO3. These heterostructures might display 
different reactivity than pure WO3 and ReO3. The interactions of two probe 
molecules (hydrogen and methanol) with (001) surfaces of WO3, ReO3, and two 
heterostructures ReO3/WO3 and WO3/ReO3 were investigated at the density 
functional theory level. Atomic hydrogen prefers to adsorb on the terminal O1C 
sites forming a surface hydroxyl on four surfaces. Dissociative adsorption of a 
hydrogen molecule at the O1C site leads to formation of a water molecule 
adsorbed at the surface M5C site. This is thermodynamically the most stable state. 
A thermodynamically less stable dissociative state involves two surface hydroxyl 
groups O1CH and O2CH.  The interaction of molecular hydrogen and methanol 
with pure ReO3 is stronger than with pure WO3 and the strength of the interaction 
substantially changes on the WO3/ReO3 and ReO3/WO3 heterostructures.  The 
reaction barriers for decomposition and recombination reactions are sensitive to 
the nature of heterostructure. The calculated adsorption energy of methanol on 
WO3(001) of -65.6 kJ/mol is consistent with the previous experimental estimation 
of -70 kJ/mol. Finally, we found glycine adsorbed on the (001) surface of ReO3 
favors the zwitterionic tautomer over the canonical tautomer.  
 
8.1 Introduction 
 
Metal oxides have been widely used as both catalysts and support materials in 
heterogeneous catalysis. Generally, insulating metal oxides show limited catalytic 
activity while conductive metal oxides show high activity with respect to some of 
heterogeneous reactions such as selective oxidation of alcohols [1-6]. With recent 
advances in molecular beam epitaxy technology, new types of “heterostructure” 
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or “heterojunction” materials became available [7]. These heterostructures of 
metal oxides that are built from layers of structurally similar but electronically 
different transition metal oxides could be used as new catalysts with tunable 
activity and selectivity. For example, an epitaxial interface between α-Fe2O3 and 
α-Cr2O3 showed non-commutative properties and photocatalytic applications 
were suggested [8]. Further theoretical study unraveled that the α-Fe2O3/α-Cr2O3 
and α-Cr2O3/α-Fe2O3 heterostructures have different interfaces. This difference is 
responsible for non-commutative band offsets and magnetic properties of the 
interface [9]. Further chemical modifications of the interface were suggested to 
control the magnitude of band offsets [10]. Tungsten trioxide (WO3) has a band 
gap of 2.6 eV [11] while rhenium trioxide (ReO3) is conductive. Interestingly, 
monoclinic WO3 and cubic ReO3 have commensurate lattice parameters. Thus, 
heterostructures constructed from WO3 and ReO3 may show unique reactivity due 
to the combination of oxides with different electronic structures.  
 
Supported WO3 is catalytically active for the dehydration of alcohols [4, 5, 12, 13]. 
Tanner et al. studied the dehydration of a series of alcohols on the monoclinic γ-
WO3(001) surface using scanning tunneling microscopy (STM) and temperature-
programmed desorption (TPD) [12]. They found the 5-fold coordinated metal 
sites on the WO3(001) surface are responsible for the oxidative dehydration. No 
dehydrogenation of alcohols was observed. As the temperature increases, alcohols 
convert into alkoxides, and then desorb as alkenes. Water molecule is formed by 
deprotonation of surface hydroxyls [13]. Ma et al. studied the reactivities of 
ethanol and 2-propanol on the fully oxidized and reduced WO3(001) surfaces [5]. 
Their results suggested that both ethanol and 2-proponal molecules are stable until 
450 K. Upon further temperature increase, the alkoxy intermediates (dehydrated 
from alcohols) decompose into alkenes. Methanol only dissociates on the reduced 
WO3(001) surface [4]. The reduced WO3(001) surface shows a slightly higher 
activity, but does not substantially changes reaction paths. On the contrary, 
alcohol dehydrogenation occurs on the supported ReO3 catalysts. A high activity 
was found for selective methanol oxidation to methylal on V2O5- ZrO2-, Fe2O3- 
and TiO2-supported ReO3 [6, 14].  Adsorbed methanol first dehydrogenates into 
formaldehyde (CH2O), which could react with lattice oxygen on ReO3 forming 
dioxymethylene (CH2COO). Methylal is produced by oxidative coupling of 
dioxymethylene with neighboring methoxy (CH3O) or methanol [2]. The 
reactivity of methanol on heterostructures of WO3 and ReO3 will be explored in 
the current study. 
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A number of previous studies indicated that non-stoichiometric hydrogen bronze 
HxWO3/HxReO3 (0.1<x<0.5) phases are formed from WO3 and ReO3 exposed to 
hydrogen [15, 16]. Adsorption of hydrogen molecules on WO3 could also lead to 
metallic tungsten via formation of hydroxyl groups and desorption of water [17]. 
As such, after hydrogen adsorbs on WO3 or ReO3, it will either migrate into the 
bulk structure forming hydrogen bronze or recombine to form water on the 
surface. Herein we only focus on the interaction of hydrogen with (001) surfaces 
of WO3 or ReO3, and their heterostructures. 
 
Since the W6+ 5d band is empty while the Re6+ has 5d1 electronic configuration, 
the bulk WO3 has a band gap of 2.6 eV [11] while ReO3 is an electronic conductor. 
The crystalline and electronic structures of ReO3 and WO3 have been investigated 
using density functional theory (DFT) calculations [3, 18, 19]. In agreement with 
experimental measurements [20, 21], Cora et al. found that ReO3 is cubic while 
WO3 has a distorted cubic structure with off-center displacements of metal ions 
[3]. The monoclinic structure of WO3 results from covalent interactions between 
the metal ion and the nearest oxygen atoms while the presence of the antibonding 
levels in the conduction band of ReO3 opposes structural deformations. Yakovkin 
and Gutowski studied the WO3(001) surfaces with various types of terminations 
[18]. They found that the redistribution of density of states near the Fermi level 
leads to a dramatic decrease of surface electron energy. Consequently, a 
noticeable distortion and tilting of the surface W atoms were observed in the 
relaxed surface structure. They also found that the nonpolar c(2×2) O-terminated 
WO3(001) slab is more stable than the polar slab with the (1×1) WO2-termination 
on one side and the (1×1) O-termination on the other side of the slab [18]. Ge and 
Gutowski calculated adsorption of methanol on the (001) surfaces of WO3 and 
ReO3. The surface of ReO3 proved to be much more reactive and favored 
dissociation of methanol and formation of a methoxy group. The difference in 
reactivity between the surfaces of WO3 and ReO3 was attributed to the partially 
occupied conduction band of ReO3, the orbitals of which interact with the orbitals 
of the hydroxyl group of methanol [19]. 
 
Here we will study whether heterostructures made of non-conductive WO3 and 
conductive ReO3 display different reactivity than slabs of pure ReO3 and WO3 . 
Two simple molecules, i.e., hydrogen and methanol are used as probes to test the 
reactivity. The non-polar c(2×2) O-terminated (001) orientation was chosen for all 
Chapter 8: Effect of Heterostructures on Reactivity 
 - 180 -
four surfaces. The ReO3/WO3 heterostructure is constructed by replacing the top 
layer of WO3(001) with a ReO3 overlayer. Similarly, the WO3/ReO3 
heterostructure is constructed with one WO3 layer on top of ReO3(001). The 
effects of heterostructures on binding energies and reaction barriers were studied 
at the DFT level of theory. 
 
 
8.2 Computational Details 
 
 
 
Figure 8.1: Side views of the optimized clean (001) surface structures of (a) ReO3 ; 
(b) WO3; (c) WO3/ReO3; and (d) ReO3 /WO3. Oxygen atoms are in red; rhenium 
atoms are in blue; and tungsten atoms are in green. 
 
The periodic DFT calculations were performed with the Vienna Ab initio 
Simulation Package (VASP) [22, 23] using a plane wave basis set with a cutoff 
energy of 400 eV. The Perdew-Burke-Ernzerhof (PBE) functional [24] with the 
projector augmented wave (PAW) method [25, 26] was used to solve the Kohn-
Sham equations for crystalline slabs. A Gaussian type of electronic smearing with 
a width of 0.1 eV was used to improve convergence of electronic self-consistent 
field calculations. Spin-polarization was needed to describe adsorption of atomic 
hydrogen. For bulk structure calculations, Monkhorst-Pack k-point grids [27] of 
(9 × 9 × 9) and (5 × 5 × 3) were used for ReO3 and WO3, respectively. The 
optimized lattice constant of 3.764 Å for the perfect cubic ReO3 structure is in 
good agreement with the experimental value of 3.748 Å [20]. The optimized 
lattice parameters of bulk monoclinic WO3, a=5.252 Å, b=5.043 Å, c=7.550 Å 
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and β=93.210º, are also in good agreement with the experimental values of 
a=5.278 Å, b=5.156 Å, c=7.664 Å and β=91.762º [21].  
 
The (001) surface slab with a c(2 × 2) super cell of ReO3 and WO3 were 
constructed from the optimized bulk structures, see Figure 8.1. The two 
heterostructure, WO3/ReO3 and ReO3/WO3, were modeled by replacing the top 
layer with another oxide, see Figure 8.1. Only minor slab relaxation was found for 
two heterostructures in the course of geometry optimization. A vacuum layer of 
15.0 Å was inserted in the z direction to avoid unphysical interactions between 
adjacent slabs. For calculations with adsorbates involved, the adsorbate as well as 
the atoms in the two top layers of the slab are allowed to relax while the atoms in 
the bottom two layers are fixed. Different k-point grids were tested and a (3 × 3 × 
1) k-point sampling was found accurate enough for surface calculations. For 
density of states (DOS) calculations, k-point grids of (5 × 5 × 1) were used. The 
Bader’s charge analysis [28] was performed using the method developed by 
Henkelman et al. [29]. All geometry optimizations were performed by using a 
conjugate-gradient or quasi-Newton scheme as implemented in VASP. The 
adsorption energy of H, H2, methanol and glycine is calculated as follows: ( )adsobatesurfacesurfaceadsorbateads EEEE +−= +                                (8.1) 
where 
surfaceadsorbateE +  is the total energy of the adsorbate interacting with the surface 
slab; 
surfaceE  is the total energy of the optimized surface slab; and adsorbateE  is the 
energy of a single hydrogen atom, a hydrogen molecule or a methanol molecule in 
vacuum. A negative 
adsE  value indicates the adsorption is energetically favorable. 
 
Transition states were located using the climbing image nudged elastic band (CI-
NEB) method [30]. The reaction energy of each reaction path is calculated as the 
energy difference between the final state and the initial state. The forward and 
reverse activation barriers of each reaction path are defined as the energy 
difference between the transition state and the initial and final state, respectively. 
 
 
8.3 Results and Discussion 
 
8.3.1 Hydrogen Adsorption 
 
In this work, we focus on hydrogen adsorption on the surface, not its diffusion 
into bulk. We first studied atomic hydrogen adsorption on the four surfaces. Three 
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possible surface sites, i.e., the single bonded terminal O1C, the bridging double 
bonded O2C, and the penta-coordinated metal site Re5C (or W5C) are available for 
hydrogen adsorption. The optimized structures for the ReO3 (001) surface are 
shown in Figure 8.2. The structural parameters and adsorption energies are 
summarized in Table 8.1. 
 
 
 
Figure 8.2: Calculated Bader charge changes upon atomic hydrogen adsorption on 
the ReO3(001) surface. (a) H on O1C site; (b) H on O2C site; and (c) H on Re5C site. 
The numbers in black represent the charges before adsorption. The numbers in 
blue represent the charges after adsorption. 
 
Surface Adsorption site Ead M6C-O1C M6C-O2C M5C-O2C Os-H/Ms-H
O1C -296.25 1.93 1.91 1.88 0.98 
O2C -200.06 1.76 2.08 2.04 0.98 
ReO3 
Re5C -141.52 1.72 1.91 1.87 1.71 
O1C -266.80 1.88 1.88 1.92 0.97 
O2C -265.09 1.71 2.06 2.04 1.00 
WO3 
W5C -7.90 1.71 1.90 1.93 2.34 
O1C -278.33 1.88 1.92 1.88 0.96 
O2C -211.21 1.73 2.10 2.05 0.98 
WO3/ReO3 
W5C -48.87 1.71 1.92 1.89 1.73 
O1C -266.82 1.93 1.92 1.87 0.98 
O2C -207.26 1.73 2.05 2.04 1.00 
ReO3/WO3 
Re5C -152.30 1.71 1.88 1.88 1.72 
 
Table 8.1: Energetics (kJ/mol) and structural parameters (Å) of atomic hydrogen 
adsorption on four model surfaces. The Os represents the bonded surface oxygen 
atom. The Ms represents the closest surface metal atom. 
 
The calculated adsorption energies of a hydrogen atom range from -7.9 kJ/mol at 
the W5C site of WO3(001) to -296.3 kJ/mol at the O1C site of ReO3(001). The 
oxygen sites (O1C and O2C) are energetically more favorable than the metal sites 
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(Re5C and W5C) to adsorb a hydrogen atom due formation of surface hydroxyl 
groups. Compared to the bridging O2C site, the unsaturated terminal O1C is more 
active. The adsorption energies at the O1C sites are higher than at the O2C sites by 
about 60~100 kJ/mol, with an exception of WO3(001), for which the adsorption 
energies are comparable, 266.8 and 265.1 kJ/mol, respectively. For the most 
stable hydrogen adsorption configuration (O1C site), the hydrogen binding on the 
ReO3(001) surface is the strongest and accounts to 296.3 kJ/mol. It drops to 266.8 
kJ/mol for ReO3/WO3 illustrating the effect of the heterostructure. The atomic 
hydrogen adsorption at the M5C site (M=W or Re) exposes differences between 
tungsten and rhenium. The adsorption on the W5C site of WO3(001) is very weak 
(-7.9 kJ/mol) with a W5C-H bond distance of 2.34 Å, indicating a physisorbed 
bonding state. On the other hand, the adsorption energy at the Re5C site of 
ReO3(001) is -141.5 kJ/mol and the Re5C-H bond length is much shorter, 1.71 Å. 
Overall, atomic hydrogen interacts with the conductive Re(001) surface more 
strongly than with the insulating WO3(001) surface. Perusal of the results for WO3 
and WO3/ReO3 further illustrates the effect of heterostructure. In comparison with 
WO3, WO3/ReO3 offers a strong preference for adsorption at the O1C, and the 
adsorption energy at the W5C site is increased to -48.87 kJ/mol. These differences 
must be attributed to the ReO3 substrate. 
 
To get more insights on how the variation of electronic structure affects the 
hydrogen adsorption, we performed Bader’s charge analysis and projected density 
of states (PDOS) calculations. Figure 8.3 shows the Bader charges for the empty 
ReO3(001) slab and for the same slab with a hydrogen atom adsorbed at the  Re5C, 
O1C, and O2C sites. For hydroxyl groups resulting from hydrogen adsorption on 
the O1C, and O2C sites, the effective charge on hydrogen is positive and effective 
negative charges on oxygens become more pronounced illustrating partial electron 
transfer from hydrogen to oxygen.  On the other hand, a hydrogen atom adsorbed 
at the Re5C site acquires an effective negative charge, indication a partial electron 
transfer from rhenium to hydrogen. In consequence, a hydridic hydrogen is 
formed, though its adsorption energy is not competitive with the O1C and O2C sites. 
From PDOS plots shown in Figure 8.3, it is clear that the antibonding 2p states of 
O1C and O2C, and antibonding 5d states of Re5C atom are responsible for the 
hydrogen adsorption. 
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Figure 8.3: DOS plots upon atomic hydrogen adsorption on the ReO3(001) surface. 
(a) H on O1C site; (b) H on O2C site; and (c) H on Re5C site. All the energies are 
shifted to zero at the Fermi level. 
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Different adsorption configurations were considered for molecular and 
dissociative adsorptions of a hydrogen molecule: (i) dissociative adsorption at the 
O2C site, (ii) dissociative adsorption at neighboring O2C sites; (iii) dissociative 
adsorption with one hydrogen atom at the O2C site and another at the M5C site; (iv) 
molecular hydrogen adsorption at the M5C site; (v) dissociative adsorption at the 
O1C site; (vi) dissociative adsorption at the O1C and O2C sites. Our results indicate 
that the adsorption energies are positive or larger than -3 kJ/mol for the first four 
cases. For this reason only the last two configurations are further considered and 
adsorption energies of a hydrogen molecule on the four surfaces are summarized 
in Table 8.2.  A hydrogen molecule dissociatively adsorbed at the O1C can be 
viewed as a water molecule adsorbed at the M5C site. 
 
 
 
Table 8.2: Energetics (kJ/mol) and structural parameters (Å) of dissociative 
adsorption of hydrogen molecule on four model surfaces. 
 
We will use a label “State 1” for a hydrogen molecule dissociatively adsorbed at 
the O1C site and “State 2” for a hydrogen molecule dissociatively adsorbed at the 
O1C site and at an adjacent O2C site.  The adsorption energies and energy barriers 
for the State 1 ↔ State 2 transformations are illustrated in Figure 8.4. One might 
expect that the stability of the both dissociatively adsorbed states will be the 
largest for the metallic slab ReO3 followed by the ReO3/WO3 heterostructure.  In 
the latter, the topmost layer is ReO3. However, the stability of State 1 evolves as 
WO3/ReO3 > ReO3 > ReO3/WO3 > WO3 illustrating unexpected properties of the 
WO3/ReO3 heterostructure. The stability of State 2 evolves as ReO3 > WO3/ReO3 
> ReO3/WO3 > WO3 illustrating again unexpected properties of the WO3/ReO3 
heterostructure. State 1 is energetically more favorable than State 2 for all slabs, 
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with the relative stability exceeding 32 kJ/mol for WO3/ReO3 and ReO3 and being 
smaller than 18 kJ/mol for WO3 and ReO3/WO3. 
 
 
 
Figure 8.4: Possible mechanisms of adsorptions of a hydrogen molecule on the 
four model surfaces. 
 
State 1 and State 2 might interconvert between each other. Thus we considered 
energetic barriers for the State 1 ↔ State 2 transformations. The forward reaction 
would correspond to breaking an O1C-H bond from State 1 and transferring the 
hydrogen atom to a nearby O2C atom. The results of NEB calculations for 
transition states (TS1-2) are summarized in Figure 8.4 and geometries of 
transition states are summarized in Table 8.2. The energies in Figure 8.4 are 
referenced with respect to State 0, which represents an empty slab and an isolated 
hydrogen molecule. As discussed above, the reaction State 1 → State 2 is 
endothermic for all slabs and the barrier for the forward reaction is the smallest 
for the ReO3/WO3 slab (49.1 kJ/mol) and the largest for the WO3 slab (70.9 
kJ/mol). For the reverse reaction the smallest barrier is for the WO3/ReO3 slab 
(23.6 kJ/mol) and the largest for the WO3 slab (53.5 kJ/mol). 
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Figure 8.5: Sideview of optimized geometries of different surface states for 
adsorption of a hydrogen molecule on the pure ReO3(001) surface. 
 
Taking ReO3 as an example, we show the optimized structures of State 1, TS1-2 
and State 2 in Figure 8.5. This figure and geometries listed in Table 2 illustrate 
that the slab is only slightly distorted in State 1. As hydrogen transfers through 
TS1-2 to State 2 a significant geometry relaxation of the slab is observed. In the 
initial state, which resembles a water molecule adsorbed at the R5C site, the O1C-H 
distance is only 0.97 Å. Next, the H(O1C) atom approaches the O2C atom and the 
O1C-H distance increases to 1.33 Å at TS1-2. This structural rearrangement is 
accompanied by a pronounced surface relaxation. In the final state, one hydrogen 
atom is bound at the O2C site and its distance from the O1C site is 2.07 Å. The 
surface remains strongly distorted upon formation of the O1C-H and O2C-H 
hydroxyl groups. Similar surface relaxation behavior was observed for the State 1 
→ State 2 reaction on three other slabs. 
 
One might expect that the conductive ReO3 surface will be the most favorable for 
the State 1 → State 2 reaction. The calculated barrier is, however, significant, 
58.4 kJ/mol, and the reaction is endothermic by 32.1 kJ/mol. A significant 
improvement is observed for the ReO3/WO3 slab, for which the barrier is reduced 
to 49.1 kJ/mol and the endothermicity to 8.4 kJ/mol! Thus the heterostructure 
ReO3/WO3 displays better properties for dissociation of molecular hydrogen than 
the ReO3 surface. Perusal of Figure 8.4 also illustrates activation of the WO3 
surface by putting the RO3 monolayer on the top and “passivation” of the ReO3 
surface by putting the WO3 monolayer on the top. 
 
Next we analyze the State 2 → State 1 reaction, which is equivalent to 
recombination of the O1C-H and O2C-H hydroxyl groups and formation of a water 
molecules (H2O1C) adsorbed on the surface metal site. The reaction is exothermic 
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for all four slabs, in particular for WO3/ReO3 (-46.5 kJ/mol) and ReO3 (-32.1 
kJ/mol). The same two slabs offer the lowest barriers for the recombination step: 
23.6 kJ/mol for WO3/ReO3 and 26.3 kJ/mol for ReO3, see Figure 8.4.  These 
barriers are much lower than the corresponding barriers (53.5 and 40.6 kJ/mol) on 
the pure WO3 and ReO3/WO3 surfaces. Advantageous properties of WO3/ReO3 in 
comparison with ReO3 illustrate that epitaxial heterostructures might be useful in 
catalytic applications. Similarly, the reactivity of WO3 surface can be improved 
by adding an overlayer of ReO3. 
 
The results presented above are consistent with experimental findings, which 
indicated that adsorption of hydrogen on WO3 could also lead to metallic tungsten 
via formation of hydroxyl groups and desorption of water [17]. 
 
8.3.2 Methanol Molecular Adsorption and Dissociation 
 
 
 
Figure 8.6: Methanol dissociation path on the ReO3(001) surface. Distances in Å. 
 
Methanol can molecularly adsorb at the M5C site (State 1) and dissociatively 
adsorb at the O1C and M5C sites (State 2). As shown in Figure 8.6 for ReO3(001), 
methanol molecularly adsorbs via the O-M5C bonding. The calculated adsorption 
energy spans a range from 65.6 kJ/mol for WO3 to 95.3 kJ/mol for ReO3, see 
Figure 8.7 and Table 8.3. The adsorption energies roughly correlate with the M5c-
O(OH) distance, which is the shortest for ReO3 and the longest for WO3. These 
distances are significantly longer than the M5C-O2C distances, which illustrate the 
physisorbed state of methanol. The calculated methanol adsorption energy on 
WO3 is -65.6 kJ/mol. This is in good agreement with previous experimental 
estimation of -70 kJ/mol [4]. 
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Figure 8.7: Possible mechanisms of adsorptions of a methanol molecule on model 
surfaces. 
 
 
 
Table 8.3: Energetics (kJ/mol) and structural parameters (Å) of molecular and 
dissociative adsorptions of methanol on four model surfaces. The O(OH) and 
H(OH) denote the oxygen and hydrogen atom in the hydroxyl group of methanol, 
respectively. M denotes Re or W. 
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We considered dissociation of molecularly adsorbed methanol via O-H bond 
breaking into a methoxy group followed by formation of a surface hydroxyl HO1C. 
As discussed in the Introduction, different decomposition paths were observed on 
the pure ReO3 and WO3 surfaces. Supported ReO3 was found to be catalytically 
very active [6, 14] while WO3 is almost inactive for methanol dissociation under 
UHV condition [4]. We first examined methanol dissociation on the pure 
WO3(001) surface. It is found that methanol dissociation is highly endothermic 
with a reaction energy of +102.5 kJ/mol, see also Ref. 19. This is consistent with 
experimental findings [4] that methanol does not dissociate on the  WO3(001) 
surface. We further calculated methanol dissociation on other three slabs. 
 
The stability of State 2 decreases from ReO3 through ReO3/WO3 to WO3/ReO3 
and the adsorption energies span a broad range from -85.3 to -36.3 kJ/mol. The 
State 1 → State 2 reaction is endothermic for all four slabs, see Table 8.3 and 
Figure 8.7. We also note the endothermicity of methanol dissociation is surface 
dependent. For example, methanol dissociation on the ReO3(001) surface (shown 
in Figure 8.7) is slightly endothermic (+10 kJ/mol). The endothermicity increases 
to 39.3 kJ/mol for ReO3/WO3 and 45.9 kJ/mol for WO3/ReO3. This trend is 
maintained for the forward barriers, with the smallest for ReO3 (29.1 kJ/mol) and 
the largest for WO3/ReO3 (55.0 kJ/mol). The small endothermicity and a low 
forward barrier for ReO3 is in agreement with previous experimental finding [6, 
14] that the supported ReO3 is a good catalyst for methanol decomposition 
reaction. We emphasize that the passive WO3 surface is activated when engaged 
in the WO3/ReO3 and ReO3/WO3 heterostructures. 
 
8.3.3 Glycine Molecular Adsorption 
 
We also studied molecular adsorption of a glycine molecule, both in the canonical 
and zwitterionic forms, on the (001) surface of ReO3. We found that the carbonyl 
oxygen of glycine binds the M5C site of the surface for both the canonical and 
zwitterionic glycine, and we show the optimized structures in Figure 8.8. Taking 
the most stable isolated canonical glycine as our reference, we found that the 
calculated adsorption energies for the canonical and zwitterionic glycine are -
109.0 and -123.9 kJ/mol, respectively, which indicates that adsorption on 
ReO3(001) surface is thermodynamically more favorable for the zwitterionic 
rather than canonical glycine. This is due to the formation of strong surface 
hydrogen bonds between the amine group of the zwitterionic glycine and the 
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surface O1C atoms. Such hydrogen bonds are not formed in the case of canonical 
glycine, because the hydroxyl group forms a surface hydrogen bond with the O1C 
atom from an adjacent unit cell. This drags the glycine molecule towards the next 
unit cell and places the amine group far from the surface O1C atoms in the 
reference unit cell.  
 
 
 
Figure 8.8: Glycine molecular adsorption on the ReO3(001) surface, (a) canonical 
tautomer, and (b) zwitterionic tautomer. Distances in Å. 
 
The zwitterionic glycine does not exist in the gas phase. Thus the initial 
adsorption of molecular glycine on ReO3(001) will involve the canonical tautomer. 
Our results indicate that the adsorption of zwitterionic glycine is 
thermodynamically more favorable by about 15 kJ/mol on ReO3(001). Therefore a 
very interesting question would be what is the reaction pathway which connects 
these two adsorption states. A proposed pathway is shown in Figure 8.9.  First the 
hydroxyl hydrogen of canonical glycine migrates to a nearby O1C atom and forms 
a surface hydroxyl group. Next, the surface hydroxyl group rotates toward the 
amine group of glycine in the neighboring unit cell. Finally the surface hydroxyl 
hydrogen migrates to the amine group and forms an adsorbed zwitterionic glycine. 
The whole process might be viewed as surface assisted intermolecular proton 
transfer. The proposed mechanism is currently scrutinized. The adsorption of 
canonical and zwitterionic glycine on other model surfaces will be studied. We 
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will also explore the effect of overlayer-like interface structures on barriers 
associated with the canonical-zwitterion transformations. 
 
 
 
Figure 8.9: Possible pathway of interconversion between adsorption states of 
canonical and zwitterionic glycine. 
 
 
8.4 Summary 
 
To understand surface reactivity of epitaxial heterostructures made of metal 
oxides displaying different electronic structure,  a comparative study on 
adsorption and reactivity of hydrogen and methanol on model (001) surfaces of 
ReO3, WO3,  as well as their heterostructures ReO3/WO3 and WO3/ReO3  has 
been performed at the density functional theory level. The wide band gap WO3 
and the conductive ReO3 were chosen due to their structural similarity. 
 
Atomic hydrogen adsorption at the terminal O1C site is the energetically most 
favorable on all four surfaces. The Bader charge and PDOS analyses clearly 
suggest that the antibonding O1C(2p) is responsible for hydrogen adsorption. 
 
Dissociative adsorption of a hydrogen molecule at the O1C site leads to formation 
of a water molecule adsorbed at the surface M5C site. This is thermodynamically 
the most stable state. A thermodynamically less stable dissociative state involves 
two surface hydroxyl groups O1CH and O2CH. We also determined energy barriers 
that separate these two states. The interaction of hydrogen with pure ReO3 is 
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stronger than with pure WO3 and the strength of the interaction substantially 
changes on the WO3/ReO3 and ReO3/WO3 heterostructures.  In particular, the 
barrier and endothermicity for the forward reaction is reduced by 9.3 and 23.7 
kJ/mol upon the replacement of ReO3 with ReO3/WO3. The recombination of the 
O1C-H and O2C-H hydroxyl groups and formation of a water molecules (H2O1C) 
adsorbed on the surface metal site was found to be  exothermic for all four slabs, 
in particular for WO3/ReO3 (-46.5 kJ/mol) and ReO3 (-32.1 kJ/mol). The same 
two slabs offer the lowest barriers for the recombination step: 23.6 kJ/mol for 
WO3/ReO3 and 26.3 kJ/mol for ReO3. 
 
We considered dissociation of molecularly adsorbed methanol via O-H bond 
breaking into a methoxy group followed by formation of a surface hydroxyl HO1C. 
In agreement with past experimental observations, our calculations show that 
methanol does not dissociate on WO3(001) surface with a barrier exceeding 100 
kJ/mol. The calculated adsorption energy of methanol on WO3(001) of -65.6 
kJ/mol is consistent with the previous experimental estimation of -70 kJ/mol. 
However, the reactivity of methanol increases on the ReO3/WO3 and WO3/ReO3 
heterostructures, with the ReO3 surface remaining the most reactive. 
 
For adsorption of a glycine molecule, we found that the interaction with the 
ReO3(001) surface could stabilize the zwitterionic glycine. In fact, the adsorbed 
zwitterionic glycine is more stable by about 15 kJ/mol than the adsorbed 
canonical glycine. The results of this study demonstrate that zwitterionic glycine 
might be experimentally probed not only in solvents but also when adsorbed in 
surfaces of properly selected metal oxides.  
 
In summary, the results of our comparative theoretical study performed for the 
four model surfaces indicate the catalytic reactivities of surfaces of conductive 
and semiconductive transition metal oxides might be tuned by making overlayer-
like interfacial structures. The possibilities for improved catalytic activities should 
be further explored in future theoretical and experimental studies. 
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Chapter 9 
 
Summary and Future Work 
 
In the current thesis, we have discussed small biomolecules in the gas phase as 
well as interactions between surfaces of metal oxides and small molecules, 
hydrogen and methanol. Our goal includes both methodology development and 
computational applications. 
 
As the starting point, we developed a new tool, which we call SSC, denoting 
Systematic Screening of Conformers. A library of potentially relevant conformers 
can be created with SSC, which facilitates a systematic search of the 
conformational space of a selected chain-like molecule. Each member of the 
library is prescreened at a predefined level of theory and the most promising 
conformers are identified. Finally, they are further evaluated at a higher level of 
theory to identify the most stable structures and their physicochemical properties. 
Our tool is fully automated and a user has control which dihedral angles will be 
probed and with which increments. Moreover, whole fragments of the molecule, 
which are adjacent to each selected rotational bond, are rotated in a properly 
selected cylindrical coordinate system and unchemical hybridizations and some 
“clashes” between neighboring groups, which are common when standard 
Z-matrices are used, are avoided. Looking forward in the future, a more 
user-friendly graphical interface could be created, based on the algorithms which 
we have developed for SSC. In addition, these algorithms might also be 
implemented into a current available computational chemistry code, to make a 
one-stop conformational search possible. 
 
We recognize that the systematic search approach might be unfeasible for bigger 
molecules, if one chooses a relatively accurate method to describe the potential 
energy surface (PES). To find the global minima of such systems, we would need 
a more intelligent and powerful method. For this reason, we suggested a concept 
of generalized simulated annealing protocols. We suggested that the barriers 
separating minima on a PES might be suppressed by subtracting selected force 
field terms from the original PES. We used the resulting deformed PES in  
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standard molecular dynamics (MD) simulations. Taking ethanolamine as our 
initial model system, we found that the MD trajectories on the original and 
deformed PESs of ethanolamine differ markedly. The former gets stuck in a 
local minimum basin while the latter moves quickly to the global minimum 
basin, which shows the good performance of our idea on searching for the 
global minimum of ethanolamine on a deformed PES. The current idea should 
be tested on bigger systems to further check its efficiency. 
 
Besides these methodological developments, we also paid attention to 
theoretical accuracy. We revisited the two most stable conformers of canonical 
glycine by highly accurate theoretical calculations up to the 
CCSD(T)/aug-cc-pVQZ level. Our results showed that considering both the 
computational cost and accuracy, the MP2/aug-cc-pVDZ method is 
recommended for geometry optimizations and the CCSD(T)/aug-cc-pVTZ 
method is recommended for single point energy calculations to determine the 
relative energies of the different conformers. Our subsequent benchmark 
calculations also showed that B3LYP gives the best performance among all the 
density functionals considered in the current contribution for the description of 
the relative energy of the two glycine conformers, and this finding should be 
further explored on more complex biomolecules.  
 
Further, we performed a structural characterization for a typical isolated 
nucleoside, 2’-deoxycytidine (dC), through extensive quantum chemical 
calculations. Conformers of the canonical tautomer, and selected isomers and 
non-canonical tautomers have been studied. We considered neutral molecules as 
well as their anionic and cationic radicals. We also analyzed the effect of 
crystalline environment on the conformational structure of dC. Our results 
indicated that the neutral canonical dC in the gas phase favors syn rather than 
anti conformations. The thermodynamics dominance of syn conformations 
results from the formation of an intramolecular O5’-H13…O2 hydrogen bond. 
We have also demonstrated that the C2’-endo sugar puckering is favorable in the 
gas phase. Our results have confirmed that valence anions of dC are 
adiabatically bound. The most stable valence anions proved to be the α-anomer 
and a syn canonical conformer. The glycosidic bond cleavage has been studied 
for the neutral, anionic, and cationic dC. The barrier for cleavage is significant 
in the neutral dC, 47.8 kcal/mol, and it is reduced by 16-19 kcal/mol for charged 
dC, either cationic or anionic. Finally we analyzed the problem why dC 
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molecules favor anti conformation in the crystalline phase but syn 
conformations in the gas phase. We have demonstrated that intermolecular 
hydrogen bonds favor anti conformers in the experimental structure of the 
molecular crystal of dC. These results clearly showed the structural flexibility of 
a relatively small biomolecule. From the point of view of biological relevance, 
these results should be further validated through comparisons with theoretical 
and experimental results which are available for bigger biological model 
systems. 
 
Finally, we considered interactions between surfaces of metal oxides and small 
molecules, which could be precursors of biomolecules. Comparative studies of 
adsorptions of atomic and molecular hydrogen as well as methanol on four 
model surfaces, ReO3, WO3, and ReO3/WO3 and WO3/ReO3 heterostructures, 
have been performed at the density functional theory level. For adsorption of 
atomic hydrogen the O1C site is energetically the most favorable for all four 
surfaces. We also performed Bader’s charge analysis and local DOS analysis, 
which provide a clear physical picture of hydrogen adsorptions, and facilitate a 
better understanding of the mechanisms behind these elementary processes. For 
adsorption of a hydrogen molecule, we have found two possible surface states 
which support adsorption of a hydrogen molecule, one is the molecular 
adsorption at the O1C site, which is energetically more favorable, and the other is 
the dissociative adsorption at the O1C site and at one of its neighboring O2C sites. 
We found that the ReO3 based surfaces have stronger interactions with the 
adsorbate hydrogen molecule, compared with the WO3 based surfaces, and 
making overlayer-like interfacial structures could lower transition barriers and 
modify endothermicity. Our adsorption energy for a methanol molecule on 
WO3(001) is in good agreement with experimental findings. Our results also 
confirm that methanol does not dissociate on WO3(001). For adsorption of a 
glycine molecule on ReO3(001), we found that the adsorption of a zwitterionic 
tautomer is thermodynamically more favorable than the canonical tautomer by 
15 kJ/mol, due to the formation of strong surface hydrogen bonds between the 
amine group of the zwitterionic glycine and the surface O1C atoms. The results 
of our comparative theoretical study performed for the four model surfaces 
indicate the catalytic reactivities of surfaces of conductive and semiconductive 
transition metal oxides might be tuned by making overlayer-like interfacial 
structures. The possibilities for improved catalytic activities, and whether the 
surfaces of metal oxides could catalyze and assist prebiotic synthesis of small 
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biomolecules, should be further explored by theoretical and experimental studies 
in the future. 
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Appendix A 
 
Normal Modes and Thermodynamic 
Information 
 
A.1 Normal Modes 
 
Take a linear triatomic molecule BAB as an example, ignore the bending 
vibrations, and assume the displacements of three atoms B, A and B along the axis 
of the molecule are 1ξ , 2ξ  and 3ξ , respectively. For atom pairs in the two bonds 
of B-A and A-B, considering their relative displacements are 1 2ξ ξ−  and 3 2ξ ξ− , 
and they have the same force constants (say k), the potential energy could be 
written as below according to Eq. (2.31), 
( ) ( ) ( )2 21 2 3 21 10 2 2k ke eE E k kξ ξ ξ ξ≈ + − + − .             (A.1) 
According to Eq. (2.32), 1 2
i
i
i
q
m
ξ = , insert it into Eq. (A.1), and consider that 
2
0
k
e
ij
i j
EK
q q
⎛ ⎞∂= ⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
, we have the force constants matrix as below, 
( )
( ) ( )
( )
1 2
1 2 1 2
1 2
0
2
0
B A B
A B A A B
A B B
k m k m m
k m m k m k m m
k m m k m
⎛ ⎞−⎜ ⎟⎜ ⎟= − −⎜ ⎟⎜ ⎟−⎝ ⎠
K .          (A.2) 
To remove cross terms of the mass-weighted coordinates iq  from Eq. (A.1), we 
would have to diagonalize the above matrix. The diagonalization could be done 
through a standard procedure, in which we solve the following secular equation, 
( )
( ) ( )
( )
1 2
1 2 1 2
1 2
0
2 0
0
B A B
A B A A B
A B B
k m k m m
k m m k m k m m
k m m k m
λ
λ λ
λ
− −
− = − − − =
− −
1K .      (A.3) 
As a result, we get the roots of the above equation for λ  as below, 
1 2 30,    ,   
B
k k
m
λ λ λ μ= = = ,                     (A.4) 
in which the effective mass 
2
A B
A B
m m
m m
μ = + . Considering the eigenvectors of K , 
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denoted as lQ , are linear combinations of iq , l il i
i
Q c q=∑ , they could be 
determined by solving the following set of simultaneous equations, ( ) 0ij l jl jl
j
K cλδ− =∑ ,                       (A.5) 
in which 1,2,3i =  and 1,2,3l = . For 1l = , which corresponds to 1 0λ = , Eq. 
(A.5) becomes 
1 0ij j
j
K c =∑ .                          (A.6) 
Considering the normalization condition 2 2 211 21 31 1c c c+ + =  has to be satisfied, we 
get 
1 2 1 2
11 31 21, B A
m mc c c
m m
⎛ ⎞ ⎛ ⎞= = =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ,                   (A.7) 
in which 2A Bm m m= +  is the total mass of the molecule. In this way, we get 
( )1 2 1 2 1 21 1 2 31 21 B A BQ m q m q m qm= + + ,                  (A.8) 
and 1Q  corresponds to the translational mode of the molecule. For 2l =  and 
3l = , which correspond to 2λ  and 3λ  respectively, the normal coordinates 2Q  
and 3Q  could also be determined in the same way as 1Q , and finally we get 
( )1 22 1 312Q q q
⎛ ⎞= −⎜ ⎟⎝ ⎠ ,                       (A.9) 
( )1 2 1 2 1 2 1 23 1 2 31 22 A B AQ m q m q m qm⎛ ⎞= − +⎜ ⎟⎝ ⎠ ,               (A.10) 
in which 2Q  and 3Q  correspond to the symmetric and antisymmetric stretching 
vibrations of the molecule, respectively. 
 
 
A.2. Thermodynamic Information 
 
To calculate the thermodynamic properties of an ideal gas, one needs to start from 
the determination of a molecular partition function, which carries all 
thermodynamic information of the entire system. Partition function of the entire 
system consisting of N  molecules could be written as below, 
!
NqQ
N
= ,                        (A.11) 
in which q  is the molecular partition function, and it could be expressed as a 
product of partition functions corresponding to different types of motions due to 
the Born-Oppenheimer approximation, which enables one to write the total energy 
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as a sum of energies resulting from different types of motions. In this way, we 
have 
trans rot vib elecq q q q q= × × × ,                 (A.12) 
in which transq , rotq , vibq  and elecq  are translational, rotational, vibrational and 
electronic partition functions, respectively. A few models could be employed to 
simplify the expressions of these component parts of the molecular partition 
function, including particle in a box, harmonic oscillator and rigid rotor. Finally, 
we get their expressions which are used in Gaussian and we summarize them as 
below, 
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       (A.13) 
in which m  is the mass of a molecule, Bk  is the Boltzmann factor, T  is the 
temperature of the ideal gas, R  is the ideal gas constant, h  is the Planck 
constant, P  is the pressure of the ideal gas, rσ  is the symmetry number 
indicating the number of indistinguishable orientations of a molecule, jI  are the 
moments of inertia along different axis, Kω  are the vibrational frequencies 
corresponding to different normal vibrational modes K , and 0ω  is the electronic 
degeneracy of the molecule in the ground state. Once these components of the 
molecular partition function are known, then the molecular partition function and 
partition function of the entire system could also be determined, through which 
the internal energy, the entropy, the enthalpy, and the Gibbs energy could be 
calculated. Expressions for these thermodynamic quantities as a function of Q  
are summarized as below, 
2 ln ,
lnln ,
,
.
B
V
B
V
QU k T
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QS k Q T
T
H U RT
G H TS
∂⎛ ⎞= ⎜ ⎟∂⎝ ⎠
⎡ ⎤∂⎛ ⎞= + ⎜ ⎟⎢ ⎥∂⎝ ⎠⎣ ⎦
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= −
                (A.14) 
 
  
