Abstract. We prove that for every smooth hyperbolic polynomial h there is another hyperbolic polynomial q such that q · h has a definite determinantal representation. This is proved by considering sum-of-squares decompositions of the Bézout matrix. Besides linear algebra, the proof relies on results from real algebraic geometry.
Introduction
A homogeneous polynomial h ∈ R[x] = R[x 1 , . . . , x n ] is said to be hyperbolic with respect to e ∈ R n , if h does not vanish in e and if for every v ∈ R n , the univariate polynomial h(t e + v) ∈ R[t] has only real roots. The hyperbolicity cone C h (e) of h at e is the set of all v ∈ R n such that no zero of h(t e + v) is strictly positive. Hyperbolicity cones are semi-algebraic convex cones, as shown for example in [6] .
The interest in hyperbolic polynomials was originally motivated by the theory of partial differential equations (see for example [5, 14] ). But lately, interest arose in the area of optimization, especially semidefinite optimization (see for example [9, 11, 18] ). In particular the connection to polynomials with a definite determinantal representation has attracted much attention: A homogeneous polynomial h ∈ R[x] has a definite determinantal representation, if there are symmetric matrices A 1 , . . . , A n ∈ Sym d (R) with h = det(x 1 ·A 1 + . . . + x n ·A n ) and if A(e) = e 1 A 1 + . . . + e n A n is positive definite for some e ∈ R n . It is easy to see that such polynomials are hyperbolic with respect to e. An important result of Helton and Vinnikov [11] says that conversely every hyperbolic polynomial in three variables has a definite determinantal representation. This holds no longer true for more than three variables. Actually Brändén [3] found a hyperbolic polynomial h in four variables such that no power h N admits a definite determinantal representation (a good review about these topics can be found in [19] ). But still one can ask whether some multiple of any hyperbolic polynomial admits a determinantal representation. This is exactly what we will prove in the case where the hyperbolic polynomial has no real singularities (Theorem 4.17):
Theorem. Let h ∈ R[x] be hyperbolic with respect to e ∈ R n . Assume that h has no real singularities. Then there is a hyperbolic polynomial q ∈ R[x], such that q · h has a definite determinantal representation.
Note that if one omits the condition that the determinantal representation is definite at some point, a stronger statement is true: If f ∈ R[x] is a homogeneous polynomial, then there is a linear form l ∈ R[x], such that l N · f has a (not necessarily definite) determinantal representation, see [10] .
The proof is split into two different parts. In Section 2 and 3 we show how determinantal representations arise from certain sum-of-squares decompositions of the Bézout matrix. In addition to that, we will examine in Section 3 how the Bézout matrix behaves in the case when the hyperbolic polynomial has a definite determinantal representation or when some power of it admits one. This part uses only basic methods from linear algebra. Note that a similar approach was tried in [15] , using the Hermite matrix instead of the Bézout matrix. They obtained a determinantal representation with rational entries.
In Section 4 we will show that such sum-of-squares decompositions from which we can construct a determinantal representation of some multiple always exist in the case when the hyperbolic polynomial has no real singularities. This part of the proof crucially relies on results from real algebraic geometry. . In this section, we consider the following problem:
Some linear algebra
Under what conditions do symmetric matrices A 1 , . . . , A n ∈ Sym N d (R) exist such that
We will approach this problem using only techniques from linear algebra.
d+1 and let w = m d . Then we can find a real symmetric matrix A ∈ Sym N d (R), such that we have for all 0 ≤ i < j ≤ d + 1:
The crucial point of this proof is the observation that for all 1 ≤ k ≤ N d there is exactly one 0 ≤ l ≤ d such that the kth component of w l is not zero, since w is the vector of monomials of degree d. Consider the equation (2.1) poses for i = 0 and 1 ≤ j ≤ d + 1:
It is easy to see that for every 1 ≤ j ≤ d + 1 this equation, taken by itself, is solvable. Furthermore we can solve these equations simultaneously for all 1 ≤ j ≤ d + 1 since no entry of A appears in more than one of these equations, by our observation from above. Now let 0 < i 0 ≤ d and assume that A already satisfies the equations from (2.1) for all 0 ≤ i < j ≤ d + 1 with i < i 0 . Consider the equation (2.1) poses for i = i 0 and i 0 < j ≤ d + 1:
If we consider the right-hand side as a fixed polynomial that is homogeneous of degree 2 · d + 1 − (i 0 + j), we see analogously to the case i = 0 that we can solve these equations simultaneously without changing entries of A which have appeared in the equations that we already solved.
Then we can find a N d × N e matrix B with real entries, such that we have for all 0 ≤ i ≤ e + 1 and 0 ≤ j ≤ d + 1: 
It is easy to see that we can solve these equations simultaneously for all 1 ≤ j ≤ d + 1 since no entry of B appears in more than one of these equations, by our observation from above. Now let 0 < i 0 ≤ d and assume that B already satisfies the equations from (2.2) for all 0 ≤ j ≤ d + 1 and 0 ≤ i < i 0 . In particular this implies that 
If we consider the right-hand side as a fixed polynomial that is homogeneous of degree d + e + 1 − (i 0 + j), we see analogously to the case i = 0 that we can solve these equations simultaneously without changing entries of B which have appeared in the equations that we already solved.
Finally let i 0 = d + 1 and assume that B already satisfies the equations from (2.2) for all 0 ≤ j ≤ d + 1 and 0 ≤ i ≤ d. In particular this implies that
. This is exactly the equation (2.2) poses for i = d + 1.
Proof. We prove a) and b) simultaneously by induction on n. In the case n = 0 both a) and b) are trivially true, since m d = t d , m e = t e and N d = N e = 1. Now let n > 0 and assume that the claim holds true for all 0 ≤ n < n. Let v = m d . We will show that we can find a symmetric matrix A 0 with real entries and a symmetric matrix A with entries in 
The proof of b) is similar to that a). Let v = m d and w = m e . We will show that we can find a matrix B 0 with real entries and a matrixB with entries in
are conditions of the same type as in b) on disjoint submatrices ofB. Therefore we get the claim from the induction hypothesis. The case where i = e + 1 or j = d + 1 follows from our choice of B 0 .
In particular, we see from the proof of Proposition 2.3a) that the following Corollary is true. This is the statement we will use in the next section.
Let w be the vector of all monomials in x 1 , . . . , x n , t of degree d where t occurs of degree at most e. Let N be the length of
, such that t occurs of degree at most e + 1 in every entry of f , and let A ∈ Sym N (R), such that for all 0 ≤ i < j ≤ e we have:
Proof. As in the preceding proofs, for all 1 ≤ k ≤ N there is exactly one 0 ≤ l ≤ e such that the kth component of w l is not zero. Furthermore, the non-zero entries of w l are exactly the monomials of degree d − l in x 1 , . . . , x n . Thus the equations B · w i = f i − A · w i−1 for 0 ≤ i ≤ e are conditions on disjoint submatrices of B. From (2.3) it follows that these conditions are of the same type as in Proposition 2.3 a) or b). The identity (2.3) also implies that A · w e = f e+1 . Thus, by Proposition 2.3, we can find such a matrix B.
The Bézout Matrix
We use the same notation as in the previous section. Let h ∈ R[x, t] d and p ∈ R[x, t] d−1 be two homogeneous polynomials. The Bézout matrix of the polynomials h and p is the
The following identity for the coefficients b ij will be very useful (see [13, §2.1.]):
It follows for the case i > 1:
It is a classic result (see [13, §2.2] ) that if the univariate polynomial f ∈ R[t] has only simple and real roots, then the Bézout matrix B(f, f ) is positive definite. Now [11, Theorem 5.2] states that if h ∈ R[x, t] is hyperbolic with respect to e = (0, . . . , 0, 1) T , and if h has no real singularities, then the polynomial h(v, t) ∈ R[t] has only simple and real roots for all 0 = v ∈ R n . Putting this together, we find that the following Theorem holds true.
Theorem 3.1. Let h ∈ R[x, t] be hyperbolic with respect to e = (0, . . . , 0, 1) T and assume that h has no real singularities. Then the Bézout matrix B(h,
The following Lemma will be crucial for the main result of this paper.
for some e ≥ 0. Let w be the vector of all monomials in x 1 , . . . , x n , t of degree d + e − 1 where t occurs of degree at most d − 1. Let N be the length of w. Assume that there is a symmetric matrix A ∈ Sym N (R) that satisfies
where S is the N × d matrix that has w 0 , . . . , w d−1 as columns. Then there is a symmetric matrix
N e such that w T ·v = q ·p. We will show that A, w and f := h·v satisfy the conditions of Corollary 2.4. We have on the left-hand side of (2.3) for all 1
, and on the right-hand side of (2.3) we have
It follows from identity (3.1) that both coincide. It remains the case i = 0 and 1 ≤ j ≤ d − 1. In this case, we have on the left-hand side
And on the right-hand side: w
As an immediate consequence, we get the following Proposition. 
for some e ≥ 0. Let w be the vector of all monomials in x 1 , . . . , x n , t of degree d + e − 1 where t occurs of degree at most d − 1 and let N be the length of w. Let S be the N × d matrix that has w 0 , . . . , w d−1 as columns. Assume that there is a positive definite matrix A ∈ Sym N (R) that satisfies
Then there is a homogeneous polynomial 0 = g ∈ R[x, t], such that g · h has a definite determinantal representation.
Proof. By the preceding Lemma, there is a matrix
. This is a definite determinantal representation of f . We will show that h divides f . Since h is square-free, it suffices to show that for all a ∈ C n+1 we have f (a) = 0 whenever h(a) = 0. This is clear for a = 0. Thus, let 0 = a ∈ C n+1 such that h(a) = 0. This implies (a n+1 · A + B(a)) · w(a) = 0. Since a ∈ C · (0, . . . , 0, 1)
T , we have w(a) = 0 and therefore f (a) = det(a n+1 · A + B(a)) = 0.
In the next section, we will prove a Positivstellensatz for matrices that ensures the existence of such a positive definite matrix A as in Proposition 3.3 in the case where h is hyperbolic with respect to (0, . . . , 0, 1)
T and has no real singularities.
Example 3.4. We give an explicit example for what we have done so far. Consider
We calculate the Bézout matrix of h and p: 
Since A is positive definite we expect that some multiple of h has a definite determinantal representation. Indeed, h divides det(t A + x 1 B + x 2 C) with For the rest of this section we will examine how the Bézout matrix of h behaves if h resp. h r has a definite determinantal representation.
Assume that we have symmetric matrices A, A 1 , . . . , A n ∈ Sym N (R) such that
N . Let p = v T · f and let S be the matrix that has f 0 , . . . , f d−1 as columns. Then we have the following identity for the Bézout matrix:
Proof. We writeÃ = x 1 ·A 1 + . . . + x n ·A n . By assumption we have for all 0 ≤ j ≤ d:
We will prove this by induction on i. From (3.2) we get the following two identities:
SinceÃ is symmetric, we obtain by subtracting one from the other:
Since A is symmetric we may assume j ≥ i. From (3.2) we get the following two identities:
We obtain by subtracting one from the other and by applying the induction hypothesis:
If we apply (3.1) on the last identity, we get the claim.
Proof. Let a ∈ R n+1 such that h(a) = 0. Consider the univariate polynomial p = h(a 1 , . . . , a n , a n+1 − t).
Since p r is the characteristic polynomial of the matrix M = a 1 A 1 + . . . + a n A n + a n+1 I
and since p has a root of order at least r at t = 0, the kernel of M is at least r-dimensional. Because this holds true for all a ∈ R n+1 with h(a) = 0, it follows that h divides all (rd−r+1)-minors of t I + x 1 A 1 + . . . + x n A n . Hence the polynomial h r−1 divides all (rd − 1)-minors by [17, Lemma 4.7] .
As a corollary of this lemma, we get the following upper degree bound in the case where h r has a definite determinantal representation. A similar result can be found in [16] . , we can find an invertible matrix S of size dr × dr with real entries such that Sf has at most
entries that are non-zero. Therefore there is a symmetric submatrix of (S −1 )
whose determinant is divisible by h (cf. the proof of Proposition 3.3). 
Proof. Consider a definite determinantal representation
Part b) follows directly from Lemma 3.5 and Lemma 3.6 by letting f be the first column of 1 h r−1 adj(t I + x 1 A 1 + . . . + x n A n ). If we consider the case r = 1, we obtain a). T S. We denote by Σ(α) the set of all matrices in M(α) that are a sum of squares. This is a full-dimensional convex cone, i.e. for all f, g ∈ Σ(α) and a, b ≥ 0 we have af + bg ∈ Σ(α). The goal of this section is to show that if A ∈ M(α) is positive definite, then we can find a q ∈ R[x] 2d for some d ≥ 0, such that q · A lies in the interior of the cone Σ(α + d).
In [7] the authors proved a generalization of Artin's solution to Hilbert's 17th problem. The following Lemma is a slightly varied version of it.
Lemma 4.4. Let A ∈ M(α) be positive definite. Then there is a positive definite form p ∈ R[x] 2d such that p · A is a sum of squares.
Proof. Letx = (x 1 , . . . , x n−1 ) and letÃ = A(x, 1). We improve the proof in [12] . Let
be the characteristic polynomial ofÃ. Note that a i is the sum of all symmetric i × i minors ofÃ. Without loss of generality, we assume that m is odd. If m is even, then the argument is the same. By the Cayley-Hamilton theorem we have
which is strictly positive on R n−1 such that q · a i is a sum of squares for all 1 ≤ i ≤ m, since every symmetric minor ofÃ is strictly positive on R n−1 . Therefore qB is a sum of squares. From the elementary properties of the adjugate matrix we obtain
Let f = q 2 det(B) 2 and let 2d n = deg(f ). For all v ∈ R n−1 we have f (v) > 0. Because qB is a sum of squares and B and adj(B) commute withÃ, it follows that fÃ is a sum of squares, i.e. we have fÃ = S T S for some matrix S = (s ij ) 1≤i≤m ,1≤j≤m with s ij ∈ R[x]. Since A is positive definite, the jth diagonal entry ofÃ has degree 2α j . Thus we have
The polynomial p n is homogeneous of degree 2d n and for all v ∈ R n we have p n (v) > 0 if v n = 0. It is easy to see that we have p n A = S T S where S = (s ij ) ij and
Replacing x n by x i for 1 ≤ i ≤ n we obtain a homogeneous polynomial
n with v i = 0 and such that p i A is a sum of squares. Let d = max i (d i ) and consider the homogeneous polynomial
It follows that p is positive definite and that pA is a sum of squares. We calculate the characteristic polynomial ofÃ = A(x 1 , 1):
Thus, we finally obtain (3 x (1) Recall that a subcone F of a convex cone C ⊆ R n is called a face of C if for any a, b ∈ C, whenever a + b ∈ F , we must have a, b ∈ F . Every point of a convex cone lies in the interior of a unique face of it. Now let A ∈ Σ(α). It is not hard to see that 
, then we can find for all 1 ≤ i ≤ r a positive scalar λ i > 0 and f i1 , . . . , f is i ∈ L(A) such that
Therefore the unique face of Σ(α) whose interior contains A is
(2) Let A ∈ Σ(α). There is a connection between L(A) and linear forms in the dual cone Σ(α) * that vanish at A. Recall that
To every linear form l ∈ M(α) * we can associate a symmetric bilinear form b l defined on L(α) by setting
Now we have l ∈ Σ(α) * if and only if b l is positive semidefinite (cf. e.g. [1, Lemma 2.1]). Now let l ∈ Σ(α) * and l(A) = 0. Let f 1 , . . . , f r ∈ L(A) such that
Since b l is positive semidefinite, this implies that L(A) ⊆ ker(b l ).
Examples 4.9.
(1) Let α = (1, 2). Consider the matrix
∈ M(α).
If y
T Ay is written as a sum of squares y T Ay = k f k , then each f k must vanish at each real point where y T Ay vanishes. Therefore we have
And since it is
we have L(A) = V . (2) Consider the following three polynomials The symmetric bilinear form b l defined as in Remark 4.8 is positive semidefinite, therefore we have l ∈ Σ(3) Thus we have x i ·f ∈ L(qA) for all 1 ≤ i ≤ n. This implies the claim.
As a corollary we get the following well known fact. 3 )f is an inner point of Σ(4). Now we are able to prove the main result of this work.
Theorem 4.17. Let h ∈ R[x] be hyperbolic with respect to e ∈ R n . Assume that h has no real singularities. Then there is a hyperbolic polynomial q ∈ R[x], such that q ·h has a definite determinantal representation.
Proof. Let h ∈ R[x] d be hyperbolic with respect to e ∈ R n . After a linear change of variables we may assume that e = (0, . . . , 0, 1). We assume that h has no real singularities. The Bézout matrix B = B(h, Remark 4.18. Note that Theorem 4.17 makes no statement about the hyperbolicity cones of q and h. It would be desirable that the hyperbolicity cone of q contains that of h, since this would prove that the hyperbolicity cone of h is a so-called spectrahedral cone. The generalized Lax conjecture states that every hyperbolicity cone is a spectrahedral cone.
