The most popular weight restrictions are assurance regions (ARs), which impose ratios between weights to be within certain ranges. ARs can be categorized into two types: ARs type I (ARI) and ARs type II (ARII). ARI specify bounds on ratios between input weights or between output weights, whilst ARII specify bounds on ratios that link input to output weights. DEA models with ARI successfully maximize relative efficiency, but in the presence of ARII the DEA models may under-estimate relative efficiency or may become infeasible. In this paper we discuss the problems that can occur in the presence of ARII and propose a new nonlinear model that overcomes the limitations discussed. Also, the dual model is described, which enables the assessment of relative efficiency when trade-offs between inputs and outputs are specified. The application of the model developed is illustrated in the efficiency assessment of Portuguese secondary schools.
Introduction
for bank branches and Olesen and Petersen, 2002 for hospitals). However, similar problems occur in the presence of ARII, which may justify the small number of empirical applications that used DEA models with ARII (see e.g. Thanassoulis et al., 1995 , that applied ARII for English Perinatal Care units). The use of ARII has been more frequent in ''profit ratio models", which differ from standard DEA because the constraints imposing the ratio of virtual outputs to virtual inputs to be lower or equal to one are removed for all DMUs (see e.g. Thompson et al., 1995 Thompson et al., , 1996 Thompson et al., , 1997 . Thompson et al. (1990) and Thompson and Thrall (1994) pointed a limitation associated with the use of ARII in DEA models, which is the possibility of the model being infeasible for some or all DMUs. To overcome this limitation, Thompson and Thrall (1994) introduced a nonlinear DEA model that can retrieve the correct relative efficiency scores in the presence of ARII. As mentioned by the authors, the model was only solved for the special case of a single output and two inputs. Tracy and Chen (2005) also addressed this issue for a generalised form of weight restrictions, which encompass all forms of weight restrictions described in the literature. In fact, as explained in the next sections, our approach is similar to that of Tracy and Chen (2005) and solves some of its problems for the special case of ARII.
In this paper we explore the use of DEA models with ARII. The main limitations of these models, in addition to the infeasibility problem mentioned above, include the under-estimation of relative efficiency and the definition of a frontier for the production possibility set that may not include any of the observed DMUs. To overcome these limitations, inspired by the ideas of Thompson and Thrall (1994) and Podinovski and Athanassopoulos (1998) , we propose the use of a nonlinear model that is equivalent to a Maximin model. This paper is organized as follows. Section 2 explores the problems of using ARII associated to a standard formulation of the DEA model. The limitations of this procedure are illustrated using an example. Section 3 develops a new formulation of the DEA model that overcomes the problems described, and shows how the correct relative efficiency estimates can be retrieved in the presence of ARII. Section 4 applies the new model to Portuguese secondary schools. Section 5 concludes the paper.
The original DEA model for the estimation of relative efficiency was proposed by Charnes et al. (1978) . The rationale of a relative efficiency measure is to compare the ratio output/input of the DMU assessed with the best value of this ratio observed in other DMUs. In the case of multiple input and multiple output assessments, the relative efficiency notion can be generalised to a comparison of ratios of the weighted sum of outputs to the weighted sum of inputs. To illustrate this idea, consider the assessment of n DMUs ðj ¼ 1; . . . ; nÞ. Each DMU uses m inputs x ij ði ¼ 1; . . . ; mÞ, to produce s outputs y rj ðr ¼ 1; . . . ; sÞ. The input and output weights used for the efficiency assessment of a DMU are v i and u r , respectively. The concept of relative efficiency can be defined using mathematical programming. The use of a Maximin model for this purpose was proposed by Thompson and Thrall (1994) , and we reproduce in (1) the formulation described in Cooper et al. (1996) . 6 c; j ¼ 1; . . . ; n; u r P 0 8r; v i P 0 8i 8 > < > :
Normalising the maximum ratio of weighted outputs to weighted inputs for all DMUs to 1 (i.e., defining c = 1), the DEA model shown in (3) is obtained.
The models above are equivalent to the linear programming formulations of the DEA model proposed by Charnes et al. (1978) . The linear DEA output oriented model is reproduced in (4).
In models (1)-(4), the DMU under assessment is free to choose the weights that show it in the best possible light. Models (1) and (2) have no restrictions concerning the range of values admissible for the weights, so they are equivalent. In the case of model (3), there is an additional restriction imposing that none of the DMUs obtains a ratio of weighted outputs to weighted inputs higher than 1. And in model (4) there is an additional limitation that the sum of weighted outputs is normalised to 1. Models (1)-(4) have the same objective function value at the optimal solution in the absence of weight restrictions. It is possible to add restrictions to the values of the weights, which can be expressed in different forms. Restrictions (5) and (6) correspond to ARI. Expression (5) defines relationships between input weights, and (6) defines relationships between output weights. Since the input and output weight restrictions are not linked, they define separate cones in the domain of the linear programming (LP) model (4). Hence, ARI can also be expressed as cone-ratios (see Charnes et al., 1990) . 
The interpretation of DEA effciency assessments with ARII ARII define relationships between input and output weights (Thompson et al., 1990) . The general formulation of ARII consisting on homogeneous inequality constraints is shown in (7). Note that at least a parameter a r and a parameter b i in restriction (7) must be nonzero, as otherwise it would become an ARI constraint.
In the presence of ARII, models (1) and (2) give different efficiency estimates from models (3) and (4). If formulations (3) and (4) are used, the model may be infeasible and it is possible that none of the DMUs in the set assessed is considered fully efficient (100% score). In addition, the efficiency estimates of formulations (3) and (4) are less than or equal to the estimates of models (1) and (2), which indicate that they may under-estimate the true relative efficiency value.
The general multiplier formulation of a DEA output oriented model with ARII under CRS is shown in (8).
The dual of model (8) is identical to a DEA model with trade-offs, as proposed by Podinovski (2004 Podinovski ( , 2005 , and is shown in (9). In this model the ARII weight restrictions appear as trade-offs ða rt ; b it Þ between inputs and outputs, showing the changes in outputs that would be expected from changes in inputs.
In what follows, we discuss the limitations associated with the use of ARII or trade-offs in DEA models, which motivated the development of enhanced models that can correctly estimate relative efficiency when input and output weights are linked, or in the dual view when there are trade-offs between inputs and outputs (i.e., linked trade-offs). For that purpose consider a small illustrative example, consisting of 3 DMUs using one input to produce two outputs, as shown in Table 1 .
The ARII imposed in the assessment of these DMUs are defined in (10). The ARII can be represented as equivalent trade-offs in the form ða 1t ; a 2t ; b t Þ as follows: 
The first two elements in the trade-offs ðT t Þ represent the change in the outputs that would be expected from a change in the input level equal to the value of the third element of the trade-off vector. A negative sign represents a decrease, and a positive sign represents an increase. For example, the first trade-off states that increasing the input by 0.2 would generate an increase in output y 1 by 1, without changing output y 2 . Solving model (7) or the trade-off model (8) with the ARII specified in (10) for the 3 DMUs considered yields the results shown in Table 2 .
Results in Table 2 shows that only DMU B is efficient. Fig. 1 provides a graphical illustration of our example in the weights space. The rectangle FGHI in Fig. 1 is the space defined by the ARII in (10). The feasible region of the LP model (7) is the shaded area in Fig. 1 , defined as the intersection between the rectangle defined by the ARII and the space defined by the constraints of the form P r u r y rj À P i v i x ij 6 0 specified for each DMU. The optimal solution of model (7) for DMUs A and B corresponds to point J, where u 1 ¼ 0:2 and u 2 ¼ 0:4. For DMU C the optimal solution corresponds to point K, where u 1 ¼ 0:1 and u 2 ¼ 0:45 (see Table 2 ). Note that DMU B has alternative optimal solutions, corresponding to the points along the segment KJ. The efficiency estimates reported in Table 2 are not appropriate measures of relative efficiency, since the optimal weights in Table 2 do not necessarily show the unit in the best possible light. To illustrate this, consider the assessment of DMU A. If we choose another com- Table 1 Input and output data for the illustrative example. Table 2 Optimal solution of model (7) with ARII (9) for all DMUs.
bination of weights, with v ¼ 1; u 1 ¼ 0:2; u 2 ¼ 0:3, corresponding to point I in Fig. 1 , the objective function of model (7) with restrictions (10) would be equal to 0.7. This is clearly not the optimal solution to the model, as 0.7 is lower than 0.8. However, with these weights, the highest efficiency value for all DMUs in the sample evaluated with these weights would be 0.8 related to DMU B. Therefore, the relative efficiency of DMU A would be equal to 0.875 as 0.7/0.8 = 0.875. This example shows that a DEA model with ARII may overlook the set of weights most favourable for the assessment of relative efficiency. Note that for an efficiency assessment using a DEA model without weight restrictions, the optimal weights for DMU C would be located at point a, the optimal weights for assessing DMU B would be located in the segment between a and b, and the optimal weights for assessing DMU A would be located in the segment between b and v. A similar relative efficiency score could be obtained using weights whose values were within the cone spanned by these segments and the origin. For example, any weight combination in the cone bov would render DMU A efficient. With this perspective, it becomes clear that for assessing the relative efficiency of DMU A, considering the weight constrains defined by the ARII represented in Fig. 1 , the weight combination that shows this DMU in the best possible light corresponds to the vertex I of the feasible region. This example shows that a DEA model with ARII may overlook the set of weights most favourable for the assessment of relative efficiency, as the constraints of the DEA model (8) imply that the optimal solution of the LP must be located on the segment KJ. In addition, depending on the ARII defined it may also happen that no DMU reaches an efficiency score of 100%. This would be the case if the second restriction defined in (10) was changed to 0:2 6 u 2 v 6 0:3. In this case, a similar underestimation of relative efficiency would occur. Fig. 2 is an alternative representation of the production possibility set, in the output space (where outputs have been normalised by the input), for the example in Fig. 1 . In this figure the trade-offs (10) can be interpreted as new (unobserved) DMUs that were added to the production possibility set. The representation of these new DMUs in Fig. 2 implies a normalisation of the trade-offs to a unitary input, i.e., T 1 ¼ ð5; 0; 1Þ; T 2 ¼ ðÀ10; 0; À1Þ; T 3 ¼ ð0; 2; 1Þ and T 4 ¼ ð0; À3:333; À1Þ. Note that T 2 and T 4 can be equivalently represented as T 2 ¼ ð10; 0; 1Þ and T 4 ¼ ð0; 3:333; 1Þ provided that we divided all terms by À1. (7) with ARII (9) in the weights space. Fig. 2 . The efficient frontier with and without ARII (9) in the input and output space.
The frontier of the production possibility set, without any WRs, is bounded by the lines connecting DMUs A, B and C, and its extensions to the axes. However, with the addition of the ARII defined in (10), the efficient frontier becomes the bold lines spanning from point B. This frontier is constituted by segment K to the left of DMU B, and by segment J to the right of DMU B. Note that line segments in Fig. 2 correspond to vertices in Fig. 1 , obtained from the expression Fig. 1 . Segment K is the line connecting the unobserved DMU generated from trade-off T 2 and the observed DMU B (corresponding to point K in Fig. 1 ). Segment J is the line connecting the unobserved DMU generated from trade-off T 1 and the observed DMU B (corresponding to point J in Fig. 1 ). All the remaining lines drawn correspond to the points identified in Fig. 1 , and are either defined through the connection of unobserved DMUs only, (as it is the case of line H, I, F, G) or through the connection of observed DMUs and unobserved DMUs (as it is the case of lines K and J). The assessment of DMU A in relation to this frontier using a standard DEA model with the ARII would imply its comparison with point A 0 . The efficiency score of DMU A would be equal to OA/OA 0 = 0.8. Point A 0 can be regarded as the target for DMU A if we consider that the trade-offs defined represent feasible modifications of the operating conditions observed at DMU B. In this circumstance we can regard the trade-offs as extending the original PPS (the area below CBA) to the area below the frontier represented by the bold line in Fig. 2 . Note however, that the trade-offs may in fact imply that none of the observed DMUs is considered 100% efficient, and under that circumstance the trade-offs would not extend the original PPS but would create a completely new one.
There are therefore some reasons for not accepting the above trade-offs as reasonable ones. The most important reason is the fact that the frontier defined by the bold lines in Fig. 2 under-estimates relative efficiency. This is because the efficient frontier constructed from observed and non-observed DMUS is defined as the closest to the original PPS. If we interpret the trade-offs as marginal rates of substitution between inputs and outputs, then all slopes such as those exemplified in Fig. 2 by the dotted lines (and in general all slopes that correspond to the cone I0F from Fig. 1 ) could be used in the relative efficiency assessment. Therefore, to assess the DMUs in the best possible light, instead of using lines K and J from Fig. 2 , we could use the slopes of lines I and F, and this could lead to the construction of the new frontier shown in Fig. 3 . The frontier is obtained by moving lines I and F until they become tangent to the PPS. Unit A would, therefore, be radially projected to point A 00 in Fig. 3 rather than to point A 0 in Fig. 2 , and would be rated more efficient than before. The next section describes the modification required to the DEA model in order to evaluate relative efficiency in the presence of ARII, adopting the conceptual framework illustrated in Fig. 3 .
As mentioned by Thompson and Thrall (1994) and Tracy and Chen (2005) to retrieve the relative efficiency scores of a DEA model with ARII one needs to use a Maximin model. However, to date there is not a standard procedure on how to estimate relative efficiency scores in these circumstances because the Maximin model with ARII is nonlinear. Also Podinovski's (2004) trade-off model (8) cannot assess the maximum relative efficiency in the presence of linked trade-offs as shown in the previous section.
In order to put forward a new model for measuring relative efficiency in the presence of ARII, we first note that in traditional DEA models (like (3) or (4)) the imposition that the efficiency score cannot exceed the value of 1 (or 100%) is just a convention since we could state that the efficiency should not exceed any arbitrary positive number c, as shown in model (2) (see also Tracy and Chen, 2005) . The choice of the value of c is irrelevant for assessments without weight restrictions, or with ARI. However, when ARII are added to the standard fractional model (2), the efficiency scores obtained for each DMU are dependent on the value of c. However, the value of c that leads to maximum efficiency is not known a-priori. To be able to assess each DMU with the most favourable value of c, we propose the use of the nonlinear model (11), where c is considered as a variable rather than a parameter. Model (11) is the appropriate formulation for estimating relative efficiency in the presence of ARII restrictions. 
To remove the fractional terms, model (11) can be written as (12) for an input oriented assessment (see proof in the Appendix A). 
Models (12) and (13) are nonlinear (NL) models, but for the special cases of one single input and one single output, respectively, these models become linear. Note that the efficiency estimates obtained from the input oriented model (12) or output oriented model (13) coincide for CRS, such that g o ¼ 1=h o . The results of the output oriented model (13) for the DMUs of our illustrative example with the ARII (10) are shown in Table 3 , where all input and output weights have been normalised by the input weight. As can be seen in Table 3 , DMU B is efficient, and the relative efficiency of the remaining DMUs is higher than that reported in Table 2 .
Assuming that the value of the variable c at the optimal solution to (13) is known, it is possible to provide a dual formulation for model (13), treating c as a parameter and using linear programming duality theory. Note that we describe the output oriented model in detail, but the construction of the input oriented version is straightforward. Fixing variable c in model (13) with the corresponding optimal value, the dual model (14) is obtained using linear programming duality theory:
Model (14) can be interpreted as a modified trade-offs model, which correctly estimates relative efficiency in the presence of linked tradeoffs. To construct model (14) c was treated as a parameter obtained from the optimal solution of NL model (13). We can interpret the value of c Ã in model (14) as a scaling factor of the outputs. Fig. 4 shows the frontier underlying the assessment with model (14), in the output space, for DMU A.
The graphical representation in Fig. 4 scales outputs by c as dictated by the constraints in model (14). The frontier in Fig. 4 (the darker line) is that used to evaluate DMU A, where the optimal c is 1.25. For example, the relative efficiency of DMU A will be assessed by the ratio of OA Ã =OA 00 , being equal to 0.875 as reported in Table 3 . This measure is identical to the ratio OA/OA 00 illustrated in Fig. 3 (but in this figure it was the trade-off that was scaled rather than the outputs -as will be clear afterwards these two approaches are equivalent). Fig. 4 illustrates one of the possible interpretations of the relative efficiency estimation in the presence of ARII. The original PPS is scaled up or down such that it touches the line corresponding to the trade-off with the most favourable slope for the evaluation of the DMU.
It is possible to provide alternative interpretations for the relative efficiency measure by applying some variable substitutions to (14). Dividing the output restrictions of model (14) by c Ã and defining c (15) is obtained. Therefore, we can interpret the output Table 3 Optimal solution of model (12) for the illustrative example. constraints in (14) as having a scaling factor c Ã associated to observed output levels (which led to our Fig. 4) , or equivalently, a scaling factor c Ã ¼ 1=c Ã associated to the trade-offs, as illustrated before in Fig. 3 .
The frontier in Fig. 3 is represented by the bold line PBQ, where Q is the trade-off (5, 0, 1) scaled to (4, 0, 1) and P is the trade-off (0, 2, 1) scaled to (0, 2.2, 1). Fig. 3 shows that the frontier is arrived at by scaling the appropriate line I ð0:2y 1 =x þ 0:3y 2 =x ¼ 1Þ down by 0.8 and scaling the line F ð0:1y 1 =x þ 0:5y 2 =x ¼ 1Þ up by 1.1. Fig. 3 allows one to show that, similarly to the Podinovski (2004) trade-off model, our nonlinear model provides a radial measure of efficiency, computed in relation to a modified frontier as dictated by the introduction of the ARII. This can be seen easily through model (15), where the radial output targets would correspond to the right hand side of the output constraint, which increments all the original output levels by the same factor b o . Targets that remove both radial and non-radial inefficiencies can be obtained using expressions (16), where x T i represents the input targets and y T t represents the output targets.
Computing targets using (16) Fig. 3 . In terms of computational requirements, the nonlinear solvers available in GAMS could solve models (13), (14) or (15) and obtain the global optimal solution for our illustrative example and empirical application. The solvers MINOS, CONOPT, SNOPT and PATHNLP were tested, and all provided the correct optimal solution to the NL model. Since these models are non-convex, it cannot be guaranteed that a nonlinear solver will always be able to find the global optimal solution. It is therefore advisable to use nonlinear solvers that have procedures to find the global optimal solution for non-convex nonlinear models. For example, using the software GAMS, the solvers BARON, LGO and OQNLP would also be recommended. We compared the results of our nonlinear model (13) with the results of a neighbourhood search algorithm proposed by Tracy and Chen (2005) . The higher relative efficiency estimates obtained solving our nonlinear model confirmed that the results of the nonlinear model are global optimum.
This section describes the efficiency assessment of 18 secondary schools in Portugal using the data set of Portela and Camanho (2007) . Table 4 summarizes the input and output variables used in the DEA model. The input variables characterize the student cohort on entry of secondary education, and the outputs reflect academic achievement on exit. Table 5 shows the input and output data of the schools analysed, and the summary statistics for the sample. In establishing the weight restrictions we used a method based on trade-off information. This is an indirect and interactive method used in Multiple-Criteria Decision Analysis to help a decision maker express preference judgments concerning the relative importance of the variables used in the model (Belton and Stewart, 2002) . Interactive methods lead decision makers, through a sequence of simple choices, to reach a vector, corresponding to an unobserved DMU, which is considered equivalent to an original DMU. With the identification of indifferent schools in terms of performance, we are able to specify indirectly the value judgments of the decision maker concerning how the change in the input set should impact the change in the output set for an efficient school to remain at the frontier. This type of reasoning is the underlying idea for defining weight restrictions in DEA models based on trade-offs, as proposed by Podinovski (2004) .
Therefore we analysed the average school and asked an expert to provide values for the variables that made the average school and the 'changed' school indifferent in terms of performance. In order to do this, we did not use the average values in volume but in ratio per student on entry (i.e., all variables were divided by the input number of students on entry). In doing so, the average school presents the values in Table 6 , where we also show the perturbations in some variables that constitute indifferent schools.
The implicit trade-offs in these indifferent schools are as follows (see Table 7 ). The trade-offs can be converted into equivalent ARII, which are shown in (17). Table 4 Inputs and outputs for the assessment of secondary schools.
Inputs Outputs -Number of pupils on entry -Scores on exit on national exams -Scores on entry -Students that completed secondary -Number of years in school for the parents -Education in 3 years
Empirical application to a sample of secondary schools
Note that the trade-offs defined as improvement in inputs and consequent improvement in outputs are similar to upper bounds on the ratio of output to input weights, whereas trade-offs defined as deterioration in inputs and consequent deterioration in outputs correspond to lower bounds on the ratio of output to input weights. Table 8 shows the results of the standard DEA model without weight restrictions, the standard DEA model with ARII, and the nonlinear model proposed in this paper. In all cases we report both constant and variable returns to scale (VRS) results, where all models are assessed in output oriented form.
Note that we did not address variable returns to scale models in Section 3. This is because most of the problems mentioned for CRS models do not persist when the underlying technology is VRS. In particular, since the VRS model imposes the sum of lambdas to be 1 (in its envelopment form), there will be always at least one efficient DMU (100% efficiency score). The VRS model with ARII is, therefore more flexible preventing cases of unfeasible solutions and of no 100% efficiency scores. However, the problem of under-estimation of relative efficiency persists. To correct for this problem the new model presented in this paper can be applied to the VRS case as long as a new constraint (imposing the sum of lambdas to be one) is added to the envelopment formulation, or a new variable, free in sign, is added to the multiplier model. The multiplier model formulation for the case of VRS output oriented model is shown in (18). VRS case the efficiency improvement is more marked (average efficiency improved from 84.87% to 86.03%). On an individual basis school 16 was the one gaining more with a correct estimation of its relative CRS and VRS efficiency. Its CRS efficiency score passed from 83.9% to 85.7%, and its VRS efficiency score passed from 89.4% to 91.75%. Clearly in any other contexts apart from the school context, we should expect similar, if not higher, gains in efficiency when the correct model for assessing relative efficiency in the presence of ARII is used. Using the output oriented modified trade-off model (14) we can assess the radial targets of DMUs as
Þor we can use (16) to arrive at the targets of each school. As an example, the targets of school 4 obtained from model (14) and Podinovski's (2004) trade-off model (9) in output orientation form is as follows (see Table 9 ).
Note that in this case there is a slack on input 1 and the output targets are radial (there are no slacks in this case). The efficiency value from model (14) is equal to 88.13%, and corresponds to the reciprocal of the proportional expansion suggested for all output levels. Note that using the trade-offs model (9) of Podinovski (2004) , the efficiency estimate would be lower, and equal to 87.2%, corresponding also to the reciprocal of the proportional expansion in outputs.
In this paper we addressed the problems that traditional CRS DEA models with weight restrictions of the type ARII may have. In particular these models may result in infeasible solutions for some DMUs, in under-estimation of relative efficiency scores, and in all DMUS being inefficient. We show through an illustrative example that these problems happen because the standard DEA model with ARII (or indeed its dual corresponding to the model with linked trade-offs) cannot assess relative efficiency since the constraints imposing maximum efficiency to be one in fact limit the search for the weights that show the unit in the best possible light. This problem has been addressed before by Podinovski and Athanassopoulos (1998) in relation to absolute weight restrictions. We proposed an alternative nonlinear model that can successfully measure relative efficiency in the presence of ARII or linked trade-offs and we discussed some attributes of the proposed model. This model is inspired on the idea of measuring relative efficiency through the Maximin model. The model proposed has been applied to a sample of secondary schools, to illustrate its use in a real-world context.
Appendix A
Proof of equivalence between the maximum model (1) with ARII and models (11) and (12):
Proof of equivalence between model (1) with ARII and model (11). Consider the Maximin model (1) where ARII (7) are included in the model. Let us define the positive variable c ¼ ma j x P r u r y rj = P i v i x ij . The definition of c implies that P r u r y rj = P i v i x ij À Á 6 c. So we obtain model (11) from the Maximin model (1) with ARII (7) as follows: Table 9 Targets of school 4 by models (14) and output oriented form of (9). c P e
