We report spectroscopic measurements of stars in the recently discovered young stellar association Price-Whelan 1 (PW 1 ), which was found in the vicinity of the Leading Arm (LA) of the Magellanic Stream. We obtained Magellan+MIKE high-resolution spectra of the 28 brightest stars in PW 1 and used The Cannon to determine their stellar parameters. We find that the mean metallicity of PW 1 is [Fe/H]=−1.23 with a small scatter of 0.06 dex and the mean radial velocity is V hel = 276.7 km s −1 with a dispersion of 11.0 km s −1 . Our results are consistent in T eff , log g, and [Fe/H] with the young and metal-poor characteristics (116 Myr and [Fe/H]=−1.1) determined for PW 1 from our discovery paper. We find a strong correlation between the spatial pattern of the PW 1 stars and the LA II gas with an offset of −10.15 • in L MS and +1.55 • in B MS . The similarity in metallicity, velocity, and spatial patterns indicates that PW 1 likely originated in LA II. We find that the spatial and kinematic separation between LA II and PW 1 can be explained by ram pressure from Milky Way gas. Using orbit integrations that account for the LMC and MW halo and outer disk gas, we constrain the halo gas density at the orbital pericenter of PW 1 to be n halo (17 kpc) = 2.7 +3.4 −2.0 × 10 −3 atoms cm −3 and the disk gas density at the midplane at 20 kpc to be n disk (20 kpc, 0) = 6.0 +1.5 −2.0 × 10 −2 atoms cm −3 . We, therefore, conclude that PW 1 formed from the LA II of the Magellanic Stream, making it a powerful constraint on the Milky Way-Magellanic interaction.
INTRODUCTION
The gaseous Magellanic Stream (MS) and its Leading Arm (LA) component, which, respectively, trail and lead the Magellanic Clouds (MCs) in their orbit about the Milky Way (MW), are one of the most prominent the effects of ram pressure. In fact, many of the LA cloudlets show head-tail shape (e.g., McClure-Griffiths et al. 2008) . Two of the components, LA II and III, lie above the Galactic plane (i.e., at positive Galactic latitudes), suggesting that these complexes have already passed through the Galactic midplane. The formation of the LA has been a topic of great debate, but the proposed formation mechanisms have generally broken down into three primary physical processes: tidal stripping (e.g., Gardiner & Noguchi 1996; Connors et al. 2006; Besla et al. 2012; Diaz & Bekki 2012) , ram pressure stripping (e.g., Mastropietro et al. 2005) , and stellar feedback (e.g., Olano 2004; Nidever et al. 2008) . Each formation mechanism has its own strengths and weaknesses in terms of explaining the LA morphology and kinematics. In the end, the formation of the LA is likely a combination of all three of these mechanisms, albeit their relative importance and chronological sequence remains an active topic of research (see the recent review by D' Onghia & Fox 2016) .
With high-precision proper motion measurements of the MCs (e.g., Kallivayalil et al. 2006; Besla et al. 2007; Kallivayalil et al. 2013; Helmi et al. 2018) , the first-infall scenario, e.g., that the MCs are on their first passage around the MW, has become a widely accepted model to explain both the dynamical evolution of the MCs and their interaction with the MW. In this scenario, the MCs were dynamically-bound long before they fell into the MW potential ∼1 Gyr ago (Besla et al. 2012) . Many threads of observational evidence suggest that the MCs had the first strong gravitational interaction ∼2-3 Gyr ago (e.g., Harris & Zaritsky 2004 Weisz et al. 2013 ) and then experienced a direct collision a few hundred Myr ago (e.g., Olsen et al. 2011; Besla et al. 2012; Noël et al. 2015; Choi et al. 2018a,b; Zivick et al. 2018) . The majority of gas in the LA and MS was likely stripped during the former interaction, while the gas in the Magellanic Bridge was likely stripped off during the latter. However, the exact timing, mass, and origin (e.g., LMC or SMC) for the gas required to form the LA, MS, and the Magellanic Bridge remain unknown (Pardy et al. 2018) .
Due to the differences in the star formation and baryon cycle histories of the LMC and SMC, the chemical abundances of the gas provide critical clues to understanding the origin and evolution of the Magellanic system. Abundances for high velocity clouds associated with the MS have been measured using absorption along the line-of-sight to a bright background source (a quasar or hot star), but appropriate sight lines are limited in number and location to produce a global characterization. A number of HST studies have found that the MS has a mean metallicity of [Fe/H] ≈ −1 dex across its length (Fox et al. 2010 (Fox et al. , 2013b , although there is evidence for a more metal-rich component (Richter et al. 2013; Fox et al. 2013b ). The Magellanic Bridge, the gas between the MCs, also has a metallicity of ≈ −1 (Lehner et al. 2008) as does the LA (Lu et al. 1998; Fox et al. 2018; Richter et al. 2018) . The consistency in the metallicities for these distinct gaseous features that lead, trail, and connect the MCs suggests that they share a common originating system: the MCs, themselves. The current peak stellar metallicities of the LMC and SMC are [Fe/H]=−0.6 dex and [Fe/H]=−1.0 dex, and even higher in the innermost regions, which have ongoing star formation, reaching [Fe/H]=−0.2 and [Fe/H]=−0.7, respectively (Nidever et al. 2019a ). The current mean metallicity of the gas in the LMC and SMC is also high -[Fe/H]=−0.2 and [Fe/H]=−0.6, respectively (Russell & Dopita 1992 ) -consistent with the most metal-rich stars. However, the gas components that formed the LA and MS were stripped some time ago and, therefore, their chemistry should be compared to the MCs in the past. According to Pagel & Tautvaisiene (1998) ; Harris & Zaritsky (2004) the MC metallicities were ∼0.3 dex lower ∼2 Gyr ago making the SMC's metallicity consistent with those measured in the gaseous MS, LA, and Bridge today.
While the MCs are known to have extensive stellar peripheries (e.g., Muñoz et al. 2006; Majewski et al. 2009; Nidever et al. 2011 Nidever et al. , 2019b , no stars have been detected in the MS or LA despite many attempts (e.g., Philip 1976a,b; Recillas-Cruz 1982; Brueck & Hawkins 1983; Kunkel et al. 1997; Guhathakurta & Reitzel 1998) . Recent star formation in the LA is expected because molecular hydrogen is ubiquitous in the LA (e.g., Richter et al. 2018 ) and shock compression caused by gas in both the Galactic disk and halo is anticipated. Indeed, Casetti-Dinescu et al. (2014) discovered a number of young stars in the region of the LA that had radial velocities consistent with being formed in the LA gas, initially confirmed by follow-up, high-resolution spectroscopy with Magellan+MIKE that enabled chemical abundance measurements of these stars. However, more recent high-resolution spectroscopy and orbital analyses incorporating Gaia DR2 (Brown et al. 2018) proper motions from the same team determined that the stars were incompatible with a Magellanic origin (Zhang et al. 2019) .
While the initial claims of LA-associated young stars were invalidated with Gaia DR2 proper motions, Price-Whelan et al. (2018, hereafter LA. In Paper I, PW 1 was found to be young, metalpoor, and likely disrupting with a sky position similar to that of LA II. By comparing to stellar evolution models, Paper I measured an age of ∼116 Myr, distance of ∼29 kpc, metallicity of [Fe/H] = −1.14, and total present-day stellar mass of ∼1200 M . Although the radial velocity (RV) of the cluster was unknown at the time, the range of possible orbits strongly suggested an association with the MCs and a passage through the outer MW disk ∼116 Myr ago. However, there are many HI structures in the vicinity of PW 1 (Figure 1 ), each with a unique RV signature. Associating PW 1 with a particular gaseous substructure therefore requires spectroscopic RV measurements of the cluster stars.
In this paper, we analyze the stellar parameters and mean kinematics of the stars in PW 1 to better constrain the properties and origin of this young stellar association. We also use the kinematics of PW 1 in an orbital analysis to constrain the density of the MW hot halo and outer gas disk. The layout of the paper is as follows: Section 2 describes the observations and data reduction. In Section 3, we present the procedures for deriving radial velocities and stellar parameters. Our main results are detailed in Section 4 and discussed in Section 5. Finally, our main conclusions are summarized in Section 6.
OBSERVATIONS AND REDUCTIONS
We obtained spectra for the brightest 28 PW 1 stars and 6 standard stars using the Magellan Inamori Kyocera Echelle (MIKE) spectrograph (Bernstein et al. 2003) on Magellan-Clay at Las Campanas Observatory on 25, 26, and 30 April and May 1 2019. Some of the stars were also observed on 26, 27, 28 December 2018 using the Goodman Spectrograph (Clemens et al. 2004) at the SOAR Telescope with consistent results. Table  1 presents the names, coordinates, magnitudes, signalto-noise ratio (S/N) and proper motions for each target. Figure 2 shows their location in a Gaia color-magnitude diagram (red open circles) relative to all PW 1 candidates (blue) and field stars (black). Observations were taken with the 0.7 slit and 2x2 pixel binning, such that the native resolution for each spectrum is R = 31, 000. Exposure times ranged from 70 to 1060 seconds under generally good conditions with an average seeing of 0.7 . A the native MIKE resolution, S/N per resolution element (3.15 pixels) for the PW 1 stars is 10-24 with a median of ∼18, although the S/N per pixel is increased by 3.16× by rebinning the 1-D extracted spectra (see below). Six of the stars have low S/N due to moderately cloudy conditions (PW1-00 -PW1-05) and are generally excluded from detailed analysis. An additional high-S/N spectrum was obtained for PW1-00 (the brightest PW 1 member) that is suitable for precise chemical abundance work, but this analysis is reserved for future work.
The observations were processed using the MIKE pipeline 1 , which is part of the CarPy spectroscopic reduction package that uses algorithms described in Kelson et al. (2000) and Kelson (2003) . The MIKE pipeline performs image processing (bias removal, flat fielding) as well as extracting the spectra, determining a wavelength solution, subtracting the sky, and co-adding multiple exposures of single objects. The multi order reduced spectra were then merged into a single spectrum and normalized using the IRAF 2 tasks continuum and scombine. While MIKE produces spectra from the blue and red arms, only blue spectra with a wavelength range of 3550-5060Å were used in our analysis. Figure 3 shows example spectra for two PW 1 stars and the standard star HD 146775.
Finally, the full MIKE resolution was significantly higher than needed for our science goals. Therefore, we rebinned the spectra with a bin size of 10 native MIKE pixels which increased the S/N per pixel by ∼3.16×. This had little impact on the spectral features as they are already quite broad in these hot, B-type stars.
DATA ANALYSIS

Radial Velocities
A RV was determined for each star via a two phase process. First, we determine an initial RV for each source by cross-correlating the unsmoothed MIKE spectra (excluding the region below 3665Å) with a hot synthetic stellar spectrum having stellar parameters (T eff , log g, spectra. Second, the RVs were then redetermined using its best-fit model as the cross-correlation template after the star-by-star stellar parameters were determined following the procedure described in §3.2. The second iteration provided similar, but more precise and accurate RV solutions.
We determine the RV uncertainties using a Monte Carlo scheme. Mock observations were generated for each star by adding Gaussian noise similar to that observed in the science spectrum to its best-fit model spectrum. One hundred mock observations were generated for each star, the RV determined for each with the method described above, and the uncertainty calculated as the robust standard deviation of these values. The typical RV uncertainty from this procedure is ∼3 km s −1 but the uncertainty increases roughly with the inverse of S/N.
We compared our RVs for the six bright standard stars to literature values and find a median offset of −2.0 km s −1 , which is consistent within the uncertainties of our measurements.
Stellar Parameters
We use The Cannon 3 (Casey et al. 2016; Ness et al. 2015) to determine stellar parameters (T eff , log g, [Fe/H]) for our 28 spectra. The Cannon is a data-driven model for stellar spectra in which the stellar flux (at a given wavelength) is parameterized as a polynomial function of stellar parameters and abundances (i.e., "la-3 https://github.com/andycasey/AnniesLasso bels"). A Cannon "model" is trained on a set of spectra (observed or synthetic) with well-known labels (i.e., the "training set") and can then be used to determine the labels for other spectra. An advantage of this method is that it exploits at the information available in the spectra and is also fully automated. First, we construct a grid of 330 synthetic spectra (at a resolution of 1.5Å) with the Synspec 4 (Hubeny & Lanz 2011, 2017) spectral synthesis software and IDL wrappers and auxiliary scripts (Allende Prieto, private communication). Given an input atmospheric model, a linelist and stellar parameters and abundances, Synspec solves the radiative transfer equation over a specified wavelength range and resolution resulting in a synthetic spectrum. We use the Kurucz LTE atmospheric models and include both atomic and molecular lines. For the spectral grid, the T eff ranges from 11,000K to 21,000K in steps of 1,000K, the log g ranges from 2.0 to 5.0 in steps of 0.5 dex, and the [Fe/H] ranges from −1.5 to +0.5 in steps of 0.25 dex (the boundary of the grid is shown in the bottom panel of Figure 6 ). The synthetic spectra were interpolated onto the wavelength grid of the final MIKE spectra and normalized. For The Cannon model, we used a quadratic polynomial model to represent how the flux varies with the three stellar parameters at each wavelength. To provide a simple sanity check of the model generated by The Cannon, we determined the stellar parameters for the training set spectra using The Cannon model and compared these results to the training set input parameters. We found no significant biases. Specifically, the T eff had an offset of 0.5K and scatter of σ=250K, log g had a mean offset of −0.003 dex and σ=0.06 dex, while [Fe/H] had no offset with a scatter of σ=0.12 dex.
We use the initial stellar parameters determined with The Cannon to refine the normalization of the MIKE spectra using a scaling factor determined by the ratio of the observed spectrum divided by the best-fit Cannon spectrum with heavy Gaussian-smoothing (FWHM = 38Å). New Cannon solutions were then found for these "renormalized" observed spectra. Two example fits from The Cannon are shown in Figure 4 in comparison to their best-fit Cannon model and its parameters.
We use the emcee (Foreman-Mackey et al. 2013; Goodman & Weare 2010) MCMC sampler to determine the stellar parameters for each star and their uncertainties. We run with 30 walkers for 1000 step and the first 200 are discarded as "burn-in" steps. Figure 5 shows an example "corner" plot of the posterior distributions for PW1-18 and the median values with the blue lines. Typical statistical uncertainties are ∼300K in T eff , 0.06 dex in log g, and 0.10 dex in [Fe/H]. Figure 6 shows the distribution of log g vs. T eff colorcoded by [Fe/H] and V LSR in comparison to PARSEC isochrones. We note that one or two stars (including PW1-13) might be hot horizontal branch (HB) stars based on the best-fit log g and T eff (e.g., Zhang et al. 2019) . Confirming whether a star is either on the HB or MS evolutionary stage is beyond the scope of this paper due to the lack of He abundance information. However, we emphasize that inclusion of a few potential HB stars does not affect our dynamical analysis and main conclusions because all the stars in our sample share consistent proper motions and radial velocities. Figure 7 shows metallicity is in good agreement with our photometrybased metallicity measurement of [Fe/H]=−1.1 in Paper I. The small dispersion of the PW 1 [Fe/H] values suggests that our uncertainties might be overestimated and that our true uncertainties are closer to ∼0.05 dex. The derived stellar parameters and their uncertainties are also provided in Table 1 .
RESULTS
PW 1 Velocity
With proper motion and radial velocity information for individual stars in PW 1, along with a constraint on the mean distance to PW 1 (Paper I), we construct a simple model for its internal velocity structure to infer the true mean velocity and velocity dispersion from these projected quantities. We use the N = 22 (out of 28) stars with spectroscopic S/N ≥ 10 for this analysis.
We assume that the 3-D velocity of each n star, v n , is drawn from a 3D Gaussian with mean v 0 and a diagonal covariance matrix C = σ 2 v I 3 , where σ v is the (assumed isotropic) velocity dispersion, and I 3 is the identity matrix. 5 For each individual star, we only observe projected or astrometric quantities, like sky position (α, δ), distance d, proper motions (µ α , µ δ ), and radial velocity v r . We assume that the sky position of each star is known with infinite precision, the observed distance is unresolved and given by the mean cluster distance and uncertainty (Paper I), the proper motions are given by Gaia with a 2D covariance matrix C µ , and the radial velocities are measured in this work. The (unobserved) true 3D velocity of each star, drawn from the model given above, is related to the observed astrometric quantities through a projection matrix that depends on sky position (see, e.g., the appendix of Oh et al. 2017 ). The full model therefore has N +3 N +3+1 = 92 parameters: the true distance to each star, the true 3D velocity vector of each star, the mean velocity of PW 1, and the velocity dispersion. This model is implemented in the Stan penter et al. 2017) probabilistic programming language, and we use the built-in No-U-Turn Hamiltonian Monte Carlo sampler (Homan & Gelman 2014) to generate posterior samples over all of the model parameters. We run the sampler for 4000 steps in total for 4 independent Markov Chains: 2000 burn-in and tuning steps (that are discarded), and then a further 2000 steps for each chain, from which we assess convergence by computing the effective sample size and Gelman-Rubin convergence statistic for each chain.
Given the posterior samples generated as described above, we measure a mean barycentric radial velocity for PW 1 of 276.7 ± 2.5 km s −1 and mean proper motion of (−0.52, 0.42) ± (0.04, 0.03) mas yr −1 . Assuming a total solar velocity of (11.1, 220 + 12.24, 7.25) km s −1 (Schönrich et al. 2010) , this corresponds to a Galactocentric (Cartesian) velocity for PW 1 of v galcen ≈ (0.6, 2.2, 186) km s −1 . We find a velocity dispersion of σ v = 11.0 ± 2 km s −1 , which is consistent with a robust standard deviation computed from the RVs alone ( §3.1), indicating that the constraint on the velocity dispersion comes predominantly from the RV data in this work. Figure 8 shows the individual RV measurements of each observed PW 1 star (black points) as a function of right ascension, along with the inferred mean velocity (blue) and velocity dispersion (orange).
In the sections to follow, we compare the inferred lineof-sight velocity of PW 1 with HI radio data (e.g., from GASS) where it is necessary to convert to the "kinematic local standard of rest" (LSRK), which historically uses the average of Solar neighborhood star velocities (Delhaye 1965; Gordon 1976) 6 . In this reference frame, the mean velocity is V LSR = 273.4 ± 2.5 km s −1 . Absorption-line studies of the LA HI find a value of [Fe/H]∼-1 dex (Lu et al. 1998; Fox et al. 2018; Richter et al. 2018) , which is similar to the mean metallicity of PW 1 stars studied here of [Fe/H]∼-1.23 dex (see Figure 7) . Therefore, we conclude that the PW 1 stars are physically associated with the LA II gas based on their similar RVs and metallicities.
Leading Arm Origin
Spatial Offset between Stars and Gas
The current location of PW 1 is close to LA II on the sky, but there is little gas in its immediate vicinity in the position-velocity diagram (Figure 9 ). The top panel of Figure 10 shows the spatial offset between PW 1 and the LA II gas in the MS coordinate system (L MS ,B MS ). The gas from which PW 1 originated should experience ram pressure from the MW hot halo gas (e.g., Mastropietro et al. 2005) . Because the stars will not feel this force, the gas and stars will decouple over time with the net effect that the gas trails the stars in their orbit. With this in mind, it is not surprising that there is little gas in the immediate vicinity of PW 1. Thus, the spatial offset does not rule out LA II as the origin gas for PW 1.
Quantitatively, the magnitude of the spatial decoupling between the stars and gas is determined by a 2D cross-correlation of the star and gas maps (Figure 10, top) . The individual maps were masked such that only the highest density regions were used. The result of the cross-correlation is in the middle panel of The background bluescale image is the integrated intensity of the GASS Gaussian centers summed along BMS in units of 10 18 atoms cm −2 degree The tip of LA II has a velocity of ∼233 km s −1 . Each PW 1 star is plotted at its determined VLSRas a red filled circle with its uncertainty. The stars have a mean velocity of ∼273.4 km s −1 , slightly higher than but similar to the gas in LA II. Figure 10 . The peak of the cross-correlation is at an offset of (−10.15 • ,+1.44 • ) in (L MS ,B MS ), which is indicated as a red cross in the middle panel of Figure 10 . The bottom panel of Figure 10 shows that shifted PW 1 positions are well aligned with the high-density peaks of the HI gas. These shift positions are more representative of the original relative positioning of the gas forming PW 1 within the LA II complex. Figure 11 shows a slightly different visualization of this process. The top panel of Figure 11 zooms into the (L MS ,B MS ) region around the position-shifted stars with V LSR measurements. Ram pressure will also act to modify the velocities of the gas it acts on, and thus an exact match between the velocities of the birth-gas and resulting stars is not expected. The bottom panel of Figure 11 is the resulting velocity-position diagram; a 30 km s −1 velocity offset is required to have the PW 1 stars align with the densest portions of the gas in positionvelocity space. We will use this offset in the next section to place a constraint on the halo gas driving the ram pressure effects.
Ram Pressure
If the spatial and velocity offsets between this gas and PW 1 are indeed due to a roughly constant ram pressure, then the measured position-velocity offsets become a means of inferring the properties of the gas performing the ram pressure. In particular, we place a constraint on the average density of the "hot" MW-halo gas, a medium that remains difficult to characterize directly (for an overview see Putman et al. 2012) .
At a distance of 29 kpc, the angular offset of 10.15 • corresponds to a tangential distance of ∼5.14 kpc. Over 116 Myr that corresponds to a mean "drift" velocity of ∼43.3 km s −1 or a deceleration of ∼0.747 km s −1 Myr −1 . The total change in the tangential velocity of the gas over this period is ∼86.6 km s −1 . The V LSR of LA II "tip" is lower than that of PW 1 by ∼30 km s −1 . The smaller V LSR shift would indicate that a significant fraction of the deceleration occurred in the tangential direction.
If we assume that ram pressure is the main factor in causing the gas and stars to drift apart and that this is dominated by a roughly constant ram pressure from the MW hot halo, then we can estimate the density of the MW hot halo gas as follows. The ram pressure experienced by the PW 1 "birth cloud" (BC) in LA II is defined as,
where ρ MW is the density of the MW halo gas and v BC is the birth cloud velocity through the medium. If l BC is the approximate diameter of the birth cloud, then the acceleration that it experiences (a BC ) is, Figure 11 . Spatial and Position-velocity diagram for the 28 PW 1 stars with radial velocities and LA II gas. The top panel shows the positions of the PW 1 stars (red filled circles) and the LA II gas after the cross-correlation offset has been applied (see Figure 10 ). The bottom panel shows the same spatially-offset stars in position-velocity space. A VLSR offset of 30 km s −1 has been applied such that the stars align with the densest portions of the LA II gas.
Solving Equation 2 for the ratio of gas density between the MW and the birth cloud gives
(3)
If we assume that the birth cloud was undergoing a roughly constant deceleration due to ram pressure since forming PW 1, then we can estimate this deceleration from the age of PW 1 (∆t = 116 Myr) and the spatial offset (∆x = 10.15 • = 5.14 kpc), as
This results in a BC ≈ 0.747 km s −1 Myr −1 . The angular width (full-width at half-maximum in B MS ) of the LA II PW 1 birth cloud from GASS is 0.75 • or 0.38 kpc. Using this as an approximation of the diameter of the birth cloud (l BC ) and v BC ≈ 235 km s −1 , we obtain ρ MW /ρ BC ≈ 0.00505 or that the MW gas density is ∼0.5% of that of the PW 1 birth cloud.
We measure the average current column density of the PW 1 birth cloud from the HI GASS data as N HI ≈ 1.5 × 10 20 atoms cm −2 . Assuming a distance of 29 kpc and a width of ∼0.38 kpc gives a number density of n BC ≈ 0.128 atoms cm −3 .
Finally, we derive the number density of the hot MW halo as n MW ≈ 6.46 ×10 −4 atoms cm −3 . This rough estimate of the hot MW halo gas density is an order of magnitude higher than that predicted by the Miller & Bregman (2013) model which gives ∼4×10 −5 atoms cm −3 at this location. However, our estimate here is too simplistic for a number of reasons: (i) we are seeing an integrated effect over the orbit of PW 1, which has passed through higher densities closer to the midplane, and (ii) we consider only a single medium -the hot halo -completely ignoring the impact of the midplane and outer gas disk itself. That this simple estimate is within an order-of-magnitude of state-of-the art measurements motivates the more complex and nuanced simulations that are presented in the next sub-section.
Ram pressure orbit analysis
The offsets in sky position and velocity between the PW 1 stars and the LA II gas suggest that the gas was likely subject to a drag force or dissipated orbital energy: The offset in position is primarily along the direction of motion, and the gas velocity is slightly lower than that of PW 1. Moreover, the order-of-magnitude computations presented in the previous sub-section suggest that ram pressure from the hot halo produce effects on par with what is seen, albeit more complex interactions of the mid-plane are ignored. We therefore perform a set of orbit integrations to see if the observed position-velocity offsets can plausibly be explained by gas drag from the MW halo when the full orbital motion and influence of the midplane are included.
We use the MW mass model implemented in gala (Bovy 2015; Price-Whelan 2017) as the background gravitational potential, and include a time-dependent mass component to represent the LMC. In detail, we represent the mass distribution of the LMC using a Hernquist profile (Hernquist 1990) , which generally follows the the approach used in Erkal et al. (2019) , except that we use a total mass of M LMC = 2.5 × 10 11 M (Laporte et al. 2018). We compute the position of the LMC at any given time by integrating the orbit of the LMC center-of-mass backwards from its present day phasespace position (using initial conditions from Patel et al. 2017) . We neglect any back-reaction or response of the MW to the presence of the LMC. We use this timedependent mass model along with the measured position and velocity of PW 1 to numerically integrate the orbit of the PW 1 backwards in time from present day (t 2 = 0) to its birth time (t 1 = −τ = −116 Myr). We use the Dormand-Prince 8th-order Runge-Kutta scheme (Dormand & Prince 1980) to numerically integrate these orbits.
Once the phase-space coordinates of PW 1 at its birth time are estimated, we then integrate forward in time, now including the effects of gas drag and momentum coupling between the MW disk and the LA II gas as it crosses the Galactic midplane. We compute the drag acceleration on the gas as
where n MW (x) is the number density of MW gas at position x, v is the orbital velocity, and Σ LA is the surface density of the LA gas (following, e.g., Vollmer et al. 2001 ). For the gas density, we use the gaseous halo model from Miller & Bregman (2013) and the disk model from Kalberla & Kerp (2009) with a Gaussian density profile in the height above the midplane z such that
where r is the spherical radius, R is the cylindrical radius, R = 8.1 kpc is the solar Galactocentric radius, and all parameter values are taken from Kalberla & Kerp (2009) . We assume that the surface density of the PW 1 birth cloud in LA II starts with Σ 0 ≈ 50 M pc −2 (comparable to other LMC molecular clouds Wong et al. 2011) and ends (at present day) with a surface density equal to the measured column density of the LA II region, Σ f ≈ 0.56 M pc −2 such that
where again τ is the age of PW 1, t 1 = −τ , and t 2 = 0. As mentioned above, we also allow for momentum coupling between the MW disk and the LA II gas as it passes through the Galactic midplane. To take this momentum coupling into account, we add an additional acceleration to the orbit integration, a coupling , defined to point in the direction of Galactic rotation such that
where α is a free parameter that determines the magnitude of the coupling,v rot (x) is a unit vector that points in the direction of Galactic rotation at the position x, and the Gaussian in height, z, makes this operate only when the gas orbit is close to the Galactic plane.
We next allow the scale densities, n 0,h and n 0,d , and the momentum coupling parameter, α, to vary and fit for the values of these parameters that best reproduce the observed position and velocity offsets between PW 1 and the LA II gas. We define a fiducial point in L MS , B MS , V hel to set the present-day location of the densest LA II gas (see Section 4.3) that could have plausibly formed PW 1 :
V hel = 239 km s −1 .
We construct a likelihood function using the above orbit integration scheme and evaluate the likelihood of the present-day (i.e. final) orbit phase-space coordinates relative to the fiducial point defined previously. We assume a Gaussian tolerance of σ LB = 0.5 • for L MS and B MS , and σ v = 1 km s −1 for V hel and evaluate the likelihood as
where N (· | µ, σ 2 ) represents the normal distribution with mean µ and variance σ 2 . In practice, we implement this function (programmatically) over the log values of the three parameters (because they must be positive), but we assume uniform priors in the parameter values over the domain (a, b) = (e −30 , e 5 ) for each parameter such that the prior distribution is p(n 0,h , n 0,d , α) = U(n 0,h | a, b) U(n 0,d | a, b) U(α | a, b) (16) where U(· | a, b) is the uniform distribution defined over the domain (a, b) .
We first optimize the log-posterior,
using the BFGS algorithm (implemented in scipy, Byrd et al. 1995; Jones et al. 2001-) and then we use these optimal parameter values as initial conditions to run a Markov Chain Monte Carlo (MCMC) sampling of the posterior probability distribution (pdf) of our parameters. We use an affine-invariant, ensemble MCMC sampler (emcee; Foreman-Mackey et al. 2013; Goodman & Weare 2010); we run with 64 walkers for 512 "burn-in" steps (that are discarded) and then run for an additional 1024 steps. We thin the resulting chains by taking every 4th step, and combine the parameter samplings from all thinned chains. Figure 12 shows histograms of posterior samples transformed into values of the halo gas density evaluated at the orbital pericenter, n halo (17 kpc), and the disk gas density at the midplane at n disk (20 kpc, 0).
The posterior values of the coupling coefficient, α, were all < e −12 and thus consistent with zero. The best-fit parameters require a somewhat larger halo and disk gas densities than the fiducial MW gas density models from Miller & Bregman (2013) and Kalberla & Kerp (2009) . In detail, we find n halo (17 kpc) = 2.7 +3.4 −2.0 × 10 −3 atoms cm −3 (17) n disk (20 kpc, 0) = 6.0 +1.5 −2.0 × 10 −2 atoms cm −3 (18) as compared to the fiducial values n halo,M13 (17 kpc) = 1.2 × 10 −4 atoms cm −3 and n disk,K09 (20 kpc, 0) = 2 × 10 −2 atoms cm −3 . However, the goal of this analysis is only to illustrate that the observed offsets could plausibly be described by ram pressure, and that the inferred MW halo and disk gas densities needed to explain the magnitude of the ram pressure drag are reasonable. In doing this, we neglect more complex density evolution of the LA gas, assume that the LA II gas, at least around the PW 1 birthplace, acts like a cloud (rather than a dissolving and morphologically-varying gas filament), and assume that no supernovae (SNe) have impacted the orbital energy of the gas. Still, this result motivates more detailed simulation of the interaction between the LA and the MW.
DISCUSSION
The distance, radial velocity, metallicity, and orbit suggest that not only is PW 1 associated with LA II, but that it is also associated with the MCs and MS. The association of PW 1 with LA II permits a more nuanced view of the LA than has previously been feasible. Not only does PW 1 provide a distance measurement to the LA, but it also constrains its chemical, orbital, and dynamical properties, such as how it is affected by ram pressure from the MW hot halo. At the same time, affiliating PW 1 with the LA gas also explains some of its properties, as discussed below.
The Spatial Morphology of PW 1
One of the mysteries of PW 1 is its unusual spatial shape and elongated distribution. However, the spatial correlation of the HI LA II gas and the PW 1 stars suggests a natural explanation for this. The PW 1 stars do not represent one single cluster that has disrupted but rather is likely the outcome of multiple star formation events associated with high-density HI clumps in LA II. This is a common feature observed in jellyfish galaxies experiencing ram pressure in galaxy clusters. Therefore, it might be more appropriate to call PW 1 a star formation "complex" or association rather than a star cluster in the traditional sense.
Origin of the Leading Arm
The mean metallicity of PW 1 of ≈ −1.23 is similar to the measured metallicity of the LA ( ). There is a large range in the measured metallicities of MW HI high-velocity clouds (HVCs; Wakker 2001), and, therefore, the similarity of the metallicities in these distinct systems supports the notion that the LA, MB, and MS all share a common origin. These metallicities are also consistent with the metallicity of the SMC ∼2 Gyr ago. Therefore, all of these gas structures associated with the MCs likely originated mainly from the SMC from the same tidal event about 2 Gyr ago.
Despite the similar metallicities among the gas structures, the origin of the MS and LA are still debated. This is mainly because (1) the observational data is far from complete -e.g., the metallicity measurements are limited to small number of sightlines, and (2) there are some observed features that cannot be easily explained by the sole SMC origin (e.g., Fox et al. 2013b ). One of the recent theoretical studies Pardy et al. (2018) argued that both the LMC and SMC contributed to create the LA and MS gas features. However, another recent MS simulation work by Tepper-García & Bland-Hawthorn (2018) suggested that the LA gas does not originate in the MCs because the ram pressure from the MW hot halo gas would prevent the gas from reaching its present position. If PW 1 is indeed affiliated with LA II, as we suggest here, then there is now observational evidence that the impact of ram pressure is overestimated in Tepper-García & Bland-Hawthorn (2018). The key discriminant is the assumed ρ MW in Tepper-García & Bland-Hawthorn (2018) versus what we infer from our scenario for PW 1.
No Natal Gas Disruption?
The conditions for triggering star formation in the LA is not well understood. Based on the fact that PW 1 is the only known stellar component to date that is likely associated with LA II, the birth cloud of PW 1 must have satisfied very special star formation conditions in the LA while passing through the Galactic midplane. Aside from the unknown star formation conditions of PW 1, there is another mystery: How has the morphology of the PW 1 birth cloud remained mostly intact?
Our analysis in §4.3 shows that the present-day spatial distribution of the associated HI gas resembles that of the PW 1 stars across ∼2.5 kpc.
A gas cloud that forms a young star cluster is disrupted when the first SN occurs. The SN-explosions effectively act to distort the original spatial correlations between the gas and stars by injecting radiative and mechanical energy into the birth gas. Similar spatial distributions of the stars and gas after the shift of (−10.15 • , +1.44 • ) in (L MS , B MS ) indicate that PW 1 birth cloud did not undergo significant gas removal and/or gas destruction period at all, or at least not at significant level. This might only be possible in the absence of stellar feedback in the PW 1 birth cloud.
One way to avoid the impact of stellar feedback on the gas cloud is not to have SN events. To test the possibility that no SNe occurred in PW 1, we compute the expected number of SN explosions in PW 1 -like star clusters. Based on the present-day mass, age, and metallicity of PW 1, PARSEC stellar evolutionary models suggest that the initial mass of PW 1 is ∼1800 M . We then simulate a 1800 M star cluster 20000 times assuming a Kroupa IMF and count the number of SN explosion events in each star cluster. If we assume that all stars more massive than 8 M explode as Type II SNe, then all of the simulated PW 1 -like clusters produce at least 1 core-collapse SN ∼3 Myr (a typical lifetime of a 8 M star) after its birth. Thus, this scenario is unsuitable to explain the similar present-day spatial pattern between the PW 1 and its birth cloud.
Another way to avoid the gas disruption by stellar feedback is to spatially decouple the birth cloud and the newly formed stars before the first SN explosion. Over 3 Myr, the PW 1 stars were able to travel ∼14.3 pc (corresponding to ∼50 lyr) away from the birth cloud based on the orbital calculation in §4.5. This spatial decoupling due to ram pressure might prevent the PW 1 birth cloud from being significantly disrupted by stellar feedback. If the PW 1 stars and gas were indeed decoupled before the first SN explosion, our assumption about no effect of SN on the stellar motions ( §4.5) can be naturally justified.
SUMMARY
We have obtained high-resolution Magellan+MIKE spectra of 28 candidates of PW 1, a young stellar association in the region of the Leading Arm. Our sample allows us to draw some important conclusions about the properties and origin of both PW 1 and the Leading Arm:
1. PW 1 has a median metallicity of [Fe/H]=−1.23 with a small scatter of 0.06 dex and an inferred ve-locity of V LSR = 273.4 km s −1 with a dispersion of 11.0km s −1 . The derived stellar parameters (T eff , log g, [Fe/H]) are consistent with the young, metalpoor isochrone (116 Myr and [Fe/H]=−1.1) that was determined in Paper I using photometry for proper-motion selected members.
2. There is a strong correlation between the spatial patterns of the PW 1 stars and the high-density HI clumps of LA II with an offset of (−10.15 • ,+1.55 • ) in (L MS ,B MS ) ( Figure 10 ).
3. Due to the similarity of metallicity, velocity, spatial patterns, and the distance of PW 1, we find that PW 1 likely originated from the LA II complex of the Magellanic Stream.
4. The orbit and metallicity of PW 1 and LA II associate them with the Magellanic Clouds and Magellanic Stream, in contrast to some recent claims to the contrary.
5.
Using an orbital analysis of the PW 1 stars and the LA II gas, taking into account ram pressure from a MW model, we constrain the halo gas density at the orbital pericenter of PW 1 to be n halo (17 kpc) = 2.7 +3.4 −2.0 × 10 −3 atoms cm −3 and the disk gas density at the midplane at 20 kpc to be n disk (20 kpc, 0) = 6.0 +1.5 −2.0 × 10 −2 atoms cm −3 . We also predict that the current distance of the PW 1 birth cloud in LA II is 27 kpc.
Future work will investigate the detailed chemical abundances of PW 1 and how it compares to the Magellanic Clouds.
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