Abstract
Introduction
Scheduling [I91 and load balancing [17] are two key techniques used to improve the performance of clusters for scientific applications by fully utilizing machines with idle or under-utilized resources. A number of distributed loadbalancing schemes for clusters have been developed, primady considering a variety of resources, including CPU [IO] , memory [l] , disk I/O [16] , or a combination of CPU and memory [23] . These approaches have. been proven effective in increasing utilization of resources in clusters, assuming that networks connecting nodes are not potential bottlenecks in clusters. However, a recent study [7] .
ExampIes of such applications include 3-D perspective rendering, molecular dynamics simulation, quantum chemical reaction dynamics simulations, and 2-D fluid flow using the vortex method, to name just a few [7] . The above bottleneck becomes more severe if the resources of a cluster are time-/space-shared among multiple scientific applications and communication load is not evenly distributed among the cluster nodes. Furthermore, the performance gap between CPU and network continues to widen at a faster pace, which raises a need of increasing the utilization of networks on clusters using various
techniques.
The main motivation for our study is to improve the efficiency and usability of networks in cluster computing environments with high communication demands. The effort to improve the utilization of networks can be classified into hardware and software approaches. In this paper we focus on an approach designed at software level.
In particular, we develop a comunication-aware loadbalancing scheme (referred to as COM-aware) to achieve high effective bandwidth communication without The rest of the paper is organized as follows. In the section that follows, related work in the literature is briefly reviewed. Section 3 introduces the system model, and section 4 proposes a communication-aware load-balancing scheme. Section 5 presents performance measurements of the proposed scheme by simuIating a cluster of 32 nodes with bulk synchronous parallel applications. Finally, Section 6 concludes the paper with comments on future directions for this work.
Related work
In general, load-balancing techniques fall into two camps: centralized and distributed load balancing. Centralized schemes require a head node that is responsible for handling load distribution. As cluster size scales up, the head node quickly becomes a bottleneck. To solve this scalability problem, distributed dynamic load balancing can be used to delegate workload of load balancing to multiple modes in a cluster. In addition, a centralized scheme has a potential problem of poor reliability because permanent failures of the central load balancer can render in the entire load balancing mechanism dysfunctional. Therefore, the focus of this paper is on designing a decentralized communicationaware load balancer for time-/space-shared clusters. . For higher-level message-passing layers, the Portals can reduce overhead for receiving messages due to the availability of programmable NICs with significant processing power. Buntinas et al. designed and implemented an applicationbypass broadcast operation, which is independent of the application running at a process to make progress 141. The approach presented in this paper can be considered complementary to the existing message-passing techniques in the sense that an additional performance improvement can be achieved by combining our communication-aware load balancing technique with the Portals MPI and the application-bypass broadcast.
System Model and Assumptions
Since communication and VO demands of applications may not be known in advance, we can make use of an application model proposed in [15] to capture characteristics of communication, disk I/O, and CPU activities within parallel applications. The parameters of the model for a parallel application can be obtained by repeatedly executing the applications off-line for multiple inputs. Alternatively, a lightweight and on-line profiling technique can be used to monitor applications' behaviors, thereby updating the model. Note that the model is used in our trace-driven simulations.
Our goal is to model a non-dedicated cluster, where each job has a "home" node that it prefers for execution
[12]. This is because either input data of a job has been stored in its home node, or the job was created on the home node. When a parallel job is submitted to its home node, the load balancer allocates the job to a group of nodes with the least load. If the Ioad balancer finds the local node to be heavily loaded, an eligible process will be migrated to a node with the lightest load [ 171.
A cluster in the most general form is comprised of a set of nodes each containing a combination of multiple types of resources, such as CPU, memory, network connectivity, and disks. Each node has a load balancer that is responsible for balancing the load of available resources. The load balancer periodically receives reasonably up-to-date gIobal load information from
It is assumed in our model that networks in clusters provide fill connectivity in the sense that any two nodes are connected through either a physical link or a virtual link. This assumption is arguably reasonable for modern interconnection networks l k e Mynnet [2] where Tj,c0Mis the time spent on communication.
The fmt term on the right hand side of the equation corresponds to the communication load of a slave process fi when the process tj and its master process are allocated to different nodes. The second tenn represents a case where the slave and its master process are running on the same node and, therefore, the slave process exhibits no communication load. Similarly, the third term on the right hand side of the Equation (1) measures the network traffic in and out of the master node, which is the summation of the communication load of the slave processes that are assigned to nodes different than the one executing the master.
Intuitively, the communication load on node i, LicoM, can be calculated as the accumulative load of all the processes currently running on the node. Thus, Li,coM can be estimated as follows:
Given a parallel job arriving at a node, the loadbalancing scheme attempts to balance the communication load by allocating the job's processes to a group of nodes with lower utilization of network resources. Before dispatching :he processes to the selected remote nodes, the following two criterions must be satisfied to avoid useless migrations.
Criterion 1: Let nodes i and j be the home node and candidate remote node for process r, the commutation load discrepancy between nodes i and j is greater than f ' s communication load.
Criterion 1 guarantees that the load on the home node will be effectively reduced without making other nodes overloaded.We can formally express this criterion as:
Criterion 2: Let nodes i andj be the home node and candidate remote node for process t, then the estimated response time o f t on node j is less than its local execution.
Hence, we have the following inequality, where R,' and Rf are the estimated response time of t on nodes i and j, respectively. R(;Lig is the migration cost for process r. The migration cost, Rti$.g , is the time interval between the initiation and the completion off's migration, which is comprised of a fixed cost for running I at the remote node j and the process transfer time that largely depends on the process size .and the available network bandwidth measured by the resource monitor.
It is a known fact that in practice clusters are likely to have a mixed workload with memory-, UO-, and communication-intensive applications. Therefore, OUT communication-aware load-balancing approach is' designed in such a way to achieve high performance under a wide spec! " of workload conditions by considering multiple application types. Specifically, io sustain a high and consistent performance when the communication load becomes relatively low or we11 balanced, our scheme additionally and simultaneously considers disk I/O and CPU resources. In other words, the ultimate goal of our scheme is to balance three different resources simultaneously under a wide spectrum of workload conditions.
In practice, a resource is likely to become a bottleneck if the fraction of the execution time spent on this resource is substantialiy higher than that on the other two resources. For this reason, our scheme envisions a type of resource that exhibits higher load than that of any other resources as the first-class resource, and the scheme attempts to first balance the first-class resource. Let L~,CPU and Lj,~isk be the load of node i in terms of CPU and disk I/O activities, The pseudocode of our communication-aware-scheme is presented in Figure 1 . . endif end if else if (the workload is memory-intensive) begin Balance memory resources; else if (the submitted job is UO-intensive) begin else if (the submitted job is CPU-intensive) end if node i keeps disk VO resources we11 balanced;
. balance CPU resources; 
Experimental results

Experiment pIatform
We simulate a cluster with 32 nodes under a variety of workload conditions. The simulated cluster is configured in such a way to resemble a typical modem day cluster. The first performance metric considered in our experiments is the job tum-around time [5] . The turnaround time of a job is the time elapsed between the job's submission and completion. The turn-around time is a natural metric for the job performance due to its ability to reflect a user's view of how long a job takes to complete.
A second important performance metric to be introduced in our study is slowdown. The slowdown of a parallel job running on a non-dedicated cluster is a commonly used metric for measuring the performance of the job [IO] . The slowdown of a job is defined by: S, = Tp 'ITp , where Tp ' is the job's twn-around time in a resource-shared setting and Tp is the tum-around time of running in the same system but without any resource sharing,
5.2, Communication-intensive workloads
In the first experiment we intend to stress the communication-intensive workload by setting the message arrival rate at the vatue of O.SNo./ms. Both 
Varying network bandwidth
While the first experiment assumes that all messages are transmitted over a network at an effective rate of lGbps, the second set of results is obtained by varying the network bandwidth of the cluster, As a result, we will investigate the impact of network bandwidth on the performance of the four load balancing schemes. In order to explore this issue, we set the network bandwidth to lOMbps and lGbps, respectively. Since the mean slowdown has similar patterns as those of the mean turnaround time, Figure 4 only shows the performance with respect to the turn-around time for the CPU-aware, MEMaware, IO-aware, and COM-aware policies. As shown in Figure 4 , the mean turn-around time the four policies share a common feature in the sense that tum-around time is inversely proportional to network bandwidths. This result can be explained by the fact that when the communication demands are fixed, increasing the network bandwidth effectively reduces communication intensive applications' time spent transmitting data. In addition, a high network bandwidth results in less synchronization time among tasks of a parallel job and low migration cost in these four load-balancing policies. Figure 4 further reveals .that the performance improvement achieved by COM-aware becomes more profound when the network bandwidth is very high. For example, if the network bandwidth of the cluster is set to 1 OMbps and 1 Gbps, the average performance improvements gained by COM-aware over the three existing policies are 61.4% and 182.9%, respectively.
5.4, Varying average message size
Communication load depends on message arrival rate and the average message size, which in turn depends on 8 communication patterns. The purpose of this experiment, therefore, is to show the impact of average message size on the performance of the four load balancing schemes. Figure 5 shows that the mean turn-around time increases as the average message size increases. The reason is that as message.arriva1 rate is unchanged, a large average message size yields high network utilizations in the system, causing longer waiting times on message transmissions.
A second observation from Figure 5 is that the benefits of the COM-aware scheme become increasingly significant when communication-intensive applications running on the cluster tend to send and receive larger data volumes on the network. This is because the larger the average message size, the higher the network utilization, which in turn results in longer waiting time in network queues.
Mean Slowdown
Te, We now turn to study another mixed workload with memory-and communication-intensive jobs. Similarly, Figure 7 shows the mean slowdown and turn-around time as functions of the percentage of communication-intensive jobs. Again, the first observation is that the COM-aware policy performs the best in all cases. When the workload is memory-intensive, the performance of COM-aware is very close to that of the MEM-aware scheme, and MEMaware is better than CPU-aware and IO-aware if the percentage of communication-intensive jobs is less than 40%, implying that the CPU-aware and IO-aware schemes are not suitable for applications with high memory demands. This is because both MEM-aware and COMaware take efforts to achieve high usage of global memory.
The results also show that the performance of MEMaware is worse than that of CPU-and COM-aware when the percentage of communication-intensive jobs is Iarger than 40%. The results are expected because MEM-aware does not attempt to share network services among the different nodes. We have obtained similar results under other workload with a mix of CPU-, memory-, I/O-, and communication-intensive jobs. Due to the space limits, we present the partial results in this section. 
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Conclusion
We have addressed the issue of improving effective bandwidth of networks on clusters at software ievel without requiring any addiiional hardware. Specifically, we have proposed a dynamic communication-aware loadbaIancing scheme, referred to as CUM-mwe, for nondedicated clusters where the resources of the cluster are shared among multiple parallel applications being executed concurrently, Since CPU, communication, and VO demands of applications may not be known in advance, we took an advantage of the application behavioral model proposed in 1151 to quickly and accurately determine the requirements of various resources imposed by parallel applications.
Furthermore, a simple yet efficient means of measuring communication load imposed by processes have been presented. We have reported the preliminary simulation results obtained on bulk synchronous applications. The experimental results show that under workload with high communication demands, the CUMawure approach can improve performance in terms of slowdown and turn-around time over three existing schemes by up to 206% and 235%, respectively. If workload is memory-intensive or I/O-intensive in nature, COM-aware dynamically and adaptively considers memory or disks as the first-class resources in clusters, thereby sustaining the same level of performance as the existing memory-aware and I/O-aware schemes.
As a future research direction, we plan to extend the approach to a more widely distributed environment such as a peer-to-peer system.
