Abstract. Convolution complementarity problems have the form 0 ≤ u(t) ⊥ (k * u)(t)+ q(t) ≥ 0 for all t. These are shown to have solutions provided k(t) satisfies some mild regularity conditions, and provided k(0 + ) is a P-matrix. Uniqueness follows under some further mild regularity conditions. An application to an impact problem is used to illustrate the theory.
1. Introduction: Convolution Complementarity Problems. Convolution Complementarity Problems (CCP's) are a system for describing a class of "switching systems" or "variable structure systems" [18] , or discontinuous ODE's [7] . These have the form: Given k(·) and q(·), find u(·) satisfying 0 ≤ u(t) ⊥ (k * u)(t) + q(t) ≥ 0, where (k * u)(t) = t 0 k(τ ) u(t − τ ) dτ is the convolution of k and u. We are implicitly assuming that k(t) = 0 for t < 0. That is, we assume that the convolution operator u → k * u is a causal operator. In some cases we can allow k to be a measure, in which case, we should define (k * u)(t) = [0,t] k(τ ) u(t − τ ) dτ.
Scalar problems of this type first appeared in the work of Petrov and Schatzman [14, 13] for dealing with one-dimensional viscoelastic impact problems, and related problems appear in Lebeau and Schatzman [12] .
Note that u(t) can be a vector-valued function, with k(t) a square matrix-valued function. In this case, we interpret inequalities for vectors such as "a ≥ b" componentwise: a i ≥ b i for all i. The complementarity conditions 0 ≤ a ⊥ b ≥ 0 mean that for each i, a i , b i ≥ 0, and either a i = 0 or b i = 0. (Both can be zero.)
These problems are closely related to Linear Complementarity Problems (LCP's) which are static problems of the form: Given M ∈ R n×n and q ∈ R n , find u ∈ R n satisfying 0 ≤ u ⊥ M u + q ≥ 0. (1.1) This problem is commonly denoted LCP(M, q). The theory of LCP's is expounded in [5] . Of particular interest in LCP theory is the class of P-matrices; we will make use of this theory later in this paper. The following list of properties are equivalent to M ∈ R n×n being a P-matrix:
• The problem LCP(M, q) has a unique solution for any q ∈ R n .
• All principle minors of M are positive.
• For any vector 0 = z ∈ R n , max i z i (M z) i > 0. If M is a P-matrix, then we can define the solution operator q → S M (q) where z = S M (q) is the solution of LCP(M, q).
Other examples of complementarity problems in function spaces include continuous complementarity problems [1] , and dynamic complementarity problems describing rigid-body dynamics (see, for example, [16] ).
Examples of convolution complementarity problems.
One source of examples of convolution complementarity problems are the Linear Complementarity Systems (LCS's) of Heemels, Schumacher, van der Schaft, and Weiland [8, 9, 19 ]. LCS's have the form dx/dt = Ax + Bu y = Cx + Du 0 ≤ y(t) ⊥ u(t) ≥ 0 for all t.
(1.2)
Then by using the impulse response of the system k(t) = Ce At B + D δ(t) we can write y(t) = (k * u)(t) + Ce At x(0). The complementarity condition between u(t) and y(t) can then be written as a convolution complementarity problem.
If we consider a fixed active set I(u) := {i | u i = 0}, then (1.2) is a differential algebraic system of equations (DAE) [2, 3] . DAE's have been well studied, and there is considerable theory, especially for the case of linear DAE's. Note that the DAE's related to LCS's can have arbitrarily high index [3, Chap. 2] . Normally in the theory of DAE's, it is usual to assume that the initial conditions satisfy consistency conditions; this cannot be done in the theory of LCS's since LCS's do not enforce consistency when the active set I(u(t)) changes. This means that when a switch occurs, an arbitrarily high order distribution may be needed for the input in order to prevent the output going negative.
Under the usual definition of "≥" for distributions, only measures can be "≥ 0", while derivatives of Dirac-δ functions cannot [10] . The authors of [8] get around this problem by redefining "≥" for Bohl distributions, which are a finite linear combination of δ-functions and its derivatives, and functions of the form C e At B. Then a Bohl distribution is regarded as being "positive" at a point t if the coefficient of the highest order derivative of a δ-function at t is positive, or, if there are no δ-functions at t, then the remaining smooth function is positive for some interval to the right of t. It should be noted that the cone of non-negative Bohl distributions in the sense of [8] is not a closed cone in the space of distributions.
Here we consider a different class of dynamic systems based on convolutions that incorporates LCS's of index no more than two. Let k(t) be Ce At B + D δ(t). Then we can re-write the relationship between y and u as
where " * " is the convolution product, and q(t) = C e At x(0). We formally introduce the convolution complementarity problem (CCP) as the problem given k(t) to find u(t) and y(t) where
In order to restrict the difficulties associated with high-index DAE's, we assume that k(t) behaves appropriately for small t: we say that a CCP is index one if k has locally bounded variation and
where K 0 is a P-matrix [5] . Note that the theory for LCS's in [8] assumes that the matrix function G(s) := C(sI − A) −1 B + D is a P-matrix for sufficiently large real s > 0.
A given LCS (1.2) can be assigned an index by expanding G(s) as a Laurent series in s for large s:
Then the index is the smallest m such that truncation of G(s) to the mth power of s −1 is a P-matrix for sufficiently large positive s.
A corresponding index for convolution complementarity problems is the smallest m such that (d/dt) m k(t) = K 0 δ(t) + a measure with no atom at zero, where K 0 is a P-matrix. (Note that a measure µ has an atom at t if µ({t}) = {t} µ = 0.) In this paper we will mainly consider convolution complementarity problems with index 1, although section 6 will deal with index zero CCP's.
The outline of the paper is as follows: in the next section we introduce a numerical scheme for CCP's; in section 3 we establish existence theory for index 1 CCP's, and uniqueness results in section 4, followed by corresponding results for index 0 CCP's in section 6; in section 7 an impact problem is introduced as an application of index 1 CCP's; and finally in section 8, numerical results are presented for an example impact problem.
2. Numerical scheme for index 1 CCP's. We begin by setting a time-step h > 0. Write t i = ih for i = 1, 2, . . .. We consider piecewise constant numerical solutions u h (t) = u l for lh ≤ t ≤ (l + 1)h. Then for l = 1, 2, . . . we solve the LCP
Since
follows that for sufficiently small h > 0 that k 0 is also a P-matrix. Thus, there exists a unique solution u l for all l and all sufficiently small h > 0.
This means that we can define numerical solutions u h (t) for all t ≥ 0 and sufficently small h > 0 by piecewise constant interpolation as described above. The numerical trajectory y h (t) can be defined to be (k * u h )(t) + q(t).
3. Convergence, and existence of continuous-time solutions. In order to prove convergence of the numerical solutions u h (·) and y h (·) we need to obtain bounds on the solutions that are independent of h as h ↓ 0. To do this we use the fundamental constant of a P-matrix [5, pp. 478-479] : if M is a P-matrix, then
This quantity enables us to bound solutions to an LCP with a P-matrix: if z is the solution of LCP(M, q) and M is a P-matrix, then it is known [5, Prop. 5.10.7] that:
where for a vector w, (w + ) i = max(w i , 0). In fact, the solution operator S M for LCP(M, q) has Lipschitz constant ≤ 1/c(M ) in the ∞-norm.
We also need to assume that q is sufficiently regular. We assume that q is Lipschitz continuous with Lipschitz constant L q . Note that c(k 0 ) ≈ c(K 0 ). In addition, we will assume that q(0) ≥ 0. We need sufficient regularity of k(t) away from t = 0, so we will assume that k has locally bounded variation.
Some problems of this type can be readily solved using well-established techniques. For example, if k(t) = K 0 , a P-matrix, for all t > 0, then we can turn the problem into one in terms of
T u(t) = 0 for almost all t. If K 0 has positive definite symmetric part, the problem of finding w can be solved by using penalty methods, or the method of semigroups for maximal monotone operators [4] . However, it is not at present clear if the penalty method will converge if K 0 is a general P-matrix.
For convenience we re-state the assumptions here:
• (A1) The function q is Lipschitz continuous with Lipschitz constant L q , and q(0) ≥ 0.
• (A2) The function k has locally bounded variation.
• (A3) The matrix K 0 := lim t↓0 k(t) is a P-matrix. Note that (A2) is weakened in section 5 to requiring only that q be absolutely continuous.
Theorem 3.1. Under assumptions (A1)-(A3), then for T > 0 chosen sufficiently small so that ( 
, so we can find a suitable T > 0 satisfying the conditions of the lemma.
For l = 0: The LCP to solve is
can be bounded independently of h as h ↓ 0. Suppose true for l = m; we show that it is true for l = m + 1: The LCP to solve is now
To obtain our bound on u m+1 we need to bound
Since we know by induction that 0
using the bounded variation of k:
We now use this to obtain the bound
Using the above bound on the solution of LCP's with matrix k 0 and the bound u l ∞ ≤ B T for l = 1, 2, . . . , m we get
Thus by induction, u l ∞ ≤ B T for all l where lh ≤ T , as given above. Once we have (local) boundedness of the numerical solutions u h (·), we can get weak* convergence of a subsequence in L ∞ (0, T ), which can be used to obtain a global existence result.
Theorem 3.2. Under assumptions (A1)-(A3), solutions exist for the problem 0 ≤ u(t) ⊥ (k * u)(t) + q(t) ≥ 0 for Lebesgue almost all t, with u ∈ L ∞ (0, T ) for any T > 0.
Proof. As noted at the beginning of the proof of Theorem 3.1, we can choose a
and so by Alaoglu's theorem, there is a weak* convergent subsequence (also denoted u h (·)) with a weak* limit u.
Note that
Since y(·) and u(·) are both non-negative, this means that τ 0 y(t) T u(t) dt = 0 as desired. Thus 0 ≤ y(t) ⊥ u(t) ≥ 0 for Lebesgue almost all t, and y(t) = (k * u)(t)+q(t). Thus we have a solution to the CCP.
To show that we can obtain solutions on [0, ∞), we use a continuation argument, much like what is used for ordinary differential equations. Once we have a solution u(t) on [0, T ] we extend it as follows: if we q
we can obtain a solution u (1) on [0, T ] by the arguments of the previous paragraph. Then u(t) = u(t) for 0 ≤ t < T , u
(1) (t − T ) for T ≤ t < 2T solves the CCP on [0, 2T ]. Continuing by induction, we obtain a solution on [0, ∞) as desired.
Now that existence of solutions has been established via a numerical procedure, we now wish to examine the uniqueness of solutions.
Uniqueness of solutions.
Suppose u 1 and u 2 are solutions and y i = k * u i +q. Then we consider the differences ω = u 1 − u 2 and η = y 1 − y 2 . It can be easily checked that η(t)
If k(t) = K 0 for all sufficiently small t, and K 0 is positive definite, then we would have for any sufficiently small T > 0,
. Now taking the maximum over i, and using the P-matrix property of K 0 , we see that T 0 ω(t) dt = 0 for all sufficiently small T > 0. Therefore, ω(t) = 0 for all sufficiently small t > 0, and so u 1 (t) = u 2 (t) for almost all sufficiently small t. This can be used to show global uniqueness by shifting to T * = sup {t | u 1 (τ ) = u 2 (τ ) for all τ < t}, and applying the above argument to the time-shifted system. This seems to indicate that if k(t) approaches K 0 sufficiently quickly, then solutions are unique.
To obtain uniqueness in a more general setting, we assume in addition that:
• (A4) The function k ′ (t) has bounded variation on (0, T * ] for some T * > 0. Theorem 4.1. Assuming (A1)-(A4), the solutions of 0 ≤ u(t) ⊥ (k * u)(t) + q(t) ≥ 0 are unique.
Proof. Let u 1 and u 2 be two solutions of (1.3), and ω = u 2 − u 1 . Let η = y 2 − y 1 where y i = k * u i + q, i = 1, 2. Then for almost all t,
. Also note that k ′′ exists as a measure on (0, ∞). We start with the inequality
Then by using integration by parts and Ω(0) = 0, we obtain:
Summing over j we obtain
for all i. Note that k ′ is bounded on (0, T * ) by (A4). Furthermore, since k ′′ ij is a measure with no atom at zero,
Taking the maximum over i, we get the following inequality for a suitable constant
Taking the supremum over 0 ≤ T ≤ T 0 we see that
which is only possible if Ω(t) = 0 for 0 ≤ t ≤ T 0 . Thus for almost all 0 ≤ t ≤ T 0 , ω(t) = 0, and so u 1 (t) = u 2 (t). Thus solutions are unique for sufficiently small t.
By the continuation argument described in the previous theorem, this can be extended to the time interval 0 ≤ t < ∞.
Note that if k(0) = 0, uniqueness may not hold: consider the scalar case with k(t) = t, and q(t) = 0 for all t. Then the CCP 0 ≤ u(t) ⊥ (k * u)(t) + q(t) ≥ 0 for almost all t has the solutions u(t) = γδ(t) for any γ ≥ 0. Then (k * u)(t) = γt + ≥ 0 (where t + = max(t, 0)), and T 0 u(k * u + q) = 0 for any T . The discrete method can still be
2 h > 0 for any h > 0, so the LCP still has (unique) solutions. However, the CCP does not have unique solutions.
The case of k(t) ∼ t α K 0 , K 0 a P-matrix with 0 < α < 1 is still unknown, despite the recent work of Petrov and Schatzman on a scalar version of this problem [14, 13] .
5. Extension of the existence results to absolutely continuous q. In this section we will extend the results of section 3 to allow q to be absolutely continuous, or indeed in any W 1,p (0, T ) space for 1 ≤ p < ∞; then the solution belongs to L p (0, T ). Note that the case p = ∞ has already been covered in section 3. The proof of uniqueness in section 4 can be adapted to give bounds on solutions; however, the bounds are only on T 0 u(t) dt, while what we need are pointwise bounds. In order to obtain such bounds we need to prove a lemma which will also be of use in proving conservation of energy in mechanical impact problems.
′ , b is absolutely continuous and b ′ exists almost everywhere.
′ (t) does not exist, or t is an isolated point of A }. Then B is an open set, and C is a null set. Since 0 ≤ a ⊥ b ≥ 0, a(t) = 0 for almost every t ∈ B. Since every t ∈ A\C is not an isolated point in A, there is a sequence t = t m ∈ A where b(t m ) = 0 and t m → t as m → ∞; as b
a(t)b ′ (t) dt = 0, as desired. To apply this we begin by considering a modification of
for almost all t for which Theorem 3.2 applies. For any ǫ > 0, put (q ǫ )
′ is bounded and q ǫ (0) = q(0) ≥ 0, by Theorem 3.2, there is a solution
Now we can apply Lemma 5.1 with a(t) = u ǫ i (t) and
Thus, for almost all t,
Taking the maximum over i and using (3.1) we obtain
for almost all t. If u ǫ (t) ∞ > 0 we can divide by u ǫ (t) ∞ ; otherwise the resulting inequality is trivially true:
To turn (5.1) into a pointwise bound on u ǫ , we need a Gronwall lemma. Lemma 5.2. Suppose that µ is a non-negative measure without an atom at zero.
for almost all t where g ∈ L p (0, T ) is the unique solution of Since µ has no atom at zero, this is so for sufficiently small T = T * > 0. Thus there is a unique solution g of (5.2) on (0, T * ). Now we show that on this interval that f (t) ≤ g(t). Let g (0) (t) = f (t), and g (l+1) = Mg (l) (t). By the contraction mapping principle,
. We show by induction on l that g (l+1) ≥ g (l) almost everywhere. For l = 0: By the assumption on f , g (0) = f ≤ Mf = g (1) , as desired. Suppose true for l = m; we show that it is true for l = m + 1:
, and so
as desired. Since on (0, T * ), g (l) ↑ g as l → ∞, and so f ≤ g almost everywhere on (0, T * ).
We have shown this result only on a sufficiently small interval (0, T * ). To extend this result to (T * , 2T * ), if we put g
Let r (l)
1 → r 1 and the operator h → µ * h is a contraction on L p (0, T * ). Furthermore, by non-negativity of µ and since r We can now use Lemma 5.2 together with the bound (5.1) to get pointwise almost everywhere bounds on u ǫ ∞ . For any Borel set E, define 1 E (t) = 1 if t ∈ E and 1 E (t) = 0 if t ∈ E. If we put µ(t) = ( k
for almost all t and for all ǫ > 0.
For p = 1, by the Dunford-Pettis theorem [6, Cor. 11,
we can again apply Dunford-Pettis to show the existence of a subsequence
for almost all t. Thus there is a subsequence of {u ǫm } ∞ m=1 (also denoted by u ǫm ) that converges almost everywhere to u; then by the dominated convergence theorem (see, for example, [17] ),
Then clearly k * u ǫm → k * u converges uniformly on (0, T ); as noted above q ǫ → q uniformly on (0, T ). Since k * u ǫm + q ǫm ≥ 0 for all m, it follows that k * u + q ≥ 0. Similarly, since u ǫm ≥ 0 almost everywhere and u ǫm → u in L p (0, T ), there is a subsequence that converges pointwise almost everywhere to u, so that u ≥ 0 almost everywhere. Finally, since
If, in addition, (A4) holds, then the solution is unique as can be verified via Theorem 4.1.
6. Existence and uniqueness of solutions to index zero CCP's. An index zero convolution complementarity problem has a kernel of the form
where k is a measure with no atom at zero, and K 0 is a P-matrix. That is, the CCP has the form
These problems are easier than index one problems (as might be expected from the theory of differential-algebraic equations). And indeed this is so. To take the simplest example, consider the CCP
This is no longer a dynamic problem. Rather it is just a parameterized LCP. Recall that the solution operator z = S M (q) for LCP(M, q) is a single-valued Lipschitz map with Lipschitz constant ≤ 1/c(M ). Then the solution of (6.2) is clear: u(t) = S K0 (q(t)).
For the general case where k ≡ 0, we can use a Picard-type iteration: Lemma 6.1. Assume k has no atom at zero and that K 0 is a P-matrix. Then, for sufficiently small T > 0, the map
. This is possible since
To show that it is a contraction we note that
, and K is a contraction map-
Note that if q ∈ C[0, T ], and k is a measure without atoms, then K is an operator C[0, T ] → C[0, T ] which is a contraction for sufficiently small T > 0.
Since u is a solution of (6.1) if and only if it is a fixed point of K, we immediately have by the contraction mapping principle that solutions exist and are unique on [0, T ] for sufficiently small T > 0.
To turn this into a global existence result, we extend a solution u on 
which splits the convolution integral in the a term which involves u only on [0, T ), and the second term which involves u on [T, 2T ]. Put
, and note that since
. This is welldefined since k has no atom at zero, and so
This approach can be continued to extend the solution to [2T, 3T ], [3T, 4T ], and so on. Thus there is a (unique) solution to index zero CCP's on [0, ∞).
7. Application to impact problems: the case of an elastic slab. Here we consider a simplified approach to impact problems: We start with the wave equation with Signorini-type boundary conditions over a region Ω ⊂ R d :
Note that −∂u/∂n represents the normal contact force applied to the boundary. The function g(x) is referred to as the gap function and represents the distance to contact with a rigid obstacle for the undeformed body.
While this system is known to have weak solutions (see Kim [11] ), it is not as yet known if the solutions conserve energy. It should also be noted that these results existence, uniqueness, and conservation of energy has been shown for the case Ω = R n−1 × R + by Lebeau and Schatzman [12] . However, as noted in [12, pp. 357-361 ], the techniques developed there, while very sophisticated, do not seem to be able to handle even a slab geometry past the time when the first reflection returns to the contact region.
Here we consider a simplified dynamic contact problem that corresponds to a rigid object strikes an elastic slab, as illustrated in Figure 7 .1.
The problem that we wish to solve is then to find u(t, x 1 , x 2 , y) where The kernel function for the elastic slab is given via the solution of the following partial differential equation:
2) then we can obtain the kernel function as
The main task is then to show that k(t) satisfies all the the requirements for Theorem 3.2.
The Fourier transform of a function f (t, x, y) with respect to x is denoted f (t, ξ, y).
An explicit formula for k(t).
First note that the solution z(t, x, y) of (7.2) can be given as
The solution to (7.4) is closely related to the fundamental solution of the wave equation in three dimensions, which is G(t, x, y) = δ(r − t)/(4πr) = δ(r − t)/(4πt) where r = |x| 2 + y 2 . Note that |x| = x 2 1 + x 2 2 is the Euclidean norm of x. The fundamental solution unfortunately does not satisfy the homogeneous Dirichlet boundary conditions at y = L. To satisfy these we need to add an impulse source at (x, y) = (0, 2L) which has a strength of −1 at t = 0. Then to satisfy the Neumann boundary conditions at y = 0 we need to add an impulse source at (x, y) = (0, −2L) of strength −1 at t = 0. Continuing in this way, we need to add an impulse source at (x, y) = (0, 4L) with strength +1 at t = 0 to satsify the Dirichlet boundary conditions at y = L, which in turn needs another impulse source at (x, y) = (0, −4L) with strength +1 at t = 0, and so on.
Thus, the solution of (7.4) is
To restrict G(t, x, y) to y = 0, we multiply by δ(y).
Note that if Γ 1 and Γ 2 are two smooth surfaces in R 3 , and ν Γ1 , ν Γ2 their respective surface measures, then provided Γ 1 and Γ 2 intersect transversally, ν Γ1 ν Γ2 is a line measure on Γ 1 ∩Γ 2 given by λ Γ1∩Γ2 / sin θ(x) where λ C is the standard one-dimensional arc-length measure on a smooth curve C, and θ(x) is the angle between the normals n 1 (x) and n 2 (x) to the surfaces Γ 1 and Γ 2 respectively at x ∈ Γ 1 ∩ Γ 2 .
Of particular interest to us are the products δ(t−|(x, y−2Lj)|) δ(y). The geometry of this situation is shown in Figure 7 .2. Note that r j (t) = t 2 − (2Lj) 2 provided t ≥ 2L|j|. If t > 2L|j| then the two surfaces Γ 1 and Γ 2 intersect transversally, and furthermore, the angle between their normals is θ(x) = sin −1 (r j (t)/t) is independent of x ∈ Γ 1 ∩ Γ 2 . Thus, provided t > 2L|j|,
If t < 2L|j|, the product is clearly zero. Furthermore,
Applying this to the formula for G(t, x, y) we obtain
The kernel function is therefore
Rather than leave the kernel in this form, it is useful to represent the convolution using Fourier transforms.
To compute the Fourier transform k(t, ξ) we write first determine the Fourier transform of δ(r j (t) − |x|)/r j (t). First note that since this distribution is circularly symmetric, so is its Fourier transform. Thus we assume without loss of generality that ξ = |ξ| e 1 where e 1 is the first standard unit basis vector. Using polar co-ordinates,
where J 0 is the zeroth order Bessel function [20] . Thus, unless t is a multiple of 2L,
We can define k(t, ξ) for all t by requiring that k(t, ξ) be right-continuous in t.
7.2. Checking the axioms. Firstly, since
, and by the dominated convergence theorem
To check the requirement of locally bounded variation, we obtain a bound on
[0,T ] |∂ k(t, ξ)/∂t| dt of the form c 1 (T ) c 2 (|ξ|). First note that {2Lj} |∂ k(t, ξ)/∂t| dt is the magnitude of the jump in k(t, ξ) at t = 2jL. By inspection of (7.5), this can be easily seen to be one.
We now consider (0,2(j+1)L)\{ 2lL|l=1,2,...,j } |∂ k(t, ξ)/∂t| dt. Differentiating (7.5) with respect to t for 2jL < t < 2(j + 1)L gives
Consider the integral
Note that there is an absolute constant C where
Substituting this into the formula for the variation of k(t, ξ), we get
We now turn this into a bound for the variation of k:
Substituting (7.6) into (7.7) gives:
is not zero almost everywhere, the kernel function has locally bounded variation, and k(0 + ) is positive.
7.3. Conservation of energy. The solutions obtained for this convolution complementarity problem also conserve mechanical energy, as we show in this section.
The total (mechanical) energy for the elastic slab is
Differentiating with respect to time gives
Integrating this (formal) derivative gives
Note that q 1 (t) ≡ 0 in our example. Put k 2 (t) = t/m 0 . The total work done on the rigid ball is the integral of the force acting on the ball (N (t)) times the velocity of the ball, which is the total applied impulse divided by the mass of the ball plus the original velocity of the ball ( Adding this to the expression for E s (t 2 )− E s (t 1 ) we obtain the total change in energy, which is
Since 0 ≤ N (t) ⊥ (k * N )(t)+ q(t) ≥ 0 for almost all t, with N in L ∞ and k * N + q Lipschitz, by Lemma 5.1,
and energy is conserved.
Numerical results.
Here we describe the results of some numerical experiments for the impact problem of the previous section. The function ψ(ξ) was assumed to be a Gaussian const exp(−(|ξ|/σ))
2 ). The constant was chosen to normalize the value of k(0 + ). It was also assumed that L = 1. With a speed of wave propagation c = 1, this means that the first reflection will arrive back at the originating wall at time t = 2. Plots of the corresponding kernel functions k 1 (t) for the elastic slab are shown in Figure 8 .1. From the figures it appears that the functions k(t) are indeed in BV loc . It is also readily apparent that for larger values of σ the kernel functions have very sharp spikes at the times when the reflections return to the originating wall. Since the function ψ(x) = const ′ exp(−(σ|x| 2 )), we note that large σ corresponds to small contact regions. In the case of a slab, in this case, much of the energy will be radiated out in different directions, and will not return. On the other hand, if σ is small, then a much more coherent wave front will be generated and much of the energy in the wave will return to the contact region. The extreme case of σ = 0 corresponds to the one-dimensional problem, for which the kernel function can be shown to be a periodic square wave which starts at one for t = 0 + , and jumps by two at each even integer in an alternating pattern, giving an oscillatory function with period four. (This is closely related to Routh's well-known solution to the case of a rod impacting a perpendicular obstacle [15] .)
To deal with an unconstrained rigid ball contacting this elastic slab, we need to modify the kernel function. The effect of a (downward) unit impulse on the elastic slab is given by k 1 (t); by Newton's 2nd law, the rigid ball will be given an equal but upward impulse. The effect of this impulse on the ball is given by t/m 0 where m 0 is the mass of the ball. Thus, the kernel function that we use is given by So we consider the problem where u(x, 0) = 0 and u t (x, 0) = 0 for all x ∈ Ω = R 2 × (0, L), and we take q(t) = −1. Solutions for this problem are shown in Figure 8 .2 for varying m 0 , but with fixed σ = 1.
Note that for m 0 = 1, the first reflected wave is able to throw the ball off the slab; for m 0 = 10, two reflections are necessary, while for m 0 = 100, many reflections are necessary. The behavior of the large masses in these impact problems could be approximated by a "quasi-static" model where the deformation field satisfies the static contact problem 0 = ∇ whereȳ is the y-coordinate of the center of mass of the rigid ball, and r 0 is its radius. The dynamics for such quasi-static approximation will come from the rigidbody dynamics of the ball: m 0 d 2ȳ /dt 2 = N (t). The development of more general "quasi-static" models of impact is, however, a subject for another paper. 
