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We have investigated the role of pseudo-spin polarization in electron wave packet dynamics in
pristine graphene and in a graphene antidot lattice subject to an external magnetic field. Employing
a Green’s function formalism, we show that the electron dynamics can be controlled by tuning
pseudospin polarization. In Landau quantized graphene, we find that an electron wave packet
propagates in the direction of initial pseudospin polarization with no splitting; Zitterbewegung
oscillations are found to persist. In the case of a graphene antidot lattice, the electron wave packet
propagates along the axis of the antidot lattice when the initial pseudospin is parallel to this axis.
We also show that the probability of finding an electron along the axis of the antidot lattice increases
with the strength of the antidot potential. This suggests that a graphene antidot lattice can serve as a
channel for electron transport with the possibility of tunability by means of pseudospin polarization,
antidot potential and applied normal magnetic field strength.
I. INTRODUCTION
Over the past decade, tremendous work has been done
to study and control charge transport in graphene in ex-
ternal fields and also by introducing external one dimen-
sional potentials using nanopatterning.1–5 In the 1970s,
it was realized that introduction of artificial one dimen-
sional potentials can be used to modify the energy band
structure.6 Potentials such as antidot lattices can be
carved on graphene by various techniques and lattice
parameters can be tuned.7,8 This engineering of trans-
port properties in graphene can lead to possible graphene
based logic devices.9,10
Analogous to physical spin, pseudospin is one of
the unique properties carried by charge carriers in
graphene due to presence of two triangular sublattices in
graphene.2 Pseudospin appears in the wave function as
an independent degree of freedom,11 hence giving birth
to the field of pseudospintronics which has the poten-
tial for applications in logic devices and quantum com-
puting similar to spintronics.12–17 Controlling pseudospin
polarization with the help of external gates invites us
to investigate wave packet dynamics in various graphene
systems.13
Zitterbewegung (ZB), which is the oscillatory motion of
the wave packet is another important phenomenon ob-
served in Dirac materials.2 These oscillations have fea-
tures which differ in the presence and in the absence of
the magnetic field.18,19 Study of the dynamics of wave
packets in monolayer graphene in the absence of a mag-
netic field with different pseudospin polarizations sug-
gests that when pseudospin is perpendicular to the mo-
mentum of initial wave packet, then the wave packet
splits into two parts and moves in the direction of the
initial momentum of the packet with opposite veloci-
ties: However, when pseudospin is parallel to the the
initial momentum of the packet then the packet does not
split and moves in the direction of initial momentum and
ZB oscillations are transient and disappear after some
time.18 Also, ZB studies of graphene in a magnetic field
suggest that ZB oscillations for B 6= 0 are permanent and
do not die with time.19
Pseudospintronics has much more to reveal, so to further
investigate the dynamics of a wave packet in systems of
monolayer graphene with initial pseudospin polarization,
we have chosen two systems involving Landau quantized
monolayer graphene: First is pristine graphene and the
second is graphene having 1D antidot lattice, both placed
in a perpendicular magnetic field. Along with analysis of
the effect of pseudospin polarization on wave packet dy-
namics in these systems, we have studied the effect of
tuning of antidot strength on motion of the wave packet.
II. GRAPHENE IN PERPENDICULAR
MAGNETIC FIELD: GREEN’S FUNCTION
Graphene is a single layer of carbon atoms packed
in a honeycomb lattice. The effective Hamiltonian of
graphene has the form20
H = γ σν .p (1)
where σν = [σx, 1ν σy] and σx, σy are Pauli’s spin ma-
trices, which act on the sublattice/pseudospin space and
represent the sublattice degree of freedom of graphene’s
honeycomb lattice structure, also 1ν = 1 or -1 for K or
K ′ valleys, and γ = 32αhd ≈ 106ms−1 plays the role of
a density-independent Fermi velocity (αh is the hopping
amplitude originating from the tight binding approxima-
tion in which the lattice spacing is d).
We consider a graphene sheet placed on the xy-plane in
a perpendicular and uniform magnetic field B= Bzˆ with
vector potential A = 12 (B × r). The magnetic field is
introduced by minimal substitution p = p − eA in Eq.
(1). The requirement of gauge invariance leads to
G(r, r′; t, t′) = C(r, r′) G′(r− r′; t− t′), (2)
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2where the Green’s function G′(r − r′; t − t′) is spatially
translationally invariant and gauge invariant and it is re-
lated to usual Green’s function G(r, r′; t, t′) with the help
of Peierls phase factor C(r, r′), which carries all aspects
of the lack of translational invariance in a magnetic field
and all gauge dependence as
C(r, r′) = exp
(
ie
2~
r · B× r′ − φ(r) + φ(r′)
)
(3)
(φ(r) is an arbitrary gauge function). The translationally
invariant Green’s function is given by the equation of
motion[
i
∂
∂T
− γσν ·
(
1
i
∂
∂R
− e
2
B×R
)]
G′(R, T ) =
I2δ
2(R)δ(T ) (4)
where R = r − r′ such that X = x − x′, Y = y − y′ and
T = t− t′.
The diagonal elements of the Green’s function matrix (ω
representation) for this system of monolayer graphene in
uniform, constant perpendicular magnetic field are (G′11
22
collectively represents G′11, G′22)
G′11
22
(R;ω) =
1
4pi~γ2
ω e
− ω
2
g
8γ2
(X2+Y 2)
×
∞∑
n=0
Ln
[
ω2g
4γ2
(
X2 + Y 2
)]
ω2
ω2g
− (n+ 1−1ν2 ) . (5)
We introduced the notation
ωg = γ
√
2eB
~
, (6)
which is the cyclotron frequency for Dirac fermions. The
poles of G′11
22
(R;ω) show that the energy spectrum is Lan-
dau quantized, with Landau level index given by n.
The off-diagonal matrix elements can be calculated using
the relation (γν ≡ 1νγ)21
ωG′21
12
= [γΠXY ± iγνΠYX]G′11
22
. (7)
In the above equation, ΠXY ≡ 1i ∂∂X + eB2 Y and ΠYX ≡
1
i
∂
∂Y − eB2 X are momentum operators and G′21
12
= G′21 or
G′12 corresponds to the upper or lower ±, ∓ signs else-
where in the equations. Making use of Eq. (7), off-
diagonal elements of Green’s function matrix for K and
K ′ can be separately expressed as
K(1ν = +1) : G′21
12
(R;ω) =
ω2g
8pi~γ3
e
− ω
2
g
8γ2
(X2+Y 2)
× (iX ∓ Y )
∞∑
n=1
L1n−1
[
ω2g
4γ2
(
X2 + Y 2
)]
ω2
ω2g
− n (8)
K ′(1ν = −1) : G′21
12
(R;ω) =
ω2g
8pi~γ3
e
− ω
2
g
8γ2
(X2+Y 2)
× (iX ± Y )
∞∑
n=1
L1n−1
[
ω2g
4γ2
(
X2 + Y 2
)]
ω2
ω2g
− (n+ 1) . (9)
Clearly, the off-diagonal elements interchange with the
interchange of Dirac points (K and K ′).22,23
The Green’s functions matrix in time representation can
be obtained by Fourier transform of Eqs. (5), (8), (9) as
G′µν(R; t) =
∫ ∞
−∞
dω
2pi
e−iωt G′µν(R;ω) (10)
where µ, ν = 1, 2 denote matrix indices.
Noting that G′µν(R;ω) has real energy poles at K =
±ωg
√
n ; K′ = ±ωg
√
n+ 1 we employ contour integra-
tion with ω → ω+ i 0+ for the retarded Green’s function
with the contour closed in the lower half plane running
clockwise from −∞ to +∞. For the K-point, we have
(for the K ′-point
√
n→ √n+ 1)
G′11
22
(x, x′; y, y′; t) = −i η+(t)
ω2g
4pi γ2
e−
1
2 ζ
∞∑
n=0
Ln [ζ]
× cos
(
ωg l
γ
t
τo
√
n
)
(11)
G′21
12
(x, x′; y, y′; t) = −η+(t)
ω3g l
8pi γ3
e−
1
2 ζ
×
[
i
(
x− x′
l
)
∓
(
y − y′
l
)] ∞∑
n=1
L1n−1 [ζ]√
n
× sin
(
ωg l
γ
t
τo
√
n
)
: (12)
Here, we have introduced an arbitrary constant length,
l, chosen for convenience to be the width of an impressed
wave packet, and η+(t) = 0, 1 for t ≤ 0, t>1 respectively,
is the Heaviside unit step function; also, we have defined
ζ =
1
4
(
ωg l
γ
)2 [(
x− x′
l
)2
+
(
y − y′
l
)2]
and τo = l/γ.
To study the wave packet dynamics, we take the initial
wave function to be a Gaussian wave packet having non-
vanishing average momentum p0x = ~k0x and width l,
ψ(r, 0) =
f(r)√| c1 |2 + | c2 |2
(
c1
c2
)
(13)
f(r) =
1
l
√
pi
exp
(
−x
2 + y2
2 l2
+ ik0xx
)
,
where c1 and c2 are the coefficients which set the initial
pseudospin polarization. Also ψ(r, 0) can be taken
3as a smooth enveloping function due to the reason
that lattice period is much smaller than the width
l of the initial wave packet. The Green’s functions
matrix elements Gµν(r, r′, t) helps us to determine the
time evolution of an arbitrary initial state ψ(r, 0); in
Schro¨dinger representation it is given by
ψµ(r, t) =
∫
dr′ Gµν(r, r′, t) ψν(r′, 0) (14)
where µ, ν = 1, 2 denote the matrix indices, which corre-
sponds to upper component ψ1(r, t) and lower component
ψ2(r, t) of state ψµ(r, t). The probability density will be
ρ(r, t) =| ψ(r, t) |2=| ψ1(r, t) |2 + | ψ2(r, t) |2 . (15)
And to study ZB, the average value of coordinates can
be represented as
x¯j =
∫
ψ∗1(r, t)xj ψ1(r, t)dr+
∫
ψ∗2(r, t)xj ψ2(r, t)dr
(16)
where j = 1, 2 with x1=x and x2=y. The Peierls phase
factor defined in Eq. (3) for the choice φ(r) = φ(r′) ≡ 0
has the form
C(r, r′) = exp
[
i
4
(
ωgl
γ
)2(
yx′
l2
− xy
′
l2
)]
.
III. DYNAMICS OF A GAUSSIAN WAVE
PACKET WITH DIFFERENT PSEUDOSPIN
POLARIZATIONS IN LANDAU QUANTIZED
GRAPHENE: ZITTERBEWEGUNG
To obtain results for the temporal evolution of the ini-
tial Gaussian wave packet, ZB oscillations and the effect
of initial-pseudospin polarization, we have performed nu-
merical calculations. To facilitate it, we have introduced
following dimensionless variables:18,24
• A dimensionless parameter which is suitable to re-
place wave vector k0x is a0 = k0x l.
• Distance for propagation of the wave packet can be
measured in units of initial width l of wave packet.
• Time can be measured in τo=l/γ (γ is Fermi veloc-
ity, 106 m/s) units.
• Some other variables can be combined to produce
dimensionless variables, e.g b =
ωg l
γ .
The Landau level summation is performed upto the 10th
Landau level in all calculations since the results become
convergent in this limit.
We consider four cases with different initial pseudospin
polarizations {c1, c2} for the Gaussian wave packet given
in Eq. (13).
Case-1: {c1, c2}={1, 0} which corresponds to initial elec-
tron probability of one at the sites of sublattice A.
Case-2:{c1, c2}={1, 1} corresponds to the situation where
the pseudospin is directed along the x-axis.
Case-3: {c1, c2}={1, i} this corresponds to the pseu-
dospin directed along y-axis.
Case-4: {c1, c2}={1, eipi/4} this implies that at time t=0,
the pseudospin lies in x-y plane making an angle of 45o
with x-axis.
The numerical results obtained from Eqs. (14), (15) are
plotted in Fig.1.
In Fig.1, electronic probability density is plotted
for parameters t=1, 5, 10 τo, with momentum k0x =
0.6 nm−1, width l=2 nm so that a0=k0x l=1.2 and
τo=2 femtosecond and B=3.3 in units of Tesla i.e.
ωg ' 1 × 1014 Hz. Left panel shows the initial wave
packet at a very small time t=1 τo, and as we move from
left to right the time evolution of initial Gaussian packet
can be seen for different initial pseudospin polarizations.
The strength of the electron probability density ρ(x, y, t)
is given by the color bar on the right side.
As one can see in Fig.1 (a), (b), (c), the wave packet
spreads and propagates in the plane of graphene sheet
in the form of rings for the pseudospin c1=1 and c2=0.
Initially in Fig.1 (a), maximum probability of electron
is located at the origin, but as time increases, the wave
packet propagates and the electron density can be found
at a radius of r ' 24 nm in 20 fs. Similarly for other
three cases, the wave packet propagates with its maxi-
mum probability density in the direction of initial pseu-
dospin polarizations but in the shape of incomplete rings,
this is because the probability density gradually de-
creases in the directions away from the direction of pseu-
dospin polarization. It propagates in the x direction
when initial pseudospin polarization is along x axis (see
Figs.1 (d), (e), (f)), in the y direction when initial pseu-
dospin polarization is along y axis (see Figs.1 (g), (h), (i))
and it propagates in (x, y)=(1, 1) direction when ini-
tial pseudospin is polarized along (x, y)=(1, 1) direction
(see Figs.1 (j), (k), (l)). This is because of the conserva-
tion of chirality in which momentum gets aligned with
pseudospin and ~σν . ~p remains conserved. Also the dis-
tance covered by the wave packet in these three cases is
r ' 24 nm in 20 fs. Hence the direction of propagation
of a wave packet in Landau quantized graphene can be
controlled using pseudospin polarization. Also, the wave
packet propagates without any splitting; splitting was ob-
served in the case of monolayer graphene in the absence
of magnetic field.18 We propose that, experimentally, this
type of controlled propagation of wave packet in any di-
rection can easily be obtained using photonic graphene
as test beds.14
Also note that the electronic probability densities plot-
ted in Fig.1 are not symmetric with respect to both
x and y axes: ρ(x, y, t){c1,c2} 6= ρ(−x, y, t){c1,c2} and
ρ(x, y, t){c1,c2} 6= ρ(x,−y, t){c1,c2} for any pseudospin po-
larization (subscript {c1, c2} defines the corresponding
pseudospin polarization): This means that center of the
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FIG. 1. (Color online) The electron probability density
ρ(x, y, t) for initial Gaussian wave packet with B = 3.3 Tesla,
a0=k0x l=1.2 at times 1τo, 5 τo and 10 τo. Time increases
as we move from left to right. Color bar given at extreme
right side shows the strength of probability density from its
minimum to its maximum. Up to down: Four rows with initial
pseudospin polarizations {1, 0},{1, 1},{1, i} and {1, eipi4 } with
pseudospin and propagation directed in the radial, x, y and
(x = 1, y = 1) directions respectively.
wave packet is oscillating along both the x as well as the
y directions; these oscillations can be readily recognized
as Zitterbewegung oscillations.
To examine this trembling motion we use Eq. (16) and
solve it numerically for expectation values of both x and
y coordinates. Figs.2 (a), (c), (e) and Figs.2 (b), (d), (f)
show the oscillations in the wave packet’s center along
x and y directions respectively. Results are plotted for
two values of initial momentum k0x = 0.6 and 0.8 i.e
a0 = k0x l=1.2 and 1.6, given by solid and dotted lines
for three different values of pseudospin polarization. It
is clear from Fig.2 that increase in momentum results
in decrease in amplitude of Zitterbewegung oscillations
without any other change in the behaviour of ZB. In fur-
ther discussion, ZB oscillations corresponding to differ-
ent pseudospin polarizations will be referred to as x¯{c1,c2}
and y¯{c1,c2}.
The ZB oscillations shown in Fig. 2 are of the order
of nanometer (easily detectable) except x(t){1,0} and
x(t){1,i} which are of the order of 0.1 pm. On comparing
the ZB oscillations x(t){1,0}, x(t){1,1}, x(t){1,i}, we have
concluded that when the direction of initial momentum
(x-axis) is perpendicular to initial pseudospin polariza-
tions (z, y-axis) then the ZB oscillations carry very small
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FIG. 2. Average coordinates x¯(t) (left column) and y¯(t) (right
column) versus time (τo = l/γ) corresponding to three differ-
ent values of pseudospin polarization (changing from up to
down), at two values of momentum a0 with B = 3.3 Tesla.
(a),(c),(e): x¯(t) versus time corresponding to pseudospin po-
larizations {1, 0},{1, 1} and {1, i} respectively. (b),(d),(f):
y¯(t) versus time corresponding to pseudospin polarizations
{1, 0},{1, 1} and {1, i} respectively. Here l′=l × 10−5.
amplitude in the direction of initial momentum.
In Figs.2 (a)-(f) we have seen that initially the ampli-
tude of the Zitterbewegung oscillations increases, then
these oscillations seems to die out but reappear for all
pseudospin polarizations. For example in Fig.2 (c) these
oscillations reappear at t ' 18, 55, 84 τo... . Hence when
there is a magnetic field applied to the system, Zitter-
bewegung oscillations are not transient; rather they are
recurrent. Also, in the presence of the magnetic field, sev-
eral ZB frequencies appear (see Figs.2 (a)-(f)). This is
different from the ZB phenomenon observed in monolayer
graphene without magnetic field, in which ZB oscillations
are transient having a single frequency.18 Finally, in Fig.
3 we have plotted the average coordinates x¯(t){c1,c2} and
y¯(t){c1, c2} against each other to study the ZB trajectory
of center of the wave packet corresponding to the Figs.2
(c), (d). Initially due to large ZB, center of the packet
sweeps a large area. For a better understanding, we have
shown zoomed view of the ZB trajectory in Fig. 3 (b).
Due to the presence of recurrent ZB, these trajectories
do not disappear with time (infinite trajectories).
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FIG. 3. Average coordinates x¯(t) versus y¯(t) corresponding to
pseudospin polarization {c1, c2}={1, 1} for momentum a0 =
1.2 with B = 3.3 Tesla (a) ZB Trajectory for t = 0 to t =
100τo(0.2 ps). (b) Zoomed view of the same trajectory for
t = 7τo to t = 100τo .
IV. GRAPHENE ANTIDOT LATTICE IN THE
PRESENCE OF MAGNETIC FIELD: LANDAU
MINIBANDS
We consider a two-dimensional graphene sheet having
a one-dimensional lattice of quantum antidot potential
barriers, with a quantizing magnetic field B, which is
perpendicular to the plane of graphene sheet.
We model the antidot array as a row of Dirac delta func-
tions. Following the Kronig-Penny model for a quantum
antidot lattice, we introduce an infinite array of identical
quantum antidot potential barriers periodically spaced
along the x-axis at xn′ = n
′d, y ≡ 0 as
U(r) = U(x, y) = α
∞∑
n′=−∞
δ(x− n′d)δ(y) , (17)
where α > 0 , n′ = −∞ to +∞ and
α = U0 a
2 (18)
where U0 is the barrier height, a
2 is area and d is the
uniform separation of the periodic quantum antidot po-
tential barriers.
The Green’s function G(x1;x2; 0, 0;ω) for the two dimen-
sional Kronig-Penney-like model with a one dimensional
antidot lattice, for an electron propagating directly along
the axis of the antidot lattice (y ≡ 0 ≡ y1 ≡ y2 and sup-
pressing further reference to y) is given by25
G(x1;x2;ω) = G0(x1;x2;ω) + αd
2pi
∞∑
n′=−∞
G0(x1;n′d;ω)
×
∫ pi
d
−pid
dp e−ipn
′d
[
1− α ˙˜G0(p; 0, 0;ω)
]−1
G˜0(p;x2;ω).
(19)
Here, G0(r1, r′1) is the Green’s function for graphene in
a perpendicular magnetic field in the complete absence
of quantum antidot potential barriers, which is given by
Eqs. (5),(8) and (9), while the overhead dot represents
the spatially translationally invariant Green’s function
i.e. G0(m′d, n′d;ω) = G˙0([m′ − n′]d;ω) where m′ and
n′ are integers. Also the Green’s function G˜(p) can be
expanded in a Fourier series due to the periodicity of the
lattice, given by25
G˜(p) =
∞∑
r=−∞
eiprdG(rd) (20)
where r = 0, 1, 2, 3... are integers, with
G(m′d) = d
2pi
∫ pi
d
−pid
dp e−ipdm
′ G˜(p), (21)
and
G˙0([m′ − n′]d) = d
2pi
∫ pi
d
−pid
dp e−ip(m
′−n′)d ˙˜G0(p). (22)
It is important to note that the Peierls phase factor is
C(r, r′)=1 for the case involving propagation directly
along the axis of the antidot lattice (our choice y ≡ 0 ≡
y1 ≡ y2 results in r ‖ r′). Therefore C(r, r′) does not
appear in Eq. (19) and the eigen-energy spectrum given
by poles of Eq. (19) is unaffected by C(r, r′).
The energy spectrum of this system can be obtained from
vanishing of the frequency poles of the Green’s function
of Eq. (19):
Det(I2 − α ˙˜G0(p; 0, 0;ω)) = 0. (23)
Eqs. (5) and (8) taken jointly with Eq. (20) gives (Y = 0,
X2 + Y 2 = X2 = (rd)2)
˙˜G011
22
(p; 0, 0;ω)K =
1
4pi~γ2
ω
∞∑
r=−∞
eiprd e
− ω
2
g
8γ2
(rd)2
×
∞∑
n=0
Ln
[
ω2g
4γ2 (rd)
2
]
ω2
ω2g
− n (24)
and
˙˜G021
12
(p; 0, 0;ω)K =
iω2g
8pi~γ3
∞∑
r=−∞
(rd) eiprd e
− ω
2
g
8γ2
(rd)2
×
∞∑
n=1
L1n−1
[
ω2g
4γ2 (rd)
2
]
ω2
ω2g
− n . (25)
for K point in graphene. It is clear from Eqs. (24)
and (25) that ˙˜G011(p; 0, 0;ω)K = ˙˜G022(p; 0, 0;ω)K and
˙˜G012(p; 0, 0;ω)K = ˙˜G021(p; 0, 0;ω)K . Hence Eq. (23) can
be written as
1− 2α ˙˜G011 + α2
(
˙˜G011
2
− ˙˜G012
2
)
= 0. (26)
6Note that since the antidot radius is very small (i.e
αωg
4pi~γ2  1), a root of Eq. (26) ω approaches the pole
position i.e ω → ωn, so that the n-th pole has the pri-
mary influence in determining the eigen-energy root ωn.
Therefore, we can make a reasonable first approxima-
tion by dropping all other terms of the n-sum. Also, for
ωgd
8γ > 1 , it suffices to keep only r = −1, 0, 1 terms of
the r-sum in Eqs. (24) and (25). This imposes following
condition on antidot spacing
d >
145√
B (Tesla)
(nm). (27)
Finally, Eq. (26) can be written as
1− 2 ωg Ωωn
ω2n − nω2g
+
ω2g Ω
2 ω2n(
ω2n − nω2g
)2 − ω4g κ2(
ω2n − nω2g
)2 (28)
where we have defined
Ω =
α ωg
4pi~γ2
[
1 + 2 cos pd e
− ω
2
g
8γ2
d2
Ln
(
ω2g
4γ2
d2
)]
(29)
and
κ =
α ωg
4pi~γ2
(
ωg d
γ
)
sin pd e
− ω
2
g
8γ2
d2
Ln
(
ω2g
4γ2
d2
)
. (30)
Finally, four roots of Eq. (28) gives the energy spectrum
at the K point of graphene having a 1-D antidot lattice
placed in a uniform normal magnetic field:
ωn,K =
Ω±√Ω2 + 4(n±′ κ)
2
ωg. (31)
Similarly, for K ′ point, n will be replaced by n+1 on the
right hand side of Eq. (31).
In this, we have the energy spectrum composed of broad-
ened Landau levels (Landau minibands) for a graphene
antidot lattice in a quantizing magnetic field. Each Lan-
dau level has split into two branches and each branch
has broadened into a small continuous band (subband)
of energy instead of a single energy. Fig. 4 (a) and Fig. 4
(b) show the Landau minibands at the location of K and
K ′ points. The broadening is so small that it can not be
observed with the naked eye, so we multiplied a broad-
ening factor β = 200 with the oscillatory term cos(pd)
and sin(pd). The parameter β introduces an increase in
the amplitude of the minibands to facilitate observation
of the broadening of the Landau minibands; i.e we used
Ω =
α ω2g
4pi~γ2
(
1 + 2β cos pd e
− ω
2
g
8γ2
d2
Ln
[
ω2g
4γ2
d2
])
and
κ =
α ωg
4pi~γ2
(
ωg d
γ
)
β sin pd e
− ω
2
g
8γ2
d2
Ln
(
ω2g
4γ2
d2
)
-540 -360 -180 0 180 360 540
-2.0
-1.0
0
1.0
2.0
-540 -360 -180 0 180 360 540
p (degrees)
Conduction Band
Valence Band
(a) (b)
K-point K ′-point
p (degrees)
ω
/ω
g
FIG. 4. Landau minibands (n = 0 − 3) in Landau quan-
tized graphene having a one dimensional antidot lattice
with antidot potential U0=100 meV , antidot radius a=10 nm
and spacing d=100 nm in the presence of magnetic field
B=3.3 Tesla. (a) K point. (b) K′ point.
to exhibit the Landau minibands plotted in Fig. 4. The
energy spectra of K and K ′ points differs by a unit shift
even in the presence of an antidot lattice. The presence
of antidots induced a gap between conduction and va-
lence bands at both K and K ′ points. In the case of Fig.
4, if we consider β = 1 with all other parameters hav-
ing same values, then the gap opened at the location of
K and K ′ points is 7.96meV and 132meV respectively.
This gap between conduction and valence bands increases
with the increase in strength of magnetic field and reaches
36.25meV and 283.4meV for K and K ′ points respec-
tively when B=15 Tesla. Similarly this gap shows an
increase with increase in strength of the antidot lattice.
Note that when the antidot strength α approaches zero
(which means no antidot lattice), Ω and κ also ap-
proaches zero, i.e
lim
α→0
Ω = 0 = lim
α→0
κ.
In this case Eq. (31) reduce to the case of discrete eigen-
energy spectrum of graphene in a normal uniform mag-
netic field. The Width of Landau minibands for the K
point of graphene is
∆ωn,K = [ωn,K ]p= 2pid − [ωn,K ]p=pid .
Evaluation of this expression for the width of Landau
minibands yields
∆ωn,K
ωg
= α′ %± 1
2
√
α′2(1 + %)2 + (2
√
n)2
∓ 1
2
√
α′2(1− %)2 + (2√n)2 (32)
where we have defined
α′ =
α ωg
4pi~γ2
% = 2 e
− ω
2
g
8γ2
d2
Ln
[
ω2g
4γ2
d2
]
.
7Upper and lower signs are used for conduction and va-
lence bands respectively. For the width of the Landau
minibands for the K ′ point, we have (2
√
n+ 1)2 in place
of (2
√
n)2 in Eq. (32).
V. GREEN’S FUNCTIONS: FREQUENCY AND
TIME REPRESENTATION
To evaluate the full Green’s function matrix
G(x1;x2;ω)K given in Eq. (19), we have to find the
G0(x1;x2;ω), G0(x1;nd;ω), ˙˜G0(p; 0, 0;ω) and G˜0(p;x2;ω)
matrices. These four matrix Green’s functions can
be easily determined using G0(x1;x2;ω), which is the
Green’s function in the presence of perpendicular and
uniform magnetic field in absence of antidot lattice given
in Eqs. (5) and (8).
For propagation along the antidot lattice i.e the x axis
only (y1=0=y2, X=x1 − x2 and C(r1; r2)=1 ), Eqs. (5)
and (8) reduce to (for K-point )
G011
22
(x1, x2;ω)K =
1
4pi~γ2
ω e
− ω
2
g
8γ2
(x1−x2)2
×
∞∑
n=0
Ln
[
ω2g
4γ2 (x1 − x2)2
]
ω2
ω2g
− n (33)
and
G021
12
(x1, x2;ω)K =
iω2g
8pi~γ3
e
− ω
2
g
8γ2
(x1−x2)2 (x1 − x2)
×
∞∑
n=1
L1n−1
[
ω2g
4γ2 (x1 − x2)2
]
ω2
ω2g
− n (34)
respectively. Matrix elements of G0(x1;n′d;ω)K can be
obtained by taking x2=n
′d in Eqs. (33) and (34), while
matrix elements of ˙˜G0(p; 0, 0;ω)K are given in Eqs. (24)
and (25).
Similarly, the matrix G˜0(p;x2;ω)K can be obtained by
using x1=rd in Eqs. (33) and (34) jointly with Eq.
(20). Note that for
ωgd
8γ > 1 , it suffices to keep only
r = −1, 0, 1 of the r-sum in expressions of matrix ele-
ments of ˙˜G0(p; 0, 0;ω)K and G˜0(p;x2;ω)K as discussed
earlier. Above four matrix Green’s functions completely
determine the full Green’s function G(x1;x2;ω)K given
in Eq. (19).
As discussed earlier, for temporal evolution of the wave
packet we require the time representation of the Green’s
function. Hence, to find the time representation of the
full Green’s function, we have to take the Fourier trans-
form of G(x1;x2;ω)K matrix using Eqs. (10) and (19):
Gµν(x1, x2; t)K =
∫ ∞
−∞
dω e−iωtG0(x1;x2;ω)
+
αd
2pi
∫ ∞
−∞
dω e−iωt
∞∑
n′=−∞
G0(x1;n′d;ω)
×
∫ pi
d
−pid
dp e−ipn
′d
[
1− α ˙˜G0(p; 0, 0;ω)
]−1
G˜0(p;x2;ω).
(35)
There are two integrals in the above equation. The first
integral was evaluated in Eqs. (11) and (12) as
G011
22
(x1, x2; t) = −iη+(t)
ω2g
4pi γ2
e
− ω
2
g
8γ2
(x1−x2)2
×
∞∑
n=0
Ln
[
ω2g
4γ2
(x1 − x2)2
]
cos
(
ωg l
γ
t
τo
√
n
)
(36)
and
G021
12
(x1, x2; t) = −iη+(t)
ω3g l
8piγ3
e
− ω
2
g
8γ2
(x1−x2)2
(
x1 − x2
l
)
×
∞∑
n=1
L1n−1
[
ω2g
4γ2 (x1 − x2)2
]
√
n
sin
(
ωg l
γ
t
τo
√
n
)
. (37)
Evaluation of the second term of Eq. (35) is a lengthy
process. The matrix elements Vi,j(t) (i.j=1, 2) of the
second term in time representation are given by (see Ap-
pendix A)
V 11
22
= −iη+(t)ωg
2pi
∞∑
n′=−∞
{
γ1
[
c 11
22
(η)
]
η=0
+
∞∑
n=1
× cos
(
ωg l
γ
t
τo
√
n
)[
γ1Ln [Υ] c 11
22
(η)
+
γ2√
n
L1n−1 [Υ] c 21
12
(η)
]
η=
√
n
}
(38)
and
V 12
21
= −η+(t)ωg
2pi
∞∑
n′=−∞
{
iγ1
[
c 12
21
(η)
]
η=0
+
∞∑
n=1
× sin
(
ωg l
γ
t
τo
√
n
)[
γ1Ln [Υ] c 12
21
(η)
+
γ2√
n
L1n−1 [Υ] c 22
11
(η)
]
η=
√
n
}
(39)
where
Υ =
ω2g l
2
4γ2
(
x1 − n′d
l
)2
, γ1 =
αωg
4pi~γ2
e−
Υ
2 , (40)
8γ2 =
iαω2g l
8pi~γ3
(
x1 − n′d
l
)
e−
Υ
2 , (41)
and cij(η) (where η=
ω
ωg
) are matrix elements of (see Eq.
(A5): notation q ≡ pd)∫ pi
−pi
dq e−iqn
′ [
I − α ˙˜G0(p; 0, 0; η)
]−1
G˜0(p;x2; η)
These considerations yield the time representation of the
full Green’s function, i.e. G(x1, x2; t)K for a Landau-
quantized monolayer graphene having a one dimensional
antidot lattice. In the following section, this Green’s
function G(x1, x2; t)K will be employed to study the tem-
poral dynamics of a wave packet in the system.
VI. WAVE PACKET DYNAMICS ALONG A
ONE DIMENSIONAL ANTIDOT LATTICE
With the solution of Eq. (35) in hand, in the form of
Eqs. (36), (37), (38) and (39), the temporal study of an
electron wave packet propagating along the axis of the
antidot lattice given by
ψ(r, 0) =
f(r)√| c1 |2 + | c2 |2
(
c1
c2
)
(42)
f(r) =
1
l
√
pi
exp
(
−x
2 + y2
2 l2
+ ik0xx
)
δ(y)
can be made using Eqs. (14) and (15). In Fig. (5), re-
sults for the probability density ρ(x, 0, t) of an electron
along the axis of the antidot lattice (x, y = 0) are plotted
for four different cases to examine the effect of antidot
lattice.
In Fig. 5, ρ(x, 0, t) is represented at times t = 1τo and
t = 5τo with solid and dashed lines respectively. Moving
from left to right, the three columns correspond to three
different pseudospin polarizations {c1, c2}, while from up
to down the four rows represent the increase in antidot
strength EA = U0 from zero meV to 330meV with con-
stant magnetic field strength EB = 66meV (EB ≡ ~ωg)
at B = 3.3 Tesla. All three columns represent the prop-
agation of the wave packet along x axis (y = 0). One can
see that with the increase in antidot strength, the prob-
ability density of finding the electron starts increasing
along the axis of antidot lattice. Row 1 corresponds to
the situation when there is no antidot lattice and wave
packet propagates in graphene under the effect of per-
pendicular magnetic field only. Similarly, rows 2, 3 and
4 correspond to EA = U0 = 13.2, 66 and 330meV re-
spectively. Clearly, the probability of finding an electron
along the antidot direction increases with the introduc-
tion of the antidot lattice in a Landau quantized graphene
sheet; this can be treated as the propagation of a wave
packet through a quantum antidot wire, which is clearly
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FIG. 5. Electron probability density ρ(x, 0, t) for K point
along the x axis in the presence of a uniform magnetic field
B = 3.3 Tesla having strength EB = 66 meV for a0 = k0xl =
1.2 with l = 2 nm; also antidot lattice parameters, spacing
d = 100 nm and radius a = 10 nm. Left to right: Three
columns with initial pseudospin polarization {1, 0}, {1, 1} and
{1, i} respectively. Up to down: Four rows with antidot
strength EA = U0 = 0, 13, 66 and 330 meV respectively.
supporting the propagation through it. Also, the proba-
bility density gets more confined with increase in antidot
strength, this can be seen in rows 2, 3 and 4 of Fig. 5.
Moving from up to down across the rows 2 to 4, the
spread of the packet gets smaller with a clear increase in
magnitude of probability density, which means that the
probability of finding an electronic current along the an-
tidot increases. This may be referred to as collimation of
electronic beam along the axis of antidot lattice.
Further, we explore the effect of initial pseudospin po-
larization on the wave packet dynamics in the pres-
ence of antidot lattice shown in Fig. 5. In Fig. 5,
it can be seen that propagation of the wave packet is
strongly affected with the change of pseudospin polar-
ization across the rows. Columns 1 and 3 correspond to
pseudospin {1, 0} and {1, i} respectively and the prop-
agation corresponding to these two columns is similar
because the pseudospins are both perpendicular to the
axis of the antidot lattice, and the center of the wave
packet does not propagate with an increase in time, and
is always located at x = 0 without being affected by
9antidot strength, as shown in Figs. 5 (a), (d), (g), (h)
and Figs. 5 (c), (f), (i), (l). But, one can see in Figs. 5
(b), (e), (h), (k) (column 2) that the center of wave packet
propagates along the axis of the antidot lattice when the
initial pseudospin polarization is along the axis of the an-
tidot lattice i.e. x axis, at t = 5τo the dashed lines clearly
show the propagation of the wave packet when compared
with the solid lines at t = 1τo. Hence, the wave packet
only propagates along the one dimensional antidot lattice
when the initial pseudospin polarization is parallel to the
axis of antidot lattice.
Experimental relevance: We now address the ques-
tion of experimental relevance of this work. In this re-
gard, we note that it is possible to initialize the pseu-
dospin and study the dynamics of an electron wave
packet in graphene by means of pump-probe laser spec-
troscopy. Experiments have been performed where pseu-
dospin initialization and its subsequent relaxation have
been probed on the femtosecond scale in graphene.26–28
Another possibility is the creation of artificial graphene
(honeycomb lattices) in cold atom systems. In these sys-
tems, it is possible to generate effective fields and study
transport in graphene-like structures29–32
Recently it has become possible to treat pseudospin as a
real measurable angular momentum at par with electron
spin in photonic graphene (honeycomb array of evanes-
cently coupled waveguides).14,30 These photonic systems
allow great degree of control of initial conditions in the
study of wave packet dynamics.
VII. CONCLUSIONS
We have studied the evolution of a two dimensional
Gaussian wave packet in a graphene sheet placed in a
uniform and perpendicular magnetic field. We have ob-
served that the temporal dynamics of the wave packet
strongly depends on the initial pseudospin polarization.
We have shown that direction of propagation of the wave
packet can be controlled through pseudospin polariza-
tion.
Further, we have studied the trembling motion (ZB) of
the Gaussian wave packet in a graphene sheet placed in
a quantizing magnetic field for non zero values of initial
momentum k0x. Initially, these ZB oscillations seemingly
die out but reappear i.e. the amplitude of the ZB os-
cillations start to grow again without any fundamental
frequency. So, for non zero magnetic fields, ZB oscilla-
tions have a recurrent character and they do not die with
time. The quantized (discrete) energy spectrum, which
is a consequence of the magnetic field, is the main rea-
son for the recurrent character of ZB oscillations. This
property is completely different from the zero magnetic
field case, in which the energy spectrum is not quantized
(discrete) and ZB of the wave packets has a transient
character.33
We have also studied wave packet dynamics in a one di-
mensional antidot lattice in graphene in the presence of
the magnetic field. For this, we have determined the
Green’s function matrices of the system both in frequency
and time representations. From the poles of the Green’s
function, we have found that along the axis of antidot
lattice, the energy spectrum is composed of Landau mini-
bands with a unit shift at K and K ′ points of graphene.
In the time evolution of a wave packet, we find that wave
packet dynamics is highly dependent on the initial pseu-
dospin polarization; and the center of the Gaussian wave
packet can be made to propagate along the antidot lattice
by tuning the pseudospin parallel to the axis of antidot
lattice. Also, when the strength of the antidot poten-
tial is greater than the strength of the magnetic field,
the wave packet becomes more confined in space and the
probability of finding it on the axis of antidot lattice sig-
nificantly increases. Hence, we propose that quantum
antidot channels can be made in which propagation of
the wave packet can be controlled using pseudospin po-
larization and the strength of the antidot potential.
Finally, we would like to point out that this work may
lead to new insights for controlling currents in both natu-
ral and artificial graphene systems by tuning initial pseu-
dospin polarization, both in Landau quantized graphene
and in a graphene antidot lattice in the presence of a mag-
netic field. This may lead to the preparation of graphene
based nano gates in which two different pseudospin po-
larizations perpendicular to each other can be used to get
ON and OFF states.
Appendix A: Contour Integral
To solve the second integral in Eq. (35), let us repre-
sent the integral by I
I =
αdωg
2pi
∞∑
n′=−∞
∫ ∞
−∞
dη e−iωgηtG0(x1;n′d; η)∫ pi
d
−pid
dp e−ipn
′d
[
I2 − α ˙˜G0(p; 0, 0; η)
]−1
G˜0(p;x2; η).
(A1)
(I2 is unit matrix of order 2) where
η =
ω
ωg
and dω = ωgdη
Note that in the above integral, each Green’s function
has a real pole at η=±√n. The poles of the term
T1(η) =
[
I2 − α ˙˜G0(p; 0, 0; η)
]−1
G˜0(p;x2; η) (A2)
can be seen to cancel by reexpressing the Green’s func-
tions ˙˜G0(p; 0, 0; η) and G˜0(p;x2; η). For this purpose,
by using Eqs. (24) and (25), one can easily write
α ˙˜G0(p; 0, 0; η) matrix as
α ˙˜G0(p; 0, 0; η) = 1∏∞
n=0(η
2 − n)
(
a11 a12
a12 a11
)
(A3)
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where we have defined
a11(η) = α1η
∞∑
m=0
Lm
[
ω2g l
2
4γ2
(
j
d
l
)2] ∞∏
n=0
n 6=m
(η2 − n)
and
a12(η) = α2
∞∑
m=1
L1m−1
[
ω2g l
2
4γ2
(
j
d
l
)2] ∞∏
n=0
n 6=m+1
(η2 − n)
with
α1 =
αωg
4pi~γ2
∞∑
j=−∞
eipjd e
−ω
2
gl
2
8γ2
(j dl )
2
and
α2 =
iαω2g l
8pi~γ3
∞∑
j=−∞
(
j
d
l
)
eipjd e
−ω
2
gl
2
8γ2
(j dl )
2
.
Similarly, G˜0(p;x2; η) matrix can be written as
G˜0(p;x2; η) = 1∏∞
n=0(η
2 − n)
(
b11 b12
b12 b11
)
(A4)
where we have defined
b11(η) = β1η
∞∑
m=0
Lm
[
ω2g l
2
4γ2
(
j
d
l
)2] ∞∏
n=0
n 6=m
(η2 − n)
and
b12(η) = β2
∞∑
m=1
L1m−1
[
ω2g
4γ2l2
(
j
d
l
)2] ∞∏
n=0
n6=m+1
(η2 − n)
with
β1 =
ωg
4pi~γ2
∞∑
j=−∞
eipjd e
−ω
2
gl
2
8γ2
( jd−x2l )
2
and
β2 =
iω2g l
8pi~γ3
∞∑
j=−∞
(
jd− x2
l
)
eipjd e
−ω
2
gl
2
8γ2
( jd−x2l )
2
.
Note that in the above equations, n is Landau index and
m is a dummy index for the Landau levels; the maximum
value of n and m will be same.
Finally substituting Eqs. (A3) and (A4) in Eq. (A2),
matrix T1 will become
T1(η) =
[(∏∞
n=0(η
2 − n) 0
0
∏∞
n=0(η
2 − n)
)
− α
(
a11(η) a12(η)
a12(η) a11(η)
)]−1 (
b11(η) b12(η)
b12(η) b21(η)
)
.
In the above expression, the real poles (η=±√n) cancel.
The above expression can be solved numerically. The
resultant 2 × 2 matrix with cij(η) (where i, j = 1, 2) as
matrix elements can be written as (substituting q = pd)
Q(η) =
∫ pi
−pi
dqe−iqn
′
T1(η) =
(
c11(η) c12(η)
c21(η) c22(η)
)
. (A5)
Note that, above integral can be numerically calculated
by applying trapezoidal rule in the limits −pi to pi while
keeping the trapezoidal step equals to pi10 ; this gives an
accuracy up to five decimal points for each value of n′.
Putting Eq. (A5) in Eq. (A1), integral I become
I =
αωg
2pi
∞∑
n′=−∞
∫ ∞
−∞
dη e−iωgηtG0(x1, n′d; η) .Q(η).
(A6)
Using Eqs. (33) and (34), matrix αG0(x1, n′d; η) can be
written as
αG0(x1, n′d; η) =
(
γ1
1
η 0
0 γ1
1
η
)
+
∞∑
n=1
×
 γ1ηLn[Υ]η2−n γ2 L1n−1[Υ]η2−n
γ2
L1n−1[Υ]
η2−n γ1η
Ln[Υ]
η2−n
 (A7)
where Υ, γ1 and γ2 are defined in Eqs. (40) and (41).
Using matrices Q(η) and αG0(x1, n′d; η) in Eq. (A6), and
breaking the matrix into two matrices, we get
I =
ωg
2pi
∞∑
n′=−∞
∫ ∞
−∞
dη e−iωgηt
(
γ1
1
η c11(η) γ1
1
η c12(η)
γ1
1
η c21(η) γ1
1
η c22(η)
)
+
ωg
2pi
∞∑
n′=−∞
∫ ∞
−∞
dη e−iωgηt
(
M11(η) M12(η)
M21(η) M22(η)
)
(A8)
(First and second matrix corresponds to n=0 and n > 0
Landau minibands respectively) In above expression
M 11
22
(η) =
∞∑
n=1
(
γ1η
Ln [Υ]
η2 − nc 1122 (η)
+ γ2
L1n−1 (Υ)
η2 − n c 2112 (η)
)
,
and
M 12
21
(η) =
∞∑
n=1
(
γ1η
Ln [Υ]
η2 − nc 1221 (η)
+ γ2
L1n−1 [Υ]
η2 − n c 2211 (η)
)
.
In Eq. (A8), the first matrix has a pole at η=0, while the
second matrix have poles at η=±√n. We now use con-
tour integration with Jordan lemma (solving the contour
11
in lower half plane for t > 0) to evaluate the integrals.
Results for the two terms in Eq. (A8) are∫ ∞
−∞
dη e−iωgηt
cij(η)
η
= −ipiη+(t) [cij(η)]η=0 , (A9)
∫ ∞
−∞
dηe−iωgηtM 11
22
(η) = −ipiη+(t)
∞∑
n=1
cos
(
ωg l
γ
t
τo
√
n
)
×
[
γ1Ln [Υ] c 11
22
(η) +
γ2√
n
L1n−1 [Υ] c 21
12
(η)
]
η=
√
n
(A10)
and∫ ∞
−∞
dηe−iωgηtM 12
21
(η) = −piη+(t)
∞∑
n=1
sin
(
ωg l
γ
t
τo
√
n
)
×
[
γ1Ln [Υ] c 12
21
(η) +
γ2√
n
L1n−1 [Υ] c 22
11
(η)
]
η=
√
n
. (A11)
(η+(t) is Heaviside unit step function and i, j=1, 2),
In the calculation of the expressions given by Eqs.
(A9),(A10) and (A11), we have also used
[
c 11
22
(η)
]
η=−√n
=
[
c 11
22
(η)
]
η=
√
n
and
[
c 12
21
(η)
]
η=−√n
= −
[
c 12
21
(η)
]
η=
√
n
which we found during calculations.
Hence Eq. (A9) along with Eqs. (A10) and (A11) gives
the complete solution of the integral I, which is the time
representation of second term of full Green’s function
G(x1, x2; t)K given in Eq. (35).
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