Energy Distribution in Intrinsically Coupled Systems: The Spring
  Pendulum Paradigm by de Sousa, M. C. et al.
Energy Distribution in Intrinsically Coupled Systems: The Spring Pendulum
Paradigm
M. C. de Sousa,1, a) F. A. Marcus,2, b) I. L. Caldas,1 and R. L. Viana2
1)Institute of Physics, University of Sa˜o Paulo, 05508-090, Sa˜o Paulo, Sa˜o Paulo,
Brazil
2)Department of Physics, Federal University of Parana´, C.P. 19044, 81531-990, Curitiba, Parana´,
Brazil
(Dated: 11 May 2018)
Intrinsically nonlinear coupled systems present different oscillating components that exchange energy among
themselves. We present a new approach to deal with such energy exchanges and to investigate how it depends
on the system control parameters. The method consists in writing the total energy of the system, and properly
identifying the energy terms for each component and, especially, their coupling. To illustrate the proposed
approach, we work with the bi-dimensional spring pendulum, which is a paradigm to study nonlinear coupled
systems, and is used as a model for several systems. For the spring pendulum, we identify three energy
components, resembling the spring and pendulum like motions, and the coupling between them. With these
analytical expressions, we analyze the energy exchange for individual trajectories, and we also obtain global
characteristics of the spring pendulum energy distribution by calculating spatial and time average energy
components for a great number of trajectories (periodic, quasi-periodic and chaotic) throughout the phase
space. Considering an energy term due to the nonlinear coupling, we identify regions in the parameter space
that correspond to strong and weak coupling. The presented procedure can be applied to nonlinear coupled
systems to reveal how the coupling mediates internal energy exchanges, and how the energy distribution varies
according to the system parameters.
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I. INTRODUCTION
Nonlinear coupled systems with an arbitrary number
of interacting subsystems are present in many areas,
from physics and engineering to biology and social sci-
ences. Examples of coupled systems include wave cou-
pling in plasma physics1–4, coupled lasers5–7, biological
oscillator networks8–12, neural networks13–16, and genetic
networks17–19.
Coupled systems usually present properties that are
not found in the individual subsystems. The new prop-
erties of coupled systems depend on the coupling and the
energy exchanges among the subsystems. In the litera-
ture, we find studies about energy exchanges in nonlinear
coupled systems2,3,20–26. However, most of these studies
focus on analytical approximations for weakly coupled
systems and the energy exchanges that occur when the
subsystems are in resonance. In this context, it is a chal-
lenge to investigate, for both weak and strong coupling,
as well as for high energies and large amplitude oscilla-
tions, the energy distribution among the components of
nonlinear coupled systems.
A very efficient mechanism of energy exchange is the
parametric mechanism22. In particular, the spring pen-
dulum, also known as elastic or extensible pendulum,
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with two degrees of freedom is an autoparametric sys-
tem that represents a paradigm for the study of non-
linear coupled systems. The spring pendulum presents
many interesting dynamical features, such as energy ex-
change in the parametric resonance condition27–32, and
an order-chaos-order transition as the system parameters
increase33–36. Furthermore, the spring pendulum is rel-
evant due to its qualitative representation of many non-
linear coupled systems of great physical interest.
Among these representations, some examples are the
orbits of celestial bodies37,38, such as satellites (both nat-
ural and artificial) and asteroids39,40, the classical ana-
logue for the vibrational modes of triatomic molecules
producing the Fermi resonance in the infrared and Ra-
man spectra41–43, the interaction between light waves
in a nonlinear medium44, and wave coupling in plasma
physics1,4. In mechanical engineering, different types
of pendulum are widely used26,45–49. In particular, the
spring pendulum is used both as a component of me-
chanical systems50, as well as a model whose equations
of motion describe the behavior of several mechanical
devices51–53.
In this paper, we present a new approach to investi-
gate energy exchanges in nonlinear coupled systems. To
illustrate the method, we use the spring pendulum be-
cause of the richness of its complex behavior. We analyze
the coupling in spring pendulums and how it mediates
energy exchanges between the spring-mass and pendu-
lar like motions. To do so, we consider the total energy
distributed among the two subsystems, and we identify
an energy term due to the nonlinear coupling. We de-
scribe the system using coordinates that relate directly
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2to the spring and pendulum like motions, and we write
the Hamiltonian as a sum of three terms, spring-mass,
pendulum and coupling, resembling, respectively, the en-
ergy associated with the spring and pendulum motions
and their coupling. Within this analysis, we find how the
energy is distributed among the considered three energy
terms, and how the energy distribution varies according
to the total energy and a control parameter that repre-
sents the ratio of the simple pendulum and spring-mass
frequencies.
Considering an energy term due to the nonlinear cou-
pling, we identify a transition from strong to weak cou-
pling as we increase the total energy. When the coupling
in the system is strong, the spring-mass and the pendu-
lum move as a unique new system and, most of the time,
it is difficult to distinguish the two kinds of movement.
For weak coupling, the spring-mass and the pendulum
slightly interact with each other. In this case, we can
identify the spring and pendulum individual motions for
certain periods of time.
It is important to notice that the approach we propose
can be applied to other nonlinear coupled systems to in-
vestigate the coupling and the energy distribution among
the oscillating components. The method we present is
valid for weak and strong coupling, low and high values
of energy and oscillation amplitude, as well as all kinds
of trajectories the coupled system may present (resonant
islands, invariant tori and chaotic trajectories).
The mathematical description of the spring pendulum
is presented in Section II, where we introduce coordi-
nates that relate directly to the spring and pendulum
like motions. In Section III, we discuss the coupled evo-
lution of the spring-mass and pendulum subsystems. We
distribute the total energy among three energy terms,
spring, pendulum and coupling, and we justify our defi-
nitions for each energy term. In Section IV, we investi-
gate the energy distribution for different trajectories and
parameters of the system. Using our definition for the
energy terms, we calculate the average spring, pendulum
and coupling energy terms and we analyze how the en-
ergy distribution varies according to the total energy and
the control parameter. We obtain a scaling law for the
coupling energy term, and we identify regions of strong
and weak coupling in the parameter space of the system.
Finally, we draw our conclusions in Section V.
II. THE SPRING PENDULUM
An important issue concerning coupled systems is the
energy distribution among the components due to a non-
linear coupling, and how this energy distribution varies
according to some control parameter. We propose a new
approach to investigate the energy distribution in cou-
pled systems, and how the coupling mediates energy ex-
changes among the system components.
To present our approach, we consider a paradigm for
the study of coupled systems with nonlinear character-
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FIG. 1. Schematic representation of a spring pendulum.
istics: the spring pendulum with two degrees of free-
dom. The spring pendulum is composed of a mass m
attached to the free extremity of a massless spring with
stiffness constant k, and length l0 in the absence of forces.
The other extremity of the spring is fixed at the cen-
ter of the Cartesian coordinate system (x, y) = (0, 0) as
shown in Figure 1. The system moves only in the vertical
plane, and its stable equilibrium position corresponds to
(x, y) = (0,−l), where l = l0 + mg/k, and g is the ac-
celeration of gravity. The Hamiltonian of this system in
Cartesian coordinates is given by
ET = H =
p2x + p
2
y
2m
+mgy +
k
2
(
√
x2 + y2 − l0)2, (1)
where ET is the total energy.
To better understand how the total energy is dis-
tributed in the spring pendulum, we describe the sys-
tem using dimensionless coordinates that relate directly
to the spring-mass and pendulum motions:
ρ = f − 1 +
√
x2 + y2
l
,
θ = arctan
x
−y .
(2)
The dimensionless momenta canonically conjugated to ρ
and θ are
pρ =
dρ
dt
,
pθ =
dθ
dt
(ρ+ 1− f)2,
(3)
with t = τ
√
k/m the dimensionless time variable.
In the polar coordinate system defined by expressions
(2), ρ represents the spring extension or compression
from l0, and θ is the angle formed between the mass m
and the vertical axis pointing down, as shown in Figure
1. We define the parameter f as f = mg/kl, and from
the stable equilibrium condition l = l0 + mg/k, we have
l0/l = 1 − f . It implies that f must be in the interval
]0, 1[, since l0/l is a positive quantity.
3 
FIG. 2. Time evolution of individual trajectories for f = 0.25 and (a) ET = −0.200, (b) ET = 0.275.
Using coordinates (2) and momenta (3), we rewrite ex-
pression (1) as a dimensionless Hamiltonian H = H/kl2:
ET = H =
1
2
[
p2ρ +
p2θ
(ρ+ 1− f)2
]
+
ρ2
2
− (ρ+ 1− f)f cos θ , (4)
where ET is the dimensionless total energy.
The total energy is the only constant of motion of
the non-integrable system with two degrees of freedom.
Hamiltonian (4) written in the polar coordinates (ρ, θ)
gives us a better view about the system and the two
types of motion it presents: spring-mass and pendulum.
However, its equations of motion are not very tractable
for direct integration. To perform our analysis, we use
a fourth-order symplectic integrator54 to solve the equa-
tions of motion in dimensionless Cartesian coordinates.
The results in the (ρ, θ) coordinates are obtained through
the canonical transformation (2). We point out that ap-
proximate analytical solutions for the equations of mo-
tion are only possible for restricted configurations of the
spring pendulum, i.e. low total energy and small ampli-
tude oscillations27–32. For all the other configurations,
one should solve the equations of motion numerically.
In the spring pendulum, the spring-mass and pendular
motions are coupled by the products of ρ and cos θ, and
pθ by (ρ+1−f), as can be seen from Hamiltonian (4) and
the corresponding equations of motion. It is important
to notice that this coupling is intrinsic i.e., the coupling
arises from the configuration of the physical system. By
replacing the fixed length rod of a simple pendulum with
a spring, we create an intrinsically coupled system and,
thus, the spring-mass and pendular motions exchange en-
ergy through the coupling. A system with such proper-
ties is known as autoparametric system55. This intrinsic
coupling is different from the usually considered coupling
between two distinct oscillators.
III. ENERGY DISTRIBUTION
A. Coupled Time Evolution
The behavior of nonlinear coupled systems is governed
by the coupling among the different subsystems. To un-
derstand the dynamics, it is necessary to know how the
coupling acts on the system, and how it causes internal
energy exchanges among the system components.
In the literature, most of the papers about spring pen-
dulums study energy exchanges between the Cartesian
coordinates (x, y) for the parametric resonance27–32. For
the method presented here, we work with coordinates
that relate directly to the spring and pendulum move-
ments, and we investigate the energy exchanges between
the two subsystems for all kinds of trajectory.
In Figure 2.(a), we show the time evolution of the (ρ, θ)
coordinates in the parametric resonance condition. For
this trajectory, we observe that the spring energy is trans-
ferred to the pendular motion and back only in limited
time intervals. When the spring transfers its energy to
the pendulum, it remains almost still and only the pen-
dular motion is appreciable. The opposite occurs when
the pendulum transfers energy back to the spring. The
pendulum moves just slightly, whereas the spring is com-
pressed and stretched with great energy. This kind of be-
havior is known as autoparametric resonance56. It occurs
when the total energy is low, and the ratio of the simple
pendulum and spring-mass frequencies is 1/2, which in
our mathematical description of the system corresponds
to f = 0.25.
Figure 2.(b) shows the behavior of (ρ, θ) for a quasi-
periodic trajectory that does not match the autopara-
metric resonance condition. In Figure 2.(b), both the
spring and the pendulum are in constant motion and they
exchange energy regularly. This scenario is much more
common than the autoparametric resonance depicted in
Figure 2.(a).
The autoparametric resonance is largely studied in the
literature27–32 because it allows one to obtain approxi-
mate analytical solutions to the spring pendulum equa-
tions of motion. However, the autoparametric resonance
4occurs only for very specific configurations of the sys-
tem: low total energy, small amplitude oscillations and
f = 0.25. For all the other configurations of the system,
we have to solve the equations of motion numerically.
In these cases, the energy exchanges between the spring-
mass and pendulum motions have not been explored in
the literature yet.
In this paper, we propose a new approach to analyze
the coupling and the internal energy exchanges it causes.
We define energy terms associated with each component
of the system (i.e. spring-mass and pendulum), and an
energy term due to the coupling. The analytical expres-
sions we obtain for the energy terms are not restricted to
the parametric resonance condition. They are valid for
all values of total energy and f , and they can be used
to describe both small and large oscillations, weak and
strong coupling. With these energy terms, we are able
to analyze the energy distribution for individual trajec-
tories, and the average energy distribution for groups of
trajectories.
B. Spring, pendulum and coupling energy terms
In a simple pendulum, the length of the rod is fixed. In
the spring pendulum, the fixed length rod is replaced by
a spring whose length varies in time, coupling the spring
and the pendulum motions. Since the spring-mass and
the pendulum motions are nonlinearly coupled, we can
regard the total energy terms in (4) as those resembling
a spring-mass, a simple pendulum and the coupling be-
tween them.
Following this idea, we consider that the total energy
ET of the spring pendulum is distributed among three
distinct terms: spring-mass, pendulum and coupling. Ac-
cordingly, the spring energy term ES is the energy associ-
ated with a spring-mass system moving vertically under
the action of gravity. The spring energy term represents
the kinetic energy of the spring-mass, as well as its elas-
tic and gravitational potential energy. It is a function of
(ρ, pρ) only, and we write the spring energy term ES as
ES =
p2ρ + ρ
2
2
− (ρ+ 1− f)f. (5)
The pendulum energy term EP is a function of (θ, pθ).
It corresponds to the energy stored in a simple pendulum,
in which the mass m is suspended by a rod of fixed length
l:
EP =
p2θ
2
− f cos θ. (6)
We choose l as the fixed length of our simple pendulum
model because this is the length of the extended spring
in the stable equilibrium position of the spring pendulum
described by Hamiltonian (4).
In the spring pendulum, the spring-mass and pendu-
lum motions are nonlinearly coupled as can be seen in
the second and fourth terms of Hamiltonian (4). The
coupling in the spring pendulum is associated with the
energy exchanges between the two kinds of movement
described by the energy terms (5) and (6).
We define the coupling energy term EC for the spring
pendulum as the amount of energy that arises from this
nonlinear coupling:
EC =
p2θ
2
[
1
(ρ+ 1− f)2 − 1
]
− (ρ− f)f cos θ
+ (ρ+ 1− f)f. (7)
As one would expect, the coupling energy term is a func-
tion of both the spring and pendulum coordinates: ρ, θ,
and pθ. Furthermore, using our definitions for the energy
terms (5)-(7), the total energy (4) of the spring pendulum
is given by
ET = ES + EP + EC . (8)
The coupling energy term defined by (7) is very suit-
able for the limit cases the system may present. Sup-
posing that only the spring-mass system moves in time,
whereas the pendular motion is suppressed, we have
θ = 0, pθ = 0, and EC = f (constant). On the other
hand, if the spring-mass holds still under the action of
gravity in the vertical position, it can be viewed as a rod
of fixed length l. In this case, only the pendulum moves
in time with ρ = f , pρ = 0, and EC = f (constant).
For these limit cases, where only the spring-mass or the
pendulum moves, the coupling energy term EC remains
constant and equals f . We point out that the value of
this constant depends on the referential chosen for the
potential energy due to gravity Vg. In our definitions, we
chose Vg = 0 for y = 0, and thus we have EC = f . If
one chooses Vg = 0 for y = −l, which corresponds to the
stable equilibrium position of the system, then EC = 0
for the limit cases described above.
Although EC = 0 for the limit cases, when Vg = 0
for y = −l, the position of the referential Vg = 0 varies
with l, and consequently with the parameter f . For this
reason, the referential Vg = 0 for y = −l is not suitable
for the analysis we carry out. Throughout this paper, we
work with Vg = 0 for y = 0, which is a fixed referential
that does not vary with any parameter.
In the next section, we numerically integrate the non-
linear equations of motion for values of energy and con-
trol parameter that make the system not tractable an-
alytically. We analyze the dynamics of the system as a
whole, including all kinds of trajectories it may present:
periodic, quasi-periodic and chaotic orbits.
IV. RESULTS AND DISCUSSION
A. Single trajectories
Most of the publications about the spring pendulum
consider the behavior of quasi-periodic trajectories and
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FIG. 3. Time evolution of the spring, pendulum and coupling energy terms for the trajectories depicted in Figure 2.
describe the system using analytical approximations for
small angles and low total energy that lead to the para-
metric resonance condition27–32. In this paper, we ob-
tained exact analytical expressions that describe the en-
ergy distribution for all kinds of trajectory the system
may present: periodic, quasi-periodic and chaotic trajec-
tories.
The analytical expressions (5)-(7) for the energy terms
are not restricted to specific configurations of the system.
They are valid for all values of total energy ET , parame-
ter f , weak and strong coupling, small and large oscilla-
tions for the (ρ, θ) coordinates. Using these expressions,
we analyze the energy distribution for any individual tra-
jectory of the spring pendulum.
Figure 3 depicts the time evolution of the energy terms
(5)-(7) for the individual trajectories represented in Fig-
ure 2. For both panels of Figure 3, the total energy of
the system remains constant, whereas the energy terms
ES , EP and EC vary in time.
For ET = −0.200 and f = 0.25 as in Figure 3.(a),
the system is close to the parametric resonance. This
is the limit case we have described in which either the
spring or the pendulum moves at a time. When only
the spring-mass or the pendulum moves, all the energy
terms (5)-(7) remain constant, as can be seen in Figure
3.(a). When the spring-mass and the pendulum motions
exchange energy, the coupling energy term EC oscillates,
causing small oscillations and energy transfer between
the spring and pendulum energy terms.
Figure 3.(b) shows the energy terms (5)-(7) for a quasi-
periodic trajectory. This kind of trajectory is representa-
tive for most of the configurations the system may present
with different values of ET and f . In Figure 3.(b), both
the spring and the pendulum move constantly. In this
case, all the energy terms oscillate regularly as the spring
and the pendulum motions exchange energy.
The energy distribution we propose, including a term
due to the nonlinear coupling, reveals new aspects of the
spring pendulum dynamics. As can be seen from Figure
3, the analytical expressions (5)-(7) allow us to analyze
how the energy is transferred between the spring-mass
and the pendulum like motions, and how the two kinds
of movement are coupled. The energy distribution we
propose introduces a new approach to the study of spring
pendulums and other systems with nonlinear coupling.
B. Phase space statistics
The trajectories of the spring pendulum are restricted
to a three-dimensional surface delimited by the con-
stant total energy (1) in the four-dimensional phase space
(x, y, px, py). To better visualize the trajectories, we use
a Poincare´ section, i.e. we consider the intersections of
the trajectories with the plane q2 = (y + l)/l = 0 in di-
mensionless coordinates, and we plot the points whenever
its associated momentum is positive (p2 = dq2/dt > 0).
In the Poincare´ section, we represent the dimension-
less coordinate q1 = x/l and its associated momentum
p1 = dq1/dt. This Poincare´ section contains the stable
equilibrium position (x, y) = (0,−l), and it exhibits the
different kinds of behavior the system may present for a
fixed value of total energy and parameter f .
Figure 4 shows the Poincare´ sections of the spring pen-
dulum for the same parameters used in Figure 2. The
green (light grey) trajectories in Figure 4 correspond to
those depicted in Figure 2. For the same value of total
energy and f , the trajectories in black show us that the
system may present regular or chaotic behavior according
to the initial conditions. For ET = −0.200 and f = 0.25
as in Figure 4.(a), the Poincare´ section of the system is
regular. Increasing the value of ET , the Poincare´ section
6FIG. 4. (Color online) Poincare´ sections showing the different kinds of trajectory presented by the system for f = 0.25 and (a)
ET = −0.200, (b) ET = 0.275. The trajectories in green (light grey) correspond to those depicted in Figure 2.
presents regular islands immersed in a chaotic sea as can
be seen in Figure 4.(b). Moreover, in Figure 4.(b), the
period-two islands (inner islands) represent pendulum os-
cillations around the equilibrium position, whereas the
period-one islands (outer islands) represent full pendu-
lum rotation around the pivot.
The energy distribution is different for invariant tori,
resonant islands and chaotic trajectories. The kind of
trajectory that predominates in phase space depends on
the total energy and the parameter f , as can be seen in
Figure 4. Therefore, to understand how the energy distri-
bution varies with ET and f , we consider a great number
of trajectories to reproduce all the possible behaviors in
phase space and all the dynamical properties the system
presents. We calculate the average energy terms for the
system and we show that they vary regularly with ET
and f .
For each value of ET and f , we choose around 20000
initial conditions evenly distributed in an elliptical grid
that covers the entire Poincare´ section p1×q1, with q2 = 0
and p2 > 0. These initial conditions correspond to all
kinds of trajectories the spring pendulum may present:
regular and chaotic orbits, pendulum oscillation around
the equilibrium position, pendulum rotation around the
pivot, arbitrary amplitude oscillations for the spring. For
each initial condition, we integrate the Hamilton’s equa-
tions to obtain the time evolution of the trajectory, and
we evaluate the temporal average energy terms in the
time interval t = [0, 500]. Considering all the initial con-
ditions, we calculate the average energy terms Ei for the
whole phase space, obtaining results that are both spatial
and temporal averages. We then normalize the average
energies for each component (spring, pendulum and cou-
pling) to the interval [0, 1].
It is important to notice that 20000 initial conditions
are sufficient to accurately describe the features of phase
space and the average energy terms we compute. If we
work with a different set of 20000 initial conditions, the
maximum difference in the normalized average energy
terms is on the order of 10−3. Doubling the number of
initial conditions also produces a maximum difference on
the order of 10−3 in the results.
Figure 5 shows the normalized average energy terms
|ES |N , |EP |N and |EC |N for different values of the to-
tal energy ET . From this figure, we observe that the
average energy terms follow a regular pattern as we in-
crease the value of ET . The behavior of the average
energy terms according to ET can also be observed in
the video included in the Supplementary Material of this
paper. In the video, we show the energy terms |Ei|N
for ET =] − 0.50, 3.00], with ET = −0.50 the minimum
energy the system may present according to condition
ET > f2/2 − f , i.e. the total energy must be greater
than the energy of the system in its stable equilibrium
position (ρ = l, θ = 0, pρ = 0, and pθ = 0).
The spring pendulum presents an order-chaos-order
transition as we increase the total energy or the param-
eter f from their minimum values33–36. For low values
of ET or f , the system is regular. Increasing the total
energy or the parameter f , the system starts to present
chaotic trajectories. The area covered by chaos expands
with ET and f , but at some point it begins to dimin-
ish. For sufficiently large values of ET or f , the system
becomes regular once again. For ET > 3.00, the sys-
tem is regular irrespective of the value of f , and its be-
havior does not change much with increasing energies.
Therefore, in the interval ET =] − 0.50, 3.00], we com-
prise all the dynamical features the system may present:
regular and chaotic behavior, resonant trajectories, pen-
dulum oscillation around the equilibrium position, and
pendulum rotation.
For negative values of total energy as in Figure 5.(a),
the average coupling energy term is always greater than
the average spring and pendulum energy terms, whereas
the average spring energy term is the smallest one. From
Figure 5.(a), we also notice that for ET < 0, some values
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FIG. 5. (Color online) Normalized average energy as a function of the parameter f for different values of the total energy ET .
The red (dot dashed) curves correspond to the normalized average energy of the spring term, the blue (dashed) curves represent
the pendulum energy term, and the green (solid) curves represent the coupling energy term. The vertical dotted lines in black
indicate the position of minimum and maximum values.
of the parameter f are not allowed because they do not
comply with the condition of minimum energy.
When the total energy of the system is null, the av-
erage coupling energy term presents a very interesting
behavior as can be seen in Figure 5.(b). For ET = 0,
|EC |N is constant and equal to 0.5 for all values of f . It
means that, when ET = 0, the coupling energy term con-
centrates, on average, exactly half of the system energy
and it does not depend on the parameter f .
For low positive values of total energy as in Fig-
ure 5.(c), the average coupling energy term is generally
higher than the spring and pendulum energy terms. For
most values of f , we have |EC |N > 0.5, indicating a
strong coupling in the system. When the coupling is
strong, the spring and pendulum like motions exchange
a great amount of energy and it is difficult to distinguish
the two types of movement.
For intermediate positive values of the total energy
as in Figure 5.(d), the average coupling energy term
is lower than the average spring and pendulum energy
terms, whereas the average pendulum energy term is the
highest one. For such values of ET , |EC |N < 0.5, and
|EC |N is null for specific values of f , which indicates a
weak coupling in the system. The position of |EC |N = 0
varies regularly with ET and f . Using the nonlinear least-
squares (NLLS) Marquardt-Levenberg algorithm, we fit
the numerical data and obtain a second order polynomial
f = 0.19E2T + 0.054ET − 0.0034 that describes the po-
sition of |EC |N = 0 as a function of ET and f . When
|EC |N = 0, the spring and pendulum energy terms are
maximum, and they concentrate, on average, all the en-
ergy of the system.
Figure 6 shows the normalized average coupling en-
ergy term as a function of the total energy ET and the
parameter f . For negative and low positive values of the
total energy, the coupling in the system is stronger, as
indicated by the orange (light grey) color in Figure 6.
The average coupling energy term reaches its maximum
values (|EC |N ' 1) in the white region of the picture. In
FIG. 6. (Color online) Normalized average coupling energy
term as a function of ET and f . The hatched area is not
allowed because these values of ET and f do not comply with
the condition of minimum energy ET > f2/2− f .
this situation, all the energy of the system, on average,
is concentrated in the coupling energy term, whereas the
average spring and pendulum energy terms vanish.
For intermediate positive values of the total energy,
the coupling in the system becomes weak and reaches
its minimum values (|EC |N ' 0) in the black region of
Figure 6. This black region is centered on the second
order polynomial f = 0.19E2T + 0.054ET − 0.0034 we
mentioned. After the black region in Figure 6 for which
|EC |N ' 0, the average coupling energy term starts to
increase again. The purple (intermediate grey) color in
the picture indicates that the coupling in the system is
moderate when the total energy ET is high. For these
values of ET , the pendular motion dominates the system,
whereas the average spring energy term is the smallest
one.
When the coupling in the system is strong (|EC |N '
1), the average spring and pendulum energy terms reach
8their minimum values. On the other hand, for weak cou-
pling (|EC |N ' 0), the average spring and pendulum en-
ergy terms are maximum. In the Supplementary Material
of this paper, we show two pictures similar to Figure 6
representing the normalized average spring and pendu-
lum energy terms as a function of ET and f . In these
pictures, it is possible to identify the regions where the
average spring and pendulum energy terms dominate the
dynamics and where these terms reach their minimum
values.
The procedure we propose is valid for any configuration
of the system. Thus, it allows us to analyze a great num-
ber of trajectories and to investigate the average energy
distribution in phase space according to the total energy
ET and the parameter f that accounts for the physical
characteristics of the system. With this procedure, we
present a new way to study the nonlinear coupling and
the internal energy distribution among the system com-
ponents.
V. CONCLUSIONS
We investigated nonlinear coupled systems by consid-
ering the total energy distributed among the system com-
ponents and their coupling. As an example, we analyzed
a spring pendulum, which represents a paradigm for these
systems. In the spring pendulum, the spring and pen-
dulum like motions are coupled. Therefore, the system
presents a coupling energy term that mediates the energy
exchanges between the two kinds of movement.
We considered the total energy of the spring pendu-
lum distributed among three terms: spring, pendulum
and coupling. We obtained analytical expressions for
the three energy terms. These expressions are valid for
any value of total energy, system parameters, weak and
strong coupling, small and large amplitude oscillations
for the spring and pendular movements. We verified that
our analytical expressions accurately describe the energy
exchanges that occur between the spring and pendulum
like movements, including the cases of parametric reso-
nance, regular and chaotic orbits.
We used our definition for the energy terms to study
the global behavior of the spring pendulum. To do so,
we evaluated the average energy terms for a great num-
ber of trajectories throughout the phase space, obtaining
results that are both temporal and spatial averaged. We
verified that the average energy distribution varies regu-
larly as a function of the total energy and a parameter
that accounts for the physical characteristics of the sys-
tem.
From the average coupling energy term, we identified
regions of strong and weak coupling in the parameter
space of the system. When the coupling is strong, the
spring and pendulum exchange a great amount of energy.
The two subsystems behave as a unique new system and,
most of the time, it is difficult to identify the individual
spring-mass and pendular like motions.
For some regions in the parameter space, the coupling
in the system is weak. The spring and the pendulum
slightly interfere in each other motion and it is easy to
identify the two different kinds of movement in certain
periods of time. We also observed regions of moderate
coupling in the parameter space. In this case, the pendu-
lum energy term dominates the dynamics of the system,
whereas the spring energy term is the lowest one.
The new approach we proposed in this paper, consider-
ing a coupling energy term, allowed us to observe new fea-
tures of the spring pendulum dynamics, and to determine
how the coupling mediates internal energy exchanges be-
tween the different kinds of movement the system may
present. By distributing the total energy of the spring
pendulum among its two subsystems and their coupling,
we determined which subsystem dominates, on average,
the dynamics of the system. We also verified that the
energy distribution, and the dominant subsystem, varies
according to the total energy ET and the parameter f
that accounts for the system physical characteristics. For
some values of ET and f , either the spring-mass or the
pendulum subsystem dominates the dynamics. For other
parameters values, the dynamics is dominated by the
coupling, meaning that the two subsystems exchange en-
ergy constantly, and it is difficult to distinguish the indi-
vidual spring and pendulum movements.
This kind of analysis is useful to the large number of
mechanical devices that use the spring pendulum as a
component50, as well as to the nonlinear coupled systems
that use the spring pendulum as a model to describe their
dynamics. Among these, we may cite different mechan-
ical systems51–53, the orbits of celestial bodies37–40, the
classical analogue for the vibrational modes of triatomic
molecules producing the Fermi resonance in the infrared
and Raman spectra41–43, and the nonlinear interaction
between light waves44.
We point out that the methods we developed are not
restricted to the analysis of spring pendulums. They may
be applied to other nonlinear coupled systems for which
it is possible to identify the energy terms associated with
each subsystem. Following the strategy we presented,
one obtains analytical expressions for the energy terms
associated with each subsystem and their coupling, ver-
ifying the configurations that lead to weak and strong
coupling in the system, how the coupling mediates inter-
nal energy exchanges, and whether the coupled system
dynamics is dominated by one of the subsystems or by
their coupling.
One example of possible application for the proposed
procedure is the study of wave coupling in plasma
physics1–4. The methods we presented can describe how
the two waves are coupled, how the energy is transferred
from one wave to the other, and which wave concentrates
more energy, on average, according to the system pa-
rameters. This approach provides new perspectives and
contributes to a better understanding about the coupled
system dynamics, the coupling among its components,
and how the energy distribution regulates the behavior
9of the nonlinear system.
SUPPLEMENTARY MATERIAL
See Supplementary Material for the parameter spaces
representing the normalized average spring and pendu-
lum energy terms as a function of the total energy ET
and the parameter f . We also present a video that shows
how the normalized average energy terms vary according
to these parameters.
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