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The paper presents analytical and numerical results on energetics of non-harmonic, undamped, single-well,
stochastic oscillators driven by additive Gaussian white noises. Absence of damping and the action of noise
are responsible for lack of stationary states in such systems. We explore properties of average kinetic, potential
and total energies along with the generalized equipartition relations. It is demonstrated that in the friction-less
dynamics nonequilibrium stationary states can be produced by stochastic resetting. For an appropriate resetting
protocol average energies become bounded. If the resetting protocol is not characterized by finite variance of
renewal time intervals stochastic resetting can only slow down the growth of average energies but does not bound
them. Under special conditions regarding frequency of resets, ratios of average energies follow the generalized
equipartition relations.
I. INTRODUCTION
Energetic properties of stochastic dynamical systems [1]
are determined by the interplay between random forces (fluc-
tuations) and damping (dissipation) [2, 3]. For damped mo-
tions in single-well potentials perturbed by Gaussian white
noise stationary states always exist [4, 5]. They are given
by the Boltzmann–Gibbs (BG) distribution, which is charac-
terized by finite average energies determined by the system
temperature. BG distribution is an example of elliptical dis-
tribution because its isolines correspond to constant energy
curves, which for the harmonic potential are given by ellipses.
In systems with BG stationary state, ratios of average ener-
gies follow generalized equipartition relations [6–8]. Here, we
study friction-less dynamics in general single-well potentials
using stochastic [4, 9, 10] and analytical methods [11]. Due
to absence of damping, pumping of the energy by noise is not
counterbalanced by dissipation. Therefore, average energies
continuously grow in an unbounded manner. Such unbounded
growth of average energies is also responsible for absence of
stationary states in friction-less stochastic oscillators.
In order to exclude unlimited energy growth in friction-less
dynamics, we suggest a mechanism of bounding the system’s
energy which is based on the stochastic resetting [12, 13].
Stochastic resetting, mainly of the position, is especially im-
portant in diffusion processes [13–15], search processes [16–
18] and multiplicative process [19]. In the context of cur-
rent research, important applications of stochastic resetting
include first passage time problems [13, 20] and diffusion in
potential landscapes [21]. According to the Sparre-Andersen
theorem [22–24] for a free stochastic processes driven by
symmetric, Markovian noise the first passage time density
from the real half line follows the universal t−3/2 asymptotics.
The heavy-tailed asympotics of first passage time density ex-
plains why the mean first passage time of a free particle to a
given target (point) diverges. Stochastic resetting, by exclud-
ing infinite excursions, can make the mean first passage time
finite [13, 20]. Typically, in the inverse single-well potentials
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there is no stationary state, because there is no mechanism
which can suppress escaping of particles to the infinity. Here
again, stochastic resetting, which moves a particle back to a
fixed point xr, can produce nonequilibrium stationary states in
unstable potentials [21]. Produced stationary states are of the
nonequilibrium type because resetting moves particles from
all other points than xr and introduces a source of probability
at the fixed point xr.
Following lines of investigations utilized in [13, 20, 21] we
use the mechanism of stochastic resetting to bound unlimited
energy growth during friction-less dynamics in single-well
potentials. It is assumed that resets are performed at random
time instants, while the time between two consecutive resets
are independent, identically distributed random variables fol-
lowing a one sided probability density. During each reset we
set the system energy to zero by resetting its velocity and po-
sition. We show that for an appropriate resetting protocol, i.e.,
for a fine-tuned renewal time distributions, average energies
can saturate at any preselected level. Moreover, despite the
fact that nonequilibrium stationary states are not of the BG
type, we study conditions under which average energies sat-
isfy generalized equipartition relations [8]. If renewal time
intervals are characterized by the diverging variance, stochas-
tic resetting is not sufficient to reintroduce stationary states. In
such a case we observe a generic slow down of average ener-
gies growth rate. Here again, we demonstrate that the general-
ized equipartition relations can be recovered also in situations
when stationary states do not exist.
Within current manuscript we study undamped (friction-
less) motion in single-well potential of x2n type under action
of one or two Gaussian white noise sources. We continue re-
search initiated in [25] and continued in [26] with the special
attention to generalized equipartition relations [8] and mecha-
nism of bounding energy growth based on stochastic resetting
[13, 21]. The model under study, basic theory and main results
are presented in Sec. II. The paper is closed with Summary
(Sec. III) and supplemented with the Appendix (App. A).
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2II. MODEL AND RESULTS
Noise perturbed motion in a symmetric single-well poten-
tial
V (x) = k
x2n
2n
(k > 0, n > 0) (1)
is described by the Langevin [5] equation
m
d2x(t)
dt2
= −γmdx(t)
dt
−kx2n−1(t)+
√
2γkBTmξ(t), (2)
where x(t) represents the position, m the particle mass, T the
system temperature, kB the Boltzmann constant and γ is a
damping coefficient. In Eq. (2) ξ(t) stands for the Gaussian
white noise (GWN) satisfying
〈ξ(t)〉 = 0 and 〈ξ(t)ξ(s)〉 = δ(t− s). (3)
The special case of n = 1 corresponds to the harmonic os-
cillator [27, 28], while n > 1 to anharmonic setups. In most
general situations, n does not need to be integer, in such a case
it is necessary to replace x with |x|.
The system evolution is perturbed by the Gaussian white
noise, which describes interactions of the oscillator with the
thermal bath characterized by the temperature T . Action of
noise makes position and velocity random variables. The
probability density P (x, v; t), which is the probability of find-
ing the system in a state characterized by (x(t), v(t)), evolves
according to the diffusion (Kramers) equation [29, 30]
∂tP (x, v; t) =
[
∂v
(
γv +
V ′(x)
m
)
− v∂x + γ kBT
m
∂2v
]
P (x, v; t).
(4)
Eq. (4) has the stationary solution which exist for any poten-
tial V (x), such that V (x) → ∞ as x → ±∞. It is of the
Boltzmann–Gibbs type
P (x, v) ∝ exp
[
− 1
kBT
(
mv2
2
+ V (x)
)]
. (5)
The exponent in Eq. (5) is the total energy E which is the
sum of kinetic Ek and potential Ep energies. The system’s
total energy E = Ek + Ep = 12mv2 + k x
2n
2n depends on its
state (x(t), v(t)). Consequently, instantaneous energies, anal-
ogous to state variables, are random variables. Nevertheless,
for large t stationary density is reached and average energies
attain constant values. In the stationary state, the position and
the velocity are statistically independent as Eq. (5) factorizes
into the product of space dependent and velocity dependent
parts. Moreover, Eq. (2) assures, that the stochastic harmonic
oscillator, corresponding to n = 1, fulfills the equipartition
theorem [29, 30]. Finally, from Eq. (5), for any n, one can
calculate
〈Ek〉 =
∫∫
1
2
mv2P (x, v)dxdv =
1
2
kBT, (6)
〈Ep〉 =
∫∫
k
x2n
2n
P (x, v)dxdv =
1
2n
kBT (7)
and
〈E〉 =
∫∫ [
1
2
mv2 + k
x2n
2n
]
P (x, v)dxdv =
n+ 1
2n
kBT.
(8)
From Eqs. (7) – (8) one obtains
〈Ek〉
〈E〉 =
n
1 + n
(9)
and
〈Ep〉
〈E〉 =
1
1 + n
. (10)
The very same formulas, see Eqs. (6) and (7), have been also
derived in [31] where the undamped, classical, fully determin-
istic, anharmonic oscillators with V (x) given by Eq. (1) have
been studied. In other words, undamped classical, conserva-
tive, oscillators time averaged kinetic and potential energies
are also given by Eqs. (6) and (7). Alternative derivation, for
the general nonlinear oscillator with the parametric noise, is
presented in Ref. [8]. Moreover, in accordance with the Virial
theorem [32]
〈Ek〉
〈Ep〉 = n. (11)
In this work, we are interested in modifications of the gen-
eral model described by Eq. (2). More precisely, we are still
studying the system described by Eq. (2) with the V (x) given
by Eq. (1) assuming friction-less dynamics, i.e., dynamics
corresponding to γ = 0. Nevertheless, for the clarity of pre-
sentation, we start with the discussion of the full, damped dy-
namics. For the purpose of deriving the quantities of interest,
Eq. (2) can be rewritten as a set of two first-order equations{
dx(t)
dt = v(t)
dv(t)
dt = −γv(t)− ω2x2n−1(t) +
√
hvξ(t)
, (12)
where ω2 = k/m and hv = 2γkBT/m. In Eq. (12) the
noise term is present in the second equation only. Addition-
ally, we assume that also the first equation is subjected to the
action of noise [33]. Such an extension allow for larger gener-
ality than typically studied situation described by Eq. (12). In
particular, two noise sources, allow for study of symmetries
of solutions of Eq. (13) especially for the harmonic potential.
Finally, Eq. (12) takes the following form{
dx(t)
dt = v(t) +
√
hxξx(t)
dv(t)
dt = −γv(t)− ω2x2n−1(t) +
√
hvξv(t)
. (13)
Evolution of the probability density P (x, v; t) for the system
described by Eq. (13) is provided by the diffusion equation,
which differs from Eq. (4) by the presence of the additional ∂2x
term, see [30]. Consequently, stationary states for the model
described by Eq. (13) cannot be of the BG type.
From Eq. (13) it is possible to derive equations describing
time evolution of average kinetic 〈Ek〉 and potential 〈Ep〉 en-
ergies, see Appendix A. The time derivatives of average ener-
gies are given by
d
dt
〈Ep〉 = k〈x2n−1v〉+ 1
2
hxk(2n− 1)〈x2n−2〉 (14)
3and
d
dt
〈Ek〉 = −mγ〈v2〉 −mω2〈x2n−1v〉+ 1
2
mhv, (15)
while the evolution of the total energy is described by
d
dt
〈E〉 = d
dt
〈Ep + Ek〉 (16)
= −mγ〈v2〉+ 1
2
hxk(2n− 1)〈x2n−2〉+ 1
2
mhv.
A. Unbounded energy energy growth in the friction-less case
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FIG. 1. Time dependence of average energies for the parabolic po-
tential (n = 1) with a) (hx, hv) = (0, 1), b) (hx, hv) = (1, 0) and
c) (hx, hv) = (1, 1). Other parameters k = 1 and m = 1. Solid
lines present theoretical formulas, see Eqs. (17) – (19) while the dot-
dashed line presents 〈E(t)〉/2, see Eqs. (21) and (22).
For γ > 0 energy growth saturates at stationary value,
which is proportional to the system temperature. In the
friction-less case, i.e., for γ = 0 a different situation takes
place and average energies grows in unbounded manner [26].
For n = 1 the system described by Eq. (2) or Eq. (13) can be
studied analytically [30, 34–36]. For the parabolic potential
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FIG. 2. The same as in Fig. 1 for k = 4 and m = 1. Solid lines
present theoretical formulas, see Eqs. (17) – (19). The dot-dashed
line presents 〈E(t)〉/2, see Eqs. (21) and (22).
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FIG. 3. Time dependence of average energies for the quartic potential
(n = 2) with a) (hx, hv) = (0, 1), b) (hx, hv) = (1, 0) and c)
(hx, hv) = (1, 1). Other parameters k = 1 and m = 1. The solid
line in the top panel a) depicts the theoretical linear scaling of the
average total energy 〈E(t)〉, see Eq. (19). Dashed and dot-dashed
lines present 2
3
〈E(t)〉 and 1
3
〈E(t)〉 scalings, see Eqs. (21) and (22).
4these equations are linear and thus standard methods of solv-
ing linear differential equations can be applied [30, 34]. For
x(0) = 0, v(0) = 0 following formulas can be derived
〈Ek(t)〉 = 1
2
m〈v2〉 (17)
= hx
2kt−mω sin(2ωt)
8
+ hv
2mωt+m sin(2ωt)
8ω
=
1
4
[hxk + hvm]× t+ 1
8
sin(2ωt)
[
hvm
ω
− hxmω
]
,
and
〈Ep(t)〉 = 1
2
mω2〈x2〉 = 1
2
k〈x2〉 (18)
= hx
2kt+mω sin(2ωt)
8
+ hv
2mωt−m sin(2ωt)
8ω
=
1
4
[hxk + hvm]× t+ 1
8
sin(2ωt)
[
hxmω − hvm
ω
]
,
giving rise to
〈E(t)〉 = 〈Ek(t)〉+ 〈Ep(t)〉 =
[
hxk
2
+
hvm
2
]
× t, (19)
where ω =
√
k/m. Presence of the additional noise ξx in the
first line of Eq. (13) increase the slope of the liner growth of
average energy. Alternatively, Eqs. (17) and (18) can also be
derived by use of equations for moments, see Eq. (23). Fi-
nally, Eq. (19) can be easily derived from Eq. (16), because
for the harmonic oscillator 〈x2n−2〉 = 〈1〉 = 1. Such an ap-
proach was used in [26] where the hx = 0 case was studied.
For the parabolic potential (n = 1), the linear growth of av-
erage energies is clearly visible in Fig. 1, which depicts results
for ω = 1 and various values of hx and hv . The purely linear
growth of average kinetic and potential energies, see Fig. 1c,
is recorded due to very special choice of ω. The special choice
of k and m assures that the change in (hx, hv) from (0, 1) to
(1, 0) results in a simple exchange of the average kinetic en-
ergy with the average potential energy. This symmetry results
in the absence of oscillations (equal average energies) at all
times, i.e., 〈Ek(t)〉 = 〈Ep(t)〉 for (hx, hv) = (1, 1). In more
general situations this does not occur and hence 〈Ek(t)〉 and
〈Ep(t)〉 follow oscillatory growth along the linear trend, see
Eqs. (17) – (18) and Fig. 2. Nevertheless, playing with the
system’s parameters it is possible to control which type of en-
ergy dominates at short times. For example, for hx = 0, ini-
tially 〈Ek(t)〉 is always larger than 〈Ep(t)〉, while for hv = 0
average kinetic energy dominates, compare panels a) and c) of
Fig. 1. Moreover, for n = 1, the average total energy grows
linearly regardless of ω, see Eq. (19) and Figs. 1 – 2.
Contrary to the harmonic potential, for nonharmonic poten-
tials, the average total energy grows linearly for hx = 0 only.
This follows directly from Eq. (16) which gives
〈E(t)〉 = hvm
2
× t+ E0. (20)
Moreover, in [37] the weak convergence of scaled energy pro-
cess E(t)/t was proven and the scaled stationary probability
density Pst(x/t1/2n, v/t1/2) was derived, see also [26, 38].
As an exemplary nonharmonic setup, we show results for
the quartic (n = 2) potential. In Fig. 3a the predicted lin-
ear growth of 〈E(t)〉 is observed as hx = 0. In remaining
panels average energies grow superlinearly due to presence
of 〈x2n−2〉 = 〈x2〉 term, see Eq. (16). From fits, we see
that the growth is quadratic. In all above cases, after disap-
pearing of the transient (usually oscillatory) behavior, gener-
alized equipartition relations hold, see Eqs. (9) and (10) and
Refs. [8, 31], i.e.,
〈Ek〉 = n
1 + n
〈E〉 (21)
and
〈Ep〉 = 1
1 + n
〈E〉. (22)
In Fig. 3 scalings predicted by Eqs. (21) and (22) with n = 2
are depicted with dashed and dot-dashed lines. These scal-
ings hold not only for the typical noise driven dynamics,
i.e., (hx, hv) = (0, 1), but also for (hx, hv) = (1, 1) and
(hx, hv) = (1, 0).
0
1
2
80 85 90 95 100
〈E
..
.〉
t
〈E〉 〈Ek〉 〈Ep〉(a)
0
1
2
80 85 90 95 100
〈E
..
.〉
t
〈E〉 〈Ek〉 〈Ep〉(b)
FIG. 4. Time dependence of average energies for the a) parabolic and
b) quartic potentials with (hx, hv) = (0, 1). The reset is performed
every τ = 4, i.e., f(τ) = δ(τ − 4). Other parameters: k = 1
and m = 1. Solid, dashed and dot-dashed lines present 〈E〉max with
a) 1
2
〈E〉max, 12 〈E〉max and 〈E〉max with b) 23 〈E〉max, 13 〈E〉max, see
Eqs. (21) and (22).
For the parabolic (n = 1) potential, from Eqs. (17) – (19)
one can calculate asymptotic (t → ∞) ratio of average ener-
gies: 〈Ek(∞)〉/〈E(∞)〉 = 〈Ep(∞)〉/〈E(∞)〉 = 1/2, which,
for large but finite t, agree with predictions of Eqs. (21) and
(22). Deviations from Eqs. (21) and (22) are visible for small
t because of the periodic addition to the linear trend, see
Eqs. (17) – (19) and Figs. 1 – 2. The very same situation takes
place for the quartic (n = 2) potential, see Fig. 3. Dashed
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FIG. 5. Ratio of average energies 〈Ek〉/〈E〉 and 〈Ep〉/〈E〉 at t = ∆
for the a) parabolic and b) quartic potentials with (hx, hv) = (0, 1).
The reset is performed every ∆, i.e., f(τ) = δ(τ − ∆). Other pa-
rameters: k = 1 and m = 1. Solid, dashed and dot-dashed lines
present theoretical ratios given by Eqs. (21) and (22), i.e., a) 1/2
and b) 2/3, 1/3.
and dot-dashed lines in Fig. 3 present numerically calculated
〈E(t)〉multiplied by factors obtained from Eqs. (21) and (22),
i.e., 〈E(t)〉×n/(1+n) and 〈E(t)〉×1/(1+n) with n = 2. Ex-
pected values of average kinetic and potential energies agree
very well with these predictions.
B. Bounding unlimited energy growth
For γ > 0 the total energy for the model described by
Eq. (13) is limited. For hx = 0 the model is equivalent to the
standard underdamped Langevin equation (2) and the station-
ary density is given by the BG distribution (5). For hx > 0
the stationary density still exist what is clearly visible from
computer simulations (results not shown). Alternatively, one
can use equation for moments 〈x2n〉, 〈v2〉, . . . . For instance,
for n = 1 one has
d
dt 〈x2〉 = 2〈xv〉+ hx
d
dt 〈v2〉 = −2γ〈v2〉 − 2ω2〈xv〉+ hv
d
dt 〈xv〉 = 〈v2〉 − γ〈xv〉 − ω2〈x2〉
, (23)
from which Eqs. (17) and (18) can also be derived. More-
over, from Eq. (23) stationary values of moments 〈x2〉, 〈v2〉
and 〈xv〉 can be calculated
〈x2〉∞ = hx(γ
2+ω2)+hv
2γω2
〈v2〉∞ = hxω2+hv2γ
〈xv〉∞ = −hx2
. (24)
The set of equations for V (x) ∝ x2n with n > 1 is more
complicated than for n = 1. The increasing complexity is
because of higher order terms, e.g., 〈x2n〉 and 〈x2n−1v〉, see
Eqs. (14) and (15). For instance, the formula for the time
derivative of 〈x2n−1v〉 takes the following form
d
dt
〈x2n−1v〉 = (2n− 1)〈x2n−2v2〉 (25)
+
1
2
hx(2n− 1)(2n− 2)〈x2n−3v〉
− γ〈x2n−1v〉 − ω2〈x4n−2〉,
because d(x2n−1v) = (2n− 1)x2n−2vdx+ 12 (2n− 1)(2n−
2)x2n−3v(dx)2 + x2n−1dv and Eqs. (A3) and (A5). Conse-
quently, subsequent equations have to be introduced making
the system of equations infinite. This should be contrasted
with numerically estimated the total average energy 〈E(t)〉
and moments 〈v2〉 ∝ 〈Ek〉, 〈x2n〉 ∝ 〈Ep〉 which for the
friction-less dynamics in the quartic potential, i.e., n = 2,
grow linearly or quadratically in time, see Fig. 3.
In the damped case, i.e., γ > 0, the linear restoring force
corresponding to n = 1, see Eqs. (23) – (24), is sufficient to
assure existence of stationary state. More precisely, velocity
is bounded due to damping, while position is constrained by
the restoring force. For steeper potentials than parabolic, i.e.,
n > 1, the restoring force is stronger making the system local-
ized in smaller fraction of space. In the limit of n → ∞, the
potential well, see Eq. (1), transforms into infinite rectangular
potential well producing the marginal P (x) density uniform.
Contrary to the damped dynamics, in the friction-less case
there is no stationary state for the model described by Eqs. (2),
(12) or (13). Lack of damping allows for unbounded energy
growth. Nevertheless, it is possible to introduce other mech-
anisms resulting in bounding of system’s energy. In order to
stop energy growth for γ = 0, we consider stochastic resetting
[12, 13] at random time instants. We consider the scenario in
which both velocity and position are simultaneously reset, i.e.,
v → 0 and x→ 0. We assume that the resetting is associated
with the distribution f(τ) providing renewal time intervals τs
(τ > 0) between resets [39]. Renewal intervals are indepen-
dent, identically distributed random variables following f(τ)
distribution.
In the scenario where both velocity and position are reset
the energy is fully determined by the survival time (age)At =
t−tR, i.e., time measured since the last reset tR. The sequence
of reset times t(n)R is determined by f(τ), i.e.,
t
(n)
R =
n∑
i=1
τi, (26)
where τi is the sequence of renewal intervals. As an intro-
ductory example, we start with f(τ) = δ(τ − ∆), where
δ(. . . ) is the Dirac’s delta. Typical growth of energies 〈E(t)〉,
〈Ep(t)〉 and 〈Ek(t)〉, interrupted by regular resets occurring
every time interval ∆, can be expected. Indeed, this type of
behavior is visible in Fig. 4 for the parabolic and quartic po-
tentials with (hx, hv) = (0, 1). The very similar behavior is
recorded for (hx, hv) = (1, 0) and (hx, hv) = (1, 1) (results
60
0.1
0.2
0.3
0.4
0 2 4 6 8 10
〈E
..
.〉
t
〈E〉
〈Ep〉
〈Ek〉
(a)
0
0.1
0.2
0.3
0.4
0 2 4 6 8 10
〈E
..
.〉
t
〈E〉
〈Ep〉
〈Ek〉
(b)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0 2 4 6 8 10
〈E
..
.〉
t
〈E〉
〈Ep〉
〈Ek〉
(c)
FIG. 6. Time dependence of average energies for the parabolic (n =
1) potential with a) (hx, hv) = (0, 1), b) (hx, hv) = (1, 0) and
c) (hx, hv) = (1, 1). Different curves correspond to various types
of energies 〈E(t)〉, 〈Ep(t)〉, 〈Ek(t)〉. Other parameters: m = 1 and
k = 1.
not shown). Solid lines in Fig. 4 present maximal total ener-
gies while dashed and dot-dashed lines present maximal total
energies multiplied by the prefactors from Eqs. (21) and (22),
which should give maximal average kinetic and potential en-
ergies respectively. As it is visible in Fig. 4 average kinetic
and potential energies not necessarily correspond to the given
fraction of total energies. The violation of equipartition rela-
tions in the case of deterministic resets is natural – there was
insufficient time for the system to loose the memory of its
initial state, i.e., transient oscillations are present in between
reset intervals. In Fig. 5 we present ratios of average energies
as a function of the time interval ∆ between two consecutive
resets. Fig. 5 clearly indicates the return to general equiparti-
tion (scalings predicted by Eqs. (21) and (22)) in the case of
large ∆. Consequently, if ∆ is too small general equipartition
cannot be satisfied.
The more interesting situation is when resets are performed
at random time instants. In such a case, in order to calculate
the average energy in addition to averaging over noise real-
izations it is necessary to perform additional averaging over
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FIG. 7. The same as in Fig. 6 for the quartic (n = 2) potential.
time (age) which passed since the last reset. The rate of aver-
age energy growth is easily traceable analytically in situations
when in the absence of resetting average energy grows lin-
early in time. As we have shown in Sec. II A such situation
takes place for γ = 0 with n = 1, see Eq. (19) or any n with
hx = 0, i.e.,
〈E(t)〉 = Λt (27)
with
Λ =
{
hxk+hvm
2 for n = 1
hvm
2 for n > 1, hx = 0.
(28)
The value of average energy is then determined by proper-
ties of renewal intervals, which are times between two con-
secutive resets. Here, we assume that renewal intervals τi are
independent and identically distributed random variables fol-
lowing the F (τ) distribution (f(τ) = dF (τ)dτ ). After transient
period, the average energy does not depend on time if the av-
erage time since the last reset (age) is finite. The average time
since the last reset 〈At〉 exist if the variance of renewal inter-
vals τ is finite, i.e., σ2(τ) = 〈τ2〉−〈τ〉2 <∞. In such a case,
from the renewal theory [39], we have the following formula
7−1 −0.5 0 0.5 1
x
−1
−0.5
0
0.5
1
v
−1 −0.5 0 0.5 1
x
−1
−0.5
0
0.5
1
v
−1 −0.5 0 0.5 1
x
−1
−0.5
0
0.5
1
v
(a) (b)
(c)
FIG. 8. Nonequilibrium stationary densities P (x, v) for the
parabolic (n = 1) potential with a) (hx, hv) = (0, 1), b) (hx, hv) =
(1, 0) and c) (hx, hv) = (1, 1). Other parameters: m = 1 and
k = 1.
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8for 〈At〉
〈At〉 = 〈τ
2〉
2〈τ〉 , (29)
where 〈τ〉 and 〈τ2〉 stands for moments of the renewal time
intervals, e.g., 〈τ〉 = ∫∞
0
f(τ)τdτ . The average energy reads
〈E(t)〉 = Λ〈At〉 = Λ 〈τ
2〉
2〈τ〉 . (30)
Figs. 6 – 7 present time dependence of the average energies for
parabolic n = 1 (Fig. 6) and quartic n = 2 (Fig. 7) potentials
with the half-normal renewal time distribution
f(τ) =
√
2
piσ2r
exp
[
− τ
2
2σ2r
]
(τ > 0) (31)
for which 〈τ〉 = √2/piσr, 〈τ2〉 = σ2r , σ2(τ) = (1− 2/pi)σ2r
and the most importantly 〈At〉 =
√
pi/8× σr. Consequently,
for n = 1 or hx = 0 we have
〈E〉 = Λ〈At〉 = Λ
√
pi
8
σr, (32)
where Λ is given by Eq. (28). The above predictions, are con-
firmed in Figs. 6 and 7 which present results for n = 1 and
n = 2 respectively. For the parabolic potential the agreement
between theoretical predictions, see Eq. (32), and computer
simulations is reached in all cases. For (hx, hv) = (1, 0) and
(hx, hv) = (0, 1) the average total energies 〈E〉 are the same,
while for (hx, hv) = (1, 1) it is two times larger than in for-
mer cases. For the quartic potential, we have the formula for
the stationary value of 〈E〉 for hx = 0 only, see Fig. 7a, be-
cause only for hx = 0 we know the formula for 〈E(t)〉 (see
Eq. 28). For the quartic potential with hx > 0, see panels
b) and c) of Fig. 7, average energies are also bounded. At this
time stationary values are not easily related to 〈At〉 because in
the absence of resetting average energies are nonlinear func-
tions of time, see Fig 3. Analogously like for n = 1, for
(hx, hv) = (1, 1), due to presence of two noise sources, aver-
age energies attain larger values. In Figs. 6 and 7 average en-
ergies partitions differ from predictions of Eqs. (21) and (22).
The difference, in the case of n = 1, comes from regular
oscillations and relatively small 〈τ〉. In the special case of
hx = hv = 1 and m = k = 1 when we had no oscillations
(see Fig. 1c) the problem did not appear, however the equipar-
tition was accidental, see below.
The saturation of average energies, see Figs. 6 and 7, is con-
nected with the existence of nonequilibrium stationary states.
For the parabolic potential, nonequilibrium stationary densi-
ties corresponding to Fig. 6 are depicted in Fig. 8. Vari-
ous panels of Fig. 8 correspond to a) (hx, hv) = (0, 1), b)
(hx, hv) = (1, 0) and c) (hx, hv) = (1, 1). If nonequilib-
rium stationary densities would be of the BG type, these den-
sities would be constant on the constant energy curves, i.e.,
they would be elliptical. In case of n = 1 with k = 1
and m = 1, these ellipses should reduce to circles. There-
fore, for (hx, hv) = (0, 1) and (hx, hv) = (1, 0) nonequi-
librium stationary densities are clearly not of BG type. For
(hx, hv) = (1, 1) the nonequilibrium stationary density ap-
pear to be spherically symmetric, however this is only one of
the properties of the BG distribution. To finalize our tests, we
present the additional Fig. 9 with marginal densities a) P (x)
and b) P (v). Fig. 9 confirms that nonequilibrium station-
ary densities differ from BG type also for (hx, hv) = (1, 1).
Please note, that for γ > 0 and hx > 0 the stationary state is
not of the BG type. Finally, we have checked that also in sit-
uations when generalized equipartition relations hold, i.e., for
σr large enough, nonequilibrium stationary densities are not
of the BG type (results not shown). In particular, the distri-
butions appear to have elongated tails compared with the BG
distribution. In all above mentioned cases the nonequilibrium
stationary states exist due to rapid decay of the tails of the
renewal time distribution (faster than τ−2), see [12] and [40].
Violations of the generalized equipartition relations visible
in Fig. 6 and 7 are produced by resetting. The parameter σr
controls the mean value and the variance of renewal intervals
τ , see Eq. (31). It is responsible for spreading of At and
increase in 〈At〉. In order to reintroduce equipartition rela-
tions, the parameter σr has to be large enough to increase the
mean survival time (age) 〈At〉 beyond the transient oscilla-
tory phase. If we increase σr and consequently 〈At〉 ratios
of average energies become closer to predictions of Eqs. (21)
and (22), see Figs. 10 and 11. Figs. 10 and 11 show ratios
of average energies for parabolic and quartic potentials as a
function of the average age 〈At〉. These figures suggest that
violation of general equipartitions relations is caused by too
frequent resets. Moreover, they indicate that if the average age
〈At〉 is longer than the duration of the transient phase general
equipartition relations are recovered. For 〈At〉 large enough
generalized relations, see Eqs. (21) and (22), are in tact for
all studied setups, i.e., also under action of two noise sources,
see Fig. 11. Therefore, for random resets the situation resem-
bles already discussed problem of ratios of energies at fixed
times for equidistant resets, see Fig. 5. In Fig. 5 generalized
equipartition holds (at reset time points) for large enough ∆.
If the variance σ2(τ) of the renewal interval diverges the
average energy 〈E(t)〉 does no longer saturate but it starts to
grow, because there is no stationary state in the system [40].
The energy growth cannot be larger than in the without reset-
ting dynamics which limit the overall growth rate. In particu-
lar, for n = 1 or any n with hx = 0 the growth is sublinear, as
the linear growth is the limiting growth which is recovered in
the absence of resetting, see Eq. (16). In order to calculate the
time dependence of the average energy one needs to know the
distribution g(At) of the time since the last reset, i.e., the age
at time t. The age At is given by At = t− tR where tR is the
last resetting (renewal) time. The age distribution fulfills [39]
P (At 6 s) =
{
F (t)− ∫ t−s
0
(1− F (t− y))dR(y) s < t
1 s > t ,
(33)
where F (t) is the renewal intervals distribution (F (t) =∫ t
f(s)ds) and R(t) = 〈Nt〉 with Nt := max{n ∈ N :∑n
i=1 τi 6 t}. Now, the average energy can be calculated
9as
〈E〉 = Λ
∫ t
0
gt(s)sds, (34)
where
gt(s) =
dP
ds
=
 (1− F (s))R
′(t− s) s < t
(1− F (s))R′(0)δ(t− s) s = t
0 s > t
. (35)
If 〈τ〉 is finite for t→∞, due to Blackwell’s theorem [39], we
can approximate R(t) by t/〈τ〉 and R′(t) by 1〈τ〉 . Moreover,
for the Pareto density, see Eq. (38), characterized by the finite
mean we can be calculate R′(0) which is equal to 0 because
dR
dt
(t) = lim
dt→0
〈Nt+dt〉 − 〈Nt〉
dt
(36)
and for dt < δ we get N0+dt = 0. Consequently, we have
〈E〉 = Λ
∫ t
0
gt(s)sds =
Λ
〈τ〉
∫ t
0
(1− F (s))sds. (37)
The estimate of 〈E(t)〉 can be provided after selecting f(τ).
Starting from now, for tractability reasons, we assume that
renewal intervals follow the Pareto’s distribution
f(τ) =
{
αδα
τα+1 s > δ
0 s < δ
(38)
with the cumulative density F (τ) = 1 − δατ−α. The Pareto
density is an example of the heavy-tailed, power-law distribu-
tion [40]. The average energy
〈E(t)〉 = Λ
∫ t
δ
gt(s)sds =
Λ
〈τ〉
∫ t
δ
(1− F (s))sds ∝ t2−α.
(39)
Consequently, for the Pareto renewal interval distribution with
1 < α < 2 the average energy grows as a power-law with the
exponent 2 − α. For α < 1, the average renewal interval di-
verges and R(t) cannot be approximated by t/〈τ〉. Neverthe-
less, we anticipate linear growth of 〈E(t)〉 as it is the limiting
growth in the absence of resetting. The linear growth is al-
ready recovered for α → 1+, as for α → 1+ the exponent
2− α tends to 1, see Eq. (39).
For comparison with numerical simulations, Fig 12a
presents time dependence of average energy 〈E(t)〉 for the
parabolic potential with the Pareto distribution of renewal
time intervals with 1 < α < 2. Various curves correspond to
various exponents α. For 1 < α < 2 the Pareto distribution is
characterized by the finite mean renewal time interval, but the
variance of the renewal time intervals diverges. Therefore, we
are in the regime of validity of Eq. (39). The minimal renewal
interval is set to δ = 0.01. Additional parameters are equal to
m = 1, k = 4. We show only results for (hx, hv) = (0, 1) as
for (hx, hv) = (1, 0) and (hx, hv) = (1, 1) the same scaling is
recorded. Asymptotically, the average energies 〈E(t)〉 scale in
accordance to the predictions of Eq. (39) which are depicted
by solid lines. Moreover, with decreasing α the quality of the
t2−α approximation improves. For α tending to 1+ the t2−α
scaling approaches the linear scaling. The very same scaling is
recorded for average kinetic and potential energies (results not
shown). For the quartic potential, the situation is more com-
plex because average energies do not need to grow linearly in
time. Nevertheless, for the fully traceable case of hx = 0, we
observe the same scaling as for the parabolic potential, i.e.,
t2−α (results not shown).
The case of α < 1 needs to be considered separately as
for α < 1 the mean renewal time interval does not exist. For
α < 1, the linear scaling of average energy is perfectly visible
in Fig. 12b. The solid line in Fig. 12b presents the 〈E(t)〉 = Λt
line. In the limit of α → 0 there is no resetting. For α = 0.1
the motion still can be reset but the dependence of 〈E(t)〉 is
very close to the one without resetting. Change in α, as long
as α < 1, does not change the linear scaling but changes the
prefactor in the scaling.
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FIG. 12. Time dependence of average energies for the parabolic po-
tential with (hx, hv) = (0, 1) and the Pareto distribution of renewal
intervals with a) 1 < α < 2 and b) 0 < α < 1. Various curves
correspond to various values of the exponent α. Other parameters:
δ = 0.01, k = 4 andm = 1. Solid lines present the theoretical t2−α
scaling.
For α < 1, the ratios of average energies corresponding
to Fig. 12b asymptotically follow Eqs. (21) and (22) for all
studied values of hx and hv (results not shown). The situation
for α > 1 is more complex. As all types of average ener-
gies display the same scaling, we expect a kind of generalized
equipartition relations with the exact shape determined by the
distribution of the renewal time intervals. For f(τ) used in
Fig. 12a relations given by Eqs. (21) and (22) are recovered
for α → 1. Otherwise, ratios of average energies are differ-
ent. Violations of generalized equipartition relations are due
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to too frequent resets. Despite the fact that the Pareto density
with 1 < α < 2 is characterized by the diverging variance, it
still allows for frequent resetting. The number of very short
renewal time intervals can be reduced either by decreasing α
or by increasing δ. Therefore, we have performed additional
simulations with δ = 5, which is well above the transient pe-
riod. For δ = 5 we have recovered equipartition relations (21)
and (22) (results not shown). Here, the situation is similar to
the one observed for f(τ) = δ(τ − ∆) and f(τ) given by
Eq. (31): too frequent resets introduce violations to equiparti-
tion relations.
III. SUMMARY AND CONCLUSIONS
Friction-less, noise driven, dynamics in single well poten-
tial allow for unlimited growth of average energies. Here, we
presented a possible mechanism which can assure existence
of nonequilibrium stationary states. The reintroduction of sta-
tionary states and bounding of energy is achieved by reset-
ting velocity and position at random time instants. If the vari-
ance of the renewal time intervals is finite, average energies
are again finite and stationary states are reestablished. Con-
trary to the linear damping case, these states are not of the
Boltzmann–Gibbs type. If the variance of the renewal time
intervals diverges the systems still exhibit unbounded energy
growth, yet slower than the limiting growth corresponding to
the absence of resetting.
Using methods of statistical physics it is possible to cal-
culate average kinetic and potential energies as a fraction of
the average total energy. Here, we show that generalized
equipartition relations hold also in setups for which a station-
ary state does not exist, e.g., in friction-less, noise driven mo-
tions in single-well potentials. In order to observe general-
ized equipartition relations, the observation time needs to be
longer than the transient period. Consequently, in the friction-
less dynamics average energies grow in unlimited manner, but
after the transient period, their ratios become constant. The
very same relations hold also when both velocity and position
are perturbed by noise. Generalized equipartition relations are
recovered in systems in which resets are not too frequent. This
means, in practice, that for systems with resetting for which
the nonequilibrium stationary state exist, average time since
the last reset has too be longer than the length of the transient
period. If despite of resetting there are no stationary states,
which takes place if the variance of renewal interval diverges,
generalized equipartition relations hold if short renewal inter-
vals are excluded. This property is related to the fact that also
in the absence of resetting equipartition relations are observed
after transient period.
The studied model can be generalized in numerous ways.
For example, it is possible to consider other types of resetting.
For instance one can reset velocity or position only [41]. After
such resetting system energy is reduced to kinetic or potential
energies only. Therefore, initial conditions do not correspond
to E0 = 0. On the one hand, such scenarios analogously like
simultaneous resetting of position and velocity are capable of
bounding energy growth. On the other hand, these resetting
scenarios are not easily accessible analytically, as energy is
not fully determined by the time since the last reset but also
by the value of the energy after reset.
ACKNOWLEDGMENTS
This research project was supported in part by the PlGrid
Infrastructure. Computer simulations have been performed at
the Academic Computer Center Cyfronet, AGH University of
Science and Technology (Kraków, Poland) under CPU grant
“DynStoch”.
Appendix A: Evolution of average energies
From Eq. (13), i.e.,{
dx(t)
dt = v(t) +
√
hxξx(t)
dv(t)
dt = −γv(t)− ω2x2n−1(t) +
√
hvξv(t)
(A1)
it is possible to derive equations describing time evolution
of average kinetic 〈Ek〉 and potential 〈Ep〉 energies. Starting
from Ep = k x2n2n we have
dEp = dEp
dx
dx+
1
2
d2Ep
dx2
(dx)2 + . . . (A2)
= kx2n−1dx+
1
2
k(2n− 1)x2n−2(dx)2
with
dx = vdt+
√
hxdWx, (A3)
where dWx stands for increments of the Wiener Wx process
(Brownian motion). Analogously for Ek = 12mv2 we have
dEk = dEk
dv
dv +
1
2
d2Ek
dv2
(dv)2 + . . . (A4)
= mvdv +
1
2
m(dv)2
with
dv = −γvdt− ω2x2n−1dt+
√
hvdWv, (A5)
where dWv represents increments of the Wiener process Wv .
We assume that both processes Wx and Wv are independent,
i.e., 〈ξx(t)ξv(s)〉 = 0. Keeping terms which are at most linear
in dt we have
dEp = kx2n−1vdt+
√
hxkx
2n−1dWx+
1
2
hxk(2n−1)x2n−2dt
(A6)
and
dEk = −mγv2dt−mω2x2n−1vdt+m
√
hvvdWv+
1
2
mhvdt.
(A7)
From above equations, we obtain following formulas for time
derivatives of average energies
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d
dt
〈Ep(t)〉 = k〈x2n−1v〉+ 1
2
hxk(2n− 1)〈x2n−2〉 (A8)
and
d
dt
〈Ek(t)〉 = −mγ〈v2〉 −mω2〈x2n−1v〉+ 1
2
mhv, (A9)
since the correlators 〈x2n−1dWx〉 and 〈vdWv〉 vanish [35].
Change of total energy is described by
d
dt
〈E(t)〉 = d
dt
〈Ep(t) + Ek(t)〉 (A10)
= −mγ〈v2〉+ 1
2
hxk(2n− 1)〈x2n−2〉+ 1
2
mhv.
Alternatively to Itô lemma one can use the method described
in Chapter 3 of [35], which gives the same results.
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