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ABSTRACT
We benchmark IPOP-CMA-ES, a restart Covariance Ma-
trix Adaptation Evolution Strategy with increasing popula-
tion size, with two step-size adaptation mechanisms, Two-
Point Step-Size Adapation (TPA) and Median Success Rule
(MSR), on the BBOB noiseless testbed. We then compare
IPOP-CMA-ES-TPA and IPOP-CMA-ES-MSR to IPOP-
CMA-ES with the standard step-size adaptation mechanism,
Cumulative Step-size Adaptation (CSA). We conduct ex-
periments for a budget of 105 times the dimension of the
search space. As expected, the algorithms perform alike
on most functions. However, we observe some relevant dif-
ferences, the most significant being on the attractive sector
function where IPOP-CMA-TPA and IPOP-CMA-CSA out-
perform IPOP-CMA-MSR, and on the Rastrigin function
where IPOP-CMA-MSR is the only algorithm to solve the
function in all tested dimensions. We also observe that at
least one of the three algorithms is comparable to the best
BBOB-09 artificial algorithm on 13 functions.
Categories and Subject Descriptors
G.1.6 [Numerical Analysis]: Optimization—global opti-
mization, unconstrained optimization; F.2.1 [Analysis of





This paper compares three step-size adaptation methods
coupled with IPOP-CMA-ES [2], a restarted version of the
state-of-the-art Evolution Strategy (ES), the Covariance Ma-
trix Adaptation Evolution Strategy (CMA-ES) [8], where
the population size is increased for each restart, on the
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BBOB noiseless testbed [3, 7]. The step-size adaptation al-
gorithms under consideration are Two-Point Step-Size Adap-
tation (TPA) [5], Median Success Rule (MSR) [1], and Cu-
mulative Step-Size Adaptation (CSA) [8], the latter being
the default step-size adaptation method in CMA-ES. We
first recall the general principle of the considered ES, we
then describe the studied step-size adaptation algorithms,
with a particular focus on TPA and MSR, and evaluate them
empirically.
2. THE (µ/µ,λ)-ES
In this paper, we consider the (µ/µ,λ)-ES with weighted
recombination, where λ is the population size, µ is the num-
ber of parents, and ‘,’ denotes non-elitist selection [4]. At
iteration t, λ offspring, X1t , . . . ,X
λ
t , are sampled indepen-
dently from a multivariate normal distribution according to
Xit = Xt + σtN t(0,Ct) , i = 1, . . . , λ (1)
where Nt(0,Ct) is the multivariate normal distribution with
mean 0 and covariance matrix Ct, σt is the step-size and
defines the width of the sampling distribution. The µ best








where Xi∶λt is the ith best offspring fitness-wise, wi > 0 and
∑µi=1wi = 1. In adaptive ES, σt and Ct are updated during
the search process in order to achieve fast convergence.
3. IPOP-CMA-ES
IPOP-CMA-ES consists in launching independent restarts
of CMA-ES by increasing the population size by a factor of
two for each restart. Increasing the population size allows
for a better covering of the search space and improves the
performance of CMA-ES on multimodal functions [2]. The
principle of the algorithm can be summed up in two steps:
1. run CMA-ES
2. if CMA-ES stops before reaching the target value and
before exceeding the budget, double the population
size and go to step 1
For a detailed description of the algorithm, see [2].
CMA-ES. In this paper, we consider the (µ/µ,λ)-CMA-ES
with weighted recombination, fully described in [8].
4. STEP-SIZE ADAPTATION METHODS
This section describes the three step-size adaptation meth-
ods under investigation.
4.1 TPA
In Two-Point Step-Size Adaptation, the first two offspring
are sampled along the shift vector from the previous solu-
tion, Xt−1, to the current solution Xt, as a mirrored pair,
symmetric to Xt.




where I is the identity matrix. We decide whether to in-
crease or decrease the step-size σt depending on the fitness
of X1t and X
2
t : if X
1
t is better than X
2
t , σt is increased as
this indicates that there are better solutions in the direction
of the latest solution shift. Otherwise, it is decreased. The
following equations give the step-size update.
s1 = (1 − cσ) st−1 + cσ
rank(X2t ) − rank(X1t )
λ − 1 (4)




where rank(Xit) is the fitness ranking of the ith individual
among the entire population, s0 = 0, cσ = 0.3, and dσ =√
D where D is the dimension of the search space. A more
thorough description of the algorithm can be found in [5].
4.2 MSR
The Median Success Rule Step-Size Adaptation can be
seen as a generalization of the 1/5th success rule [10] to the
case of (µ/µ,λ)-ES. The success is defined as the median
individual (fitness-wise) of the current population, X
m(λ)
t ,
being better than the jth best individual of the previous
population, Xj∶λt−1. In practice, j is chosen such that the
median success probability is 1/2 with optimal step-size on
the sphere function [1]. The idea is then to increase the step-
size if X
m(λ)
t is fitter than X
j∶λ
t−1 and decrease it otherwise.
The step-size σt is updated as











where Ksucc is the number of successful individuals, s0 = 0,
cσ = 0.3, and dσ = 2 − 2/D.
4.3 CSA
The Cumulative Step-Size Adaptation is the standard step-
size adaptation method in CMA-ES. A detailed description
of the method can be found in [8].
5. EXPERIMENTAL PROCEDURE
We ran the algorithms with a budget of 105 ×D on the
BBOB noiseless functions in six different dimensions. We
used the python implementation of CMA-ES, cma 1.1.06.
The source code can be found at [11]. TPA, MSR, and CSA
are implemented in cma 1.1.06 as well as the IPOP restart
strategy. For each run of the algorithms, the initial solution
X0 is sampled uniformly in [−4,4]D and the initial step-size
σ0 is set to 2.5. The maximum number of restarts is set
to 9. For all other parameters, default values are used (for
instance, the population size λ = 4+⌊3 lnD⌋ and the number
of parents µ = λ/2).
6. RESULTS
Results from experiments according to [6] on the bench-
mark functions given in [3, 7] are presented in Figures 1, 3
and 4 and in Tables 1 and 2. The expected running time
(ERT), used in the figures and tables, depends on a given
target function value, ft = fopt +∆f , and is computed over
all relevant trials as the number of function evaluations exe-
cuted during each trial while the best function value did not
reach ft, summed over all trials and divided by the number
of trials that actually reached ft [6, 9]. Statistical signifi-
cance is tested with the rank-sum test for a given target ∆ft
using, for each trial, either the number of needed function
evaluations to reach ∆ft (inverted and multiplied by −1), or,
if the target was not reached, the best ∆f -value achieved,
measured only up to the smallest number of overall function
evaluations for any unsuccessful trial under consideration.
For the sake of simplicity, we will refer to IPOP-CMA-ES-
TPA, IPOP-CMA-ES-MSR, and IPOP-CMA-ES-CSA as TPA,
MSR, and CSA respectively in the following.
ERT versus dimension. Figure 1 shows that in 5-D (re-
spectively 20-D), TPA, MSR, and CSA solve 22 (respec-
tively 19), 20 (respectively 20), and 22 (respectively 20) out
of 24 functions. For unsolved functions (mainly multi-modal
and weakly structured multi-modal functions), a larger bud-
get is required (at least 106 ×D function evaluations). The
algorithms have a comparable performance on most of the
functions and scale similarly with the dimension. This cor-
responds to our expectations, as the three algorithms are
very similar. On some functions, however, we observe rele-
vant differences in the performance: on function 1 (sphere),
TPA performs significantly better than MSR and CSA in at
least one dimension. We also observe a significant difference
on function 6 (attractive sector) where TPA and CSA out-
perform MSR in large dimensions. Single runs on function 6
show that MSR generates smaller step-sizes than TPA and
CSA, which leads to its larger ERT. Figure 2 displays single
runs of MSR (left) and CSA (right) in 20-D (due to space
limitations, results for TPA are not presented). On func-
tion 3 (separable Rastrigin), MSR has the best performance.
Our explanation is that having small step-sizes avoids get-
ting stuck in local optima. On functions 16 (Weierstrass)
and 19 (Griewank-Rosenbrock), TPA and CSA perform very
similarly and better than MSR. On function 20 (Schwefel),
CSA performs slightly better than TPA in small dimensions.
The gap we see in 10-D between TPA and CSA is due to
insufficient budget and should disappear by increasing the
budget. Another significant difference is observed on func-
tion 23 (Katsuuras) where MSR solves the function within
the maximum budget and performs better than TPA and
CSA. On function 21 (Gallagher 101 peaks), a larger budget
is necessary to decide whether the observed difference is sig-
nificant, since the ERTs are close to the maximum budget.
Another observation is that each algorithm performs simi-
larly on the original/rotated ellipsoid and Rosenbrock due
to their rotational invariance. On Rastrigin functions, how-
ever, this is not the case, likely because the rotated function
does not correspond to the original one.
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Figure 2: Single runs of IPOP-CMA-MSR (left) and
IPOP-CMA-CSA (right) on one instance of the at-
tractive sector function in 20-D. x-axis shows func-
tion evaluations. Line with dots (blue): best f-value
of the iteration in absolute value, median and worst
displayed in thin black lines; cyan line: difference
between current f-value and fopt; green line: step-
size σt, largest and smallest coordinate-wise stan-
dard deviation of the sample distribution in purple;
red line: square root of the condition number of the
covariance matrix.
Empirical cumulative distribution functions. Figures 3
and 4 show the empirical cumulative distribution functions
(ECDFs) of the number of function evaluations for 50 tar-
gets in dimensions 5 and 20 respectively. In 5-D, the ECDFs
are quite similar for moderate and ill-conditioned functions.
On separable functions, MSR solves about 82% of the prob-
lems for the fixed budget (105×D) while TPA and CSA solve
about 73%. On multi-modal functions, TPA and CSA man-
age to solve all problems while MSR solves about 88% of the
problems. While no algorithm solves all weakly structured
multi-modal problems, TPA and CSA solve up to 76% of the
problems for the maximum budget while MSR only solves
about 56%. On the overall set of functions, TPA, MSR,
and CSA solve roughly the same proportion of problems up
to 104 ×D function evaluations. For the maximum budget,
however, TPA and CSA solve about 90% of the problems
while MSR only solves about 84%. In 20-D, two main dif-
ferences are observed: firstly, TPA and CSA solve about 8%
(respectively 10%) less separable (respectively multi-modal)
problems than in 5-D (none of them managed to solve func-
tion 3 in 20-D). Secondly, CSA is better than MSR and
TPA on weakly structured multi-modal problems and solves
about 50% of the problems, being 10% more than MSR and
13% more than TPA.
7. DISCUSSION
We evaluated IPOP-CMA-ES with two different and rel-
atively new step-size adaptation schemes, TPA and MSR,
on the BBOB noiseless continuous functions. We then com-
pared them to IPOP-CMA-ES with the standard step-size
adaptation method, CSA. As expected, empirical results
showed that the three algorithms need nearly the same num-
ber of function evaluations in average to solve the target
ft = fopt + 10−8 on a large number of functions. However,
significant differences were observed, the most notable were
on the attractive sector function where TPA and CSA out-
performed MSR in large dimensions and on Rastrigin where
MSR was the best. 16 functions out of 24 were solved by all
the algorithms in all dimensions while some multi-modal and
weekly structured multi-modal functions remained unsolved
because the chosen budget (105 × D function evaluations)
was insufficient. On the other hand, the performance was
comparable to the best BBOB-09 results on 13 functions for
at least one algorithm, generally in large dimensions.
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Figure 1: Expected running time (ERT in number of f-evaluations as log10 value), divided by dimension for
target function value 10−8 versus dimension. Slanted grid lines indicate quadratic scaling with the dimension.
Different symbols correspond to different algorithms given in the legend of f1 and f24. Light symbols give the
maximum number of function evaluations from the longest trial divided by dimension. Black stars indicate
a statistically better result compared to all other algorithms with p < 0.01 and Bonferroni correction number
of dimensions (six). Legend: ○:CMA-TPA, ▽:CMA-MSR, ⋆:CMA-CSA
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Figure 3: Bootstrapped empirical cumulative distribution of the number of objective function evaluations
divided by dimension (FEvals/DIM) for 50 targets in 10[−8..2] for all functions and subgroups in 5-D. The
“best 2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.
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Figure 4: Bootstrapped empirical cumulative distribution of the number of objective function evaluations
divided by dimension (FEvals/DIM) for 50 targets in 10[−8..2] for all functions and subgroups in 20-D. The
“best 2009” line corresponds to the best ERT observed during BBOB 2009 for each single target.
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f1 11 12 12 12 12 12 12 15/15
CMA-TPA 3.2(2) 9.2(4) 14(6) 20(5) 24(4) 36(4) 47(8) 15/15
CMA-MSR3.6(4) 12(3) 21(5) 31(2) 41(6) 62(9) 82(6) 15/15
CMA-CSA 3.8(3) 10(4) 16(3) 22(4) 28(3) 40(3) 52(5) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f2 83 87 88 89 90 92 94 15/15
CMA-TPA 10(2) 12(2) 14(0.5) 15(3) 15(2) 17(3) 18(3) 15/15
CMA-MSR 12(3) 13(2) 14(2) 15(3) 16(2) 18(2) 20(1) 15/15
CMA-CSA 11(2) 13(2) 14(1) 14(2) 15(1) 16(1) 17(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f3 716 1622 1637 1642 1646 1650 1654 15/15
CMA-TPA 0.81(0.7)9.3(10) 632(925) 630(1153)629(926) 628(766) 627(458) 5/15
CMA-MSR1.7(2) 5.7(2) 36(86) 36(154) 36(155) 37(164) 38(12) 14/15
CMA-CSA 1.4(1) 32(82) 623(1075)622(460) 621(837) 619(840) 618(607) 5/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f4 809 1633 1688 1758 1817 1886 1903 15/15
CMA-TPA 2.7(4) ∞ ∞ ∞ ∞ ∞ ∞ 5e5 0/15
CMA-MSR2.2(1) ∞ ∞ ∞ ∞ ∞ ∞ 5e5 0/15
CMA-CSA 2.2(3) ∞ ∞ ∞ ∞ ∞ ∞ 5e5 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f5 10 10 10 10 10 10 10 15/15
CMA-TPA 4.0(2) 5.0(2) 5.1(2) 5.1(2) 5.1(2) 5.1(2) 5.1(2) 15/15
CMA-MSR4.2(2) 5.8(3) 5.9(2) 5.9(3) 5.9(2) 5.9(2) 5.9(2) 15/15
CMA-CSA 3.6(0.9) 5.0(2) 5.2(2) 5.2(2) 5.2(2) 5.2(3) 5.2(2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f6 114 214 281 404 580 1038 1332 15/15
CMA-TPA 2.2(0.9) 1.9(0.2) 1.9(0.7) 1.7(0.5) 1.4(0.3) 1.0(0.2) 1.0(0.1) 15/15
CMA-MSR2.5(0.6) 2.0(0.5) 2.1(0.4) 1.9(0.3) 1.6(0.1) 1.2(0.1) 1.2(0.2) 15/15
CMA-CSA 2.0(0.9) 1.9(0.3) 2.0(0.4) 1.8(0.1) 1.5(0.3) 1.2(0.2) 1.1(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f7 24 324 1171 1451 1572 1572 1597 15/15
CMA-TPA 4.1(2) 0.98(1) 0.93(0.5) 0.86(0.4) 0.82(0.3) 0.82(0.3) 0.83(0.7) 15/15
CMA-MSR5.3(5) 1.1(0.7) 0.94(0.4) 0.90(0.4) 0.90(0.6) 0.90(0.6) 0.92(0.5) 15/15
CMA-CSA 4.8(2) 1.3(1) 0.87(0.8)0.80(0.9)0.80(0.8)0.80(0.7) 0.86(0.6) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f8 73 273 336 372 391 410 422 15/15
CMA-TPA 4.0(2) 6.0(4) 6.1(3) 6.2(2) 6.3(3) 6.5(3) 6.7(3) 15/15
CMA-MSR4.6(3) 3.6(2) 4.1(1) 4.3(1) 4.3(1) 4.7(0.7) 5.1(0.5) 15/15
CMA-CSA 3.0(0.8) 5.1(5) 5.3(4) 5.4(4) 5.5(3) 5.7(2) 6.0(4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f9 35 127 214 263 300 335 369 15/15
CMA-TPA 5.4(2) 5.8(3) 5.2(2) 5.0(1) 4.8(1) 4.9(1) 4.8(0.9) 15/15
CMA-MSR7.2(0.7) 9.4(7) 7.5(2) 6.8(6) 6.3(3) 6.3(5) 6.4(5) 15/15
CMA-CSA 5.7(0.7) 10(11) 7.7(7) 7.1(4) 6.7(0.5) 6.5(5) 6.4(4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f10 349 500 574 607 626 829 880 15/15
CMA-TPA 2.5(0.4) 2.2(0.2) 2.1(0.2) 2.1(0.2) 2.2(0.1) 1.8(0.1) 1.8(0.1) 15/15
CMA-MSR2.6(0.6) 2.1(0.5) 2.1(0.3) 2.2(0.2) 2.3(0.2) 2.0(0.2) 2.2(0.1) 15/15
CMA-CSA 2.5(0.4) 2.1(0.2) 2.0(0.2) 2.0(0.1) 2.1(0.2) 1.8(0.1) 1.8(0.1) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f11 143 202 763 977 1177 1467 1673 15/15
CMA-TPA 5.1(0.9) 4.6(0.7) 1.3(0.1) 1.1(0.1) 1.0(0.1) 0.91(0.1) 0.89(0.1) 15/15
CMA-MSR5.9(0.7) 5.0(0.3) 1.5(0.2) 1.3(0.2) 1.2(0.1) 1.1(0.1) 1.1(0.1) 15/15
CMA-CSA 4.9(1.0) 4.3(0.6) 1.3(0.2) 1.1(0.2) 1.00(0.1) 0.91(0.1) 0.88(0.1) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f12 108 268 371 413 461 1303 1494 15/15
CMA-TPA 8.3(5) 6.1(8) 6.0(3) 6.2(8) 6.2(1) 2.7(3) 2.9(3) 15/15
CMA-MSR 7.7(4) 5.4(6) 5.5(2) 5.8(3) 6.0(4) 2.7(1) 2.8(1) 15/15
CMA-CSA 10(12) 7.1(7) 6.9(9) 7.2(8) 7.4(7) 3.5(1) 3.5(5) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f13 132 195 250 319 1310 1752 2255 15/15
CMA-TPA 2.9(0.9) 3.8(1) 4.2(2) 4.0(1) 1.2(0.2) 1.3(0.4) 1.2(0.2) 15/15
CMA-MSR3.2(0.5) 3.6(0.7) 3.8(0.7) 4.0(0.7) 1.2(0.1) 1.2(0.1) 1.1(0.1) 15/15
CMA-CSA 3.3(0.8) 3.4(2) 4.1(1) 3.9(0.9) 1.1(0.2) 1.1(0.2) 1.1(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f14 10 41 58 90 139 251 476 15/15
CMA-TPA 2.1(1) 3.3(2) 3.7(1) 3.9(1) 3.9(0.9) 4.0(0.5) 3.1(0.5) 15/15
CMA-MSR2.5(1) 3.4(2) 4.7(0.7) 5.0(1) 4.4(0.9) 4.1(0.4) 3.1(0.3) 15/15
CMA-CSA 1.7(2) 2.7(1) 3.6(0.8) 3.7(0.8) 3.8(0.7) 3.9(0.6) 3.0(0.3) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f15 511 9310 19369 19743 20073 20769 21359 15/15
CMA-TPA 1.9(2) 0.90(0.5)0.87(0.6)0.88(0.6)0.88(0.7)0.88(0.6)0.89(0.5) 15/15
CMA-MSR1.9(2) 0.95(0.8) 0.89(0.7) 0.89(0.6) 0.91(0.6) 0.93(0.6) 0.95(0.8) 15/15
CMA-CSA 1.1(0.9) 1.1(0.8) 0.91(0.3) 0.92(0.4) 0.92(0.2) 0.92(0.5) 0.92(0.3) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f16 120 612 2662 10163 10449 11644 12095 15/15
CMA-TPA 1.7(1) 3.1(3) 1.8(1) 0.56(0.3) 0.62(0.8) 0.62(0.6) 0.65(0.3) 15/15
CMA-MSR5.9(7) 5.8(5) 4.7(4) 1.6(1) 1.6(1) 1.5(2) 1.5(2) 15/15
CMA-CSA 2.2(1) 1.9(1) 1.4(1) 0.49(0.3)0.54(0.2)0.55(0.3)0.56(0.3) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f17 5.2 215 899 2861 3669 6351 7934 15/15
CMA-TPA 24(3) 2.6(2) 1.6(2) 0.97(0.4) 0.94(0.3) 0.88(0.3)1.0(0.6) 15/15
CMA-MSR 4.2(2) 0.93(0.2)0.97(0.6) 0.83(0.6)0.82(0.5)0.96(0.8) 1.1(0.5) 15/15
CMA-CSA 4.2(6) 0.98(0.3) 0.53(0.3)1.0(0.2) 1.2(0.5) 1.1(0.6) 1.3(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f18 103 378 3968 8451 9280 10905 12469 15/15
CMA-TPA 0.92(0.5)1.8(2) 0.67(1) 0.59(0.4) 0.69(0.4)0.70(0.3)0.85(0.3) 15/15
CMA-MSR1.1(0.7) 5.0(6) 1.0(2) 0.70(0.3) 1.0(0.8) 1.2(0.8) 1.3(1) 15/15
CMA-CSA 1.3(2) 2.4(0.1) 0.61(0.4)0.54(0.6) 0.74(0.5) 0.77(0.4) 0.90(0.8) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f19 1 1 242 1.0e5 1.2e5 1.2e5 1.2e5 15/15
CMA-TPA 25(21) 959(777) 84(62) 0.68(0.7)0.78(0.5)0.80(0.7)0.80(0.6)15/15
CMA-MSR 31(60) 2573(3243) 306(78) 67(63) ∞ ∞ ∞ 5e5 0/15
CMA-CSA 19(12) 2971(3103) 153(107) 0.86(0.7)0.83(0.7)0.83(0.7)0.84(0.6)15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f20 16 851 38111 51362 54470 54861 55313 15/15
CMA-TPA 3.9(2) 17(17) 2.0(0.5) 1.5(0.5) 1.5(0.5) 1.5(0.7) 1.5(0.9) 15/15
CMA-MSR4.8(0.8) 1666(2186) ∞ ∞ ∞ ∞ ∞ 5e5 0/15
CMA-CSA 3.7(1) 9.2(9) 1.1(0.5) 0.83(0.4)0.80(0.6)0.82(0.5)0.84(0.5)15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f21 41 1157 1674 1692 1705 1729 1757 14/15
CMA-TPA 2.2(0.5) 88(75) 116(213) 115(425) 114(216) 113(332) 112(177) 10/15
CMA-MSR5.3(23)206(6) 388(196) 384(439) 382(577) 377(491) 371(430) 6/15
CMA-CSA 1.9(1) 55(150) 119(226) 148(319) 147(155) 145(278) 143(207) 9/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f22 71 386 938 980 1008 1040 1068 14/15
CMA-TPA 2.5(6) 223(4) 323(820) 310(534) 301(348) 292(409) 285(305) 8/15
CMA-MSR14(13) 457(1052)531(574) 508(663) 494(951) 479(519) 467(1081) 7/15
CMA-CSA 4.1(1) 135(138) 345(479) 426(534) 535(782) 519(629) 507(413) 6/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f23 3.0 518 14249 27890 31654 33030 34256 15/15
CMA-TPA 3.2(2) 16(23) 8.1(4) 4.2(2) 3.8(5) 3.8(8) 3.7(18) 13/15
CMA-MSR2.5(2) 3.2(6)⋆ 0.91(0.6)0.52(0.6)0.48(0.4)0.51(0.5)0.53(0.6)15/15
CMA-CSA 2.3(3) 13(15) 4.7(0.8) 2.5(2) 2.2(2) 2.2(2) 2.1(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f24 1622 2.2e5 6.4e6 9.6e6 9.6e6 1.3e7 1.3e7 3/15
CMA-TPA 1.3(2) 10(20) ∞ ∞ ∞ ∞ ∞ 5e5 0/15
CMA-MSR1.3(1) 33(42) 1.1(1) ∞ ∞ ∞ ∞ 5e5 0/15
CMA-CSA 2.0(2) ∞ ∞ ∞ ∞ ∞ ∞ 5e5 0/15
Table 1: Expected running time (ERT in number of function evaluations) divided by the respective best
ERT measured during BBOB-2009 in dimension 5. The ERT and in braces, as dispersion measure, the half
difference between 90 and 10%-tile of bootstrapped run lengths appear for each algorithm and target, the
corresponding best ERT in the first row. The different target ∆f-values are shown in the top row. #succ
is the number of trials that reached the (final) target fopt + 10−8. The median number of conducted function
evaluations is additionally given in italics, if the target in the last column was never reached. Entries,
succeeded by a star, are statistically significantly better (according to the rank-sum test) when compared to
all other algorithms of the table, with p = 0.05 or p = 10−k when the number k following the star is larger than
1, with Bonferroni correction by the number of instances.
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f1 43 43 43 43 43 43 43 15/15
CMA-TPA 6.4(1)⋆ 11(1)⋆3 15(2)⋆3 19(1)⋆4 24(2)⋆4 32(2)⋆4 41(2)⋆4 15/15
CMA-MSR9.2(1) 16(1.0) 23(3) 30(3) 38(3) 53(3) 68(4) 15/15
CMA-CSA 7.7(1) 14(2) 20(1) 26(2) 32(2) 45(3) 57(4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f2 385 386 387 388 390 391 393 15/15
CMA-TPA 25(3) 30(2) 33(2) 35(1) 36(1) 37(2) 37(1) 15/15
CMA-MSR 27(4) 32(4) 35(2) 36(2) 37(2) 38(3) 39(2) 15/15
CMA-CSA 23(2) 27(2)⋆ 29(0.9)⋆330(1)⋆3 31(1.0)⋆332(2)⋆3 33(1)⋆3 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f3 5066 7626 7635 7637 7643 7646 7651 15/15
CMA-TPA 8.8(5) 1756(2177) ∞ ∞ ∞ ∞ ∞ 2e6 0/15
CMA-MSR 6.4(1) 38(20)⋆3 70(45)⋆4 73(56)⋆4 76(41)⋆4 81(36)⋆4 86(68)⋆4 15/15
CMA-CSA 10(8) ∞ ∞ ∞ ∞ ∞ ∞ 2e6 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f4 4722 7628 7666 7686 7700 7758 1.4e5 9/15
CMA-TPA ∞ ∞ ∞ ∞ ∞ ∞ ∞ 2e6 0/15
CMA-MSR5792(3817) ∞ ∞ ∞ ∞ ∞ ∞ 2e6 0/15
CMA-CSA ∞ ∞ ∞ ∞ ∞ ∞ ∞ 2e6 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f5 41 41 41 41 41 41 41 15/15
CMA-TPA 4.3(0.9) 4.9(2) 4.9(1) 4.9(0.8) 4.9(1) 4.9(0.9) 4.9(0.8) 15/15
CMA-MSR5.0(1) 5.5(2) 5.6(0.6) 5.6(1) 5.6(1) 5.6(1) 5.6(0.8) 15/15
CMA-CSA 4.9(1) 5.8(0.9) 6.0(1) 6.0(1) 6.0(1) 6.0(0.9) 6.0(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f6 1296 2343 3413 4255 5220 6728 8409 15/15
CMA-TPA 1.6(0.4) 1.3(0.2) 1.2(0.3) 1.3(0.3) 1.4(0.3) 1.5(0.4) 1.6(0.5) 15/15
CMA-MSR1.5(0.7) 1.9(2) 2.4(2) 3.9(4) 5.7(4) 11(6) 13(1) 15/15
CMA-CSA 1.6(0.3) 1.3(0.2) 1.1(0.2) 1.1(0.2) 1.1(0.1)⋆ 1.1(0.1)⋆21.1(0.1)⋆215/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f7 1351 4274 9503 16523 16524 16524 16969 15/15
CMA-TPA 2.1(1) 2.7(0.7) 1.6(0.6) 1.0(0.4) 1.0(0.4) 1.0(0.4) 1.0(0.4) 15/15
CMA-MSR2.1(0.7) 4.2(1) 2.4(1) 1.6(0.5) 1.6(2) 1.6(0.3) 1.5(0.6) 15/15
CMA-CSA 1.7(1) 2.3(1) 1.7(0.6) 1.1(0.4) 1.1(0.3) 1.1(0.4) 1.0(0.3) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f8 2039 3871 4040 4148 4219 4371 4484 15/15
CMA-TPA 3.1(0.7) 3.5(0.1) 3.8(1) 3.9(1) 3.9(0.2) 3.9(1) 3.9(0.4) 15/15
CMA-MSR3.6(0.8) 4.6(3) 4.8(3) 4.8(3) 4.8(0.4) 4.8(0.5) 4.9(3) 15/15
CMA-CSA 3.4(0.7) 3.4(0.4) 3.6(0.2) 3.7(0.3) 3.8(0.5) 3.8(0.2) 3.8(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f9 1716 3102 3277 3379 3455 3594 3727 15/15
CMA-TPA 3.8(0.7) 5.5(8) 5.8(0.4) 5.8(8) 5.8(2) 5.8(7) 5.8(1) 15/15
CMA-MSR3.8(0.9) 4.5(0.5) 4.8(3) 4.8(0.4) 4.8(2) 4.8(0.3) 4.8(2) 15/15
CMA-CSA 3.8(0.4) 4.1(0.3) 4.3(0.3) 4.4(0.2) 4.4(0.2) 4.5(0.2) 4.5(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f10 7413 8661 10735 13641 14920 17073 17476 15/15
CMA-TPA 1.4(0.1) 1.4(0.1) 1.2(0.1) 1.0(0.1) 0.95(0.1) 0.86(0.0) 0.86(0.0) 15/15
CMA-MSR1.3(0.2) 1.3(0.1) 1.2(0.1) 0.99(0.1) 0.93(0.1) 0.86(0.0) 0.88(0.0) 15/15
CMA-CSA 1.2(0.2) 1.2(0.1) 1.0(0.1)⋆20.86(0.0)⋆30.81(0.0)⋆30.74(0.0)⋆40.76(0.0)⋆315/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f11 1002 2228 6278 8586 9762 12285 14831 15/15
CMA-TPA 4.5(0.3) 2.3(0.1) 0.89(0.0) 0.69(0.0) 0.65(0.0) 0.57(0.0) 0.51(0.0) 15/15
CMA-MSR4.7(0.5) 2.6(0.2) 1.0(0.1) 0.80(0.0) 0.74(0.0) 0.65(0.0) 0.58(0.0) 15/15
CMA-CSA 4.6(0.2) 2.3(0.1) 0.86(0.0)0.67(0.0)0.63(0.0)⋆0.55(0.0)0.50(0.0) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f12 1042 1938 2740 3156 4140 12407 13827 15/15
CMA-TPA 3.8(3) 4.1(2) 3.8(2) 3.9(1) 3.3(2) 1.4(0.3) 1.4(0.5) 15/15
CMA-MSR3.7(4) 3.3(2) 3.5(1) 3.6(2) 3.2(2) 1.3(0.5) 1.4(0.4) 15/15
CMA-CSA 3.6(2) 3.5(2) 3.8(2) 3.9(1) 3.5(1) 1.4(0.3) 1.5(0.4) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f13 652 2021 2751 3507 18749 24455 30201 15/15
CMA-TPA 4.7(5) 4.7(3) 5.0(3) 5.4(2) 1.1(0.7) 1.3(0.6) 1.5(0.5) 15/15
CMA-MSR4.4(4) 3.3(4) 4.9(3) 4.2(2) 0.87(0.4)1.0(0.4) 1.5(0.8) 15/15
CMA-CSA 3.2(4) 4.2(3) 4.0(3) 4.5(1) 0.93(0.4) 1.1(0.6) 1.3(0.7) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f14 75 239 304 451 932 1648 15661 15/15
CMA-TPA 3.5(1) 2.3(0.6) 2.8(0.8)⋆23.1(0.4)⋆ 2.8(0.3) 3.8(0.4) 0.71(0.1) 15/15
CMA-MSR4.2(1) 2.8(0.5) 3.4(0.5) 3.6(0.2) 2.9(0.2) 3.9(0.4) 0.73(0.0) 15/15
CMA-CSA 4.2(1) 2.9(0.5) 3.7(0.2) 4.1(0.3) 3.3(0.3) 3.9(0.3) 0.67(0.1) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f15 30378 1.5e5 3.1e5 3.2e5 3.2e5 4.5e5 4.6e5 15/15
CMA-TPA 0.94(0.2) 1.1(0.2) 0.63(0.1) 0.64(0.2) 0.64(0.2) 0.48(0.0) 0.49(0.2) 15/15
CMA-MSR0.98(0.3) 0.95(0.2)0.54(0.5)0.55(0.1)0.56(0.3)0.43(0.2)0.45(0.3) 15/15
CMA-CSA 0.83(0.6) 0.99(0.3) 0.64(0.2) 0.65(0.1) 0.65(0.2) 0.49(0.2) 0.49(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f16 1384 27265 77015 1.4e5 1.9e5 2.0e5 2.2e5 15/15
CMA-TPA 1.2(0.4) 0.78(0.4) 0.80(0.4)0.67(0.4)0.63(0.5)0.66(0.4)0.62(0.2) 15/15
CMA-MSR0.80(0.1)⋆20.84(0.6) 1.1(0.4) 1.3(1) 3.3(6) 4.7(4) 4.3(5) 12/15
CMA-CSA 1.9(0.5) 0.64(0.6) 0.84(0.4) 1.2(1) 1.4(0.6) 1.5(1) 1.4(1) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f17 63 1030 4005 12242 30677 56288 80472 15/15
CMA-TPA 2.7(1) 1.4(0.6) 1.5(0.9) 0.94(0.6)0.74(0.6)0.71(0.4)0.80(0.3) 15/15
CMA-MSR2.7(0.5) 6.5(3) 3.5(2) 1.9(2) 0.97(0.4) 0.88(0.2) 0.81(0.3) 15/15
CMA-CSA 3.0(2) 1.0(0.2) 1.4(2) 1.2(0.7) 0.74(0.4) 0.88(0.3) 0.88(0.2) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f18 621 3972 19561 28555 67569 1.3e5 1.5e5 15/15
CMA-TPA 1.6(3) 1.3(0.8) 0.77(0.4)0.96(0.2)0.57(0.3)0.58(0.5)0.74(0.3) 15/15
CMA-MSR2.8(14) 2.8(2) 1.4(0.4) 2.0(0.8) 1.2(0.5) 0.83(0.3) 0.87(0.3) 15/15
CMA-CSA 0.96(0.3)0.72(0.1) 0.81(0.4) 1.1(0.6) 0.83(0.4) 1.1(2) 1.0(0.3) 15/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f19 1 1 3.4e5 4.7e6 6.2e6 6.7e6 6.7e6 15/15
CMA-TPA 177(45) 1.9e4(8426)1. (0.8) 1.2(1) 4.7(6) 4.3(5) 4.3(4) 1/15
CMA-MSR 212(72) 3.5e4(2e4)1.2(0.4) ∞ ∞ ∞ ∞ 2e6 0/15
CMA-CSA 221(81) 3.3e4(9230)0.82(0.4)0.56(0.4)2.4(2) 4.5(3) 4.5(3) 1/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f20 82 46150 3.1e6 5.5e6 5.5e6 5.6e6 5.6e6 15/15
CMA-TPA 4.0(0.7) ∞ ∞ ∞ ∞ ∞ ∞ 2e6 0/15
CMA-MSR5.1(1) ∞ ∞ ∞ ∞ ∞ ∞ 2e6 0/15
CMA-CSA 5.0(1) 2.5(0.2)⋆40.35(0.1)⋆40.29(9e-3)⋆40.29(0.0)⋆40.29(4e-3)⋆40.30(0.1)⋆415/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f21 561 6541 14103 14318 14643 15567 17589 15/15
CMA-TPA 63(187) 248(674) 115(240) 114(95) 111(133) 105(157) 93(165) 6/15
CMA-MSR 24(86) 278(305) 449(364) 442(533) 433(508) 407(453) 360(361) 3/15
CMA-CSA 113(403) 159(110) 95(61) 94(182) 92(59) 87(89) 77(110) 7/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f22 467 5580 23491 24163 24948 26847 1.3e5 12/15
CMA-TPA 162(11) 216(94) ∞ ∞ ∞ ∞ ∞ 1e6 0/15
CMA-MSR254(876) 249(632) ∞ ∞ ∞ ∞ ∞ 2e6 0/15
CMA-CSA 22(26) 145(279) ∞ ∞ ∞ ∞ ∞ 1e6 0/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f23 3.2 1614 67457 3.7e5 4.9e5 8.1e5 8.4e5 15/15
CMA-TPA 6.5(5) 23(25) 4.8(12) 3.0(3) 9.3(10) 5.6(13) 5.5(5) 5/15
CMA-MSR6.8(5) 2.0(2)⋆2 0.79(0.5)⋆0.74(0.3) 0.73(0.2)⋆20.49(0.2)⋆20.51(0.1)⋆15/15
CMA-CSA 6.1(5) 93(33) 13(13) 16(18) 58(59) 35(27) 34(53) 1/15
∆fopt 1e1 1e0 1e-1 1e-2 1e-3 1e-5 1e-7 #succ
f24 1.3e6 7.5e6 5.2e7 5.2e7 5.2e7 5.2e7 5.2e7 15/15
CMA-TPA 6.2(8) 3.9(3) ∞ ∞ ∞ ∞ ∞ 2e6 0/15
CMA-MSR4.1(5) 1.8(2) 0.55(0.7)0.55(0.4)0.55(1) 0.55(0.6)0.55(0.5) 1/15
CMA-CSA 6.0(7) ∞ ∞ ∞ ∞ ∞ ∞ 2e6 0/15
Table 2: Expected running time (ERT in number of function evaluations) divided by the respective best
ERT measured during BBOB-2009 in dimension 20. The ERT and in braces, as dispersion measure, the
half difference between 90 and 10%-tile of bootstrapped run lengths appear for each algorithm and target,
the corresponding best ERT in the first row. The different target ∆f-values are shown in the top row.
#succ is the number of trials that reached the (final) target fopt + 10−8. The median number of conducted
function evaluations is additionally given in italics, if the target in the last column was never reached. Entries,
succeeded by a star, are statistically significantly better (according to the rank-sum test) when compared to
all other algorithms of the table, with p = 0.05 or p = 10−k when the number k following the star is larger than
1, with Bonferroni correction by the number of instances.
