Daydreaming of
Genius

SCIENTIFIC KENYON

Insight and the Wandering Mind
By Kevin Crawford

Neuronal Micro-Circuit Mapping in the Hippocampus
By Jean Rivera © MBF Bioscience

55

I

t is so common to experience
a sudden flash of creative
thinking in the shower that
there is a Reddit page dedicated
to it. And yet the phenomenon of
spontaneous insight is, scientifically
speaking, a mystery. The usual
routes of study fail researchers
investigating insight. Rats, mice,
monkeys, fish—the menagerie
of organisms essential to brain
research is of little use because it
is impossible to determine what
constitutes a eureka moment
to a subject that cannot speak.
Investigating human subjects is
the best option, but how best to
contrive a eureka moment within
the confines of a lab? An MRI
machine?

Anecdote Provides
a Window into the
Invisible Process of
Sudden Insight.
The
eponymous
eureka
moment predates Christ. It
occurred, as many ideas do, in a
bathtub. Archimedes, the ancient
Greek scientist and mathematician,
had just lowered himself into his
evening bath when, noticing the
water lapping over the edge, he
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leapt out and ran—naked as a
babe—screaming, Eureka! Eureka!
In English: I found it! I found it!
Archimedes had discovered a
fundamental law of our universe:
the force of buoyancy is equal to
the weight of the fluid displaced.
This apocryphal tale is one
of many similar stories that have
circulated
throughout
history.
The chemist August Kekulé, after
struggling to divine the structure of
the molecule benzene, dreamt one
night of a snake devouring its own
tail—the mythical ouroboros. Upon
waking, he realized that benzene
takes the form of a ring, and later
won a Nobel prize.
You do not have to travel
beyond Kenyon’s campus to find
someone with a eureka moment
to share. In the late 80s, professor
of physics Ben Schumacher was at
work figuring out how information
could be conceptualized in a
quantum system.
For background: information
in quantum systems is different
from information in binary systems,
where a unit of information (a bit) is
either 0 or 1. In a quantum system,
a unit of information exists in a
superstate. That means any one
unit of information is both 0 and 1
until it is measured, and whether
it is 0 or 1 depends on dizzyingly

Archimedes exclaiming “Eureka!”
Original image by Alec Clothier

“Benzene molecule in an ouroboros”
By Haltopub from Wikimedia (CC BY-SA 3.0)

complex quantum probabilities.
The problem puzzling Schumacher
was how this quantum unit of
information could be modeled.
For three years, he and fellow
physicist Bill Wootters grappled
with this question without headway.
Then they gave up. Years later,
however, Wootters visited Kenyon
and they got to talking again.
The two physicists had three days
together and decided they would
give the problem one final push.
Again: no luck. While Schumacher
drove him to the airport, Wootters
joked about a unit for quantum
information. He called it a “qubit,”
a play on cubit, the Biblical unit
used to measure the Ark. On his
way back to Kenyon, Schumacher
realized the qubit was more than
just a great pun—it was a great
idea. As Schumacher tells it, “six to
eight things suddenly fit together
and I saw everything—no problems
to solve, just work to be done.”
Schumacher saw a revolutionary
new framework for quantum
information, all that remained
was to fit the pieces together.
Fast forward a few decades and
the qubit is a cornerstone of
quantum information theory and
Schumacher’s landmark article has
been cited over 1,400 times. (Qubit
has also made its way into the
Scrabble lexicon—16 points.)
Spontaneous insights need
not be grand. Hence the Reddit
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page r/Showerthoughts, which
defines the phenomenon as “the
miniature epiphanies you have
that highlight the oddities within
the familiar.” Showerthoughts
range from oddly tragic (“People
say life is short even though it is
literally the longest thing we will
ever experience.”) to absurd (“Your
stomach thinks all potatoes are
mashed.”). One does not need to
be in the shower, but it is conducive
to the phenomenon. Schumacher
credits long drives with many of
his breakthroughs, and prefers to
speak not of showerthoughts but
of carthoughts.

The Biology of
Memory
Insight ranges from the
marvelous and era-defining to
the mundane and entertaining.
But where does it originate from?
Why does the brain seem to do its
best thinking when it is at rest? It
starts with the basics: how the brain
stores and retrieves information.
Everything you know is
encoded in the structure of your
brain. This includes both semantic
memories (i.e., facts and ideas) and
episodic memories (i.e., scenes
from your life). This is not to say
that individual cells or portions of
the brain contain explicit pieces of
knowledge; rather, decentralized
ensembles of cells work in unison
to encode information. When
you remember something, all the
pertinent sensory and conceptual
details are gathered as these
neurons fire—it is as though your
brain is reliving the experience. This
has been confirmed by way of fMRI
imaging: brains viewing an image
of, say, a bird light up in exactly
the same way as brains tasked with
recalling the same bird2.
The Office quotations, the
twenty digits of pi you memorized
to impress your high school
math teacher, the address of
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your childhood home—all of
these things represent structural
realities within the brain. Clusters
of neurons, spread out across the
roughly 100 billion cells within the
adult brain, activate to form what
we term a memory, a thought, a
concept. At the cellular level, this
occurs because experiencing or
learning
something—especially
repeatedly—causes neurons to
literally wire themselves together.
Emotions, sights, smells, textures,
and ideas are all encoded in your
brain as networks of interconnected
cells. In the course of memorizing a
fact, for example, the same groups
of neurons are firing repeatedly.
Each time they fire together,
more connections between these
neurons form. These connections—
called dendrons, from the ancient
Greek for tree—make it easier for
these same clusters of neurons to
fire together in the future3. In this
way, it becomes easier and easier
to recall something because the
cellular pathway promoting the
electrochemical transmission of this
information becomes more and
more established.
The recall of memories is better
understood at the anatomical scale.
Generally, information is processed
first in the neocortex associated
with thinking and executive
function, and then consolidated
in the hippocampus, which acts
as a directory for memory in the
brain. This means that memory is
not stored in the hippocampus,
but rather that the hippocampus
knows where in the brain to retrieve
a memory. Tangled networks of
neurons link the hippocampus
with a diffuse array of brain
regions associated with sensation
and
semantic
information4.
When recalling the experience
of eating an apple, for example,
the hippocampus retrieves visual
information (red, shiny), taste and
smell information (sweet, a little
tart), tactile information (crunchy),

and high-level abstract knowledge
(nutritious, wards off doctors).
And what does the brain do
with information besides recall it?
Most notably, it solves problems—
it thinks. Problem-solving generally
requires effort and occurs in steps,
like a math problem. Regardless
of the type of problem being
solved, your brain recruits not just
one special problem-solving cell
ensemble, but a whole array of cells
from all across the brain, involved
in everything from visuospatial
reasoning to critical judgement to
emotional associations. And this
process—again, like algebra—
takes time. It is not spontaneous.
This, then, is the mystery: how
is it that sometimes the brain seems
to arrive at an answer instantly,
and usually when you are least
expecting it? How does disparate
information, stored all over the
brain, coalesce all at once into
insight?

How Scientists Study
Insight
First: a definition. There is
something intuitive and obvious
about the experience of insight.
Cognitively, it can be thought of as a
transformation or rearrangement of
things you know. From this cognitive
shake-up of the known comes
new knowledge—knowledge that
allows you to think or act in a new
way. Neuroscientists have become
quite good at experimentally
prompting these sorts of cognitive
breakthroughs.
In a landmark 2004 study, a
team of scientists designed a task
where participants were given two
simple rules and told to decode a
string of numbers. There was also a
hidden third rule that said the first
and last two digits of the decoded
sequence were the same, which
greatly expedited solving time. The
fact that this rule was undisclosed
meant the researchers, by timing
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the participants, could pinpoint
when they gleaned the hidden rule
via insight. Participants completed
the tasks at two time points, with
some of them sleeping in between
and some remaining awake.
The results of the study would
come as no surprise to Kekulé.
Those who were allowed to sleep
before trying the task again were
significantly more likely to discover
the hidden rule. In order to rule
out the obvious argument that
exhausted participants were less
likely to have insight, the researchers
included a group without exposure
to the task who attempted it after a
night of sleep. This group did as well
as the exhausted participants. The
take-home message? Something
seems to happen in our brains
when we sleep—a restructuring of
knowledge that allows us to have
waking insight.
But what of showerthoughts,
carthoughts, and daydreams?
In 2018, the same number task
was presented to participants,
except
instead
of
allowing
some participants to sleep, the
researchers simply allowed some
participants to have a brief period
of quiet rest (think meditation).
The results echoed those of the
2004 study: participants who were
allowed a quiet rest were much
more likely to have an insight that
revealed the hidden rule.

words (for example, HOUSE-BARKAPPLE) and are asked to provide
a related word that would create
three compound nouns (the answer
in this case is TREE, which gives tree
house, tree bark, and apple tree).
An analytical approach to this task
is tedious: to consider every word,
one by one, would take forever.
An insight solution always presents
itself sooner, because as soon as
you hear house, bark, and apple,
the word tree has already drifted to
the surface of your consciousness.
fMRI data tells a similar but
more complex story8. For starters,
there is the clunkily named cast of
anatomical characters. The nucleus
accumbens is the star, integrating
input from the hippocampus,
dorsolateral prefrontal cortex,
and the ventral tegmental area.
The hippocampus, as previously
described, calls up memories
from all across the brain and
sends information to the nucleus
accumbens.
The
dorsolateral
prefrontal cortex, besides being a

mouthful to say, is responsible for
goal selection. In other words, it sets
the agenda and prevents the chatty
hippocampus from overwhelming
the nucleus accumbens with
unnecessary input. The ventral
tegmental area is responsible for
both motivating and rewarding
problem solving.
Together with sensory input
and help from language processing
centers in the temporal lobes, these
parts of the brain seem to drive
insight formation. The words house,
bark, and apple cause ensembles
of neurons to fire that are linked
through conceptual associations
with tree. This information is
assembled by the hippocampus,
which, guided by the dorsolateral
prefrontal cortex, then informs the
nucleus accumbens. The nucleus
accumbens integrates hippocampal
memory input with higher level
processing to bring conscious
awareness to the solution.
The cognitive challenge of
insight formation is made all the

Neural connections imaged using multicolor neuronal tracing18

The Anatomy of an
Insight
Not only is insight a
behaviorally
observable
and
inducible
phenomenon,
but
scientists have managed to
observe insight in people inside
MRI machines. In one study,
participants in an fMRI machine,
which measures brain activity
by detecting changes in blood
oxygen levels, were presented with
a simple word association task. In
this task, participants see three
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A schematic representation of the way memory scaffolds and promotes insight
Original image by Kevin Crawford

more demanding by the many
puzzle pieces that go into solving
any one problem. Sight, hearing,
language,
mathematical
and
semantic reasoning—the list goes
on. So the brain has a built-in
cheerleader: the ventral tegmental
area. The ventral tegmental area
sends excitatory bursts of dopamine
to the nucleus accumbens and
dorsolateral prefrontal cortex to
stave off fatigue and help them reach
a solution. It is for this reason that
the experience of solving a tough
math problem or filling in a tricky
crossword clue can feel so intensely
satisfying. The psychologist and
philosopher Alison Gopnik went
as far as to compare the formation
of insights to orgasm, because as
orgasms encourage reproduction,
the feeling that accompanies
insight encourages the creation of
scientific theories.

Thinking Outside the
Biology to Build a
Theory of Insight
The narrative of insight spun
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from fMRI data seems, at first
blush, complete. But it leaves many
questions unanswered. fMRI data
reveals nothing about the timing
of the brain activity associated
with insight: it provides only the
anatomical puzzle pieces. Scientists
speculate about what different parts
of the brain do and how they work
together based on biological data,
but the framework of cognition, let
alone insight formation, is difficult
to reduce to biological processes.
Increasingly,
researchers
are
looking outside neuroscience for
clues about the way insight works.
William James, the patriarch
of American psychology, compared
thought to a bird’s flight. As a
bird alternates between flying
and perching, our thoughts jump,
seemingly randomly, from one
topic to another. A more modern
comparison is the stock market.
The up-or-down fluctuation of
stock prices, and the mathematical
“random walk” model economists
use to understand them, is
consistent with the vagaries of
thought.
Psychologists
have
demonstrated that when people are

asked to come up with words from
a category (e.g., fruit), the way they
search for words is random in the
same binary manner as stock prices.
A person presented with the fruit
prompt in a neutral setting (i.e., a
setting that will not prime a specific
fruit) has the same chance of saying
apple as pear (in the same way a
stock price can go up or down).
Biologically, this makes sense. We
know the neurons encoding fruits
are linked by associative networks
of cells, but the way an electrical
signal cascades through these
neurons is unpredictable.
Even if you are not prompted
with a topic, your mind wanders
and generates thoughts seemingly
at random. The memories that
spontaneously pop into your
consciousness are influenced by
everything from your mood to
your environment, but are usually
related to a recent experience.
These episodic sparks kick off
cascades of related memories
and knowledge. If you have ever
answered a question incorrectly
in class and felt embarrassed, you
probably revisited that experience
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later and then recalled other times
you felt publicly embarrassed.
These anxious thought spirals are
an example of associative networks
in your brain firing in response to
episodic replay.
In the same way we relive
especially
embarrassing
or
gratifying moments, our minds
dwell on problems. Encountering
a problem primes our brains to
begin solving it, even if that is
not a conscious goal. This occurs
because insight is not the process
of overcoming something, per se,
but the process of making new
connections between things we
already know. In this way, episodic
memory is a scaffold for semantic
memory; the way you learn
something and what you learn are
inextricably bound up together.
When you spend a day struggling
with a tough problem, the
anatomical network outlined earlier
is at work. But when you take a rest,
this network is no longer engaged.
Your mind begins to wander and
episodic memories from your
day begin to replay. This replay
generates semantic memories as
a result of cascading associative
networks1. If consciousness is a
stage, these semantic memories
are the actors and the episodic
memories are the plot. Your mind is
the spotlight that brings the actors
into focus.
So how does episodic replay
lead to insight? In the model
pictured, semantic knowledge is
generated from the bottom up by
episodic replay and the internal
attention of the wandering mind is
represented as spotlights. The way
the mind wanders and the type of
episodic memories being replayed
are both affected by the control
box of your current state (e.g., how
you are feeling). By highlighting
semantic knowledge that arises
as a result of episodic replay, the
spotlight of the wandering mind
makes inadvertent connections

between previously unrelated
pieces of semantic knowledge.
These connections are perceived
as creative thought or insight.
In
simpler
terms:
the
wandering mind is unrestricted by
a specific task, which enables it
to explore the thoughts randomly
generated by the activation of
associative networks. Because we
tend to think about ourselves—our
own experiences—it is likely that
the wandering mind is dealing with
memories pertaining to problems
that preoccupy you. As a result, and
seemingly without any conscious
input from us, the brain makes
connections between memories
that we otherwise might not have,
leading us to see things in new
ways.

Wandering Minds
A lot of good work is done
by conscious, intentional problem
solving. Ben Schumacher’s qubit
theory of quantum information
would not have materialized were
it not for years of diligent thought
and mathematical problem solving.
But the bones of his theory came
from spontaneous insight—they
came from a carthought.
The
problem-solving
network formed by the nucleus
accumbens,
hippocampus,
dorsolateral prefrontal cortex,
and ventral tegmental area is very
good at figuring out solutions to
familiar problems because it uses
heuristics13. Heuristics are problemsolving strategies that work but
do not have a rational basis. For
example, similarity heuristics are
problem-solving shortcuts that
allow us to quickly solve problems
or learn things by assuming they
are similar to things we have
encountered, or believe we have
encountered, in the past. Racial
profiling is an insidious example
of the similarity heuristic at work.
A more subtle example is the
way marketing agencies play on

brand loyalty to sell new products:
because you enjoyed one product
made by a company, you are likely
to assume you will enjoy other
things made by that company.
In short: the brain can be
extremely lazy when it comes to
problem solving. Paradoxically,
quiescent states—times when
the brain is not fully engaged,
like when we shower or drive or
meditate—help us solve problems.
The dorsolateral prefrontal cortex,
which inhibits the associative
cascades of the hippocampus in
order to streamline thinking, is not
active in these states. This allows
for the messy deluge of memories
and knowledge stored across
the brain to take center stage,
where novel connections between
seemingly disparate ideas can lead
to extraordinary innovation.
Showering and driving also
allow for your attention to turn
more fully inward than usual. When
you are engaged in a familiar task,
but not one that bores you, your
brain enters a sweet spot between
engagement
and
monotony.
Whereas full engagement makes
the problem-solving network prone
to assumptions and shortcuts that
sidestep insight, boredom causes
a system called the default mode
network to kick into gear. The
default mode network is what it
sounds like: the program your
brain runs when nothing much is
going on. It is not good for creative
problem solving. Activation of
the default mode network (i.e.,
boredom) is negatively correlated
with activation of the regions of
the brain associated with memory
processing15. In contrast, when you
take a shower (or bath), meditate,
drive, or whatever you do that lets
your mind wander, your brain runs
the sort of episodic replay that leads
to cognitive reorganization and,
just maybe, your earth-shaking,
world-saving idea.
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And What About
Dreams?
Kekulé’s
dream
of
the
ouroboros, fantastical as it seems,
has a basis in scientific reality. While
sleep differs from a state of simple
restfulness, it seems to similarly
promote memory consolidation
and cognitive reorganization.
In 2018, researchers had three
groups attempt a visuospatial
reasoning task. Two groups heard
a tone during the first attempt
and were allowed to sleep before
the second attempt. One of
these groups had the same tone
played while they slept. The third
group did not hear a tone and
attempted the task a second time
after only a brief period. Both
sleep groups performed better
than the non-sleep group, which
suggests that sleep promotes
memory consolidation and the
formation of cognitive strategies.
Interestingly, the group that heard
the tone while sleeping performed
significantly better than the other

groups. This suggests that sleep is
a more permeable and malleable
state than previously thought. EEG
readings from the sleeping group
that heard the tone showed that
they had significantly more brain
activity associated with memory
and critical analysis than the
sleeping group that did not have
the tone. This activity coincided
with REM activity, the brain state
associated with dreams. Even
when we sleep, it seems, we are
thinking. Dreaming may be a form
of thought incomprehensible to the
waking mind.

What It All Adds
up to: Everyday
Moments of Genius
For those of us who do not
theorize about the potential of
quantum systems or deliberate the
molecular structures of compounds
so preposterously miniscule they
may as well not exist, there is still
room for genius. Spontaneous

insight, aha!, and eureka! moments
are all names for a phenomenon
that occurs daily and in the lives of
many.
There is nothing spectacular
about the anatomical or cognitive
bases of insight beyond the fact
that it is spectacularly difficult to
boil spontaneous problem solving
down to biology. What we do know
about insight suggests that there
are certain habits that encourage it.
The same neural and psychological
mechanisms that drive analytical
thought also trap us in cognitive
ruts if we spend too much time
on any one problem. Conversely,
wandering minds connect points
the conscious mind is not fully
aware of in the first place, but need
the memories of a working mind
if they are going to accomplish
anything. The key to balancing the
needs of these two systems ends
up sounding a little Hallmark, but it
bears repeating: sometimes we all
need a little break.
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