The principal aim of this work is to estimate, or to approximate, the complex k-space spectrum of the wave field arriving on a linear array. First, using linear approximation, the location-dependent effect of the wave field magnitudes is modeled as an extra ''loss'' factor in the complex spectral variable. This complex spectrum model may provide a better description of the physical process and require less sensor elements than the real spectrum model because of the additional degree of freedom provided by the ''loss'' factor. A high-resolution algorithm combining the singular value decomposition method and the eigen-matrix pencil method is then employed to find the complex spectra representing the incoming real spectrum and the location dependent factors of multipath and multimode arrivals. Five key features ͑noise immunity, robustness, resolution, accuracy, and physical insight͒ of the proposed algorithm are studied using numerical examples.
INTRODUCTION
A linear receiving array is commonly employed to discern and to evaluate the arriving angles of multi-path or multi-mode arrivals. In conventional approaches, the total field p received by the linear array is expressed as a sum of noiseless incident waves plus the additive noise w:
where x denotes the coordinates of receivers along the linear array, pЈ is expressed in terms of a sum of M exponentials, and M is the total number of arrivals. For the mth arrival, m is phase constant along the x coordinate and c m is the amplitude. Various spectrum resolving methods can be used to estimate m and c m of relevant arrivals while the arriving spectra will be derived from the estimated m .
However, there are two deficiencies in those conventional approaches for applications in underwater environments. First, the amplitude c m is assumed to be x independent. This assumption is usually not very practical because the gains or locations of different receivers may not be well calibrated, 1 the incoming waves may be beam-like fields, 2 the incoming wavefronts may not be on plane surfaces, 1, 2 there may be more than two waves arriving with very close incoming directions but not totally in phase, 3 etc. All these practical factors can cause c m to be dependent on x. Second, the spectrum m is assumed to be real which is not always true. For example, consider the case of a horizontal array in an underwater waveguide where p denotes the total acoustic pressure, x is the range coordinate, and m and c m are the modal eigenvalues and amplitudes, respectively. If the waveguide is lossy, the modal eigenvalue m will be complex. To remedy these two deficiencies, we first extend the conven- Here, f m (x) is approximated by a linear function f m (x 0 ) ϩ͓‫ץ‬ f m (x 0 )/‫ץ‬x 0 ͔(xϪx 0 ) which, in turn, is approximated by the exponential function f m (x 0 )exp͓␣ 2m (xϪx 0 )͔. The linear approximation implicitly assumed that the signal ͑on location dependent variations͒ is narrow band. In the real-spectrum model in ͑1͒, each arriving field strength is approximated by a constant. If there are many arrivals, the total sum of complex-spectrum arrivals in ͑2͒ may not necessarily match the measured data better than the total sum of real-spectrum arrivals in ͑1͒. However, if any of the incoming arrivals does not have a constant amplitude along the receiving array, the model in ͑2͒ can definitely provide better insight of the physical mechanism. Moreover, the variable ␣ m in ͑2͒ depicts an additional degree of freedom which is absent in ͑1͒. This feature implies that the model in ͑2͒ may have the advantage of reducing the the required number of sensors in a detection system. Based on ͑2͒, the problem of estimating the complex spectrum reduces to estimation of the complex poles in a linear system. In fact the work on linear antenna arrays is equivalent to existing techniques of pole estimation for discrete-time systems perturbed by noise, with discrete time increment replaced by the uniform spatial separation on a linear array. Having set up the model, we can then use a spectral estimation algorithm to evaluate the complex amplitudes b m and the complex exponents ik m . Although there exist many conventional approaches, 4-9 none can work satisfactorily. The spectral resolution of the fast Fourier transform ͑FFT͒-based approaches is limited by the array length which is relatively fixed by the experimental setup. Periodogram, Black-Tukey, and MUltiple SIgnal Classification methods cannot provide the real parts ␣ m of the complex exponents ik m . Prony-based algorithms can only work in conditions with high signal-to-noise ratios. The AutoRegressive and AutoRegressive Moving Average series usually have trouble in relating their estimated results directly to the physical unknowns b m and k m . To remedy these difficulties, we apply a newly developed modified eigen-matrix pencil which is originally developed for identifying scattering centers for target identification 9, 10 and is used for the wireless channel modeling more recently. 11, 12 This new algorithm consists of three steps. First, the singular value decomposition ͑SVD͒ method 13 is employed to filter out the white noise. Secondly the eigen-matrix pencil method is used to identify the complex damped exponents. Finally, the complex amplitudes can be obtained by a least-square approach. The eigen-matrix pencil method is similar to the matrix pencil by Hua and Sarkar, 14 due to the fact that both methods use a matrix pencil to find the system poles in the transformed domain. However, the matrix pencil of the former is based on the principal eigenvectors of the Hermitian data matrix, while the matrix pencil of the latter is directly based on the data to be processed.
The Cramer-Rao lower bounds 15 are used as a benchmark to study the algorithm performance. It is found that unlike its conventional counterpart, our approach, the SVD eigen-matrix pencil method, is statistically efficient and almost ''optimal'' in the sense of the smallest variance. The underlying idea is to establish a rank properly satisfied by the noise-free signal matrices and use it to approximate noisy data via rank reduction. This approach is well known. 5 For the real signals the SVD is equivalent to the conventional eigen value decomposition and thus the role of SVD is negligible. However for complex signals SVD improves considerably the accuracy and statistical properties of the eigenmatrix method. The fundamental reason to explain why this prefitering step works is that the signal space spanned by the M principal singular vectors obtained using the singular value decoposition ͑SVD͒ is different ͑for complex signals͒ from that spanned by the M principal singular vectors obtained from the eigen value decoposition. For real signals, it can be proven that these two signal spaces are identical.
I. METHODOLOGY
Let p͓n͔ denote the acoustic pressure measured by the nth receiver located at xϭndϩx 0 , where x 0 is the reference location and d is the distance between two adjacent receivers and nϭ1, 2 
A. Hankel data matrix decomposition
Now form a square Hankel data matrix P of size (N ϩ1)ϫ(Nϩ1) with NуM , and P is defined as
where the 2Nϩ1 data samples are used. The Hankel matrix P has equal elements along lines perpendicular to the principal diagonal. 16 We also know that a square Hankel matrix is a special case of a Hermitian matrix. 16 Define W as the Hankel noise matrix constructed from w͓n͔ in the same way as in ͑4͒. The Hankel data matrix P can then be decomposed as
where the Vandermonde matrix S N has the structure
and A is a M ϫM diagonal matrix with the mth diagonal element given by a m , mϭ1,2,...,M . Here superscript T in ͑5͒ represents the matrix transpose. Both matrices S N and A are of rank M . Thus, for the noiseless case, the NϫN matrix P is also of rank M and has NϪM zero eigenvalues among the total N eigenvalues.
B. Rank-reducing filtering through singular value decomposition
With noise, the matrix P is of rank N and the task of spectrum estimation becomes very difficult. Fortunately, we can employ the singular value decomposition algorithm to reduce noise strength in many practical occasions. Write the matrix P as
where the superscript H denotes matrix Hermitian. Here, n , u n , and v n are the nth singular value, left singular vector, and the right singular vector of the matrix P, respectively.
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In other words,
Arrange the positive singular values n (nϭ1,2...,Nϩ1) with decreasing order. Assume the signal strength is sufficiently strong. Then, among the Nϩ1 pairs of left and right eigenvectors, there are only M pairs ͑with M largest singular values͒ primarily spanning the M signal space. 12, 16 The other NϪM ϩ1 pairs primarily span the noise space. Thus, we can replace the matrix P through SVD with its rank-M approximation matrix P 0 :
The rank-M approximation reduces the noise and therefore enhances the SNR. The noise energy is given by the Frobenius norm of the difference matrix PϪP 0 defined as ʈP ϪP 0 ʈ F ϭ⌺ m 2 , where mϭM ϩ1, M ϩ2,...,Nϩ1.
C. Principal eigenvectors
Let n be the nth eigenvalue and e n be the nth eigenvector of P 0 where nϭ1,2,...,Nϩ1. Since P 0 is a Nϩ1 by Nϩ1 matrix but is with rank M , n is 0 for nϭM ϩ1, M ϩ2,...,Nϩ1 and e n is a (Nϩ1) by 1 column vector. Construct a M by (Nϩ1) matrix Eϭ͓e 1 ,e 2 ,...,e M ͔ from the M principle eigenvectors. Then
where ⌳ is a M by M diagonal matrix with n as its nth diagonal element. Therefore, we can express E as
where D is M by M matrix with rank M .
D. Generalized eigenvalues of the matrix pencil
Next, we form matrix F 1 using the first L rows of E ranging from the first row to the Lth row, and F 2 using the next L rows of E ranging from the second row to the (L ϩ1)th row. Here L is chosen to be larger than M . Then, 
H F 2 ͖ is defined by the complex roots of the characteristic polynomial:
where I M is a M -dimensional identity matrix and ''det'' denotes the determinant of the matrix. Equation ͑12͒ is valid when the eigenvalues z m are distinct. By solving ͑12͒, the desired complex spectra k m ϭ(Ϫi ln z m )/d where m ϭ1,2,...,M . where Vandermonde matrix S 2N is defined in ͑6͒. The leastsquare solution of ͑13͒ leads to the complex amplitudes a as
E. Complex amplitudes
aϭ͑S 2N H S 2N ͒ Ϫ1 S 2N H p. ͑14͒
II. EXAMPLES OF COMPLEX SPECTRUM
Let r n ϭ(x n ,z n ) be the coordinate of the nth element of a linear receiving array where z n ϭ0, and x n ϭ(nϪNϪ1)d for nϭ1,2,...,2Nϩ1. Here, d is the distance between two adjacent array elements and 2Nϩ1 is the total number of the array elements. The reference x 0 in Eq. ͑2͒ is chosen to be zero. The complex spectrum formulation is first applied to a waveguide supporting both trapped and leaky modes. Consider a fluid-loaded infinite circular cylindrical shell which supports three fundamental waves: compressional, torsional, and bending. In our calculation, we also include the first leaky bending wave which is relevant for near zone testing. The complex wave numbers (␤Ϫi␣) and the complex excitations (͉b͉exp IЄb) of these four waves are shown in the second column of Table I . Here, no azimuthal variation has been assumed. One can refer to Table V of Ref. 17 for detailed structure parameters which are used for deriving these numerical values. Note that the bending wave has a zero ␣ and a very large ␤ ͑9.1418616͒ which is much larger than the wave number of the surrounding fluid. Thus, the energy of the bending wave is primarily confined in the shell. The torsional wave has a zero ␣ and a nonzero ␤ ͑1.9744053͒ which is smaller than the wavenumber of the surrounding fluid. However, the energy of the torsional wave is solely confined in the shell because the shear motion does not interact with the fluid when the azimuthal variation is zero. The compressional wave is a leaky mode because of the nonzero ␣ (Ϫ5.807E-4) and the small value ␤ ͑1.1586599͒. The first leaky bending wave is a very strong leaky wave because it has an ␣ with very large negative value ͑Ϫ8.6959203͒. In our numerical simulation, we substitute these parameters into ͑2͒ to generate the received field p(x) and then use the SVD eigen-matrix pencil method to perform the spectral estimation. The estimated results using dϭ0.11 and Nϭ5, shown in the third column of Table I , are very accurate. When the noise is present, the spectral estimation becomes very difficult because of the co-existence of both large ␤ and negative large ␣.
The second example of complex spectrum formulation is when the wavefront is not plane. Consider the field excited by a point source located at r s ϭ(x s ,z s ) with unit strength. Thus, the field received at the nth receiver is
where k is the wave number in the medium. Equation ͑15͒
can be formally written as
where the phase constant ␤ is chosen such that f (x n ) is a slowly varying function with respect to the exponential term. cident field using estimated complex wave numbers and amplitudes in ͑12͒-͑14͒, respectively. In Fig. 1 , the phase and the amplitude of the noiseless incident field are almost linear ͑see the two top figures͒. Thus, the incident field can be conveniently described by the complex spectrum model. When the noise increases, the complex spectrum model still gives very good linear approximations to the fluctuated magnitudes and phases. The estimated results tend to ignore the random fluctuation due to noise and stay close to the mean value. In Fig. 2 , the phase and the amplitude of the noiseless incident field are not linear. Thus, it is not very convenient to use the complex spectrum model. Nevertheless, the complex spectrum model gives a good linear approximation to the phase. The maximum error in the magnitude is less than 7%. When the noise increases, the complex spectrum model still gives very good linear approximations to phases. It is interesting to see that the error of magnitudes remains controllable even when noise increases. The third example of complex spectrum formulation is for beam incidence where the incident field strength along the wavefront is not constant. field p(x) in ͑1͒, and the reproduced results using estimated complex wave numbers and amplitudes in ͑12͒-͑14͒, respectively. The noiseless incident field in Fig. 3 is symmetric with respect to the z axis. The simulated results using estimated complex spectra and amplitudes remains symmetric. When the noise increases, the simulated results are no longer symmetric but provide the best linear approximations to the noise contaminated field. In Fig. 4 , the phase of the received fields are almost linear and, therefore, the simulated results give very good approximations for both noiseless and noisy situations. Examples in Figs. 1-4 show that the complex spectrum model provides the best linear approximation for the magnitude of an incoming ray with either zero or nonzero slope where the conventional real spectrum model can only provide the approximation result with a constant magnitude ͑i.e., a linear approximation with zero slope͒.
In the fourth example, we consider two plane waves with close incident angles:
If ␤ 1 is close to ␤ 2 , we can use a plane wave with complex spectrum to represent these two plane waves. The estimated complex spectra and amplitudes are shown in Table II using Nϭ5 and dϭ0.11. The second column gives the exact values of the two incoming plane waves with real spectrums ͑i.e., the two ␣'s are equal to zero͒. Note that the difference of the two ␤'s is very small. The third column shows the estimated results under the noise free condition. The numerical error is extremely small. The fourth and fifth columns show the estimated results of two noisy situations when the SNR are equal to 30 dB and 15 dB, respectively. In both situations, the results indicate only one dominant complex spectrum ray because ͉b 1 ͉ӷ͉b 2 ͉ and ␣ 1 is nonzero. The estimated ␤ 1 is quite accurate. The resulting complex spectrum ray is a combination of the two incident real spectrum rays. We conclude that rays with close incident angles are not resolvable in noisy environments. Figure 5 shows the exact incident fields and the simulated data using estimated spectra and amplitudes. Legends and arrangements of the graphs are the same as those in Figs. 1-4 . In all situations, it is demonstrated again that the complex spectrum model tends to ignore the random fluctuation of the noise and provides the best linear approximation to the incident results. We consider the other case of two incident plane waves with a larger separation of the two incident angles. However, we purposely assume only one incident wave during the spectral estimation where Nϭ5 and dϭ0.11. The exact input parameters and the estimated results are shown in Table III . The resulting complex spectrum ray is a combination of the two incident real spectrum rays. It is remarkable that the estimated results are insensitive to the increase of noise. The simulated results using the estimated parameters are shown in Fig. 6 . Again, the complex spectrum model ignores the random fluctuation of the noise and provides the best linear approximation. From these two examples, we conclude that the complex spectrum model is more robust than the real spectrum model when two plane waves arriving at the receiving array with close incident angles. Next, we will consider multiple incident waves. In Table IV and Fig. 7 , we consider seven incident plane waves where the incident angles of three of them are close to one another. The true input parameters and the estimated results obtained by using Nϭ5 and dϭ0.11 are shown in Table IV . Since the degree of freedom is 5 when Nϭ5 of the receiver array, we can estimate at most five rays. The contributions due to the three rays with close incident angles are combined and reduced into a complex spectrum ray in the estimated results. It is remarkable that the estimated results are accurate and also insensitive to the increase of noise. The simulated results using the estimated parameters are shown in Fig. 7 . It is not surprising to see that the complex spectrum model ignores the random fluctuation of the noise and provides very good approximation. This example confirms again that the complex spectrum model is more robust with respect to noise than the conventional real spectrum model when many plane waves arrive with close incident angles. Moreover, the complex model may be employed in systems with fewer degree of freedom than the number of incoming waves where the conventional real spectrum model breaks down.
From Tables II-IV and Figs. 6 and 7, it seems that the complex model is not able to resolve rays with close incident angles under noisy conditions. A question may be raised concerning about the resolution of the complex spectrum model. To address this issue, consider a shallow waveguide with a very lossy bottom and a horizontal receiving array with a constant depth z 0 . In the numerical calculation, we use the shallow water waveguide in Ref. Table VI are obtained using Nϭ5 and dϭ50. Here, we keep the same number of antenna elements but increase the antenna spacing. Although the estimation of the spectra is not accurate, the estimation of the magnitude of excitation strengths of the three modes is quite accurate even in the situations with noise. The results in Table VII are obtained using Nϭ50 and dϭ5. Here, we keep the small antenna spacing but increase the aperture of the array by increasing the number of the antenna elements. The estimated results are very accurate even in situations with noise. Again, the reproduced incident field using the estimated parameters from Tables V-VII give good approximations to the received filed p(x) even in noisy situations. The corresponding figures look very similar to the previous figures and are therefore omitted. We conclude that there is no fundamental limitation on the resolution of the complex spectrum approach.
From the above numerical studies, the combination of the real spectral number ␤ n and the location dependence ␣ n seems to provide better physical insights into the multipath or multimode arrivals than using the real spectral number ␤ n alone. The complex spectrum model has also been shown to provide good resolution and accuracy even in noisy situations. To further characterize the noise performance of this approach statistically, we consider a two-ray model with additive white noise. In Fig. 8 , we made 50 independent Monte Carlo runs to obtain 50 independent shots of each pole on the complex Z plane, where an independent Gaussian noise series is generated in each run. There are no spurious poles in our method when the SNR is sufficiently large. ͑This is called ''robust.''͒ Moreover, we can see from Fig. 8 that the mean estimated value is close to the ''true'' values and the standard deviation or variance of the estimated values is small. This means that our algorithm is very accurate and robust, since for almost every shot the estimated poles hit the right positions on the Z plane. Note that the absence of spurious pole is one of the most important features of our approach. All the estimated poles using our method are true system poles due to our rank reducing procedure in ͑9͒ when the SNR is sufficiently high. Other approaches will give spurious poles because the order M in ͑1͒ is unknown.
The variance of any unbiased algorithm is bounded by the Cramer-Rao ͑CR͒ lower bound. Such a bound is very useful because it predicts the best possible performance ͑smallest variances͒ for an unbiased estimator. Estimators or algorithms whose variances are close to or equals this bound Table II . Curves with *, ᭺, and ϩ denote the noiseless incident field, noisy incident field, and simulated results. Table III . Curves with *, ᭺, and ϩ denote the noiseless incident field, noisy incident field, and simulated results. can then be said to be ''optimal.'' In Figs. 9 and 10, we made 500 independent Monte Carlo runs to obtain the mean and the variance where an independent Gaussian noise is generated in each run. Figure 9 shows the mean values and Fig. 10 shows the variance. Parts ͑a͒ and ͑b͒ of both figures report the outcomes of ␤ n and ␣ n , respectively. The daggered curve and the dotted curve represent the estimated values of the first ray and second ray, respectively. Solid lines in Fig. 9 are the true values and solid lines in Fig. 10 represent the Cramer-Rao ͑CR͒ lower bounds. The closed-form expressions of CR bounds for the complex exponents of two damped exponentials are given in Ref. 15 . Figure 9 shows that our algorithm yields good results for SNRϾ10 dB.
͑Without using the SVD to filter out the noise, the algorithm only works when SNRϾ30 dB.͒ Since the variance in Fig.  10 is so close to the CR bound, our algorithm is almost ''optimal'' in the sense of the smallest variance for SNRϾ10 dB. But it is unbiased only up to SNRϭ22 dB. Strictly speaking, the CR bound applies only to an unbiased estimator. However, it is still a good reference for our algorithm which is with small bias. It is shown from this example that the proposed method has good noise immunity features.
III. CONCLUSIONS
Complex spectra can be used to model the locationdependent features of a linear array for the spectrum search FIG. 7 . Simulated results using parameters in Table IV . Curves with *, ᭺, and ϩ denote the noiseless incident field, noisy incident field, and simulated results. of multiple arrivals. The real part of the complex phase constant represents the phase vector along the linear array, and the imaginary part of the complex phase constant models a linear variation of the incident field strength along the antenna array. We have shown that the complex spectrum model is more effective in modeling nonplanar or nonuniform waves than the real spectrum model. In these situations, the complex spectrum model also provide a better description of the physical process. It is remarkable that the complex spectrum model can also be used in systems with ''fewer degrees of freedom'' than the number of incoming waves because of the additional degree of freedom provided by the ''loss'' factor in the complex phase. This feature is very important for practical applications where sufficient number of sensors are not always feasible. A combination of the singular value decomposition method and the eigen-matrix pencil method is proven to be very useful for finding the complex spectra. The algorithm consists of five steps: ͑1͒ Form a Hankel matrix using the noisy data sequence. ͑2͒ Filter the noisy data matrix through the rank-reducing approximation with the aid of SVD. ͑3͒ Find the complex eigenvalues and associated eigenvectors of the re-formed Hankel matrix. ͑4͒ Form an eigen-matrix pencil using principal eigenvectors and find the complex generalized eigenvalues associated with this eigen-matrix pencil. ͑5͒ Obtain the complex amplitude by employing a least square approach. The eigen-matrix pencil method has been improved by using a rank-reducing approximation based on the SVD to reduce the noise and to estimate the order of the system. It is found that the rank-reducing approximation considerably improves the performance of the eigen-matrix pencil method for the noisy data. The Cramer-Rao lower bound have been used as a benchmark for the variance and the mean. For a two-ray model, the variance of the location dependence factor is approximately 15 dB larger than that of phase constant. The variance for phase constant and location dependence is very close to the CR bound.
In our numerical simulations, modes in a cylindrical shell, modes in a lossy shallow water, nonplanar wavefronts, beams, and plane waves with close incident angles are modeled with complex spectra. The SVD eigen-matrix pencil method works satisfactorily when SNR is greater than 10 dB if the incident waves can be well approximated by the complex spectrum model. It has the following five key advantages: noise immunity, robustness, resolution, accuracy, and physical insight. And we conclude that it has the best performance for our purpose of complex spectrum finding. An im- portant point to make is that the method can be applied to array data, in the absence of an assumed number M of arrivals, to extract a model of the complex plane-wave arrival structure. This permits, for example, identification of dominant propagation and scattering paths and therefore provides physical insight of the wave propagation and scattering processes. This approach has been employed to evaluate the travel times and resonances of scattering returns from submerged targets using experimental data provided by Naval Undersea Warfare Center. 19 It has also been employed to simultaneously estimate the environment and multiplesource locations in shallow waters. 20 Applicability to large vertical apertures in a waveguide with strong vertical variations in sound speed is more problematic and will be discussed in future publications.
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