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Abstract—To overcome blind spots of an ordinary weather 
radar which scans horizontally at a high altitude, a weather 
radar which operates vertically, so called an atmospheric profiler, 
is needed. In this paper, a K-band radar for observing rainfall 
vertically is introduced, and measurement results of rainfall are 
shown and discussed. For better performance of the atmospheric 
profiler, the radar which has high resolution even with low 
transmitted power is designed. With this radar, a melting layer is 
detected and some results that show characteristics of the meting 
layer are measured well. 
Keywords—K-band; FMCW; rain radar; low transmitted 
power; high resolution; rainfall; melting layer 
I.  INTRODUCTION 
A weather radar usually measures meteorological 
conditions of over a wide area at a high altitude. Because it 
observes weather phenomena in the area, it is mainly used for 
weather forecasting. However, blind spots exist because an 
ordinary weather radar scans horizontally, which results in 
difficulties in obtaining information on rainfall at higher and 
lower altitudes than the specific altitude. Therefore, a weather 
radar that covers the blind spots is required. 
A weather radar that scans vertically could solve the 
problem. This kind of weather radar, so called an atmospheric 
profiler, points towards the sky and observes meteorological 
conditions according to the height [1]. Also, because the 
atmospheric profiler usually operates continuously at a fixed 
position, it could catch the sudden change of weather in the 
specific area. 
In this paper, K-band rain radar which has low transmitted 
power and high resolutions of the range and the velocity is 
introduced. The frequency modulated continuous wave 
(FMCW) technique is used to achieve high sensitivity and 
reduce the cost of the system. In addition, meteorological 
results are discussed. Reflectivity, a fall speed of raindrops 
and Doppler spectrum measured when it rained are described, 
and characteristics of the melting layer are analyzed as well. 
II. DEVELOPMENT  OF K-BAND RAIN RADAR SYSTEM 
A. Antenna 
To suppress side-lobe levels and increase an antenna gain, 
offset dual reflector antennas are used [2]. Also, separation 
wall exists between the transmitter (Tx) and receiver (Rx) 
antennas to improve isolation between them. With these 
methods, leakage power between Tx and Rx could be reduced. 
Fig. 1 shows manufactured antennas and the separation wall.  
B. Design of Tranceiver 
Fig. 2 shows a block diagram of the K-band rain radar. 
Reference signals for all PLLs in the system and clock signals 
for every digital chip in baseband are generated by four 
frequency synthesizers. In the Tx baseband module, a field 
programmable gate array (FPGA) controls a direct digital 
synthesizer (DDS) to generate an FMCW signal which 
decreases with time (down-chirp) and has a center frequency 
of 670 MHz. The sweep bandwidth is 50 MHz which gives the 
high range resolution of 3 m. Considering the cost, 2.4 GHz 
signal used as a reference clock input of the DDS is split and 
used for a local oscillator (LO). the FMCW signal is 
transmitted toward raindrops with the power of only 100 mW. 
Beat frequency which has data of the range and the radial 
velocity of raindrops is carried by 60 MHz and applied to the 
input of the Rx baseband module. In the Rx baseband module, 
quadrature demodulation is performed by a digital down 
converter (DDC). Thus, detectable range can be doubled than 
usual. Two Dimensional-Fast Fourier Transform (2D-FFT) is 
performed by two FPGAs. Because the 2D FFT is performed 
with 1024 beat signals, the radar can have high resolution of 
the radial velocity.  Finally, data of raindrops are transferred to 
a PC with local LAN via the an UDP protocol. TABLE I. 
shows main specification of the system. 
 Fig. 1. Manufactured antenna and separation wall. 
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Abstract—. The main aim of the study is to analyze the effect of 
the inhomogeneous medium to the inverse algorithm and 
compensation of the results via the inclusion of numerically 
obtained Green’s functio  of the propagation medium. Here, 
MUSIC based inverse algorithms are applied for the localization 
of objects in two-dimensional complex propagation region. The 
propagation medium is locally modeled using FDTD method. The 
scattered fields due to the object are obtained for multiple 
observation points in the required frequency band through two 
FDTD runs for each single source.  
Keywords—Inverse source problem, MUSIC, FDTD 
I.  I I   
 
The radiowave propagation in inhomogeneous medium is 
important for many physical applications such as navigation, 
communication systems, radar systems as well as military 
applications. There are both frequency domain and time domain 
methods for the electromagnetic wave propagation in complex 
medium such as FDTD (Finite Difference Time Domain), Mom 
(Method of Moments), FEM (Finite Element Method) [1-3]. 
Although t ese methods can al o be applied for radiowav  
r pagation analysis for long range applicatio s with some 
suitable m difications, parabolic equation (PE) solution based 
technique  are more generally preferred for th  sake of 
reduction of the comp tation compl xity in such problems.  
Electromagnetic inverse source problem deals with 
detecting source from measured scattered field. The detection 
of the unknown dielectric/conducting object from scatter  
field is considered a  an inverse source problem  and has a wide 
range of applications, su h as rad r imagi g, micro  
tomography etc. High resolutioned subspace methods,  such as 
Time Reversal MUSIC (TR-MUSIC)[4,5] and ESPRIT 
algorithm [6] have been proposed to  solve  inverse source 
problems. These algorithms requir  the knowledg  of the 
background Green’s function. For inhomege eous media, since 
analytical form of Green’s function does not exist,  it has to be 
calculated numerically. Due to complexity of the calculation, 
the inhomegeneity is  usually ignored in the inverse source 
algorithms which may cause false detection. In the practical 
applications the effect of the complex propagation medium 
should be considered rigorously.  
I  this study, the analysis f MUSIC-based inverse sourc
algorithm for different propagation scenarios is consi er
Here, t e main aim is to  show the d teriorati  of the 
reconstructions in the vicinity of irregular terrain as well as to 
improve the loc lizations by the inclusion of the numerically 
calculated Green function values in the inverse algorithm. Here, 
first the TR-MUSIC algorithm is briefly explained in Section II 
and then the analysis procedure of the inverse algorithm for 
different propagation scenarios with irregular terrain is outlined 
for the scattered field and Green’s function values obtained 
through FDTD in Section III.   
II. TIME-REVERSAL MUSIC ALGORITHM 
In time-reversal imaging,  the unknown object is illuminated 
with N  transmitters and the backscattered fields measured at N 
receivers yield a N by N multistatic response matrix E, see Fig. 
1.  The multistatic response matrix is then used to compute the 
time-reversal matrix 𝐴 = 𝐸†𝐸 . It is known that the 
eigenvectors of  A   are related with the location of the object in 
a manner that point source response of the object location span 
the signal subspace of A [4,5]. Since  the time-reversal matrix   
is self-adjoint, its noise subspace is orthogonal to the signal 
subspace.  TR-MUSIC exploits this property  to determine the 
support of the object. To this aim, the point source response of 
each point in the search domain at the measurement line, that is 
to say, the Green function of the background medium 𝐺𝑧 , is 
considered as a steering vector.  If the steering vector is in the 
noise subspace then the corresponding location does not belong 
to the support of object.  To visualize the object location,  the 
indicator function is defined as a projection of the steering 
vector on the noise subspace of A, i.e. 𝑃𝑛𝑜𝑖𝑠𝑒  as: 
𝐼(𝑧) =
1
‖𝑃𝑛𝑜𝑖𝑠𝑒𝐺𝑧‖
 
The indicator function takes relatively high values for  
points which belong to the object compared to the points which 
does not belong to the object. By plotting the indicator function 
for whole search domain, the support of the object can be 
visualized. Notice that the success of the method mainly 
depends on the accuracy of the background Green function.  
Therefore,  the effect of  inhomogeneity of the background 
medium should be included in Green’s function calculation.  
Otherwise,  the object may not be detected.    
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III. TR-MUSIC AND FDTD 
 In this study, the two-dimensional propagation medium, 
which in general can include perfectly conducting or lossy 
dielectric irregular terrain with inhomogeneous atmosphere, is 
locally modeled using 2D-FDTD method. First, the time 
domain scattered fields due to the object and propagation 
medium are accumulated for multiple observation points in the 
required frequency band through two FDTD runs for each 
single source (Fig. 1). Then the frequency response of the 
scattered field at each observation point is obtained via off-line 
Fourier transform and the data are used in TR-MUSIC 
algorithm.  
The main problem in such a scenario is the Green’s function 
values required at measurement line for the discrete points (line 
sources) in reconstruction region, D, where the object is 
assumed to be located. Since the number of discrete observation 
points is usually less than the number of discrete points in the 
reconstruction region, the symmetry condition of the Green’s 
function is used and the location of the source points and 
measurement points are reversed.  
The time domain Green’s function values for the 
propagation medium are accumulated in the reconstruction 
region without the object for reversed sources on the 
measurement line and off-line Fourier transform is applied. The 
required frequency domain Green’s function values for 
inhomogeneous medium are then supplied in the inverse 
algorithm.   
 
Figure 1.  Proplem configuration 
IV. NUMERICAL APPLICATIONS 
In order to test the procedure outlined in Section III, a 
simple two-dimensional PEC terrain profile is considered as the 
propagation background, where the required Green’s function 
is analytically calculated. The FDTD computation space is 
bounded by 16-layers PML (perfectly matched layer) and the 
scattered field at the desired frequency is computed. The 
Green’s function values are also numerically calculated as 
explained in Section III.  
As shown in Fig. 2, The PEC object and reconstruction 
region are taken to be equi-center squares with 0.1𝑚 and 1𝑚 
side lengths, respectively. The horizontal distance between the 
measurement line and the center of the square is 3m, while the 
line of sources which illuminate the object is located with 4m 
and 1m horizontal distances between center of the square and 
measurement line, respectively.  
 
Figure 2. Simulation parameters and terrain profile with scattering object. 
Reconstruction region: 1m x1m. Source-Object distance: 4m. Measurement-
Object distance: 3m. 
In the following implementations a first order differentiated 
Gaussian time-domain pulse is applied to each source with a 
350 MHz frequency band. In the simulations, the number of 
discrete sources and measurement points are set to Nsources=40 
and Nobs=58. The FDTD mesh is square with a side-length of 
0.025𝑚. The reconstruction frequency is taken as 300MHz for 
the analysis. TR-MUSIC is first applied by using the free space 
Green’s function, where the result in Fig. 3 shows that the 
inverse algorithm fails to reconstruct the object in this case. 
Nevertheless, applying the background Green’s function to the 
algorithm permits the identification of the object which appears 
at the center of the reconstruction region as shown in Fig. 4. 
Hence, the choice of the Green’s function as the background 
Green’s function of the propagation space is the key element in 
the reconstruction process of the inverse algorithm. 
The tests were extended to include two objects in the 
reconstruction region. The geometry of the problem is shown in 
Fig. 5, where the two objects are positioned such that the 
distance separating them is equal to λ (1m), at (centered at: x1: 
4.5 m, y1: 5 m) and (centered at: x2:5 m, y2: 5.5 m) respectively. 
The reconstruction region is chosen in a way to center and 
include both objects. The reconstruction results are shown in 
Fig. 6. 
It is observed throughout this set of simulations that the 
results obtained by reconstruction using the TR-MUSIC are 
satisfactory with background Green function. This procedure 
can be tested for more complex models with multiple objects 
and different irregular terrain profiles to show the effect of 
propagation mechanisms in the inversion algorithm. 
 
Figure 3.  Reconstructed object by using free space Green’s Function; 40 
sources, 58 observation points, a freequency of 300MHz. Solid line: exact 
boundary of the object. 
1m 
1m 
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 Figure 4.  Reconstructed object by using by using the background Green’s 
function; 40 sources, 58 observation points, a freequency of 300MHz and by 
using the background Green’s Function. Solid line: exact boundary of the object 
 
 
Figure 5. Simulation parameters and terrain profile with double scattering 
objects. Reconstruction region: 2m x 2m. Source-Object distance: 4m. 
Measurement-Object distance: 3m. 
 
 
 
Figure 6.  Reconstruction region; 40 sources, 58 observation points, a 
freequency of 300MHz and by using the background Green’s Function. Solid 
lines: exact boundaries of the objects 
V. CONCLUSIONS 
In this study, the direct problem related to the 
electromagnetic scattering from objects located in a complex 
medium is solved via 2D-FDTD to mimic real measurements 
required for the inverse algorithm, together with numerical 
computation of Green’s function values of the inhomogeneous 
environment. TR-MUSIC is applied to reconstruct the unknown 
object. It is also shown that the use of the homogeneous medium 
Green’s for the inhomogeneous medium leads to the failure of 
reconstruction. The proposed approach can be used more 
complicated medium configuration and also be generalized for 
vectorial three dimensional problems.     
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