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a b s t r a c t
Let r = (x21 + x22)1/2 be the distance function to the origin O ∈ R2, and let us fix δ > 0.
We consider the ‘‘Schrödinger-type mixed boundary value problem’’−∆u+ δr−2u = f ∈
Hm−1(Ω) on a bounded polygonal domain Ω ⊂ R2. The singularity in the potential δr−2
severely limits the regularity of the solution u. This affects the rate of convergence to u
of the finite element approximations uS ∈ S obtained using a quasi-uniform sequence of
meshes. We show that a suitable graded sequence of meshes recovers the quasi-optimal
convergence rate ‖u−un‖H1(Ω) ≤ C dim(Sn)−m/2‖f ‖Hm−1(Ω), where Sn are the FE spaces of
continuous, piecewise polynomial functions of degree m ≥ 1 associated to our sequence
of meshes and un = uSn ∈ Sn are the FE approximate solutions. This is in spite of the
fact that u 6∈ Hm+1(Ω) in general. One of the main results of our paper is to show that the
singularities due to the potential and the singularities due to the singularities of the domain
or to the change in boundary conditions can be treated in the sameway. Our proof is based
on regularity and well-posedness results in weighted Sobolev spaces, with the weight
taking into account all singularities (including the ones coming from the potential). Our
regularity results apply also to operators with weaker singularities, like the Schrödinger
operator −∆u + δr−1, for which we also obtain Fredholm conditions and a formula for
the index. Our a priori estimates also extend to piecewise smooth domains (i.e., curvilinear
polygonal domains).
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Let Ω ⊂ R2 be a bounded polygonal domain. We assume that a finite set of points S ⊂ Ω¯ was fixed and let
R(x) := ∏Q∈S |x− Q |2, where |x− Q | denotes the Euclidean distance from x to Q . We also assume that a smooth function
V : Ω¯ r S→ R is given such that the product RV extends to a smooth function on Ω¯ . We define
H := −∆+ V . (1)
The typical example we have in mind is H = −∆ + δr−2, where δ > 0 and r(x) := |x − O| = |x| is the distance from x to
the origin O. In this typical example, S consists of a single point, S = {O}, O ∈ Ω¯ . The origin O is not required to be a vertex
ofΩ .
We are interested in studying the Finite Element approximations of the solutions to the Schrödinger-type mixed boundary
value problem{Hu = f in Ω,
∂νu = 0 on ∂NΩ, and
u = 0 on ∂DΩ,
(2)
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for a disjoint decomposition of the boundary ∂Ω = ∂DΩ ∪ ∂NΩ into a region with Dirichlet and, respectively, Neumann
boundary conditions.
Equations of this kind appear in Quantummechanics in the formof Schrödinger equationswith centrifugal potentials [50,
49] and in fluid dynamics [43]. Therefore, the study of the regularity and of the numerical approximation of the solutions
of our Schrödinger-type mixed boundary value problem, Eq. (2), are of practical importance. Non-homogeneous boundary
conditions can also be treated by reducing to homogeneous boundary conditions.
The case when V is non-singular is well understood, so we shall mainly concentrate on the case when V has non-trivial
singularities of the form δr−2. In this case, the usual theorems on the well-posedness of elliptic boundary value problems in
the usual Sobolev spaces [29,42,52,60] do not apply. In fact, the solution u of Eq. (2) will have limited Sobolev regularity near
the points Q ∈ S, near the vertices ofΩ , or near the points where the type of the boundary conditions changes. This is an
issue, because, as is well known, the lack of regularity of the solution u slows down the convergence rate for the numerical
approximation in the Finite ElementMethodwhenquasi-uniformmeshes are used. It turns out, however, that the difficulties
caused by the singularities of our potential V are of the same nature as the singularities caused by the vertices of Ω or by
the presence of mixed boundary conditions. This observation is the starting point for the work presented in this paper.
Many papers were devoted to the analysis of the singularities of (2) arising from the non-smoothness of the boundary
when the potential V is smooth, see for example the monographs [26,31,35,36,51] and the references within. See also the
research papers [5,13,17,24,25,33,34,44–46,54,62]. The numerical approximation of the solutions of (2) for V = 0 was
studied in a very large number of papers, including [3,4,8,11,12,24,27,53,56]. The case of the Schrödinger operator with a
magnetic potential on a polygonal domain was studied in [16]. A good introduction to the various methods for treating
corner singularities in the plane can be found in [59].
Significantly less papers were devoted to the case of singular coefficients. Nevertheless, techniques for the estimation
of the finite element approximation for boundary value problems with singular coefficients can be found in the papers of
Eriksson and Thomée [28], Franchi and Tesi [30], Li [39], and in the references therein. Also, Bespalov and Rukavishnikov
[15,57] studied the p-version finite element approximation in the case when V has a single singularity at the origin, if
the origin is a boundary point. Arroyo, Bespalov and Heuer [7] investigated the finite element method in some low-order
weighted space for equations with singular coefficients of a different type than ours. These approaches to approximating
solutions of partial differential equations with singular coefficients are thus seen to depend on the characters of the
singularities.
In this paper, we provide a unified numerical treatment of the difficulties caused by the singularities of the coefficients,
the geometry of the domain, and the boundary conditions in the framework of weighted Sobolev spaces. These weighted
Sobolev spaces are defined to take into account all the singularities (introduced by the domain, by the change of boundary
conditions, and by the singularities of V ). In order to introduce these weighted Sobolev spaces, let us first notice that the
assumption that RV extends to a smooth function on Ω¯ continues to be satisfied if we increase the set S of singular points
(used to define R := ∏Q∈S |x − Q |2). We shall assume therefore from now on that S also contains all vertices ofΩ and all
points where the boundary conditions change from Dirichlet to Neumann.
Let ϑ(x) be the distance from x to S. Also, letm ∈ N ∪ {0}, N := {1, 2, . . .}, and a ∈ R. Then we define themth weighted
Sobolev space onΩ with index a by
Kma (Ω) := {u : Ω → R, ϑ i+j−a∂ ix∂ jyu ∈ L2(Ω),∀i+ j ≤ m}. (3)
One can allow the index a to be different at every point of S, as in [26,35,40,54] for instance, but we shall not pursue this
simple generalization in order not to complicate the notation.
Let us denote by (v1, v2) the L2-inner product of two functions v1, v2. Also, let us introduce the space V of our weak
formulation by
V := K11 (Ω) ∩ {u = 0 on ∂DΩ}. (4)
The weak solution u ∈ V of our Schrödinger-type mixed boundary value problem, Eq. (2), is then defined by
a(u, v) := (∇u,∇v)+ (Vu, v) = (f , v), ∀v ∈ V. (5)
(See Eq. (17) for the case of non-homogeneous boundary conditions.) We first establish in Theorem 3.1 regularity results
in the weighted Sobolev spaces Kma (Ω) for the weak solution u of Eq. (2). In particular, we obtain that there is no loss of
Kma (Ω)-regularity for the solution u. Under some additional assumptions on the potentialV and on the boundary conditions,
we also establish the well-posedness of the boundary value problem (2), that is, we establish the existence of a unique
solution u depending continuously on the data f . See Babuska and Aziz [9], Bacuta, Nistor, and Zikatanov [13], Costabel and
Dauge [24], Kondratiev [34], Lubuma and Nicaise [44], Mazzucato and Nistor [46], Nicaise [54] or the monographs [26,35,
36,51] for related results.
By analogy with the definition of the weak solution of (2), the discrete solution uS ∈ S ⊂ V := K11 (Ω)∩{u = 0 on ∂DΩ}
of (2) is defined as usual by
a(uS, vS) := (∇uS,∇vS)+ (VuS, vS) = (f , vS), ∀vS ∈ S. (6)
Using our well-posedness results on Eq. (2), we shall exhibit a simple, explicit construction of a sequence of meshes Tn
on Ω , suitably graded towards each singular point Q ∈ S that provides quasi-optimal rates of convergence for the finite
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element method applied to H := −∆ + V in the following sense. Let Sn ⊂ V be the sequence of Finite Element Spaces
consisting of continuous functions on Ω that coincide on each triangle of the mesh Tn with a degree m polynomial and
vanish on ∂DΩ ∪ S. Let un := uSn ∈ Sn be the corresponding discrete solutions. Then
‖u− un‖K11 (Ω) ≤ C dim(Sn)
−m/2‖f ‖Hm−1(Ω), (7)
where f ∈ Hm−1(Ω),m ≥ 1, is otherwise arbitrary and C is a constant that depends onΩ andm, but not on n or f (we do not
assume u ∈ Hm+1(Ω)). Therefore we recover the optimal rate of convergence that is expected for smooth solutions [6,9,21,59].
This is the content of Theorem 4.11, which is the main result of the paper.
The rest of this paper is organized as follows. In Section 2, we introduce the weighted Sobolev spaces Kma (Ω) used in
this paper and study their properties. We also introduce in this section notation that will be used throughout this paper.
In Section 3, we prove our theoretical results on the regularity and well-posedness of the solution u of Eq. (2) in the
spacesKma (Ω). Moreover, we shall prove that, under certain additional mild assumptions on the potential V , the operator
H = −∆+ V is Fredholm
H : Km+1a+1 (Ω) ∩ {u|∂DΩ = 0} ∩ {∂νu|∂NΩ = 0} −→ Km−1a−1 (Ω) (8)
with the exception of a in a certain countable subset. Moreover, for |a| small enough (and under a few mild additional
assumptions), we show that H is an isomorphism. This isomorphism is crucial for the construction of finite subspaces to
obtain the quasi-optimal rates of convergence.
Beginning with Section 4, we address numerical implementation. We first construct a sequence of meshes Tn, suitably
graded towards the vertices, and we analyze the finite element solutions un = uSn defined by the variational form, Eq. (6).
The main result of this paper is to prove that the sequence un satisfies quasi-optimal rates of convergence, namely Eq. (7),
see Theorem 4.11.
In Section 5, we present numerical tests on some model problems on different polygonal domains. We assume for
simplicity that S consists of a single singular point Q of V , and we consider both the cases when Q is an internal point
or a point on the boundary. For both cases, we compare the rates of convergence of the numerical solutions on different
meshes. Our tests suggest quasi-optimal rates of convergence and are in complete agreement with our theoretical results.
2. Weighted Sobolev spaces
Throughout this paper, by Ω ⊂ R2 we shall denote a bounded polygonal domain. For simplicity, we do not consider
cracks, curved boundaries, or other pathologies, although they could be treated as in this paper, using also the techniques
of [26,40].
As we have explained in the Introduction, it is more convenient to consider the Schrödinger-type mixed boundary value
problem (2) inweighted Sobolev spaces. In this section,we shall introduce theweighted Sobolev spaceKma (Ω) and establish
their needed properties. More results on Sobolev spaces with weights can be found in [1,11,26,34–37,55].
In this paper, we shall consider only real Hilbert spaces.
2.1. Notation
We adopt the standard notation for the usual, real valued Sobolev space Hm(Ω) on Ω , [29], for m ∈ N ∪ {0}, N :=
{1, 2, . . .},
Hm(Ω) = {v : Ω → R, ∂αv ∈ L2(Ω),∀|α| ≤ m},
with the multi-index α = (α1, α2) ∈ Z2+, |α| = α1 + α2 and ∂α = ∂α1∂α2 . We denote ‖v‖2L2(Ω) =
∫
Ω
v2dxdy, as usual. The
Hm-norm for v ∈ Hm(Ω) is defined by
‖v‖2Hm(Ω) :=
∑
|α|≤m
‖∂αv‖2L2(Ω).
Let us now review the definition of the weighted Sobolev spaces used in this paper. Recall that the definition of our
weighted Sobolev spaces depends on the choice of a subset S = {Q0, . . . ,Qv} ⊂ Ω¯ , as in the Introduction. Also, recall
that we assume that the set of vertices ofΩ and the set of points where the boundary conditions change are both contained
in S. In the following definition of the weighted Sobolev spacesKma (Ω), we want to replace the weight ϑ with a smoothed
version, denoted by ρ. The following remark explains how this is done.
Remark 2.1. Let us denote by l the minimum of the non-zero distances from a point Q ∈ S to an edge ofΩ . Let
l˜ := min(1/2, l/4) and Vi := Ω ∩ B(Qi, l˜), (9)
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where B(Qi, l˜) denotes the ball centered at Qi ∈ S with radius l˜. Note that the sets Vi := Ω ∩ B(Qi, l˜) are disjoint. Also, we
denote by Oi = Vi/2 := Ω ∩ B(Qi, l˜/2). Then, we define
ρ : Ω¯ → [0, 2l˜], ρ ∈ C∞(Ω¯ r S)
ρ(x) =
{
ϑ(x) = |x− Qi| on Vi and
ρ(x) ≥ l˜/2 outside V := ∪Vi.
(10)
The quotients ρ/ϑ and ϑ/ρ are bounded, and we can replace ϑ with ρ in all the definition of the weighted Sobolev
spaces. In particular, this leads to the following equivalent definition of the weighted Sobolev spaces:
Definition 2.2. We define
Kma (Ω) := {v : Ω → R, ρ i+j−a∂ ix∂ jyv ∈ L2(Ω),∀i+ j ≤ m}. (11)
For any open set G ⊂ Ω and any v : G→ R, we denote
‖v‖2Kma (G) :=
∑
|α|≤m
‖ρ |α|−a∂αv‖2L2(G).
We endowKma (Ω)with the norm ‖v‖2Kma (Ω). In particular, the inner product on the Hilbert spaceKma (Ω) becomes
(u, v)Kma (Ω) =
∑
i+j≤m
∫
Ω
ρ2(i+j−a)(∂ ix∂
j
yu)(∂
i
x∂
j
yv)dxdy.
The completeness of L2(Ω) and standard arguments, see [29] for instance, show that the weighted Sobolev spaceKma (Ω) is
complete. All the resulting norms are equivalent to the ones obtained from Eq. (3), inwhichwe first introduced theweighted
Sobolev spaces using the weight ϑ . (Our definitions and results extend right away to complex Hilbert spaces, but that would
require us to use sesqui-linear forms instead of bilinear forms and would complicate the presentation.)
2.2. Some lemmas
In this subsection, we shall summarize several properties of Kma that are useful for the development of our theory in
Sections 3 and 4. As usual, we shall use r and θ as the variables in the polar coordinates. In addition, by A ' B, we mean that
there exist constants C1 > 0, C2 > 0, such that C1A ≤ B ≤ C2A. Below, by an isomorphism of Banach spaces we shall mean
a continuous bijection.
We first have the following alternative definition of the spaceKma (Ω). Let l˜ := min(1/2, l/4), Vi := Ω ∩ B(Qi, l˜), and
Oi = Vi/2 := Ω ∩ B(Qi, l˜/2) be as in Eq. (9) of our previous remark.
For simplicity, we shall denote from now onKma := Kma (Ω) and Hm := Hm(Ω).
Lemma 2.3. On every Vi := Ω ∩ B(Qi, l˜), we set a local polar coordinate system (r, θ), where Qi is sitting at the origin (and
hence ρ = r on each Vi). Denote Oi = Vi/2 = Ω ∩ B(Qi, l˜/2), as before, and O := ∪Oi. Then, the weighted Sobolev space
Kma := Kma (Ω) is also given by
Kma = {v : Ω → R, v ∈ Hm(Ω r O), and r−a(r∂r)j∂kθv ∈ L2(Vi), j+ k ≤ m}.
Proof. We note that Ω r O is a subset of Ω , whose closure is away from all Qi ∈ S. According to the definitions of ρ and
l˜, ρ ≥ l˜/2 on Ω r O. Thus, the Hm-norm and theKma -norm are equivalent on this region, since ρ is smooth and bounded
from above and from 0.
On the region Vi, the differential operators ∂x and ∂y can be written in terms of r and θ , the variables in the polar
coordinates centered at Qi,
∂x = (cos θ)∂r − sin θr ∂θ
∂y = (sin θ)∂r + cos θr ∂θ .
Since ρ = r on Vi, we have∑
j+k≤m
‖ρ j+k−a∂ jx∂kyu‖L2(Vi) =
∑
j+k≤m
‖r j+k−a
(
cos θ ∂r − sin θr ∂θ
)j (
sin θ ∂r + cos θr ∂θ
)k
u‖L2(Vi)
≤
∑
j+k≤m
‖r−a(r∂r)j∂kθu‖L2(Vi).
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We have a similar formula expressing r∂r and ∂θ in terms of r∂x and r∂y, which provides us with the opposite inequality and
completes the proof. 
Lemma 2.4. The function ρ j+k−a∂ jx∂kyρa is bounded onΩ .
Proof. The function ρ j+k−a∂ jx∂kyρa is bounded onΩ r O := Ω r (∪Oi) because ρ is smooth and≥ l˜/2.
It remains to verify that our function is bounded on every Vi ⊃ Oi as well. By changing x, y into r, θ in the polar
coordinates centered at Qi ∈ S, as in Lemma 2.3, we have
|ρ j+k−a∂ jx∂kyρa| =
∣∣∣∣∣r j+k−a
(
cos θ∂r − sin θr ∂θ
)j (
sin θ∂r + cos θr ∂θ
)k
ra
∣∣∣∣∣
≤ C
∣∣∣∣∣r−a ∑
s+t≤j+k
(r∂r)s∂ tθ r
a
∣∣∣∣∣
≤ C
∣∣∣∣∣r−a ∑
s≤j+k
(r∂r)sra
∣∣∣∣∣ = C
∣∣∣∣∣∑
s≤j+k
as
∣∣∣∣∣ .
Therefore, ρ j+k−a∂ jx∂kyρa is bounded onΩ , as stated. 
This lemma leads to the following isomorphism between weighted Sobolev spaces.
Lemma 2.5. We have ρbKma = Kma+b, where ρbKma = {ρbv, v ∈ Kma }. More precisely, the multiplication by ρb defines an
isomorphismKma → Kma+b.
Proof. Let v ∈ Kma and w = ρbv. Then |ρ i+j−a∂ ix∂ jyv| ∈ L2, for i + j ≤ m. Thus, we verify w ∈ Kma+b by checking the
inequalities below,
|ρ i+j−a−b∂ ix∂ jyw| =
∣∣∣∣∣ρ i+j−a−b ∑
s≤i,t≤j
(
i
s
)(
j
t
)
∂ sx∂
t
yρ
b∂ i−sx ∂
j−t
y v
∣∣∣∣∣
≤ C
∑
s≤i,t≤j
∣∣ρ(i+j−s−t)−a∂ i−sx ∂ j−ty v∣∣ ∈ L2(Ω),
with the last inequality following from Lemma 2.4. Therefore, ρbKma is continuously embedded inK
m
a+b. In other words, the
map ρb : Kma → Kma+b is continuous.
On the other hand, because this embedding holds for any real number b, we have the opposite inclusion:
Kma+b = ρbρ−bKma+b ⊂ ρbKma .
To complete the proof we also notice that the inverse of multiplication by ρb is multiplication by ρ−b, which is also
continuous. 
Recall that Vi := Ω ∩ B(Qi, l˜) is a small neighborhood of Qi ∈ S. Therefore, ρ(x, y) ≤ l˜ on Vi, and we have
Lemma 2.6. Let G ⊂ Vi be an open subset of Vi, such that ρ ≤ ξ ≤ l˜ on G. Then, for m′ ≤ m and a′ ≤ a, we have
(a) Kma ⊂ Km′a′ := Km
′
a′ (Ω) and
(b) ‖u‖
Km
′
a′ (G)
≤ ξ a−a′‖u‖Kma (G), ∀u ∈ Kma .
Proof. Direct calculation. 
Let G˜ ⊂ Ω r S be a compact subset of Ω . Note that there exists a constant C > 0, such that ρ ≥ C on G˜. Then, the
following lemma asserts that the Hm-norm and theKma -norm are equivalent on H
m(G˜). Recall that l˜ andVi were introduced
in Eq. (9).
Lemma 2.7. For 0 < ξ ≤ l˜/4, let G˜ ⊂ Ω be an open subset, such that ρ ≥ ξ on G˜. Then, ‖u‖Hm(G˜) ≤ M1‖u‖Kma (G˜) and
‖u‖Kma (G˜) ≤ M2‖u‖Hm(G˜), for ∀u ∈ Hm(G˜). M1 and M2 depend on ξ and m, but not on u.
Proof. We note that ρ is smooth and bounded below by ξ on G˜. Then, the proof follows the definitions ofKma and H
m. 
We have the following simple comparison property ofKma (Vi) and H
m(Vi).
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Lemma 2.8. Let G ⊂ Vi be an open subset, such that ρ ≤ ξ ≤ l˜ on this region. Let m ≥ 0, then
(a) ‖u‖Hm(G) ≤ ξ a−m‖u‖Kma (G), if a ≥ m, and
(b) ‖u‖Kma (G) ≤ ξ−a‖u‖Hm(G), if a ≤ 0.
Proof. A direct calculation using Lemma 2.6. 
We shall need the extension of Lemma 2.8 to the entire domain Ω , which reads as follows. Recall that we denote
Hm := Hm(Ω) andKma := Kma (Ω).
Corollary 2.9. Let u : Ω → R, then ‖u‖Hm ≤ M1‖u‖Kmm and ‖u‖Kma ≤ M2‖u‖Hm for a ≤ 0, where M1 and M2 depend on m
and a.
Proof. The proof is a direct combination of the estimates in Lemma 2.7 and the estimates for the neighborhoods of allQi ∈ S
in Lemma 2.8. 
Recall the function R(x) = ∏Q∈S |x − Q |2 and the operator H := −∆ + V from the introduction. Also, recall that the
function V is such that the product R(x)V (x) extends to a smooth function on Ω¯ . Using this, we can conclude this section
with the following result.
Lemma 2.10. The map H : Km+1a+1 := Km+1a+1 (Ω)→ Km−1a−1 is well defined and continuous for all m ≥ 1.
Proof. We shall show that there is C > 0 such that ‖Hu‖
Km−1a−1
≤ C‖u‖
Km+1a+1
for all u ∈ Km+1a+1 .
Indeed, onΩrO := Ωr(∪i Oi),H = −∆+V is a second-order differential operator with bounded coefficients, because
|V | ≤ C1 < ∞ onΩ r O. Therefore, it defines a bounded operator Hm+1(Ω r O)→ Hm−1(Ω r O) [29]. Lemma 2.7 then
gives ‖Hu‖Kma−1(ΩrO) ≤ C‖u‖Kma+1(ΩrO).
On Vi, we write −∆ + V = r−2
(
((r∂r)2 + ∂2θ )+ r2V
)
. Then Lemma 2.3 and the equation r−λ(r∂r)nrλu = (r∂r + λ)nu
give ‖Hu‖Kma−1(Vi) ≤ C‖u‖Kma+1(Vi). Adding all the similar inequalities completes the proof. 
Let us say a few words about the boundaryweighted Sobolev spaces
Kma (S) ' ⊕F⊂SKma (S), (12)
where S ⊂ ∂Ω is a union of closed sides ofΩ . Each side can be identified with I = [−1, 1], so it is enough to define
Kma (I) = {(1− t2)k−af (k) ∈ L2(I), k ≤ m}. (13)
For s ∈ [0,∞) we defineK sa(I) by interpolation, and for s < 0 we extend this definition by duality:K sa(I) = (K−s−a(I))∗.
See [1,2,13,46,37,61].
It was shown that
Kma := Kma (Ω) 3 u→ u|∂Ω ∈ Km−1/2a−1/2 (∂Ω), m ≥ 1, (14)
is a continuous surjective map, a result that generalizes the usual property of the trace map for smooth, bounded domains.
A similar result holds for the normal derivative, yielding again a continuous and surjective map
Kma := Kma (Ω) 3 u→ ∂νu|∂Ω ∈ Km−3/2a−3/2 (∂Ω), m ≥ 2. (15)
See for example [1,2,13,37,46,61]. Note that, although it is enough to consider only integral Sobolev spaces in the interior
ofΩ , we need also fractional Sobolev spaces in the interior. Fortunately, the usual issues with Sobolev spaces of fractional
order of the form ‘‘integer+1/2’’ do not arise in the case of the Sobolev spaces on the boundary ∂Ω (they do arise though
for the ones onΩ). See [42] for a discussion of these issues in the case of smooth boundaries.
3. Well-posedness and regularity
In this section, we shall study thewell-posedness and the regularity of solutions of the Schrödinger-typemixed boundary
value problem (2) in the weighted Sobolev spacesKma := Kma (Ω).
3.1. Assumptions
The following general assumptions will be satisfied throughout this paper (some of these assumptions have already been
mentioned). The reader will be reminded of these assumptions when appropriate.
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General Assumptions. The set S ⊂ Ω¯ is a fixed, finite set containing the vertices of Ω . We assume that the boundary of
Ω was partitioned as a disjoint union ∂Ω = ∂DΩ ∪ ∂NΩ , with ∂DΩ a closed set consisting of the union of finitely many edges
without self-intersection and with end points contained in S.We also fix the polynomial R(x) := ∏Q∈S |x − Q |2 and a smooth
function V : Ω¯ r S→ R such that RV extends to a smooth function on Ω¯ .
The set ∂DΩ in our General Assumption corresponds to the part of the boundary where we impose Dirichlet boundary
conditions, whereas the set ∂NΩ corresponds to the part of the boundary where we impose Neumann boundary conditions.
This allows us to consider the following slight extension of our Schrödinger-type mixed boundary value problem, Eq. (2),
namely, to consider themixed Boundary Value Problem{Hu = f in Ω,
∂νu = gN on ∂NΩ, and
u = gD on ∂DΩ,
(16)
where, we recall, H = −∆+V . Our General Assumption thus shows that the points where the boundary conditions change
are contained in S.
We shall make the following simplifications of the mixed Boundary Value Problem (16). First, by the surjectivity of the
trace map Kma → Km−1/2a−1/2 (∂Ω), we can assume gD = 0. Then, with integration by parts, we actually look for a minimal
regularity solution u ∈ V := K11 (Ω) ∩ {u = 0 on ∂DΩ} of (16) defined in the following weak sense:
a(u, v) := (∇u,∇v)+ (Vu, v) = (f , v)L2(Ω) + 〈gN , v〉∂NΩ , (17)
for all v ∈ V, where 〈gN , v〉∂DΩ is the value of the distribution gN on the function v. (Recall that we only consider real Hilbert
spaces.) Eq. (17) extends the Eq. (5) in the Introduction by introducing the Neumann boundary condition ∂νu = gN on ∂NΩ
in the definition of u.
3.2. Regularity
We have the following standard regularity result.
Theorem 3.1. Let our General Assumptions be satisfied. Let u ∈ K1a+1 := K1a+1(Ω) be a solution of Eq. (16) with Hu :=
−∆u+ Vu = f ∈ Km−1a−1 and with boundary data gD ∈ Km+1/2a+1/2 (∂DΩ) and gN ∈ Km−1/2a−1/2 (∂NΩ), m ≥ 1. As always, we suppose
that our general assumptions above are satisfied. Then u ∈ Km+1a+1 and we have
‖u‖
Km+1a+1
≤ Creg
(
‖f ‖
Km−1a−1
+ ‖gD‖Km+1/2a+1/2 (∂DΩ) + ‖gN‖Km−1/2a−1/2 (∂NΩ) + ‖u‖K0a+1
)
,
for a constant Creg = Creg(m, a) > 0 independent of f , gD, gN , and u. (The relation ∂νu = gN is defined in a weak sense after we
subtract a suitable function that will make u = 0 on ∂DΩ , as in Eq. (17).)
Proof. This result is standard, so we include only a sketch. Regularity is a local property, so it is enough to restrict our study
close to the points of S where V may have singularities. Close to a vertex Q ofΩ where V is non-singular, the result is well
known, see [4,13,24,34,35,46,51]. Assume, for simplicity that Q = O, the origin. A simple proof is obtained then by using a
radial partition of unity of the form φn(x) := φ0(2nx) and then applying to the functions φnu the usual regularity results for
smooth domains. Details of this method can be found in [1,24,35,46], where further references are provided.
It remains to deal with the behavior of u near a point Q ∈ S where V is singular. If Q is on the boundary or a vertex, then
the proof is exactly the same as for the case when Q is vertex and V is non-singular at Q . When Q is an interior point ofΩ ,
the proof is again very similar to the case when Q is a vertex, but this time one uses the simpler elliptic regularity results on
R2 applied to the functions φnu. (One can also think of this case as using periodic boundary conditions.) 
This regularity result for H gives right away by induction the following regularity result for eigenfunctions, which we
hope will be useful for the numerical determination of the eigenvalues and eigenfunctions of H .
Corollary 3.2. Assume u ∈ K2a := K2a (Ω), a ≥ 0, is an eigenfunction of H (i.e., Hu = λu) such that u = 0 on ∂DΩ and ∂νu = 0
on ∂NΩ . Then u ∈ Kma for any m ∈ N.
3.3. Well-posedness
Now, we shall prove the existence and uniqueness of the solution of the mixed Boundary Value Problem (2) in weighted
Sobolev spaces. (This is thewell-posedness of this problem in the sense of Hadamard.) Thewell-posedness is not satisfied, in
general, if only the General Assumptions are satisfied, sowe need to include a few hypothesis on V in the following theorem.
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Theorem 3.3. Assume, in addition to our General Assumptions, that V ≥ 0 onΩ and that VR(Q ) > 0 if Q ∈ S ∩Ω . Also, we
assume that if Q ∈ S separates two adjacent sides of Ω that are assigned Neumann boundary conditions, then again VR(Q ) > 0.
Assume also that ∂DΩ is not empty or that V > 0 at some point of Ω . Then there exists η > 0 such that, for any f ∈ Km−1a−1 ,
gD ∈ Km+1/2a+1/2 (∂DΩ), and gN ∈ Km−1/2a−1/2 (∂NΩ), m ≥ 0, |a| < η, the mixed Boundary Value Problem (16) has a unique solution
u ∈ Km+1a+1 := Km+1a+1 (Ω), which satisfies
‖u‖
Km+1a+1
≤ Cm,a
(
‖f ‖
Km−1a−1
+ ‖gD‖Km+1/2a+1/2 (∂DΩ) + ‖gN‖Km−1/2a−1/2 (∂NΩ)
)
,
for a constant Cm,a > 0 independent of f , gD, and gN . (For m = 0, we assume gD = 0 and we interpret the equation ∂νu = gN in
a weak sense.)
Proof. We can assume gD = 0. We shall prove first the case m = 0. This case will follow from the Lax–Milgram Lemma
and the strict positivity (or strict coercivity) of H on the spaceV := K11 (Ω) ∩ {u = 0 on ∂DΩ} (or more precisely the strict
coercivity onV of the bilinear form a(·, ·) introduced in Eqs. (5) and (17)). We prove below this strict coercive property. We
assume the functions to be real.
First, we need to show that the bilinear form a(·, ·) is continuous, that is, that a(u, v) ≤ C‖u‖K11 ‖v‖K11 . Since ρ = r in
the neighborhood Vi of Qi ∈ S and RV is continuous on Vi, we have |V | ≤ Cρ−2. Therefore, the Cauchy–Schwarz inequality
gives a(u, v) ≤ C‖u‖K11 ‖v‖K11 , for C > 0 not depending on u or v.
We prove strict coercivity of a(·, ·) on each Vi and onΩ rO, O = ∪Vi/2, respectively. Assume ∂DΩ is not empty, then,
on the later set, our desired inequality is just the usual Poincaré inequality. The case when V ≥ 0 but is not identically zero
is similar. Then, we shall verify the following inequality on every Vi.∫
Vi
[
(∂xu)2 + (∂yu)2 + Vu2
]
dxdy ≥ C‖u‖2
K11 (Vi)
.
Assume first that Qi is a vertex with angle αi ∈ (0, 2pi) and at least one side of Qi has Dirichlet boundary conditions.
Then, Vi can be locally characterized in polar coordinates with Qi at the origin by
Vi = {(r, θ), 0 < r < l˜, 0 < θ < αi}.
Note that a(u, u) ≥ ∫
Ω
[(∂xu)2 + (∂yu)2]dxdy. Therefore, it suffices to show∫
Vi
u2
r2
dxdy ≤ Ca(u, u), C > 0,
because r = ρ on Vi.
Assume that the positive x-semiaxis corresponds to the side with Dirichlet boundary conditions (this is where we need
the assumption that there are no adjacent Neumann sides). The one-dimensional Poincaré inequality for θ onVi then gives,
for each fixed r ,∫ αi
0
u2dθ ≤ C1
∫ αi
0
(∂θu)2dθ.
By integrating in polar coordinates, we have∫
Vi
u2
r2
dxdy =
∫
Vi
u2
r
drdθ ≤ C1
∫
Vi
(∂θu)2
r
drdθ.
Since
∫
Vi
[(∂xu)2 + (∂yu)2]dxdy =
∫
Vi
[r(∂ru)2 + (∂θu)2/r]drdθ , we get∫
Vi
u2
ρ2
dxdy =
∫
Vi
u2
r2
dxdy ≤ C
∫
Vi
[
(∂xu)2 + (∂yu)2 + Vu2
]
dxdy.
On the other hand, if Qi ∈ S∩Ω (that is, if Qi is an interior point) or if Qi is a point separating two adjacent sides endowed
with Neumann boundary conditions, we have V ≥ δr−2, δ > 0 (this is where we use the assumption RV (Qi) > 0). We can
no longer use the one-dimensional Poincaré inequality, but do not need it either, because we can write∫
Vi
[|∇u|2 + Vu2] dxdy ≥ δ ∫
Vi
[|∇u|2 + u2/r2] dxdy =: δ‖u‖2
K11 (Vi)
,
for δ > 0 small enough (after we decrease the neighborhoods Vi, if necessary). The strict coercivity of H (or of the bilinear
form a) onV follows by adding all these inequalities.
The Lax–Milgram Lemma then proves that H : V→ V∗ is an isomorphism, which is our result form = 0 and a = 0.
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We next use the continuity of the family ρHρ− : V→ V∗ and Lemma 2.5 to prove the result for m = 0 and |a| < η,
for some η that depends only on the domain and the operator H . Theorem 3.1 shows that if the result is true for (0, a), then
it is true also for (m, a). This completes the proof. 
3.4. An application to the finite element method
The proof of our well-posedness result leads to an important application to the Finite Element approximations of the
solution u or the mixed Boundary Value Problem (16). We shall assume therefore that in this subsections the assumptions
of Theorem 3.3 are satisfied.
Recall the bilinear form a(u, v) = (∇u,∇v)+ (Vu, v) first defined in the Introduction, Eq. (5), where the inner products
are the inner products in the real L2(Ω). Also, recall the main variational space V := K11 (Ω) ∩ {u = 0 on ∂DΩ}, also first
defined in the Introduction, in Eq. (4). The proof of Theorem 3.3 then gives the following corollary.
Corollary 3.4. Let us denote by ‖u‖a := a(u, u)1/2 the ‘‘energy norm’’ defined by a. Assume that the conditions of Theorem 3.3
are satisfied. Then the energy norm ‖ ‖a and the defining norm of K11 := K11 (Ω) are equivalent onV.
Proof. This is nothing but another way of stating that the assumptions of the Lax–Milgram theorem are satisfied by the
bilinear form a onV×V, which we checked in the proof of Theorem 3.3 
Remark 3.5. In caseΩ ∩ S = ∅ and there are no Neumann/Neumann corners, then the energy norm ‖ ‖a is also equivalent
to the H1 semi-norm |χ |H1 := ‖∇χ‖L2 . This is well known (see, for example, [13] and the references therein).
Let us fix a subspace S ⊂ V. In our applications, S will be a finite-dimensional subspace defined using a typical Finite
Element procedure starting from a mesh (or triangulation) of our domain. This is however not necessary for the following
‘‘Céa-type Lemma’’. Recall that uS ∈ S denotes the discrete solution of (16). Given suitable f and gN , the discrete solution
uS ∈ S is defined by
a(uS, vS) = (f , vS)L2(Ω) + 〈gN , vS〉∂NΩ , ∀vS ∈ S. (18)
Proposition 3.6. Assume that the conditions of Theorem 3.3 are satisfied, then there exists a constant C > 0, independent of f
and gN , such that
‖u− uS‖K11 ≤ C infχ∈S ‖u− χ‖K11 .
Proof. The proof is standard. Indeed, we have
‖u− uS‖a = inf
χ∈S ‖u− χ‖a,
because uS is the projection of u onto S in the a-inner product. The result then follows from the equivalence of the a-norm
(i.e., energy norm) and theK11 -norm onV (Corollary 3.4). 
Estimates on infχ∈S ‖u − χ‖K11 , for suitable subspaces S, will be obtained in the following section, Section 4. These
estimates depend, to a certain extend, on η, so we now provide a determination of the optimal value of η in Theorem 3.3.
3.5. Determination of η
For our constructions, it may be necessary to have estimates on η. In fact, it turns out that in two dimensions it is possible
to explicitly determine the optimal value of η in Theorem 3.3. To this end, let us define
δi = lim
Q→Qi
|Q − Qi|2V (Q ) (19)
for any Qi ∈ S. By freezing the coefficients of H to Qi, we see that the behavior of the solution u on Vi is controlled by
−∆+ δi/r2 or, more precisely, by its operator pencil’s spectrumΣi [34,35], which we proceed to describe.
We shall denote by ı := √−1. The operator pencil Pi(τ ) (or indicial family) associated to H at Qi is defined by
(−∆+ δi/r2)(r ıτ+φ(θ)) = r ıτ+−2Pi(τ )φ(θ), (20)
where φ(θ) is an arbitrary smooth periodic smooth function of period 2pi . Using the formula ∆ = r−2 ((r∂r)2 + ∂2θ ) and
(r∂r)2r ıτ+ = (ıτ + )2 = −(τ − ı)2, we obtain
Pi(τ ) := (τ − ı)2 − ∂2θ + δi. (21)
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We shall distinguish four cases, the case when Qi is an interior point and the three cases corresponding to Qi on the
boundary and to the three possible choices for boundary conditions on the two sides abutting toQi: Dirichlet/Dirichlet (D/D)
boundary conditions, Dirichlet/Neumann (D/N) boundary conditions, and Neumann/Neumann (N/N) boundary conditions.
Let us denote by αi the angle of Ω at Qi (αi = 2pi if Qi is an interior point). Denote 2N = {2, 4, 6, . . .}, N − 1/2 =
{1/2, 3/2, . . .}, as usual. We then define Σi = {±
√
λ} with λ an eigenvalue of −∂2θ + δi on [0, αi] with suitable boundary
conditions (periodic, D/D, D/N, or N/N). This gives
Σi :=
{
±
√
k2pi2α−2i + δi
}
(22)
where k satisfies
k ∈

2N ∪ {0} if Qi is an interior point
N if D/D boundary conditions are assigned at Qi
N− 1/2 if D/N boundary conditions are assigned at Qi
N ∪ {0} if N/N boundary conditions are assigned at Qi.
Then P(τ ) is invertible for all τ ∈ R, as long as  6∈ Σi. For these values of , we can use Kondratiev’s method to obtain
Fredholm conditions on ρHρ− .
See [38,58] and the references therein for the case of interior singularities due to the potential V , where no boundary is
involved (in which case, a suitable pseudodifferential calculus immediately gives the desired Fredholm condition). See also
Theorem 4.1 in Schwab’s book [59] for the relation with singular functions in the case when Q1 is on the boundary.
Recall that a continuous operator A : X → Y between Banach spaces is Fredholm if the kernel of A (that is the space
ker(A) := {Ax = 0}) and Y/AX are finite-dimensional spaces (we shall not consider unbounded Fredholm operators in
this paper). If A : X → Y is a continuous Fredholm operator, we defined its index by the formula ind(A) = dim ker(A) −
dim(Y/AX).
Theorem 3.7. Assume that δi ≥ 0 and that the General Assumptions are satisfied. Then the mixed Boundary Value Problem (16)
defines a Fredholm operator
H˜a := (H, res, ∂ν) : Km+1a+1 (Ω)→ Km−1a−1 (Ω)⊕Km+1/2a+1/2 (∂DΩ)⊕Km−1/2a−1/2 (∂NΩ) (23)
for all a 6∈ ∪iΣi, with ‘res’ being the restriction operator to ∂DΩ .
We are now ready to determine the value of η in Theorem 3.3. Let η0 be theminimum value of |a|, a ∈ ∪iΣi. Then η0 > 0
exactly if the additional conditions of Theorem 3.3 are satisfied. Let us therefore assume for the rest of this subsection that
η0 > 0. Then we have the following.
Proposition 3.8. Assume that η0 > 0. Then the assumptions of Theorem 3.3 are satisfied and η = η0 is the largest value for
which that theorem is valid.
Proof. We shall use the notation and the ideas of the proof of Theorem 3.3. As in the proof of that theorem, we can assume
m = 0. Let Ha = ρaHρ−a. The operator Ha is invertible precisely when H˜a is invertible (because we have assumed m = 0
and the trace map is continuous and surjective). It is enough then to show that Ha is invertible if |a| < η0, since Ha is not
Fredholm for a = η0.
Let us therefore assume that |a| < η0. Then Ha is Fredholm, by Theorem 3.7. Theorem 3.3 states that H˜a is invertible for
a = 0. By the homotopy invariance of the index, H˜a is Fredholm of index zero for |a| < η0.
Let us notice next that the domain ρaV of the operator Ha decreases as a increases. Hence, the kernel of Ha decreases as
a increases. We therefore conclude that Ha is injective for 0 ≤ a < η. Since it has index zero, it is in fact an isomorphism.
Since H∗a = H−a, we obtain the invertibility of Ha for−η < a ≤ 0 as well. This completes the proof. 
See the Appendix for the case when η0 = 0.
All the results above extend to the case of piecewise smooth domains (i.e., curvilinear polygonal domains).
4. Estimates for the finite element method
From now we shall fix the degree of approximation m ≥ 1.We shall also assume that the operator H satisfies the assumptions
of Theorem 3.3. This means that V ≥ 0, that VR(Q ) > 0 at the interior points of S and at the Neumann/Neumann vertices,
and that the General Assumptions introduced in the previous section are satisfied. Our goal is to apply the Finite Element
method to approximate the solution u of our Schrödinger-typemixed boundary value problem (2) (this is the same equation
as themixed Boundary Value Problem (16) of the previous sectionwith gD = 0 and gN = 0, that is, with zero boundary data).
Let m ∈ N be our fixed constant. In this section, we construct a sequence of meshes Tn with Sn the associated Finite
Element spaces of piecewise polynomials of degree m and prove that Tn yields quasi-optimal rates of convergence for the
sequence of finite element approximations un := uSn of u. Namely,
‖u− un‖K11 ≤ C dim(Sn)
−m/2‖f ‖Hm−1 , ∀f ∈ Hm−1.
The proof of this estimate is part of our main theorem, Theorem 4.11.
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Quasi-optimal rates of convergence for elliptic problems with smooth coefficients on polygonal domains were obtained
before in [4,11,13,26,47,56] using adaptive meshes (usually graded meshes, like in this paper). We shall thus concentrate
our attention on the refinement of our meshes close to the interior singularities of V . Around the other points of S, we shall
use the grading explained in [13,41].
4.1. Approximation away from the singular set S
In this subsection, we approximate the solution u far from the singular points, so we ignore the role of the singular set
S. In particular, although the results and constructions of this subsection are formulated forΩ , often they will be used for a
subpolygon G ⊂ Ω . We first need to recall the following well-known approximation theorem [9,21,23,59].
Let T = {T } be a mesh, that is a triangulation of Ω with triangles T . We shall denote by S˜(T ,m + 1) the Finite
Element space associated to the degree m Lagrange triangle. That is, S˜(T ,m + 1) consists of all continuous functions
χ : Ω¯ → R such that χ coincides with a polynomial of degree ≤ m on each triangle T ∈ T . (The smaller subspace
S(T ,m+1) := S˜(T ,m+1)∩Vwill be used in our approximation results in the following subsections. It ismore convenient
in this subsection to use the larger subspace S˜(T ,m+ 1), though. This also allows for more general results.)
We shall denote by uI = uI,T ,m+1 ∈ S˜(T ,m + 1) the Lagrange interpolant of u ∈ H2(Ω). Let us recall the definition of
uI,T ,m+1 for the benefit of the reader. First, given a triangle T , let [t0, t1, t2] be the barycentric coordinates on T . The nodes
of the degreem Lagrange triangle T are the points of T whose barycentric coordinates [t0, t1, t2] satisfymtj ∈ Z. The degree
m Lagrange interpolant uI,T ,m+1 of u is the unique function uI,T ,m+1 ∈ S˜(T ,m + 1) such that u = uI,T ,m+1 at the nodes of
each triangle T ∈ T . The shorter notation uI will be used only when only one mesh is understood in the discussion (recall
thatm is fixed).
Theorem 4.1. Let T be a triangulation of Ω . Assume that all triangles T of the triangulation T on the domain D have angles
≥ α and edges of length≤ h. Let u ∈ Hm+1(Ω) and let uI := uI,T ,m+1 ∈ S˜(T ,m+ 1) be the degree m Lagrange interpolant of
u. Then, there exist a constants C(α,m) > 0 independent of u such that
‖u− uI‖H1(Ω) ≤ C(α,m)hm‖u‖Hm+1(Ω).
LetM := C(α,m+ 1)M1M2, where C(α,m+ 1) is as in Theorem 4.1 andM1 andM2 are as in Lemma 2.7. Then, we have
the following estimate for the error ‖u− uI‖K11 (G) on a subset G ⊂ Ω that is away from any point Qi ∈ S. Recall that ρ is the
function defined by Eq. (10).
Proposition 4.2. Fix α > 0 and 0 < ξ < l˜. Let G ⊂ Ω be a polygonal subset, such that ρ > ξ on G. Let T = (Tj) be a
triangulation of G with angles≥ α and sides≤ h. Then
‖u− uI‖K11 (G) ≤ Mh
m‖u‖
Km+1a+1 (G)
for all u ∈ Km+1a+1 (G), where M depends only on ξ , α, and m.
Proof. The proof of this result is obtained from Theorem 4.1 and the equivalence of the Hm-norm and theKma -norm on G
(Lemma 2.7). 
We now want to extend the above results close to the vertices. While the final estimates will be given in the next
subsection, we include here a fewmore intermediate results. Let us fix for the rest of this subsection a point Qi ∈ S. We shall
need to study the local behavior with respect to dilations of a function v ∈ Kma = Kma (Ω)with support in the neighborhood
Vi of Qi ∈ S. Therefore, for the sake of simplicity, we shall consider a new coordinate system that is a simple translation of
the old xy-coordinate system with Qi now at the origin of the new coordinate system. Let G ⊂ Vi be the subset, such that
ρ ≤ ξ ≤ l˜ on G. For 0 < λ < 1. We let G′ := λG. Then, we define the dilation of a function on G in the new coordinate
system as follows,
vλ(x, y) := v(λx, λy)
for all (x, y) ∈ G ⊂ Vi. (This definition makes sense, since Qi is the origin in the new coordinate system.) We shall need the
following dilation lemma.
Lemma 4.3. Let 0 < λ < 1 and G ⊂ Vi be an open subset such that G′ := λG ⊂ Vi. Then ‖uλ‖Kma (G) = λa−1‖u‖Kma (G′) for any
u ∈ Kma (Vi).
Proof. The proof is based on the change of variablesw = λx, z = λy. Note that on both G ⊂ Vi and G′ ⊂ Vi, ρ(x, y) is equal
to the distance from (x, y) to Qi, hence ρ(x, y) = λ−1ρ(w, z). Then,
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‖uλ(x, y)‖2Kma (G) =
∑
j+k≤m
∫
G
|ρ j+k−a(x, y)∂ jx∂kyuλ(x, y)|2dxdy
=
∑
j+k≤m
∫
G′
|λa−j−kρ j+k−a(w, z)λj+k∂ jw∂kz u(w, z)|2λ−2dwdz
= λ2a−2
∑
j+k≤m
∫
G′
|ρ j+k−a(w, z)∂ jw∂kz u(w, z)|2dwdz
= λ2a−2
∑
j+k≤m
‖ρ j+k−a(w, z)∂ jw∂kz u(w, z)‖2L2(G′)
= λ2a−2‖u‖2Kma (G′),
which completes the proof. 
We continue to fix the point Qi ∈ S. LetVi := Ω ∩B(Qi, l˜), be as in Eq. (9) and Tξ ⊂ Vi be a triangle with the biggest edge
of length= ξ . We assume that Qi is a vertex of Tξ . Denote by Tκξ ⊂ Tξ the sub-triangle of Tξ that has Qi as a vertex as well,
is similar with Tξ with the ratio of similarity κ , 0 < κ < 1 and has all sides parallel to the sides of Tξ . Then, Tξ is divided into
the small triangle Tκξ that has the common vertex Qi with Tξ , and the trapezoid between the two parallel edges. We then
have the following estimate near Qi.
Proposition 4.4. Let 0 < κ < 1, α > 0 and Tκξ ⊂ Tξ ⊂ Vi be the triangles described above. Let T = (Tj) be a triangulation
of G′ := Tξ r Tκξ with angles≥ α and edges≤ h. Then the degree m Lagrange interpolant uI,T satisfies
‖u− uI,T ‖K11 (G′) ≤ C(κ, α,m)ξ
a(h/ξ)m‖u‖
Km+1a+1 (G′)
for all u ∈ Kma+1(Vi), a ≥ 0, with C(κ, α,m) independent of ξ , h, and u.
Proof. We use Lemma 4.3 with λ = ξ/l˜. Recall the dilation function uλ(x, y) = u(λx, λy), and note that dilation commutes
with interpolation in the sense that uIλ = uλI , with the first interpolant defined using themesh T and the second interpolant
defined using the dilation of this mesh by λ. Thus, we can apply Proposition 4.2 to the region G = λ−1G′ ⊂ Vi,
‖u− uI‖K11 (G′) = ‖uλ − uIλ‖K11 (G)
= ‖uλ − uλI‖K11 (G)
≤ M(h/λ)m‖uλ‖Km+11 (G)
= M(hl˜/ξ)m‖u‖
Km+11 (G′)
≤ C(κ, α,m)ξ a(h/ξ)m‖u‖
Km+1a+1 (G′)
,
where the last inequality is from Lemma 2.6. 
4.2. Construction of the finite element spaces
Recall thatm is fixed and thatV := K11 (Ω) ∩ {u = 0 on ∂DΩ}. For any mesh T ofΩ , we let
S(T ,m+ 1) := S˜(T ,m+ 1) ∩V = {χ ∈ S˜(T ,m+ 1), χ = 0 on ∂DΩ ∪ S}. (24)
The condition χ = 0 on ∂DΩ in the above equation is due to the fact that our main variational spaceV consists of functions
that vanish on ∂DΩ . The condition χ = 0 at S is due to the fact that a(χ, χ) <∞ for all χ ∈ V.
Recall that we want to construct a sequence of meshes Tn, with Finite Element spaces Sn := S(Tn,m + 1), such that
the sequence un := uSn ∈ Sn of Galerkin approximations of the solution u for our Schrödinger-type mixed boundary value
problem, Eq. (2), satisfies ‖u− un‖K11 ≤ C dim(Sn)−m/2‖f ‖Hm−1 . We shall achieve this quasi-optimal rate of convergence by
considering a suitable grading close to the points of S. The proof will be based on estimating the error in weighted Sobolev
spaces. At the boundary, the estimates are well known [4,11,13,56], so we shall now concentrate at an interior point Qi
where V is singular. The meshes Tn that are used to define the spaces Sn = S(Tn,m + 1) will be constructed by successive
refinements and will have the same number of triangles as the meshes obtained by the usual mid-point refinement.
Let η = min|Σj|, which satisfies Theorem 3.3, by Proposition 3.8. From now on, we shall assume that the right-hand
side f of Eq. (2) satisfies the condition f ∈ Hm−1 := Hm−1(Ω) ⊂ Km−1a−1 := Km−1a−1 (Ω), where 0 ≤ a < min(η, 1), m ≥ 1.
Therefore the solution u of Eq. (2) satisfies
u ∈ Km+1a+1 ∩ {u|∂DΩ = 0} ⊂ V := K11 (Ω) ∩ {u = 0 on ∂DΩ},
by Theorem 3.3.
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Fig. 1. One refinement of triangle T with vertex QI , κ = l1/l2 .
Wenow introduce our refinement procedure. Recall that the vertices ofΩ and the points where the boundary conditions
change are contained in S.
Definition 4.5. Let κ ∈ (0, 1/2] and T be a triangulation ofΩ such that no two vertices ofΩ belong to the same triangle of
T . Then the κ refinement of T , denoted κ(T ) is obtained by dividing each edge AB of T into two parts as follows. If neither
A nor B is in S, then we divide AB into two equal parts. Otherwise, if say A is in S, we divide AB into AC and CB such that
|AC | = κ|AB|. This will divide each triangle of T into four triangles (see Fig. 1).
We now introduce our sequence of meshes. Recall that l˜ > 0 was introduced in Remark 2.1 and 4l˜ is not greater than the
distance from a point Q in S to an edge ofΩ that does not contain it.
Definition 4.6. For a fixedm = {1, 2, . . .}, we define a sequence ofmeshesTn as follows. The initialmeshT0 is such that each
edge in the mesh has length≤ l˜/2 and every point in S has to be the vertex of a triangle in the mesh. In addition, we chose
T0 such that there is no triangle in T0 that contains more than one point in S. Then we define by induction Tn+1 = κ(Tn)
(see Definition 4.5). We shall denote by
uI,n = uI,Tn,m+1 ∈ Sn := S(Tn,m+ 1)
the degreem Lagrange interpolant associated to u ∈ C(Ω) and the mesh Tn onΩ .
Note that near the vertices, our refinement coincides with the ones introduced in [4,11,13,56].
We now investigate the approximation properties afforded by the triangulation Tn close to a fixed point Qi ∈ S. We also
fix a triangle T ∈ T0 that has Qi as a vertex. Let us denote by Tκ j = κ jT ⊂ T the small triangle belonging to Tj that is similar
to T with ratio κ j, has Qj as a vertex, and has all sides parallel to the sides of T . Then Tκ j ⊂ Tκ j−1 . Moreover, since κ < 1/2
and the diameter of T is≤ l˜/2, we have Tκ j ⊂ Vi, j ≥ 1, by the definition of Vi.
LetN be the level of refinement. In all the statements below, h ' 2−N , in the sense that they have comparablemagnitudes.
In particular, we can replace h with 2−N in all the estimates below, possibly by increasing the constants. A good choice is
h = h02−N , where h0 is the initial mesh size.
We shall need the following general lemma.
Lemma 4.7. We have K21 := K21 (Ω) ⊂ L∞(Ω) and K21+a ⊂ C(Ω), for a > 0, and hence every function u ∈ K21+a is
continuous and vanishes on S.
Proof. Let G = Tκ j−1 r Tκ j . The Sobolev embedding theorem gives ‖u‖L∞(G) ≤ C‖u‖K21 (G). The constant can be chosen to be
independent of j since both norms are dilation invariant (this is obvious for the L∞-norm and for theK21 -norm it follows
from Lemma 4.3). This shows that K21 ⊂ L∞(Ω). The classical Sobolev embedding theorem also shows right away that
K21 ⊂ C(Ω r S). The relationK21+a = ρaK21 and the fact that ρa(p)→ 0 as p→ Q ∈ S shows that any u ∈ K21+a is also
continuous at every point of S. 
It follows from the above lemma that the interpolant uI is defined for u ∈ Km+11+a and uI(Q ) = 0 for all Q ∈ S. See [1] for
more general embedding theorems.
Lemma 4.8. Let 0 < κ ≤ 2−m/a, 0 < a < η. Let us consider the small triangle TκN = κNT ⊂ T with vertex Qi, obtained after N
refinements. Let uI,N be the degree m Lagrange interpolant of u associated to TN . Then, on TκN ∈ TN , we have
‖u− uI,N‖K11 (TκN ) ≤ Ch
m‖u‖
Km+1a+1 (TκN )
,
for all u ∈ Km+1a+1 (Vi) ∩ {u|∂DΩ = 0}, h ' 1/2N , where C depends on m and κ , but not on N.
Proof. Let us denote uλ(x, y) = u(λx, λy) with Qi as the origin. Let λ = κN . Then, uλ(x, y) ∈ Km+1a+1 (T ) by Lemma 4.3. Let
χ : T → [0, 1] be a smooth function that is equal to 0 in a neighborhood of Qi, but is equal to 1 at all the nodal points of T
different from the vertex Qi. We introduce the auxiliary function v = χuλ on T . Consequently,
‖v‖2
Km+11 (T )
= ‖χuλ‖2Km+11 (T ) ≤ C‖uλ‖
2
Km+11 (T )
,
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where C depends on m and the choice of the nodal points. Moreover, since u(Qi) = 0 by Lemma 4.7, the interpolant
vI = uλI = uIλ on T by the definition of v.
This gives
‖u− uI‖K11 (TκN ) = ‖uλ − v + v − uλI‖K11 (T )
≤ ‖uλ − v‖K11 (T ) + ‖v − uλI‖K11 (T )
= ‖uλ − v‖K11 (T ) + ‖v − vI‖K11 (T )
≤ C1‖uλ‖K11 (T ) + C2‖v‖Km+11 (T )
≤ C1‖uλ‖K11 (T ) + C3‖uλ‖Km+11 (T )
= C1‖u‖K11 (TκN ) + C3‖u‖Km+11 (TκN )
≤ C4κNa‖u‖Km+1a+1 (TκN )
≤ Chm‖u‖
Km+1a+1 (TκN )
.
The first and the sixth relations above are due to Lemma 4.3; the fourth is due to Proposition 4.2; and the seventh is based
on Lemma 2.6. 
We now combine the estimate on TκN of the previous lemma with the estimates on the sets of the form Tκ j r Tκ j+1 of
Proposition 4.4 to obtain the following estimate on an arbitrary, but fixed, triangle T ∈ T0 that has a vertex in S (the difficult
case not handled by Proposition 4.2). We continue to fix a triangle T of T0 with a vertex Qi ∈ S.
Proposition 4.9. Denote by h ' 1/2N the mesh size of TN and let 0 < κ ≤ 2−m/a, 0 < a < η. Then there exists a constant
C > 0, such that
‖u− uI,N‖K11 (T ) ≤ Ch
m‖u‖
Km+1a+1 (T )
,
for allKm+1a+1 (Ω).
Proof. The proof follows from the estimates on the subsets Tκ j−1 r Tκ j , 1 ≤ j ≤ N , (Proposition 4.4) and from the estimate
on TκN (Lemma 4.8).
Definition 4.6 shows that the mesh size of Tκ j−1 r Tκ j , is ' κ j−12j−1−N . Then, using the notation in Proposition 4.4, we
have ξ = O(κ j−1), therefore,
‖u− uI‖K11 (Tκ j−1rTκ j ) ≤ C1κ
(j−1)a(κ j−12j−1−N/κ j−1)m‖u‖
Km+1a+1 (Tκ j−1rTκ j )
≤ C22−(j−1)m2−Nm+(j−1)m‖u‖Km+1a+1 (Tκ j−1rTκ j )
= C22−Nm‖u‖Km+1a+1 (Tκ j−1rTκ j )
≤ Chm‖u‖
Km+1a+1 (Tκ j−1rTκ j )
,
where C depends on κ , but not on the subset Tκ j−1 r Tκ j . Since the estimate of the interpolation error on TκN has been given
in Lemma 4.8, we complete the proof of Proposition 4.9 by adding up the error estimates on all the subsets Tκ j−1 r Tκ j ,
1 ≤ j ≤ N , and on TκN . 
Remark 4.10. Denote by T the union of all the initial triangles that contain singular points of V . Then T is a neighborhood of
S inΩ . Moreover, the interpolation error on T also satisfies ‖u− uI‖K11 (T) ≤ Chm‖u‖Km+1a+1 (T) by summing up the estimates
in Proposition 4.9 over all the triangles, as long as κ is chosen appropriately.
Here we state our main result, namely the quasi-optimal convergence rate of the numerical solutions on our meshes.
Theorem 4.11. Let 0 < a < η and 0 < κ < 2−m/a, with m ≥ 1 fixed. We assume that the conditions of Theorem 3.3 are
satisfied. Let Tn be obtained from the initial triangulation by n-refinements, as in Definition 4.6. Let Sn := Sn(Tn,m + 1) be the
Finite Element space given by Eq. (24) and un = uSn ∈ Sn be the Finite Element solution defined by Eq. (6). Then there exists C > 0
such that
‖u− un‖K11 ≤ Ch
m‖f ‖
Km−1a−1
, h ' 2−n
for any f ∈ Km−1a−1 .
334 H. Li, V. Nistor / Journal of Computational and Applied Mathematics 224 (2009) 320–338
Proof. Let Ti be the union of initial triangles that contain Qi ∈ S. Recall from Theorem 3.3 that ‖u‖Km+1a+1 ≤ C‖f ‖Km−1a−1 . We
use the previous estimates to obtain
‖u− un‖K11 ≤ C‖u− uI‖K11
= C
(
‖u− uI‖K11 (Ωr∪Ti) +
∑
‖u− uI‖K11 (Ti)
)
≤ Chm
(
‖u‖
Km+11 (Ωr∪Ti) +
∑
‖u‖
Km+1a+1 (Ti)
)
≤ Chm‖u‖
Km+1a+1
≤ Chm‖f ‖
Km−1a−1
.
The first inequality is based on Céa’s Lemma (Proposition 3.6) and the second inequality is based on the Propositions 4.2 and
4.9. 
Then, as a direct result of the theoremabove,we have the following estimate on the convergence rate of the finite element
solution, which indicates that it is quasi-optimal.
Theorem 4.12. Using the notation and assumptions of Theorem 4.11, we have that un = uSn ∈ Sn := S(Tn,m+ 1) satisfies
‖u− un‖K11 ≤ C dim(Sn)
−m/2‖f ‖
Km−1a−1
,
for a constant independent of f and n.
Proof. Let Tn be the triangulation ofΩ after n refinements. Then, the number of triangles is O(4n) based on the construction
of triangles in different levels. Therefore, the dimension of S, dim(Sn) ' 4n, for Lagrange triangles. Thus, from Theorem 4.11,
the following estimates are obtained,
‖u− un‖K11 ≤ C1h
m‖f ‖
Km−1a−1
' C2−nm‖f ‖
Km−1a−1
≤ C dim(Sn)−m/2‖f ‖Km−1a−1 .
The proof is complete. 
Using that Hm−1 ⊂ Km−1a−1 for a ∈ (0, 1), we obtain the following corollary, under the assumptions of the above theorem.
Corollary 4.13. Let 0 < a ≤ min{1, η} and 0 < κ < 2−m/a. Then
‖u− un‖K11 ≤ C dim(Sn)
−m/2‖f ‖Hm−1 ,
for a constant independent of f and n.
5. Numerical results
We shall present here some numerical results that will illustrate the effectiveness of our mesh refinement techniques
used for numerically solving our Schrödinger-typemixed boundary value problem (2). Our numerical tests will convincingly
show that our sequence of meshes achieves quasi-optimal rates of convergence.
As we have seen in Section 3, the singularity of the solution near Qi ∈ S heavily depends on the parameter
δi := lim
p→Qi
V (p)R(p),
and the behavior of the solution u near a singular point Qi ∈ S is local, in the sense that it depends only on local information
at Qi. Therefore, we shall assume in this section that H is of the form
H = −∆+ δr−2
as model problems, where r is the distance to the origin O = Q0.
We shall consider different values of δ > 0, as well as different positions of the origin on the domain, in order to verify
more thoroughly our theoretical results. Note, however, that in the model problems below, we shall chosem = 1, namely,
we shall chose piecewise linear functions for the definition of our Finite Element spaces S(T ,m+ 1) introduced in Eq. (24).
This will make the implementation simpler, while the results will still be quite relevant.
A crucial role in our implementation is played by the parameter κ introduced in the previous section. This is the parameter
that controls thewayweperform themesh refinement and thus, togetherwith the initial refinement, completely determines
our sequence of meshes. We shall see that a choice of κ in the acceptable range (0, 2−m/η) yields quasi-optimal rates of
convergence, whereas a choice of κ away from this range will not give quasi-optimal rates of convergence. Since m = 1 in
our implementations, the threshold value is 2−1/η .
Note that κ decreases as η decreases, which explains why we want a good determination of η: a smaller η results in
triangles with smaller angles. Intuitively, this seems to be a bad thing, but in practice we have not seen any inconvenience.
Our analysis of this issue is far from complete, though.
H. Li, V. Nistor / Journal of Computational and Applied Mathematics 224 (2009) 320–338 335
Fig. 2. Initial triangles for Ωˆ (left); the mesh after four refinements, κ = 0.2 (right).
Table 1
Interior singularities
j κ
e : 0.1 e : 0.2 e : 0.3 e : 0.4 e : 0.5 e : 0.1 e : 0.2 e : 0.3 e : 0.4 e : 0.5
3 0.903 0.934 0.941 0.900 0.815 0.916 0.937 0.954 0.960 0.915
4 0.956 0.972 0.970 0.919 0.789 0.968 0.977 0.983 0.987 0.960
5 0.982 0.989 0.982 0.924 0.764 0.989 0.992 0.994 0.996 0.980
6 0.993 0.995 0.989 0.926 0.746 0.996 0.998 0.998 0.999 0.990
7 0.998 0.998 0.992 0.927 0.733 0.999 0.999 1.000 1.000 0.995
8 0.999 0.999 0.994 0.927 0.724 1.000 1.000 1.000 1.000 0.997
9 1.000 1.000 0.996 0.928 0.718 1.000 1.000 1.000 1.000 0.998
Convergence history for (25) Convergence history for (26)
e = log2( |uj−uj−1 |H1|uj+1−uj |H1 )
5.1. Interior singularity
Let us first consider the following two model problems on the square domain Ωˆ := (−1, 1)× (−1, 1){−∆u+ 0.5r−2u = 1 in Ωˆ,
u = 0 on ∂Ωˆ, (25){−∆u+ 2r−2u = 1 in Ωˆ,
u = 0 on ∂Ωˆ. (26)
(So the origin Q0 is an interior point of the domain in these examples.)
Our results show that for the problem (25), the solution is not in H2 near the origin. Therefore, a special refinement of
the mesh is needed near the origin to ensure quasi-optimal rates of convergence in the Finite Element method. To be more
precise, from our theory developed above (Eq. (22)), we can take a value of a, such that 0 < a < η = √0.5 ≈ 0.707,
which makes κ = 2−1/a < 2−1/η ≈ 0.375. In fact, a more accurate a priori estimate [34] on the solution gives u ∈ Hs for
s < 1+√0.5 ≈ 1.707.
The situation for the problem (26) is different, a consequence of the regularity of the solution depends on the parameter
δ. Based on our method, η = √2 ≈ 1.414 > 1, which means the solution is in H2, and hence no graded mesh is necessary
when using piecewise linear approximating functions.
Fig. 2 shows the mesh refinement for some small values of n. Note that we can use uniform meshes near the corners of
the domain since they correspond to angles< pi .
Table 1 lists the convergence rates of the finite element solutions for Eqs. (25) and (26), respectively, on triangulations
with different values of κ . These results verify our theoretical prediction: the quasi-optimal convergence rates can be
obtained as κ < 0.375 for Eq. (25); no graded meshes are needed to approximate the solution of Eq. (26) to get the quasi-
optimal rates.
The left most column in the table shows the number of the refinement levels, and uj represents the numerical solution on
the mesh after j refinements. The quantities printed out in other columns in the table are the convergence rates defined by
e = log2
( |uj − uj−1|H1
|uj+1 − uj|H1
)
,
which seems to be a reasonable approximation of the exact convergence rate. Recall h ' 1/2j for the mesh after j levels of
refinements. Then, we see that for Eq. (25), on appropriate graded meshes (κ < 0.375), the convergence rates are h1, while
on uniform meshes (κ = 0.5), the convergence rates have slowed down to h0.718, which is very close to the theoretical rate
0.707 from our estimates above, and seems to get closer and closer to 0.707. For Eq. (26), all the convergence rates are of
order h1, which is also predicted by our theory.
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Fig. 3. Initial triangles for Ωˆ1 and boundary conditions (left); the mesh after one refinement, κ = 0.2 (right).
Table 2
Boundary singularities
j κ
e : 0.1 e : 0.2 e : 0.3 e : 0.4 e : 0.5 e : 0.1 e : 0.2 e : 0.3 e : 0.4 e : 0.5
3 0.885 0.907 0.896 0.840 0.754 0.899 0.920 0.938 0.947 0.918
4 0.945 0.953 0.922 0.828 0.691 0.961 0.971 0.978 0.982 0.958
5 0.973 0.972 0.926 0.798 0.626 0.987 0.991 0.993 0.994 0.976
6 0.987 0.981 0.924 0.767 0.578 0.996 0.997 0.998 0.998 0.985
7 0.994 0.986 0.921 0.740 0.548 0.999 0.999 0.999 0.999 0.990
8 0.998 0.990 0.917 0.720 0.531 1.000 1.000 1.000 1.000 0.994
9 0.999 0.992 0.914 0.705 0.521 1.000 1.000 1.000 1.000 0.996
Convergence history for (27) Convergence history for (28)
e = log2( |uj−uj−1 |H1|uj+1−uj |H1 )
5.2. Boundary singularities
Meanwhile, we also implement numerical tests on the L-shape domain Ωˆ1 := (−1, 0)× (−1, 1)∪[0, 1)× (0, 1) (Fig. 3)
with mixed boundary conditions, where the origin Q0 is the vertex of the re-entrant corner on the boundary and boundary
conditions change type at Q0. The model problems are as follows−∆u+ 0.15r
−2u = 1 in Ωˆ1,
u = 0 on ∂DΩˆ1,
∂vu = 0 on ∂NΩˆ1,
(27)
−∆u+ 1.5r
−2u = 1 in Ωˆ1,
u = 0 on ∂DΩˆ1,
∂vu = 0 on ∂NΩˆ1,
(28)
where ∂NΩˆ1 := {(x, y)|x = 0,−1 < y < 0} and ∂DΩˆ1 = ∂Ωˆ1 r ∂NΩˆ1.
The parameter δ has a big effect on the regularity of the solution in this case as well. For (27), a similar a priori estimate
leads to a solution u ∈ Hs for s < 1+√0.15+ (1/2)2(2/3)2 ≈ 1.511.We also use the formula (22) in Section 3 to determine
η = √0.15+ (1/2)2(2/3)2 ≈ 0.511. Thus, to recover the quasi-optimal convergence rates, we can take κ = 2−1/a for any
0 < a < η, which yieldsκ < 0.258. The value ofη in (28), however, is
√
1.5+ (1/2)2(2/3)2 ≈ 1.269. Therefore, the solution
is in H2 and the numerical solutions will approximate the real solution in the quasi-optimal rate on uniform meshes near
Q0. We also note that in all the equations above, the solutions do not possess singularities in H2 in the neighborhoods of the
corners that have acute interior angles.
In Eqs. (27) and (28), the origin is a boundary point withmixed boundary conditions. Then the values of κ for appropriate
meshes follow another formula. For Eq. (27), we have found that the convergence rates of the discrete solutions should be
quasi-optimal (h1) as long as κ < 0.258, which matches the numerical results in Table 2 perfectly. In addition, the numbers
in the column for κ = 0.5, Eq. (27), are decreasing, and one can expect a convergence rate of order h0.511 to appear at the end
by the regularity of the solution. The second part of Table 2 implies that the convergence rates in Eq. (28) are quasi-optimal
for all κ ≤ 0.5, which, once again, verifies the theory.
5.3. Numerical integration
One of the additional difficulties in the discretization of Eq. (2) is to perform the numerical integration accurately. Note
that the integrations involve the singular term r−2, which is getting stronger and stronger as r → 0. Our implementations
using regular quadrature rules for polynomials in two-dimensions have not worked as desired, probably since the errors
are not of a uniform order on triangles that are near the origin. Therefore, instead of quadrature rules in two-dimensions,
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we first integrate the corresponding function on the reference triangle in one variable, which is analytically exact. Then, we
apply Gaussian quadrature on the remaining one-dimensional integral to control the error from the numerical integration.
The finest mesh in our numerical tests is obtained after 10 successive refinements of the coarsest mesh and has roughly
223 ≈ 8× 106 elements.
The issues arising in numerical integration are probably similar to the similar issues arising in the implementation of the
Generalized Finite Element method [10] and in the determination of eigenvalues [14].
The preconditioned conjugate gradient (PCG)method is used to solve the resulting systemof algebraic equations. Itwould
be interesting to study the relevance of our results for the Multigrid method [18–20,22,32,63].
5.4. Summary
As a brief summary, we have tested our method on four model problems. All the results in the two tables above
convincingly show that the theoretical rate of convergence is consistent with our calculations. Therefore, for the
Schrödinger-type mixed boundary value problem (2), with the regularity of the solution determined in terms of weighted
Sobolev spaces, the convergence rates of the numerical solutions behave like dim(Sn)−m/2, m = 1, on correctly graded
meshes. Standard quasi-uniform meshes exhibit rates of convergence that are less than optimal when the regularity of the
solution is less than H2 (which happens if η < 1).
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Appendix. The case η0 = 0
Although we shall not need it in this paper, let us quickly take a look at the case when we do not have invertibility in
Theorem 3.3, namely when η0 = 0. The operator H˜a will no longer be invertible for |a| ≥ η. In that case, even if a is away
from the specific values above, H˜a is only a Fredholm operator with a non-zero index that can be computed using the results
of [34,35,48,51]. The result is as follows. Let us fix a < a′ and count the number of values in the set (a, a′) ∩ Σi. Due to
multiplicities, we count twice the values corresponding to one of the following situations:
(a) Qi is an internal point and k 6= 0,
(b) Qi is an internal point k = 0 and δi = 0,
(c) Qi is a Neumann/Neumann point, k = 0, and δi = 0.
Let N be the total number obtained from this counting procedure. Assume that a, a′ 6∈ ∪Σi. Then
ind(H˜a′)− ind(H˜a) = −N. (29)
The same result applies to the operator Ha : ρaB→ ρaB∗, which satisfies H∗a = H−a. This allows to determine the index of
H˜a. This amounts to an index problem both for the Neumann and for the Schrödinger problems in the plane. Recall that V is
real valued.
Theorem A.1. Assume that the conditions of Theorem 3.1 are satisfied and let N be the number of points Qi ∈ S that do not
satisfy the conditions of Theorem 3.3 (more precisely δi = RV (Qi) = 0 at an interior point or at a Neumann–Neumann point).
Then H˜a is Fredholm for |a| < η, a 6= 0, with index
ind(H˜±a) = ∓N, 0 < a < η.
References
[1] B. Ammann, A.D. Ionescu, V. Nistor, Sobolev spaces and regularity for polyhedral domains, Doc. Math. 11 (2) (2006) 161–206.
[2] B. Ammann, V. Nistor, Weighted sobolev spaces and regularity for polyhedral domains, CMAME 196 (2007) 3650–3659.
[3] T. Apel, S. Nicaise, The finite element method with anisotropic mesh grading for elliptic problems in domains with corners and edges, Math. Methods
Appl. Sci. 21 (6) (1998) 519–549.
[4] T. Apel, A. Sändig, J.R. Whiteman, Graded mesh refinement and error estimates for finite element solutions of elliptic boundary value problems in
non-smooth domains, Math. Methods Appl. Sci. 19 (1) (1996) 63–85.
[5] D. Arnold, R. Falk, Well-posedness of the fundamental boundary value problems for constrained anisotropic elastic materials, Arch. Ration. Mech.
Anal. 98 (2) (1987) 143–165.
[6] D.N. Arnold, A Concise Introduction to Numerical Analysis, 2001.
[7] D. Arroyo, A. Bespalov, N. Heuer, On the finite element method for elliptic problems with degenerate and singular coefficients, Math. Comp. (2006).
338 H. Li, V. Nistor / Journal of Computational and Applied Mathematics 224 (2009) 320–338
[8] I. Babuška, Finite element method for domains with corners, Computing (Arch. Elektron. Rechnen) 6 (1970) 264–273.
[9] I. Babuška, A.K. Aziz, The Mathematical Foundations of the Finite Element Method with Applications to Partial Differential Equations, Academic Press,
New York, 1972.
[10] I. Babuška, U. Banerjee, J. Osborn, Survey of meshless and generalized finite element methods: A unified approach, Acta Numer. 12 (2003) 1–125.
[11] I. Babuška, R.B. Kellogg, J. Pitkäranta, Direct and inverse error estimates for finite elements with mesh refinements, Numer. Math. 33 (4) (1979)
447–471.
[12] C. Bacuta, V. Nistor, L. Zikatanov, Improving the rate of convergence of high-order finite elements on polyhedra. I. A priori estimates, Numer. Funct.
Anal. Optim. 26 (6) (2005) 613–639.
[13] C. Băcuţă, V. Nistor, L.T. Zikatanov, Improving the rate of convergence of ‘high order finite elements’ on polygons and domains with cusps, Numer.
Math. 100 (2) (2005) 165–184.
[14] U. Banerjee, J. Osborn, Estimation of the effect of numerical integration in finite element eigenvalue approximation, Numer. Math. 56 (8) (1990)
735–762.
[15] A. Bespalov, Orthogonal systems of singular functions andnumerical treatment of problemswith degeneration of data, in: Challenges in computational
mathematics (Pohang, 2001), Adv. Comput. Math. 19 (1–3) (2003) 159–182.
[16] V. Bonnaillie-Noël, M. Dauge, Asymptotics for the low-lying eigenstates of the Schrödinger operator with magnetic field near corners, Ann. Henri
Poincaré 7 (5) (2006) 899–931.
[17] M. Bourlard, M. Dauge, MS. Lubuma, S. Nicaise, Coefficients of the singularities for elliptic boundary value problems on domains with conical points.
III. Finite element methods on polygonal domains, SIAM J. Numer. Anal. 29 (1) (1992) 136–155.
[18] J. Bramble, Multigrid methods, in: Pitman Research Notes in Mathematics Series, vol. 294, Longman Scientific & Technical, Harlow, 1993.
[19] J. Brannick, H. Li, L. Zikatanov, Uniform convergence of the multigrid V -cycle on graded meshes for corner singularities, Numer. Linear Algebra Appl.
15 (2008) 291–306.
[20] S. Brenner, Convergence of the multigrid V -cycle algorithm for second-order boundary value problems without full elliptic regularity, Math. Comp.
71 (238) (2002) 507–525 (electronic).
[21] S. Brenner, L.R. Scott, TheMathematical Theory of Finite ElementMethods, in: Texts in AppliedMathematics, vol. 15, Springer-Verlag, New York, 1994.
[22] S. Brenner, L. Sung, Multigrid methods for the computation of singular solutions and stress intensity factors. II. Crack singularities, in: Direct Methods,
Linear Algebra in Optimization, Iterative Methods, Toulouse, 1995/1996, BIT 37 (3) (1997) 623–643.
[23] P. Ciarlet, The Finite Element Method for Elliptic Problems, in: Studies in Mathematics and Its Applications, vol. 4, North-Holland, Amsterdam, 1978.
[24] M. Costabel, M. Dauge, Weighted regularization of maxwell equations in polyehdral domains. A rehabilitation of nodal finite elements, Numer. Math.
93 (2002) 239–277.
[25] M. Costabel, M. Dauge, C. Schwab, Exponential convergence of hp-FEM for Maxwell equations with weighted regularization in polygonal domains,
Math. Models Methods Appl. Sci. 15 (4) (2005) 575–622.
[26] M. Dauge, Elliptic Boundary Value Problems on Corner Domains, in: Lecture Notes in Mathematics, vol. 1341, Springer-Verlag, Berlin, 1988.
[27] L. Demkowicz, P. Monk, Ch. Schwab, L. Vardapetyan, Maxwell eigenvalues and discrete compactness in two dimensions, Comput. Math. Appl. 40 (4-5)
(2000) 589–605.
[28] K. Eriksson, V. Thomée, Galerkin methods for singular boundary value problems in one space dimension, Math. Comp. 42 (166) (1984) 345–367.
[29] L. Evans, Partial Differential Equations, in: Graduate Studies in Mathematics, vol. 19, AMS, Rhode Island, 1998.
[30] B. Franchi, M. Tesi, A finite element approximation for a class of degenerate elliptic equations, Math. Comp. 69 (229) (2000) 41–63.
[31] P. Grisvard, Singularities in Boundary Value Problems, in: Research Notes in Applied Mathematics, vol. 22, Springer-Verlag, New York, 1992.
[32] W. Hackbusch, Multigrid Methods and Applications, in: Springer Series in Computational Mathematics, vol. 4, Springer-Verlag, Berlin, 1985.
[33] R.B. Kellogg, J.E. Osborn, A regularity result for the Stokes problem in a convex polygon, J. Funct. Anal. 21 (4) (1976) 397–431.
[34] V.A. Kondrat’ev, Boundary value problems for elliptic equations in domains with conical or angular points, Trans. Moscow Math. Soc. 16 (1967)
227–313.
[35] V. Kozlov, V. Maz’ya, J. Rossmann, Spectral problems associated with corner singularities of solutions to elliptic equations, in: Mathematical Surveys
and Monographs, vol. 85, American Mathematical Society, Providence, RI, 2001.
[36] V.A. Kozlov, V. Mazya, J. Rossmann, Elliptic Boundary Value Problems in Domains with Point Singularities, AMS, Rhode Island, 1997.
[37] A. Kufner, Weighted Sobolev Spaces, John Wiley & Sons, 1984.
[38] R. Lauter, V. Nistor, Analysis of geometric operators on openmanifolds: A groupoid approach, in: N.P. Landsman, M. Pflaum, M. Schlichenmaier (Eds.),
Quantization of Singular Symplectic Quotients, in: Progress in Mathematics, vol. 198, Birkhäuser, Basel, Boston, Berlin, 2001, pp. 181–229.
[39] H. Li, A-priori analysis and the finite element method for a class of degenerate elliptic equations, Math. Comp. (2008) (in press).
[40] H. Li, A. Mazzucato, V. Nistor, On the analysis of the finite element method on general polygonal domains I: Transmission problems and a priori
estimates, CCMA preprint AM319, 2007.
[41] H. Li, A. Mazzucato, V. Nistor, Analysis of the finite element method for transmission/mixed boundary value problems on general polygonal domains
(2008) (submitted for publication).
[42] J.-L. Lions, E. Magenes, Non-homogeneous Boundary Value Problems and Applications. Vol. I, Springer-Verlag, New York, 1972; Translated from the
French by P. Kenneth, Die Grundlehren der mathematischen Wissenschaften, Band 181.
[43] M. Lopes, A. Mazzucato, H. Nussenzveig-Lopes, Vanishing viscosity limit for incompressible flow inside a rotating circle, 2007.
[44] J. Lubuma, S. Nicaise, Regularity of the solutions of Dirichlet problems in polyhedral domains, in: Boundary Value Problems and Integral Equations in
Nonsmooth Domains, Luminy, 1993, in: Lecture Notes in Pure and Appl. Math., vol. 167, Dekker, New York, 1995, pp. 171–184.
[45] V.Maz’ya, J. Roßmann,Weighted Lp estimates of solutions to boundary value problems for second order elliptic systems in polyhedral domains, ZAMM
Z. Angew. Math. Mech. 83 (7) (2003) 435–467.
[46] A.Mazzucato, V. Nistor,Well posedness and regularity for the elasticity equationwithmixed boundary conditions on polyhedral domains and domains
with cracks, IMA Preprint.
[47] P. Morin, R. Nochetto, K. Siebert, Convergence of adaptive finite element methods, SIAM Rev. (2002).
[48] S. Moroianu, V. Nistor, Index and homology of pseudodifferential operators i. Manifolds with boundary, in: Proceedings of OAT Conference (in press).
[49] P.M. Morse, H Feshbach, The Methods of Theoretical Physics, McGraw-Hill, 1953.
[50] H.J.W. Müller-Kirsten, Introduction to QuantumMechanics: Schrödinger Equation and Path Integral, World Scientific Publishing Co. Pte. Ltd, 2006.
[51] S.A. Nazarov, B.A. Plamenevsky, Elliptic Problems in Domains with Piecewise Smooth Boundaries, in: Expositions in Mathematics, vol. 13, de Gruyter,
New York, 1994.
[52] J. Nečas, Les méthodes directes en théorie des équations elliptiques, Masson et Cie, Éditeurs, Paris, 1967.
[53] S Nicaise, Polygonal Interface Problems, Lang, Peter Publishing, Incorporated, 1993.
[54] S. Nicaise, Regularity of the solutions of elliptic systems in polyhedral domains, Bull. Belg. Math. Soc. Simon Stevin 4 (3) (1997) 411–429.
[55] S. Nicaise, A. Sändig, General interface problems. I, II, Math. Methods Appl. Sci. 17 (6) (1994) 395–429; 431–450.
[56] G. Raugel, Résolution numérique par une méthode d’éléments finis du problème de Dirichlet pour le laplacien dans un polygone, C. R. Acad. Sci. Paris
Sér. A-B 286 (18) (1978) A791–A794.
[57] V.A. Rukavishnikov, Differential properties of an Rν -generalized solution of the Dirichlet problem, Dokl. Akad. Nauk SSSR 309 (6) (1989) 1318–1320.
[58] E. Schrohe, Spectral invariance, ellipticity, and the Fredholm property for pseudodifferential operators on weighted Sobolev spaces, Ann. Global Anal.
Geom. 10 (3) (1992) 237–254.
[59] C. Schwab, P- And Hp- Finite Element Methods: Theory and Applications in Solid and Fluid Mechanics, Oxford University Press, 1999.
[60] M. Taylor, Partial Differential Equations 1, Basic Theory, in: Applied Mathematical Sciences, vol. 115, Springer-verlag, New York, 1995.
[61] H. Triebel, Interpolation Theory, Function Spaces, Differential Operators, North-Holland Pub. Co, 1978.
[62] L.B. Wahlbin, On the sharpness of certain local estimates for
◦
H 1 projections into finite element spaces: Influence of a re-entrant corner, Math. Comp.
42 (165) (1984) 1–8.
[63] J. Xu, Iterative methods by space decomposition and subspace correction, SIAM Rev. 34 (4) (1992) 581–613.
