This paper deals with the job-shop scheduling problem with sequence-dependent setup times. We propose a new method to solve the makespan minimization problem to optimality. The method is based on iterative solving via branch and bound decisional versions of the problem. At each node of the branch and bound tree, constraint propagation algorithms adapted to setup times are performed for domain filtering and feasibility check. Relaxations based on the traveling salesman problem with time window are also solved to perform additional pruning. The traveling salesman problem is formulated as an elementary shortest path with resource constraint and solved through dynamic programming. This method allows to close previously unsolved benchmark instances of the literature and also provides new lower and upper bounds.
Introduction
This work deals with the job-shop problem with sequence dependent setup times (SDST-JSP). The job-shop problem considers the scheduling of a set of jobs on distinct machines. This problem is widely investigated in the literature and many efficient approaches exist for its resolution (see, e.g., Blazewicz et al. [BDP96] , Jain and Meeran [JM99] , Nowicki and Smutnicki [NS96] or Vaessens et al. [VAL96] ). The SDST-JSP is a variant problem where machines have to be reconfigured between two consecutive operations. We address here the optimal solution of the SDST-JSP with a makespan minimization criterion. The method is based on the iterative resolution of decisional versions of the problem, via branch and bound. Within branch and bound trees, constraint propagation algorithms are performed for domain filtering and feasibility check. Relaxations based on the traveling salesman problem with time window (TSPTW) are also solved to perform additional pruning. The traveling salesman problem is formulated as an elementary shortest path with resource constraint [FDGG04] and solved through dynamic programming.
We present the considered problem in Section 2 and the traveling salesman problem with time windows relaxation in Section 3. The disjunctive graph representation is recalled in Section 4. A review of the relevant literature is given in Section 5. The sketch of the branch and bound algorithm is provided in Section 6 and its components are detailed in the subsequent Sections. The heuristic used to compute feasible solutions is described in Section 7. Feasibility checks and domain filtering algorithms based on constraint propagation are described in Section 8. Section 9 gives the formulation of the TSPTW as an elementary shortest path problem with resource constraints and present the dynamic programming algorithm used to solve it. In Section 10, the proposed branching scheme and the associated dominance rule are described. In Section 11, the results of the branch and bound method on the set of instances proposed by Brucker and Thiele [BT96] are discussed. Concluding remarks are drawn in Section 12.
2 The job-shop problem with sequence dependent setup times
The SDST-JSP considers a set of n ≥ 1 jobs J = {J i } 1≤i≤n and a set of m ≥ 1 machines M = {M k } 1≤k≤m . Each job J i ∈ J is defined as a set of m operations J i = {O ij } 1≤j≤m . Each operation O ij has a non zero integer duration p ij ∈ N and requires a single machine m ij ∈ M. The operations of a same job all require distinct machines and are subject to precedence constraints. Operation O ij precedes operation O i,j+1 for all i = 1, . . . , n and for all j = 1, . . . , m − 1. The set of all operations is denoted O = ∪ 1≤i≤n J i while O k denotes the set of operations assigned to machine M k .
A sequence dependent setup time, denoted s ijk , is defined for each couple of distinct jobs (J i , J j ) and for each machine M k . An initial setup time s 0ik is defined for each job J i and for each machine M k . It is assumed that the triangular inequality holds: for each machine M k and for each triplet of distinct jobs (J i , J j , J x ), we have s ixk ≤ s ijk + s jxk ; for each machine M k and for each couple of distinct jobs (J i , J j ), we have s 0jk ≤ s 0ik + s ijk .
A schedule is a mapping T of operations to time periods where T = (t ij ) O ij ∈O and t ij ∈ N. In this paper we consider the makespan objective for the SDST-JSP. This particular problem is denoted J|s ij |C max in the standard three-field scheduling notation and we will denote it (P ) in the remaining of the paper.
(P) min C max
(1) subject to
t ij + p ij + s ixk ≤ t xy or
The objective (1) is the minimization of the makespan C max , the maximum completion time of all jobs (2). Constraints (3) are the job precedence constraints, stating that an operation O i,j+1 cannot start before the end of its preceding operation O ij in job J i . It follows that the operations of a job form a chain. Constraints (4) are the machine constraints which state that two distinct operations O ij and O xy sharing the same machine k cannot be scheduled simultaneously and that the machine must be set up between two consecutive operations. Hence either O ij cannot start before the end of O xy plus the necessary setup time s xik , or O xy cannot start before the end of O ij plus the necessary setup time s ixk . Constraints (5) enforce the start time of any operation to occur after the initial setup time on its assigned machine.
An alternative representation of the setup times lies in defining a set F of f ≥ 1 families such that each operation O ij ∈ O is associated with a family f ij ∈ F. Now setup time s ixk on machine M k from an operation O ij ∈ O k of job J i to an operation O xy ∈ O k of job J x can be written s f ij fxy . This representation can be interesting when the number of families is significantly smaller than the number of operations. Efficient preprocessing techniques can be carried out (see sections 8.1).
The job-shop scheduling problem with sequence dependent setup times is a NP-hard problem, as an extension of the standard job-shop scheduling problem, denoted J||C max , where all setup times are equal to zero. In this paper, the optimal solution of (P ) is searched by iteratively solving the decisional version (F P ) defined as follows. Let T ≥ 0 be a tentative upper bound of the makespan. We consider problem F P (T ) as the problem of finding a schedule T such that C max ≤ T and constraints (2-5) are satisfied. Let U B denote the makespan of any feasible schedule. Let LB denote a lower bound of the optimal solution of (P ). Let C * max denote the optimal solution of (P ). We have:
{T |F P (T ) has a solution} (6)
3 The traveling salesman problem with time windows relaxation
When m = 1, problem (P ) is denoted 1|s ij |C max and is equivalent to the traveling salesman problem (TSP) as stated in [CMM67] . Since m = 1 we drop the machine and operation indices in the notations. We can define a depot represented by node 0 and n cities represented by nodes 1, . . . , n. Then the distance matrix (l ij ) 0≤i,j≤n is given by
Since the sum of the operation processing times is a constant, problem 1|s ij |C max and the above defined TSP are equivalent. It follows that when m > 1, a lower bound LB TSP of the optimal solution of (P ) can be computed as follows by using l * (TSP O k ), the length of the optimal tour of the traveling salesman relaxation considering only the operations on M k .
This relaxation can be strengthened by computing time windows for all operations given an upper bound U B of the optimal makespan. Let r ij denote the earliest start time of operation O ij . Let d ij denote the latest completion time of operation O ij . For a given upper bound U B we can compute the following valid values for the time windows:
Any solution of (P ) with a makespan not greater than U B must obviously verify
In Section 8, we will present methods to compute tighter valid time windows. Let us now consider the relaxation of (P ) considering only operations assigned to machine k. We obtain a makespan minimization one machine problem with time windows and sequence-dependent setup time denoted 1|r i , d i , s ij |C max , the solution of which is a lower bound for (P ). When setup times are all equal to 0, the problem is already NP-hard but it can be efficiently solved by the well-known Carlier's algorithm [Car82] . Otherwise this problem is a travelling salesman problem with time windows (TSPTW) with depot 0, cities 1, . . . , n, distance matrix (l ij ) 0≤i,j≤n given by (7-9), service times p i for 1 ≤ i ≤ n and time windows
More precisely the problem is a TSPTW variant where the objective function is the minimization of total travel times plus total waiting time [FLM02, ABF04, BSV05] . Let C * max (TSPTW O k ) denote the optimal solution of the TSPTW relaxation considering only the operations on M k . We obtain the lower bound LB TSPTW as follows.
Note that this lower bound depends on the upper bound U B and on the way the time windows are computed. Let us now consider the decisional version F P (T ) tackled in this paper. Since we have a tentative upper bound T and a feasibility problem, the subproblem reduces to the search feasible solutions for the above-defined TSPTW. Finding a machine k such that the associated TSPTW O k is infeasible would indeed mean than value T renders F P (T ) infeasible. This problem (denoted F-TSPTW in what follows) is known to be NP hard [Sav85] . In the next section, we will see how comparable relaxations are tackled by the previously proposed exact methods for the SDST-JSP and its variants. In this paper, we propose to solve the TSPTW relaxation of problem F P (T ) exactly by an exact dynamic programming algorithm (see Section 9), the time windows being sharpened by constraint propagation techniques (see Section 8). We use the solution of the relaxations to prune the search in the case unfeasibility is proven or to derive feasible solution to (P ) when a feasible TSPTW solution is found.
The disjunctive-graph representation
A useful tool for the solution of scheduling problems is the so-called disjunctive graph initially proposed for the standard job-shop problem [RS64] . This graph provides an efficient representation of the decisions, while limiting the solution space. It is defined as follows.
Let G = (X, U, E) be the disjunctive graph. The set of vertices X is made up of the set of operations plus two dummy vertices representing the beginning and the end of the schedule. Thus, X has n × m + 2 vertices. A set of arcs U and a set of edges E are defined. Arcs in U represent precedence constraints between operations and are called conjunctive arcs. They are weighted with the processing time of the origin vertex of the arc. Edges in E represent disjunctive constraints between operations on a same machine and are called disjunctive arcs. Actually, disjunctive arcs can be interpreted as the union of two exclusive arcs with opposite directions.
By definition, a selection is a state of the disjunctive graph where a direction is chosen for some disjunctive arcs. A selection is said to be complete when every arc has a direction. A complete selection corresponds to a unique semi-active schedule (in which no operation can be left-shifted of one time unit) if the resulting graph is acyclic. Once they are directed, disjunctive arcs are weighted with the sum of the processing time of the origin vertex of the arc plus the setup time required between the origin and the destination vertices. Minimizing the makespan then reduces to the search of the longest path in the graph, the makespan being the length of such a path. Hence, (P ) can be defined as the problem of finding a complete acyclic selection for which the longest path is minimum. This standpoint relies on the property that it is possible to consider only semi-active scheduling, (when disjunctive and conjunctive constraints are satisfied), to find an optimal solution.
Literature review
Problem J|s ij |C max received only little attention in the literature, albeit being a natural extension of the job-shop problem with many applications in manufacturing (see [AGA99] ). In this section, we review the methods previously proposed to solve this problem and its close variants or extensions that we classify into three categories: priority-rule based (dispatching) methods, local search methods and exact methods.
Priority-rule based methods
The earliest proposed methods are based on simulation: each time a machine becomes available the dispatching rule selects a job already waiting for this machine, i.e. which as no predecessor or whose predecessor is completed before the machine gets available. Wilbrecht and Prescott [WP69] were to our knowledge the first to study under this framework the influence of setup times on job shop performance. They propose a simple but efficient priority rule which aims at selecting the job yielding the smallest setup time. Kim and Bobrowsky [KB94] extend the preceding work to various performance measures and propose compound priority rules. Noivo and RamalhinhoLourenço [NRL98] propose also new prority-rules considering setup times and compare them with classical priority-rules. Ovacik and Uzsoy [OU94a] propose a more sophisticated priorityrule based algorithm for problem J|s ij |L max with reentrant jobs (a job may use a machine more than once). Indeed the set of candidate operations considered when a machine becomes available is no more restricted to the already pending operations but extended to the operations having their preceding operation in process. This is justified intuitively because they may require a sufficiently large setup time to be taken in consideration. Theoretical aspects of the interest of extending this candidate set is linked to dominance properties of active schedules (see Section 7 and [ALA05] ). Ovacik and Uzsoy were to the best of our knowledge the first to use an exact solution of the TSPTW relaxation as a routine to guide the search. Indeed, among the proposed priority-rules, one amounts to select the first operation in the optimal sequence of the one-machine subproblem restricted to the set of candidate operations. This subproblem is here denoted 1|r i , s ij |L max and its decisional variant amounts to F-TSPTW. This problem is possibly solved by a specific branch and bound method [OU94b] which has reasonable computational times only for less than 10 operations.
As a priority-rule heuristic embedded in their exact method that will be discussed later, Brucker and Thiele [BT96] propose an extension of the Giffler-Thompson algorithm which defines an active schedule generation scheme in the standard job-shop problem. They propose a second heuristic based on maximal matchings on bipartite graph. Brucker and Thiele [BT96] also generated a set of 15 SDST-JSP instances which we use in Section 11 to evaluate our method and compare our results with the state-of-the-art exact methods.
Artigues et al [ALA05] propose several new priority-rule based methods, improving the results obtained by Brucker and Thiele [BT96] on the 10 largest BT instances. One of these methods being used in our exact procedure, we will give more details in Section 7 and explain why it has better dominance properties than all the previously-proposed priority-rule based methods.
Local search methods
Among local search methods, Choi and O. Korkmaz [CK97] propose a mixed-integer programming formulation of the problem. They formally identify the problem as a multi-traveling salesman problem with side constraints (precedence constraints). They propose a heuristic based upon sequentially identifying a pair of operations that provides a minimum lower bound on the makespan of the associated two-job/m-machine problem with release times. They show their heuristic outperform the one proposed by Zhou and Egbelu [ZE89] . Choi and Choi [CC02] propose a local search method based on the iterative application of dispatching rules for a problem involving alternative operations in conjunction with setup-times.
The other local search methods proposed so-far for the SDST-JSP are generally based on the disjunctive graph representation. Based on this model, Candido et al [CKB98] propose a genetic algorithm for a job-shop problem involving setup times among multiple practical characteristics such as multiresource operations, machine calendars and alternative routings. A simple tabu search heuristic has been tested on the BT instances by [BA03] . In [ABF05] , this latter method has been applied to improve the results on the 10 largest BT instances of the priority-rule based methods proposed in [ALA05] .
A large number of local search methods are based on the shifting bottleneck heuristic. This efficient heuristic has been proposed by Adams et al for the job shop problems in [ABZ88] . It has been successfully extended to tackle practical characteristics of actual job shops. Focusing only on extension to setup times, several variants of the shifting bottleneck heuristic have been proposed [OU92, Sch95, SN99, MFM02, BSV05]. The shifting bottleneck heuristic can be defined as a large neighborhood search which solves at each iteration exactly or approximately the onemachine relaxation of the problem. Hence, most of these methods solve in a specific way the TSPTW relaxation and are therefore of interest for our study. However because of the complexity of the subproblem and because most of these work describe applications on large-size industrial problems, the sub-problem is mostly solved by heuristics [OU92, Sch95, SN99, MFM02]. In Balas et al [BSV05] the considered subproblem corresponds to the TSPTW subproblem which provides the LB TSPTW lower bound described in Section 3. To solve this subproblem, the authors transform the TSPTW in a TSP with precedence constraints having a special structure. This special structure allows to solve the TSP in linear time by dynamic programming [Bal96, BS01] . However the TSPTW subproblem does not have in general the required restrictions and the methods is turned into an efficient heuristic. The shifting bottleneck heuristic proposed by [BSV05] obtains equivalent or better solutions than the multistart tabu search method of [ABF05] for all the BT instances.
Exact methods
To our knowledge, the only exact methods that have been developped so far for the SDST-JSP are the ones of Brucker and Thiele [BT96] , Focacci et al [FLN00] and Artigues et al [ABF04] .
Brucker and Thiele [BT96] propose a branch and bound method that extends the one proposed in [BJS94] for the standard JSP. The problem considered in [BT96] is the general shop problem with sequence-dependent setup time which includes the SDST-JSP as a special case. The method is based on the disjunctive graph representation and a node of the branch and bound tree corresponds to a partial selection. Lower bounds are computed at each node by applying several polynomially-solvable extentions of the Jackson's preemptive schedule relaxation [CP89] to setup times. Branching is based on the analysis of blocks of operations on the critical path of a feasible schedule issued from the current node. The method was able to solve to optimality the 5 smallest BT instances and provided lower and upper bounds for the 10 largest instances.
At each node, Brucker and Thiele [BT96] apply filtering algorithms to compute the earliest start times r ij of the operations, so-called heads, as well as the tails q ij which are linked to the latest start times by the relation q ij = U B − d ij and also to deduce implied precedence constraints that enrich the current selection. These filtering algorithms are based on the so-called immediate selections and edge-finding techniques that have been shown to be very efficient to solve the standard JSP [CP89, BJK94, BPN01]. These techniques can be defined as constraint propagation algorithms for the one-machine problem. To extend efficiently these algorithms to the presence of setup times, Brucker and Thiele propose several lower bound of the minimal setup time necessary between operations sharing the same machine.
Vilím and Barták [VB02] proposed another version of the one-machine constraint propagation algorithms, in the context of a batching and scheduling problem with sequence-dependent setup times. In Section 8.2, we describe the simple version of the filtering algorithm we have implemented for the branch and bound method proposed in this paper, adapting the algorithms of Brucker and Thiele [BT96] , Vilím and R. Barták [VB02] and Nuijten [Nui94] to the SDST-JSP.
Focacci et al [FLN00] propose a branch-and bound method in a constraint programming framework for another variant of the SDST-JSP involving alternative resources for the operations. They also consider total setup time minimization in conjunction with makespan minimization. Their method combines the standard (with no setup) one-machine constraint propagation algorithms and reduced cost-based domain filtering techniques. The latter is based on the relaxation of the TSPTW into an assignment problem solvable in polynomial time. Solving the relaxation provides a lower bound and also a reduced cost matrix. Such reduced costs give information about the additional increase of the lower bound when the corresponding variable assignement is performed. Whenever the increase exceeds the upper bound then the value can be removed from the variable domain. It is woth to note that the reduce cost-based constraint propagation methods have also been sucessfully applied to solve TSPTW instances [FLM02] . For the SDST-JSP, Focacci et al [FLN00] do not report results for the makespan minimization only. However, when the objective is to minimize the makespan and the total setup time in a lexicographic way, they found all the optimal makespans of the 5 smallest BT instances. They also report upper bounds for 2 large instances.
A preliminary version of the branch and bound procedure proposed in this paper is presented in [ABF04] . The main idea of the method is to solve exactly the F-TSPTW relaxation of problem (F P ) to prune the search instead of solving the Jackson's preemptive schedule relaxation as in [BT96] or the assignment problem relaxation as in [FLN00] . (F P ) is formulated as a onemachine scheduling problem and solved by means of the commercial solver (ILOG scheduler). In addition, the TSPTW solutions found during the search are stored in a dictionnary. Each time a TSPTW problem has to be solved, the dictionnary is searched to avoid the subproblem resolution if a feasible solution is encountered. This method solved all the smallest BT instances to optimality and closed for the first time 2 out of the 10 largest BT instances.
The branch and bound method
The branch and bound method we propose is based on the disjunctive graph representation. It aims at making further experiments in the direction initiated in [ABF04] . As in the Brucker and Thiele method [BT96] , a node of the branch and bound tree corresponds to a partial selection E where E is a set of directed arcs obtained from a partial or complete orientation of disjunctive edges E. A node is also defined by operation time windows compatible with the current selection. Hence a node ν is denoted by a triple (R, D, E) with R = (r ij ) O ij ∈O and D = (d ij ) O ij ∈O . The branch and bound is given in Algorithm 1. It takes as input a tentative makespan T and returns a failure or a success and in the latter case a feasible schedule T . The time windows are initialized according to T and equations (11-14) (step 1).The root node with an empty selection is created (step 2). A first constraint propagation algorithm (Shaving) is applied to check the feasibility of the root node and to strenghen the time windows and insert arcs in the selection (step 3). The algorithm is described in Section 8.3. If no unfeasibility is detected by Shaving, the branch and bound algorithm starts and a node stack is initialized with the root node (step 6). Steps 8 to 19 are repeated while nodes remain in the stack. For each node ν, a second (faster) constraint propagation algorithm (Propagate) is applied (step 9). This algorithms will be described in Section 8.2. If unfeasibility is not detected, Propagate has possibly tightened the time windows and the selection ofthe current node, and a dynamic programming method SolveTSPTW described in 9 is used to solve the F-TSPTW relaxation (step 10). If SolveTSPTW does not detect unfeasibility, a solution (represented by start time T ) to the m TSPTW has been found. A heuristic is then applied (step 11). This heuristic, which searches a solution from the current node ν information and solution T of the TSPTW, will be described in Section 7. If solution T found by the heuristic has a makespan not greater than T , the problem is feasible and the branch and bound stops. Otherwise, we have to update the node stack by branching (step 16). The branching procedure is described in section 10.
Algorithm 1 BranchAndBound(T,
while BBQ is not empty do if Propagate(ν) =failure then The function Heuristic returns a feasible schedule T taking as input the current node ν = (R, D, E) and a TSPTW solution T possibly computed. Note that T statisfies in any case the machine constraints but possibly violates one or more precededence constraints.
Heuristic first check whether setting T = R, T = D − p or T = T yields a feasible schedule. In that case, this solution is returned. Otherwise we apply a priority-rule based heuristic SerialSGS which returns a feasible schedule taking a priority function π : O → R.
SerialSGS is applied 3 times by setting successively π = R, π = D − p, π = T and the schedule with the lower makespan returned. We explain herafter the principles and the interest of SerialSGS.
None of the priority-rule based heuristics described in Section 5.1 is explicitely designed for its ability to generate (all) schedules in the classical active, semi-active and non-delay schedule sets. However, it is well-known that active and semi-active schedules are dominant for makespan generation. Artigues et al [ALA05] propose several schedule generation schemes aiming at generating semi-active, active and non-delay schedules and study the dominance properties of the reachable schedules. This analysis reveals that most of the priority-rule based heuristics proposed so far generate sets of schedules possibly excluding all optimal solutions. For instance, the extension of the Giffler and Thompson algorithm proposed by Brucker and Thiele [BT96] does not generate dominant schedules. In this paper we use the serial schedule generation scheme (SGS) which generates only active schedules and for which the dominance property holds (see [ALA05] ). This algorithm is a is an adaptation for the SDST-JSP of the serial SGS widely used for the resource-constrained project scheduling problem [Kol96] . Algorithm 2 implements the serial schedule generation scheme with an O(nm 2 ) time complexity.
Algorithm 2 SerialSGS(π): returns a feasible schedule T 1: Q ← {O i1 |i = 1, . . . , n} 2: S k ← ∅, ∀k ∈ M 3: while Q is not empty do 4:
for each operations O xy ∈ S k do 7: When the setup time are computed with operations families, operations of a same family can be gathered together and sequenced consecutively. Hence, the TSP might equivalently be solved with a single operation of each family f ∈ F Ω = ∪ O ij ∈Ω {f ij }. If |F Ω | is sufficiently lower than |Ω| then the computational time of the corresponding TSP may become tractable. In the following we note equivalently Let s F Ω and s Ω .
The filtering algorithm need more precisely, for each family subset F ⊆ F O k and for each family f ∈ F , the values denoted s f →F and s F →f . These values correspond to the minimal setup times to schedule a set of operations yielding family set F if f is the family of the first (last) operation of the set, respectively. Note that we have s F = min f ∈F s f →F = min f ∈F s F →f .
Brucker and Thiele [BT96] use several TSP lower bounds to estimate s f →F and s F →f and use also the optimal value obtained by complete enumeration, with an O(|F |!) time complexity.
In this paper we follow the method of Vilím and R. Barták [VB02] who propose to precompute values s f →F and s F →f once before starting the search. Each famility set F is coded by a binary representation of the corresponding permutation so that s f →F and s F →f are obtainable in O(1) once the precomputation is made. Values s f →F for each subset F ⊆ F O k and each family f ∈ F can be computed in
|F O k | ) by the following recursion:
Values s F →f for each subset F ⊆ F O k and each family f ∈ F can be computed in a symetric fashion. We also introduce the following notation linked to a set of operations Ω useful in what follows.
Local constraint propagation
The function Propagate(R, D, E) of our branch and bound procedure aims at computing adjustment on earliest start times R and on latest completion times D compatible with the current selection E, returning a failure when unfeasibility is detected. It calls iteratively functions updateEarliestStart, updateLatestCompletion, immediateSelection and EdgeFinding, each performing specific deductions. The sequence of calls is repeated until a failure occurs or no more adjustments are performed. Algorithms updateEarliestStart and updateLatestCompletion are adapted from Bruker and Thiele [BT96] . They update r ij and d ij for all operations O ij ∈ O considering only the precedence relations given by the job precedence constraints and current selection E. The earliest start times can be updated with the following rules :
The earliest start times can be updated with the following symetric rules :
Algorithm 3 is updateEarliestStart. Its time complexity is O(n 2 m log n). Brucker and Thiele [BT96] prove that the algorithms provides the largest adjustment according to rule (22) provided that the triangular inequality is verified for setup times. Note that the complexity of our algorithm is lower than the one obtained in [BT96] thanks to the setup preprocessing. Since the procedures are applied iteratively the consistency check perfomed in step 12 detects any cycle in G(E) = (X, U ∪ E). Algorithm updateLatestCompletion is symetric. r ij ← max(r ij , s 0im ij )
3:
if j > 1 then 4:
end if 6:
sort operations of Ω according to increasing earliest start times
for O xy ∈ Ω do 9:
Ω ← Ω \ {O xy }
11:
end for
12:
if r ij + p ij > d ij then
13:
return failure
14:
end if 15: end for 16: return success Algorithm immediateSelection is a simple constraint propagation algorithm for the disjunctive resource constraints whose objective is to detect new precedence constraints between two operations assigned to the same machine. It is based on the rules:
It is implemented trivially in O(n 2 m). immediateSelection returns a failure whenever any update on the time window of an operation O ij yields r ij + p ij > d ij . Last, algorithm edgeFinding aims at performing additional immediate selections and time windows adjustments considering an operation O ij assigned to a machine M k and a set Ω ⊆ O k \ {O ij }. More precisely it is based on the following so-called primal and dual rules. The primal rule states that
The dual rule states that
Roughly both primal and dual rules detect that operation O ij is not insertable inside set Ω. The primal rule detects in addition that O ij has to be scheduled after all the operations of Ω on machine M k whereas the dual rule detects that O ij has to be scheduled before all the operations of Ω. Rules (22) and (25) can be combined with the primal and dual rules, respectively, to perform the time windows adjustments brought by the new arcs added in E.
The combination of the primal and dual rule gives the following feasiblity check, also called consistency rule. It generates a failure whenever the following condition holds.
Vilím and Barták [VB02] propose a O(|F|n 2 ) algorithm to perfoms all edge finding deductions and an other O(n log n) algorithm to perform all deduction of the consistency rule. In this paper we propose an extension of Nuijten's edge finding algoritm [Nui94] for which all consistency checks and adjustments are performed jointly. This extension runs in O(|F|n 2 ) is is detailed in Algorithm 4 for the primal part.
We recall the principles of Nuijten's algorithm and explain the changes we have made to take account of setup times, in the spirit of the method proposed by Vilím and Barták [VB02] .
The main loop enumerate all possible operation families f . The second level loop makes all the updates relative to all relevant sets Ω such that d Ω = d ij . The first third-level loop (steps 6-17), plays too different roles. Through the update of C, it performs the consistency checks (30). Since setup times verify the triangular inequality, set Ω(O xy , O ij ) = {O vw ∈ O k |d Ω ≤ d ij , r Ω ≥ r xy } is dominant for rule (30) over any other set Ω such that r Ω = r xy and r Ω = d ij . The set of sets Ω generated at step 9 include all sets Ω(O xy , O ij ). Hence C provides the largest possible left side value of inequality (30). The second role is to prepare, through the computation of D, the updates of the earliest start times of family f operations due to rules (28) and (22). Hence at step 16, c xy is the largest earliest start time update of an operation O xy if O xy has to be scheduled after all previously generated relevant sets Ω, such that r Ω ≥ r xy . Note that this update is only valid here if f xy = f . The second third-level loop (steps 6-17) makes the adjustements detected by rules (28) and (22). The same relevant sets Ω are generated in the reverse order, starting from the last generated one. At step 21, H corresponds to the largest earliest completion time of the all previously generated sets Ω such that r Ω ≤ r xy provided that a type f operation will be inserted in the set, considering only the setup time of this operation (the left side of the inequality of rule (28) minus the operation duration which is here still unknown). Any operation O xy such that d xy > d ij is candidate for being updated by rule (28).
Step 25 performs the test of rule (28) for such an operation O xy and current set Ω, verifying r Ω ≥ r xy . Note that the current set is stronger than all the sets that remains to be generated for operation O xy and rule (28), since the setup times verify the triangular inequality and P = p Ω is maximal.
Step 26 updates the earliest start time if the test is positive using value c xy (see definition above).
Step 28 performs the test of rule (28) for operation O xy and the strongest set previously generated, and verifying r Ω ≤ r xy (see computation of H above).
Step 29 performs the update of the earliest start time using value D (see definition above), the largest earliest completion time among all sets Ω such that d Ω = d ij , (because no operation of any of these sets can start after O xy ).
Global constraint propagation
At the root node of the branch and bound tree, we perform a global constraint propagation algorithm, so-called Shaving, which can be seen as a one level breadth first search from the root node where the possible start times of all operations inside their time windows are tried, Algorithm 4 primalEdgeFinding(k, R, D): returns failure or success
for O ij ∈ O k according to increasing earliest start times do 3:
for O xy ∈ O k according to decreasing earliest start times do
if d xy ≤ d ij then 8:
Ω ← Ω ∪ {O xy }
10:
C ← max(C, r xy + P + s F Ω )
11:
D ← max(D, r xy + P + s F Ω ∪{f }→f ) 
for O xy ∈ O k according to increasing earliest start times do 20:
H ← max(H, r xy + P + s F Ω ∪{f } )
22:
P ← P − p xy 23:
else if f xy = f then 25:
r xy ← max(r xy , c xy ) is set to r ij + 1 and the process iterates until a global failure occurs (the time window becomes empty) or there are no more adjutments. If no global failure occurs, another operation is considered. The same process is carried out for the latest start time. At the end of the Shaving process, either a global failure is detected, or the time windows are "shaved". We refer to [Per96, MS96, TL00, DAM05] for more efficient implementations and other variants of the shaving technique.
Feasibility tests based on TSPTW solutions
The TSPTW can be defined as a particular elementary shortest path problem with resource constraints (ESPPRC) [FDGG04] . The ESPPRC considers a network, a origin node, a destination node and arcs valuated by a cost c uv and consuming resources. The number of resources is denoted Q. Traversing an arc (u,v) consumes an amount l . Two additional nodes are introduced for the origin and the destination. An arc with a resource consumption s 0ik is added between the origin and every operation node u = O ij , while an arc with a resource consumption 0 is added between every operation node and the destination. Note that the triangular inequality is respected since we have
Costs are defined such that the optimal ESPPRC solution visits all nodes if possible. Solving the ESPPRC thus permits to solve the F-TSPTW, as expected.
We solve the problem by using the dynamic algorithm proposed by Feillet et al [FDGG04] This algorithm follows the classical Bellman's algorithm. The principle is to associate a label with each possible partial path and to extend these labels checking the resource constraint, until the best feasible paths are obtained. Dummy resources (indicating the reachibility of nodes) are introduced to preserve path elementarity. Dominance rules are used to compare labels and remove some of them. The algorithm is adapted to avoid extending a label for which a non-visited node is unreachable.
To speed up the resolution process, we use a lower bound computation for each generated label. Let t denote the time associated to a label corresponding to a partial path from the origin node to a node v = O ij , i.e. t = W q v for this label. Let O k ⊂ O k denote the set of operations on machine k still unvisited by the partial path. We can use consistency rule (30) adapted to set Ω ∪ {O ij }. Then, it is not useful to extend the current label whenever
Since the number of generated label can be very large we keep the complexity of the lower bound linear by considering only Ω = O k .
Branching scheme and dominance rule
Several branching schemes have been proposed for the standard job-shop problem [JM99] . For the SDST-JSP, Brucker and Thiele [BT96] consider blocks of operations on the critical path of a feasible schedule issued from the current node. Branching is based on the property that to improve the current feasible solution, at least one operation has to be scheduled either before all the other ones in its block (if it it not already the first one) or after all the other ones (if it it not already the last one in its block). Hence from a current selection, the child nodes are generated by numerating these different possibilities and by making the induced selection updates. Focacci et al [FLN00] use a sequence-based branching scheme by memorizing which operation has been scheduled last on each machine. The branching scheme consist in selecting an unscheduled operation and perfom a binary branching for this operation. For the left branch, the operation is scheduled next in the sequence of its machine. For the right branch the operation is scheduled as a successor but not next of the last sequenced operation.
In this paper we use a mixed chronological/active branching scheme based on the current partial selection. Let E ij ⊆ E denote the set of undirected disjunctive edges connected to O ij at the current node ν = (R, D, E). When the selection E is complete, we have
Let O i * j * denote the operation such that E i * j * = ∅ and
Let C denote the set of operations "conflicting" with O i * j * , i.e. such that:
The branching scheme we propose aims generates |C| nodes {ν ij } O ij ∈C from the current node ν where
It has to be underlined that such a conflict set definition may result in non active schedules since the conflict set is defined only with necessary conditions. Indeed, there may be some operations in C whose earliest start time is not fixed and may increase in the descendence of the current node. This cannot be the case for operation O i * j * because it has the smallest earliest start time among operations linked to undirected disjunctive edges. However considering an operation O ij = O i * j * of set C then a child node of ν ij for which r ij becomes greater than or equal to r i * j * + p i * j * + s i * im ij can be erased. This can be simply achieved by setting d ij = r i * j * + p i * j * + s i * im ij + p ij − 1.
Computational Results
In this section, we present computational experiments conducted to evaluate the quality of our approach. For this purpose, we use the benchmark instances from Brucker and Thiele [BT96] . These instances are issued from the classical Lawrence instances [Law84] devoted to the Job Shop Problem, introducing setup times. Each instance is characterized by a number of machines, a number of jobs to be scheduled and a number of setup types for the operations. These three parameters define a triplet with the format (machines × jobs × types). There are 15 instances with sequence dependent setup times (named t2-ps01 to t2-ps15). Instances t2-ps01 to t2-ps05 are of type 5 × 10 × 5 (small instances). Instances t2-ps06 to t2-ps10 are of type 5 × 15 × 5 (medium instances). Instances t2-ps11 to t2-ps15 are of type 5 × 20 × 10 instances (large instances). Brucker and Thiele [BT96] remarked that the corresponding Lawrence instances without setup times (LA01 to LA 15) were all easily solved by their branch and bound method.
On the opposite, only the small sequence-dependent setup time instances (t2-ps01 to t2-ps05) were solved to optimality.
Since the branch and bound method is designed to solve problem F P (T ) we apply it different times to find the optimal solution of (P ) according to principle (6). Due to the succesive runs, we set a limit N BB to the number of nodes of the branch and bound described in section 6 and we also apply the following refinements:
(i) To keep the time spent at each branch and bound node reasonable, we set a limit N DP on the number of iterations (label extensions) of the dynamic programming algorithm used to solve the TSPTW relaxations (see Section 9). When this limit is reached, nothing can be deduced from SolveTSPTW and branching is necessary.
(ii) For diversification purposes, we also use a randomized version of the heuristic SerialSGS described in Section 7. This randomized version selects at step 4 an operation different than the one with the minimal priority according to a random factor. At each node, SerialSGS is called 6 times with the priority values given in Section 7 but for both the deterministic and randomized versions.
(iii) The heuristic keeps track of the best found solution, even if its makespan is greater than the current threshold T . Furthermore, each time the heuristic improves the best solution found so far, the randomized version of SerialSGS is called N H times with the current priority value, for intensification purposes.
Then the following strategies have been implemented to solve (P ): strategy 1: A binary search is performed between an initial trivial lower bound (set to the longest job duration) and an initial upperbound set of one call of the strict order SGS with the earliest start priority rule. Parameters are N BB = 500000, N DP = 1500 and N H = 50000 . strategy 2: An increasing linear search is performed, starting from the best known lower bound (which is always the one obtained by strategy 1) with no limit set to number of branch and bound nodes and the other parameters unchanged. strategy 3: An decreasing linear search is performed, starting from starting from the best known upper bound ith the same parameters as for strategy 2.
The algorithms are coded in C++ and the tests are carried out on a PC In table 1, we give the results of strategy 1, 2 and 3. The first columns give in details the results of strategy 1. For each problem, we give the best found lower and upperr bounds, the total number of branch and bound nodes, the total CPU time in seconds, the initial Lower Bound value, the initial upperbound value the number of calls of BranchAndBound by the binary search (IT) and the number of times a TSPTW relaxation could not be solved because the iteration limit N DP has been reached (TO). Column LB2,3 and UB2,3 give the best results of strategy 2 and 3 on selected instances when these strategies improved the results of strategy 1.
Our methods solves to optimality 8 problems out of 15: all the 5 small instances, 3 out of 5 medium instances and no large instance. The previously unsolved problem t2-ps06 is closed with an optimal value of 1009, in 6157 seconds. The large CPU time values for the medium and large instances are due to the very large initial gap (since we did not take the best known lower and upper bound as initial bounds, but rather trivial ones) and to the maximal number of nodes which is reached for all values between the best found lower and upper bounds. All the best known lower bounds (see also Table 3 ) of the previously unsolved instances are improved by strategy 1 only. Strategies 2 and 3 allow to further improve the lower bounds on some instances. Two best known upper bounds are improved t2-ps06 and t2-ps14 by strategy 1 only (see also  Table 4 ). Strategies 2 and 3 allow to find the optimal solution of instance t2-ps10 and to improve the best known upper bound on instance t2-ps08 (makespan value 966). We have not indicated the CPU times for stragegies 2 and 3 since we start from the best previously obtained solution. The maximal number of nodes necessary to obtain each indicated bound can be up to about 6000000 nodes.
Solving the TSPTW problems at each node appears crucial for the efficiency of the method. To take a single example, removing the TSPTW resolution (only the constraint propagation algorithms are applied) for the t2-ps05 instance increases the number of nodes up to 389992 nodes and the CPU time to 346.71 whereas the problem is solved in 3345 nodes and 16.2 seconds if the TSPTW relaxation is used. Martin and Schmoys [MS96] notice that for the standard job-shop problem, solving exactly the one-machine problem at each node with the Carlier's algorithms brings only a little improvement compared to using edge finding and immediate selections. This seems to be no more the case when sequence-dependent setup times are introduced. Table 2 provides the results of the stragegy 1-based exact method on the corresponding job-shop instances without setup times [Law84] . All of these instances are solved easily by our method, which also underlines the difficulty of the setup times constraints, as stated by Brucker and Thiele [BT96] . Table 3 gives the result of several lower bounds on the 15 SDST-JSP instances, to evaluate the different components of our method and to make comparisons with other lower bounds. Column Shaving gives the lower bound obtained if only the shaving process is applied, i.e. the greatest value for which shaving can prove infeasibility. The lower bound value and the CPU times are given. Column TSPTW gives the lower bound obtained by applying only shaving followed by the resolution of the TSPTW relaxation. This is done by setting the branch and bound node limit to 1 and by setting no limit to the number of label extensions of the dynamic programming algorithm. The lower bound value and the maximal experienced number of iterations of the dynamic programming algorithm are provided. Column LB 1 and LB 2,3 recall the results of the best lower bounds by the different strategies we have implemented. We provide the results obtained by the root node lower bound of the branch and bound method proposed by Brucker and Thiele [BT96] , the root node and the best lower bound of the branch and bound method proposed in [ABF04] . The root node lower bound of [ABF04] corresponds to the resolution of the TSPTW relaxation without tightening the time window by the shaving process. The best lower bound of [ABF04] was obtained by branch and bound.
The following ranking can be expected and is verified: LB([BT96]) < LB root([ABF04]), LB(Shaving) < LB(TSPTW) < LB(BB 1) < LB(BB 2). Note, however, that since there is a number of dynamic programming iterations limited to 1500 in our implementation of strategy 1, the TSPTW bound is not obtained without branching in our methods. One can observe that truncating the dynamic programming was necessary, due to an important number of iterations (label extensions) for the medium instances. The TSPTW bound could not even be obtained in reasobable times for the large instances. The shaving basedbound is tight 2 times and is generally better than the TSPTW bound without shaving [ABF04] and than the Brucker and Thiele [BT96] bound, which indicates the good results of the constraint propagation algorithms and confirms the power of the shaving technique already experienced for the standard job-shop problem [Per96, MS96] . The computational time of the shaving algorithm is rather high but one could considerably accelerate it by performing a bisection search on the time window as described in [MS96] . Table 4 gives the results of the state-of-the-art method in terms of the best obtained feasible solutions. The results show that the heuristic solutions found by our algorithm are not so far from the best known solutions mostly obtained by the shifting bottleneck heuristic of Balas et al [BSV05] . with reasonable computational requirements. We improve upon the results of [BSV05] for medium instances t2-ps06, t2-ps07 and t2-ps08 and for large instances t2-ps14. The results of [BSV05] are better than ours for instance t2-ps09 and for all large instances except t2-ps14. Note that the improvement for t2-ps08 was obtained by strategy 3, taking as upper bound the best solution found in [BSV05] whereas the 3 other improvements are obtained by strategy 1, independantly of any other previous known result. Table 5 gives the evolution the gap between the best known lower and upper bound accross all concerned studies since the paper of Brucker and Thiele [BT96] as well as the number of improved lower bounds, upper bounds and closed instances obtained by each previous work. The results show that the present study has improved the gap on all unsolved instances. The gap is reduced to less than 1% on all the medium instances and to less that 9% on all the large instances. Solving all the medium sized instances will be probably achieved in a near future. However the large instances remain challenging.
Concluding remarks
We have proposed a new exact method to solve the job-shop problem with sequence-dependent setup times which significantly reduces all gaps for the unsolved problem instances proposed by Brucker and Thiele [BT96] . The results are obtained thanks to a cooperation between constraint propagation techniques extended to setup times and a truncated exact resolution through dynamic programming of the TSPTW relaxations of the problem. The feasible solutions are obtained by a serial schedule generation scheme with a priority-rule based on the solutions of the TSPTW relaxations.
The cooperation between constraint progagation and TSPTW relaxations could be further increased, for instance by solving smaller TSPTW corresponding to special subsets of operations sequenced on the same machine or conversely by designing time windows update methods based on the analysis of the TSPTW. The feasible solutions of the TSPTW could also be maintained by local search algorithms adapting to the branching decisions. In the near future, we will focus on improvements that can be brought to speed up the resolution process of the dynamic programmming algorithm. A better resolution of the TSPTW could be the key to solve larger instances. 
