abstract: Evolution at multiple gene positions is complicated. Direct selection on one gene disturbs the evolutionary dynamics of associated genes. Recent years have seen the development of a multilocus methodology for modeling evolution at arbitrary numbers of gene positions with arbitrary dominance and epistatic relations, mode of inheritance, genetic linkage, and recombination. We show that the approach is conceptually analogous to social evolutionary methodology, which focuses on selection acting on associated individuals. In doing so, we (1) make explicit the links between the multilocus methodology and the foundations of social evolution theory, namely, Price's theorem and Hamilton's rule; (2) relate the multilocus approach to levels-of-selection and neighbor-modulatedfitness approaches in social evolution; (3) highlight the equivalence between genetical hitchhiking and kin selection; (4) demonstrate that the multilocus methodology allows for social evolutionary analyses involving coevolution of multiple traits and genetical associations between nonrelatives, including individuals of different species; (5) show that this methodology helps solve problems of dynamic sufficiency in social evolution theory; (6) form links between invasion criteria in multilocus systems and Hamilton's rule of kin selection; (7) illustrate the generality and exactness of Hamilton's rule, which has previously been described as an approximate, heuristic result.
It has long been understood that describing the simultaneous evolutionary dynamics of multiple genes is difficult. Simplifying assumptions, such as statistical independence within and between loci (Hardy-Weinberg equilibrium and linkage equilibrium) and independence in fitness effects (additivity, multiplicativity), make analysis tractable but can give strongly misleading predictions. Allowing for associations between genes greatly enriches the evolutionary dynamics of populations, is crucial for our understanding of many evolutionary phenomena, and forms the basis of evolutionary modifier theory (Barton 2000) . Typically, analytical exploration of multilocus models has been limited to two or three loci, with numerical simulations providing the only means of expanding to more complicated models.
An analytical methodology developed by Barton and Turelli (1991) and elaborated by Kirkpatrick et al. (2002) allows for arbitrary numbers of gene positions with arbitrary selective interactions and patterns of inheritance (see also Christiansen 1999) . A general and flexible notation partitions the evolutionary process in a way similar to methods in classical genetics but makes explicit the various gene positions involved. It emphasizes the genetic associations over sets of gene positions, generalizing from the between-locus measure of linkage disequilibrium to associations among three or more genes at various positions within the individuals. It also implicitly allows for associations between genes in different individuals and thus provides a means for examining social evolutionary models (Kirkpatrick et al. 2002; Roze and Rousset 2005) .
In this article, we highlight the social evolutionary interpretation of this multilocus methodology. In particular, we show how the quantitative genetical approach is exactly analogous to existing methodology used for social evolutionary problems and that it provides a straightforward guide to constructing and analyzing social evolutionary models of arbitrary complexity. Moreover, we demonstrate that multilocus theory may be used to solve problems of dynamic sufficiency in social evolution models so that we may examine coevolutionary dynamics of social evolu-tionary traits and describe the evolution of relatedness itself. We emphasize that no new methodology is developed but rather that this article is intended as a synthesis of multilocus and social evolution theory so that the results derived within each of these bodies of theory may be readily interpreted in terms of the other.
We review multilocus and social evolution theory, establishing a link between the two using Price's (1970 Price's ( , 1972 theorem. Both bodies of theory partition total evolutionary change into selection and transmission components; we examine when these partitions are equivalent. In particular, we show that the multilocus approach can be applied to social evolution and that the results can be understood in terms of Hamilton's rule, the key concept in social evolution theory. We examine some simple illustrative models, involving the evolution of synergistic cooperation, the coevolution of cooperation and punishment, and the evolution of interspecific mutualism due to the buildup of genetic associations between species. These examples clarify the generality and mathematical validity of Hamilton's rule.
Price's Equation and the Genetical Theory of Natural Selection
The multilocus methodology and social evolution theory share a common root in what is essentially the quantitative genetic approach. The formal basis of all of evolutionary theory is population genetics, and the link between quantitative and population genetics is given by Price's theorem, which provides our starting point. In this section, we review Price's theorem as a mathematical identity underpinning a general theory of selection (Price 1972 (Price , 1995 and also in its more specific application to Fisher's (1930) genetical theory of natural selection. Price's equation partitions total evolutionary change into selection and transmission components. We discuss issues of dynamic sufficiency in relation to Price's approach.
Price's Theorem
Price 's (1970, 1972 ) equation provides a formal basis for the theory of selection. It is a mathematical identity that fully describes evolutionary change. In its most general form, the equation emerges as a consequence of mapping individuals between generations and is straightforward to derive (Price 1972; Frank 1998) . The equation focuses on a variable (z) and describes the change in its mean value over the course of a generation ( ) in terms of its asDz sociation with individual relative fitness ( ) and thē w/w discrepancy between the values of an individual offspring and its parent ( , where z is the value of the Dz p z Ϫ z variable in the offspring). Specifically, it states that w w Dz p Cov , z ϩ E Dz ,
( ) ( )w w where "Cov" and "E" denote, respectively, covariance and expectation (arithmetic average) taken over all individuals in the parent population. Because of its minimal assumptions, this equation is of exceptional generality (Price 1972; Hamilton 1975; Frank 1995a Frank , 1997b ). Yet since the theorem follows directly from the definitions used, in a sense it does not tell us anything that we did not already know. The usefulness of this equation is that it neatly partitions the effects of selection between individuals (the covariance term) and transmission from parents to offspring (the expectation term) in a description of total change (Frank 1995a (Frank , 1997b (Frank , 1998 . While Price (1995; and see Frank 1995a) intended the theorem to underpin a general theory of selection that would apply to the selection of radio stations with the turning of a dial as readily as it describes evolutionary change (Price 1995) , the form of Price's equation provided by Price (1970) is less general and was specifically intended to describe genetical evolution (Grafen 2006b ). Here there is a mapping from parents to their successful gametes rather than to their offspring per se, and hence the approach more readily allows for sexual reproduction. Also, the variable z is intended to represent a unit of biological heredity. In general, it must be some linear function of genic values; for example, the frequency of a particular gene in the focal individual, the expected genic value of a gene drawn at random from the individual for a focal locus, or an arbitrary weighted sum of genic values across several loci (i.e., a "breeding value," or "p-score" ; Price 1970; Falconer 1981; Grafen 1985a) . This choice of variable means that under Mendelian inheritance-specifically, a fair meiosis-the change across a generation that is attributed to transmission effects is expected to be zero. This recovers Fisher's (1930) genetical theory of natural selection; selection is defined according to changes in gene frequencies. In particular, the statement that the change in the mean value of a trait is given by the covariance of that trait's breeding value and relative fitness has been referred to as the secondary theorem of natural selection (STNS; Robertson 1966 Robertson , 1968 , secondary to Fisher's fundamental theorem of natural selection (FTNS; Fisher 1930 Fisher [chap. 2], 1941 Edwards 1994) . Together, these summarize the basis of Darwinism: those heritable traits positively associated with fitness will accumulate in biological populations (STNS), and hence the action of natural selection is to increase the mean fitness of the population (FTNS).
A difficulty is presented when populations contain different classes of individuals that make different contributions to future generations. How is a gene's frequency to be averaged over such classes (Taylor 1990 (Taylor , 1996 Grafen 2006b )? We are not concerned with class-structured models in this article, yet it is instructive to briefly examine Fisher's solution to this problem, because it clarifies the formal theory of natural selection. Fisher's (1930, chap. 2) approach was to weight within-class gene frequency by the class's reproductive value (its relative asymptotic genetic contribution to future generations) when calculating the population average frequency (Price and Smith 1972; Taylor 1990 Taylor , 1996 Grafen 2006b ). To visualize Fisher's approach, consider a neutral gene that is "unlucky" enough to be found predominantly in low-reproductive-value classes. Its reproductive-value-weighted frequency across the population remains fixed even if, for the time being, its actual per capita frequency is decreasing. For a rare gene variant, the reproductive-value approach describes its actual asymptotic rate of increase in the context of a stable class distribution; that is, here the two measures of gene frequency coincide.
Dynamic Sufficiency
In applying Price's theorem to modeling of evolutionary problems, we encounter problems of dynamic sufficiency (Grafen 1985a; Queller 1992; Frank 1995a Frank , 1997b Frank , 1998 . Prediction of the average value of a trait in the next generation requires more information than simply the average value of the trait in the present generation, and we need to know more than simply the average trait value in the next generation in order to calculate how this changes in subsequent generations. For example, even if we understand how trait value maps to relative fitness in subsequent generations, we do not know how the variance in trait values has changed between the parent and offspring generations, and therefore we cannot evaluate the covariance of trait value and relative fitness in future generations. We can determine the change in the variance using a further application of the Price equation, by treating the square of the trait value as the focal trait and seeing how the population average changes over the space of a generation. Yet this requires that we have information about yet higher moments of the trait distribution (Frank 1997b (Frank , 1998 . In general, in order to give the approach dynamic sufficiency-that is, the ability to be applied recursively over an indefinite number of generations-higher-order moments must be expressed in terms of lower-order moments (moment closure; Barton and Turelli 1987; Frank 1995a Frank , 1997b Frank , 1998 ). Price's equation has been described as lacking dynamic sufficiency (e.g., Grafen 2000) , yet the real issue is whether the model that it is applied to allows moment closure and hence is dynamically sufficient. Assumptions that provide dynamic sufficiency include the standard assumption of constant variance in quantitativegenetic approaches and linkage equilibrium plus a finite number of alleles in multilocus models.
Multilocus Methodology
We now review the multilocus approach. We outline the need for a methodology that tracks genetic associations and not just gene frequencies, and we describe the approach developed by Barton and Turelli (1991) and Kirkpatrick et al. (2002) . We present the general notation for describing populations and evolutionary processes and discuss how evolutionary change is partitioned into selection and transmission components within this framework. We then relate the multilocus mathematics to general principle of genetic hitchhiking. Finally, we discuss the concept of quasi-linkage equilibrium (QLE), a powerful simplifying feature of many multilocus analyses, and how this is attained through separation of timescales or, alternatively, an evolutionary-invasion approach. We relate the multilocus description of selection at QLE to Fisher's (1930) genetical theory of natural selection.
Why Have a Multilocus Methodology?
The formal basis of evolutionary theory rests upon population genetics, the study of mechanical population processes such as natural selection, mutation, migration, and random drift (Crow and Kimura 1970; Provine 1971) . Proper prediction of the course of evolutionary change requires a full description of population composition at a given time step. The number of possible genotypes increases geometrically with the number of loci, and so multilocus analyses can be intractable. Typically, simulation is employed to examine models featuring three or more loci, although the results are typically opaque, and this is computationally expensive even for relatively few loci. A common simplification (e.g., Haldane 1964) is to assume statistical independence between loci (linkage equilibrium) so that the large number of genotype frequencies is determined by the smaller number of allele frequencies. Yet statistical associations between loci (linkage disequilibria) cannot, in general, be ignored, because these often arise through population processes, and it is well appreciated that indirect selection caused by direct selection on linked loci can dramatically alter the course of evolution. Such indirect "hitchhiking" effects are essential for understanding the evolution of sex and recombination (Maynard Smith 1978; Otto and Feldman 1997; Barton and Charlesworth 1998) , the evolution of mate preferences (Kirkpatrick and Ryan 1991), gene flow through hybrid zones (Barton and Gale 1993), and how selection affects genetic diversity (Maynard Smith and Haigh 1974) . In such cases, Barton and Turelli (1991) and Kirkpatrick et al. (2002) . This involves tracking the same number of evolving variables as if we were following genotype frequencies, but it lends itself to a quantitative genetic approach that neatly partitions the various causes of evolutionary change. It also leads the way to a powerful simplifying assumption, that of quasi-linkage equilibrium (Kimura 1965; Nagylaki 1993) , which reduces the multilocus problem to the same difficulty as is achieved by assuming linkage equilibrium but does approximate the effects of linkage disequilibrium.
Multilocus Notation
The power of the multilocus methodology lies in its generality, but this can make discussion of the interpretation of the notation somewhat confusing. We summarize the key notation in table 1. The following excursion into the notation will highlight only the features that are of most immediate interest to the aims of this article-that is, making the possibilities for modeling social evolution explicit. For a comprehensive account, see Kirkpatrick et al. (2002) .
The approach is to describe the genetical composition of the population in terms of the allelic values at the various positions where genes reside and also the associations between these positions. For example, a model involving haploids with two biallelic loci might involve a separate position for each locus (and average allelic values, or allele frequencies, for each) and also a term describing the linkage disequilibrium between the two loci. But positions are not synonymous with loci-for instance, in a diploid context with genomic imprinting, it may be necessary to describe the maternal and paternal instances of the same locus as two separate positions. Thus, we might more correctly describe this as a multiposition methodology.
Of interest to us are the deviations ( ) of z p X Ϫ ℘ example, the association between two loci, i and j, in a haploid individual is
, which corresponds exactly to the linkage disequilib-X )] j rium between these two loci. The definition allows us to describe the association between any two gene positions, such as two homologous genes at a single locus or an autosomal gene and a mitochondrial gene within a eukaryotic cell. It also allows us to generalize the association to arbitrary numbers of gene positions ( fig. 1A) . Because of our convention regarding reference values, the association at a single position is zero ( ). (1) from its mother and another genomic set (2) Kirkpatrick et al. 2002; Roze and Rousset 2005) . The major aim of this article is to expand on this crucial point and to forge conceptual links between multilocus and social evolution theory. Typically, we assume biallelic loci and assign one allele the value and the other the value . Thus, the X p 1 X p 0 average allelic value at a gene position is the frequency of the allele. We will denote this as p and the frequency X p 1 of the allele as . This convention allows X p 0 q p 1 Ϫ p a reduction formula to be applied to association terms over sets containing repeated gene positions: ᑞ p p q ᑞ ϩ 
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where is the mean phenotypic value for the population, z G is the set of all positions that contribute to the phenotype, and g A is the partial least squares regression of phenotype on the deviation term (z A ) for the set of loci A (holding all other deviations fixed). This is a standard multiple regression, where the predictors of phenotypic value are given by the deviation terms z A (recall that the association ᑞ A is simply the population average of z A ). We regard a phenotype in the broad sense, that is, any aspect (trait) associated with a set of gene positions, for example, weight, eye color, propensity to behave altruistically, or, perhaps, an allele's frequency or the association between genes in the set. A special case of particular interest is when the phenotype is relative fitness itself. We may express relative fitness as
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The ᑾ A terms provide generalized selection coefficients and are the partial regressions (i.e., holding all other associations constant) of relative fitness on the deviation (z A ) for a particular set of positions (A), and W is the set of all positions contributing to fitness. The relation of the generalized selection coefficient to average effect and average excess is discussed by Barton and Turelli (1991) .
Describing Changes in Associations
The notation described above provides a sufficiently detailed description of population processes to allow for a dynamically sufficient model of multilocus evolutionary change, without simplifying assumptions such as linkage equilibrium. Evolutionary change is summarized by two expressions describing selection and transmission in this system. The change in an association due to selection is
S A U U A U A UPW (Barton and Turelli 1991; Kirkpatrick et al. 2002) . This description of change also allows us to describe the change in average allelic values at a single position. If we are concerned with biallelic loci with allelic values at X p 1 i frequency p i and at frequency , then
from equation (4), the change in an allele's frequency is
theory of natural selection defines selection according to change in gene frequency, described in a peculiar way that weights by class reproductive values. This view of selection will not generally coincide with the description of selection provided by the multilocus approach, because the latter describes actual per capita gene frequency change. However, the two do coincide in the context of an evolutionaryinvasion analysis, to be discussed below. The change in an association due to transmission is defined as
where the t ARU coefficients represent the probability that the set of positions A was drawn from source set of positions U during the transmission event. The above form is sufficient when transmission is genotype independent. Wherever this is not the case, for example, for segregation distorters (Hurst et al. 1996) or modifiers of recombination (Barton 1995) , the transmission coefficient can be expressed as a regular phenotype:
(adapted from Barton 1995) . Here, T is the set of all gene positions affecting the transmission phenotype, V is any combination of positions from this set, and the t coefficients have the usual partial-regression definition. Genotypedependent transmission is given byD
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Note that, analogous to the derivation of expression (5) from equation (4), we can use expressions (6) and (8) to describe the change in allele frequency due to transmission. Allele frequencies do not change across genotype-independent transmission events, although they may change when transmission is genotype dependent. Reference values (℘ i ) are not automatically updated during the selection or transmission event, and so if we used the average allelic values ( ) as reference values be-X i fore the event, the associations after the event ( ) are ᑞ A still expressed in terms of deviations from the average allelic values before the event. In order to reexpress these in terms of deviations about the current average value, we need to update reference values, as outlined by Kirkpatrick et al. (2002) . Kirkpatrick et al. also describe how deterministic population processes, such as mutation and migration, can be incorporated into the above scheme.
Hitchhiking
Such changes in gene frequencies and genetical associations can be described in terms of genetic "hitchhiking." This term was coined by Maynard Smith and Haigh (1974) to describe the increase in frequency for alleles that are linked to a beneficial mutation as the latter sweeps to fixation. It has since been used to describe, more generally, the perturbation of gene frequencies due to selection at linked loci (Barton 2000) . An aim of this article is to include kin selection within this generalized view of hitchhiking. Here we show that the hitchhiking view allows for straightforward interpretation of the multilocus results.
Examining expression (5), which describes the change in a gene's frequency due to selection, and separating the response to direct selection at that gene position from indirect selection effects, we may write
The response to selection is given by the product of direct selection (ᑾ i ) acting on the focal gene position and the appropriate association term (the variance at that gene position, which for two alleles is ), plus the sum
of similar products describing selection on other gene positions (ᑾ U ) and the association between these and the focal gene position (ᑞ Ui ). Assuming genotype-independent transmission, this is the total change in gene frequency. For example, we may describe additive fitness effects s and t of genes at two linked loci i and j, respectively, within haploids. Here fitness is given by w p 1 ϩ sX ϩ tX p 
where the association modulating the effect of direct selection on locus j on gene frequency change at locus i is simply the linkage disequilibrium between these two loci (ᑞ ij ). In the absence of indirect effects from the linked locus j, the direction of selection at i has the same sign as s; that is, the frequency of the focal gene at locus i increases when . If indirect effects are allowed for, this condition
, where is the regression
) gene may increase in frequency under the action s ! 0 of selection at a linked locus ( and ),
and a beneficial gene ( ) may decrease in frequency if s 1 0 its associate is sufficiently disfavored ( and
Quasi Linkage Equilibrium Kimura (1965) showed that multilocus systems often rapidly settle into a state such that linkage disequilibria (measured in a particular way, which allows them to be independent of gene frequencies) become virtually constant. He referred to this state as quasi linkage equilibrium (QLE; see also Nagylaki 1993) . A separation-of-timescales approach based on this observation can greatly simplify a multilocus analysis. If the dynamics of linkage disequilibria occur on much shorter timescales than gene frequency change, then at any time the population can be fully described by the set of gene frequencies because knowing these allows recovery of the quasi-equilibrium genetic associations (Barton and Turelli 1991; Kirkpatrick et al. 2002) . This separation of timescales is justified when processes that lead to the buildup of linkage disequilibrium (e.g., selection) are weak relative to those that lead to the breakup of linkage disequilibrium (e.g., recombination). The QLE state is also attained when a very rare gene invades a population. The change in frequency of a vanishingly rare gene variant depends on its distribution across background genotypes, and although this distribution may change over time, it will eventually settle into some asymptotic state. In order to assess invasibility, one considers the asymptotic rate of increase of the gene at this QLE state. The approach easily extends to allow for multiple loci with simultaneously segregating variation. In particular, the asymptotic growth of all gene variants is given by the leading eigenvalue and the stable distribution by the dominant right eigenvector of the transition matrix that describes how the population composition changes from one generation to the next. For a recent example of evolutionary-invasion analysis in a multilocus model that makes links with evolutionary game theory concepts such as evolutionary and convergence stability (Maynard Smith and Price 1973; Eshel and Motro 1981; Taylor 1996) , see Gardner and Kalinka (2006) . Evolutionary-invasion approaches are common in theoretical social evolution analyses and so provide a straightforward means of making tractable a social evolutionary multilocus analysis. The approach also allows one to sidestep issues of reproductive value in class-structured populations; recall Fisher's (1930) approach, in which reproductive-value weightings translate present gene frequency change into asymptotic change for a rare gene variant. Class structure is easily incorporated into multilocus analysis, simply by incorporating extra gene positions in order to distinguish genes in different classes of individuals (Kirkpatrick et al. 2002) . Employing an evolutionary-invasion analysis to examine the asymptotic increase of a rare gene variant implicitly takes care of these reproductive-value issues. Put another way, the Fisherian account of natural selection and the description of the action of selection provided by the multilocus approach coincide in the context of an evolutionary-invasion analysis.
Foundations of Social Evolution Theory
We review the key concepts and formal foundations of social evolution theory. The link between alternative levelsof-selection and neighbor-modulated-fitness approaches to describing and modeling social evolution is given by Price's theorem. The neighbor-modulated-fitness approach gives rise to Hamilton's rule and the concept of relatedness. We discuss the inclusive fitness interpretation but suggest that a direct, neighbor-modulated-fitness approach is often simpler from a modeling perspective.
What Is Social Evolution Theory?
Social evolution concerns those traits that influence the fitness of individuals beyond their bearer (Trivers 1985; Frank 1998) . These are categorized according to the fitness effects for the bearer of the trait and that individual's social partners. The four possibilities are mutual benefit (ϩ ϩ), selfishness (ϩ Ϫ), altruism (Ϫ ϩ), and spite (Ϫ Ϫ; table 2; Hamilton 1964; Trivers 1985; West et al. 2007 ). Typically, Trivers (1985) , and West et al. 2007. behaviors are described as cooperation, or helping, if they enhance a social partner's fitness (ϩ ϩ and Ϫ ϩ) and as harming if they reduce the social partner's fitness (ϩ Ϫ and Ϫ Ϫ; Rousset 2004; West et al. 2007 ). For a comprehensive synthesis of social evolution theory, see Frank (1998) .
Levels of Selection versus Neighbor-Modulated Fitness
A formal basis for social evolution theory is provided by Price's (1970 Price's ( , 1972 theorem, which may be applied in two different but equivalent ways. Its first application is the levels-of-selection approach (Price 1972; Hamilton 1975; Wade 1985) , which describes evolutionary change according to selection between groups and transmission of individuals between parent and offspring groups (incorporating a lower-level, within-group selection process). Making the between-and within-group selection processes explicit, Price's equation (1) becomes
)
where groups are indexed and individuals within i I groups are indexed so that z ij is the trait value of the j J jth individual in the ith group, w ij is this individual's fitness, is the trait value of the ith group,
is the fitness of the ith group, and the sub-
scripts I and J indicate the sets over which the summary statistics are taken. The second application of Price's theorem to social evolution is the neighbor-modulated-fitness approach (Hamilton 1964 (Hamilton , 1970 . Here the same two-level selection process described by equation (11) is summarized into a single covariance term, where the target "neighbor-modulated" fitness summarizes the net effect of within-and betweengroup selection:
Here the covariance between trait value and relative neighbor-modulated fitness is taken over all individuals in the whole population. This is simply the selection covariance component of the original Price (1970) equation. Note that we have explicitly assumed perfect transmission at the individual level. Transmission bias, for example, due to segregation distortion (Hurst et al. 1996) , can be implemented within a neighbor-modulated-fitness scheme by considering these genes to be the individuals of the analysis. The neighbor-modulated-fitness and levels-of-selection approaches are mathematically equivalent. For example, in the context of the evolution of altruism, altruists suffer a within-group disadvantage (
due to exploitation by their more selfish social partners and enjoy a group-level advantage ( ) duē Cov (w /w, z ) 1 0
to their altruism, which might under some conditions give a total advantage for altruism ( ). Thē Cov (w /w, z ) 1 0 ij ij neighbor-modulated fitness will reflect any tendency for altruistic individuals to associate with other altruists such that the benefits of socializing of altruistic neighbors might outweigh the immediate costs of altruism, to derive a net fitness benefit. This is the basis of the kin selection approach, with the association between social partners being described by the kin selection coefficient of relatedness. Thus, there is an equivalence between group selection and kin selection; they are the same process (Hamilton 1975; Wade 1985; Frank 1986b; Queller 1992; Dugatkin and Reeve 1994; Wenseleers et al. 2003; . Although this means that the units-of-selection debate is empirically vacuous, it still manages to drag on in many of social evolution's sister disciplines ).
In practice, levels-of-selection approaches are cumbersome and technically problematic, and so the neighbor-modulated-fitness approach is often preferable (Frank 1986a (Frank , 1998 Taylor and Frank 1996; Queller 2004 ).
Hamilton's Rule
A central result of social evolution theory is Hamilton's (1963 Hamilton's ( , 1964 Hamilton's ( , 1970 rule, which is the basis of kin selection theory. The clearest and most general derivation of Hamilton's rule is achieved using Price's theorem (Price 1970; Hamilton 1970) . Taking a neighbor-modulated-fitness approach and dropping the individual and group indices, the response to selection can be partitioned as a product of the selection gradient and additive genetic variation in the trait of interest:
Assuming nonzero genetic variation, the response to se-lection has the same sign as the regression coefficient, and this can be partitioned to give
w/w, zw (Queller 1992; Frank 1998) , where the partial regression of the individual's fitness on its breeding value (holding fixed the average breeding value of social partners, ) iŝ z , which describes the direct cost of carrying
genes associated with the social trait; the partial regression of its fitness on social-partner breeding value (holding its own breeding value fixed) is , which describes
the benefit of having social partners genetically predisposed to the social behavior; and the regression of socialpartner breeding value on its own breeding value is , bẑ , z which is the kin selection coefficient of relatedness (R; Hamilton 1963 Hamilton , 1970 Grafen 1985a; Queller 1992) between the focal individual and its social partners. Substituting these definitions into expression (14), we derive a condition for when social trait is favored by selection:
Hamilton's rule states that the trait is favored when the direct cost to the bearer is less than the direct benefit to social partners devalued according to the relatedness between bearer and recipient. The derivation reveals that Hamilton's rule is an exact and general statement of social evolutionary change. Here we have continued to neglect class structure; development of Hamilton's rule for classstructured populations is provided by Taylor (1990) . For the purposes of this article, we simply note that this describes change in reproductive-value-weighted gene frequencies or, equivalently, the actual asymptotic gene frequency change. Hamilton's rule provides a framework in which to conceptualize social evolution, but how is a social evolutionary analysis conducted? A straightforward approach is the direct-fitness methodology developed by Taylor and Frank (1996; see also Frank 1997a see also Frank , 1998 . This is a neighbormodulated-fitness approach that assumes vanishing trait variation so that the statistical least squares regression of fitness on breeding value can be rewritten as a derivative of a fitness function with respect to genetic value, . dw/dz Analogous to the expansion of the regression into partialregression terms in expression (14), we may writê Christiansen 1991; Taylor 1996) . The approach is readily adapted to social evolution in class-structured populations (Taylor and Frank 1996; Frank 1998; Taylor et al. 2007 ).
In the above discussion, we have focused on the neighbormodulated-fitness interpretation of Hamilton's rule, and this is most natural from a modeling perspective. However, Hamilton's (1964 Hamilton's ( , 1970 usual interpretation was one of "inclusive fitness," and this has remained a popular concept. Neighbor-modulated fitness describes the fitness effect of a focal individual's behavior and the behaviors of its social partners on the focal individual's fitness, and properly this is averaged over all carriers of a variant gene. It provides a quantity that is maximized (a maximand) under the action of selection; however, it is the gene rather than the individual that is assigned a neighbor-modulated fitness, and so this leads to the view of the gene as maximizing agent (Dawkins 1976) . Hamilton (1964 Hamilton ( , 1970 Hamilton ( , 1996 was interested in recovering a maximizing principle for individuals, in the tradition of Darwin (1859) and Fisher (1930) , and developed inclusive fitness accordingly. Inclusive fitness attributes all the fitness consequences of a single actor's behavior for itself and all social partners, weighting each fitness component according to the relatedness of the recipient to the actor, and thus presents a fitness-accounting approach that is alternative but equivalent to neighbor-modulated fitness (Hamilton 1964; Queller 1992; Frank 1997a; Taylor et al. 2007 ). Crucially, a Darwinian individual has control over its inclusive fitness but not its neighbor-modulated fitness, and so inclusive fitness provides a maximand for social individuals (Grafen 2006a) .
We now address some points relating to the kin selection coefficient of relatedness. There has been great confusion in the literature as to what "relatedness" is, for several reasons. First, different derivations of Hamilton's rule take as their focal trait a variety of different quantities, and so the exact definition of relatedness varies between these derivations. In the original derivation of Hamilton's rule (1964) and many that have followed (e.g., Hamilton 1970; Rousset 2004) , the trait of interest (z) has been the genic value at a single gene position. Thus, the regression coefficient of relatedness has been described in terms of identity in state, specifically, departures of this from the population average (Rousset 2004) . The interest in social evolution in structured populations, where social partners will tend to be genealogical kin (Hamilton 1964) , has led to relatedness being described by Wright's F statistics (e.g., Hamilton 1970; Michod and Hamilton 1980; Frank 1998; Rousset 2004) . Elsewhere, Hamilton's rule has been derived to express the change in the social behavior phenotype (e.g., Grafen 1985a; Queller 1985 Queller , 1992 Frank 1998) , often considered as a quantitative trait with many underlying gene positions contributing. Here the coefficient of relatedness is treated as a regression of some summary measure of the individual's genetic value for that trait-such as a breeding value (Queller 1992) , p-score (Grafen 1985a) , or gene frequency (Hamilton 1964 (Hamilton , 1970 )-or simply as the regression of partner phenotype on own phenotype value (Queller 1985) .
Second, much interest in social evolution has focused on examples where the genetical similarity of social partners is due to coancestry. It has frequently been useful to describe relatedness in terms of identity by descent (IBD; Malécot 1948) , which provides an approximation of identity in state for rare genetic variants (see Rousset 2004 for a recent review). The result is that the coefficient of relatedness has often been confused with genealogical relationship. It is unfortunate that in coining the phrase "kin selection," Maynard Smith (1964) inadvertently obscured a more general principle underlying the process he helped to popularize. Hamilton (1964) illustrated this with a thought experiment involving a "greenbeard" (Dawkins 1976 ) gene that causes its bearer to display a distinctive phenotypic marker and also to dispense altruism preferentially toward bearers of the marker, regardless of genealogical relationship. Because recipients of altruism carry the gene, there is a positive association (relatedness) between social partners, and hence greenbeard altruism may be favored (for empirical examples, see Keller and Ross 1998; Queller et al. 2003) .
Such confusion has caused the importance of Hamilton's rule to be overlooked. The most widely known derivation of Hamilton's rule is the original (Hamilton 1964) , where it emerged from analysis of a one-locus model. This has led to Hamilton's rule being regarded as an approximate, heuristic result based on a simplified model (Feldman and Cavalli-Sforza 1978; Bulmer 1994; Schwartz 2002) . However, the derivation of Hamilton's rule using Price's theorem (Hamilton 1970 ) applies very generally. The cost of this generality is that it hides a lot of detail, and so naive application of Hamilton's rule may lead to mistakes. For this reason, it is easier to use standard population genetics, game theory, or other methodologies to derive a condition for when the social trait of interest is favored by selection and then use Hamilton's rule as an aid for conceptualizing this result (Taylor and Frank 1996; Frank 1998 ).
Social Evolutionary Multilocus Methodology
In this section we make explicit the links between multilocus population genetics and social evolution theory.
The key is simply to understand that genetic associations between individuals are equivalent to genetic associations within individuals (Kirkpatrick et al. 2002; Axelrod et al. 2004; Gardner and West 2004a; Billiard and Lenormand 2005; Roze and Rousset 2005) so that relatedness and linkage disequilibrium are united in a common framework and kin selection can be understood within a generalized view of genetic hitchhiking. We show that applying Price's (1972) generalized theorem to the multilocus notation recovers the central multilocus dynamical equations. In particular, the Price's-theorem and multilocus approaches partition evolutionary change into selection and transmission components in equivalent ways; this agreement is crucial for translating results between approaches. The capacity of the multilocus approach to describe social evolution is implicit, and so no new methodology is derived. Instead, the potential for modeling social evolution is illustrated using a simple model of cooperation. We show how the results of a social evolutionary multilocus analysis can be interpreted in terms of Hamilton's rule and demonstrate that Hamilton's rule is an exact and generally correct result even when applied to complicated models involving gene interaction.
Price's Theorem for Multiple Gene Positions
We described above how dynamic sufficiency in the context of a population genetic analysis requires that we be able to express higher-level associations in terms of lowerlevel associations (Barton and Turelli 1987; Frank 1998) and thus produce a closed system of Price's (1972) equations describing the total change of the system. This requires a model, or rather a set of parameter values, that fully describes the population in terms of selection and transmission processes. These parameters are described as part of the multilocus notation. We now demonstrate that the central multilocus expressions for change due to selection and transmission emerge as a result of applying the general form of Price's theorem to the multilocus notation. For the selection component of Price's (1972) theorem, we have
which we obtain by substitution for from equation w/w (3) (Barton and Turelli 1991) . The relative fitness ( ) w/w appearing as the target of selection in the first line im-plicitly describes the effect of all the genotypic determinants of fitness that are statistically associated with the focal trait (z A ). The partial regression in the second line describes the partial effect on relative fitness of the deviation term for the set of gene positions U, holding all other deviation terms fixed, and this provides the generalized selection coefficient (ᑾ U ) that appears in the third line. Note that here the "individuals" are arbitrary and may represent organisms or groups of organisms. Applying the multilocus notation to the transmission component of Price's (1972) theorem, under the assumption of genotypeindependent transmission, gives
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Again, we have substituted in the multilocus description of relative fitness ( ) given in equation (3), and wē w/w describe the change between offspring and parent (Dz A ) in terms of multilocus transmission details. Rearranging, we recover the multilocus expression (6) for change in an association due to transmission. Although the derivation is more complicated, it can be shown that considerations of genotype-dependent transmission agree with expression (8). Thus, Price's (1972) transmission scheme corresponds exactly with the multilocus transmission framework, although the latter makes explicit the redistribution of gene positions that is implicit in Price's simple notation. The selection/transmission partition employed by the multilocus methodology is the same as that of Price's (1972) theorem. Crucially, the multilocus selection/transmission partition is not equivalent to Price's (1970) formulation, which takes the Fisherian approach of tracking reproductive-value-weighted genetic change rather than actual per capita gene frequency change (although these are equivalent in an evolutionary-invasion analysis).
With these difference equations, the change in each of the association terms (ᑞ A ) can be determined, giving a complete description of the population in the next time step. They can be applied recursively to give a full compositional description of populations placed further in the future. At any stage, expression (6) (the genotype-tophenotype map) can be applied to give a complete phenotypic description of the population. Thus, Price's approach has been made dynamically sufficient and explicitly describes the effect of each combination of gene positions; the result is the multilocus methodology.
The Evolution of Cooperation
We now apply the multilocus methodology to social evolution, using a simple model of cooperation ( fig. 2A, 2B) , to illustrate how this is handled in a way conceptually similar to standard multilocus models. We assume an infinite population of asexual haploid individuals that form pairs to play a one-shot, symmetrical game in each generation. Pairings are such that with probability R an individual is paired with its genetic clone and with probability an individual is paired with a random member 1 Ϫ R of the population. Here, R is a model parameter that happens to coincide with the coefficient of relatedness. In each game, an individual may either cooperate (C), in which case, her baseline fitness of 1 unit is decremented by c units and her partner's fitness is incremented by b units, or else she may defect (D), which affects neither her nor her social partner's fitness. Initially, we assume that fitness components combine additively, although this is relaxed later. The social behavior is controlled by a single biallelic locus, with the allele at frequency p coding for X p 1 cooperation and the allele at frequency X p 0 q p 1 Ϫ coding for defection. After the game, individuals produce p a large number of offspring by parthenogenesis, in proportion to their fitness, which form the next generation of individuals. We may write a fitness function in terms of allelic values,
( 1 9 ) 1 2 where the subscripts denote oneself (1) and one's social partner (2). Following the usual procedure, we may extract generalized selection coefficients (ᑾ 1 and ᑾ 2 ) describing the direct effect of each set of gene positions and generate an expression for change due to selection: ner's allelic value on one's own allelic value (the kin selection coefficient of relatedness; the link with IBD in structured populations has been given by Roze and Rousset [2005] ). Substituting the model parameters, the condition for increase is a Hamilton's rule:
Details of this derivation are given in appendix A in the online edition of the American Naturalist. Note that this condition is mathematically equivalent to that derived for the hitchhiking example presented earlier. As in the hitchhiking example, the net response to selection is given by the direct action of selection at the focal gene position plus the indirect action of selection spilling over from an associated gene position, and this indirect effect can allow for a directly deleterious gene to increase in frequency. Thus, kin selection can be seen as a special form of genetic hitchhiking.
Extending Hamilton's Rule
We assumed additive fitness components in the above model. Deviations from additivity are handled by the incorporation of extra terms within Hamilton's rule. We illustrate this by extending the previous additive model so that when two cooperators interact, they accrue an extra increment (d) to their fitness ( fig. 2C ), which is given by
The action of selection on the cooperation allele is described by Applying the reduction formula ᑞ p p q ᑞ ϩ (1 Ϫ
Aii i i A
, we note that and .
The cooperation allele increases in frequency when p 1 , that is, when . In
terms of the model parameters, this is can be written as R(b ϩ dp) Ϫ c ϩ dp ϩ (1 Ϫ 2p)Rd 1 0.
(A detailed derivation of the above is given in app. A.) Queller (1985; see also Wenseleers 2006 ) explores an equivalent model of kin selection with nonadditive fitness components, where the approach is essentially to regress fitness on the values X 1 , X 2 , and X 1 X 2 , which are treated as separate predictors. This approach generates the Hamilton's rule , which is simply (24). Queller's (1985) interpretation of that analysis is that the Hamilton's rule is incorrect for nonadditive fitness components Rb Ϫ c 1 0 and that a new "synergy" coefficient ( ), S p R ϩ (1 Ϫ R)p analogous to the coefficient of relatedness, is required to make Hamilton's rule "work." However, the inequality is a naive statement of Hamilton's rule and in Rb Ϫ c 1 0 particular is not the rule derived by Hamilton (1970) . Queller's (1985) synergy term disappears when benefits and costs are defined as the usual average effects on individual fitness rather than as the arbitrary model parameters b and c (Grafen 1985b) . In particular, the condition for increase can be rearranged into the form RB Ϫ C 1 , where and 0
ponents of Hamilton's rule; that is, they satisfy their partial regression definitions ( and , as de-
scribed in "Hamilton's Rule"; see app. A for details). Thus, Hamilton's rule remains a correct statement (Grafen 1985b) , albeit one in which the cost and benefit terms are somewhat complicated. This is not to say that Queller's (1985) partition is incorrect; indeed, it usefully makes the components of fitness more explicit and mechanistic. The multilocus approach makes explicit the direct action of selection on each set of gene positions, and it frames social evolutionary problems within a generalized view of genetic hitchhiking. The model described here can be extended to arbitrary numbers of loci and individuals, with arbitrary ploidy, dominance, and epistatic and synergistic fitness effects, simply by applying the central multilocus equations. The next two sections illustrate the use of this approach for social evolutionary problems.
Example: Coevolution of Cooperation and Punishment
Explaining cooperation remains one of the greatest challenges for evolutionary theory (Maynard Smith and Szathmáry 1995; Hamilton 1996) . Recent years have seen growing interest in the threat of punishment as an incentive for cooperation, particularly in relation to human behavior (Hirshleifer and Rasmusen 1989; Boyd and Richerson 1992; Sober and Wilson 1998; Sell and Wilson 1999) . Empirical studies have repeatedly demonstrated a willingness in humans for investment in mutually costly punishing behaviors and that this sustains cooperation (Fehr and Gächter 2000, 2002) . Yet the existence of costly punishment itself presents a problem and has stimulated some theoretical investigation (Gintis 2000; Heinrich and Boyd 2001; Boyd et al. 2003; Panchanathan and Boyd 2004) . One argument (e.g., Sober and Wilson 1998) suggests that punishment will often be cheaper than cooperation so that kin selection can maintain punishment even when relatedness is too low for cooperation to be directly favored. Hence, kin selection maintains punishment, and punishment maintains cooperation. This explanation has received some mathematical attention (Gardner and West 2004a) and has been rejected on conceptual grounds. Since punishment directly harms both punisher and punished, increased relatedness between social partners directly disfavors the evolution of punishment. Gardner and West (2004a) showed that a different association between individuals-the association between the cooperation strategy of one's social partners and one's own punishment strategy-is crucial for the evolution of punishment. Yet the analysis suffered from problems of dynamic insufficiency and, in particular, could not predict the dynamics of this key association. We apply the multilocus methodology to determine whether and when punishment and cooperation will evolve within a simple illustrative model.
We restrict attention to haploid individuals interacting in pairs in one-shot games. For simplicity, we consider that social partners are genetically identical with (fixed) probability R and are randomly pairing with probability . One individual per pair is randomly assigned the 1 Ϫ R role of player 1, and the other is player 2. Player 1 has the option of cooperating (C), incurring a cost c for itself and a benefit b for player 2, or defecting (D), with no direct consequences for fitness. If player 1 defects, then player 2 responds by either punishing (P), incurring a cost a for itself and a cost d for player 1, or forgiving (F), which has no direct fitness consequences. We assume a, b, c, . for inherent costs of the punishing strategy, for example, resource expenditure for monitoring partner play, all individuals adopting the punishing strategy will also incur a cost when playing the role of player 2, regardless e ≥ 0 of player 1's strategy. Individuals produce a number of successful clonal gametes proportional to their payoff. Gametes pair to form diploid zygotes, which then undergo meiosis to form the new generation of haploid individuals. The effective recombination rate between loci i and j, describing the effects of physical linkage and inbreeding, is denoted r. Genotypic fitness can be written in the form
where the numeric subscripts indicate whether the gene position is within the focal individual (1) or the social partner (2). We then follow the usual procedure to determine the dynamics of the allele frequencies and linkage disequilibrium (see app. B in the online edition of the American Naturalist). Having derived the necessary recursions, we determine invasion and maintenance conditions. When can cooperation and punishment invade? In other words, when is a defecting-forgiving population not an evolutionarily stable state? To examine this, we consider that both cooperation and punishment alleles are vanishingly rare in the population and examine their asymptotic rate of increase. We find that cooperation and punishment cannot invade unless (details in app. B), which Rb Ϫ c 1 0 is the condition for cooperation to be favored in the absence of punishment. Since the interest in punishment is due to its potential for allowing cooperation where this is otherwise difficult to explain, we conclude that cooperation and punishment cannot invade in any interesting situations.
When is cooperating and punishing evolutionarily stable? To answer this, we examine the invasion of vanishingly rare defection and forgiveness alleles (details in app. B). We find that when punishment has an intrinsic cost ( ), then cooperation-punishment is not an evolue 1 0 tionarily stable population state. Allowing for zero intrinsic cost of punishing ( ), a population fixed for coope p 0 eration and punishment alleles is only neutrally stable, and so it can always be invaded by the more forgiving allele by neutral drift. Therefore, we conclude that cooperation and punishment are not evolutionarily stable within this simple model.
Although these results are consistent with the open-model analysis of Gardner and West (2004a) , they are also different in important ways. Gardner and West (2004a) showed that in such a coevolutionary model, increasing relatedness (R) between social partners directly selects against punishment, because this is a mutually detrimental act that derives personal and kin-selected costs. Rather, the only benefit of punishment is the possibility for punishers to tend to associate with cooperators, this association being the product of a within-locus, between-individual association (relatedness, R) and a between-locus, within-individual association (linkage disequilibrium, ᑞ ij ). Thus, while relatedness directly acts to disfavor punishment, it is required in order for punishment to accrue this indirect benefit. The openmodel approach of Gardner and West (2004a) was unable to quantify these two opposing effects. The closed multilocus approach taken here has shown that the direct negative effect will always overpower the indirect positive effect, giving a net disadvantage for punishment.
For simplicity, we have assumed that the relatedness of social partners is a fixed parameter. More generally, this may be an evolving variable. Roze and Rousset (2005) present a neighbor-modulated-fitness approach that can be extended to examine changes in these associations. We illustrate a levels-of-selection approach to this problem in the next section.
Example: The Evolution of Relatedness
An underexamined, though potentially important, effect in social evolution is the ability of selection to generate associations between individuals (Frank 1994; Pepper and Smuts 2002; Ajar 2003; Roze and Rousset 2005; . Frank (1994) has shown in a model of interspecific mutualism that group selection favoring cooperative groups will cause cooperators to tend to associate with cooperators of the other species. Other studies (Frank 1995c; have demonstrated that such spontaneous emergence of between-species associations can allow for the evolution of between-species altruism, although this has relied on either numerical simulation or analytical results based on standard approaches that lack dynamic sufficiency. Thus, the process remains obscure. The multilocus approach provides a means of exploring this neglected phenomenon.
We consider a very simple model for illustration. Social groups consist of pairs of individuals, with one of each pair being drawn from a species 1 and the other from a species 2. Individuals are haploid and contain only one locus of interest, i, which controls cooperation strategy: bearers of the allele are cooperators (C), and bear-X p 1 i ers of the allele are defectors (D). For simplicity, X p 0 i we assume that the cooperator allele is at the same frequency, p, in both species. Social behaviors affect group fitness. A group consisting of two defectors (DD) gives rise to one daughter group, on average. A group comprising a cooperator and a defector gives rise to 1 ϩ s daughter groups, on average. A group consisting of two cooperators (CC) gives rise to daughter 2 (1 ϩ s) ϩ groups, on average. The deviation from a multiplicative fitness scheme is described by the synergy parameter . Social behaviors also affect individual fitness. A cooperator paired with a cooperator enjoys fitness , but a 2 (1 ϩ s) ϩ cooperator paired with a defector enjoys fitness . 1 ϩ s Ϫ f A defector paired with a defector enjoys fitness 1, and a defector paired with a cooperator enjoys fitness . 1 ϩ s ϩ f Thus, cooperators suffer a within-group disadvantage, and defectors enjoy a within-group advantage in CD and DC groups. The extent of this disparity is controlled by the parameter f. Note that a group's fitness is simply the average fitness of its constituent individuals. The above assumptions imply that DC and CD groups produce an excess of defectors of one species and a deficit of cooperators of the other species. We assume that this is compensated for by movement of excess defectors from DC groups into CD groups and vice versa, where they take the place of the missing cooperators and hence transform the group into a DD group (this assumption crucially requires that the frequency of C is the same in both species). After the new groups are established, groups dissociate into their constituent individuals with probability m, and the dissociated individuals re-pair at random.
A group's expected fitness may described as a function of its allelic values,
where the subscripts denote the species in which the gene position occurs. We are also required to specify selection of individuals within groups, which is described in terms of transmission between parent and offspring groups. It is simpler to consider the genotype-dependent (individual selection) and genotype-independent (individual dispersal) transmission events separately. With regard to genotypedependent transmission, we note that offspring groups are exact copies of parent groups unless the parent group contains a cooperator and a defector, in which case, with probability , the offspring group contains two defectors. f/(1 ϩ s) Because of the symmetry, this can be described by four transmission functions. Denote one individual per group i (i.e.,
) and the other j (i.e., , 
{i, j}R{k, j} i j 1 ϩ s From these may be extracted the various transmission coefficients required for the genotype-dependent transmission, expression (8), as described in appendix C in the online edition of the American Naturalist. We consider vanishingly rare cooperation in the population and determine the asymptotic rate of increase of the cooperation allele (full details of the analysis are given in app. C). We find that a sufficient condition for cooperation to increase from rarity is . This corresponds to when cooperation f ! s is selfish, such that the fitness of a cooperator paired with a defector is greater than that of a defector paired with a defector ( ), and this is therefore a trivial re-1 ϩ s Ϫ f 1 1 sult. Restricting attention to the case where , we find f 1 s that cooperation is favored when
, which is of the form . When coopera-1 1 ϩ RB Ϫ C 1 1 tion is favored, the between-species relatedness at quasi equilibrium is found to be R p 1 Ϫ m[1 ϩ (1 ϩ s Ϫ . Thus, increasing migration of indi- is not RB Ϫ C a function of f ). Increasing f reduces the success of cooperators partnered with defectors, disfavoring cooperation, but also increases the association between social partners (R), favoring cooperation, and these two effects exactly cancel in this simple model.
Here we have shown that the multilocus methodology may be applied to examine the evolution of relatedness. We have shown that genetical associations can emerge between social partners even when coancestry is ruled out, for example, where the social partners belong to different species. This relatedness settles to some asymptotic state, and this can be expressed analytically as a function of model parameters. Finally, we have shown that this relatedness can allow for altruistic cooperation between species. The condition for when cooperation will evolve is readily interpreted as a Hamilton's rule. The assumption of symmetry is made for convenience of analysis and will rarely be satisfied, because interspecific mutualisms often involve disparate species with different (complementary) ways of life and hence different costs and benefits relating to the mutualism. Thus, while the above model is useful for illustration of general principles and the way in which the multilocus methodology can be used, this is an important evolutionary problem that deserves to be examined properly.
Discussion

Social Evolutionary Multilocus Methodology
We have formed links between multilocus population genetics and social evolution theory. This provides a general framework that can be used to model evolution at arbitrary numbers of gene positions across arbitrary numbers of individuals, with arbitrary effects on individual and socialpartner fitnesses, with arbitrary dominance, epistasis, and synergy and arbitrary physical chromosomal linkage, mode of inheritance, and group dynamics. We emphasize that no new methodology has been developed. Rather, the effects of multiple gene positions are already implicitly accounted for in Price's theorem and Hamilton's rule, and the social evolutionary capabilities of the multilocus methodology are similarly implicit within the general and flexible notational scheme. We have made these hidden details explicit and have provided a simple, general framework in which to conduct analyses of social evolution at multiple gene positions.
Multilocus models of social evolution have been constructed previously, using a range of methodologies. Axelrod et al. (2004) modeled tag-mediated altruism, using an extension of Price's (1970 Price's ( , 1972 selection-covariance mathematics. In their model, relatedness at an altruism locus is inferred by phenotypic similarity that indicates shared genetics at linked loci. Queller (1984 Queller ( , 1985 and Wenseleers (2001 Wenseleers ( , 2006 used similar approaches to examine synergistic fitness interactions in a kin selection analysis incorporating multiple gene positions. The multilocus methodology provides a single general selection expression (8) that can be used to generate such selectioncovariance expressions for models of arbitrary complexity. The transmission equation (10) also guides the modeler toward a complete set of closed equations that allow for dynamic sufficiency. More explicit applications of multilocus techniques to social evolution have been given by Billiard and Lenormand (2005) and especially by Roze and Rousset (2005) , both in the context of the evolution of dispersal. In those analyses, the generalized view of linkage disequilibrium has been expressed in terms of probabilities of identity by descent (Malécot 1948) in the context of structured populations. A QLE approach, based on a separation of timescales, allowed the analyses to be simplified to the level of gene frequencies. We have shown more broadly the connection between the multilocus and social evolution approaches stemming from their shared approach of partitioning fitness effects of genetic determinants in an essentially quantitative-genetic way.
It is useful to compare the multilocus methodology that we have developed here with the direct-(neighbormodulated) fitness approach of Taylor and Frank (1996) and Frank (1998; see also Rousset 2004) . The latter derives from the standard evolutionary game theoretic approach of using differentiation techniques to identify evolutionary equilibria and then to characterize these in terms of evolutionary and convergence stability (Maynard Smith and Price 1973; Eshel and Motro 1981; Christiansen 1991; Taylor 1996) . This approach avoids the conceptual minefield of constructing inclusive fitness functions and has greatly facilitated the simple and transparent analysis of many social evolutionary problems, including cooperation (Frank 1998; West and Buckling 2003; Gardner and West 2004a) , cooperative breeding (Pen and Weissing 2000) , sex allocation (Frank 1998) , dispersal (Roze and Rousset 2005) , virulence (Frank 1996a; Brown 1999; Gandon and Michalakis 2000; West and Buckling 2003) , policing (Frank 1995b (Frank , 1996b (Frank , 2003 Wenseleers et al. 2004; Dionisio and Gordo 2006) , sanctions and punishment (West et al. 2002; Gardner and West 2004a) , spite (Gardner et al. 2004 Gardner and West 2004c) , and mimicry (Johnstone 2002) . The usual assumption is of vanishing variation around the current resident breeding value for each of the traits considered in the model so that there is effectively only one gene position that is undergoing evolutionary change at any particular time. The multilocus approach is of use when multiple traits are concerned or when a single focal trait has complex genetic architecture and where gene variants are segregating at several gene positions simultaneously. The direct-fitness approach of Taylor and Frank (1996) is readily extensible to the coevolution of multiple traits, such as punishment or policing and cooperation, resulting in the emergence of derivatives describing relatedness, linkage disequilibrium, and between-individual, between-trait associations (Gardner and West 2004a; . However, the approach does not describe the evolution of such associations, so it is usual to assume statistical independence or a fixed association for coevolving traits in order to recover dynamic sufficiency (Frank 1995b (Frank , 1996b (Frank , 2003 Wenseleers et al. 2004; Gardner and West 2004a) . The multilocus approach provides a simple, general notation and recursions for transmission of gene positions, allowing for the closure of such models, and hence the evolutionary dynamics of the genetic associations may be followed. This is important in models of cooperation and punishment and of the emergence of genetical associations between species, as we have found in the course of this article. Thus, it is complementary to the direct-fitness approach. The social evolutionary multilocus approach would be useful in models of tag-mediated cooperation (e.g., Axelrod et al. 2004) , whereby phenotypic similarity can be used to infer genetical similarity at the loci controlling cooperation.
During the development of social evolution theory, two equivalent approaches have been identified. The levels-ofselection approach distinguishes a response to betweengroup selection and a response to within-group selection. This may be extended to any number of nested levels, with each entity at each level being assigned a fitness value (Price 1972; Hamilton 1975) . The neighbor-modulatedfitness approach focuses on the lowest level and summarizes the effects of selection at all levels within a single fitness term at this lowest level (Frank 1998) . We have found the neighbor-modulated-fitness approach to be the easiest way to proceed with a multilocus analysis of social evolution because it avoids the complications of conducting a genotype-dependent transmission analysis at each level. This mirrors developments in the field of social evolution theory over the past decade, in which directfitness approaches have emerged as the most straightforward means of analysis (Taylor and Frank 1996; Frank 1998; Queller 2004; Rousset 2004) . We have used the levels-of-selection approach to examine the evolution of associations between individuals, including between species. Doing this makes it immediately apparent how tedious and difficult such an approach is. In our simple twogene model of interspecific mutualism, we were required to describe 16 separate transmission coefficients. Although these are readily generated using a simple algorithm, the four transmission functions from which they were derived are not so easily constructed. The number of required transmission functions will increase geometrically with the number of gene positions considered. Alternative approaches are possible, for example, ones based on a neighbor-modulated-fitness view that attributes a separate fitness function to every combination of sets of individuals (Roze and Rousset 2005; F. Rousset, personal communication) , yet these are equivalent and do not simplify the problem. A major task for the future will be to develop simple general approaches that allow for the tracking of between-individual associations.
Relatedness and Hamilton's Rule
The multilocus approach provides not only an analytical tool for solving specific models but also a conceptual aid. By describing all genetical associations and resulting hitchhiking effects in a single intuitive framework, the multilocus methodology highlights conceptual equivalences that facilitate general understanding and may promote novel insight. Of particular interest in this article are the relation between relatedness and linkage disequilibrium and the associated equivalence of models of kin selection and models of genetical hitchhiking. What is crucial for hitchhiking is a statistical association between gene positions, such that selection at one position spills over onto the other (Barton 2000) . This may be due to loci being situated on the same chromosome, but physical linkage is not strictly required. Similarly, models of kin selection (broadly defined) involve genetical associations between individuals, described as "relatedness." This may be due to close genealogical relationship between social partners, although, again, this is not a necessity (Hamilton 1964; Grafen 1985a; Nee 1989; Frank 1995a Frank , 1998 . Natural selection operates on genes with respect to their correlation with relative fitness and is blind to the causal mechanisms underlying this correlation. Previously, this conceptual link has been obscured because of terminology that emphasizes only certain causes of such associations-relatedness implying coancestry and linkage disequilibrium implying physical linkage. The multilocus approach may help to dispel misconceptions regarding relatedness by demonstrating the conceptual link with linkage disequilibrium. For example, while it is well accepted that linkage disequilibrium can take negative values when there is a tendency for the focal genes to exist apart from one another, the possibility of nontrivial negative relatedness has remained controversial (Foster et al. 2001; West 2004b, 2004c) . Negative relatedness arises when social partners are less alike than average (Grafen 1985a; Frank 1995a; Pepper 2000) and is implicated in the evolution of spiteful behaviors (Hamilton 1970; Grafen 1985a; Foster et al. 2001; West 2004b, 2004c) .
We have shown that the selection/transmission partition employed by the multilocus methodology is the same as that adopted by Price (1972) , and hence we may relate the results of multilocus analyses to the body of social evolution theory that is derived from Price's theorem, in which Hamilton's (1970) rule is of central importance. However, there is a subtlety here, as a result of Hamilton's work being built on the foundations laid by Fisher, in which the action of selection is described in terms of changes in a peculiar reproductive-value-weighted measure of gene frequency (Fisher 1930 (Fisher [chap. 2], 1941 Price 1970; Price and Smith 1972; Taylor 1990) . In contrast, the multilocus methodology describes the action of selection in terms of actual per capita gene frequency change. Fortunately, these two descriptions of gene frequency change are equivalent for a rare gene variant that has attained its asymptotic state in terms of a stable class distribution and QLE, so that the results of evolutionary-invasion analyses that employ the multilocus approach may readily be interpreted in terms of Hamilton's rule.
A central message of this article is that the foundations of social evolution theory are solid and encompass models of arbitrary complexity. Price's theorem and Hamilton's rule allow for the effects of interacting gene positions, although the cost for this generality within such compact expressions is that they are rather nebulous and subtle statements. This has led to their being misunderstood and misused. For example, (1) it has been suggested that social evolution theory lacks an underlying general methodology that would allow models from different areas, such as intragenomic conflict and cooperative breeding vertebrates and interspecific mutualisms, to be described in the same terms (Herre 1999; Charlesworth 2000) , and (2) it is generally regarded that Hamilton's rule is a heuristic result that works only under the assumption of weak selection (Charlesworth 1978; Feldman and Cavalli-Sforza 1978; Bulmer 1994; Wenseleers 2001 Wenseleers , 2006 Schwartz 2002) . As we have shown, Hamilton's rule is of such generality that it remains valid for multilocus models, models of interspecific mutualism, and arbitrary strength of selection.
However, a crucial point here is that the generality of Hamilton's rule is possible only because of the subtlety of its component terms, in which potentially complicated details are implicit. The same caveat applies to Price's theorem, from which Hamilton's rule has been derived. This means that Hamilton's rule and Price's theorem should generally be used in the interpretation of theory and not as the starting points in the analysis of specific problems, because this can easily lead to mistakes (Price 1970 (Price , 1972 Taylor and Frank 1996; Frank 1998; Pen and Weissing 2000; Gardner and West 2004c) . The most powerful and simple approach to social evolutionary problems is to start with a method such as population genetics (including the multilocus approach), game theory, or direct-fitness maximization techniques. The results of these analyses can then be interpreted within the frameworks that Price's theorem and Hamilton's rule provide. The correct use of these powerful theorems is to translate the results of such disparate analyses, conducted with a variety of methodologies and looking at very different problems, into the common language of social evolution theory.
