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Abstract. We define here the category of partial differential equations. Special
cases of morphisms from an object (equation) are symmetries of the equation and
reductions of the equation by a symmetry groups, but there are many other mor-
phisms. We are mostly interested in a subcategory that arises from second order
parabolic equations on arbitrary manifolds. We introduce a certain structure in this
category enabling us to find the simplest representative of every quotient object of
the given object, and develop a special-purpose language for description and study
of structures of this kind. An example that deals with nonlinear reaction-diffusion
equation is discussed in more detail.
Key words: category of partial differential equations, factorization of differential
equations; parabolic equation; reaction-diffusion equation; heat equation; symmetry
group.
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1 Introduction
We define here the category PDE of partial differential equa-
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tions, develop a special-purpose language for description and
study of its internal structure, and investigate in detail its full
subcategory that arises from second order parabolic equations on
arbitrary manifolds.
Let pi : N → M be a smooth fiber bundle, E be a subset of
k-jet bundle Jk(pi). E could be considered as k-th order partial
differential equation for a sections of pi, that is s ∈ Γpi is the
solution of E iff its k-th prolongation jk(s) ∈ Γ
(
Jk(pi)→ M
)
is
contained in E. Here Γpi is the space of smooth sections of pi.
Suppose pi : N → M , pi′ : N ′ → M ′ are smooth fiber bundles,
F : pi → pi′ is a bundle morphism which is diffeomorphism on the
fibers (see Fig. 1).
F induces the map F ∗ : Γpi′ → Γpi; denote by ΓFpi its image.
We say that a section of pi is F -projected if it is contained in
ΓFpi. If F is surjective then F
∗ is injective, so we have the map
ΓFpi → Γpi
′. If F is surjective submersion then we have the map
F k : JkF (pi) → J
k(pi′), where JkF (pi) = F
∗Jk(pi′) is the bundle of
k-jets of F -projected sections of pi (see Fig. 2).
Let us define now the category PDE0. Its objects are pairs
(
pi : N →M,E ⊂ Jk(pi)
)
,
k ∈ N, and morphisms from the object
(
pi : N → M,E ⊂ Jk(pi)
)
to the object(
pi′ : N ′ →M ′, E ′ ⊂ Jk(pi′)
)
are smooth bundle morphisms F : pi → pi′ satisfying the fol-
lowing conditions:
1. F define surjective submersion M →M ′,
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2. the diagram Fig. 1 is the pullback square in the category of smooth manifolds, that
is for any x ∈ M the map pi−1(x)→ pi′−1(Fx) is diffeomorphism,
3. E ∩ JkF (pi) =
(
F k
)−1
(E ′).
If F : (pi, E)→ (pi′, E ′) is morphism in PDE0 then F
∗ define the bijection between the set
of all solutions of E ′ and the set of all F -projected solutions of E.
In Section 3 we define extended category PDE , whose objects are pairs (N,E) where
N is a smooth manifold and E is a subset of the bundle Jkm(N) of k-jets of m-dimensional
submanifolds of N , and whose morphisms from (N,E) to (N ′, E ′) are maps N → N ′ sutis-
fying some analogue of conditions (1-3) above. By definition, the solutions of the equation
E are smooth m-dimensional non-vertical integral manifolds of the Cartan distribution
on Jkm(N) contained in E. Particularly, the set of solutions includes all m-dimensional
submanifolds L ⊂ N such that k-th prolongation jk(L) ⊂ Jkm(N) is contained in E.
Any morphism F : (N,E) → (N ′, E ′) of PDE define the bijection between the set of all
solutions of E ′ and the set of all F -projected solutions of E in the same manner as for
PDE0.
The category PDE generalize the notion of a symmetry group in two directions:
1. Automorphisms group of the object (N,E) in PDE is the symmetry group of the
equation E.
2. For a symmetry group G of E the natural projection N → N/G define the morphism
(N,E) → (N/G,E/G) in PDE where E/G is the equation describing G-invariant
solutions of E.
Note that the morphisms of PDE go beyond the morphisms of this kind.
Further we want to introduce a certain structure in PDE formed by a lattice of sub-
categories. We receive these subcategories restricting to the equations of specific kind
(for example, elliptic, parabolic, hyperbolic, linear, quasilinear equations etc.) or to the
morphisms of specific kind (for example, morphisms respecting the projection of N on
the base manifold M as in PDE0) or both.
When we interested in the solutions of some equation it is useful to look for its quotient
objects because every quotient object give us the class of solutions of the original equation.
It may happen that the position of an object in the lattice gives information on the
morphisms from the object and/or on the kind of the simplest representatives of quotient
objects. In Section 5 we develop a special-purpose language for description and study of
such situations. We introduce a number of partial orders on the class of all subcategories
of fixed category and depict these orders by various arrows (see Table 1 and Fig. 3). For
instance, we say that a subcategory C1 is closed in a category C and depict C • // C1 if
every morphism in C with source from C1 is a morphism in C1; we say that C1 is plentiful
in C and depict C //___ C1 if for every A ∈ ObC1 and for every quotient object of A in C
there exist a representative of this quotient object in C1; and so on.
We use this language for the detail study of the full subcategory PE of PDE that
arises from second order parabolic equations posed on arbitrary manifolds, but we hope
that our approach based on category theory may be useful for other types of PDE as well.
Objects of PE are equations having the form ut =
∑
i,j b
ij(t, x, u)uij+
∑
i,j c
ij(t, x, u)uiuj+∑
i b
i(t, x, u)ui+q(t, x, u) in a local coordinates (x
i) onX , X is arbitrary smooth manifold.
We prove that every morphism in PE is of the form (t, x, u) 7→ (t′(t), x′ (t, x) , u′(t, x, u)).
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Particularly, PE appear to be the subcategory of PDE0. In Section 7 we investigate the
structure of PE ; the part of obtained results is shown on Fig. 6, where arrows designate
specific partial orders on subcategories as was described above. On every of three diagrams
on Fig. 6 down movement mean the restriction of class of permitted equations and right
movement mean the restriction of class of permitted morphisms.
Using of the developed structure is illustrated in Section 8 on the example of reaction-
diffusion equation ut = a(u) (∆u+ η∇u) + q(x, u), x ∈ X , posed on a Riemann manifold
X equipped with vector field η; let A be the corresponding object of PE . If function
a(u) is nonlinear enough then we receive the following results as immediate corollary of
developed investigation of PE structure:
• For every morphism F : A → A′ in PE there exist bijective change of variables in
the quotient equation A′ transforming F to the morphism of the form (t, x, u) →
(t, x′(x), u) and transforming A′ to the equation of the form u′t = a(u
′)(∆u′ +
η′∇u′) + q′(x′, u′), x′ ∈ X ′, posed on the Riemann manifold X ′ equipped with
vector field η′, with the same function a.
• If a morphism F : A → A′ of the category PE has the form (t, x, u) 7→
(t, x′(t, x), u′(t, x, u)) and A′ is of the form u′t = a(u
′)(∆u′ + η′∇u′) + q′(x′, u′),
then F is of the form (t, x, u)→ (t, x′(x), u).
In Sections 3 and 9 we discuss the relations between our approach to the factorization
of PDE and the other approaches.
Section 10 contains proofs of the theorems.
2 The category PDE0 of partial differential equations
Let M , K be smooth manifolds. A system E of k-th order partial differential equations
for a function u : M → K is given as a system of equations Φl(x, u, . . . , u(k)) = 0 involving
x, u and the derivatives of u with respect to x up to order k, where x = (x1, . . . , xm) are
local coordinates on M and u = (u1, . . . , uj) are local coordinates on K. Further we will
use a words “partial differential equation”, “PDE” or “equation” instead of “a partial
differential equation or a system of partial differential equations” for short.
Remember some things about jets and related notions. k-jet of a smooth function
u : M → K at the point x ∈ M is the equivalence class of smooth functions M → K
whose value and partial derivatives up to k-th order at x coincide with the ones of u.
All k-jets of all smooth functions M → K form the smooth manifold Jk(M,K), and
the natural projection pik : Jk(M,K) → J0(M,K) = M × K defines the smooth vector
bundle over M ×K, which is called k-jet bundle. For every function u : M → K its k-th
prolongation jk(u) : M → Jk(M,K) is naturally defined. k-th order PDE for functions
M → K can be considered as subset E of Jk(M,K); solutions of E are such functions
u : M → K that the image of jk(u) contained in E.
In more general situation we have a smooth fiber bundle pi : N → M instead of a
projection M ×K →M , and sections s : M → N instead of functions u : M → K. By Γpi
denote the space of smooth sections of pi; remember that a section of pi is a map s : M → N
such that pi ◦ s is the identity. Definitions of k-jet bundle pik : Jk(pi) → J0(pi) = N and
of the k-th prolongation jk : Γpi → Γ
(
pi ◦ pik : Jk(pi)→M
)
are the same as ones for the
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functions. Let E be a subset of Jk(pi); it could be considered as k-th order partial
differential equation for a sections of pi, that is s ∈ Γpi is the solution of E if the image of
jk(s) is contained in E.
Suppose pi : N → M , pi′ : N ′ → M ′ are smooth fiber bundles, F : pi → pi′ is a bun-
dle morphism which is diffeomorphism on the fibers (see Fig. 1). F induces the map
F ∗ : Γpi′ → Γpi; denote by ΓFpi its image. We say that a section of pi is F -projected
if it is contained in ΓFpi. If F is surjective then F
∗ is injective, so we have the map
F# : ΓFpi → Γpi
′. If F is surjective submersion then we have the map F k : JkF (pi)→ J
k(pi′),
where JkF (pi) = F
∗Jk(pi′) is the bundle of k-jets of F -projected sections of pi (see Fig. 2).
Recall that a map F is called a submersion if dF : TxN → TFxN
′ is surjective at each
point x ∈ N .
Definition 1. Let pi : N → M , pi′ : N ′ → M ′ be a smooth fiber bundles, E be a subset of
Jk(pi), F : pi → pi′ be a smooth bundle morphism. We say that F is admitted by E if
the following conditions are satisfied:
1. F is a surjective submersion,
2. the diagram Fig. 1 is the pullback square in the category of smooth manifolds, that
is for any x ∈M the map pi−1(x)→ pi′−1(Fx) is diffeomorphism,
3. E ∩ JkF (pi) =
(
F k
)−1
(E ′) fore some subset E ′ of Jk(pi′).
We say that E ′ is F -projection of E.
It turns out that the language of category theory is very convenient for our study
of PDE. Recall that a category C consists of a collection of objects ObC, a collection of
morphisms (or arrows) HomC and four operations. The first two operations associate
with each morphism F of C its source and its target, both of which are objects of C. The
remaining two operations are an operation that associates with each object C of C an
identity morphism idC ∈ HomC and an operation of composition that associates to any
pair (F,G) of morphisms of C such that the source of F is coincide with the target of G
another morphism F ◦G, their composite. These operations have to satisfy some natural
axioms [Mac Lane, 1998].
Definition 2. PDE0 is the category whose objects are pairs
(
pi : N →M,E ⊂ Jk(pi)
)
, pi is
a smooth viber bundle, k ∈ N, and morphisms from the object
(
pi : N → M,E ⊂ Jk(pi)
)
to
the object
(
pi′ : N ′ →M ′, E ′ ⊂ Jk(pi′)
)
are smooth bundle morphisms F : pi → pi′ admitted
by E such that E ′ is F -projection of E.
If F : (pi, E)→ (pi′, E ′) is morphism in PDE0 then F
∗ define the bijection between the
set of all solutions of E ′ and the set of all F -projected solutions of E.
3 The category PDE of partial differential equations
Now we want to define extended category PDE , whose objects are pairs (N,E) where N
is a smooth manifold and E is a subset of the bundle Jkm(N) of k-jets of m-dimensional
submanifolds of N .
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Let N be a Cr-smooth manifold, 0 < m < dimN . The jet bundle pik : Jkm(N) → N is
the fiber bundle with the fiber Jkm(N)
∣∣
x
over the point x ∈ N , where Jkm(N)
∣∣
x
is the set
of equivalence classes of smooth m-dimensional submanifolds L of N passing through x
under the equivalence relation of k-th order contact in x.
k-jet of k-smooth m-dimensional submanifold L over the point x ∈ L is the equivalence
class from Jkm(N)
∣∣
x
determined by L. Thus we have the prolongation map jk : L →
Jkm(N) taking each point x ∈ L to the k-jet of L over x (so it is the section of the fiber
bundle Jkm(N) restricted to L ⊂ N). For every k > l ≥ 0 there exist natural projection
pik,l : Jkm(N) → J
l
m(N) mapping k-jet of L to l-jet of L over x for every m-dimensional
submanifold L of N and every x ∈ L.
For a submanifold L of N the differential of the prolongation map jk : L → Jkm(N)
takes the tangent bundle TL to the tangent bundle TJkm(N). The closure of the union of
the images of TL in TJkm(N) when L runs over all m-dimensional submanifolds of N is
the vector subbundle of TJkm(N); it is called Cartan distribution on J
k
m(N).
Let E be a submanifold of Jk(pi), pi : N → M , m = dimN . The graph of a section
is m-dimensional submanifold of N so Jk(pi) is open subspace of Jkm(N) and E could
be considered as the submanifold of Jkm(N). The extended version of E is defined as
the closure of E in Jkm(N) [Olver, 1993]. Because we don’t plan to consider infinitesimal
properties of E unlike the Lie group analysis of PDE, we could consider any subsets E of
Jkm(N) as a partial differential equations. By definition, solutions of such an equation
are smooth m-dimensional non-vertical integral manifolds of the Cartan distribution on
Jkm(N) contained in E. Note that for any m-dimensional submanifold L of N its prolon-
gation jk(L) is non-vertical integral manifold of the Cartan distribution on Jkm(N). So
if E ⊂ Jkm(N) is obtained from the traditional PDE as it was described above, and L
is the graph of a section u of pi, then L is the solution of E in the above sense if and
only if u is the solution of corresponding traditional PDE in the traditional sense. In
addition there is allowed the possibility of both multiply-valued solutions and solutions
with infinite derivatives (see [Olver, 1993] for the details). Wherever we write concrete
equations in the traditional form below we mean the extended versions of these equations
that is closure of the corresponding set in Jkm(N).
Now let us introduce some auxiliary notations.
Let F : N → N ′ be a map. We will say that L ⊂ N is F -projected if L = F−1(F (L)).
Note that if F is a surjective submersion and L is F -projected submanifold of N then
L′ = F (L) is the submanifold of N ′.
Let N , N ′ be Cr-smooth manifolds, 0 < m < dimN . Let F : N → N ′ be a surjective
submersion of smoothness class Cs, k ≤ s ≤ r.
Definition 3. F -projected jet bundle Jkm,F (N) is the submanifold of J
k
m(N) that con-
sists of k-jets of all m-dimensional F -projected submanifolds of N .
We will write JkF (N) instead of J
k
m,F (N) if the value of m is clear from the context.
There is natural isomorphism between the bundles Jkm,F (N) and F
∗Jkm′(N
′) over N ,
where F ∗Jkm′(N
′) = Jkm′(N
′) ×N ′ N is the pullback of J
k
m′(N
′) by F , dimN − m =
dimN ′ −m′. Therefore we can lift the map F to the map F k : Jkm,F (N) → J
k
m′ (N
′) by
the following natural way. Suppose ϑ ∈ Jkm,F (N).
1. Take an arbitrary F -projected submanifold L of N such that the k-prolongation of
L pass through ϑ (that is k-jet of L over the point pik(ϑ) is ϑ).
5
2. Assign to ϑ the point ϑ′ ∈ Jkm′ (N
′), where ϑ′ is k-jet of the submanifold L′ = F (L)
of N ′ over the point F ◦ pik (ϑ).
Definition 4. Let E ⊂ Jkm(N). Let F : N → N
′ be a smooth surjective submersion. We
say that F is admitted by E if the intersection E ∩ Jkm,F (N) is F
k-projected subset of
Jkm,F (N) (see Fig. 3(a)). Equivalently, E∩J
k
m,F (N) is the pre-image
(
F k
)−1
(E ′) of some
E ′ ⊂ Jkm′(N
′); we say that E ′ is F -projection of E.
E


E ∩ Jkm,F (N)oooo


// // E ′


Jkm(N)
pik
 
Jkm,F (N)oooo

F k // // Jkm′(N
′)
pi′k

N N
F
// // N ′
a
E


E ∩∆oooo


// // E ′


Jkm(N)
pik
 
∆oooo

F˜ // // Jk
′
m′(N
′)
pi′k
′

N N N ′
b
Figure 3: Morphisms of PDE (a) and morphisms of PDE ext (b)
Definition 5. A category of partial differential equations PDE is defined as fol-
lows:
• objects of PDE are pairs (N,E), where N is a smooth manifold, E is a subset of
Jkm (N) for some integer k,m ≥ 1;
• morphisms of PDE with source A = (N,E) are all surjective submersions F : N →
N ′ admitted by E; target of this morphism is (N ′, E ′) where E ′ is F -projection of
E;
• the identity morphism from A is the identity mapping of N , composition of mor-
phisms is composition of appropriate maps.
If F : (N,E)→ (N ′, E ′) is morphism in PDE then F ∗ define the bijection between the
set of all solutions of E ′ and the set of all F k-projected solutions of E.
In [Prokhorova, 1998] we defined the following notion of a map admitted by a pair
of equations: a map F : N → N ′ is admitted by an ordered pair of equations (A,A′),
A = (N,E), A′ = (N ′, E ′) if for any L′ ⊂ N ′ the following two conditions are equivalent:
• L′ is the graph of a solution of E ′,
• F−1(L′) is the graph of a solution of E.
However, we are not happy with this definition; in particular, because it deals only with
global solutions of E. Therefore we now formulate the notion of a map admitted by a
equation in terms of (locally defined) jet bundles.
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Remark 1. Let A = (N,E) be an object of PDE . Then its automorphism group Aut(A)
is the symmetry group for the equation E.
Remark 2. Suppose G is a subgroup of the symmetry group of E such that N/G is a
smooth manifold. Then the natural projection N → N/G define the morphism (N,E)→
(N/G,E/G) in PDE where E/G is the equation describing G-invariant solutions of E.
Therefore, reduction of E by subgroups of Aut(A) defines the part of nontrivial mor-
phisms from A. But the class of all morphisms from A is significantly richer then the
class of morphisms arising from reduction by subgroups of Aut(A). Let Sol(A) be
the set of all solutions of A, that is of all smooth m-dimensional non-vertical integral
manifolds of the Cartan distribution on Jkm(N) contained in E. In general, the subset
F ∗(Sol(A′)) = {F−1(L′) : L′ ∈ Sol(A′)} ⊆ Sol(A) of solutions of A arising from a mor-
phism F : A → A′ can not be represented as a set of solutions that are invariant under
some subgroup of Aut(A). In particular, F ∗(Sol(A′)) can be the set of G-invariant solu-
tions, where G is a transformation group that is not necessarily a symmetry group of E.
Moreover, for a morphism F : A → A′ it may occur that for every nontrivial diffeomor-
phism g of N there exist an element in F ∗(Sol(A′)) that is not g-invariant. More detailed
discussion is given in Section 9; see also [Prokhorova, 2000], [Prokhorova, 2001].
Our approach is conceptually close to the approach developed in [Elkin, 1999] that deals
with control systems. If we set aside the control part and look at this approach relative to
ordinary differential equations, then we get the category of ordinary differential equations,
whose objects are ODE systems of the form x˙ = ξ, x ∈ X , where X is a manifold equipped
with a vector field ξ, and morphism from a system A to a system A′ is a smooth map
F from the phase space X of A to the phase space X ′ of A′ that projected ξ to ξ′. In
other words, F is a morphism if it transforms solutions (phase trajectories) of A to the
solutions of A′: F∗(Sol(A)) = Sol(A
′).
By contrast, we deal with pullbacks of the solutions of the quotient equation A′ to the
solutions of the original equation A. In our approach the number of dependent variables
in the reduced PDE remains the same, while the number of independent0 variables is not
increased. Thus in the approach proposed the quotient object notion is an analogue of
the sub-object notion (in terminology of [Elkin, 1999]) with respect to the information
about the solutions of the given equation; however, it is similar to the quotient object
notion with respect to interrelations between the given and reduced equations.
Note also that described above category of ODE from [Elkin, 1999] is isomorphic to
certain subcategory of PDE . Namely, let us consider the following subcategory PDE1 of
PDE :
• objects of PDE1 are pairs (N,E), where N = X × R, E is a first order linear PDE
of the form Lξu = 1 for unknown function u : X → R, ξ ∈ TX ;
• morphisms of PDE1 are morphisms of PDE of the form (x, u) 7→ (x
′(x), u).
One can easy see that the category of ODE from [Elkin, 1999] is isomorphic to PDE1:
the object Lξu = 1 corresponds to the object x˙ = ξ, and the morphism (x, u) 7→ (x
′(x), u)
corresponds to the morphism x 7→ x′(x).
The category of differential equations was also defined in [Krasil’shchik, 1999] in a
different way: objects are infinite-dimensional manifolds endowed with integrable finite-
dimensional distribution (particularly, infinite prolongations of differential equations), and
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morphisms are smooth maps such that image of the distribution is contained in the dis-
tribution on the image, similarly to morphisms in [Elkin, 1999]. Thus, the category of
differential equations defined in [Krasil’shchik, 1999] is quite different from the category
PDE defined here; one should keep it in mind in order to avoid confusion. The factoriza-
tion of PDE A by a symmetry group described in [Krasil’shchik, 1999] is PDE A′ on the
quotient space that described images of all solutions ofA at the projection to the quotient
space: F∗(Sol(A)) = Sol(A
′). In that approach every factorization of A provides a part of
the information about all the solutions ofA. In our approach factorization of A is such an
equation A′ that the pullbacks of its solutions are solutions of A: F ∗(Sol(A′)) ⊆ Sol(A);
so that from every factorization we obtain the full information about a certain set of the
solutions of the given equation.
Lemma 1. All morphisms in PDE are epimorphisms.
Lemma 2. Suppose (N,E), (N ′, E ′), (N ′′, E ′′) are objects of PDE, F : N → N ′ is a
morphism from (N,E) to (N ′, E ′) in PDE , G : N ′ → N ′′ is surjective submersion. Then
the following two conditions are equivalent (see Fig. 4):
• G is a morphism from (N ′, E ′) to (N ′′, E ′′),
• GF is a morphism from (N,E) to (N ′′, E ′′).
E ∩ JkGF (N)

 ((P
PP
PP
PP
PP
PP
((
(GF )k
 
JkGF (N)

 ((P
PP
PP
PP
PP
PP
((
E ′ ∩ JkG(N
′)

 &&NN
NN
NN
NN
NN
NN
&&
JkF (N)


F k
((PP
PP
PP
PP
PP
P
((
JkG(N
′)


Gk
&&NN
NN
NN
NN
NN
&&
E ′′


Jk(N)
pik

Jk(N ′)
pi′
k
 
Jk(N ′′)
pi′′
k

N
F
// // N ′
G
// // N ′′
Figure 4: Diagram for Lemma 2
4 The extended category PDEext of partial differential
equations
Note that the Cartan distribution Ck(N) on Jkm (N) restricted to J
k
m,F (N) coincides with
the lifting
(
F k
)∗
Ckm′ (N
′) of the Cartan distribution on Jkm′ (N
′),m′ = m−dimN+dimN ′.
8
Taking this into account and using the analogy with higher symmetry group, we replace
Jkm,F (N) to arbitrary submanifold ∆ of J
k
m(N). Thus we obtain the category PDEext
with the same objects as PDE and extended set of morphisms involving transformations
of jets. (This category will not be used in the rest of the paper.)
Definition 6. An extended category of partial differential equations PDEext is
defined as follows:
• objects of PDEext are pairs (N,E), where N is a smooth manifold, E is a subset of
Jkm (N) for some integer k,m ≥ 1;
• morphisms of PDEext from A = (N,E ⊂ J
k
m(N)) to A
′ = (N ′, E ′ ⊂ Jk
′
m′(N
′)) are
all pairs
(
∆, F˜
)
such that ∆ is a smooth submanifold of Jkm(N), F˜ : ∆→ J
k′
m′(N
′) is
a surjective submersion, the Cartan distribution on Jkm (N) restricted to ∆ coincide
with the lifting F˜ ∗Ck
′
m′ (N
′) of the Cartan distribution on Jk
′
m′ (N
′), and E ∩ ∆ =
F˜−1(E ′) (see Fig. 3(b))
• the identity morphism from A is
(
∆ = Jkm(N), F˜ = idN
)
, composition of(
∆ ⊂ Jkm(N), F˜ : ∆→ J
k′
m′(N
′)
)
and
(
∆′ ⊂ J ′k
′
m (N
′), F˜ ′ : ∆′ → Jk
′′
m′′(N
′′)
)
is(
F˜−1(∆′), F˜ ′ ◦ F˜
)
.
For each integral manifold of the Cartan distribution on E ′ its preimage is an integral
manifold of the Cartan distribution on E, so for each solution of E ′ its pullback is some
solution of E.
PDE embeds to PDEext by the following natural way: to the morphisms F : N → N
′
of PDE from the equation of k-th order we assign the morphisms
(
∆, F˜
)
of PDE ext such
that ∆ = Jkm,F (N), F˜ = F
k.
5 Usage of subcategories
We start with review of some basic definitions of category theory [Mac Lane, 1998]. Given
a category C and an objectA of C, one may construct the category (A ↓ C) of objects under
A (this is the particular case of the comma category): objects of (A ↓ C) are morphisms
of C with source A, and morphisms of (A ↓ C) from one such object F : A→ B to another
F ′ : A→ B′ are morphisms G : B→ B′ of C such that F ′ = G ◦ F .
Suppose C is a subcategory of PDE , A is an object of C. Then the category (A ↓ C) of
objects under A describes collection of quotient equations for A and their interconnection
in the framework of C.
To each morphism F : A → B with source A (that is to each object of the comma
category (A ↓ C)) assign the set F ∗(Sol(B)) ⊆ Sol(A) of such solutions of A that “pro-
jected” onto underying space of B (space of dependent and independent variables). We
can identify such morphisms that generated the same sets of solutions ofA, that is identify
isomorphic objects of the comma category (A ↓ C).
Describe the situation more explicitly. An equivalence class of epimorphisms with
source A is called a quotient object of A, where two epimorphisms F : A → B
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and F ′ : A → B′ are equivalent if F ′ = I ◦ F for some isomorphism I : B → B′
[Mac Lane, 1998]. If F : A → B and F ′ : A → B′ are equivalent, then they lead to
the same subsets of the solutions of A: F ∗(Sol(B)) = F ′∗(Sol(B′)). So if we interested
only in the sets of the solutions of A, then all representatives of the same quotient object
have the same rights.
Therefore, the following problems naturally arise:
• to study all morphisms with given source,
• to choose a ”simplest” representative from every equivalence class, or to choose
representative with the simplest target (that is the simplest quotient equation).
In order to deal with these problems, we develop a special-purpose language.
Let us introduce a number of partial orders on the class of all categories to describe
arising situations. First of all, we define a few types of subcategories.
Definition 7. Suppose C is a category, C1 is a subcategory of C.
• C1 is called a wide subcategory of C if all objects of C are objects of C1.
• C1 is called a full subcategory of C if every morphism in C with source and target
from C1 is a morphism in C1.
• We say that C1 is full under isomorphisms in C if every isomorphism in C with
source and target from C1 is an isomorphism in C1.
• We say that C1 is closed in C if every morphism in C with source from C1 is a
morphism in C1. (Note that every subcategory that is closed in C is full in C.)
• We say that C1 is closed under isomorphisms in C if every isomorphism in C
with source from C1 is an isomorphism in C1.
• We say that C1 is dense in C if every object of C is isomorphic in C to an object
of C1.
• We say that C1 is plentiful in C if for every morphism F : A→ B in C, A ∈ ObC1,
there exist an isomorphism I : B→ C in C such that I ◦F ∈ HomC1 (in other words,
for every quotient object of A in C there exist a representative of this quotient object
in C1). Such morphism I ◦ F we call C1-canonical for F .
• We say that C1 is fully dense (fully plentiful) in C if C1 is a full subcategory of
C and C1 is dense (plentiful) in C.
The first two parts of the Definition are standard notions of category theory, but the
notions of the other parts are introduced here for the sake of description of the PDE
structure.
Remark 3. Using the notion of “the category of objects under A”, we can define the
notions of closed subcategory and plentiful subcategory by the following way:
• C1 is closed in C if for each A ∈ ObC1 the category (A ↓ C1) is wide in (A ↓ C).
• C1 is plentiful in C if for each A ∈ ObC1 the category (A ↓ C1) is dense in (A ↓ C).
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Remark 4. C1 is fully dense in C if and only if the embedding functor C1 → C defines an
equivalence of these categories.
Choose some category U , which is big enough to contain all needful for us categories
as it’s subcategories. For our purposes U = PDE will be sufficient.
Define the category U≥ whose objects are subcategories C of U , and a collection
HomU≥ (C1, C2) of morphisms from C1 to C2 is a one-element set if C2 is subcategory of C1
and empty otherwise, so an arrow from C1 to C2 in U≥ means that C2 is the subcategory
of C1. Let U= be the discrete wide subcategory of U≥, that is objects of U= are all sub-
categories C of U , and the only morphisms are identities, so C1 and C2 are connected by
arrow in U= only if C1 = C2.
Definition 8. Suppose C1, C2 are subcategories of U . A subcategory of U , whose objects
are objects of C1 and C2 simultaneously, and whose morphisms are morphisms of C1 and
C2 simultaneously, is called an intersection of C1 and C2 and is denoted by C1 ∩ C2.
In other words, C1 ∩ C2 is the fibered sum of C1 and C2 in U≥.
Lemma 3. Suppose C1 is closed in C, and C2 is (full/closed/dense/plentiful) subcategory
of C; then C1 ∩ C2 is closed in C2 and is (full/closed/dense/plentiful) subcategory of C1.
Now we introduce some graphic designa-
 W Wide 
 F Full 
 FI Full under isomorphisms 
 C Close 
 CI Close under isomorphisms 
 D Dense 
 P Plentiful 
 
Table 1: Basic meta-categories (arrows)
tions for various types of subcategories of
U≥ (see Table 1). These designations will
be used, particularly, for the representation
of the structure of the category of parabolic
equations described below.
We shall use the term “meta-category”
both for the category U≥ and for its sub-
categories defined below to avoid confusion
between U≥ and “ordinary” categories which
are objects of U≥; and we shall use Gothic
script for meta-categories except U≥. One
may view these meta-categories as a partial
orders on the class of all subcategories of
U ; we prefer category terminology here since
this allow us to use category constructions for the interrelations between various partial
orders.
Define W, F, FI, C, CI, D, and P that are wide subcategories of meta-category Ug.
Objects of them are categories, but arrows from C1 to C2 have a different meaning:
• in the meta-category W it mean that C2 is wide subcategory of C1,
• in the meta-category F it means that C2 is full subcategory of C1,
• in the meta-category FI it means that C2 is full under isomorphisms in C1,
• in the meta-category C it means that C2 is closed subcategory of C1,
• in the meta-category CI it means that C2 is closed under isomorphisms in C1,
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• in the meta-category D it means that C2 is dense subcategory of C1,
• in the meta-category P it means that C2 is plentiful subcategory of C1,
We shall denote the intersections of these meta-categories by the concatenations of ap-
propriate letters, for example: FD = F ∩D.
Lemma 4.
• FI ∩P = F ∩P,
• CI ∩P = C,
• F ∩P ∩D = F ∩D.
Interrelations between “basic” meta-categoriesW, F, FI, C, CI, D, P and their intersec-
tions (“composed” meta-categories) are represented on Fig. 5(a). Here an arrow means
the predicate “to be subcategory of”; we shall call it “the meta-arrow”. For example,
meta-arrow from D to W means that W is subcategory of D. In the language of “ordi-
nary” categories this meta-arrow means that the statement “C2 is wide in C1” implies that
C2 is dense in C1. Everywhere on Fig. 5(a) a pair of meta-arrows with the same target
means that this meta-category (target of these meta-arrows) is the intersection of two
“top” meta-categories (sources of these meta-arrows). For example, FD = FP ∩PD.
On Fig. 5(b) the same scheme is represented as on Fig. 5(a), but letter names are
replaced by the arrows of various types.
 
P D FI 
FP PD W 
C FD PW 
a b 
CI 
U≥ 
U =  U =  
Figure 5: Interrelations between basic meta-categories (arrows) and their intersections
Instead of the investigation of all or the simplest morphisms with the given source,
we want to introduce a certain structure in PDE , so that the position of an object in
it gives information on the morphisms from the object and on the kind of the simplest
representatives of equivalence classes of the morphisms. We construct this structure by
means of choosing some subcategories in PDE and connecting them by the arrows from
Fig. 5(b). The part of obtained structure of the category of parabolic equations is shown
on Fig. 6. We use this structure also in Section 8 to investigate nonlinear reaction-diffusion
equation.
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6 The category of parabolic equations
Let us consider the class P (X, T,Ω) of differential operators on a connected smooth
manifold X , dependent on the time t as on parameter, that are of the form
Lu =
∑
i,j
bij(t, x, u)uij +
∑
i,j
cij(t, x, u)uiuj +
∑
i
bi(t, x, u)ui + q(t, x, u),
x ∈ X, t ∈ T, u ∈ Ω
in some neighborhood of each point, in some (and then arbitrary) local coordinates (xi) on
X . Here subscript i denotes partial derivative with respect to xi, quadratic form bij = bji
is positive definite, cij = cji. Both T and Ω may be bounded, semibounded or unbounded
open intervals of R.
Definition 9. The category of parabolic equations of the second order PE is
a subcategory of PDE , whose objects are pairs A = (N,E), N = T × X × Ω, where
X is a connected smooth manifold, T and Ω are open intervals, E is an equation of the
form ut = Lu, L ∈ P (X, T,Ω) (more exactly, E is the extended version of an equation
ut = Lu, that is closed submanifold of J
2
n+1(T ×X × Ω), n = dimX).
Example 1. Let Φk(x), x ∈ R
3−{0} be a spherical harmonic of the k-th order. Then the
map (t, x, u) 7→ (t, |x| , u /Φk(x)) defined the morphism in the category PE from the object
A corresponding to equation ut = ∆u and X = R
3 − {0}, T = Ω = R, to the object A′
corresponding to equation u′t′ = u
′
x′x′ − k (k + 1) x
′−2u′ and X ′ = R+, T
′ = Ω′ = R. One
may assign to the set Sol(A′) of all solutions of the quotient equation the set F ∗(Sol(A′)) of
such solutions of the original equation that may be written in the form u = Φk(x)u
′ (t, |x|).
Example 2. The following example shows that not every endomorphism in PE is an
automorphism. Consider object A, for which X = S1 = R mod 1, T = Ω = R, E : ut =
uxx. Then morphism from A to A defined by the map (t, x, u) 7→ (4t, 2x, u) has no inverse.
Theorem 1. Every morphism in PE is of the form
(t, x, u) 7→ (t′(t), x′ (t, x) , u′(t, x, u)) , (1)
with submersive t′(t), x′(t, x), u′ (t, x, u). Isomorphisms in the category PE are exactly
diffeomorphisms of the form (1).
7 Certain subcategories of PE: classification of the
parabolic equations
Certain parts of the PE structure described below are depicted schematically on Fig. 6.
The full structure is not depicted here in view of its awkwardness.
Let us consider five full subcategories PEk of the category PE , 1 ≤ k ≤ 5, whose
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QPE
QPE
QPE ′′
QPE ′ QPE ′
QPEn′′
1QPE ′
1QPE ′′
1QPE q′′
0QPE ′′
QPEa′′
0QPE a′′
1PE
5PE
3PE4PE
2PE
TPEPE
1TPE
3TPE
5TPE
QPE
QPE
SQPE
QPE ′′
0QPE ′′
QPEa′′
0QPE a′′
SQPE
0SQPE
SQPEa
0SQPE a
SQPEna
AQPE
AQPE
AQPEa
0AQPE
AQPEna
0AQPE a
0c′′QPE
0ca′′QPE
c′′QPE
ca′′QPE
QPE
QPE
SQPE
QPE ′′
1SQPEQPEn′′
0QPE ′′
0QPE n′′
SQPE
SQPEn
0SQPE
0SQPE n SQPEb
AQPE
AQPEn
AQPEna
SQPEnb
SQPEnba
AQPE
1AQPE
EPE
1EPE
EPE
EPEn
naEPE
0naEPE0nbaSQPE 0naAQPE
0nbSQPE
0cn′′QPE 0cnSQPE
0cnaEPE0cnbaSQPE 0cnaAQPE
0cnbSQPE
cn′′QPE
at exp degA Aa∉ ∪  
at ext extexp degA Aa∉ ∪  
Figure 6: The part of the structure of the category of parabolic equations
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objects are equations that can be written locally in the following form:
ut =
∑
i,j
bij(t, x, u) (uij + λ(t, x, u)uiuj) +
∑
i
bi(t, x, u)ui + q(t, x, u) (PE1)
ut = a(t, x, u)
∑
i,j
b¯ij(t, x)uij +
∑
i,j
cij(t, x, u)uiuj +
∑
i
bi(t, x, u)ui + q(t, x, u) (PE2)
ut = a(t, x, u)
∑
i,j
b¯ij(t, x) (uij + λ(t, x, u)uiuj) +
∑
i
bi(t, x, u)ui + q(t, x, u) (PE3)
ut =
∑
i,j
bij(t, x)uij +
∑
i,j
cij(t, x, u)uiuj +
∑
i
bi(t, x, u)ui + q(t, x, u) (PE4)
ut =
∑
i,j
bij(t, x) (uij + λ(t, x, u)uiuj) +
∑
i
bi(t, x, u)ui + q(t, x, u) (PE5)
Remark 5. Everywhere in the paper we use notation of a category equipped with a sub-
script and/or primes for its full subcategory. For example, defined below QPEk, QPE
′
and QPE ′k are full subcategories of QPE .
Remark 6. Note that in equations of the categories PE2 and PE3 a function a is de-
termined up to multiplication by arbitrary function from T × X to R+; moreover, it is
determined only locally. Nevertheless we can lead these equations to the equations of the
same form but with globally defined function a : T × X × Ω → R+. For example, we
can require that conditions a(t, x, u0) ≡ 1 take place, where u0 is arbitrary point of Ω.
Everywhere below we shall assume that function a is globally determined on T ×X × Ω.
Theorem 2.
1. PE1 and PE2 are closed in PE .
2. PE3 = PE1 ∩ PE2 is closed in PE1, in PE2, and in PE .
3. PE4 is closed in PE2 and in PE .
4. PE5 = PE3 ∩ PE4 is closed in PE3, in PE4, and in PE .
Definition 10. Consider wide subcategories T PE , QPE , SQPE , AQPE , and EPE of
PE , whose morphisms are of the following form:
(t, x, u)→


(t, y(t, x), v (t, x, u)) for T PE
(t, y(t, x), ϕ(t, x)u+ ψ(t, x)) for QPE
(t, y(x), ϕ(t, x)u+ ψ(t, x)) for SQPE
(t, y(x), ϕ(x)u+ ψ(x)) for AQPE
(t, y(x), u) for EPE
Denote T PEk = T PE ∩ PEk.
Theorem 3.
1. T PE is wide and plentiful in PE .
2. T PEk is closed in T PE ; it is wide and plentiful in PEk, k = 1..5.
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Definition 11. Define the category of quasilinear parabolic equations QPE . QPE
is the following full subcategory of QPE : objects of QPE are equations of the form
ut =
∑
i,j
bij(t, x, u)uij +
∑
i
bi (t, x, u) ui + q(t, x, u), (QPE)
(in a local coordinates); morphisms of QPE are maps of the form
(t, x, u)→ (t, y(t, x), ϕ(t, x)u+ ψ(t, x)) .
Denote by Anc (M,Ω) the set of continuous positive functions a : M × Ω → R that
satisfies the condition
∀m ∈ M ∃u1, u2 a (m, u1) 6= a (m, u2) . (Anc)
Define full subcategories of QPE , whose objects are equations of the following form:
ut = a(t, x, u)
∑
i,j
b¯ij(t, x)uij +
∑
i
bi(t, x, u)ui + q(t, x, u) (QPE
′)
ut = a(t, x, u)
∑
i,j
b¯ij(t, x)uij +
∑
i
bi(t, x, u)ui + q(t, x, u), a ∈ Anc (T ×X) (QPE
′
n)
ut =
∑
i,j
bij(t, x)uij +
∑
i
bi(t, x, u)ui + q(t, x, u) (QPE
′
1)
ut = a(t, x, u)
(∑
i,j
b¯ij(t, x)uij +
∑
i
b¯i(t, x)ui
)
+
∑
i
ξi(t, x)ui + q(t, x, u) (QPE
′′)
ut = a(t, x, u)
(∑
i,j
b¯ij(t, x)uij +
∑
i
b¯i(t, x)ui
)
+ q(t, x, u) (QPE ′′0)
ut = a(u)
(∑
i,j
b¯ij(t, x)uij +
∑
i
b¯i(t, x)ui
)
+
∑
i
ξi(t, x)ui + q(t, x, u) (QPE
′′
a(a))
ut =
∑
i,j
bij(t, x)uij +
∑
i
bi(t, x)ui + q(t, x, u), (QPE
′′
1)
ut =
∑
i,j
bij(t, x)uij +
∑
i
bi(t, x)ui + q1(t, x)u+ q0(t, x), (QPE
′′
1q)
where a > 0. The family of categories QPE ′′a(a) is parameterized by functions a (·), that
is one assigns the category QPE ′′a(a) to each continuous positive function a : Ω→ R.
Furthermore, consider the full subcategory QPE c of QPE , whose objects are equations
from QPE posed on a compact manifolds X .
Let us introduce the following notation for the intersections of enumerated “basic”
subcategories: for a string σ we set QPEσ = ∩{QPEα : α ∈ σ}, QPE
β
σ = QPEσ∩QPE
β .
Particularly, QPE ′′0n denotes the intersection QPE
′
n ∩QPE
′′
0.
In the same way as in Remark 6, if we impose the condition a(u0) = 1, then we obtain
the global function a(u) for any equation from QPE ′′a(a); such function a(u) does not
depend on the choice of neighborhood in T ×X × Ω and on local coordinates.
Theorem 4.
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1. QPE is closed in QPE and is fully dense in T PE1.
2. QPE c is closed in QPE .
3. QPE ′ = QPE ∩ PE2 = QPE ∩ PE3 is fully dense in T PE3 and is closed in QPE .
4. QPE ′1 = QPE ∩PE5 = QPE
′ ∩PE5 is fully dense in T PE5 and is closed in QPE
′.
5. QPE ′′ is closed in QPE ′.
6. QPE ′′1 = QPE
′′ ∩ PE5 = QPE
′′ ∩ QPE ′1 = QPE
′′
a (1) is closed in QPE
′
1, in QPE
′′,
and in QPE ′′0.
7. QPE ′′1q is closed in QPE
′′
1.
8. QPE ′n is closed in QPE
′.
9. QPE ′′0n is fully plentiful in QPE
′′
n.
10. QPE ′′0c is fully dense in QPE
′′
c .
Let Aexp be the set of functions of the form a(u) = e
λuH(u); let Adeg be the set of
functions of the form a(u) = (u− u0)
λH (ln (u− u0)), where λ, u0 are arbitrary constants
and H (·) is arbitrary nonconstant periodic function.
Theorem 5.
1. If a /∈ Aexp ∪Adeg, then QPE
′′
a(a) is fully plentiful in QPE
′′.
2. QPE ′′0a(a) is fully plentiful in QPE
′′
a(a); if a /∈ Aexp ∪ Adeg, then QPE
′′
0a(a) is fully
plentiful in QPE ′′0.
3. QPE ′′0ca(a) is fully dense in QPE
′′
ca(a).
4. Suppose A is an object of QPE ′′a(a), F : A → B is a morphism in PE such that
there is no object of QPE ′′a(a) isomorphic to B in PE (that is a(·) ∈ Aexp ∪ Adeg).
Then there exist an object of QPE ′′ isomorphic to B such that the composition of
F : A→ B with this isomorphism is of the form
(t, x, u)→
{
(t, y(t, x), u+ ψ(t, x)), a ∈ Aexp
(t, y(t, x), v0 + (u− u0) exp (ψ(t, x))), a ∈ Adeg
In addition, for each t ∈ T, x1, x2 ∈ X with y(t, x1) = y(t, x2) the difference
ψ(t, x2)−ψ(t, x1) is an integral multiple of Hˆ, where Hˆ is the period of function H.
The same assertion holds if we replace QPE ′′a(a) by QPE
′′
0a(a) and replace QPE
′′
by QPE ′′0.
Example 3. Consider the equation
E : ut = (2 + sin u) uxx
of the category QPE ′′0a(f), where X = T = Ω = R, f(u) = 2 + sin u, f ∈ Aexp. It
admits both maps (t, x, u) 7→ (t, x mod 2pi, u) and (t, x, u) 7→ (t, x mod 2pi, u+ x). In both
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cases Y = S1. In the first case the quotient equation is of the form vt = (2 + sin v) vyy
and is an object of QPE ′′0a(f). In the second case the quotient equation is of the form
vt = (2 + sin(v + y)) vyy; it is the object of QPE
′′
0, but is not isomorphic to any object of
QPE ′′0a(f).
Definition 12. The category of semi-autonomous quasilinear parabolic equa-
tions SQPE is the intersection SQPE ∩ QPE ′′. In other words, SQPE is the full
subcategory of SQPE and the wide subcategory of QPE ′′, whose objects are equations of
the form
ut = a(t, x, u)
(∑
i,j
b¯ij(t, x)uij +
∑
i
b¯i(t, x)ui
)
+
∑
i
ξi(t, x)ui + q(t, x, u), (SQPE)
and morphisms are maps of the form (t, x, u) 7→ (t, y(x), ϕ(t, x)u+ ψ(t, x)).
Define the following full subcategories of SQPE : SQPEσ = SQPE ∩ QPE
′′
σ; SQPE b
is the category, whose objects are equations of the form
ut = a(t, x, u)
(∑
i,j
b¯ij(x)uij +
∑
i
b¯i(t, x)ui
)
+
∑
i
ξi(t, x)ui + q(t, x, u). (SQPE b)
Theorem 6.
1. SQPE is closed in SQPE .
2. SQPE0 = SQPE ∩ QPE
′′
0, SQPEn = SQPE ∩ QPE
′′
n, and SQPE b are closed in
SQPE .
3. SQPE0n coincides with QPE
′′
0n; it is closed in SQPE0 and in SQPEn.
4. SQPE1 = SQPE ∩ QPE
′′
1 = SQPEa (1) is closed in SQPE0.
5. If a /∈ Aexp ∪Adeg, then SQPE a(a) is fully plentiful in SQPE .
Definition 13. The category of autonomous quasilinear parabolic equations
AQPE is the full subcategory of AQPE , each object of AQPE is an equation of the form
ut = a(x, u) (∆u+ η∇u) + ξ∇u+ q(x, u) (AQPE)
posed on a Riemann manifold X equipped with vector fields ξ, η.
Define the following full subcategories of AQPE: AQPEσ = AQPE ∩QPE
′′
σ is the cate-
gory, whose objects are equations of the form
ut = a(x, u) (∆u+ η∇u) + ξ∇u+ q(x, u), a ∈ Anc(X), (AQPEn)
ut = a(x, u)(∆u+ η∇u) + q(x, u), (AQPE0)
ut = a(u)(∆u+ η∇u) + ξ∇u+ q(x, u), (AQPEa(a))
ut = ∆u+ ξ∇u+ q(x, u). (AQPE1)
Theorem 7.
1. AQPE is closed in AQPE .
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2. AQPEn is closed in AQPE and full in SQPE bn.
3. AQPE0 and AQPE1 are closed in AQPE .
4. If a (·) /∈ Aexp ∪ Adeg, then AQPEa(a) is fully plentiful in AQPE .
5. AQPEna(a) is closed in SQPEna(a).
Definition 14. Define the following full subcategories of the category EPE (its morphisms
are a maps of the form (t, x, u) 7→ (t, y(x), u)):
EPE = EPE ∩ AQPE ,
EPEσ = EPE ∩ AQPEσ,
EPEa(a) = EPE ∩ AQPEa(a).
Theorem 8.
1. EPE is closed in EPE and wide in AQPE .
2. EPEn, EPE0, EPE1, and EPEa(a) are closed in EPE.
3. If a /∈ Aextexp ∪A
ext
deg, then EPEa(a) coincides with AQPEa(a).
Here Aextexp is the set of functions a(u) of the form a(u) = e
λuH(u), Aextdeg is the set of
functions of the form a(u) = (u− u0)
λH (ln (u− u0)), λ, u0 are arbitrary constants, H(·)
is arbitrary periodic function (that is Aexp ⊂ A
ext
exp, Adeg ⊂ A
ext
deg).
 
QPE ′′
QPEn′′
0QPE n′′
0SQPE n 0EPE na0SQPE nba
0AQPE na0SQPE nbQPE
QPE ′1TPE
PE TPE
Figure 7: The sequence of arrows from PE to EPE0na(a)
Let us consider the sequence depicted on Fig. 7. Selecting the “weakest” arrow in this
sequence, we obtain the following result.
Corollary 1.
1. If a /∈ Aexp ∪ Adeg, a 6= const, then AQPE0a(a) is fully plentiful in T PE and
plentiful in PE .
2. If a /∈ Aextexp ∪A
ext
deg, a 6= const, then EPE0a(a) is fully plentiful in T PE and plentiful
in PE .
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8 Factorization of the reaction-diffusion equation
Let us consider a nonlinear reaction-diffusion equation
ut = a(u) (∆u+ η∇u) + q(x, u),
a 6= const, posed on a Riemann manifold X equipped with a vector field ξ. This equation
defines the object A of the category EPE0na(a). Using Corollary 1, we get the following
result:
Corollary 2.
1. If a /∈ Aexp ∪ Adeg, then for every morphism F : A → B of the category PE there
exist isomorphism I : B → B′ of the form (1) (in other words, bijective change of
variables in the quotient equation), transforming F to the canonical morphism of
the form
(t, x, u)→
{
(t, y(x), ϕ(x)u+ ψ(x)) at a /∈ Aexp ∪Adeg;
(t, y(x), u) at a /∈ Aextexp ∪A
ext
deg.
(2)
The corresponding canonical quotient equation B′ posed on the Riemann manifold
Y is of the form
vt = a(v) (∆v +H∇v) +Q (y, v) , y ∈ Y, H ∈ TY (3)
with the same function a.
2. If a morphism F : A→ B of the category T PE transforms A to an equation of the
form (3), then F is of the form (2).
9 Comparison with the reduction by a symmetry
group
As Remark 2 shows, our definition of morphism in PDE is a generalization of the reduction
by a symmetry group. So we could obtain the sets of solutions being more common than
the sets of group-invariant solutions of group analysis of PDE (though our approach is
more laborious owing to the non-linearity of the system of PDE describing a morphisms).
In what follows we show this on the example of a primitive morphism.
Definition 15. A morphism F : A→ B of a category C is called a reducible in C if in
C there are exists non-invertible morphisms G : A→ C, H : C→ B such that F = H ◦G.
Otherwise, a morphism is called primitive in C.
Note that the reduction of PDE by a symmetry group defines a primitive morphism if
and only if the group has no proper subgroups, i.e. the group is a discrete cyclic group of
prime order. The reduction by any symmetry group that is not a discrete cyclic group of
prime order may be always represented as a superposition of two nontrivial reductions,
so the corresponding morphism is a superposition of two non-invertible morphisms and
20
therefore is reducible. In particular, this situation takes place for any nontrivial connected
Lie group.
However, the situation for morphisms is completely different. Even a morphism that
decreases the number of independent variables by 2 or more may be primitive; below we
present an example of such a morphism. However, in the Lie group analysis we always
have one-parameter subgroups of a symmetry group, so the morphism, corresponding to
a symmetry group, is always reducible.
Example 4. Consider the following morphism F : A→ B in PE :
• A is heat equation ut = a(u)∆u posed on X = {(x, y, z, w) : z < w} ⊂ R
4 equipped
with the metric
gij =


1 0 0 0
0 γ α β
0 α 1 0
0 β 0 1

 ,
where α = xew, β = xez, γ = 1 + α2 + β2, a /∈ Aexp ∪Adeg. In the coordinate form
A looks as
a−1(u)ut = uxx + uyy − 2αuyz − 2βuyw +
(
1 + α2
)
uzz+
+2αβuzw +
(
1 + β2
)
uww + (αβ)w uz + (αβ)z uw.
• B is heat equation a−1(u)ut = uxx + uyy posed on Y = {(x, y)} = R
2 equipped with
Euclidean metric.
• The morphism F is defined by the map (t, (x, y, z, w), u) 7→ (t, (x, y), u).
This morphism decreases the number of independent variables by 2 and nevertheless is
primitive in PE .
Additional examples of morphisms that are not defined by any symmetry group of the
given PDE, and also a detailed investigation of the case dimY = dimX−1, may be found
in [Prokhorova, 2000], [Prokhorova, 2001].
10 Proofs
Proof of Theorem 1
Passing from the equation ut = Lu to the equation in the extended jet bundle for unknown
submanifold L ⊂ X × T ×Ω locally defined by the formula f (t, x, u) = 0, and expressing
the derivatives of u by the corresponding derivatives of f , we obtain the following extended
version of the equation E:
ftf
2
u =
∑
i,j
bij
(
fijf
2
u − (fiufj + fjufi) fu + fifjfuu
)
−
∑
i,j
cijfifjfu +
∑
i
bifif
2
u − qf
3
u (4)
Suppose F : A → A′ is a morphism in PE , N ′ = X ′ × T ′ × Ω′, E ′ is defined by the
equation
u′ =
∑
i′,j′
Bi
′j′ (t′, x′, u′) u′i′j′+
∑
i′,j′
C i
′j′ (t′, x′, u′) u′i′u
′
j′+
∑
i′
Bi
′
(t′, x′, u′) u′i′+Q (t
′, x′, u′) .
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Consider the extended analog of the last equation:
f ′t′f
′2
u′ =
∑
i′,j′
Bi
′j′
(
f ′i′j′f
′2
u′ −
(
f ′i′u′f
′
j′ + f
′
j′u′f
′
i′
)
f ′u′ + f
′
i′f
′
j′f
′
u′u′
)
−
−
∑
i′,j′
C i
′j′f ′i′f
′
j′f
′
u′ +
∑
i′
Bi
′
f ′i′f
′2
u′ −Qf
′3
u′ , (5)
where the equation f ′ (t′, x′, u′) = 0 locally defines a submanifold L′ of N ′.
Recall that F : (t, x, u) 7→ (t′, x′, u′) is morphism in PE if and only if for each point
ϑ ∈ N and for each submanifold L′ of N ′, F (ϑ) ∈ L′, the following two conditions are
equivalent:
• the 2-jet of L′ at the point F (ϑ) satisfies (5)
• the 2-jet of F−1 (L′) at the point ϑ satisfies (4).
In other words, conditions “f ′ is solution of (5)” and “f is solution of (4)” must be
equivalent when
f (t, x, u) = f ′ (t′ (t, x, u) , x′ (t, x, u) , u′ (t, x, u)) .
To find all such maps we use the following procedure:
1. Express derivatives of f in (4) through derivatives of f ′:
∂f
∂t
=
∂f ′
∂t′
∂t′
∂t
+
∂f ′
∂x′i
′
∂x′i
′
∂t
+
∂f ′
∂u′
∂u′
∂t
and so on.
2. In the obtained identity substitute the combinations of the derivatives of f ′ for
∂f ′/∂t′ by formula (5). Then repeat this step for ∂2f ′/∂t′2 in order to eliminate
all derivatives with respect to t′. After reducing to common denominator, obtained
identity will be of the form Φ = 0, where Φ is rational function of partial derivatives
of f ′ with respect to x′ and u′. The coefficients φ1, . . . , φs of Φ are functions of 4-jet
of the map F .
3. Solve the system of PDEs φ1 = 0, . . . , φs = 0 for the map F .
Let us realize this procedure. Note that we shall not write out function Φ completely,
but consider only some of its coefficients. We shall use the obtained information about F
in order to simplify Φ step by step in the following manner.
First note that derivatives of the forth order arise only in the term ∂2f ′/∂t′2 when we
fulfill step 2 of the above procedure. Write this term before the final realization of step 2
for the sake of simplicity:
Φ =
∑
i,j
bij
(
t′it
′
jf
2
u − t
′
it
′
ufjfu − t
′
jt
′
ufifu + t
′2
ufifj
) ∂2f ′
∂t′2
+ . . . =
=
∑
i,j
bij (t′ifu − t
′
ufi) (t
′
jfu − t
′
ufj)
∂2f ′
∂t′2
+ . . .
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The coefficient at ∂2f ′/∂t′2 must be zero, and the quadratic form bij is positive defined.
We get t′ifu = t
′
ufi, so
t′i (f
′
t′t
′
u + f
′
x′x
′
u + f
′
u′u
′
u) = t
′
u (f
′
t′t
′
i + f
′
x′x
′
i + f
′
u′u
′
i)
(here and below we use notations
f ′i′ =
∂f ′
∂x′i′
, f ′x′x
′
u =
∑
j′
f ′j′x
′j
′
u
and so on). Hence we obtain the following system of equations:{
t′uu
′
i = u
′
ut
′
i
t′ux
′
i = x
′
ut
′
i
(6)
One of the following three conditions holds:
1. t′u = 0, t
′
x = 0;
2. t′u = 0, t
′
x 6= 0;
3. t′u 6= 0.
In the second case u′u = x
′
u = 0. Taking into account equality t
′
u = 0, we obtain a
desired contradiction to the assumption that F is a submersion.
In the third case we get from (6) t′x = ωt
′
u, u
′
x = ωu
′
u, x
′i
′
x = ωx
′i
′
u , where ω = t
′
x/t
′
u ∈
Γ (pi∗T ∗X), pi : N = T ×X×Ω→ X is the natural projection, pi∗T ∗X is the vector bundle
over N induced by pi from the cotangent bundle T ∗X over X , ω =
∑
i ωi(t, x, u)dx
i in
local coordinates. This implies that fx = ωfu. Substituting last formula to (4), we get
ft = fu
[∑
i,j
bij
(
∂ωi
∂xj
− ωj
∂ωi
∂u
)
−
∑
i,j
cijωiωj +
∑
i
biωi − q
]
.
Denote by ζ (t, x, u) the expression in square brackets. Then ft = ζfu. Expressing deriva-
tives of f in terms of derivatives of f ′, we get t′t = ζt
′
u, x
′
t = ζx
′
u, u
′
t = ζu
′
u. Consider
the field of hyperplanes that kill the 1-form dt′ in the tangent bundle TM (recall that
t′u 6= 0, so dt
′ is nondegenerated). The differential of the map F vanishes on these hyper-
planes, because du′ ∧ dt′ = dx′i
′
∧ dt′ = 0. Therefore rang(dF ) ≤ 1 and F could not be
submersive, because dimN ′ ≥ 3.
Finally, only the first case is possible. Hence t′ is a function of t, and f ′t′ could appear
only in the representation of ft. Let us look at the terms of Φ, containing (f
′
u′)
−2:
Φ =
∑
i′,j′,k′,l′
t′tx
′i
′
ux
′j
′
uB
′k
′l′
f ′i′f
′
j′f
′
k′f
′
l′f
′
u′u′ (f
′
u′)
−2
+ . . . .
Substitution of any covector ω =
∑
i′ ωi′dx
′i
′
∈ Γ (T ∗X ′) to the expression
∑
i′,j′,k′,l′
t′tx
′i
′
ux
′j
′
uB
′k
′l′
ωi′ωj′ωk′ωl′ = t
′
t
(∑
i′
x′
i′
uωi′
)2(∑
k′,l′
B′
k′l′
ωk′ωl′
)
should give zero. The form B′k
′l′ is positively defined so
∑
k′,l′ B
′k
′l′ωk′ωl′ > 0 when ω 6= 0.
Taking into account that F is submersive, we obtain t′t 6= 0, so
∑
i′ x
′i
′
uωi′ = 0 for any ω,
that is x′u ≡ 0. Hence x
′ = x′ (t, x), t′ = t′ (t).
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Proof of Theorem 2
The map (t, x, u) 7→ (τ(t), y (t, x) , v(t, x, u)) is a morphism in PE if and only if

τtB
kl =
∑
i,j
bijyki y
l
j
τtC
kl = (lnUv)v B
kl + Uv
∑
i,j
cijyki y
l
j
τtB
k =
∑
i,j
bijykij + 2
∑
i,j
bij (lnUv)j y
k
i + 2
∑
i,j
cijUjy
k
i +
∑
i
biyki − y
k
t
τtQ = U
−1
v
(∑
i,j
bijUij +
∑
i,j
cijUiUj +
∑
i
biUi + q(t, x, U)− Ut
)
(7)
where function u = U (t, x, v) is the inverse of the v (t, x, u). The quotient equation is
written as vτ =
∑
k,lB
klvkl +
∑
k,lC
klvkvl +
∑
k B
kvk + Q. Here and below indexes i, j
relate to x, indexes k, l relate to y.
By definition, all PEk are full subcategories of PE .
1. Let us prove that PE1 is closed in PE . Suppose A ∈ ObPE1 , F : A→ B is a morphism
in PE . Then cij = λ(t, x, u)bij. From the second equation of system (7) we get
Ckl (τ, y, v) = Bkl (τ, y, v)
[
τ−1t (lnUv)v + λ (t, x, u)Uv
]
.
The quadratic form Bkl is nondegenerated at any point (τ, y, v), so expression in square
brackets is function of (τ, y, v): τ−1t (lnUv)v + λ(t, x, u)Uv = Λ (τ, y, v), and C
kl (τ, y, v) =
Λ (τ, y, v)Bkl(τ, y, v). Thus B ∈ ObPE1 .
Let us show that PE2 is closed in PE . Suppose A ∈ ObPE2 , F : A→ B is a morphism
in PE . Then bij = a(t, x, u)b¯ij(t, x). Using the first equation of the system (7), we receive
τtB
kl = a(t, x, u)
(∑
i,j
b¯ijyki y
l
j
)
(t,x)
.
Taking into account that the quadratic form Bkl is nondegenerated, we obtain that B11 6=
0 everywhere. From the equality
Bkl
B11
(τ, y, v) =
∑
i,j b¯
ijyki y
l
j∑
i,j b¯
ijy1i y
1
j
(t, x)
we receive that this fraction is function of (t, y). Thus
Bkl(τ, y, v) = A(τ, y, v)B¯kl (τ, y)
for A (τ, y, v) = B11 (τ, y, v) and some functions B¯kl(t, y). Therefore, B ∈ ObPE2 .
2. PE3 = PE1 ∩ PE2 is closed in PE , in PE1, and in PE2, because PE1 and PE2 are
closed in PE .
3. Suppose A ∈ ObPE4 and F : A→ B is a morphism of PE . From the first equation of
(7) we obtain that Bkl (τ, y, v) is independent of v. Hence Bkl = Bkl (τ, y), PE4 is closed
in PE , so it is closed in PE2 too.
4. Since PE3 and PE4 are closed in PE , we obtain that PE5 = PE3 ∩ PE4 is closed in
PE , PE3 and PE4.
24
Proof of Theorem 3
1. By definition, T PE is wide in PE .
Suppose F : A→ B is a morphism in PE . By Theorem 1, the function τ(t) is nondegener-
ated, so we could consider the inverse function t (τ). The map (τ, y, v)→ (t (τ) , y, v) is an
isomorphism in PE . Note that superposition of F with this isomorphism is a morphism
in T PE . Therefore T PE is plentiful in PE .
2. T PEk is closed in PE , and T PE is wide and plentiful in PE . Thus T PEk = PEk∩T PE
is closed in T PE and also it is wide and plentiful in PEk.
Proof of Theorem 4
Using the system (7), we obtain that the map (t, x, u)→ (t, y, ϕu+ ψ) is a morphism in
QPE if and only if

Bkl =
∑
i,j
bijyki y
l
j
Bk =
∑
i,j
bijykij + 2
∑
i,j
bij (ln ϕ¯)j y
k
i +
∑
i
biyki − y
k
t
Qϕ¯ =
(∑
i,j
bijϕ¯ij +
∑
i
biϕ¯i − ϕ¯t
)
v +
(∑
i,j
bijψ¯ij +
∑
i
biψ¯i − ψ¯t
)
+ q
(
t, x, ϕ¯v + ψ¯
)
,
(8)
where ϕ¯ = ϕ−1, ψ¯ = −ϕ−1ψ, so U = ϕ¯v + ψ¯. By definition, all subcategories of QPE
considered in the Theorem are full subcategories of QPE .
1a. If cij = 0 and v is linear in u, then Ckl = 0. By the second equation of the system
(7), it follows that QPE is closed in QPE .
1b. Let F : A→ B, (t, x, u) 7→ (t, y (t, x) , v(t, x, u)) be a morphism in T PE1, and A,B ∈
ObQPE . Using the second equation of the system (7), we get (lnUv)v B
kl = Ckl = 0. It
follows that U is linear in v, v is linear in u, F is a morphism in QPE , and QPE is full
in T PE .
1c. Suppose A ∈ ObT PE1 . Fix u0 ∈ ΩA and consider the map F : (t, x, u) 7→
(t, x, v(t, x, u)),
v(t, x, u) =
u∫
u0
exp

 ξ∫
u0
λ (t, x, ς) dς

 dξ.
F define the isomorphism in T PE1 from A to B with
C ij = (lnUv)v b
ij + Uvλb
ij = v−1u (λ− (ln vu)u) = 0.
Therefore every object of T PE1 is isomorphic in T PE1 to some object of QPE , and QPE
is full in T PE1.
2. The image of a compact under a continuous map is compact. The surjectivity of the
map completes the proof.
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3. T PE3 is closed in PE1, QPE is fully dense in PE1.
4. T PE5 is closed in T PE3, and QPE
′ is fully dense in T PE3. Equality QPE
′
1 =
T PE5 ∩ QPE
′ concludes the proof.
5. Let A ∈ ObQPE′′ , and F : A→ B be a morphism in QPE
′. From the first equation of
the system (8) we obtain
a(t, x, u) = A(t, y, v)a¯(t, x), (9)
where a¯(t, x) = B11 (t, y (t, x))
/(∑
i,j b
ij(t, x)y1i y
1
j (t, x)
)
.
From the second equation of (8) we obtain
Bk(t, y, v) = A(t, y, v)ωk (t, x) + µk(t, x), (10)
where
ωk(t, x) = a¯
(∑
i,j
b¯ijykij + 2
∑
i,j
b¯ij (ln ϕ¯)j y
k
i +
∑
i
b¯iyki
)
, µk(t, x) =
∑
i
ξiyki − y
k
t .
Further we need the following statement.
Lemma 5 (about the extension of a function). Suppose M , N are Cr-manifolds, 1 ≤ r ≤
∞, F : M → N is a surjective Cr-submersion, µ : M → R is a Cs-function, 0 ≤ s ≤ r (if
s = 0 then µ is continuous). Take
N0 =
{
n ∈ N : µ|F−1(n) = const
}
,
M0 = F
−1 (N0) = {m ∈M : ∀m
′ ∈M [F (m′) = F (m)]⇒ [µ (m′) = µ (m)]} ,
F0 = F |M0, µ0 = µ|M0, and define the function ν0 : N0 → R by the formula ν0F0 = µ0
(see Fig. 8(a)). Then ν0 can be extended from N0 to the entire manifold N so that the
extended function ν : N → R will have class Cs of smoothness (see Fig. 8(b); both diagrams
Fig. 8(a, b) are commutative).
M0


µ0
  A
AA
AA
AA
A
F0 // N0


ν0
~~}}
}}
}}
}}
R
M
µ
==||||||||
F // // N
a
M0


µ0
  A
AA
AA
AA
A
F0 // N0


ν0
~~}}
}}
}}
}}
R
M
µ
==||||||||
N
ν
``AAAAAAAA
b
Figure 8: The extension of a function
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Proof of Lemma 5
Take an open covering {Vi : i ∈ I} of N such that for every Vi there exist a C
r-smooth
section pi : Vi →M over Vi, F ◦pi = id|Vi (such a covering exists, because F is submersive
and surjective). There exist a Cr-partition of unity {λi} that is subordinated to {Vi}
[Hirsch, 1976]. Define the functions
νi (n) =
{
λi (n)µ (pi (n)) , n ∈ Vi
0, n /∈ Vi
.
Then ν (n) =
∑
i∈I
νi (n) is the desired function.
Proof of Theorem 4 (continuation)
Fix k. In the notations and assumption of Lemma 5, let us replace the map F by
(t, x) 7→ (t, y(t, x)) and the continuous function µ by µk(t, x). We obtain that there exists
a continuous function νk (t, y) such that for each (t0, y0) if µ
k(t, x) is constant on the
pre-image of (t0, y0) with respect to the map (t, x) 7→ (t, y(t, x)) then ν
k (t0, y0) coincides
with this constant. Denote
B¯k(t, y, v) =
(
Bk(t, y, v)− νk(t, y)
)
/A(t, y, v) . (11)
Let us consider the following two cases for every point (t0, y0).
Case 1: A (t0, y0, v) is independent of v. Using (10), we obtain that B
k (t0, y0, v) is inde-
pendent of v; and using (11) that B¯k is independent of v.
Case 2: For given (t0, y0) the set {A (t0, y0, v) : v ∈ Ω} contains more then one element.
Using (10), we obtain that the restriction of µk (t0, x) to the pre-image of the point
(t0, y0) is constant. Then µ
k (t0, x) = ν
k (t0, y0) on this pre-image, and B¯
k = ωk(t, x) is
independent of v in this case too.
Therefore, Bk(t, y, v) = A(t, y, v)B¯k(t, y) + νk(t, y). So, the equation B is of the form
vt = A(t, y, v)
(∑
k,l
B¯kl(t, y)vkl +
∑
k
B¯k(t, y)vk
)
+
∑
k
νk(t, y)vk +Q(t, y, v),
and B is the object of QPE ′′.
For F to be a morphism in QPE ′′, it is necessary and sufficient to have

a(t, x, u) = A(t, y, v)a¯(t, x)
B¯kl(t, y) = a¯
∑
i,j
b¯ijyki y
l
j(t, x)
ykt + Ξ
k −
∑
i
ξiyki = a(t, x, u)
(∑
i,j
b¯ijykij + 2
∑
i,j
b¯ij (ln ϕ¯)j y
k
i +
∑
i
b¯iyki − B
k/a¯
)
Qϕ¯ =
(∑
i,j
ab¯ijϕ¯ij +
∑
i
(
ab¯i + ξi
)
ϕ¯i − ϕ¯t
)
v+
+
(∑
i,j
ab¯ij ψ¯ij +
∑
i
(
ab¯i + ξi
)
ψ¯i − ψ¯t
)
+ q
(
t, x, ϕ¯v + ψ¯
)
(12)
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6. QPE ′′1 is closed in QPE
′′ and in QPE ′1, because QPE
′′ and QPE ′1 are closed in QPE
′.
QPE ′′1 is closed in QPE
′′
0, because QPE
′′
0 is the subcategory of QPE
′′.
7. Suppose A ∈ ObQPE ′′
1q
, F : A → B is a morphism in QPE ′′1. From the third equation
of (8) we get
Q(t, y, v) =
=
(∑
i,j
bijϕ¯ij +
∑
i
biϕ¯i + q1(t, x)− ϕ¯t
)
ϕ¯−1v +
(∑
i,j
bijψ¯ij +
∑
i
biψ¯i + q0(t, x)− ψ¯t
)
ϕ¯−1 =
= Q1(t, x)v +Q0(t, x),
so Q1, Q0 are functions of (t, y), and B ∈ ObQPE ′′
1q
. Thus QPE ′′1q is closed in QPE
′′
1.
8. Suppose A ∈ ObQPE′n , F : A→ B is a morphism in QPE
′. For given (t0, y0) let us fix
arbitrary x0 such that y (t0, x0) = y0. Using ϕ¯ 6= 0 and a ∈ Anc (T ×X), from (9) we get
A (t0, y0, v) = a
(
t0, x0, ϕ¯ (t0, x0) v + ψ¯ (t0, x0)
)
a¯ (t0, x0) 6= const.
Finally, we obtain A ∈ Anc (T × Y ), and B ∈ ObQPE ′n, so QPE
′
n is closed in QPE
′.
9. Suppose A ∈ ObQPE′′
0n
, B ∈ ObQPE ′′n. Substituting ξi = 0 in the third equation of (12),
we get
ykt + Ξ
k(t, y) = a(t, x, u)
(∑
i,j
b¯ijykij + 2
∑
i,j
b¯ij (ln ϕ¯)j y
k
i +
∑
i
b¯iyki − B
k/a¯
)
(t, x).
Since a ∈ Anc(T ×X), and left hand side is independent of u, it follows that both sides
of this equality vanishes, and
ykt = −Ξ
k(t, y) (13)
The function y(t, x) satisfies the ordinary differential equation (13) with smooth right
hand side, so for any t, t′ an equality y(t, x1) = y(t, x2) implies that y(t
′, x1) = y(t
′, x2).
Let 1-parameter transformation group gs : T × Y → T × Y be given by (t, y(t, x)) 7→
(t+s, y(t+s, x)). This group is correctly defined when T = R; otherwise transformations gs
are partially defined, nevertheless reasoning below remains correct after small refinement.
For every s the composition gsg−s is identity, so gs is bijective. {gs} is a flow map of
the smooth vector field ∂t −
∑
k Ξ
k(t, y)∂yk , so transformations {gs} are smooth by both
t and y.
Define the map z(t, y) by the equality g−t(t, y) = (0, z(t, y)). Then the map G : T ×
Y → T × Y , (t, y) 7→ (t, z(t, y)) is the isomorphism in QPE ′′ such that for every x, t
z(t, y(t, x)) = z(0, y(0, x)). Therefore G ◦ F ∈ HomQPE ′′
0
.
10. Let A be an object of QPE ′′c . Consider the solution y : T ×X → X of the linear PDE
∂yk /∂t =
∑
i ξ
i(t, x)∂yk /∂xi (the solution exists in light of the compactness of X). The
isomorphism (t, x, u) 7→ (t, y(t, x), u) maps A to some object of QPE ′′0. Thus QPE
′′
0c is
closed in QPE ′′c .
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Proof of Theorem 5
If a 6= const, then QPE ′′0a(a) is fully plentiful in QPE
′′
a(a) thanks to the part 9 of Theorem
4.
If a = const, then QPE ′′a(a) coincides with QPE
′′
1, which is closed in QPE
′′ by the
Theorem 4. So QPE ′′a(a) is fully plentiful in QPE
′′.
Suppose now that a 6= const, A ∈ ObQPE ′′a(a), and F : A→ B is a morphism in QPE
′′.
Consider the equation (9) as functional one:
a
(
ϕ¯(t, x)v + ψ¯ (t, x)
)
= A(t, y, v)a¯(t, x). (14)
Let us consider the following three cases.
Case 1. a(u) = Heλu, λ,H = const, λ 6= 0. Substituting the formula for a to (14), we
get λϕ¯(t, x)v− lnA(t, y, v) =
(
ln a¯− λψ¯ − lnH
)
. The right hand side of the equality is a
function of (t, x), so ϕ¯ = ϕ¯(t, y), and the isomorphism (t, y, v) 7→ (t, y, ϕ¯(t, y)v) maps B
to some object of QPE ′′a(a).
Case 2. a(u) = H (u− u0)
λ, λ,H, u0 = const, λ 6= 0. Substituting the formula for a to
(14), we get
(
v + ϕ¯−1(t, x)
(
ψ¯(t, x)− u0
))λ
= A(t, y, v)H−1ϕ¯−λa¯(t, x).
Thus ϕ¯−1
(
ψ¯ − u0
)
= q(t, y) for some function q, and the object B maps by the isomor-
phism (t, y, v) 7→ (t, y, v + q(t, y) + u0) to some object of QPE
′′
a(a).
Case 3. Suppose now that a(u) is neither Heλu nor H (u− u0)
λ. Denote x¯ = (t, x),
y¯ = (t, y), α = ln a. Fix a point y¯0 and take Z = {x¯ : y¯ (x¯) = y¯0} ⊂ T × X . Using
(14), we obtain that ∀x¯0, x¯1 ∈ Z α
(
ϕ¯1z + ψ¯1
)
−α
(
ϕ¯0z + ψ¯0
)
is independent of v, where
ϕ¯i = ϕ¯ (x¯i), ψ¯i = ψ¯ (x¯i)). Consider additive subgroup G = G (y¯0) of R generated by the
set {ln ϕ¯ (x¯)− ln ϕ¯ (x¯0) : x¯ ∈ Z}.
Consider the following two subcases.
Case 3.1. G 6= {0}.
Put Hˆ1 = ln ϕ¯1 − ln ϕ¯0 ∈ G − {0}, u0 =
(
ψ¯0 − ψ¯1
)
/(ϕ¯1 − ϕ¯0). Substituting v =(
w + u0 − ψ¯0
)
/ϕ¯0 , for any w we have α
(
eHˆ1w + u0
)
− α (w + u0) = c = const. Con-
sider the function β (x) = α (ex + u0). Using β
(
x+ Hˆ1
)
= β(x) + c, we obtain that the
function β (x)− λx is Hˆ1-periodic, where λ = c/Hˆ1. Then
a(u) = (u− u0)
λH (ln (u− u0)) ,
where H is Hˆ1-periodic, H 6= const, because case “H = const” was already considered.
Let Hˆ > 0 be the smallest positive period of H . For all x¯ ∈ Z the number ln ϕ¯ (x¯)− ln ϕ¯0
is a multiple of Hˆ , so for any y¯0 we have ϕ¯ (x¯) ∈
{
ϕ¯0 exp
(
kHˆ
)
: k ∈ Z
}
. Note that Hˆ is
independent of y¯0, because a(u) is independent of y¯0.
Case 3.2. G = {0}, that is ϕ¯|Z ≡ ϕ¯0 = const. Now we have the following two subsubcases:
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Case 3.2.a. ψ¯
∣∣
Z
6= const, that is ∃x¯0, x¯1 ∈ Z : ψ¯ (x¯1) − ψ¯ (x¯0) = Hˆ1 6= 0. Then
α
(
u+ Hˆ1
)
− α(u) = const. By the same token as in case 3.1 we get a(u) = H(u)eλu,
where λ = const, H is a periodic function with the smallest period Hˆ > 0. Note that such
representation of a(u) is unique. Substituting this to (14), we obtain that ∀y¯ ∀x¯0, x¯1 ∈ Zy¯
the number ψ¯ (x¯1)− ψ¯ (x¯0) is a multiple of Hˆ.
Case 3.2.b. ψ¯
∣∣
Z
= const for given y¯0. We already considered thes cases a(u) = H(u)e
λu
and a(u) = (u− u0)
λH (ln (u− u0)), so we can assume without loss of generality that a is
not of this form. Then at every y¯0 we have ψ¯
∣∣
Z
= const, ϕ¯ = ϕ¯ (y¯), and ψ¯ = ψ¯ (y¯). Thus
the isomorphism (t, y, v)→
(
t, y, ϕ¯(t, y)v + ψ¯ (t, y)
)
maps B to some object of QPE ′′a (a).
The proof of the full density of QPE ′′0ca(a) in QPE
′′
ca (a) is similar to the proof of part
10 in Theorem 4.
Proof of Theorem 6
1. QPE ′′ is closed in QPE , and SQPE is the subcategory of QPE . Therefore SQPE is
closed in SQPE .
2. SQPEn is closed in SQPE for the same reason as in Part 1 of this Theorem. This
implies that SQPEn is closed in SQPE .
Suppose A is an object of SQPE0, F : A → B is a morphism in SQPE . Then
Bk(t, y, v) = A(t, y, v)ωk(t, x), where ωk is defined as in (10). Hence ωk is a function of
(t, y), and B is a object of SQPE0.
Suppose A is an object of SQPE b, F : A→ B is a morphism in SQPE . From the first
equation of (8) we obtain that
B¯kl
B¯11
(t, y) =
∑
i,j b¯
ijyki y
l
j∑
i,j b¯
ijy1i y
1
j
(x).
The right hand side is independent of t, so it is a function of y; denote this function by
B¯′kl(y). Then AB¯kl = A′(t, y, v)B¯′kl(y), where A′ = AB11. It follows that B is an object
of SQPE b, and SQPE b is closed in SQPE .
3. Let us recall that SQPE0n is closed inQPE
′′
0n. So it suffices to prove that any morphism
in QPE ′′0n is also a morphism in SQPE0n. Suppose F : A→ B is a morphism in QPE
′′
0n.
Then ykt (t, x) = A(t, y, v)ω
k(t, x), where
ωk = −B¯k + a¯
(∑
i,j
b¯ijykij + 2
∑
i,j
b¯ij (ln ϕ¯)j y
k
i +
∑
i,j
b¯iyki
)
.
Since the left hand side of this equality is independent of v and A ∈ Anc(Y ), we conclude
that ωk = 0. Thus F is a morphism in SQPE0n. Finally, SQPE0n = QPE
′′
0n, is closed in
QPE ′′0 and is fully dense in QPE
′′
n.
4. QPE ′′1 is closed in QPE , so SQPE1 is closed in SQPE and, consequently, is closed in
SQPE0.
5. The proof is similar to the proof of part 1 of Theorem 5.
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Proof of Theorem 7
From (8)-(9) and the fact that SQPE b is closed in SQPE it follows that the map
(t, x, u) 7→ (t, y, ϕu+ ψ) is a morphism in SQPE with the source from AQPE if and
only if the following conditions are satisfied:

A(t, y, v) =a(x, u)a¯(t, x)
B¯kl(y) =a¯(t, x)∇yk∇yl
Bk(t, y, v) =A(t, y, v)B¯k(t, y) + Ck(t, y) =
=a(x, u)
(
∆yk + (η + 2∇ (ln ϕ¯))∇yk
)
+ ξ∇yk
Qϕ¯ = (a (∆ϕ¯+ η∇ϕ¯) + ξ∇ϕ¯− ϕ¯t) v+
+
(
a
(
∆ψ¯ + η∇ψ¯
)
+ ξ∇ψ¯ − ψ¯t
)
+ q
(
t, x, ϕ¯v + ψ¯
)
(15)
1. Suppose F : A → B is a morphism in AQPE , A is an object of AQPE . From the
second equation of the system (15) it follows that a¯ = a¯(x). Using the first equation of
(15) and taking into account the independence of ϕ¯, ψ¯ on t, we get the independence of
A = A (y, v) on t. It follows from the third equation of (15) that Bk is independent of
t, and Bk(y, v) = A(y, v)B¯k(t, y) + Ck (t, y). From this formula, by the same token as
in proof of part 4 of Theorem 4 we obtain existing of functions Hk(y), Ξk(y) such that
Bk = A(y, v)Hk(y) + Ξk(y). Substituting u = ϕ¯(x)v + ψ¯(x) in the last equation of (15),
we obtain that Q is independent of t. This implies that target B of the morphism F is of
the form
vt = A(y, v)
(∑
k,l
B¯kl(y)vkl +
∑
k
Hk(y)vk
)
+
∑
k
Ξk(y)vk +Q(y, v).
We received this form of B only locally. Neverytheless we can lead it to the equation of the
same form but with globally defined function A(y, v), for example by the way described
in Remark 6. Then quadratic form B¯kl is defined on the whole manifold Y , so we can
equip Y with Riemann metric B¯kl and finally get B ∈ ObAQPE .
2. AQPEn = AQPE ∩ SQPEn is closed in AQPE , because SQPEn is closed in SQPE .
Let F : A→ B be a morphism in SQPE bn, and both source and target of F are objects
of AQPEn. Then a¯ is independent of t, and
a
(
x, ϕ¯(t, x)v + ψ¯ (t, x)
)
= A (y(x), v) a¯(x). (16)
Let x = x0. Suppose that the set
{(
ϕ¯ (t, x0) , ψ¯ (t, x0)
)}
have more than one element, and
consider the intervals
I (v) =
{(
ϕ¯ (t, x0) v + ψ¯ (t, x0)
)
: t ∈ TA
}
⊆ R.
Then a (x0, u) is constant on any interval u ∈ I (v), because the right hand side of (16) is
independent of t. Note that I (v) is a continuous function of v in the Hausdorff metric,
and ∀t ϕ¯ (t, x0) 6= 0. If at any v the interval I (v) does not collapses into a point,
then a (x0, u) is constant on
⋃
I (v). But this contradicts to the condition a ∈ Anc (X).
Therefore I (v0) degenerate into the point at some v0: ϕ¯ (t, x0) v0 + ψ¯ (t, x0) ≡ u0, and
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ϕ¯v + ψ¯ = ϕ¯ (t, x0) (v − v0) + u0. By the assumption, card
{(
ϕ¯ (t, x0) , ψ¯ (t, x0)
)}
> 1, so
the set {ϕ¯ (t, x0)} is nondegenerated interval. Therefore, a (x0, u) is constant on the sets
{u < u0} and {u > u0}. But this contradicts to the condition a ∈ Anc(X) and continuity
of a. This contradiction shows that for each x0 the functions ϕ¯, ψ¯ are independent of
t. Consequently F is a morphism in AQPE , and AQPEn is the full subcategory of
SQPE bn.
3. AQPE0 and AQPE1 are closed in AQPE , because SQPE0 and SQPE1 are closed in
SQPE .
4. If a /∈ Aexp ∪ Adeg, then AQPEa(a) is plentiful in AQPE by the same arguments as
used in the proof of part 1 of Theorem 5, after replacement of x¯, y¯ to x, y respectively.
5. Let F : A→ B be a morphism in SQPEna(a), A be an object of AQPEna(a). Then
a
(
ϕ¯(t, x)v + ψ¯(t, x)
)
= A(v)a¯(x).
As we proved in part 2, ϕ¯, ψ¯ are independent of t, F is a morphism in AQPE , and
B ∈ ObAQPE ∩ObSQPEna(a) = ObAQPEna(a). Since AQPEna(a) is full in AQPEn, we see
that F is a morphism in AQPEna(a).
Proof of Theorem 8
1. EPE is closed in EPE , because AQPE is closed in AQPE .
2. EPEn, EPE0, EPE1 are closed in EPE , because AQPEn, AQPE0, AQPE1 are closed
in AQPE .
Suppose F : A → B is a morphism in EPE , and A ∈ ObEPEa(a). Then the first
equation of (8) is of the form A(y, u)B¯kl(y) = a(u)∇yk∇yl. Hence ∇yk∇yl = gkl(y)
for some functions gkl. For B¯kl = gkl(y) we get A(y, u) = a(u). So A is the object of
EPEa(a), and EPEa(a) is closed in EPE .
3. The proof is similar to the proof of Theorem 4.
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