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Abstract
Visual speech recognition aims to identify the sequence of
phonemes from continuous speech. Unlike the traditional
approach of using 2D image feature extraction methods to
derive features of each video frame separately, this paper
proposes a new approach using a 3D (spatio-temporal)
Discrete Cosine Transform to extract features of each feasi-
ble sub-sequence of an input video which are subsequently
classified individually using Support Vector Machines and
combined to find the most likely phoneme sequence using
a tailor-made Hidden Markov Model. The algorithm is
trained and tested on the VidTimit database to recognise
sequences of phonemes as well as visemes (visual speech
units). Furthermore, the system is extended with the
training on phoneme or viseme pairs (biphones) to coun-
teract the human speech ambiguity of co-articulation. The
test set accuracy for the recognition of phoneme sequences
is 20%, and the accuracy of viseme sequences is 39%. Both
results improve the best values reported in other papers
by approximately 2%. The contribution of the result is
three-fold: Firstly, this paper is the first to show that
3D feature extraction methods can be applied to continu-
ous sequence recognition tasks despite the unknown start
positions and durations of each phoneme. Secondly, the
result confirms that 3D feature extraction methods im-
prove the accuracy compared to 2D features extraction
methods. Thirdly, the paper is the first to specifically
compare an otherwise identical method with and without
using biphones, verifying that the usage of biphones has a
positive impact on the result.
∗toni@heidenreich89.de
1 Introduction
People who claim to have the ability to know what
others say by just watching their mouth movements
have always enthralled onlookers. However, few hu-
man beings seem to be able to reach high recognition
rates [38]. This acclaimed challenge of the task gives
a clear motivation to achieve comparable results with
a computer algorithm. Although researchers started
to investigate artificial lip-reading as early as 1984
[44], it continues to be of high research interest with
many improvements in recent years as big datasets
become available and computers provide increasingly
fast computation and sufficiently large working mem-
ory. In the research context, the area is now known by
different names including lip reading, speech reading
and visual speech recognition. Given possible appli-
cation areas, like support systems for deaf people or
security and surveillance systems, improvements in
the recognition rates of visual speech reading systems
are desirable. Parts of lip-reading systems can also be
useful for biometrical speaker identification, language
identification, or linguistic studies about the features
of human speech.
Traditionally, 2-dimensional feature extraction
methods are used to derive features of each video
frame which are then combined with a Hidden Markov
Model (HMM) to obtain the most likely phoneme se-
quence. They suffer from a lack of features reflecting
information of the entire time series due to the prob-
lem of not knowing the exact start positions and du-
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rations of each phoneme in advance. In contrast, this
paper suggests a new method for extracting 3D fea-
tures from video sequences which allows to recognise
the spoken sounds better than comparable previous
methods in the literature.
The following Section 2 will explore relevant litera-
ture regarding the topic and will outline the rationale
for the proposed method based on the existing work.
Sections 3 will then describe our approach in more
detail, starting with the mouth area segmentation,
followed by the feature extraction approach and the
classification method. Section 4 details the conducted
experimental work and Section 5 evaluates the re-
sults. Finally, Section 6 provides a conclusion by
summarising the achievements of the paper and show-
ing possible areas of applications and improvement.
2 Related Research
Visual speech recognition requires knowledge and in-
sight into the different areas contributing to successful
implementations. Firstly, we need a basic understand-
ing of human speech and its associated ambiguities
and problems. Secondly, we will decide on the units of
speech to be used for the experimental work. Thirdly,
we review available mouth area segmentation tech-
niques which pre-process the input aiming to find the
lip shape or mouth area. Fourthly, we will examine
possible extractable features which allow the differ-
entiation between different units of speech. Finally,
the section outlines applicable classifiers which can
be trained and applied under the given circumstances
to recognise an unknown speech sequence. In the
course of presenting this related work, we outline the
rationale for the proposed method.
2.1 Human Speech Ambiguities
Of the many different units of speech which can be
produced by humans, only some are used in each
language. Sets of indistinguishable units of speech
are called allophones and together they constitute
a phoneme, the minimal unit of speech that makes
a perceived difference for speakers of a language [3].
Moreover, the effects of co-articulation introduce an-
other level of fuzziness. Co-articulation is the change
of phones depending on the context. For example,
in British English ’that boy’ is often pronounced as
[Dap bAI] instead of [Dat bAI], changing the /t/ for a
/p/ in anticipation of the following /b/ (ibid., p. 176).
One way to overcome this problem in recognition tasks
is to use biphones or triphones (pairs or triplets of
consecutive phonemes) which have a more distinct
and unique pronunciation pattern [2, 60]. Yet another
complication is that mouth movements and perceived
sounds are not synchronised. Movements usually start
before the actual sound and may end after the sound
with an empirically measured average offset of about
40 ms [49].
Based on the described human speech ambigui-
ties, we decided to counteract the audio-video time
shift and the co-articulation effect by reverse-shifting
the training data and by using biphones respectively.
Both countermeasures can be easily incorporated, yet
they have been neglected by many authors of visual
speech recognition methods.
2.2 Units of Speech
Looking at the visual recognisable pose of the mouth,
we can cluster all possible poses not distinguishable
from another to visemes (similar to phonemes as clus-
ters of indistinguishable units of speech). Different
mappings from phonemes to visemes have been pro-
posed based on linguistic analysis [22, 41]. However,
there is no generally accepted mapping. In the context
of visual speech recognition, some authors tried to cre-
ate their own mappings based on automatic clustering
of visual appearances of phonemes [36, 18, 59] or by
clustering the appearances to elemental visemes with-
out a clear mapping to phonemes [55]. Recent com-
parative studies showed that linguistic-based visemes
have higher recognition rates on new test datasets [5].
In order to prevent an unnecessary restriction of
our method, we will train and test the system using
English phonemes and the corresponding visemes of
the linguistic-based Jeffers mapping [22].
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2.3 Mouth area segmentation
Methods aiming at segmenting the lip shape, bound-
ary or mouth area from the images of the input video
can be divided in two main types: region-based and
model-based approaches. Region-based approaches
try to find the mouth area only and use a rectangu-
lar box or ellipse around the mouth as segmentation
output. Model-based approaches try to fit a certain
shape model of the mouth to the data which results in
finding the outer and/or inner boundary of the lips.
Region-based methods can be further divided into
three techniques: colour thresholding, colour cluster-
ing, and learned classifiers. Thresholding methods
[19, 4] use a colour channel of the picture to define
thresholds over/under which pixels are considered as
potential lip pixels. The largest connected area with
potential lip pixels is then taken as the mouth. Clus-
tering approaches also try to separate lip pixels from
skin pixels based on colour, but use clustering tech-
niques like k-means to aggregate the colours in the
image to similar clusters. All pixels in the cluster with
a mean colour closest to some given ideal lip colour
are considered to be lip pixels [20, 17]. The third
method is to manually label some regions in pictures
as mouths in order to train a classifier that finds likely
mouth regions in a picture automatically [11, 43, 6].
All three approaches to region-based segmentation
produce results of comparable quality and are able to
find the correct mouth area in most cases. Reasons
for failure often include too small colour differences
between skin and lip areas or other areas of the image
that resemble the lip colour more closely than the
lips themselves. For some authors, this segmentation
is only a preprocessing to a subsequent model-based
segmentation allowing to restrict the search area to a
small image patch [56, 20].
Similarly, model-based approaches can be subdi-
vided into three categories. Firstly: gradient-based
approaches, secondly: active contour models (ACM)
and thirdly: active shape and appearance models
(ASM and AAM). Gradient-based approaches try to
use image colour values and especially their gradients
along horizontal and vertical lines to detect key points
of the lips at maxima/minima or other statistically
relevant positions of these values [26, 33, 30]. These
key points are then used to fit polynomial functions
between them as an approximated lip boundary. The
second approach (ACM) utilises the gradient infor-
mation as well by trying to improve the boundary
iteratively from a starting position till it converges
to the actual lip boundary. The iterative changes are
driven by ‘external forces’ which move the contour
towards areas with high gradients and ‘internal forces’
which try to maintain a smooth curve. This method
was, e.g., used by [50, 31]. However, ACMs are very
susceptible to the configuration parameters and the
initial position. Hence, this method often converges to
other boundaries which are not part of the lips. Some
authors successfully combined the pure gradient-based
estimations with ACMs achieving much better and
more reliable results [13, 53]. A third approach to
model-based segmentation of lips is again based on
a learning process [39, 8, 37]. Shape or appearance
models of the whole face or the mouth area only (con-
sisting of points and connections in-between) have
been fitted to pictures manually. From this training
data, few principal components of possible shapes or
appearances can be extracted by Principal Component
Analysis (PCA) which reduces the dimensionality of
the search problem to a few parameters. Search tech-
niques for global minimisation can then be applied to
find the best model parameters for an image.
Independent of the applied segmentation method,
the mouth position or lip boundary can be tracked in
the consecutive video frames instead of being recalcu-
lated each time. A number of different tracking pro-
cedures have been used, including the Lukas-Kanade
algorithm [56, 13, 25] which averages small changes in
the proximity or probability-based tracking methods
like Kalman Filters [26] or Particle Filters [23] which
assign probabilities to different movements. Some
refined the tracking results with the methods used in
the original segmentation process [13, 23, 50].
Since the proposed method entirely relies on pixel-
based features, region-based mouth area segmentation
should be sufficient for our case. However the sus-
ceptibility to small colour differences between skin
and lip areas is reason to reject these approaches. On
the other hand, model-based segmentation techniques
take more information into account than just pixel
colours. Therefore, they tend to produce more reli-
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able matches than region-based segmentations. Con-
sequently, our method is using a slimmed version of
a model-based approach to find the correct mouth
area, discarding any additional shape information
which is not required afterwards. Thereby, we com-
bine the robustness of the model-based approaches
with the simplicity of the region-based output. More-
over, our approach applies a probabilistic tracking
method which takes information of the entire video
sequence into account and not just from the respective
previous picture.
2.4 Feature Extraction
In order to distinguish different phonemes or words
from another, effective features need to be extracted
from the input data. The available methods can
be divided in those which use one video frame at
a time only and those which use the entire video
working in the spatio-temporal feature space including
information about the change over time.
The first type of features is usually obtained by
reducing the dimensionality of the image data. One
common method is the Principal Component Analysis
(PCA) which projects the data on the most important
eigenvectors in the feature space [9, 29, 5]. A second
method is to use the two-dimensional Discrete Cosine
Transform (2D-DCT) which transforms the pixel data
in a weighted sum of cosine functions of different
wavelengths. The low frequency weights describe the
most important information in the image and are
therefore used as features [32, 1, 42]. The 2D-DCT
is often combined with a subsequent PCA to find
the most important frequencies automatically [47, 12].
Other applied dimensionality reduction methods are,
for example, a Gabor Wavelet Transform converting
the data in a weighted sum of Gabor functions [54]
or learned binary patterns which are selections of
few pixels thresholded to binary values and taken as
feature vector. Multiple different binary patterns were
used to achieve an improved result [40].
Another possibility to extract features from the
segmented mouth area is based on the shape and
boundary of the lips. These are usually reduced to a
number of key points or contour points. From them,
statistical features like coordinates, widths, heights,
ratios, areas, or perimeters can be extracted [21, 27].
Additionally, statistical features of the inner-mouth
pixel data can be used like the area of dark pixels or
the number of teeth or tongue pixels [16, 52]. Features
of this category show equal performance on the sub-
sequent classification process as pixel-based features.
Most of the previously mentioned papers try to
overcome the problem of not using temporal features
by adding the first and second derivative of the ex-
tracted 2D-features in the video as additional feature
sets. This adds information reflecting the change over
time. However, this information still only shows as-
pects of one specific point in time and not aspects of a
whole time series. Real spatiotemporal features have
been used rarely due to the problem of not knowing
the lengths of the speech units in continuous speech
sequences. Phonemes can have very different lengths
(even the same phoneme can be pronounced in dif-
ferent lengths) making it difficult to extract features
from time series if the length of these series is not
known a priori. Hence, these features have only been
applied to cases in which words or phrases have been
segmented already and only need to be recognised.
Some authors use a three-dimensional Discrete Cosine
Transform (3D-DCT) to extract the most important
frequencies in space and time [45, 34]. Another ap-
proach is to use a 3D version of the already mentioned
binary templates as a learned selection of pixels in
3D-space which reflect different properties of the time
series. A histogram of the number of occurrences of
different binary templates can be used as a feature
vector [61].
As far as known, nobody tried to use 3D features
for general continuous recognition tasks based on
phonemes yet, mainly due to the unknown speech
unit lengths making it unclear which period of time
to use for feature calculation. However, knowing that
3D features tend to perform better than 2D features
on the same phrase recognition task [40], it is likely
that 3D features will improve the overall accuracy on
continuous recognition tasks as well. To overcome the
problem of not knowing the sub-sequence positions
and durations, our method calculates the features
and the classification for each feasible sub-sequence.
The 3D-DCT is our method of choice as it is easy
to implement and the 2D-DCT is also one of the
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best methods to extract 2D features for continuous
recognition tasks.
2.5 Classifiers
The traditional classifiers take a pre-specified number
of features and output the most likely class the input
belongs to. Due to the continuous nature of speech
sequences with varying lengths, these methods can
only be applied in cases in which whole sequences
(isolated words or phrases) shall be recognised. Exam-
ples include the usage of Artificial Neural Networks
[52], Support Vector Machines (SVM) [61], Linear Dis-
criminant Analysis [10], k-Nearest-Neighbour [16] and
template matching [1]. However, in most cases the
authors aim to cope with continuous patterns whose
durations are not known a priori. Therefore, they use
probabilistic models which can track the probability of
being in a specific state over time, allowing to extract
the most likely sequence of states (e.g. phonemes)
over a time series (like a video). The most prominent
example of this type of classifier is a Hidden Markov
Model (HMM) which has been used by most authors
[28, 8, 37, 5].
Our approach is exploiting the flexibility and easy
prevention of over-fitting which is provided by a SVM.
However, the classified sub-sequences need to be com-
bined to find the most likely continuous phoneme se-
quence. This task is accomplished with a tailor-made
HMM which models the possible transitions and uses
the SVM classification output as observations.
3 Methodology and Design
The algorithm can be divided into three major steps:
Preprocessing, feature extraction and speech unit clas-
sification. The preprocessing includes the preparation
of the video, the search for the mouth area in each
image and the extraction of a Region of Interest (ROI)
which comprises the normalised mouth area only. The
second major step consists of the extraction of 3D
features from the ROI for each possible sub-sequence.
Finally, in the last major step, probabilities of being
a specific phoneme are assigned to each sub-sequence
and these probabilities are combined to calculate the
most likely continuous series of phonemes. The al-
gorithmic data flow is pictured in figure 1 showing
the major steps and their respective sub procedures
with the input and output data of each step. Each of
the major steps will be examined individually in the
following subsections.
3.1 Mouth Area Segmentation
In the first stage of the algorithm, we aim to take
the raw video input data and reduce that data to a
ROI which only contains the required mouth area.
Moreover, we want to ensure that the pre-processed
output is consistent, does not contain outliers, and
is normalised in such a way that the output is scale,
location and rotation invariant to the input.
In summary, our proposed method consists of the
following steps:
1. Input preparation by resizing all images to a
standard size, finding the face symmetry line,
and rotating and cropping the images based in
this symmetry line.
2. Detection of the mouth area by applying a search
technique that locates the inner lower lip on the
symmetry line. Left and right mouth corner
points are estimated based on the inner mouth
gray-value gradient.
3. All mouth corner points are used to normalise
the input to a ROI which is rotation, scale and
location invariant.
Each of these steps is completed for the entire video
sequence before continuing with the next step. The
following paragraphs will describe the design of each
part of the algorithm in detail.
In the first part, the input data is the raw video
consisting of 25 frames per second in which each frame
is an image in the RGB colour space. To simplify
the following lip and mouth detection, the images
should have a standard size and they should be rotated
and cropped such that the symmetry line of the face
is exactly vertical and central in each image. This
preparation helps as it limits the lip search area to the
symmetry line and the gradient information necessary
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Figure 1: Data flow of proposed method showing intermediate steps with their respective inputs and outputs.
for the detection of the lips is most reliable if the face
has a clear upright orientation.
To find the symmetry line in the first frame of the
video sequence, an image pyramid of the image is
created in which each new image is 75% the size of
the previous one. The pyramid is computed till the
width of the image is less than 20 pixels. Starting
from the smallest image, possible symmetry lines are
tested with a range of rotation angles and column
indices. The quality of a symmetry line is evaluated by
calculating the sum of squared differences of the pixel
values on the left and the right side of the symmetry
line. The best line which minimises the cost function
is used as starting point in the next larger image. In
each image of the pyramid the rotation angle is allowed
to change by ±1° and the symmetry line column by up
to ±2 pixel. The cost function is always evaluated on
5 pixel columns on either side of the line. In the first
image, the central column and a rotation angle of 0° is
assumed. Using this recursive method, the symmetry
line converges to its actual position in the original
image without the need to test a large range of values
for the angle and the position in the original image.
Figure 2: Illustrated example of the symmetry line
extraction algorithm. The figure shows 8 levels of
the image pyramid. The left hand image in each pair
shows the down-sampled image and the respective
symmetry line that minimises the cost function in
this image. The right hand image in each pair shows
the remaining search area in the original image that
corresponds to the line in the down-sampled image.
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Moreover, the method ensures that the symmetry
condition is minimised on multiple scales preventing
the line from converging on the eyes or between one
eye and the nose as it would occasionally happen when
the symmetry is computed in the original image only.
For all subsequent images in the video, the position
and angle of the symmetry line in the previous image
is used as a starting point to find the new symmetry
line directly in the full-size image. Again, the line
is allowed to change by ±1° and ±2 pixel from one
frame to the next. An example of the process to find
the symmetry line in the first image is shown in figure
2.
As further preparation, the image is cropped to ±50
pixel on either side of the symmetry line to reduce
the amount of data. Moreover, a grey-level picture
(or luminance picture) is calculated in which the min-
imum and maximum grey-value is mapped to 0 and
1 in order to enhance differences in the image. Ad-
ditionally, the colour U ∗ lum is calculated for each
image by multiplying U , which is the second colour in
the CIE L*U*V* colour space, with lum, the value of
the previously created luminance image. Both colours
are needed for the next steps in the lip segmentation
process.
The second major step of the preprocessing is to
find the lips and mouth corner points that allow the
subsequent extraction of the ROI. In [53], the authors
propose different colour gradients which highlight spe-
cific parts of the lips. Exploratory tests showed that
the gradient of U ∗ lum for the inner lower lip is more
reliable and more unambiguously than the gradients
for other lip boundaries. As the full boundaries of the
lips are not needed for the extraction of the ROI, our
algorithm restricts its search to the inner lower lip
using this gradient which should have its maximum at
the lip boundary. To get a fast and easy estimation
of possible intersections of the symmetry line with
the inner lower lip boundary, we can compute the
gradient in each image for the symmetry lines only.
Figure 3a shows that the gradient along the symmetry
line peaks at this position in an example picture.
Assuming equal priors for the initial position of the
inner lower lip and having estimations of the likeli-
hood for each position in the following images, we
can apply a HMM to find the most likely sequence of
(a) Inner lower lip
detection
(b) Mouth corner point
detection
Figure 3: Exemplary graphs for the inner lower lip
and mouth corner detection. Figure (a) shows the
cropped input with the symmetry line in red and the
gradient graph of U ∗ lum along this symmetry line
having a peak at the inner lower lip. Figure (b) shows
the mouth area with the ‘darkest line’ highlighted
in red and the gradient of the smoothed luminance
values along this line. The minimum gradient in the
left part and the maximum gradient in the right part
correspond to the mouth corner points.
positions at which the symmetry line and the inner
lower lip boundary intersect. Each line index is a
possible hidden state of the HMM. The observation
probabilities are directly based on the gradient values
in each image which are normalised to the range of
0 to 1. The transition probabilities try to model the
assumption that the position of the intersection does
not change significantly from one frame to the next.
Therefore, the HMM uses the function values of a nor-
mal distribution function with a standard deviation of
8 pixels as transition probabilities. The Viterbi algo-
rithm [57] calculates the most likely sequence taking
every included piece of information into account.
A similar approach is used to find the left and right
mouth corner points from there. Based on the find-
ings of [13] and [53], we know that the mouth corner
points lay on the ‘minimal luminance line’ between
the upper and lower lip and the corners can be deter-
mined approximately by the gradient of the luminance
values along this line. This ‘minimal luminance line’
is not straight but follows the current shape of the
mouth. It is constructed by starting with the darkest
point just above the inner lower lip boundary on the
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symmetry line (in a range of -8 to +4 pixels from
the inner lower lip) and extending the line to either
side by adding pixels in the next column and ±1 row
until the line has a total length of 81 pixels. Figure
3b shows an example of a ‘minimal luminance line’
together with the luminance gradient along this line
highlighting the left and right mouth corner. Both
authors in the mentioned papers claim that this gradi-
ent is not accurate enough to recognise the transition
from skin to inner mouth. However, using the same
trick of applying a HMM to take all information from
all video frames into account, we can reliably and
consistently find the mouth corner points as well. The
initial probabilities for each corner position are all 1
assuming equal priors and the transition probabilities
are again based on a normal distribution function with
a standard deviation of 2 pixels. The gradient values
of the luminance colour normalised to the range of
0 to 1 are taken as observation probabilities. The
combination of the gradient information and the re-
striction to small changes between images ensures a
robust detection of the mouth corner points.
The last major step of the preprocessing is to ex-
tract the ROI based on the mouth corners. The aim
for the final output is a video sequence which only
shows the mouth area, with the same image size for
each frame and the condition that the video is aligned
in such a way that only actual lip movements remain
in the video and all other movements are not visible
any more. This is achieved by rotating the image
such that the connecting line between both moth
corners is horizontal and central in the image. To
resize the image, we will not force the corner point
to constant positions in the video as this would elimi-
nate all horizontal mouth width changes. Instead, we
use the maximum mouth width (based on the corner
points) to calculate a constant scaling factor for the
entire sequence. By aligning the central points of the
connecting line between the mouth corners we never-
theless ensure an output that only includes actual lip
movements and no additional head movements under
the assumption that the distance of the face to the
camera roughly stays the same. Figure 4 shows an
example of the ROI output for a video sequence.
All in all, after cropping, rotating, and resizing the
image we get a normalised input for the next step in
Figure 4: ROI output of a video sequence showing the
first 15 frames of the normalised Region of Interest
with yellow dots indicating the three keypoints used
to find the ROI (left and right mouth corner, and
intersection of inner lower lip with symmetry line).
which all interfering effects like face or mouth rotation,
or changing positions have been removed. The process
also includes a robust outlier prevention mechanism
by applying HMMs. In the end, the result is rotation,
position and illumination invariant to the input and
also scale invariant in certain ranges that are still
covered by the manually assigned parameters of the
process.
3.2 Spatiotemporal Feature Extrac-
tion
The heart of the proposed method is its second major
step which aims at extracting features which can be
used for the subsequent classification of the uttered
speech units. The feature extraction algorithm itself
stays the same whether phoneme, visemes or other
speech units are used, solely the resulting trained
model of the classifier is different. Since the actual du-
ration and start time of each speech unit is unknown,
the feature extraction and classification is executed
for each eligible sub-sequence. The deduction of the
most likely sequence using the classification results
will be part of the third and final step. The suggested
method applies a 3D-DCT on each input sequence
to extract a set of features based on the amplitudes
of the most important frequencies in each direction.
Another important property of our approach is that it
tries to evade the major ambiguities of human speech,
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co-articulation and audio-visual time shift, by using
time-shifted input features and by not only trying
to recognise phonemes, but also pairs of consecutive
phonemes (biphones) which are more unambiguously
and distinct from one another.
Before conducting the 3D-DCT the input video se-
quence is reduced to one colour, is time-shifted by a
time difference ∆t and the video sequence mean of
each pixel in the frames is subtracted. The 3D-DCT
works on one data value per pixel only, hence the
reduction to one colour. There are various options for
the colour including the Red, Blue or Green colour
channel of the RGB input, the grey-value, or other
colour combinations which have been used for lip de-
tection purposes and are therefore likely to perform
well in this context too. Moreover, the audio-video
time shift which exists in videos of human speech
can be counteracted by shifting the input in the op-
posite direction. Additionally, the between-sequence
variance tends to be larger than the within-sequence
variance which is the more important information as
it resembles the actual lip movements. In order to
diminish the effect of the between-sequence variance,
we subtract the mean colour values of each pixel in
the entire sequence. Hence, the remaining values only
show positive or negative variations on the average
mouth position. These three preparations are illus-
trated in the first step of figure 5.
Subsequently, all eligible sub-sequences are ex-
tracted. This is necessary since the classifier does
not know the positions and durations of the speech
units in advance and therefore needs to test all avail-
able options. The sub-sequences are obtained from
each start position and for all durations between a
minimal and maximal allowed duration. The min-
imum is always 40ms for phonemes or visemes, or
80ms for biphones, based on the minimum duration
of phonemes in the training database. The maximum
is a parameter that needs to be determined.
As further normalisation, each sub-sequence is in-
terpolated to a constant length l. This ensures that
the 3D-DCT features in time dimension are approx-
imately equal for all samples of the same phoneme
independent of the sample duration. However, this re-
moves the information about the sub-sequence length
which is an important clue since some phonemes tend
to be spoken much faster than others. Hence, the
sequence length will be added later as additional fea-
ture value. The extraction of the sub-sequences and
the normalisation of each sub-sequence to a uniform
length is illustrated in figure 5 as well.
After the mentioned normalisation and preparation
steps, the subsequent 3D-DCT produces values whose
main source of variation is the phoneme they are
generated from. Similar to the triangular mask which
is often used to extract the most important frequency
amplitudes from 2D-DCT images [5], a pyramid mask
is used to obtain the amplitudes of the low frequency
cosine waves in all directions which contain the essence
of the video sequence.
The resulting feature vector is extended by the
length l of the sub-sequence to include this knowledge
as it was previously removed from the data. The
3D-DCT output, the pyramid extraction mask and
the final feature vector are shown in figure 5 too.
The whole process depends on a set of parameters
which need to be determined with experimental tests.
These parameters are the audio-visual time shift, the
colour to be used for feature extraction, the length
of this uniform duration and the size of the pyramid
feature extraction mask.
3.3 Speech Unit Classification
The remaining task of our proposed method is to
classify the features of each sub-sequence and use
the probabilities given by the classifier to determine
the most likely continuous sequence of phonemes or
visemes.
The sub-sequence classification is done with a multi-
class SVM. Before these feature vectors can be classi-
fied by the SVMs, they need be standardised again to
ensure all values fall approximately within the range
of −1 to 1 which is a necessary precondition for a
SVM to work well. All feature vectors are therefore
subtracted by the mean and divided by the standard
deviation of all feature vectors obtained from the
entire training data set. These mean and standard
deviation values are part of the trained model and
are reused for each new unseen feature vector. SVMs
are trained for each required output class (phonemes,
visemes, biphones, etc.) using all features vectors of
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Figure 5: Illustration of the feature extraction process. The original video sequence is reduced to one colour,
time shifted by ∆t and normalised with the sequence mean. Afterwards each eligible sub-sequence is extracted
and each sub-sequence is normalised to a uniform length l. This input is used to calculate the 3D-DCT
whose most important amplitudes extracted by a pyramid mask are taken as the feature vector. This vector
is extended by the value l, the length of the respective input sequence.
all sequences of the respective class in the training
data set as input for class 1 and all feature vectors of
all other classes in the training data set as input for
class −1. A separate cross-validation set needs to be
applied to test different parameters preventing over-
fitting by choosing the parameter set with the best
performance on the cross-validation data set. Each
SVM is furthermore trained to output probabilities
for the input of being the respective class 1. Thus,
the output for each phoneme (or any other unit of
speech) can be represented as in figure 6 with a grid of
probabilities for this phoneme for each possible start
position and duration.
The classification process can be trained and exe-
cuted for different sets of classes like phonemes, bi-
phones, visemes, or viseme pairs (bi-visemes). The
resulting probabilities will be combined in the final
step of the algorithm, the continuous sequence extrac-
tion.
This task is accomplished with a tailor-made HMM
which models the possible transitions and uses the
classification output as observations. Alternative ap-
proaches for this concrete task are not available as this
is the first method to apply 3D features and the asso-
ciated probability output to continuous visual speech
recognition tasks. Nevertheless, there are general pur-
pose approaches using special variations of HMMs
which can handle state durations as summarised in
[24]. However, these methods try to deal with nor-
Figure 6: Classification output illustrated as probabil-
ity grid of an example sequence. The probability for
each start position and duration pair is colour-coded
as indicated in the colour-bar. The figure shows the
probability grid for the phoneme [æ].
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mally distributed probabilities of durations and are
therefore more general than actually needed. As we
already have exact information about the probabili-
ties for each duration, we have more data than can
be easily incorporated in these models. Therefore, a
specially designed standard-type HMM is sufficient
enough to obtain the desired result.
The remaining question is how to design the HMM
such that it models all desired effects correctly. At
each point in time, we get N ×D new observations, in
which N is the number of classes (e.g. phonemes) and
D is number of possible durations of a sub-sequence.
Each observation is the probability that the sequence
of a certain duration and a certain class starts at the
current point in time. In order to incorporate all cases
without combining multiple cases and observations,
we need at least the same number of hidden states in
the HMM. Consequently, the HMM has at least N×D
states ctd each representing a sequence starting at the
point in time t of duration d and class c. However,
using these deliberations alone, it remains unclear
how to model the transitions between the states.
Figures 7a and 7b show two options of which tran-
sitions to allow from one point in time to the next
(all transitions with a transition probability greater
than zero). Option (a) uses loops which allow to stay
in the same state during the duration of the associ-
ated phoneme. However, this can be rejected due to
multiple reasons. As the transition probabilities of
staying in the state or leaving it are constant and
only based on the previous state, it is not possible to
force the HMM to stay an exact amount of time in
one state. Moreover, each state combination of class
and duration can start at any point in time making it
impossible to model all simultaneously. For example,
a phoneme [æ] with a duration of 15 frames might
start at time t = 5 or at t = 7 having different proba-
bilities for either case. That makes it unclear which
of the probabilities to use as observation probability
in the following time steps. Option (b) forces the
phonemes to the specified duration by only allowing
transitions to the next state of the same phoneme and
a decreased duration. However, the transition model
still suffers from the problem of not knowing which
probability to use as observation probability since the
original probability stays valid for the entire duration
of a phoneme.
Figures 7c and 7d show two further options which
both overcome the mentioned problems. However,
both use additional hidden states. Option (c) uses
dummy states to model the duration of each case
separately, whereas option (d) uses common dummy
states for all cases together. The aspired duration of
the phonemes is enforced in both options by having
only one possible transition from each state obliging
the HMM to comply with the duration. For option (c),
all hidden states can have the respective observation
probability for a phoneme of the specified class and
specified duration having started at the given point
in the past. Thereby, all observations can be mod-
elled correctly and the transition model is therefore
sufficient to legitimately find the most likely sequence
of phonemes. However, the option uses many hid-
den states in the order of O(ND2). On the contrary,
option (d) uses only marginally more states than mini-
mally necessary. However, it is not possible to include
all probabilities in the way as it would have been done
in option (c). The common dummy states are used
for all classes and are therefore not able to model any
specific probability. Knowing that the observation
probabilities are all multiplied together in the course
of calculating the Viterbi algorithm [57], we can apply
the trick of using the total product of all probabilities
of one phoneme of a class and duration as observation
probability for the first hidden state. If the observed
probability of starting a phoneme c of duration d at
time t is P (o|ctd), the new observation probability is
P (o|ctd)d, since this probability would have been mul-
tiplied by itself d times. The observation probabilities
of the dummy states can then be equal to 1 without
loosing any information. Thus, based on the algorith-
mic knowledge of the Viterbi algorithm [57], we are
able to model all observations correctly while using
as few hidden states as possible.
Assigning equal priors to the initial states and tran-
sition probabilities of 1 to all indicated transitions in
figure 7d and 0 otherwise, we have made all necessary
preparations to run the Viterbi algorithm [57] to find
the most likely sequence of states. The most likely
sequence of states can then be squeezed to the most
likely sequence of phonemes by removing all dummy
states. A further advantage of this method is that it
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Figure 7: Options for HMM transition configurations to model the continuous visual speech recognition.
Option (a) shows a transition configuration using looping transitions to stay in the same state. Option (b)
uses transitions to the states of the same class and decreased duration. Option (c) introduced additional
dummy states for each class-duration pair. Option (d) uses common dummy states used by all other states
together. Only options (c) and (d) fulfil all requirements of the task. The hidden states are marked with the
corresponding class a, b, or c and the associated duration in the subscript. The maximum duration is 20.
Dummy states are marked equally or with d using additional superscripts to indicate the index. The black
dots are used as start and end points before and after which the presented transition process continues anew.
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can be used in parallel for phonemes and biphones
combining the possibilities of finding single phonemes
or pairs. It can even be adjusted to allow different
durations for each class as transitions to the relevant
dummy states can be added or removed as necessary.
In summary, our proposed method uses a slimmed
version of a model-based lip segmentation to find a
Region of Interest in each image. These ROIs are
normalised and used as input to a 3D-DCT feature
extractor which in turn produces the input for SVMs
to classify between different classes. The probabil-
ities for each phoneme, biphone (or viseme and bi-
viseme respectively) can be combined to find the most
likely overall sequence using a tailor-made HMM. The
method introduces multiple improvements to other
existing approaches including the enhanced lip and
mouth tracking with HMMs using all available in-
formation at once, the usage of 3D information for
continuous sequence recognition by taking all possible
start positions and durations and combining them
with a tailor-made HMM, and also by taking care
of the special ambiguities of human speech, audio-
visual time shift and co-articulation, which have been
neglected by many other reported methods.
4 Experimental Work
The previous sections investigated the literature and
specified the details of the proposed method. The
current section describes the experimental work done
to implement and to evaluate our approach. The first
part shows the considerations and necessary steps for
the input preparation, including the database set-up
and the training set selection. The subsequent three
subsections will describe the experimental findings of
the mouth area segmentation, the classification, and
the continuous sequence extraction experiments. This
includes the description of parameter optimisations
and further intermediate as well as final results on
the test sets.
4.1 Input Preparation
This subsection will describe the necessary input
preparations made before implementing the proposed
ID Sentence text
sa1 She had your dark suit in greasy wash water all year.
sa2 Don’t ask me to carry an oily rag like that.
si1542 The feet wore army shoes in obvious disrepair.
si2172 Strength began to zip up and down his chest.
si912 You may amaze yourself and acquire a real knack for it.
sx102 Special task forces rescue hostages from kidnappers.
sx12 Will Robin wear a yellow lily?
sx192 Straw hats are out of fashion this year.
sx282 The tooth fairy forgot to come when Roger’s tooth fell out.
sx372 That diagram makes sense only after much study.
Table 1: Examples for TIMIT sentences used in the
VidTimit database. The first two sentences, sa1 and
sa2, are recited by each person.
method. At first, we will look at the decision for an
audio-visual database. Secondly, the division of this
database into training and test sets is portrayed.
The decision for a training and test database is
driven by the need to have examples of all phonemes
of the English language in a natural, unconstrained
setting which allows to test the method for general pur-
pose applications. TIMIT sentences [62] are the most
promising input type as they feature all variations of
phonemes equally and are therefore a well-balanced
training input for a phoneme classifier. However, the
large database AV-TIMIT [18] is legally restricted to
uses within the Massachusetts Institute of Technol-
ogy. Hence, the smaller VidTimit database [48] is
used which has, however, no timed transcriptions of
phonemes. Yet, the audio signal can be segmented re-
liably into phonemes using the force-alignment mode
of a trained speech recognition HMM. The process
is outlined in [15]. Segmenting the audio data into
phonemes to use the results on the video data is a
common process which was also used by others [1, 5].
The correct segmentation into phonemes has been
verified by manual random sample examination.
The VidTimit database consists of video sequences
of 43 Australian subjects (19 female and 24 male) each
reciting 10 short TIMIT sentences. The first two sen-
tences are always the same, the other eight sentences
are different for each person. Table 1 shows some
examples of the recorded sentences. The recordings
of each person were made in three sessions to ensure
different clothes, make-ups and moods. Additionally,
the camera distance was varied between recordings.
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The scene was well-illuminated and recorded with a
video camera at 25 fps. The results, however, are
stored frame-wise as JPEG images each 384 x 512
pixels in size.
In order to train and test the algorithm on separate
data, we divided the database into a training and a
test set. In line with previous work [5, 46], k-fold test-
ing has not been used due to the large amount of data
and the associated long training times. Therefore,
eight persons of the VidTimit database are chosen
arbitrarily for testing (18.6% of the database). The
remaining 35 persons are used for training and op-
timisation. The selected person IDs for the test set
are fcmr0, fcrh0, fdac1, fdms0, fdrd1, fedw0, felc0 and
fgjd0. Most other authors defined their test set as an
arbitrary collection of video sequences across all avail-
able persons [5, 46, 37]. We consider our approach
more realistic as the persons eventually used for test-
ing have never been used for training and optimisation
(not even other videos of the same person).
The data sets of the remaining 35 persons are used
to train and to optimise the algorithm with single
speech units as well as entire videos. Since these tasks
are independent of each other, there is no need to
further divide the training set for this reason. How-
ever, the total set of single phoneme samples is further
divided into a training and a cross-validation set used
to optimise parameters of the algorithm. Therefore,
20% of the samples of each phoneme are taken as
cross-validation data and the remaining 80% as the
actual training data samples. Table 2 shows statis-
tics about the number of available training samples
for each phoneme. It also shows the transcription
to English characters used for each phoneme instead
of the official IPA (International Phonetic Alphabet)
character. The transcription follows the system of the
ARPAbet [51] to represent phonemes of the English
language.
4.2 Mouth Area Segmentation Exper-
iments
The first part of the experimental work focuses on the
preprocessing and mouth area segmentation. All pa-
rameters as they have been mentioned in the method
description were found by trial-and-error tests on the
Figure 8: Sample results of the final mouth area
segmentation algorithm.
training data set. An automatic optimisation for this
part of the algorithm was not possible as no ground
truth of the lip position is given in the database. Fig-
ure 8 illustrates the results achieved with the proposed
method. Note that even with the expansive mous-
tache of the right person in the figure the segmentation
produced reliable results.
In total, our lip segmentation approach segmented
404 of the 430 video sequences in the VidTimit
database in an acceptable way. This has been checked
manually to ensure the usefulness of the input for the
next steps. The remaining 26 videos with segmenta-
tion errors have been adjusted by forcing the HMM
for the inner lower lip detection to a specific line in
the first frame, which is sufficient enough for the rest
of the video to be correct as well.
4.3 Classification Experiments
The process of extracting features and training the
SVM classifiers is the main part of the algorithm. In
this procedure the main problem is the adjustment
and optimisation of all parameters which influence
the result. In principle, this obstacle is overcome by
testing a range of possible values for each parameter
on the training data set and checking the performance
on the cross-validation set. The performance of the
probability output for each phoneme or viseme is
measured in the proportion of correctly classified cross-
validation samples, where ‘correctly classified’ means
that the sample got its highest probability for the
correct phoneme or viseme respectively. For most
parameters the optimisation was done for visemes,
since the calculation is usually faster as there are
fewer visemes than phonemes. Because all of the
parameters represent properties of the input data, it is
unimportant whether they are optimised based on the
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IPA ARPAbet # train # cv # test IPA ARPAbet # train # cv # test IPA ARPAbet # train # cv # test
S SH 128 28 38 i IY 454 102 136 h HH 139 31 38
æ AE 371 83 92 d D 369 88 96 j Y 137 33 39
O AO 230 53 56 r R 541 133 135 A AA 235 51 61
k K 377 83 103 s S 453 99 130 u UW 186 43 55
t T 590 130 171 I IH 452 102 129 n N 523 119 141
g G 153 37 40 w W 201 49 66 3 ER 269 60 60
l L 455 103 128 oU OW 126 30 41 m M 272 62 76
OI OY 40 11 12 AI AY 156 35 39 D DH 195 44 63
b B 155 38 41 2 AH 694 173 224 v V 131 28 40
f F 162 36 40 z Z 250 58 62 T TH 37 9 9
p P 188 41 57 E EH 212 50 50 eI EY 114 28 38
N NG 62 14 21 tS CH 41 9 10 U UH 32 7 9
Z ZH 17 3 5 dZ JH 41 9 16 aU AW 49 11 7
ø sil 1123 266 375
Table 2: Counts for each phoneme in the data set. The phonemes are described by their official IPA symbol
and the ARPAbet transcription used throughout the implementation. The counts for the training data set
(# train), the cross-validation set (# cv) and the test set (# test) are given.
phoneme or viseme accuracy. Therefore, the optimised
parameters can be used for either case afterwards.
The visemes used in the experiments were based on
the Jeffers mapping [22] shown in table 3, a mapping
which was found to have the highest recognition rates
in visual speech recognition [5]. The unknown param-
eters, which have been optimised in the described way,
are:
1. ∆t, the audio-visual time shift by which the ROI
is shifted before the features are extracted.
2. The colour of the ROI used for feature extraction.
Available options are: Red, Green, Blue, Grey-
value, U (of CIE L*U*V*), U ∗ lum, and Pseudo-
Hue (proposed colour for lip segmentation in
[13]).
3. The uniform input length l to which all sub-
sequences are normalised.
4. The size of the feature extraction pyramid. The
pyramid size is determined by the number s of
values in each dimension. The actual number of
features then is 16s(s + 1)(s + 2) based on the
volume formula of a square pyramid.
5. The SVM parameters C and σ. Both parame-
ters are not problem-specific and are therefore
determined by cross-validation in each training
Viseme Phonemes Viseme Phonemes
/A F,V /G OY, AO
/B OW, R, W,
UH, UW, ER
/H S, Z
/C B, P, M /I AA, AE, AH,
AY, EH, EY,
IH, IY, Y
/D AW /J D, L, N, T
/E DH, TH /K G, K, NG
/F CH, JH, SH,
ZH
/L sil
Table 3: Jeffers viseme mapping used to map
phonemes to visemes. The visemes /A to /L corre-
spond to the indicated phonemes in the second column.
The phoneme HH is not assigned to a viseme.
process anew. The utilised SVM calculation soft-
ware uses a parameter γ instead of σ which can
be calculated by γ = 12σ .
Figure 9 shows the result of the cross-validation
process in graphs depicting the cross-validation per-
formance when the system is trained with different
parameters. Only one parameter is varied in each case
(plus the SVM parameters). All other parameters are
held constant at their best value. As a result, it was
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Figure 9: Cross-validation results for various feature
extraction parameters: audio-visual time shift ∆t in
ms (a), uniform input length l (b), the size of the fea-
ture extraction mask s (c) and input colour (d). The
accuracy values acc show the proportion of correctly
classified visemes in the cross-validation data set.
found that the best ∆t is 30 ms, which approximately
corresponds to the findings of [49] who specifically
examined time shifts and found the highest correla-
tion at a time shift of 40 ms. The colour with the
best performance is Red, with the interesting out-
come that colours specifically designed to detect lips
by high gradient values (U ∗ lum or Pseudo-Hue) do
perform worse when used for the feature extraction
of the lips. The performance in terms of the uniform
sequence length stays roughly constant for lengths of
10 frames or more. To reduce the size of the required
memory, 10 frames are chosen as the best parameter.
Finally, the size of the feature extraction pyramid has
its peak performance at s = 3 with slightly decreasing
performance values for larger feature sets. This is
due to the fact that higher-dimensional feature spaces
are not as easily separated into the output classes
as lower-dimensional feature spaces making the per-
formance worse although more information is used.
Therefore, the final feature vectors have 11 features
( 16 ·3 ·4 ·5+1) with one feature added for the length of
the sequence. The cross-validation result for the SVM
parameters has its performance peak at the parameter
value pair of C = 26 = 64 and σ = 12γ =
1
2·2−7 = 64.
All these optimised parameters together are then used
to train the classifier on the training data set for the
probability output for phonemes, visemes, biphones,
and bi-visemes.
The source code to calculate the 3D-DCT is based
on [14]. The SVM training and classification, includ-
ing the probability calculation, was done with the
LibSVM package for Octave [7].
4.4 Continuous Sequence Recognition
Experiments
The final part of the experiments comprises all tests
with the continuous sequence recognition. The tailor-
made HMM has yet another parameter which needs to
be optimised: the maximum duration of a phoneme or
a biphone. Again, cross-validation is used to find the
optimal value by checking the performance of different
duration limits on the full sequence cross-validation
set.
The minimum sequence length is set to 40 ms based
on the shortest phonemes in the training data set. The
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Figure 10: Cross-validation results for the maximum
allowed length of sub-sequences. Figure (a) shows
the cross-validation for the maximum length of single
phonemes, figure (b) for the maximum length of bi-
phones. The accuracy acc measures the alignment to
the correct phoneme sequence with formula 1.
maximum length is varied and the accuracy for each
tested maximum length can be found in figure 10.
The highest accuracy is achieved with a maximum
length of 25 frames (250 ms) for phonemes, and 37
frames (370 ms) for biphones. Accuracy values of
phoneme sequences given the correct sequence can
be calculated by formula 1 in which T stands for the
total number of phonemes in the correct sequence, C
the number of correctly recognised phonemes, S the
number of substitutions, D the number of deletions,
and I the number of insertions.
acc = T − S − I −D
T
= C − I
T
(1)
Including information about all types of errors (sub-
titutions, deletion, insertions) gives the most mean-
ingful performance measure. However, this requires
to align the recognised and the correct sequence to
find the respective counts. Aligning two sequences
of different length in such a way that they maximise
the accuracy measure of formula 1 can be achieved
with the Needleman-Wunsch algorithm [35]. This al-
gorithm iteratively assigns error values to each align-
ment position resulting in an error value matrix for
each pair of positions in both sequences. Afterwards,
it backtracks the actual alignment by following the
smallest error value from the end of the sequences
back to the start.
Using the determined parameters, we can evaluate
the performance on the final test set by trying to
recognise the respective sequences using phonemes and
biphones, solely phonemes, visemes and bi-visemes, or
solely visemes. In line with the evaluations of others
(e.g. [5]), we remove all short silent phonemes from
the correct sequence before evaluating the accuracy.
Only the silence at the beginning and the end of
the sequence is allowed. When recognising phoneme
sequences, the accuracy on the test set is 0.190 when
not using biphones and 0.201 when using biphones.
For the visemes, the test set accuracy is 0.372 when
not using bi-visemes and 0.394 when using bi-visemes.
All in all, the continuous sequence recognition ex-
periments allowed to find optimal parameter values
for the maximum sub-sequence lengths. Using this
parameters and all other parameters found by previ-
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ous experiments, the test set could be classified with
an accuracy of over 20% for phonemes and almost
40% for visemes. These results will be contrasted and
discussed in the next section.
5 Evaluation and Discussion
In order to evaluate the achieved result, further anal-
ysis is required. The outcome itself needs to be scru-
tinised, looking at the strengths and weaknesses of
the proposed method. Furthermore, the result needs
to be compared to other existing methods based on
the accuracy values reported in the literature. In
the following, the first subsection will investigate the
running time of the algorithm both theoretically and
empirically. The second subsection will discuss the
classification abilities concerning phonemes. Finally,
the third subsection evaluates the viseme recognition
performance.
5.1 Run-Time Analysis
The computational running time of an algorithm is
an important factor to evaluate under which circum-
stances the method can be employed to solve further
tasks. Especially for working with large datasets,
an acceptable running time is vital. Additionally, it
is relevant to determine if time-based tasks like vi-
sual speech recognition can be executed in real time
which would open doors to new application possibil-
ities. Only the running for the recognition of new
unseen videos will be examined. The running time of
the training process needs to be executed only once
since the system uses general phonemes and does not
need to be retrained.
The theoretical analysis of the running time shows
that the pre-processing and mouth area segmenta-
tion has only a constant number of operations per
video frame, leading to a running time in the order of
O(n), in which n is the number of frames in the video.
The Viterbi algorithm that runs on the entire series
once has also a running time of O(n). The running
time of creating the sub-sequences and extracting the
features of each is determined by the running time
of the feature extraction for one sub-sequence times
the number of created sub-sequences. The number of
sequences is n · d with d being the number of allowed
durations. Since d is a constant factor, the number
of sub-sequences is in the magnitude of O(n). The
execution of the feature extraction and classification
with the pre-trained SVM for one sub-sequence is
again constant since all sub-sequences are of the same
size. Therefore the running time of the entire feature
extraction and classification is O(n) · O(1) = O(n).
The continuous sequence extraction as a final step
always uses the same HMM to run the Viterbi algo-
rithm using the extracted probabilities once. Hence,
this step is determined by the Viterbi running time
of O(n). All in all, all constituting steps have a linear
running time leading to a total running time of O(n)
as well.
Knowing that the algorithm has a linear execution
time is a valuable information, as it implies that the
running time for even very large datasets will not grow
polynomially or exponentially, allowing the algorithm
to run on any input in reasonable time. Moreover, in
case the required time per frame is less than 40ms, the
algorithm may run in real-time on continuous video
inputs. To check the actual behaviour, empirical tests
of the running time for input sequences of different
lengths can be conducted. Figure 11 shows this eval-
uation for the execution time on a computer with an
Intel® Core™i5 CPU M 480 at 2.67GHz running on
one core only and 3.7GB of memory. The resulting
graph empirically confirms the linear running time.
However, the slope of the curve implies that the av-
erage time per frame is 6.159 seconds which is far
above the real-time condition of 40ms. This might be
improved by an optimised code, faster computers, or
the high parallelization capabilities of the algorithm,
since almost every part of the process can be com-
puted individually for each frame except the HMMs.
To further scrutinise the run-time weaknesses, we
can look at the average time needed to execute each
part of the algorithm. Table 4 shows a listing of
the algorithm steps and the average time needed to
complete the respective step. These values clearly
show that the dominating part of the algorithm is the
3D-DCT feature extraction of each sub-sequence. As
already mentioned, this might be easily improved by
parallelizing the algorithm. However, this remains a
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Figure 11: Results of the empirical running time tests.
The running time t is shown in seconds depending on
the number of frames n in the input sequence.
general disadvantage of 3D-feature-based approaches
since all feasible selections of sub-sequences need to be
examined, whereas 2D-feature-based approaches only
need to calculate one set of features for each frame.
5.2 Phoneme Recognition
This section will discuss the recognition abilities of
the proposed method for phonemes. Firstly, the result
itself will be analysed in more detail to see at which
points errors occur, and to detect the strengths and
weaknesses of the approach based on these findings.
Secondly, the accuracy rates can be compared to other
approaches in the literature.
In order to scrutinize the source of the classification
errors, it is helpful to consult the confusion matrix of
the result in table 5. This matrix disassembles the
accuracy into values for each single phoneme. Each
row in the matrix corresponds to the correct phoneme
which was to be recognised. The columns represent
the actual output of the classifier. Classifications on
the diagonal of the matrix are correct, all other counts
represent substitution errors. The deletion errors for
each phoneme are shown in the last separate column
and the insertion errors in the last separate row. The
phonemes are ordered in such a way that phonemes
which can be grouped to visemes are in adjacent rows.
This is to highlight the difference between intra-viseme
substitutions, which are likely since the visemes should
be visually indistinguishable from one another, and
inter-viseme substitutions.
Algorithm step t in ms %
1. Preprocessing 632.4 10.3%
1.1. Video loading 11.1 0.2%
1.2. Symmetry line detection 294.1 4.8%
1.3. Inner lower lip detection 55.1 0.9%
1.4. Mouth corner detection 14.3 0.2%
1.5. ROI extraction 257.8 4.2%
2. Feature extraction 4577.2 74.2%
2.1. 3D-DCT calculation 4577.2 74.2%
3. Classification 949.9 15.4%
3.1. SVM probability assignment 511.9 8.3%
3.2. HMM creation 25.7 0.4%
3.3. Continuous sequence extraction 412.2 6.7%
Table 4: Listing of algorithm steps with their respec-
tive average running time per frame. For each step,
the running time t in ms and the percentage of the
full process is given. The three major steps written
in bold display cumulative values.
In total, of the 2 728 phonemes that were to be
recognised in the test set, 587 were correct, 1 089
were substituted (of which 156 are intra-viseme sub-
stitutions), 1 052 were deleted, and 39 phonemes were
inserted additionally. This result clearly shows two
main sources of errors: Firstly, the proposed method
tends to produce shorter sequences than the correct
ones, leading to a high number of deletions and only
a few insertions. Secondly, it can be observed that
the recognition is biased towards frequent phonemes
leading to substitutions in which frequent phonemes
like S, AE or AO are recognised although they are not
present and infrequent phonemes like AW, CH, ZH
are not even recognised when they are there. The first
type of error is most likely based on the problem that
single long sub-sequences with a high probability are
preferred to multiple shorter sequences with mixed
likelihoods. A possible countermeasure could be to
penalise long sequences by weighting the probabilities
p of sub-sequences of length l with a function similar
to p′ = p · exp(−αl) in which the parameter α is still
to be determined. The second type of error arises
due to the unbalanced numbers of training samples
of each phoneme. Phonemes with many training sam-
ples get higher probabilities as this leads to higher
accuracy values on the cross-validation set. In order
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Table 5: Confusion matrix for phonemes. Rows represent the correct phoneme, whereas columns represent
the actual output of the classifier. The separate column at the right shows the deletion errors, the separate
row at the bottom shows insertion errors. Shaded areas highlight phoneme pairs of the same viseme. For
clarity, zeros are left blank.
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Figure 12: Learning curves for phoneme (a) and
viseme (b) classifiers. Each figure shows the accuracy
on the training set acctrain and on the cross-validation
set acccv related to the number of training samples n
of each phoneme or viseme used for training.
to counteract this problem more training samples of
the rare phonemes need to be collected to have equal
numbers of each. Alternatively, the cross-validation
can try to optimise the average relative accuracy of
each individual phoneme and not the total proportion
of correctly classified phonemes. However, counter-
acting this problem will reduce the accuracy on real
test sets as they will contain more of the frequent
phonemes and classifiers with bias towards frequent
phonemes will perform better. A final observation
from the confusion matrix is that intra-viseme substi-
tution errors are not as high as expected. This means
that visual speech recognition can classify phonemes
of the same viseme better than chance (especially for
visemes /A, /B, /I, and /J) which implies that the
linguistic viseme models cluster phonemes although
they are not visually equal in every aspect.
In general, the total error of a trained model can
be ascribed to three components: Firstly, to the am-
biguity of the task itself which is unexplainable by
any model. Secondly, to flaws in the model which
cannot predict the correct output even under perfect
training conditions as the model is not able to fully
describe the problem at hand. Thirdly, to errors based
on imperfect training conditions like too few training
samples which are not enough to find the best model.
Looking at the ‘learning curves’ of the training process
can give hints on whether the result suffers from the
third type of error and consequently whether more
training samples are likely to improve the result or
not. The ‘learning curves’ relate the accuracy values
to the number of training samples used to train the
model. The accuracy of the training set is usually
decreasing the more samples are used since the model
cannot fit many data points as perfect as it can fit few
data points only. On the other hand, the accuracy on
the cross-validation set is usually increasing the more
samples are used for training as the model becomes
more generic and therefore better at classifying the
unseen samples from the cross-validation set. Both
accuracies, of the training and the cross-validation set,
tend to converge to one value as soon as enough train-
ing samples are available. Thus, the learning curves
can be used to determine if more training samples
are likely to improve the result. Figure 12a shows the
learning curves for the phoneme training process, in
which the accuracy denotes the proportion of correctly
classified phonemes in the training or cross-validation
set respectively. The curves still have a gap of approx-
imately 10% in accuracy, rendering it very likely that
more training samples will improve the result consid-
erably. Still, there will be a large remaining error that
is either based on the ambiguity of the problem or
the insufficient ability of the model to describe the
mouth movements. Since trained human lip-readers
outperform current automatic systems [29], it can be
assumed that a high model insufficiency remains.
Finally, the achieved results can be compared to
other reported results in the literature. Care has to
be taken, since many authors restricted their studies
on specific phoneme sets or specific phoneme combi-
nations, e.g. Werda et al. [58], rendering their results
unsuitable for comparison. Table 6 shows accuracy
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values according to formula 1 of our approach and
other reported approaches which tried to recognise
arbitrary phoneme sequences in the English language
of any phoneme combination. Newman et al. [37]
use the MOCHA-TIMIT database which includes ad-
ditional measurements of the mouth to allow better
recognition results. Using the frontal camera image
only and extracting shape-based features from an
AAM lip segmentation, they achieve an accuracy of
14.5%, claiming that this is the upper bound that will
be reached for video only recognition. On the other
hand, Ramage [46] uses a 2D-DCT feature extractor
together with the respective first and second deriva-
tives to test the accuracy on the VidTimit database
as well. He achieves 18.6% accuracy using biphones
and even triphones to train HMMs for the continuous
sequence extraction. In line with our finding that
visemes do not necessarily cluster phonemes sensibly,
he argues that any viseme clustering will reduce the
recognition ability on future tasks.
It can be observed that the proposed method is cur-
rently the best among comparable approaches, with
the basic version of not using biphones being already
better than all other other approaches. Using bi-
phones improves the result even further. A one-tailed
t-test contrasting our results with those of Ramage
[46] shows that the improvement from 18.6% to 20.1%
using 80 test sentences is statistically significant with
a probability of 0.0112 of getting the same result by
chance alone (t = 2.302). We can therefore conclude
that the usage of 3D features improves the result
compared to 2D features.
Moreover, a one-tailed paired t-test between the
accuracy of our method with and without biphones
reveals that the improvement due to biphones from
19.0% to 20.1% is marginally significant as well with
a probability of 0.0571 of achieving the same improve-
ment by chance (t = 1.597). This observation shows
that taking care of the co-articulation effects by using
biphones or triphones improves the result considerably.
This also implies that the introduction of triphones
in our model might result in further improvements.
However, this requires additional training samples
since the VidTimit database does not even provide
enough examples to train the single phoneme classifier
without a large remaining gap in the cross-validation
reference features B/T database acc.
Newman et al. [37] AAM MOCHA 14.5%
Ramage [46] 2D-DCT X VidTimit 18.6%
our approach 3D-DCT VidTimit 19.0%
our approach 3D-DCT X VidTimit 20.1%
Table 6: Comparison of accuracy values of the pro-
posed method and other phoneme recognition meth-
ods. The columns indicate the reference, the feature
extraction approach, the usage of biphones or tri-
phones (B/T), the used database, and the achieved
accuracy (acc.). Accuracies of our approach are in
bold.
performance as shown by the learning curves.
5.3 Viseme Recognition
Besides phoneme recognition performance, the pro-
posed algorithm can also be analysed in terms of
viseme recognition performance. The same procedure
can be applied to find strengths and weaknesses re-
vealed by the result and to compare the outcome with
findings of other authors.
Table 7 shows the confusion matrix for the visemes
of the Jeffers mapping. Of the 2 518 visemes in the
correct transcription, 1 029 were identified correctly,
438 were substituted, 1 051 were deleted and 37 were
inserted additionally. Not surprisingly, the same two
types of errors as for phonemes can be observed:
Firstly, the high number of deletions due to the prob-
lem that recognised sequences tend to be shorter than
the correct transcription. Secondly, the bias towards
frequent visemes like /H which get more detections
than actually present, whereas infrequent visemes like
/D get no detection at all. Identical countermeasures
can be taken as for the phonemes with similar ex-
pected changes. The probabilities can be weighted to
avoid the preference for long visemes and the training
can work with balanced training sets to reduce the
impact of the second problem. Again, it might not be
the intention to counteract the bias towards frequent
visemes as it will reduce the accuracy on new real
data sets.
The second experiment to be conducted is the cre-
ation of the learning curves to check whether more
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/A /B /C /D /E /F /G /H /I /J /K /L
/A 5 1 3 6 1 7 2 8 1 46
/B 2 112 1 11 6 3 12 13 7 5 157
/C 2 5 56 11 2 1 11 3 1 73
/D 1 1 1 4
/E 1 30 5 2 34
/F 2 6 6 2 7 7 1 38
/G 2 2 20 4 1 1 38
/H 1 1 1 5 4 6 104 3 4 2 58
/I 8 4 15 3 23 21 387 2 6 273
/J 5 9 8 35 6 7 34 1 122 12 238
/K 1 4 1 6 2 8 11 3 5 27 92
/L 160
3 1 7 1 4 10 2 5 4
Table 7: Confusion matrix for viseme recognition. Rows represent the correct viseme, whereas columns
represent the actual output of the classifier. The separate column at the right shows the deletion errors, the
separate row at the bottom shows insertion errors. For clarity, zeros are left blank.
reference feature extraction database accuracy
Cappelletta and Harte [5] 2D-PCA, with 3-state HMMs VidTimit 29-30%
Cappelletta and Harte [5] 2D-PCA, with 4-state HMMs VidTimit 34-35%
Cappelletta and Harte [5] Optical flow, with 3-state HMMs VidTimit 26-27%
Cappelletta and Harte [5] Optical flow, with 4-state HMMs VidTimit 33-34%
Cappelletta and Harte [5] 2D-DCT, with 3-state HMMs VidTimit 37-38%
Cappelletta and Harte [5] 2D-DCT, with 4-state HMMs VidTimit 33-34%
our approach 3D-DCT (visemes only) VidTimit 37.2%
our approach 3D-DCT (visemes + bi-visemes) VidTimit 39.4%
Table 8: Comparison of accuracy values of the proposed method and other viseme recognition methods. The
columns indicate the reference, the feature extraction approach, the used database, and the achieved accuracy.
Accuracies of our approach are in bold.
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training data will improve the result. Figure 12b
shows the learning curves for the viseme training. In
contrast to the findings of the phoneme training, these
curves clearly show that the training accuracy and
the cross-validation accuracy have converged, lead-
ing to the conclusion that more training data will
almost certainly not help to improve the result. The
remaining error is therefore only based on model flaws
and the inherent problem ambiguity. Again, it can
be safely assumed that better models exist since the
performance of human lip-readers is higher than the
performance of computers [29], meaning that the re-
maining error is not exclusively based on the problem
ambiguity.
When comparing the results to those found in the
literature, it is again necessary to exclude papers
which did not use the same phoneme-viseme map-
ping or tested the accuracy under different conditions.
Available accuracy values are summarised in table 8.
All other approaches are taken from Cappelletta and
Harte [5] who compared DCT, PCA and optical flow
feature extraction methods by checking the accuracy
on the Jeffers visemes in the VidTimit database. Un-
fortunately, the exact numbers are not given in the
paper and can only be estimated from graphs show-
ing the performance of different approaches. Their
best approach, 2D-DCT features with 3-state HMMs
for continuous sequence extraction, performs equally
well as our method when trained with visemes alone.
Adding bi-visemes to the training process improves
the result by about 2% to 39.4% which is clearly bet-
ter than all other methods. It is interesting to note,
however, that the approach of Cappelletta and Harte
suffers from the exact opposite problem of having
very few deletions and a large number of insertions.
In order to check whether the found improvements
are statistically significant, t-tests based on the 80
test sentences were conducted. A one-tailed t-test
contrasting our results with that of Cappelletta and
Harte [5], assuming an accuracy of their method of
37.5%, shows that the improvement to 39.4% is sta-
tistically significant with a probability of 0.0078 of
getting the same result by chance alone (t = 2.472).
Moreover, a one-tailed paired t-test between the accu-
racy of our method with and without biphones reveals
that the improvement due to biphones from 37.2% to
39.4% is highly significant as well with a probability of
0.0072 of achieving the same improvement by chance
(t = 2.500).
In summary, our approach again outperforms all
other methods tested under comparable settings and
conditions. The viseme classification suffers from the
same problems as the phoneme classification. How-
ever, the number of training samples was sufficient to
train the model and more data will not improve the
result. Yet, further improvements could be achieved
by overcoming the problem of preferring long visemes
in the continuous sequence extraction.
6 Conclusion
In order to judge the method and the result in the
context of the current research, we can look at design
novelties and design improvements utilised by the ap-
proach leading to three specific contributions of this
work. Based upon open questions and missing links
identified by the literature review, our approach has
three special design features. Firstly, it combines the
robustness and accuracy of model-based lip segmenta-
tion methods with the fast computation and simplicity
of a region-based output. It also uses a robust tracking
method by applying HMMs instead of classic forward-
only tracking methods. Secondly, it uses 3D features
for continuous speech to include time-dependant infor-
mation which is lost with 2D features. This approach
has not been tried previously, mostly due to the lack
of information about the positions and durations of
phonemes. Our method overcomes the problem by
using a fast feature extraction that allows to extract
features of all feasible sub-sequences to combine the
classification results afterwards with a tailor-made
HMM. Thirdly, the review showed that human speech
has two aggravating properties – co-articulation and
audio-visual time shift – which impede the visual
speech recognition. Unlike many other authors, our
approach actively counteracts both problems. These
three special design features are well-suited in the
current research as they continue and improve already
explored methods and add new combinations of so-
lutions that were shown to work well. The design
is also based on the experience and problems other
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authors encountered in their investigations. As a con-
sequence, the proposed method and its result makes
three specific contributions to the research area:
1. The method shows that the problem of applying
3D features in continuous sequence recognition
can be solved despite the unknown phoneme po-
sitions and durations by calculating probabili-
ties for each phoneme at each starting point and
for each duration. The actual sequence can be
extracted afterwards by applying a tailor-made
Hidden Markov Model.
2. The current paper revealed that 3D features per-
form better than 2D features on the same dataset
and under the same test conditions. This finding
holds true for phonemes as well as visemes.
3. The analysis of the result showed that the usage of
biphones has a considerably positive effect on the
accuracy. Although biphones and triphones have
been used by others, none explicitly compared
the accuracy using an otherwise identical method
with and without using biphones.
The last part of the conclusion deals with possible
improvements and application areas. The evaluation
and analysis of the results uncovered some problems
of the approach which need further attention: The
execution is slower than other methods, especially due
to the 3D feature extraction which works on all eligi-
ble sub-sequences and therefore takes much time. The
result has a high number of deletion errors based on
the preference for long phonemes and there is a bias to-
wards frequent phonemes. Moreover, the SVM models
for the phoneme recognition had not enough training
data to release their full potential. Consequently, the
result might be improved by using more training data.
The AV-TIMIT database is a likely candidate as it
provides similar input data as the VidTimit database
but is approximately 10 times larger. However, legal
reasons prevent the usage outside the Massachusetts
Institute of Technology. Another improvement, tack-
ling the long phoneme preference could be a weighting
function which gives shorter phonemes a higher prob-
ability. Furthermore, the high running time can be
reduced by applying parallelization and other code
optimisations. Having more training samples, the
accuracy can likely be improved by adding triphones
to the process. Additionally, language and grammar
models can be applied to post-process the result and
to ensure only valid English words and sentences are
extracted or at least to ensure that only likely transi-
tions from one phoneme to the next are used. Even
further extensions could include other video poses like
side views or complications like non-language expres-
sions and silent sections.
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