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Abstract
We investigate whether the natural orbitals (NOs) minimize ‖Ψ − Φ‖2, where Ψ is a wave function and Φ is a full
configuration interaction (CI) approximation to Ψ in a reduced basis. We will show that the NOs rarely provide the
optimal orbitals for Φ, except when (1) there are only two particles or (2) only one basis function is removed in the case
of fermions. Further, we will show that the CI expansion coefficients of Ψ and Φ are identical up to a global scaling
factor and demonstrate how the NOs can be used to generate the orbitals that minimize ‖Ψ− Φ‖2.
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1. Introduction
The claim by Lo¨wdin that the natural orbitals (NOs)
are the optimal orbitals for a configuration interaction
(CI) expansion of the exact wave function [1] is gener-
ally accepted [2]. The natural orbitals, ϕk, are defined as
the eigenfunctions of the one-body reduced density matrix
(1RDM) defined as
γ(1, 1′) := 〈Ψ|ψˆ†(1′)ψˆ(1)|Ψ〉 =
∑
k
nkϕk(1)ϕ
∗
k(1
′),
where 1 = r1σ1 is a combined space-spin coordinate and
the eigenvalues nk are the natural occupation numbers
(0 ≤ nk ≤ 1) which are assumed to be labelled in decreas-
ing order. Lo¨wdin did not state precisely in which sense
the NOs give optimal convergence, but this has been made
more precise later by others. A rather obvious optimality
criterion [3] is that using the highest occupied NOs, we
obtain the best approximation to the 1RDM in L2-norm.
In other words, minimizing the distance∫
d1
∫
d1′
∣∣∣∣∣γ(1, 1′)−
m∑
i,j
bijfj(1)g
∗
i (1
′)
∣∣∣∣∣
2
,
gives bij = niδij and fi = gi = ϕi, the highest occupied
NOs. Kobe pointed out that the NOs maximize the con-
tribution of the reference determinant, i.e. the NOs ensure
that the number of excited determinants is minimal. In
other words, the amount of excitations above the pseudo
Fermi surface defined by the reference determinant is min-
imal [4, 5]. Coleman showed that the NOs are optimal in
the sense that expansions of the wave function of the form
Φ(1 . . . N) =
m∑
i,j=1
ai,jφi(1)θj(2 . . . N)
are closest to the exact wave function, Ψ in L2-norm, i.e.
minimizes the distance ‖Ψ − Φ‖2 if the highest occupied
NOs are used for the orbital φi. He also showed that the
coefficients should be set to ai,j =
√
niδi,j possibly mul-
tiplied by a phase factor and the functions θi are eigen-
functions of the (N − 1)RDM [6], which is exactly the
decomposition of the wave function found by Carlson and
Keller [7].
Unfortunately, these optimality criterions are rarely
aimed for in practice. Instead, one would typically aim
for a set of orbitals which minimizes the energy or which
provides the best approximation to the exact wave func-
tion Ψ. Since the NOs are not directly related to the
Hamiltonian, but reflect the structure of the wave func-
tion itself, it is more likely that they are optimal for the
expansion of the exact wave function Ψ. Such orbitals
are of great interest in CI calculations to make the orbital
basis as small as possible, to reduce the amount of ‘dead
wood’ in the CI expansion [8, 9]. Keeping the size of the
orbital space minimal is also very important in the multi-
configurational time-dependent Hartree–Fock (MCTDHF)
method [10]. The philosophy of MCTDHF is to choose the
orbital adaptively while propagating, to reduce the amount
of determinants required for a faithful representation of the
wave function [11, 12, 13, 14].
A decade ago, Bytautas et al. have already provided
numerical evidence that the NOs actually do not provide
the optimal basis for neither of these optimality condi-
tions [15]: nor for the energy, nor for the normalization
deficiency. This latter quantity is calculated by first trans-
forming the CI expansion of the wave function to the basis
set of interest. The normalization deficiency is now de-
fined for a subset of determinants, as the deviation of the
sum of the squares of their coefficients from unity. The
normalization deficiency is therefore a measure how well
the exact wave function is approximated by this subset
of determinants. Optimal orbitals can now be defined as
the ones that minimize the normalization deficiency for a
given subset of determinants.
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For completeness, we would like to mention that for the
purpose of finding orbitals which lead to short CI expan-
sions, the normalization deficiency is not the only suitable
measure. A different criterion of recent interest is the se-
niority number of a CI expansion, which can be interpreted
as a measure for the amount of unpaired particles in the
expansion [16, 17]. Minimization of the seniority number,
therefore, reduces the number of significant determinants
in the expansion of the wave function.
The normalization deficiency used by Bytautas et al.
is equivalent to the normalization criterion under consid-
eration in this letter, ‖Ψ − Φ‖2, as we will show in more
detail later. We will focus on a full CI wave function as an
approximation to Ψ, constructed from m basis functions
Φ(1 . . . N) =
m∑
i1...iN
di1...iNφi1(1) · · ·φiN (N).
The full CI model is generally considered to be too expen-
sive to use in practice. Of course, also other approximate
forms of Φ could be considered. The full CI approxima-
tions, however, prevents the mathematical analysis to be-
come overly complicated, while still giving the general idea
and leading to some interesting results. Further, the full
CI results might be of interest for a recent development
based on Monte Carlo techniques to handle up to 1029 de-
terminants in the full CI space [9, 18, 19, 20]. The main
idea of this method is to use a set of walkers in the deter-
minant space and to let them evolve according a simple set
of rules which include spawning, death and annihilation.
Since the walkers corresponding to an insignificant deter-
minant die during the population dynamics, the number
of walkers to be handled remains manageable. Finding an
optimal basis which reduces the amount of walkers (deter-
minants) required for a faithful representation of the full
CI wave function in this technique would make the full
CI quantum Monte Carlo (FCIQMC) applicable to even
larger systems, since the amount of walkers in the dynam-
ics determines the main computational cost.
In this letter we investigate in more detail why the NOs
in general fail to minimize ‖Ψ − Φ‖2. We do this by first
deriving the first order optimality conditions that the op-
timal orbitals for Φ need to satisfy to minimize ‖Ψ−Φ‖2.
Next we investigate in which situations the NOs do sat-
isfy these conditions. We will assume that the target wave
function Ψ can be expanded in a finite orbital basis of di-
mension M . Note that this assumption does not hold in
Coulomb systems, since one would need a complete basis
to describe the Coulomb cusp at the coalescence points of
the electrons, so M →∞ in these systems [21, 22, 23]. The
approximate full CI wave function Φ is constructed out of
m < M orbitals of the original orbital basis of the target
wave function Ψ, so M − m + 1 orbitals are eliminated
from the original basis set. We will demonstrate that the
NOs are rarely the optimal orbitals that minimize the er-
ror ‖Ψ − Φ‖2, confirming the conclusions by Bytautas et
al. [15]. Further, we will investigate to what extend the
NOs might still be useful as a sub-optimal choice and how
they can be used in procedures to build better orbitals for
the approximate wave function that minimize ‖Ψ− Φ‖2.
2. First order optimality conditions
First we will establish the optimal coefficients for the
reduced-basis full CI wave function. Since the wave func-
tion needs to remain normalized we will work with the
following Lagrangian
L := ‖Ψ− Φ‖2 − λ
(
m∑
i1...iN
|di1...iN |2 − 1
)
.
For a minimum of ‖Ψ−Φ‖2 under the normalization con-
straint, we need that the first order derivatives of the La-
grangian with respect to the expansion coefficients vanish
∂L
∂dk1...kN
=
∫
d1 · · · dN (Φ∗(1 . . . N)−Ψ∗(1 . . . N))
× φk1(1) · · ·φkN (N)− λ d∗k1...kN = 0.
Now we use the fact that we can make arbitrary transfor-
mations of the basis set for our target wave function, so in
particular we can choose the first m orbitals to be identical
to the (optimal) orbitals for the CI expansion Φ
Ψ(1 . . . N) =
M∑
i1...iN
ci1...iNφi1(1) · · ·φiN (N).
The orbitals φm+1,. . . ,φM are arbitrary linear combina-
tions of orbitals not contained in the basis set of Φ.
Using the orthonormality of the orbitals, the first order
condition from the derivatives with respect to CI coeffi-
cients of Φ can now compactly be written as
∂L
∂dk1...kN
= d†kN ...k1(1− λ)− c
†
kN ...k1
= 0,
where d†kN ...k1 := d
∗
k1...kN
. Therefore, we find that the full
CI expansion coefficients of the approximate wave function
Φ are identical to the ones of the target wave function Ψ
in the optimal basis, up to an overall scaling factor (1−λ)
to ensure that the approximate wave function Φ is nor-
malized. The derivatives with respect to d∗ give the same
result, so are not presented here. The same result has been
obtained by Zhang and Kollar using a different argumen-
tation [10].
When searching for the best basis, we should ensure
that the basis functions remain orthonormal. Often the
orthonormality is enforced by using Lagrange multipliers.
An alternative approach is to realize that the allowed vari-
ations are in SU(M), so the unitary variations can also be
expressed as [24, 25, 26]
U = exp(X),
2
where X is a traceless anti-hermitian matrix (X† = −X).
Since the matrix X is anti-hermitian, the unique elements
are simply the lower or upper triangle of the matrix and
we can perform a free optimization with respect to these
unique elements.
Since the reduced-basis CI wave function has the same
coefficients as the original wave function up to a global
scaling factor for renormalization, the minimization of ‖Ψ−
Φ‖2 is equivalent to the maximization of the norm of Φ
when using the unscaled CI coefficients c of Ψ
N :=
m∑
i1...iN
∣∣∣∣∣∣
M∑
j1...jN
cj1...jNUj1i1 · · ·UjN iN
∣∣∣∣∣∣
2
. (1)
This is easily checked, since using N = (1−λ)2 due to the
normalization of Φ, we can work out the distance between
the wave functions as
‖Ψ− Φ‖2 = 2− 2Re〈Ψ|Φ〉 = 2− 2
√
N .
The derivative with respect to the free orbital parameters
X are readily worked out to be
0 =
∂N
∂Xkl
∣∣∣∣
X=0
=
(
∂
∂Ukl
− ∂
∂U†kl
)
N (2)
=
(
θ(m− l)− θ(m− k))γ(m)kl ,
where the Heaviside step function θ(x) is 1 for positive
x and 0 for negative x and we introduced the truncated
1RDM
γ
(m)
kl := N
m∑
i2...iN
cki2...iN c
†
iN ...i2l
. (3)
Note that the truncated 1RDM is defined for the full origi-
nal basis set of Ψ, so is considered to be an M×M matrix.
Only the summations are reduced from M to m.
From the trace of this truncated 1RDM N can be ex-
pressed as
N = 1
N
Tr
{
γ(m)
}
. (4)
Hence, if we partition the truncated 1RDM in blocks of
orbitals included and excluded from the reduced-basis CI
expansion, we find that only the off-diagonal blocks need
to be zero. The rotations between the included (excluded)
orbitals do not affect N as expected, since full CI wave
functions are invariant with respect to orbital rotations
within the CI space.
Naively one would expect that the NOs of Ψ satisfy
condition (2) and that one could simply select the highest
occupied NOs to maximize N . However, the NOs of Ψ
diagonalize γ(M) where the sum runs completely up to
M > m. Since not all CI coefficients of Ψ are included in
the sum, the NOs will not diagonalize γ(m) in general as
has already been pointed out by Davidson [5]. There are,
however, some special situations in which the NOs of Ψ do
satisfy the optimality condition (2), so in these cases NOs
constitute optimal orbitals for the full CI expansion Φ in
the reduced basis.
2.1. Two-body systems
That NOs can provide the optimal orbitals for two-
body systems to minimize ‖Ψ− Φ‖2 is already known for
quite some time [27, 28]. For completeness we will demon-
strate explicitly that the NOs of the two-body system in-
deed satisfy (2). The two-body systems are special, since
the CI coefficients are only matrices with two indices and
the 1RDM becomes a simple matrix product
γ = 2c · c†,
so the square root of the natural occupation numbers,√
nk/2, are the singular values of c. In the case of fermions
or bosons, the CI coefficients need to be anti-symmetric or
symmetric respectively, so restricting to the case of real
coefficients, c is also normal, hence diagonalizable and
the eigenvalues ξk are related to the singular values as
|ξk| =
√
nk/2.
1 Therefore, we find that the NOs block-
diagonalize c where the blocks only contain degenerate
NOs. By diagonalizing the remaining blocks, one obtains
a special set of NOs that also completely diagonalizes the
CI matrices c [30]. The truncated 1RDM (3) in this special
NO basis now become
γ
(m)
kl = 2
m∑
i=1
ckic
†
il = nkδkl,
so are diagonal as well. By selecting the highest occupied
NOs one readily maximizes N (4).
2.2. Removal of one basis function for fermions
In the case of fermions the CI coefficients need to be
anti-symmetric to ensure the anti-symmetry of the wave
function. We find, therefore, that when only one basis
function, φM , is removed
γ
(M−1)
Ma = N
M−1∑
i2...iN
cMi2...iN c
†
iN ...i2a
= N
M∑
i2...iN
cMi2...iN c
†
iN ...i2a
= γ
(M)
Ma ,
where we used the fact that cMMi3...iN = 0 due to the
anti-symmetry. Hence, the NOs of Ψ also set γ
(M−1)
Ml = 0,
so satisfy the stationarity condition (2). By simply leaving
out the lowest occupied NO, we maximize N (4). In the
case of degeneracy the maximum is not unique and any
linear combination of the lowest occupied NOs will do.
1The complex case is more involved, since c is not normal anymore
in general. Symmetric c are still diagonalizable [29]. Anti-symmetric
c can only be block-diagonalized tot 2× 2 blocks.
3
use highest occupied
NOs of γ(M) to
construct γ(m)
diagonalize γ(m)
calculate N
N changed
yes
no
converged
use highest
occupied NOs to
Figure 1: Primitive optimization of the orbitals for the full CI wave
function Φ in the reduced space.
3. Calculating optimal orbitals
We found that the NOs of Ψ are in general not the
best orbitals to minimize ‖Ψ−Φ‖2. To calculate the true
optimal orbitals, we need to solve (2). The most naive way
is to use an iterative scheme where we simply construct a
γ(m) from the NOs of Ψ, diagonalize it and take the high-
est occupied NOs of γ(m) as new basis functions, recon-
struct γ(m) and iterate this procedure till convergence as
depicted in Figure 1. This method is identical to a naive
implementation of the optimization of the Hartree–Fock
(HF) orbitals or Kohn–Sham (KS) orbitals where in each
iteration the Fock matrix is diagonalized to the generate
new trial orbitals, which are subsequently used to calcu-
late a new Fock matrix till the algorithm converges. This
naive implementation is not very efficient to solve for the
optimal orbitals for the reduced-basis CI and is even not
guaranteed to converge at all. Indeed small test calcula-
tions with randomly generated CI matrices for 4 particles
in 20 orbitals showed that this iterative algorithm some-
times gets stuck in an alternating solution as also often
occurs in HF [26].
A number of improvements to this naive implementa-
tion are obvious. The most important improvement is in
the optimization scheme itself, because of its lack of con-
vergence. Since we only need to optimize the orbitals, all
the tricks that are available for the optimization of the
HF/KS orbitals can be used to try to achieve and accel-
erate convergence, e.g. the direct inversion in the iterative
subspace (DIIS) [31, 32]. In our case the hessian with re-
spect to the unique elements ofX can readily be expressed
initialize i←M
diagonalize γ(i)
eliminate lowest occupied NO
set i← i− 1 i > m
i = m
done
Figure 2: One-by-one elimination scheme to generate an initial guess
for the optimal reduced-basis CI orbitals. It is based on the fact
that for the truncation of one orbital, the elimination of the lowest
occupied NO is optimal (Sec. 2.2).
for real X as
d2N
dXkldXab
= 2
(
Γ
(m)
kabl + Γ
(m)
kbal + δakγ
(m)
lb − δblγ(m)ka
)
for a, k ≤ m < b, l and real upper triangular X (see Ap-
pendix for more details). The truncated 2RDM is defined
as
Γ
(m)
klba := N(N − 1)
m∑
i3...iN
ckli3...iN c
†
iN ...i3ba
and comes as an almost free by-product, since the trun-
cated 1RDM has to be constructed anyway from contract-
ing the CI coefficients. Because the hessian is readily avail-
able, we have implemented a Newton–Raphson optimiza-
tion algorithm including the usual trust-region strategy
to ensure convergence of the algorithm [26, 33, 34, 35].
This approach is well-known in second-order optimization
algorithms for the multi-configuration self-consistent field
(MCSCF) wave function [24, 25, 26]. Of course, also other
optimization schemes used in MCSCF calculations could
be used as well [8, 36, 37, 38] or the iterative approach
proposed by Zhang and Kollar [10]. However, the second
order method is the most robust one, hence most reliable
to provide optimal orbitals.
Now let us consider the initial guess for the reduced-
basis CI orbitals. We have seen that the elimination of
the lowest occupied NO gives the optimal reduced-basis
CI orbitals if only one orbital had to be eliminated. An
obvious scheme to generate the initial guess is to continue
this procedure to eliminate orbitals one by one (see Fig-
ure 2). Unfortunately, this scheme does not yield directly
the optimal orbitals, except under special circumstances.
To show this, consider the removal of two orbitals. Since
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Figure 3: The average (upper lines) and minimum values (lower
lines) of N for an initial basis set of 20 orbitals. The solid lines
correspond to the fully optimized orbitals, the dotted lines to the
highest occupied NOs and the dashed lines to the one-by-one removal
of one NO (Figure 2). The spread of N is indicated by the shaded
areas and always extends fully up to N = 1, since single determinant
wave functions are also present in the test sample.
φM−1 by construction already satisfies its optimality con-
dition γ
(M−2)
M−1a = 0 for a ≤M −2, we only need to consider
γ
(M−2)
Ma = −N(N − 1)
M∑
i3...iN
cMM−1i3...iN c
†
iN ...i3M−1a,
where we used the fact that γ
(M)
Ma = 0. The sum on the
right-hand side typically only vanishes if cMM−1i3...iN = 0
for some reason. The most obvious case is that φM is a
NO with zero occupation number, which means that this
NO does not contribute to any determinant. This situa-
tion is typical for non-interacting systems, which usually
only require one determinant. All unoccupied NOs can
straightforwardly all be eliminated. An other possible sit-
uation is that the orbitals φM and φM−1 never co-occur in
any determinant contributing to the CI. Both situations do
not seem to be likely for fully interacting systems [22, 23].
Although this alternative guess for the orbitals does
not give the best orbitals for the reduced-basis CI, it is ex-
pected to give better initial orbitals than just the highest
occupied NOs. To check this statement, we have imple-
mented both procedures and the Newton–Raphson pro-
cedure to find the optimal orbitals for four fermion CI
wave functions. The Newton–Raphson procedure termi-
nated when the norm in the gradient was smaller than√
 ≈ 1.5 · 10−8, where  denotes the machine precision.
The function N (X) can have multiple local maxima. To
increase the chance that the Newton–Raphson procedure
terminates at the global maximum, we run the calculation
two times. Once starting from the highest occupied NOs
and once from the orbitals generated by the one-by-one
elimination scheme.
To generate CI coefficients we used a random number
generator and have set the unique CI coefficients to
ci1i2i3i4 =
ran1 − ran2
ran3 − ran4 ,
where rani are subsequently generated random numbers.
Only using one random number, ci1i2i3i4 = ran1 did not
give sufficient variation in the coefficients to give a good
sampling over all possible full CI wave functions. Since the
full CI wave functions are completely random, they are not
necessarily eigenfunctions of a physical Hamiltonian with
only one- and two-body operators.
For each randomly generated CI wave function we have
calculated N for both initial guesses and also its value af-
ter full optimization by the Newton-Raphson procedure.
In Figure 3 we show statistical results for the sampling
over 10 000 randomly generated CI wave functions for 20
basis functions as a function of the number of eliminated
orbitals. The shaded areas indicate the spread of the value
of N for each set of orbitals and the lowest value found,
is emphasized by a line [fully optimized (solid), highest
NOs (dotted) and one-by-one elimination (dashed)]. The
spread completely stretches to N = 1 even when the maxi-
mum number of orbitals is eliminated. This indicates that
our sampling also generated full CI wave functions which
can (almost) exactly be represented by one-determinant,
which are eigenstates of a non-interacting system of fermions.
The fact that we randomly generated one-determinant wave
functions gave us confidence that the variation in our sam-
ple is sufficient. The lines in the middle of the shaded areas
indicate the average values of N for the different methods.
The smallest value for N when using the highest oc-
cupied NOs (lowest red dashed line in Figure 3) become
exponentially small when approaching the maximum of
removable orbitals (16). This result is orthogonal to the
general assumption that the determinant constructed from
the highest occupied NOs always has a significant overlap
with the full CI wave function [39]. However, the full CI
wave functions in these worst case scenarios are highly cor-
related and most NOs have a significant occupation. This
large spread of occupation allows the main contribution to
the wave function, to come from determinants which only
contain one or two of the 4 highest occupied NOs. More
details about the worst case for only retaining one deter-
minant can be found in the Supplementary Material. It is
not clear if such CI wave functions occur in physical sys-
tems. However, a large number of significantly occupied
NOs can occur in fractional quantum Hall droplets [40], so
this worst case scenario for the NOs might be relevant for
these very strongly correlated systems.
An interesting feature of the of plot in Figure 3 is that
both for the one-by-one elimination and the fully opti-
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Figure 4: The number of times the initial guess from the NOs (red,
right bar) and the one-by-one elimination (blue, left bar) led to sig-
nificant (10−6 times best N ) better values of N after the Newton–
Raphson optimization. The black line indicates the number of vari-
ational variables in the optimization procedure.
mized orbitals, there is no difference in the elimination of
15 or 16 orbitals. This is actually a general feature that the
reduction to N and N +1 orbitals yield the same reduced-
basis norm N . For the fully optimized orbitals this can
be easily understood. First consider the case of the re-
duction to N orbitals. Since all orbitals need to be fully
occupied, only one Slater determinant can be constructed
and the only degrees of freedom are the orbital rotations.
When we extend the basis with one additional orbital, we
also can have single excited determinants. These addi-
tional single excited determinants, however, do not add
additional variational freedom to the wave function, so are
redundant [26]. This situation is similar to the addition
of determinants to the HF wave function to lower the en-
ergy. Adding only single excited determinants does not
lower the energy. One needs to add at least double excited
determinants to gain in energy, which is closely related
to Brillouin’s theorem. More explicit proofs can be found
in [10] and references therein.
In order to prove this for the one-by-one elimination,
more work is required. By definition, we have for the elim-
ination of the last orbital φN+1
0 = γ
(N)
N+1,a = N
N∑
i2...iN
cN+1i2...iN c
†
iN ...i2a
(5)
= N ! cN+1a¯2...a¯N c
†
a¯N ...a¯2a, ∀ a = 1, . . . N,
where a¯2 6= a¯3 6= · · · 6= a¯N ∈ {1, . . . , N}\a, so a¯2 . . . a¯N can
be seen as a unique complement to a. Since we have only
one Slater determinant, we necessarily have c†a¯N ...a¯2a =
1/
√
N !, so Eq. (5) implies that cN+1a¯2...a¯N = 0. Thus, for
the reduction in N , we find
∆N = N
N∑
i2...iN
|ci2...iNN+1|2 = 0,
so there is no further reduction in the reduced-basis norm
when going from N + 1 to N basis functions.
Statistically the one-by-one elimination is a clear win-
ner. Both the average value for N and the worst value
of N are consistently higher if more than one orbital is
removed. The methods are identical for the elimination
of zero or only one orbital, so for these cases there is no
difference and both are optimal. However, in some cases
using the highest occupied NOs as an initial guess pro-
vide a superior initial guess compared to the one-by-one
elimination. Subsequent optimization with the Newton–
Raphson procedure starting from the one-by-one could not
always overcome this difference. In Figure 4 we have plot-
ted the number of times one of the initial guesses gave a
significantly (10−6 times best N ) more successful result
after optimization with the Newton–Raphson procedure.
Since the local hessian is readily available, we have checked
whether it was negative definite and it always was. The
higher solutions found from the less successful initial guess
therefore correspond to lower lying local maxima. The ex-
istence of multiple local maxima is no surprise, since the
exponential Ansatz for the orthogonal variations makes
N (X) a highly non-linear function.
A striking result from Figure 4 is that although the
initial value for N of the NOs is usually inferior to the
value form the one-by-one elimination, the NOs provide
more often a superior initial guess for the full optimization.
Only for the elimination of 15 and 16 orbitals the one-by-
one elimination provided significantly more often a better
initial guess for the Newton–Raphson algorithm. The de-
pendency of the fully optimized value of N on the initial
guess seems initially to be correlated with the number of
degrees of freedom in the optimization, which is indicated
by the black curve in Figure 4. From 12 orbitals onwards,
this trent does not seem to hold anymore. Probably, the
variational landscape N (X) becomes more bumpy, so the
optimization becomes more dependent on the initial guess,
although the number of variational parameters goes down.
Since we have only used two different initial guesses, it is
quite likely that the Newton–Raphson procedure did not
even find the global maximum in all cases, especially when
a large number of orbitals are removed. Possible improve-
ments may be sought in starting from a larger number
of initial guesses, which could be generated randomly by
making first a random transformation of the basis set as
has also been proposed by Zhang and Kollar [10]. An al-
ternative solution would be to use a global optimization
scheme like simulated annealing.
It is not so clear in which cases one of the initial guesses
is superior over the other. One might expect that there
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Figure 5: The difference between the two initial guesses as a function
of the entropy for the removal of 10 orbitals out of 20 for 10 000
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would be a connection with the amount of correlation in
the system, which can be quantified as a correlation en-
tropy [41, 42] defined as
Scor := − 1
N
Tr
{
γ lnγ
}
= − 1
N
∑
k
nk lnnk.
In Figure 5 we show the difference between the initial val-
ues of N of the two initial guesses with open symbols as a
function of correlation entropy. The only correlation with
respect to the Scor seems to be the magnitude of the dif-
ference. When the initial guesses are optimized by the
Newton–Raphson algorithm, these differences are mostly
reduced to numerical precision. Only a few significant dif-
ferences remain (see also Figure 4). With increasing corre-
lation entropy, both the amount of significant differences
and the magnitude of the difference in N itself increase
somewhat. However, both initial guesses perform about
equally for any value of the correlation entropy, so the
amount of correlation is irrelevant for the choice between
the two initial guesses.
4. Conclusion
In this letter we have investigated which orbitals min-
imize ‖Ψ − Φ‖2, where Ψ is a CI wave function which is
approximated by the full CI wave function Φ in a reduced
orbital space. First order optimality conditions revealed
that the CI coefficients of both wave functions Ψ and Φ
are identical up to an overall scaling factor which is re-
quired to have both wave functions normalized. We have
used this information to simplify the optimization prob-
lem by reformulating it as a maximization of the norm of
Φ when using unscaled CI coefficients of Ψ, N (1). Set-
ting the first order derivative of N to zero provided the
first order optimality condition that the matrix elements
of the truncated 1RDM (3) between the included and ex-
cluded orbitals have to vanish (2). This requirement is
usually not satisfied by the NOs except when only one or-
bital is removed in the case of fermions or when dealing
with two-electron systems. In the case of two-electron sys-
tems these NOs should not only diagonalize the 1RDM,
but also Ψ itself [30].
The similarity of the first order stationarity conditions
in terms of the truncated 1RDM and the Fock matrix im-
mediately implies that all the standard solution methods
known in HF and DFT to solve their orbital equations to
self-consistency can be used. Since the hessian is read-
ily available, we have used the very powerful Newton–
Raphson procedure starting from two different initial guess-
es for the optimal orbitals: (1) the NOs and (2) a one-by-
one elimination scheme inspired by the fact that the NOs
are optimal for the removal of one orbital (Figure 2). We
have run a trial over 10 000 CI randomly generated CI wave
functions for 4 fermions and 20 basis functions. The one-
by-one elimination gave the best initial value for N . The
NOs, however, provided more often a better starting guess
for the optimal orbitals when a Newton–Raphson proce-
dure was subsequently used to maximize N . We have not
been able to find a clear criterion to determine when one
of the initial guesses performs better than the other. Since
there is no clear best initial guess, it will be best to use
both to generate the optimal reduced-basis CI orbitals in
practice.
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Appendix A. Hessian
In this appendix we digress on the calculation of the
hessian of N with respect to the unique entries ofX. First
we expand U till second order in X.
Ukl =
(
eX
)
kl
= δkl +Xkl +
1
2
(
X2
)
kl
+ · · · ,
so for the first and second order derivatives with respect
to X we find
∂Urs
∂Xkl
∣∣∣∣
X=0
= δkrδsl,
∂2Urs
∂Xkl∂Xab
∣∣∣∣
X=0
=
1
2
(
δkrδsbδla + δarδslδka
)
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Now we will use these expressions to calculate the gradient
and hessian of N with respect to X. First we write N
explicitly in terms of X as
N =
m∑
i1...iN
∑
r1...rN
s1...sN
cr1...rN
(
eX
)
r1i1
· · · (eX)
rN iN
× (e−X)
rN iN
· · · (e−X)
r1i1
c†sN ...s1
The first order derivative with respect to X gives (2) and
will not be repeated here. The second order derivative is
more involved. Not only we have second order derivatives
of one particular orbital rotation, but we also obtain cross-
terms
∂2N
∂Xkl∂Xab
∣∣∣∣
X=0
= Γ
(m)
aklb(b, l ≤ m) +
1
2
γ
(m)
kb δal(b ≤ m) +
1
2
γ
(m)
al δbk(l ≤ m) + Γ(m)aklb(a, k ≤ m) +
1
2
γ
(m)
kb δal(k ≤ m) +
1
2
γ
(m)
al δbk(a ≤ m)−
Γ
(m)
aklb(b, k ≤ m)− γ(m)al δbk(b, k ≤ m)−
Γ
(m)
aklb(a, l ≤ m)− γ(m)kb δal(a, l ≤ m),
where we indicated between brackets after each term the
conditions that need to be satisfied for the particular term
to be present. To reduce the hessian to only the unique
elements of X, we will assume that X is real to keep
the equations simple. The second order derivative with
respect to the upper triangle of X at X = 0 can now be
constructed as
d2N
dXkldXab
=
∂2N
∂Xkl∂Xab
− ∂
2N
∂Xkl∂Xba
−
∂2N
∂Xlk∂Xab
+
∂2N
∂Xlk∂Xba
= 2
(
Γ
(m)
kabl + Γ
(m)
kbal + γ
(m)
bl δak − γ(m)ak δbl
)
for a, k ≤ m < b, l.
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Appendix B. Supplementary Material: Worst case
for highest occupied NO guess
The worst case for the highest occupied NO guess in
our sample of 10 000 randomly generated full CI wave func-
tions is very strongly correlated as can be seen from the
occupation numbers reported in Table B.1. Such a large
spread of the particles over the NOs is not very often en-
countered, though such large spreads have been reported
for quantum Hall droplets [40].
We analyzed the composition of the wave function in
NO basis by counting the total contribution, Nk, of the
determinants for each combination of the 4 highest occu-
pied NOs, which are reported in Table B.2. Let us explain
in more detail what we mean by this. The first number
in Table B.2 is the total contribution to the norm of de-
terminants that are composed of the four highest occupied
NOs: 1, 2, 3 and 4. There is only one such determinant for
a 4 electron system, so N1,2,3,4 = |c1,2,3,4|2. The entries
with only three of the highest occupied NOs indicate the
total contribution of the determinants composed of these
three orbitals and not the other one of the 4 highest occu-
pied NOs. For example, the entry 1, 2, 3 indicates the sum
of the contribution of all determinants with the highest 3
occupied NOs, but not with NO number 4
N1,2,3 =
∑
i 6=4
|c1,2,3,i|2 =
∑
i
|c1,2,3,i|2 −N1,2,3,4.
The other entries are similar. For example, the pair (2, 4)
means the total contribution of determinants with only
NOs 2 and 4 present and not NOs 1 and 3, i.e.
N2,4 = 1
2
∑
i,j 6=1,3
|c2,4,i,j |2
=
1
2
∑
i,j
|c2,4,i,j |2 −N1,2,4 −N2,3,4 −N1,2,3,4.
Table B.1: The NO occupation numbers for the worst case found for
the highest occupied NO guess.
k nk k nk
1 0.510 695 11 0.238 700
2 0.346 783 12 0.113 964
3 0.331 745 13 0.072 028
4 0.329 818 14 0.061 078
5 0.319 462 15 0.052 088
6 0.306 393 16 0.049 527
7 0.301 910 17 0.048 225
8 0.289 709 18 0.046 853
9 0.258 433 19 0.040 833
10 0.250 992 20 0.030 765
Table B.2: The contribution of determinants to the norm where the
4 highest occupied NOs are exclusively present. This data is for the
worst case situation of the highest NO guess when eliminating 16
orbitals.
NOs contribution NOs contribution
1, 2, 3, 4 4.4 · 10−11 1, 2, 3 9.2 · 10−5
1, 2, 4 9.6 · 10−4
1, 2 1.0 · 10−2 1, 3, 4 8.8 · 10−4
1, 3 3.7 · 10−2 2, 3, 4 4.5 · 10−3
1, 4 2.6 · 10−1
2, 3 2.6 · 10−1
2, 4 1.2 · 10−3 1 2.1 · 10−1
3, 4 2.2 · 10−3 2 7.2 · 10−2
3 2.9 · 10−2
0 5.8 · 10−2 4 6.4 · 10−2
The entry 0 is a bit special notation. With the 0 we mean
the total contribution to the norm of the determinants not
containing any of the the four highest occupied NOs
N0 := 1
4!
∑
i,j,k,l 6=1,2,3,4
|ci,j,k,l|2.
From Table B.2 we immediately see that the contribution
of the determinant containing all four highest occupied
NOs makes a marginal contribution to the wave function.
The determinants containing three of the 4 highest occu-
pied NOs already make a more significant contribution,
though still not very significant. The largest contribution
seems to come from determinants that only contain 1 or 2
of the four highest occupied NOs. Especially the total con-
tribution of determinants containing the pairs (1, 4) and
(2, 3) give a very large contribution and also the determi-
nants only containing only the highest occupied NO.
It is important to realize that the very low contribution
by the determinant constructed from only the 4 highest
occupied NOs is only possible when the other NOs also
have a significant occupation, such that the Ni,j and Ni
can become large and still produce the occupation number
spectrum. Hence, these problematic wave functions for
the NO guess could only occur for very strongly correlated
systems, such as quantum Hall droplets [40].
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