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Abstract
In this article, we study the excursion sets Dp = f−1([−p,+∞[) where f is a natural
real-analytic planar Gaussian field called the Bargmann-Fock field. More precisely, f is the
centered Gaussian field on R2 with covariance (x, y) 7→ exp(− 12 |x − y|2). Alexander has
proved that, if p ≤ 0, then a.s. Dp has no unbounded component. We show that conversely,
if p > 0, then a.s. Dp has a unique unbounded component. As a result, the critical level of
this percolation model is 0. We also prove exponential decay of crossing probabilities under
the critical level. To show these results, we rely on a recent box-crossing estimate by Beffara
and Gayet. We also develop several tools including a KKL-type result for biased Gaussian
vectors (based on the analogous result for product Gaussian vectors by Keller, Mossel and
Sen) and a sprinkling inspired discretization procedure. These intermediate results hold for
more general Gaussian fields, for which we prove a discrete version of our main result.
Figure 1: Percolation for an approximation of the Bargmann-Fock field f . On the left hand side,
the region f ≥ 0.1 is colored in black, the small components of the region f < 0.1 are colored
in white, and the giant component of the region f < 0.1 is colored in red. On the right hand
side, the small components of the region f ≥ −0.1 are colored in black, the giant component of
the region f ≥ −0.1 is colored in blue, and the region f < −0.1 is colored in white. The two
pictures correspond to the same sample of f .
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1 Main results
In this article, we study the geometry of excursion sets of a planar centered Gaussian field f .
The covariance function of f is the function K : R2 × R2 → R defined by:
∀x, y ∈ R2, K(x, y) = E[f(x)f(y)] .
We assume that f is normalized so that for each x ∈ R2, K(x, x) = Var(f(x)) = 1, that it
is non-degenerate (i.e. for any pairwise distinct x1, . . . , xk ∈ R2, (f(x1), · · · , f(xk)) is non-
degenerate), and that it is a.s. continuous and stationary. In particular, there exists a strictly
positive definite continuous function κ : R2 → [−1, 1] such that κ(0) = 1 and, for each x, y ∈ R2,
K(x, y) = κ(x − y). For our main results (though not for all the intermediate results), we will
also assume that f is positively correlated, which means that κ takes only non-negative values.
We will also refer to κ as covariance function when there is no possible ambiguity. For each
p ∈ R we call level set of f the random set Np := f−1(−p) and excursion set of f the random
set Dp := f−1([−p,+∞[).1
1This convention, while it may seem counterintuitive, is convenient because it makes Dp increasing both in f
and in p. See Section 2 for more details.
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These sets have been studied through their connections to percolation theory (see [MS83a,
MS83b, MS86], [Ale96], [BS07], [BG16], [BM18], [BMW17], [RV17]). In this theory, one wishes
to determine whether of not there exist unbounded connected components of certain random
sets. So far, we know that D0 has a.s. only bounded components for a very large family of
positively correlated Gaussian fields:
Theorem 1.1 (Theorem 2.2 of [Ale96]). Assume that for each x ∈ R2, κ(x) ≥ 0, that f is a.s.
C1 and ergodic with respect to translations. Assume also that for each p ∈ R, f has a.s. no
critical points at level p. Then, a.s. all the connected components of D0 are bounded.
Proof. By [Pit82], the fact that κ is non-negative implies that f satisfies the FKG inequality2 so
we can apply Theorem 2.2 of [Ale96]. Hence, all its level lines are bounded. By ergodicity, D0
has either a.s. only bounded connected components or a.s. at least one unbounded connected
component. Since f has a.s. no critical points at level 0, a.s., the boundary of D0 equals N0
and is a C1 submanifold of R2. If D0 had a.s. an unbounded connected component, then, by
symmetry (since f is centered) this would also be the case for R2 \ D0. But this would imply
that N0 has an unbounded connected component, thus contradicting Theorem 2.2 of [Ale96].-

More recently, Beffara and Gayet [BG16] have proved a more quantitative version of Theorem 1.1
which holds for a large family of positively correlated stationary Gaussian fields such that κ(x) =
O(|x|−α) for some α sufficiently large. In [RV17], the authors of the present paper have revisited
the results by [BG16] and weaken the assumptions on α. More precisely, we have the following:
Theorem 1.2 ([BG16] for α sufficiently large,[RV17]). 3 Assume that f is a non-degenerate,
centered, normalized, continuous, stationary, positively correlated planar Gaussian field that
satisfies the symmetry assumption Condition 2.2 below. Assume also that κ satisfies the differ-
entiability assumption Condition 2.4 below and that κ(x) ≤ C|x|α for some C < +∞ and α > 4.
Then, there exist C ′ = C ′(κ) < +∞ and δ = δ(κ) > 0 such that for each r > 0, the probability
that there exists a connected component of D0 which connects 0 to a point at distance r is at
most C ′r−δ. In particular, a.s. all the connected components of D0 are bounded.
A remaining natural question is whether or not, for p > 0, the excursion set Dp has an unbounded
component. Our main result (Theorem 1.3 below) provides an answer to this question for a
specific, natural choice of f , arising naturally from real algebraic geometry: the Bargmann-Fock
model, that we now introduce. The planar Bargmann-Fock field is defined as follows. Let
(ai,j)i,j∈N be a family of independent centered Gaussian random variables of variance 1. For
each x = (x1, x2) ∈ R2, the Bargmann-Fock field at x is:
f(x) = e−
1
2
|x|2 ∑
i,j∈N
ai,j
xi1x
j
2√
i!j!
.
The sum converges a.s. in C∞(R2) to a random analytic function. Moreover, for each x, y ∈ R2:
K(x, y) = E[f(x)f(y)] = exp
(
− 1
2
|x− y|2
)
.
2What Alexander calls the FKG inequality is the positive association property of any finite dimensional
marginal distributions of the field, see the beginning of his Section 2.
3More precisely, this is Propositions 4.5 and 4.6 of [RV17]. Moreover, this is Theorem 5.7 of [BG16] for α
sufficiently large and with slightly different assumptions on the differentiability and on the non-degeneracy of κ.
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For a discussion of the relation of the Bargmann-Fock field with algebraic geometry, we refer the
reader to the introduction of [BG16]. Theorem 1.2 applies to the Bargmann-Fock model (see
Subsection 2.2 for the non-degeneracy condition). Hence, if p ≤ 0 then a.s. all the connected
components of Dp are bounded. In this paper, we prove that on the contrary if p > 0 then a.s.
Dp has a unique unbounded component, thus obtaining the following result:
Theorem 1.3. Let f be the planar Bargmann-Fock field. Then, the probability that Dp has an
unbounded connected component is 1 if p > 0, and 0 otherwise. Moreover, if it exists, such a
component is a.s. unique.
As a result, the “critical threshold” of this continuum percolation model is p = 0. Before saying
a few words about the proof of Theorem 1.3, let us state the result which is at the heart of the
proof of Theorem 1.2, both in [BG16] and in [RV17]. This result is a box-crossing estimate,
which is an analog of the classical Russo-Seymour-Welsh theorem for planar percolation. This
was proved in [BG16] for a large family of positively correlated stationary Gaussian fields such
that κ(x) = O(|x|−325). In [BM18], Beliaev and Muirhead have lowered the exponent α = 325
to any α > 16. In [RV17], we have obtained that such a result holds with any exponent α > 4.
More precisely, we have the following:
Theorem 1.4 ([BG16] for α > 325, [BM18] for α > 16,[RV17]). 4 With the same hypotheses as
Theorem 1.2, for every ρ ∈]0,+∞[ there exists c = c(ρ, κ) > 0 such that for each R ∈]0,+∞[,
the probability that there is a continuous path in D0 ∩ [0, ρR] × [0, R] joining the left side of
[0, ρR]× [0, R] to its right side is at least c. Moreover, there exists R0 = R0(κ) < +∞ such that
the same result holds for N0 as long as R ≥ R0.
In order to prove our main result Theorem 1.3, we will use a discrete analog of this box-crossing
estimate which goes back to [BG16] (see Theorem 2.13 below). In Section 2, we expose the
general strategy of the proof of Theorem 1.3. This proof can be summed up as follows: i) we
discretize our model as was done in [BG16], ii) we prove that there is a sharp threshold phe-
nomenon at p = 0 in the discrete model, iii) we return to the continuum. The results at the
heart of our proof of a sharp threshold phenomenon for the discrete model are on the one hand
Theorem 2.13 (the discrete version of Theorem 1.4) and on the other hand a Kahn-Kalai-Linial
(KKL)-type estimate for biased Gaussian vectors (see Theorem 2.19) that we show by using the
analogous estimate for product Gaussian vectors proved by Keller, Mossel and Sen in [KMS12]
(the idea to use a KKL theorem to compute the critical point of a percolation model goes back
to Bolloba´s and Riordan [BR06a, BR06d], see Subsection 2.1 for more details). To go back to
the continuum, we apply a sprinkling argument to a discretization procedure tailor-made for
our setting (see Proposition 2.22). This step is especially delicate since Theorem 2.19 gives
no relevant information when the discretization mesh is too fine (see Subsection 2.4 for more
details).
Most of the intermediate results that we will prove work in a much wider setting, see in partic-
ular Proposition 3.5 where we explain how, for a large family of Gaussian fields f , the proof of
an estimate on the correlation function would imply that Theorem 1.3 also holds for f . See also
Theorem 2.13 which is a discrete analog of Theorem 1.3 for more general Gaussian fields.
As in [BG16], we are inspired by tools from percolation theory. Before going any further, let us
make a short detour to present the results of planar percolation we used to guide our research.
4More precisely, this is Theorem 1.1 of [RV17]. Moreover, this is Theorem 4.9 of [BG16] (resp. Theorem 1.7
of [BM18]) for α ≥ 325 (resp. α > 16) and with slightly different assumptions on the differentiability and on the
non-degeneracy of κ.
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It will be helpful to have this analogy in mind to appreciate our results.
Planar Bernoulli percolation is a statistical mechanics model defined on a planar lattice, say
Z2, depending on a parameter p ∈ [0, 1]. Consider a family of independent Bernoulli random
variables (ωe)e of parameter p indexed by the edges of the graph Z2. We say that an edge e
is black if the corresponding random variable ωe equals 1 and white otherwise. The analogy
with our model becomes apparent when one introduces the following classical coupling of the
(ωe)e for various values of p. Consider a family (Ue)e of independent uniform random variables
in [0, 1] indexed by the set of edges of Z2. For each p ∈ [0, 1], let ωpe = 1{Ue≥1−p}. Then,
the family ((ωpe)e)p forms a coupling of Bernoulli percolation with parameters in [0, 1]. In
this coupling, black edges are seen as excursion sets of the random field (Ue)e. Theorem 1.4
is the analog of the Russo-Seymour-Welsh (RSW) estimates first proved for planar Bernoulli
percolation in [Rus78, SW78]. We now state the main result of percolation theory on Z2, a
celebrated theorem due to Kesten.
Theorem 1.5 (Kesten’s Theorem, [Kes80]). Consider planar Bernoulli percolation of parameter
p ∈ [0, 1] on Z2. If p > 1/2, then a.s. there exists an unbounded connected component made of
black edges. On the other hand, if p ≤ 1/2 then a.s. there is no unbounded connected component
made of black edges.
The parameter pc = 1/2 is said to be critical for planar Bernoulli percolation on Z2. It is also
known that, if such an unbounded connected component exists, it is a.s. unique. In Theorem 1.5,
the case where p ≤ 1/2 goes back to Harris [Har60]. See Subsection 2.1 where we explain which
are the main ingredients of a proof of Kesten’s theorem that will inspire us. Kesten’s theorem
is closely linked with another, more quantitative result:
Theorem 1.6 (Exponential decay, [Kes80]). Consider planar Bernoulli percolation with param-
eter p > 1/2 on Z2. Then, for each ρ > 0, there exists a constant c = c(p, ρ) > 0 such that for
each R > 0, the probability that there is a continuous path made of black edges in [0, ρR]× [0, R]
joining the left side of [0, ρR]× [0, R] to its right side is at least 1− e−cR.
The value p = 1/2 is significant because with this choice of parameter, the induced percolation
model on the dual graph of Z2 has the same law as the initial one. For this reason, 1/2 is
called the self-dual point. In the case of our planar Gaussian model, self-duality arises at the
parameter p = 0 (see the duality properties used in [BG16, RV17], for instance Remark A.11
of [RV17]). The results on Bernoulli percolation lead us to the following conjecture:
Conjecture 1.7. For centered, normalized, non-degenerate, sufficiently smooth, stationary,
isotropic, and positively correlated random fields on R2 with sufficient correlation decay, the
probability that Dp has an unbounded connected component is 1 if p > 0, and 0 otherwise.
Of course, our Theorem 1.3 is an answer to the above conjecture for a particular model. We
also have the following analog analog for Theorem 1.6 that we prove in Subsection 3.2.
Theorem 1.8. Consider the Bargmann-Fock field and let p > 0. Then, for each ρ > 0 there
exists a constant c = c(p, ρ) > 0 such that for each R > 0, the probability that there is a
continuous path in Dp ∩ [0, ρR]× [0, R] joining the left side of [0, ρR]× [0, R] to its right side is
at least 1− e−cR.
Contrary to the other results of this paper, the fact that the correlation function of the Bargmann-
Fock field decreases more than exponentially fast is crucial to prove Theorem 1.8.
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Organization of the paper. The paper is organized as follows:
• In Section 2, we explain the general strategy of the proof of our phase transition result
Theorem 1.3. In particular, we explain the discretization we use and we state the main
intermediate results including the KKL-type inequality for biased Gaussian vectors men-
tioned above.
• In Section 3, we combine all these intermediate results to prove Theorems 1.3 and 2.13.
• In Sections 4 to 7, we prove these intermediate results.
Related works. As explained above, the present article is in the continuity of [BG16] where
the authors somewhat initiate the study of a rigorous connection between percolation theory
and the behaviour of nodal lines. In [BM18], the authors optimize the results from [BG16] and
the authors of the present paper optimize them further in [RV17]. See also [BMW17] where the
authors prove a box-crossing estimate for Gaussian fields on the sphere or the torus by adapt-
ing the strategy of [BG16]. In [BG16, BM18, BMW17, RV17] (while the approaches differ in
some key places), the initial idea is the same, namely to use Tassion’s general method to prove
box-crossing estimates, which goes back to [Tas16]. To apply such a method, we need to have
in particular a positive association property and a quasi-independence property. In [RV17], we
have proved such a quasi-independence property for planar Gaussian fields that we will also use
in the present paper, see Claim 3.7. We will also rely to other results from [RV17], in particular
a discrete RSW estimate. As we will explain in Subsection 2.4, we could have rather referred to
the slightly weaker analogous results from [BG16], which would have been sufficient in order to
prove our main result Theorem 1.3.
The use of a KKL theorem to prove our main result Theorem 1.3 shows that our work falls
within the approach of recent proofs of phase transition that mix tools from percolation theory
and tools from the theory of Boolean functions. See [GS14] for a book about how these theories
can combine. Below, we list some related works in this spirit.
• During the elaboration of the present work, Duminil-Copin, Raoufi and Tassion have de-
veloped novel techniques based on the theory of randomized algorithms and have proved
new sharp threshold results, see [DCRT19, DCRT17]. This method has proved robust
enough to work in a variety of settings: discrete and continuous (the Ising model and
Voronoi percolation), with dependent models (such as FK-percolation) and in any dimen-
sion. It seems worthwhile to note that the present model resists direct application. At
present, we see at least two obstacles: first of all the influences that arise in our setting
are not the same as those of [DCRT19, DCRT17] (more precisely, the influences studied
by Duminil-Copin, Raoufi and Tassion can be expressed as covariances while ours cannot
exactly, see Remark 2.18). Secondly, right now it is not obvious for us whether or not our
measures are monotonic.
• Another related work whose strategy is closer to the present paper is [Rod15], where
the author studies similar questions for the d-dimensional discrete (massive) Gaussian
free field. Some elements of said work apply to general Gaussian fields. More precisely,
following the proof of Proposition 2.2 of [Rod15], one can express the derivative probability
with respect to the threshold p as a sum of covariances, which seems promising, especially
in view of [DCRT19, DCRT17]. However, each covariance is weighted with a sum of
coefficients of the inverse covariance matrix of the discretized field and at present we do
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not know how to deal with these sums. In [Rod15], these coefficients are very simple
because we are dealing with the Gaussian free field.
• The idea to use a KKL inequality to compute the critical point of a planar percolation
model comes from [BR06d, BR06c, BR06a]. See also[BDC12, DCRT18] where such an
inequality is used to study FK percolation. In [BDC12, Rod15, DCRT18], the authors use a
KKL inequality for monotonic measures proved by Graham and Grimmett [GG06, GG11].
The same obstacles as in Item 1 above prevented us to use this KKL inequality.
A note on vocabulary. We end the first section by a remark on vocabulary on positive
definite matrices and functions.
Remark 1.9. In all the paper, we are going to deal with positive definite functions and matrices.
The convention seems to be that, on the one hand positive definite matrices are invertible
whereas semi-positive definite matrices are not necessarily. On the other hand, a function g
is said strictly positive definite if for any n ∈ Z>0 and any x1, · · · , xn, (g(xi − xj))1≤i,j≤n is a
positive definite matrix while g is said positive definite if the matrices (g(xi − xj))1≤i,j≤n are
semi-positive definite. We will follow these conventions and hope this remark will clear up any
ambiguities.
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2 Proof strategy and intermediate results
In this section, we explain the global strategy of the proof of our main result Theorem 1.3. Since
the case p ≤ 0 is already known (see the beginning of Section 1), we focus to the case p > 0.
We first discuss briefly some aspects of the analogous result for Bernoulli percolation: Kesten’s
theorem. Next, we give an informal explanation of our proof and state the main intermediate
results. More precisely, we explain the discretization procedure used in our proof in Subsec-
tion 2.4. Then, we state the main intermediate results at the discrete level in Subsection 2.5,
and in Subsection 2.6 we explain how to go from the discrete to the continuum.
2.1 Some ingredients for the proof of Kesten’s theorem
Several proofs of Kesten’s theorem (Theorem 1.5) are known (see [Gri10, BR06b]). Let us fix a
parameter p ∈ [0, 1] and consider Bernoulli percolation on Z2 with parameter p. As explained
before, we are mainly interested in the proof of existence of an unbounded component, i.e. when
p > 1/2. One possible proof of Kesten’s theorem uses the following ingredients, that we will
try to adapt to our setting. See for instance Section 3.4 of [BR06b], Section 5.8 of [Gri99] or
Section 3.4 of [GS14] where it is explained how one can combine these ingredients.
• A box-crossing criterion: For all ρ1, ρ2 > 0, let Crosspercop (ρ1, ρ2) denote the event that
there is a continuous path of black edges that crosses the rectangle [0, ρ1]× [0, ρ2] from left
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to right, and assume that:∑
k∈N
P
[
¬Crosspercop (2k+1, 2k)
]
< +∞ .
Then, a.s. there exists an infinite black component.
• The RSW (Russo-Seymour-Welsh) theorem, which implies that, for every ρ > 0, there
exists a constant c = c(ρ) > 0 such that, for every R > 0, P
[
Crossperco1/2 (ρR,R)
]
≥ c(ρ).
• The FKG-Harris inequality (see [Gri99, BR06b]) that says that increasing events are pos-
itively correlated.
• Russo’s differential formula ([Gri99, BR06b]): Let n ∈ N+, Pnp := (pδ1 + (1− p)δ0)⊗n and
A ⊆ {0, 1}n. For every i ∈ {1, · · · , n}, let Inflpi (A) denote the influence of i on A at the
parameter p, which is the probability that changing the value of the coordinate i modifies
1A. If A is increasing, then we have the following differential formula:
d
dp
Pnp [A] =
n∑
i=1
Inflpi (A) .
• A KKL (Kahn-Kalai-Linial) theorem (see for instance Theorems 1.16 and 3.4 of [GS14]):
The sum of influences can be estimated thanks to the celebrated KKL theorem. Here, we
present the version of the KKL theorem that implies that, if all the influences are small,
then the sum of the influences is large. A qualitative version of this principle was proved
by Russo in [Rus82]. The KKL theorem, proved in [KKL88] for p = 1/2 and generalized
in [BKK+92, Tal94] to every p, is a quantitative version of [Rus82]. Let Pnp be as above.
There exists an absolute constant c > 0 such that, for every p ∈ [0, 1], every n ∈ N+ and
every A ⊆ {0, 1}n, we have:
n∑
i=1
Inflpi (A) ≥ cPnp [A] · (1− Pnp [A]) · log
(
1
maxi Infl
p
i (A)
)
.
The idea to use a KKL theorem to prove Kesten’s theorem comes from [BR06d].
Our global strategy to prove Theorem 1.3 will be based on similar ingredients and on a dis-
cretization procedure used in [BG16, BM18] (together with a sprinkling argument). Some of
these ingredients are already known, the others will be proved in our paper. We list them in the
remaining subsections of Section 2, and in Section 3.1 we will explain how we can combine all
these ingredients to prove Theorem 1.3.
Since most of our intermediate results work in a much wider setting, we first state the conditions
on the planar Gaussian field f under which we work.
2.2 Conditions on the Gaussian fields
First, we state Condition 2.1 that we will assume during all the work:
Condition 2.1. The field f is non-degenerate (i.e. for any pairwise distinct x1, . . . , xk ∈ R2, the
covariance matrix of (f(x1), · · · , f(xk)) is invertible), centered, normalized (i.e. Var(f(x)) = 1
for every x), continuous, and stationary. In particular, there exists a strictly positive definite
continuous function κ : R2 → [−1, 1] such that K(x, y) := E [f(x)f(y)] = κ(y−x) and κ(0) = 1.
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Depending on the intermediate results we prove, we will also need to assume some of the following
additional conditions:
Condition 2.2 (Useful to apply percolation arguments.). The field f is positively correlated,
invariant by pi2 -rotation, and reflection through the horizontal axis.
Condition 2.3 (Useful to have quasi-indepence.). Depends on a parameter α > 0.] There exists
C < +∞ such that for each x ∈ R2, |κ(x)| ≤ C|x|−α.
Condition 2.4 (Technical conditions to have quasi-independence, see [RV17].). The function κ
is C8 and for each β ∈ N2 with β1 + β2 ≤ 2, ∂βκ(x) −→|x|→+∞ 0.
Condition 2.5 (Useful to do Fourier calculations on the correlation function. Depends on a
parameter α > 0.). The Fourier transform of κ takes only positive values. Moreover, κ is C3
and there exists C < +∞ such that for every β ∈ N2 with β1 + β2 ≤ 3, we have:
|∂βκ(x)| ≤ C|x|−α .
We will often suppose regularity conditions on f and κ. It will be interesting to have the
following in mind (see for instance Appendices A.3 and A.9 of [NS16]):
Lemma 2.6. Assume that f satisfies Condition 2.1. Let k ∈ N. If κ is C2(k+1), then a.s. f is
Ck. Conversely, if a.s. f is Ck, then κ is C2k and for every multi-indices β, γ ∈ N2 such that
β1 + β2,≤ k and γ1 + γ2 ≤ k, we have:
Cov
(
∂βf(x), ∂γf(y)
)
= E
[
∂βf(x)∂γf(y)
]
= (−1)|γ|∂β+γκ(x− y) .
It is easy to check that the conditions are all satisfied by the Bargmann-Fock field (see Lemma 2.7
for the non-degeneracy condition). In particular, Conditions 2.4 and 2.5 hold for any α > 0.
Also, the Bargmann-Fock field is a.s. analytic and its covariance is analytic.
An other example of Gaussian fields in the plane that satisfy the above conditions (with the
parameter α which depends on the parameter n) is the field with correlation function:
κ : x = (x1, x2) ∈ R2 7→
(
1
(1 + x21)(1 + x
2
2)
)n
, (2.1)
where n ∈ Z>0. This is indeed a strictly positive definite function by the following lemma.
Lemma 2.7. The Fourier transform of a continuous and integrable function R2 → R+ which
is not 0 is strictly positive definite. In particular, the Gaussian function x 7→ exp(−12 |x|2) and
the function (2.1) (for any n ∈ Z>0) are strictly positive definite.
Proof. This is a direct consequence of Theorem 3 of Chapter 13 of [CL09] (which is the strictly
positive definite version of the easy part of Bochner theorem). We can apply this to the
Bargmann-Fock field and to (2.1) since the Fourier transform of a Gaussian function is still
a Gaussian function and since the Fourier transform of x 7→ 1
(1+x21)(1+x
2
2)
is ξ 7→ cst exp(−(|ξ1|+
|ξ2|)), hence x ∈ R2 7→
(
1
(1+x21)(1+x
2
2)
)n
is the Fourier transform of the function ξ 7→ cst exp(−(|ξ1|+
|ξ2|)) convoluted n times, see Paragraph 1.2.3 of [Rud]. 
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If one wants to consider a large family of examples of planar Gaussian fields, one can consider
a function ρ : R2 → R+ sufficiently smooth, that is not 0 and such that ρ and its derivatives
decay sufficiently fast. One can note that κ = ρ ∗ ρ has the same properties and is strictly
positive definite by Lemma 2.7 since κˆ = (ρˆ)2. Moreover, if ρ has sufficiently many symmetries,
then the Gaussian field with covariance κ above satisfies Conditions from 2.1 to 2.5. Now, if W
is a two-dimensional white noise, that is, the free field associated to the Hilbert space L2(R2)
(see Definition 2.5 of [She07]), then (if ρ is even)
f = ρ ∗W
defines a Gaussian field on R2 with covariance κ.
We now list the main intermediate results of our proof.
2.3 A box-crossing criterion
As in the strategy of the proof of Kesten’s theorem presented in Subsection 2.1, our goal will be
to prove a box-crossing criterion. We start by introducing the following notation.
Notation 2.8. For each ρ1, ρ2 > 0 and each p ∈ R, we write Crossp(ρ1, ρ2) for the event that
there is a continuous path in Dp∩ [0, ρ1]× [0, ρ2] joining the left side of [0, ρ1]× [0, ρ2] to its right
side.
In Subsection 4.1, we will prove the following proposition.
Lemma 2.9. Assume that f satisfies Condition 2.1 and that κ is invariant by pi2 -rotations. Let
p > 0 and assume that: ∑
k∈N
P
[
¬Crossp(2k+1, 2k)
]
< +∞ . (2.2)
Then, a.s. there exists a unique unbounded component in Dp.
Thus, our goal turns to prove that, if p > 0, then P [Crossp(2R,R)] goes to 1 as R goes to +∞,
sufficiently fast so that the above sum is finite. In order to prove such a result, we will show a
Russo-type formula and a KKL-type theorem for discrete Gaussian fields. To apply such result,
we first need to discretize our model, as it was done in [BG16].
2.4 A discretization procedure and a discrete phase transition theorem for
more general fields
We consider the following discrete percolation model: let T = (V, E) be the face-centered square
lattice defined in Figure 2. Note that the exact choice of lattice is not essential in most of our
arguments. We mostly use the fact that it is a periodic triangulation with nice symmetries.
However, we do need a little more information to apply Theorem 2.13 (see the beginning of
Section 3 of [RV17]) and in Section 6 of the present work we use the fact that the sites of T are
the vertices of a rotated and rescaled Z2-lattice. We will denote by T ε = (Vε, Eε) this lattice
scaled by a factor ε. Given a realization of our Gaussian field f and some ε > 0, we color the
plane as follows: For each x ∈ R2, if x ∈ Vε and f(x) ≥ −p or if x belongs to an edge of Eε whose
two extremities y1, y2 satisfy f(y1) ≥ −p and f(y2) ≥ −p, then x is colored black. Otherwise, x
is colored white. In other words, we study a correlated site percolation model on T ε.
We will use the following notation analogous to Notation 2.8.
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Figure 2: The face-centered square lattice (the vertices are the points of Z2 and the centers of
the squares of the Z2-lattice).
Notation 2.10. Let ε > 0, p ∈ R, and consider the above discrete percolation model. For
every ρ1, ρ2 > 0, write Cross
ε
p(ρ1, ρ2) for the event that there is a continuous black path in
[0, ρ1]× [0, ρ2] joining the left side of [0, ρ1]× [0, ρ2] to its right side.
As explained in Subsection 2.3, we want to estimate the quantities P [Crossp(2R,R)] for p >
0. However, the tools that we develop in our paper are suitable to study the quantities
P
[
Crossεp(2R,R)
]
. We will thus have to choose ε so that, on the one hand, we can find nice
estimates at the discrete level and, on the other hand, the discrete field is a good approximation
of the continuous field. As a reading guide for the global strategy, we list below what are the
constraints on ε for our intermediate results to hold. See also Figure 3. We write them for the
Bargmann-Fock field. Actually, most of the intermediate results including Item 2 below hold for
more general fields, see the following subsections for more details.
1. We want to establish a lower bound for P
[
Crossεp(2R,R)
]
that goes (sufficiently fast for
us) to 1 as R goes to +∞. Our techniques work as long as the number of vertices is not
too large (see in particular Subsection 2.5.5). They yield such a bound provided that there
exists δ > 0 such that (R, ε) satisfy the condition:
ε ≥ log−(1/2−δ)(R) . (2.3)
See Subsubsection 2.5.6.
2. Then, we will have to estimate how much Crossεp(2R,R) approximates well Crossp(2R,R).
At this point, it seems natural to use the quantitative approximation results from [BG16,
BM18]. In particular, as explained briefly in Subsection 2.6, it seems that results from [BM18]
(based on discretization schemes that generalize the methods in [BG16]) imply that the
event Crossεp(2R,R) approximates Crossp(2R,R) well if:
ε ≤ R−(1+δ) , (2.4)
for some δ > 0. Unfortunately, this constraint is not compatible with the constraint (2.3).
For this reason, we will instead use a sprinkling discretization procedure. More precisely,
we will see in Proposition 2.22 that Crossεp/2(2R,R) implies Crossp(2R,R) with high prob-
ability if (R, ε) satisfy the following condition:
ε ≤ log−(1/4+δ)(R) (2.5)
for some δ > 0. This time, the constraint combines very well with the constraint (2.3) and
we will be able to conclude.
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Sprinkling procedure
works
Discrete approximates
well continuum
log−(1/4+δ)(R)
R−(1+ δ)
ε
log−(1/2−δ)(R)
Discrete crossing w.h.p.
for Bargmann-Fock
Figure 3: The different constraints on (R, ε).
If we work with the Bargmann-Fock field and if we choose for instance ε = ε(R) = log−1/3(R)
then, as shown in Figure 3, we obtain that Crossεp(2R,R) holds with high probability and that
the sprinkling discretization procedure works. As explained in Section 3.1, we will thus obtain
that
∑
k∈N P
[¬Crossp(2k+1, 2k)] < +∞ and conclude thanks to Lemma 2.9. See also Figure 4.
Figure 4: A right choice of ε is ε = log−1/3(R) with whom we will be able to prove that
P [Cross(2R,R)] goes sufficiently fast to 1 so that the box-crossing criterion of Lemma 2.9 is
satisfied. As we will see in the proof of this lemma, this criterion implies that, for a well-chosen
collection of rectangles (Qk)k of typical length Rk, a.s. all the Qk’s for k sufficiently large are
crossed, which implies that there exists an infinite path. The idea is that, for each k, we study
the probability that it is crossed by comparing the continuous event with the discrete event with
mesh ε = log−1/3(Rk).
Note that Item 1 above implies in particular that, if we work with the Bargmann-Fock field and
if we fix ε ∈]0, 1],5 then for p > 0, P [Crossεp(2R,R)] goes to 1 (sufficiently fast for us) as R goes
to +∞. We will actually obtain such a result for more general fields, which will enable us to
5In this paper, we only look at the case ε ∈]0, 1] though a lot of results could probably be extended to any
ε > 0.
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prove that a discrete box-crossing criterion analogous to Lemma 2.9 is satisfied and deduce the
following in Section 3.1:
Theorem 2.11. Suppose that f satisfies Conditions 2.1 and 2.2 and Condition 2.5 for some
α > 5 (thus in particular Condition 2.3 is satisfied for some α > 5). Then, for each ε ∈]0, 1],
the critical threshold of the discrete percolation model on T ε defined in the present subsection is
0. More precisely: the probability that there is an unbounded black connected component is 1 if
p > 0, and 0 otherwise. Moreover, if it exists, such a component is a.s. unique.
In particular, this result holds when f is the Bargmann-Fock field or the centered Gaussian field
with covariance given by (2.1) with n ≥ 3.
As in the continuous setting, the case p ≤ 0 of Theorem 2.11 goes back to [BG16], at least for
α large enough. In [RV17], we have optimized this result and obtain the following:
Theorem 2.12 ([BG16] for α sufficiently large,[RV17]). 6 Assume that f satisfies Condi-
tions 2.1, 2.2, 2.4 as well as Condition 2.3 for some α > 4. Let ε ∈]0, 1] and consider the
discrete percolation model on T ε defined in the present subsection with parameter p = 0. Then,
a.s. there is no infinite connected black component.
Again as in the continuous case, this result heavily relies on a RSW estimate, which we state
below (see Theorem 2.13). This estimate is a uniform lower bound on the crossing probability of
a quad scaled by R on a lattice with mesh ε. The proof of such an estimate goes back to [BG16]
(for α > 16) and was later optimized to α > 8 in [BM18]. The key property in this estimate is
that the lower bound of the crossing properties does not depend on the choice of the mesh ε. To
obtain such a result, the authors of [BG16] had to impose some conditons on (R, ε). For instance,
if we consider the Bargmann-Fock field, the constraint was ε ≥ C exp(−cR2) where C < +∞
and c > 0 are fixed. Actually, it seems likely that, one could deduce a discrete RSW estimate
with no constraint on (R, ε) by using their quantitative approximation results. In [RV17], we
prove such a discrete RSW estimate with no constraint on (R, ε) and without using quantitative
discretization estimates, but rather by using new quasi-independence results. Note that to prove
our main result Theorem 1.3, it would not have been a problem for us to rather use the result
by Beffara and Gayet with constraints on (R, ε) since, as explained above, we will use results
from the discrete model with ε = ε(R) = log−1/3(R) - which of course satisfies the condition
ε ≥ C exp(−cR2). We have the following:
Theorem 2.13 ([BG16] for α > 16, [BM18] for α > 8,[RV17]). 7 Assume that f satisfies
Conditions 2.1, 2.2, 2.4 as well as Condition 2.3 for some α > 4. For every ρ ∈]0,+∞[, there
exists a constant c = c(κ, ρ) > 0 such that the following holds: let ε ∈]0, 1], and consider the
discrete percolation model on T ε defined in the present subsection with parameter p = 0. Then,
for every R ∈]0,+∞[ we have:
P [Crossε0(ρR,R)] ≥ c .
What remains to prove in order to show Theorem 2.11 is that, if p > 0, a.s. there is a unique
infinite black component. Exactly as in the continuum, our goal will be to show that a box-
crossing criterion is satisfied. The following lemma is proved in Subsection 4.1.
6More precisely, this is Proposition B.7 of [RV17]. Moreover, this can be extracted from the proof of Theo-
rem 5.7 of [BG16] for α sufficiently large and with slightly different assumptions on the differentiability and the
non-degeneracy of κ.
7More precisely, this is Proposition B.2 of [RV17]. Moreover, this is Theorem 2.2 from [BG16] combined with
the results of their Section 4 (resp. this is Appendix C of [BM18]) for α > 16 (resp. α > 8), with some constraints
on (R, ε), and with slightly different assumptions on the differentiability and the non-degeneracy of κ.
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Lemma 2.14. Assume that f satisfies Condition 2.1 and that κ is invariant by pi2 -rotations.
Let ε > 0, let p ∈ R and suppose that:∑
k∈N
P
[
¬Crossεp(2k+1, 2k)
]
< +∞ . (2.6)
Then, a.s. there exists a unique unbounded black component in the discrete percolation model
defined in the present subsection.
2.5 Sharp threshold at the discrete level
We list the intermediate results at the discrete level. Among all the following results (and
actually among all the intermediate results of the paper) the only result specific to the Bargmann-
Fock field is the second result of Proposition 2.21. All the others work in a quite general setting.
2.5.1 The FKG inequality for Gaussian vectors
The FKG inequality is a crucial tool to apply percolation arguments. We say that a Borel subset
A ⊆ Rn is increasing if for each x ∈ A and y ∈ Rn such that yi ≥ xi for every i ∈ {1, · · · , n},
we have y ∈ A. We say that A is decreasing if the complement of A is increasing. The FKG
inequality for Gaussian vectors was proved by Pitt and can be stated as follows.
Theorem 2.15 ([Pit82]). Let X = (X1, · · · , Xn) be a n-dimensional Gaussian vector whose
correlation matrix has non-negative entries. Then, for every increasing Borel subsets A,B ⊆ Rn,
we have:
P [X ∈ A ∩B] ≥ P [X ∈ A] · P [X ∈ B] .
This result is the reason why we work with positively correlated Gaussian fields. Indeed, the
FKG inequality is a crucial ingredient in the proof of RSW-type results. Note however that
the very recent [BG17] proves a box-crossing property without this inequality, albeit only in a
discrete setting.
2.5.2 A differential formula
As in the case of Bernoulli percolation, we need to introduce a notion of influence. This notion
of influence is inspired by the geometric influences studied by Keller, Mossel and Sen in the
case of product spaces [KMS12, KMS14]. (For more about the relations between the geometric
influences and the influences of Definition 2.16 below - which are roughly the same in the case
of product measures - see Subsection 5.1.)
Definition 2.16. Let µ be a finite Borel measure on Rn, let v ∈ Rn, and let A be a Borel subset
of Rn. The influence of v on A under µ is:
Iv,µ(A) := lim inf
r↓0
µ (A+ [−r, r] v)− µ (A)
r
∈ [0,+∞] .
Write (e1, · · · , en) for the canonical basis of Rn. We will use the following simplified notations:
Ii,µ(A) := Iei,µ(A) .
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The events we are interested in are “threshold events” and the measures we are interested in
are Gaussian distributions: Let X = (X1, · · · , Xn) be a n-dimensional non-degenerate centered
Gaussian vector, write µX for the law of X and, for every
−→p = (p1, · · · , pn) ∈ Rn and every
i ∈ {1, · · · , n}, write:
ω
−→p
i := 1{Xi≥−pi} .
This defines a random variable ω
−→p with values in {0, 1}n. If B ⊆ {0, 1}n, we call the event
{ω−→p ∈ B} a threshold event. For every i ∈ {1, · · · , n}, we let Piv−→pi (B) denote the event that
changing the value of the bit i in ω
−→p modifies 1B(ω
−→p ). In other words,
Piv
−→p
i (B) = {(ω
−→p
1 , . . . , ω
−→p
i−1, 0, ω
−→p
i+1, . . . , ω
−→p
n ) ∈ B} 4 {(ω
−→p
1 , . . . , ω
−→p
i−1, 1, ω
−→p
i+1, . . . , ω
−→p
n ) ∈ B} ,
where E 4 F := (E \ F ) ∪ (F \ E). Such an event is called a pivotal event. We say that a
subset B ⊆ {0, 1}n is increasing if for every ω ∈ B and ω′ ∈ {0, 1}n, the fact that ω′i ≥ ωi for
every i implies that ω′ ∈ B. Moreover, if p ∈ R, we write p = (p, · · · , p) ∈ Rn and we use the
following notations:
ωp := ωp and Pivpi (B) := Piv
p
i (B) .
Proposition 2.17. Assume that X is a n-dimensional non-degenerate centered Gaussian vector
and let Σ be its covariance matrix. Let B be an increasing subset of {0, 1}n. Then:
∂P
[
ω
−→p ∈ B
]
∂pi
= Ii,µX (ω
−→p ∈ B) = P
[
Piv
−→p
i (B)
∣∣∣Xi = −pi] 1√
2piΣi,i
exp
(
− 1
2Σi,i
p2i
)
.
In particular, if p ∈ R, then:
dP [ωp ∈ B]
dp
=
n∑
i=1
Ii,µX (ω
p ∈ B) =
n∑
i=1
P
[
Pivpi (B)
∣∣∣Xi = −p] 1√
2piΣi,i
exp
(
− 1
2Σi,i
p2
)
.
Remark 2.18. With the same hypotheses as in Proposition 2.17: For  ∈ {0, 1}, let Bi = {ω ∈
{0, 1}n : (ω1, · · · , ωi−1, , ωi+1, · · · , ωn) ∈ B}. Note that we have:
P
[
Piv
−→p
i (B)
∣∣∣Xi = −pi] = P [ω−→p ∈ Bi1 ∣∣∣Xi = −pi]− P [ω−→p ∈ Bi0 ∣∣∣Xi = −pi] .
Hence the form of our influences is close to the covariance between 1{ω−→pi =1}
and 1{ω−→p ∈B} but
is not exactly a covariance. This is important to have in mind if one wants to try to apply
techniques from [DCRT19, DCRT17] in the future.
Since the proof of Proposition 2.17 is rather short, we include this here. The reader essentially
interested in the strategy of proof can skip this in a first reading.
Proof of Proposition 2.17. Without loss of generality, we assume that i = n. For any C ⊆
{0, 1}n, let C−→p ⊆ Rn be the preimage of C by the map x ∈ Rn 7→ (1xi≥−pi)i∈{1,··· ,n} ∈ {0, 1}n.
Let en = (0, . . . , 0, 1) ∈ Rn, h > 0, let B ⊆ {0, 1}n be an increasing event, and let X˜ =
(Xi)1≤i≤n−1. Then:
P
[
ω
−→p +hen ∈ B
]
= P
[
X ∈ B−→p +hen
]
= P
[
X + hen ∈ B
−→p
]
= P
[
(X˜,Xn + h) ∈ B
−→p
]
,
and P
[
ω
−→p ∈ B
]
= P
[
(X˜,Xn) ∈ B−→p
]
.
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Also:
P
[
(X˜,Xn + h) ∈ B
−→p
]
− P
[
(X˜,Xn) ∈ B
−→p
]
= P
[
(X˜,Xn + h) ∈ B
−→p , (X˜,Xn) /∈ B
−→p
]
= P
[
Piv
−→p
n (B), Xn ∈ [−pn − h,−pn[
]
.
Since Σ is positive definite, the Gaussian measure has smooth density with respect to the
Lebesgue measure. Taking the difference of the two probabilities and letting h ↓ 0, we get:
h−1
(
P
[
ω
−→p +hen ∈ B
]
− P[ω−→p ∈ B)]
)
= h−1P
[
Piv
−→p
n (B), Xn ∈ [−pn − h,−pn[
]
=
1
h
√
2piΣn,n
∫ −pn
−pn−h
P
[
Piv
−→p
n (B)
∣∣∣Xn = t] exp(− 1
2Σn,n
t2
)
dt
−→
h↓0
P
[
Piv
−→p
n (B)
∣∣∣Xn = −pn] 1√
2piΣn,n
exp
(
− 1
2Σn,n
p2n
)
.
In the last step we use the continuity of the conditional probability of a threshold event with
respect to the conditioning value. This is an easy consequence of Proposition 1.2 of [AW09].
The calculation for h < 0 is analogous, hence we are done. 
2.5.3 A KKL-KMS (Kahn-Kalai-Linial – Keller-Mossel-Sen) theorem for non-
product Gaussian vectors
One of the contributions of this paper is the derivation of a KKL theorem for non-product
Gaussian vectors, namely Theorem 2.19, based on a similar result for product Gaussian vectors
by Keller, Mossel and Sen, [KMS12]. (This similar result by [KMS12] is stated in Theorem 5.1
of our paper8.) Actually, with our techniques of Section 5, most of the results from [KMS12]
could be extended to non-product Gaussian vectors (and to monotonic events).
Theorem 2.19. There exists an absolute constant c > 0 such that the following holds: Let
n ∈ Z>0, let Σ be a n × n symmetric positive definite matrix9 and let µ = N (0,Σ). Also, let√
Σ be a symmetric square root of Σ and write ‖√Σ‖∞,op for the operator norm of
√
Σ for the
infinite norm10 on Rn. For every A monotonic Borel subset of Rn we have:
n∑
i=1
Ii,µ(A) ≥ c ‖
√
Σ‖−1∞,op µ(A) (1− µ(A))
√√√√√√log+
 1‖√Σ‖∞,op · max
i∈{1,··· ,n}
Ii,µ(A)
 .
This theorem holds for a wider class of sets. For instance, it holds for semi-algebraic11, see
Appendix A of Chapter 7 of [Riv18] or Appendix A of Chapter 2 of [Van18]. Since we need it
only for monotonic events, we did not try to identify the weakest possible assumptions for the
property to hold. In particular, we have not found any examples of Borel sets for which the
8As we will explain, Theorem 5.1 is a simple consequence of Item (1) of Theorem 1.5 of [KMS12].
9Remember Remark 1.9: this means in particular that Σ is non-degenerate.
10I.e. ‖√Σ‖∞,op = supx∈Rn\{0} |
√
Σ(x)|∞
|x|∞ . Equivalently, ‖
√
Σ‖∞,op = max
i∈{1,··· ,n}
∑n
j=1 |
√
Σ(i, j)|.
11We say that a set A ⊂ Rn is semi-algebraic if it belongs to the Boolean algebra generated by sets of the form
P−1 (]0,+∞[) where P ∈ R[X1, . . . , Xn].
16
theorem does not hold.
A way to understand the constant ‖√Σ‖∞,op is to see what happens in the extreme cases:
• If Σ is the identity matrix, then ‖√Σ‖∞,op = 1 and the above result corresponds to the
product case from [KMS12].
• If Σi,j = 1 for every i, j (which corresponds to the fact that, if X ∼ Σ, then Xi = Xj for
every i, j) then ‖√Σ‖∞,op = n which is coherent since there is no threshold phenomenon
for a single variable.
The proof of Theorem 2.19 is organized as follows: In Subsection 5.1, we explain how to deduce
Theorem 2.19 from a sub-linear property of the influences (see Proposition 5.3) and from the
results of [KMS12]. In Subsection 5.2, we prove the sub-linearity property for monotonic subsets.
Remember that we want to prove that P [Crossp(2R,R)] is close to 1 and that our first step is to
prove that it is the case for P
[
Crossεp(2R,R)
]
. To do so, we use that for p = 0 this probability
is bounded from below (by Theorem 2.13) and we differentiate the probability with respect to p
using Proposition 2.17. We then apply Theorem 2.19 to the right-hand side so that it is sufficient
to prove that the maximum of the corresponding influences is small and that the operator norm
for the infinite norm of the correlation matrix of our model is not too large. In the two following
subsubsections, we state results in this spirit.
2.5.4 Polynomial decay of influences
Thanks to the RSW estimate and quasi-independence results, one can obtain that the probabil-
ity of “discrete arm events” decay polynomially fast, see Subsection 5.3 of [BG16] and Propo-
sition B.6 of [RV17]. Such a result together with monotonic arguments imply that we have a
polynomial bound on the influences for crossing events. We state this bound here and we prove
it in Subsection 4.2. We first need some notations. Let VεR denote the set of vertices x ∈ Vε that
belong to an edge that intersects [0, 2R] × [0, R], and let X be our Gaussian field f restricted
to VεR. Thus, X is a finite dimensional Gaussian field. For every p ∈ R, x ∈ VεR and B ⊆ RV
ε
R ,
we use the notations ωp and Pivpx(B) from Subsubsection 2.5.2. In particular, for every x ∈ VεR
and every p ∈ R we write:
ωpx = 1{Xx≥−p} = 1{f(x)≥−p} .
Also, we write Crossε(2R,R) for the subset of {0, 1}VεR that corresponds to the crossing from
left to right of [0, 2R] × [0, R]. Note that Crossεp(2R,R) = {ωp ∈ Crossε(2R,R)}. We have the
following result (see Proposition 2.17 for its link with the influences):
Proposition 2.20. Assume that f satisfies Conditions 2.1, 2.2, 2.4 as well as Condition 2.3
for some α > 4. Then, there exist constants η = η(κ) > 0 and C = C(κ) < +∞ such that, for
every ε ∈]0, 1], every R ∈]0,+∞[, every x ∈ VεR and every p ∈ [−1, 1] we have:
P
[
Pivpx(Cross
ε(2R,R))
∣∣∣ f(x) = −p] ≤ C R−η .
Note that the constants in Proposition 2.20 do not depend on p (as long p belongs to a bounded
interval, in our proof we have chosen [−1, 1]).
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2.5.5 A bound on the infinite norm of the square root matrix
In order to use Theorem 2.19, it is important to control the quantity ‖√Σ‖∞,op. We are inter-
ested in the case Σ = KεR := the correlation matrix K restricted to VεR (see Subsubsection 2.5.4
the notation VεR). However, we were not able to estimate ‖
√
KεR‖∞,op. Instead, we obtained
estimates on ‖√Kε‖∞,op where Kε is K restricted to Vε, by using Fourier techniques (which
work only in a translation invariant setting, hence not for KεR). Here, K
ε is an infinite matrix,
so let us be more precise about what we mean by square root of Kε: To define the product of
two infinite matrices, we ask the infinite sums that arise to be absolutely convergent. A square
root of Kε is simply an infinite matrix
√
Kε such that in this sense we have
√
Kε
2
= Kε. It
may be that classical spectral theory arguments imply that such a square root exists. How-
ever, we will not need such arguments since we will have to construct quite explicitly
√
Kε
in order to estimate its infinite operator norm (where as in the finite dimensional case we let
‖√Kε‖∞,op := max
i
∑
j |
√
Kε(i, j)|, one difference being that this sum might be infinite). Let
us also note that the matrices
√
Kε that we will construct will be positive definite in the sense
that their restriction to finite sets of indices is positive definite. By spectral theory arguments
it may be that only one such matrix exists. However, we do not need such a result either.
Note that, since Theorem 2.19 is stated for finite dimensional Gaussian fields, it would have
been better to have an estimate on ‖√KεR‖∞,op. See Lemma 3.1 for more details on this issue.
We will prove the following in Section 6. The reason why our main result Theorem 1.3 is only
proved for the Bargmann-Fock model is that we were unable to find a general estimate on
‖√Kε‖∞,op with explicit dependence on ε as ε ↓ 0 (this is the only place where we prove a result
only for the Bargmann-Fock field). If one could prove a bound by Cε−2+δ for some δ > 0 and
C < +∞ for another process (which also satisfies some of the conditions of Subsection 2.2), the
rest of the proof of Theorem 1.3 would piece together and yield the same result for this process.
See Proposition 3.5.
Proposition 2.21. Assume that f satisfies Condition 2.1 and Condition 2.5 for some α > 5.
Then, for all ε > 0, there exists a symmetric square root
√
Kε of Kε such that:
‖
√
Kε‖∞,op < +∞ .
Assume further that κ(x) = exp
(−12 |x|2) (which is the covariance kernel function of the Bargmann-
Fock field). Then, there exist ε0 > 0 and C < +∞ such that, for all ε ∈]0, ε0], there exists a
symmetric square root
√
Kε of Kε such that:
‖
√
Kε‖∞,op ≤ C 1
ε
log
(
1
ε
)
.
2.5.6 Combining all the above results
The following Equation (2.7) is not used anywhere in the paper though it appears implicitely in
Lemma 3.1. However, since it sums up the crux of the proof, we state it here as a guide to the
reader. Its proof could easily be extracted from the arguments below (see Remark 3.4).
As we will explain in Section 3.1, by combining the results of Subsubsections 2.5.2, 2.5.3, 2.5.4
and 2.5.5, we can obtain the following: Consider the Bargmann-Fock field and let p ∈]0, 1].
18
There exists C < +∞ such that, if ε ∈]0, 1] and R ∈]0,+∞[, then:
P
[
Crossεp(2R,R)
] ≥ 1− C1 exp
−p c2 ε
log(1ε )
√√√√log+
(
C1R−η
log(1ε )
ε
) , (2.7)
where C1 < +∞ and c2 > 0 are some absolute constants. One can deduce from (2.7) that, if
ε = ε(R) ≥ log−(1/2−δ)(R), then P [Crossεp(2R,R)] goes to 1 as R goes to +∞ (sufficiently fast
so that
∑
k P
[
Cross
ε(2k)
p (2k+1, 2k)
]
< +∞ as required, see (2.3)).
We will also obtain results analogous to Equation (2.7) for more general fields and with ‖√Kε‖∞,op
instead of 1ε log(
1
ε ), which will enable us to prove (2.6) and thus obtain Theorem 2.11.
2.6 From discrete to continuous
It is helpful to keep in mind in this subsection that, as explained above, in the case of the
Bargmann-Fock field, the quantity P
[
Crossεp(2R,R)
]
goes to 1 as R → +∞ if ε = ε(R) ≥
log−(1/2−δ)(R). In order to obtain an analogous result for the continuum model, we need to
measure the extent to which P
[
Crossεp(2R,R)
]
approximates P [Crossp(2R,R)]. To this pur-
pose, it seems natural to use the approximation estimates based on the discretization schemes
of [BG16] which have been generalized in [BM18]. More precisely, we think that the following
can easily be extracted from [BM18] (however, we do not write a formal proof since we will
not need such a result):12 Assume that f satisfies Condition 2.1 and that κ is C6. Then, for
every p ∈ R and δ > 0, there exists C = C(κ, p, δ) < +∞ such that for each ε ∈]0, 1] and each
R ∈ εZ>0 we have:
P
[
Crossεp(2R,R)4 Crossp(2R,R)
] ≤ Cε2−δR2 . (2.8)
This would imply in particular that, for every sequence (ε(R))R>0 such that: (i) for each R > 0,
R ∈ ε(R)Z>0 and: (ii) ε(R) = O(R−(1+δ)) for some δ > 0, we have:
P
[
Crossε(R)p (2R,R)4 Crossp(2R,R)
]
−→
R→+∞
0 .
Unfortunately, the constraint ε ≤ R−(1+δ) is incompatible with ε ≥ log−(1/2−δ)(R). To solve
this quandary, we will replace the discretization result with a sprinkling argument.
Let p > 0. The idea is to compare the probability of a continuum crossing at parameter p
to the probability of a discrete crossing at parameter p/2. Instead of using the discretization
results of [BG16, BM18], we will use the following result, which we prove in Subsection 7. For
references about the strategy of sprinkling in the context of Bernoulli percolation, see the notes
on Section 2.6 of [Gri99].
Proposition 2.22. Assume that f satisfies Condition 2.1 and that it is a.s. C2. Let p > 0.
Then, there exist constants C1 < +∞ and c2 = c2(κ, p) > 0 as well as ε0 = ε0(κ, p) > 0 such
that for each ε ∈]0, ε0] and R > 1:
P
[
Crossεp/2(2R,R) \ Crossp(2R,R)
]
≤ C1R2ε−2 exp(−c2ε−4) .
12Let us be a little more precise here: one can use for instance Propositions 6.1 and 6.3 of [BM18] and (more
classical) results about the regularity of Dp as for instance Lemma A.9 of [RV17].
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In particular, for every sequence (ε(R))R>0 such that ε(R) ≥ log−(1/4+δ)(R) for some δ > 0, we
have:
P
[
Crossεp/2(2R,R) \ Crossp(2R,R)
]
−→
R→+∞
0 .
Remark 2.23. While this estimate may seem stronger than (2.8), we wish to emphasize that
it only shows that discretization is legitimate in one direction and also involves a change in
threshold from −p/2 to −p.
If we choose for instance ε = ε(R) = log−1/3(R), then:
log−(1/2−δ)(R) ε(R) log−(1/4+δ)(R)
for any δ > 0 small enough. Hence, with this choice of ε and for the Bargmann-Fock field, on
the one hand for any p > 0 we have a lower bound on P
[
Crossεp/2(2R,R)
]
which is close to 1
(see Subsubsection 2.5.6), and on the other hand we can use Proposition 2.22 to go back to the
continuum and obtain a lower bound on P [Crossp(2R,R)] which is close to 1. More precisely,
we will see in Section 3.1 that we can obtain:
P [Crossp(2R,R)] ≥ 1− exp
(
−c log1/7(R)
)
,
for some c = c(p) > 0, which implies that the box-crossing criterion of Lemma 2.9 is satisfied,
and ends the proof of our main result Theorem 1.3.
3 Proofs of the phase transition theorems and of the exponential
decay
3.1 Proof of the phase transition theorems
In this subsection, we combine the results stated in Section 2 in order to prove Theorem 1.3.
We also prove Theorem 2.11. Most of the proof of the former carries over to that of the latter.
The first half of the proof is the following lemma, in which we work with the following function:
gεR : p 7−→ log
(
P
[
Crossεp (2R,R)
]
1− P [Crossεp (2R,R)]
)
. (3.1)
Lemma 3.1. There exists an absolute constant c > 0 such that the following holds: Assume that
f satisfies Condition 2.1, and fix ε > 0 and R > 0. Moreover, let µεR be the law of f restricted to
VεR (defined in Subsubsection 2.5.4) and let Kε be K restricted to Vε. Assume that there exists
a symmetric square root
√
Kε of Kε. Then:
∀p ∈ R, d
dp
gεR(p) ≥ c ‖
√
Kε‖−1∞,op
√√√√√√log+
 1‖√Kε‖∞,op · max
x∈VεR
Ix,µεR
(
Crossεp(2R,R)
)
 . (3.2)
Here, square root and infinite norm of an infinite matrix have the same meaning as in Subsub-
section 2.5.5.
This lemma is mostly a consequence of Theorem 2.19. The only difficulty comes from the fact
that, while Theorem 2.19 deals with finite dimensional Gaussian fields, the correlation matrix
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on the right hand side of Equation (3.2) is the infinite matrix Kε (which we need to apply
Proposition 2.21 later in this section). To overcome such issues, we proceed by approximation
and, instead of dealing with a µεR variable directly, we apply Theorem 2.19 to a Gaussian vector
defined using
√
Kε (namely, the Gaussian vector Y ε,ρ below).
Proof of Lemma 3.1. Fix ε > 0 and R > 0. For each ρ > 0, let Hε,ρ be
√
Kε restricted to
Vε∩ [−ρ, ρ]2, let Kε,ρ = (Hε,ρ)2, and let Y ε,ρ ∼ N (0,Kε,ρ) =: µε,ρ. A simple computation shows
that since Kε is non-degenerate,13 so is its square root. Restriction preserves non-degeneracy
so Y ε,ρ is indeed non-degenerate and we can apply Theorem 2.19 to µε,ρ and the (increasing)
event Crossεp(2R,R). We obtain that, if ρ is sufficiently large:∑
i∈VεR
Ii,µε,ρ
(
Crossεp (2R,R)
) ≥ c‖Hε,ρ‖−1∞,op µε,ρ (Crossεp (2R,R)) (1− µε,ρ (Crossεp (2R,R)))
×
√√√√log+
(
1
‖Hε,ρ‖∞,op maxi∈VεR Ii,µε,ρ(Crossεp (2R,R))
)
. (3.3)
Here we use the fact that, since Crossεp (2R,R) depends only on the sites of VεR, the influences
on this event of all the sites outside of this box vanish. Now, observe that:
d
dp
gεR(p) =
d
dp
P
[
Crossεp(2R,R)
] · 1
P
[
Crossεp(2R,R)
] (
1− P [Crossεp(2R,R)]) .
By Proposition 2.17,
d
dp
gεR(p) =
1
P
[
Crossεp(2R,R)
] (
1− P [Crossεp(2R,R)])
∑
i∈VεR
Ii,µεR
(
Crossεp (2R,R)
)
. (3.4)
Also, by definition of ‖ · ‖∞, for every ρ, we have:
‖Hε,ρ‖∞,op ≤ ‖
√
Kε‖∞,op . (3.5)
In view of Equations (3.3), (3.4) and (3.5), we are done as long as we prove that:
1. µε,ρ
(
Crossεp(2R,R)
) −→
ρ→+∞ µ
ε
R
(
Crossεp(2R,R)
)
(= P
[
Crossεp(2R,R)
]
) and:
2. ∀i ∈ VεR, Ii,µε,ρ
(
Crossεp (2R,R)
) −→
ρ→+∞ Ii,µ
ε
R
(
Crossεp (2R,R)
)
.
To this purpose, we need the following elementary lemma:
Lemma 3.2. Let (Yρ)ρ>0 be a sequence of non-degenerate Gaussian vectors in Rn with covari-
ance Σρ and mean mρ, assume that Σρ converges to some invertible matrix Σ as ρ goes to +∞,
and that mρ converges to some m ∈ Rn as ρ goes to +∞. Let Y ∼ N (m,Σ) . Then, for any
Borel subset A ⊂ Rn, any i ∈ {1, · · · , n} and any q ∈ R, we have:
P[Yρ ∈ A] −→
ρ→+∞ P[Y ∈ A] ,
P
[
Yρ ∈ A
∣∣∣Yρ(i) = q] −→
ρ→+∞ P
[
Y ∈ A
∣∣∣Y (i) = q] .
13Meaning that for any non-zero finitely supported v ∈ RVε , Kεv 6= 0.
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Proof. For the first statement, just notice that the density function of a non-degenerate Gaus-
sian vector is a continuous function of its covariance and of its mean, and apply dominated
convergence. By Proposition 1.2 of [AW09], the law of Yρ conditioned on the value of Yρ(i) is
that of a Gaussian vector whose mean and covariance depend continuously on Σρ and mρ. Note
also that the law (Yρ(j))j 6=i when we condition on {Yρ(i) = q} (respectively the law (Y (j))j 6=i
when we condition on {Y (i) = q}) is still non-degenerate.14 We conclude by applying the first
statement. 
Item 1 above is a direct consequence of the first part of Lemma 3.2. Regarding Item 2, note that,
since Crossεp (2R,R) is an increasing threshold event, by Proposition 2.17, we have the following
equalities:
Ii,µε,ρ
(
Crossεp (2R,R)
)
= P
[
Y ε,ρ ∈ Pivi
(
Crossεp (2R,R)
) ∣∣∣Y ε,ρ(i) = −p] 1√
2piKε,ρ(i, i)
e−p
2/(2Kε,ρ(i,i)) ,
and:
Ii,µεR
(
Crossεp (2R,R)
)
= P
[
Y εR ∈ Pivi
(
Crossεp (2R,R)
) ∣∣∣Y εR(i) = −p] 1√
2piKεR(i, i)
e−p
2/(2KεR(i,i)) ,
where Y εR ∼ N (0,KεR). We conclude by applying the second part of Lemma 3.2 (to Y ε,ρ restricted
to VεR and to KεR). 
We are now ready to prove our main result.
Proof of Theorem 1.3. We consider the Bargmann-Fock field f . By Theorem 1.2, for every
p ≤ 0, a.s. there is no unbounded connected component in Dp. We henceforth consider some
parameter p0 ∈]0, 1]. By Lemma 2.9, it is enough to prove that f satisfies criterion (2.2) (note
that if we prove that this criterion is satisfied for every p0 ∈]0, 1] then we obtain the result for
every p0 since the quantities P [¬Crossp0(2R,R)] are non-increasing in p0). To this end we first
fix R0 < +∞ to be determined later, we let R > R0, and we use the discretization procedure
introduced in Subsection 2.4 with:
ε = ε(R) = log−1/3(R) .
Let gR := g
ε(R)
R be as in (3.1). We are going to apply Lemma 3.1. Let us estimate the quantities
that appear in this lemma. By Proposition 2.21, there exists a constant C < +∞ independent
of R such that:
‖
√
Kε(R)‖∞,op ≤ C 1
ε(R)
log
(
1
ε(R)
)
.
Moreover by Propositions 2.17 and 2.20, if R0 is large enough, there exists η > 0 independent
of R > R0 and of p ∈ [−1, 1] such that:
∀x ∈ Vε(R)R , Ix,µε(R)R
(
Crossε(R)p (2R,R)
)
≤ R−η . (3.6)
14To see this, complete the vector ei into an orthogonal basis for Σρ (respectively Σ) and express Yρ (respectively
Y ) in this basis.
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In particular, ‖
√
Kε(R)‖∞,op · max
x∈Vε(R)R
I
x,µ
ε(R)
R
(
Cross
ε(R)
p (2R,R)
)
< 1 if R0 is large enough, and
by applying Lemma 3.1 we obtain:
d
dp
gR(p) ≥ c
C
ε(R) log−1
(
1
ε(R)
)√
η log(R)− log
(
1
Cε(R)
)
− log
(
log
(
1
ε(R)
))
≥ c
3C
log−1/3(R) log−1 (log(R))
√
η log(R)− 1
3
log
(
log(R)
C
)
− log(3 log(log(R)))
≥ c
3C
√
η/2 log1/6(R) log−1 (log(R))
≥ c
C
√
η/2 log1/7(R) .
By integrating from 0 to p0/2, we get:
log
 1
1− P
[
Cross
ε(R)
p0/2
(2R,R)
]
 ≥ log
 P
[
Cross
ε(R)
p0/2
(2R,R)
]
1− P
[
Cross
ε(R)
p0/2
(2R,R)
]

≥ p0
2
c
C
√
η/2 log1/7(R) + log
 P
[
Cross
ε(R)
0 (2R,R)
]
1− P
[
Cross
ε(R)
0 (2R,R)
]
 .
By Theorem 2.13, if R0 is large enough, there exists C
′ < +∞ independent of R > R0 such
that:
log
 P
[
Cross
ε(R)
0 (2R,R)
]
1− P
[
Cross
ε(R)
0 (2R,R)
]
 ≥ −C ′ .
Therefore:
P
[
Cross
ε(R)
p0/2
(2R,R)
]
≥ 1− exp
(
− c
2C
√
η/2 p0 log
1/7(R) + C ′
)
. (3.7)
Now:
P [Crossp0(2R,R)] ≥ P
[
Cross
ε(R)
p0/2
(2R,R)
]
− P
[
Cross
ε(R)
p0/2
(2R,R) \ [Crossp0(2R,R)
]
,
and by Proposition 2.22, if R0 is large enough, there exist constants c1 > 0 and C2 = C2(p0) <
+∞ indepedent of R > R0 such that:
P
[
Cross
ε(R)
p0/2
(2R,R) \ [Crossp0(2R,R)
]
≤ C2R2ε(R)−2 exp
(−c1ε(R)−4)
≤ C2 exp
(
2 log(R) + (2/3) log(log(R))− c1 log4/3(R)
)
≤ C2 exp
(
−c1
2
log4/3(R)
)
.
Combining this estimate with Equation (3.7) we get:
P [Crossp0(2R,R)] ≥ 1− exp
(
− c
2C
√
η/2 p0 log
1/7(R) + C ′
)
− C2 exp
(
−c1
2
log4/3(R)
)
.
All in all, for a large enough choice of R0, there exists c3 = c3(p0) > 0 such that for each R > R0,
P [Crossp0(2R,R)] ≥ 1− exp
(
−c3 log1/7(R)
)
.
Hence, criterion 2.2 is satisfied and we are done. 
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Remark 3.3. Note that this proof also implies that:
∀p > 0, lim
R→+∞
Crossp(2R,R) = 1 , (3.8)
which will be useful for the proof of Theorem 1.8.
Remark 3.4. Note that if we follow the above proof without taking ε = log−1/3(R) but by taking
any ε ∈]0, 1] and R larger than some constant that does not depend on ε, we obtain (2.7).
The only result that we have used in the proof of Theorem 1.3 and that we have managed to
prove only for the Bargmann-Fock field is the 1ε log
(
1
ε
)
estimate on the infinite operator norm
of
√
Kε. We have the following more general result:
Proposition 3.5. Assume that f satisfies Conditions 2.1, 2.2, 2.4 as well as Condition 2.3 for
some α > 4. Assume also that there exist δ > 0 and C < +∞ such that for every ε sufficiently
small Kε admits a symmetric square root and:
‖
√
Kε‖∞,op ≤ C 1
ε2−δ
. (3.9)
Then the critical threshold for the continuous percolation model induced by f is 0. More precisely,
the probability that Dp has an unbounded connected component is 1 if p > 0, and 0 if p ≤ 0.
Moreover, in the case where p > 0, the component is a.s. unique.
Remark 3.6. A way to prove that (3.9) is to use our results of Section 6 (where we assume
that f satisifies Condition 2.1 and Condition 2.5 for some α > 5): Define the quantity Υ(ε)
as in Lemma 6.3. If one proves that there exists δ > 0 and C1 < +∞ such that, for every ε
sufficiently small, we have Υ(ε) ≤ C1ε−1+δ, then one obtains that there exists C2 < +∞ such
that, for every ε sufficiently small:
‖
√
Kε‖∞,op ≤ C2 1
ε2−δ
log
(
1
ε
)
.
Proof of Proposition 3.5. The proof is almost identical to that of Theorem 1.3 so we will not
detail elementary computations. First fix some h > 0 such that:
(−1/4− h)(2− δ) + 1/2 > 0 . (3.10)
By Theorem 1.2, for every p ≤ 0, a.s. there is no unbounded connected component in Dp. We
henceforth consider some parameter p0 ∈]0, 1]. Fix R0 < +∞ to be determined later, and let:
ε = ε(R) = log−1/4−h(R) .
By Propositions 2.17 and 2.20 if R0 is large enough, there exists η > 0 independent of R > R0
and of p ∈ [−1, 1] such that:
∀x ∈ Vε(R)R , Ix,µε(R)R
(
Crossε(R)p (2R,R)
)
≤ R−η .
Hence, by Lemma 3.1, if R0 is large enough:
d
dp
gR(p) ≥ c
C
log(−1/4−h)(2−δ)+1/2(R)
√
η/2 log1/2(R) .
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By Theorem 2.13, if R0 is large enough, there exists C
′ < +∞ independent of R > R0 such
that:
log
 P
[
Cross
ε(R)
0 (2R,R)
]
1− P
[
Cross
ε(R)
0 (2R,R)
]
 ≥ −C ′ .
Integrating from 0 to p0/2 we get:
P
[
Cross
ε(R)
p0/2
(2R,R)
]
≥ 1− exp
(
− c
2C
p0
2
log(−1/4−h)(2−δ)+1/2(R)
√
η/2 + C ′
)
.
Now, if we apply Proposition 2.22, we obtain that, if R0 is large enough, there exist constants
c1 = c1(κ) > 0 and C2 = C2(κ, p0) < +∞ independent of R > R0 such that:
P [Crossp0(2R,R)]
≥ P
[
Cross
ε(R)
p0/2
(2R,R)
]
− C2 exp
(
−c1 log1+4h(R)
)
≥ 1− exp
(
− c
2C
p0 log
(−1/4−h)(2−δ)+1/2(R)
√
η/2 + C ′
)
− C2 exp
(
−c1 log1+4h(R)
)
.
Since (by (3.10)) we have (−1/4 − h)(2 − δ) + 1/2 > 0, the criterion of Lemma 2.9 is satisfied
and we obtain that a.s. Dp0 has a unique unbounded component. 
The following proof is also almost identical to that of Theorem 1.3 except that we do not have
to use discretization estimates to conclude.
Proof of Theorem 2.11. Fix ε ∈]0, 1]. By Theorem 2.12, for every p ≤ 0, a.s., there is no
unbounded black component. From now on, we fix some p0 ∈]0, 1]. By Lemma 2.14, it is enough
to prove that f satisfies criterion (2.6). To this end we first fix R0 > 0 to be determined later
and we let R > R0. By Proposition 2.21, there exists C = C(κ, ε) < +∞ such that:
‖
√
Kε‖∞,op ≤ C .
Moreover by Propositions 2.17 and 2.20 if R0 is large enough, there exists η > 0 independent of
R > R0 and p ∈ [−1, 1] such that:
∀x ∈ VεR, Ix,µεR
(
Crossεp(2R,R)
) ≤ R−η .
Hence, by Lemma 3.1, if R0 is large enough:
d
dp
gR(p) ≥ c
C
√
η
2
log(R) .
By Theorem 2.13, if R0 is large enough, there exists C
′ < +∞ independent of R > R0 such
that:
log
(
P [Crossε0(2R,R)]
1− P [Crossε0(2R,R)]
)
≥ −C ′ .
Integrating from 0 to p0 we get:
P
[
Crossεp0(2R,R)
] ≥ 1− exp(− c
C
p0
√
η
2
log(R) + C ′
)
.
Hence, f satisfies criterion 2.6 and we are done. 
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3.2 Proof of the exponential decay
In this subsection, we prove Theorem 1.8 by following classical arguments of planar percolation
that involve a recursion on crossing probabilities. In order to start the induction, we use the
following property: According to Equation (3.8), if f is the Bargmann-Fock field, then:
∀p > 0, P[Crossp(2R,R)] −→
R→+∞
1 . (3.11)
Proof of Theorem 1.8. Let f be the Bargmann-Fock field. Let us prove that for every p > 0,
there exists c = c(p) > 0 such that for every R > 0 we have:
P [Crossp(2R,R)] ≥ 1− exp(−cR) . (3.12)
Theorem 1.8 will follow from (3.12). Indeed, by a simple gluing argument, for every ρ1 > 1 and
ρ2 > 0, there exists N = N(ρ1, ρ2) ∈ Z>0 such that, for every R > 0, there exist N ρ1R × R
rectangles such that if these rectangles are crossed lengthwise then [0, ρ2R]× [0, R] is also crossed
lengthwise.
In order to prove (3.12), we follow classical ideas in planar percolation theory, see for instance the
second version of the proof of Theorem 10 in [BR06b] or the proof of Proposition 3.1 in [ATT18].
To begin with, define the sequence (rk)k≥0 as follows. r0 = 1 and for each k ∈ N,
rk+1 = 2rk +
√
rk .
From this definition it easily follows that for each k, rk ≥ 2k, which in turn implies that
rk+1 ≤ (2 + 2−k/2)rk. Using this last relation one can easily show that rk = O(2k) so that there
exists C < +∞ such that for each k ∈ N,
2k ≤ rk ≤ C2k . (3.13)
Write:
ak = 1− P [Crossp(2rk, rk)] + exp(− rk
10
) .
We will show that there exists k0 = k0(p) < +∞ such that for any k ≥ k0:
ak+1 ≤ 49a2k . (3.14)
By Equation (3.11), limk→+∞ ak = 0. This observation combined with Equation (3.14) yields (3.12)
for R = rk with k ≥ k0 by an elementary induction argument. But since by (3.13), the sequence
(rk)k≥0, grows geometrically, one then obtains (3.12) for any R > 0 by elementary gluing argu-
ments.
In order to prove Equation (3.14) we first introduce two events, see Figure 5. First, the event
MultiCrossp(k) is the event that:
• the 2rk×rk rectangles [(irk, (i+2)rk]× [0, rk] for i = 0, 1, 2, 3 are crossed from left to right
by a continuous path in Dp;
• the rk × rk squares [jrk, (j + 1)rk] × [0, rk] for j = 1, 2, 3 are crossed from top to bottom
by a continuous path in Dp.
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Second, the event MultiCross′p(k) is the event MultiCrossp(k) translated by (0, rk +
√
rk). Note
that MultiCrossp(k)∪MultiCross′p(k) ⊆ Crossp(5rk, 2rk +
√
rk) Moreover, there exists k1 < +∞
such that for each k ≥ k1, 5rk ≥ 2rk+1 = 4rk+1 + 2√rk so that Crossp(5rk, 2rk + √rk) ⊆
Crossp(2rk+1, rk+1). Hence, for each k ≥ k1:
P [Crossp(2rk+1, rk+1)] ≥ 1− P
[¬MultiCrossp(k) ∩ ¬MultiCross′p(k)] . (3.15)
√
rk
rk
Figure 5: The events MultiCrossp(k) and MultiCross
′
p(k).
We claim that the events MultiCrossp(k) and MultiCross
′
p(k) are asymptotically independent.
More precisely, the following is a direct consequence of Theorem 1.12 from [RV17].
Claim 3.7. There exists k2 < +∞ such that, for every p ∈ R and every k ≥ k2:∣∣P [¬MultiCrossp(k) ∩ ¬MultiCross′p(k)]− P [¬MultiCrossp(k)] P [¬MultiCross′p(k)]∣∣
≤ O(r4k)e−
√
rk
2
2 ≤ e− rk4 .
Let k ≥ max{k1, k2}. Applying Claim 3.7 in Equation (3.15), we get:
P [Crossp(2rk+1, rk+1)] ≥ 1− P [¬MultiCrossp(k)] · P
[¬MultiCross′p(k)]− e− rk4
= 1− P [¬MultiCrossp(k)]2 − e−
rk
4 (by stationarity).
By a union bound we have:
P [¬MultiCrossp(k)] ≤ 4(1−P [Crossp(2rk, rk)])+3(1−P [Crossp(rk, rk)]) ≤ 7(1−P [Crossp(2rk, rk)]) .
Thus:
1− P [Crossp(2rk+1, rk+1)] ≤
(
7(1− P [Crossp(2rk, rk)])
)2
+ e−
rk
4 ,
and:
49(ak)
2 ≥ (7(1− P [Crossp(2rk, rk)]))2 + 49e− 2rk10
≥ 1− P [Crossp(2rk+1, rk+1)] + 49e−
2rk
10 − e− rk4
≥ 1− P [Crossp(2rk+1, rk+1)] + e−
2rk+
√
rk
10 if k is sufficiently large
= ak+1 .
This is exactly Equation (3.14). 
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4 Percolation arguments
In this section we prove Lemma 2.9 and Proposition 2.20. In doing so we also obtain Lemma 2.14.
For every x ∈ R2 and every ρ > 0, we set B(x, ρ) = x+ [−ρ, ρ]2. For every x ∈ R2 0 < ρ1 ≤ ρ2,
we set:
Ann(ρ1, ρ2) = [−ρ2, ρ2]2\]ρ1, ρ1[2 ,
and Ann(x, ρ1, ρ2) = x+ Ann(ρ1, ρ2).
4.1 Proof of Lemma 2.9
In this subsection, we prove Lemma 2.9. The proof of Lemma 2.9 also works for Lemma 2.14
with only a few obvious changes. For the proofs of these results, we never use the fact that our
Gaussian field is non-degenerate.
Proof of Lemma 2.9. In this proof, we write Crossp(k) = Crossp(2
k+1, 2k) and we write Cross′p(k)
for the event that there is a continuous path joining the bottom side of the rectangle [0, 2k] ×
[0, 2k+1] to its top side in Dp ∩ [0, 2k] × [0, 2k+1]. By translation invariance and pi2 -rotation
invariance, P
[
Cross′p(k)
]
= P [Crossp(k)] for every k. Thus:∑
k∈N
P
[¬ (Crossp(k) ∩ Cross′p(k))] ≤ 2∑
k∈N
P [¬Crossp(k)] < +∞ by assumption.
Together with Borel-Cantelli lemma, it implies that a.s. there exists k0 ∈ N such that, for
every k ≥ k0, Crossp(k) ∩ Cross′p(k) is satisfied. Note that any crossing from left to right of
[0, 2k+1]× [0, 2k] and any crossing from top to bottom of [0, 2k+1]× [0, 2k+2] must intersect. Sim-
ilarly, any crossing from top to bottom of [0, 2k] × [0, 2k+1] and any crossing from left to right
of [0, 2k+2] × [0, 2k+1] must intersect. All these intersecting crossings then form an unbounded
connected component in Dp.
Let us end the proof by showing that this unbounded component is a.s. unique. The proof
follows the same overall structure: First, write Circp(k) for the event that there is a circuit in
Dp ∩Ann(2k, 2k+1) surrounding the square [−2k, 2k]2. Note that, if eight well-chosen 2k+1 × 2k
rectangles are crossed lengthwise, two well-chosen 2k × 2k squares are crossed from left to right,
and two well-chosen 2k × 2k squares are crossed from top to bottom, then Circp(k) holds (see
Figure 6 where we already used such a property). Since the probability that a 2k × 2k square is
crossed is at least equal to the probability that a 2k+1 × 2k rectangle is crossed lengthwise, we
get:
P [¬Circp(k)] ≤ 12P [¬Crossp(k)] .
Thus, as before, ∑
k∈N
P [¬Circp(k)] < +∞ ,
and Borel-Cantelli lemma implies that a.s. there exists k0 such that, for every k ≥ k0, Circp(k)
holds. Now, note that, for any unbounded connected component, there exists k1 such that this
component crosses the annuli Ann(2k, 2k+1) for every k ≥ k1. Thus, this component contains
any circuit of this annulus for every k ≥ k0 ∨ k1. In particular, it must be unique. 
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Figure 6: If eight 2k+1 × 2k well chosen rectangles and four well chosen 2k × 2k squares are
crossed, then there is a circuit in Ann(2k, 2k+1).
4.2 Proof of Proposition 2.20
The goal of this subsection is to prove Proposition 2.20. To this purpose, we use the following
result from [RV17] which is a consequence of the discrete RSW estimate and quasi-independence.
Such a result goes back to [BG16] for α > 16. Let ε > 0 and consider the discrete percolation
model defined in Subsection 2.4. Let Armεp(R) (respectively Arm
ε,∗
p (R)) be the event that in
this model there is a black (respectively white) path in the annulus Ann(1, R) from the inner
boundary of this annulus to its outer boundary. We have the following:
Proposition 4.1 ([BG16] for α > 16, [RV17]). 15 Assume that f satisfies Conditions 2.1, 2.2, 2.4
as well as Condition 2.3 for some α > 4. Then, there exists C = C(κ) < +∞ and η = η(κ) > 0
such that, for each ε ∈]0, 1], for each R ∈]0,+∞[:
P [Armε0(R)] , P
[
Arm∗,ε0 (R)
] ≤ C R−η .
To deduce Proposition 2.20 from Proposition 4.1, we need the following lemma and more par-
ticularly its consequence Corollary 4.3.
Lemma 4.2. Let Σ = (Σ(i, j))0≤i,j≤n be a (n+ 1)× (n+ 1) symmetric positive definite matrix,
let (m0,m) = (m0,m1, · · · ,mn) ∈ Rn+1 and let (X0, X) = (X0, X1, · · · , Xn) ∼ N ((m0,m),Σ).
Assume that Σ(0, i) ≥ 0 for every i ∈ {1, · · · , n}. Then, for every non-decreasing16 function
ϕ : Rn → R, the following quantity is non-decreasing in q:
E
[
ϕ(X)
∣∣∣X0 = q] .
Similarly, if ϕ is non-increasing, then this quantity is non-increasing in q.
Proof. This is a direct consequence of the following result (see for instance Proposition 1.2
of [AW09]): Under the probability measure P
[
·
∣∣∣X0 = q], X is a Gaussian vector whose covari-
ance matrix does not depend on q and whose mean is:
m+ (q −m0)v ,
where v =
(
Σ(0,i)
Σ(0,0)
)
1≤i≤n
(which has only non-negative entries). 
15More precisely, this is Proposition B.6 of [RV17]. Moreover, this can be extracted from the proof of Theo-
rem 5.7 of [BG16] for α > 16 and with slightly different assumptions on the differentiability and the non-degeneracy
of κ.
16For the partial order (x1, · · · , xn) ≤ (y1, · · · , yn) if xi ≤ yi for every i ∈ {1, · · · , n}.
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From this lemma we deduce the following:
Corollary 4.3. Let (X0, X) be as in Lemma 4.2 and let ϕ : Rn → R be a non-decreasing
function. Then, for every p ∈ R we have:
E
[
ϕ(X)
∣∣∣X0 = −p] ≤ E [ϕ(X) ∣∣∣X0 ≥ −p] .
Similarly, if ϕ is non-increasing, then:
E
[
ϕ(X)
∣∣∣X0 = −p] ≤ E [ϕ(X) ∣∣∣X0 ≤ −p] .
Proof. Assume that ϕ is non-decreasing and let γ0 be the density of X0, which exists because
Σ is positive definite. We have :
E
[
ϕ(X)
∣∣∣X0 ≥ −p] = 1P [X0 ≥ −p]
∫ +∞
−p
E
[
ϕ(X)
∣∣∣X0 = t] γ0(t)dt
≥ 1
P [X0 ≥ −p]E
[
ϕ(X)
∣∣∣X0 = −p] ∫ +∞
−p
γ0(t)dt
= E
[
ϕ(X)
∣∣∣X0 = −p]
where the inequality comes from Lemma 4.2 applied with q = −p. 
We are now ready to prove Proposition 2.20. As usual in percolation theory, we are going to
control our p-dependent probabilities by probabilities at the self-dual point p = 0.
Proof of Proposition 2.20. Fix R ≥ 2 and ε ∈]0, 1]. Let us prove the proposition in the case p ≥
0. Let x ∈ VεR and let Armε,∗p (x,R/2) be the event that there is a white path in Ann (x, 1, R/2)
from ∂B(x, 1) to ∂B(x,R/2). We claim that Pivpx(Cross
ε(2R,R)) ⊆ Armε,∗p (x,R/2). Indeed,
Pivpx(Cross
ε(2R,R)) is the event that there are two white paths from the top and bottom sides
of the rectangle [0, 2R]× [0, R] to two neighbors of x and two black paths from the left and right
sides of [0, 2R]× [0, R] to two other neighbors of x (with an exception when x does not belong
to [0, 2R]× [0, R] but is a neighbor of a point y ∈ [0, 2R]× [0, R] such that the edge between x
and y crosses the left or right side of [0, 2R] × [0, R]; in this case Pivpx(Crossε(R)) is the event
that there is a white path from top to bottom that goes through y and a black path from y to
the oppposite side). In particular, at least one black path reaches a point at distance at least
R/2 of x.
Since Armε,∗p (x,R/2) is decreasing and does not depend on f(x), then (by Corollary 4.3 and
with a := P [Z ≤ −1] where Z ∼ N (0, 1)):
P
[
Armε,∗p (x,R/2)
∣∣∣ f(x) = −p] ≤ P [Armε,∗p (x,R/2) ∣∣∣ f(x) ≤ −p]
≤ P
[
Armε,∗p (x,R/2)
]
P [f(x) ≤ −p]
≤ a−1P [Armε,∗p (x,R/2)] since p ≤ 1
≤ a−1P [Armε,∗0 (x,R/2)] since p ≥ 0 .
The result follows from Proposition 4.1 (and stationarity). The case p ≤ 0 is treated similarly
(by noting that Pivpx(Cross
ε(2R,R)) ⊆ Armεp(x,R/2) and by studying this increasing event
exactly as above). 
30
5 A KKL theorem for biased Gaussian vectors: the proof of
Theorem 2.19
In this section we prove Theorem 2.19. The proofs presented here do not rely on any results
of the other sections. Recall that we use the following definition for influence. Given a vector
v ∈ Rn and a Borel probability measure µ on Rn the influence of v on A under µ is
Iv,µ(A) = lim inf
r↓0
µ (A+ [−r, r]v)− µ (A)
r
∈ [0,+∞] .
5.1 Sub-linearity of influences implies Theorem 2.19
The aim of this subsection is to prove Theorem 2.19. That this theorem holds for product
Gaussian measures is a result by Keller, Mossel and Sen, [KMS12] (see Corollary 5.2 below).
In order to extend this result to general Gaussian measures, we use a sub-linearity property for
influences. In the present subsection, we state this property and use it to derive Theorem 2.19
from the product case. In Subsection 5.2, we prove the sub-linearity property for monotonic
sets.
A KKL theorem for product Gaussian vectors The authors of [KMS12] introduce and
study the notion of geometric influences which are defined as follows: Let ν be a probability
measure on R and let A be a Borel subset of Rn. If i ∈ {1, · · · , n}, let:
Axi := {y ∈ R : (x1, · · · , xi−1, y, xi+1, · · · , xn) ∈ A} .
The geometric influence of i on A under the measure ν⊗n is:
IGi,ν(A) := Ex∼ν⊗n
[
ν+(Axi )
] ∈ [0,+∞] ,
where ν+ is the lower Minkowski content, defined as follows: for all B ⊆ R Borel,
ν+(B) := lim inf
r↓0
ν (B + [−r, r])− ν (B)
r
∈ [0,+∞] .
In the case where µ = ν⊗n, IGi,ν and Ii,µ are closely related. Indeed, firstly, by Fubini’s Theorem
and Fatou’s lemma, for each Borel subset A ⊂ Rn and each i ∈ {1, . . . , n},
Ii,ν⊗n(A) = lim inf
r↓0
Ex∼ν⊗n
[
ν(Axi + [−r, r])− ν(A)
r
]
≥ IGi,ν(A) . (5.1)
While the reverse inequality seems not true in general, we expect it to hold for a wide class of
events. In particular, our Lemma 5.5 and (2.6) from [KMS12] imply that this is the case for
monotonic events. Since it is not useful to us, we do not investigate this matter any further.
We will need the following result, which is a direct consequence of Item (1) of Theorem 1.5 of
[KMS12]. Several results of this type can also be found in the more recent [CEL12] (see for
instance the paragraph above Corollary 7 therein).
Theorem 5.1. There exists an absolute constant c > 0 such that the following holds:
Let ν = N (0, 1) and let A be a Borel measurable subset of Rn. Then:
n∑
i=1
IGi,ν(A) ≥ c ν⊗n(A) (1− ν⊗n(A))
√√√√√√log+
 1
max
i∈{1,··· ,n}
IGi,ν(A)
 .
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Corollary 5.2. Let ν and A be as in Theorem 5.1. Then:
n∑
i=1
Ii,ν⊗n(A) ≥ c ν⊗n(A) (1− ν⊗n(A))
√√√√√log+
 1
max
i∈{1,··· ,n}
Ii,ν⊗n(A)
 .
Proof. This is a direct consequence of Theorem 5.1 and Equation (5.1). 
Now, let us state a sub-linearity property for the influences that we will be proved in Subsec-
tion 5.2.
Proposition 5.3. Let Σ be a n× n symmetric positive definite matrix, let µ ∼ N (0,Σ) and let
(e1, · · · , en) be the canonical basis of Rn. Also, let v =
∑n
j=1 vi ei ∈ Rn. For every i ∈ {1, · · · , n}
and every A monotonic Borel subset of Rn, we have:
Iv,µ(A) ≤
n∑
i=1
|vi| Ii,µ(A) . (5.2)
We expect the above result to hold for a larger class of Borel subsets A (in particular, we have
not found any examples of Borel sets for which this does not hold) and not only for the de-
composition on the canonical basis. See Appendix A of Chapter 7 of [Riv18] or Appendix A of
Chapter 2 of [Van18] for a proof of the inequality Iu+v,µ(A) ≤ Iu,µ(A) + Iv,µ(A) for any v, w
when A is a semi-algebraic set.
Let us now derive Theorem 2.19 from Corollary 5.2 using Proposition5.3.
Proof of Theorem 2.19. Let
√
Σ be a symmetric square root of Σ and let ν = N (0, 1). Then,
µ = N (0,Σ) is the pushforward measure of ν⊗n by √Σ. Thanks to Corollary 5.2 (applied to
the event
√
Σ
−1
(A)), it is sufficient to prove the following claim. 
Claim 5.4. Let ν = N (0, 1). We have:
max
j∈{1,··· ,n}
Ij,ν⊗n(
√
Σ
−1
(A)) ≤ ||
√
Σ||∞,op · max
i∈{1,··· ,n}
Ii,µ(A) . (5.3)
Moreover:
n∑
j=1
Ij,ν⊗n(
√
Σ
−1
(A)) ≤ ||
√
Σ||∞,op ·
n∑
i=1
Ii,µ(A) . (5.4)
Proof. For each j ∈ {1, · · · , n}:
Ij,ν⊗n(
√
Σ
−1
(A)) = lim inf
r↓0
ν⊗n
(√
Σ
−1
(A) + [−r, r] ej
)
− ν⊗n
(√
Σ
−1
(A)
)
r
= lim inf
r↓0
µ
(
A+ [−r, r]√Σ · ej
)
− µ (A)
r
= I√Σ·ej ,µ(A) .
By using Proposition 5.3, we obtain that:
Ij,ν⊗n(
√
Σ
−1
(A)) ≤
n∑
i=1
|
√
Σ(i, j)|Ii,µ(A) . (5.5)
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Hence (since
√
Σ is symmetric):
Ij,ν⊗n(
√
Σ
−1
(A)) ≤
n∑
i=1
|
√
Σ(i, j)| max
i∈{1,··· ,n}
Ii,µ(A) ≤ ||
√
Σ||∞,op max
i∈{1,··· ,n}
Ii,µ(A) .
We obtain (5.3) by taking the supremum over j. Inequality (5.5) also implies that:
n∑
j=1
I√Σ·ej ,µ(A) ≤
n∑
j=1
n∑
i=1
|
√
Σ(i, j)| Ii,µ(A)
=
n∑
i=1
Ii,µ(A)
n∑
j=1
|
√
Σ(i, j)|
≤ ||
√
Σ||∞,op ·
n∑
i=1
Ii,µ(A) ,
which is (5.4). 
5.2 Sub-linearity of influences for monotonic events
The proof of Proposition 5.3 relies on the following lemma.
Lemma 5.5. Let Σ be a n×n symmetric positive definite matrix and let µ = N (0,Σ). Moreover,
let v ∈ Rn. For every A monotonic Borel subset of Rn and every i ∈ {1, · · · , n}, we have:
∃ lim
r↓0
µ (A+ [−r, r]ei + [−r, r]v)− µ (A+ [−r, r]v)
r
= Ii,µ(A) .
We first prove Proposition 5.3 using Lemma 5.5.
Proof of Proposition 5.3. Let A be a monotonic Borel subset of Rn and fix v ∈ Rn. Let vi =∑n
k=i vkek. We will prove that, for every i ∈ {1, · · · , n− 1}:
Ivi,µ(A) ≤ |vi| Ii,µ(A) + Ivi+1,µ(A) . (5.6)
The result will then follow directly by induction (and since Ivn,µ(A) = In,µ(A)). For any
w1, w2 ⊆ Rn, we have [−r, r](w1 + w2) ⊆ [−r, r]w1 + [−r, r]w2. Hence:
µ
(
A+ [−r, r]vi) = µ (A+ [−r, r] (viei + vi+1))
≤µ (A+ [−|vi|r, |vi|r]ei + [−r, r]vi+1)
= µ
(
A+ [−|vi|r, |vi|r]ei + [−r, r]vi+1
)
− µ (A+ [−r, r]vi+1)+ µ (A+ [−r, r]vi+1) .
By Lemma 5.5 we have:
µ
(
A+ [−|vi|r, |vi|r] ei + [−r, r] vi+1
)− µ (A+ [−r, r]vi+1)
r
−→
r↓0
|vi| Ii,µ(A) .
Equation (5.6) follows. 
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Proof of Lemma 5.5. We are inspired by the proof of Proposition 1.3 in [KMS12]. We write the
proof for A decreasing since the proof for A increasing is identical. Also, we prove the result in
the case i = n. We write x˜ for the first (n−1) coordinates of any x ∈ Rn. Let Ar = A+[−r, r]v,
note that Ar is decreasing, and write for any x˜ ∈ Rn−1:
s(x˜) := sup{xn ∈ R : (x˜, xn) ∈ A} ∈ [−∞,+∞] ,
sr(x˜) := sup{xn ∈ R : (x˜, xn) ∈ Ar} ∈ [−∞,+∞] .
Let λ be the density function of µ. Since A and Ar are decreasing, we have:
µ(A+ [−r, r]en)− µ(A)
r
=
1
r
∫
Rn−1
(∫ s(x˜)+r
s(x˜)
λ(x˜, xn)dxn
)
dx˜ ,
µ(Ar + [−r, r]en)− µ(Ar)
r
=
1
r
∫
Rn−1
(∫ sr(x˜)+r
sr(x˜)
λ(x˜, xn)dxn
)
dx˜ , (5.7)
where by convention
∫ −∞+r
−∞ =
∫ +∞+r
+∞ = 0. For each x˜ ∈ Rn−1 let:
g1(x˜) = sup
xn∈R
λ(x˜, xn); g2(x˜) = sup
xn∈R
∣∣∣∣ ∂λ∂xn (x˜, xn)
∣∣∣∣ .
Direct computation shows that g1, g2 ∈ L1(Rn−1). By the mean value inequality, for each
x˜ ∈ Rn−1:∣∣∣∣∣1r
(∫ s(x˜)+r
s(x˜)
λ(x˜, xn)dxn
)
− λ(x˜, s(x˜))
∣∣∣∣∣+
∣∣∣∣∣1r
(∫ sr(x˜)+r
sr(x˜)
λ(x˜, xn)dxn
)
− λ(x˜, sr(x˜))
∣∣∣∣∣
is no greater than 2rg2(x˜). Combining this with Equation (5.7) we get:∣∣∣∣µ(A+ [−r, r]en)− µ(A)r − µ(Ar + [−r, r]en)− µ(Ar)r
∣∣∣∣
≤
∣∣∣∣∫
Rn−1
λ(x˜, s(x˜))− λ(x˜, sr(x˜)) dx˜
∣∣∣∣+ 2r ∫
Rn−1
g2(x˜) dx˜ .
Since g2 ∈ L1(Rn−1), the second integral in the last inequality is finite and independent of r.
Moreover: ∫
Rn−1
λ(x˜, sr(x˜))− λ(x˜, s(x˜)) dx˜ =
∫
Rn−1
∫ sr(x˜)
s(x˜)
∂λ
∂xn
(x˜, xn) dxndx˜ .
Since ∂λ∂xn ∈ L1(Rn), by dominated convergence, all that remains is to show that for a.e. x˜ ∈
Rn−1: sr(x˜) −→
r↓0
s(x˜). Since for each x˜ the sequence sr(x˜) is decreasing, it converges to some
s∞(x˜) ≥ s(x˜). Let us prove that, for a.e. x˜ ∈ Rn−1, s∞(x˜) = s(x˜). To do so, first note that,
since A is decreasing, we have:
0 ≤ µ(Ar)− µ(A) ≤ P
[
X −
n∑
i=1
r|vi|ei ∈ A
]
− P [X ∈ A] ,
where X ∼ N (0,Σ). By dominated convergence, the right hand side tends to 0 when r → 0.
Now, note that:
µ(Ar)− µ(A) =
∫
Rn−1
∫ sr(x˜)
s(x˜)
λ(x˜, xn) dxndx˜ .
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Hence, by Fatou’s lemma:
0 =
∫
Rn−1
∫ s∞(x˜)
s(x˜)
λ(x˜, xn) dxndx˜ .
Since the λ takes only positive values, this implies that for a.e. x˜ ∈ Rn−1, s∞(x˜) = s(x˜). 
6 An estimate on the infinite operator norm of square root of
infinite matrices: the proof of Proposition 2.21
The goal of this section is to prove Proposition 2.21. We assume that f satisfies Condition 2.1
and Condition 2.5 for some α > 5. In particular, the Fourier transform of κ takes only positive
values. Moreover, we assume that κ is C3 and there exists C < +∞ such that for every β ∈ N2
such that β1 + β2 ≤ 3, we have:
|∂βκ(x)| ≤ C|x|−α , (6.1)
for some α > 5. In this subsection, we never use the fact that our Gaussian field is non-
degenerate.
Recall that for each ε > 0, T ε is the lattice T scaled by a factor ε, that Vε is the set of vertices
of T ε, and that Kε is the restriction of K to Vε. We begin by observing that the face-centered
square lattice T , when rotated by pi4 and rescaled by
√
2, has the same vertices as Z2. Since by
Condition 2.5 our field is invariant by pi4 -rotation, we will simply replace T by Z2 throughout
the rest of this section.
Let T2 be the flat 2D torus corresponding to the circle of length 2pi. Throughout this section,
we will identify λZ2-periodic functions on R2 (for some λ > 0) with functions on λT2 and their
integrals over the box [−λpi, λpi]2 with integrals over λT2. We will use the following convention
for the Fourier transform:
∀ξ ∈ R2, κˆ(ξ) = 1
4pi2
∫
R2
e−i〈ξ,x〉κ(x)dx .
Let us begin with a sketch of the construction of the square root
√
Kε:
1. First note that if we find some symmetric function ηε : Z2 → R2 such that:
∀m ∈ Z2, ηε ∗ ηε(m) :=
∑
m′∈Z2
ηε(m
′)ηε(m−m′) = κ(εm) ,
then (εm1, εm2) ∈ εZ2 7−→ ηε(m1 −m2) is a symmetric square root of Kε.
2. Let κε be κ restricted to εZ2 and let us try to construct ηε above. The first idea is that,
if ηε ∗ ηε = κε, then the Fourier transform of ηε should the square root of the Fourier
transform of κε. In other words:
F(ηε) =
√
F(κε) ,
where F(ηε)(ξ) =
∑
m∈Z2 ηε(m)e
−i<ξ,m> and similarly for F(κε).
3. Thus:
ηε(m) = F
−1
(√
F(κε)
)
=
1
4pi2
∫
T2
ei〈ξ,m〉
√
F(κε)(ξ) dξ .
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4. In the expression above, it seems difficult to deal with the term F(κε). To simplify the
expression, we can use the Poisson summation formula and deduce that:
F(κε)(ξ) = 4pi
2ε−2
∑
m∈Z2
κˆ(ε−1(2pim− ξ)) .
For the Bargmann-Fock process, κˆ is well known since κ is simply the Gaussian function.
There will be two main steps in the proof of Proposition 2.21. First, we will make the above
construction of ηε rigorous by considering the four items above in the reverse order. More pre-
cisely, we will first set λε as in Lemma 6.1 below, then we will apply the Poisson summation
formula to prove that 2piε−1λε =
√
F(κε). Next, we will define ηε as in Lemma 6.1, we will show
that F(ηε) =
√
F(κε), and we will conclude that ηε is a convolution square root of κε. All of this
will be done in the proof Lemma 6.1. Secondly, we will prove estimates on
∑
m∈Z2 |ηε(m)| when
κ(x) = e−
1
2
|x|2 . This will be the purpose of Lemma 6.2 (and most of the proof of this lemma
will be written in a more general setting than κ(x) = e−
1
2
|x|2).
In the proofs, we will use a subscript ε to denote functions : Z2 → R or to denote functions
defined on T2 (or equivalently functions 2piZ2-periodic). On the other hand, we will use a
superscript ε to denote functions : ε−1Z2 → R or to denote functions defined on ε−1T2 (or
equivalently functions 2piε−1Z2-periodic).
Proposition 2.21 is a direct consequence of the following Lemmas 6.1 and 6.2.
Lemma 6.1. Assume that f satisfies Condition 2.1 as well as Condition 2.2 for α > 5. Fix
ε > 0 and let:
λε : ξ ∈ R2 7→
√∑
m∈Z2
κˆ(ε−1(ξ − 2pim)) .
Then, λε is a C
3, positive, even and 2piZ2-periodic function. Next, define:
ηε : m ∈ Z2 7→ 1
ε(2pi)
∫
T2
ei〈m,ξ〉λε(ξ) dξ .
Then, (εm1, εm2) ∈ εZ2 7−→ ηε(m1 −m2) is a symmetric square root of Kε and we have:∑
m∈Z2
|ηε(m)| < +∞ .
Lemma 6.2. Assume that κ(x) = e−
1
2
|x|2. Then, there exist constants C0 < +∞ and ε0 > 0
such that for ε ∈]0, ε0]: ∑
m∈Z2
|ηε(m)| ≤ C0 1
ε
log
(
1
ε
)
.
Proof of Lemma 6.1. First note that (6.1) implies that κˆ is C3 and that for every β ∈ N2 such
that β1 + β2 ≤ 3, we have:
|∂βκˆ(ξ)| ≤ C ′|ξ|−3 , (6.2)
for some C ′ = C ′(κ) < +∞. This implies that the series under the square root of the definition
of λε converges in C
3-norm towards a C3 function. Moreover, this series is clearly 2piZ2-periodic,
even, and positive (since κˆ takes only positive values). Thus, λε is well defined and also satisfies
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these properties.
Let us now prove the second part of the lemma. For each ε > 0 let κε : Z2 → R be defined as
κε(m) = κ(εm). The discrete Fourier transform of κε is:
F(κε) : ξ ∈ T2 7−→
∑
m∈Z2
κε(m)e
−i〈ξ,m〉
(since κ and its derivatives of order up to 3 decay polynomially fast with an exponent larger than
5, the above series converges in C3-norm). Now, since κ and κˆ decay polynomially fast with an
exponent larger than 2, we can apply the Poisson summation formula (see17 Theorem 3.1.17 of
[Gra09]) which implies that:
∀ξ ∈ T2, F(κε)(ξ) = 4pi2ε−2
∑
m∈Z2
κˆ(ε−1(2pim− ξ)) = 4pi2ε−2λε(ξ)2 .
As a result:
ηε(m) =
1
4pi2
∫
T2
√
F(κε)(ξ)e
i〈m,ξ〉dξ .
In other words, the ηε(m)’s are the Fourier coefficients of the C
3, positive and 2piZ2-periodic
function
√
F(κε), which implies in particular that |ηε(m)| ≤ C ′′|m|−3 for some C ′′ = C ′′(κ, ε) <
+∞. As a result: ∑
m∈Z2
|ηε(m)| < +∞ . (6.3)
Thanks to (6.3), we can apply the Fourier inversion formula (see for instance Proposition 3.1.14
of [Gra09]) which implies that:
F(ηε) =
√
F(κε) . (6.4)
Now, let us use the convolution formula (see for instance Paragraph 1.3.3 of [Rud]). Since∑
m∈Z2 |ηε(m)| < +∞, we have:∑
m∈Z2
∑
m′∈Z2
|ηε(m′)ηε(m−m′)| < +∞ , (6.5)
and:
F(ηε ∗ ηε) = F(ηε)2 , (6.6)
where ηε ∗ ηε : m ∈ Z2 7→
∑
m′∈Z2 ηε(m
′)ηε(m−m′).
We deduce from (6.4) and (6.6) that F(ηε ∗ ηε) = F(κε). Since, by the dominated convergence
theorem, the Fourier coefficients of F(ηε ∗ ηε) are the ηε ∗ ηε(m)’s and the Fourier coefficients of
F(κε) are the κε(m)’s, we obtain that:
ηε ∗ ηε = κε .
This is equivalent to saying that (εm1, εm2) ∈ εZ2 7−→ ηε(m1 −m2) is a symmetric square root
of Kε. 
The proof of Lemma 6.2 is split into two sub-lemmas:
17Be aware that the conventions used in [Gra09] are different from ours.
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Lemma 6.3. Assume that f satisfies Condition 2.1 and Condition 2.2 for α > 5. In this lemma,
we work with the function:
ρε : ξ ∈ R2 7→ λ(εξ) =
√∑
m∈Z2
κˆ(ξ − 2piε−1m)) .
For each ε > 0, let:
Υ(ε) = max
(∫
ε−1T2
|ρε(ξ)|dξ,
∫
ε−1T2
|∆ρε(ξ)|dξ,
∫
ε−1T2
|∂1∆ρε(ξ)|+ |∂2∆ρε(ξ)|dξ
)
.
Then, for every ε > 0, Υ(ε) < +∞. Moreover, there exist an absolute constants C1 < +∞ and
a constant ε1 = ε1(κ) > 0 such that for every ε ∈]0, ε1] we have:∑
m∈Z2
|ηε(m)| ≤ C1Υ(ε)1
ε
log
(
1
ε
)
.
Lemma 6.4. Assume that κ(x) = e−
1
2
|x|2. Then, there exists ε2 > 0 such that supε∈]0,ε2] Υ(ε) <
+∞.
Lemma 6.3 follows easily from appropriate integration by parts. The proof of Lemma 6.4 is just
straightforward elementary computation and uses very crude estimates throughout.
Proof of Lemma 6.3. First note that Υ(ε) < +∞ comes from the fact that (by Lemma 6.1)
λε ∈ C3(T2), hence ρε ∈ C3(ε−1T2). Next, note that by an obvious change of variable, we have:
ηε(m) =
ε
2pi
∫
ε−1T2
ei〈εm,ξ〉ρε(ξ) dξ .
Hence, ηε(0) ≤ ε2pi
∫
ε−1T2 |µε(ξ)|dξ ≤ ε2piΥ(ε). Now, let m 6= 0. By integration by parts, we have:
ηε(m) =
1
2piε|m|2
∫
ε−1T2
∆ρε(ξ)ei〈εm,ξ〉dξ , (6.7)
and:
ηε(m) =
1
i2piε2|m|2(m1 ±m2)
∫
ε−1T2
(∂1 ± ∂2)∆ρε(ξ)ei〈εm,ξ〉dξ . (6.8)
In (6.8), since m 6= 0, at least one of the two expressions is well defined. Thus, for each m ∈ Z2:
|ηε(m)| ≤ 1
ε
1
2pi
Υ(ε) min
(
ε2,
1
|m|2 ,
1
ε|m|2(|m1|+ |m2|)
)
.
This implies that:∑
m∈Z2
|ηε(m)| = |ηε(0)|+
∑
m∈Z2, 0<|m|≤ε−1
|ηε(m)|+
∑
m∈Z2, |m|>ε−1
|ηε(m)|
≤ 1
ε
1
2pi
Υ(ε)
ε+ 1
ε
∑
0<|m|≤ε−1
1
|m|2 +
1
ε2
∑
|m|>ε−1
1
|m|2(|m1|+ |m2|)

≤ C ′′Υ(ε)
(
ε+
1
ε
log
(
1
ε
)
+
1
ε
)
,
for some C ′′ < +∞, all this being valid for small enough values of ε > 0. 
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Proof of Lemma 6.4. Since κ(x) = e−
1
2
|x|2 the Fourier transform of κ is
κˆ : ξ ∈ R2 7−→ 1
4pi2
∫
R2
e−i〈ξ,x〉κ(x)dx =
1
2pi
e−
1
2
|ξ|2 ,
so that
ρε(ξ) =
√∑
m∈Z2
e−
1
2
|ξ−2piε−1m|2 .
Let P1 = Id, P2 = ∆ and P3 = 2∂1∆. Then:
Υ(ε) = max
(∫
ε−1T2
|P1ρε(ξ)|dξ,
∫
ε−1T2
|P2ρε(ξ)|dξ,
∫
ε−1T2
|P3ρε(ξ)|dξ
)
.
For the last argument of the max we use the fact that ρε remains unchanged when switching
the two coordinates of R2. We begin by justifying the following claim:
Claim 6.5. There exists C ′ < +∞ such that for each ξ ∈ ε−1T2 and each j ∈ {1, 2, 3},
|Pjρε(ξ)| ≤ C ′
∑
m∈Z2
e−
1
13
|ξ−2piε−1m|2
3 .
Proof. Elementary algebra shows that for each j ∈ {1, 2, 3}, there exists a polynomial function
Qj : R2 × R2 × R2 → R of degree at most j such that for each ξ ∈ ε−1T2, ρε(ξ)5Pjρε(ξ) equals:
∑
m1,m2,m3∈Z2
Qj(ξ − 2piε−1m1, ξ − 2piε−1m2, ξ − 2piε−1m3)
3∏
i=1
e−
1
2
|ξ−2piε−1mi|2 . (6.9)
By using the very crude bound ∀m ∈ Z2, ρε(ξ) ≥ e− 14 |ξ−2piε−1m|2 , we obtain that for each
ξ ∈ ε−1T2, |Pjρε(ξ)| is at most:
∑
m1,m2,m3∈Z
|Qj(ξ − 2piε−1m1, ξ − 2piε−1m2, ξ − 2piε−1m3)|
3∏
i=1
e−(
1
2
− 5
3
× 1
4)|ξ−2piε−1mi|2
=
∑
m1,m2,m3∈Z
|Qj(ξ − 2piε−1m1, ξ − 2piε−1m2, ξ − 2piε−1m3)|
3∏
i=1
e−
1
12
|ξ−2piε−1mi|2 .
Now, note that there exists a constant C ′ < +∞ such that, for each j ∈ {1, 2, 3}, for each
m1,m2,m3 ∈ Z2, and for each ξ ∈ R2:∣∣∣Qj(ξ − 2piε−1m1, ξ − 2piε−1m2, ξ − 2piε−1m3) 3∏
i=1
e−
1
12
|ξ−2piε−1mi|2
∣∣∣ ≤ C ′ 3∏
i=1
e−
1
13
|ξ−2piε−1mi|2 ,
and we are done. 
Let us use the claim to conclude. Let m ∈ Z2 be such that |m| ≥ 2 and ξ ∈ [−ε−1pi, ε−1pi]2.
Then, |ξ − 2piε−1m| ≥ piε−1|m|. Therefore:∑
m∈Z2, |m|≥2
e−
1
13
|ξ−2piε−1m|2 ≤
∑
m∈Z2, |m|≥2
e−
pi
13
ε−2|m|2
≤ C ′′e− 4pi13 ε−2 ,
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for some C ′′ < +∞ and if ε is sufficiently small. Moreover, ∑m∈Z2, |m|≤1 e− 113 |ξ−2piε−1m|2 ≤ 5,
hence by expanding the cubed sum in Claim 6.5, we obtain that if ε is sufficiently small, then:
|Pjρε(ξ)| ≤ C ′′′
e− 4pi13 ε−2 + ∑
m∈Z2, |m|≤1
e−
1
13
|ξ−2piε−1m|2
 ,
for some C ′′′ < +∞. Finally:
Υ(ε) ≤ C ′′′
∫
ε−1T2
e− 4pi13 ε−2 + ∑
m∈Z2, |m|≤1
e−
1
13
|ξ−2piε−1m|2
 dξ
≤ C ′′′(2piε)2e− 4pi13 ε−2 + 5C ′′′
∫
R2
e−
1
13
|ξ|2dξ ,
which is less than some absolute constant since we consider only ε small. 
7 Sprinkling discretization scheme
In this section, we prove Proposition 2.22. We do not rely on arguments from other sections.
Recall that T = (V, E) is the square face-centered lattice and that T ε = (Vε, Eε) denotes T
scaled by ε. Given an edge e = (x, y), we take the liberty of writing “z ∈ e” as a shorthand for
“∃t ∈ [0, 1] such that z = ty + (1 − t)x”. For each R > 0 and ε > 0, let T εR = (EεR,VεR) denote
the sublattice of T ε generated by the edges e that intersect [0, 2R]× [0, R].
In this section, we never use the fact that our Gaussian field is non-degenerate. As we shall see
at the end of this section, Proposition 2.22 is an easy consequence of the following approximation
estimate.
Proposition 7.1. Assume that f satisfies Condition 2.2 and that it is a.s. C2. Let p > 0. Given
ε > 0 and e = (x, y) ∈ Eε, we call Fold(e) the event that there exists z ∈ e such that f(x) ≥ −p2 ,
f(y) ≥ −p2 , and f(z) < −p. There exist constants c2 = c2(κ, p) > 0 and ε0 = ε0(κ, p) > 0 such
that for each ε ∈]0, ε0] we have:
∀e ∈ Eε, P [Fold(e)] ≤ C1 exp
(−c2ε−4) .
A key ingredient in proving this inequality will be the Borell-Tsirelson-Ibragimov-Sudakov (or
BTIS) inequality (see Theorem 2.9 of [AW09]).
Proof of Proposition 7.1. Let us fix e = (x, y) ∈ Eε and consider the vector v defined by εv =
y − x. On the event Fold(e, ε), by Taylor’s inequality applied to f between points x, z and y,
there exist w1, w2 ∈ e such that ∂vf(w1) > p|v|2ε and ∂vf(w2) < −p|v|2ε . Applying Taylor’s estimate
to ∂vf between w1 and w2 we conclude that there exists w3 ∈ e such that |∂2v,vf(w3)| > p|v|ε2 .
Hence:
P [Fold(e)] ≤ P
[
sup
w∈e
|∂2v,vf(w)| >
p|v|
ε2
]
.
Let xt = εtv and g
v
ε (t) = ∂
2
v,vf(xt). By translation invariance of f , we have:
P
[
sup
w∈e
|∂2v,vf(w)| >
p|v|
ε2
]
= P
[
sup
t∈[0,1]
|gvε (t)| >
p|v|
ε2
]
.
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The strategy is to apply the BTIS inequality to gvε . Note that g
v
ε is a centered Gaussian field
on [0, 1] which is a.s. bounded. Hence, by Theorem 2.9 of [AW09], E
[
| supt∈[0,1] gvε (t)|
]
< +∞.
Note that E
[
| supt∈[0,1] gvε (t)|
]
is non-decreasing in ε, let C4 = maxv′∈Γ E
[
| supt∈[0,1] gv′1 (t)|
]
,
and choose ε0 ∈]0, 1] sufficiently small so that minv′∈Γ p|v
′|
ε20
> 2C4. Note that, by translation
invariance:
σ2 := sup
t∈[0,1]
Var(gvε (t)) = Var(g
v
ε (0)) = ∂
4
v,v,v,vκ(0) .
If ∂4v,v,v,vκ(0) = 0, then g
v
ε ≡ 0 a.s. and we are done. Assume now that ∂4v,v,v,vκ(0) > 0. Then,
by the BTIS inequality (see Theorem 2.9 in [AW09]), for each ε ∈]0, ε0]:
P
[
sup
t∈[0,1]
|gvε (t)| >
p|v|
ε2
]
≤ 2P
[
sup
t∈[0,1]
gvε (t) >
p|v|
ε2
]
≤ 2P
[∣∣∣ sup
t∈[0,1]
gvε (t)− E[ sup
t∈[0,1]
gvε (t)]
∣∣∣ > p|v|
2ε2
]
≤ 4 exp
(
− 1
2σ2
(
p|v|
2ε2
)2)
.
Since v can take only finitely many values, we have obtain what we want. 
Proof of Proposition 2.22. By Proposition 7.1 (and by a simple union bound), it is enough to
prove that Crossεp/2(2R,R)∩ (∪eFold(e))c ⊆ Crossp(2R,R), where the union is over each e ∈ EεR.
Assume that for every e ∈ E Fold(e) is not satisfied. Then, for each edge e = (x, y) ∈ EεR which
is colored black in the discrete model of parameter p/2, and for each z ∈ e, we have f(z) ≥ −p.
In other words, each black edge is contained in Dp. If in addition Crossεp/2(2R,R) is satisfied,
then there exists a crossing of [0, 2R] × [0, R] from left to right made up of black edges. This
crossing belongs to Dp so that Crossp(2R,R) is satisfied. 
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