In the field of information retrieval, query expansion (QE) has long been used as a technique to deal with the fundamental issue of word mismatch between a user's query and the target information.
Introduction
Present information retrieval (IR) systems, especially search engines, need to deal with the challenging issue of satisfying a user's needs expressed by short queries. As per recent reports [1, 2] , the most frequent queries consist of one, two, or three words only [3] -the same as twenty years ago as reported by Lau and Horvitz [4] . While the users continue to fire short queries, the number of web pages have increased exponentially on the web [5] . This has increased the ambiguity in finding the relevant information due to the multiple meanings/senses of the query terms, where indexers and users often do not use the same word. This is also called vocabulary mismatch problem [6] . An effective strategy to resolve this issue is to use query expansion (QE) techniques. Query expansion reformulates the seed query by adding additional relevant terms with similar meaning.
The selection of these expansion terms plays a crucial role in QE because only a small subset of the candidate expansion terms is actually relevant to the query [7] . Current commercial search engines do a remarkably good job in interpreting these short queries, however their results can be further improved by using additional external knowledge, obtained by combining their search results, to expand the initial queries.
The data source used for mining the expansion terms plays an important role in QE. A variety of data sources have been explored for mining the expansion terms. These terms may be extracted from an entire document corpus or from a few top-ranked retrieved documents in response to the seed query. A comprehensive survey on data sources used for QE has been provided by Carpineto and Romano [8] and Azad and Deepak [3] . Broadly, such sources can be classified into four classes:
(i) documents used in retrieval process (e.g., corpus), (ii) hand-built knowledge resources (e.g.,
WordNet
1 , ConceptNet 2 , thesaurus, ontology), (iii) external text collections and resources (e.g., Web, Wikipedia, DBpedia), and (iv) hybrid data sources (e.g., combination of two or more data sources). Among these data sources, external text collections and resources are a popular choice -even more so in the recent past -for expanding the user's seed query [9, 10, 11, 12] . This is because they cover a very diverse range of topics and are curated and regularly updated by a large number of contributors, e.g., Wikipedia 3 and DBpedia 4 . In external text collections and resources, web [9, 11] , Wikipedia [10, 13] , DBpedia [14] , query logs [12, 15] , and anchor texts [16, 17] are the most common and effective data sources for QE. While external text collections like web and
Wikipedia cover a diverse range of topics and are regularly updated, a key challenge is to mine these huge data sources for the candidate expansion terms.
Once a set of candidate expansion terms is determined, the weighting models are used to assess the significance of these terms in relation to the original query. Finally, a few of the candidate expansion terms are selected for inclusion in the expanded query. This selection of the final set of expansion terms is an important factor in QE because only a small set of expansion terms are concretely relevant to the seed query. Here, the selected set of expansion terms should be such that they are well related to the individual terms of the seed query (term-term relationship) as well as to the seed query as a whole.
This article focuses on query expansion using web knowledge collections from three different search engines namely: Google 5 , Bing 6 , and DuckDuckGo 7 . The Web is the most up-to-date and diversified source of information. This naturally motivates its use as a source for mining expansion terms. Further, popular commercial search engines like Google, Bing, and DuckDuckGo have reasonably mastered the complex technique to mine the Web. They can extract information that is not only relevant to the original query but also provides a rich set of terms semantically similar to the original query. Hence, this combination of commercial search engines and the Web appeals as the perfect tool to mine expansion terms. In our proposed model, we have used the pseudo-relevance feedback (PRF) to accumulate the web content of the top N URLs returned by these search engines in response to the seed query. This accumulated web content is then used an external data source to mine candidate expansion terms.
Pseudo-relevance feedback is an effective strategy in QE to improve the overall retrieval performance of an IR system [18, 19] . It assumes that the top-ranked documents returned in response to the seed query are relevant for mining expansion terms. It uses these relevant 'feedback' documents as a source for selecting potentially related terms. In our work, we use the text content of the web pages of the top-ranked URLs returned by search engines in response to the seed query. However, the expansion terms provided by PRF-based methods may not have one-to-one relation with the original query terms, resulting in false expansion terms and causing topic drift. To address this term-relationship problem, we propose a novel web knowledge based query expansion (WKQE)
approach. The proposed WKQE approach uses three modified versions of weighting techniques:
(1) tf-itf, (2) k-nearest neighbor (kNN) based cosine similarity, and (3) correlation score. Among these three weighting scores, tf-itf and kNN based cosine similarity approach scores the expansion terms to determine the term-term relationship, and correlation score weighs the selected candidate expansion terms with respect to the whole query.
Experimental results show that the proposed WKQE approach produces consistently better results for a variety of queries (Query ID-126 to 176 in the FIRE dataset) when compared with the baseline and other related state-of-the-art approaches. We have also analyzed the effect on retrieval effectiveness of the proposed technique by varying the number of pseudo-relevant documents and expansion terms. The experiments were carried on the FIRE dataset using popular weighting models and evaluation metrics.
Research contributions
The research contributions of this paper are follows :
• Data sources: This paper presents a novel web knowledge-based query expansion (WKQE) approach that uses the top N pseudo relevant web pages returned by commercial search en- • Weighting method: To appropriately capture the term relationship while weighing the candidate expansion, three modified versions of weighting techniques have been proposed:
(1) tf-itf (2) k-nearest neighbor (kNN) based cosine similarity, and (3) correlation score.
A two-level strategy is employed to select the final set of expansion terms: first, an intermediate set of terms are selected on the basis of term-to-term relationship using tf-itf and kNN based cosine similarity approach, and then, the final set of terms are selected on the basis of term-to-whole query relationship using correlation score.
• Experimental results: Experimental evaluation on the Forum for Information Retrieval Evaluation (FIRE) dataset produced an improvement of 25.89% on the MAP score and 30.83% on the GMAP score over the unexpanded queries. Retrieval effectiveness of the proposed technique was also evaluated by varying the number of pseudo-relevant documents and expansion terms.
Organization
The rest of this paper is organized as follows. Section 2 discusses related work. Section 3 describes the proposed approach. Section 4 discusses the experimental setup; describing dataset, model parameters,s and evaluation matrices in sub sections. Section 5 discusses the experimental results. Finally, we conclude in Section 6.
Related Work
Query expansion has a long history of literature in the field of information retrieval. It was first coined by Moron et al. [20] in the 1960s for literature indexing and searching in a mechanized library system. In 1971, Rocchio [21] In web based QE techniques, web pages [9, 11] , Wikipedia articles [22, 10, 13] , query logs [12, 15] , and anchor texts [16, 17] are the most common and effective data sources for QE. A common way to utilize the web pages, which are related to the user query, as a data source for query expansion is to use the text snippets of those web pages that are returned by web search engine(s) in response to the user query. Such a snippet is typically a brief window of text extracted by a search engine around the query term in a web page related to the user query. They are short summaries of the corresponding web pages and are expected to be highly related to the user query, and hence, a rich data source for query expansion. Sahmi et al. [23] used snippets returned by
Google search engine (http://www.google.com/apis) to extract semantically similar terms for QE.
For each query, their approach collects snippets from the search engine and represent each snippet as a tf-idf weighted term vector. However, a widely accepted flaw of using snippets is that due to the massive scale of the web and a large number of documents in the result set, only those snippets that are extracted form the top-ranked results can be processed efficiently for improving retrieval performance. For addressing this flaw, Bollegala et al. [24] considered the text snippets and page counts returned by the Google search engine. Based on this, they defined various similarity scores based on page counts for finding relevant expansion terms. Another work based on snippets is by Riezler et al. [25] , where the authors have proposed a query-to-snippet translation model for improving QE. Their proposed model uses user queries and snippets of clicked results to train a machine translation model. This establishes the relationship between query and document space to resolve the lexical gap. Yin et al. [12] used the search engine query logs, snippets, and search result documents for QE. Their proposed method expresses the search engine query log as a bipartite query-URL graph, where query nodes are connected to the URL nodes by click edges; it reported an improvement of retrieval effectiveness by more than 10%.
With the fast growing size of the Web and an increasing use of search engines, the abundance of query logs and their ease of use have made them an important source for QE. The query logs usually contains user queries and the corresponding URLs of web pages visited by the user in response to the query results. Here, different users may submit various queries to express the same information-need. Therefore, the query can be expanded by using the wisdom of the crowd.
Cui et al. [15] used the query logs to extract probabilistic correlations between the query terms and document terms. These correlations are further used for expanding the user's initial query.
They extended their work in [26] to improve upon their results when compared with QE based on pseudo relevance feedback. One of the advantages of using the query logs is that it implicitly incorporates relevance feedback. On the other hand, it has been shown by White et al. [27] that implicit measurements are relatively good, however, their performance may not be the same for all types of users and search operations.
Based on web search query logs, two types of QE approaches are usually used. The first type extract features from the queries, stored in logs, that are related to the user's original query, with or without making use of their respective retrieval results [28, 12] . In techniques based on the first approach, some use their combined retrieval results [29] , while some do not (e.g., [28, 12] ). In the second type of approach, the features are extracted on relational behavior of queries and retrieval results. For example, Baeza et al. [30] represent queries in a graph based vector space model (query-click bipartite graph) and analyze the graph constructed using the query logs. Under the second approach, the expansion terms are extracted form several approaches: through user clicks [31, 12, 32] , directly from the clicked results [26, 33, 34] , the top results from the past query terms entered by the user [35, 36] , and queries related with the same documents [37, 38] . However, the second type of approach is more widely used and has been shown to provide better results. [41, 40, 19, 42, 13] ). Li et al. [41] performed an investigation using Wikipedia where they retrieved all the articles corresponding to the original query and used them as a source of expansion terms for pseudo-relevance feedback. They observed that for those queries where the general pseudo-relevance feedback failed to improve the query, Wikipediabased pseudo-relevance feedback improved them significantly. Xu et al. [19] utilized Wikipedia to categorize the original query into three types: (1) ambiguous queries (queries with terms having more than one potential meaning), (2) entity queries (queries having a specific sense that cover a narrow topic), and (3) broader queries (queries having neither ambiguous nor specific meaning).
They consolidated the expansion terms into the original query and evaluated these techniques using language modeling IR. Al-Shboul and Myaeng [43] attempted to enrich the initial queries using semantic annotations in Wikipedia articles combined with phrase-disambiguation. Their experiments show better results than the relevance based language model.
Proposed Approach
During query expansion, the first important decision is the determination of the source for mining candidate expansion terms. The top-ranked documents retrieved in response to the initial query appeal be a good source for mining candidate expansion terms. In the context of pseudo relevance feedback, these documents form the set of pseudo-relevant documents. Our proposed approach, called web knowledge based query expansion (WKQE) and shown in Fig Both term-to-term and term to the whole query relationships are computed for finding the most relevant in the set of candidate expansion terms. To estimate the term-to-term relationship,
we weigh the expansion terms with the proposed tf-itf and kNN based cosine similarity score.
To estimate the term to the whole query relationship, we weigh the expansion terms with the correlation score. As shown in Fig. 1 , the proposed approach consist of five main steps: (i) retrieval of top N URLs, (ii) text collection and tokenization, (iii) weighting with tf-itf, (iv) weighting with kNN-based approach, and (v) reweighting with correlation score. These steps are described next.
Retrieval of top N URLs
In order to expand the initial query, first of all we fired the initial query on three popular search engines namely: Google, Bing, and DuckDuckGo. After that, we extracted the web pages corresponding to the top N URLs returned by each of the search engine separately. These web pages act as the set of pseudo-relevant documents for our approach. When considering the top N URLs, we have excluded the URLs associated with advertising, video, and e-commerce sites. For experimental evaluation, we considered different value of N as 5, 10, 15, 20, 30, 50. However, the proposed model showed the best performance for N = 20. See Sec. 5.1 for more details.
Text collection and tokenization
The entire content of the pseudo-relevant web pages, corresponding to the top N URLs, is not informative. A web page usually has different types of content that are either not related to the topic of the web page or are not useful for the purpose of query expansion. Such items can be:
• Decoration: Pictures, animations, logos, etc. for attractions or advertising purposes.
• Navigation: Intra and inter hyperlinks to guide the user in different parts of a web page.
• Interaction: Forms to collect user information or provide search services. • Other special words or paragraphs such as copyrights and contact information.
Initial Query

Google
In the context of query matching and term weighting, all of the points as mentioned above are considered to be noise and can adversely affect the retrieval performance. For example, if some words from an advertisement embedded in a top-ranked pseudo-relevant web page are chosen as expansion terms, irrelevant documents containing these advertising terms can be ranked highly.
Therefore, it is necessary to filter out the noisy information in web pages and retrieve only the contents that are semantically related to the initial query. The Document Object Model (DOM) 12 represents the structure of an HTML page as a tag tree. DOM-based segmentation approaches have been widely used for many years. In our proposed WKQE approach, we use these page segmentation methods where the tags that can represent useful blocks in a page include P (for paragraph), H1 − H6 (for heading), T ABLE (for table) , U L (for list), etc. To extract the relevant text contents from the web pages (HTML and XML documents), we used Beautiful Soup 13 Python library and web services.
After collecting the text content of the web pages returned by the three search engines, we created a combined corpus C of all the web pages. Then, we tokenized corpus C to identify individual words. For tokenisation and to remove stop words, we used the Natural Language Toolkit (NLTK) 14 . The part of speech (POS) tags assigned by NLTK tagger were used to identify phrases and individual words. After the extraction of individual terms, we weighted these individual terms with tf-itf. The weighting of the expansion terms is described next.
Weighting with tf-itf
We weighted the individual terms with tf-itf, which is a modified version of tf-idf. This weight is a statistical measure used to evaluate how important a word in a corpus is. The term frequency (tf) measures how frequently a term occurs in a corpus. While computing tf, all terms are considered equally important. However, it is known that certain terms in a corpus, such as "is", "of", and
"that", may appear a lot of times but have little importance. Thus we need to weight down such frequent terms while scale up the importance of the rare ones. This is achieved by computing the inverse term frequency (itf). We weight the individual terms with tf-itf scoring function as follows:
where:
tf (t i , C) denotes the term frequency of term t i in the entire corpus C, itf (t i , C) denotes the inverse term frequency of t i in the entire corpus C, T is the number of terms in the entire corpus C, and |t i | is the number of times term t i appears in the entire corpus C.
After assigning this score to each of the terms in the corpus, we ranked these terms according to the scoring value. Then, we selected the top M individual terms as intermediate candidate expansion terms. After this, these intermediate candidate expansion terms were re-weighted with the kNN-based cosine similarity score, which is described next.
Weighting with kNN-based approach
The kNN-based approach weights the intermediate candidate expansion terms with cosine similarity and selects the top k nearest neighbor candidate expansion terms. It establishes a term-term correlation among the candidate expansion terms so that the most relevant expansion terms can be chosen. The proposed kNN-based approach is an extension of the technique given by Roy et
Algorithm 1 k-Nearest Neighbors
Input: C exp ← Set of intermediate candidate expansion terms sorted using Eq.1.
k ← Number of nearest neighbor candidate expansion terms to be returned.
l ← Number of terms terms to be dropped during each iteration.
Output: N N ← Set of iteratively added nearest neighbor candidate expansion terms. N N ← N N ∪ {t} # Add t to N N .
5:
C exp ← C exp − {t} # Remove the term t from C exp .
6:
Sort C exp w.r.t. t using cosine similarity score of Eqn. (2) 7:
Select t ∈ C exp having maximum score
Select C l ⊂ C exp as the set of l least scoring terms in C exp
9:
C exp ← C exp − C l # Remove the set of l least neighbors terms from C exp .
10:
Select t ∈ C exp having maximum score al. [44] . Here, instead of computing the nearest neighbors for each query term, we computed the nearest neighbors of each intermediate candidate expansion term extracted in response to the original query. The highly similar neighbors have comparatively lower drift in terms of similarity than the terms occurring later in the list. Since the most similar terms are the strongest contenders for becoming the expansion terms, it can be assumed that these terms are also similar to each other, in addition to being similar to the query term. Based on this, we use an iterative process for sorting the expansion terms described in Algorithm 1.
Algorithm 1 takes as input the sorted (using Eq. 1) set of candidate expansion terms obtained from the previous step, denoted as C exp . First, the expansion term having maximum similarity score in C exp is identified as t (line 2 in Algorithm 1). Term t acts as the nearest neighbor for the first iteration of the iterative process (lines 6-9). At the start of each iteration, the nearest neighbor t is added to the set of nearest neighbors N N , which is initialized as empty (line 1), and removed from the set of intermediate candidate expansion terms C exp (lines 4 and 5). The terms in C exp are then sorted based on their proximity with t computed on the basis of cosine similarity.
The cosine similarity between two terms t k and t i is given as:
c t k ,ti denotes the correlation score of term t k with t i in the entire corpus C and w ti,j (w t k ,j ) is the weight of term t i (t k ) in the document d j (as returned by one of the three search engines). w ti,j is computed as (w t k ,j is similarly defined):
tf (t i , j) denotes the term frequency of t i in the document d j .
itf (t i , j) is the inverse term frequency of t i in the document d j .
|DT j | is the number of distinct terms in the document d j , and T is the number of terms in the entire collection.
Then, the l least similar neighbors are removed from the intermediate set of candidate expansion terms C exp . This completes the first iteration. This iterative process is executed for r iterations.
In each iteration, the nearest neighbors list is rearranged on the basis of the nearest neighbor obtained from the previous iteration and a set of l least similar neighbors is eliminated. Essentially, by following the above procedure, we are compelling the nearest neighbors to be similar to each other in addition to being similar to the original query.
A high value of r ≥ 10 may lead to query drift, while a low value r ≤ 2 essentially performs similar to the initial set of intermediate candidate expansion terms. In our proposed method we chose r = 5 as the number of iterations. Finally, at the end of r iterations, the top k nearest neighbor candidate expansion terms are returned as the final set of nearest neighbor candidate expansion terms (lines 13 and 14) . Now these intermediate candidate expansion terms are reweighted using correlation score (described next) and the top n terms are chosen as the final set of expansion terms.
Reweighting with correlation score
So far a set of candidate expansion terms have been obtained, where each expansion term is strongly connected to the other individual candidate expansion terms. These terms have been allocated weights using tf-itf and the kNN-based approach. Things done so far resolve the issue of semantic similarity between term-to-term relationship. However, this may not accurately reflect the relationship of an expansion term to the query as a whole. For example, while the word "program" may be highly associated with the word "computer", use of this association for selecting candidate expansion terms may work well for some queries such as "Java program" and "application program" but not for others such as "space program", "TV program", and "government program". This problem has been analyzed in Bai et al. [45] . To address this language ambiguity problem, we use a weighting scheme called correlation score. A similar approach has been suggested in Xu and Croft [46] , Cui et al. [26] , Sun et al. [47] , and, Azad and Deepak [22] . This approach extends the term-to-term association methods described previously in Sections 3.3 and 3.4. In this approach we used term-to-term correlation and computed the correlation score of a given candidate expansion term t i to each query term. We then combined the found score to find the correlation to the initial query Q.
The correlation score is defined as follows. Let Q be the original query having individual terms q k s and let t i be a candidate expansion term. Then, the correlation score of t i with Q, denoted C ti,Q , is computed as:
c ti,q k is the correlation (similarity) score between the candidate expansion term t i and the query term q k and w ti,j (w q k ,j ) is the weight of term t i (q k ) in the document d j .
The weight of the candidate expansion term t i in the document d j , denoted w ti,j (w q k ,j is similarly defined), is computed as:
After assigning the correlation score to candidate expansion terms, we collect the top n terms as the final set of candidate expansion terms.
Experimental Setup
This section discusses the evaluation of the proposed WKQE approach. Section 4.1 describes the dataset used, followed by discussion of model parameters in Sec. 4.2. Section 4.3 describes the evaluation metrics used.
Dataset
To evaluate the proposed technique, the experiments were carried out on a large number of queries (or, Topics) from the well-known benchmark FIRE 15 dataset. As queries in the real life are short, we have used only the title field of all queries. LGD [52] , and Standard tf-idf model. The Parameters for these models were set to the default values in TERRIER.
Evaluation Metrics
We evaluated the results on standard evaluation metrics: MAP (Mean Average Precision), GM MAP (Geometric Mean Average Precision), F-Measure, P@5, P@10, P@20, P@30 (P@x denotes precision at top x ranks), bpref (binary preference), and the overall recall (number of relevant documents retrieved). The evaluation metric MAP reflects the overall performance of the system, P@5 measures the precision over the top 5 documents retrieved, and bpref measures a preference relation about how many documents judged as relevant are ranked before the documents judged as irrelevant. Additionally, we have reported the percentage improvement in MAP over the baseline (non expanded query) for each expansion method and other related methods. We have also investigated the retrieval effectiveness of the proposed technique with number of expansion terms.
Evaluation Results
The objective of our experiments is to explore the effectiveness of the proposed Web Knowledge based QE (WKQE) approach and to compare it with the baseline as well as existing state-of-theart methods on popular weighting models and evaluation metrics. The proposed WKQE approach can be categorised into seven different techniques, namely GQE (Google-based query expansion),
BQE (Bing-based query expansion), DQE (DuckDuckGo-based query expansion), GBQE (Google-
Bing-based query expansion), GDQE (Google-DuckDuckGo-based query expansion), BDQE (BingDuckDuckGo-based query expansion), and GBDQE (Google-Bing-DuckDuckGo-based query expansion). We compared each approach with the baseline (unexpanded query) as well as with the existing state-of-the-art methods. We found that the proposed GBDQE approach gives the best results compared to other approaches. with all weighting models with respect to the baseline approach of unexpanded query. Table 2 presents the comparative analysis of QE using Google alone (GQE) on different popular weighting models with top 15 expansion terms. In the best case, GQE improved the MAP up to 22.35% and GM MAP up to 29.08%. The improvement over the precision reaches its its best value of 25.14% on the top 10 feedback documents. Overall, GQE produced the best results among the individual query expansion techniques (i.e., GQE, BQE, and DQE), even better than some of the combined QE techniques (e.g., BDQE and GDQE). Table 3 shows the corresponding comparative analysis of QE using Bing alone (BQE). Here, MAP is improved up to 21.16% and GM MAP up to 27.63%. For BM25 weighting model in particular, it has been shown that the value of precision for top 10 retrieval (P@10) is reduced by 1.32%. The main reason behind the P@10 reduction is the low availability of the expansion terms in the top 10 retrieval documents. Overall BQE showed better retrieval performance in comparison to DQE, BDQE, and GDQE. Table 4 shows the corresponding results for DuckDuckGo-based QE (DQE). The DQE improved the MAP up to 13.03% and GM MAP up to 13.06%. The DQE showed best retrieval effectiveness with the top 10 expansion terms instead of the top 15 expansion terms used in the other proposed expansion techniques. Overall it showed less improvement when compared to the other proposed Figure 3 shows the comparative analysis of the precision-recall curve of WKQE techniques with the baseline (i.e., unexpanded query). IFB2 weighting model was used here as baseline. This graph plots the interpolated precision of an IR system using 11 standard cut-off values from the recall levels, i.e, {0, 0.1, 0.2, 0.3, ...,1.0}. These graphs showing average plot of retrieval results are widely used to evaluate IR systems that return ranked documents. Comparisons are best made in three different recall ranges: 0 to 0.2, 0.2 to 0.8, and 0.8 to 1. These ranges characterize high precision, middle recall, and high recall performance respectively. We can see that the proposed WKQE techniques show significant improvement over the baseline. Fig. 4 show the improvement in retrieval results of GBDQE technique when compared with the initial unexpanded queries. As indicated in the graph legend, (Ex) denotes the performance with query expansion, while no parenthesis denotes unexpanded query. The P-R curves show the effectiveness of the proposed GBDQE technique with all the popular weighting models. Among all the weighting models, the IFB2 weighting model provides the best retrieval performance with the proposed GBDQE technique.
Graphs in
Graphs in the Figure 5 compare the GBDQE technique with the unexpanded queries in terms of MAP, bpref, and P@5 with various weighting models on the FIRE dataset. Here, MAP shows the overall performance of the GBDQE technique, P@5 measures the precision over the top 5 documents retrieved, and bpref measures a preference relation about how many documents judged as relevant are ranked before the documents judged as irrelevant.
After evaluating the performance of the proposed QE technique on several popular evaluation metrics, it can be concluded that the proposed WKQE techniques perform well with popular weighting models on several evaluation parameters. Therefore, the proposed WKQE techniques are effective in improving information retrieval results.
We have also compared our approach with related state-of-the-art works of Parapar et al. [53] and Singh and Saran [54] . Parapar et al. [53] presented an approach to minimize the number of non-relevant documents in the pseudo-relevant set. These unwanted documents adversely af- fect the selection of expansion terms. To automatically determine the number of documents to be selected for the pseudo-relevant set for each query, they studied the score distributions in the initial retrieval (i.e., documents retrieved in response to the initial query). The goal of their study was to come-up with a threshold score to differentiate between relevant and non-relevant documents. Singh and Saran [54] method combines the co-occurrence, context window, and semantic similarity based approaches to select the best expansion terms for query expansion. It uses the WordNet-based semantic similarity approach for ranking of expanded terms. The Evaluation of their approach shows a significant improvement over baseline. Finally, their paper suggests the use of context window based query expansion (CWBQE), co-occurrence and semantic based query expansion (CSBQE), and context window and semantic based query expansion (CWSBQE) to improve retrieval effectiveness of an information retrieval system. 
Performance variation with the number of pseudo-relevant documents
Owing to the high density of the relevant documents in the top-ranked documents, it may be intuitive to deduce that a fewer number of top-ranked documents may prove sufficient for query expansion as far as retrieval performance is concerned. However, as evident from the experimental results shown in Table 10 , this may not always be true. Table 10 depicts the MAP value of the proposed model for each of the considered weighting methods. It can be clearly observed that for all the considered methods, the retrieval performance of the proposed model increases as the number of pseudo-relevant documents is increased up to 20 (25 for I(n)L2 method). This can be attributed to the fact that the lesser ranked pseudo relevant documents also contain relevant expansion terms. For instance, selecting a very small number of pseudo-relevant documents for Synonymy or Polysemy types of queries may produce very bad results in terms of retrieval performance. This can be attributed to the fact that the documents relevant to these queries may not exist in the considered subset of the pseudo-relevant documents.
Moreover, with very few relevant documents, the IR system may not have enough information to extract all possible relevant expansion terms. Further increment in the number of pseudo-relevant documents degrades the performance of the proposed model due to the addition of irrelevant terms from the lower ranked documents.
This observation was also made in [55] . In summary, choosing 20 pseudo relevant strikes the best balance between choosing relevant and irrelevant expansion terms. 
Performance Variation with Number of Expansion Terms
There are different points of views on the number of expansion terms to be chosen; the number of expansion terms can vary from one-third of the expansion terms to all terms [3] . Although, it might not be realistic to use all of the expansion terms, a small set of expansion terms is usually better than a large set of expansion terms due to noise reduction [56] . A limited number of expansion terms may also be important to reduce the response time, especially for a large corpus.
However, several studies observed that the number of expansion terms is of low relevance and it varies from query to query [37, 57, 34] .
In our experimental results, we show the model performance with top 15 expansion terms because it gives better retrieval performance compared to the other number of terms. We also did experiments by varying the number of expansion terms from 5 to 50 in our proposed model; Table 11 shows the corresponding results. The results show that the variation in performance is limited by varying the weighting methods and the number of expansion terms. It can be clearly observed that initially the retrieval performance of the proposed model increases with an increase in the number of expansion terms, the improvement continues up to 15 (20 for LGD) expansion terms, and any subsequent increase in the number of expansion terms adversely affects the retrieval performance. Based on this, selecting top 15 expansion terms seems to give the best results for our proposed approach. Table 12 shows some examples of initial query and the corresponding expansion terms obtained with the top three proposed approaches. It is interesting to note the difference in the set of expansion terms returned by the different approaches. 
Conclusion
This paper has introduced a novel Web Knowledge based Query Expansion (WKQE) approach that considers expansion terms from the top pseudo-relevant documents collected from different search engines. Although there is no perfect solution for the vocabulary mismatch problem, the proposed WKQE approach is capable to overcome the primary limitations for term-term and termto-query relationship. To explore the relationship between the query term to the expanded terms, WKQE approach employs a three level weighting strategy to select relevant expansion terms. First, a tf-itf weighting scheme was used to score the individual terms of the web content, then kNN-based cosine similarity was used to identify the k-nearest neighbor expansion terms of the initial query, and lastly the Correlation score was used to correlate the expansion terms with the whole query.
The combination of the web content extracted from three different search engines works well for selecting expansion terms and the proposed WKQE techniques performed well with these terms on several weighting models. It also yielded better results when compared to the baseline and with the other related state-of-the-art methods. This article also investigated the retrieval performance of the proposed technique with varying number of pseudo-relevant documents collected from different search engines and expansion terms. The result based on multiple evaluation metrics and popular weighting models on the FIRE dataset demonstrated the effectiveness of our proposed QE technique in the field of information retrieval.
