relief efforts. As an example, images posted on the social photo-sharing site Flickr both before and after a tornado devastated a town, could by combined with eyewitness accounts and missing persons reports on the microblogging service Twitter to create a detailed view of the affected area and its population. First-hand accounts on Twitter could then be used to monitor the availability of shelter and critical supplies, such as fresh water. The challenge, however, is to link places people talk about in their posts to the actual geo-spatial entities, since ordinary people are highly unlikely to use terms from a predefined geo-spatial vocabulary, or may refer DOI: 10.4018/jiscrm.2011040103 to places that are not formally defined, such as, neighborhoods and landmarks.
We address this problem by automatically mining social media content to learn about places and relations between them. In addition to creating rich content in the form of text documents, images, and videos on the Social Web sites such as Flickr and YouTube, people often annotate content with keywords, called tags, that they use to label and categorize content, as well as geographic coordinates, or geo-tags. Although social metadata lacks a controlled vocabulary and predefined structure, it reflects how a community organizes knowledge, including geospatial knowledge. A corpus of social metadata created by large numbers of people can be mined to reveal concepts (Plangprasopchok, 2004) including places and relations between them (Keating, 2005) . Community-generated knowledge 1 that is automatically extracted from social metadata can complement expert-curated geospatial knowledge (Keating & Montoya, 2005; Kavouras et al., 2006) , such as Geonames (http://geonames.org) or Yahoo! GeoPlanet (http://developer.yahoo.com/geo/geoplanet/). Community-generated knowledge is more likely to stay complete and current, since it is learned from metadata that is distributed and dynamic in nature (Golder & Huberman, 2006) . It is also more likely to reflect colloquial folk knowledge that people use to talk about places.
Recently we proposed a method for aggregating geo-tagged data created by thousands of users of the social photo-sharing site Flickr to learn places and relations between them (Intagorn et al., 2010) . The method represents a place by the coordinates of the geo-tagged images Flickr users labeled with the place name and uses geospatial subsumption to learn relations between places. Our key challenge is to efficiently and accurately represent places. In the original work, we used convex hulls to represent places, but found they did a poor job, since places were often concave. To address this problem, we present a simple, computationally efficient algorithm to find a possibly concave contour of a planar shape. Our method starts with a bounding box that subsumes all points and gradually erodes it until the boundary converges to a polygon that best represents that shape. We evaluate the method on data set consisting of US zipcodes. We then apply it to learn the boundaries of places extracted from social metadata. We show that the new method enables us to learn more precise relations between places using geospatial subsumption. Some of what we learn includes novel relations not found in the formal directories, for example, that Wild Animal Park is in San Diego. While not technically correct, such expressions of folk knowledge are still quite useful.
SocIAL MEtAdAtA And thE chALLEngES of LEArnIng froM It
Tagging has become a popular method for annotating content on the Social Web. When a user tags an object, for example, an image on Flickr, she is free to select any keyword from an uncontrolled vocabulary to describe it. In addition to tags, some social Web sites, such as Delicious, and Flickr, provide the ability for users to organize content hierarchically. While the sites do not impose any constraints on the vocabulary or the semantics of the hierarchical relations, in practice users employ them to represent subclass relationships ('paris' is a kind of 'city') and part-of relationships ('yosemite' is a part of 'california') (Plangprasopchok and Lerman, 2009) . Social metadata offers rich evidence for learning how people organize knowledge. While illustrate with examples from Flickr, similar functionality is offered by other Social Web sites. Figure 1 (a) shows a Flickr image, along with metadata associated with it. Tags that describe this image include useful descriptors ("lighthouse" or "parola" in Tagalog), features ("archway", "jetty", "dock") and colors ("white", "red"), in addition to where the image was taken ("Lapu-Lapu", "Cebu", "Philippines").
Tags:

Sets and collections:
Flickr allows users to group photos in folder-like sets, and group sets in collections. 2 Both sets and collections are named by the owner of the image. While some users create multi-level hierarchies, the majority create shallow hierarchies consisting of collections and their constituent sets. The image in Figure  1 (a) was grouped with other images taken around the Philippine province of Cebu in the eponymous set (Figure 1(b) ). This and sets describing other places around Philippines were grouped together in a collection "the Philippines" (Figure 1(c) ). Geo-tags: In addition to keywords, users can attach geospatial metadata to photos in the form of geographic coordinates. This allows images to be displayed on a map.
Figure 1(d) shows images (purple dots) in the "Cebu" set displayed on a map.
Extracting geospatial concepts from social metadata presents a number of challenges. Individuals vary in their level of education, expertise, experience and enthusiasm for creating and annotating content. As a result, usergenerated data is sparse and uncertain. Annotation terms are often ambiguous (Mathes, 2004; Golder & Huberman, 2006) : for example, "Victoria" could refer to a place in Canada or Australia. Data is also very noisy. In addition to misspellings and idiosyncratic naming conventions, there are geo-referencing errors and mistakes people make when tagging images. Geo-tagged data is also highly variable in quality. Expert users provide detailed annotations at different granularity levels (Kang & Lerman, 2010) , while novice users specify generic terms (Golder & Huberman, 2006) . For example, an expert user may tag an image with "golden gate bridge" (landmark), "San Francisco" (city), "California" (state), and "usa" (country), while a novice may tag a similar image with "San Francisco" only. Data is also non-uniform. Whereas a few tags will be used thousands of times, the majority will be used far less frequently. Similarly, while a few popular places will be geo-tagged thousands of times, others will have only a few data points associated with them.
Despite these challenges, geo-tagged social metadata provides a valuable source of evidence for learning how people conceptualize places and relations between them. In a recent work we described an ad hoc method that aggregates geo-tagged photos on Flickr to learn relations between places (Intagorn et al., 2010) . Our method has two main steps: (1) representing places, e.g., 'cebu' and 'phillipines' and (2) using geospatial subsumption to learn part-of relations between them, e.g., 'cebu is part-of philippines'. One of the key challenges in this work is to accurately represent places using points, i.e., geo-tagged photos users assigned to that place. In the next section we describe an efficient algorithm that can learn arbitrary boundaries from a collection of points in the plane, and later, how this method is used to learn geospatial knowledge.
LEArnIng pLAcE boundAry
Consider a set of points S sampled from a region shown in grey in Figure 2 (a). The simplest boundary finding algorithm computes the bounding box of S, the so-called minimum bounding box (MBR), which is given by the minimum and maximum coordinates of the points. The bounding box of S is shown in blue in Figure 2 (b). Another popular method computes the boundary of a convex region that contains all points in S. This is called the convex hull, and it is the shape that a rubber band would take when stretched over all points in S. Unfortunately, neither of these methods is well suited for representing boundaries of geospatial entities, such as zipcodes, states, or neighborhoods, which are often concave. For example, representing the boundary of the state of California by a convex hull will incorrectly include portions of the state of Nevada.
While several boundary finding algorithms exist for constructing polygons that are not necessarily convex, they are either computationally complex, require specialized libraries for computing them, or make unrealistic assumptions. The state-of-the-art alpha hull method (Edelsbrunner et al., 1994) , for example, can find the shape of a set of points at a tunable level of detail, controlled by the parameter alpha. The optimal value of the alpha parameter has to be chosen experimentally depending on the density of points (Djurcilov, 1999) . Since points in our data set are non-uniformly distributed, alpha hull is a poor choice for our purpose. 
Erosion Algorithm
We propose a simple, efficient algorithm that starts with a bounding box and gradually erodes it until it finds a possibly concave polygon that best describes the boundary of S. The erosion algorithm starts with k equally spaced points placed along each segment of the bounding box of S, as shown in Figure 2 (c) for k = 2. For each of the k cut points, we find a point s ∈ S that is closest to it. The point s becomes the new boundary point, and we update the boundary by joining s to the previous boundary point. We iterate this process by placing k new cut points along this segment to find the finer grained boundary. This erodes the bounding box to a polygon, which may be concave. The erosion process is best explained by drawing the Voronoi diagram of S, shown in Figure 2 (c). Each s ∈ S serves as the center of a Voronoi cell, with all points within the cell closer to s than to any other point in S. The bounding box of S intersects boundary Voronoi cells. We place k cut points along each side of the bounding box and erode the boundary from the cut point to the center of the Voronoi cell it falls into. In practice, we do not need to create the Voronoi diagram explicitly, but simply implement the procedure that find the point s ∈ S nearest to the cut point.
Algorithm 1 gives the pseudocode of the erosion algorithm. It has two parameters: the number of cut points k and the maximum number of iterations. As we increase these two parameters, we tend to get more accurate boundary; however, the trade-off is increasing computational time.
The eroded polygon may have zero-width spikes or crossed lines that will cause problems when using off-the-shelf packages to compute areas. The following post processing step will correct them. We start by adding a point from the original polygon (with spikes) to a new polygon and check whether the new point causes a zero-width spike or a crossed line. If it does, we remove this point from the new polygon. The process terminates after all points on the original polygon have been checked. Because we got rid of these spikes, the new boundary will not contain all input data points; however, it still well approximates the boundary of the data points.
In contrast to alpha shape, erosion algorithm cannot learn boundary of a region that has holes inside it, such as a donut. In this case the erosion algorithm will simply produce a circle. However, in our domain interior holes are not desired. In fact, alpha shape may erroneously create holes in regions that have low density of points simply because these regions are less popular or less accessible.
Erosion algorithm depends heavily on the nearest-neighbor operation, whose average runtime is O(n) in linear search, where n = |S|. However the average runtime can be improved to O(log(n)) (Panigrahy,2008) when data points are indexed by the Kd-tree (Bently, 1975) . Since nearest neighbors have to be computed for q cut points on the boundary, the complexity of the erosion algorithm is O(qn) in each iteration, but it will improve to O(qlog(n)) when data points are indexed. In comparison, the complexity of the convex hull and alpha shape methods is O(nlog(n)). In summary, the average runtime of erosion algorithm is O(qlog(n)) when data points are indexed by Kd-tree.
Evaluation
We evaluate the performance of the erosion algorithm on US zipcodes. For this study, we retrieved boundary files of 1000 random zipcodes from U.S. Census Bureau. We constructed two data sets by sampling points uniformly at random from each zipcode: a fine-grained data set consisting of 5000 points per zipcode, and a coarse-grained data set consisting of 500 points per zipcode. We measure the performance of the boundary finding algorithms in terms of precision and recall with respect to the ground truth, which is given by zipcode boundary files. Let Z i be the actual boundary of zipcode i, which defines a region with area Area(Z i ). Let B i be the boundary of i found by a boundary-finding algorithm, with area Area(B i ). Precision and recall measure how well the learned boundary reconstructs the actual boundary. Precision is defined as: P = Area(B i ∩ Z i ))/Area(B i ) where Area(B i ∩ Z i ) is the area of the intersection between regions defined by boundaries B i and Z i . Recall is defined as:
We use JTS library to compute intersections and areas. F-measure is the harmonic mean of precision and recall: F = 2PR/(P + R).
State-of-the-art alpha shape was computed using Hull (Clarkson, n. d.) . We used "-A" parameter in Hull to automatically find the smallest alpha parameter to compute the alpha shape that contains all points. Thus for each zipcode, the alpha parameter was different depending on how the points were distributed.
The alpha shape achieves best precision and recall in both fine and coarse-grained data sets. The erosion method is only slightly worse. However, it is simpler to implement and computationally efficient. These advantages make it a competitive boundary finding method.
LEArnIng About pLAcES froM SocIAL MEtAdAtA
We have recently proposed a method that mines metadata users create in the course of organizing their own images on Flickr to learn about places and relations between them (Intagorn et al., 2010) . That method used convex hulls to represent boundaries of places, which led to inaccurate representation of places. This, in turn, decreased the quality of part-of relations we tried to learn. We solve this problem in the current work by using the erosion method. In this section we describe our method for aggregating geo-tagged metadata from Flickr to 
recognizing places
The first step is to identify places from social metadata and obtain a representative set of points. We define a place as an association between the name of that place and a collection of geographic points. We derive place names from textual metadata and obtain points from the geographic coordinates (latitude, longitude pairs) of the geo-tagged photos associated by all users with these names.
We use set names as definitions of a place. We assume that when the set refers to a place, points from that set belong to the same place. However, set names can refer to any concept, not necessarily a place; therefore, we have to filter out non-place names. We use GeoNames as a reference set for place names, although it may not be complete. We normalize data by lowercasing both Geonames and set names and use substring matching to check whether a set name contains a term from GeoNames. We plan to automatically recognize place names in future work.
Disambiguating Places: A given name can be ambiguous, mixing points from different places. For example, `victoria' can refer to a place in Canada or Australia, and many others. Similarly, `cambridge' can be found in United Kingdom and United States. A natural solution is to cluster points with the same name. Specifically, we assume that points associated with the same place are closer to each other than those associated with other places. To cluster points for a given geo-name, n, we first obtain all points from all sets with name n. Places may contain non-contiguous subregions that are distant from each other, e.g., Hawaii and Alaska are part of United States, though far from the mainland. To link distant regions to a given place, we exploit constraints imposed by photo sets on Flickr. Specifically, we assume that points from the same set belong to the same place. If two clusters are found with points from the same set, we consider these clusters to belong to the same place.
We capture these constraints in a graph G1 n = (V n , E n ), an undirected graph of points associated with a geo-name n, and then analyze the graph to discover distinct places. Vertices V n are points corresponding to photos in sets with name n, and E n are the edges between them. Let s vi be the set index of the vertex v i ∈ V n . An edge between two points is created if and
is the Euclidean distance between points v i and v j and τ=500 km. Figure 3(a) shows the graph for points associated with 'cebu'. After creating the graph, we find its maximally connected components (Hopcroft & Tarjan, 1973) , with each component corresponding to a different place. Thus, points associated with 'victoria' will be divided into two sub-graphs, one located in Canada and the other one in Australia. After disambiguation, we cluster points again in each disambiguated place using the distance criterion only. This helps identify disjoint regions, for example, continental US, Hawaii, and Alaska in 'usa'. Sometimes, due to data sparseness, a contiguous place will end up in multiple clusters. In our data set, continental US is split into Eastern US and Western US. Our approach, therefore, has to represent places as non-contiguous regions.
Noise Filtering: As mentioned earlier, social metadata created by diverse users is noisy. This can significantly distort our representation of places and degrade the performance of the learning algorithm. For example, there are photos taken at Los Angeles International Airport (LAX) that appear in a set "Australia." Any representation of 'australia' that includes parts of Los Angeles will lead to inaccurate relations between Australia and other places, and has to be filtered out.
As illustrated in the example above, noise can appear due to idiosyncratic tagging by individual users. This leads us to identify two characteristics of noise: (a) it is very different from other similar data (LAX points are very far from the other 'australia' points), and (b) it is created by a small number of users (it is highly unlikely that more than one user added points around LAX to a set named "Australia"). Let U ci be number of users who geo-tagged photos in cluster i. We filter the noisy cluster out if U ci < κ. In our experiments, we set κ=2. That is, if a given cluster contains points from only one user, it is very likely to be noise.
Noise can also lead to errors in estimating place boundary. For example, some of the points in sets called 'canada' are actually located in the United States, because people often include US border regions in their travel to Canada. The result is that the place 'canada' will include points in the United States. Most of them will occur as a single point or small group of points. We detect this type of noise by its locality. In our implementation, we average distance of a point to its K-nearest points and filter out N% of farthest points. In our experiments, N=5. Figure 3(b) shows the points associated with a place 'portugal'. Most of the points are located in Portugal, although a few others, shown in green, are in other countries, such as Spain and Italy. The method described in this paper filters out these points.
Finally, we apply the erosion algorithm to disambiguated, de-noised points to identify the boundary of each region. Note that due to non-uniformity and sparseness, the coverage or recall of the boundary is not perfect. We hypothesize this problem will improve as users create and tag more data.
discovering relations between places
People express geospatial concepts at different levels of granularity, from continents and
Figure 3. Representing places and noise filtering. (a) A graph of points associated with place 'cebu', (b) Points are associated with sets containing name 'portugal'. Points in countries other than Portugal (in green) are filtered out
countries to cities, parks, and landmarks. In this section we discuss our scheme for reasoning about relations between places. Specifically, we use geospatial subsumption to learn containment, or part-of, relations, e.g., 'california' is part-of 'united states' and 'cebu' is part-of the 'philippines'. In addition to such wellknown relations, we also learn examples of colloquial or "folk" knowledge, for example, where 'southern california' begins and ends, or that there is 'wild animal park' in 'san diego'. While not strictly correct according to a formal gazeteer, such relations are useful in that they allow us to learn how people conceptualize and talk about places. Figure 4 shows boundaries constructed by erosion algorithm from points associated with 'cebu' and `philippines'. Once overlaid, the larger 'philippines' region contains, or subsumes, the smaller `cebu' region. We may reasonably conclude from this that 'cebu' is a part of the 'philippines'.
We extend the probabilistic subsumption method (Sanderson & Croft, 1999; Schmitz, 2006) to determine whether one place subsumes another. We use the boundary of the polygon to determine geographic subsumption relations. Basically, we determine the fraction of an area of one place that is contained within the boundary of another. Specifically, we say that place A subsumes place B if "most" of B is contained within the boundary of A, but not vice versa. Mathematically, A subsumes B if p(A|B) >= t and p(B|A) < t, where t is a predefined threshold (Schmitz, 2006) . In geographic subsumption, p(B|A) = Area(A∩B)/Area(A), and similarly for p(A|B), where Area(A) is a function that returns the area of A, and Area(A∩B) returns the area of intersection of A and B.
Evaluation:
We used the Flickr API to retrieve the names of members of seventeen public groups devoted to wildlife and nature photography. We then used a Web page scraping tool to retrieve sets created by these users. We retrieved a total of 166,526 sets from 7,618 pro users, and also the tags and geotags from images in these sets, which yields 1.3 millions of geographical points (photos) in total. We collected points associated with each place name by identifying photos that are contained in sets whose name matches a geoname in GeoNames. org. We used substring matching to match the geoname to set name. The geotags of these photos then become our points. We identified 1,774 geographic concepts in the data set and used associated points to create regions. Of these concepts, 610 are about the North America continent.
We evaluate relations learned by geographic subsumption by comparing them against existing relations in the Geonames hierarchy. Let NL be the number of learned relations, of which C also exist in the Geonames hierarchy. Recall measures the coverage of the learned relations, i.e., fraction of the existing relations that the method actually learned. To measure recall, we first compute NG, the number of relations within the Geonames hierarchy that exist between places (place ids) that are linked
Figure 4. Polygons created from points representing 'cebu' (green) and 'philippines' (red). Note that 'cebu' is subsumed by the 'philippines'
to set names in our data set. Recall is then given by R = C/NG. Precision measures the quality of the learned relations, i.e., the fraction of the learned relations that are correct. We compute precision as P = C/NL. Figure 5 shows recall and precision of the relations learned by geographic subsumption using the convex hull and erosion methods. Since our data set is very sparse, it turns out that convex hull is better able to generalize the boundary of a region, resulting in a higher number of learned relations. However, convex hull may overgeneralize, including irrelevant regions within a place's boundary, reducing its precision score. Compared to the convex hull, erosion algorithm leads to fewer errors.
We also compare our approach to tag-based probabilistic subsumption described in Schmitz (2006) . This method computes p(B|A) from the co-occurrence of tags A and B: i.e., Frequency(A,B) is the number of photos tagged with A and B. To collect data for this baseline, we queried Flickr to find the number of images that were tagged with keyword A and two keywords A and B. The keywords were geonames that matched set names in our data set. Unfortunately, since the baseline approach requires us to invoke Flickr's web service to obtain a co-occurrence count of each tag pair, it is infeasible for us to obtain all counts of the entire data set (which requires 1,774 choose 2 requests). Instead, we collect tag coocurrence statistics for photos on the North American continent (610 choose 2 requests).
p(B|A)=Frequency(A,B)/Frequency(A), where Frequency(A) is the number of photos tagged with A, and
Geographic subsumption significantly outperforms the baseline tag subsumption, as shown in Figure 6 , for the following reasons. First, as observed by Schmitz (2006) , users seldom annotate an image both with the most general and most specific tags. For example, using the baseline probabilistic subsumption method, p('university of south florida' | 'usa') = 0.0 and p('usa'| 'university of south florida') = 0.001. In other words, few users specify tags 'usa' and 'university of south florida' in the same photo. However, the geographic distribution of the tag 'usa' is likely to geographically subsume the distribution of the tag 'university of south florida'. Thus, geographic subsumption can solve the challenge of "general vs specific" concepts. Second, geographic subsumption can also solve the "popularity vs generality" challenge. For example, in baseline approach, p('california' | 'usa') = 0.14 and p('usa' | 'california') = 0.12. The result is that 'california' will subsume 'usa'. However, this is simply because users specify the tag 'california' more frequently than the tag 'usa'. Finally, with proper parameters, we can solve the "ambiguity" challenge, for example, Victoria in Canada or Australia or Cambridge in United States or United Kingdom. In fact, this challenge can also lead to the "popularity vs generality" challenge, because when evidence for ambiguous tags is aggregated, the total frequency may become more than its parent's. For example, Figure 5 . Comparison of geographic subsumption on Flickr data using erosion and convex hull methods to represent place boundaries the tag 'victoria' has been used 847,467 times on Flickr and 'british columbia' 513,116 times. However, 'victoria' tag could include instances of Victoria in Australia, and other places named 'victoria', resulting in a higher tag count for this concept than its parent 'british columbia' concept. After our method disambiguates the term 'victoria', it correctly infers that 'british columbia' geographically subsumes 'victoria'.
Novel relations:
Since Geonames is not complete, some of the relations that are judged incorrect because they do not exist in the Geonames hierarchy may actually be valid. 
rELAtEd Work
Several researchers have recently proposed approaches to learning conceptual hierarchies, or folksonomies, from social metadata. These approaches include graph-based (Mika, 2007) , clustering (Brooks & Montanez, 2006) and hybrid methods that create similarity graph of tags (Heymann & Garcia-Molina, 2006 ). Schmitz (2006) has also applied a statistical subsumption model (Sanderson & Croft, 1999) to induce hierarchical relations of tags. All these methods use tags, and therefore, suffer from the "popularity vs generality" problem. Specifically, a certain tag may be used more frequently not only because it is more general, but because it is more popular among users. On Flickr, e.g., there are many more photos tagged with "Washington" than "United States". As was argued and demonstrated in the previous work (Plangprasopchok & Lerman, 2009 ), tag In addition to tags, there are other types of user-generated metadata, such as set/collection hierarchies and geo-referencing tags (geo-tags) that are ubiquitous on the Social Web sites such. Geotags can potentially be used to resolve the "popularity vs. generality" problem and many others by providing an additional view on how one concept geospatially relates to others. Researchers have begun to exploit geo-tags to induce "place semantics" -an association between place and other features, such as textual and visual information. Rattenbury and Naaman (2009) proposed an automatic approach to determine whether a certain tag is used for representing place(s). This approach is based on the assumption that, in general, a place tag appears locally, rather than ubiquitously, within a certain area. Meanwhile, a couple of recent works proposed frameworks to find correlations among geotags, visual features and tags of photos, and then utilize them for tag recommendation from photos" location (Moxley et al., 2008) and visual features (Kleban et al., 2009) , or conversely, estimating location from visual features and tags (Crandall et al., 2009) . The aims of these works are different from ours: we further investigate the approach to induce hierarchical relations among geospatial concepts to construct and/or enrich geospatial ontologies. Several works dealt with the problem of disambiguating places. Approaches proposed by Li et al. (2003) and Amitay et al. (2004) utilize gazetteers to identify places mentioned in some documents. In particular, when an ambiguous place is mentioned in a document, e.g., "Buffalo" can be one of 23 different cities in the United States, the rest of the document is scanned to obtain more clues, e.g. the term "NY". New clues in combination with the ambiguous name are then compared to some place names in the gazetteer. If there is one exact match, the place is then identified and hence disambiguated. Our method does not assume prior knowledge, such as gazetteers, to disambiguate places, but locality of geographic coordinates and geographic subsumption relations. This way, our approach can enrich existing gazetteers, which, in turn, can be by other methods to achieve better performance.
Finding a boundary of a region from a set of points is a widely studied problem. Alpha shape is a popular algorithm in many shape reconstruction applications and has been generalized to 3D reconstruction. It was introduced by Edelsbrunner et al. (1994) and is a generalization of the convex hull (Cholewo, 1999) . The algorithm is based on Delaunay triangulation. It produces a sub graph of Delaunay triangulation that is determined by a parameter alpha, which produces different level of details. When alpha is very large, the boundary produced by this method will be identical to the convex hull. However, alpha is a global parameter which is well suited only for uniformly distributed points (Cazals, 2005) . In some shape reconstruction applications, data points are not uniformly distributed. For examples, if we would like to reconstruct Portugal boundary from the locations of photographs that people take, the points will be dense in the coastal areas but sparse in the inland regions. Alani et al. (2001) present a method for approximating the shape of a region from a set of spatial points. Authors call their region approximation technique Dynamic Spatial Approximation Method. The algorithm creates a Voronoi diagram from different classes of geospatial concepts. The union of Voronoi cells of the same class approximates the geospatial concept. However, this method cannot apply to isolated regions that are not adjacent to other regions. Sharifzadeh et al. used machine learning techniques, such as k-nearest neighbors and support vector machines, to identify decision boundary between points belonging to different geospatial concepts and used the decision boundary as region boundary (Sharifzadeh, 2003) . These techniques assume that the regions whose boundaries are being learned are disjoint.
However, both of these approaches make assumptions that are not suitable for our use. First, they need points from more than one class to limit Voronoi cells and create the decision boundary. On the other hand, we cannot assume complete data from a specific area, which includes all classes required to learn the decision boundary. Second, they assume disjoint regions. While this assumption holds for the zipcodes data set, it does not apply to social metadata, where we often find related classes. For example points belonging to Los Angeles and California do not form disjoint regions with an explicit boundary between them. They solve this problem by using a part-of database to resolve relations between classes. In our work, on the other hand, we learn these relations.
concLuSIon
User-generated content and metadata may be mined to discover geospatial knowledge that can enrich and supplement existing geospatial directories and gazeteers. We have explored a method to extract knowledge about places and relations between them from geo-tagged metadata on the social photo-sharing site Flickr. Our approach aggregates metadata across many individuals to discover points associated with places, constructs a boundary of these places and then uses geographic subsumption to discover relations between places. Key to this is the ability to learn accurate place boundaries. In this paper, we introduced a simple algorithm that can reconstruct a non-convex boundary of a set of points. Starting with a bounding box of the set of points, the algorithm erodes the boundary to the point nearest the boundary. We compared the performance of the erosion algorithm to other boundary finding algorithms on a synthetic data set consisting of points sampled from US zipcodes. While erosion algorithm's performance is slightly worse than that of the existing state-of-the-art approach, its speed and simplicity make it a competitive boundary finding algorithm.
