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Cristina Ferna´ndez-Co´rdoba, Carlos Vela, Merce` Villanueva
Abstract
The Z2s-additive codes are subgroups of Z
n
2s , and can be seen as a
generalization of linear codes over Z2 and Z4. A Z2s-linear code is a
binary code which is the Gray map image of a Z2s-additive code. We
consider Z2s-additive simplex codes of type α and β, which are a gen-
eralization over Z2s of the binary simplex codes. These Z2s-additive
simplex codes are related to the Z2s-additive Hadamard codes. In this
paper, we use this relationship to establish the kernel of their binary
images, under the Gray map, the Z2s-linear simplex codes. Similar re-
sults can be obtained for the binary Gray map image of Z2s-additive
MacDonald codes.
1 Introduction
Let Z2s be the ring of integers modulo 2
s with s ≥ 1. The set of n-tuples or
vectors over Z2s is denoted by Z
n
2s . A binary code of length n is a nonempty
subset of Zn2 , and it is linear if it is a subspace of Z
n
2 . A nonempty subset of
Z
n
2s is a Z2s-additive code if it is a subgroup of Z
n
2s . Note that, when s = 1, a
Z2s-additive code is a binary linear code and, when s = 2, it is a quaternary
linear code or a linear code over Z4.
Let Sn be the symmetric group of permutations on the set {1, . . . , n}. Two
binary codes, C1 and C2, are said to be equivalent if there is a vector a ∈ Z
n
2
and a permutation of coordinates pi ∈ Sn such that C2 = {a+pi(c) : c ∈ C1}.
Two Z2s-additive codes, C1 and C2, are said to be permutation equivalent
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if they differ only by a permutation of coordinates, that is, if there is a
permutation of coordinates pi ∈ Sn such that C2 = {pi(c) : c ∈ C1}.
The Hamming weight of u ∈ Zn2 , denoted by wtH(u), is the number of
nonzero coordinates of u. The Hamming distance of u,v ∈ Zn2 , denoted
by dH(u,v), is the number of coordinates in which they differ. Note that
dH(u,v) = wtH(v−u). The minimum distance of a binary code C is d(C) =
min{dH(u,v) : u,v ∈ C,u 6= v}. The Lee weight of an element i ∈ Z2s is
wtL(i) = min{i, 2
s− i} and the Lee weight of a vector u = (u1, u2, . . . , un) ∈
Z
n
2s is wtL(u) =
∑n
j=1wtL(uj) ∈ Z2s . The Lee distance of two vectors u,v ∈
Z
n
2s is dL(u,v) = wtL(v− u). The minimum distance of a Z2s-additive code
C is d(C) = min{dL(u,v) : u,v ∈ C,u 6= v}.
In [16], the Gray map from Z4 to Z
2
2 is defined as φ(0) = (0, 0), φ(1) =
(0, 1), φ(2) = (1, 1) and φ(3) = (1, 0). There exist different generalizations
of this Gray map, which go from Z2s to Z
2s−1
2 [7, 9, 18]. The one given in [7]
by Carlet is the map φ : Z2s → Z
2s−1
2 defined as follows:
φ(u) = (us−1, . . . , us−1) + (u0, . . . , us−2)Y, (1)
where u ∈ Z2s , [u0, u1, . . . , us−1]2 is the binary expansion of u, that is u =∑s−1
i=0 2
iui (ui ∈ {0, 1}), and Y is a matrix of size (s − 1) × 2
s−1 which
columns are the elements of Zs−12 . In [18], the generalized Gray maps are
defined in terms of a Hadamard code. Note that the rows of Y form a basis
of a first order Reed-Muller code, which is a linear Hadamard code, after
adding the all-one row. Therefore, the Carlet’s Gray map φ is a particular
case of the Gray maps from [18], satisfying that
∑
λiφ(2
i) = φ(
∑
λi2
i). In
this paper, we focus on this Gray map φ, and we define Φ : Zn2s → Z
n2s−1
2 as
the component-wise Gray map φ.
Let C be a Z2s-additive code of length n. We say that its binary image
C = Φ(C) is a Z2s-linear code of length 2
s−1n. Since C is a subgroup of Zn2s ,
it is isomorphic to an abelian structure Zt12s × Z
t2
2s−1 × · · · × Z
ts−1
4 × Z
ts
2 , and
we say that C, or equivalently C = Φ(C), is of type (n; t1, . . . , ts). Note that
|C| = 2st12(s−1)t2 · · · 2ts . Unlike linear codes over finite fields, linear codes
over rings do not have a basis, but there exists a generator matrix for these
codes. If C is a Z2s-additive code of type (n; t1, . . . , ts), then a generator
matrix of C with minimum number of rows has exactly t1 + · · ·+ ts rows. A
2-linear combination of the elements of B = {b1, . . . ,br} ⊆ Z
n
2s is
∑r
i=1 λibi,
for λi ∈ Z2. We say that B is a 2-basis of C if the elements in B are 2-linearly
independent and any c ∈ C is a 2-linear combination of the elements of B.
Two structural properties of binary codes are the rank and dimension
of the kernel. The rank of a binary code C is simply the dimension of
the linear span, 〈C〉, of C. The kernel of a binary code C is defined as
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K(C) = {x ∈ Zn2 : x + C = C} [3]. If the all-zero vector belongs to C,
then K(C) is a linear subcode of C. Note also that if C is linear, then
K(C) = C = 〈C〉. We denote the rank of a binary code C as rank(C)
and the dimension of the kernel as ker(C). These invariants can be used to
distinguish between nonequivalent binary codes, since equivalent ones have
the same rank and dimension of the kernel.
A binary code of length n, 2n codewords and minimum distance n/2 is
called a (binary) Hadamard code. Hadamard codes can be constructed from
Hadamard matrices [2, 19]. The Z2s-additive codes that, under the Gray map
Φ, give a Hadamard code are called Z2s-additive Hadamard codes and the
corresponding binary images are called Z2s-linear Hadamard codes [11, 18].
The classification of Z2s-linear Hadamard codes have been studied by using
their rank and dimension of the kernel [11, 12], and also by establishing some
equivalences among some of them [13].
Binary simplex codes are the dual of the well-known binary Hamming
codes. They can also be seen as shortened binary linear Hadamard codes,
that is, the codes that consist of the codewords of a Hadamard code having
0 in the first coordinate and deleting this coordinate. As generalizations of
the binary simplex codes, Z2s-additive simplex codes of type α and β were
introduced and studied in [14, 15]. Specifically, for s = 2, the linearity of
the Gray map image of these codes was determined. In this paper, in order
to study the linearity and structure of the Gray map image of Z2s-additive
simplex codes for s > 2, we relate them with the Z2s -additive Hadamard
codes. We use this relationship to find the kernel and its dimension. In
Section 2, we recall the construction of Z2s-additive simplex codes of type
α and β; and describe their relationship with the Z2s-additive Hadamard
codes. In Section 3, we use this relation to obtain the kernel of both families
of Z2s-additive simplex codes. Finally, in Section 5, we give some conclusions
and further research on this topic.
2 Construction of Z2s-additive simplex codes
In this section, we describe the construction of the Z2s-additive simplex codes
of type α and β presented in [14, 15], and establish the relationship of these
codes with the Z2s-additive Hadamard codes constructed in [11, 18].
Let Gαk be a k × 2
sk matrix over Z2s consisting of all possible distinct
columns. This matrix can be constructed inductively from
Gα1 =
(
0 1 2 · · · 2s − 1
)
3
and
Gαk =
(
0 1 2 · · · 2s − 1
Gαk−1 G
α
k−1 G
α
k−1 · · · G
α
k−1
)
for k ≥ 2, where 0, 1, 2, . . . , 2s − 1 are the vectors having the elements
0, 1, 2, . . . , 2s − 1 from Z2s in all its coordinates, respectively. The code gen-
erated by Gαk , denoted by S
α
k , is called Z2s-additive simplex code of type α
with k generators.
The Z2s-additive simplex codes of type β can also be constructed induc-
tively as follows. Consider the matrices,
Gβ2 =
(
1 0 2 · · · 2s − 2
0 1 2 . . . 2s − 1 1 1 · · · 1
)
and
Gβk =
(
1 0 2 · · · 2s − 2
Gαk−1 G
β
k−1 G
β
k−1 · · · G
β
k−1
)
for k ≥ 3. Then, the code generated by Gβk is denoted by S
β
k and is called
Z2s-additive simplex code of type β with k generators.
The construction of both families of Z2s-additive simplex codes, of type α
and β, is related to the construction of Z2s-additive Hadamard codes [11, 18].
Now, we recall the recursive construction of these codes, given in [11]. Let
A1,0,...,0 = (1). Then, if we have a matrix A = At1,...,ts , for any i ∈ {1, . . . , s},
we may construct the matrix
Ai =
(
0 · 2i−1 1 · 2i−1 · · · (2s−i+1 − 1) · 2i−1
A A · · · A
)
. (2)
Now, At
′
1
,...,t′s = Ai, where t
′
j = tj for j 6= i and t
′
i = ti + 1. Finally, the
code generated by At1,t2,...,ts and denoted by Ht1,t2,...,ts is the Z2s-additive
Hadamard code of type (n; t1, t2, . . . , ts), where n is the length of the code.
Along this paper, we consider that the matrices At1,t2,...,ts are constructed
recursively starting from A1,0,...,0 in the following way. First, we add t1 − 1
rows of order 2s, up to obtain At1,0,...,0; then t2 rows of order 2
s−1 up to
generate At1,t2,0,...,0; and so on, until we add ts rows of order 2 to achieve
At1,t2,...,ts.
Theorem 2.1 Let k ∈ N, k ≥ 1. Then, we have that
Gαk = A˜
k+1,0,...,0,
where A˜k+1,0,...,0 is the matrix Ak+1,0,...,0 after removing the last row, that is,
the all-one row.
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Proof. Straightforward from definitions of Gαk and A
k+1,0,...,0. 
Theorem 2.2 Let k ∈ N, k ≥ 2. Then, we have that
Gβk =
(
Ak,0,...,0r
0 2 · · · 2s − 2
Gβk−1 G
β
k−1 · · · G
β
k−1
)
, (3)
where Ak,0,...,0r is the matrix A
k,0,...,0 after moving the last row, that is, the
all-one row, to the top of the matrix.
Example 2.1 Let s = 2. Then, we have that
Gα2 =
(
0000 1111 2222 3333
0123 0123 0123 0123
)
and
Gβ3 =

 1111 1111 1111 1111 000000 2222220000 1111 2222 3333 111102 111102
0123 0123 0123 0123 012311 012311


are generator matrices for the Z4-additive simplex codes, S
α
2 and S
β
3 , respec-
tively. We also have that
A3,0 =

 0000 1111 2222 33330123 0123 0123 0123
1111 1111 1111 1111


is a generator matrix for the Z4-additive Hadamard code H
3,0. Note that
Gα2 = A˜
3,0 and
Gβ3 =
(
A3,0r
0 2
Gβ2 G
β
2
)
.
3 Kernel of Z2s-linear simplex codes
In this section, we determine the kernel, and its dimension, of the Gray map
image of the Z2s-additive simplex codes of both types, α and β. In the proofs,
we use the relationship between these codes and the Z2s-additive Hadamard
codes of type (n; k, 0, . . . , 0), described in Section 2. Moreover, we also use
the known results on the kernel of the Gray map image of the Z2s-additive
Hadamard codes, established in [11].
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Lemma 3.1 [11] Let Hk,0,...,0 be a Z2s-additive Hadamard code with k ≥ 2.
Let Hb be the subcode of H
k,0,...,0 which contains all the codewords of order at
most two. Then,
K(Φ(Hk,0,...,0)) =
〈
Φ(Hb),Φ(
s−2∑
i=0
2i)
〉
and ker(Φ(Hk,0,...,0)) = k + 1.
Lemma 3.2 [21] Let u, v ∈ Z2s. Then, φ(u) + φ(v) = φ(u+ v − 2(u⊙ v)).
Corollary 3.1 [11, 21] Let u ∈ Z2s. Then, φ(u) + φ(2
s−1) = φ(u+ 2s−1).
Lemma 3.3 Let C be a Z2s-additive code and u ∈ C. Then, Φ(u) ∈ K(Φ(C))
if and only if 2(u⊙ v) ∈ C for all v ∈ C.
Proof. We have that Φ(u) + Φ(v) = Φ(u + v − 2(u ⊙ v)) for any two
vectors u,v over Z2s , by Lemma 3.2. Therefore, Φ(u) + Φ(v) ∈ Φ(C) if and
only if u + v − 2(u ⊙ v) ∈ C. If u,v ∈ C, since C is Z2s-additive, then
u+ v − 2(u⊙ v) ∈ C if and only if 2(u⊙ v) ∈ C.
Let u ∈ C. We have that Φ(u) ∈ K(Φ(C)) if and only if Φ(u) + Φ(v) ∈
Φ(C) for all v ∈ C; that is, if and only if 2(u⊙ v) ∈ C. 
Lemma 3.4 Let Sα1 be the Z2s-additive simplex code of type α, which is
generated by the matrix Gα1 =
(
0 1 2 · · · 2s − 1
)
. Let c ∈ Sα1 of order
2s. If s > 2, then 2(c⊙ 2ic) /∈ Sα1 for all i ∈ {1, . . . , s− 2}.
Proof. Since c ∈ Sα1 is a codeword of order 2
s, then c = λ(0, 1, 2, · · · , 2s−
1) for an odd λ ∈ Z2s . Therefore, the coordinates of c contain all the elements
of Z2s . Let j be the coordinate of c such that cj = 1, and k the coordinate
such that ck = 2
s−1−1. Note that the jth coordinate of all nonzero codewords
of Sα1 is always different to 0. Let w = 2(c⊙2
ic). Since cj = 1 and i ≥ 1, the
jth coordinate of w is 2(1⊙2i) = 0. Finally, we show that the kth coordinate
of w is nonzero. The binary expansion of ck = 2
s−1 − 1 is [1, . . . , 1, 0]2, so
the binary expansion of 2ick is [0, . . . , 0, 1 . . . , 1]2 having zeros in the first i
positions. Since i ≤ s − 2, we have that ck ⊙ 2
ick 6= 0. Therefore, w has a
zero in the jth coordinate and it is not the all-zero codeword, so w 6∈ Sα1 . 
Proposition 3.1 Let (Sα1 )b be the subcode of S
α
1 which contains all its code-
words of order at most two, that is, (Sα1 )b = {0, (0, 2
s−1, 0, 2s−1, . . . , 0, 2s−1)}.
Then,
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(i) if s = 2, K(Φ(Sα1 )) = Φ(S
α
1 ) and ker(Φ(S
α
1 )) = 2;
(ii) if s > 2, K(Φ(Sα1 )) = Φ((S
α
1 )b) and ker(Φ(S
α
1 )) = 1.
Proof. For s = 2, it is easy to check that the result is true. Now, we
assume that s > 2. Clearly, Φ((Sα1 )b) ⊆ K(Φ(S
α
1 )) by Corollary 3.1. Let c ∈
Sα1 \(S
α
1 )b. On the one hand, if c is of order 2
s, then 2(c⊙2c) /∈ Sα1 by Lemma
3.4. On the other hand, if c is of order 2s−i, i ∈ {1, . . . , s−2}, there is a code-
word c′ ∈ Sα1 of order 2
s such that 2ic′ = c. Again, by Lemma 3.4, we have
that 2(c′⊙c) 6∈ Sα1 . In both cases, we have that Φ(c) /∈ K(S
α
1 ) by Lemma 3.3.
Finally, since (Sα1 )b = {0, (0, 2
s−1, 0, 2s−1, . . . , 0, 2s−1)}, ker(Φ(Sα1 )) = 1. 
If C is a code of length n and I ⊆ {1, . . . , n}, we denote CI = {cI : c ∈ C},
where cI denote the restriction of the codeword c to the coordinate positions
in I.
Theorem 3.1 Let k ∈ N, k ≥ 1. Let (Sαk )b be the subcode of S
α
k which
contains all its codewords of order at most two. Then, we have that
(i) if k = 1 and s = 2, then K(Φ(Sα1 )) = Φ(S
α
1 ) and ker(Φ(S
α
1 )) = 2;
(ii) otherwise, K(Φ(Sαk )) = Φ((S
α
k )b) and ker(Φ(S
α
k )) = k.
Proof. If k = 1, then the result follows from Proposition 3.1. As-
sume that k > 1 and s ≥ 2. By construction, (Sαk )I = H
k,0,...,0, where
I = {(2s)k−1 + 1, . . . , 2 · (2s)k−1} ⊆ {1, . . . , 2sk}. Therefore, K(Φ(Sαk ))φ(I) =
K(Φ(Hk,0,...,0)), where φ(I) = ∪j∈I{2
s−1(j−1)+1, . . . , 2s−1j}, that is, φ(I) is
the set of the corresponding coordinate positions of I after applying the Gray
map. By Lemma 3.1, we have that K(Φ(Hk,0,...,0)) =
〈
Φ(Hb),Φ(
∑s−2
i=0 2
i)
〉
,
where Hb contains the codewords of order at most two in H
k,0,...,0. We also
have that Φ((Sαk )b) ⊆ K(Φ(S
α
k )) by Corollary 3.1. Moreover, it is easy to see
that Φ((Sαk )b)φ(I) = Φ(Hb).
Assume that K(Φ(Sαk )) 6= Φ((S
α
k )b). Then, there exists c ∈ S
α
k such
that cI = (
∑s−2
i=0 2
i) and Φ(c) ∈ K(Φ(Sαk )). By the definition of S
α
k , c =
(
∑s−2
i=0 2
i)(0, 1, . . . , 2s − 1). Thus, if we prove that Φ(c) /∈ K(Φ(Sαk )), then
we obtain a contradiction and K(Φ(Sαk )) = Φ((S
α
k )b), so ker(Φ(S
α
k )) = k.
The codeword c induces a partition of all coordinate positions into 2s
blocks of (2s)k−1 consecutive coordinate positions, such that all the coor-
dinates of c in the same block are equal. Since
∑s−2
i=0 2
i is always an odd
number, there are two blocks of coordinate positions, I1 and I2, such that
cI1 = 1 and cI2 = 2
s−1 − 1. We consider the codeword 2c ∈ Sαk . Note that,
by construction, if a codeword of Sαk had at least two blocks with all zeros,
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then it would be the all-zero codeword. Then, by the same argument as
in the proof of Lemma 3.4, we have that w = 2(c ⊙ 2c) /∈ Sαk . Therefore,
Φ(c) /∈ K(Φ(Sαk )) by Lemma 3.3. 
Note that a direct consequence of Theorem 2.1 is that K(Φ(Sαk )) ⊂
K(Φ(Hk+1,0,...,0)).
Corollary 3.2 The binary Z2s-linear simplex code Φ(S
α
k ) is nonlinear for
all s ≥ 2, k ≥ 1; except for s = 2 and k = 1.
Theorem 3.2 Let k ∈ N, k ≥ 2. Let (Sβk )b be the subcode of S
β
k which
contains all its codewords of order at most two. Then, we have that
K(Φ(Sβk )) = Φ((S
β
k )b) and ker(Φ(S
β
k )) = k.
Proof. By construction, (Sβk )I1 = H
k,0,...,0, where I1 = {1, . . . , (2
s)k−1}.
Let w1 and w2 be the first and second row of the generator matrix G
β
k given
in (3), respectively. By Lemma 3.1 and using the same arguments as in the
proof of Theorem 3.1, we only need to prove that Φ(c) /∈ K(Φ(Sβk )), where
c = (
∑s−2
i=0 2
i)w1. By Lemma 3.3, we just need to find a codeword d ∈ S
β
k
such that 2(c ⊙ d) /∈ Sβk . In that case, we have that K(Φ(S
β
k )) = Φ((S
β
k )b)
and hence ker(Φ(Sβk )) = k.
We have that Sβk has length n = 2
(s−1)(k−1)(2k− 1) [15]. Thus, Φ(Sβk ) has
length 2s−1n and minimum Hamming distance 2s−2n = 2sk−k−1(2k − 1).
If k = 2, we consider the codeword d = w2. Since the binary expansion of∑s−2
i=0 2
i is [1, . . . , 1, 0]2, cI1 = (
∑s−2
i=0 2
i)(1, 1, . . . , 1) and dI1 = (0, 1, . . . , 2
s −
1), we have that 2(c⊙d)I1 = 2(0, 1, . . . , 2
s−1−1, 0, 1, . . . , 2s−1−1). Let I2 =
{1, . . . , n}\I1. Since the coordinates of cI2 are all even, and the coordinates of
dI2 are all ones, we have that 2(c⊙d)I2 = (0, . . . , 0). Therefore, wtH(Φ(2(c⊙
d))) = 2s ·2s−2 = 22s−2. Finally, since all codewords of Φ(Sβ2 ) have Hamming
weight 22s−3 · 3, we obtain that 2(c⊙ d) /∈ Sβk .
If k > 2, we consider the codeword d = 2s−2w2. By construction, in the
coordinates of (w2)I1 , each element of Z2s appears the same number of times.
If [a0, . . . , as−2, as−1]2 is the binary expansion of one of the coordinates, after
multiplying by 2s−2, it becomes [0, . . . , 0, a0, a1]2. Again, since the binary
expansion of
∑s−2
i=0 2
i is [1, . . . , 1, 0]2 and cI1 = (
∑s−2
i=0 2
i)(1, 1, . . . , 1), we have
that 2(c⊙d)I1 contains half of the coordinates equal to 0 and the other half
equal to 2s−1. Recall that wtH(φ(2
s−1)) = 2s−1. Therefore, wtH(Φ(2(c ⊙
d)I1)) = 2
s−1 · (2s)k−1/2 = 2ks−2.
Let I2 be the subset of {1, . . . , n}\I1 such that (w2)I2 = 1, and I3 the
subset such that {1, . . . , n} = I1 ∪ I2 ∪ I3. Since
∑s−2
i=0 2
i is always odd, by
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construction, in the coordinates of cI2, each element of the set {0, 2, . . . , 2
s−
2} appears the same number of times. Moreover, cI2 induces a partition of all
coordinate positions of I2 into 2
s−1 blocks of (2s)k−2 consecutive coordinate
positions, such that all the coordinates of cI2 in the same block are equal.
For each j ∈ {0, 1, . . . , 2s−1 − 1}, there is a block of coordinates I2,j such
that cI2,j = 2j. Let [0, a1, . . . , as−1]2 be the binary expansion of 2j. The
binary expansion of any coordinate in dI2 = 2
s−2 is [0, . . . , 0, 1, 0]2. On the
one hand, if s > 2, we have that 2(c⊙ d)I2 contains in half of the blocks all
coordinates equal to 0, and the other half equal to 2s−1. That is, there are
2s−1/2 blocks, each one with (2s)k−2 coordinates equal to 2s−1. Therefore, in
this case, wtH(Φ(2(c⊙ d)I2)) = 2
s−1 · 2s−1/2 · (2s)k−2 = 2ks−3. On the other
hand, if s = 2, then 2(c ⊙ d)I2 = 0 and wtH(Φ(2(c ⊙ d)I2)) = 0. For the
coordinates in I3, since all coordinates in cI3 are even and the ones in dI3 are
either 0 or 2s−1, we have that 2(c⊙ d)I3 = 0, so wtH(Φ(2(c⊙ d)I3)) = 0.
Finally, if s > 2, then wtH(Φ(2(c⊙d))) = 2
ks−2+2ks−3 = 2ks−3 ·3, which
is not equal to the weight of all the codewords in Φ(Sβk ), so 2(c⊙d) /∈ S
β
k . If
s = 2, then wtH(Φ(2(c⊙d))) = 2
ks−2, and we also obtain that 2(c⊙d) /∈ Sβk .

Corollary 3.3 The binary Z2s-linear simplex code Φ(S
β
k ) is nonlinear for all
s ≥ 2, k ≥ 2.
Example 3.1 Consider the generator matrices Gα2 and G
β
3 of the codes S
α
2
and Sβ3 , respectively, given in Example 2.1. The kernel of these codes are
K(Φ(Sα2 )) =
〈Φ(0000222200002222),
Φ(0202020202020202)〉
and
K(Φ(Sβ3 )) =
〈Φ(2222222222222222000000000000),
Φ(0000222200002222222200222200),
Φ(0202020202020202020222020222)〉,
and, it is clear that ker(Φ(Sα2 )) = 2 and ker(Φ(S
β
3 )) = 3.
Define Cα2 and C
β
3 the Z4-additive codes generated by 2G
α
2 and 2G
β
3 , re-
spectively. By Corollary 3.1, we have that Φ(Cα2 ) and Φ(C
β
3 ) are linear. In
fact, we have that Cα2 = (S
α
2 )b and C
β
3 = (S
β
3 )b and hence K(Φ(S
α
2 )) = Φ(C
α
2 )
and K(Φ(Sβ3 )) = Φ(C
β
3 ).
Table 1 shows the values of the invariants, rank and dimension of the
kernel, for both kinds of Z2s-linear simplex codes and the related Z2s-linear
Hadamard codes. The rank has been computed by using Magma software
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[6]. Some values in the table are missing because they are too hard to com-
pute them or, in the case of Sβ1 , because they do not exist. From this table,
we can see that, as we show in Section 3, the dimension of the kernel of
both types of Z2s-additive simplex codes are the same. Furthermore, we see
that the rank is also the same, so we can conjecture that is like this for all
s, k ∈ N.
Table 1: Rank and dimension of the kernel of Z2s-linear Hadamard and
simplex codes with k generators for 1 ≤ k ≤ 4 and 2 ≤ s ≤ 4.
k = 1 k = 2 k = 3 k = 4
Z4
Hk+1,0,0 (3,8) (4,7) (5,11) (6,16)
Sαk (2,2) (2,5) (3,9) (4,14)
Sβk (-,-) (2,5) (3,9) (4,14)
Z8
Hk+1,0,0 (3,8) (4,17) (5,32) (6,56)
Sαk (1,4) (2,12) (3,26) (4,49)
Sβk (-,-) (2,12) (3,26) (4,49)
Z16
Hk+1,0,0 (3,14) (4,44) (5,121) (6,-)
Sαk (1,7) (2,32) (3,101) (4,-)
Sβk (-,-) (2,32) (3,101) (4,-)
4 Construction and kernel of Z2s-linear Mac-
Donald codes
In this section, we determine the kernel, and its dimension, of the Gray map
image of the Z2s-additive MacDonald codes of both types α and β similarly
as in Section 3 for Z2s -additive simplex codes. The Z4-additive MacDonald
codes were introduced in [8], and some properties were investigated in that
paper. These codes over Z4 give rise to some optimal two weight Hamming
binary codes and codes meeting the Griesmer bound [8].
The Z2s-additive MacDonald codes of type α and β can be defined from
the generator matrices of the Z2s-additive simplex codes of type α and β,
respectively. In general, they can be defined in the same way as for s = 2 in
[8]. For 1 ≤ u ≤ k − 1, let Gαk,u be the matrix obtained from G
α
k by deleting
columns corresponding to the columns of Gαu , i.e.
Gαk,u =
(
Gαk \
0
Gαu
)
, (4)
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where (A\B) denotes the matrix obtained from the matrix A by deleting the
columns of the matrix B, and 0 in (4) is a (k − u)× 2su zero matrix. Then,
the Z2s-additive MacDonald code M
α
k,u is the code generated by G
α
k,u.
Proposition 4.1 [8] Let Mαk,u be the Z4-additive MacDonald code. The Gray
map image Φ(Mαk,u) is a nonlinear
(2sk+s−1 − 2su+s−1, 2sk, 2sk+s−2 − 2su+s−2)
binary two Hamming weight code with possible weights 2sk+s−2− 2su+s−2 and
2sk+s−2.
Similarly, for 1 ≤ u ≤ k − 1, let Gβk,u be the matrix obtained from G
β
k by
deleting columns corresponding to the columns of Gβu, i.e.
Gβk,u =
(
Gβk \
0
G
β
u
)
, (5)
where 0 in (5) is a zero matrix. Then, the Z2s-additive MacDonald codeM
β
k,u
is the code generated by Gβk,u.
Proposition 4.2 [8] Let Mβk,u be the Z4-additive MacDonald code. The Gray
map image Φ(Mβk,u) is a nonlinear binary code.
Theorem 4.1 Let k ∈ N, k ≥ 2. Let (Mαk,u)b ((M
β
k,u)b) be the subcode of
Mαk,u (M
α
k,u) which contains all its codewords of order at most two. Then, we
have that
K(Φ(Mαk,u)) = Φ((M
α
k,u)b) ker(Φ(M
α
k,u)) = k
K(Φ(Mβk,u)) = Φ((M
β
k,u)b) and ker(Φ(M
β
k,u)) = k.
Corollary 4.1 The binary Z2s-linear MacDonald code Φ(M
α
k,u) (Φ(M
β
k,u)) is
nonlinear for all s ≥ 2, k ≥ 2, and 1 ≤ u ≤ k − 1.
5 Conclusions
In this paper, we have established the kernel, and its dimension, of Z2s-linear
simplex codes for any s ≥ 2. We have also seen that the Z4-linear code Φ(S
α
1 )
is the only Z2s-linear simplex codes for s ≥ 2 that is linear. Further research
on this topic would be to determine the binary span of these codes, and its
dimension, that is, the rank. It would be also interesting to obtain similar
results for the family of Z2s-linear MacDonald codes, which are also related
to Z2s-linear Hadamard and simplex codes.
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