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Abstract
We make a comprehensive study of (rigid) N = 1 supersymmetric sigma-models with
general Ka¨hler potentials K and superpotentials w on four-dimensional space-times
with boundaries. We determine the minimal (non-supersymmetric) boundary terms
one must add to the standard bulk action to make it off-shell invariant under half
the supersymmetries without imposing any boundary conditions. Susy boundary con-
ditions do arise from the variational principle when studying the dynamics. Upon
including an additional boundary action that depends on an arbitrary real bound-
ary potential B one can generate very general susy boundary conditions. We show
that for any set of susy boundary conditions that define a Lagrangian submanifold of
the Ka¨hler manifold, an appropriate boundary potential B can be found. Thus the
non-linear sigma-model on a manifold with boundary is characterised by the tripel
(K,B,w). We also discuss the susy coupling to new boundary superfields and general-
ize our results to supersymmetric junctions between completely different susy sigma-
models, living on adjacent domains and interacting through a “permeable” wall. We
obtain the supersymmetric matching conditions that allow us to couple models with
different Ka¨hler potentials and superpotentials on each side of the wall.
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1 Introduction and summary
The study of supersymmetry on spaces with boundaries has attracted considerable attention in
recent years for a variety of reasons. An early general study in various dimensions appeared in
[1]. Much of the work has focused on two-dimensional sigma-models [2, 3], and was motivated
by the relation of supersymmetric boundary conditions with D-branes [4] and by the search for
integrability [5]. Other works, in higher-dimensional space-times, were initiated by the Horava-
Witten construction of the heterotic string [6]. Maintaining half of the d = 11 supersymmetry
in this construction is, in particular, crucial in order to correctly identify the anomaly-cancelling
boundary contributions to the Bianchi identity, see e.g. [7]. The reduction of the Horava-Witten
theory on a Calabi-Yau manifold, as well as more general brane-world constructions in d = 5
dimensions, have been extensively discussed (for a partial list of references see [8]). Finally,
the case d = 4 has been analyzed mostly in the context of defect conformal field theories [9],
which are dual to AdSn branes living in a AdSn+1 bulk [10, 11]. A recent discussion of four-
dimensional supergravity with boundaries is given in [12], and earlier results on the quantization
of Euclidean gravity and supergravity with boundaries are collected in [13]. An interesting study
of boundary terms and boundary conditions in rigid 3 and 4 dimensional supersymmetry [14] has
also appeared recently. Boundary conditions in N = 4 super Yang-Mills theory have been studied
in [15]. Nevertheless, a systematic analysis of the effect of boundaries in the general N = 1 sigma-
model in 3 + 1 dimensions with arbitrary Ka¨hler potentials and superpotentials is, to the best of
our knowledge, still lacking. Providing such an analysis is the aim of the present work. One of our
goals is to determine all consistent, supersymmetric, generally non-linear boundary conditions.
As an application, this will allow us to study the possible couplings of different sigma-models on
adjacent domains through permeable walls.
A possible “physical” realization of the latter scenario could be the effective low-energy physics
resulting from a domain wall of a heavy superfield “that has been integrated out”. As an example of
what we have in mind, consider a simple Wess-Zumino model consisting of a heavy chiral superfield
ΦH and a light one Φ with a superpotential W (ΦH,Φ) = γ(Φ
3
H/3 −M2ΦH) + ΦHw2(Φ) + w1(Φ)
(with w′1(0) = w2(0) = w
′
2(0) = 0). Concentrating on the heavy field alone, there are two susy
preserving vacua with the scalar component being zH = ±M , but there also is an interpolating
domain wall solution, preserving half of the supersymmetry. In the limit of a thin wall with infinite
tension (finite M and γ → ∞) we then expect the effective superpotentials for the light field in
each of the two domains to be different, namely w±eff(Φ) ' w1(Φ)±Mw2(Φ) (up to an irrelevant
additive constant). In the present paper, however, we will not develop this idea further (apart
from a few remarks in an appendix) but instead adopt a purely “effective action approach”.
We will consider N = 1 (rigid) supersymmetric sigma-models with arbitrary Ka¨hler potentials
K(Φi, Φ¯i) and superpotentials w(Φ
i) for N chiral superfields fields Φi, i = 1, . . . N on a domainM
of 3+1 dimensional space-time with a (flat) space-like boundary ∂M. Of course, the presence of
the boundary breaks the super Poincare´ algebra, with its 4 supersymmetries, to a 2+1 dimensional
one, with 2 supersymmetries.
After quickly reviewing our conventions for two-component spinors and the usual 3 + 1 dimen-
sional superspace, in section 2, we identify the relevant boundary superspace and the generators of
the two supersymmetries which remain unbroken by the boundary. Essentially, this corresponds
to imposing some reality condition on the supersymmetry parameters . We will see how, on the
boundary, each bulk chiral superfield Φi reduces to a boundary superfield φi that consists of two
1
irreducible boundary superfields (essentially its real and imaginary part).
Then, in section 3, we consider the susy variation of the standard four-dimensional sigma-model
action S. As is well known, the Lagrangian is not invariant but picks up a total derivative which,
in the present context, gives rise to a boundary term. We will determine the appropriate minimal
(non-supersymmetric) boundary action Ŝ =
∫
d3x . . . such that the sum S+Ŝ is invariant precisely
under the two supersymmetries we identified before as being compatible with the existence of the
boundary.1 This is achieved without imposing any boundary conditions on the fields. To this
“minimal” action one can further add any susy invariant boundary action of the form SB =∫
d3x
∫
d2θ B(φi, φ¯i) with real “boundary potential” B. Thus the non-linear sigma-model on a
manifold with boundary is characterised by the tripel (K,B,w).
In section 4, we will study the possible supersymmetric boundary conditions on the fields that
lead to a well-defined dynamics. Indeed, boundary conditions on the fields should follow from a
variational principle: as is well known, in order to obtain the Euler-Lagrange field equations by
varying some general action S[ϕi], one has to perform certain partial integrations which generate
(further) boundary terms. Boundary conditions must be such that the variation of all boundary
terms vanishes. If one adds an additional boundary action its variation generates an additional
boundary term, and thus modifies the resulting boundary conditions. Similarly, if we vary our
supersymmetric action S + Ŝ, we will find the usual field equations in the bulk, as well as certain
boundary terms. The vanishing of the latter can be expressed as algebraic conditions on the
boundary superfields φi and φ¯i which translate into appropriate Dirichlet and Neumann conditions
on the component fields, providing exactly the right amount of boundary conditions. We may
change these boundary conditions by adding the arbitrary (real) supersymmetric boundary action
SB of the form discussed above. We will argue that this is the most general boundary term
we may add. In particular, terms involving (super)derivatives of the boundary superfield would
lead to boundary conditions on the component fields with too many derivatives. Any admissible
boundary condition then must relate φi and φ¯i and can be solved, at least locally, as φ¯i = Gi(φ
j).
We will show that these boundary conditions are related to the arbitrary real function B(φi, φ¯i)
by a set of N partial, generally non-linear differential equation. Note that our whole discussion of
boundary conditions is formulated entirely in terms of functions of the boundary superfields and,
hence, invariance under the (boundary) susy algebra is manifest.
For a single superfield with canonical Ka¨hler potential, i.e. the simple Wess-Zumino model,
the boundary condition φ¯ = G(φ) would be determined by the ordinary, though still non-linear
differential equation: d
dz
B
(
z,G(z)
)
= i
2
(
G(z)−z G′(z)
)
. For this simple model, we will explicitly
work out several non-trivial examples of functions B and boundary conditions G they determine,
and vice versa, including boundary conditions like φ¯ = e2iH(φ φ¯)φ with an arbitrary real function
H(x), or (φ¯)2 + φ2 = 1, or even φ¯ = γ/φ. We will show that any supersymmetric boundary
condition can be obtained by adding an appropriate boundary action SB.
In general, the boundary conditions Gi are solutions of the system of first order partial differen-
tial equations containing B and the first derivatives of the Ka¨hler potential. Conversely, provided
a certain integrability condition (relating the Ka¨hler metric and the first derivatives of the Gi)
is satisfied, we prove that one can obtain a suitable real function B for any such supersymmet-
ric boundary condition. Note that the superpotential does not enter the discussion of boundary
1Henceforth, by “supersymmetric” we will always mean with respect to the two supersymmetries preserved by
the boundary.
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conditions and, hence, it is completely unconstrained by any of the considerations in this paper.
The supersymmetric sigma-model allows for arbitrary holomorphic field redefinitions Φ˜i =
f i(Φj). It becomes inevitable to consider such holomorphic field redefinitions once one considers
general scalar manifolds that are Ka¨hler manifolds with non-trivial holomorphic transition func-
tions (like CPN). Our whole discussion of supersymmetric boundary conditions is formulated
covariantly with respect to such holomorphic field redefinitions. Actually, we will show that there
is always a holomorphic field redefinition such that, in terms of the new fields, the boundary
conditions simply become φ˜i = φ˜
i, but this might be at the price of having a complicated Ka¨hler
potential (and superpotential). This suggests that the boundary conditions can always be un-
derstood as defining a real submanifold of the Ka¨hler manifold. We will show indeed that the
above-mentioned integrability condition is exactly the statement that the submanifold z¯i = Gi(z
j)
is a Lagrangian submanifold. This is of course analogous to the well-known result in two dimen-
sions that the boundaries of the world-sheet must be mapped to (special) Lagrangian submanifolds
of the target manifold.
Consistent boundary conditions should also ensure that the total energy as well as the compo-
nents of the total momentum tangential to the boundary are conserved. We will show that this is
indeed the case with our boundary conditions, provided the total energy includes an appropriate
boundary contribution that we identify.
In the remainder of the paper we discuss a few rather obvious generalisations: In section 5,
we consider the possible coupling of the boundary superfields φi to new (real) superfields ϕA that
only live on the boundary (and have a boundary kinetic term). Using the boundary superspace
language, this is straightforward. Finally, in section 6, we apply the results of the previous sections
to study supersymmetric junctions between different sigma models living on adjacent domains and
interacting through a common “permeable boundary wall”: the possible boundary conditions now
can mix the boundary superfields of the two sigma models: they become “matching” conditions.
By a folding precedure this situation can be mapped to one with all fields defined on a single
domain with a boundary as discussed so far. However, it turns out that a direct analysis is just as
simple. Again, the matching conditions are determined as solutions of a set of partial non-linear
differential equations involving the boundary action SB and the first derivatives of the Ka¨hler
potentials on both sides of the wall. No condition is imposed on the superpotentials. We give
explicit examples of how to match models with different Ka¨hler potentials (and superpotentials)
in a supersymmetric way.
In Appendix A, we collect a few useful formulae and identities for two-component spinors
and superfields. In appendix B, we spell out some details of the proof that a suitable real B
exists for every susy boundary condition. Finally, in appendix C, we give some details on the
above-mentioned example of how to realize an effective theory having a wall with two different
superpotentials on each side, by integrating out a heavy superfield around its domain wall solution.
2 Some basic formalism and boundary superspace
In this section we will identify the relevant boundary superspace, boundary supersymmetry and
boundary superfields. First, however, we will recall our conventions which are the same as in ref
[16] which mostly follow [17].
3
2.1 Conventions and bulk superspace
We work in four-dimensional Minkowski space with signature (+−−−). We use two-component
spinors ψα, α = 1, 2. The complex conjugate spinor is denoted with dotted indices: ψ¯α˙ ≡ (ψα)∗.
Spinor indices are raised and lowered as ψα = αβψβ , ψα = αβψ
β , ψ¯α˙ = α˙β˙ψ¯β˙ , ψ¯α˙ =
α˙β˙ψ¯
β˙ , where 12 = −21 = 1 and 12 = −21 = −1. The 2 × 2-matrices σµ and σ¯µ are given in
terms of the standard Pauli matrices σi, i = 1, 2, 3 and the identity matrix by
(σµ)αα˙ = (1,−σi)αα˙ , (σ¯µ)α˙α = α˙β˙αβ(σµ)ββ˙ = (1,+σi)α˙α . (2.1)
When not written explicitly, undotted indices are always contracted from upper left to lower right,
while dotted indices are contracted from lower left to upper right, e.g.
ψχ = ψαχα , ψ¯χ¯ = ψ¯α˙χ¯
α˙ , χσµψ¯ = χασµ
αβ˙
ψ¯β˙ , χ¯σ¯µψ = χ¯α˙σ¯
µα˙βψβ . (2.2)
Various useful identities between spinor bilinears are given in appendix A.
The 3 + 1 superspace has coordinates xµ, as well as an anticommuting (constant) spinor
θα and its conjugate θ¯α˙. We normalize their integrals as
∫
d2θ θθ =
∫
d2θ¯ θ¯θ¯ = 1 . While a
general superfield is a function of all superspace coordinates, we will be mainly interested in chiral
superfields Φ that obey Dα˙Φ = 0, cf. app. A, and are functions of y
µ = xµ + iθσµθ¯ and θ only:
Φ(y, θ) = z(y) +
√
2θψ(y)− θθf(y) = z(x) + ∆(x) , (2.3)
where
∆ =
√
2θψ + iθσµθ¯ ∂µz − θθf − i√
2
θθ ∂µψσ
µθ¯ − 1
4
θθ θ¯θ¯ ∂2z . (2.4)
Here and in a more general chiral superfield like w(Φ) the coefficient of θθ is referred to as the
F -term. Similarly, for a general superfield like (A.4), the coefficient of 1
2
θθθ¯θ¯ plus 1
2
∂µ∂
µ of the
lowest component (the one without θ and θ¯) is referred to as the D-term.
The supersymmetry variation of an arbitrary superfield S reads
δS ≡ (iQ+ i¯Q)S , Qα = −i ∂
∂θα
− σµ
αβ˙
θ¯β˙
∂
∂xµ
, Qα˙ = i
∂
∂θ¯α˙
+ θβσµβα˙
∂
∂xµ
. (2.5)
The supersymmetry generators Q and Q satisfy of course
{Qα, Qβ˙} = 2σµαβ˙Pµ , (2.6)
where Pµ = −i∂µ. For a chiral superfield, eq. (2.5) yields
δΦ =
∂
∂yµ
(2iθσµ¯Φ) +
∂
∂θα
(−αΦ) , (2.7)
leading to the component transformations
δz =
√
2 ψ , δψ =
√
2i ∂µz σ
µ¯−
√
2 f , δf =
√
2i ∂µψσ
µ¯ . (2.8)
with the complex conjugate expressions reading
δz¯ =
√
2 ¯ψ¯ , δψ¯ = −
√
2i ∂µz¯ σ
µ −
√
2 f¯ ¯ , δf¯ = −
√
2i σµ∂µψ¯ . (2.9)
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2.2 Boundary superspace and boundary supersymmetry
As is well-known, under infinitesimal Lorentz transformations with parameters ωµν undotted
spinors ψ and dotted spinors ψ¯ transform as
δLψα =
i
2
ωµν(iσµν)
β
α ψβ , δLψ¯
α˙ =
i
2
ωµν(iσ¯µν)
α˙
β˙
ψ¯β˙ , (2.10)
where σµν = 1
4
(σµσ¯ν − σν σ¯µ) and σ¯µν = 1
4
(σ¯µσν − σ¯νσµ). Somewhat more explicitly, we have
i
2
ωµν(iσµν) =
i
2
(~α+i~ν) ·~σ and i
2
ωµν(iσ¯µν) =
i
2
(~α−i~ν) ·~σ , where ω0j = νj (boosts) and ωkl = kljαj
(rotations) with j, k, l = 1, 2, 3. This shows that ψ transforms in the fundamental representation of
SL(2,C) which is the double cover of the proper orthochronous Lorentz group in 3+1 dimensions,
and that ψ¯ transforms in the complex conjugate representation which is different. It is obvious
that one cannot impose any relation between ψ and ψ¯ without violating the 3 + 1 dimensional
Lorentz invariance.
We will be interested in space-timesM with a flat space-like boundary ∂M, which we take to
be the (static) hyperplane xn = 0, n being 1, 2 or 3. Specifically, we let M be such that xn ≤ 0
so that the outward normal vector of the boundary ∂M point towards positive xn. We will often
use an index µˆ which runs over the three values of µ not being n. Transformations that leave
the boundary invariant correspond to the SL(2,R) subgroup of SL(2,C). (This is most obvious
from (2.10) of one chooses n = 2.) While the spinor ψ transforms irreducibly under SL(2,C), it
contains 2 irreducible components with respect to this SL(2,R) subgroup.
For a boundary2 at xn = 0, the 2 + 1 dimensional Lorentz group is generated by the rotation
around the normal vector (parameter αn) and the two boosts tangential to the boundary (param-
eters νt, t = 1, 2, 3 and t 6= n). Then obviously, (αnσn + iνtσt)σn = σn(αnσn − iνtσt), and one
sees that σn
αβ˙
ψ¯β˙ transforms exactly as ψα. It is then consistent to eliminate half of the spinor
components by imposing a reality condition
ψα = −e−iϕ σnαβ˙ψ¯β˙ ⇔ ψ¯α˙ = eiϕ σ¯nα˙βψβ , (2.11)
where ϕ is an arbitrary phase. A spinor satisfying such a condition then transforms in an irre-
ducible representation of the SL(2,R) group left unbroken by the boundary at xn = 0.
Similarly, 2 + 1 dimensional superspace corresponding to a minimal supersymmetry consists
of the xµˆ and a constant 2-component spinor θ obeying the reality constraint (2.11). Here we will
call this the boundary superspace B. For a single boundary, we can redefine θ by an appropriate
phase rotation to give ϕ any desired value. We will find it convenient to fix it as
eiϕ = −1 , (2.12)
so that
B = {xµ, θ, θ¯ | xn = 0 , θ¯α˙ = −σ¯nα˙βθβ} . (2.13)
It will be useful to have at hand various equivalent ways to write the constraint on θ:
θ¯α˙ = −σ¯nα˙βθβ ⇔ θ¯α˙ = θβσnβα˙ ⇔ θα = σnαβ˙ θ¯β˙ ⇔ θα = −θ¯β˙σ¯nβ˙α (2.14)
We also note that this implies
θσµθ¯ = δµn θθ . (2.15)
2With the appropriate notational modifications, it is trivial to consider any static boundary ~n · ~x = 0, instead.
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A boundary superfield φ̂ is a field defined on B. It has the expansion
φ̂(xµˆ, θ) = ζ(xµˆ) +
√
2θχ(xµˆ)− θθg(xµˆ) . (2.16)
In general, the component fields ξ, χ and g may be real or complex.
Since supersymmetry corresponds to translations in superspace, the boundary supersymmetry
must have parameters  satisfying the same constaint as θ:
¯α˙ = −σ¯nα˙ββ ⇔ ¯α˙ = βσnβα˙ ⇔ α = σnαβ˙ ¯β˙ ⇔ α = −¯β˙σ¯nβ˙α . (2.17)
For any boundary superfield, the bulk supersymmetry then reduces to
δsusyφ̂ = i(Q+ ¯Q)φ̂ = i(
αQα + 
βσnβα˙Q
α˙
)φ̂ = iαQ˜αφ̂ , (2.18)
with Q˜α = Qα + σ
n
αβ˙
Q
β˙
being the boundary supersymmetry generator. Explicitly, we find3
Q˜α ≡ Qα + σnαβ˙Q
β˙
= −i ∂
∂θα
+ 2 γ̂µˆαβθ
β ∂
∂xµˆ
, with γ̂µˆαβ = γ̂
µˆ
βα = −σµˆαγ˙γ˙δ˙σnβδ˙, (2.19)
where the γ̂µˆ obey the 2+1 dimensional Clifford algebra. It is not difficult to see that these Q˜α
then satisfy the 2+1 dimensional supersymmetry algebra {Q˜α, Q˜β} = 2γ̂µˆαβ Pµˆ as appropriate on
the boundary.
We will be mainly interested in the boundary superfields obtained by restricting the bulk (anti)
chiral superfields Φ and Φ¯ ≡ Φ† to the boundary superspace B. Using (2.15), the restriction of
yµ = xµ + iθσµθ¯ yields yµˆ|B = xµˆ and yn|B = iθθ, so that one gets (cf. (2.3)):
φ = Φ|B = z +
√
2θψ − θθ(f − i∂nz) ,
φ¯ = Φ¯|B = z¯ +
√
2θσnψ¯ − θθ(f¯ + i∂nz¯) , (2.20)
where it is understood that the component fields have arguments xµˆ, while xn = 0. Note that
φ¯ ≡ φ†. One can now apply (2.18) on φ and on φ¯ to obtain the variations of the component fields
under the boundary supersymmetry (with  satisfying (2.17)):
δz =
√
2ψ , δz¯ =
√
2 σnψ¯
δψ = −
√
2i ∂µˆzσ
µˆσ¯n−
√
2(f − i∂nz)  , δψ¯ = −
√
2i ∂µˆz¯σ
µˆ −
√
2(f¯ + i∂nz¯) σ
n
δ(f − i∂nz) = −
√
2i ∂µˆψσ
µˆσ¯n , δ(f¯ + i∂nz¯) = −
√
2i σµˆ∂µˆψ¯ . (2.21)
Of course, the same variations are also obtained directly from the bulk variations (2.8) and (2.9)
upon imposing (2.17) on the susy parameter .
Let us summarize: In this section, based on symmetry algebra considerations, we have identi-
fied the two supersymmetries that remain unbroken by the boundary, cf. (2.18). This corresponds
to imposing the reality constraint (2.17) on the susy parameters . This unbroken supersymme-
try is most conveniently described using the boundary superspace B defined in (2.13). When
3One has to be careful when computing ∂/∂θ and ∂/∂θ¯ on the boundary superfields with θ and θ¯ constrained
by θ¯α˙ = −σ¯α˙βn θβ . One should first change variables to θα(1) = 12 (θα+ θ¯β˙ σ¯nβ˙α) and θα(2) = 12 (θα− θ¯β˙ σ¯nβ˙α). Then any
boundary superfield only depends on θ(1). One has
∂
∂θαφ(θ(1)) =
1
2
∂
∂θα
(1)
φ(θ(1)), etc, resulting in an extra factor
1
2 .
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restricted to B, every bulk chiral superfield Φ gives rise to a boundary superfield φ. So far, we
have not imposed any boundary conditions on these fields (i.e. on their component fields). The
question of boundary conditions will only be considered later-on in sect. 4, but it is clear that any
boundary condition formulated in terms of the boundary superfields will automatically preserve
the unbroken supersymmetry (2.18).
We should note that the present discussion immediately generalizes to two parallel boundaries,
say at xn = −a and xn = 0. Since  is a global parameter, the supersymmetry preserved by both
boundaries must be the same, the generators being given by (2.19). In particular, the arbitrary
phase ϕ must be chosen identically for both boundary superspaces.
3 Susy invariance of the sigma-model bulk plus boundary
action
In this section we identify the appropriate boundary action to be added to the usual bulk action
of the non-linear sigma-model in order to achieve invariance under the two supersymmetries that
remain unbroken by the boundary. We will not impose any boundary conditions.
3.1 The standard action
We want to consider a general N = 1 susy non-linear sigma-model for N chiral fields Φi and their
hermitian conjugates Φ¯i. The standard bulk action can be written in terms of (bulk) superspace
integrals as
S
(1)
σ−model =
∫
M
d4x
(∫
d2θd2θ¯ K(Φi, Φ¯j) +
∫
d2θ w(Φi) +
∫
d2θ¯ w¯(Φ¯i)
)
≡ S(1)K +S(1)w +S(1)w¯ , (3.1)
or alternatively as
S
(2)
σ−model =
∫
M
d4x
(
1
2
[
K(Φi, Φ¯j)
]
D
+
[
w(Φi)
]
F
+
[
w¯(Φ¯i)
]
F¯
)
≡ S(2)K + S(2)w + S(2)w¯ . (3.2)
Here [. . .]D and [. . .]F refer to picking out the D-terms and F -terms (resp. F¯ -terms). K(z, z¯)
is the real Ka¨hler potential: [K(zi, z¯j)]
∗ = K(zi, z¯j) and w(zi) the holomorphic superpotential.
Expanding K and w and doing the superspace integrals, resp. picking out the D and F terms,
leads to the standard bulk action for the component fields which we will give below. This involves
various derivatives of the potentials, for which we use the standard notation
Ki =
∂K(z, z¯)
∂zi
, Kj =
∂K(z, z¯)
∂z¯j
, Kji =
∂2K(z, z¯)
∂zi∂z¯j
, wi =
∂w(z)
∂zi
, wj =
∂w¯
∂z¯j
, etc... (3.3)
They obey certain reality conditions, e.g.
(Kij)
∗ = Kji , (K
i
jk)
∗ = Kjki , (w
j)∗ = wj . (3.4)
Both Lagrangians (3.1) and (3.2) only differ by a total derivative and, in the absence of
boundaries, lead to identical actions. Of course, in the presence of a boundary the actions differ
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by a boundary term. Since later-on we will anyhow have to add a boundary term, one might be
tempted to start with either action. However, S(1)w gives a boundary term that still depends on
θ¯ – which is clearly unwanted. Thus the correct action to begin with is S(2). The component
expansions are
1
2
[
K(Φi, Φ¯j)
]
D
= Kji
(
f if¯j + ∂µz
i∂µz¯j − i
2
ψiσµ∂µψ¯j +
i
2
∂µψ
iσµψ¯j
)
+
1
2
Kkij
(
i ψiσµψ¯k∂µz
j + ψiψj f¯k
)
+ h.c. +
1
4
Kklij ψ
iψjψ¯kψ¯l , (3.5)
and [
w(Φi)
]
F
= −wif i(x)− 1
2
wijψ
i(x)ψj(x) . (3.6)
As is well-known, after adding the D and F terms, the fields f i and f¯j only appear algebraically
and at most bilinearly and, hence, could be eliminated. In this section, we will not do so, however,
and stay completely off-shell.
3.2 Boundary terms from the susy variation of the bulk action S(2)
As recalled in (A.6) and (2.7), the susy variations of superfields are total derivatives in superspace.
Hence, if M has no boundary, S is invariant under supersymmetry. At present, however, M has
a boundary and δS will pick up boundary terms. To begin with, we determine these boundary
terms for an arbitrary supersymmetry transformation, i.e. with no restriction on the parameter .
First, consider the F -terms: it is easiest to look directly at the component expression (3.6)
and use (2.8). One gets
δ
[
w(Φi)
]
F
= −i
√
2∂µ
(
wjψ
jσµ¯
)
(3.7)
where we used wijk ψ
iψj ψk = 0. Hence
δS(2)w = δ
∫
M
d4x
[
w(Φi)
]
F
= −i
√
2
∫
∂M
d3xwj ψ
jσn¯ . (3.8)
Taking the complex conjugate yields similarly (recall w∗j ≡ wj)
δS
(2)
w¯ = i
√
2
∫
∂M
d3xwj σnψ¯j = −i
√
2
∫
∂M
d3xwj ψ¯jσ¯
n . (3.9)
To compute the susy variation of the D-term S
(2)
K is a bit more involved. After a somewhat
lengthy computation4 we find
δS
(2)
K =
1√
2
∫
∂M
d3x
{
i
(
Kijf
j +
1
2
Kijkψ
jψk
)
ψ¯iσ¯
n+Kji ∂µz¯jψ
iσµσ¯n
}
+ h.c. (3.10)
Finally, putting all the pieces together, we get the variation of the bulk action S under an arbitrary
supersymmetry with (unrestricted) parameter  :
δS(2) =
1√
2
∫
∂M
d3x
{
i
(
Kijf
j +
1
2
Kijkψ
jψk − 2wi
)
ψ¯iσ¯
n+Kij∂µz¯iψ
jσµσ¯n
}
+ h.c. (3.11)
4We found it easiest to first compute the susy variation of S
(1)
K and then add the susy variation of the boundary
term S
(2)
K −S(1)K . Apart from (A.3), a useful identity is Ki∂µψi+Kij∂µzjψi−Kji ∂µz¯jψi = ∂µ(Kiψi)−2Kji ∂µz¯jψi.
One also uses the fact that one can freely do partial integrations on the boundary since the latter cannot have a
boundary itself. Hence
∫
∂M d
3x ∂µ(Kiψ
i)σµσ¯n = − ∫
∂M d
3x ∂n(Kiψ
i).
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3.3 Adding an appropriate boundary action Ŝ
Obviously, this variation δS(2) of the bulk action is non-vanishing. As discussed above, in the
presence of a boundary, we can only hope to preserve half of the initial 3 + 1 dimensional super-
symmetry. In particular, we have determined the conditions (2.17) to be imposed on  in order
to get a consistent 2 + 1 dimensional super-Poincare´ algebra. Imposing these conditions on  (we
write ¯ = σn) and using the identities of appendix A, we can rewrite the variation (3.11) in the
following somewhat simpler form:
δS(2)
∣∣∣
¯=σn
=
1√
2
∫
∂M
d3x
{
−Kij∂µzj σµψ¯i −Kij∂µz¯i ψjσµ¯+ 2i wi ¯ψ¯i − 2i wi ψi
−i(Kijf j +
1
2
Kijkψ
jψk) ¯ψ¯i + i(K
j
i f¯j +
1
2
Kjki ψ¯jψ¯k) ψ
i
}∣∣∣
¯=σn
. (3.12)
This is still non-vanishing. At this point we have two possibilities to recover invariance under
the supersymmetry restricted by ¯ = σn. Since (3.12) only involves the fields on the boundary,
one could try to impose boundary conditions on these fields. However, this turns out not to be
necessary. Instead, we observe that, as in any field theory, we could have started with a Lagrangian
that differs from ours by a total derivative, i.e. we have the freedom to add any boundary term
to our action. Such a boundary term should, of course, preserve the symmetries of our theory. At
present, we will try to find a “minimal”, 2 + 1-Poincare´ invariant boundary action Ŝ such that its
susy variation (subject to ¯ = σn) precisely cancels (3.12). By “minimal” we mean that it should
only involve the fields, Ka¨hler potential and superpotential (and their derivatives) already present
in S(2), and no additional fields or functions. Later-on we will also add additional non-minimal
boundary actions SB that are susy invariant by themselves and, hence, can be written in terms of
the boundary superfields. On the other hand, the non-invariant action Ŝ cannot be written using
the boundary superfields only, and we have to find its expression in component fields.
To figure out the appropriate boundary action Ŝ we first concentrate on the term in (3.12)
that contains Kijkψ
jψk ¯ψ¯i. Observe that, since each ψ
i has only two anticommuting components,
we have Kjklψ
jψkψl = 0. Then one finds
1√
2
δ(Kjkψ
jψk) = K ljkψ
jψk ¯ψ¯l + 2Kjkψ
j(i∂µz
kσµ¯− fk) . (3.13)
Furthermore,
1√
2
δ(Kjf
j) = Kjlf
j ψj +K ljf
j ¯ψ¯l + iKj∂µψ
jσµ¯ . (3.14)
Combining both equations and using Kjk∂µz
k = ∂µKj −Kij∂µz¯i, as well as the complex conjugate
relations, one gets
δ
(
− i
2
Kjf
j − i
4
Kjkψ
jψk +
i
2
Kj f¯j +
i
4
Kjkψ¯jψ¯k − iw + iw¯
)
=
1√
2
∂µ
(
Kj ψ
jσµ¯+Kj σµψ¯j
)
−Kij∂µzj σµψ¯i −Kij∂µz¯i ψjσµ¯− i(Kijf j +
1
2
Kijkψ
jψk) ¯ψ¯i + i(K
j
i f¯j +
1
2
Kjki ψ¯jψ¯k) ψ
i
−2i wi ψi + 2i wi ¯ψ¯i . (3.15)
9
Except for the first one, the terms on the right hand side are exactly what we need to cancel the
susy variation (3.12) of the bulk action. To deal with the first term, note again that the boundary
itself does not have a boundary and hence∫
∂M
d3x ∂µ
(
Kj ψ
jσµ¯+Kj σµψ¯j
)
=
∫
∂M
d3x ∂n
(
Kj ψ
jσn¯+Kj σnψ¯j
)
. (3.16)
If we now restrict the susy transformation parameter  to obey (2.17), we get
1√
2
∫
∂M
d3x ∂µ
(
Kj ψ
jσµ¯+Kj σµψ¯j
)∣∣∣
¯=σn
=
1√
2
∫
∂M
d3x ∂n
(
Kj ψ
j+Kj ¯ψ¯j
)
= δ
∫
∂M
d3x
1
2
∂nK .
(3.17)
Combining everything, we finally find
δ(S(2) + Ŝ)
∣∣∣
¯=σn
= 0 , (3.18)
with our (minimal) boundary action Ŝ being
Ŝ =
1
2
∫
∂M
d3x
{
∂nK + i
(
Kjf
j +
1
2
Kjkψ
jψk
)
− i
(
Kj f¯j +
1
2
Kjkψ¯jψ¯k
)
+ 2iw − 2iw¯
}
. (3.19)
For later reference, we note that we can also rewrite this as
Ŝ = −
∫
∂M
d3x Im
{
Kj(f
j − i∂nzj) + 1
2
Kjkψ
jψk + 2w
}
. (3.20)
We have thus achieved to identify a boundary action Ŝ to be added to the bulk action S(2) such
that the sum is invariant under the two supersymmetries preserved by the boundary, i.e. with
¯ = σn. We conclude that the correct action for the supersymmetric σ-model in the presence of
a boundary is not just S(2) but
S = S(2) + Ŝ . (3.21)
Note again that susy invariance of S = S(2) + Ŝ is achieved without imposing any boundary
conditions on the fields. On the other hand, it is now also clear that if one had insisted not to add
Ŝ, one would have had to impose boundary conditions such that Ŝ vanishes. One sees from (3.20)
that such boundary condition would have to be such that Kj(f
j − i∂nzj) + 12 Kjkψjψk + 2w is
real, i.e. typically (up to field redefinitions) zj real, f j − i∂nzj real, ψj satisfying the same reality
conditions as  or θ, and appropriate reality conditions on Kj, Kjk and on the superpotential w.
We will find such boundary conditions on the fields as a special case in the next section when
studying the dynamics. However, we will not get any reality condition on the superpotential.
3.4 Additional susy invariant boundary actions SB
Instead of just adding the minimal Ŝ to the bulk action S(2), one can also add further boundary
actions that are by themselves invariant under the supersymmetries satisfying ¯ = σn. Such
invariant boundary actions are easy to construct. Indeed, as discussed in section 2.2, the boundary
superspace integral of any function of boundary superfields is invariant. Thus, we can add a
boundary action
SB =
∫
∂M
d3x
∫
d2θ B(φl, φ¯k) , (3.22)
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with an arbitrary real function B(zl, z¯k). More general invariant boundary actions could also
involve boundary superderivatives, as would be appropriate to describe new degrees of freedom
that have their own 2 + 1 dimensional propagator. To write the component form of (3.22), we
denote, in analogy with (3.3)
Bi =
∂B(zl, z¯k)
∂zi
, Bj =
∂B(zl, z¯k)
∂z¯j
, etc. (3.23)
Expanding (3.22) and using (2.20) then gives
SB = −
∫
∂M
d3x
[
Bj(f
j − i∂nzj) +Bj(f¯j + i∂nz¯j) +Bjiψiσnψ¯j +
1
2
Bijψ
iψj +
1
2
Bijψ¯iψ¯j
]
. (3.24)
Thus the supersymmetric sigma-model on a manifold with boundary is characterized by the tripel
(K,B,w).
4 Boundary conditions from stationarity of the action
As is well-known, the (classical) action of a field theory encodes the field equations and boundary
conditions. Indeed, in order to obtain the field equations upon varying the action, one has to
perform some partial integrations. This generate boundary terms. Stationarity of the action
requires the vanishing of the bulk terms, which yields the Euler-Lagrange field equations, and
of the boundary terms, which yields boundary conditions. In general, one can add a boundary
action (respecting the various symmetries) which, upon variation, yields extra boundary terms
and, hence, modifies the boundary conditions. These boundary conditions should also ensure
the conservation of the (appropriately modified) total energy and the components of the total
momentum that are parallel to the boundary.
In this section, after briefly looking at the simple example of a single scalar field, we will carry
out this program for our supersymmetric non-linear sigma-model action S = S(2)+Ŝ. (Henceforth,
“supersymmetric” means invariant under the two supersymmetries preserved by the boundary, i.e.
satisfying ¯ = σn.) We will identify the boundary terms generated upon varying the fields and
express them entirely in terms of the boundary superfields. This leads to simple supersymmetric
boundary conditions. Adding a general supersymmetric boundary action SB of the form (3.22),
we can generate extra boundary terms and obtain general supersymmetric boundary conditions.
More precisely, we will show that for every SB, consistent supersymmetric boundary conditions
are obtained as solutions of a set of partial differential equations involving B and the first deriva-
tives of the Ka¨hler potential. (For a single chiral superfield one just has an ordinary differential
equation.) Conversely, every supersymmetric boundary condition is shown to determine (modulo
an integrability condition) an appropriate (non-unique) boundary action SB. This integrability
condition has a nice geometric interpretation: it states that, on the Ka¨hler manifold, the boundary
conditions must define a Lagrangian submanifold We provide many examples of boundary actions
and boundary conditions they determine, and vice versa. The whole discussion of boundary con-
ditions will be in terms of boundary superfields and, hence, will be manifestly supersymmetric. It
will also be manifestly covariant with respect to arbitrary holomorphic field redefinitions of the
non-linear sigma model. We will also show that the total energy (possibly including a boundary
11
energy), as well as the two tangential components of the total momentum are indeed conserved,
once the bulk equations of motion and the boundary conditions are imposed.
A remark on notation: in this section we will consider arbitrary field variations, denoted again
by δz, δψ etc. These are not meant to be the susy variations. Similarly, δS will denote the
variation of an action under these field variations.
4.1 A warm-up exercice: a single scalar field
It is instructive to first recall the case of a single scalar field with bulk action
Sbulk =
∫
M
d4x
[
1
2
K(ϕ) ∂µϕ∂
µϕ− V (ϕ)
]
. (4.1)
Upon varying the field ϕ one gets
δSbulk =
∫
M
d4x [. . .]δϕ−
∫
∂M
d3xK(ϕ)∂nϕδϕ , (4.2)
where [. . .] = 0 is the Euler-Lagrange field equation for ϕ. Requiring δSbulk = 0 then implies this
field equation and a boundary condition on ϕ such that the boundary term vanishes. Clearly, the
latter is either ∂nϕ|∂M = 0 (Neumann) or δϕ|∂M = 0, i.e. ϕ|∂M = const (Dirichlet). Let us insist
that we have two possibilities and the boundary conditions are not determined uniquely.
We can add an extra boundary action (which can depend on ϕ and ∂nϕ since both are 2 + 1
dimensional scalar fields)
Sbound =
∫
∂M
d3x b(ϕ, ∂nϕ) ⇒ δSbound =
∫
∂M
d3x
(
∂1b(ϕ, ∂nϕ) δϕ+ ∂2b(ϕ, ∂nϕ) ∂nδϕ
)
,
(4.3)
where ∂1b and ∂2b denote the derivatives of b with respect to its first and second arguments.
Vanishing of the total boundary term now requires (on ∂M)(
∂1b(ϕ, ∂nϕ)−K(ϕ)∂nϕ
)
δϕ+ ∂2b(ϕ, ∂nϕ) ∂nδϕ = 0 . (4.4)
This can only be satisfied if there is a relation between ϕ and ∂nϕ on ∂M, i.e. a boundary
condition.
Let us first assume that the boundary condition does not involve ∂nϕ. It is then of the
form h(ϕ) = 0 which is generically solved with ϕ equal to one of the roots of h. Hence this
is a Dirichlet condition and implies δϕ = 0. Relation (4.4) then implies ∂2b(ϕ, ∂nϕ) = 0, i.e.
Sbound =
∫
∂M d
3x b˜(ϕ).
If the boundary condition does involve ∂nϕ, generically we can solve it as ∂nϕ = g(ϕ) which
implies δ∂nϕ = g
′(ϕ)δϕ . For g = 0 this is a Neumann condition, while for general g it could be
called a mixed boundary condition. Equation (4.4) then gives
(
∂1b(ϕ, g(ϕ)) − K(ϕ)g(ϕ)
)
δϕ +
∂2b(ϕ, g(ϕ)) g
′(ϕ)δϕ = 0, which can be rewritten as5
d
dϕ
b(ϕ, g(ϕ)) = K(ϕ) g(ϕ) . (4.5)
5For g 6= 0 one cannot have a Dirichlet condition and, hence, we can regard δϕ as the unconstrained variation.
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We see that for given function b, i.e. for given boundary action SB, the boundary condition,
i.e. the function g, is determined as a solution of this generally non-linear ordinary differential
equation.6 If one had several scalar fields, one would similarly get a set of non-linear partial
differential equations. The non-linearity implies again that, in general, there are several solutions.
One can ask whether one could add a boundary action involving higher, e.g. second order nor-
mal derivatives like
∫
∂M d
3x a(ϕ, ∂nϕ, ∂
2
nϕ) to obtain a boundary condition like ∂
2
nϕ = f(ϕ, ∂nϕ).
Going through a similar analysis as before, instead of (4.5) one now gets two partial differential
equations: ∂
∂x
a(x, y, f(x, y)) = K(x) y and ∂
∂y
a(x, y, f(x, y)) = 0. These two equations are in-
compatible, showing that boundary conditions involving second-order normal derivatives cannot
follow from a variational principle. Obviously, the same conclusion applies for even higher-order
normal derivatives.
Another, maybe more physical aspect of boundary conditions is that they should ensure con-
servation of energy and momentum. Of course, the presence of the boundary breaks translational
invariance in the xn-direction and we only expect P µˆ, i.e. the total energy and the total tangential
momenta to be conserved7. We will see that the boundary conditions determined by b(ϕ, ∂nϕ) are
exactly such that the naive momenta P µˆ, µˆ 6= 0 are conserved and that P 0 is conserved once we
add the “boundary energy”
∫
d2x b.
First note that translational invariance in all four space-time directions of the bulk Lagrangian
L = 1
2
K(ϕ)∂µϕ∂
µϕ− V (ϕ) and the Euler-Lagrange field equations imply
∂µT
µ
ν = 0 , T
µ
ν =
∂L
∂ ∂µϕ
∂νϕ− δµν L (4.6)
everywhere in M, even on the boundary ∂M. In particular, we have Tnνˆ = K(ϕ) ∂nϕ∂νˆϕ. Simi-
larly, translational invariance in the three boundary directions xµˆ of the “boundary Lagrangian”
b(ϕ, ∂nϕ) (i.e. no explicit dependence on x
µˆ), together with the boundary condition ∂nϕ = g(ϕ)
imply ∂νˆ b(ϕ, ∂nϕ) = ∂νˆ b(ϕ, g(ϕ)) = ∂νˆϕ
d
dϕ
b(ϕ, g(ϕ)) = ∂νˆϕK(ϕ)g(ϕ) , where we used (4.5) in
the last step. This, together with the boundary condition, shows that on the boundary Tnνˆ is a
total derivative:
Tnνˆ = K(ϕ) g(ϕ)∂νˆϕ = ∂νˆ b on ∂M . (4.7)
We now define the total energy and momenta P νˆ as
P νˆ =
∫
xn≤0
d3xT 0νˆ − g0νˆ
∫
xn=0
d2x b . (4.8)
Clearly, −b plays the roˆle of a “boundary potential” and must contribute to the total energy.
Then, using ∂µT
µνˆ = 0, we have
d
dt
P νˆ =
∫
xn=0
d2x
(
−T nνˆ − g0νˆ∂0b
)
=
∫
xn=0
d2x
(
+∂ νˆb− g0νˆ∂0b
)
= 0 . (4.9)
Indeed, for νˆ = 0 the integrand vanishes, while for νˆ 6= 0 the integrand is a total derivative in one
of the two tangential directions so that the integral vanishes, too.
6As a simple example, consider b(ϕ, ∂nϕ) =
1
γϕ∂nϕ and K = 1. Then the differential equation (4.5) is solved
by g(ϕ) ∼ ϕγ−1, i.e. a boundary condition ∂nϕ ∼ ϕγ−1. Conversely, for given g it is not difficult to find an
appropriate function b(x, y) such that g is a solution of (4.5): any bα with bα(x, y) =
(
y
g(x)
)α ∫ x
dx′K(x′)g(x′)
does the job. Let us note that for α = 0 the same b allows for both, ∂nϕ = g(ϕ) and for Dirichlet conditions.
7Recall that µˆ 6= n
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***
In the remainder of this section, we will apply similar arguments to the supersymmetric sigma-
model starting from our supersymmetric action S = S(2) + Ŝ.
4.2 Boundary terms from varying S + SB
To begin with, we determine the boundary terms that result from varying the fields in S = S(2) +Ŝ
and doing the partial integrations. Of course, since Ŝ is a boundary action it only contributes to
the boundary term and not to the field equations. Schematically, calling the fields ξa, we have
δS(2) =
∫
M
d4x (eom)a δξ
a +
∫
∂M
d3x Σ(2) , δŜ =
∫
∂M
d3x Σ̂ , (4.10)
where (eom)a is the Euler-Lagrange field equation for the a
th field ξa, and
∫
∂M d
3x (Σ(2) +Σ̂) is the
boundary term we want to determine. Since the total action S is supersymmetric, its variation
δS necessarily also is supersymmetric. However, the bulk and the boundary terms have no reason
to be separately supersymmetric, and indeed they will turn out not to be. Nevertheless, if the
field equations are satisfied everywhere in the bulk (and hence also on the boundary) the bulk
term vanishes and the boundary term must be supersymmetric by itself. In fact, we will find that
we do not need to impose all field equations, it will be enough to impose the (algebraic) field
equations for the auxiliary fields in order to make the boundary term supersymmetric. Imposing
a bulk field equations on the boundary term certainly does not constitute any restriction when
requiring that the total variation of the action vanishes: the bulk and boundary terms both have
to vanish. Vanishing of the first gives the field equations of motion and we can certainly use them
at the boundary to simplify the boundary term.
The boundary term Σ(2) arise from the partial integrations, and to determine it, it is enough
to look at the D-term (3.5). We find
Σ(2) =
{
−δzi
(
Kji ∂nz¯j −
i
2
Kkijψ
jσnψ¯k
)
+
i
2
Kji δψ
iσnψ¯j
}
+ h.c. . (4.11)
Next, from (3.20) we get, after slightly rearranging the terms
Σ̂ =
{
− i
2
Kji δz
i(f¯j + i∂nz¯j) +
i
2
Kij δz
i(f j − i∂nzj) + i
2
Kj δ(f
j − i∂nzj)
+i δzi
(
wi − 1
4
K lmi ψ¯lψ¯m
)
+
i
4
Kilmδz
iψlψm +
i
2
Kjkδψ
jψk
}
+ h.c. (4.12)
Comparing with (2.20) one sees that the combinations (f j − i∂nzj) and (f¯j + i∂nz¯j) are exactly
those appearing in the boundary superfields. On the other hand, Σ(2) contains a ∂nz¯j without the
corresponding f¯j which is the reason why we cannot rewrite the sum Σ
(2) +Σ̂ in terms of boundary
superfields and their variations. Indeed, as it stands, Σ(2) + Σ̂ is not supersymmetric. We now use
the algebraic field equations for the auxiliary fields. They read
Kijf
j = wi − 1
2
Kijkψ
jψk , Kji f¯j = wi −
1
2
Kjki ψ¯jψ¯k , (4.13)
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which allows us to rewrite wi − 14K lmi ψ¯lψ¯m = Kji f¯j + 14K lmi ψ¯lψ¯m. Then
(Σ(2) + Σ̂)
∣∣∣
f−eom =
i
2
{
δzi
[
Kji (f¯j + i∂nz¯j) +Kij (f
j − i∂nzj) + 1
2
K lmi ψ¯lψ¯m +
1
2
Kilm ψ
lψm
+Kmil ψ
lσnψ¯m
]
+ Ki δ(f
i − i∂nzi) +Kji δψiσnψ¯j +Kij δψiψj
}
+ h.c. (4.14)
This can now be compactly rewritten in terms of the boundary superfields φi, φ¯i, cf (2.20), and
their variations as
(Σ(2) + Σ̂)
∣∣∣
f−eom =
∫
d2θ
(
− i
2
δφiKi
(
φj, φ¯k
)
+
i
2
δφ¯iK
i
(
φj, φ¯k
))
, (4.15)
which now is manifestly supersymmetric. It is perhaps useful to stress that this boundary term
is a function of the boundary superfields only and not of their (normal) derivatives. Of course,
when expanding in components, ∂nz is present in the boundary term, see (4.14). It is important
that the appearance of ∂nz is entirely determined by the expansion of the boundary superfield φ,
cf (2.20). This results in a more rigid structure of the boundary term than is the case for a non-
supersymmetric theory like the scalar example discussed in the previous subsection. Note that for
a canonical Ka¨hler potential and a single chiral superfield e.g. one simply has (Σ + Σ̂)
∣∣∣
f−eom =∫
d2θ
(
− i
2
δφ φ¯+ i
2
δφ¯ φ
)
.
As discussed in the previous section, we have the freedom to add to S = S(2) + Ŝ a susy
invariant boundary action SB that could depend a priori on the boundary superfields φ
i and φ¯i,
as well as their (super)derivatives. However, it is easy to convince oneself that any (2+1 Poincare´
invariant) occurrence of such derivatives in SB will either lead to boundary terms involving second
normal derivatives like ∂2nz or involving ∂µˆ∂
µˆz (which is related by the bulk field equations to ∂2nz).
Such higher derivative boundary terms will require corresponding “higher-derivative” boundary
conditions (involving e.g. ∂nφ, and hence ∂
2
nz in components) which are inconsistent, as discussed
above. Hence, we only allow to add a boundary action of the form (3.22), with the function B
only constrained by a reality condition:
SB =
∫
∂M
d3x
∫
d2θ B(φl, φ¯k) ,
[
B(zl, z¯k)
]∗
= B(zl, z¯k) . (4.16)
Variation of SB then yields additional boundary terms: δSB =
∫
∂M d
3xΣB with
ΣB =
∫
d2θ
(
Bi(φ
l, φ¯k) δφ
i +Bi(φl, φ¯k) δφ¯i
)
(4.17)
Combining with (4.15) the complete boundary term reads
(Σ(2)+Σ̂)
∣∣∣
f−eom+ ΣB =
∫
d2θ
[
δφi
(
Bi(φ
l, φ¯k)− i
2
Ki
(
φj, φ¯k
))
+ δφ¯i
(
Bi(φl, φ¯k) +
i
2
Ki
(
φj, φ¯k
))]
.
(4.18)
4.3 Boundary conditions
Boundary conditions must relate the φ¯j and the φ
i in such a way that (4.18) vanishes. Obviously,
such boundary conditions will be manifestly supersymmetric.
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4.3.1 Wess-Zumino model
To begin with, let us look at the simplest case of a single chiral field with canonical Ka¨hler
potential and B = 0 (Wess-Zumino model). As noted above, in this case (4.18) reduces to∫
d2θ
(
− i
2
δφ φ¯+ i
2
δφ¯ φ
)
which should vanish by the boundary condition. The latter must be of
the form
φ¯ = G(φ) . (4.19)
Indeed, the only condition not relating φ¯ to φ that could lead to a vanishing of the boundary terms
would be δφ = δφ¯ = 0, implying that φ is constant on the boundary and, hence, z, ψ and ∂nz+ if
are all constant on the boundary. Since the auxiliary field f has to be replaced by w¯′ in the
end, this would imply that z and ∂nz are fixed on the boundary, which is too strong and would
eliminate all dynamics in the bulk. Thus any physically acceptable supersymmetric boundary
condition must relate φ and φ¯. Such a condition can always be solved, at least locally, in the
form (4.19). Furthermore, the function G cannot be arbitrary. Taking the hermitian conjugate of
(4.19) we see that the inverse function must equal the complex conjugate function:
G−1 = G∗ . (4.20)
We will call functions G(z) that satisfy this relation admissible functions.8 Now, (4.19) implies
δφ¯ = G′(φ)δφ and we see that the boundary term vanishes provided (−G(φ) + G′(φ)φ)δφ = 0.
We have just seen that δφ cannot be zero, and we get a simple linear differential equation for the
function G in one (complex) variable:
G(z) = z G′(z) , (4.21)
with admissible solution G(z) = eiδz, so that the boundary condition is
φ¯ = eiδφ . (4.22)
4.3.2 N superfields with arbitrary Ka¨hler potential and B = 0
Let us now discuss the general supersymmetric sigma model but not yet adding the extra boundary
term, i.e. keeping B = 0. In this case the boundary conditions must be such that (4.15) vanishes.
This will require N relations between the φi and the φ¯j, which we could write as g(i)(φ
j, φ¯k) =
0, i = 1, . . . N . Possibly after taking appropriate linear combinations, the g(i) are real-valued
functions. Again, these conditions must be such that we can solve them (at least locally) to
express all φ¯j as functions of the φ
k, or else a subset of the φi would satisfy some condition
f(φi) = 0 which would again lead to too strong boundary conditions. Hence, at least in principle,
we can write the boundary conditions as
φ¯i = Gi(φ
j) (4.23)
Again, the complex conjugate functions must give the inverse relations. This constraint is best
written in terms of the matrices of partial derivatives
Gi,j(Gj,k)
∗ = δki , Gi,j =
∂Gi
∂zj
. (4.24)
8Sometimes, one has to impose further conditions on G. For example, G(z) = γz does satisfy (4.20), but the
condition z¯ = G(z) only makes sense for γ > 0.
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The boundary conditions (4.23) imply for the field variations δφ¯i = Gi,j δφ
j so that the boundary
term (4.15) vanishes if
Ki(z
l, Gk(z
l))−Gm,i(zl) Km(zl, Gk(zl)) = 0 . (4.25)
For given Ka¨hler potential K, these are N partial (in general non-linear) differential equations for
the N function Gm. A simple consistency condition can be obtained by taking the derivatives with
respect to zj and antisymmetrizing in i and j. This yields the following integrability condition on
the boundary conditions and Ka¨hler metric9 evaluated at z¯m = Gm(z
l):(
Kki Gk,j
)∣∣∣
z¯m=Gm(zl)
=
(
Kkj Gk,i
)∣∣∣
z¯m=Gm(zl)
. (4.26)
This integrability condition actually has a nice geometrical interpretation: Kji is the Ka¨hler metric
on the scalar manifold which is the N -complex dimensional manifold with “complex coordinates”
zi et z¯i. The Ka¨hler 2-form is given by K = Kki dzi ∧ dz¯k. The boundary conditions z¯i = Gi(zj)
constitute N real conditions and hence select an N -real dimensional submanifold L. The pullback
of the Ka¨hler form to this submanifold then is
K
∣∣∣L = Kki dzi ∧Gk,jdzj∣∣∣z¯m=Gm(zl) = 12
(
Kki Gk,j −KkjGk,i
) ∣∣∣
z¯m=Gm(zl)
dzi ∧ dzj . (4.27)
We see that the integrability condition (4.26) is equivalent to the vanishing of K
∣∣∣L which is the
statement that the submanifold L defined by the boundary conditions is a Lagrangian submanifold.
Let us note that the entire discussion of boundary conditions is manifestly covariant with
respect to holomorphic field redefinitions Φ˜i = F i(Φj) (and ¯˜Φi = Fi(Φ¯j) with Fi ≡ F¯ i ≡ (F i)∗).
Indeed, the Ka¨hler potential simply transforms as K˜(z˜l, ¯˜zk) = K(z
l, z¯k) so that Ki = M
j
i K˜j and
Km = M
m
n K˜
n where M ji ≡ M(z) ji = ∂F
j(z)
∂zi
and M
m
n ≡ M(z¯)mn = (M(z)) nm . The boundary
condition z¯i = Gi(z
j) becomes ¯˜zi = G˜i(z˜
l) where G˜i(z˜
l) = Fi
(
Gj((F
−1)k(z˜l))
)
≡ G˜i(z˜l). It follows
that G˜i,l =
∂
∂z˜l
G˜i is given by G˜i,l = (M
−1) kl Gj,kM
j
i or equivalently Gj,k = M
l
k G˜i,l (M
−1
)i j so
that indeed the l.h.s. of the boundary condition (4.25) transforms as
Ki −Gm,iKm = M ji
(
K˜j − G˜n,jK˜n
)
. (4.28)
Actually one can use this freedom to do holomorphic field redefinitions to go to “coordinates” in
which the boundary conditions are simply ¯˜zi = z˜
i. Said differently, we can find new holomorphic
coordinates such that the Lagrangian submanifold determined by the boundary conditions is
simply characterized by vanishing imaginary parts of the z˜i. Of course, this might be at the price
of generating some complicated K˜i, K˜
m, etc. To achieve this, it is enough to let
z˜i ≡ F i(zl) = λzi + λ¯Gi(zl) , λ ∈ C , (4.29)
where λ should be chosen such that this is invertible (except possibly at points where F i might
have poles or cuts). Then, indeed, the condition z¯i = Gi(z
l) translates into ¯˜zi = z˜
i. Note that
9A sufficient condition on the Ka¨hler potential for (4.25) and hence also (4.26) to be satisfied is K(zl, z¯k) =
K(G∗l (z¯), Gk(z)), stating that the Ka¨hler potential is “invariant” under z¯j → Gj(z), zi → G∗i (z¯). Indeed, taking
∂
∂zi of this relation and setting z¯k = Gk(z) yields (4.25).
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this field redefinition (4.29) is not the only one that trivializes the boundary conditions: any˜˜zi = F˜ i(z˜j), such that the ˜˜zi are real whenever the z˜i are real, does the job.
Let us finish this subsection by considering a large class of Ka¨hler potentials of the form
K(zl, z¯k) = k(z
lz¯l) . (4.30)
This includes the canonical Ka¨hler potential, as well as the standard Ka¨hler potential on CPN .
Then k′ drops out of (4.25) which reduces to Gi = zmGm,i. This is solved by
Gj(z
l) = Njkz
k , N∗ = N−1 . (4.31)
with a constant symmetric matrix N . In the simplest cases, N is diagonal and then simply
Gj(z
l) = eiδjzj with the δj arbitrary constant phases.
4.3.3 General boundary conditions from adding an invariant boundary action SB
In this subsection, we will study the boundary conditions that can be obtained if we add the
additional boundary action SB. Now the boundary conditions φ¯i = Gi(φ
j) must be such that
the full boundary term (4.18) vanishes. Inserting δφ¯i = Gi,j δφ
j into this boundary term we
get Bi − i2Ki + Gj,i(Bj + i2Kj) = 0. It is understood that all quantities are evaluated with the
boundary conditions imposed, i.e. Ki ≡ Ki(φl, Gk(φl)), etc. Hence, these are N partial differential
equations in the N variables φi. Equivalently, we can call these variables just zi. Thus, after a
slight rearrangement, our equations finally read
∂
∂zi
B
(
zl, Gk(z
l)
)
=
i
2
[
Ki
(
zl, Gk(z
l)
)
−Gm,i(zl) Km
(
zl, Gk(z
l)
)]
, (4.32)
or, equivalently
∂
∂zi
[
B
(
zl, Gk(z
l)
)
+
i
2
K
(
zl, Gk(z
l)
)]
= iKi
(
zl, Gk(z
l)
)
, (4.33)
Again, there is an integrability condition: if we take ∂
∂zj
and antisymmetrize in i and j, the left
hand side obviously vanishes. For the right hand side, this implies the same condition (4.26) as
we already derived above for vanishing B. Again, the submanifold determined by the boundary
conditions must be a Lagrangian submanifold.
If this integrability condition is satisfied, we can find a function B˜(zl) such that its derivatives
give the right hand side of (4.32). The non-trivial question is whether this function B˜(zl) can be
written as B(zl, Gk(z
l)) with B(zl, z¯k) real for any complex z
l. This is indeed the case and the proof
is given in appendix B. Actually, in general, there are many ways to extend B(zl, Gk(z
l)) defined
on the Lagrangian submanifold to a real B(zl, z¯k) on the whole Ka¨hler manifold. Thus given any
set of boundary conditions that defines a Lagrangian submanifold of the Ka¨hler manifold, we can
find a family of appropriate real functions B(zi, z¯i) and corresponding boundary actions SB.
Conversely, for given B, an admissible solution {Gj(zl)}j=1,...N must now satisfy (4.24). We
will show again in appendix B that we can always find a solution of the differential equation
(4.32) that satisfies (4.24). Actually, since the differential equations are non-linear, one typically
has several “branches” of solutions.10 We will see some explicit examples below.
10This is somewhat similar to what happened for a single scalar field with b = 0 where the non-linear condition
∂nϕ δϕ = 0 has two branches of solutions: ∂nϕ = 0 (Neumann) and ϕ = const (Dirichlet).
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Note again that our equations (4.32) and (4.33) are perfectly covariant under arbitrary holo-
morphic field redefinitions. In particular, B˜(z˜l, ¯˜zk) = B(z
l, z¯k) and one finds again that both sides
of the equations transform with the same matrix M defined above. As before, the field redefinition
(4.29) allows us to always achieve φ˜i = φ˜
i.
Let us summarize: we have shown how the boundary conditions on the superfields are deter-
mined via (admissible) solutions of some differential equations that involve the Ka¨hler potential
and the function B of the boundary action. We have shown that for any real B one gets corre-
sponding supersymmetric boundary condition(s), and that for any given supersymmetric boundary
condition that defines a Lagrangian submanifold, one can always find a (family of) corresponding
real B.
4.4 Examples of susy boundary conditions
We will now give various more or less non-trivial examples of boundary conditions determining
appropriate boundary actions and, conversely, of boundary actions determining the boundary
conditions. We have already discussed above boundary conditions corresponding to a vanishing
boundary action SB. Most often, we will simply write the boundary conditions as z¯i = Gi(z
j) but
one should keep in mind that this is a relation for the full boundary superfields: φ¯i = Gi(φ
j).
4.4.1 A single chiral superfield with canonical Ka¨hler potential
We first look at the simplest case of a single chiral superfield with canonical Ka¨hler potential
K(z, z¯) = z¯z, i.e. the Wess-Zumino model to which we add the boundary action SB. The
differential equation (4.32) then simply is
d
dz
B(z,G(z)) =
i
2
(G(z)− z G′(z)) . (4.34)
4.4.1.1
Generically, we do not know how to solve the differential equation (4.34) for arbitrary (real)
B(z, z¯). However, if
B(z, z¯) = F (|z|2) , (4.35)
with a real function F , equation (4.34) becomes d
dz
[
−iF (z G(z)) + 1
2
zG(z)
]
= G(z) . Introducing
Ĝ(z) = z G(z), this is immediately integrated as −i ∫ Ĝ F ′(ξ)dξ
ξ
+ 1
2
log Ĝ = log z. Hence the
boundary condition is
φ¯ = φ exp
(
2iH(φφ¯)
)
, with H(x) =
∫ x
F ′(ξ)
dξ
ξ
. (4.36)
This is like (4.22) except that now the phase δ no longer is a constant but a function of the real
superfield φφ¯. Conversely, given a boundary condition like this with any real function H(x), the
appropriate boundary action is given by (4.35) with F (x) =
∫ xH ′(ξ)ξdξ.
4.4.1.2
Suppose we have a linear boundary condition
aφ+ a¯φ¯ = γ (γ ∈ R) ⇒ G(z) = γ
a¯
− a
a¯
z , (4.37)
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Equation (4.34) is trivial to integrate and one gets B(z,G(z)) = i γ
2a¯
z + const. Although this
does not look real, we know that it actually is, provided we choose the constant appropriately.
Indeed, from the condition z¯ = G(z) we have z
a¯
= γ|a|2 − z¯a , so that we can rewrite B(z, z¯)|z¯=G(z) =
iγ
4
(
z
a¯
− z¯
a
)
|z¯=G(z) + i γ24|a|2 + β
(
z
a¯
+ z¯
a
)
|z¯=G(z) − βγ|a|2 + const. Thus, up to the irrelevant constant,
this defines a real function of z and z¯. Hence we arrive at
B(z, z¯) = cz + c¯z¯ with Im(a¯c) =
γ
4
. (4.38)
Note that there is a whole family of functions B since Re(a¯c) is not constrained. Of course, for
γ = 0, the boundary condition is G(z) = −a
a¯
z ≡ eiδz and we can take c = 0, consistently with
(4.22).
4.4.1.3
Next, consider a non-linear (quadratic) boundary condition like z2 − z¯2 + i = 0, which we choose
to solve as z¯ = G(z) =
√
z2 + i. Inserting this in the right hand side of eq. (4.34) and integrating
gives B(z,G(z)) = −1
2
∫ z dζ√
ζ2+i
= −1
2
log
(
z +
√
z2 + i
)
= −1
2
log(z + G(z)). Thus, B(z, z¯) =
−1
2
log(z + z¯). Somewhat more generally, one finds that the boundary condition
a(z + b)2 + a¯(z¯ + b¯)2 = γ , (4.39)
with real γ corresponds to
B(z, z¯) =
i
2
(bz¯ − b¯z)− γ
2|a| log
[√−ia(z + b) +√ia¯(z¯ + b¯)] , (4.40)
up to an irrelevant additive real constant. Note that in the limit γ → 0, (4.39) reduces to a linear
boundary condition and, indeed, (4.40) reduces to (4.38).
4.4.1.4
Finally, consider a boundary condition of the form
|z + b|2 = γ ⇔ z¯ + b¯ = γ
z + b
(γ > 0) . (4.41)
Then G(z) = γ
z+b
− b¯. Inserting this into the right hand side of eq. (4.34) and integrating gives
B(z,G(z)) = i
2
(
γ b
z+b
− b¯z + 2γ log(z + b)
)
+ const. Using γ
z+b
= z¯ + b¯ we can rewrite this as
B(z, z¯) =
i
2
(bz¯ − b¯z)− i
2
γ log
z¯ + b¯
z + b
+ β(z¯ + b¯)(z + b) , β, γ ∈ R , (4.42)
which is manifestly real. Note again that there is a family of functions B parametrised by β.
4.4.1.5
Let us now take the function B of the previous example and see whether (4.41) is the only
corresponding boundary condition. To simplify things, take b = β = 0 so that
B(z, z¯) = − i
2
γ log
z¯
z
. (4.43)
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The differential equation (4.34) for G(z) then becomes γ
(
G′
G
− 1
z
)
+ G − zG′ = 0. If we let
G(z) = γz f(z), this becomes f ′
(
z2 − 1
f
)
= 0. Clearly, there are two branches of solutions. The
first is f = 1
z2
, i.e. G(z) = γ
z
as expected, while the second is f ′ = 0, i.e. G(z) = c z with c = eiδ:
solution 1 : G(z) =
γ
z
, solution 2 : G(z) = eiδ z . (4.44)
Clearly, if γ < 0, only solution 2 is acceptable.
4.4.2 A single chiral superfield with a non-canonical Ka¨hler potential
The differential equation (4.33) now reduces to
d
dz
[
B(z,G(z)) +
i
2
K(z,G(z))
]
= iKz(z,G(z)) , (4.45)
where Kz =
∂
∂z
K(z, z¯).
4.4.2.1
Consider a Ka¨hler potential K and boundary function B of the forms
K(z, z¯) = K(|z|2) , B(z, z¯) = F (|z|2) . (4.46)
The standard Ka¨hler potential on CP1 e.g. is of this form. In analogy with the case of a canonical
Ka¨hler potential studied above (eqs.(4.35) to (4.36)) we find a boundary condition
φ¯ = φ exp
(
2iH(φφ¯)
)
, with H(x) =
∫ x F ′(ξ)
K′(ξ)
dξ
ξ
. (4.47)
4.4.2.2
Next, consider a Ka¨hler potential K and boundary condition of the forms
K(z, z¯) = K(|z|2) , z¯ = γ
z
≡ G(z) . (4.48)
Equation (4.45) then is easily integrated with the result B(z,G(z)) = iγK′(γ) log z + const, so
that
B(z, z¯) =
i
2
γK′(γ) log z
z¯
. (4.49)
4.4.2.3
Now, consider the simple linear boundary condition aφ+ a¯φ¯ = γ for the standard Ka¨hler potential
on CP1. Since the Ka¨hler potential is invariant under the redefiniton z′ = eiδ/2z, z¯′ = e−iδ/2z¯, we
can make a purely imaginary by such a redefinition, and then absorb |a| by redefining γ. Thus
K(z, z¯) = log(1 + zz¯) , G(z) = z + iγ . (4.50)
Integrating (4.45) yields B(z,G(z)) = − i
2
γ√
4+γ2
log
2z+iγ+i
√
4+γ2
2z+iγ−i
√
4+γ2
, which we rewrite, using z+ iγ =
z¯ in the manifestly real form
B(z, z¯) = − i
2
γ√
4 + γ2
log
z + z¯ + i
√
4 + γ2
z + z¯ − i√4 + γ2 . (4.51)
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Note that in the limit where γ = 0, we correctly get a boundary condition z¯ = z and a vanishing
boundary action, B = 0, as discussed above (eqs (4.30) for CPN .
4.4.2.4
One can discuss again the quadratic boundary condition (4.39) of 4.4.1.3 by taking advantage of
our freedom to do arbitrary holomorphic field redefinitions. For simplicity, we let a = i, b = 0
and γ = 1, i.e. the boundary condition is z2 − z¯2 + i = 0. Setting Φ˜ = Φ2 + i
2
(and hence also
for the boundary superfield φ˜ = φ2 + i
2
) transforms the quadratic boundary condition into the
“trivial” linear one: φ˜ = φ˜ ≡ G˜(φ˜). The price one pays is that the new Ka¨hler potential no longer
is canonical but K˜(u, u¯) = K(z, z¯) = zz¯ =
√
(u− i
2
)(u¯+ i
2
) and K˜u =
1
2
√
u¯+ i
2
u− i
2
. The differential
equation (4.45) then yields d
du
B˜(u, u) = i
2
[
K˜u(u, u)− K˜ u¯(u, u) G˜′(u)
]
= −1
2
1√
1+4u2
, with solution
B˜(u, u¯) = −1
2
log
[√
u− i
2
+
√
u¯+ i
2
]
= −1
2
log [z + z¯] ≡ B(z, z¯), which is exactly the B found in
4.4.1.3, demonstrating explicitly for this example the covariance of our differential equation (4.45)
under holomorphic field redefinitions.
4.4.3 Several chiral superfields with arbitrary Ka¨hler potential
We will only look at one rather symmetric class of examples, generalizing (4.46) and (4.47):
K(zl, z¯k) = K(zj z¯j) , B(zl, z¯k) = F (zj z¯j) . (4.52)
This includes, in particular, the standard Ka¨hler potential on CPN . The differential equation
(4.32) or (4.33) then yields
(
F ′(ξ)
K′(ξ) +
i
2
)
∂ξ
∂zj
= iGj, where ξ = z
jGj(z
l). The ansatz Gj(z
l) =
e2iH(ξ)Njkz
k, with a symmetric and unitary constant matrix N , is a solution provided H(ξ) =∫ ξ F ′(x)
K′(x)
dx
x
. Thus, the boundary condition reads
φ¯j = exp
[
2iH(φlφ¯l)
]
Njk φ
k , H(ξ) =
∫ ξ F ′(x)
K′(x)
dx
x
. (4.53)
In particular, z¯j = Njkz
k for B ≡ F = 0 and we recover (4.31).
4.5 Energy momentum conservation and boundary conditions
Just as for the scalar example discussed in the beginning of this section, we will end it by showing
also in the supersymmetric case that the supersymmetric boundary conditions found above are
exactly what is needed to ensure conservation of the total energy and of the two tangential
components of the total momentum.
Again, translational invariance in all four space-time directions of the bulk Lagrangian L(2) =
1
2
[
K(Φi, Φ¯j)
]
D
+ [w(Φi)]F +
[
w(Φ¯j)
]
F¯
as given by eqs (3.5) and (3.6), together with the bulk
Euler-Lagrange field equations imply
∂µT
µ
ν = 0 , T
µ
ν =
∂L(2)
∂ ∂µξa
∂νξ
a − δµν L(2) , (4.54)
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where ξa stands generically for all fields. Explicitly we have
T µν =
(
Kji ∂
µzi∂ν z¯j − i
2
Kji ψ
iσµ∂νψ¯j +
i
2
Kkij ψ
jσµψ¯k∂νz
i
)
+ h.c.− δµν L(2) . (4.55)
In analogy with our discussion of the scalar field case, we expect the conserved total energy and
conserved total tangential momentum to be given by
P νˆ =
∫
xn≤0
d3xT 0νˆ − g0νˆ
∫
xn=0
d2x
(
L̂+
∫
d2θ B(φi, φ¯j)
)
, (4.56)
where L̂ is the integrand of the boundary action Ŝ we had to add to the standard bulk action
S(2), cf eq. (3.19), namely
L̂ = i
2
[
Ki(f
i − i∂nzi) + 1
2
Kijψ
iψj + 2w
]
+ h.c. . (4.57)
Indeed, for νˆ = 0 we expect the total energy to receive contributions from the “boundary poten-
tials” which are −L̂ and − ∫ d2θ B.
Let us now verify that the P νˆ defined in (4.56) are indeed conserved. Using ∂µT
µ
ν = 0 we have
d
dt
P νˆ =
∫
xn=0
d2x
[
−T nνˆ − g0νˆ∂0
(
L̂+
∫
d2θ B(φi, φ¯j)
)]
. (4.58)
To show that this vanishes, consider the equality of the right-hand sides of eqs (4.14) and (4.15)
and replace δφi by ∂νˆφ
i, δzi by ∂νˆz
i, etc. After some rearrangements and using the auxiliary field
equations of motion (4.13), the resulting equality can be written as∫
d2θ
(
− i
2
∂νˆφ
iKi
(
φj, φ¯k
)
+
i
2
∂νˆφ¯iK
i
(
φj, φ¯k
))
= ∂νˆL̂+ T nνˆ
∣∣∣
xn=0
. (4.59)
Using the boundary conditions φ¯i = Gi(φ
l) and the partial differential equations (4.32) which
determine them, the left-hand side of (4.59) is seen to be −∂νˆ ∫ d2θ B(φi, Gj(φl)), so that on the
boundary
T nνˆ = −∂νˆ
(
L̂+
∫
d2θ B(φi, Gj(φ
l))
)
on ∂M . (4.60)
It follows that, provided the boundary conditions are satisfied, the integrand of (4.58) vanishes
for νˆ = 0, while for νˆ 6= 0 it is a total derivative in the boundary plane and the integral again
vanishes. Hence P νˆ as defined by (4.56) is indeed conserved.
5 Susy couplings to new boundary fields
So far, we have given a rather complete description of the non-linear sigma model in the presence
of a boundary. This involved the bulk superfields Φi and corresponding boundary superfields φi,
as well as their hermitian conjugate fields. We introduced possible susy boundary terms of these
same boundary superfields φi. We did not, however, introduce any new degrees of freedom on the
boundary.
It is the purpose of this section to show that it is quite straightforward to also introduce new
boundary superfields ϕA on the boundary and to couple them to the φi, in a supersymmetric way.
We will first quickly recall the 2 + 1 dimensional sigma model action of the ϕA alone, and then
study the effect of possible couplings to the φi.
23
5.1 Susy sigma-model in 2+1 dimensions
As discussed in section 2.2, a general boundary superfield has the expansion (cf. (2.16))
ϕ(xµˆ, θ) = ζ(xµˆ) +
√
2θχ(xµˆ)− θθg(xµˆ) . (5.1)
Such a boundary superfield can be complex or real, ϕ¯ = ϕ (in components: ζ¯ = ζ, g¯ = g and
χ¯ = χσn). In the complex case, the real and imaginary parts transform irreducibly under the
2 + 1 dimensional super Poincare´ group and we can consider them separately as real. We will
assume henceforth that all ϕA are real boundary superfields. The 2+1 dimensional supersymmetry
generators Q˜ were given in (2.19): Q˜α = −i ∂∂θα + 2 γ̂µˆαβθβ ∂∂xµˆ with γ̂µˆαβ = γ̂µˆβα = −σµˆαγ˙γ˙δ˙σnβδ˙. They
anticommute with the components of the superderivative
D˜α =
∂
∂θα
− 2i γ̂µˆαβθβ
∂
∂xµˆ
. (5.2)
Acting with this superderivative on a boundary superfield gives another boundary superfield. In
particular, it can be used to construct the “kinetic superfield” as11
−1
4
DαDαϕ = −g −
√
2θ(iΓµˆ∂µˆχ)− θθ ∂µˆ∂µˆζ , (Γµˆ) βα = γ̂µˆαγγβ , (5.3)
The 2 + 1 dimensional susy sigma-model action for these “new” boundary superfields ϕA is given
as
S3 = S
kin
3 + S
ω
3 , (5.4)
with
Skin3 = −
1
4
∫
d3x
∫
d2θ HA(ϕ
B)DαDαϕ
A
=
∫
d3x hAB
(
∂µˆζA∂µˆζ
B + iχAΓµˆDµˆχ
B + gAgB + ΓACDg
BχCχD
)
, (5.5)
Sω3 = 2
∫
d3x
∫
d2θ ω(ϕ) =
∫
d3x
(
−2ωAgA − ωABχAχB
)
. (5.6)
Here ω is a real boundary superpotential and hAB the (real) metric on the boundary field scalar
manifold, given by hAB =
1
2
(HA,B + HB,A), where we used the standard notation HA,B = ∂BHA.
Furthermore, ΓACD are the Christoffel symbols (not to be confused with the Γ
µˆ matrices) associated
with this metric and they are simply given by ΓACD =
1
2
hABHB,CD. They also appear in the
covariant derivativeDµˆχ
B = ∂µˆχ
B+ΓBCD∂µˆζ
CχD. The kinetic terms provide boundary propagators
for the boundary fields ζA and χA, while the gA are non-propagating auxiliary fields. If one
integrates out these auxiliary fields one gets the on-shell action as can be found e.g. in [18].
5.2 Coupling the new boundary fields to the bulk fields
As extensively discussed and used above, the bulk (anti) chiral superfields Φi (and Φ¯i) give rise to
boundary superfields φi (and φ¯i). We have written down a boundary term SB for these boundary
superfields φi and φ¯i which has exactly the same structure as the boundary superpotential term
11The 2 + 1 dimensional Dirac matrices Γµˆ are such that χΓµˆψ ≡ χαΓµˆβα ψβ = χαγ̂µˆαγψγ ≡ χγ̂µˆψ. They satisfy
ΓµˆΓνˆ = σµˆσ¯νˆ and, hence, by (A.2), the 2 + 1 dimensional Clifford algebra.
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Sω3 defined in (5.6): Indeed, if we define ω(B)
(
φi + φ¯i, i(φ
i − φ¯i)
)
≡ 1
2
B(φi, φ¯i) then ω(B) is a real
boundary superpotential having the real and imaginary parts of φi as its arguments. On the other
hand, we did not add any boundary kinetic term like Skin3 for the φ
i or φ¯i since we did not want
the bulk fields to have an independent propagator on the boundary. We also argued that such
boundary kinetic terms for the φi or φ¯i would lead to boundary terms involving second normal
derivatives and are inconsistent variational principle.
In the presence of the new boundary fields ϕA it is natural to combine B(φi, φ¯j) and ω(ϕ
A)
into a single function B(φi, φ¯j, ϕ
A) so that
SB =
∫
∂M
d3x
∫
d2θ B(φi, φ¯j, ϕ
A) . (5.7)
The full action to consider then is
S + Ŝ + SB + S
kin
3 , (5.8)
with S + Ŝ the minimal susy invariant action determined in section 3, and Skin3 given by (5.5).
We can now repeat the analysis of section 4 and ask which boundary conditions will ensure
stationarity of the action when the field equations are satisfied. First consider the new fields ϕA.
They are purely 2 + 1 dimensional fields on ∂M, and since ∂M has no boundary, vanishing of the
δϕA-terms will simply lead to their 2 + 1 dimensional field equations. Of course, the latter will
also involve φi and φ¯j. On the other hand, requiring the variation of the action with respect to
the Φi and Φ¯j to vanish, now leads to exactly the same bulk field equations as before, but also to
boundary conditions that now can depend on the new boundary fields. Indeed, the vanishing of
the boundary terms now relates the function B(zl, z¯k, ζ
B) to boundary conditions of the form
φ¯j = Gj(φ
i, ϕA) (5.9)
via the differential equation
∂
∂zi
B
(
zl, Gk(z
l, ζB), ζB
)
=
i
2
[
Ki
(
zl, Gk(z
l, ζB)
)
−Gm,i(zl, ζB) Km
(
zl, Gk(z
l, ζB)
)]
. (5.10)
This equation is no more difficult to analyze in the presence of the new boundary superfields
than in their absence. It is clear that the ζB appear in (5.10) and in the boundary condition
z¯j = Gj(z
i, ζA) only as additional real parameters. Thus they play no different role from any of
the real parameters appearing in our examples like e.g. γ in (4.39) and (4.40) or in (4.41) and
(4.42).
For example, for a single chiral bulk superfield with a canonical Ka¨hler potential and a single
“new” real boundary superfield ϕ, the following choice of boundary action
SB =
∫
∂M
d3x
∫
d2θ
[
− i
2
ϕ log
φ¯
φ
]
(5.11)
leads to either of the two boundary conditions
φ¯ φ = ϕ or φ¯ = eiδ φ on ∂M . (5.12)
To show the conservation of the total energy and tangential components of the total momentum
proceeds similarly as in the previous section. Of course, the new fields ϕA now also have their
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own three-dimensional energy-momentum tensor T νˆ(3)µˆ which needs to be included. More precisely,
if we let Skin3 =
∫
∂M d
3xL(3) then T νˆ(3)µˆ is computed from L(3) only. The fact that L(3) does not
depend explicitly on xµˆ, together with the Euler-Lagrange field equations for ϕA imply
∂µˆT
µˆ
(3)νˆ =
∫
d2θ ∂νˆϕ
A ∂
∂ϕA
B(φi, φ¯j, ϕ
C) . (5.13)
We continue to call T µν the bulk energy-momentum tensor for the Φ
i and Φj as defined in (4.55).
It still satisfies (4.59), but the boundary conditions now also involve the ϕA so that (4.60) is
modified to
T nνˆ = −∂νˆ
(
L̂+
∫
d2θ B(φi, Gj(φ
l, ϕC), ϕC)
)
+
∫
d2θ ∂ νˆϕA
∂
∂ϕA
B(φi, Gj(φ
l, ϕC), ϕC) on ∂M .
(5.14)
We then define
P νˆ =
∫
xn≤0
d3xT 0νˆ +
∫
xn=0
d2x
[
T 0νˆ(3) − g0νˆ
(
L̂+
∫
d2θ B(φi, φ¯j, ϕ
A)
)]
. (5.15)
Using ∂µT
µνˆ = 0, eqs (5.13), (5.14) and
∫
xn=0 d
2x ∂tˆT
tˆνˆ
(3) = 0 (where tˆ labels the two tangential
directions), as well as the boundary conditions, we get
d
dt
P νˆ =
∫
xn=0
d2x
[
∂ νˆ
(
L̂+
∫
d2θ B
)
− g0νˆ ∂0
(
L̂+
∫
d2θ B
)]
, (5.16)
where the terms involving ∂νˆϕ
A ∂B
∂ϕA
have cancelled. As before, we see that the P νˆ are conserved.
6 Permeable walls
We now want to apply our formalism to study junctions between two domains, say D1 = {x ∈
R4|xn ≤ 0} and D2 = {x ∈ R4|xn ≥ 0} that meet on a common boundary or wall which we will
call W , see Fig. 1. Such a situation might be thought of as a generalization of the low-energy
effective theory of the domain wall example mentioned in the introduction and studied further in
appendix C. In each domain, we consider a collection of chiral superfields with some non-linear
sigma-model action, and a priori unrelated Ka¨hler metrics and superpotentials. We want to study
under which conditions this combined system is still supersymmetric and, in particular, which are
the supersymmetric matching conditions one can impose across the wall. One trivial possibility
is to have just two separate sigma-models, each with its own boundary conditions, not involving
the other fields, and the boundary action SB just being the sum of the two independent boundary
actions. Such boundary conditions might be called “purely reflective” and the wall “impermeable”.
In this section, we will study the more interesting case with “(partly) transmissive” boundary
conditions, where the two sets of fields interact through a permeable wall. This is achieved by
taking a general boundary action SB that couples both types of boundary fields.
The present situation can be mapped, via a folding procedure, to the one discussed in the
previous sections. More precisely, on can map all fields defined in D2 to some mirror fields defined
in D1 and then study the system of the original fields and the mirror fields in the single domain
D1 with boundary W as we did in the previous sections. Alternatively, one can just do a direct
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analysis of the coupling of the two sigma-models. While both lead to the same result, of course,
we will only present the direct analysis which at present is a bit more straightforward.
We will end this section with several explicit and rather non-trivial examples, matching e.g.
sigma models with different Ka¨hler potentials on different scalar manifolds and with different
superpotentials. Note that the whole discussion of the present section can also be immediately
generalized to several domains Dp separated by parallel walls Wp,p+1.
6.1 Analysis of the matching conditions
We continue to call Φi and zi, ψi, f i the (super) fields living on D1, i.e. “on the left”, while we
denote Φ̂a and ẑa, ψ̂a, f̂a those living on D2, i.e. “on the right”, see Fig 1. Similarly, we write K
and w, resp. K̂ and ŵ for the Ka¨hler potentials and superpotentials.
^
fψi i i ψ fz a a a^
^ ^
xn
D1 D2W
K    w                         K   w^
z
Figure 1: Two different sigma-models living on adjacent space-time domains D1 and D2 separated
by a common boundary W .
To begin with, the total bulk action then is
S =
∫
D1
d4x
(
1
2
[
K(Φi, Φ¯j)
]
D
+
[
w(Φi)
]
F
+
[
w¯(Φ¯i)
]
F¯
)
+
∫
D2
d4x
(
1
2
[
K̂(Φ̂a, ¯̂Φb)
]
D
+
[
ŵ(Φ̂a)
]
F
+
[
¯̂w( ¯̂Φa)
]
F¯
)
. (6.1)
Just as in section 3.2, the susy variation of each of the two terms will produce a boundary term,
but due to the opposite orientation of the boundary of D2 the second term comes with an opposite
sign. Restricting ourselves as before to the supersymmetries satisfying ¯ = σn, these boundary
terms are canceled by the susy variation of an appropriate boundary action Ŝ. As in section 3.3,
one finds
Ŝ = −
∫
W
d3x Im
{
Kj(f
j − i∂nzj) + 1
2
Kjkψ
jψk + 2w
}
+
∫
W
d3x Im
{
K̂b(f̂
b − i∂nẑb) + 1
2
K̂abψ̂
aψ̂b + 2ŵ
}
, (6.2)
and then δ(S + Ŝ)
∣∣∣
¯=σn
= 0. Again, one can add a boundary term SB that is susy invariant by
itself and, hence, is written as a boundary superspace integral of an arbitrary real function of all
boundary superfields:
SB =
∫
W
d3x
∫
d2θ B(φi, φ¯j, φ̂
a, φ̂b) , (6.3)
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The function B can also depend on additional real superfields ϕA living only on the boundary,
as discussed in section 5. As we have seen there, for the discussion of the boundary conditions,
these additional fields play the same role as real parameters appearing in the function B and
we will not indicate their possible presence explicitly. It is rather straightforward to generalize
the discussion of supersymmetric boundary conditions to the present situation, resulting in a set
of partial differential equations similar to (4.32). Indeed, the boundary conditions can now be
expressed in terms of the boundary superfields as12
φ¯i = Gi(φ
j, φ̂b) , φ̂a = Ĝa(φ
j, φ̂b) . (6.4)
Vanishing of the boundary terms when varying the action S + Ŝ + SB (and using the auxiliary
field equations of motion) then leads to
∂
∂zi
B
(
zl, Gk, ẑ
c, Ĝd
)
=
i
2
[
Ki
(
zl, Gk
)
−Gm,i Km
(
zl, Gk
)
+ Ĝb,i K̂
b
(
ẑc, Ĝd
)]
∂
∂ẑa
B
(
zl, Gk, ẑ
c, Ĝd
)
=
i
2
[
−K̂a
(
ẑc, Ĝd
)
+ Ĝe,a K̂
e
(
ẑc, Ĝd
)
−Gm,a Km
(
zl, Gk
)]
, (6.5)
where Gm,i ≡ Gm,i(zl, ẑd) ≡ ∂∂ziGm(zl, ẑd), Ĝb,a ≡ Ĝb,a(zl, ẑd) ≡ ∂∂ẑa Ĝb(zl, ẑd), etc.
These partial differential equations again have integrability conditions. Taking ∂
∂zj
of the first
equation and antisymmetrizing in i and j gives back the condition (4.26). Similarly, taking ∂
∂zb
of
the second equation and antisymmetrizing in a and b gives an analogous condition on the Ĝ and
K̂:
K̂eb Ĝe,a = K̂
e
a Ĝe,b , (6.6)
where it is understood that the arguments are as in (6.5) More interestingly, taking ∂
∂za
of the first
equation and subtracting ∂
∂zi
of the second yields
K̂baĜb,i = −KjiGj,a , (6.7)
again with all arguments as in (6.5). This equation provides a matching condition between the
Ka¨hler metrics on both sides of the wall. Of course, if the boundary conditions do not mix the
φi and φ̂a, we have Ĝb,i = Gj,a = 0, and the matching condition (6.7) is trivially satisfied. This
corresponds to “purely reflective” boundary conditions and an “impermeable” wall. In the general
case, however, where Gi and Ĝa depend on both, φ
j and φ̂b, the condition (6.7) is non-trivial. Note,
that we do not get any matching condition on the superpotential. Thus, we can have completely
different superpotentials on both sides of the wall.
Again, we can show that the boundary conditions ensure conservation of the appropriately
defined total energy and tangential components of total momentum. They now get contributions
from both domains:
P νˆ =
∫
xn≤0
d3xT 0νˆ(1) +
∫
xn≥0
d3xT 0νˆ(2) − g0νˆ
∫
xn=0
d2x
(
L̂+
∫
d2θ B
)
, (6.8)
where now L̂ is the integrand of (6.2) and T 0νˆ(1), resp. T 0νˆ(2) are the obvious generalizations of (4.55).
Following exactly the same steps as in section 4.5, one then shows that
d
dt
P νˆ = 0 . (6.9)
12The functions Gi and Ĝa can also depend on the additional ϕ
A but, again, we do not write this out explicitly.
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Instead of solving the boundary conditions to express the φ¯i and φ̂a in terms of the φ
j and φ̂b
as in (6.4), we can choose to solve them to express the φ¯i and φ̂
a in terms of the φj and φ̂b as
φ¯i = Gi(φj, φ̂b) , φ̂a = Ĝa(φj, φ̂b) . (6.10)
This would be the natural choice when applying the folding procedure since the latter acts as
parity (combined with a rotation) and hence exchanges dotted and undotted spinors. Thus by
supersymmetry, the folding must map φ̂a to some φ˜a Then, eqs (6.5) would be replaced by
∂
∂zi
B
(
zl,Gk, Ĝc, ẑd
)
=
i
2
[
Ki
(
zl,Gk
)
− Gm,i Km
(
zl,Gk
)
− Ĝb,i K̂b
(
Ĝc, ẑd
)]
∂
∂ẑa
B
(
zl,Gk, Ĝc, ẑd
)
=
i
2
[
K̂a
(
Ĝc, ẑd
)
− Ĝe,aK̂e
(
Ĝc, ẑd
)
− G ,am Km
(
zl,Gk
)]
, (6.11)
where now Gm,i ≡ Gm,i(zl, ẑd) ≡ ∂∂ziGm(zl, ẑd), Ĝb,i ≡ Ĝb,i(zl, ẑd) ≡ ∂∂zi Ĝb(zl, ẑd), etc. In terms of
the Gi and Ĝa the integrability condition (6.7) now is replaced by
K̂ab Ĝb,i = Kji G ,aj . (6.12)
The differential equations (6.11) can be rewritten in an equivalent but more convenient form as
∂
∂zi
[
B
(
zl,Gk, Ĝc, ẑd
)
+
i
2
K
(
zl,Gk
)
+
i
2
K̂
(
Ĝc, ẑd
)]
= i Ki
(
zl,Gk
)
∂
∂ẑa
[
B
(
zl,Gk, Ĝc, ẑd
)
+
i
2
K
(
zl,Gk
)
+
i
2
K̂
(
Ĝc, ẑd
)]
= i K̂a
(
Ĝc, ẑd
)
. (6.13)
Note again that the functions Gi and Ĝa cannot be arbitrary but must be such that eqs (6.10) are
consistent with their hermitian conjugate equations. This implies the generalization of eq. (4.24),
namely
N N∗ = 1 , N =
( Gi,j G ,bi
Ĝa,j Ĝa,b
)
. (6.14)
In subsection 4.3.2 we remarked that one could always trivialize the boundary conditions, i.e.
find a holomorphic field redefinition such that the boundary conditions become z¯i = z
i. It is still
true that, if one did the folding procedure, one could find such a holomorphic field redefinition.
However, in general it would mix the φi and the mirror images of the φ̂a, i.e. fields living on different
domains (before the folding). Physically this makes no sense and, in the present situation, the
“non-diagonal” G ,bi and Ĝa,j carry physical information, namely they control the permeability of
the wall.
6.2 Examples
It is not difficult to construct explicit examples of such supersymmetric junctions between different
non-linear sigma models in domains D1 and D2. Here, we will first discuss the case of linear
boundary (matching) conditions with canonical Ka¨hler potentials on both sides (where B =
0), and then the more interesting case with different Ka¨hler potentials on each side of the wall
(where B 6= 0). We will find it convenient to use the formulation (6.10)-(6.13) of the boundary
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conditions and matching conditions for the Ka¨hler metric. Note, once again, that if Ĝb,i = G ,aj = 0
the boundary conditions are “purely reflective” and the analysis reduces to the one of section
4 for two separate models. We will not discuss these cases further, but only note that even
in this case one can have some minimal interaction between the two sigma-models by coupling
the fields of each one to some common new boundary superfields ϕA via a boundary action∫
W d
3x
∫
d2θ
[
B1(φ
i, φ¯j, ϕ
A) +B2(φ̂
a, φ̂b, ϕ
A)
]
, with ϕA having also a 3-dimensional kinetic term
Skin3 .
6.2.1 Canonical Ka¨hler potentials and same number of superfields in both domains
Although this is a very simple example, it can still be very interesting since there is no matching
condition on the superpotentials. Hence one can have completely different superpotentials in both
domains.
In subsection 4.4.1 we have studied many linear and non-linear boundary conditions. Here, we
will restrict ourselves to linear boundary conditions:
Gi(zj, ẑb) = Gi,j zj + G ,bi ẑb , Ĝa(zj, ẑb) = Ĝa,j zj + Ĝa,b ẑb , (6.15)
with constant Gi,j,G ,bi , Ĝa,j, Ĝa,b. Then eqs. (6.11) are satisfied with B = 0, provided
Gi,j = Gj,i , Ĝa,b = Ĝb,a , G ,bi = Ĝb,i (6.16)
which amounts to requiring that the matrix N defined in (6.14) is symmetric (and, hence, unitary).
Of course, eqs. (6.16) also ensure that the integrability conditions like (6.12) are satisfied.
For a single chiral superfield with canonical Ka¨hler potential in each domain, N is a unitary,
symmetric 2×2 matrix
(
a b
b d
)
. After appropriate phase rotations of φ and of φ̂, one can assume
a, d > 0. It is then easy to see that one can parametrize N in terms of a single real parameter η
as
N =
1
1 + η2
(
1− η2 2iη
2iη 1− η2
)
with − 1 ≤ η ≤ 1 . (6.17)
In terms of this parameter η, the present linear boundary conditions can be rewritten simply as
φ̂− φ̂ = iη(φ+ φ) , φ− φ = iη(φ̂+ φ̂) . (6.18)
In particular, for the scalars this reads Im ẑ = ηRe z and Re ẑ = − 1
η
Im z. For η 6= ±1 this implies
a change in the complex structure between the two scalar manifolds.
6.2.2 A single superfield in each domain with different Ka¨hler potentials
Now, we want to consider examples where the two theories in D1 and D2 have different Ka¨hler
potentials (as well as different superpotentials). To simplify the discussion, we will first restrict
ourselves to a single chiral superfield in each domain. Also, to simplify the notation, we will write
ξ instead of ẑ for the scalar field in D2. Furthermore, we will only consider Ka¨hler potentials of
the form
K(z, z¯) = K(zz¯) , K̂(ξ, ξ) = K̂(ξξ) . (6.19)
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For example, one can have the standard Ka¨hler potential of CP1 in one domain and a canonical
Ka¨hler potential in the other.
Proceeding in analogy with the examples studied in eqs. (4.35) to (4.36)) and eqs. (4.46) to
(4.47) we make the ansatz
G(z, ξ) = z exp
[
iα ĝ K̂′(ĝ) + 2iH(g)
]
, Ĝ(z, ξ) = ξ exp
[
iα gK′(g) + 2iĤ(ĝ)
]
, (6.20)
where α is some real parameter and g ≡ g(z, ξ) and ĝ ≡ ĝ(z, ξ) are defined as
g = z G(z, ξ) ≡ z z¯ , ĝ = ξĜ(z, ξ) ≡ ξ ξ , (6.21)
as well as B = B(g, ĝ). The differential equations (6.13) relating G, Ĝ and B then read
z
∂
∂z
[
B(g, ĝ) +
i
2
K(g) + i
2
K̂(ĝ)
]
= i gK′(g)
ξ
∂
∂ξ
[
B(g, ĝ) +
i
2
K(g) + i
2
K̂(ĝ)
]
= i ĝ K̂′(ĝ) . (6.22)
Using (6.21) one easily finds
z
∂
∂z
K(g) = gK′(g)
[
2 + iα z
∂
∂z
(
ĝ K̂′(ĝ)
)
+ 2iH ′(g) z
∂
∂z
g
]
, (6.23)
as well as a similar relation for ξ ∂
∂ξ
K̂(ĝ). It follows that (6.22) is solved by
B(g, ĝ) =
α
2
gK′(g) ĝ K̂′(ĝ) + F (g) + F̂ (ĝ) , (6.24)
with
F (g) =
∫ g
K′(λ)H ′(λ)λdλ ⇔ H(g) =
∫ g F ′(λ)
K′(λ)
dλ
λ
, (6.25)
and an analogous relation between F̂ (ĝ), K̂′(ĝ) and Ĥ(ĝ). Clearly, the parameter α controls the
permeability of the wall and in the limit α → 0 the above equations reduce to those describing
two non interacting theories on D1 and D2, cf. eqs. (4.46) to (4.47).
6.2.3 Several superfields in each domain with different Ka¨hler potentials
Just as eqs. (4.46) to (4.47) for a single superfield could be generalized to eqs. (4.52) and (4.53)
for several superfields, we can generalize the previous example to the case of N superfields in each
domain with different Ka¨hler potentials generalizing (6.19) (again, we will call ξa the scalars in
D2):
K(zl, z¯k) = K(zj z¯j) , K̂(ξc, ξd) = K̂(ξbξb) . (6.26)
We now make the ansatz
Gi(zk, ξb) = Cij zj exp
[
iα ĝ K̂′(ĝ) + 2iH(g)
]
, Ĝa(zk, ξb) = Dab ξb exp
[
iα gK′(g) + 2iĤ(ĝ)
]
,
(6.27)
where α is again a real parameter and now
g = zj Gj(zk, ξb) ≡ zj z¯j , ĝ = ξa Ĝa(zk, ξb) ≡ ξa ξa . (6.28)
Then eqs. (6.22) and (6.23) remain unchanged, except for the substitutions z ∂
∂z
→ zi ∂
∂zi
and
ξ ∂
∂ξ
→ ξa ∂∂ξa . Hence B(g, ĝ) is still given by (6.24) with F determined by (6.25) in terms of K
′
and H, as well as an analogous relation for F̂ .
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7 Conclusions
We have presented a quite comprehensive study of rigid unextended supersymmetry on 3 + 1
dimensional space-times with boundaries. The boundaries preserve a 2 + 1 dimensional super-
Poincare´ algebra which contains two out of the original four supersymmetries.
We have identified the relevant boundary superspace and the minimal boundary term one has to
add to the standard bulk action of the supersymmetric non-linear sigma model to make it off-shell
invariant under these two supersymmetries, even in the presence of the boundary. No boundary
conditions are imposed at this stage. Further, non-minimal supersymmetric boundary actions
SB are boundary superspace integrals of real functions B of the boundary superfields. Boundary
conditions then arise from the variational principle and are determined as solutions of a certain
set of non-linear (partial) differential equations involving the function B and the first derivatives
of the Ka¨hler potential. These supersymmetric boundary conditions can be complicated and
non-linear themselves. We proved that for any choice of supersymmetric boundary conditions
one can construct an appropriate boundary action SB, and we gave many explicit examples. We
have shown how to include and couple additional new superfields that only live on the boundary.
Finally, we have generalized these results to the coupling of two different sigma models, with
different Ka¨hler potentials and superpotentials, living in adjacent domains, and worked out the
matching conditions, again providing several explicit examples. In all cases we have shown that the
boundary conditions ensure conservation of the appropriately modified total energy and tangential
components of the total momentum.
An obvious question that we did not address is that of spontaneous susy breaking by the
boundary conditions: 2+1 Poincare´ invariant vacua would be configurations with the scalar field
expectation values zi0 ≡ 〈zi〉 depending at most on xn and vanishing fermion fields. To preserve
the supersymmetry, they must obey the bulk conditions wj(z¯0) = i∂nz
j
0 and the susy boundary
conditions determined by the boundary potential B. If all solutions of the bulk conditions are
incompatible with the susy boundary conditions we would have spontaneous susy breaking by
the boundary conditions. It is easy to imagine a bulk superpotential for a single chiral superfield
such that e.g. |z0(xn = 0)| = 2√γ for some γ > 0. This then is incompatible with the boundary
condition zz¯ = γ, cf. (4.41) to (4.44). However, the theory is defined by the triple (K,B,w)
and as seen in (4.44), the same function B given in (4.43) also allows for the other boundary
condition z¯ = z which is compatible with the bulk solution. We postpone to future the study
and construction of models that do spontaneously break susy by incompatibility of the bulk and
boundary conditions.
Furthermore, it would be most interesting to extend the analysis of the present paper to include
gauge fields, extended supersymmetry, and ultimately present an analogous general analysis for
the case of supergravity.
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Appendix A: Spinor identities
Our conventions for undotted and dotted two-component spinors ψα and ψ¯α˙ as well as for the
matrices σµ and σ¯µ where given in section 2.1. Here, we will give a few identities that are useful
in the main text.
If one recalls that the spinors are anticommuting and that (ψαχβ)
+ = χ¯βψ¯α it is easy to show
the following identities
ψχ = χψ , ψ¯χ¯ = χ¯ψ¯ , (ψχ)† = ψ¯χ¯
χσµψ¯ = −ψ¯σ¯µχ , χσµσ¯νψ = ψσν σ¯µχ , χ¯σ¯µσνψ¯ = ψ¯σ¯νσµχ¯
(χσµψ¯)† = ψσµχ¯ , (χσµσ¯νψ)† = ψ¯σ¯νσµχ¯ . (A.1)
The σ and σ¯ matrices satisfy a “Clifford algebra”
σ¯µσν + σ¯νσµ = σµσ¯ν + σν σ¯µ = 2gµν1 , (A.2)
as well as (σj)T = (σj)∗ = iσ2 σj iσ2.
When evaluating superspace integrals the following identities are useful
θαθβ = −1
2
αβ θθ , θαθβ =
1
2
αβ θθ , θ¯
α˙θ¯β˙ =
1
2
α˙β˙ θ¯θ¯ , θ¯α˙θ¯β˙ = −
1
2
α˙β˙ θ¯θ¯ ,
θψ θχ = −1
2
θθ ψχ , θ¯ψ¯ θ¯χ¯ = −1
2
θ¯θ¯ ψ¯χ¯ ,
θσµθ¯ θσν θ¯ =
1
2
θθ θ¯θ¯ gµν , θσµψ¯ θσνχ¯ =
1
2
θθ ψ¯σ¯µσνχ¯ . (A.3)
A general superfield has the expansion
S(x, θ, θ¯) = C + iθχ− iθ¯χ¯+ θσµθ¯vµ + i
2
θθ(M + iN)− i
2
θ¯θ¯(M − iN)
+i θθ θ¯
(
λ¯+
i
2
σ¯µ∂µχ
)
− i θ¯θ¯ θ
(
λ− i
2
σµ∂µχ¯
)
+
1
2
θθθ¯θ¯
(
D − 1
2
∂µ∂
µC
)
(A.4)
where all component fields depend only on xµ : C ≡ C(x) etc. The superderivatives
Dα =
∂
∂θα
+ iσµ
αβ˙
θ¯β˙
∂
∂xµ
, Dα˙ =
∂
∂θ¯α˙
+ iθβσµβα˙
∂
∂xµ
(A.5)
anticommute with the supersymmetry generators Qβ and Qβ˙ given in (2.5) and allow us to impose
supersymmetric constraints on general superfields. Chiral superfields Φ obey Dα˙Φ = 0 and thus
have the expansion given in eqs. (2.3) and (2.4). The susy variation for a general superfield
S(x, θ, θ¯) is [16]
δS ≡ (iQ+ i¯Q)S = ∂
∂xµ
(
(iθσµ¯− iσµθ¯)S
)
+
∂
∂θα
(−αS) + ∂
∂θ¯α˙
(
−¯α˙S
)
, (A.6)
while for a chiral superfield Φ(y, θ) it is given in eq. (2.7).
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Appendix B: Constructing real B and admissible solutions
In this appendix, we will show that, for given boundary conditions, the function B(zi, Gi(z
j))
obtained by integrating the differential equations (4.32), can always be extended to a real function
B(zi, z¯i) on the entire scalar manifold. We will also show that for any given real B and solution
Gi of the differential equations, one can always choose the constants of integration such that Gi
is an admissible solution.
We first look at the simplest case of a single chiral superfield with canonical Ka¨hler potential
K(z, z¯) = z¯z, i.e. the Wess-Zumino model to which we add the boundary action SB. Recall that
the differential equation then simply is (4.34)
d
dz
B(z,G(z)) =
i
2
(G(z)− z G′(z)) , (B.1)
For a given boundary condition, i.e. given function G(z), one can integrate the right hand side of
this equation as
B(z,G(z)) = B˜(z) , with B˜(z) =
i
2
∫ z
(G(x′)− x′G′(x′))dx′ . (B.2)
The non-trivial question is whether one can find a function B(z, z¯) which is real for all z ∈ C and
which is such that B(z,G(z)) = B˜(z). For the examples studied in the main text, it was more or
less easy to see how to use the condition z¯ = G(z) to rewrite the function B˜(z) as an obviously
real function of z and z¯. We will now show that one can always obtain such a real function B(z, z¯).
The proof also provides a general explicit construction, although for specific examples this might
not be the simplest one. We have already seen that the function B(z, z¯) is not unique at all:
indeed, if the boundary condition z¯ = G(z) is the solution of g(z,G(z)) = 0 with real g, we can
always add g(z, z¯) (or any non-singular function of g(z, z¯)) to B(z, z¯).
Proof: Let us first show that the function B˜(z) defined by the integral (B.2) is real whenever
z satisfies z¯ = G(z). More precisely, B˜ (and also B) is only defined up to an arbitrary additive
constant which has to be fixed appropriately. The condition z¯ = G(z) defines a curve (possibly
with several disconnected components) in the complex plane which we parametrize13 by a real
parameter x as z = h(x) and z¯ = h¯(x). Note that, by definition, we have h¯(x) = G(h(x)), and
hence also G′(h(x)) = h¯′(x)/h′(x). We need to show that B˜(h(x)) is real, up to a constant, i.e.
that d
dx
B˜(h(x)) is real. Using (B.2) we get
d
dx
B˜(h(x)) = h′(x)
d
dz
B˜(z)
∣∣∣
z=h(x)
=
i
2
h′(x)
(
G(z)− zG′(z)
)∣∣∣
z=h(x)
=
i
2
h′(x)
(
h¯(x)− h(x) h¯
′(x)
h′(x)
)
= Im
(
h(x)h¯′(x)
)
, (B.3)
which is real. Adjusting the additive constant, we then have a real B˜(h(x)). This defines a real
function on the curve determined by the boundary condition. To define a real B(z, z¯) for all
complex z, we note that (if x is a good parameter along the curve) one can invert the function
h (and hence h¯) on the curve, so that x = h−1(z) and x = h¯−1(z¯). One can then analytically
13For example, writing z = x + iy, the boundary condition z2 + z¯2 = 2γ yields two hyperbolas y = ±
√
x2 − γ
and, locally on each, we can use x as parameter to write z = x± i
√
x2 − γ and z¯ = x∓ i
√
x2 − γ.
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continue this function h−1 (and hence h¯−1) away from the curve. Then, of course, h−1(z) and
h¯−1(z¯) no longer are real and equal, but complex conjugate. Define
B(z, z¯) = B˜
(
h
(
1
2
(
h−1(z) + h¯−1(z¯)
)))
. (B.4)
For any complex z this is real since it equals B˜(h(xˆ)) with a real xˆ, and for z¯ = G(z) it reduces
to B˜(h(x)) = B˜(z). This completes the proof.
Note that the analytically continued function h−1(z) we constructed during the proof actually
provides a field redefinition Φ˜ = h−1(Φ) such that, in terms of the Φ˜, the boundary condition is
simply the linear condition Φ˜ = Φ˜ (i.e. z˜ = z˜ for z˜ = h−1(z)).
We have shown how to construct a real B(z, z¯) for any admissible G(z). Conversely, we will
now show that for a given real B(z, z¯) and solution G(z) of the differential equation, one can
always choose the integration constants such that G(z) is an admissible solution, i.e. a function
G such that G−1 = G∗. Suppose that g(z) is a solution of (B.1). Let f = g−1. Let us show that
f¯ is a solution of the same differential equation. To do so, we start from (B.1), divide it by g′(z),
use g as independent variable and write z = f(g). Then
d
dg
B(f(g), g) =
i
2
(
g
df(g)
dg
− f(g)
)
(B.5)
Take the complex conjugate and note that the reality of B(z, z¯) implies [B(u, v)]∗ = B(v¯, u¯). Then
d
dg¯
B(g¯, f¯(g¯)) = − i
2
(
g¯
df¯(g¯)
dg¯
− f¯(g¯)
)
= +
i
2
(
f¯(g¯)− g¯ f¯ ′(g¯)
)
. (B.6)
If we now write z instead of g¯ for the independent variable, we see that f¯ satisfies exactly the
same equation (4.34) as g. Upon choosing the constant of integration appropriately, we can then
take14 f¯ = g, i.e. g is an admissible solution.
For a single chiral field with an arbitrary Ka¨hler potential the differential equation (B.1) is
replaced by (4.45), or equivalently
d
dz
B(z,G(z)) =
i
2
[
Kz(z,G(z))−K z¯(z,G(z))G′(z)
]
, (B.7)
It is completely straightforward to adapt the above proof to this case. The only difference is that
(B.3) now is modified to read (note that Kz(z, z¯) is the complex conjugate of K
z¯(z, z¯))
d
dx
B˜(h(x)) = h′(x)
d
dz
B˜(z)
∣∣∣
z=h(x)
=
i
2
h′(x)
[
Kz
(
z,G(z)
)
−K z¯
(
z,G(z)
)
G′(z)
]∣∣∣
z=h(x)
=
i
2
h′(x)
[
Kz
(
h(x), h¯(x)
)
−K z¯
(
h(x), h¯(x)
) h¯′(x)
h′(x)
]
= Im
[
K z¯
(
h(x), h¯(x)
)
h¯′(x)
]
. (B.8)
The rest of the proof is as above.
14Of course, the fact that two functions satisfy the same non-linear first-order differential equation does not imply
that they are identical, up to a choice of integration constant. Indeed, we have seen the example of G(z) = cz and
G(z) = γz being both solutions of the same equation. However, these two solutions are not of the form g and g
−1.
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Finally, the generalization to an arbitrary number of chiral fields with arbitrary Ka¨hler poten-
tial is no more difficult, except for the notations that become involved. Hence, we will not spell
it out here.
Appendix C: Integrating out a heavy superfield around a
domain wall
In this appendix we will give some details concerning the example mentioned in the introduction
– as a motivation – of integrating out the fluctuations of a heavy superfield around a domain wall
solution. Recall that we consider a simple model consisting of a heavy chiral superfield ΦH and a
light one Φ, with canonical Ka¨hler potential and a superpotential given by
W (ΦH,Φ) = γ(Φ
3
H/3−M2ΦH) + ΦH w2(Φ) + w1(Φ) , w′1(0) = w2(0) = w′2(0) = 0 . (C.1)
The supersymmetric vacua for the heavy field ΦH, given by ∂W/∂ΦH = 0, then are zH = ±M ,
where zH denotes the scalar component of ΦH. There also is the domain wall solution
zH(x
n) = M tanh (γMxn) , (C.2)
that interpolates between the two vacua and preserves two out of the initial four supersymme-
tries. This domain wall has a width (γM)−1. Its tension (energy per unit area) is ∼ γM3. The
excitations around this solution can be seen to have a mass ∼ γM . We will be interested in the
limit where M is fixed and γ → ∞. This corresponds to the thin wall limit and infinitely heavy
fluctuations, but also to strong coupling. Nevertheless, we expect to be able to integrate out
these fluctuations of the heavy superfield and to obtain an effective action for the light superfield,
preserving the same two supersymmetries. This effective action should have an effective superpo-
tential W (−M,Φ) = w1(Φ)−Mw2(Φ)+const for xn < 0 and W (M,Φ) = w1(Φ)+Mw2(Φ)+const
for xn > 0. We do not know how to show this rigorously, since the usual holomorphicity arguments
require four preserved supersymmetries. However, far away from the domain wall at xn = 0, the
physics should look as if the heavy field were in one of its vacua.
The effective superpotential for the field Φ obtained by integrating out the field ΦH around
the vacuum zH = ±M can be obtained exactly in the limit we are interested in. Holomorphicity
together with a non-anomalous (there are no gauge fields here) U(1)R-charge assignment rM = rΦH ,
rw2 = 2 − rΦH , rγ = 2 − 3rΦH (and rw1 = 2) restrict the effective superpotential w±eff(Φ) to be of
the form
w±eff(Φ) = Mw2 f±
(
w2(Φ)
γM2
)
+ w1(Φ) . (C.3)
The important point is that the symmetry considerations constrain w±eff to depend on γ only
through the combination γM2. This will allow us to obtain a result at strong coupling from a
weak coupling analysis. Indeed, to determine the function f±(λ) one can consider perturbation
theory of ΦH around the given vacuum where (dropping an additive constant) W (±M + Φ′H,Φ) =
±γM(Φ′H)2 + γ3 (Φ′H)3 + Φ′Hw2 ± Mw2 + w1. In the limit γ → 0 with γM fixed (this is λ ≡
w2
γM2
→ 0), the superfield Φ′H becomes a free superfield and doing the Gaussian integration yields
w±eff = ∓ w
2
2
4γM
±Mw2 + w1 +O(γ), so that we idenify
f±(λ) = ±
(
1− λ
4
+O(λ2)
)
. (C.4)
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We are interested in a different limit, however, with M fixed and γ →∞. Nevertheless, since this
also yields λ ≡ w2
γM2
→ 0, one can still use the small λ expansion of f± and one gets
w±eff(Φ) = w1(Φ)±Mw2(Φ)∓
w2(Φ)
2
4γM
+O( 1
γ2
) . (C.5)
The leading (finite) terms coincide indeed with the naive result one gets from simply substituting
the classical value ±M for ΦH in W (ΦH,Φ).
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