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Abstract 23 
Aim: In their recent paper, Kissling & Carl (2008) recommended the spatial error 24 
simultaneous autorregresive model (SARerr) over ordinary least squares (OLS) for 25 
modelling species distribution. We compared these models with the generalized least 26 
squares model (GLS) and a variant of SAR (SARvario). GLS and SARvario are superior 27 
to standard implementations of SAR because the spatial covariance structure is 28 
described by a semivariogram model. 29 
Innovation: We used the complete datasets employed by Kissling & Carl (2008), 30 
with strong spatial autocorrelation, and two datasets in which the spatial structure was 31 
degraded by sample reduction and grid coarsening. GLS performed consistently better 32 
than OLS, SARerr and SARvario in all datasets, especially in terms of goodness of fit. 33 
SARvario was marginally better than SARerr in the degraded datasets. 34 
Main conclusions: GLS was more reliable than SAR-based models, so its use is 35 
recommended when dealing with spatially autocorrelated data. 36 
 37 
Keywords: spatial autocorrelation, spatial models, generalized least squares model, 38 
simultaneous autorregressive model, model performance, model selection. 39 
 40 
Introduction 41 
Spatial structure is intrinsic to most ecological spatial variables such as species 42 
distribution, biomass and biodiversity (Legendre, 1993). It can arise from broad scale 43 
spatial structure (geographic trend) or, at a local scale, from spatial autocorrelation. 44 
Spatial autocorrelation can arise either from biological processes inherent to the 45 
variable itself that are typically distance dependent such as diffusive dispersion 46 
(endogenous autocorrelation), or from the influence of other environmental variables 47 
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that are also spatially correlated such as a temperature gradient (exogenous 48 
autocorrelation). The presence of autocorrelation in the data, if not treated explicitly 49 
in the statistical analysis, can severely affect inference and prediction, and eventually 50 
lead to wrong conclusions (Kühn, 2007). 51 
The importance of considering spatial autocorrelation in ecological analysis has 52 
been recognized since long, and has generated fruitful discussions (Legendre, 1993; 53 
Koenig, 1999; Lennon, 2000; Diniz-Filho et al., 2003). Recently, Hawkins (2007) 54 
claimed that exogenous spatial autocorrelation could be removed by classical 55 
regression methods when all the relevant covariates are included in the model, 56 
generating debate (Beale et al., 2007; Diniz-Filho et al., 2007). However, it is 57 
generally recognized that ecological variables most often show spatial autocorrelation 58 
(endogenous or exogenous) apart from that explained by the covariates (Beale et al., 59 
2007). As a consequence, the use of models that account for spatial correlation can be 60 
recommended in general. A number of methods are available to deal with spatial 61 
autocorrelation, as it has been reviewed by Dormann et al. (2007). However, the 62 
selection of the most appropriate method is not straightforward, and further research 63 
is necessary. 64 
Recently, the paper by Kissling & Carl (2008) provided a detailed analysis of 65 
spatial autocorrelation in ecological analysis, and provided a robust platform for 66 
testing and comparing different methods. They used artificial datasets including 67 
random Gaussian (i.e. normally distributed) spatial correlation to test the performance 68 
of simultaneous autoregressive (SAR) models as compared to standard ordinary least 69 
squares (OLS) regression, where spatial autocorrelation is not considered. SAR is a 70 
generalization of OLS which assumes that the response variable at a given location is 71 
a function not only of the explanatory variables but also of the values of the response 72 
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variable at neighbouring locations (Cressie, 1993; Wall, 2004). The performance of 73 
SAR models depended largely on model specification, and only the spatial error 74 
model (SARerr) in which the autocorrelation is found in the error term, performed 75 
consistently better than OLS. They concluded that the SARerr model should be 76 
recommended over other SAR model specifications when dealing with spatially 77 
autocorrelated Gaussian data.  78 
A characteristic of the SAR model is that the neighbourhood relationship (i.e., 79 
the size and configuration of the matrix of spatial weights) needs to be specified as an 80 
input, and usually the best configuration needs to be found using a heuristic approach. 81 
For example, the optimum SARerr model in Kissling & Carl (2008) was the best of 82 
900 alternative models. We consider this a handicap, and we test here another method 83 
also derived from OLS regression, the generalized least squares model (GLS). GLS is 84 
mathematically similar to the SARerr model (Pinheiro & Bates, 2000), the major 85 
difference relying in the way spatial autocorrelation is accounted for. Instead of 86 
relying on a weight matrix that specifies the strength of the influence between 87 
neighbouring sites, in GLS the spatial covariance structure is modelled with a 88 
parametric function, usually a semivariogram model (Cressie, 1993; Dormann et al., 89 
2007). Semivariogram models account for spatial autocorrelation at all possible 90 
distance lags, and thus they do not require a priori specification of the window size 91 
and the covariance structure. There is a set of candidate semivariogram models 92 
(exponential, spherical, Gaussian, etc), but this can be easily determined by 93 
comparing the empirical semivariogram of the residuals from an OLS model with the 94 
set of candidate semivariogram models (Dormann et al., 2007). Most spatial statistics 95 
packages include functions to fit a semivariogram model to the data. Thus, the GLS 96 
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model requires less initial assumptions on the nature of spatial autocorrelation in the 97 
data, which represents an advantage compared to SAR analysis. 98 
The aim of this work was to extend the analysis of Kissling & Carl (2008) to the 99 
GLS model, and to compare it with the SARerr model in terms of model performance 100 
and selection. Apart from the standard implementation, we also used an improved 101 
method in which the residual correlation structure in SAR was modelled by using a 102 
semivariogram (SARvario). This implementation made SAR and GLS almost 103 
equivalent, since the GLS algorithm is the workhorse behind SAR. We show that 104 
GLS, having a more straightforward implementation, performed in general better than 105 
the best SARerr and the SARvario models. We compared the two models against OLS 106 
using the same dataset and identical statistics used in Kissling & Carl (2008). In this 107 
way, we made the results comparable. 108 
A possible shortcoming in the analysis performed by Kissling & Carl (2008) 109 
relied on the completeness of the dataset used in their analysis. Spatial autocorrelation 110 
is known to be scale dependent (Qi & Wu, 1996), and the ability to accurately predict 111 
plant species distribution is dependent on the sampling effort (MacKenzie et al., 112 
2003). How do the methods perform when the quality of the data is reduced? To solve 113 
this question we extended the analysis of Kissling & Carl (2008) by investigating how 114 
the three models performed when the quality of the data was degraded by: i) random 115 
sampling; and ii) when the cell size was increased (i.e. coarsening the scale of the 116 
analysis). 117 
Although both the SAR and GLS models have been presented elsewhere (e.g., in 118 
Dormann et al., 2007), exhaustive comparison of the two methods has not been 119 
performed before. 120 
 121 
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Methods and datasets 122 
We compared the results of OLS, SARerr, SARvar and GLS models for the simulated 123 
organisms of the four datasets of Kissling & Carl (2008): i) the ‘error data’, with 124 
normally distributed errors containing spatial autocorrelation added to the linear 125 
predictor; ii) the ‘lag data’, with the spatial autocorrelation incorporated in the 126 
explanatory variables; iii) the ‘mixed data’, with spatial autocorrelation included in 127 
both the errors and the explanatory variables; and iv) the ‘data Dormann’ (Dormann et 128 
al., 2007), which is mathematically similar to the ‘mixed data’ but has greatest 129 
geographical coherence. 130 
Apart from the complete dataset, we degraded the data by two procedures, 131 
random sampling and grid coarsening. The first case simulates a situation common to 132 
many ecological studies, in which a set of randomly selected sites are visited and 133 
analysed as a sample representative of the whole population. This second case mimics 134 
the process of creation of census data, in which the area of interest is subdivided into 135 
a regular grid and each grid cell is visited at least once to collect the value of the 136 
variable of interest which is then assigned to the whole cell. Correlograms showed 137 
that both data degradation procedures affected the spatial autocorrelation present in 138 
the data (Appendix 1). Both procedures affected greatly the variability of the spatial 139 
autocorrelation of the response variable, but had a lower effect on the average values. 140 
Hence, spatial autocorrelation patterns got rougher, but they did not disappear 141 
completely. This was due most probably to the strong correlation present in the 142 
dataset. It would be interesting to test the ability of distance-constrained random 143 
sampling to eliminate spatial correlation in real datasets, especially in the context of 144 
the discussion generated by Hawkins et al. (2007). 145 
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We compared the model performance by computing the accuracy in the 146 
estimation of the intercept and model parameters and the probability of falsely 147 
rejecting the null hypothesis that the jungle parameter is zero (type I error). Moreover, 148 
we computed two model selection statistics, the Akaike’s information criterion (AIC) 149 
and the minimum residual autocorrelation (minRSA; Kissling & Carl 2008). 150 
The analysis was performed using the nlme and spdep packages implemented 151 
in the free software R (R Development Core Team, 2005). The function gls (nlme 152 
package, Pinheiro & Bates, 2000) was used for fitting the OLS and GLS models, and 153 
the function errorsarlm (spdep package Bivand, 2005) was used for the SARerr 154 
model. In the case of the SARerr model, we performed a set of analysis by employing 155 
different sizes of the neighbourhood matrix. We then computed average performance 156 
statistics for the whole set of matrix sizes and also for the optimum distance for each 157 
dataset, defined as the distance which yielded the lowest average AIC over the ten 158 
organisms. For the SARvario model we used the glist argument of errorsarlm to define 159 
a decay function based on the semivariogram. In the case of the GLS model we 160 
specified the correlation structure using the corExp function, defining an exponential 161 
semivariogram model with a single (range) parameter, which was determined 162 
automatically for each organism. In both data degradation experiments a bootstrap 163 
procedure was used in order to increase the reliability of the results, consisting in 100 164 
random repetitions of the sampling. 165 
Detailed information about the model specification and the data degradation 166 
procedures is provided as supplementary material (Appendix 2). 167 
 168 
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Results and discussion 169 
Model performance and selection were compared by using the complete dataset. We 170 
found that all models provided satisfactory estimations of the parameters, with little 171 
differences between them (Table 1). Parameter estimations were worse for the 172 
Dormann dataset, and also in the data degradation experiments (Appendix 3). 173 
 The type I error probability was smaller for SAR and GLS models than for 174 
OLS, especially for the mixed dataset (Fig. 1). This indicates a best ability to reject 175 
the variable jungle, which did not have an effect on the distribution of the simulated 176 
organisms. Differences between SAR based and GLS models were little, and varied 177 
between data sets. With respect to the goodness of fit, we found that GLS had 178 
consistently the smallest AIC of the three models (Fig. 1), indicating a best fit to the 179 
data. Between the SAR based models, the best SARerr was consistently better than 180 
SARvario. GLS and the best SARerr were best in removing the spatial autocorrelation 181 
from the residuals except for the mixed dataset, as shown by the minRSA statistic 182 
which was close to zero (Fig. 1). With respect to the computing time, GLS was 300 to 183 
400 times slower than OLS, whereas finding the best SARerr was around 150 times 184 
slower than OLS. In general, SARerr, showed a high dependence on the configuration 185 
of the neighbourhood distance, confirming the importance of implementing some 186 
procedure for finding the optimum value for this parameter (Kissling & Carl, 2008). 187 
In the random data reduction experiment with the error dataset we found 188 
similar results (Fig. 2). According to performance criteria (AIC), GLS was 189 
consistently the best model, followed by SARvario and the best SARerr. SARvario and 190 
SARerr were, however, best at removing completely the spatial correlation (minRSA). 191 
Differences between models diminished as the sample size decreased. OLS had the 192 
worst AIC, minRSA and parameter estimation statistics (Table 1, Fig. 2). Differences 193 
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in computing time (time lapse) were reduced progressively, and with the smallest 194 
samples (10% and 5% of the data) GLS was significantly faster than SARerr and 195 
SARvario. Interestingly, all models showed similar type I errors when the sample was 196 
reduced, demonstrating that OLS model selection capabilities increase when the 197 
sample is reduced and the spatial structure is degraded. The results were similar for 198 
the rest of datasets (Appendix 4), although in the case of the lag dataset the results of 199 
the three models were not significantly different, coinciding with the findings of 200 
Kissling and Carl (2008). 201 
In the grid coarsening experiment we found that GLS performed better than 202 
SARerr and SARvario with respect to AIC, although differences were really marginal in 203 
the 3x3 datasets (Fig. 3; Appendix 5). 204 
SAR and GLS are both based on generalised least squares regression, and thus 205 
they are mathematically very similar, although GLS is more flexible in the way spatial 206 
autocorrelation is accounted for (Dormann et al., 2007). The comparison performed 207 
here suggests that GLS provides more accurate results than SAR, although when the 208 
best configuration of the correlation matrix in the SARerr model was found by 209 
comparing between different settings of the distance parameter the results were close 210 
to those of GLS. We attribute this result to the fact that spatial autocorrelation is 211 
included in GLS at all scales, which in turn has the advantage of not needing a priori 212 
knowledge of the distance range of spatial influence. An improvement to SAR models 213 
would be to include the correlation structure as derived from a semivariogram as it is 214 
done in GLS. We implemented that procedure and called it the SARvario model. 215 
Results of SARvario were worse than those of the best SARerr for the complete dataset, 216 
but ranked between SARerr and GLS for the reduced dataset experiments. 217 
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It is necessary to remark that our results are restricted to Gaussian spatially 218 
correlated data. For non-Gaussian data the spatial generalized linear mixed-effects 219 
model (GLMM)–an extension of GLS–has been recommended (Dormann et al. 2007). 220 
It would be also interesting to check the performance of SAR and GLS models in 221 
dealing with non-stationary and anisotropic spatial autocorrelation. Again, these are 222 
situations where the flexibility provided by semivariogram models makes the GLMM 223 
theoretically superior, although this issue should be confirmed by further research. 224 
 225 
Conclusions 226 
Kissling & Carl (2008) demonstrated that the SARerr model performed better than 227 
OLS and other SAR configurations with a dataset incorporating Gaussian spatial 228 
autocorrelation. Our comparisons using the same dataset showed that the GLS model 229 
performed consistently better than both SARerr and an improved model in which the 230 
residual correlation structure was modelled by a semivariogram (SARvario) in terms of 231 
goodness of fit to the data (AIC). With respect to the type I error, the models with 232 
spatial autocorrelation (SAR and GLS) were superior to OLS, with no clear benefit of 233 
using one model or the other. These results were found for the complete dataset (with 234 
strong autocorrelation), and also when degrading the spatial structure of the data. 235 
While SARerr performance largely depended on the window size, making necessary 236 
an iterative approach in order to find the best parameterisation, SARvario and GLS 237 
have a more straightforward implementation since there are procedures in most spatial 238 
statistics packages to automatically fit a semivariogram model. GLS is both easier to 239 
implement and more reliable than SAR based models, so it has to be recommended 240 
with preference. However, in cases when computation time is critical—such as in 241 
cross-validation, bootstrapping or modelling—and especially when dealing with large 242 
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databases, SARerr and SARvario should also be considered due to their shorter time 243 
lapses. 244 
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Figure captions 
 
Figure 1. Type I error probability, Akaike’s information criterion, average residual 
autocorrelation (minRSA) and computing time lapse for Ordinary Least 
Squares (OLS), Spatial Auto-regressive (SAR), optimum Spatial Auto-
regressive (SAR*), variogram Spatial Auto-regressive (SARvar) and 
Generalized Least Squares (GLS) models. Results are shown for the error, 
lag, mixed and Dormann complete datasets. The plots indicate the median 
(horizontal line), 25% and 75% percentiles (box limits) and 10% and 90% 
percentiles (whiskers). The horizontal line on the type I error plots indicates 
the 0.95 probability. 
Figure 2. Type I error probability, Akaike’s information criterion, average residual 
autocorrelation (minRSA) and computing time lapse for Ordinary Least 
Squares (OLS), Spatial Auto-regressive (SAR), optimum Spatial Auto-
regressive (SAR*), variogram Spatial Auto-regressive (SARvar) and 
Generalized Least Squares (GLS) models. Results are shown for the random 
sampling experiment with the error dataset (samples of 50, 25, 10 and 5% of 
the original data). The horizontal line on the type I error plots indicates the 
0.95 probability. Results from the random sampling experiment for the rest 
of datasets are presented as supplementary material (Appendix 4). 
Figure 3. Type I error probability, Akaike’s information criterion, average residual 
autocorrelation (minRSA) and computing time lapse for Ordinary Least 
Squares (OLS), Spatial Auto-regressive (SAR), optimum Spatial Auto-
regressive (SAR*), variogram Spatial Auto-regressive (SARvar) and 
Generalized Least Squares (GLS) models. Results are shown for the grid 
coarsening experiment—merging 2x2 and 3x3 cells by choosing randomly 
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one value. The horizontal line on the type I error plots indicates the 0.95 
probability. Results from the grid coarsening experiment for the rest of 
datasets are presented as supplementary material (Appendix 5). 
 16 
Table 1. Intercept and parameter estimates (mean ± standard deviation) for OLS, SARerr, SARerr optimum (SAR*), SARvario and GLS models 
computed with the complete datasets. The true parameter values were: intercept, 80; rain, -0.015; jungle, 0. Parameter estimates for the 
resampling and grid coarsening experiments are provided as supplementary material (Appendix 3). 
 Intercept Rain Jungle 
Dataset OLS SAR SAR*  SARvario GLS OLS SAR SAR* SARvario GLS OLS SAR SAR* SARvario GLS 
80.0 79.9 80.0 79.9 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 0.002 0.002 0.002 0.002 0.002 Error ±0.23 ±0.44 ±0.21 ±0.35 ±0.14 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.005 ±0.003 ±0.002 ±0.002 ±0.002 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.001 -0.001 -0.001 -0.001 -0.001 Lag ±0.08 ±0.08 ±0.08 ±0.08 ±0.08 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.005 ±0.005 ±0.005 ±0.005 ±0.005 
80.0 79.9 80.0 79.9 79.9 -0.015 -0.015 -0.015 -0.015 -0.015 -0.002 <0.001 0.003 <0.001 0.002 
Mixed ±0.33 ±0.45 ±0.22 ±0.36 ±0.14 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.022 ±0.007 ±0.004 ±0.005 0.003 
79.3 79.1 79.2 78.9 79.3 -0.014 -0.014 -0.014 -0.014 -0.014 0.022 0.015 0.017 0.016 0.016 
Dormann ±3.9 ±3.3 ±2.9 ±3.4 ±2.8 ±0.006 ±0.004 ±0.005 ±0.004 ±0.004 ±0.055 ±0.027 ±0.019 ±0.023 ±0.021 
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Appendix 1. Correlograms showing the spatial autocorrelation in the distribution of ten artificial 
organisms in the error, lag, mixed and Dormann datasets. On each dataset: complete dataset (top), random 
sampling (middle) and grid-coarsening (bottom) experiments. 
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Appendix 1 (continued) 
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Appendix 1 (continued). 
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Appendix 1 (continued). 
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Appendix 2. Annotated R code. 
# This text provides the R code used to perform the analyses 
# in Beguería, S. and Pueyo Y., 'Comparing Ordinary Least Squares, 
# spatial Generalized Least Squares and Spatial Autorregressive  
# models for dealing with spatial data'. 
# 
# In order to use this code you will need to install the free 
# statistical analysis package R (http://www.r-project.org/), 
# plus the following libraries: nlme, fields, spdep, ncf. 
# The example shown here uses the 'error dataset' of Kissling 
# and Carl. 
# 
# Comments are preceded by a hash (#) and are not parsed by R. 
# Although it is not strictly necessary, we have used semicolons 
# (;) at the end of code lines to improve readability. 
# 
# Contact: sbegueria@eead.csic.es; ypueyo@unizar.es 
# http://www.santiagobegueria.net/  
 
 
## INITIALIZATION 
 
# Clean the workspace 
rm(list=ls()); 
# Load needed libraries 
library(nlme); 
library(fields); 
library(spdep); 
library(ncf); 
# Read data set 
data    <- read.csv('data.csv', head = T, sep = ';'); 
# Read coordinates of the 2x2 and 3x3 grids, and the grid mapping 
data2   <- read.csv('data2.csv', head = T, sep = ';'); 
data3   <- read.csv('data3.csv', head = T, sep = ';'); 
mapping <- read.csv('mapping.csv', head = T, sep = ';'); 
 
# ____A: COMPLETE DATASET (100% SAMPLE)____ 
# The following analysis was repeated for the ten organisms. Here 
# we show only the analysis for the first organism. 
 
# __Create a data frame__ 
# Use column five of 'data' (organism 1), and columns 3 and 4 (rain  
# and jungle variables). 
dataset <- data.frame(matrix(c(data[,5],data[,3],data[,4]), ncol=3, 
 dimnames=list(c(1:1108),c('organism','rain','jungle')))); 
# Create a cordinate matrix 
coords <- matrix(c(data[,1],data[,2]), ncol=2); 
 
# __Ordinary Least Squares (OLS)__ 
# We used the gls function from the nlme library. Without specifying 
# a correlation structure, this function yields the same results as 
# the lm function. We used the maximum likelihood method (ML) 
# instead of the standard method (RMLE) in order to obtain normal 
# (instead of restricted) likelihood values. 
tic <- Sys.time(); 
ols.anal <- gls(organism~rain+jungle, data=dataset, method='ML'); 
tac <- Sys.time(); 
# Analysis results: summary 
summary(ols.anal); 
# Akaike's AIC 
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AIC(ols.anal); 
# Type I error 
1-unlist(summary(ols.anal)$tTable)[12]; 
# minSAR 
ols.cor <- correlog(data[,1],data[,2], z=ols.anal$resid, na.rm=T, 
 increment=1, resamp=1); 
sum(ols.cor$correlation[1:20]); 
# Integer, rain and jungle parameters 
ols.anal$coefficients[1]; 
ols.anal$coefficients[2]; 
ols.anal$coefficients[3]; 
# Computation time 
tac-tic; 
 
# __Generalized Least Squares (GLS)__ 
# For constructing the GLS model we update the OLS one by adding a 
# correlation structure using an Exponential semivariogram model. 
tic <- Sys.time(); 
gls.anal <- update(ols.anal, correlation=corstruct); 
tac <- Sys.time(); 
# Analysis results: summary 
summary(gls.anal); 
# Akaike's AIC 
AIC(gls.anal); 
# Type I error 
1-unlist(summary(gls.anal)$tTable)[12]; 
# minSAR 
gls.augres <- residuals(gls.anal) - predict(Krig(coords, 
 gls.anal$resid, m=1)); # augmented residuals 
gls.cor <- correlog(data[,1],data[,2], z=gls.augres, na.rm=T, 
 increment=1, resamp=1); 
sum(gls.cor$correlation[1:20]); 
# Integer, rain and jungle parameters 
gls.anal$coefficients[1]; 
gls.anal$coefficients[2]; 
gls.anal$coefficients[3]; 
# Computation time 
tac-tic; 
 
# __Spatial Auto-regressive model (SAR_err)__ 
# For the SAR model we use the functions on the spdep library. We 
first 
# need to define the neighbourhood weighting scheme using the 
nb2list- 
# function. We used the 'W' coding scheme. We set a low tol.solve to 
avoid 
# convergence problems with the smaller datasets. We loop through 
five 
# different distance settings. 
for (dist in c(1,1.5,2.5,3.5,4.5)) { 
 tic <- Sys.time(); 
 neighbours <- dnearneigh(coords,0,dist); 
 nbweights <- nb2listw(neighbours, glist=NULL, style="W", 
zero.policy=TRUE); 
 sar.anal <- errorsarlm(organism~rain+jungle, listw=nbweights, 
data=dataset, 
  zero.policy=TRUE, tol.solve=1e-20); 
 tac <- Sys.time(); 
 # Analysis results: summary 
 summary(sar.anal); 
 # Akaike's AIC 
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 print(AIC(sar.anal)); 
 # Type I error 
 print(1-unlist(summary(sar.anal)$tTable)[12]); 
 # minSAR 
 sar.cor <- correlog(data[,1],data[,2], z=sar.anal$resid, 
na.rm=T, 
  increment=1, resamp=1); 
 print(sum(sar.cor$correlation[1:20])); 
 # Integer, rain and jungle parameters 
 print(sar.anal$coefficients[1]); 
 print(sar.anal$coefficients[2]); 
 print(sar.anal$coefficients[3]); 
 # Computation time 
 print(tac-tic); 
} 
 
# __Best Spatial Auto-regressive model (SAR*)__ 
# After five SAR models were fit to the dataset in the previous step, 
# the best SAR model was selected as the one with the lowest AIC. 
 
# __Variogram Spatial Auto-regressive model (SARvario)__ 
# This variant of the SAR models was achieved by a parameterization 
of 
# the glist argument of errorsarlm to define a decay function based 
on 
# an exponential semivariogram. The appropriate range parameter for 
the  
# semivariogram (0.9) was found by fitting an empirical semi-
variogram 
# model to the residuals of the ols model: Variogram(ols.anal). 
range <- 0.9; 
tic <- Sys.time(); 
neighbours <- dnearneigh(coords,0,12); 
distlist <- nbdists(neighbours, coords); # distance to neighb. (up to 
d=12) 
expdist <- lapply(distlist, function(x) if (length(unlist(x))!=0) 
 {exp(-x/range)} else {x}); 
nbweights  <- nb2listw(neighbours, glist=expdist, style="W", 
 zero.policy=TRUE); # neighbours weights list 
sarv.anal <- errorsarlm(organism~rain+jungle, listw=nbweights, 
data=dataset, zero.policy=TRUE, tol.solve=1e-20); 
tac <- Sys.time(); 
# Analysis results: summary 
summary(sarv.anal); 
# Akaike's AIC 
AIC(sarv.anal); 
# Type I error 
1-unlist(summary(sarv.anal)$tTable)[12]; 
# minSAR 
sarv.cor <- correlog(data[,1],data[,2], z=sarv.anal$resid, na.rm=T, 
 increment=1, resamp=1); 
sum(sarv.cor$correlation[1:20]); 
# Integer, rain and jungle parameters 
sarv.anal$coefficients[1]; 
sarv.anal$coefficients[2]; 
sarv.anal$coefficients[3]; 
# Computation time 
tac-tic; 
 
 
# ____B: RANDOM SAMPLING____ 
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# We provide here the code for performing the 50% random sampling (k 
= 0.5). 
# The analysis was done using the previous code. Sampling and 
analysis were  
# repeated 100 times per each sampling size (50%, 25%, 10% and 5%). 
 
# __Create a data frame__ 
k <- 0.5; smplsize <- 1108*k; # sample size 
smpl <- sample(1:1108, smplsize); # random sampling vector 
dataset <- 
data.frame(matrix(c(data[smpl,5],data[smpl,3],data[smpl,4]), 
 ncol=3, 
dimnames=list(c(1:smplsize),c('organism','rain','jungle')))); 
# Create a cordinate matrix 
coords <- matrix(c(data[smpl,1],data[smpl,2]), ncol=2); # matrix of 
coordinates 
 
# __Ordinary Least Squares (OLS)__ 
# __Generalized Least Squares (GLS)__ 
# __Spatial Auto-regressive model (SAR_err)__ 
# __Best Spatial Auto-regressive model (SAR*)__ 
# __Variogram Spatial Auto-regressive model (SARvario)__ 
 
 
# ____C: GRID COARSENING____ 
# The 2x2 dataset was generated by aggregating the grid cells in 
larger cells  
# containing 2x2 cells, and the 3x3 dataset was generated similarly 
but using 
# a window of size 3x3. The value of the variables 'rain', 'jungle' 
and 'organism' 
# for the new cells were taken from one of the four aggregated cells, 
which was  
# selected at random. The dataset 'mapping' maps each one of the 
cells in the  
# original grid into the corresponding cell in the 2x2 and the 3x3 
grid. 
 
# __Create a 2x2 data frame__ 
smplsize = 296; # sample size 
smpl <- c(1:smplsize); 
for (l in (1:smplsize)) { # loop through all cells in the 2x2 grid 
and take one  
 smpl[l] <- sample(subset(mapping[,1],mapping[,2]==l), # random 
cell from the 
  4, replace=T)[1];   # original grid using a 2x2 
(= 4 cells) window 
} 
dataset <- 
data.frame(matrix(c(data[smpl,5],data[smpl,3],data[smpl,4]), 
 ncol=3, 
dimnames=list(c(1:smplsize),c('organism','rain','jungle')))); 
# Create a cordinate matrix 
coords <- matrix(c(data2[,1],data2[,2]), ncol=2); 
 
# __Ordinary Least Squares (OLS)__ 
# __Generalized Least Squares (GLS)__ 
# __Spatial Auto-regressive model (SAR_err)__ 
# __Best Spatial Auto-regressive model (SAR*)__ 
# __Variogram Spatial Auto-regressive model (SARvario)__ 
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# __Create a 3x3 data frame__ 
smplsize = 130; # sample size 
smpl <- c(1:smplsize); 
for (l in (1:smplsize)) { # loop through all cells in the 3x3 grid 
and take one  
 smpl[l] <- sample(subset(mapping[,1],mapping[,3]==l), # random 
cell from the 
  9, replace=T)[1];   # original grid using a 3x3 
(= 9 cells) window 
} 
dataset <- 
data.frame(matrix(c(data[smpl,5],data[smpl,3],data[smpl,4]), 
 ncol=3, 
dimnames=list(c(1:smplsize),c('organism','rain','jungle')))); 
# Create a cordinate matrix 
coords <- matrix(c(data3[,1],data3[,2]), ncol=2); 
 
# __Ordinary Least Squares (OLS)__ 
# __Generalized Least Squares (GLS)__ 
# __Spatial Auto-regressive model (SAR_err)__ 
# __Best Spatial Auto-regressive model (SAR*)__ 
# __Variogram Spatial Auto-regressive model (SARvario)__ 
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Appendix 3. Intercept and parameter estimates (mean ± standard deviation) for OLS, SARerr (SAR), best SARerr (SAR*), SARvario (SARv) and 
GLS models in the data sampling and grid-coarsening experiments with all four error datasets. The true parameter values were: intercept, 80; 
rain, -0.015; jungle, 0. 
 
Error Intercept Rain Jungle 
Dataset OLS SAR SAR* SARv GLS OLS SAR SAR* SARv GLS OLS SAR SAR* SARv GLS 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 0.002 0.002 0.002 0.002 0.002 50% ±0.24 ±0.20 ±0.18 ±0.17 ±0.15 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.007 ±0.005 ±0.004 ±0.004 ±0.004 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 0.003 0.002 0.002 0.002 0.002 25% ±0.28 ±0.23 ±0.22 ±0.22 ±0.18 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.010 ±0.007 ±0.007 ±0.006 ±0.006 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 0.003 0.002 0.003 0.002 0.002 10% ±0.38 ±0.32 ±0.31 ±0.30 ±0.27 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.016 ±0.013 ±0.013 ±0.012 ±0.012 
80.0 79.8 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 0.003 0.002 0.003 0.002 0.002 5% ±0.51 ±3.03 ±0.45 ±0.43 ±0.40 <0.001 0.001 <0.001 <0.001 <0.001 ±0.023 ±0.021 ±0.021 ±0.020 ±0.019 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 0.002 0.001 0.001 0.001 0.001 2x2 ±0.29 ±0.24 ±0.24 ±0.23 ±0.21 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.011 ±0.008 ±0.007 ±0.008 ±0.007 
80.0 80.0 80.0 80.0 80.07 -0.015 -0.015 -0.015 -0.015 -0.015 0.002 0.002 0.002 0.001 0.002 3x3 ±0.36 ±0.31 ±0.31 ±0.30 ±0.28 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.015 ±0.014 ±0.013 ±0.013 ±0.012 
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Lag Intercept Rain Jungle 
Dataset OLS SAR SAR* SARv GLS OLS SAR SAR* SARv GLS OLS SAR SAR* SARv GLS 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.001 -0.001 -0.001 -0.001 -0.001 50% ±0.14 ±0.14 ±0.14 ±0.14 ±0.14 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.008 ±0.008 ±0.008 ±0.008 ±0.008 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.001 -0.001 -0.001 -0.001 -0.001 25% ±0.22 ±0.22 ±0.22 ±0.22 ±0.22 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.011 ±0.011 ±0.011 ±0.011 ±0.011 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.001 -0.001 -0.001 -0.001 -0.001 10% ±0.36 ±0.37 ±0.37 ±0.36 ±0.36 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.017 ±0.018 ±0.018 ±0.018 ±0.017 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 <0.001 <0.001 <0.001 <0.001 <0.001 5% ±0.53 ±2.59 ±0.54 ±0.54 ±0.53 <0.001 0.001 <0.001 <0.001 <0.001 ±0.025 ±0.025 ±0.026 ±0.026 ±0.025 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 <0.001 <0.001 <0.001 <0.001 <0.001 2x2 ±0.21 ±0.21 ±0.21 ±0.21 ±0.21 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.010 ±0.010 ±0.011 ±0.010 ±0.010 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.001 -0.001 -0.001 -0.001 -0.001 3x3 ±0.33 ±0.34 ±0.34 ±0.34 ±0.33 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.016 ±0.016 ±0.016 ±0.016 ±0.016 
 
 
Mixed Intercept Rain Jungle 
Dataset OLS SAR SAR* SARvario GLS OLS SAR SAR* SARvario GLS OLS SAR SAR* SARvario GLS 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.003 -0.001 0.001 0.000 0.001 
50% ±0.34 ±0.26 ±0.22 ±0.22 ±0.18 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.022 ±0.010 ±0.009 ±0.008 ±0.007 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.001 -0.002 -0.001 -0.001 -0.001 
25% ±0.37 ±0.31 ±0.28 ±0.28 ±0.24 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.023 ±0.015 ±0.012 ±0.012 ±0.011 
80.0 80.0 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.002 -0.002 -0.001 -0.002 -0.001 
10% ±0.49 ±0.44 ±0.42 ±0.41 ±0.38 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.028 ±0.023 ±0.021 ±0.020 ±0.019 
80.0 79.9 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.001 -0.001 -0.002 -0.002 -0.002 
5% ±0.61 ±2.59 ±0.54 ±0.53 ±0.51 ±0.001 ±0.001 <0.001 <0.001 <0.001 ±0.031 ±0.029 ±0.028 ±0.027 ±0.026 
80.0 80.1 80.0 80.0 80.0 -0.015 -0.015 -0.015 -0.015 -0.015 -0.002 -0.002 -0.001 -0.002 -0.001 
2x2 ±0.36 ±0.33 ±0.32 ±0.32 ±0.30 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.021 ±0.016 ±0.013 ±0.015 ±0.013 
80.0 80.1 80.1 80.1 80.1 -0.015 -0.015 -0.015 -0.015 -0.015 -0.002 -0.003 -0.004 -0.004 -0.004 
3x3 ±0.39 ±0.37 ±0.37 ±0.36 ±0.34 <0.001 <0.001 <0.001 <0.001 <0.001 ±0.023 ±0.020 ±0.018 ±0.018 ±0.018 
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Dormann Intercept Rain Jungle 
Dataset OLS SAR SAR* SARv GLS OLS SAR SAR* SARv GLS OLS SAR SAR* SARv GLS 
79.4 79.2 79.0 79.0 79.3 -0.014 -0.014 -0.014 -0.014 -0.014 0.021 0.014 0.015 0.013 0.014 
50% ±3.8 ±3.3 ±3.4 ±2.9 ±3.0 ±0.006 ±0.005 ±0.005 ±0.005 ±0.005 ±0.073 ±0.046 ±0.042 ±0.040 ±0.037 
79.4 79.2 79.3 79.1 79.2 -0.014 -0.014 -0.014 -0.014 -0.014 0.019 0.014 0.016 0.013 0.013 
25% ±4.1 ±3.7 ±3.6 ±3.3 ±3.3 ±0.006 ±0.006 ±0.006 ±0.005 ±0.005 ±0.102 ±0.072 ±0.067 ±0.062 ±0.060 
79.5 79.4 79.4 79.2 79.3 -0.014 -0.014 -0.014 -0.014 -0.014 0.013 0.014 0.014 0.014 0.013 
10% ±4.7 ±4.5 ±4.4 ±4.3 ±4.0 ±0.007 ±0.007 ±0.006 ±0.006 ±0.006 ±0.164 ±0.137 ±0.132 ±0.124 ±0.118 
79.4 79.2 79.3 79.1 79.2 -0.014 -0.014 -0.014 -0.014 -0.014 0.019 0.019 0.020 0.018 0.017 
5% ±6.0 ±6.4 ±5.7 ±5.4 ±5.3 ±0.008 ±0.007 ±0.007 ±0.007 ±0.007 ±0.244 ±0.223 ±0.217 ±0.208 ±0.194 
79.4 79.2 79.2 79.0 79.3 -0.014 -0.014 -0.014 -0.014 -0.014 0.017 0.011 0.010 0.010 0.009 
2x2 ±4.0 ±3.8 ±3.9 ±3.5 ±3.9 ±0.006 ±0.006 ±0.006 ±0.006 ±0.006 ±0.100 ±0.080 ±0.073 ±0.073 ±0.070 
79.5 79.4 79.3 79.2 79.3 -0.014 -0.014 -0.014 -0.014 -0.014 0.019 0.015 0.014 0.011 0.011 
3x3 ±4.4 ±4.3 ±4.3 ±4.0 ±4.1 ±0.006 ±0.006 ±0.006 ±0.006 ±0.006 ±0.149 ±0.134 ±0.125 ±0.124 ±0.123 
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Appendix 4. Type I error probability, AIC, minRSA and time lapse for OLS, SARerr (SAR), best SARerr 
(SAR*), SARvario (SARv) and GLS in the lag, mixed and Dormann datasets for the random sampling 
experiment. Samples of 50, 25, 10 and 5% of the original data. 
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Appendix 4 (continued).  
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Appendix 4 (continued).  
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Appendix 5. Type I error probability, AIC, minRSA and time lapse for OLS, SAR (SAR), best SARerr  
(SAR*), SARvario (SARv) and GLS in the lag, mixed and Dormann datasets for the grid coarsening 
experiment. Merging 2x2 and 3x3 cells by choosing randomly one value. 
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Appendix 5 (continued). 
 
 
 
