In this study we consider the biharmonic Dirichlet problem A 2 u^f'mQ, u = du/dn = 0 on dQ, (1.1) where A dénotes the Laplacian, fl = (-l,l)x(-1,1), dQ is the boundary of Q, and d/dn is the outer normal derivative on dQ. In contrast to [4] , we use the mixed formulation of (1-1) to obtain approximations to both u and Au. Specifically, we set v = Au and discretize a coupled pair of Poisson's équations in u and v using a Legendre spectral collocation method with polynomials of degree < TV. As collocation points we take the nodes of the N -1-point Legendre-Gauss quadrature rather than the Legendre-Gauss-Lobatto points (cf [4] ). Employing a Schur complement approach, we reduce the collocation problem to a Schur complement System involving an approximation to v on the two vertical sides of dQ and an auxiliary collocation problem for a related biharmonic problem with v, instead of du/dn, specified on the two vertical sides of dQ. The matrix in the Schur complement system is symmetrie and positive definite. (This is not the case when the Legendre-Gauss-Lobatto nodes are used as collocation points). Consequently, the Schur complement system is solved by the preconditioned conjugate gradient (PCG) method. A preconditioner is obtained from the auxiliary collocation problem. We conjecture that the preconditioner is spectrally equivalent to the Schur complement matrix. The cost of multiplying the Schur complement matrix by a vector and the cost of solving a linear system with the preconditioner are O(N 2 ) each. With the number of PCG itérations proportional to log N y the cost of solving the Schur complement system is therefore O(N 2 logiV). The solution of the auxiliary collocation problem is obtained with cost O(N S ) using séparation of variables and the solution of a simple generaüzed eigenvalue problem which reduces to two symmetrie eigenvalue problems with tridiagonal matrices. The total cost of our algorithm is therefore O(N 3 ). The algorithm is well suited for parallel implementation since many of its steps involve independent matrixvector multiplications. Numerical results demonstrate the spectral convergence rate of the approximations to u and v in the maximum norm. In comparison, the method of [5] , the cost of which is O(N 2 logN) on an N x N partition, yields fourth order approximations to u and v.
In Section 2 we introducé three polynomial spaces, the corresponding basis functions, and collocation matrices. In Section 3 we develop an efficient method for solving a 1-d spectral collocation problem. The biharmonic spectral collocation problem and its solution are discussed in Sections 4 and 5, respectively. Numerical results and conclusions are given in Sections 6 and 7, respect ively.
PRELIMINARIES
For N > 4, let {Çz}^1 an<^ respectively {wz}^1 be the nodes and weights of the iV -1-point Legendre-Gauss quadrature on (-1,1), and let D = diag(iüi,... ,Wjv-i). where P k dénotes the set of polynomials of degree < k on (-1,1). Lemma 3.1 in [8] implies also that -(P",Q) = f (pV)(s) dx-p'q\U+C N pW q ( N \ p,qe P N , (2.4) where C/v dénotes a generic positive constant that may depend on N. Let
(Note that the dimensions of P N , P$, and PJJP are N + 1, TV -1, and N -3, respectively.) Following (2.7) and (3.4) of [17] , we introducé the basis {<f)k} k = 2 for P$ and the basis {0fe}£L 4 for P£° with where the nonsingular matrix M has the structure shown in 
where the first identity follows from the symmetry of {w t }^[ 1 and the antisymmetry of {Çi} 1^1 about 0, and the second identity follows from {<1>N<J>N-I)(-X) = -{<PN<I>N-I)(X) which is a conséquence of (2.5) and (2.7). For TV even (TV -1 odd), using arguments similar to those for odd TV, we have
where in the last step we also used <£jv-i(0) = 0 which follows from (2.5) and Lfc(0) = 0 for odd k. Finally, (2.4) applied to p = q = <j>pf and (2.2) imply a' N N > 0. Proof. Since in (3.1)-(3.3), the number of unknowns, which is 2JV, is equal to the number of équations, we assume & = /i = 0, i = 1,... , 2JV, a -f3 ~ 0 and show that p = q = 0. Taking the inner product {•, •) with q on both sides of (3.1) and with p on both sides of (3.2), respectively, we obtain In the remainder of this section we consider a matrix-vector form of (3. 
Let

Algorithm I.
Step 1: Compute columns of S using (3.17).
Step 2: Compute the right hand side of (3.16).
Step 3: Solve (3.16) for [<? 0 ,4i] T .
Step 4: Compute [PM,<ÏM] T using (3.15).
Step 5: Compute p* and q using (3.11).
Note that in steps 1 and 2 we can save S^S±2 and S^lg^, f<f>] T which are used in step 4. By (3.14) , solving, in steps 1 and 2, linear Systems with Su involves solving two linear Systems with B^ + XA^ and multiplication by XB^. It follows from (2.21) and the structure of B^ (see Fig. 2 ) that solving a linear system with B^ -h XAr educes to solving two linear Systems with tridiagonal symmetrie and positive definite matrices. Step 3 involves solving a linear system of two équations in two unknowns. It follows from the structure of M (see Fig. 1 ) that in step 5, Mp -pu (similarly Mq -qu) can be decoupled into two Systems, one for p^ -P3 and pk with even k > 4, and the other for p2 -\-pz and Pk with odd k > 5. The matrices in these two Systems have the structure shown in Figure 4 
BlHARMONIC SPECTRAL COLLOCATION PROBLEM
Introducing v = Au in (1.1), we obtain the coupled problem The Legendre spectral collocation problem corresponding to (4.1) consists of finding U G Pjy 0 ® P^P and V e P N ® P N such that
We prove existence and uniqueness of the solution to (4.2)-(4.3) following the proof of Theorem 5.1 in [15] . To this end, we require an additional notation and two lemmas. Therefore ((~U XX , V}) = {([/, -T4 X )). By symmetry in x and Ï/ we also have {{-U yy , V)) = ({17, -V yy )). Hence the desired result follows. D then
Proof. Applying (2.4) with respect to y to the left-hand side of (4.6), we have
Applying (2.4) to the second term on the right-hand side in (4.7), we obtain, for y = ±1,
Applying (2.4) to the first term on the right-hand side in (4.8), we obtain, for y = ±1,
Substituting (4.9) into (4.8) and using (4.5), we have N~l N-l Applying (2.4) with respect to y to the right-hand side of (4.6), we also obtain N-l (4.11)
Comparing the right-hand sides of (4.7) and (4.11), and using (4.10), we obtain (4.6). D Proof. Since the number of unknown coefficients in U and F, which is TV 2 -4TV + 10, is equal to the number of équations in (4.2)-(4.3), it suffices to show that if U and V satisfy (4.2)-(4.3) with ƒ = 0, then U = V = 0. Taking the inner product ({•, •)) with V on both sides of the first équation in (4.2), we obtain
Similarly, taking the inner product ((•, •)) with U on both sides of the second équation in (4.2), we obtain <<-AV,17»=0. To show that V = 0, we use the second équation in (4.2) (with ƒ = 0), Lemma 4.2 , and (4.14) to obtain 16) and
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SOLVING THE BIHARMONIC SPECTRAL COLLOCATION PROBLEM
In this section we present a method for solving (4.24)-(4.26).
Formulation of the method
Let I k be the k x k identity matrix. Multiplying Proof. The matrix S is nonsingular since it is the Schur complement of the nonsingular Su (see Lem. 5 2) in e/ 1 r\ ( see Lem. 5.1). D 21 V J We arrive at the following algorithm for solving (4.24)=(4.26). Algorithm II.
Step 1: Compute fy of (5.5).
Step 2: Compute the right-hand side of (5.11).
Step 3: Solve (5.11) for VQ } and v± t .
Step 4: Solve (5.6) for ü and v.
In the following subsections we explain how to solve linear Systems with Su (invoived in steps 2,4) and S (invoived in step 3). The vectors ü' e , v', v! 2 , u f 3 , <?' , ƒ', and a', /?' have the same forms as u e of (5.17), v of (4.21), u ,2, u ,3 of (5.18), g of (5.13), ƒ of (4.27), and ö?, /? of (5.19), respectively. In the following, the components of the primed vectors are denoted by the primed letters corresponding to the unprimed vectors. For example, It follows from (2.21) and the structure of B^ (see Fig. 2 ) that the computation of A and Z satisfying (5.20) and (5.21) reduces to solving two symmetrie eigenvalue problems with tridiagonal matrices. With the use of the QR algorithm for evaluating eigenvalues and the inverse itération for evaluating the corresponding eigenvectors, A and Z can be precomputed with cost O (TV 2 ). Also W of (5.24) can be precomputed with cost O(N 2 ) since solving a linear System with M requires O(N) opérations.
Solving Systems with
We are now in a position to formulate the following algorithm for solving (5.16 ).
Algorithm III.
Step 1: Compute g\ ƒ', cf', and ƒ3' using (5.25).
Step 2: For k = 2,... , JV, solve (5.26) using Algorithm I of Section 3 for solving (3.8).
Step 3: Compute Ü e and v using (5.23).
Steps 1 and 3 require O(N S ) opérations each while the cost of step 2 is O(N 2 ). Hence the total cost of Algorithm III is O(N 3 ),
In the remainder of this section we discuss the cost of Algorithm III for two special cases of (5.16).
In the first special case we assume that a = (3 = 0 and that g, ƒ are such that 9k,i = ƒ*,« = 0, k = 3,... , N -1, l = 1,... , N -1. In this case, in step 1 of Algorithm III, for each Z = 1,... , TV -1, Z T g y i and Z T f j are obtained by computing the corresponding liner combinat ions of the first 2 rows of Z. This can be done at a cost O(N 2 ) for all L As in the gênerai case, the cost of step 2 remains O(N 2 ). In step 3, for each l = 4,... , TV, u 2 ,i and us t i are obtained by computing the inner products of the first two rows of W with [vf 2 z , • -• , V>'N I\ T • This can be done at a cost O(N 2 ) for ail L Hence in this special case, the cost of Algorithm III is O(N 2 ) .
In the second special case we assume that g -ƒ = 0 and that only components {vk,o}^=4 an( i {^fc,i}j=4 °f v need to be computed when solving (5.16) . In step 1 of Algorithm III two multiplications by W T are performed to obtain a f and ƒ?' at a cost O(N 2 ). As in the gênerai case, the cost of step 2 remains O(N 2 ). In step 3 two multiplications by W are performed to obtain {t^ojfcL^ an( i i v k,i}^=2 w^h cos t O(N 2 ). Hence, in this special case, the total cost of Algorithm III for computing the desired components of v is O(N 2 ).
Solving Systems with S
First, following the proof of Theorem 4.1 in [5] , we show that the matrix S of (5.12) is symmetrie and positive definite. We start by proving the following lemma. To show that S is positive definite, we observe, using the first part of the proof with v^ = VQ^ and t^ * = v[ t \ that which shows that 5 is nonnegative definite. Since 5 = S T and 5 is nonsingular (see Lem. 5.3), it follows that 5 is positive definite. D It follows from Theorem 5.6 that the PCG method is a good candidate for solving the linear system with S. Therefore, in the following, we discuss matrix-vector multiplications involving 5, the sélection of a preconditioner, and the solution of a linear system with this preconditioner.
It follows from (5.12) that in order to multiply by S, we have to first multiply by Si2, then solve with Su, and finally multiply by S21. Let vb, and vi t be of the forms given in (4.22) and let where g and ƒ have the forms given in (5.13) and (4.27), respectively. Then, by (5.9), involve O(N) opérations. It also follows from the structure of B^ t (see Fig. 3 ) that all the required multiplications by B^ t take O(N) opérations. Hence the total cost of multiplying by S i2 is O (AT).
With u and v of the forms (4.19) and (4.21), it remains to solve (5.14) and then compute S21P, v\ T . Note that only the subvectors u^^ and t^ of u are needed for multiplication by S21 of (5.10). Moreover, (5.36), (5.37), and the structure of B^t (see Fig. 3 ) imply that the components of g and ƒ satisfy (5.27 ). Hence, it follows from the discussion in Section 5.2 of the first special case of (5.16) that computing u 2) and us t requires Figs. 1 and 2) .
Thus the total cost of multiplying a vector by S is O(N 2 ).
In the remainder of this section we select a preconditioner for S and discuss the solution of a linear System with this preconditioner. First, interchanging the rôles of the x and y coordinates and replacing u e , û ,2, u ,3, and v with ü;, t?2, , ü>3, , and z, respectively, we rewrite (5.16) Note that the two blocks B^DB^ in P 2 i correspond to multiplications by w 2t and ws, . Proof. The proof of this theorem is similar to that of Theorem 5.6. First we observe that P is nonsingular since it is the Schur complement of the nonsingular Pu (see Lem. 5.7) in the nonsingular n u }? (see Lem. L -nn u \ 5.4). Then we prove that P = P T and that P is nonnegative definite. This and the nonsingularity of P imply that P is positive definite. D For arbitrary a and /3, the solution of (5.43) can be obtained by solving (5.40) for z*o t and z\ y or, equivalently, (5.16) with g = f = 0, for the components {vk t o}k=2 an(^ i v k,i}k=2 °^ v.
As a preconditioner for S we take the 2(N -3) x 2(iV -3) matrix P which arises from eliminating 20,2, 20,3 > 2^2) and z\$ in (5.43 ). Clearly such a P is symmetrie and positive definite, being the Schur complement of a symmetrie and positive definite submatrix in the symmetrie and positive definite P. Moreover, for arbitrary { a &}£L 4 
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In a similar way, using (5.44) and (5.42), we have Q(4) I .
(5-47) is canceled in P 1 S. For ^2 and fo of (2.9) satisfying = 0, = 0, k -4,... , TV, (5.49) the results of Table 1 show that n 2 {P l^2 SP 1^2 ) is bounded from above by a positive constant which is independent of N. For the simpler choice For {Pk}^=2 the last two components on the right-hand side are to be switched which implies (2.10). System (5.50) can be decoupled into two Systems, one for a h with even k and the other for au with odd k. The matrices in these two Systems have the structure shown in Figure 5 and hence each System can be solved with cost O(N).
Cost of solving the biharmonic spectral collocation problem
We now give the cost of solving (4.24)-(4.26) using Algorithm II of Section 5.1. As discussed in Section 5.2, we precompute A and Z of (5.20) and (5.21) and W of (5.24) with cost O(N 2 ). Also, as discussed in Section 5.3, we precompute {&k}^2 m (2-9) with cost O(N).
Step 1 of Algorithm II involves Computing fy of (5.5) and it requires O(N S ) opérations since B^ is full.
Step 2 involves solving (5.14) with g = 6 and then computing S 2 i [u, v\ T . Only the subvectors u 2 , and w 3) of ü are needed when solving (5.14) . These subvectors are computed with cost O(N 3 ) since the cost of computing ƒ' in step 1 of Algorithm III is O(7V 3 ). (Note that <f, a', j3 f need not be computed in step 1 of Algorithm III since they are 0. Also, in step 3 of Algorithm III, #2, and ûs, can be computed with cost O(N 2 ).) Then, it follows from the discussion in Section 5.3 that the cost of computing S21P, v\ T is O(N). Thus the cost of step 2 is O(N 3 ).
Step 3 is carried out using the PCG method with P as a preconditioner for S. It follows from Section 5.3 that the cost of each PCG itération, involving multiplication by 5 and solution with P, is O(N 2 ). Hence with the number of the PCG itérations proportional to log TV the cost of step 3 is O{N 2 log AT). 3 ). (Note that in step 1 of Algorithm III, g* can be computed with cost O(N 2 ) since it follows from (5.36) and the structure of B^ t (see Fig. 3 ) that the components of g are as in (5.27) . Of course a f = /?' = 0 and hence they need not be computed.) Hence step 4 costs O (TV 3 ).
Therefore, the total cost of solving the spectral collocation problem is O(N 3 ).
NUMERICAL RESULTS
We solved ( The exact solution of this problem, which was also considered by Shen [17] and Bj0rstad and Tj0stheim [6] , is u = sin 2 (27rx)sin 2 (27rï/). The number of itérations in the PCG part of our method was taken to be 2 log TV.
In Table 2 we present the maximum absolute error in u and v = Au on a uniform (0.02) x (0.02) grid for different values of N. The exponential convergence achieved is shown in Figure 6 where we present the graph of the logarithm of the maximum absolute error versus N. In Table 3 , we present the CPU times required for the solution of the problem on a RS6000-250 workstation for various values of N, including the cost of precomputing the matrices A, Z, W, and the coefficients {<^k}^=2-^o m the table it is clear that the CPU times grow roughly like TV 3 .
CONCLUSIONS
In this study we considered the numerical solution of the biharmonic Dirichlet problem on a square by a Legendre spectral collocation method. A mixed formulation approach was used to rewrite the biharmonic équation as a System of two coupled Poisson's équations for the unknown solution and its Laplacian. The solution of the Legendre spectral collocation problem for the two Poisson's équations was reduced to the solution of a Schur complement System for the Laplacian of the approximate solution on two vertical sides of the square. Since the Schur complement matrix is symmetrie and positive defimte, the Schur system was solved by the PCG method with the preconditioner obtained from an auxiliary problem. The total cost of the proposed algorithm is O(N 3 ) which is comparable to the cost of state-of-the-art spectral Galerkin methods. An important advantage of the mixed formulation approach is that in addition to an approximation of the solution, we also obtain automatically an approximation to its Laplacian. The spectral convergence of these two approximations is demonstrated numerically on a test problem from the literature.
The extension of the proposed method to complex geometries is present ly under investigation. So f ar we have examined the application of the domain décomposition approach to the formulation and solution of a Legendre spectral collocation problem for Poisson's équation on a X-shaped région decomposed into three rectangles. The approximate solution is continuous throughout the région and its normal derivatives coincide at the collocation points on two interfaces. Firstly, the self-adjoint and positive definite approximate problem on the interfaces is solved usmg the PCG method. Subséquent ly, three independent approximate problems on three rectangles are solved efficiently using a matrix décomposition technique similar to the one described in this paper. We hope that a similar domain décomposition approach will allow us to formulate and solve a Legendre spectral collocation problem for the biharmonic équation on a L-shaped région and, in gênerai, on régions which are unions of rectangles with sides parallel to the coordinate axes.
