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Topological edge states of a graphene zigzag nanoribbon with spontaneous edge
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The topological phases of graphene with spin-orbit coupling, an exchange field, and a staggered-
sublattice potential determine the properties of the edge states of the zigzag nanoribbon. In the
presence of the Hubbard interaction, the spontaneous magnetization at the zigzag terminations
induces sizable magnetic moments at the lattice sites in the bulk region. Thus, the exchange field
and staggered-sublattice potential in the bulk region are effectively changed, which in turn change
the topological phase. Within a certain parameter regime, quasi-stable excited states of the zigzag
nanoribbon exist, which have a different magnetism configuration at the zigzag terminations from
the ground state. The quasi-stable excited states could effectively suppress the finite size effect
of the topological edge states. The investigation of the topological edge states in the presence of
interaction helps the engineering of spintronic nanodevices based on realistic materials.
PACS numbers: 0
I. INTRODUCTION
The topological phases of two-dimensional materials
[1–3], such as graphene with a close-proximity sub-
strate [4–12], determine the properties of edge states in
nanoribbons. The topological phase is dependent on the
combination of intrinsic or Rashba spin-orbit coupling
(SOC), the antiferromagnetic or ferromagnetic exchange
field, and the staggered-sublattice potential. The quan-
tum spin Hall (QSH) phase supports helical edge states
[13, 14], and the quantum anomalous Hall (QAH) phase
supports chiral edge states [15–17]. The spin-polarized
quantum anomalous Hall (SQAH) phase supports chiral
edge states of one spin component [4, 12]. Topological
edge states appear in both armchair and zigzag nanorib-
bons, which could be harnessed to carry information for
spintronic applications [18, 19].
In the presence of the Hubbard interaction, with the
strength designated as U , the spin-dependent staggered-
sublattice potential is modified at the mean field level.
For pristine graphene, the Hubbard interaction induces
a phase transition to an antiferromagnetic Mott insula-
tor at U ≈ 2.2t [20], with t being the nearest-neighbor
hopping parameter. For realistic graphene-family mate-
rials, the strength of the interaction is U ≈ t [21], which
is smaller than the critical value for the Mott insulator
transition. For graphene with SOC, an exchange field
and a staggered-sublattice potential, our numerical cal-
culation shows that the realistic Hubbard interaction in-
duces a self-energy with a small amplitude. Thus, the
phase diagram is hardly changed.
The situation in a zigzag nanoribbon is dramatically
changed. The unpaired lattice sites at the zigzag termi-
nations induce sizable spontaneous magnetization, with
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opposite directions in the two sublattices [20, 22–59]. The
lattice sites at the zigzag terminations are nearly fully
magnetized. Thus, the zigzag edge states that carry spin
information could be used to construct a spin valve [60].
The amplitude of the magnetic moment exponentially de-
cays as the location of the lattice site moves into the bulk
region. However, the amplitude does not decay to zero
but to a sizable value. The magnetization in the bulk
region of the nanoribbon changes the effective exchange
field and staggered-sublattice potential, in turn changing
the topological phase diagram. The change is more dra-
matic than that of bulk graphene. The modified phase
diagram is numerically studied in this paper by applying
the mean field approximation.
For the ground state of the zigzag nanoribbon with the
Hubbard interaction, the spontaneous magnetic moments
of the two zigzag terminations are antiparallel [20, 50]
because the lattice sites at the two zigzag terminations
are in different sublattices. If the topological phase of
the bulk region of the nanoribbon is nontrivial, then the
topological edge states at the semi-infinite zigzag edges
are gapless. However, the finite size effect of a narrow
zigzag nanoribbon could gap out the topological edge
states because the edge states at opposite zigzag edges
couple to each other. Flipping the magnetization of ei-
ther (both) zigzag termination(s) could drive the systems
into quasi-stable excited states. In these states, the wave
number of the topological edge states at opposite zigzag
edges could be separated into different band valleys such
that the coupling between the two edge states is weak-
ened, and the finite size effect is suppressed.
The paper is organized as follows: In Sec. II, the theo-
retical model and the mean field approximation method
are reviewed. In Sec. III, the numerical results of the
phase diagrams and the topological edge states are dis-
cussed. In Sec. IV, the conclusion is given.
2II. COMPUTATIONAL MODEL
Graphene with proximity-induced SOC and an ex-
change field is modeled by the tight-binding model with
lattice sites on a hexagonal lattice [10, 12]. In the addi-
tional presence of the Hubbard interaction, the Hamilto-
nian is given as
H = −t
∑
〈i,j〉,σ
c†i,σcj,σ +∆
∑
i,σ
ηic
†
i,σci,σ
+
2iλR
3
∑
〈i,j〉,σ,σ′
c†i,σcj,σ′ [(sˆ × dij)z ]σ,σ′
+
iλI
3
√
3
∑
〈〈i,j〉〉,σ,σ′
νijc
†
i,σcj,σ′ [sˆz]σ,σ′
+
∑
i,σ,σ′
(λAF ηi + λFM )c
†
i,σci,σ′ [sˆz]σ,σ′
+ µ
∑
i,σ
nˆi,σ + U
∑
i
nˆi,σnˆi,−σ (1)
where c†i,σ(ci,σ) is the creation (annihilation) operator for
an electron at lattice site i with spin σ; nˆi,σ is the particle
number operator in lattice i with spin σ. The summa-
tion with 〈i, j〉 covers the nearest-neighbor sites, where
the hopping strength is assumed to be t = 2.8 eV. ∆
is the staggered-sublattice potential, with ηi = +1(−1)
for the A (B) sublattice. The summation with λR corre-
sponds to the Rashba SOC, where sˆ is the Pauli matrix
vector, and dij is the unit vector from lattice site i to
j. The summation with λI corresponds to the intrinsic
SOC, where the summation with 〈〈i, j〉〉 covers the next-
nearest-neighbor lattice sites, and νij is 1 or −1 for the
counterclockwise or clockwise hopping path from site i to
j. The summation with λAF (FM) corresponds to the an-
tiferromagnetic (ferromagnetic) exchange field. µ is the
chemical potential, which is assumed to be zero. With
the mean field approximation, the Hubbard interaction
is approximated as U
∑
i(nˆi,+〈nˆi,−〉+ nˆi,−〈nˆi,+〉), where〈nˆi,σ〉 is the particle number expectation at lattice site i
with spin σ.
The mean field solution is obtained by iterative calcula-
tion. The particle number at each site is self-consistently
calculated by summing the density profile of the eigen-
states in the whole Brillouin zone and, with the weight
of the Fermi-Dirac distribution, in each iterative step.
If the system preserves the particle-hole symmetry, then
the Fermi level is zero. Otherwise, the Fermi level is self-
consistently calculated in each step of the iteration. At
the first iterative step, the magnetization at each zigzag
termination is assumed. Different configurations of the
initial magnetization give solutions with a different total
energy, which is defined as
Etotal =
∑
k
∫
dkEk,k − U
2
∑
i
〈nˆi,+〉〈nˆi,−〉 (2)
where k is the Bloch wave vector, k is the band index and
i is the lattice site index within one unit cell. The mag-
netic configuration with the smallest Etotal is the ground
state, and those with larger Etotal are quasi-stable ex-
cited states. In some systems, the iterations with differ-
ent initial magnetic configurations converge to the same
solution, so a quasi-stable excited state does not exist.
By applying the periodic boundary condition with the
Bloch phase in a two-dimensional bulk, the self-energy
of the bulk is given by the diagonal matrix with matrix
elements of Σi,σ = U(〈nˆi,−σ〉 − 1/2). The self-energy
effectively changes the local potential at each sublattice
and spin, in turn changing the effective parameters as
follows: µ˜ = µ+ µ¯, ∆˜ = ∆ + ∆¯, λ˜AF = λAF + λ¯AF , and
λ˜FM = λFM + λ¯FM , where
µ¯ =
1
4
U(〈nˆA,+〉+ 〈nˆB,+〉+ 〈nˆA,−〉+ 〈nˆB,−〉 − 2)
∆¯ =
1
4
U(〈nˆA,+〉 − 〈nˆB,+〉+ 〈nˆA,−〉 − 〈nˆB,−〉)
λ¯AF =
1
4
U(−〈nˆA,+〉+ 〈nˆB,+〉+ 〈nˆA,−〉 − 〈nˆB,−〉)
λ¯FM =
1
4
U(−〈nˆA,+〉 − 〈nˆB,+〉+ 〈nˆA,−〉+ 〈nˆB,−〉) (3)
The staggered-sublattice potential and exchange field in-
duce a nonuniform charge distribution in sublattice and
spin. In the simple case that only t and ∆ are nonzero
and positive, 〈nˆA,±〉 is smaller than 〈nˆB,±〉. As a result,
∆¯ is negative, which effectively decreases the staggered-
sublattice potential. In the other case that only t and
λAF are nonzero and positive, 〈nˆA,+〉 and 〈nˆB,−〉 are
smaller than 0.5, while 〈nˆA,−〉 and 〈nˆB,+〉 are larger than
0.5, so λ¯AF is positive. The antiferromagnetic exchange
field is effectively increased [11]. The SOC terms do not
induce a sizable nonuniform charge distribution, so they
have a small effect on the self-energy. In the model in
which all terms in Eq. (1) are nonzero, the effective pa-
rameter (∆˜, λ˜AF or λ˜FM ) is nearly linearly dependent
on the corresponding bare parameter (∆, λAF or λFM ,
respectively). The topological properties are determined
by the effective parameters instead of the bare parame-
ters. With U = t, the numerical results show that the
effective parameters are only slightly different from the
bare parameters, so the phase diagram is hardly modi-
fied.
In the zigzag nanoribbon, the Hubbard interaction
with U = t induces a spontaneous magnetic moment at
the zigzag terminations. The magnetic moment of each
lattice site is given by the value 〈s〉zi = 〈n〉i,+ − 〈n〉i,−.
The amplitude of 〈s〉zi exponentially decays to a sizable
value as the spatial location moves into the bulk region
of the nanoribbon. The directions of 〈s〉zi on the two
sublattices are opposite. The self-energy is spatially de-
pendent, so the effective parameters ∆¯, λ¯AF , and λ¯FM
are spatially dependent. The effective parameters in the
middle of the nanoribbon determine the topological prop-
erties of the bulk region of the nanoribbon, which in turn
determine the properties of the edge states. With U = t,
the effective parameters in the bulk region of the nanorib-
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FIG. 1: Phase diagram of the bulk region in the middle of the
zigzag nanoribbon with 30 rectangular unit cells (120 atoms)
in the width direction, with U = 0 in (a) and U = t in (b),
in the λAF −∆ parameter regime. The other parameters are
λR = 0, λI = 0.02t, and λFM = 0.
bon are sizably different from the bare parameters, so the
phase diagram is strongly modified.
III. NUMERICAL RESULTS
A. Zigzag nanoribbon in the QSH or SQAH phase
In the case with intrinsic SOC, a staggered-sublattice
potential and an antiferromagnetic exchange field, the
phase diagram without the Hubbard interaction is shown
in Fig. 1(a). This model could be realized in graphene
on an antiferromagnetic monolayer substrate [12] or sil-
icene sandwiched between two ferromagnetic substrates
with antiparallel magnetization [4]. In the QSH phase,
the Chern numbers of the two spins have opposite sign.
The Z2 topological number is nontrivial, which protects
the helical edge state. In the SQAH phase, the Chern
number of spin down is one, while that of spin up is zero,
so the total Chern number is one. There is only one pair
of chiral edge states. In the band insulator (BI) phase,
the bulk band is topologically trivial, so there is no topo-
logical edge state. In the presence of the Hubbard inter-
action with U = t, the numerical result obtained from the
calculation of the zigzag nanoribbon with 30 rectangular
unit cells along the width direction shows that the effec-
tive staggered-sublattice potential and antiferromagnetic
exchange field in the bulk region of the nanoribbon are
approximately ∆˜ ≈ 0.7∆ and λ˜AF ≈ 1.8λAF + 0.005t.
As a result, the phase diagram of the bulk region of the
nanoribbon is modified as shown in Fig. 1(b). In the
topological phase regime, the properties of the edge states
become complicated compared to the corresponding non-
interacting model.
For a typical nanoribbon in the QSH phase, the band
structures are plotted in Fig. 2(a). The magnetic mo-
ments of the two sublattices are antiparallel, as shown in
Fig. 2(b), and have the same configuration as the effec-
tive exchange field, i.e., 〈s〉zi has the same sign as−ηiλ˜AF .
Because the zigzag terminations at the two ends belong to
different sublattices, the magnetic moments at the zigzag
terminations are antiparallel. For the bulk with the effec-
tive parameters, the band gap of spin σ in valley τ is given
by ∆˜+λ˜AFσ+λ˜Iστ , with τ = ±1 representing the K and
K′ valleys. Since the parameters ∆˜ and λ˜AF are spatially
dependent, the local effective bulk gaps of each spin and
valley in the zigzag nanoribbon could be considered as a
spatial function along the width direction of the nanorib-
bon, which is plotted in Fig. 2(c). A localized edge state
that is either topological or trivial is induced near the
location at which the local effective bulk gap flips sign.
For spin up, the signs of the local effective bulk gaps of
the two valleys are opposite in the bulk region, implying
band inversion. Near the two zigzag edges, the local ef-
fective bulk gap of the K valley flips sign, while that of
the K′ valley remains open. Thus, the two helical edge
states near the two zigzag edges are both in the K valley.
The coupling between the two edge states is strong, so
the finite size effect gaps out the helical edge states, as
shown in Fig. 2(a). The first quasi-stable excited state
is obtained by flipping the magnetic moment of one of
the two zigzag terminations. The band structure, spatial
distribution of the magnetic moment, and local effective
bulk gaps are plotted in Fig. 2(d), (e) and (f), respec-
tively. A domain wall separates the nanoribbon into two
regions with opposite antiferromagnetic order, as shown
by the dashed line in Fig. 2(e). At the domain wall, the
parallel magnetic moments of the two nearest-neighbor
lattice sites increase the total energy. For spin up, the
local effective bulk gap of the K (K′) valley flips sign near
the left (right) zigzag edge. The two helical edge states
localized at the left and right zigzag edges are in the K
and K′ valleys, respectively. Thus, the coupling between
the two helical edge states is weakened due to the sep-
aration in momentum space, so the finite size effect is
negligible, as shown in Fig. 2(d). The same phenomenon
can be found for the spin down helical edge states.
Since the phase boundary in Fig. 1 is significantly
changed by the Hubbard interaction, the topological
properties of the zigzag nanoribbon are highly depen-
dent on the presence or absence of the Hubbard inter-
action. For example, the system with λAF = 0.5λI and
∆ = 1.5λI , which is marked as an empty dot in Fig.
1, is at the phase boundary between the SQAH and BI
phases in the absence of the Hubbard interaction. In the
presence of the Hubbard interaction, the system is in the
middle of the SQAH phase regime. The band structure
of the ground state of the zigzag nanoribbon with 10 or
60 rectangular unit cells in the width direction is plotted
in Fig. 3(a) or (b), respectively. The band of the spin
down localized edge states at the left edge merges into the
bulk conduction (valence) band at the K′ (K) valley, and
vice versa for that at the right edge, which characterize
the band inversion of the topological phase. In a narrow
zigzag nanoribbon, the spin down topological edge states
are gapped out by the finite size effect. In a wider zigzag
nanoribbon, the finite size effect quickly fades, and the
gap is closed. The bands of the bulk states, plotted as
4FIG. 2: (a,d) Band structure of the zigzag nanoribbon with 10 rectangular unit cells (40 atoms) in the width direction. The spin
up and down bands localized at the left zigzag edge are plotted as blue (dashed) and red (solid) thin lines, respectively. The spin
up and down bands localized at the right zigzag edge are plotted as green (dashed) and purple (solid) thick lines, respectively.
(b,e) Magnetic moment at each lattice site plotted as arrows with size s∗z = |〈s〉
z
i |
0.25sign[〈s〉zi ] for better visualization. The
vertical dashed line in (e) marks the domain wall of antiferromagnetic order. (c,f) Local effective bulk gap of the spin up K
valley, spin up K′ valley, spin down K valley, and spin down K′ valley versus the location along the width direction of the
nanoribbon plotted as black (filled dot), blue (empty dot), red (star) and green (empty square) marked lines, respectively. The
system parameters are ∆ = 0, λR = 0, λI = 0.02t, λAF = 0, λFM = 0, and U = t. The results in the top and bottom rows
have antiparallel and parallel magnetic configurations of the two zigzag terminations, respectively.
FIG. 3: Band structure of the zigzag nanoribbon with 10
or 60 rectangular unit cells (40 or 240 atoms) in the width
direction in (a,c) or (b,d), respectively. The system parame-
ters in (a,b) or (c,d) are given by the empty or filled dot in
Fig. 1 with U = t. The line style of each band localized at
the zigzag edge is the same as that in Fig. 2(a,d). The solid
black lines are the bands of the bulk states.
solid black lines, are pushed to higher energy due to the
finite size effect in a narrow zigzag nanoribbon, as shown
in Fig. 3(a). Another system with λAF = λI and ∆ = λI ,
which is marked as a filled dot in Fig. 1, is in the middle
of the SQAH phase regime in the absence of the Hubbard
interaction. In the presence of the Hubbard interaction,
the system is outside of the SQAH phase regime. The
band structures of the zigzag nanoribbon in Fig. 3(c)
and (d) show that increasing the width decreases the gap
of the edge states at the K′ valley. However, the band
of the spin down localized edge states at the left (right)
edge merges into the bulk valence (conduction) band at
both valleys, which characterizes the absence of band in-
version. Thus, the edge states are topologically trivial.
Similar to the QSH phase, the quasi-stable excited
states of the zigzag nanoribbon in the SQAH phase could
suppress the finite size effect. As an example, more de-
tails about the system with λAF = 0.5λI and ∆ = 1.5λI ,
which is marked as an empty dot in Fig. 1, are given in
Fig. 4. For the ground state, the configuration of the
magnetic moments at the zigzag terminations is antipar-
allel, with the same configuration as the exchange field,
as shown in Fig. 4(b). As shown in Fig. 4(c), the local
effective bulk gaps of spin up in both valleys are positive
5FIG. 4: Same type of plot as in Fig. 2 for the system marked by the empty dot in Fig. 1, with 10 rectangular unit cells
(40 atoms) in the width direction of the zigzag nanoribbon. The top, middle, and bottom rows correspond to the ground,
first quasi-stable excited and second quasi-stable excited states, respectively. The system parameters are ∆ = 0.03t, λR = 0,
λI = 0.02t, λAF = 0.01t, λFM = 0, and U = t.
in the whole nanoribbon, so the spin up band structure
is trivially gapped. The local effective bulk gap of spin
down in the K valley is negative in the whole nanorib-
bon; that in the K′ valley is positive in the middle of the
nanoribbon and then flips sign near the two zigzag edges.
Thus, the two topological edge states are both in the K′
valley, so the finite size effect couples the two topologi-
cal edge states and gaps out the topological edge bands,
as shown by the band structure in Fig. 4(a). The first
quasi-stable excited states are obtained by flipping the
magnetic moment of one of the two zigzag terminations.
As an example, the quasi-stable excited stated obtained
by flipping the magnetic moment of the left zigzag termi-
nation has a domain wall of antiferromagnetic order near
the left zigzag edge, as shown in Fig. 4(e). As shown
in Fig. 4(f), the local effective bulk gaps of spin up in
both valleys flip sign together near the left edge, so the
spin up band remains trivial. The spin up band localized
at the left edge accidently crosses the Fermi level with-
out band inversion [blue (dashed) thin line in Fig. 4(d)].
The local effective bulk gaps of spin down in the K and
K′ valleys flip sign near the opposite zigzag edges, so the
finite size effect is negligible. As a result, the two topo-
logical edge bands of spin down are gapless [red (solid)
thin line and purple (solid) thick line in Fig. 4(d)]. For
the other first quasi-stable excited state, the band struc-
ture is the particle-hole inversion of that in Fig. 4(d),
with the same total energy and topological properties.
In the second quasi-stable excited state, the magnetic
moments of both zigzag terminations are flipped, whose
band structure and 〈s〉zi are plotted in Fig. 4(g) and (h),
respectively. There are two domain walls of antiferro-
magnetic order near the two zigzag edges. As shown in
Fig. 4(i), the local effective bulk gaps of spin up in both
valleys flip sign together near both zigzag edges. Thus,
the spin up bands localized at the left and right edges ac-
cidently cross each other at the Fermi level [blue (dashed)
thin line and green (dashed) thick line in Fig. 4(g)]. The
local effective bulk gap of the K (K′) valley has a larger
(smaller) amplitude in the bulk region of the nanoribbon,
60 0.02 0.04 0.06 0.08 0.1
0.01
0.015
0.02
0.025
0.03
0.035
ground state and
quasi-stable excited states
only ground state
FIG. 5: Phase boundary between the systems with and with-
out the first quasi-stable excited states, in the λAF − λI pa-
rameter regime. The other parameters are ∆ = 0, λR = 0,
λFM = 0, and U = t. The zigzag nanoribbons contain 10
rectangular unit cells (40 atoms) in the width direction.
so the finite size effect is smaller (larger), and then, the
gap of the band crossing at the K (K′) valley is smaller
(larger). For spin down, the local effective bulk gap of
the K valley flips sign near both zigzag edges. Similar
to the ground state, the topological edge state in the K
valley is gapped out by the finite size effect.
The types of energy levels among the states with vary-
ing configurations of the edge magnetization are deter-
mined by the interedge superexchange interaction be-
tween the magnetic moments on the opposite edges [33].
For the systems in this subsection, the ground state
(first quasi-stable excited state) has an antiparallel (par-
allel) configuration of the edge magnetization, which has
the same types of energy levels as that of the pristine
graphene zigzag nanoribbon. Thus, the transition to
varying topological phases does not qualitatively change
the strength of the interedge superexchange interaction.
The numerical results in this section show that the
quasi-stable excited states could suppress the finite size
effect of the topological edge states in the QSH and
SQAH phases. However, in a certain parameter regime,
the quasi-stable excited states do not exist. As λAF in-
creases, 〈s〉zi in the bulk region has a larger amplitude,
which pushes the domain wall of antiferromagnetic or-
der closer to the zigzag termination. When λAF is larger
than a critical value, the domain wall cannot stably ex-
ist, so the magnetic moments at the zigzag terminations
cannot be flipped from the magnetic configuration of the
ground state. The critical value of λAF with varying λI
is numerically calculated and plotted in Fig. 5. Although
∆ = 0 is used in the figure, a different value of ∆ does
not significantly change the result.
FIG. 6: Band structure of the zigzag nanoribbon with U = 0
in (a) and U = t in (b). The nanoribbon has 30 rectangular
unit cells (120 atoms) in the width direction. The system
parameters are t = 2.8 eV, ∆ = 0.12t, λR = 0.1t, λI = 0,
λAF = 0, and λFM = 0.1t. The states localized at the left
and right zigzag edges are marked by the blue (filled) and
red (empty) dots, respectively. The sizes of the blue and red
dots represent the level of localization near the left and right
zigzag terminations, respectively.
B. Zigzag nanoribbon in the QAH phase
In the case with Rashba SOC, a staggered-sublattice
potential and a ferromagnetic exchange field, the nonin-
teracting system is in the QAH phase if λR > ∆ or in
the BI phase if 0 < λR < ∆ [61]. In the presence of the
Hubbard interaction with U = t, the phase boundary is
modified as λR = ∆˜, where ∆˜ ≈ 0.7∆ is obtained from
the numerical results. The ferromagnetic exchange field
hardly changes, i.e., λ˜FM ≈ λFM . Since ∆˜ is smaller
than ∆, the system with ∆˜ < λR < ∆ is driven from
the BI phase into the QAH phase by the Hubbard inter-
action. As an example, the band structure of the zigzag
nanoribbon with ∆ = 0.12t, λR = 0.1t and λFM = 0.1t
is plotted in Fig. 6(a) and (b). In the absence of the
Hubbard interaction, the nanoribbon is trivial and has
no gapless edge band, as shown in Fig. 6(a). In the
presence of the Hubbard interaction, two pairs of chiral
edge states appear because the bulk region is in the QAH
phase. For the pair of chiral edge states in the K valley,
the bulk gap is large, so the finite size effect is small. For
the other pair of chiral edge states in the K′ valley, the
bulk gap is small, so the localization is weak. The finite
size effect gaps out the pair of chiral edge states.
Another example with ∆ = 0, λR = 0.1t and λFM =
0.03t is calculated and plotted in Fig. 7. The band struc-
ture and magnetic moment distribution of the ground
state are plotted in Fig. 7(a) and (b), respectively. In
the bulk region, the magnetic moments of the two sublat-
tices are parallel due to the presence of the ferromagnetic
exchange field. Near the zigzag terminations, the mag-
7netic moments of the two sublattices are antiparallel due
to the spontaneous magnetization of the unpaired lattice
sites at the zigzag terminations. The magnetic moments
at the zigzag terminations are parallel to the magnetic
moment in the bulk region, so the transition between the
regions with locally antiparallel and parallel configura-
tions of the magnetic moment is smooth. The domain
walls, indicated by the vertical dashed lines in Fig. 7(b),
separate the regions with locally parallel and antiparallel
configurations of the magnetic moment. Only the region
between the two domain walls is in the QAH phase, so
the effective width of the topological nanoribbon is de-
creased. Thus, the finite size effect is enlarged, as shown
by the gap of the edge states in Fig. 7(a). In the first
quasi-stable excited state, the magnetic moment of one of
the two zigzag terminations is flipped, as shown in Fig.
7(d). The transition between the regions with locally
antiparallel and parallel configurations of the magnetic
moment is steeper, so the total energy is larger. The ef-
fective width between the two domain walls is larger, so
the finite size effect is weaker, as shown by the small gap
of the edge states in Fig. 7(c). In the second quasi-stable
excited state, the magnetic moments of both zigzag ter-
minations are flipped, as shown in Fig. 7(f). The finite
size effect is further weakened, as shown by the negligible
gap of the edge states in Fig. 7(e).
The quasi-stable excited states only exist in the sys-
tems with a small ferromagnetic exchange field. As λFM
increases, the domain wall in the quasi-stable excited
states near the zigzag termination whose magnetic mo-
ment is antiparallel to the magnetic moment in the bulk
region is pushed toward the zigzag edge. When λFM ex-
ceeds a critical value, the domain wall cannot be stable,
so the iterative solution converges to the ground state.
The phase diagram in the λFM − λR parameter regime
with the presence or absence of the quasi-stable excited
states is plotted in Fig. 8. A variation in λR slightly
changes the critical value of λFM . As ∆ become larger,
the critical value of λFM increases.
The presence of a ferromagnetic exchange field and
Rashba SOC with sufficient strength changes the ex-
change energy in the interedge superexchange interac-
tion, so the types of energy levels change, i.e., the
ground state (first quasi-stable excited state) has a par-
allel (antiparallel) configuration of the edge magnetiza-
tion. For the systems with ∆ = 0, the numerical re-
sults show that the boundary between two phase regimes
with different types of energy levels is given by λFM ≈
0.0015t− 0.038λR, with λR < 0.04t. The phase regime
with the same types of energy levels as those of the pris-
tine graphene zigzag nanoribbon occupies a small area at
the bottom left corner of Fig. 8.
IV. CONCLUSION
In conclusion, the Hubbard interaction changes the
properties of the topological edge states of the zigzag
FIG. 7: (a,c,e) Band structure of the zigzag nanoribbon
with ∆ = 0, λR = 0.1t, λI = 0, λAF = 0, λFM = 0.03t,
and U = t. The nanoribbon has 20 rectangular unit cells
(80 atoms) in the width direction. The states localized at
the left and right zigzag edges are marked by the blue (filled)
and red (empty) dots, respectively. The sizes of the blue and
red dots represent the level of localization near the left and
right zigzag terminations, respectively. (b,d,f) Normalized
magnetic moment at each lattice site for the corresponding
state. The results of the ground, first quasi-stable excited
and second quasi-stable excited states are plotted in (a,b),
(c,d) and (e,f), respectively.
0.02 0.04 0.06 0.08 0.1
0
0.02
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0.1
ground state and
quasi-stable excited states
only ground state
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=0.1t
FIG. 8: Phase boundary between the systems with and with-
out the quasi-stable excited states, in the λFM−λR parameter
regime, with ∆ = 0 for the black (solid) line and ∆ = 0.1t
for the red (dashed) line. The other parameters are λI = 0,
λAF = 0, and U = t. The zigzag nanoribbons contain 20
rectangular unit cells (80 atoms) in the width direction.
8nanoribbon of graphene. Because the spontaneous mag-
netic moments at the zigzag terminations significantly
change the effective staggered-sublattice potential and
antiferromagnetic exchange field, which could in turn
change the topological phase in the bulk region, the topo-
logical properties of the edge states are modified. The
topological edge states of the ground state are gapped
out by the finite size effect. The quasi-stable excited
states could effectively suppress the finite size effect on
the topological edge states. When the amplitude of the
exchange field is larger than a critical value, the quasi-
stable excited states do not exist.
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