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Zusammenfassung
Mit der wachsenden Bedeutung von Mobilita¨t, allgegenwa¨rtigem IT-Zugang und dynami-
scher Allokation anpassbarer Inhalte ist eine zunehmende Integration von Technologien des
Pervasive Computing in Lehr- und Lernprozesse erkennbar. Diese Dissertationsschrift ana-
lysiert die infrastrukturellen Herausforderungen fu¨r pervasive Umgebungen im Allgemeinen
und pervasive Hochschulen im Speziellen. Sie bewertet basierend auf dieser Analyse die Eig-
nung heutiger Kommunikationsmodelle als infrastrukturelle Basis und motiviert als Ergebnis
dieses Vergleichs den Einsatz Service-orientierter Architekturen (SOA).
Da sich in den jeweiligen Anwendungsbereichen der einzelnen Komponenten pervasiver
Umgebungen unterschiedliche SOA-Implementierungen etabliert haben, mu¨ssen Interope-
rabilita¨tsmechanismen bereitgehalten werden. Dieser Arbeit stellt bekannte Interoperabi-
lita¨tsansa¨tze vor, diskutiert und bewertet diese hinsichtlich ihrer Eignung zur Interopera-
bilita¨t in pervasiven Umgebungen. Es wird anschließend ein systematischer Interoperabi-
lita¨tsansatz vorgestellt. Fu¨r die zuvor klassifizierten SOA-Implementierungen werden weiter-
hin Strategien zu deren Integration in diesen Ansatz erarbeitet und diskutiert.
Die erzielten Ergebnisse werden im Rahmen universita¨rer Fallstudien evaluiert. Es wird ge-
zeigt, dass durch die resultierende Systematik, Transparenz und Flexibilita¨t traditionelle
Lehr- und Lernarragements bereichert und neue Innovationen im universita¨ren Umfeld ent-
stehen.
Abstract
The increasing importance of mobility, ubiquitous IT access, and dynamic allocation of ad-
aptable content causes more and more integration of pervasive computing technology into
learning processes. This thesis analyzes the infrastructural challenges for pervasive environ-
ments in general and especially pervasive universities. Based on this analysis, the applicability
of todays communication models as infrastructural basis will be assessed. Accordingly, the
use of Service-oriented Architectures (SOA) will be motivated.
Pervasive environments consist of components from different areas of application. As diffe-
rent SOA instances have been established for these areas, pervasive environments require
appropriate interoperability mechanisms. This thesis introduces existing interoperability ap-
proaches. They will be discussed and assessed due to their applicability for those environ-
ments. Furthermore, a more systematic interoperability approach will be introduced and the
integration of existing SOA instances into this approach wil be described as well as discussed.
Results will be evaluated in University-related case studies. It will be shown, that the emerged
systematic, transparency, and flexibility enriches traditional learning arrangements as well as
creates new innovations for universities.
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1.1 Motivation: Pervasive Umgebungen
1.1.1 Einfu¨hrung in Pervasive Computing
Den modernen Mensch des 21. Jahrhunderts umgibt eine Wolke aus Informationstechnologi-
en (IT). Diese besteht aus einer Vielzahl an Gera¨ten und Anwendungen, die Informationen
konsumieren, verarbeiten, liefern oder umwandeln. Das nach wie vor gu¨ltige Mooresche Ge-
setz der Verdopplung der Integrationsdichte von Transistoren auf einem Chip alle achtzehn
Monate, fu¨hrt zu immer kleineren Gera¨tedimensionen bei steigender Leistung. So reicht das
breite Gera¨tespektrum heute von Personal Computern und Laptops u¨ber das allgegenwa¨rtige
Mobiltelefon oder sogar Smartphone bis hin zu mehr oder weniger unsichtbarer IT in un-
seren Wohnungen und Fahrzeugen. In seiner Vision des Ubiquitious Computing hat Mark
Weiser bereits 1991 die drastisch zunehmende IT-Durchdringung des Alltags, aber parallel
dazu auch das Verschwinden dieser Technologievielfalt aus unserem unmittelbaren Sichtfeld
prognostiziert:
Die Technologien, die aus dem direkten Blickfeld verschwinden, sind am einfluss-
reichsten. Sie verschmelzen mit dem allta¨glichen Leben, bis sie daraus nicht mehr
wegzudenken sind. [. . . ] Erst wenn die Dinge verschwinden [. . . ] sind wir frei diese
zu nutzen ohne uns auf sie zu konzentrieren und ko¨nnen uns daru¨ber hinaus neuen
Zielen o¨ffnen.
(frei u¨bersetzt aus [Weiser 91])
Die Pervasive Computing-Forschung hat dabei nicht nur das Ziel, aus Nutzersicht die Konzen-
tration auf Gescha¨ftsprozesse und perso¨nliche Aufgaben zu ermo¨glichen, sondern sogar strebt
eine proaktive Unterstu¨tzung beim Erreichen dieser Ziele an [Encarnac¸a˜o 05]. Das Potential
der resultierenden pervasiven Systeme ist betra¨chtlich. An dieser Stelle sei nur eine Auswahl
der beliebtesten Beispiele angefu¨hrt:
• Displays, die abha¨ngig von der aktuellen Nutzersituation selbststa¨ndig nu¨tzliche Infor-
















































































































































































































































Abbildung 1.1: Die Evolution moderner Computing-Paradigmen (nach [Satyanarayanan 01])
fu¨hrt von Verteilten Systemen u¨ber das Paradigma des Mobile Computing zum Pervasive
Computing.
• Ra¨ume, die sich vollautomatisch an Nutzerbedu¨rfnisse anpassen und beispielswei-
se Temperatur, Helligkeit und selbst die Ausrichtung von Mo¨beln und anderen Ge-
gensta¨nden kontrollieren
• Fahrzeuge, die selbststa¨ndig miteinander kommunizieren, um sich beispielsweise u¨ber
Staus bzw. Unfa¨lle zu informieren und ihrem Fahrer alternative Routen zu empfehlen
• Perso¨nliche Nutzerendgera¨te (z. B. Laptops, Mobiltelefone) von Studenten, die automa-
tisch und spontan untereinander Lernmaterialen bzw. andere relevante Informationen
autauschen
Pervasive Computing bezeichnet kein klar abgrenzbares Konzept bzw. eine definierbare Me-
thodik, sondern ein Forschungsfeld und ein damit verbundenes Paradigma, welches zum Ziel
hat die exisitierende allgegenwa¨rtige Informationsverarbeitung mo¨glichst transparent nutzbar
zu machen, um den Nutzer zu unterstu¨tzen. Selbst die Bezeichnung des Forschungsfeldes/Pa-
radigmas variiert. Wa¨hrend Mark Weiser noch von Ubiquitious Computing sprach, haben sich
inzwischen auch der industriell gepra¨gte Begriff des Pervasive Computing sowie vor allem
in Europa Ambient Intelligence durchgesetzt. Der Begriff Ubiquitious Computing wird heu-
te vorwiegend fu¨r langfristige und teils visiona¨re Konzepte und Ideen verwendet, wa¨hrend
Ambient Intelligence vor allem den Faktor der Intelligenz der Nutzerumgebung themati-
siert. In dieser Arbeit wird der Begriff Pervasive Computing genutzt, da dieser versta¨rkt die
Verwendung der bereits exisitierenden und den Alltag durchdringenden Technologien fokus-
siert, um allgegenwa¨rtige Informationsverarbeitung bereits kurzfristig verfu¨gbar zu machen
[Langheinrich 03].
Weisers Vision hat sich evolutiona¨r aus vorhergehenden Computing-Paradigmen entwickelt,
wie Abbildung 1.1 illustriert [Satyanarayanan 01]. Ihre Wurzeln liegen in den 1970er bis
1990er Jahren, in den Forschungen zu verteilten Rechensystemen. Die damals entwickelten
Werkzeuge, Protokolle und Modelle zur Langstreckenkommunikation, Steigerung der Feh-
lertoleranz und Verfu¨gbarkeit sowie zu verteilten Informationen und Sicherheitsmechanis-
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men finden sich noch heute in den Forschungen zu Pervasive Computing wieder. Mit der
Einfu¨hrung erschwinglicher mobiler Clients wurden Verteilte Systeme in den fru¨hen 1990er
Jahren, um Technologien und Mechanismen fu¨r mobile Netze und somit mobilen Zugang zu
Informationen sowie adaptive und ortsorientierte Anwendungen bereichert. Auch der Faktor
der Energieeffizienz hatte fu¨r mobile Gera¨te einen ho¨heren Stellenwert als fu¨r stationa¨re Syste-
me und fu¨hrte damals wie heute zu energiesparenden Technologien. Nach [Satyanarayanan 01]
werden vor allem vier Forschungsbereiche als weitere Motoren aber auch Herausforderungen
fu¨r pervasive Systeme betrachtet:
• Intelligente Ra¨ume mit eingebetten Systemen, die den Raum weitestgehend an die
Bedu¨rfnisse der Nutzer anpassen
• Ortsabha¨ngige Skalierbarkeit zur effizienten Kommunikation zwischen Nutzern und
intelligenten Ra¨umen, in Abha¨ngigkeit von ihrer ra¨umlichen Beziehung zueinander
• Unsichtbare Technologien, die aufgrund ihrer Integration oder Gro¨ße kaum mehr
bewusst vom Nutzer wahrgenommen werden
• Transparente Technologievielfalt, die Nutzern unabha¨ngig von der verfu¨gbaren
Hard- oder Software eine mo¨glichst einheitliche bzw. gewohnte Umgebung pra¨sentiert
Zusa¨tzlich ko¨nnen weitere Pervasive Computing-Motoren wie Fortschritte in der Nano-
technik und Mikroelektronik (z. B. elektronisches Papier, RFID, mikroskopische Sensoren)
[Langheinrich 03], Ku¨nstliche Intelligenz, Web 2.0 und Cloud Computing identifiziert wer-
den. Im folgenden Abschnitt wird auf die spezifischen Entwicklungen und Herausforderungen
pervasiver Umgebungen als konkretes Pervasive Computing-Anwendungsfeld eingegangen.
1.1.2 Herausforderungen pervasiver Umgebungen
Eine konkrete Auspra¨gung der Pervasive Computing-Forschung sind pervasive Umgebungen.
Diese weitgehend transparent von IT durchdrungenen Ra¨ume oder sogar raumu¨bergreifenden
Bereiche sind in der Lage Nutzeraktivita¨ten zu erfassen, auszuwerten und darauf derart zu
reagieren, dass sie den Nutzer proaktiv im Erreichen seiner Ziele unterstu¨tzen. Neben den
bereits erla¨uterten Herausforderungen aus dem Bereich des Pervasive Computing, werden
Entwickler pervasiver Umgebungen mit einer Reihe zusa¨tzlicher und konkretisierter Heraus-
forderungen konfrontiert, von denen die wichtigsten in diesem Abschnitt na¨her betrachtet
werden.
Der analog zu pervasiven Umgebungen verwendete Begriff Smart Environment verdeutlicht,
dass ein scheinbar intelligentes Verhalten des Raumes bzw. der Umgebung des Nutzers ange-
strebt wird. Grundlage fu¨r dieses Verhalten ist eine zuverla¨ssige und effiziente Intentionser-
kennung. Diese erfordert wiederum eine ausreichende Sensorik (z. B. zur Lokalisierung oder
Authentifizierung von Nutzern) innerhalb der pervasiven Umgebung sowie Modelle und
Deskriptoren fu¨r physische Umgebungen. Ferner sind Methoden zur Strategieentwick-
lung (z. B. Plannungsalgorithmen) erforderlich, die auf Grundlage der Nutzerintentionen und
der Umgebungsmodelle sowie mit Hilfe geeigneter Aktoren ein mo¨glichst proaktives System-
verhalten realisieren.
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Bei vielen so genannten “intelligenten Umgebungen” wie dem Reactive Video-Conferencing
Room [Cooperstock 97] oder Microsofts EasyLiving-Projekt [Brumitt 00] muss bereits der
Entwickler beim Design der Umgebung wissen, welche Zusta¨nde diese haben kann und wie
die dazu passende Systemreaktion aussieht. Das Resultat dieser Arbeiten ist, dass per-
vasive Umgebungen heute statische und teure Einzello¨sungen sind, die fast ausschließlich
im Bereich der akademischen oder industriellen Forschung eine Rolle spielen. Damit diese
auch fu¨r Privatanwender erschwinglich werden ist ein Umdenken in Richtung dynamischer
Gera¨teansammlungen (Ensembles [Heider 06]) aus bereits heute weit verbreiteten Gera¨ten
(z. B. Laptops, Smartphones) anstelle statischer vorkonfigurierter Systeme erforderlich. Die
neue Dynamik erfordert eine Infrastruktur, die ohne Vorwissen in der Lage ist unter-
schiedliche Gera¨te und Anwendungen zu integrieren. Sie muss weiterhin transparent
die Heterogenita¨t u¨berbru¨cken, die durch die Verwendung von bereits auf dem Markt
befindlichen Gera¨ten entsteht und trotzdem deren vollen Funktionsumfang zur Verfu¨gung
stellen.
Zuku¨nftige pervasive Umgebungen werden sich demnach durch ein hohes Maß an Dynamik
und Heterogenita¨t auszeichnen und daher vor vo¨llig neue Herausforderungen gestellt. Die
vorliegende Arbeit entstand im Rahmen des Graduiertenkollegs Multimodal Smart Applian-
ce Ensembles for Mobile Applications (MuSAMA) der Deutschen Forschungsgemeinschaft
(DFG), welches diese Herausforderung fokussiert und im folgenden Abschnitt na¨her betrach-
tet wird.
1.1.3 Multimodal Smart Appliance Ensembles for Mobile Applications
(MuSAMA)
Dem Graduiertenkolleg (GRK) Multimodal Smart Appliance Ensembles for Mobile Applicati-
ons (MuSAMA) liegt die These zugrunde, dass zuku¨nftige pervasive Umgebungen nicht fest
installiert und vorkonfiguriert sein werden, sondern sich in ihrer Zusammensetzung unvor-
hersehbar a¨ndern ko¨nnen. Die einzelnen Komponenten (Gera¨te und Anwendungen) einer be-
stimmten Zusammensetzung (Ensemble) mu¨ssen in der Lage sein miteinander zu kooperieren
und den Nutzer somit zielgerichtet, spontan und ohne menschliche Anleitung zu unterstu¨tzen
[Kirste 08]. Dabei werden vier Forschungsschwerpunkte fokussiert:
1. Kontexterkennung und -analyse fu¨r Fragestellungen der Erfassung, Modellierung
und Bewertung von Umgebungsparametern und den daraus abgeleiteten Situationen
(Kontext).
2. Multimodale Interaktion und Visualisierung fu¨r Fragestellungen der verteilten
Darstellung von Informationen und der Interaktion zwischen Nutzern und der pervasi-
ven Gera¨teinfrastruktur
3. Intentionserkennung und Strategieentwicklung fu¨r Fragestellungen zur Ablei-
tung von Nutzerzielen sowie der Entwicklung von Strategien, um diese umzusetzen
4. Datenhaltung, Ressourcen- und Infrastrukturmanagement fu¨r Fragestellungen
der Kommunikation innerhalb der unterliegenden Infrastruktur und das Management
der verfu¨gbaren Ressourcen – In diesem Forschungsschwerpunkt ist auch die vorliegende
Arbeit angesiedelt.
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Die in den Forschungsschwerpunkten erzielten Ergebnisse werden im Rahmen des Szenarios
einer “Pervasiven Universita¨t” evaluiert, einer weitla¨ufigen und raumu¨bergreifenden perva-
siven Umgebung aus dem Anwendungsbereich der universita¨ren Aus- und Weiterbildung.
Insbesondere verschiedene Varianten eines Meeting-Szenarios in einem Smart Room (als Teil
der pervasiven Universita¨t) vereinen den Großteil der MuSAMA-Arbeiten. Eine dieser Vari-
anten wird im folgenden na¨her betrachtet, um einen U¨berblick u¨ber die Ziele des GRK zu
erhalten.
Im Meeting-Szenario wird von einem mit der notwendigen Infrastruktur ausgestatteten Smart
Room ausgegangen, den die Teilnehmer eines Meetings vor dessen Beginn betreten. Der
Raum erkennt automatisch, welche Gera¨te vorhanden sind und welche Anzeige- bzw. Koope-
rationsmo¨glicheiten dadurch bestehen. Anhand einer Agenda und Identifikation der einzelnen
Personen (z. B. Sensor-Tag) bzw. deren Position im Raum kann der aktuell Vortragende ermit-
telt werden. Der Raum kann dessen Laptop-Bildschirminhalt automatisch auf eine Leinwand
oder freie Fla¨che projizieren, den Raum abdunkeln und ggf. weitere Schritte ausfu¨hren bevor
der Vortragende beginnt. Nach dem Vortrag ko¨nnte ein Wechsel der Vortragendenrolle (z. B.
durch eine ausreichend aussagekra¨ftige Vera¨nderung der Teilnehmer-Positionen erkannt) er-
folgen oder der Raum ko¨nnte eine Diskussionsrunde unterstu¨tzen (z. B. mit Brainstorming-
Software oder dem automatischen Anzeigen fu¨r die Diskussion relevanter Webseiten). Nach
dem Meeting wa¨re ein Verteilen der automatisch erfassten Meeting-Ergebnisse an alle Teil-
nehmer sinnvoll. Dabei wa¨re eine Anpassung der Inhalte beispielsweise fu¨r die jeweiligen
Gera¨te oder Rollen der Teilnehmer denkbar.
Dieses MuSAMA-Szenario stellt nur ein Teil der Mo¨glichkeiten und Herausforderungen dar,
die durch den Einzug pervasiver Systeme in den universita¨ren Alltag entstehen. Diese dienen
als Referenzumgebung fu¨r die in der vorliegenden Dissertationsschrift entwickelten Infrastruk-
tur und der Evaluierung der erzielten Ergebnisse. Daher erfolgt im folgenden Abschnitt eine
na¨here Betrachtung der Herausforderungen moderner Bildungseinrichtungen auf ihrem Weg
zu pervasiven Institutionen.
1.2 Anwendungsgebiet: Moderne Bildungseinrichtungen
1.2.1 Organisatorische Herausforderungen
Vor allem durch die zunehmende Globalisierung stehen deutsche Hochschulen heute vor einer
Reihe organisatorischer Herausforderungen. Im Rahmen der Entwicklung eines einheitlichen
europa¨ischen Hochschulwesens durch den Bologna-Prozess wurden in den vergangenen Jah-
ren bereits europaweit vergleichbare Abschlu¨sse und Anerkennungen von Studienleistungen
eingefu¨hrt. Unter anderem wird die Mobilita¨t europa¨ischer Studenten durch diese Maß-
nahmen gesteigert.
Insbesondere deutsche Hochschulen sehen sich außerdem mit einer steigenden Anzahl
ausla¨ndischer Studenten konfrontiert, die sich von dem Studium in Deutschland eine Ver-
besserung der eigenen Berufschancen erhoffen. Fast die Ha¨lfte der Bildungsausla¨nder stammt
dabei aus La¨ndern mit einem geringen Pro-Kopf-Einkommen [W. Isserstedt and J. Link 08],
wodurch die Reise nach Deutschland und das Studium fu¨r diese Zielgruppe erschwert wird.
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Durch hochschul- und la¨nderu¨bergreifende Dienste (z. B. Austausch von Lerninhalten,
Zusammenarbeit in Lehre, Forschung und Verwaltung) ko¨nnen diese Kosten gesenkt und
sogar ein deutsches Studium im Heimatland ermo¨glicht werden (z. B. im Rahmen des Pro-
gramms “Studienangebote deutscher Hochschulen im Ausland” des Deutscher Akademischer
Austauschdienst, DAAD).
In Deutschland wiederum weckt die Einfu¨hrung von Studiengebu¨hren fu¨r die Verbesserung
von Studium und Lehre an vielen Hochschulen in Studenten und Dozenten das berechtigte
Verlangen nach hochwertigen Inhalten und Lernmedien. Auch diese ko¨nnten u¨ber
Kooperationskonzepte aus anderen Hochschulen bezogen und in den lokalen Lehrplan einge-
bunden werden, falls entsprechende Kompetenzen oder Ressourcen an der eigenen Hochschule
fehlen.
Organisatorische Herausforderungen wie die wachsende Studentenmobilita¨t und der Bedarf
nach hochschulu¨bergreifenden Diensten wie dem Austausch von hochwertigen Lehrinhalten
erfordern eine flexible und systematische Infrastruktur, die klare Schnittstellen fu¨r exter-
ne Kooperationspartner und Ga¨ste bietet. Zusa¨tzlich exisitieren eine Reihe technologischer
Herausforderungen fu¨r moderne Bildungseinrichtungen, die weitere Anforderungen an die
Infrastruktur stellen und daher im Folgenden na¨her beleuchtet werden.
1.2.2 Technologische Herausforderungen
Im Jahr 2010 pra¨sentierte der renomierte und ja¨hrlich erscheinende Horizon Report sechs
Technologien, die sich innerhalb der na¨chsten fu¨nf Jahre in Lehre, Lernen oder kreativer
Forschung wahrscheinlich durchsetzen werden [Johnson 10]:
• Mobile Computing (innerhalb der na¨chsten 12 Monate): Die Nutzung mobiler, netz-
werkfa¨higer Endgera¨te (z. B. Smartphones und Netbooks) war bereits im vergangenen
Horizon Report [Johnson 09] eine der Schlu¨sseltechnologien fu¨r moderne Hochschulen.
Ihre Nutzung hat drastisch zugenommen und somit ein hohes Potential fu¨r tragbare
Arbeitswerkzeuge fu¨r Produktivita¨t, Lernen und Kommunikation ero¨ffnet.
• Open Content (innerhalb der na¨chsten 12 Monate): Die freie Verfu¨gbarkeit elektro-
nisch aufbereiteter Kursinhalte ist als Auspra¨gung der Web 2.0 -Kultur und Reaktion
auf die steigenden Ausbildungskosten sowie den Wunsch nach Bildungszugang auch in
strukturschwachen Regionen zu verstehen. Analog zum Prinzip des Pervasive Compu-
tings, ko¨nnen Lernende durch Open Contant selbst bestimmen wann und wie sie Inhalte
konsumieren wollen.
• Elektronische Bu¨cher (innerhalb der na¨chsten 2-3 Jahre): Als weiterer Content wurde
in den letzten zwo¨lf Monaten ein deutlicher Anstieg in der Akzeptanz und Nutzung
sogenannter eBooks verzeichnet. Diesen Trend bedient auch die Gera¨teindustrie durch
die Einfu¨hrung neuer eBook-Reader wie Apples iPad.
• Simple Augmented Reality (innerhalb der na¨chsten 2-3 Jahre): Die Anreicherung
realer Objekte mit digitalen Informationen hat sich dank moderner Smartphones als
“Fenster in den digitalen Raum”bereits dem Privatanwender erschlossen und besitzt
auch als Werkzeug fu¨r Lehr-/Lernszenarien ein hohes Potential.
12
• Gestenbasiertes Computing (innerhalb der na¨chsten 4-5 Jahre): Durch
beru¨hrungsempfindliche Displays la¨ngst auf dem Privatanwendermarkt etabliert, gibt
es inzwischen auch in der Forschung und Lehre Prototypen fu¨r die gestenbasierte Inter-
aktion mit Computern. Insbesondere dise Technologie profitiert direkt von Ergebnissen
im Bereich Intentionserkennung der Pervasive Computing-Forschung.
• Visuelle Datenanalyse (innerhalb der na¨chsten 4-5 Jahre): Visuelle Methoden zum
Erkennen und Verstehen von Mustern in großen Datensa¨tzen erhalten als Kombination
aus Statistik, Datamining und Visualisierung Einzug in die Forschungslandschaft.
Insbesondere die Einfu¨hrung von Mobile Computing, Open Content und elektronischen
Bu¨chern stellt die universita¨re Infrastruktur vor die Herausforderung neue Lernwerkzeuge
und Inhalte integrieren zu mu¨ssen. Dies beinhaltet deren automatisierte Vero¨ffentlichung,
Suche und Nutzung durch verschiedene Gera¨te und Anwendungen. Weiterhin sind Mecha-
nismen erforderlich, um Inhalte an verschiedene Gera¨teklassen (z. B. Laptop, Smartphone,
MP3-Player) anzupassen.
Mit der wachsenden Bedeutung von Mobilita¨t, allgegenwa¨rtigem IT-Zugang und dynami-
scher Allokation anpassbarer Inhalte ist eine zunehmende Integration von Technologien des
Pervasive Computing in Lehr- und Lernprozesse erkennbar. Moderne Bildungseinrichtungen
sind mehr und mehr auf dem Weg pervasive Institutionen zu werden, eine Auspra¨gung per-
vasiver Umgebungen mit auf Hochschulen zugeschnittenen Komponenten und Interaktions-
mustern. Die mit dem Begriff Pervasive University [Tavangarian 09] bezeichnete Hochschule
der Zukunft muss sich dabei ebenfalls den in Abschnitt 1.1.2 betrachteten Herausforderungen
stellen.
1.3 Zielstellung dieser Arbeit
Das Ziel dieser Arbeit ist die Konzeption und prototypische Implementierung einer Infra-
struktur fu¨r pervasive Umgebungen unter besonderer Beru¨cksichtigung universita¨rer Instan-
zen dieser Umgebungen. Dieses komplexe Ziel la¨sst sich in zwei Teilziele aufspalten.
Pervasive Umgebungen und moderne Bildungseinrichtungen haben a¨hnliche infrastrukturelle
Herausforderungen zu meistern. Das erste Ziel dieser Arbeit ist es, diese Herausforderungen zu
erarbeiten, ein geeignetes infrastrukturelles Modell zur Bewa¨ltigung dieser Herausforderungen
zu finden und seinen Einsatz in pervasiven Umgebungen und Universita¨ten exemplarisch
anhand passender Fallstudien zu demonstrieren.
Die Service-orientierte Architektur ist am Besten als infrastrukturelles Modell fu¨r die-
ses Umfeld geeignet, wie die vorliegende Dissertationsschrift belegt. Allerdings hat sich
durch den SOA-Hype fu¨r verschiedene Anwendungsfelder ein breites Spektrum an SOA-
Implementierungen etabliert, die gro¨ßtenteils nicht kompatibel zueinander sind. Da sich per-
vasive Umgebungen heute aus einer Vielzahl von Komponenten aus unterschiedlichen An-
wendungsbereichen zusammensetzen, muss der resultierenden SOA-Heterogenita¨t durch In-
teroperabilita¨tsansa¨tze begegnet werden. Eine Infrastruktur fu¨r diese Umgebungen wa¨re un-
vollsta¨ndig ohne die Beru¨cksichtigung ihrer Probleme. Das zweite Ziel dieser Arbeit ist daher
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der Vergleich existierender Ansa¨tze zur SOA-Interoperabilita¨t, deren Bewertung hinsicht-
lich ihrer Eignung fu¨r die hochdynamische und transparente pervasive Umgebungen sowie
die Erarbeitung eines systematischen Ansatzes, der sich insbesondere im pervasiven Umfeld
einsetzen la¨sst. Diese Ergebnisse werden exemplarisch anhand moderner Lehr- und Lernar-
ragements evaluiert.
1.4 Aufbau dieser Arbeit
Der weitere Teil dieser Arbeit ist wie folgt gegliedert. In Kapitel 2 werden verschiedene
Kommunikationsmodelle fu¨r pervasive Umgebungen verglichen und bewertet. Es wird die
Eignung des Broker-Modells als Grundlage Service-orientierter Architekturen motiviert und
im Anschluss ein U¨berblick u¨ber existierende SOA-Implementierungen mitsamt deren Klas-
sifizierung gegeben.
Kapitel 3 behandelt das Problem der SOA-Heterogenita¨t und zeigt existierende
Lo¨sungsansa¨tze auf. Der auf Abstraktion basierende und vielversprechendste Ansatz der Zen-
tralen Vereinheitlichung wird durch die zentrale Komponente General Purpose Access Point
(GPAP) in die Infrastruktur einer pervasiven Umgebung eingebettet. Ein besonderer Fokus
liegt dabei auf der im Rahmen dieser Arbeit konzipierten Service Technology-independent
Language (STiL) als Abstraktionsformat. Außerdem werden Plugin-basierte Integrationsstra-
tegien fu¨r die zuvor klassifizierten SOA-Implementierungen konzipiert. Abschließend wird in
einem Exkurs die Rolle der fu¨r pervasive Umgebungen sehr wichtigen Kontextinformationen
und deren Zusammenspiel mit Service-Orientierung und SOA-Interoperabilita¨t behandelt.
Das na¨chste Kapitel behandelt detailliert die prototypische Implementierung der in Kapitel
3 entwickelten Konzepte.
Kapitel 5 evaluiert die vorangegengenen Konzepte und Implementierungen im Kontext perva-
siver Hochschulen. Nach einer umfangreichen Einfu¨hrung in das Thema werden die Aspekte
SOA, SOA-Interoperabilita¨t und Kontext-Beru¨cksichtigung anhand ausgewa¨hlter Fallstudi-
en der Universita¨t Rostock praktisch vertieft und Vorgehensweisen zu deren Integration und
Nutzung in modernen Lehr- und Lernarragements aufgezeigt.






Pervasive Umgebungen bestehen fu¨r gewo¨hnlich aus einer Reihe unterschiedlicher Gera¨te, die
in der Lage sein mu¨ssen, miteinander zu kommunizieren. So muss eine mo¨glicherweise fest
installierte Infrastruktur beispielsweise Informationen mit den perso¨nlichen Gera¨ten der im
Raum befindlichen Nutzer austauschen, um diesen ggf. zu identifizieren und seine Intention
in der Umgebung zu ermitteln. Derartige Grundlagen intelligenten Verhaltens erfordern eine
Kommunikationsinfrastruktur, die die besonderen Bedingungen in pervasiven Umgebungen
bereits auf Ebene des zugrundeliegenden Kommunikationsmodells beru¨cksichtigt.
2.1 Kommunikationsmodelle fu¨r pervasive Umgebungen
Vor allem durch die zunehmende Nutzer- und Gera¨tenmobilita¨t sowie die technologische
Heterogenita¨t zuku¨nftiger pervasiver Umgebungen entstehen eine Reihe von Anforderungen
an die unterliegende Netzwerkinfrastruktur sowie das Kommunikationsmodell fu¨r die darin
kooperierenden Komponenten (nach [Henricksen 01]):
• Um gro¨ßtmo¨gliche Interoperabilita¨t und Transparenz zu gewa¨hrleisten, muss von Un-
terschieden in der Hard- und Software einzelner Komponenten abstrahiert
werden ko¨nnen.
• Fu¨r eine hohe Robustheit, Fehlertoleranz und Mobilita¨t muss das Wegfallen einzelner
Komponenten innerhalb angemessender Zeitra¨ume bemerkt und (falls verfu¨gbar) eine
gleichwertige Komponente als Ersatz zur Laufzeit eingebunden oder vorhandene
Komponenten spontan angepasst werden ko¨nnen.
• Fu¨r die Unterstu¨tzung mobiler Nutzer und Gera¨te muss die Infrastruktur Mechanismen
zur Verteilung und Migration von Komponenten anbieten.
• Fu¨r maximale Flexibilita¨t mu¨ssen hinzukommende Komponenten ohne umfassen-
des Vorwissen gefunden und in eine bestehende Infrastruktur eingebunden werden
ko¨nnen.
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• Neu entwickelte und angepasste Anwendungen mu¨ssen zur Laufzeit in die Infrastruk-
tur eingebunden werden ko¨nnen, wodurch diese entsprechende Laufzeitumgebungen
(z. B. eine Java Virtual Machine, JVM) zur Verfu¨gung stellen muss.
• Intelligente und somit situationsabha¨ngige Systemreaktionen erfordern eine Infrastruk-
tur, die die Einbindung von Sensoren und anderen Kontextquellen sowie die
U¨bertragung der gemessenen Kontextinformationen unterstu¨tzt.
• Da die eigentliche Systemkomplexita¨t fu¨r den Nutzer transparent sein muss, ist eine
gut skalierbare aber auch interaktive Kommunikationsinfrastruktur erforderlich.
• Vor allem durch die heterogene Gera¨telandschaft und neuartige Interaktionsmethoden
zwischen Mensch und Maschine sind generische Nutzerschnittstellen mit einer
ausgereiften Bedienbarkeit erforderlich.
Die Anforderungen an die Nutzerschnittstellen sowie die Anpassbarkeit von Anwendungen
werden im Rahmen dieser Arbeit nicht als direkte Aufgabe der Infrastruktur sondern viel-
mehr der Anwendungsentwickler betrachtet und im Rahmen des Graduiertenkollegs MuSA-
MA in einem anderen Forschungsschwerpunkt (Multimodale Interaktion und Visualisierung)
behandelt. Jedoch wurden im Rahmen der vorliegenden Arbeit zwei weitere Anforderungen
identifiziert, die bereits auf Ebene der Infrastruktur Beachtung finden sollten:
• Um pervasive Umgebungen mo¨glichst kurzfristig zu realisieren mu¨ssen mo¨glichst viele
bereits auf dem Markt verfu¨gbare Komponenten ohne zusa¨tzliche Modifikatio-
nen integrierbar sein.
• Um Sicherheitsaspekte einzelner Komponenten zu beru¨cksichtigen (z. B. Datenschutz
fu¨r das Adressbuch eines Mobiltelefons) mu¨ssen die integrierten Komponenten auto-
nom bleiben du¨rfen und ihre Integrationsintensita¨t selbst definieren ko¨nnen. Dies
beinhaltet insbesondere auch, dass die Komponenten die Kontrolle daru¨ber behalten,
wer sie benutzt beziehungsweise Zugriff auf ihre Daten hat.
Diese Anforderungen verlangen auf der einen Seite nach einer flexiblen Netzwerkinfrastruktur,
die alle verfu¨gbaren Komponenten unter Beru¨cksichtigung ihrer individuellen Netzwerktech-
nologien miteinander vernetzt. Die Entwicklung einer derartigen Infrastruktur ist einer der
Forschungsaspekte des Graduiertenkollegs MuSAMA, jedoch nicht im Fokus der vorliegenden
Arbeit. Stattdessen wird angenommen, dass die meisten Komponenten auf ISO/OSI-Layer 4
(Transport Layer) miteinander vernetzt sind und der generelle Datenaustausch mo¨glich ist.
Auf der anderen Seite ist ein Kommunikationsmodell erforderlich, dass die vernetzten Kom-
ponenten dazu entsprechend den genannten Anforderungen befa¨higt auf Anwendungsebene
zu kooperieren. Abbildung 2.1 zeigt die wichtigsten traditionellen und modernen Kommuni-
kationsmodelle, die als Kandidaten fu¨r das geforderte Modell in Frage kommen [Lehsten 08].
Dabei sind diese nicht als echte Alternativen zueinander zu sehen, da sie in einzelnen Aspekten
auch aufeinander aufbauen.
Das grundlegende Kommunikationsmodell ist das Client/Server-Modell (Abbildung 2.1a),
bei dem Clients Anfragen nach Ressourcen oder Informationen an einen Server stellen (Re-
quest). Der Server antwortet mit einem Response, der bestenfalls die gewu¨nschten Daten


































Abbildung 2.1: Verschiedene Kommunikationsmodelle als Infrastruktur-Kandidaten fu¨r Per-
vasive Umgebungen [Lehsten 08]: a) Client/Server-Modell, b) Publisher/Subscriber-Modell,
c) Peer-to-Peer-Modell und d) Broker-Modell
Grundlage elementarer Internetmechanismen (z. B. HTTP und E-Mail), jedoch absolut un-
zureichend fu¨r Pervasive Umgebungen. Es erfordert beispielsweise Vorwissen u¨ber den Server
und dessen angebotene Daten und skaliert sehr schlecht bei einer großen Menge an Cli-
ents. Weiterhin ist diese Client-initiierte Kommunikation ungeeignet fu¨r Clients, die auf die
Aktualita¨t von Daten angewiesen sind, da Updates beim Server erst nach einem weiteren
Request/Response bemerkt werden ko¨nnen.
Vor allem diese Aktualita¨t steht im Fokus des Publisher/Subscriber-Modells (Abbildung
2.1b). Hier registrieren sich Subscriber bei einem Publisher fu¨r den Erhalt von Daten (subs-
cribe). Dieser verwaltet eine Liste der registrierten Subscriber und informiert diese falls neue
fu¨r sie relevante Daten eintreffen (publish). Insbesondere die Registrierung beim Subscriber
kann u¨ber das Client/Server-Modell erfolgen. Sobald Subscriber registriert sind, bietet das
Publisher/Subscriber-Modell aber eine ho¨here Aktualita¨t der Daten. Allerdings skaliert auch
dieses Modell alleinstehend schlecht bei vielen Subscribern und auch hier ist Vorwissen u¨ber
den Publisher sowie seine lieferbaren Daten no¨tig.
Bei dem vergleichbaren Producer/Consumer-Modell entfa¨llt die Registrierung beim Da-
tenlieferanten. Dieser sendet Daten auf einem vordefinierten Kanal, auf dem Consumer lau-
schen. Die Notwendigkeit von Vorwissen u¨ber den Kanal und zu erwartenden Daten bleibt.
Allerdings ist hier eine bessere Skalierbarkeit mo¨glich, da der Producer die Daten nur einmal
verschickt und die Consumer selbst den Erhalt sicherstellen mu¨ssen.
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ImPeer-to-Peer (P2P)-Modell (Abbildung 2.1c) gibt es keine feste Rollenverteilung mehr.
Jeder Teilnehmer ist ein gleichberechtigter Peer. Um Ressourcen und Informationen zu finden,
sendet der suchende Peer eine Anfrage an einen oder mehrere ihm bekannte Peers (search).
U¨ber ein Routing-Verfahren (abha¨ngig vom spezifischen P2P-Protokoll) wird die Anfrage an
Peers weitergeleitet, die die angefragen Daten liefern ko¨nnen. Die Daten werden anschlie-
ßend an den anfragenden Peer geleitet (result). Dieses Modell hat seine Sta¨rken vor allem
in der Skalierbarkeit. Da P2P-Netzwerke meist aus einer großen Menge an Knoten bestehen,
sind die meisten Daten redundant gespeichert, so dass nicht nur ein einzelner Teilnehmer
fu¨r ein Datum verantwortlich ist. Auch die Last der Anfrage wird u¨ber mehrere Knoten ver-
teilt. Weiterhin ist nur geringes Vorwissen notwendig, um eine Information zu finden. Ein
Peer muss lediglich einen weiteren Peer des Netzwerkes kennen. Der Speicherort einer spe-
zifischen Information ist fu¨r den anfragenden Peer transparent. Einen schlechten Ruf haben
P2P-Netzwerke vor allem durch die ha¨ufige Nutzung in Form von Tauschbo¨rsen fu¨r urhe-
berrechtlich geschu¨tzte Daten bekommen. Außerdem besteht ohne zusa¨tzliche Mechanismen
keine Kontrolle daru¨ber, wer welche Daten konsumiert. Daher ist dieses Modell fu¨r pervasive
Umgebungen, in denen Komponenten den Zugriff auf ihre Daten kontrollieren wollen, nur
bedingt einsetzbar.
In Abbildung 2.1d ist das Broker-Modell dargestellt. Provider bieten Informationen oder
Ressourcen an, indem sie entsprechende Meta-Informationen bei einem Broker registrieren
(publish). Consumer, die Informationen oder Ressourcen suchen, stellen eine Anfrage u¨ber
alle Meta-Informationen beim Broker (find) und erhalten die Adressen der Provider, die zur
Anfrage passende Daten registriert haben. Abschließend wa¨hlt der Consumer selbststa¨ndig
einen der resultierenden Provider aus und versucht dessen Angebot zu nutzen (bind). Nach
diesem Modell funktionieren beispielsweise Suchmaschinen, wobei diese die Registrierung von
Providern oft selbst vornehmen. Da der Provider wa¨hrend des bind-Prozesses selbststa¨ndig
entscheiden kann, ob der Consumer zur Nutzung berechtigt ist, ist dieses Modell zur si-
cherheitskritischen Kommunikation zwischen autonomen Komponenten geeignet. Weiterhin
skaliert dieses Modell hervorragend, da nur bei der Suche mit dem Broker eine zentrale Kom-
ponente erforderlich ist. Die Nutzung der Ressourcen und Informationen erfolgt ausschließlich
zwischen den beteiligten Komponenten und kann selbst dann fortgesetzt werden, wenn der
Broker ausfa¨llt. Weiterhin ist das Broker-Modell fu¨r sehr robuste Anwendungen pra¨destiniert.
Bei Problemen oder sogar Ausfa¨llen eines Providers kann der Consumer selbststa¨ndig einen
alternativen Provider aus dem Suchergebnis des Brokers wa¨hlen (sofern vorhanden). Fu¨r
das Broker-Modell ist jedoch Vorwissen u¨ber einen Broker notwendig. Daher erfordert seine
Nutzung fu¨r pervasive Umgebungen zusa¨tzliche Mechanismen zur Broker-Suche.
Wie Tabelle 2.1 verdeutlicht, erfu¨llt streng genommen keines der Kommunikationsmodelle in
seiner Rohform alle definierten Anforderungen. Viele der Anforderungen lassen sich jedoch
durch zusa¨tzliche Mechanismen auf Grundlage der einzelnen Modelle realisieren. Vor allem
das Broker-Modell ist eine geeignete Grundlage fu¨r derartige Erweiterungen, da es insbe-
sondere dem Großteil der aus Dynamik und Mobilita¨t resultierenden Anforderungen gerecht
wird. Zusammen mit weiteren Mechanismen und Datenstrukturen bildet es daher die Grund-
lage fu¨r das Konzept Service-orientierter Architekturen (SOA), die sich fu¨r die Realisierung
hochdynamischer, vernetzter Systeme etabliert haben. In den folgenden Abschnitten werden





























nein nein nein nein
Kontext-
Unterstu¨tzung
nein nein nein nein
Gute Skalier-
barkeit








ja ja nein ja
Tabelle 2.1: U¨bersicht u¨ber die Eignung der wichtigsten Kommunikationsmodelle fu¨r die
Infrastrukturen pervasiver Umgebungen.
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2.2 Das SOA-Konzept und seine Implementierungen
Das Broker-Modell ist alleinstehend noch nicht fu¨r eine spontane Integration von Komponen-
ten in einer pervasiven Umgebung geeignet, da es keine Spezifikation zur Art und Struktur
der ausgetauschten Ressourcen und Informationen bietet. Diese wird jedoch fu¨r deren au-
tomatische Integration in maschinenlesbarer Form beno¨tigt. Daher zeigt dieses Modell erst
durch die Standardisierung der u¨bertragenden Daten sowie der dafu¨r genutzten Protokolle in
Form von Services seine Sta¨rken und hat sich unter dem Schlagwort der Service-orientierten
Architektur (SOA) etabliert.
Der SOA-Begriff wurde erstmals im Jahr 1996 vom Marktforschungsunternehmen Gartner fu¨r
ein Architekturkonzept gebraucht, das es Unternehmen ermo¨glicht in ihren Anwendungen ge-
meinsame Programmlogik sowie Daten zu nutzen [Schulte 96]. Das Konzept hat sich wa¨hrend
des SOA-Hypes in den spa¨ten 90er Jahren rasant als Mo¨glichkeit fu¨r Unternehmen verbreitet,
schnell auf sich a¨ndernde Gescha¨ftsprozesse sowie Integrationsherausforderungen zu reagieren
[Bieberstein 06]. In den vergangenen Jahren legte sich jedoch die Begeisterung der Business-
Welt, nachdem diese einsah, dass man SOA nicht im Vorbeigehen mitnehmen kann, sondern
tiefgreifende Umstrukturierungen im Unternehmen erforderlich werden [Scholler 08]. Den-
noch ist das Konzept nach wie vor eine vielversprechende Lo¨sung fu¨r IT-Integrationsprozesse
in Industrie und Forschung, insbesondere fu¨r dem Einsatz in dynamischen pervasiven Umge-
bungen.
Im Mittelpunkt des SOA-Konzeptes steht der Service. Durch die deutlichen Unterschie-
de zwischen den existierenden SOA-Implementierungen gibt es bis heute keine einheitliche
und allgemein anerkannte Definition des Service-Begriffes. Folgende Definition (angelehnt an
[Melzer 07]) wird fu¨r die vorliegende Arbeit herangezogen, da sie u¨ber verschiedene SOA-
Implementierungen hinaus anwendbar ist und die Service-Kerncharakteristika umfasst.
Definition 1 Services sind wiederverwendbare und gekapselte Softwarekomponenten mit
klar definierten, plattformunabha¨ngigen und lokal oder u¨ber Netzwerke nutzbaren Schnitt-
stellen.
Daraus abgeleitet sind die wichtigsten Charakteristika eines Services:
• Wiederverwendbarkeit: Ist die Nutzung des Services abgeschlossen, wird er danach
wieder zur Nutzung freigegeben. Viele Services sind auch zustandslos umgesetzt, so dass
die explizite Freigabe nicht erforderlich ist.
• Kapselung: Gema¨ß des Prinzips des Information Hiding ist die spezifische Implemen-
tierung der Funktionalita¨t eines Services hinter seiner abstrahierenden Schnittstelle
verborgen.
• Nutzung lokal oder u¨ber ein Netzwerk: Services ko¨nnen sowohl lokal als auch u¨ber
ein Netzwerk genutzt werden. Zur Bekanntmachung der Service-Schnittstelle kommen
daher oftmals Serialisierungskonzepte (z. B. XML-Beschreibungen) zum Einsatz.
• Plattformunabha¨ngigkeit: Services ko¨nnen unabha¨ngig von ihrer spezifischen Im-
































































Abbildung 2.2: Unabha¨ngig von konkreten SOA-Implementierungen illustriert der SOA-
Tempel die allgemeinen Anforderungen und Merkmale einer SOA (basierend auf [Melzer 07]).
Services bilden zusammen mit der Flexibilita¨t des Broker-Modells die Grundlage jeder SOA.
Die zahlreichen Definitionen des SOA-Begriffes sind durch die jeweilige Sichtweise auf das
SOA-Konzept und die Vielfalt der auf dem Markt befindlichen Implementierungen gepra¨gt.
In dieser Arbeit wird die SOA-Definition von Mark Colan (SOA- und Web Services-Evangelist
bei IBM) herangezogen, da sie vor allem die SOA-Charakteristika betont, die fu¨r pervasive
Umgebungen ausschlaggebend sind und zugleich so generisch ist, dass sie fu¨r nahezu alle
wichtigen SOA-Implementierungen herangezogen werden kann (frei u¨bersetzt aus [Colan 04]):
Definition 2 Eine Service-orientierte Architektur ist eine Systemarchitektur, in der
Softwarefunktionen als lose gekoppelte und klar definierte Komponenten (’Services’) umge-
setzt wurden, um die Interoperabilita¨t zwischen ihnen zu erleichtern sowie die Flexibilita¨t und
Wiederverwendbarkeit des Systems zu steigern.
Um eine derartige SOA erfolgreich einsetzen zu ko¨nnen sind Standards fu¨r die Beschreibung
von Service-Schnittstellen erforderlich. Zusa¨tzlich fo¨rdert die Beru¨cksichtigung von Sicher-
heitsanforderungen sowie eine mo¨glichst einfach gehaltene Architektur die SOA-Akzeptanz
und somit die SOA-Einfu¨hrung. Darauf aufbauend sind die wichtigsten Merkmale Service-
orientierter Architekturen [Melzer 07]:
• Prozessorientierung: Durch die Kapselung von Service-Implementierungen ist die
Konzentration auf die Funktionalita¨t von Services mo¨glich.
• Verteiltheit: Mehrere Netzwerkteilnehmer nutzen Services bzw. bieten eigene Services
an.
• Dynamisches Binden: Durch einen Broker oder a¨quivalente Mechanismen werden
Services von Anwendungen oder anderen Services dynamisch gefunden.
• Lose Kopplung: Services werden von Anwendungen oder anderen Services unter Nut-



































Abbildung 2.3: Web Services nutzen WSDL, SOAP sowie Broker-Implementierungen wie
UDDI und WS-Inspection, um die SOA-Operationen Publish, Bind und Find umzusetzen.
Die geschilderten Anforderungen und Merkmale sind im sogenannten SOA-Tempel in Abbil-
dung 2.2 illustriert und unabha¨ngig von der konkreten SOA-Implementierung. Die folgenden
Abschnitte erla¨utern die derzeit wichtigsten Implementierungen mit ihren Besonderheiten
und Anwendungsbereichen, angefangen mit Web Services. Da diese heute als Referenzimple-
mentierung fu¨r das SOA-Konzept gelten, werden die zugeho¨rigen Standards, Komponenten
und Prozesse etwas ausfu¨hrlicher dargestellt als fu¨r die nachfolgenden Implementierungen.
2.2.1 Web Services – SOA fu¨r das Internet
Aufgrund der bereits sehr ausgereiften Spezifikation, dem großen Spektrum an Implemen-
tierungen und dem weltumspannenden Internet als Anwendungsgebiet sind Web Services
heute eine sehr popula¨re SOA-Implementierung. In vielen Fa¨llen werden Web Services so-
gar mit SOA gleichgesetzt, was allerdings aufgrund der zahlreichen alternativen Implemen-
tierungen nicht gerechtfertigt ist. Der Begriff Web Services umfasst verschiedene, teilweise
konkurrierende Konzepte und Technologien, mit denen sich das SOA-Konzept im Internet
realisieren la¨sst. Daher sind selbst Web Services streng genommen keine konkrete und ein-
deutige SOA-Implementierung. Allerdings haben sich in den letzten Jahren vor allem zwei
Standards herauskristallisiert, die heute kennzeichnend fu¨r Web Services sind: Die Web Ser-
vice Description Language (WSDL) zur Schnittstellenbeschreibung fu¨r Services und SOAP
(fru¨her fu¨r Simple Object Access Protocol, heute nicht mehr als Akronym verwendet) als
Kommunikationsprotokoll zwischen den SOA-Teilnehmern. Weiterhin haben sich eine Reihe
von Broker-Implementierungen einen Namen gemacht, allem voran Universal Description,
Discovery and Integration (UDDI) und Web Service Inspection (WS-Inspection). In diesem
Abschnitt wird die Funktionsweise von Web Services vor allem basierend auf diesen Techno-
logien und Standards betrachtet.
Abbildung 2.3 illustriert den Einsatz der genannten Technologien im klassischen SOA-Dreieck
mit drei Rollen und Operationen zwischen diesen Rollen. Provider hosten spezifische Web
Services und vero¨ffentlichen deren Schnittstellenbeschreibungen in Form von plattformun-
abha¨ngigen WSDL-Dokumenten.
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WSDL basiert auf der menschen- und maschinenlesbaren Extensible Markup Language
(XML). Die vom World Wide Web Consortium (W3C) standardisierte Sprache liegt seit
2007 in Version 2.0 [Chinnici 07] vor, allerdings ohne große Verbreitung in realen Syste-
men [Melzer 07]. Die folgenden Ausfu¨hrungen sind daher auf das verbreitete WSDL 1.1
[Christensen 01] aus dem Jahr 2001 bezogen. Listing 2.1 zeigt beispielhaft die WSDL-
Beschreibung eines Web Services, der ISBN-Nummern in Buchtitel auflo¨st.





















<soap:body use="literal" namespace="http :// isbn/"/>
</input >
<output >











Listing 2.1: Beispiel: WSDL-Dokument
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WSDL-Beschreibungen enthalten eine Menge von Service-Definitionen (definitions), die
wiederum sechs Hauptelemente beinhalten. Die ersten drei Elemente beschreiben den Service
abstrakt auf der Ebene seiner Funktionalita¨t:
• Das Element types definiert Datentypen, die fu¨r den Nachrichtenaustausch beno¨tigt
werden. In Listing 2.1 ist dieses Element leer, da nur Strings verwendet werden, die wie-
derum ein grundlegender atomarer XML-Datentyp sind und daher nicht weiter definiert
werden mu¨ssen.
• message definiert abstrakt die Nachrichtentypen, die zwischen Consumer und Service
ausgetauscht werden. Listing 2.1 entha¨lt zwei Nachrichtentypen, die Anfrage nach einem
Buchtitel und die dazugeho¨rige Antwort.
• Unter portType werden die Operationen des Services definiert wobei fu¨r die Eingabe-
und Ausgabenachricht auf die bereits definierten Nachrichten verwiesen wird. Der
Beispiel-Service entha¨lt nur eine einzige Operation (Get Booktitle).
Die restlichen drei Elemente beschreiben den Service konkret auf der Ebene seiner technischen
Details:
• In binding wird beschrieben, wie der Service aufgerufen wird. Der Service in Listing
2.1 besitzt nur das Binding soap, welches den Aufruf u¨ber Remote Procedure Calls
(RPC) vorsieht. U¨ber dieses Binding kann eine einzige Operation aufgerufen werden.
Deren erwartete Eingabe- und Ausgabedatentypen sind als literal definiert, womit
auf Datentypen aus dem SOAP-XML-Schema verwiesen wird, welches auch Strings
definiert.
• Das Element service entha¨lt eine Menge konkreter Ports als Kommunikationsendpunk-
te fu¨r den Service. Fu¨r den Beispiel-Service steht nur ein Endpunkt zur Verfu¨gung.
• Der port definiert die konkrete Adresse (im Beispiel http://139.30.7.75:8081/isbn)
fu¨r ein bereits definiertes Binding (im Beispiel soap).
Durch die Beschreibung der Service-Schnittstelle in Form des WSDL-Dokuments ist es Consu-
mern mo¨glich den Service zu nutzen. Dazu mu¨ssen sie das WSDL-Dokument jedoch zuna¨chst
im Internet finden. Um dies zu erleichtern, vero¨ffentlicht der Provider es, bzw. einen Ver-
weis auf das Dokument, zusammen mit Meta-Informationen u¨ber den Service bei einem
o¨ffentlichen Broker. Fu¨r Web Services gibt es unterschiedliche Broker-Konzepte. Zu den
wichtigsten geho¨ren UDDI und WS-Inspection, die im Folgenden kurz betrachtet und ge-
genu¨bergestellt (Abbildung 2.4) werden.
UDDI (seit 2004 in Version 3.0.2 [Clement 04]) ist kein dedizierter Web Service-Broker, son-
dern hat – getrieben von IBM und Microsoft – grundlegend das Ziel ein Verzeichnis u¨ber
Unternehmen und ihre als Services angebotenen Dienstleistungen zur Verfu¨gung zu stellen –
unabha¨ngig von einer konkreten SOA-Implementierung und sogar u¨ber SOA hinaus. Dieses
hochgesteckte Ziel fu¨hrte dazu, dass UDDI ein Managementsystem fu¨r Metadaten (mit Fo-
kussierung rechtlicher und wirtschaftlicher Aspekte) wurde, statt eines leichtgewichtigen und
effizienten SOA-Brokers, wie er in hochdynamischen pervasiven Umgebungen beno¨tigt wird.
Wie in Abbildung 2.4 dargestellt, kann UDDI als ein klassischer SOA-Broker betrieben wer-
den. Provider registrieren ihre durch WSDL beschriebenen Services bei einem zentralen Ver-
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Abbildung 2.4: UDDI und WS-Inspection verfolgen zwei unterschiedliche Ansa¨tze zur Reali-
sierung eines Web Service-Brokers (nach [Melzer 07]).
zeichnis (publish). Die UDDI-Spezifikation sieht sogar eine SOAP-Schnittstelle fu¨r die Re-
gistrierung vor. Consumer ko¨nnen ebenfalls u¨ber eine SOAP-Schnittstelle Anfragen auf den
UDDI-Datenbestand ausfu¨hren (find) und somit ihren Anforderungen entsprechende Dienste
finden.
Sowohl der publish- als auch der find-Prozess sind allerdings sehr komplex im Vergleich zu an-
deren Broker-Lo¨sungen: Provider mu¨ssen zu einem Service vier verschiedene Datenstrukturen
anlegen (weitere sind fakultativ), die teilweise redundant zur ohnehin verfu¨gbaren WSDL-
Beschreibung sind und zusa¨tzlich umfangreiche Informationen zum Service-anbietenden Un-
ternehmen enthalten. Selbst mit den verfu¨gbaren UDDI-APIs erfordert dies umfangreiche
Kenntnisse u¨ber die UDDI-Funktionsweise sowie den umfassenden Kontext jedes Dienstes.
Ein daraus resultierendes Problem ist die mangelnde Wartung und Aktualita¨t von UDDI-
Verzeichnissen und somit unzuverla¨ssige Suchergebnisse.
Bereits 2005 deaktivierten IBM und Microsoft ihre UDDI-basierten o¨ffentlichen Registries,
verwiesen jedoch auf die Integration von UDDI-Mechanismen in eigensta¨ndige Produkte. Da
UDDI aufgrund seiner Schwergewichtigkeit, Komplexita¨t und Zentralierung auch ungeeignet
fu¨r dynamische pervasive Umgebungen ist, wird an dieser Stelle auf weitere Details zu dieser
Technologie verzichtet.
Im Gegensatz zu UDDI setzt WS-Inspection auf eine dezentrale Lo¨sung. Das WS-Inspection-
Konzept sieht vor, dass jeder Provider sein eigenes WSIL-Dokument als XML-Liste der von
ihm angebotenen Dienste bereit stellt. Dieses Dokument ist u¨blicherweise im Root-Verzeichnis
des Providers per HTTP zu finden (http://<Provider-Domainname>/inspection.wsil).
WS-Inspection wurde von IBM und Microsoft 2001 spezifiziert [Ballinger 01] und 2007 ak-
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tualisiert. Urspru¨nglich als Bindeglied zwischen UDDI und WSDL vorgesehen, wird WS-
Inspection heute auch ohne UDDI-Bezug verwendet.
Listing 2.2 zeigt beispielhaft ein WS-Inspection-Dokument. Dieses entha¨lt eine Referenz auf
einen Service (service) mit dessen Namen (name), abstrakter Beschreibung (abstract)
und einer Referenz auf die konkrete Beschreibung in Form seines WSDL-Dokumentes
(description). Neben Services kann auch auf andere WSIL-Dokumente verwiesen wer-
den (link), sodass umfassende WS-Inspection-Netzwerke mo¨glich sind. Es ist denkbar mit
WS-Inspection zentrale Zugangspunkte (WSIL-Wurzeldokumente) zu definieren, u¨ber die
baumartig auf das Netzwerk zugegriffen werden kann. Vor allem durch seine dezentrale und
leichtgewichtige Struktur ist WSIL besser fu¨r dynamische pervasive Umgebungen geeignet,
wobei auch hier wie bei UDDI Vorwissen u¨ber den Broker (das WSIL-Netz) erforderlich ist.
<?xml version="1.0"?>
<inspection xmlns="http :// schemas.xmlsoap.org/ws /2001/10/ inspection/">
<service >
<name >ISBN Resolution Service </name >
<abstract >Resolves ISBN codes into booktitles </abstract >
<description referencedNamespace="http :// schemas.xmlsoap.org/wsdl/"
location="http ://139.30.7.75:8081/ isbn?wsdl" />
</service >
</inspection >
Listing 2.2: Beispiel: WSIL-Dokument
Spa¨testens bei der Service-Nutzung durch den Consumer verwendet der Großteil der Web Ser-
vices das XML-basierte und somit plattform- und programmiersprachenunabha¨ngige Nach-
richtenformat SOAP. Durch entsprechende APIs und Bibliotheken (z. B. fu¨r Java) werden
SOAP-Nachrichten im Normalfall vor Nutzern und Entwicklern verborgen. Daher wird an
dieser Stelle auch nur beispielhaft und in gestraffter Form auf die Schlu¨sselelemente aus der
SOAP-Spezifikation [Gudgin 07] eingegangen.
<?xml version="1.0" ?>
<S:Envelope xmlns:S="http :// schemas.xmlsoap.org/soap/envelope/">
<S:Body >
<ns2 :Get_Booktitle xmlns:ns2="http :// isbn/">




Listing 2.3: Beispiel: SOAP-RPC-Request
SOAP-Nachrichten sind nicht an ein bestimmtes Transportprotokoll gebunden, sondern
ko¨nnen als Nutzlast u¨ber unterschiedliche Protokolle u¨bertragen werden. In der Regel kommt
jedoch HTTP zum Einsatz. SOAP-Nachrichten bestehen immer aus einem Envelope, der einen
optionalen Header sowie einen obligatorischen Body enha¨lt. Der Header wurde nicht na¨her
spezifiziert, kann aber beispielsweise dazu genutzt werden Nachrichten mit zusa¨tzlichen Meta-
Informationen anzureichern. Der Body enha¨lt die eigentliche Nutzlast der SOAP-Nachricht.
26
<?xml version="1.0" ?>
<S:Envelope xmlns:S="http :// schemas.xmlsoap.org/soap/envelope/">
<S:Body >
<ns2:Get_BooktitleResponse xmlns:ns2="http :// isbn/">




Listing 2.4: Beispiel: SOAP-RPC-Response
Listing 2.3 stellt exemplarisch einen Remote Procedure Call dar, mit dem ein Request an den
bereits erwa¨hnten ISBN-Web Service durchgefu¨hrt wird. Wie in der WSDL-Beschreibung
gefordert, wird dazu eine Nachricht vom Typ Get Booktitle mit dem Argument Booktitle
aufgerufen.
Zu jedem Remote Procedure Call geho¨rt eine Response-Nachricht, die ebenfalls in ei-
ner SOAP-Nachricht verpackt wurde. Listing 2.4 zeigt die Antwortnachricht vom Typ
Get BooktitleResponse mit dem Argument Booktitle, welches ebenfalls bereits in der
WSDL-Beschreibung definiert wurde.
SOAP-Nachrichten ko¨nnen durch die intensive XML-Nutzung unverha¨ltnisma¨ßig groß wer-
den. Die in Listing 2.3 aufgefu¨hrte Nachricht ist z.B. fast 20mal so groß wie die eigent-
liche Information, hinzu kommt der Overhead des Transportprotokolls. Dank der hohen
Verfu¨gbarkeit hoher U¨bertragungsbandbreiten hat sich dieser Nachteil kaum auf die Ver-
breitung von SOAP ausgewirkt, so dass SOAP sogar u¨ber die Grenzen von Web Services
hinaus eingesetzt wird, beispielsweise in der SOA-Implementierung Universal Plug and Play,
die im folgenden Abschnitt na¨her beschrieben wird.
2.2.2 UPnP – SOA fu¨r Ad-hoc-Gera¨tekooperation
Wa¨hrend Web Services die Anwendungskooperation in weitla¨ufigen Netzwerken unterstu¨tzt,
konzentriert sich Universal Plug and Play (UPnP) [Jeronimo 03] auf die spontane Ansteue-
rung von Gera¨ten in lokalen IP-basierten Netzwerken. Urspru¨nglich von Microsoft eingefu¨hrt,
wird UPnP inzwischen vom UPnP-Forum spezifiziert und standardiert. Das Forum zertifi-
ziert außerdem UPnP-konforme Gera¨te verschiedener Hersteller. Da UPnP-Gera¨te gema¨ß
dem Zero Configuration-Konzept einem Netzwerk ohne eine vorher zugewiesene IP-Adresse
beitreten ko¨nnen, hat diese Technologie heute vor allem fu¨r die schnelle Konfiguration von
Heimnetzwerken eine Bedeutung. Durch die Erweiterung UPnP Audio and Video (UPnP-AV)
erfa¨hrt UPnP außerdem eine weite Verbreitung fu¨r die Verteilung von Multimedia-Inhalten
in lokalen Netzwerken.
UPnP definiert, wie standardisierte und IP-basierte Kommunikationsprotokolle (z. B. UDP,
TCP, HTTP und SOAP) fu¨r die folgenden sechs UPnP-Prozesse zu nutzen sind:





































Abbildung 2.5: Fu¨r gro¨ßtmo¨gliche Dynamik verzichtet UPnP auf eine dedizierte Broker-
Komponente. Stattdessen nutzen Provider und Consumer einen bekannten Multicast-Kanal
zum Anbieten und Finden von Services.
• Discovery : Anbieten und Finden von Gera¨ten bzw. dessen Services (per IP-Multicast
und dem Simple Service Discovery Protocol, SSDP)
• Description: Austausch von Gera¨te- bzw. Service-Beschreibungen (per HTTPmit XML-
basierten Nachrichten)
• Control : Aufruf von Gera¨tefunktionen (per SOAP)
• Event Notification: Meldung von Ereignissen wie z. B. der A¨nderung von Statusvaria-
blen (per General Event Notification Architecture, GENA)
• Presentation: Benutzeroberfla¨che fu¨r Control und Eventing (per HTTP und HTML)
UPnP-Services liegen als XML-basierte Service Descriptions auf dem anbietenden Gera¨t vor.
Im Rahmen der darauf aufbauenden SOA-Funktionalita¨t sind insbesondere die Abla¨ufe der
Prozesse Discovery, Description und Control interessant. Abbildung 2.5 illustriert die in
diesen Prozessen spezifizierte Umsetzung des SOA-Dreiecks.
Der Provider wird durch die UPnP-Komponente Device und der Consumer durch den Control
Point repra¨sentiert. Gera¨te ko¨nnen auch beide Komponenten umsetzen, indem sie einerseits
Services anbieten und andererseits die Services anderer Gera¨te nutzen. Auffa¨llig ist, dass
UPnP keinen Broker vorsieht, da die Architektur vo¨llig dezentral konzipiert ist. Stattdes-
sen verwendet UPnP SSDP zum Anbieten und Finden von Services: Provider vero¨ffentlichen
ihre Services, indem sie eine HTTP-basierte Nachricht (Advertisement) an einen spezifizier-
ten Multicast-Kanal (dedizierte IP-Adresse) schicken. Diese entha¨lt die Adresse des Anbie-
ters sowie der Device Description, die wiederum die Service Description entha¨lt, und eine
Gu¨ltigkeitsdauer des Advertisements. Consumer lauschen wiederum auf dem Multicast-Kanal
und fragen bei Interesse die Device Description per Unicast ab. Neben dem Advertisement
ko¨nnen Consumer auch selbststa¨ndig Search-Requests mit den gesuchten Service-Typen an
den Multicast-Kanal senden. Die Provider lauschen ebenfalls auf dem Kanal und antworten
ggf. per Unicast mit den geforderten Descriptions. Die Service Descriptions spezifizieren unter
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anderem die Operationen eines Services. Genau wie Web Services, verwendet UPnP darauf
aufbauend SOAP zur Service-Nutzung.
Einer der schwerwiegendsten Nachteile von UPnP ist die mangelnde Unterstu¨tzung von Si-
cherheitsmechanismen. Vor allem bei der Netzwerkkonfiguration ist beispielsweise eine ge-
genseitige Authentifizierung zwischen Providern und Consumern wu¨nschenswert. Somit ist
UPnP fu¨r sicherheitskritische Anwendungen ungeeignet, da Provider und Consumer eigene
Sicherheitsmechanismen neben UPnP implementieren mu¨ssten.
Insbesondere die nutzertransparente Unterstu¨tzung von dynamischen und spontan entste-
henden Gera¨tekooperationen hat zum Erfolg von UPnP gefu¨hrt. Dabei setzt UPnP auf eine
dezentrale, da Multicast-basierte Lo¨sung. Auch die im folgenden Abschnitt behandelte Im-
plementierung Jini verwendet IP-Multicasts fu¨r spontane Szenarien, kombiniert diese jedoch
mit der zentralen Service-Verwaltung durch einen Broker.
2.2.3 Jini – SOA fu¨r verteilte Java-Anwendungen
Sun Micosystems offene Netzwerkarchitektur Jini [Newmarch 06] fokussiert die Koope-
ration zwischen Anwendungen eines bestehenden Netzwerkes. Wie die bisherigen SOA-
Implementierungen ist auch Jini unabha¨ngig von konkreten Programmiersprachen und Lauf-
zeitumgebungen. Dennoch hat Jini heute nur im Zusammenspiel mit Java und der Java
Virtual Machine (JVM) eine Relevanz, da das Referenzframework Jini Starter Kit (aktuelle
Version 2.1) die verbreitetste Umsetzung der Jini-Spezifikation darstellt. Eine wichtige Be-
deutung hat Jini vor allem fu¨r JavaSpaces [Freeman 02], einer Implementierung des Object
Spaces- Konzeptes zum Austausch von Objekten in verteilten Anwendungen, wie sie auch in
Kooperationsszenarien des Pervasive Computing zum Tragen kommen [Seungyong 06].
Auch der Zugriff auf Jini-Services, welche im Allgemeinen in Java implementiert sind und
in der JVM des Providers laufen, erfolgt u¨ber eine vero¨ffentlichte Schnittstelle, das Service-
Objekt. Dieses serialisierte Java-Objekt wird direkt in die Consumer-Anwendung eingebun-
den und verbirgt die gesamte Kommunikation mit dem Service. Es ist mo¨glich, dass das
Service-Objekt der eigentliche Service ist, der dann in der JVM des Consumers la¨uft und
keine weitere Kommunikation mit dem Provider erfordert. Diese “Code-Verschiebung” be-
dingt jedoch die komplette Serialiserbarkeit des Services und ist beispielweise beim Einbinden
von Algorithmen-Implementierungen ohne Nutzung von Provider-Ressourcen sinnvoll. In den
meisten Fa¨llen ist das Service-Objekt jedoch ein Proxy, der mit dem eigentlichen Service u¨ber
Remote Method Invocation (RMI), die Common Object Request Broker Architecture (COR-
BA) oder selbst SOAP kommuniziert. Da Jini die “alles ist ein Service”-Philosophie verfolgt,
wird selbst der Broker u¨ber einen derartigen Proxy angesprochen, den Registrar.
Abbildung 2.6 illustriert das Zusammenspiel der bekannten SOA-Komponenten mit Jini. Der
Provider vero¨ffentlicht die Service-Proxys seiner Services zusammen mit einigen Meta-Daten
beim Lookup-Service, der die Broker-Rolle spielt. Reggie, die weit verbreitete Referenzimple-
mentierung eines derartigen Services, kommt ebenfalls von Sun Microsystems. Da Jini vor al-
lem die spontane Kooperation von Anwendungen anstrebt, muss die Broker-Adresse nicht im
Vorfeld bekannt sein. Stattdessen ko¨nnen Provider und Consumer verfu¨gbare Lookup-Services



































Abbildung 2.6: Gema¨ß der “Alles ist ein Service”-Philosophie von Jini ist auch der Broker
als Service erreichbar und u¨ber einen Stub (Registrar) nutzbar.
dem Verweis auf ihren Registrar, der zur weiteren Kommunikation mit dem Lookup-Service
genutzt wird.
Consumer ko¨nnen Registrars verfu¨gbarer Lookup-Services ebenfalls per IP-Multicast finden.
Um nach Services zu suchen, wird dem Registrar ein Service-Template u¨bergeben, eine Such-
maske zum Filtern aus allen verfu¨gbaren Services. Dieses kann beispielsweise Services fordern,
die ein konkretes Java-Interface implementieren oder bestimmte Anforderungen an die Meta-
Daten erfu¨llen. Der Lookup-Service antwortet mit Verweisen auf alle registrierten Service-
Objekte, die dem Template entsprechen. U¨ber diese Objekte wird anschließend der Service
kontaktiert.
Jini hat seine Vorteile vor allem in der weitgehenden Kommunikations- und Ortstransparenz
sowie seiner Unterstu¨tzung spontan entstehender SOAs ohne Vorwissen auf Provider- oder
Consumer-Seite. Im Gegensatz zu UPnP gibt es auch ein umfassendes Sicherheitskonzept,
welches auf dem Sicherheitsmodell des Java Development Kit (JDK) 1.2 mit Zertifikaten,
Permissions und Signaturen basiert. Vor allem die Java-Bindung der Referenzimplementie-
rung, die sehr komplexe Installation und Konfiguration von Jini und die schwache Lobby
bremsen Jinis Verbreitung und begrenzen es heute auf sehr spezielle Anwendungsfelder. Im
Gegensatz dazu erfreut sich DNS Service Discovery (DNS-SD) dank Apples verbreiteter Im-
plementierung Bonjour wachsender Beliebtheit.
2.2.4 DNS-SD – SOA u¨ber vorhandene DNS-Infrastruktur
Wie bereits bei UPnP verdeutlicht, treten SOA-Implementierungen immer wieder in Kom-
bination mit konfigurationsfreien Netzwerken auf. So ist auch DNS-based Service Discovery
(DNS-SD) [Cheshire 08] ein Bestandteil der Spezifikation von Zero Configuration Networking
(Zeroconf) [Steinberg 05]. DNS-SD ist verantwortlich fu¨r das Angebot und die Suche von
Services in lokalen IP-Netzwerken und hat unter der Bezeichnung Bonjour vor allem Einzug























































Abbildung 2.7: DNS-SD setzt auf die Nutzung ohnehin vorhandener DNS-Server als Broker.
Doch auch ohne diese ko¨nnen in lokalen Netzen Services per IP-Multicast gefunden werden.
Im Gegensatz zu den bisherigen SOA-Implementierungen spezifiziert DNS-SD nur wie Ser-
vices gefunden werden, nicht jedoch, wie diese von Providern vero¨ffentlicht werden. Auch
die Art der Service-Nutzung ist nicht vorgegeben und somit Service-spezifisch. Eine zentra-
le Rolle spielen hingegen vordefinierte Service-Typen, nach denen Consumer wa¨hrend des
Service-Discovery suchen. Ein Service mit dem Typ ipp. tcp.example.com wird beispiels-
weise unter der Internet-Domain example.com angeboten und setzt das Internet Printing
Protocol (IPP) um. Bei seinem Provider ko¨nnte es sich um einen Drucker handeln.
Wie das Beispiel verdeutlicht, folgen DNS-SD-Services der Syntax <Service>.<Domain>, die
mit der Syntax von DNS-Hostnamen (<Host>.<Domain>) vergleichbar ist. Somit ko¨nnen fu¨r
DNS-SD DNS-Server als Broker eingesetzt werden. Da diese ohnehin in den meisten IP-
Netzen vorhanden sind, erfordert DNS-SD keine zusa¨tzlichen Netzwerk-Komponenten. Die
Spezifikation sieht die Verwendung bestimmter Ressource Records fu¨r die SOA-Funktionalita¨t
vor. Diese werden von jedem DNS-Server akzeptiert, da sie urspru¨nglich fu¨r Verweise zwischen
Hostnamen, IP-Adressen und anderen DNS-Servern genutzt werden. Relevant sind vor allem
drei Record-Typen:
• SRV-Records werden zur Speicherung der wichtigsten Service-Informationen genutzt
(z. B. Service-Name, -Anbieter und -Priorita¨t).
• TXT-Records werden zur Speicherung Service-spezifischer Meta-Informationen verwen-
det (in Form von Schlu¨ssel/Wert-Paaren).
• PTR-Records werden vom Consumer gesucht und daher zum Verweisen von Service-
Instanzen auf SRV- und TXT-Records eingesetzt.
Wie Abbildung 2.7 verdeutlicht, nutzen Consumer sogenannte PTR-Lookups, um Services
zu finden. Mit denen sendet ein Consumer seinem zusta¨ndigen DNS-Server eine Anfrage
nach Instanzen des Service-Typs <Service>.<Domain>. Der Server antwortet mit den PTR-
Records konkreter Service-Instanzen in der Form <Instanz>.<Service>.<Domain>. Diese
werden vom Consumer genutzt sich fu¨r einen Service zu entscheiden und anschließend des-
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sen SRV- und TXT-Records vom Server zu beziehen. Die Nutzung des Services ist Service-
spezifisch. Dazu erforderliche Details sind im SRV-Record enthalten.
Fu¨r den Fall, dass kein DNS-Server verfu¨gbar ist bzw. dessen Adresse noch unbekannt ist,
kann Multicast DNS (mDNS) [Cheshire 09] zur Service-Suche eingesetzt werden. Dazu su-
chen Consumer per Multicast nach Services mit der Domain .local. Provider, die auf dem
Multicast-Kanal lauschen und Instanzen des gesuchten Service-Typs anbieten, senden die
entspechenden Records per Unicast an den Consumer zuru¨ck.
Mit der Nutzung von DNS-Servern als Broker geht DNS-SD einen vielversprechenden Weg
zur Nutzung vorhandener Infrastrukturen fu¨r SOA-Overlays. Die zunehmende Verbreitung
von Apple-Produkten hat diesem Discovery-Protokoll den Weg in die Wohnzimmer geebnet,
da Bonjour ein fester Bestandteil der Zeroconf-Strategie von Apple ist. Auch das Service
Discovery Protocol hat sich vor allem durch seine Integration in eine andere Technologie
(Bluetooth) durchgesetzt.
2.2.5 Bluetooth SDP – SOA fu¨r Personal Area Networks
Das Service Discovery Protocol (SDP) ist fester Bestandteil des Protokoll-Stacks der
Bluetooth-Technologie [Bluetooth SIG 09], welche vor allem fu¨r Kurzstreckenkommunikation
in Personal Area Networks (PAN) eingesetzt wird. SDP ist zwar nicht an den Einsatz in
Bluetooth-Netzen gebunden, besitzt daru¨ber hinaus jedoch bisher kaum Relevanz. Da vor
allem die große Gruppe der Mobiltelefone und Smartphones Bluetooth unterstu¨tzt, hat SDP
auch eine Bedeutung fu¨r pervasive Umgebungen, die das Ziel haben derartige Gera¨te dyna-
misch zu integrieren.
Wie auch DNS-SD, spezifiziert SDP nicht das Binden bzw. Nutzen von Services. Diese werden
als sogenannte Profile jeweils gema¨ß einer eigenen Spezifikation verwendet. Das Headset-Profil
HSP wird beispielsweise von Gera¨ten implementiert, die eine Schnittstelle zur Sprachausgabe
besitzen. Aus SOA-Sicht sind diese Gera¨te Provider. Consumer ko¨nnen Audio-Informationen
ausgeben, indem sie diese Implementierung u¨ber das HSP-Profil (Service) nutzen. Jedes Profil
besitzt einen Universal Unique Identifier (UUID), der mittels SDP angeboten und gefunden
werden kann. Er ist somit zusammen mit wenigen Meta-Informationen das A¨quivalent zur
Dienstbeschreibung anderer SOA-Implementierungen.
Durch seinen Fokus auf ad-hoc aufgebaute Kurzstreckenverbindungen und
Gera¨tekommunikationen sind traditionelle SOA-Konzepte fu¨r Bluetooth eher ungeeig-
net. Vor allem die Verfu¨gbarkeit eines zentralen Brokers oder Broker-Netzes kann nicht
als gegeben angesehen werden. Multicast-basierte Konzepte wie bei DNS-SD sind ebenfalls
nicht geeignet, da die Unicast-basierten Bluetooth-Netze diese nicht ohne einen zentralen
Vermittler unterstu¨tzen. Aus diesen Gru¨nden unterscheidet sich die SOA-Implementierung
mittels SDP deutlich von den bisher behandelten Ansa¨tzen, wie Abbildung 2.8 verdeutlicht.
Fu¨r die Implementierung eines Profiles sind auf Bluetooth-Gera¨ten dedizierte Anwendungen
verantwortlich, die die Provider-Rolle einnehmen (Gera¨t A in Abbildung 2.8). Sie registrieren
ihre Profile (u¨ber eine API) als UUID mit Meta-Informationen beim SDP-Server des lokalen
Bluetooth-Stacks. Dieser nimmt somit die Broker-Rolle ein. Die Besonderheit bei Bluetooth


























Abbildung 2.8: SOA zwischen Bluetooth-Gera¨ten: Jedes Provider-Gera¨t hostet seinen eigenen
Broker in Form eines SDP-Servers und Consumer-Gera¨te nutzen den SDP-Client ihrer lokalen
Bluetooth-API, um Services zu finden. Der Binding-Prozess wird nicht durch SDP spezifiziert
und ist abha¨ngig vom Service (Bluetooth-Profil) selbst.
somit ausschließlich fu¨r die Profile dieses Gera¨tes verantwortlich ist. Wenn Anwendungen auf
weiteren Gera¨ten (z. B. Gera¨t B in Abbildung 2.8) diese Profile nutzen wollen, mu¨ssen sie diese
ebenfalls u¨ber eine API ihres lokalen Bluetooth-Stacks finden. Der sogenannte SDP-Client ist
fu¨r die iterative Suche von Profilen auf allen in Reichweite befindlichen Gera¨ten zusta¨ndig,
somit kann er zusammen mit der Anwendung als SOA-Consumer angesehen werden. Auf
jedem Gera¨t kann mittels SDP-Request eine gezielte Suche nach einem konkreten Profil
(Searching) oder nach allen vorhandenen Profilen (Browsing) durchgefu¨hrt werden. Der SDP-
Response vom Broker entha¨lt Verweise auf die passenden Profile. Wie bereits beschrieben ist
die anschließende Nutzung ausschließlich vom jeweiligen Profil abha¨ngig.
SDP ist bereits eine sehr spezielle SOA-Implementierung, die verdeutlicht, dass die SOA-
Rollen und -Prozesse je nach Anwendungsbereich nicht immer ganz eindeutig identifizierbar
sind. Durch ihrer Verbreitung im Rahmen des Bluetooth-Standards ist SDP dennoch re-
levant. Im Folgenden wird der Vollsta¨ndigkeit halber kurz auf weitere Implementierungen
eingegangen, die keine zusa¨tzlichen Erkenntnisse u¨ber SOA-Konzepte bringen, fu¨r pervasive
Umgebungen weniger geeignet sind oder eher ein Nischendasein fristen.
2.2.6 Weitere SOA-Umsetzungen
Da jede der bereits genannten SOA-Implementierungen seine Sta¨rken und Schwa¨chen be-
sitzt, liegt die Entwicklung hybrider Lo¨sungen nahe. Ein vielversprechender Ansatz ist Devi-
ce Profiles for Web Services (DPWS) [Driscoll 09], eine Kombination aus Web Services und
UPnP fu¨r eingebettete Systeme mit stark limitierten Ressourcen. Fu¨r pervasive Umgebun-
gen wird DPWS vor allem durch die Kombination der ausgereiften Sicherheitsmechanismen
der Web Services mit der UPnP-Unterstu¨tzung spontaner und ohne Vorwissen entstehen-
der Gera¨tekooperationen interessant. Die Unterstu¨tzung durch Microsoft durch die DPWS-
33
Integration in aktuelle Windows-Betriebssysteme la¨sst außerdem eine hohe Verbreitung er-
warten.
Die Open Services Gateway initiative (OSGi) [The OSGi Alliance 03] spezifiziert eine SOA-
Umsetzung zur dynamischen Integration von Softwarepaketen in Anwendungen innerhalb ei-
ner Java Virtual Machine. Durch die damit erreichbare Modularisierung hat OSGi vor allem
bei Frameworks zur Anwendungsentwicklung an Bedeutung gewonnen. OSGi wird heute bei-
spielsweise von der popula¨ren und stark individualisierbaren Entwicklungsumgebung Eclipse
verwendet, um Plugins zu integrieren.
Das Service Location Protocol (SLP) [Guttman 99b] ist ein einfaches Protokoll fu¨r das Auf-
finden von Services in TCP/IP-Netzen. SLP ha¨lt sich a¨hnlich wie Web Services streng an das
dreiteilige Rollenkonzept des SOA-Dreiecks, spezifiziert allerdings nicht die Service-Nutzung.
Da auch Multicast-Discovery unterstu¨tzt wird, ist SLP im Gegensatz zu Web Services auch
fu¨r dynamische Gera¨tekooperationen ohne Vorwissen geeignet. Auch wenn SLP kaum verbrei-
tet ist, hat es in einzelnen Anwendungen, wie das Common Unix Printing System (CUPS),
Einzug gehalten.
Die in diesem Abschnitt vorgestellten SOA-Implementierungen basieren zwar auf demselben
abstrakten Modell, setzen dieses aber jeweils sehr unterschiedlich um. Im folgenden Abschnitt
werden sie technisch klassifiziert, um anschließend in Kapitel 3 Strategien fu¨r die Interopera-
bilita¨t zwischen SOA-Klassen erarbeiten zu ko¨nnen.
2.3 Technische Klassifizierungen
Die SOA-Heterogenita¨t fu¨hrt zu einer Vielzahl von Unterschieden aber auch Gemeinsamkeiten
zwischen den einzelnen Implementierungen, die bereits ausfu¨hrlich in der Literatur diskutiert
wurden [Zhu 05][Edwards 06]. Die im Rahmen der vorliegenden Arbeit entstandenen und
in diesem Abschnitt vorgestellten Klassifizierungen dienen vor allem zur Feststellung von
Charakteristika auf Prozessebene, da diese die gro¨ßte Herausforderung bei der Realisierung
von Interoperabilita¨t zwischen verschiedenen SOA-Implementierungen darstellt.
2.3.1 Einsatz von Brokern
Die erste Klassifizierung la¨sst sich im Hinblick auf das Broker-Modell durchfu¨hren, welches fu¨r
SOA-Implementierungen weit verbreitet ist. Wa¨hrend vor allem Web Services das klassische
Broker-Modell umsetzen, arbeiten andere verbreitete Implementierungen wie UPnP komplett
ohne eine Broker-Komponente. Somit lassen sich vor allem drei Klassen identifizieren:
Zu den Broker-basierten SOAs geho¨ren Web Services und Jini. Wa¨hrend Web Services sehr
unterschiedliche Arten von Brokern verwenden ko¨nnen (z. B. UDDI und WS-Inspection), die
jedoch im Vorfeld bekannt sein mu¨ssen, unterstu¨tzt Jini nur einen dedizierten Broker-Service,
der aber auch per IP-Multicast – und somit ohne Vorwissen – gefunden werden kann.
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Im Gegensatz dazu verzichten Broker-freie SOAs wie UPnP und streng genommen auch
Bluetooth SDP auf den Einsatz von dedizierten Broker-Komponenten. Stattdessen kommen
auf Multicasts bzw. auf Sequenzen von Unicasts basierende Suchmechanismen zum Einsatz.
Die dritte Klasse kann als SOAs mit Broker-Modus bezeichnet werden und umfasst Techno-
logien wie DNS-SD und SLP. Diese SOA-Klasse kann in Broker-basierten aber auch Broker-
freien Modi arbeiten, wobei letzterer vor allem in lokalen SOA-Szenarien zum Einsatz kommt.
Es fa¨llt auf, dass gerade bei Service-orientierten Architekturen, die fu¨r spontan entstehen-
de Gera¨tekooperationen pra¨destiniert sind (z. B. UPnP, Bluetooth-SDP und fu¨r lokale SOAs
auch DNS-SD und SLP) auf den Einsatz eines klassischen Brokers verzichtet wird. Der Grund
dafu¨r ist, dass diese SOA-Implementierungen mo¨glichst geringe Anspru¨che an die vorhandene
Infrastruktur und das Vorwissen der beteiligten Komponenten stellen wollen. Nur so ist die
maximale Spontanita¨t und Flexibilita¨t erreichbar, die auch bei spontanen, pervasiven Umge-
bungen angetrebt wird. Im Laufe dieser Arbeit wurde daher anstelle des Brokers der Begriff
der Service Busses verwendet. Dieser wurde fu¨r den Rahmen der vorliegenden Arbeit wie
folgt definiert:
Definition 3 Als Service Bus werden Systeme zur transienten oder persistenten
U¨bertragung von Service-Beschreibungen zwischen SOA-Providern und -Consumern bezeich-
net.
Persistente Service Busse sind meist klassische Broker, die Service-Beschreibungen u¨ber einen
la¨ngeren Zeitraum speichern, wa¨hrend transiente Service Busse beispielsweise Multicast-
Kana¨le sind, die die Service-Beschreibungen nur fu¨r die Dauer eines Advertisements bzw.
eines Requests enthalten. Neben der Persistenz unterscheiden sich die existierenden Service
Busse vor allem im Hinblick auf ihre Aktivita¨t bzw. Passivita¨t.
2.3.2 Aktivita¨t des Service Busses
Wenn Service-Beschreibungen von ihren Providern im Service Bus vero¨ffentlicht werden,
kann dieser sie auf zwei Arten Consumern bekannt machen. Zum ersten indem sie bei
Vero¨ffentlichung aktiv an den Consumer gesendet werden und zum zweiten passiv, indem
sie gespeichert werden, um erst bei entsprechenden Requests des Consumers ausgeliefert zu
werden. Da praktisch keine relevante SOA-Implementierung rein aktiv arbeitet, gibt es im
Hinblick auf Bus-Aktivita¨t lediglich zwei SOA-Klassen:
SOAs mit einem Request-basierten Service Bus wie Web Services, Jini und Bluetooth SDP ver-
halten sich ausschließlich passiv. Dies hat den Vorteil eines reduzierten Verwaltungsaufwands
beim Consumer, da dieser erst bei Bedarf verfu¨gbare Service-Beschreibungen abfragt. Nach-
teilig ist die beschra¨nkte Reaktionsfa¨higkeit auf neu vero¨ffentlichte Service-Beschreibungen,
da diese eine erneute Abfrage des Consumers erfordern.
Um eine schnellere Reaktion auf neu vero¨ffentlichte Service-Beschreibungen zu ermo¨glichen,
verwenden einige SOA-Implementierungen wie UPnP und DNS-SD (mit mDNS-
Unterstu¨tzung) einen Service Bus mit Advertisement-Unterstu¨tzung. Dessen Service-
Beschreibungen ko¨nnen ebenfalls per Request gefunden werden. Zusa¨tzlich besteht fu¨r Pro-
vider die Mo¨glichkeit aktiv Advertisements zu verschicken, die von Consumern empfangen
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werden ko¨nnen, die somit sofort auf neue Service-Beschreibungen reagieren ko¨nnen. Da Ad-
vertisements fu¨r gewo¨hnlich IP-Multicasts zugrunde liegen, ist diese Funktionalita¨t auf lokale
Netzwerke beschra¨nkt, da die meisten Router IP-Multicasts nicht standardma¨ßig weiterleiten.
Sobald Service-Beschreibungen durch den Service Bus gefunden werden, stellt sich die Frage
der Service-Nutzung. Auch hier unterscheiden sich vorhandene SOAs deutlich voneinander.
2.3.3 Spezifikation der Service-Nutzung
Die unterschiedliche Herangehensweise an die Nutzung von Services hat ihren Ursprung in
dem unterschiedlichen Service-Versta¨ndnis der SOA-Implementierungen. Wa¨hrend beispiels-
weise Web Services den Anspruch haben das komplette SOA-Konzept zu unterstu¨tzen, sind
andere Implementierungen wie DNS-SD eher als Service Discovery-Lo¨sungen konzipiert. In
dieser Arbeit wurden drei Klassifizierungen der Service-Nutzung identifiziert:
SOAs mit SOAP-basierter Service-Nutzung spezifizieren die Service-Nutzung u¨ber SOAP.
Dazu geho¨ren UPnP, bei dem die Nutzung von SOAP vorgeschrieben ist und Web Services,
bei denen sich SOAP als Standardlo¨sung durchgesetzt hat.
Andere Implementierungen verwenden eine SOA-spezifische Service-Nutzung. Jini setzt z.B.
auf ein serialisiertes Java-Objekt, das der Consumer zur Kommunikation mit dem Service
einbinden muss, wa¨hrend Bluetooth SDP-Services u¨ber eine Reihe von Bluetooth-Profilen
auf sehr unterschiedliche Art und Weise angesprochen werden.
Außerdem gibt es viele Lo¨sungen mit nicht-spezifizierter Service-Nutzung wie DNS-SD und
SLP. Diese Implementierungen fokussieren ausschließlich den Discovery-Prozess, wa¨hrend die
Service-Nutzung vollkommen unberu¨cksichtigt bleibt. DNS-SD verweist zwar auf eine Vielzahl
mo¨glicher Service-Typen, doch deren eigentliche Nutzung kann selbst bei zwei Services des
gleichen Typs unterschiedlich sein.
Neben dem Service-Versta¨ndnis ist es vor allem die Anwendungsdoma¨ne der SOA-
Implementierung, die im Hinblick auf die Technologiebindung fu¨r weitere Unterschiede sorgt.
2.3.4 Technologiebindung
Auch wenn das SOA-Konzept selbst unabha¨ngig von konkreten unterliegenden Technolo-
gien wie Laufzeitumgebungen, Programmiersprachen oder Betriebssystemen ist, sind dies nur
wenige konkrete SOA-Implementierungen. Da die Abha¨ngigkeit von bestimmten Technologien
auch beim Interoperabilita¨tskonzept zwischen SOA-Implementierungen beru¨cksichtigt werden
muss, wurden diese in drei Klassen eingeteilt:
Keine Technologiebindung haben SOA-Implementierungen wie Web Services. Da Web Ser-
vices XML-basiert sind, ist theoretisch lediglich wichtig, dass die beno¨tigten XML-Dokumente
(z. B. WSDL- und SOAP-Dateien) zwischen den SOA-Komponenten ausgetauscht und aus-
gewertet werden, jedoch nicht, wie dies geschieht.
Trotzdem hat sich auch bei Web Services die Verwendung von HTTP als
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Tabelle 2.2: U¨bersicht u¨ber die zur Interoperablilita¨t relevanten technischen Merkmale der
wichtigsten SOA-Implementierungen.
Diese Bindung wird durch die Verwendung des heute allgegenwa¨rtigen Internet Protokolls
sowie UDP bzw. TCP als Transportprotokoll geschaffen. Neben Web Services geho¨ren dazu
auch UPnP, SLP, DNS-SD sowie Jini und Bluetooth SDP. Jini findet heute nur zusammen
mit Java und einer JVM Verwendung wa¨hrend Bluetooth SDP sogar auschließlich mit der
nicht-IP-basierten Bluetooth-Technologie verwendet wird.
2.3.5 U¨bersicht der SOA-Klassifizierungen
Vor allem die umfangreicheren SOA-Implementierungen wie Web Services, UPnP und Jini
bieten eine Reihe weiterer Klassifizierungsansa¨tze wie beispielsweise unterstu¨tzte Sicherheits-
mechanismen bzw. Eventing. Im Gegensatz zu den bisher in diesem Abschnitt vorgestellten
und in Tabelle 2.1 zusammengefassten technischen Klassifizierungen spielen diese jedoch im
Rahmen dieser Dissertationsschrift keine wichtige Rolle. Sie fu¨hren zwar fu¨r die jeweilige
SOA-Implementierung eine Reihe zusa¨tzlicher Funktionalita¨ten ein, sind aber im Hinblick
auf die grundlegende Interoperabilita¨t, die Ziel dieser Arbeit ist, eher irrelevant. Im Gegen-
satz dazu werden die bisher eingefu¨hrten Klassifizierungen in den folgenden Kapiteln eine
wichtige Rolle bei der Erarbeitung von Interoperabilita¨tsstrategien spielen.
2.4 SOA-Kommunikationsmodell fu¨r pervasive Umgebungen
Das in diesem Kapitel eingefu¨hrte Kommunikationsmodell der Service-orientierten Architek-
tur baut auf dem ebenfalls eingefu¨hrten Broker-Modell auf. Durch die Nutzung zusa¨tzlicher
Mechanismen wie Services sowie verschiedene Service Bus-Lo¨sungen ist es jedoch mehr als
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alle anderen Kommunikationsmodelle pra¨destiniert die infrastrukturelle Grundlage pervasi-
ver Systeme zu bilden, da es den Großteil der in Abschnitt 2.1 aufgefu¨hrten Anforderungen
erfu¨llt:
• Hard- und Software-Abstraktion ist in Form von Services gegeben.
• Spontane Komponenteneinbindung ist durch das Broker-Modell gegeben.
• Spontane Komponentenanpassung ist Aufgabe der Service-Anbieter.
• Komponentenverteilung und -migration ist durch das Broker-Modell gegeben.
• Vorwissen ist bei mehrerer SOA-Implementierungen durch Advertisements nicht er-
forderlich.
• Software-Laufzeitumgebungen sind nicht durch allgemeine SOA-Konzepte vorge-
sehen, jedoch fu¨r einige SOA-Implementierungen wie Web Services und Jini verfu¨gbar.
• Gute Skalierbarkeit ist durch das Broker-Modell gegeben.
• Integration existierender Komponenten ist mo¨glich, da viele der auf dem Markt
befindlichen Gera¨te und Anwendungen bereits eine SOA-Implementierung unterstu¨tzen.
Andere Komponenten ko¨nnen durch eine Service-Schnittstelle erweitert und dann eben-
falls als Service angeboten werden.
• Autonome, kontrollierende Komponenten sind in Form von Services, die vo¨llig
in der Kontrolle ihrer Anbieter verbleiben, gegeben.
Dennoch wirft die Nutzung Service-orientierter Architekturen das bereits angesprochene Pro-
blem der Vielfalt verfu¨gbarer Implementierungen auf und bedarf Konzepte zur implemen-
tierungsu¨bergreifenden SOA-Kommunikation. Vorhandene Interoperabilita¨tslo¨sungen werden






Die heute angestrebten pervasiven Umgebungen bestehen aus Gera¨ten unterschiedlicher An-
wendungsbereiche. Diese Heterogenita¨t dru¨ckt sich auch auf der Ebene Service-orientierter
Architekturen aus. So ko¨nnte das in Abschnitt 1.1.3 beschriebene Meeting-Szenario des
MuSAMA-Projektes beispielsweise folgende Gera¨te und Anwendungen und somit verschiede-
ne SOA-Implementierungen einbinden:
• mobile Nutzerendgera¨te (z. B. Laptops, Smartphones), die fu¨r SOA-Implementierungen
wie Apples DNS-SD oder Microsofts UPnP ausgelegt sind
• herko¨mmliche Mobiltelefone, die dank Bluetooth-Schnittstelle SDP unterstu¨tzen
• stationa¨re Rechner bzw. Webserver die Web Services anbieten bzw. nutzen
• Sensoren, die eine SOA-Implementierung fu¨r PANs (z. B. Bluetooth SDP oder ressour-
censchonendere Implementierungen) beno¨tigen
• kooperative Anwendungen, die auf Jini als Kommunikationsschnittstelle setzen
Um derartig unterschiedliche SOA-Implementierungen zusammenzufu¨hren, sind verschiedene
Ansa¨tze zur Interoperabilita¨t mo¨glich, die in diesem Kapitel ausgefu¨hrt und bewertet wer-
den. Weiterhin wird das in dieser Arbeit entstandene Interoperabilita¨tskonzept des General
Purpose Access Points (GPAP) detailliert erla¨utert und eine Betrachtung der fu¨r Pervasivita¨t
wichtigen Kontextinformationen und deren Bedeutung fu¨r SOA vorgenommen.
3.1 Ansa¨tze zur SOA-Interoperabilita¨t
Jede SOA-Implementierung ist in dem Anwendungsbereich effektiv und verbreitet, fu¨r den sie
entwickelt wurde. Somit schließt die Konzentration auf eine einzige SOA-Implementierung ei-
ne Reihe von Gera¨ten von der Nutzung in der pervasiven Umgebung aus. Verwandte Arbeiten
im Bereich der SOA-Interoperabilita¨t ko¨nnen im Hinblick auf ihre generelle Heransgehenswei-




















Abbildung 3.1: Mittels Technologiebru¨cken aus verwandten Arbeiten ist volle Interoperabi-
lita¨t erreichbar.
die in diesem Kapitel inklusive beispielhafter Vertreter na¨her erla¨utert werden. Dabei gibt es
stets vier Komponenten:
• Provider, die Services in Form von Service-Beschreibungen ihrer jeweiligen SOA-
Implementierung (A, B oder C) anbieten
• Consumer, die Services der von ihnen verwendeten Implementierung nutzen
• Service-Busse, die die Menge aller verfu¨gbaren Service-Beschreibungen einer Implemen-
tierung beinhalten
• SOA-U¨bersetzer, die Service-Beschreibungen einer SOA-Implementierung in Beschrei-
bungen desselben Services in einer anderen SOA-Implementierung u¨bersetzen (z. B. von
A zu B)
Die folgenden Interoperabilita¨tsansa¨tze werden vor allem im Hinblick auf ihre Eignung be-
wertet, volle Interoperabilita¨t zwischen verfu¨gbaren SOA-Implementierungen zu realisieren:
Definition 4 Volle Interoperabilita¨t zwischen n SOA-Implementierungen t1, t2, . . . tn ist
dann erreicht, wenn fu¨r jeden Service s einer SOA-Implementierung ti ∈ {t1, t2, . . . tn} n
Service-Beschreibungen bj(tj , s) existieren oder zur Laufzeit erzeugt werden ko¨nnen, fu¨r die
gilt: tj ∈ {t1, t2, . . . tn} und bj(tj , s) ≡ bi(ti, s). D. h. dass fu¨r jeden Service mehrere Service-
Beschreibungen existieren, mindestens eine pro SOA-Implementierung.
3.1.1 Technologiebru¨cken
Die erste Klasse von Interoperabilita¨tsansa¨tzen verwendet Technologiebru¨cken. Geboren aus
der Notwendigkeit zwei SOA-Implementierungen und somit zwei Anwendungsbereiche mit-
einander zu verknu¨pfen, existieren derzeit viele duale Interoperabilita¨tslo¨sungen. Wie in Ab-
bildung 3.1 illustriert, bilden diese Services einer SOA-Implementierung A auf Services einer
SOA-Implementierung B ab. Somit ko¨nnen Services, die von A-Providern angeboten werden,
von B-Consumern genutzt werden und umgekehrt. Die Technologiebru¨cke arbeitet jeweils als
Provider und Consumer sowohl in A- als auch in B-SOAs. Im Folgenden werden beispielhaft
zwei Vertreter dieses Ansatzes aufgefu¨hrt.
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Das Jini/UPnP Interoperability Framework [Allard 03] ist ein Beispiel fu¨r eine Technologie-
bru¨cke zwischen Jini und UPnP. Es verwendet einen speziellen UPnP-Consumer, der UPnP-
Service-Beschreibungen findet und in Jini-Service-Beschreibungen u¨bersetzt sowie einen spe-
ziellen Jini-Consumer fu¨r die entgegengesetzte Richtung. Dabei ist fu¨r jeden Service-Typ in
Jini oder UPnP ein eigenes Plugin notwendig, um die U¨bersetzung durchzufu¨hren, wodurch
der semantische Unterschied zwischen einen Jini-Service und seinem UPnP-A¨quivalent gering
gehalten werden kann. Andererseits ist mit der Menge an mo¨glichen Jini- und UPnP-Service-
Typen ein erheblicher Aufwand zur Plugin-Erstellung verbunden.
Die Jini/SLP Bridge [Guttman 99a] ist ein weiteres Beispiel fu¨r eine Technologiebru¨cke.
Sie wurde entwickelt, um Thin Clients (die nicht genu¨gend Ressourcen fu¨r eine komplet-
te JVM besitzen) das Anbieten von Jini-Services zu ermo¨glichen. Dafu¨r wird ein speziel-
ler Factory-Service in SLP angeboten, mit dem Thin Clients als SLP-Provider Jini-Service-
Beschreibungen vero¨ffentlichen ko¨nnen. Sie mu¨ssen dazu jedoch ein dediziertens Codefrag-
ment als Treiber beim Factory-Service hinterlegen, mit dem aus Java heraus auf Java-fremde
Anwendungen zugegriffen werden kann. Somit ist diese Lo¨sung nicht transparent fu¨r den an-
bietenden SLP-Provider. Da sie außerdem im Gegenzug nicht das Angebot von Jini-Services
in Form von SLP-Service-Beschreibungen ermo¨glicht, ist sie nicht als vollwertige sondern nur
als einseitige Technologiebru¨cke zu sehen.
Der Technologiebru¨ckenansatz hat den Vorteil, dass er bereits vorhandene Lo¨sungen zur Rea-
lisierung voller Interoperabilita¨t verwendet. Problematisch ist, dass er bei einer hohen Anzahl
unterstu¨tzter SOA-Implementierungen sehr schlecht skaliert, denn volle Interoperabilita¨t zwi-





U¨bersetzer bzw. Technologiebru¨cken. Deutlich
besser skalieren Interoperabilita¨tsansa¨tze, die auf Abstraktion setzen.
3.1.2 Abstrakter Provider
Eine Vereinheitlichung von SOA-Implementierungen u¨ber abstrakte Provider bietet kei-
ne Services in einer konkreten SOA-Implementierung an, sondern verwendet abstrakte
Service-Beschreibungen (Abbildung 3.2). Implementierungsspezifische SOA-U¨bersetzer ge-
nerieren aus diesen Beschreibungen Service-Beschreibungen fu¨r alle unterstu¨tzten SOA-
Implementierungen.
Ein Vetreter dieses Interoperabilita¨tsansatzes ist die Unified Service-Middleware
[Uribarren 06]. Diese strebt die Integration unterschiedlicher Gera¨te in eine pervasive Um-
gebung an. Consumer-Anwendungen sollten diese durch beliebige SOA-Implementierungen
wie UPnP und Web Services finden und nutzen ko¨nnen. Erreicht wird dieses Ziel durch eine
Middleware, die fu¨r jede Gera¨teklasse einen dedizierten Treiber vorra¨tig ha¨lt, der fu¨r jedes
verfu¨gbare Gera¨t seiner Klasse eine abstrakte Service-Beschreibung erzeugt, der wiederum
in konkrete SOA-spezifische Service-Beschreibungen umgewandelt werden kann.
Leider grenzt dieser Ansatz alle Gera¨te und andere Provider aus, die bereits mit einer kon-
kreten SOA-Implementierung auf dem Markt sind, wie beispielsweise das breite Spektrum an
DNS-SD-Druckern oder UPnP-fa¨higen Gera¨ten. Er ist somit im Hinblick auf die Consumer-





















Abbildung 3.2: Abstrakte Provider bieten abstrakte Service-Beschreibungen an, aus denen




















Abbildung 3.3: Abstrakte Consumer finden und nutzen abstrakte Service-Beschreibungen.
Diese werden von SOA-U¨bersetzern aus konkreten Service–Beschreibungen abgeleitet.
Dennoch skaliert dieser Ansatz wesentlich besser als der vorhergehende. Da die SOA-
U¨bersetzer auf den Providern betrieben werden, erfordert volle Interoperabilita¨t zwischen
t SOA-Implementierungen bei p Providern nur p · t U¨bersetzer. Allerdings mu¨ssen nur t
Plugins entwickelt werden, die dann auf den p Providern wiederverwendet werden ko¨nnen.
Weiterhin ko¨nnen Consumer zwar ihre urspru¨ngliche SOA-Implementierung nutzen, wa¨hrend
Provider ihre Dienste jedoch auf abstrakte Art anbieten mu¨ssen. Analog dazu gibt es auch
den Ansatz der Abstraktion auf Consumer-Seite.
3.1.3 Abstrakter Consumer
Wie in Abbildung 3.3 dargestellt, bieten Provider ihre Services bei diesem Ansatz in ihrer ur-
spru¨nglichen SOA-Implementierung an, wa¨hrend die Consumer SOA-U¨bersetzer verwenden,
um Services aller unterstu¨tzen SOA-Implementierungen einheitlich nutzen zu ko¨nnen.
Die Unified Service Search Engine [Pantazoglou 06] ist ein Beispiel fu¨r die Verwendung
abstrakter Consumer. Mittels Unified Service Query Language (USQL) ko¨nnen abstrakte
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Requests an einen USQL-Handler gestellt werden, der diese an die Plugins fu¨r konkrete
SOA-Implementierungen weiterleitet. Diese wandeln die abstrakten Requests in konkrete Re-
quests und senden sie an den jeweiligen Service-Bus. Die resultierenden konkreten Service-
Beschreibungen werden wiederum in USQL-Responses umgewandelt und an den Consumer
zuru¨ckgeliefert.
Auch hier besteht der Nachteil, dass Anpassungen bei den SOA-Teilnehmern (hier dem Con-
sumer) vorgenommen werden mu¨ssen. Da es allerdings auf dem Markt bereits ein großes
Spektrum SOA-spezifischer Consumer gibt und diese modifiziert werden mu¨ssten, ist dieser
Ansatz ebenfalls nicht praktikabel, zumal viele Hersteller an der Durchsetzung ihrer favori-
sierten SOA-Implementierung gegenu¨ber der Konkurrenz interessiert sind (z. B. Apple mit
DNS-SD und Microsoft mit UPnP).
Analog zum vorhergehenden Ansatz mu¨ssen durch abstrakte Consumer bei c Consumern
nur c · t wiederverwendbare Plugins eingesetzt werden. Bei einer vergleichbaren Anzahl von
Providern, Consumern und SOA-Implementierungen skaliert dieser Ansatz somit a¨hnlich wie
die Nutzung abstrakter Provider. Ganz anders verha¨lt es sich beim vierten Interoperabi-
lita¨tsansatz.
3.1.4 Zentrale Vereinheitlichung
Durch den Ansatz der zentralen Vereinheitlichung werden, wie in Abbildung 3.4 darge-
stellt, mit zentralen U¨bersetzern neue Komponenten eingefu¨hrt. Jeder zentrale U¨bersetzer
bu¨ndelt mehrere einzelne SOA-U¨bersetzer. Alle Service-Beschreibungen, die SOA-spezifische
Provider anbieten, empfa¨ngt ein SOA-U¨bersetzer. Er erzeugt daraus abstrakte Service-
Beschreibungen, die der zentrale U¨bersetzer in einem abstrakten Service-Bus verwaltet. Diese
ko¨nnen wiederum in SOA-spezifische Service-Beschreibungen umgewandelt und in allen un-
terstu¨tzten Implementierungen angeboten werden. Der abstrakte Service-Bus kann sowohl lo-
kal auf einem einzigen zentralen U¨bersetzer existieren, als auch verteilt auf mehreren, wodurch
Service-Beschreibungen auch u¨ber gro¨ßere Distanzen hinweg ausgetauscht werden ko¨nnen.
Ein Beispiel fu¨r SOA-Interoperabilita¨t mittels zentraler Vereinheitlichung ist die Open Service
Discovery Architecture (OSDA) [Limam 07]. Diese nutzt sogenannte Registration Advertise-
ment Handler, die sich wa¨hrend der Vero¨ffentlichung eines Services zwischen seinen Provider
und den Service-Bus schalten, um die Service-Beschreibung auszulesen, in ein abstraktes For-
mat zu u¨berfu¨hren und in einem abstrakten und verteilten Service-Bus zu speichern. Im Ge-
genzug schalten sich Discovery Request Handler zwischen Consumer und Service-Bus, um den
Request des Consumers abzuho¨ren. Dieser wird in einen abstrakten Request u¨bersetzt und
auf dem abstrakten Service-Bus angewendet, um passende Service-Beschreibungen heraus-
zufiltern und dem Consumer zuru¨ckzuliefern. Auf diese Art ko¨nnen Service-Beschreibungen
zwischen verschiedenen SOA-Implementierungen u¨bermittelt werden und mittels verteiltem
abstraktem Service-Bus sogar ra¨umlich voneinander getrennte SOAs zusammengefu¨hrt wer-
den. Leider ist dieser Ansatz in seiner Allgemeingu¨ltigkeit sehr beschra¨nkt, da es nicht immer
mo¨glich ist, die Kommunikations zwischen Provider/Consumer und Service-Bus abzufangen.
Insbesondere in Broker-basierten SOAs (wie Web Services oder DNS-SD mit DNS-Servern)
kommunizieren Provider und Consumer per Unicast mit ihrem Broker. Diese Kommunikati-

















Abbildung 3.4: Bei der Zentralen Vereinheitlichung verbleiben Consumer und Provider in
ihren SOA-Implementierungen, wa¨hrend sa¨mtliche U¨bersetzungen durch zentrale U¨bersetzer
durchgefu¨hrt werden.
wenn der Unicast verschlu¨sselt erfolgt, ist dieser Eingriff nicht nur sicherheitstechnisch be-
denklich, sondern obendrein nicht trivial. In Broker-freien SOAs ko¨nnen zwar Multicasts
mitgeho¨rt werden, doch bei SOAs wie Bluetooth SDP ist schon aus physikalischen Gru¨nden
kein Eingriff in die Bluetooth-interne Kommunikation mo¨glich. Dennoch bietet OSDA innova-
tive Teillo¨sungen, wie die Nutzung von XML als abstraktes Format zur Service-Beschreibung,
welches u¨ber alle denkbaren Netzwerke ausgetauscht werden kann.
Dieser Ansatz der zentralen Vereinheitlichung hat somit folgende Vorteile:
• Eine Modifikation existierender Provider oder Consumer ist nicht erforderlich.
• Volle Interoperabilita¨t zwischen t SOA-Implementierungen erfordert bei z zentralen
U¨bersetzern nur z · t Plugins, die wiederverwendbar sind. Da ein zentraler U¨bersetzer
fu¨r ein ganzes lokales Netzwerk zusta¨ndig sein kann, welches mehrere Provider (p)
und Consumer (c) beinhalten wu¨rde, gilt meist z < p beziehungsweise z < c. Dieser
Ansatz beno¨tigt somit die geringste Anzahl von SOA-U¨bersetzern (t), die außerdem
wiederverwendbar sind.
• Der abstrakte Service-Bus ist die Grundlage fu¨r eine Ausdehnung der Discovery-
Reichweite.
Verglichen mit den anderen Ansa¨tzen ist die zentrale Vereinheitlichung somit sowohl funktio-
nal als auch im Hinblick auf die Effizienz fu¨r pervasive Umgebungen zu bevorzugen. Zwar kann
der zentrale U¨bersetzer zu einem Single Point of Failure werden, durch eine entsprechend
robuste Komponente und/oder Reserve-U¨bersetzer kann dieser Fall jedoch im praktischen













Abbildung 3.5: Die Aufgabe des GPAPs ist die U¨berwindung von Heterogenita¨t auf dem
Netzwerk- und dem Service-Layer.
Vereinheitlichung die Grundlage fu¨r den in dieser Arbeit entwickelten General Purpose Access
Point (GPAP) als zentralen U¨bersetzer.
3.2 Der General Purpose Access Point (GPAP)
Die Basis der angestrebten dynamischen pervasiven Umgebungen ist ein interoperables und
effizientes Kommunikationssystem. Heutige pervasive Umgebungen (z. B. Smart Homes) sind
oftmals komplexe und statische Einzello¨sungen. Die Heterogenita¨t sowohl auf dem Netzwerk-
als auch auf dem Service-Layer verhindert die transparente Einbindung neuer Gera¨te in
derartige Systeme. Der im Folgenden vorgestellte General Purpose Access Point (GPAP)
u¨berwindet diese Heterogenita¨t systematisch auf diesen beiden kritischen Layern (Abbildung
3.5).
Die Entwicklung des GPAPs geschieht in Zusammenarbeit mit Herrn Enrico Dressler, der das
Netzwerk-Layer bearbeitet, wa¨hrend das Service-Layer Kernthema der vorliegenden Arbeit
ist. Die Grundlage beider Arbeiten ist ein dreiteiliges Netzwerkmodell, welches in Abbildung
3.6 beispielhaft dargestellt ist. Das heterogene Netzwerk und seine Teilnehmer werden in
Zellen, Ensembles und die Community unterteilt [Dressler 08].
Die kleinste Netzwerkeinheit ist die Zelle. Sie beinhaltet alle Gera¨te, die aufgrund einer ge-
meinsamen Netzwerktechnologie (z. B. Bluetooth oder WLAN) miteinander kommunizieren
ko¨nnen.
Definition 5 Zellen sind lokale Sammlungen homogen miteinander vernetzter Gera¨te.
Zur Vernetzung kommen sowohl drahtgebundene als auch drahtlose Technologien in Frage.
Drahtlose Zellen sind dynamischer als drahtgebundene Zellen, da Gera¨te spontan die Zell-
reichweite verlassen oder betreten ko¨nnen. Weiterhin ko¨nnen unterschiedliche Zellen durch
Gera¨te, die mehr als eine Kommunikationstechnologie verwenden, miteinander verbunden
werden. Dies wird beispielsweise in der Arbeit von Herrn Dressler durch das Netzwerk-Layer
des GPAPs errreicht [Dressler 09]. Durch die Verbindung von Zellen ist der Aufbau von En-
sembles mo¨glich.













Abbildung 3.6: Dem GPAP-Konzept liegt eine Unterteilung pervasiver Umgebungen in Zellen,
Ensembles und Communitys zugrunde.
Die Struktur eines Ensembles kann sich unvorhersehbar a¨ndern, da Komponenten spontan
hinzugefu¨gt oder entfernt werden ko¨nnen. Dies gilt insbesondere fu¨r mobile Gera¨te. Die Gera¨te
in einem Ensemble stellen anderen Ensemble-Mitgliedern ihre Fa¨higkeiten und Ressourcen
in Form von Services zur Verfu¨gung. Damit Services aus einem Ensemble in einem anderen
Ensemble genutzt werden ko¨nnen, ist eine Vernetzung verschiedener Ensembles im Rahmen
einer Community erforderlich.
Definition 7 Communitys sind Sammlungen la¨ngerfristig miteinander verbundener En-
sembles, in denen Service-Beschreibungen ausgetauscht werden, um diese u¨ber Ensemble-
Grenzen hinweg zu finden und zu nutzen.
Der GPAP stellt dabei die Schnittstelle zwischen Ensemble und Community dar. Durch Com-
munitys sind Ensemble-Mitglieder in der Lage, Ressourcen und Fa¨higkeiten von Mitgliedern
entfernter Ensembles zu nutzen. Das Community-Netzwerk ist statisch im Vergleich zum
Netzwerk innerhalb eines Ensembles, da die GPAPs als stationa¨re und zuverla¨ssige Netz-
werkkomponenten angesehen werden ko¨nnen.
Bei der Umsetzung dieses Netzwerkmodells spielt der GPAP die Schlu¨sselrolle. Er hat mehrere
unterschiedliche Netzwerkschnittstellen, so dass er ein breites Netzwerkspektrum (z. B. Ether-
net, WLAN, Bluetooth) bedienen kann und verwendet zentrale Vereinheitlichung auf dem
Software-basierten Service-Layer, um Interoperabilita¨t zwischen SOA-Implementierungen zu
erreichen. Zu seinen Aufgaben geho¨ren:
• Paketvermittlung zwischen gleich- oder verschiedenartigen Zellen und damit Bildung
von Ensembles (Netzwerk-Layer)
• Roaming fu¨r den Fall, dass ein mobiles Gera¨t ein Ensemble verla¨sst und einem anderen
beitritt (Netzwerk-Layer)
• U¨bersetzung zwischen verschiedenartigen SOA-Implementierungen (Service-Layer)
• Bildung einer Community mit anderen GPAPs zur Verbindung von Ensembles (Service-
Layer)







































































































Abbildung 3.7: Auf seinem Service-Layer u¨berwindet der GPAP SOA-Heterogenita¨t mittels
zentraler Vereinheitlichung.
Der GPAP ist somit die zentrale infrastrukturelle Komponente der pervasiven MuSAMA-
Umgebungen. Dabei liegt ein besonderes Augenmerk auf der Transparenz fu¨r Gera¨te und
Anwendungen. Diese sollen weiterhin ihre urspru¨ngliche Netzwerktechnologie und SOA-
Implementierung nutzen ko¨nnen und trotzdem von den Vorteilen des GPAPs profitieren.
Dadurch ist die Nutzung einer Vielzahl bereits auf dem Markt befindlicher Gera¨te mo¨glich,
ohne infrastrukturelle Anpassungen an einer pervasiven Umgebung vornehmen zu mu¨ssen.
Die folgenden Abschnitte behandeln detailliert die Umsetzung der GPAP-Aufgaben der SOA-
Interoperabilita¨t und Community-Bildung, bevor Abschnitt 3.3 die Bedeutung von Kontext-
informationen fu¨r die Service-Auswahl beleuchtet.
3.2.1 Zentrale Vereinheitlichung auf dem GPAP Service Layer
Um SOA-Interoperabilita¨t zu erreichen, wird auf dem Service Layer des GPAPs der in Ab-
schnitt 3.1.4 vorgestellte Ansatz der zentralen Vereinheitlichung umgesetzt. Wie Abbildung
3.7 illustriert, verbindet der GPAP jeweils ein lokales Ensemble mit einer Community. Er ist
somit sowohl fu¨r die SOA-u¨bergreifende Kommunikation innerhalb seines Ensembles als auch
die Verbindung seines Ensembles mit einer Community aus abstrakten Diensten zusta¨ndig.
Innerhalb der Ensembles mit GPAP bedienen Provider und Consumer weiterhin ihre im-
plementierungsspezifischen Service-Busse. Jini Provider vero¨ffentlichen beispielsweise ihre
Service–Beschreibungen im Jini Service-Bus (realisiert durch einen Broker) und Jini Con-
sumer finden diese Beschreibungen in diesem. Der GPAP entha¨lt eine Reihe von Plugins.
Diese kapseln die Strategien zum Vero¨ffentlichen und Finden von Service-Beschreibungen ei-
ner konkreten SOA-Implementierung, um den prozeduralen Unterschieden der einzelnen Im-
plementierungen gerecht zu werden (siehe Abschnitt 3.2.3). Dabei gibt es drei Plugin-Arten:
Provision-Plugins zum Vero¨ffentlichen von Service-Beschreibungen, Discovery-Plugins zum
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Finden von Service-Beschreibungen und Broker-Plugins, die diese beiden Arten kombinieren.
In Abbildung 3.7 sind beispielhaft einige Provision- und Discovery-Plugins dargestellt (siehe
Kapitel 4 fu¨r Implementierungsdetails). Zum Beispiel bedient ein Discovery-Plugin fu¨r Jini
ebenfalls den Jini Service-Bus. Es ist dafu¨r zusta¨ndig, Jini-Service-Beschreibungen zu finden
und diese im Sinne der zentralen Vereinheitlichung in ein abstraktes Format zu u¨berfu¨hren
und die resultierenden Service-Beschreibungen in den abstrakten Service-Bus einzuspeisen.
Im Gegenzug ko¨nnen Provision-Plugins (z. B. fu¨r die DNS-SD) Beschreibungen aus dem ab-
strakten Service-Bus beziehen, in konkrete Service-Beschreibungen umwandeln und diese in
ihrem implementierungsspezifischen Service-Bus vero¨ffentlichen.
Viele SOA-Implementierungen setzen auf Discovery-Verfahren ohne Vorkenntnisse und diese
basieren meist auf IP-Multicasts. Da Multicasts von Routern fu¨r gewo¨hnlich nicht weiterge-
leitet werden, um die Netzlast zu reduzieren, ist der Wirkungsbereich eines GPAPs mitsamt
seinen Plugins auf ein lokales Ensemble beschra¨nkt. Um die Provider und Consumer seines
Ensembles mit den Teilnehmern anderer Ensembles zu verbinden, ist eine Vernetzung mehre-
rer GPAPs in Form einer Community erforderlich, deren konkrete Realisierung in Abschnitt
4.1.6 diskutiert wird.
Der abstrakte Service-Bus miteinander vernetzter GPAPs ist auf diese verteilt. Der Ursprung
der in den Bus eingespeisten Service-Beschreibungen, kann daher sowohl ein Discovery-Plugin
eines lokalen als auch eines entfernten GPAPs sein. Im Gegenzug konkretisiert jedes Provision-
Plugin abstrakte Service-Beschreibungen, deren Ursprung ein Service-Bus im lokalen als auch
in entfernten Ensembles sein kann. Je nach Art des implementierungsspezifischen Discovery-
Prozesses ist es fu¨r einige Provision-Plugins erforderlich Suchanfragen von Consumern entge-
gen zu nehmen und nur dazu passende Service-Beschreibungen aus dem abstrakten Service-
Bus herauszufiltern. Aus den Anfragen mu¨ssen daher abstrakte Requests erstellt werden,
die die passenden Service-Beschreibungen aus der Menge der im Bus verfu¨gbaren Service-
Beschreibungen zuru¨ckliefern. Eine einfache Sprache zur abstrakten Service-Beschreibung
reicht demnach nicht aus.
Die abstrakte Sprache muss folgenden Anforderungen genu¨gen:
• Die Sprache muss abstrakte Service-Beschreibungen sowie filternde Requests auf
diesen Beschreibungen ausdru¨cken ko¨nnen.
• Sie muss mo¨glichst kompakt sein, da in einer Community aus Ensembles sehr viele
Dienste verfu¨gbar sein werden. Weiterhin minimiert eine kompakte Sprache den Ein-
arbeitungsaufwand fu¨r Plugin-Entwickler, wodurch wiederum die Akzeptanz gefo¨rdert
wird.
• Um neben Beschreibungen und Requests weitere Konzepte, wie beispielsweise eine
Community-weite Ereignisbeobachtung, zu realisieren, muss die Sprache erweiterbar
sein.
• Die Sprache muss unabha¨ngig von einer konkreten Programmiersprache und
Plattform sein, da neben den GPAPs auch die Abstraktion und Konkretisierung
durch andere Komponenten (z. B. Router bzw. Access Points oder sogar Sensor-
Basisstationen) mo¨glich sein soll. Weiterhin ko¨nnen Entwickler somit ihre favorisierte
Programmiersprache verwenden, wodurch die Verbreitung gefo¨rdert wird.
48
Im Zuge der Recherchen zu dieser Arbeit konnte keine bereits existierende Sprache identifi-
ziert werden, die diese Anforderungen erfu¨llt und so offen vorliegt, dass eine Integration in das
GPAP-Modell problemlos mo¨glich ist. Aus diesem Grund wurde mit der Service Technology-
independent Language (STiL) eine eigene XML-basierte Sprache definiert, die diese Anforde-
rungen erfu¨llt.
3.2.2 Die Service Technology-independent Language (STiL)
Die Service Technology-independent Language (STiL) bietet eine Abstraktion von Service-
Beschreibungen konkreter SOA-Implementierungen und erlaubt die Ausfu¨hrung von filtern-
den Requests auf den resultierenden Abstraktionen. Somit kann vor allem der Discovery-
Prozess implementierungsunabha¨ngig durchgefu¨hrt werden. STiL wird ferner als Datenformat
in der GPAP-basierten Community eingesetzt. Somit ist es mo¨glich, vormals lokale und imple-
mentierungsspezifische Discovery-Prozesse auf eine globale Community auszudehnen und da-
bei nicht auf eine SOA-Implementierung zu beschra¨nken. Da STiL komplett auf XML basiert,
ist sie, wie gefordert, unabha¨ngig von einer konkreten Programmiersprache und Plattform so-
wie erweiterbar. Durch die Optionalita¨t der meisten Sprachelemente kann sie außerdem sehr
kompakt gehalten werden. Im folgenden werden anhand von Beispielen die Funktionsweise
und der Sprachumfang von STiL erla¨utert. Die komplette Spezifikation in Form des XML-
Schemas kann Anhang A entnommen werden.
Ein STiL-Dokument entspricht einem der folgenden drei STiL-Basiselemente:
• STiL-Description zur abstrakten Beschreibung von Services
• STiL-Request zum Filtern von Service-Beschreibungen mit bestimmten Eigenschaften
aus der Menge aller bekannten Descriptions
• STiL-Response als Antwort auf einen Request, die alle Descriptions enha¨lt, die dem
Filter des zugeho¨rigen Requests entsprechen
Der Kern der STiL-Description ist der kleinste gemeinsame Nenner aus den in Kapitel 2
aufgefu¨hrten Service-Beschreibungen der SOA-Implementierungen Web Services, UPnP, Jini,





Neben diesen obligatorischen Elementen werden in einer STiL-Description weitere
optionale Elemente spezifiziert, die vor allem im Rahmen der Community-Bildung und
GPAP-Funktionalita¨t sinnvoll erscheinen (z. B. eine Gu¨ltigkeitsdauer, nach der der Dienst
wieder entfernt wird oder eine Angabe der urspru¨nglichen SOA-Implementierung).
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STiL-Description
Listing 3.1 zeigt eine beispielhafte STiL-Description, anhand der die einzelnen Elemente
erla¨utert werden. Wie jedes STiL-Element wird die Description mit dem Tag stil
eingeleitet. Durch das darauffolgende Tag description wird angezeigt, dass es sich um
eine Service-Beschreibung handelt. Das einzige description-Attribut ist provider,
welches die Adresse des Providers angibt. In den meisten Fa¨llen ist dies ein Uniform
Resource Identifier (URI). Fu¨r den Inhalt der Description gibt es zehn unterschiedliche
Elementtypen, von denen einige optional sind oder geha¨uft auftreten ko¨nnen.
<?xml version="1.0" encoding="UTF -8"?>
<stil version="0.2"
xmlns="http: //www.musama.de/STiL"
xmlns:xsi="http: //www.w3.org /2001/ XMLSchema -instance"
xsi:schemaLocation="http: //www.musama.de/STiL STiL.xsd ">
<description provider="bochum.informatik.uni -rostock.de:1234">
<stilType >stil.pureOut.printer </stilType >
<friendlyName >Druckdienst </friendlyName >






<attribute name="location">Raum 126</attribute >
<attribute name="color">true</attribute >
<attribute name="dpi">4.800 x1.200</attribute >
</description >
</stil>
Listing 3.1: Beispiel: STiL-Description
Durch den obligatorischen stilType wird dem Service ein STiL-ServiceType zuge-
wiesen. Dieser abstrahiert von dem Service-Typ einer implementierungsspezifischen
Service-Beschreibung, und bildet die Grundlage fu¨r den semantischen Vergleich ver-
schiedener Beschreibungen aus unterschiedlichen Implementierungen. Eine U¨bersicht
u¨ber die aktuellen STiL-Typen kann Anhang B entnommen werden. Diese werden u¨ber
eine in Abschnitt 4.1.2 beschriebene schlu¨sselwortbasierte Zuordnung aus den u¨brigen
Service-Informationen abgeleitet. Eine vollsta¨ndige Abbildung von Service-Typen kon-
kreter Implementierungen auf STiL-Typen ist aufgrund der Komplexita¨t vorhandener
Implementierungen nicht mo¨glich. Daher kann der urpru¨ngliche Service-Typ in der
Form stil.realType?<realer Service-Typ> codiert werden. In dem Beispiel wird
durch den Service-Typ stil.pureOut.printer ein Druck-Service angeboten.
Durch den optionalen friendlyName wird eine kurze Beschreibung des Services ange-
boten. Diese ist fu¨r die Interpretation durch den Nutzer hilfreich.
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Das ebenfalls optionale Element technology gibt an, in welcher SOA-Imlementierung
der Service urspru¨nglich angeboten wird.
Die Gu¨ltigkeitsdauer der Service-Beschreibung ist durch das optionale Element
validity codiert. Diese wird oft durch den Broker, bei dem die Service-Beschreibung
hinterlegt wird, festgelegt. Die Gu¨ltigkeit wird als Dauer (duration) nach RFC 2445
(iCalendar) angegeben. Die Angabe einer Gu¨ltigkeitsdauer ist ebenfalls optional. Wird
sie nicht angegeben, so kann von einer Gu¨ltigkeit auf unbestimmte Zeit ausgegangen
werden. Der Druck-Service im Beispiel ist 10 Minuten gu¨ltig.
Um mit dem Service kommunizieren zu ko¨nnen, ist es wichtig, das gemeinsame Kom-
munikationsprotokoll festzulegen. Weit verbreitet sind die teilweise aufeinander basie-
renden Protokolle SOAP, HTTP, UDP und TCP. Das Kommunikationsprotokoll wird
durch das Element comProtocol angegeben. Dieses Element ist optional, da das Pro-
tokoll auch durch die weiteren Elemente angegeben werden kann. Es ist wird jedoch
empfohlen dieses Element zu nutzen, da dies dem Consumer erlaubt nach Services
zu suchen, die ein bestimmtes Protokoll nutzen. comProtocol kann auch mehrfach
verwendet werden, wenn unterschiedliche Kommunikationsprotokolle genutzt werden
ko¨nnen.
Durch das Element accessLocation wird angegeben, unter welcher Adresse der Service
erreicht werden kann. Dieses Element ist optional, wenn das Element realDescription
existiert. realDescription entha¨lt die Adresse, unter der eine implementierungs-
spezifische Service-Beschreibung abrufbar ist. Bei Web Services wird beispielsweise
ein WSDL-Dokument als realDescription betrachtet. realDescription ist optional
wenn accessLocation existiert, beide Elemente ko¨nnen aber auch geha¨uft auftreten.
Das extendedDescription-Element ermo¨glicht den Verweis auf erweiterte Service-
Informationen (z. B. als URI). Dazu geho¨ren beispielsweise QoS-Vorraussetzungen des
Services oder die Ereignisse, die der Service produziert oder konsumiert. Dieses Element
hat das Attribut name fu¨r die Angabe der Beschreibungsbezeichnung und ist optional,
kann aber auch mehrmals verwendet werden.
Durch das optionale und wiederholbare Element attribute ko¨nnen weitere Service-
spezifische Attribute codiert werden. Fu¨r jedes attribute muss ein name angegeben
werden. Im Beispiel wurden Standort, Farbdruckfa¨higkeit und Auflo¨sung des zum
Druck-Service geho¨renden Druckers angegeben.
STiL-Request
Zur Auswahl einer oder mehrerer STiL-Descriptions aus einer gro¨ßeren Menge be-
kannter STiL-Descriptions ist eine filternde Abfragesprache notwendig. An die Abfra-
gesprache sowie den Abfrageprozess selbst werden folgende funktionsbedingten An-
forderungen gestellt, die im Wesentlichen auf der Verwendung von SOA-spezifischen
Discovery-Abfragen als Grundlage basieren:
• Die Abfragesprache muss auf den STiL-Descriptions basieren, da aus denen
gefiltert werden soll.
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• Als Ergebnis der Abfrage mu¨ssen mehrere Services mo¨glich sein, da dies auch
bei den meisten SOA-spezifischen Service Discovery-Prozessen der Fall ist.
• Wie SOA-spezifische Service Discovery-Prozesse, muss auch die STiL-Abfrage in
endlicher Zeit terminieren.
• Die Abfragesprache muss erweiterbar sein, um zuku¨nftige SOA-
Neuentwicklungen integrieren zu ko¨nnen.
Da sie auf spezifischen Discovery-Prozessen basiert, die in den meisten Fa¨llen sehr
einfache Abfragen formulieren (bei SDP und Bonjour wird sogar nur der geforderte
Service-Typ angegeben), ist somit keine syntaktisch komplexe Abfragesprache erfor-
derlich. Ein einfacher Filter, der lediglich die geforderten Service-Attribute und ihre
Belegung angibt, genu¨gt im Hinblick auf die Discovery-Abfragen bisher untersuch-
ter SOA-Implementierungen. Dennoch wurde die in dieser Arbeit entwickelte STiL-
Abfragesprache (STiL-Requests) aufgrund der wichtigen Erweiterbarkeit nicht der-
art eingeschra¨nkt, sondern unterstu¨tzt zusa¨tzlich die Verknu¨pfung von Suchanfragen
durch die aus der Aussagenlogik bekannten Disjunktionen, Negationen und somit im-
plizit (durch Anwendung der De Morganschen Gesetze [Hackbusch 03]) auch Konjunk-
tionen.
<?xml version="1.0" encoding="UTF -8"?>
<stil version="0.2"
xmlns="http: //www.musama.de/STiL"
xmlns:xsi="http: //www.w3.org /2001/ XMLSchema -instance"
xsi:schemaLocation="http: //www.musama.de/STiL STiL.xsd ">
<request timeout="1M" sender="toro.informatik.uni -rostock.de:1234"
requestID="123456789">
<serviceMask >
<stilType >stil.pureOut.printer </stilType >
<friendlyName restrict="contains">druck </friendlyName >
<friendlyName restrict="contains">print </friendlyName >








Listing 3.2: Beispiel: STiL-Request
Listing 3.2 zeigt beispielhaft einen STiL-Request, durch den Abfragen zu den Service-
Eigenschaften einer Menge von STiL-Descriptions gestellt werden ko¨nnen. Jeder Re-
quest durch das stil-Kindelement request angezeigt und erwartet bis zu drei Attri-
bute. Die obligatorische requestID kann beliebig belegt werden, sie wird im Response
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wiederholt. Somit ist eine Zuordung jeder Antwort zu einer Anfrage mo¨glich. Das eben-
falls obligatorische Attribut sender gibt die Adresse der anfragenden Instanz an (z. B.
der GPAP des Ensembles mit dem anfragenden Consumer), an diese werden die Re-
sponses geschickt. Das optionale Attribut timeout gibt die Gu¨ltigkeit des Requests
an, danach eintreffende Antworten werden von der anfragenden Instanz abgelehnt. Die
Gu¨ltigkeit ist als duration gema¨ß RFC 2445 anzugeben. Wird kein Timeout angege-
ben, ist der Request bis auf unbestimmte Zeit gu¨ltig.
Jeder Request besteht wiederrum aus einer Reihe von Suchmasken fu¨r Service-
Beschreibungen (serviceMask), um die gesuchten Service-Beschreibungen aus den
verfu¨gbaren Service-Beschreibungen heraus zu filtern. Da ein Request mehrere
Suchmasken enthalten kann, kann auch das serviceMask-Element mehr als ein-
mal vorkommen. Alle vorhandenen Suchmasken sind per Disjunktion miteinan-
der verknu¨pft. Somit ist eine STiL-Description fu¨r einen STiL-Request gu¨ltig
(Match(Description,Request) = true), sobald sie auch nur einer der angegebenen
Suchmasken Mask1,Mask2, . . .Maskn entspricht. Somit gilt fu¨r jede Description:
Match(Description,Request) =
Match(Description,Mask1) ∨Match(Description,Mask2 ∨ . . . ∨Match(Description,Maskn)
Da jedes Tag <ServiceMask> ein not-Attribut erhalten kann, welches mit der Belegung
true die angegebene Suchmaske negiert sowie eine Sequenz von Suchmasken als Ganzes
u¨ber ein umschließende <not>-Tag negiert werden kann, ist nach De Morgan auch
die konjunktive Verknu¨pfung von Suchmasken durch Disjunktionen und Negationen
mo¨glich:
Match(Description,Mask1) ∧Match(Description,Mask2) ∧ . . . ∧Match(Description,Maskn)) =
(Match(Description,Mask1)∨Match(Description,Mask2)∨ . . .∨Match(Description,Maskn))
Somit unterstu¨tzen STiL-Requests sowohl Disjunktion und Konjunktion als auch die
Negation von Suchmasken fu¨r eine STiL-Description und sind daher auch fu¨r komple-
xere Service Discovery-Abfragen gewappnet als die, die in derzeit exitierenden SOA-
Implementierungen eingesetzt werden.
Im Folgenden werden die einzelnen Elemente der serviceMask erla¨utert. Diese sind
per Konjunktion miteinander verknu¨pft und ko¨nnen jeweils durch ein not-Attribut
negiert werden. Um die Requests kompakt zu halten wurde zusa¨tzlich eine weitere
Regel eingefu¨hrt: Kommt ein Kindelement der serviceMask mehrfach vor, reicht es
wenn die Service-Beschreibung einem der Elemente entspricht, um zur Anfrage zu
passen. Hier liegt demnach eine Verknu¨pfung durch Disjunktion vor, durch die weitere
Suchmasken, die sich lediglich in diesem Kindelement unterscheiden, erspart werden.
Damit ein Request nicht die gesamte Community flutet, wird mit scope eine numeri-
sche Reichweite angegeben. Diese kann je nach Art der Community genutzt werden, um
beispielsweise die Anzahl der Hops, die der Request zuru¨cklegen darf, zu beschra¨nken.
Ist das scope-Element nicht vorhanden, wird standardma¨ßig eine unbegrenzte Reich-
weite angenommen. Durch den bereits beschriebenen Timeout eines Requests kann
dieser nach einer spezifizierten Zeit aus der Community verworfen und somit trotz
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unbegrenzter Reichweite ein unkontrolliertes Fluten der Community mit Requests ver-
mieden werden.
Der stilType ist das einzige obligatorische Element des Requests. Mit ihm kann der
gesuchte Service-Typ, der im entsprechenden Element der Description festgehalten ist,
spezifiziert werden. Dabei gilt standardma¨ßig: Wird nach einem Service-Type ange-
fragt, der im Service-Typ-Baumgraphen kein Blattknoten ist, so sind auch alle tieferste-
henden Service-Types mit eingeschlossen. Wird beispielsweise nach einem Service mit
dem Service-Typ stil.pureOut gefragt, so passen sowohl stil.pureOut-Services als
auch auch Services mit den Service-Type stil.pureOut.video, stil.pureOut.audio
oder stil.pureOut.printer zur Anfrage. Soll diese Regel nicht gelten und somit
tieferstehende Elemente nicht mit einbezogen werden, so ist das Attribut restrict
zu verwenden und mit dem Wert is zu belegen.
Das Element friendlyName, welches das stilType-Element der Description pru¨ft, be-
sitzt ebenfalls das Attribut restrict. Ist dieses mit contains belegt, so muss der
im Request angegebene String nur in der Description enthalten sein. Bei der Bele-
gung mit is mu¨ssen beide Strings u¨bereinstimmen, damit die Service-Beschreibung
passt. Standardma¨ßig gilt contains. Die Pru¨fung erfolgt unabha¨ngig von der Groß-
und Kleinschreibung des Elementwertes.
Durch technology wird die urspru¨ngliche SOA-Implementierung der Services gepru¨ft.
Wurde die Service-Beschreibung in der hier angegebenen Implementierung angeboten,
so ist sie fu¨r diese Anfrage gu¨ltig. Im Beispiel wird nach einem entweder als Web Service
oder UPnP-Service angebotenen Service gefragt. Womo¨glich ist der Consumer in der
Lage SOAP-Anfragen auf Services auszufu¨hren, wodurch er diese beiden Implementie-
rungen bedienen kann.
Das validity-Element erlaubt die Anfrage der Gu¨ltigkeitsdauer einer Service-
Beschreibung. Wie auch in der Description wird dieser Wert als Dauer (duration)
nach RFC 2445 angegeben. Das restrict-Attribut dieses Elementes kann mit minimum
oder maximum belegt werden, um festzulegen, dass der validity-Wert im Request der
Minimal- oder Maximalwert fu¨r die Gu¨ltigkeitsdauer passender Service-Beschreibungen
ist.
Durch comProtocol wird gepru¨ft, welche Kommunikationsprotokolle der Service un-
terstu¨tzt. Unterstu¨tzt der Service eines der hier angegebenen Protokolle, passt seine
Beschreibung zu dieser Anfrage.
Im Element extendedDescription kann angegeben werden, zu welcher erweiterten
Service-Beschreibung die gesuchten Service-Beschreibungen passen sollen. Dadurch
kann beispielsweise nach Services gesucht werden, die bestimmte Ereignisse produ-
zieren oder eine gesuchte Art von Kontext liefern. Das Attribut name wird genutzt, um
die Art der erweiterten Beschreibung zu spezifizieren, die gesucht wird. Der Wert der
extendedDescription ist in den meisten Fa¨llen eine URL, die den Ort des beschrei-
benden Dokumentes angibt.
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Service-spezifische Attribute ko¨nnen durch attribute-Elemente gepru¨ft werden. Mit
dem Attribut name wird der Name des Service-spezifische Attributs angegeben. Analog
zu gleichnamigen Kindelementen sind attribute-Elemente nur dann innerhalb der
Suchmaske per Disjunktion verknu¨pft, wenn ihr Attribut name den gleichen Wert hat.
Der Request in Listing 3.2 sucht somit eine beliebige STiL-Service-Beschreibung
(ServiceType = stil), deren Service die Bezeichnung print oder druck entha¨lt. Da
die Service-Beschreibung aus Listing 3.1 den ServiceType stil.pureOut.printer
und den friendlyName Druckdienst beschreibt, passt sie zuna¨chst zum Request. Der
Service soll laut Request als Web Service oder UPnP-Service angeboten werden. Die
Beispiel-Beschreibung geho¨rt zu einem als Web Service angebotenen Service, sie passt
also weiterhin zur Abfrage. Außerdem wird gefordert, dass die Service-Beschreibung
noch mindestens zwei Minuten gu¨ltig sein soll, diese Anforderung wird mit einer
Gu¨ltigkeit von zehn Minuten ebenfalls erfu¨llt. Weiterhin soll das Service-spezifische
Attribut color den Wert true haben. Da der Service der Beispiel-Beschreibung der
eines Farbdruckers ist, erfu¨llt die Beschreibung auch dieses Kriterium. Zusa¨tzlich
wird durch das negierte Service-spezifische Attribut busy gefordert, dass der Drucker
derzeit ungenutzt ist. Da dieses Attribut in der Beispiel-Description nicht exisitiert
wird angenommen, dass dieser Punkt ebenfalls erfu¨llt ist. Die Service-Beschreibung
passt somit in allen Punkten zur Abfrage und kann als Ergebnis an die fragende
Instanz zuru¨ckgeliefert werden. Dies geschieht u¨ber einen Response.
<?xml version="1.0" encoding="UTF -8"?>
<stil version="0.2"
xmlns="http: //www.musama.de/STiL"
xmlns:xsi="http: //www.w3.org /2001/ XMLSchema -instance"
xsi:schemaLocation="http: //www.musama.de/STiL STiL.xsd ">
<response requestID="123456789">
<service provider="bochum.informatik.uni -rostock.de">
<stilType >stil.pureOut.printer </stilType >
<friendlyName >Druckdienst </friendlyName >












Listing 3.3: Beispiel: STiL-Response mit einem Service
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STiL-Response
Listing 3.3 zeigt ein Beispiel fu¨r die Ru¨ckgabe einer gefundenen Service-Beschreibung.
Jeder STiL-Response wird mit einem response-Element eingeleitet. Dieses enha¨lt
die requestID des Request, auf den sie sich bezieht.
Das Element service gibt an, dass dieser Response keine Fehlermeldung, sondern
eine oder mehrere Service-Beschreibungen zuru¨ckliefert. Dabei wird fu¨r jede gefundene
Beschreibung ein eigenes service-Element verwendet. Dieses entha¨lt den Inhalt der
bereits erla¨uterten Service-Description. Sie wird daher hier nicht weiter behandelt.
Wa¨hrend des Discovery-Vorganges ko¨nnen diverse Fehler auftreten. Auch diese werden
der anfragenden Instanz durch einen Response mitgeteilt. Ein Beispiel dafu¨r ist in Lis-
ting 3.4 dargestellt. Bei Fehlermeldungen besitzt das response-Element nur das Kind-
element error mit den Attributen code und reason. Durch code wird ein Fehlercode
angegeben, der an die HTTP-Statuscodes angelehnt ist. Das optionale reason-Attribut
kann genutzt werden, um den Fehler na¨her zu beschreiben.
<?xml version="1.0" encoding="UTF -8"?>
<stil version="0.2"
xmlns="http: //www.musama.de/STiL"
xmlns:xsi="http: //www.w3.org /2001/ XMLSchema -instance"
xsi:schemaLocation="http: //www.musama.de/STiL STiL.xsd">
<response requestID="123456789">
<error code="400" reason="Die Anfrage war syntaktisch falsch"/>
</response >
</stil>
Listing 3.4: Beispiel: STiL-Response mit einer Fehlermeldung
Die in diesem Abschnitt detailliert beschriebene Meta-Sprache STiL ist die Grundla-
ge der zentralen Vereinheitlichung durch GPAPs. Im folgenden Abschnitt wird eine
U¨bersicht u¨ber die GPAP-Plugins gegeben, die STiL-basierte Abstraktionen und Kon-
kretisierungen durchfu¨hren.
3.2.3 GPAP-Plugins - Strategien zur Einbindung von SOA-Klassen
Die U¨bersetzung heterogener Service-Beschreibungen und der Suchanfragen auf diesen
Beschreibungen wird auf dem GPAP u¨ber implementierungsspezifische Plugins und
eine u¨bergeordnetes Plugin-Konzept erreicht. Fu¨r jede SOA-Implementierung, die vom
GPAP unterstu¨tzt wird, sind Plugins der folgenden Klassen zu erstellen:
• Discovery-Plugins sind Service-Consumer jeweils einer SOA-Implementierung
(z. B. Jini Discovery-Plugin). Diese Plugin-Klasse ist dafu¨r zusta¨ndig Service-
Beschreibungen der jeweiligen Implementierung im Ensemble zu finden und
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a¨quivalente abstrakte STiL-Descriptions zu erstellen. Diese werden dann in den
abstrakten STiL Service-Bus eingespeist.
• Provision-Plugins sind Service-Provider jeweils einer SOA-Implementierung.
Sie entnehmen dem STiL Service-Bus abstrakte Service-Descriptions, erstellen
a¨quivalente Service-Beschreibungen ihrer jeweiligen Implementierung und bieten
diese stellvertretend im lokalen Ensemble an.
• Broker-Plugins sind Service-Broker jeweils einer SOA-Implementierung bzw.
Erweiterungen vorhandener Broker dieser Implementierung. Sie sind Kombinatio-
nen aus Discovery- und Provision-Plugins der dieser Implementierung. Einerseits
registrieren Provider ihre Services beim Broker-Plugin. Dieses erstellt a¨quivalente
STiL-Service-Beschreibungen und speist sie in den STiL Service-Bus ein. An-
dererseits bieten Broker-Plugins Service-Beschreibungen der unterstu¨tzten SOA-
Implementierung an, die aus abstrakten STiL-Descriptions abgeleitet wurden.
Diese grundlegenden Plugin-Klassen ko¨nnen je nach SOA-Implementierung unter-
schiedliche Strategien verfolgen, um ihre Aufgabe zu erfu¨llen. Daher wird im Folgenden
eine weitere Untergliederung in Plugin-Unterklassen vorgenommen.
Analog zur in Abschnitt 2.3.2 vorgenommenen Klassifizierung nach Service-Bus-
Aktivita¨t, gibt es zur Realisierung von Discovery-Plugins theoretisch zwei Strategi-
en: Request-basiert fu¨r Request-basierte Service-Busse (Consumer sucht aktiv nach
Beschreibungen) und Advertisement-basiert fu¨r Service-Busse mit Advertisement-
Unterstu¨tzung (Consumer lauscht passiv auf von Providern angebotene Beschreibun-
gen). Die Interaktion beider Plugin-Varianten mit dem jeweiligen konkreten und dem
abstrakten Service-Bus ist in Abbildung 3.8 in Form eines Sequenzdiagrammes darge-
stellt.
Wa¨hrend Request-basierte Discovery-Plugins durchaus in Reinform sinnvoll sind,
wu¨rde ein rein Advertisement-basiertes Plugin im praktischen Einsatz nicht genu¨gen,
da es die Vero¨ffentlichung aller Service-Beschreibungen in Form von Advertisements
voraussetzt, diese aber selbst bei Service-Bussen mit Advertisement-Unterstu¨tzung fu¨r
jeden Provider lediglich optional sind. Der Advertisement-basierte Ansatz ermo¨glicht
jedoch eine schnellere Reaktion des GPAPs auf einen neuen Service, da nicht erst
auf einen erneuten (z. B. periodisch angestoßenen) Suchvorgang des Plugins gewartet
werden mu¨sste, sondern direkt auf das Advertisement reagiert werden ko¨nnte. Daher
ist neben einer Request-basierten Strategie ein Lauschen auf Advertisements sinnvoll,
sofern der konkrete Service-Bus diese unterstu¨tzt.
Ebenso kann bei Provision-Plugins zwischen Request-basierten und
Advertisement-basierten Lo¨sungen unterschieden werden, wobei Advertisements
auch Registrierungen von Service-Beschreibungen bei einem Broker einschließen, da
beide Vorga¨nge auf der strategischen Ebene identisch sind. Das Vorgehen beider
Varianten ist in Abbildung 3.9 illustriert.
Vor allem bei Broker-basierten SOA-Implementierungen und Implementierungen mit


















































































Abbildung 3.9: Varianten des Provision-Plugins
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Funktionalita¨t von Discovery- und Provision-Plugins in einer einzelnen Komponen-
te kombinieren. Broker-Plugins sind jedoch nur dann einsetzbar, wenn Provider ih-
re Services bei mehreren Brokern registrieren oder vorhandene konkrete Broker des
Ensembles erweitert werden ko¨nnen. Im ersten Fall kann das Broker-Plugin als ei-
gensta¨ndiger Broker im Ensemble arbeiten. Im zweiten Fall wird der konkrete Bro-
ker erweitert, um mit dem Broker-Plugin zu kommunizieren. Die Interaktion beider
Broker-Varianten mit Providern und Consumern sowie dem abstrakten Service-Bus ist
in Abbildung 3.10 dargestellt.
Es wurde gezeigt, dass die Art der Plugins sowie dessen konkrete Umsetzung stark von
der Natur des Service-Busses der jeweiligen SOA-Implementierung abha¨ngt. Abbil-
dung 3.11 fasst die erforderliche Entscheidungsfindung fu¨r die Auswahl der beno¨tigten
Plugin-Arten in Abha¨ngigkeit von der Art des jeweiligen Service-Busses zusammen.
Neben den in diesem Abschnitt behandelten Plugin-Unterschieden gibt es je nach Klas-
se der SOA-Implementierung zusa¨tzliche Anforderungen und Aufgaben fu¨r die im-
plementierungsspezifischen Discovery-, Provision- und Broker-Plugins. Beispielsweise
kann die Intensita¨t der Technologiebindung Anforderungen an die Plugin-Hard- und
-Software stellen (z. B. erfordern Plugins fu¨r Bluetooth SDP einen Bluetooth-Stack
wa¨hrend Jini-Plugins eine Mo¨glichkeit zur Einbindung von Java-Code bieten mu¨ssen).
Weiterhin erfordern Plugins fu¨r SOAs, die die Service-Nutzung spezifizieren, Mecha-
nismen zur U¨bersetzung zwischen den verschiedenen Nutzungstechniken.
Neben den unterschiedlichen Strategien fu¨r die GPAP-Plugins im lokalen Ensemble,
gibt es auch bei der Realisierung der Ensemble-u¨bergreifenden Community verschiedene
Ansa¨tze, die im folgenden Abschnitt na¨her betrachtet werden.
3.2.4 Topologien einer SOA-Community
Die Community ist eine Vernetzung von Ensembles in Form ihrer jeweiligen GPAPs.
Ihre konkrete Realisierung ist durch die in dieser Arbeit entwickelte GPAP-basierte In-
frastruktur nicht vorgeschrieben. Schon mit den klassischen Netzwerk-Topologien exis-
tieren mehrere Topologie-Kandidaten fu¨r die GPAP-Community. In diesem Abschnitt
werden die wichtigsten Topologien kurz betrachtet und bewertet. Dabei wird aus prak-
tischen Gru¨nden davon ausgegangen, dass die GPAPs physikalisch u¨ber ein IP-basiertes
Netzwerk wie das Internet miteinander kommunizieren. Die folgenden und in Abbildung
3.12 illustrierten Modelle sind daher nicht als physikalische Netzwerktopologien zu se-
hen, sondern als logische Overlays, u¨ber die GPAPs abstrakte Service-Beschreibungen
anfragen und austauschen.
Bei der Ring-Topologie ist jeder GPAP mit genau zwei anderen GPAPs verbunden.
Die Vorteile dieser Topologie sind ihre einfache Implementierbarkeit, die Vermeidung
von bandbreitenunfreundlichen Kollisionen mehrerer Suchanfragen sowie die gute Ska-
lierung der Rechenaufwandes einzelner GPAPs. Allerdings kann bei dieser Topologie
bereits der Ausfall eines einzelnen GPAPs Community-Kommunikation erschweren und





































































































































































Abbildung 3.12: Die wichtigsten logischen Topologie zur Vernetzung von GPAPs in einer
Community.
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hohe Latenzen zwischen weit voneinander entfernten GPAPs zu erwarten. Daher eig-
net sich diese Topologie nur fu¨r einfache Implementierungen kleiner Communitys, die
zudem aus sehr zuverla¨ssigen GPAPs bestehen. Analoge Vor- und Nachteile gibt es bei
einem offenen Ring, der als Linie bezeichnet wird.
Im Vergleich zum Ring ist die Mesh-Topologie nicht deutlich strukturiert, da jeder
GPAP mit einem oder beliebig vielen anderen GPAPs verbunden sein kann. Da Mesh-
Topologien sehr unterschiedlich strukturiert sein ko¨nnen, ist es schwer generelle Aus-
sagen u¨ber ihre Community-Eignung zu treffen. Sie haben jedoch den Vorteil, dass ab
einem bestimmten Vernetzungsgrad der Ausfall einer bestimmten Anzahl von Kno-
ten das Netz nicht mehr zu stark behindert. Weiterhin ist es mo¨glich, besonders
aktiv kommunizierende GPAPs sta¨rker zu vernetzen als eher passive Komponenten,
wodurch der entstehende Netzwerkverkehr besser verteilt wird. Besonders dynamisch
vera¨nderbare Mesh-Strukturen haben daher ein hohes Optimierungspotential fu¨r die
GPAP-Community. Leider ist der Routing-Aufwand innerhalb dieser Netze oft ver-
gleichsweise komplex.
Die Stern-Topologie ist eine der einfachsten Strukturen fu¨r GPAP-Communitys. Hier
ist jeder GPAP mit einem zentralen Knoten verbunden, der entweder selbst ein GPAP
oder eine andere dedizierte Komponente sein kann. Diese Topologie ist von einer zentra-
len Komponente abha¨ngig. Communitys mit Stern-Topologie funktionieren unabha¨ngig
vom Ausfall einzelner GPAPs (außer dem zentralen) und sind leicht implementier-
bar, wartbar sowie erweiterbar. Zudem ist diese Struktur pra¨destiniert fu¨r Multicasts
und Broadcasts, wodurch die Verteilung von Service-Beschreibungen sowie die Service-
Suche einfach umsetzbar ist. Latenz, Bandbreite und Ausfallsicherheit bestimmt jedoch
der zentrale Knoten, ohne den die Stern-Community nicht funktionsfa¨hig ist. Somit ist
die Stern-Topologie nur dann einsetzbar wenn es eine entsprechend leistungsfa¨hige und
zuverla¨ssige zentrale Komponente gibt.
Bei der Baum-Topologie sind die einzelnen GPAPs hierarchisch miteinander vernetzt.
Je nachdem, wo sich ein ausfallender GPAP im Baum befindet, kann dies keine Auswir-
kungen auf die Commmunity haben (Blatt-GPAP) oder diese segmentieren (GPAP als
Wurzel oder Gabelung). Somit bleibt die Community beschra¨nkt einsatzfa¨hig. Weiter-
hin gibt es in der Literatur eine Reihe effizienter Such- und Verteilungsalgorithmen fu¨r
Baumstrukturen, die auch fu¨r die Service-Suche bzw. -Verteilung innerhalb der Com-
munity anwendbar sind. Vor allem hierarchische Organisationen profitieren von dieser
Topologie. So ko¨nnten in einer Universita¨t die Blatt-GPAPs fu¨r Ensembles eines Insti-
tutes verantwortlich sein, wa¨hrend die na¨chstho¨heren GPAPs Fakulta¨ts-Ensembles ver-
walten, usw. Somit ko¨nnen Services einer Organisationseinheit beispielsweise bequem
innerhalb der Einheit verfu¨gbar gemacht, jedoch von anderen Einheiten ausgeschlossen
werden. Ein Nachteil dieser Topologie ist die oftmals komplexe Implementierbarkeit.
Weiterhin kann es besonders bei sehr tiefen Ba¨umen (Anzahl der Gabelungen zwischen
Wurzel und Blatt) zu hohen Latenzen zwischen einzelnen GPAPs kommen. Gerade die-
se Latenzen sind jedoch fu¨r hierarchische Organisationen vertretbar, da vor allem mit
nahestehenden organisatorischen Einheiten angemessen kommuniziert werden kann.
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Im Hinblick auf den abstrakten Service-Bus scheint gerade die Bus-Topologie
pra¨destiniert fu¨r Communitys. Allerdings hat diese als eigensta¨ndige logische Topo-
logie keine Relevanz, da sie nur nur mithilfe anderer Topologie-Ansa¨tze realisierbar ist
(z. B. Stern-Topologie mit der zentralen Komponente als Bus-Controller). Gerade in
pervasiven Umgebungen werden zudem logische Busse in Form von verteilten Assozia-
tivspeichern eingesetzt. Diese Object Spaces speichern Objekte (im vorliegenden Fall
Service-Beschreibungen) in einem auf mehrere Komponenten verteilten Datenraum.
Dieser ist wiederum oftmals als Peer-to-Peer-Netzwerk implementiert.
Peer-to-Peer -Topologien sind durch gleichberechtigte Knoten (Peers) charakterisiert,
die mit allen anderen Peers kommunizieren ko¨nnen. Wie Bus-Systeme nutzen auch
P2P-Netze andere Topologien (z. B. Ring oder Mesh) fu¨r eine Basis-Infrastruktur, die
um ein Overlay mit Indizierungs- und Suchfunktionen sowie Mechanismen der Selbst-
organisation erweitert wird. Eine P2P-Community mit GPAPs als Peers wu¨rde je nach
zugrunde liegender P2P-Technologie (z. B. Chord, Kad, JXTA) spezielle Mechanis-
men zur Indizierung neuer und Suche existierender Service-Beschreibungen sowie zur
Einbindung neuer GPAPs bereitstellen. Durch den dafu¨r notwendigen Kommunika-
tionsaufwand rentiert sich die P2P-Community jedoch erst bei einer hohen Anzahl
beteiligter GPAPs.
Die in diesem Abschnitt behandelten logischen Topologien sind je nach Netzwerkin-
frastruktur und Anwendungsszenario mehr oder weniger zur GPAP-Vernetzung geeig-
net. Sie ko¨nnen jedoch alle fu¨r einen Austausch von Service-Beschreibungen genutzt
werden. In der resultierenden GPAP-Community werden sehr viele unterschiedliche
Services angeboten, was die Consumer vor eine komplexere Auswahl eines konkreten
Services stellt, als es bei einem einzelnen Ensemble der Fall wa¨re. Die Nutzung von
Kontextinformationen, die im folgenden Abschnitt behandelt wird, hat das Potential
diese Auswahl zu erleichtern und zusa¨tzliche Service-Funktionalita¨ten zu realisieren.
3.3 Nutzung von Kontextinformationen
Wenn wir Menschen miteinander kommunizieren und interagieren, nutzen wir impli-
zit und meist unbewusst Informationen, die unsere aktuelle Situation beschreiben. So
ko¨nnen wir beispielsweise mit dem Ausdruck “Ich fu¨hle mich hier wohl”wa¨hrend einer
Bahnfahrt eine allgemeine Zuneigung zum Verkehrsmittel Bahn ausdru¨cken. A¨ußern
wir diesen Satz auf einer Feier oder einer Konferenz, steht vermutlich eher die Sympa-
thie fu¨r anwesende Personen im Vordergrund. Wa¨hrend wir so einerseits die Bandbreite
unseres Informationsaustausches erho¨hen, sind wir andererseits in der Lage unsere of-
fensichtlichen Informationen semantisch zu konkretisieren oder klassifizieren. Sobald
wir jedoch mit Computern kommunizieren, mu¨ssen wir uns auf die limitierte Aussage-
kraft von einfachen Ein- und Ausgabeformaten beschra¨nken. Dadurch wird ein wirklich
(oder zumindest scheinbar) intelligentes Verhalten der uns umgebenden IT stark be-
hindert. Aus diesem Grund ist die Erfassung und Auswertung von situationsbeschrei-
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benden Informationen, dem so genannten Kontext, ein wichtiges Gebiet der Pervasive
Computing-Forschung.
Aus den vielen in der Literatur verwendeten Kontextdefinitionen ist vor allem die von
G. D. Abowd und A. K. Dey aufgrund ihrer Allgemeingu¨ltigkeit sehr verbreitet (frei
u¨bersetzt aus [Abowd 99]):
Definition 8 Kontext ist jede Information, die zur Beschreibung der Situation einer
Entita¨t genutzt werden kann. Entita¨ten sind dabei Personen, Orte oder Objekte, die
fu¨r die Interaktion zwischen Nutzern und Anwendungen relevant sein ko¨nnten. Dies
beinhaltet auch die Nutzer und Anwendungen selbst.
Da diese Definition sehr umfassend ist, erfordert eine na¨here Kontextbetrachtung ein
konkretes Anwendungsfeld, welches im folgenden die Realisierung pervasiver Umgebun-
gen darstellt. Insbesondere diese haben den Anspruch, Nutzer mo¨glichst automatisch
aus dem Hintergrund heraus proaktiv zu unterstu¨tzen und erfordern daher ein Kontext-
bewusstes System [Satyanarayanan 01].
3.3.1 Kontextarten und -Modelle
Analog zu den unterschiedlichen Kontext-Definitionen existieren auch eine Reihe von
Kontextklassifizierungen, beispielsweise anhand der Kontext-Semantik, -Lieferanten
oder der konkreten Anwendungsdoma¨ne. Da pervasive Umgebungen einerseits keiner
dieser Klassen zugeordnet werden ko¨nnen und andererseits keine dieser Klassifizierun-
gen allgemein anerkannt ist, wird innerhalb dieser Arbeit eine weit verbreitete Klassi-
fizierung anhand der Kontext-Komplexita¨t bevorzugt (angelehnt an [Park 06]). Diese
unterteilt Kontext in Rohen Kontext (Raw Context), normalisierten Kontext
(Low-level Context) und Komplexen Kontext (High-level Context).
Roher Kontext beschreibt informative Rohdaten, die direkt von Sensoren oder ande-
ren Messgera¨ten geliefert werden (z. B. Signallaufzeit von GPS-Satelliten). Dieser wird
anhand von Algorithmen, Tabellen, Formeln oder anderen Transformationsgrundlagen
in normalisierten Kontext umgewandelt (z. B. GPS-Koordinaten). Normalisierter Kon-
text kann dank seiner einheitlichen Datenstruktur und -Semantik mit anderen (Kon-
text)Daten verglichen und ausgewertet werden. Das Ergebnis dieses Prozesses wird als
Komplexer Kontext bezeichnet (z. B. Entfernung zu einem Point-of-Interest) und kann
selbst wieder zur Erzeugung von komplexerem Kontext genutzt werden.
Vor allem normalisierter und komplexer Kontext beno¨tigen ein einheitliches Datenfor-
mat. Leider existieren derzeit keine Standards zur Kontextbeschreibung, so dass sich in
der Fachliteratur eine Reihe konkurrierender Modelle fu¨r diesen Zweck etabliert haben.
Derzeit sind sechs Ansa¨tze identifizierbar [Strang 04]:
• Schlu¨ssel/Wert-Modelle dru¨cken Kontext textuell in Form von Schlu¨ssel/Wert-
Paaren aus.
64
• Markup-Schema-Modelle beschreiben Kontext durch hierarchische Datenstruktu-
ren (z. B. XML-Dokumente).
• Grafische Modelle verwenden Diagramme zur Kontext-Visualisierung.
• Objekt-orientierte Modelle nutzen Kapselung und Wiederverwendbarkeit, um
Kontext in Form von Objekten auszudru¨cken.
• Logik-basierte Modelle beschreiben Kontext formell durch Fakten, Ausdru¨cke und
Regeln.
• Ontologie-basierte Modelle verwenden Ontologien (z. B. Web Ontology Language-
Dokumente) zur Kontextbeschreibung.
Dieselbe Kontextinformation kann in einem oder mehreren dieser Modelle ausgedru¨ckt
werden, wobei sich insbesondere die nicht-grafischen Modelle auch als Austauschfor-
mat innerhalb einer SOA eignen. Der folgende Abschnitt beschreibt die Ansa¨tze zur
Integration von Kontext in Service-orientierte Architekturen und dessen Potential fu¨r
GPAP-Ensembles und -Communitys.
3.3.2 Kontextinformationen in service-orientierten Architekturen
Im Rahmen dieser Arbeit wurden drei Ansa¨tze zur Integration von Kontext in SOA-
basierte Infrastrukturen identifiziert. Der erste Ansatz sind kontextbasierte Services
von denen drei elementare Auspra¨gungen existieren:
• Kontext-Anbieter sind Services, die fu¨r den Zugriff auf normalisierte oder komple-
xe Kontextdaten genutzt werden ko¨nnen (z. B. Atomuhr- und Wettervorhersage-
Services).
• Kontext-Transformatoren sind Services, die zur U¨bersetzung zwischen unter-
schiedlichen Kontext-Formaten oder -Modellen dienen (z. B. Celsius/Fahrenheit-
Umrechnungsservice).
• Kontext-Ableiter sind Services, die Komplexen Kontext aus anderen Kontextda-
ten und ggf. zusa¨tzlichen Informationen ableiten (Services zur Intentionserken-
nung oder ISBN-basierten Bu¨chersuche).
Kontextbasierte Services sind die Grundlage vieler pervasiver Anwendungen
[Venezia 09] [Panganelli 09]. Wie alle anderen Services mu¨ssen sie innerhalb von En-
sembles und auch der Community ausgetauscht werden. Die Wenigsten dieser Services
dienen direkt der Unterstu¨tzung der GPAP-Infrastruktur.
Im Gegensatz dazu kann die GPAP-Infrastruktur durch eine Kontextnutzung fu¨r
Service-Angebot und -Suche direkt profitieren. Bei diesem Ansatz werden mit der
Service-Schnittstelle auch normalisierte oder komplexe Kontextinformationen u¨ber den
Service vero¨ffentlicht, die wa¨hrend des Discovery-Prozesses wiederum von Consumern
bei der Service-Auswahl helfen. Dazu geho¨ren beispielsweise:
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• Quality-of-Service (QoS)-Parameter (z. B. Netzwerkanbindung des Providers,
Service-Verfu¨gbarkeit, Service-Auslastung)
• Semantische Informationen (z. B. Service-Typ, ontologische Klassifikation, Vor-
und Nachbedingungen)
• Beschreibung des Service-Providers (z. B. Physischer Standort, Firmen- oder Ab-
teilungszugeho¨rigkeit)
• Nutzungsbedingungen und -regeln (z. B. Zugriffsbeschra¨nkungen, Preise fu¨r die
Service-Nutzung)
Wa¨hrend einige dieser Kontextinformationen vom Provider bei der Service-
Vero¨ffentlichung angegeben werden mu¨ssen (z. B. ontologische Klassifikation, Zu-
griffsbeschra¨nkungen, Preise) [Lee 03][Moste´faoui 04], ko¨nnen andere nach der
Vero¨ffentlichung automatisch von der Infrastruktur hinzugefu¨gt werden (z. B. Netz-
werkanbindung, Verfu¨gbarkeit) [Al-Masri 07], wobei mit dem GPAP eine zentrale Kom-
ponente fu¨r diese Aufgabe zur Verfu¨gung steht. Von den in Abschnitt aufgefu¨hrten
Modellen kommen im Allgemeinen die textuellen Formate zur Kontextbeschreibung in
Frage, wa¨hrend in speziellen Fa¨llen auch exotische Formate eingesetzt werden ko¨nnen
(z. B. das Objekt-orientierte Modell beim Java-basierten Jini).
Weiterhin ko¨nnen derartige Kontextinformationen vom GPAP genutzt werden, um
aus der Vielzahl der in der Community verfu¨gbaren und teils funktional identischen
Services diejenigen herauszufiltern die im eigenen Ensemble am geeignetsten erscheinen
(z. B. aufgrund der QoS-Eigenschaften oder Kosten dieser Services). Somit wu¨rde der
GPAP eine Vorauswahl treffen, die durch die Consumer-spezifischen Discovery-Prozesse
zusa¨tzlich gefiltert werden kann.
Kontextbewusste Service-Anpassungen bilden den dritten Ansatz zur Kontext-
Anreicherung in SOA-basierten Infrastrukturen. Hier vero¨ffentlichen Provider Beschrei-
bungen adaptiver Services und Consumer senden wa¨hrend des Bind-Prozesses Kon-
textinformationen, um diese fu¨r sich zu individualisieren. So kann ein Service bei-
spielsweise fu¨r ein konkretes Gera¨t angepasst werden (z. B. minimalistische Nutzerober-
fla¨che fu¨r ein Mobiltelefon und komplexere Schnittstelle fu¨r einen herko¨mmlichen PC).
Derartige SOAs ko¨nnen die SOA-eigene Flexibilita¨t durch flexible Services zusa¨tzlich
steigern. Da dieser Ansatz sehr Service-spezifisch ist und Kontextinformationen fu¨r
gewo¨hnlich direkt zwischen Providern und Consumern ausgetauscht werden, kann die
GPAP-Infrastruktur hier nur durch die Verteilung derartiger Service-Beschreibungen
unterstu¨tzen. Aufgrund des hohen Aufwands bei der Erstellung adaptiver Services, nei-
gen Provider jedoch eher dazu mehrere statische Service-Versionen (z. B. ein Service pro
Gera¨teklasse) als einen adaptiven Service zu vero¨ffentlichen [Zuidweg 03][Corradi 04].
Von den vorgestellen Ansa¨tzen zur Nutzung von Kontext in Service-orientierten Ar-
chitekturen, ist vor allem die Kontextnutzung fu¨r Service-Angebot und -Suche fu¨r die
GPAP-Ensembles und Community relevant. Durch sie ist eine Vorauswahl von Service-
Beschreibungen durch den GPAP mo¨glich und einzelne Consumer werden nicht mehr
mit der Gesamtheit der verfu¨gbaren Service-Beschreibungen konfrontiert. Da einige der
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fu¨r einen Kontext-bewussten Discovery-Prozess beno¨tigten Kontextinformationen di-
rekt von GPAPs generiert, vero¨ffentlicht und ausgewertet werden ko¨nnen (z. B. Service-
QoS), ist es mo¨glich diese Optimierungsprozesse im Hintergund und ohne Modifikatio-
nen der einzelnen Provider und Consumer durchzufu¨hren.
Die in diesem Abschnitt vogestellten Konzepte und Lo¨sungen zur SOA-
Interoperabilita¨t und zusa¨tzlichen Optimierung durch Kontextinformationen wurden
in großen Teilen im Laufe dieser Arbeit implementiert und darauf aufbauend verifi-
ziert. Das folgende Kapitel erla¨utert detailliert die daraus resultierenden Ergebnisse.
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Kapitel 4
Implementierung des GPAP Service
Layers
Der im vergangenen Kapitel vorgestellte Ansatz der SOA-u¨bergreifenden Interopera-
bilita¨t durch zentrale Vereinheitlichung wurde im Rahmen der vorliegenden Arbeit in
verschiedenen, gro¨ßtenteils E-Learning-bezogenen, Anwendungen an der Universita¨t
Rostock implementiert und evaluiert. Die Grundlage dieser in Kapitel 5 na¨her be-
schriebenen Arbeiten ist die Implementierung der zentralen Vereinheitlichung auf dem
Service-Layer des General Purpose Access Points (GPAP), die im folgenden Kapitel
ausfu¨hrlich behandelt wird.
4.1 GPAP Service-Layer
Abbildung 4.1 zeigt ein vereinfachtes Klassendiagramm des GPAP Service-Layers,
der in der Programmierprache Java implementiert wurde. Begonnen mit der zentra-
len ServiceLayer-Klasse werden im Folgenden die wichtigsten Klassen und Interfa-
ces dieser U¨bersicht na¨her erla¨utert, da diese den Kern des Frameworks zur SOA-
u¨bergreifenden Interoperabilita¨t des GPAPs darstellen.
4.1.1 ServiceLayer-Klasse
Die zentrale Klasse ServiceLayer ist fu¨r die Initialisierung des gesamten Frameworks
zusta¨ndig. Sie verwaltet die Manager-Klassen fu¨r die einzelnen Discovery-, Provision-
und Broker-Plugins und initialisiert die Anbindung an die jeweiligen Implementierun-
gen des abstrakten Service Busses. ServiceLayer hat somit vor allem folgende Aufga-
ben:
• Konfiguration des Frameworks (u¨ber Konfigurationsdateien)














































































Abbildung 4.2: Die zentrale ServiceLayer-Klasse
• Initialisierung des abstrakten Service Busses
• Initialisierung und Terminierung der Plugin-Manager (und somit auch der Plug-
ins)
Abbildung 4.2 zeigt die Klasse ServiceLayer in Form einer UML-Klasse. Wa¨hrend die
main()-Methode die Startmethode fu¨r das gesamte Framework darstellt und sowohl
den abstrakten Service Bus als auch die Plugin-Manager initialisiert, werden mit den
Methoden addDiscoveryPlugin(), addProvisionPlugin() und addBrokerPlugin()
bei der Inititalisierung Plugins installiert. Nach der Initialisierung des Frameworks kann
dieses u¨ber die Methoden startServiceLayer() und stopServiceLayer() gestartet
bzw. beendet werden.
Wa¨hrend der Laufzeit hat die Klasse nur die Aufgabe auf externe Signale zur Termi-
nierung (z. B. bei Fernwartung) zu reagieren. Diese ko¨nnen das Framework pausieren,
auf den Startzustand zuru¨cksetzen oder terminieren. Beim Zuru¨cksetzen und Termi-
nieren werden alle Service-Beschreibungen, die diese GPAP-Instanz dem abstrakten
Service Bus hinzugefu¨gt hat, wieder aus diesem entfernt. Zur Laufzeit hingegen wird
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ihre Einspeisung in den und Entfernung aus dem Bus vom DiscoveryManager und
seinen DiscoveryPlugins geleistet.
4.1.2 Discovery-Manager und -Plugins
Discovery-Plugins finden Service-Beschreibungen einer konkreten Service-
Implementierung im lokalen Ensemble. Da in diesem mehrere SOA-Implementierungen
aktiv sein ko¨nnen, ist auch die Verwendung mehrerer Discovery-Plugins in dem fu¨r
dieses Ensemble zusta¨ndigen GPAP sinnvoll. Die Koordination der verschiedenen
Plugins u¨bernimmt der DiscoveryManager. Dieser hat folgende konkrete Aufgaben:
• Installation und Deinstallation der vom ServiceLayer u¨bergebenen
Discovery-Plugins: Wa¨hrend der Service Layer die Plugins bei der Initialisie-
rung aber auch zur Laufzeit in das Framework einbindet bzw. aus diesem entfernt,
muss der Manager sie nur noch in seiner internen Liste registrieren bzw. aus dieser
entfernen.
• Initialisierung und Terminierung der installierten Discovery-Plugins:
Mit der Initialiserung beginnen die individuellen Discovery-Prozesse in den Plug-
ins. Die durch ein Plugin gefundenen Services werden beim Terminieren des Plug-
ins wieder aus dem abstrakten Service Bus entfernt. Im Fall einer unkontrollierten
Terminierung, wie etwa einem Systemabsturz, ist ein Entfernen der Services durch
den abstrakten Service Bus erforderlich, da jeder abstrakte Service eine Referenz
auf seinen GPAP entha¨lt und dessen Ausfallen leicht erkennbar ist, beispielsweise
mittels Ping.
• Vermittlung zwischen Discovery-Plugins und dem Service Bus: Der
Discovery-Manager bietet den Plugins Methoden, um abstrakte Services in den
abstrakten Service einzutragen bzw. aus diesem zu entfernen.
• Tunneling: Diese Methode kann genutzt werden, um einen Tunnel zwischen zwei
Ensembles zu erstellen und ist vor allem dann notwendig, wenn sich beide in eige-
nen privaten Subnetze befinden. Dem Prinzip der Network Address Port Trans-
lation (NAPT) [Srisuresh 01] folgend, lauscht der lokale GPAP auf bestimmten
Ports auf Anfragen fu¨r Services einer der beiden Ensembles und leitet diese dann
an den eigentlichen Service weiter. In die abstrakte Service-Beschreibung wird die
Adresse am GPAP als accessLoaction eingetragen. Zusammen mit einem wei-
teren Tunnel-Enpunkt in dem anderen Ensemble (durch ein ProvisionPlugin
erstellt) kann somit Ensemble-u¨bergreifend eine Verbindung (Tunnel) zwischen
Service und Consumer implementiert werden.
Abbildung 4.3 zeigt das Interface eines Discovery-Managers zusammen mit dem ei-
nes Discovery-Plugins. Die Methode isActive() wird durch die ServiceLayer-Klasse
genutzt, um festzustellen, ob der Manager in Betrieb ist. Mit getPluginNames()
wird eine Liste der beim Manager registrierten Plugins erfragt. Einzelne Plugins

















































Abbildung 4.3: Die Interfaces DiscoveryManager und DiscoveryPlugin
den. installDiscoveryPlugin() und uninstallDiscoveryPlugin() dienen zur In-
stallation und Deinstallation von Plugins durch die ServiceLayer-Klasse und mit den
Methoden startDiscovery() und stopDiscovery() kann der Discovery-Prozess fu¨r
alle installierten oder auch einzelne Discovery-Plugins gestartet und terminiert wer-
den. Wa¨hrend die Plugins in Betrieb sind, nutzen Sie addToServiceList(), um die
erstellten abstrakten Service-Beschreibungen in den abstrakten Bus einzuspeisen. Als
Resultat erhalten sie einen einmalige ID der eingespeisten Service-Beschreibung. Mit
dieser ko¨nnen sie diese wieder per removeFromServiceList() aus dem Bus entfernen.
Weiterhin besitzt die Klasse die Methoden createTunnel() und destroyTunnel(),
um Tunnel zu erstellen bzw. zu lo¨schen. Weiterhin benutzen die Discovery-Plugins
die getGPAPIP()-Methode, um die korrekte IP des lokalen GPAPs zu ermitteln. Diese
wird beispielsweise verwendet, um den korrekten Tunnel-Endpunkt in die abstrakte
Service-Beschreibung eintragen zu ko¨nnen.
Im Vergleich zum Discovery-Manager ist das Interface eines Discovery-Plugins sehr
einfach. Es definiert lediglich die Methoden startDiscovery() und stopDiscovery()
zum Starten und Terminieren des Discovery-Prozesses eines Plugins und die Metho-
de setGPAPID(). Mit dieser wird dem Plugin bei der Installation eine Community-
weit eindeutige ID des lokalen GPAPs mitgeteilt, die sie als Wert eines Attributes
stilDiscovered in die abstrakte Service-Beschreibungen gefundener Services eintra-
gen. Ein lokales Provision-Plugin derselben SOA-Implmentierung wu¨rde eine derartige
abstrakte Beschreibung nicht konkretisieren da es an dem Attribut und der ebenfalls
codierten SOA-Implementierung erkennt, dass es bereits eine derartige Beschreibung
im lokalen Ensemble gibt.
Die eigentliche Funktionalita¨t des Plugins ist von der jeweiligen SOA-Implementierung
abha¨ngig und folgt den in Abschnitt 3.2.3 definierten Strategien. Vor allem ein Problem
vereint jedoch die unterschiedlichen Plugin-Realisierungen: Die Ableitung eines oder
mehrerer STiL-Typen aus den jeweiligen SOA-spezifischen Service-Typen. Diese konnte






















Abbildung 4.4: Auszug aus der Hierarchie der STil-ServiceTypen, versehen mit beispielhaften
Schlu¨sselwo¨rtern
dimenta¨r u¨ber ein Schlu¨sselwort-basiertes Verfahren gelo¨st werden, welches anhand des
in Abbildung 4.4 dargestellten Auszug aus der Hierarchie der STiL-Typen beispielhaft
erla¨utert wird. Zu allen Blattknoten des durch die Hierarchie aufgespannten Baumes
sowie einigen Elternknoten wurden eine Reihe von Schlu¨sselwo¨rtern definiert. Sobald
ein Schlu¨sselwort im Namen oder dem SOA-spezifischen Service-Typ des jeweiligen
Services auftaucht, besitzt dessen STiL-Description den entsprechenden STiL-Typen
(z. B. hat eine Webcam durch ihren Namen “Webcam” den Typ stil.pureIn.video).
Es gibt allerdings auch Fa¨lle, in denen mehrere Schlu¨sselwo¨rter aus unterschiedlichen
Knoten fu¨r einen Service zutreffen. Fu¨r diese wird der STiL-Typ zugeordnet, der die
beiden Blattknoten vereint (z. B. stil.pureOut fu¨r einen “Monitor with speaker”). Al-
lerdings kann diese Vorgehensweise auch zu extremen semantischen Verlusten fu¨hren,
da beispielsweise ein “Headset” nur den grundlegenen STiL-Typen stil besitzt, wo-
durch wenig Aussagekraft durch den Service-Typen gegeben ist. Fu¨r die durchgefu¨hrten
und in Kapitel 5 erla¨uterten Szenarien war diese Vorgehensweise ausreichend, zumal
auch der friendlyName einer STiL-Description aussagekra¨ftig ist. Fu¨r weitere Arbei-
ten empfiehlt sich jedoch ein effektiveres Verfahren zu wa¨hlen, welches beispielsweise
die Schlu¨sselwo¨rter gewichtet oder Schlussfolgerungen basierend auf ontologischen For-
mulierungen der STiL-Typen-Hierachie trifft.
Gema¨ß den in diesem Abschnitt erla¨uterten Java-Interfaces wurden bisher Discovery-
Plugins fu¨r Web Services, DNS-SD (basierend auf Apples Implementierung Bonjour),
Jini und Bluetooth implementiert und durch die in Kapitel 5 aufgefu¨hrten Szenarien
evaluiert.
Im folgenden Abschnitt wird auf das Gegenstu¨ck zum Discovery-Manager und seinen
Plugins eingegangen: Den Provision-Manager sowie die Provision-Plugins.
4.1.3 Provision-Manager und -Plugins
Durch Provision-Plugins werden abstrakte Service-Beschreibungen fu¨r eine bestimmte
SOA-Implementierung konkretisiert und im lokalen Ensemble angeboten. Analog zu









































Abbildung 4.5: Die Interfaces ProvisionManager und ProvisionPlugin
dieses Ensemble zusta¨ndigen GPAP sinnvoll und ein DiscoveryManager koordiniert
diese. Seine konkreten Aufgaben sind:
• Installation und Deinstallation der vom ServiceLayer u¨bergebenen
Provison-Plugins (analog zum Discovery-Manager)
• Initialisierung und Terminierung der installierten Provison-Plugins:
Nach ihrer Initialisierung beginnen die Provision-Plugins je nach Provision-
Strategie (siehe Abschnitt 3.2.3) mit dem Angebot der im abstrakten Service
Bus gefundenen Services oder nehmen Requests von lokalen SOA-spezifischen
Consumern entgegen. Die durch ein Plugin angebotenen Services werden beim
Terminieren des Plugins wieder aus dem SOA-spezifischen Service Bus entfernt.
• Vermittlung zwischen Provision-Plugins und dem Service Bus: Der
Provision-Manager bietet den Plugins Methoden, um abstrakte Services aus dem
abstrakten Service Bus zu beziehen.
• Tunneling: Der Provision-Manager erstellt die Gegenstu¨cke zu den durch den
Discovery-Manager erstellten Tunnel-Endpunkten.
Abbildung 4.5 stellt das Interface eines Provision-Managers zusam-
men mit dem eines Provision-Plugins dar. Die Methoden isActive(),
getPluginNames(), getProvisionPlugin(), installProvisionPlugin(),
uninstallProvisionPlugin(), startProvision(), stopProvision(),
createTunnel(), destroyTunnel() und getGPAPIP() funktionieren analog zu
ihren A¨quivalenten bei der DiscoveryManager-Klasse. Anstelle von Methoden zum
Einspeisen oder Entfernen von abstrakten Services aus dem abstrakten Bus besitzt
die Klasse ProvisionManager jedoch die Methode requestService(), mit der
ein Provision-Plugin seinem Manager eine der in Abschnitt 3.2.2 beschriebenen
Suchmasken u¨bergeben kann. Dieser leitet sie an den abstrakten Service Bus weiter,
der wie in Abschnitt 4.1.5 beschrieben die zu der Maske passenden abstrakten
Service-Beschreibungen ermittelt und an den Provision-Manager zuru¨ckgibt.
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Analog zu den Discovery-Plugins besitzen die Provision-Plugins Methoden zum
Starten und Stoppen ihrer individuellen Provision-Prozesse (startProvision(),
stopProvision()). Weiterhin besitzen diese Plugins Methoden zum Registrieren und
Entfernen von SOA-spezifischen Brokern, indem dem Plugin ihre Adresse u¨bergeben
wird (addBroker(), removeBroker()). Bei den angegebenen Brokern werden die ge-
nerierten konkreten Service-Beschreibungen registriert. Außerdem wird die Methode
setGPAPID() wiederum genutzt, um die angebotenen Beschreibungen mit dem At-
tribut stilProvided und dem Wert der GPAP-ID zu versehen. Ein Discovery-Plugin
derselben SOA-Implementierung wird eine derartige Service-Beschreibung nicht abstra-
hieren, da es anhand dieses Attributs erkennt, dass ihr Ursprung bereits eine abstrakte
Beschreibung war.
Auch bei Provision-Plugins stellt sich das in Abschnitt 4.1.2 bereits beschriebene Pro-
blem der Ableitung von Service-Typen. Es wurde fu¨r diesen Prototypen u¨ber eine
Plugin-eigene Liste gelo¨st, die jedem abstrakten Service-Typ einen konkreten Service-
Typ zuordnet. Diese Lo¨sung ist analog zu dem in Abschnitt 4.1.2 beschriebenen Verfah-
ren fu¨r die Praxis nicht ausreichend, genu¨gte jedoch fu¨r die durchgefu¨hrten Szenarien.
Auch hier empfiehlt sich fu¨r spa¨tere Arbeiten die Entwicklung eines effektiveren Ver-
fahrens, beispielsweise auf der Basis von Service-Typ-Ontologien.
Fu¨r den enwickelten Prototypen wurden bisher Discovery-Plugins fu¨r Web Services,
DNS-SD (ebenfalls basierend auf Apples Implementierung Bonjour), Jini und Blue-
tooth implementiert.
Der folgenden Abschnitt behandelt kurz die Kombinationen der beiden bisher vorge-
stellten Plugin-Arten: Broker-Plugins und ihren Broker-Manager.
4.1.4 Broker-Manager und -Plugins
Broker-Plugins kombinieren die Aufgaben von Discovery- und Provision-Plugins und
ko¨nnen eingesetzt werden, wenn die jeweilige SOA-Implementierung den gleichzeitigen
Betrieb mehrerer lokaler Broker oder die Modifikation vorhandener Broker unterstu¨tzt.
Die Aufgaben von Broker-Plugins werden in dieser Arbeit nicht separat aufgefu¨hrt, da
sie sich aus den Aufgaben der beiden vorhergehenen Plugins ergeben.
Wie Abbildung 4.6 zeigt ist auch das Interface der Klasse BrokerManager eine Kom-
bination der Interfaces DiscoveryManager und ProvisionManager. Das Interface der
BrokerPlugin-Klassen hat nur die Methoden zum Initialisieren und Terminieren der
jeweiligen Plugins sowie die bereits vorgestellte Methode setGPAPID.
Broker-Plugins wurden bisher in Anbetracht der begrenzten Zeit fu¨r diese Arbeit nicht
entwickelt, jedoch wurde mit dem Broker-Manager sowie dem Plugin-Interface die













































Abbildung 4.6: Die Interfaces BrokerManager und BrokerPlugin
Sa¨mtliche Plugins bedienen sich eines gemeinsamen abstrakten Services Busses, in den
sie abstrakte Service-Beschreibungen einspeisen oder aus dem sie diese auslesen. Die
prototypische Implementierung dieses Busses ist Thema des folgenden Abschnitts.
4.1.5 Service Bus
Der abstrakte Service Bus ist die logische Verbindung zwischen den GPAP-Service-
Layern verschiedener GPAPs und enha¨lt alle STiL-Service-Beschreibungen. Darauf
aufbauen sind seine konkreten Aufgaben:
• Persistente Speicherung von abstrakten Service-Beschreibungen von
Discovery- und Broker-Managern: Die konkrete Art der Speicherung ha¨ngt
von der spezifischen Bus-Implementierung ab. Abschnitt 4.1.6 beschreibt zwei
Speicherungsansa¨tze.
• Annahme von Service-Beschreibungen und von Anfragen auf diesen:
Discovery- und Broker-Manager speisen ihre Service-Beschreibungen in den Bus
ein und Provision- sowie Broker-Manager ko¨nnen diese u¨ber Suchmasken abfra-
gen.
• Logisches Verbinden verschiedener GPAP-Service-Layer: Um Service-
Beschreibungen und -Abfragen zwischen GPAPs u¨bertragen zu ko¨nnen so-
wie einen gemeinsamen, verteilten Raum fu¨r Service-Beschreibungen zu
gewa¨hrleisten, mu¨ssen die einzelnen Service-Layer u¨ber den Service Bus mitein-
ander kommunizieren ko¨nnen.
Das in Abbildung 4.7 dargestellte Java-Interface UnifiedServiceBus muss von ab-
strakten Service Bussen des aktuellen Service-Layers implementiert werden. Zum Ein-
speisen von Service-Beschreibungen bietet es die Methode addService(), die von





































Abbildung 4.7: Das Interface UnifiedServiceBus
Das Entfernen von Service-Beschreibungen aus dem Bus kann u¨ber eine der beiden
removeService()-Methoden erfolgen, die entweder eine konkrete Service-Beschreibung
erwarten oder einen String, der dem jeweiligen Manager beim Einspeisen der Service-
Beschreibung als Referenz auf die Beschreibung vom Service Bus u¨bergeben wurde.
Weiterhin steht die Methode removeAllServices() zur Verfu¨gung, die alle von diesem
GPAP in den Bus eingespeisten Beschreibungen wieder aus dem Bus entfernt. Dies ist
beispielsweise beim Terminieren des lokalen GPAPs sinnvoll.
Die Methode requestService() dient der Suche von Service-Beschreibungen anhand
von Suchmasken und liefert eine STiL-Response zuru¨ck. Die Auswahl der zu einer
Suchmaske passenden Service-Beschreibungen fu¨r die Response geschieht wie in Ab-
schnitt 3.2.2 erla¨utert. Eine in einer studentischen Arbeit prototypisch implementierte
Matching Unit [Lenz 08] ist fu¨r die Umsetzung der Auswahl-Regeln zusta¨ndig.
Wa¨hrend sa¨mtliche Anmeldeprozesse eines GPAPs beim Service Bus in dem
UnifiedServiceBus-Konstruktor vorgenommen werden ko¨nnen, ist je nach konkreter
Realisierung des Service Busses bei Terminierung eines GPAPs mo¨glicherweise ein Ab-
meldesprozess notwendig (z. B. Abmeldung aus einem P2P-basierten Service Bus und
somit Aktualisierung der Verweise anderer Peers). Die Methode closeServiceBus()
ist zur Aufnahme dieses Prozesses gedacht und wird vom ServiceLayer bei dessen
Terminierung aufgerufen.
Die beiden restlichen Methoden getServiceBusID() und getServiceBusIP() wer-
den von den Manager-Klassen genutzt, um die in den vorangegangenen Abschnitten
erla¨uterte GPAP-IP und GPAP-ID zu ermitteln. Da der GPAP im Netzwerk durch
seine Service Bus-Anbindung identifizierbar ist, liefert diese auch IP und ID.
Wie bereits in Abschnitt 3.2.4 erla¨utert, gibt es konkurrierende Ansa¨tze zur Implemen-
tierung einer Community aus GPAPs, die aus Sicht der Implementierung nicht anderes
als eine Verbindung der GPAPs u¨ber den gemeinsamen Service Bus darstellt. Im folgen-
den Absatz werden zwei dieser Community- und somit Service Bus-Implementierungen

















Abbildung 4.8: Eine Community-Hierarchie verbindet Communitys mit speziellen Gateway-
Knoten.
4.1.6 Community-Implementierungen
Die Topologie einer GPAP-Community ha¨ngt stark von ihrem Einsatzgebiet ab. Wie in
Abschnitt 3.2.4 erla¨utert, eignet sich beispielsweise eine Baum–Topologie gut fu¨r den
Einsatz in hierarchischen Organisationen wie einer Universita¨t. Aus diesem Grund wur-
de im Rahmen der vorliegenden Arbeit zuna¨chst eine Community-Hierachie zur Ver-
bindung der einzelnen GPAPs angestrebt und beispielhaft umgesetzt [Heinemann 08].
Die Grundstruktur der GPAP-Hierarchie ist in Abbildung 4.8 dargestellt.
Die Community-Hierarchie besteht aus einer Reihe von eigensta¨ndigen Communitys
zur Verbindung untergeordneter Communitys oder Ensembles. Wa¨hrend die GPAP-
Knoten fu¨r die Integration eines Ensembles in eine Community zusta¨ndig sind, verbin-
den Gateways Communitys wiederum zu ho¨herwertigen Communitys.
Wird von einem GPAP eine Service-Beschreibung in die Community eingespeist, so
wird diese an alle Gateways der Community weitergeleitet. Jedes Gateway entschei-
det selbststa¨ndig, ob es diese der jeweils ho¨heren Community anbieten mo¨chte. Diese
Entscheidung kann beispielsweise anhand des Service-Typs erfolgen. So kann es Service-
Arten (z. B. Druck-Service eines Instituts) geben, die nur in der niederen Community
zur Verfu¨gung stehen (z. B. dem Institut), jedoch nicht der na¨chstho¨heren Community
angeboten werden sollen (z. B. keine institutseigenen Druck-Services durch die gesamte
Fakulta¨t nutzbar). Auf diese Art und Weise ko¨nnen Nutzungsrechte einer organisato-
rischen Einheit gewahrt werden. Soll ein Service der na¨chstho¨heren Community an-
geboten werden, so speichert das entsprechende Gateway selbst die Beschreibung und
sendet sie außerdem an alle Gateways der ho¨heren Community.
Sendet ein GPAP eine Service-Suchmaske in die Community, so kann deren scope-
Element als Hop Count genutzt werden, um zu spezifizieren, wie viele Gateways die
Abfrage durchlaufen darf. Dadurch ist es mo¨glich, eine Abfrage auf organisatorisch nahe
Service-Beschreibungen einzugrenzen (z. B. Service-Beschreibungen aus dem eigenen
Institut). Weiterhin ist es jedem einzelnen Gateway u¨berlassen, ob es die Abfrage in
die jeweils ho¨here Community weiterleitet oder nicht. Die in der Hierachie gefunden
Service-Beschreibungen werden an den anfragenden GPAP weitergeleitet, der diese zu






Abbildung 4.9: In einer flachen Community (z. B. als P2P-Netzwerk) geho¨ren alle Ensembles
einer einzigen Community an.
Von den in Abschnitt 3.2.4 geschilderten Vor- und Nachteilen gestaltete sich in die-
ser Implementierung insbesondere die Integration neuer GPAPs oder gar Gateways in
die Infrastruktur als sehr aufwendig, da diese je nach Position in der Hierarchie mit
den Adressinformationen ihrer Geschwister-, Eltern- und Kinderknoten konfiguriert
werden mu¨ssen. Dennoch ist dieser Ansatz fu¨r sehr statische Communitys vor allem
durch die natu¨rliche Einbeziehung organisatorischer Hierachien sinnvoll und effizient
[Heinemann 08].
Um auch fu¨r dynamischere GPAP-Communitys eine topologische Lo¨sung anzubieten,
wurde als Alternative zur Baum-Topologie eine P2P-basierte GPAP-Vernetzung im-
plementiert [Zender 10b]. Die dadurch entstandene “flache” Community-Struktur il-
lustriert Abbildung 4.9.
In dieser Community-Variante sind alle GPAPs Peers eines flachen P2P-Netzes. Dieses
wurde in Form eines als Distributed Hash Table (DHT)-basierten Ringes der P2P-
Technologie Chord umgesetzt [Stoica 01], da fu¨r Chord eine Java-Bibliothek (Open-
Chord [Kaffille 07]) zur Verfu¨gung stand, die unkompliziert in den Java-basierten
Service-Layer eingebunden werden konnte. In dem DHT-Ring wird jedem Peer ein Be-
reich in einem Raum von Hashwerten zugewiesen. Fu¨r in dem Netz registrierte Daten
werden ebenfalls Hashwerte desselben Raumes gebildet. Jeder Peer verwaltet Verweise
auf die Datensa¨tze innerhalb seines Hashwertbereiches sowie auf direkte und einige
entferntere Nachbar-Peers (siehe [Stoica 01] fu¨r weitere Details).
In das Netzwerk eingespeiste Service-Beschreibungen werden wie gewo¨hnliche Da-
tensa¨tze behandelt und unter Angabe eines Schlu¨ssels (Service-Typ, aus diesem be-
rechnet sich der Hashwert) in dem P2P-Netzwerk registriert. Unter Angabe desselben
Schlu¨ssels ko¨nnen die Service-Beschreibungen von allen Peers/GPAPs wiedergefunden
werden.
Fu¨r die P2P-Community gelten die in Abschnitt 3.2.4 aufgefu¨hrten Vor- und Nachteile.
Durch das minimale Vorwissen, das ein GPAP beno¨tigt, um Mitglied des P2P-Netzes
zu werden (Adresse eines einzigen anderen GPAPs), ist insbesondere die Integration
neuer GPAPs in das Netzwerk unkompliziert.
78
Wa¨hrend der Arbeit mit dieser Community-Lo¨sung kristallisierte sich jedoch auch ein
zusa¨tzlicher Nachteil heraus: Da bei Chord (so wie bei vielen P2P-Implementierungen)
nur ein einziges, eindeutiges Schlu¨sselwort zur Suche nach einem Datensatz verwendet
werden kann, wurden Service-Beschreibungen nur unter Angabe ihres Service-Typs als
Schlu¨ssel gespeichert. Dadurch kann ein GPAP allerdings auch nur den Service-Typ als
Suchwort verwenden und erha¨lt als Resultat alle Service-Beschreibungen dieses Typs.
Die Auswertung des restlichen Suchmaske muss lokal auf dem GPAP erfolgen. Gerade
bei vielen Service-Beschreibungen eines Typs muss der GPAP demnach einen hohen Ar-
beitsaufwand leisten. Dieses Problem kann beispielsweise durch die Wahl komplexerer
P2P-Technologien (z. B. JXTA, Kad) als Community-Grundlage gelo¨st werden. Dies
sollte bei den weiteren Arbeiten an einer Community-Lo¨sung beru¨cksichtigt werden.
Die P2P-Community ist gut fu¨r dynamische Communitys geeignet, leistet jedoch keine
Abbildung von organisatorischen Hierachien. Fu¨r die weiteren Arbeiten an der GPAP-
Community erscheint daher eine hybride Lo¨sung sinnvoll, die die beiden vorgestell-
ten Ansa¨tze kombiniert. Beispielsweise ko¨nnte eine grundlegend hierarchische Com-
munity P2P-Netze zur Realisierung von GPAP-nahen Teil-Communitys nutzen. Die
zusta¨ndigen Gateways wa¨ren dann fu¨r die GPAP-nahe Community Peers und wu¨rden
so die Integration von GPAPs (ebenfalls als Peers) erleichtern. Auch dieser Ansatz
sollte in folgenden Arbeiten untersucht werden.
Fu¨r Evaluierung dieser Implementierung und die damit verbundene prototypische Rea-
lisierung der Lehr- und Lernarragements einer pervasiven Universita¨t wurde die P2P-
Lo¨sung aufgrund ihrer Flexibilita¨t und Robustheit bevorzugt.
4.2 Evaluierung und Kontext
Die korrekte Funktionsweise der in diesem Kapitel erla¨uterten Implementierung wurde
im Laufe der vorliegenden Arbeit einerseits anhand diverser Komponententests ve-
rifiziert. Andererseits wurden konkrete Fragestellungen aus dem Gebiet der Service-
orientierten Universita¨t als Infrastruktur fu¨r die Vision einer Pervasiven Universita¨t
genutzt, um das korrekte Zusammenspiel der einzelnen Komponenten und somit der
Funktionstu¨chtigkeit des Gesamtsystems in Fallstudien zu demonstrieren und verifizie-
ren.
In der in diesem Abschnitt beschriebenen Implementierung des GPAP-Service-Layers
wurde noch keine systematische Integration und Nutzung von Kontextinformationen
implementiert, da dies nicht im direkten Fokus der Arbeit lag und deren Rahmen
gesprengt ha¨tte. Dennoch wurden eine Reihe von eigensta¨ndigen Arbeiten zu aus-
gewa¨hlten Apekten durchgefu¨hrt, um Erkenntnisse u¨ber die Nutzbarkeit von und den
Umgang mit Kontextinformationen in pervasiven Systemen zu untersuchen. Aufbau-
end auf diesen Arbeiten, die ebenfalls im folgenden Kapitel betrachtet werden, kann die
systematische Integration eines Kontextbewusstseins in die GPAP-Implementierung in
der weiterfu¨hrenden Forschung im Graduiertenkolleg MuSAMA durchgefu¨hrt werden.
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Kapitel 5
Evaluierung: Die Universita¨t der
Zukunft
Wie bereits in Abschnitt 1.2 dargelegt, mu¨ssen Hochschulen sich heute sowohl neuen or-
ganisatorischen Herausforderungen (z. B. wachsende Mobilita¨t der Studenten) als auch
daraus oftmals resultierenden technologischen Herausforderungen (z.B. Mobile Com-
puting, Open Content) stellen. Da die dadurch entstehenden Problemstellungen (z. B.
Bedarf nach einer flexiblen und dynamischen Infrastruktur) bereits im Forschunggebiet
Pervasive Computing behandelt werden, ist eine zunehmende Integration von Techno-
logien des Pervasive Computing in Lehr- und Lernprozesse erkennbar [Tavangarian 09].
Dieses Kapitel betrachtet den Weg einer traditionellen Universita¨t zur Pervasive Uni-
versity, der Universita¨t der Zukunft, und fokussiert dabei vor allem infrastrukturelle
Aspekte. Die in der vorliegenden Arbeit motivierte Eignung Service-orientierter Archi-
tekturen als Infrastruktur fu¨r moderne Bildungseinrichtungen wird weiterhin anhand
ausgewa¨hlter Fallstudien vertieft und verifiziert. Außerdem dienen SOA-u¨bergreifende
und kontextbewußte Szenarien der Evaluierung der in dieser Arbeit vorgestellten Kon-
zepte und Implementierungen.
5.1 Die Pervasive Universita¨t
5.1.1 Der Weg zur Pervasiven Universita¨t
Mit der breiten Verfu¨gbarkeit mobiler Netzwerktechnologien wie WLAN und Univer-
sal Mobile Telecommunications System (UMTS), smarter und kontextbewußter Nutze-
rendgera¨te wie das iPhone oder Android-basierte Smartphones sowie freier und nutzer-
generierter Inhalte haben Pervasive Computing-Technologien Einzug in das o¨ffentliche
Leben erhalten. So ist es heute beispielsweise fast selbstversta¨ndlich, orts- und zeitun-
abha¨ngig u¨ber das mobile Internet Nachrichten zu konsumieren oder mit anderen Nut-






























































































































































































































































Abbildung 5.1: Analog zur Evolution moderner Computing-Paradigmen fu¨hrt die Entwick-
lung von Hochschulen (frei u¨bersetzt aus [Tavangarian 09]) von der klassischen, dreigeteilten
Einrichtung u¨ber die IT-basierte und Notebook-Universita¨t zur Pervasive University.
dieser Entwicklung nicht ausgeschlossen. Wie Abbildung 5.1 illustriert, hat sich par-
allel zur in Abschnitt 1.1.1 betrachteten Evolution moderner Computing-Pradigmen
auch ein Wandel an den Universita¨ten vollzogen [Tavangarian 09]. Aus der klassischen
Universita¨t mit ihren traditionellen Lehr-, Forschungs- und Verwaltungsaufgaben wur-
de durch die zunehmende IT-Durchdringung (z. B. in Form des E-Learning) eine IT-
basierte Universita¨t und wenige Jahre spa¨ter durch den wachsenden Markt an mobilen
Technologien und drahtlosen Netzwerken die Notebook-Universita¨t [Tavangarian 01].
Durch die Einfu¨hrung von Technologien und Strategien aus der Pervasive Computing-
Forschung, die helfen die neue Mobilita¨t und allgegenwa¨rtige Vernetzung zu beherr-
schen, entwickeln sich Hochschulen weiter zu pervasiven Bildungseinrichtungen (Per-
vasive University).
Eine Pervasive University ist eine Bildungseinrichtung, die in zielgerich-
teter Art und Weise Mechanismen und Artefakte des Pervasive Computing
einsetzt. Aus Anwendungssicht ist sie eine Universita¨t mit nahtloser IT-
Unterstu¨tzung in all ihren Aktivita¨tsfeldern: Der elektronisch gestu¨tzten
Lehre, Forschung und Verwaltung. Aus technischer Sicht ist sie eine Per-
vasive Computing-Umgebung, deren Komponenten und Interaktionsmuster
auf die Charakteristika einer Universita¨t zugeschnitten sind.
(frei u¨bersetzt aus [Tavangarian 09])
Die Weiterentwicklung zur Pervasive University mu¨ssen Bildungseinrichtungen somit
nicht nur technisch sondern auch sozial vollziehen. Analog zum Pervasive Computing
im allgemeinen wu¨rde sich eine derartige Evolution nicht ohne die Akzeptanz durch
die betroffenen Nutzer durchsetzen [Plociennik 10]. Der in dieser Arbeit im Vorder-
grund stehende technische Aspekt einer flexiblen und dynamischen Infrastruktur in
Form einer Service-orientierten Architektur fu¨hrt zur Service-orientierten Universita¨t
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als infrastrukturelle Grundlage der Pervasive University. Diese wird im kommenden
Abschnitt na¨her betrachtet.
5.1.2 Service-orientierte Universita¨t
Wie bereits in Kapitel 2 begru¨ndet, eignen sich vor allem Service-orientierte Archi-
tekturen als Kommunikationsmodell fu¨r die Infrastruktur pervasiver Umgebungen. Da
dies auch fu¨r die Pervasive University zutrifft, ist eine service-orientierte Universita¨t
deren infrastrukturelle Grundlage.
Die potentiellen Services einer derartigen Universita¨t lassen sich direkt aus den Res-
sourcen, Werkzeugen und anderen Diensten ableiten, die schon in einer Notebook-
Universita¨t in den drei universita¨ren Aktivita¨tsfeldern Anwendung finden [Zender 09c]:
• Dienste der Aus- und Weiterbildung umfassen beispielsweise universita¨rer
Kommunikationsdienste, das Angebot von Lehrmaterial fu¨r Lehrveranstaltungen,
den Zugriff auf zusa¨tzliche Ressourcen wie E-Books und Multimedia sowie die Ver-
teilung von Vorlesungsaufzeichnungen. Weiterhin nutzen Lehrende und Lernende
kollaborative Dienste wie etwa den Zugriff auf Chats und virtuelle Welten sowie
perso¨nliche Dienste wie Blogs und eigene Webseiten.
• Die Dienste der Forschung u¨berschneiden sich teilweise mit denen der Aus-
und Weiterbildung (z. B. bei Wissensdiensten wie den Zugriff auf E-Books und
Multimedia), umfassen jedoch auch klar forschungsspezifische Dienste wie den
Zugriff auf Spezialequipment (z. B. Rechencluster und Simulatoren), die Fern-
steuerung industrieller Maschinen und Gera¨te und die Nutzung von Grid- und
Cloud-Diensten.
• Dienste der Verwaltung einer Universita¨t sind bereits heute schon oft als netz-
werkfa¨hige Anwendungen implementiert. Sie dienen beispielsweise der Koordina-
tion der universita¨ren Infrastruktur (z. B. Raumbelegungspla¨ne), der Studenten-
verwaltung (z. B. Online-Immatrikulation und U¨berwachung der Studienergeb-
nisse), dem Personal- und Finanzmanagement (z. B. Leistungsu¨berwachung und
Lohnverwaltung) und weiteren administrativen Aufgaben (z. B. Zugriff auf den
Mensa-Speiseplan und universita¨tsinterne News-Kana¨le).
Auch wenn diese Dienste bereits als netzwerkfa¨hige Komponenten implementiert sind,
handelt es sich doch oft um Einzello¨sungen. Es fehlt in den meisten Fa¨llen eine allge-
meine, systematische Infrastruktur und viele dieser Dienste sind noch keine Services im
Sinne einer SOA. Die im Rahmen dieser Arbeit vorgestellten SOA-Implementierungen
unterstu¨tzen die Kapselung der Funktionalita¨ten der genannten Dienste hinter Service-
Schnittstellen und deren Einbindung in entsprechende SOAs. Dieser Schritt muss fu¨r
alle Dienste vorgenommen werden, die im Rahmen der Service-orientierten Universita¨t
angeboten werden sollen. Er ist zwar in Anbetracht der Masse universita¨rer Dienste
langwierig, aber unumga¨nglich, um die heute existierenden Einzello¨sungen in eine sys-































Abbildung 5.2: Service-orientierte Architekturen ko¨nnen universita¨re Dienste systematisc in
Form von SOA-Services universita¨ren Anwendungen zur Verfu¨gung stellen.
nehmen – beschleunigt durch hochschulu¨bergreifende Herausforderungen – rasch an
Komplexita¨t zu und es werden neue organisatorische Rahmenbedingungen beno¨tigt
[Lucke 07], wie eine Service-orientierte Infrastruktur (Abbildung 5.2). In Abschnitt 5.2
wird exemplarisch gezeigt, wie die U¨berfu¨hrung eines Dienstes in einen SOA-Service
erfolgen kann.
Das im Rahmen dieser Arbeit entwickelte und in Abbildung 5.3 dargestellte Modell
einer Service-orientierten Institution basiert auf der bereits vorgestellten Einteilung
der Infrastruktur in Ensembles und Communities. Ein Ensemble ko¨nnte beispielsweise
die Infrastruktur einer Abteilung der Institution (in einer Hochschule z. B. Institute,
Lehrstu¨hle, Labore oder Mensen) umfassen. In ihm gibt es Hardware-Ressourcen und
dazu geho¨rige Anwendungen, die von Nutzern u¨ber Benutzungsschnittstellen genutzt
werden. Die Anwendungen ko¨nnen in zwei Arten unterteilt werden: hardwarefokussier-
te Anwendungen, die direkt der Kontrolle der Hardware dienen (z. B. Fernbedienun-
gen fu¨r industrielle Maschinen) und Software-fokussierte Anwendungen, die lediglich
auf Hardware gehosted werden (z. B. HTTP-Server und andere Web-Anwendungen).
Entsprechend dieser Einteilung gibt es auch zwei Service-Arten: Services, die Hard-
ware kontrollieren und Services, die Anwendungen nutzen [Zender 09c]. Die Service-
Beschreibungen der Services werden wie in Abbildung 5.3 dargestellt stets von Anwen-
dungen angeboten.
Um die SOA-Heterogenita¨t der angebotenen Services zu u¨berwinden wird die bereits
beschriebene GPAP-Komponente eingesetzt. Die resultierenden abstrakten Service-
Beschreibungen des Ensembles werden in den abstrakten Service Bus eingespeist, der
Ensemble-u¨bergreifend die Community bildet und an Universita¨ten beispielsweise die
Fakulta¨t, die gesamte Universita¨t oder gar hochschulu¨bergreifende Organisationen um-
fasst. Durch die in Abschnitt 3.2.4 beschreibenen hierachischen Communitys ist außer-
dem eine Abbildung komplexerer organisatorischer Hierarchien mo¨glich.
Abbildung 5.4 konkretisiert dieses Modell in Bezug auf eine Service-orientierte Uni-





































Abbildung 5.3: Abstraktes Modell einer Service-orientierten Institution
Services an einer Hochschule und selbst u¨ber Hochschulgrenzen hinweg (Integration
externer Umgebungen) im Wesentlichen den in den vergangenen Kapiteln erarbeiteten
Vorgehensweisen entspricht, wird im folgenden auf die hochschulspezifischen Hardware-
und Software-Anteile des Modells eingegangen.
Hardware-Ressourcen und Nutzerendgera¨te
Heutige Universita¨ten nutzen eine Vielzahl unterschiedlicher Hardware. Das Spektrum
reicht von Hochleistungsrechentechnik in den Rechenzentren u¨ber Spezialequipment
fu¨r naturwissenschaftliche Experimente bis hin zu RFID-Tags, die der Identifizierung
von Studenten und Mitarbeitern dienen. Weiterhin nutzen viele Universita¨tsangeho¨rige
perso¨nliche Gera¨te wie Mobiltelefone, Laptops und Smartphones oder o¨ffentliche Work-
stations, um mit der universita¨ren Infrastruktur zu interagieren. Ein Auszug aus der
Hardwarevielfalt wird mitsamt seiner Herausforderungen fu¨r die Service-orientierte
Universita¨t im folgenden betrachtet.
Spezielle und allgemeine Server sind fu¨r die Infrastruktur einer Bildungseinrichtung
essentiell. Sie hosten beispielsweise perso¨nliche und dienstliche Webseiten, E-Mail-
Systeme, Lehr- und Lernmanagementsysteme, verschiedene Anwendungen und Lehr-
medien. Diese Systeme sind bereits mit Netzwerken wie dem Internet oder dem internen
Hochschulnetzwerk verbunden. Somit ko¨nnen die zugeho¨rigen Anwendungen nach Aus-
wahl einer SOA-Implementierung relativ einfach mit Provider- und Consumer-Logik
erweitert werden. Dasselbe gilt fu¨r die breite Masse der Multimedia-Arbeitspla¨tze und
-Labore, mit denen heutige Hochschulen ausgestattet sind [Lucke 07].
Im Gegensatz dazu fehlt es Spezialequipment oftmals an einer Netzwerverbin-
dung. Daher sind Mediatoren notwendig, die die Hardware in ein Netzwerk inte-
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Abbildung 5.4: Konkretisiertes Modell einer Service-orientierten Universita¨t: Hardware-
Ressourcen, Nutzerendgera¨te, Anwendungen sowie externe Umgebungen werden systematisch
und flexibel in die universita¨re Infrastruktur integriert.
Rechnerarchitektur der Universita¨t Rostock wurde im Rahmen dieser Arbeit bei-
spielsweise eine derartige Mediatorenkomponente implementiert, die die E-Learning-
Werkstatt – eine Pra¨senzlehrumgebung mit vielfa¨ltigem E-Learning-Equipment – in
eine SOA-Infrastruktur integriert und somit die Remote-Steuerung und eine werk-
stattu¨bergreifende Lehrmedien-U¨bertragung ermo¨glicht [Zender 09b].
Fu¨r pervasive Umgebungen spielen insbesondere Sensoren eine wichtige Rolle. Diese
messen Rohkontext u¨ber die Umgebung (z. B. Luftfeuchtigkeit, Helligkeit, Tempera-
tur) und den Nutzer (z. B. Identita¨t, Position, Geschwindigkeit). Um diese Sensoren in
gro¨ßere Netzwerke zu integrieren werden u¨blicherweise ausgewa¨hlte spezielle Sensorkno-
ten mit zusa¨tzlichen Ressourcen genutzt. Im Rahmen dieser Arbeit wurden beispielhaft
Sensoren als Services in eine SOA integriert. Die Ergebnisse werden in Abschnitt 5.4.1
geschildert.
Neben den universita¨ren Hardware-Ressourcen nutzen Studenten und Mitarbeiter ihre
perso¨nlichen Nutzerendgera¨te, die ebenfalls in die universita¨re Infrastruktur integriert
werden mu¨ssen. Es ist vorteilhaft, dass diese heute die Kommunikation in den Vor-
dergrund stellen und sich u¨ber UMTS, WLAN oder auch General Packet Radio Ser-
vice (GPRS) mit gro¨ßeren Netzwerken wie dem Internet verbinden ko¨nnen. Durch
das Netzwerk-Layer des GPAP [Dressler 10] werden diese Gera¨te mit der GPAP-
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Infrastruktur verbunden und mu¨ssen analog zu den Multimedia-Arbeitspla¨tzen nur
noch um SOA-Logik erweitert werden.
Anwendungen und Services
Neben Hardware-Ressourcen verwenden Universita¨ten eine Reihe unterschiedlicher An-
wendungen zur Unterstu¨tzung von Lehre, Forschung und Verwaltung. Dazu geho¨ren
beispielsweise Werkzeuge zumWissensmanagement (z. B. digitale Bibliotheken) und
Verwaltungs-Tools die beispielsweise der Organisation der universita¨ren Infrastruk-
tur (z. B. Raumplaner) und der Studierendendaten (z. B. Lo¨sungen der Hochschul-
Informations-System GmbH) dienen. In den Folgenden Abschnitten spielen vor allem
Lernmanagementsysteme eine wichtige Rolle als universita¨re Anwendungen. Diese die-
nen neben der Organisation von Veranstaltungen und der Verbreitung von Lehrmate-
rialen mehr und mehr auch der sozialen Interaktion und Pra¨sentation von Studenten.
Auf dieser Ebene ist die zentrale Herausforderung die Erweiterung existierende An-
wendungen um SOA-Mechanismen. Traditionelle Anwendungen als Ganzes und/oder
ihre einzelnen Komponenten mu¨ssen um Provider- und Consumer-Funktionalita¨ten er-
weitert werden, um die angestrebte flexible, transparente und adaptive Interaktion mit
anderen Entita¨ten zu erzielen. Dabei ist es hilfreich, dass viele Anwendungen bereits
SOA-Funktionlita¨t mitbringen (z. B. soziale Netze, Lehr- und Lernmanagementsysteme
und Blogs, die bereits Web Services anbieten). Die in diesem Kapitel aufgefu¨hrten Fall-
studien demonstrieren die erforderliche SOA-Erweiterung fu¨r wichtige Anwendungen
einer modernen Hochschule wie der Universita¨t Rostock.
5.1.3 Ausgangssituation der Universita¨t Rostock
Die Rostocker Universita¨t ist ein Beispiel fu¨r eine Bildungseinrichtung auf dem Weg
zur Pervasive University. Indem sie als erste europa¨ische Universita¨t eine campusweite
WLAN-Versorgung einfu¨hrte, vollzog sie den Wandel von der IT-basierten Universita¨t
zur Notebook-Universita¨t [Tavangarian 01].
Durch die breite Verfu¨gbarkeit von internetfa¨higen Multimedia-Arbeitspla¨tzen,
eines hochschulweit eingesetzten Lehr- und Lernmanagementsystems (Stud.IP
[data-quest GmbH 05]) und weitreichenden Erfahrungen mit dem Im- und Export von
aufgezeichneten Lehrveranstaltungen ist orts- und zeitunabha¨ngiges Lehren und Ler-
nen an der Universita¨t Rostock Alltag. Zahlreiche Projekte mit dem Schwerpunkt auf
Infrastrukturen fu¨r modernes E-Learning schaffen außerdem den idealen Na¨hrboden
fu¨r innovative Infrastrukturen wie der Service-orientieren Universita¨t.
Die im folgenden aufgefu¨hrten Fallstudien und Implementierungen wurden daher
an den Universita¨t Rostock unter Beru¨cksichtigung der lokalen Bedingungen und
Mo¨glichkeiten realisiert.
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5.2 Service-orientierte Lehr- und Lernarrangements
Die in diesem Abschnitt aufgefu¨hrten Fallstudien und Implementierungen verdeutli-
chen wie Basisdienste einer Universita¨t als Services im Rahmen einer SOA umgesetzt
werden ko¨nnen. Nach der beispielhaften Erla¨uterung der Service-Implementierung ei-
nes Basisdienstes (Druckdienst) werden mit den Fallstudien Lecture as a Service und
Immersive Learning auch zwei komplexere Service-basierte Lehr- und Lernarragements
betrachtet.
5.2.1 Basis-Services
Die Anbindung vorhandener universita¨rer Dienste an eine Service-orientierte Architek-
tur erfolgt auf Provider-Seite nach folgendem generellen Vorgehen auf Providerseite:
1. Auswahl einer SOA-Implementierung fu¨r die geplante Anbindung
2. Zerlegung des Dienstes in Teildienste (falls praktikabel)
3. Auswahl einer Provider-Instanz fu¨r jeden Teildienst
4. Implementierung von Services fu¨r jeden Teildienst
5. Deployment der implementierten Services
In den weiteren Fallstudien wird dieses Vorgehen fallspezifisch konkretisiert, soweit die
Studie so komplex ist dass eine derartige Beschreibung unverha¨ltnisma¨ßig umfangreich
wird.
Auf Consumer-Seite la¨sst sich kein generelles Vorgehen erkennen. Die bestehenden
Anwendungen mu¨ssen um eine Consumer-Schnittstelle erweitert werden. Der Aufwand
und das Vorgehen bei dieser Erweiterung bzw. Modifikation ist stark von der gewa¨hlten
SOA-Implementierung sowie der konkreten Anwendung abha¨ngig und kann daher nicht
generalisiert werden.
Im Rahmen der vorliegenden Arbeit wurde in einem studentischen Projekt beispielhaft
der Zugriff auf einen handelsu¨blichen Drucker als universita¨rer Basis-Service implemen-
tiert. Der in dem Projekt entstandene Prototyp wird im folgenden kurz als Referenz-
implementierung betrachtet.
Angestrebt wurde ein Druck-Service, der es Consumern ermo¨glicht Dokumente auf
einen herko¨mmlichen Drucker auszudrucken ohne u¨ber Vorwissen (z. B. Netzwerkadres-
se des Druckers) und Druckerspezifische Software (z. B. Druckertreiber) zu verfu¨gen.
Das Vorgehen zur SOA-Anbindung auf Provider-Seite konkretisiert das generelle Vor-
gehen:
1. Als SOA-Implementierung fu¨r die Anbindung wurde Jini gewa¨hlt, da die Benut-
zungsoberfla¨che auf dem Druck-Client (Consumer) mit Java einfach zu implemen-






















































































Abbildung 5.5: SOA-Anbindung am Beispiel eines Druckers als Jini-Service.
2. Eine Zerlegung des bereits sehr einfachen Druckdienstes in weitere Teildienste
war nicht erforderlich.
3. Der Drucker selbst konnte nicht als Provider des Services fungieren, da es
zu aufwendig gewesen wa¨re, dessen herstellerspezifische Firmware, um SOA-
Funktionalita¨ten zu erweitern. Daher wurde der in Abschnitt 5.1.2 erla¨uterte
Ansatz eines SOA-Mediators verfolgt, fu¨r den der Drucker an einem PC (Media-
tor) angeschlossen wurde. Der netzwerkfa¨hige Mediator konnte den Drucker u¨ber
seinen Treiber ansprechen und war aus SOA-Sicht der Provider des angestrebten
Drucker-Services.
4. Der Jini-Service konnte u¨ber die Java-VM auf den Drucker-Treiber zugreifen und
somit den Drucker ansprechen. Der eigentliche Service wurde so implementiert,
dass er eine Dokument im verbreiteten PDF-Format erwartet und dieses dann auf
dem Drucker ausgibt.
5. Der Jini-Service wurde u¨ber die lokale Jini-Software wie in Abschnitt 2.2.3 be-
schrieben beim Lookup-Service registriert und konnte somit von mo¨glichen Con-
sumern gefunden werden.
Wie Abbildung 5.5 illustriert, beno¨tigt der Druck-Client als Consumer ebenfalls ein
lokales Jini-System. U¨ber eine extra zu diesem Zweck entwickelte Benutzungsober-
fla¨che kann der Client einen der verfu¨gbaren Drucker und sein zu druckendes Doku-
ment auswa¨hlen. Dieses wird ggf. in ein PDF-Dokument umgewandelt und an den
Service bzw. den Drucker gesendet. Fu¨r diesen Prototyp ist auf Consumer-Seite neben
der entwickelten Software kein weiterer Treiber notwendig und verfu¨gbare Drucker-
Services ko¨nnen ohne weiteres Vorwissen gefunden und genutzt werden. Dies sind klare
Vorteile gegenu¨ber herko¨mmlichen Print-Mechanismen wie etwa denen der Windows-
Betriebssysteme. Wa¨hrend der Aufwand bei einer geringen Druckeranzahl noch hoch
erscheinen mag, skaliert er wiederum gut bei einer großen Druckeranzahl, wie sie an
einer Universita¨t vorliegt, zumal ein Mediator fu¨r mehrere Drucker zusta¨ndig sein kann.
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Der Prototyp verdeutlicht beispielhaft, wie einfache Basisdienste als Services in ei-
ne SOA integriert werden. Neben diesem Beispiel sind weitere grundlegende Services
entstanden, wie etwa ein Messaging-Service, u¨ber den dem Provider (z. B. Mobiltele-
fon eines Studenten) eine einfache Textnachricht gesendet werden kann. Derart ein-
fache Services verdeutlichen die grundlegende Vorgehensweise bei der “SOAfizierung”
einer Infrastruktur. Das wahre SOA-Potential offenbart sich jedoch erst bei der Einbet-
tung dieser Services in komplexere Anwendungen. So ist beispielsweise der Messaging-
Service Teil eines gro¨ßeren Immersive Messaging-Lo¨sung zur individuellen Kommuni-
kation zwischen heterogenen Lehr-/Lernumgebungen und wird in Abschnitt 5.3.2 na¨her
erla¨utert. Im Folgenden wird mit den Fallstudien Lecture as a Service und Immersi-
ve Learning die Implementierung einer komplexen SOA fu¨r konkrete Anwendungen
moderner Hochschulen tiefer thematisiert.
5.2.2 Fallstudie: Lecture as a Service
Neben der Forschung ist die Ausbildung das wichtigste Standbein jeder Universita¨t.
Wa¨hrend die Didaktik der universita¨ren Lehre je nach Lehrinhalten, Lernfortschritt,
indiviuellen Vorlieben und anderen Kriterien unterschiedlich ausgepra¨gt ist, sind Vor-
lesungen dennoch weiterhin ein essentieller Bestandteil der Wissensvermittlung. An
modernen Universita¨ten werden diese durch digitalisierte Lehr- und Lernmedien be-
reichert (z. B. Powerpoint-Folien, Videos sowie digitalisierte Skripte und Literatur).
Oftmals werden diese Medien den Studenten zur individuellen Vor- und Nachberei-
tung einer Vorlesung als Download im Rahmen einer dedizierten Webseite oder vorle-
sungsu¨bergreifenden Lehr- und Lernmanagementsystemen (LLMS) wie Stud.IP, Mood-
le oder ILIAS angeboten. Insbesondere LLMS sind inzwischen weit verbreitet, da sie
zusa¨tzlich Werkzeuge zur Organisation und Kooperation von Lehrenden und Lernen-
den bieten. Neben den vorlesungserga¨nzenden Medien kann heute auch die Vorlesung
selbst durch entsprechende Hard- und Software als Video aufgezeichnet, fu¨r das In-
ternet aufbereitet und online konsumiert werden. Derart aufbereitete Inhalte sind in
Kombination mit LLMS die Grundlage moderner Fernstudiumslo¨sungen wie dem Ju-
niorstudium der Universita¨t Rostock [Thomanek 09]. Leider ist ihre Einbindung in
LLMS und andere Portale ein aufwendiger und auf Einzello¨sungen basierender Pro-
zess. Eine systematische Lo¨sung wu¨rde nicht nur diesen Aufwand minimieren, sondern
auch die dynamische Einbindung hochschulu¨bergreifender Vorlesungsaufzeichnungen
ermo¨glichen. Medienbru¨che wu¨rden reduziert, der Lernprozess somit vereinfacht und
dadurch der Lernerfolg gesteigert. Weiterhin fo¨rdert eine derartige Lo¨sung die in Ab-
schnitt 1.2 beschriebene Mobilita¨t heutiger Studenten sowie die Nutzung hochwertiger
Inhalte anderer Hochschulen fu¨r die lokale Lehre.
Im Rahmen dieser Arbeit wurde daher die prototypische Nutzung Service-orientierter
Architekturen zur Integration von Vorlesungsaufzeichnungen und -U¨bertragungen in
LLMS und andere Lernumgebungen untersucht. Die Fallstudie Lecture as a Ser-
vice zeigt ein Ergebnis dieser Untersuchungen. Durch eine moderne Umgebung fu¨r

















Abbildung 5.6: Die E-Learning-Werkstatt des Rostocker Lehrstuhls fu¨r Rechnerarchitektur
bietet mit ihrem großen Gera¨tespektrum hervorragende Bedingungen fu¨r moderne Lehr- und
Lernarrangements.
als auch als Aufzeichnung (asynchron) aufbereitet und als Service angeboten. Diese
wurden wiederum exemplarisch in einem um SOA-Consumer-Funktionalita¨t erweiter-
ten Stud.IP eingebunden.
Abbildung 5.6 zeigt die fu¨r diese Fallstudie genutzte Pra¨senzumgebung, die E-Learning-
Werstatt des Lehrstuhls fu¨r Rechnerarchitektur der Universita¨t Rostock, mitsamt ihres
breiten Gera¨tespektrums. Zur Aufzeichnung von Vorlesungsbestandteilen stehen ver-
schiedene Kana¨le zur Verfu¨gung:
• Videokameras (zeichnen Videos des Vortragenen bzw. des Publikums auf)
• Mikrofone (zeichnen Sprache des Vortragenden bzw. Fragen oder Kommentare
aus dem Publikum auf)
• PC (zeichnet seinen Bildschirminhalt auf, z. B. Powerpoint-Folien oder Videos)
Weiterhin gibt es diverse Kana¨le zur Medienwiedergabe (z. B. Beamer und Lautspre-
cher). Zusa¨tzlich kann ein Streaming-Server fu¨r die Zusammenfu¨hrung von Video und
Audio sowie den Export des resultierenden Multimedia-Streams genutzt werden. Eine
zentrale Mediensteuerung ist außerdem fu¨r die Vermittlung zwischen Datenquellen und
-senken sowie weitere Umgebungssteuerung zusta¨ndig. Basierend auf dieser Umgebung
und dem Ziel, der Integration von Lehrmedien in LLMS, wurde folgendes Vorgehen
verfolgt:
1. Die Wahl der SOA-Implementierung fiel auf Web Services, da deren Nuzung durch
ein web-basiertes LLMS wie Stud.IP den geringsten Aufwand erzeugt, zumal
Stud.IP selbst Provider diverser Web Services ist.
2. Als Teildienste wurden der Zugriff auf Live- und aufgezeichnete Multimedia-
Streams (Video und Audio des Vortragenden und des Publikums sowie Bildschir-
minhalt) sowie eine Bedienung der Mediensteuerung zur Zuweisung der Daten-


















Abbildung 5.7: Grobe Architekturu¨bersicht fu¨r die SOA-basierte Verbindung der E-Learning-
Werkstatt mir externen Umgebungen wie Stud.IP und Second Life
3. Der Streaming-Server konnte als Provider der Streaming-Services eingesetzt wer-
den und die Mediensteuerung bot den Zugriff auf die Medientechnik als Service
an.
4. Wa¨hrend die Live-Streaming-Services im Quicktime-Format und die Aufzeichnun-
gen als HTML-Komposition (Lecturnity-Format [IMC AG 09]) angeboten wur-
den, diente eine SOAP-Schnittstelle als Service-Interface fu¨r die Mediensteuerung.
5. Die implementierten Services wurden u¨ber einen WSIL-Broker bubliziert und
standen somit externen Consumern zur Verfu¨gung.
Abbildung 5.7 stellt die Grobarchitektur dar, die somit im Rahmen dieser Fallstudie
realisiert wurde. Als externe Umgebung wird neben Stud.IP auch die virtuelle Welt
Second Life dargestellt, diese Anbindung wird im na¨chsten Abschnitt diskutiert.
Stud.IP wurde als SOA-Consumer erweitert, so dass die im WSIL-Broker registrier-
ten Streaming-Services zu einer konkreten Lehrveranstaltung automatisch eingebunden
werden konnten [Gla¨ser 08]. Wie in Abbildung 5.8 illustiert, wurde der Dateien-Bereich
einer Lehrveranstaltung zum Bereich Medien ausgebaut (1). Wa¨hlt der Nutzer diese
Sektion, wird nach vorhandenen Streams gesucht, die mit dieser Lehrveranstaltung
assoziiert wurden. Als Ergebnis dieser Suche erha¨lt er eine Auflistung der aufgezeich-
neten (2) und live u¨bertragenden Streams. Nach Auswahl eines Streams kann dieser
konsumiert werden (4).
Diese Fallstudie zeigt, wie durch eine – im Vergleich zum Drucker-Service – komplexe-
ren SOA ein grundlegender Bestandteil universita¨rer Ausbildung flexibel in ein LLMS
eingebunden werden kann. Das lokale Lehr- und Lernarrangement der Pra¨senzlehre (E-
Learning-Werkstatt) wird somit um einen virtuellen Bestandteil erweitert. Wa¨hrend
das erweiterte Lehr- und Lernarrangement zur unidirektionalen Einbindung entfern-
te Teilnehmer einer Lehrveranstaltung genutzt werden kann, wird das Potential eines
SOA-basierten Arrangement erst durch bidirektionale Ansa¨tze deutlich. Die folgende
Fallstudie behandelt exemplarisch einen derartigen Ansatz, der zur infrastrukturellen





Abbildung 5.8: Die als Services angebotenen Vorlesungen ko¨nnen dnamisch in das Lehr- und
Lernmanagementsytem Stud.IP eingbunden werden.
5.2.3 Fallstudie: Immersive Learning
Neben der klassischen rechnergestu¨tzten Pra¨senzlehre, bei der Lehrende und Lernen-
de zum Zeitpunkt der E-Learning-Veranstaltung am selben Ort sind, hat sich mit
der Online-Lehre auch die Verwendung des Internets zur U¨berbru¨ckung ra¨umlicher
Entfernungen durchgesetzt. So ko¨nnen beispielsweise Kollaborationsplattformen (z. B.
Shared Whiteboard, Chat-Systeme und Videokonferenzen) fu¨r synchrone Lehr- und
Lernszenarien eingesetzt werden. Auch asynchrone Szenarien, in denen die Lehrinhalte
zeitunabha¨ngig konsumiert werden, haben sich dank LLMS und weiteren Systemen zur
Inhaltsarchivierung inzwischen ethabliert. Eine besondere Form der Online-Lehre hat
im vergangenen Jahrzehnt durch die o¨ffentliche Verfu¨gbarkeit virtueller Welten (allen
voran Second Life) an Bedeutung gewonnen: Virtual Learning.
Auch wenn virtuelle Lehrumgebungen (Virtual Learning Enwironments, VLE)
[Totkov 03] bereits vor o¨ffentlichen virtuellen Welten in der Lehre eingesetzt wur-
den, hat deren freie und breite Verfu¨gbarkeit zu einem regelrechten Virtual Learning-
Hype gefu¨hrt. In dieser Arbeit wird das Potential und der Einsatz derartiger Welten
am Beispiel Second Life, als verbreitetste virtuelle Welt, verdeutlicht. Nutzer bewe-
gen sich in Second Life u¨ber sogenannte Avatare, virtuelle Repra¨sentaten u¨ber die
mit anderen Nutzern interagiert und die virtuelle Welt gestaltet werden kann. Durch
die Avatare wird weiterhin eine soziale Pra¨senz und somit ein emfundenes “Eintau-
chen”(Immersion) in die virtuelle Umgebung erzielt.
92
Wa¨hrend Lernende vor allem ihr eigener Spieltrieb und der Neuwert an der Teilnahme
virtueller Lehrveranstaltungen motiviert, ist ist aus Sicht der Lehrenden die Zusam-
menfu¨hrung von weltweit verteilten Lernenden ein wichtiger Vorteil [Hainsworth 08].
Daher ist es kaum verwunderlich, dass – trotz der Vielseitigkeit virtueller Welten – oft-
mals Szenarien aus der Pra¨senzlehre nachgebildet werden, die sich lediglich durch die
ra¨umlichen Verteilung der Teilnehmer von diesen unterscheiden. So gibt es eine Viel-
zahl virtueller Ho¨rsa¨a¨le und Seminarra¨ume, in denen sich die Avatare von Lehrenden
und Lernenden zu synchronen Lehrveranstaltungen zusammenfinden. Doch gerade die
(teils konstruktive) Erschließung von Lehrinhalten (z. B. durch virtuelle 3D-Modelle)
hat hohes Potential den individuellen Lernprozess zu unterstu¨tzen.
Bereits heute sind beim Second Life-Anbieter Linden Lab rund 50 Lehrveranstaltun-
gen pro Tag registriert. Die wahre Anzahl la¨sst sich leider kaum abscha¨tzen, da die
meisten Veranstaltunen keineswegs offiziell registriert werden. Allein die Tatsache, dass
fast alle namhaften Bildungseinrichtungen eine virtuelle Pra¨senz mit Ho¨rsaal und/oder
Seminarraum besitzen, la¨sst jedoch eine große Anzahl virtueller Lehrveranstaltungen
vermuten.
Sowohl rechnergestu¨tzte Pra¨senzlehre als auch Virtual Learning haben jeweils Vor- und
Nachteile. Aus den in Tabelle 5.2.3 ausgefu¨hrten Charakteristika der beiden Paradig-
men, ist vor allem die Ortsgebundenheit der Pra¨senzlehre und die oftmals komplexe
Einrichtung virtueller Lehrveranstaltungen und nicht-triviale Teilnahme an diesen her-
vorzuheben. Die Virtual Learning-Nachteile resultieren vor allem aus der Neuheit des
Mediums und dem daraus entstehenden Einarbeitungsaufwand fu¨r alle Teilnehmer.
rechnergestu¨tzte Pra¨senzlehre Virtual Learning
ortsgebunden ortsunabha¨ngig
synchron synchron/asynchron
erweiterte Lehrmaterialen neue Lehrmaterialien
(z. B. Folien und Multimedia) (z.B˙. virtuelle 3D-Modelle)
einfache Einrichtung und Teilnahme komplexe Einrichtung und Teilnahme
(keine besonderen Kenntnisse no¨tig) (Erfahrungen mit virtueller Welt no¨tig)
Tabelle 5.1: Vergleich rechnergestu¨tzter Pra¨senzlehre und des Virtual Learning
Durch die genannten Vor- und Nachteile sowie die Analogien zwischen Lehr- und Lerns-
zenarien der Pra¨senzlehre und des Virtual Learning lag im Rahmen dieser Arbeit eine
systematische Kombination beider Paradigmen zur gegenseitigen Bereicherung nahe:
Immersive Learning [Zender 09b]
Definition 9 Immersive Learning bezeichnet die zielgerichtete und adaptive Ver-
schmelzung von virtueller und Pra¨senzlehre. Lehrende und Lernende nehmen dabei vor
Ort in einer Pra¨senzlernumgebung oder u¨ber eine virtuelle Lehrumgebung teil, die mit-
einander gekoppelt sind. Das Lehrmaterial kommt entweder aus der virtuellen oder der
Pra¨senzlernumgebung.
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Ein Lehr-/Lernarragement des Immersive Learnings beinhaltet demnach sowohl Um-
gebungen der Pra¨senzlehre als auch virtuelle Lehr-/Lernumgebungen. Die Umgebun-
gen der Pra¨senzlehre werden um die Integration entfernter Teilnehmer und die In-
tegration virtueller Lehrmaterialen (z.B˙. virtuelle 3D-Modelle von Lehrobjekten) be-
reichert. Im Gegenzug ko¨nnen virtuelle Lehrveranstaltungen um Teilnehmer einer
Pra¨senzlehrumgebung erweitert werden (die ohne technische Hu¨rden wie gewohnt eine
Veranstaltung der rechnergestu¨tzten Pra¨senzlehre besuchen) und virtuelle Teilnehmer
an realen Lehrveranstaltungen teilnehmen. Im Vergleich zu den beiden urspru¨nglichen
Paradigmen hat Immersive Learning somit folgende Charakteristika:
• ortsunabha¨ngig (durch Integration lokaler und entfernter Teilnehmer)
• wahlweise synchron oder asynchron (da Live-Lehrveranstaltungen sowie die zei-
tunabha¨ngige Arbeit mit virtuellen Inhalten wie etwa 3D-Modellen mo¨glich sind)
• Nutzung von erweiterten und neuen Lehrmaterialien (aufgrund der Einbeziehung
beider Lehr-/Lernumgebungen)
• implizit einfache Einrichtung und Teilnahme (da Teilnehmer aus der virtuellen
Welt mit dieser umgehen ko¨nnen, wa¨hrend Pra¨senzteilnehmer diese Hu¨rde nicht
u¨berwinden mu¨ssen)
Die Menge der genutzten Lehrmedien setzt sich aus den Lehrmedien der virtuellen und
der Pra¨senzlehre zusammen. Sie umfasst beispielsweise:
• Videobild und Sprache realer Lehrender und Lernender (live und aufgezeichnet)
• Avatarbild und Sprache virtueller Lehrender und Lernender (live und aufgezeich-
net)
• online verfu¨gbare Folien und Skripte
• online verfu¨gbare Multimediainhalte (z. B. Lehrvideos)
• individuelle Kommunikations- und Kollaborationsmedien (z. B. Mobiltelefon, vir-
tueller Chat, E-Mail)
• virtuelle 3D-Modelle von Lernobjekten
Die Vielfa¨ltigkeit und Dynamik dieser Medien erweckt den Bedarf nach einer transpa-
renten und flexiblen Infrastruktur. Daher wurde, wie bereits in Abbildung 5.7 darge-
stellt, eine Service-orientierten Architektur zur prototypischen Medienintegration in die
virtuelle oder Pra¨senzumgebung genutzt. Wa¨hrend auch hier die E-Learning-Werkstatt
mitsamt ihrer exportierten Services als Pra¨senzumgebung diente, wurde die virtuelle
Welt Second Life als virtuelle Lehr- und Lernumgebung eingesetzt. Folgendes Vorgehen
diente der erweiterung der bereits behandelten Architektur und der Realisierung der
Immersive Learning-Infrastruktur:
1. Da die E-Learning-Werkstatt bereits im Rahmen der Lecture as a Service-











Abbildung 5.9: In diesem Immersive Learning-Szenario wird eine Lehrveranstaltung aus der
E-Learning-Werkstatt in die virtuelle Welt Second Life eingebunden.
gebunden wurde, fiel auch bei dieser Fallstudie die Wahl auf Web Services als
SOA-Implementierung.
2. Die bereits aus der E-Learning-Werkstatt angebotenen Services wurden genutzt,
um Multimedia aus der Werkstatt in Second Life einzubinden. In der Gegen-
richtung wurde die Einbindung der Multimedia-Daten aus Second Life in die
E-Learning-Werkstatt zuna¨chst nur u¨ber den kostenlosen Second Life-Client rea-
lisiert. Eine SOA-basierte Multimedia-Einbindung erschien im Rahmen dieser
Fallstudie als nicht praktikabel, da der Client bereits u¨ber einen ausreichenden
Funktionsumfang verfu¨gt. Im Sinne der Systematik ist jedoch eine SOA-basierte
Multimedia-Anbindung in Zukunft erstrebenswert. Eine bidirektionale SOA exi-
sietert dennoch, indem aus Second Life Services zum Nachrichtenversand an Avat-
are exportiert wurden. Diese Implementierung wird im Rahmen der Immersive
Messaging-Fallstudie in Abschnitt 5.3.2 beschrieben.
3. - 5. Als Provider dienten die bereits beschriebenen Instanzen aus der E-Learning-
Werkstatt. Auch deren Implementierung und Deployment wurde bereits erla¨utert.
Die besondere Herausforderung dieser Fallstudie stellte die Consumer-Seite dar, denn
Second Life ist wie viele andere virtuelle Welten nicht nativ SOA-fa¨hig. Daher wur-
de im Rahmen dieser Arbeit ein Mediator entwickelt, der per HTTP mit Second Life
kommuniziert und als Web Service-Consumer dient (fu¨r andere Szenarien gleichzeitig
als Web Service-Provider) [Zender 09b]. Dieser sogenannte SL-Surrogate ist weiterhin
in der Lage, den bereits beschriebenen WSIL-Broker per HTTP anzufragen und so
Informationen u¨ber verfu¨gbare Services zu erhalten. Fu¨r jeden Service, den der SL-
Surrogate als Consumer oder Provider bedient, gibt es ein eigenes Surrogate-Plugin,
dass die SOA-Interaktion auf die SL-Interaktion abbildet und umgekehrt. So wird bei-
spielsweise die Adresse eines als Web Service angebotenen Videostream einfach als
HTTP-Nachricht an SL-Objekte weitergeleitet, die den Stream wiedergeben ko¨nnen.
Ein Beispiel fu¨r die Gegenrichtung ist in Abschnitt 5.3.2 beschrieben.
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Anhand des in Abbildung 5.9 illustrierten Anwendungsszenarios wird im folgenden das
Potential des Immersive Learning verdeutlicht. In dem Szenario findet eine Vorlesung
in der E-Learning-Werkstatt statt und einige Teilnehmer nehmen u¨ber Second Life an
dieser Veranstaltung teil. Aus der E-Learning-Werkstatt werden u¨ber den beschrieben
Protoypen Video und Audiosignale angeboten (z. B. vom Vortragenden oder dem Pu-
blikum). Ferner wird auch Lehrmaterial wie die Vortragsfolien als Streaming-Services
u¨bertragen. Das virtuelle Publikum kann aus den (u¨ber den SL-Surrogate in Second Li-
fe angebotenen) Streams denjenigen auswa¨hlen, den es fu¨r sinnvoll erachtet. Wa¨hrend
der Vorlesung ist beispielsweise die Anzeige der Folien sinnvoll. Wa¨hrend einer Diskus-
sion kann ko¨nnte stattdessen das Video des Vortragenden oder das Publikum gewa¨hlt
werden. Das Audio-Signal des Vortragenden wir auf seinen Avatar u¨bertragen, um die
gefu¨hlte soziale Pra¨senz zu steigern. In der Gegenrichtung wird durch die Nutzung
des Second Life-Clients in der E-Learning-Werkstatt das virtuelle Publikum angezeigt.
U¨ber den Second Life-Voice Chat kann dieses sich auch aktiv an der Vorlesung betei-
ligen (z. B. bei einer Diskussion).
Diese SOA-basierte Kopplung von Szenarien der Pra¨senzlehre mit der virtuellen Leh-
re geht weit u¨ber bisherige Ansa¨tze hinaus. So gibt es bereits Vernetzungen zwischen
Second Life und traditionellen LLMS [Kemp 06], die sich jedoch auf das Setzen von
Querverweisen (Links) bzw. eine gemeinsame Datenbank beschra¨nken. Es handelt sich
dabei um keinen systematischen Ansatz zur Verzahnung von synchronen und asyn-
chronen Prozessen beider Lernwelten. Auch die Durchfu¨hrung von Lehrveranstaltun-
gen im Second Life wird schon intensiv praktiziert [Mu¨ller 07]. Allerdings handelt es
sich hierbei um Veranstaltungen, die explizit fu¨r diese virtuelle Umgebung konzipiert
und durchgefu¨hrt werden.
Dennoch kann der Prototyp noch an einigen Stellen erweitert und verbessert wer-
den. So fehlen derzeit noch SOA-basierte Ru¨ckkana¨le aus der virtuellen in die
Pra¨senzumgebung. Diese sind noch nicht zwingend notwendig – der Second Life-Client
erfu¨llt diese Aufgabe zufriedenstellend – aber im Sinne erho¨hter Flexibilita¨t und Sys-
tematik wu¨nschenswert. Auch eine unmittelbare Integration von SOA-Mechanismen in
virtuelle Welten wie Second Life wu¨rde die Flexibilita¨t des Ansatzes deutlich steigern,
ebenso wie eine Erweiterung der virtuellen Umgebungen um weitere Medien (z. B.
HTML und PDF).
Die in diesem Abschnitt aufgefu¨hrten Fallstudien und Implementierungen verdeutlichen
das generelle Vorgehen sowie fallspezifische Besonderheiten bei der SOA-Integration
von Basisdiensten und komplexeren Service-basierten Lehr- und Lernarragements. Das
Fernziel dieser Bemu¨hungen ist, dass nicht nur Lehr- und Lernmedien als Services an-
geboten werden, sondern letzlich die gesamte IT-Infrastruktur aus Lehre, Forschung
und Verwaltung auf Service-orientierte Architekturen umgestellt werden. Dafu¨r ist
die Konzentration auf einzelne SOA-Implementierungen jedoch nicht zielfu¨hrend, da
die Komponentenvielfalt dieser Infrastruktur auch eine SOA-Vielfalt mitbringt, die
SOA-Interoperabilita¨tsstrategien erfordert. Basierend auf den in den vergangenen Ka-
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piteln dieser Arbeit beschriebenen Ergebnissen werden daher im Folgenden SOA-
u¨bergreifende Lehr- und Lernarrangements diskutiert.
5.3 SOA-u¨bergreifendes Lehr- und Lernarrangement
Analog zu anderen pervasiven Umgebungen setzen sich heutige Lehr- und Lernar-
ragements aus einer Vielzahl unterschiedlicher Gera¨teklassen und somit auch SOA-
Implementierungen zusammen. Es ist keine Seltenheit, dass Studenten und Dozen-
ten individuelle Mobilgera¨te wie Mobiltelefone, Smartphones oder Laptops zum Ler-
nen und Lehren nutzen. Auch die neue Generation hochmobiler Tablet-Computer
wie das iPad ist pra¨destiniert fu¨r mobile Lehr- und Lernszenarien (z. B. als Lese-
gera¨t fu¨r elektronische Bu¨cher). Durch leistungsfa¨hige Rechentechnik sowie diverse
Kontext-Schnittstellen (z. B. GPS und Bewegungssensorik) ist sie auch ideal als Kom-
ponente pervasiver Umgebungen. Zusa¨tzlich zu den Nutzerendgera¨ten ist die Inter-
aktion mit festinstallierter Technik moderner Seminarra¨ume sowie der restlichen uni-
versita¨ren Infrastruktur essentiell fu¨r pervasive Lehr- und Lernarragements. Die bis-
her erla¨uterten SOA-basierten Arragements, die durch die Verwendung der gleichen
SOA-Implementierung auf Provider- und Consumer-Seite homogen sind, ko¨nnen so-
mit nicht generell an modernen Hochschulen erwartet werden. Daher fokussiert dieser
Abschnitt SOA-u¨bergreifende Szenarien am Beispiel der folgenden Zusammenfu¨hrung
zweier Druck-Services und der anschließenden Fallstudie Immersive Messaging.
5.3.1 Zentrale Vereinheitlichung ohne STiL
Vor der Konzeption und Implementierung der Service Technology-independent Lan-
guage wurde die Brauchbarkeit vorhandener Formate am Beispiel von Service-
Beschreibungen in einem UDDI-Verzeichnis (siehe Abschnitt 2.2.1) untersucht
[Machuska 07]. Als Service-Typ wurde erneut ein Druck-Service gewa¨hlt.
Wie Abbildung 5.10 illustriert, wurden Beschreibungen von Druck-Services der SOA-
Implementierungen Jini und DNS-SD u¨ber einen zentralen Controller gesammelt und
in das standardisierte Service-Beschreibungsformat eines UDDI-Verzeichnisses trans-
formiert. U¨ber eine grafische Benutzungsschnittstelle konnten die erzeugten UDDI-
Beschreibungen angezeigt und somit der Transformationserfolg u¨berwacht werden.
Das Ergebnis dieser Untersuchung war zwar eine erfolgreiche Transformation der jewei-
ligen Services, jedoch unter erheblichen Performance-Kosten aufgrund der Komplexita¨t
einer UDDI-Beschreibung sowie der standardisierten UDDI-Schnittstelle. So beno¨tigte
beispielsweise allein die Transformation einer Jini- oder DNS-SD-Beschreibung in das
UDDI-Format durchschnittlich 8 Sekunden, was neben der vorhergehenden Abfrage
der Services und dem nachfolgenden Eintrag in das Verzeichnis ca. 80% der Gesamtzeit













Abbildung 5.10: Druck-Service-Beschreibungen unterschiedlicher SOA-Implementierungen
wurden in einem UDDI-Verzeichnis vereinheitlicht.
Web Service-Stack nicht auf hochdynamische SOAs ausgerichtet ist (im Gegensatz zu
Jini oder DNS-SD) und somit nicht auf zeiteffiziente Funktionalita¨t optimiert wurde.
Mit der Entwicklung des deutlich kompakteren STiL-Formates sowie der Beschrei-
bungstransformation u¨ber das einfache Fu¨llen bzw. Auslesen von XML-Dateien wur-
de eine deutlich bessere Performance erreicht. Die Transformation zwischen konkre-
ten Service-Beschreibungen und der abstrakte Sprache war von der konkreten SOA-
Implementierung sowie der Service-Beschreibung abha¨ngig, lag jedoch fu¨r gewo¨hnlich
unter einer Sekunde (z. B. zwischen 200 und 300ms in [Lenz 09]).
Die folgende Fallstudie betrachtet STiL-basierte SOA-Interoperabilita¨t in dem kom-
plexeren Lehr- und Lernarragement des Immersive Learning. Dieses wird u¨ber eine
umgebungsu¨bergreifende Lo¨sung zur individuellen Kommunikation erweitert und so-
mit um ein rudimenta¨res Werkzeug zur Kollaboration bereichert.
5.3.2 Fallstudie: Immersive Messaging
Das in Abschnitt 5.2.3 beschriebene und durch die Kopplung einer Pra¨senz- und ei-
ner virtuellen Lehr-/Lernumgebung realisierte Szenario ermo¨glicht die Durchfu¨hrung
einer umgebungsu¨bergreifenden Vorlesung. Daneben beinhaltet eine Lehrveranstaltung
jedoch auch deren – oftmals kollaborative – Vor- und Nachbereitung sowie Kommu-
nikation zwischen Lernenden wa¨hrend der Veranstaltung selbst (z. B. fu¨r Phasen der
Gruppenarbeit). Um diese auf einfache, aber effektive Weise zu unterstu¨tzen, wurde der
vorgestellte Prototyp um einen bidirektionalen Versand von Textnachrichten zwischen
den lokalen und virtuellen Teilnehmern erga¨nzt.
Im Rahmen dieser Fallstudie sollte transparente Individualkommunikation mit den
Werkzeugen ermo¨glicht werden, die den Lernenden in den jeweiligen Umgebungen oh-
























Abbildung 5.11: Durch eine GPAP-basierte U¨bersetzung zwischen den SOA-
Implementierungen Web Services und SDP ist eine transparente Individualkommunikation
zwischen unterschiedlichen Immersive Learning-Umgebungen mo¨glich.
allgegenwa¨rtigen Mobiltelefone der Anwesenden. Als Netzwerkschnittstelle wurde Blue-
tooth gewa¨hlt, da durch Bluetooth-basierte Kommunikation keine zusa¨tzlichen Verbin-
dungskosten fu¨r die Kommunikationspartner entstehen. Auch wenn viele Netzbetreiber
inzwischen attraktive Datentarife fu¨r die internetbasierte Kommunikation anbieten und
viele Gera¨te bereits WLAN-fa¨hig sind, ko¨nnen diese Mo¨glichkeiten noch nicht bei den
Lernenden vorrausgesetzt werden. Weiterhin unterstu¨tzen auch a¨ltere Mobiltelefone
schon die Bluetooth-basierte Kommunikation, wodurch die angestrebte Lo¨sung nicht
ausschließlich fu¨r finanzkra¨ftige Studenten anwendbar ist.
Auf der Seite des Second Life stand neben einem simplen Text-Chat auch die Kommu-
nikation via E-Mail oer Voice-Chat zur Verfu¨gung. Im Sinne der Einfachheit wurde fu¨r
diese rudimenta¨re Lo¨sung zuna¨chst der Text-Chat als Kommunikationskanal gewa¨hlt.
Andere Lo¨sungen sind auf a¨hnliche Weise realisierbar. Die Aktivierung eines sogenann-
ten Listeners, der den gesendeten Text an den Surrogate u¨bertragen muss, erfolgt dabei
u¨ber ein virtuelles 3D-Objekt, welches dem Avatar angeha¨ngt wird (z. B. virtuelles Mo-
biltelefon).
Durch die Auswahl von Bluetooth auf der einen Seite und die Nutzung des entwickelten
IP-basierten Surrogates auf der anderen Seite wurden neben unterschiedlichen Netz-
werktechnologien auch die jeweiligen SOA-Implementierungen SDP und Web Services
implizit fu¨r die Kommunikationspartner festgelegt. Somit ist der GPAP zur Interope-
rabilita¨t auf Netzwerk- sowie Service-Ebene fester Bestandteil der Lo¨sung. Abbildung
5.11 zeigt einen U¨berblick u¨ber das Gesamtsystem und das Zusammenspiel der einzel-
nen Komponenten, welches im Rahmen dieser Dissertation konzipiert und prototypisch
implementiert wurde [Zender 09b].
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In der Pra¨senzumgebung bieten Mobiltelefone ihre Fa¨higkeit Textnachrichten zu
empfangen als SDP-Services im Bluetooth-Netz an. Der GPAP erfasst deren
Service-Beschreibungen, generiert entsprechende STiL-Beschreibungen sowie konkre-
tisierte Beschreibungen in den durch entsprechende Plugins unterstu¨tzten SOA-
Implementierungen. Zu diesen geho¨ren auch Web Services. Der Surrogate – als Web
Service-Consumer – empfa¨ngt diese Service-Beschreibungen und generiert virtuelle
Chat-Endpunkte, die Teilnehmern in der virtuellen Welt angeboten werden. U¨ber die-
se Endpunkte ko¨nnen die Teilnehmer aus der virtuellen Welt Text-Nachrichten in
die Pra¨senzumgebung senden. Sie nutzen dabei den Second Life-eigenen Text-Chat.
Im Sinne ho¨chster Transparenz macht es fu¨r die virtuellen Teilnehmer keinen Un-
terschied, ob sie mit anderen virtuellen Teilnehmern oder vom Surrogate generierten
Chat-Endpunkten realer Teilnehmer kommunizieren. Dies trifft analog fu¨r die realen
Teilnehmer zu.
In der Gegenrichtung bietet der Surrogate die virtuellen Chat-Endpunkte als Web Ser-
vices an, die durch den GPAP in der Pra¨senzumgebung als SDP-Services angeboten
werden. Auch die Teilnehmer aus der Pra¨senzumgebung kommunizieren dabei glei-
chermaßen mit anderen lokalen oder virtuellen Teilnehmern u¨ber die Chat-Anwendung
ihres Mobiltelefons.
Die in diesem Abschnitt beschriebenen SOA-u¨bergreifenden Szenarien zeigen das Po-
tential einer Beru¨cksichtigung verschiedener SOA-Implementierungen in modernen
Lehr- und Lernarragements. Die Konzentration auf eine einzige Implementierung wu¨rde
entweder auf Kosten der Transparenz gehen, da zusa¨tzliche Modifikationen vorhandener
Komponenten erforderlich wa¨ren, oder sogar Komponenten von vornerein ausschließen.
Die bisher vorgestellten Ansa¨tze und Lo¨sungen lassen sich als Bestandteile einer service-
orientierten Umgebung wie etwa einer service-orientierten Universita¨t klassifizieren.
Der Schritt zur Pervasivita¨t dieser Umgebungen kann erst durch weitere Konzepte
vollzogen werden, allem voran die Einbeziehung von Kontextinformationen. Vor allem,
um den Bedarf dieser Funktionalita¨ten fu¨r auf dieser Schrift aufbauende Arbeiten zu
motivieren und erste Lo¨sungsansa¨tze zu pra¨sentieren, wird im folgenden Abschnitt die
Erstellung kontext-basierter Arrangements demonstriert und diskutiert.
5.4 Kontextbasierte Arrangements
Die durch pervasive Umgebungen angestrebte proaktive Unterstu¨tzung eines Nutzers
beim Erreichen seiner Ziele erfordert eine Einbeziehung von Kontextinformationen wie
beispielsweise die Intention des Nutzers. Wie bereits in Abschnitt 3.3 diskutiert gibt es
vor allem drei Ansa¨tze zur Integration von Kontext in SOA-basierte Infrastrukturen:
kontextbasierte Services, Kontextnutzung fu¨r Service-Angebot und -Suche sowie kon-
textbewusste Service-Anpassungen. Obwohl eine umfassende Bearbeitung dieses kom-
plexen Themas nicht im Fokus dieser Dissertationsschrift werden zur Unterstu¨tzung auf
dieser Schrift aufbauender Arbeiten im Folgenden drei Fallstudien betrachtet, die das
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Vorgehen zur Einbeziehung von Kontextinformationen fu¨r die ersten beiden Ansa¨tze
demonstrieren.
5.4.1 Fallstudie: Kontext als Service
In dieser ersten kontextbasierten Fallstudie wird exemplarisch – in Form kontext-
basierter Services – die Integration von Rohkontextlieferanten in eine SOA gezeigt
[Lindemann 08]. Als Lieferanten dienen dabei SunSPOTs [Sun Microsystems 07], mo-
bile Sensorknoten die u¨ber eine an ZigBee angelehnte drahtlose Kommunikationsver-
bindung miteinander kommunizieren. Es existieren zwei SunSPOT-Varianten, die un-
tereinander kommunizieren, die Basisstation und der Sensor. Wa¨hrend die Sensoren
Helligkeit, Temperatur und Beschleunigung in drei Dimensionen messen, dient die
Basisstation als Schnittstelle zwischen Sensoren und anderen Systemen (z. B. han-
delsu¨blichen PCs).
Der Entwurf eines Systems zur Integration der Kontextdaten in eine SOA folgt auf
Provider-Seite wieder dem bereits vorgestellten Vorgehen:
1. Da die SunSPOTs u¨ber eine Java-Platform programmiert werden ko¨nnen, wur-
de im Sinne geringer Komplexita¨t die Java-basierte SOA-Implementierung Jini
verwendet.
2. Als Teildienste wurden die einzelnen Sensorinformationen identifiziert: Somit
gibt es pro Sensor-SunSPOT zuna¨chst drei Dienste: Lieferant fu¨r Helligkeits-,
Temperatur- und Beschleunigungskontext. Zusa¨tzlich wurde fu¨r jeden Sensor-
SunSPOT ein weiterer Dienst identifiziert, der die Signalsta¨rke zwischen dem
Sensor und der Basisstation liefert, wodurch sehr grobe Ortsinformationen abge-
leitet werden ko¨nnten.
3. Sensortypisch sind SunSPOTs ressourcenarm. Daher wurde ein handelsu¨blicher
Windows-PC als Mediator und somit Provider gewa¨hlt, der u¨ber eine angeschlos-
sene SunSPOT-Basisstation mit den einzelnen Sensoren kommunizieren konnte.
4. Die von den verfu¨gbaren Sensor-SunSPOTs gelieferten Sensordaten wurden durch
den Mediator normalisiert und der Zugriff auf den normalisierten Kontext in
Form dreier Jini-Services implementiert. Zusa¨tzlich wurde von der Basisstation
die Signalsta¨rke zu jedem der Sensoren ebenfalls u¨ber einen Jini-Service verfu¨gbar
gemacht. Somit existierten zu jedem Sensor vier Services.
5. Die Jini-Services wurde u¨ber die Jini-Software des Mediators wie in Ab-
schnitt 2.2.3 beschrieben beim Lookup-Service registriert und konnten somit von
mo¨glichen Consumern gefunden werden.
Als Consumer wurde eine Java-Anwendung implementiert, die beim Lookup-Service
registrierte Services findet, konsumiert und die konsumierten Information in einer gra-
fischen Benutzungsschnittstelle darstellt. Diese GUI ist mitsamt der Architektur und

















Abbildung 5.12: Die Integration von speziellen Kontextlieferanten (z. B. Sensoren) erfolgt
u¨ber Mediatoren, die als Provider fungieren.
Diese Fallstudie zeigt, dass der Zugriff auf Sensordaten in Form von Services u¨ber das
gleiche Vorgehen realisiert werden kann, wie die Erstellung anderer Services. Die beson-
dere Sta¨rke von kontextbewussten und auf SOA-basierten Infrastrukturen aufbauenden
Anwendungen wird in den beiden folgenden Fallstudien deutlich.
5.4.2 Fallstudie: Kontextbasierte Stud.IP-Anpassung
Die situationsabha¨ngige Visualisierung von Informationen ist ein Aspekt pervasiven
Verhaltens. Insbesondere in mobilen Szenarien, in denen auch Kleingera¨te mit (im Ver-
gleich zu PCs oder Laptops) sehr beschra¨nkten Anzeigefa¨higkeiten eine wichtige Rolle
spielen, ko¨nnen Kontextinformationen u¨ber die entsprechende Gera¨teklassen genutzt
werden, um die angezeigten Daten an das jeweilige Gera¨t anzupassen.
Im Umfeld einer pervasiven Universita¨t spielen Lehr- und Lernmangementsysteme ei-
ne wichtige Rolle fu¨r die Organisation von Lehrmedien und -veranstaltungen. Diese
Systeme sind selten fu¨r die Nutzung u¨ber mobile Endgera¨te wie Smartphones opti-
miert. Sie ko¨nnen zwar auf derartigen Gera¨ten dargestellt werden, ihre Bedienbarkeit
ha¨lt sich jedoch in Grenzen und gestaltet sich insbesondere fu¨r ungeu¨be Smartphone-
Nutzer schwierig. Beispielsweise erfordert die Bedienung der auf ho¨here Auflo¨sungen
optimierten Webseiten Erfahrungen mit dem Zoomen und das Trainieren von Link-
Beta¨tigungen per Finger. In der folgenden Fallstudie wird die Nutzung des Lehr- und
Lernmanagementsystems Stud.IP auf mobilen Gera¨ten vereinfacht, indem Kontextin-
formationen u¨ber die entsprechende Gera¨teklassen genutzt werden, um den Umfang
und die Darstellung von Stud.IP an das jeweilige Gera¨t anzupassen.
Stud.IP unterstu¨tzt bereits die gezielte Abfrage von Informationen (z. B. U¨bersicht
u¨ber die na¨chsten Lehrveranstaltungen) u¨ber Web Services. Somit muss nicht das ge-
samte Stud.IP-System monolithisch an das Smartphone u¨bermittelt werden, wie es fu¨r
PCs und Laptops u¨blich ist. Es genu¨gt, die in der aktuellen Situation relevanten Infor-
































Abbildung 5.13: Eine kontextbasierte Service-Auswahl ist die Grundlage fu¨r die kontextba-
sierte Stud.IP-Optimierung fu¨r mobile Gera¨te.
und an das anfragende Gera¨t zu u¨bertragen. Abbildung 5.13 illustriert die Funkti-
onsweise eines im Rahmen dieser Arbeit entstandenen Systems zur kontextbasierten
Stud.IP-Nutzung auf mobilen Gera¨ten [Lehsten 10].
Fu¨r diese Fallstudie wurde angenommen, dass die Nutzer an einer Universita¨t u¨ber
internetfa¨hige Mobilgera¨te (Handheld) verfu¨gen, die in der Lage sind, ihren Ort sowie
die aktueller Uhrzeit als Kontextinformationen zu erfassen. Eine Browser-Erweiterung,
die zuna¨chst fu¨r das G1-Smartphone entwickelt wurde, sammelt diese Informationen
zusammen mit der Nutzeridentita¨t (u¨ber einen Login erfasst) und bietet den gesam-
melten Kontext als Service an. Ein Proxy konsumiert die angebotenen Informationen,
loggt sich mit den Nutzerdaten beim traditionellen Stud.IP-System ein und konsumiert
die von Stud.IP angebotenen Services, die einen Bezug zu den registrierten Veranstal-
tungen des Nutzers haben. Weiterhin bestimmt er abha¨ngig von den Ortsinformationen
des Nutzers dessen Position in der Universita¨t (z. B. Geba¨ude). Abha¨ngig von der ak-
tuellen Uhrzeit, den registrierten Veranstaltungen und der Nutzerposition leitet der
Proxy die vermutliche Nutzeraktivita¨t bzw. -intention ab und liefert eine reduzierte
und fu¨r den mobilen Einsatz otpimierte Stud.IP-Version inklusive weiterer hilfreicher
Informationen an den Handheld. Zwei Beispiele fu¨r ein derartiges Verhalten sind:
• Der Nutzer ist in dem Raum einer laufenden oder in Ku¨rze beginnenden Veran-
staltung: Das System zeigt Informationen u¨ber die aktuelle Veranstaltung (z. B.
Lehrmedien).
• Der Nutzer befindet sich auf dem Weg zu einer laufenden oder in Ku¨rze begin-
nender Veranstaltung: Das System zeigt aktuelle Nahverkehrsverbindungen zur































Abbildung 5.14: Die kontextbasiere Jukebox konsumiert Geschmacksprofile von Nutzern, er-
mittelt einen gemeinsamen Musikgeschmack wa¨hlt dann ein dazu passendes Webradio zur
Wiedergabe aus.
Diese Fallstudie zeigt, wie SOA und Kontext fu¨r ein konkretes Szenario an einer perva-
siven Universita¨t genutzt werden ko¨nnen, um den Nutzer zielgerichtet und intelligent zu
unterstu¨tzen ohne ihn mit einer unno¨tigen Funktionsvielfalt zu u¨berfordern. Sie dient
weiterhin als erster Schritt in Richtung einer pervasiven Universita¨t auf Grundlage einer
SOA-basierten Infrastruktur, wie sie von auf dieser Arbeit aufbauenden Forschungen
im Graduiertenkolleg MuSAMA angestrebt wird.
Auch außerhalb des universita¨ren Umfeldes bietet die Kombination einer SOA-
basierten Infrastruktur mit kontextbewusstem Verhalten ein großes Potential
fu¨r nutzerzentrierte, smarte Umgebungen, wie folgende Fallstudie eines SOA-
u¨bergreifenden Systems verdeutlicht.
5.4.3 Fallstudie: Kontextbasierte Jukebox
Die Fallstudie der kontextbasierten Stud.IP-Anpassung hat bereits gezeigt, wie kon-
textbasierte Anwendungen einzelne Nutzer beim Erreichen ihrer Ziele unterstu¨tzen
ko¨nnen. In pervasiven Umgebungen kommen jedoch ha¨ufig mehrere Nutzer zusam-
men und oftmals hat ein kontextbasiertes System es daher nicht mit einem einzelnen
Nutzerkontext zu tun, sondern zeitgleich mit mehreren die sich zudem voneinander
unterscheiden ko¨nnen. Die Fallstudie der kontextbasierten Jukebox ist ein Beispiel fu¨r
eine kontextbasierte Multiuser-Anwendung, die obendrein eine SOA-u¨bergreifende In-
teroperabilita¨t erfordert [Lenz 09].
Wie Abbildung 5.14 verdeutlicht, ist die kontextbasierte Jukebox in der Lage Webradi-
os, die als Web Services zur Verfu¨gung stehen, zu nutzen und den angebotenen Audio-
Stream abzuspielen. Die Radio-Services enthalten neben der Streaming-URL, u¨ber die
der Audio-Stream aufgerufen werden kann, diverse Kontextinformationen u¨ber den
angebotenen Stream. Dazu geho¨ren:
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• Name der Radiostation
• Format des Audio-Streams (z. B. Mp3, AAC+)
• Bitrate des Audiostreams (z. B. 32 kbps, 96 kbps, 128 kbps)
• bedientes Musikgenre (z. B. Klassik, Rock, Schlager, Techno)
Die Jukebox ist fu¨r Broadcast-Szenarien ausgelegt, sie kann somit beispielsweise in
einem Supermarkt, einem Wartezimmer oder einer Flughafenlounge betrieben wer-
den. Ihre Aufgabe ist es, die Menschen im Einzugsgebiet bestmo¨glich zu unterhalten.
Dafu¨r muss sie den jeweiligen Musikgeschmack der Anwesenden abrufen und auswerten
ko¨nnen. Wie Abbildung 5.14 illustriert, wurde davon ausgegangen, dass dieser in Form
eines Geschmacksprofils auf den Blueooth-fa¨higen Mobiltelefonen von Kunden bzw.
Ga¨sten mitgefu¨hrt wird. Bluetooth-fa¨hige Endgera¨te nutzen die SOA-Implementierung
SDP. Somit ist die Jukebox als Web Service Consumer nicht in der Lage, diese nativ zu
konsumerien. Das Konzept des GPAPs wurde daher genutzt, um SDP-Dienste auf Web
Services abzubilden. Diese konnten dann von der Jukebox verwendet werden, um basie-
rend auf dem Musikgeschmack der Anwesenden einen Webradio-Sender auszuwa¨hlen,
der den meisten Personen gefallen sollte. Diese Entscheidung ist das Ergebnis eines
Vergleichs der Webradio-Informationen mit den Geschmacksprofilen der Nutzer sowie
ggf. generellen Pra¨ferenzen (z. B. beruhigende Musik in der Arztpraxis).
Zur Entscheidungsfindung wurden die bekannten Musikrichtungen in einem gerichteten
Baum organisiert. So hatte beispielsweise die Musikrichtung Rock als Subgenre unter
anderem die Musikrichtungen Classic Rock sowie Hard Rock und war selbst ein Subgen-
re der unbenannten Baumwurzel. Durch diese Aufteilung konnten die Geschmacksrich-
tungen ebenfalls in einen korrespondierenden Baum einsortiert werden. Durch jeden
Nutzer mit einer bestimmten Geschmacksrichtung wurde der entsprechenden Musi-
krichtung eine zusa¨tzliche Stimme erteilt. Nachdem Ausza¨hlen aller Stimmen wurde
der Baum rekursiv durchlaufen und das Genre mit der ho¨chsten Anzahl an Stimmen
als gewu¨nschte Musikrichtung ausgewa¨hlt. Die Stimmen fu¨r ein Genre ergeben sich aus
den Stimmen fu¨r es selbst, sowie einer gewichteten Summe der Subgenres. Durch die-
ses Verfahren wurde beispielsweise generelle Rockmusik ausgewa¨hlt, wenn die meisten
Nutzer ein Rock-Subgenre gewa¨hlt haben, sich aber nicht einem gemeinsamen Subgen-
re zuordnen ließen. Weitere Mechanismen, beispielsweise zur spontanen Einbeziehung
neuer Nutzer, rundeten diesen Algorithmus ab [Lenz 09].
Diese kontextbasierte Fallstudie zeigt, dass neben reinen Schlussfolgerungen auf indi-
viduelle Nutzerintentionen auch Entscheidungen getroffen werden mu¨ssen, die bei der
individuellen Betrachtung eines einzelnen Nutzers nicht optimal wa¨ren. Durch die ver-
schiedenen Geschmacks-Services aus dieser Fallstudie wurde ein systematischer Weg
aufgezeigt, verschiedene Kontextquellen zu konsumieren und gegenu¨berzustellen. Die
Entscheidung fu¨r eine gemeinsame Musikrichtung ist zwar im Vergleich zu den komple-
xeren, mehrdimensionalen Nutzerintentionen pervasiver Umgebungen trivial, verdeut-
licht jedoch dass die verschidenen Kontextquellen in einer einheitlichen Form (Services)
zur Verfu¨gung stehen mu¨ssen. Durch die verschiedenartigen Kontextlieferanten einer
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pervasiven Umgebung erfordert dies auch SOA-u¨bergreifende Interoperabilita¨t, wie sie
in dieser Fallstudie herrschte.
Anhand ausgewa¨hlter Fallstudien an der Universita¨t Rostock wurden in diesem Ka-
pitel exemplarische Aspekte der SOA-Einfu¨hrung fu¨r moderne Bildungseinrichtungen
vertieft und verifiziert. Es wurde gezeigt, wie grundlegende universita¨re Dienste als
Services implementiert werden, die SOA-Modularita¨t und -Flexibilita¨t moderne Lehr-
und Lernszenarien fo¨rdert und sogar neue Lehr- Lernparadigmen wie das Immersive
Learning entstehen. Durch SOA-u¨bergreifende Mechanismen, wie den in dieser Ar-
beit vorgestellten GPAP, ist auch die transparente Integration heterogener Lehr und
-Lernnarragements sowie neuer Werkzeuge realisierbar. Abschließend wurde durch ex-
emplarische Kontexteinbeziehung der wichtige Schritt vom Service-orientierten zum





Mit der wachsenden Bedeutung von Mobilita¨t, allgegenwa¨rtigem IT-Zugang und dyna-
mischer Allokation anpassbarer Inhalte ist eine zunehmende Integration von Technolo-
gien des Pervasive Computing in Lehr- und Lernprozesse erkennbar. Moderne Bildungs-
einrichtungen sind mehr und mehr auf demWeg pervasive Institutionen zu werden, eine
Auspra¨gung pervasiver Umgebungen mit auf Hochschulen zugeschnittenen Komponen-
ten und Interaktionsmustern. Somit mu¨ssen sich die mit dem Begriff Pervasive Uni-
versita¨t [Tavangarian 09] bezeichneten Hochschulen neben speziellen organisatorischen
Anforderungen den gleichen Herausforderungen auf infrastruktureller Ebene stellen,
wie andere pervasive Umgebungen.
6.1 Zusammenfassung und erzielte Ergebnisse
Eingebettet in das Graduiertenkolleg Multimodal Smart Appliance Ensembles for Mo-
bile Applications (MuSAMA) analysierte diese Dissertation die infrastrukturellen Her-
ausforderungen fu¨r pervasive Umgebungen im Allgemeinen und pervasive Hochschulen
im Speziellen. Sie bewertete basierend auf dieser Analyse die Eignung heutiger Kommu-
nikationsmodelle als infrastrukturelle Basis zur Erfu¨llung der speziellen Anforderungen
derartiger Umgebungen. Als Ergebnis dieses Vergleiches wird der infrastrukturelle Ein-
satz Service-orientierter Architekturen (SOA) zur Erfu¨llung der wichtigsten Anforde-
rungen motiviert. Dafu¨r waren die modellgegebenen und implementierungsspezifischen
SOA-Charakteristika entscheidend:
• Hard- und Software-Abstraktion
• spontane Komponenteneinbindung
• spontane Komponentenanpassung
• Komponentenverteilung und -migration
• kein Vorwissen u¨ber Infrastruktur und Komponenten erforderlich
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• Laufzeitumgebungen teilweise verfu¨gbar
• gute Skalierbarkeit
• Integration existierender Komponenten mo¨glich
• autonome, kontrollierende Komponenten
Diese Arbeit zeigte jedoch auch die Schwa¨chen und offenen Probleme Service-
orientierter Architekturen auf. Eines dieser Probleme, das insbesondere fu¨r pervasi-
ve Umgebungen hochaktuell ist, ist SOA-Heterogenita¨t. Pervasive Umgebungen setzen
sich heute aus einer Vielzahl unterschiedlicher Komponenten aus verschiedenen An-
wendungsbereichen zusammen. Da sich in den jeweiligen Anwendungsbereichen unter-
schiedliche SOA-Implementierungen wie Web Services, UPnP und SDP etabliert ha-
ben, mu¨ssen pervasive Umgebungen Interoperabilita¨tsmechanismen zur U¨berwindung
der SOA-Heterogenita¨t bereithalten. Nach einer Betrachtung der relevanten SOA-
Implementierungen wurden in dieser Arbeit die bekannten Interoperabilita¨tsansa¨tze




Deren Eignung zur Interoperabilita¨t in pervasiven Umgebungen wurde anschließend
diskutiert und bewertet.
Ergebnis 1: Konzeption und prototypische Implementierung eines systema-
tischen Interoperabilita¨tskonzept
Da die bekannten Ansa¨tze aufgrund unzureichender Systematik vor allem Nachteile
in der Skalierbarkeit und Komplexita¨t haben, wird mit dem Konzept der Zentralen
Vereinheitlichung [Zender 10a] ein systematischer Interoperabilita¨tsansatz vorgestellt,
der sich auf die Nutzung einer integrierten Meta-Sprache stu¨tzt. Da dieser Ansatz die
systematische Integration SOA-spezifischer Syntax- und Prozesscharakteristika erfor-
dert, sind entsprechende Strategien fu¨r SOA-spezifische Plugins essentieller Bestandteil
des systematischen Interoperabilita¨tskonzeptes. Die entwickelten Strategiegen wurden
im Rahmen des, in dieser Dissertation entwickelten, Service-Layers fu¨r die zentrale in-
frastrukturelle GPAP-Komponente implementiert. Dieser ist als infrastruktureller Ko-
ordinator einer pervasiven Umgebung in der Lage, zwischen verschiedenen Gera¨ten
und Anwendungen sowohl auf Netzwerk- als auch auf Service-Ebene zu vermitteln und
steigert somit die Zuverla¨sigkeit, Robustheit und Effizienz pervasiver Kommunikation.
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Ergebnis 2: SOA-Klassifikation und Entscheidungshilfe zur Pluginentwick-
lung
Im Rahmen dieser Dissertation wurden die wichtigsten SOA-Implementierungen im
Hinblick auf fu¨r die Interoperabilita¨t relevante Kriterien klassifiziert. Fu¨r die einzelnen
Klassen wurden Strategien zu deren Integration in das entwickelte Konzept konzipiert.
Diese werden in Form dedizierter Plugins umgesetzt. Um die zuku¨nftige Entwicklung
dieser Plugins zu erleichtern und somit zu fo¨rdern, wurde eine Entscheidungshilfe zur
Klassifikation einer konkreten SOA-Implementierung und der Entscheidung fu¨r eine
entsprechende Plugin-Variante erarbeitet.
Ergebnis 3: Konzeption und Durchfu¨hrung richtungsweisender Fallstudien
an einer pervasiven Universita¨t
Die Bedeutung und das Potential der erzielten Ergebnisse wurde im Rahmen dieser Ar-
beit fu¨r moderne Hochschulen aufgezeigt. Im Rahmen mehrerer konkreter und durch
prototypische Implementierungen unterlegter Fallstudien erarbeitete diese Dissertati-
on den Mehrwert einer Service-orientierten Universita¨t als infrastrukturelle Grundlage
der Pervasiven Universita¨t und evaluierte die vorgestellten Konzepte und Lo¨sungen
[Zender 09a]. Neben der Bereicherung traditioneller Lehr- und Lernarrangements er-
geben sich durch die in dieser Arbeit entstandenen Zuwa¨chse hinsichtlich Dyna-
mik und Transparenz vo¨llig neue, innovative Arrangements wie die Immersive Lehre
[Zender 10a].
6.2 Ausblick und weiterfu¨hrende Fragestellungen
Diese Dissertation ist ein erster Schritt in Richtung systematischer und auf Pervasivita¨t
ausgerichteter SOA-Interoperabilita¨t. Es gibt in vielen Bereichen dieser Arbeit noch
Baustellen und offene Fragestellungen, die weiterer Aufmerksamkeit bedu¨rfen und diese
im Rahmen des Graduiertenkollegs MuSAMA auch erhalten. Im folgenden werden die
wichtigsten Themen heraus gegriffen, um sowohl den Forschungsbedarf als auch die
entscheidende Ingenieursarbeit zielfu¨hrend zu lenken.
Neben der Integration weiter SOA-Implementierungen in die Service-Ebene das GPAPs
ist in den kommenden Jahren ein besonderer Fokus auf die Interoperabilita¨t der Service-
Nutzung und deren Beru¨cksichtigung durch die Zentrale Vereinheitlichung zu richten.
Dies war aufgrund des geringen Spektrums der Nutzungsmechanismen (meist nicht spe-
zifiziert, in den meisten anderen Fa¨llen SOAP-basiert) im Vergleich zu den Discovery-
Mechanismen nicht Schwerpunkt dieser Arbeit. Dennoch darf dieses Thema auch im
Sinne der Erweiterbarkeit um weitere SOA-Implementierungen und der damit verbun-
denen Zukunftsfa¨higkeit des entwickelten Konzeptes nicht vo¨llig vernachla¨ssigt werden.
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Der zentrale gemeinsame Nenner der Service-Beschreibungen aller SOA-
Implementierungen ist die Verwendung eines Typen als Grundlage fu¨r den se-
mantischen Vergleich von Services sowie deren Suche. Im Rahmen der vorliegenden
Arbeiten wurde auch in der STiL ein Attribut stilType eingefu¨hrt. Dieser wird
anhand einer schlu¨sselwortbasierten Zuordnung aus den implementierungsspezifischen
Service-Typen abgeleitet. Diese Lo¨sung ist in Anbetracht des sematischen Interpreta-
tionsspielraumes leider nur unzureichend praktikabel. Im Zuge weiterer Arbeiten sollte
daher in eine semantisch ausgereiftere Methode konzipiert und implementiert werden.
Dabei erscheinen vor allem Ontologie-basierte Ableitungen als vielversprechend.
Weiterhin wurden in dieser Dissertation die Bedeutung und das Potential von Kon-
textinformationen fu¨r SOA-basierte pervasive Umgebungen betrachtet. Diese Infor-
mationen ko¨nnten beispielsweise genutzt werden, um wa¨hrend des Service Discovery-
Prozesses die gefundenen Service-Beschreibungen im Hinblick auf ihre Performance,
Robustheit oder allgemeine Eignung fu¨r das jeweilige Anwendungsszenario zu bewerten.
Als Ergebnis ko¨nnte nur die Beschreibung des “besten” Services oder etwa ein Service-
Ranking zuru¨ckgeliefert werden. Allerdings erfordern derartige Funktionalita¨ten eine
weitere und mo¨glichst automatische Anreicherung der STiL-Descriptions mit Kontex-
tinformationen. Die Fragen nach der Art der Kontext-Allokation, der kontextuellen
Service-Beschreibung und der Auswertung dieser Information wa¨hrend des Service-
Discovery sollte Thema weiterer Arbeiten auf diesem Gebiet sein.
Die vorliegende Arbeit behandelt vor allem die grundlegenden Fragen, Probleme
und Herausforderungen SOA-basierter Umgebungen im Allgemeinen und deren Un-
terstu¨tzung durch SOA-Interoperabilita¨t im Speziellen. Darauf aufbauende und beglei-
tende Fragen wie etwa die Sicherheitsmechanismen in derartigen Umgebungen lagen
nicht im Fokus dieser Arbeit, sind jedoch Thema im Graduiertenkolleg MuSAMA.
Zwar bringen einige SOA-Implementierungen eigene Sicherheitsmechanismen mit, die
Frage nach der U¨bertragbarkeit dieser Lo¨sungen auf SOA-u¨bergreifende und pervasive
Szenarien bedarf jedoch weiterer Forschung und sollte in weiterfu¨hrenden Arbeiten mit
hoher Priorita¨t betrachtet werden.
Der Weg traditioneller Hochschulen zur Pervasiven Universita¨t fu¨hrt auf infrastruk-
tureller Ebene u¨ber die SOA-Einfu¨hrung. Diese gestaltet sich aufgrund der oftmals
proprieta¨ren IT-Einzello¨sungen im universita¨ren Umfeld nicht immer einfach. Hier ist
in den na¨chsten Jahren ein Aufbrechen der monolithischen Softwarekomponenten er-
forderlich. Im Einzelfall muss dabei gekla¨rt werden, welche Teilkomponenten wie als
Services angeboten werden sollten und ob einzelne Funktionalita¨ten und Inhalte auch
von externen Dienstleistern (z.B. anderen Bildungseinrichtungen) integriert werden
ko¨nnen. Neben neuen Prozessmodellen fu¨r die Interaktion zwischen internen und ex-
ternen Services sowie SOA-freien Komponenten ist auch ein Umdenken und Kooperati-
onsbereitschaft von Seiten der Verantwortlichen fu¨r universita¨re Lo¨sungen erforderlich.
Der Paradigmenwechsel von der Notebook-Universita¨t zur Pervasiven Universita¨t steht
nach wie vor noch am Anfang. Dennoch ist dieser Web zwingend erforderlich und klar
erkennbar. Er wird weiterhin durch diverse Projekte an den einzelnen Hochschulen und
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1. Mit der wachsenden Bedeutung von Mobilita¨t, allgegenwa¨rtigem IT-Zugang und
dynamischer Allokation anpassbarer Inhalte ist eine zunehmende Integration von
Technologien des Pervasive Computing in Lehr- und Lernprozesse erkennbar.
2. Die (teils konstruktive) Erschließung von Lehrinhalten durch virtuelle Welten hat
ein hohes Potential, den individuellen Lernprozess zu unterstu¨tzen.
3. Immersive Lehre verbindet systematisch die Lehr- und Lernparadigmen der virtu-
ellen und der Pra¨senzlehre und bereichert somit beide Paradigmen um Werkzeuge
und Medien des jeweils anderen.
4. Das Service-orientierten Architekturen zugrunde liegende Broker-Modell ist ei-
ne geeignete infrastrukturelle Grundlage fu¨r pervasive Umgebungen, da es dem
Großteil der aus Dynamik und Mobilita¨t resultierenden Anforderungen gerecht
wird.
5. Dynamische pervasive Umgebungen bestehen aus Komponenten unterschiedli-
cher Anwendungsbereiche. Mit der Vielzahl der Anwendungsfelder stehen der-
artige Umgebungen vor einer SOA-Heterogenita¨t, die systematische Interopera-
bilita¨tsansa¨tze erfordert.
6. Von den existierenden Interoperabilita¨tsansa¨tzen ist die Zentrale Vereinheitli-
chung sowohl funktional als auch im Hinblick auf die Effizienz fu¨r pervasive Um-
gebungen zu bevorzugen.
7. Die Strategien zur funktionalen und syntaktischen Integration verschiedener SOA-
Implementierungen in das Konzept der zentralen Vereinheitlichung ko¨nnen in
Form vom Discovery-, Provision-, und Broker-Plugins umgesetzt werden.
8. Die Nutzung von Kontextinformationen hat das Potential, die Service-Auswahl
nach dem Service Discovery-Prozess einer SOA zu erleichtern und zusa¨tzliche
Service-Funktionalita¨ten zu realisieren.
9. Welche Informationen als Kontext fu¨r eine Anwendung relevant sind, ha¨ngt wie-
derum vom Kontext der Anwendung ab. Daher fu¨hrt diese Dissertation keine
allgemeingu¨ltige Blaupause sondern ein generelles Vorgehensmodell ein.
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10. Zur Integration von Kontext in SOA-basierte Infrastrukturen stehen kontextba-
sierte Services, eine Kontextnutzung fu¨r Service-Angebot und -Suche sowie kon-
textbewusste Service-Anpassungen zur Verfu¨gung.
11. Peer-to-Peer-basierte Communitys sind Hierarchie-basierten Communitys in Be-






<?xml version="1.0" encoding="UTF -8"?>
<schema targetNamespace="http: //www.musama.de/STiL"
elementFormDefault="qualified"




<element name="request" type="tns:serviceRequest"></element >




<attribute name="version" type="string"></attribute >
</complexType >




































<element name="stilType" type="string" maxOccurs="unbounded"
minOccurs="1">
<annotation >
<documentation >STiL service type</documentation >
</annotation >
</element >
<element name="friendlyName" type="string" maxOccurs="1"
minOccurs="0">
</element >























Protocol , that can be used to communicate with









Address (e.g. URL), to access the service.
</documentation >
</annotation >













To describe the service for special scopes (e.g.













<attribute name="provider" type="string" use="required">
<annotation >
<documentation >
Address of the device , providing this Service (e.g.









<documentation >Fehlercode </documentation >
</annotation ></attribute >




























































AAC Advanced Audio Coding
API Application Programming Interface
CORBA Common Object Request Broker Architecture
DFG Deutsche Forschungsgemeinschaft
DNS Domain Name System
DNS-SD Domain Name System Service Discovery
DPWS Device Profiles for Web Services
GENA General Event Notification Architecture
GPAP General Purpose Access Point
GPRS General Packet Radio Service
GPS Global Positioning System
GRK Graduiertenkolleg
GUI Graphical User Interface
HTML Hypertext Markup Language
HTTP Hypertext Transfer Protocol
IP Internet Protocol
IPP Internet Printing Protocol
ISBN International Standard Book Number
ISO International Organization for Standardization
IT Information Technology
LLMS Lehr- und Lernmanagementsystem
JDK Java Development Kit
JVM Java Virtual Machine
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mDNS Multicast Domain Name System
MP3 MPEG-1 Audio Layer 3
MuSAMA Multimodal Smart Appliance Ensembles for Mobile Applications
OSDA Open Service Discovery Architecture
OSGi Open Services Gateway initiative
OSI Open Systems Interconnection
P2P Peer-to-Peer
PAN Personal Area Network
PDF Portable Document Format
PTR Pointer (DNS)
RMI Remote Method Invocation
SDP Service Description Protocol
RFC Requests for Comments
SL Second Life
SLP Service Location Protocol
SOA Service-oriented Architecture
SOAP Simple Object Access Protocol
SRV Service (DNS)
SSDP Simple Service Discovery Protocol
STIA Service Technology Independence Architecture
STiL Service Technology-independent Language
SunSPOT Sun Small Programmable Object Technology
TCP Transmission Control Protocol
TXT Text (DNS)
UDP User Datagram Protocol
UDDI Universal Description, Discovery and Integration
UMTS Universal Mobile Telecommunications System
UPnP Universal Plug and Play
UPnP-AV UPnP Audio and Video
URI Uniform Resource Identifier
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USQL Unified Service Query Language
UUID Universal Unique Identifier
VLE Virtual Learning Enwironment
W3C World Wide Web Consortium
WLAN Wireless Local Area Network
WSDL Web Service Description Language
WSI Web Service Inspection
WSIL Web Service Inspection Language
XML Extensible Markup Language
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