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ABSTRACT
Hegde, Ganesh K. Ph.D., Purdue University, December 2013. Modeling the Atomic
and Electronic Structure of Metal-Metal, Metal-Semiconductor and Semiconductor-
Oxide Interfaces. Major Professor: Gerhard Klimeck.
The continuous downward scaling of electronic devices has renewed attention on
the importance of the role of material interfaces in the functioning of key components
in electronic technology in recent times. It has also brought into focus the utility of
atomistic modeling in providing insights from a materials design perspective. In this
thesis, a combination of Semi Empirical Tight-Binding (TB), first-principles Den-
sity Functional Theory and Reactive Molecular Dynamics (MD) modeling is used to
study aspects of the electronic and atomic structure of three such ’canonical’ material
interfaces - Metal-Metal, Metal-Semiconductor and Semiconductor oxide interfaces.
An important contribution of this thesis is the development of a novel TB model
of the electronic structure of industrially relevant metals such as Cu, Ag, Au, Al. The
model has been validated for accuracy and transferability against DFT calculations
and has been integrated into the industry standard Nano Electronic MOdeling Tool
5 (NEMO5) simulator. In this thesis, the model has been used to provide insight into
the role of quantum mechanical confinement, grain orientation in the conductivity
degradation of polycrystalline Cu interconnects. The use of homogeneous compressive
strain in improving the conductivity of copper has also been studied using this model.
The impact of interface chemistry on the electronic structure of Cu-Si interfaces
has been investigated using Reactive MD and DFT transport calculations. Strong
Fermi Level Pinning (FLP) is seen at these interfaces independent of doping con-
centrations providing theoretical support for the Metal-Induced Gap States (MIGS)
model in describing FLP at Metal-Si interfaces.
xvii
A DFT reaction pathway approach has been used to provide theoretical insight
into exprimentally observed anisotropy in III-V - Atomic Layer Deposited (ALD)
Al2O3 N-Metal Oxide Semiconductor (NMOS) device performance with changes in
device substrate orientation from (111)A to (111)B. The significant di↵erence in even-
tual interface chemistry on the respective surfaces leads to radically di↵erent electronic
structures and correlates well with observed experimental anisotropy in device per-
formance.
11. INTRODUCTION
Some of the most important properties of materials relevant to current electronic
technology exist solely because of, or are strongly influenced by the presence of solid
interfaces. Examples of material interfaces critical to technology abound. The unique
properties of semiconductor-oxide interfaces are responsible for the operation of the
transistor that forms the basis of modern-day electronics [1]. The role of interfaces be-
tween metallic grains and liner layers in the reduction of the conductivity in polycrys-
talline metallic lines is another well known interface problem of current interest [2].
Yet another example is the crucial role of Metal-Semiconductor Schottky interface
barriers in determining the total electrical resistance of logic devices [3]. In contrast
to their apparent importance to technology, our understanding of even basic material
interfaces such as free surfaces and grain boundaries remains limited.
As devices continue to scale downward in size, the influence of material inter-
faces in the functioning of devices becomes even larger. A number of technologically
relevant research questions remain in the theoretical modeling of interface systems
identified above. The aim of this chapter is to give a general overview of the interface
issues mentioned above, while identifying open research questions. The contribution
of this thesis towards addressing these open questions is also briefly outlined.
1.1 Metal interfaces
A large share of the modeling e↵ort in semiconductor technology goes into opti-
mizing existing devices, searching for new devices or new switching paradigms. Low
power switching devices have received a lot of attention in recent years; spin torque
devices [4], band-to-band tunnel FETs [5] and junction-less transistors [6] (among
others) have been proposed to reduce power dissipation while still maintaining or
2improving upon existing performance levels. This attention on transistors, however
serves to deflect attention from the single largest source of power dissipation in a
microprocessor - local and global metallic interconnects.
In a detailed study on microprocessor power estimation, a research team from
Intel found [7] that more than 50% of the dynamic power drawn from the source
is dissipated in local and global interconnects. This power dissipation percentage is
projected to rise in the years to come, with more than 65-70% of dynamic power
being dissipated in local and global interconnects. The increase in contribution from
interconnects is due to the well-known degradation of metallic conductivity with a
decrease in chip dimensions [2].
Understanding the causes of the conductivity degradation, finding their relative
contribution to the conductance degradation in existing interconnect materials and
being able to compare this degradation across materials is critical in order to find
mitigative solutions. Presently the following interface scattering mechanisms are
considered to be chiefly responsible for conductance degradation in polycrystalline
metallic interconnects [2].
• Scattering at the interface between metallic grains (Grain boundary scattering)
• Scattering at the air-metal interface (Surface and Surface Roughness scattering)
• Scattering at the interface between interconnect and low resistivity di↵usion
barrier (made of Ta, TaN, Ru, W) used to prevent interconnect material from
di↵using into the dielectric (Liner layer scattering)
From the point of view of this thesis, it is important to note that all the causes
of degradation are interface e↵ects. The importance of the conductivity degradation
problem can be evidenced from the fact that successive editions of the International
Technology Roadmap for Semiconductors [2] have marked the problem as one with
no known or foreseen mitigative solutions.
Experimental e↵orts in finding mitigative solutions have been complimented theo-












Fig. 1.1. Schematic sketch of a polycrystalline Cu structure. Di↵erent
colors indicate di↵erent crystalline orientations perpendicular to the
plane of the paper, similar to data obtained from Electron Backscat-
ter Di↵raction experiments. The complicated polycrystalline struc-
ture can be viewed as an equivalent resistive network with ballistic
resistances per unit length R as shown on the right in the absence of
other scattering mechanisms
su↵er for serious shortcomings that limits their usefulness in assisting exerimental ef-
forts at addressing the conductivity degradation problem. A brief overview of these
models and their shortcomings is given below for the sake of completeness.
1.1.1 Existing Semi-classical models of conductance degradation and their
limitations
Semi-classical theoretical models of conductivity degradation in metals are largely
derived from the seminal early work of Fuchs [8] and Sondheimer [9] [F-S] on surface
scattering and Mayadas and Shatzkes [10] [M-S] on grain boundary scattering in thin
metallic films.
4Ohms Law
The simplest model of resistance degradation is Ohms law (R = ⇢l/A). According
to this model, the resistance of a wire sample increases per unit length if the wire cross-
section is scaled down to keep pace with minimum feature length scaling. Ohms Law
however, fails to account for the finite resistance of small molecules. The resistivity
parameter ⇢ is assumed to be an average constant value for a given material. This
assumption fails for ultra-thin metal films and ultra-scaled nanowires where the film
thickness is comparable in magnitude to the electron mean free path.
Fuchs-Sondheimer (F-S) model for surface scattering
The Semi-classical models of Fuchs and Sondheimer [9] [8] have been widely used
for several decades to model the e↵ect of the surface on the resistivity of thin metallic









Here ⇢and ⇢0 represent the resistivity of the material in film and bulk form respec-
tively. w is the thickness of the thin film and l is the mean free path of the bulk
material. p is the so-called specularity parameter that ranges between 0 and 1 cor-
responding to fully di↵used transport and perfect mirror-like reflection with zero
momentum loss respectively.
Mayadas and Shatzkes (M-S) Model for grain boundary scattering
Mayadas and Shatzkes [10] built upon the F-S model above and introduced a
widely used model based on Boltzmann transport that gave the dependence of total
resistivity on grain boundary scattering and surface scattering. The resistivity of a















where ⇢g is the resistivity of the thin film with grain boundary scattering. The






where l is the mean free path of the electron and R is the reflectivity coe cient
describing the fraction of electrons not scattered by potential barrier at the grain
boundary. d is the average grain diameter and can be assumed to be the smaller of
the width or height dimension
Other Semi-analytical Models
The models presented above are considered canonical in the literature on scat-
tering and transport in metal thin films. A more detailed survey of semi-empirical
models is given in Josell [11] et al. Sambles [12] has also given an excellent account
of post-M-S semi-empirical models and has also traced the pitfalls of applying semi-
empirical models to experimental data.
Even until very recently, newer versions of these models with improved fits to
experimental data have been published in literature [13]. The following features are
common to all semi-analytical models based on the F-S and M-S models.
• Use of empirical averaged parameters such as specularity p, Reflectivity R and
average grain diameter d.
• Assumptions regarding the nature of grain boundaries - The grain boundaries
are assumed to be perpendicular to the film surface in a direction orthogonal
to the direction of transport. They are also assumed to contribute a delta-like
potential at each grain boundary.
6• Assumption regarding nature of angular momentum along direction of propa-
gation - The M-S model assumes that the wave vector along direction of prop-
agation is conserved.
These features in turn, are also responsible for the limitations of semi-classical
models in providing guidelines from a materials design perspective. The averaging of
parameters leads to a loss of atomistic information that may be crucial in designing
mitigative solutions.
Another common pitfall in the usage of semiclassical models is a conflict in in-
sight on the relative importance of factors governing conductivity degradation. For
instance, Steinhogl et al. [14] [15] report a model that gives excellent fits to con-
ductivity of metallic wires in the mesoscopic regime with grain-boundary scattering
dominating for wire thickness in the sub-50 nm regime. This conclusion conflicts with
that of Graham et al. [13], who report a conductivity degradation that is dominated
by surface and line-edge roughness scattering in the sub-50 nm regime, also with
excellent fits to experiment.
1.1.2 Recent developments in quantum mechanical modeling of transport
in metallic wires and films
The drawbacks in semi-classical models mentioned previously indicate the need for
a more complete understanding of factors causing degradation of conductivity. Several
open questions still remain unanswered by semi-classical models. For instance
• What is the relative contribution of scattering at grain boundaries and at sur-
faces? Which mechanism dominates at relevant length scales?
• Are averaged parameters su cient in describing conductivity degradation? Does
the grain-size distribution play a role in conductivity degradation?
• How does interconnect aspect ratio or shape a↵ect conductivity of Cu?
7• What is the e↵ect of strain on conductivity of Cu?
• What is the quantitative contribution of the di↵usion-barrier interface to con-
ductivity degradation?
• Are there alloy candidates that exhibit better conductivity than pure Cu?
Detailed quantum mechanical models of metallic conduction can provide answers
to these pressing questions. Simulating quantum transport for large system sizes,
however, was considered prohibitively time consuming on account of the large spa-
tial extent of the interconnects in previous technology generations. Continuous im-
provements in computing power, coupled with continuous scaling of interconnect di-
mensions have now brought average grain sizes down to the thickness of nanowire
interconnects in the damascene process. Additionally, new experimental techniques
have enabled the growth of single crystal metallic nanowires [16] [17] with diameters
as small as 0.4 nm. It is therefore not unfeasible to carry out accurate, realistic and
fully quantum mechanical simulations of transport for such structures.
To determine the extent to which fully quantum mechanical modeling has been
used in this field, a detailed survey of existing ab  initio Density Functional Theory
(DFT) modeling work in the literature has been carried out. The issue of scattering
at grain boundary interfaces and at the barrier interface has been explored using
DFT+Non-Equilibrium Greens Function (NEGF) calculations by Feldman et al [18].
Here, the authors determined the reflectivity parameter R for single grain bound-
ary structures and compared it with the value obtained from the Mayadas-Shatzkes
model. Kharche et al. [19] and Zhou et al. [20] have carried out an ab-initio DFT
investigation of ballistic transport properties of Cu nanowires. Ke et al. [21] [22] have
carried out a DFT+NEGF calculation to determine the e↵ect of surface roughness
on the resistance of thin films.
Although the aforementioned articles have provided important insights into metal-
lic conduction at nanometer dimensions, they su↵er from the DFT system size bot-
tleneck. Thus, they are limited to a maximum system size of about 1800 atoms [21].
8This problem is exacerbated if one generalizes investigations to non-periodic systems.
As shown in Figure 4.1, a polycrystalline sample can be thought of as a resitive net-
work with each individual grain contributing a resistance that depends on its relative
dimensions and orientation. In the extreme case, one can view individual grains as
quantum dots separated by a barrier potential at grain boundaries. The computa-
tional e ciency of DFT calculations degrades significantly in non-periodic systems
due to a higher burden on self-consistency in such systems [23] [24].
Finally, in spite of the advantages of having a full quantum mechanical solution,
a systematic exploration of the e↵ect of size, orientation, confinement and similar
degrees of freedom on fundamental transport parameters such as Density of States
(DOS) has not been carried out in DFT modeling literature on this topic.
1.1.3 Contribution of this thesis
In response to some of the shortcomings of DFT models of metallic conduction
at realistic sizes, a novel semi-empirical Tight Binding framework useful for studying
conduction in metals has been developed as a central contribution of this thesis. The
method has been developed using a novel mapping from DFT to TB using information
from the DFT momentum resolved Local DOS at atomic sites. The model overcomes
the limitations of several contemporary TB models in key requirements of transfer-
ability to a variety of bonding situations and physical transparency. In addition, it
has an accuracy comparable to DFT while retaining a 1st/2nd Nearest Neighbor TB
approach that is highly computationally e cient.
Chapter 2 details the methodology and some initial results from this framework
applied to the following
• Ballistic conductance of Cu nanowires and their dependence on orientation
• The invariance of Cu DOS with dimensionality and its implications for grain
boundary scattering.
9• The e↵ect of strain on Cu conductivity.
Even initial investigations using this model have easily scaled to non-periodic
system sizes of up to 4000 atoms. Simulations on systems of even larger sizes are
presently being carried out. The TB framework developed above is also being applied
to study the e↵ect of alloying on the conductivity of Cu and transport across Cu-Si
and Cu-Ta interfaces. A set of TB parameters optimized in the new model suitable
for studying electronic transport in Cu, Ag, Al and Au has been included in the
appendices.
1.2 III-V Semiconductor-ALD oxide interfaces
Si MOSFET Technology, which by conservative estimates had 2008 worldwide
sales of $250 billion, is the dominant semiconductor technology [25] in the electronics
industry. By contrast, the combined sales of all compound semiconductors in 2008
totaled $20B. The reason Si has remained the dominant technology for a long time is
because Si is cheap, abundant and technology developers have relentlessly optimized
the electrical characterisitics of the oxide-Si interface.
A conservative calculation for a planar transistor with a channel length of 22 nm
and a Gate-Source voltage Vgs of 1 V reveals that the inversion layer is formed in Si
in a region near the interface that is less than 1 nm thick [26]. Clearly, good interface
properties are a pre-requisite for the formation of this inversion layer. Chief amongst
those properties are thermodynamic stability to maintain structure on the application
of repeated processing steps and an interface trap density of about 1010 per cm2. The
use of dielectrics such as SiO2 and HfO2 on Si accompanied by passivation of dangling
Si bonds at the interface satisfy these key requirements.
1.2.1 Fermi Level Pinning
Attempts to re-create the Si-oxide formation process on III-Vs by growing a na-
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Fig. 1.2. Comparison (left to right) of Ideal MOS operation to oper-
ation in the presence of charge traps at the interface. Figures have
been modified from the original, courtesy of Min Xu
instability of native III-V oxides and a high density of interface traps at the resul-
tant semiconductor-oxide interface. The presence of a high density of interface traps
presents problems in transistor operation. Termed Fermi-Level Pinning (FLP), this
phenomenon refers to the presence of a large density of interface traps in the band gap
of the semiconductor. The presence of a large number of allowed states in the band
gap draws electrons (or holes, depending on the doping and location of the Charge
Neutrality Level) into these states presenting a permanently ON (OFF) state that
is impervious to Gate voltage control (Band Diagram in Fig 1.2). Since the Gate
voltage is no longer able to control the modulation of the bands relative to Fermi
Level, it is said to be pinned at certain energy.
FLP also manifests itself at the interface between metals and semi-conductors
leading to the invariance in the Schottky barrier height versus metal work function.
Given that the same phenomenon manifests itself at two di↵erent interfaces suggests
that the same physics might be applicable at both sets of interfaces. FLP has been an
intensely studied and debated topic with at least 6 distinct models, being proposed to
explain the wealth of experimental data that was generated to probe this phenomenon
[27] [28] [29] [30] [31] [25]
11
Among the early models, the E↵ective Work Function Model (EWF) of Freeouf et
al. [28] was the only one that did not consider FLP to be an intrinsic property. As it
shall be explained later on in this chapter, recent experimental data unambiguously
demonstrates that FLP depends strongly on the specific chemistry at the interface.
1.2.2 Recent developments in the field of III-V semiconductor/high-k
dielectrics
A comprehensive overview of the current status in this field has been provided by
Ye and Oktyabrsky [25] and Wallace et al. [32]
Post-millennial developments in the field of oxide deposition by Atomic-Layer
Deposition have resulted in a growing variety of III-V NMOS devices that have shown
performance comparable to Si (ON currents of   1 mA/mm) [33] [34]. The self-
limiting nature of the ALD oxide deposition process [35] permits atomically sharp,
layer-by-layer deposition of the oxide. Additionally, the self-cleaning e↵ect [36] in
ALD deposition of oxides that preferentially removes As-oxides is held responsible
for the stellar (compared to earlier generations of III-V devices) performance of ALD
based III-V oxide interfaces as compared to their native-oxide counterparts.
In spite of the reduction in the number of interface traps and even interface for-
mation, FLP at III-V/high-k oxide interfaces still seems to be an unresolved issue
in literature. A majority of the recent experimental and theoretical literature has
converged on As-As species and Ga dangling bonds at the interface [31] [37] [38] [39]
as being the root cause of the Fermi-Level Pinning problem at these interfaces. Yet,
a number of unresolved troubling questions remain unanswered. For instance
• Barring only very recent experimental X-Ray Photoemission Spectrum (XPS)
studies that have revealed that substantial As-Al bonding exists at such in-
terfaces [40], the role of As-Al bonds in FLP has remained under-investigated
in experimental literature. The role of As-Al bonding is important since As
preferentially bonds with Al due to its large electronegativity di↵erence [41].
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• Besides the molecular dynamics studies of Houssa et al. [42] the role of strain
on eventual electronic structure at III-V interfaces remains under-investigated
theoretically and experimentally.
• The role of likely experimental interface chemistry as opposed to a theoretically
possible interface chemistry needs to be clarified. For instance, Lin et el. [37]
have provided theoretical evidence for FLP due to As-As dimers at GaAs(111)
interfaces that may exist, while altogether neglecting As-Al bonding at these
interfaces that has been shown to exist even at low As-coverage (100) interfaces
[40].
1.2.3 Contribution of this thesis
In this thesis, an attempt is made to explain the unusual, order of 5 di↵erence in
FLP behavior on NMOS devices fabricated on GaAs(111) A and B substrates [43] [44].
In contrast with some explanations in literature as to why this behavior occurs, this
work aims to o↵er an additional possibility for the source of FLP that strain in the
interface region and As-Al bonding can lead to interface states and cause severe FLP.
This work is discussed in detail in chapter 5.
1.3 Metal-Semiconductor Interfaces
The total power dissipated in a semiconductor device can be viewd as a sum of
the power consumed at its various interfaces. These include
• The power dissipated during the charging and discharging of the Gate-Oxide-
Semiconductor Capacitor. This term is denoted as the active power
• The power dissipated due to leakage and shunt parastitic capacitances called
leakage or parasitic power.
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• The power dissipated as an electron crosses the potential barrier at the metal
contact-drain or metal contact-source junction.
An important consequence of the continued downscaling of devices is the increased
proportion of the parasitic power and power dissipated at the metal-source/drain
junction. One reason for this is that device scaling has usually implied reduction in
the active dimension of the conducting channel. The relative sizes of the lead junctions
have not moved with the same proportionality ratio. In fact, the proportion of power
contributed at the contact junction has increased to the point where it is comparable
to the active power dissipated [2]. The contact-drain-source junction is consequently
a natural candidate for engineering to ensure lower overall power dissipation.
The electronic structure of the Metal-Semiconductor (M-S) interface and its e↵ect
on electronic transport through the interface have been intensely studied in solid-
state literature. The most important figure-of-merit related to electron transport
through a Metal-Semiconductor interface is the Schottky Barrier Height. The Figure
1.3 shows the formation of an ideal, classical Schottky Barrier, in which the barrier
height depends only upon the metal work function  M , the semiconductor
The classical picture shown in Figure 1.3 is a highly idealized situation that is
almost never encountered in material combinations in practice and has a number of
problems.
• Experimental barrier heights at M-S interfaces seldom follow the Mott-Schottky
rule.
• The band gap variation with position is shown to be constant up to the interface.
This goes against finding of most Fermi pinning models that show the presence
of states in the band gap at the interface.
• The e↵ect of interface chemistry on the potential profile cannot be known from
this idealized picture.
Once the Schottky barrier height is obtained the tunnleing and theormionic cur-
rent current components at the interface are calculated [45].
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Fig. 1.3. Formation of a Ideal Schottky Barrier between a semicon-
ductor and metal (a) before and (b) after contact. Figure is courtesy
of Kaspar Haume
1.3.1 Contribution of this thesis
In order to obtain predictive insight into materials combinations and chemistries
favorable for electronic transport in the low power regime, one must move beyond
semi-classical schemes. In this thesis, the e↵ect of interface chemistry on electronic
transport through Cu-Si interfaces is explicitly studied by using the following tech-
nique
• Reactive Molecular Dynamics (MD) simulations using the Reactive Force Field
[46] are carried out to determine the ground state interface chemistry for a
variety of Cu-Si interfaces.
• The ground state interfaces obtained in MD are then used to study electronic
transport atomistically using transport in the Non-Equilibrium Greens Function
Formalism [47] using a DFT Hamiltonian.
The e↵ect of interface chemistry on the potential profile and the eventual electronic
structure is therefore explicitly captured in this technique.
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The rest of this thesis document is organized as follows. Chapter 2 and 3 contain
the details of the Tight Binding model developed for studying electronic transport
at metal interfaces, metal alloys and strained metallic structures. In chapter 4, this
model is employed to gain insight into the degradation of Cu conductance with quan-
tum mechanical confinement and transport orientation and its improvement using
compressive homogeneous strain. Chapter 5 contains the details of the work done on
III-V/ALD Oxide interfaces. Chapter 6 deals with the modeling of M-S interfaces.
Finally, the most important messages that emerge from the work done in this thesis
are summarized and the thesis is concluded.
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2. AN ENVIRONMENT-DEPENDENT
SEMI-EMPIRICAL TIGHT BINDING MODEL SUITABLE
FOR ELECTRON TRANSPORT IN BULK METALS,
METAL ALLOYS, METALLIC INTERFACES AND
METALLIC NANOSTRUCTURES 1 - MODEL DETAILS
2.1 The contents of this chapter are submitted currently for review in
Journal of Applied Physics and/or other Journals. ”Environment-
dependent Semi-Empirical Tight Binding Model Suitable For Elec-
tron Transport In Bulk Metals, Metal Alloys, Metallic Interfaces And
Metallic Nanostructures”, Ganesh Hegde, Michael Povolotskyi, Till-
mann Kubis, Timothy Boykin, Gerhard Klimeck. On acceptance,
copyright will belong to the publisher. The contents of this chap-
ter are also the subject of a preliminary US patent disclosure - ”A
Model Complexity Reduction Method to Enable Multi-scale Device
Modeling that has Fundamental Atomistic Information”, Application
Number 61895251, EFS ID 17222970
This chapter surveys existing work on the Semi-Empirical Tight Binding electronic
structure technique in metals and describes their shortcomings. Following this, details
of a novel technique used to map from DFT to TB are described. This technique is
then used to create a new Tight Binding model that is suitable for studying electronic
transport in metals. Although developed for metals, this technique is also being
applied to the band structure of Si and Cu-Si interfaces.
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2.2 Two-Center Semi-Empirical Tight Binding - Features
The main features of the most popular form of Tight Binding - the Two-Center
Semi-Empirical Tight Binding (TCTB) approximation pioneered by Slater and Koster
[48] are enumerated here for convenience. A more detailed account involving the
mathematical formalism in TCTB is given in Appendix C.
1. The single-electron wavefunction is formed by a basis consisting of a linear
sum of atomic or atomic-like orbitals that obey angular symmetries of atomic
orbitals.
2. In case of periodic structures such as bulk crystals, quantum wells and nanowires,
a linear combination of Bloch sums corresponding to each angular momentum
is used to form the wave function.
3. In case an orthogonal basis is used, the overlap matrix S is unity and the
following generalized eigenproblem is solved
H(r,k) r,k = E(k) r,k (2.1)
In case the orbitals are not orthogonal, the overlap matrix S is not unity and
the generalized eigenproblem to be solved is
H(r,k) r,k = E(k)S(r,k) r,k (2.2)
4. The potential is assumed to be spherical in the region surrounding an atomic
site.
5. The e↵ective potential in a symmetric crystal is assumed to obey the symmetry
of the crystal.
6. For atomic orbitals  i,  and  j,µ belonging to atomic sites i and j and having
angular momenta   and µ respectively, the matrix elements contain potential
contributions only from atomic sites i and j. This is the so-called Two Center
Approximation
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TCTB has been enormously successful in describing the band structure of a variety
of elemental bulk solids and alloys. Goringe et al. [49] have traced the history of
TCTB variants since the original paper of Slater and Koster [48]. A comprehensive
database of two and three center Slater Koster TB parameters in a second nearest-
neighbor scheme fit to Linear Augmented Plane Wave (LAPW) calculations of most
unstrained, bulk, elemental metals has been published by Papaconstantopoulos [50]
In spite of the success of TCTB variants in describing , a number of shortcomings
exist that prevent the application of the TCTB model to metal interface problems of
interest. The following sections outline features of existing TB models and describe
the details of the new model created to overcome the shortcomings of these models.
2.3 TB models of metals in literature
A semi-empirical two-center TB scheme modified for changes in atom environment
and called the NRL Tight Binding method [51, 52] is a total energy TB scheme that
has been used to study the electronic structure, phonon spectra and dynamics of
several metallic elements and some of their alloys. Central to the NRL Tight Binding
scheme is the introduction of environment dependence in the form of an equivalent





where i(j) denote the type of atom at site i(j),   is a parameter that depends on the
atom types, Rij is the distance between atoms i and j and Fc is a cuto↵ function
Fc(R) = [1 + exp [(R R0)/l]] 1 (2.4)
R0 and l were then chosen so that the bonding radius for an atom included 80 to 300
neighbors. This ”density” is then used to construct on-site element ✏i at the atomic
site i using an arbitrary polynomial involving the density ⇢i







where   is s,p or d and a, b, c and d are fitting parameters. The two center integrals
and overlap integrals and their dependence on changes in bond length used a gener-
alized version of the Harrison rule [53,54] with extra parameters e, f and g to aid in
fitting as follows
P (R) = (e  + f R) exp[ g 2R]Fc(R) (2.6)
where   represents the two center interactions ss , sp , sd , pp⇡ and so on.
While successful in describing the electronic structure of metals, the NRL TB
parameterization has several important shortcomings that make it unsuitable for the
study of electron transport in metallic systems at realistic length scales. The use
of an overlap matrix results in significant computational ine ciency compared to an
orthogonal parameterization and increases the number of independent parameters in
the TB model. Using a bonding radius that results in 80-100 neighbors per atom slows
down Hamiltonian construction and results in long-range interactions between orbitals
in the Hamiltonian that decrease its sparsity and results in further degradation of
computational performance. The model also results in unphysical transfer of charge
to atoms at metallic surfaces [55, 56], which is unrealistic since several metals have
very short screening lengths that prevent such charge transfer. While fitting, total
energies are fit to higher accuracy than bandstructure eigenvalues. Finally, the final
functional form for environment dependence introduced into the on-site elements is
ad-hoc. Since no physical justification was provided for the use of the functional form,
one could as well extend the polynomial in equation (10) using additional monomials
with di↵erent coe cients and powers of ⇢.
Metal TB models that derive from the NRL TB formulation, such as those of Xie
et al. [56, 57] and Barreteau et al [55] address some of its shortcomings. Barreteau
et al. use a orthogonal reformulation of the NRL TB model with a shift added to
on-site terms that is determined self-consistently to ensure local charge neutrality in
metals. Xie et al. use intra-atomic on-site terms (a subject that shall be discussed
in the following section) while retaining the essential features of the NRL TB model.
Both models retain neighbors up to the fourth nearest neighbor and seem to have been
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desgined with total energy, rather than band structure and electron transport in mind.
Additionally, the iterations to self-consistency in the models even in the absence of
external potential will significantly slow down the computation of eigenspectra and
transport parameters such as electron transmission probability. Importantly, none of
the TB models for metals address the important issue of inhomogeneous strain that
arises routinely at lattice-mismatched metal interfaces and in metal alloys.
From an electron transport perspective, what is needed is a TB model that is or-
thogonal and uses an e cient first or second nearest-neighbor formulation. It is also
desirable that the parameters in the model should adjust themselves to changes in an
atom’s environment so that e↵ects of homeogeneous and inhomegeneous strain, alloy-
ing, lower atomic coordination at surfaces and interfaces can be captured. As opposed
to TB models of semiconductors that focus solely on the bands of immediate interest
to transport, a successful TB model of metals needs to capture all valence bands
up to the Fermi level. Unlike semiconductor nanostructures that can be passivated
and doped so that a Fermi Level can be ’fixed’ at desired energies, no passivation
or doping exists in realistic applications of metallic nanostructures. Hence the Fermi
Level must be calculated anew for each configuration of metallic atoms. This places
a greater burden of accuracy on the TB model since a large number of bands must
now be accurately reproduced. in In the interest of computational e ciency, it is also
preferable that charge transfer e↵ects that arise in the absence of external potential
- such as those at hetero-metal interfaces and alloys be captured without iterating
for self-consistency. Rather than being ad-hoc, the variation of the parameters with
changes in atomic environment must described using a functional form that is phys-
ically transparent so that the number of independent parameters can be kept to a
minimum.
To our knowledge, a model that simultaneously satisfies all of the above require-
ments does not exist in literature. In subsequent sections a new model that addresses
each of these requirements is described.
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2.4 Environment aware, orthogonal model suitable for transport in met-
als
2.4.1 On Site Elements
The two-center TB formulation with constant on-site elements does not succesfully
capture the e↵ects of a change in an atom’s environment. This is easily seen by
revisiting equation (7) for the case i = j and   = µ.
Hi ,i  ⇠ h i,  |  r2 + V (r Ri) |  i, i (2.7)
Unless potential contribution due to the atomic site i is evaluated self-consistently
with a change in environment due to strain, alloy disorder or a change in atomic
coordination, the value of Hi ,i  will remain unchanged. In cases when the metal
atom is subjected to an inhomogeneous surrounding environment, a diagonal on-site
block formulation of TB fails to account for this change. In troducing on-site, o↵-
diagonal elements in the Hamiltonian helps address both these issues. These are
elements
Hi ,i✓ = h i,  |  r2 +
X
Rn
V (r Rn) |  i,✓i (2.8)
where potential contributions from neighboring atoms are not neglected. The neces-
sity of introducing these elements has been noted in the past by Mercer et al. [58],
Boykin et al. [59] and Xie et al [56]. Mercer et al. termed these elements as ’Intra-
Atomic elements’, and showed that they follow rules identical to the Slater-Koster
two-center integrals with one notable di↵erence. Since both orbitals belong to the
same atom, the sign of these elements remains unchanged when the order of the
orbitals is changed. For instance
I  0m = I 0 m (2.9)
where I is used to indicate Intra-atomic elements and the subscripts indicate the type
of integral according to the notation of Slater and Koster [48].
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The utility of these elements and the environment awareness they provide can be
seen by taking the example of an atom in a bulk, symmetric, FCC crystal such as
Cu and examining the total contribution from all nearest neighbors to the on-site









lj = 0 (2.11)
since the sum over x-direction cosines is zero for the 12 nearest-neighbors. If bulk
symmetry is broken wither by inhomogeneously straining the system or alloying it,
two e↵ects take place simultaneously. First, the direction cosines for the 12 neighbors
do not have the same magnitude and second, the Intra-Atomic elements must change




ljIsp j 6= 0 (2.12)
Using Intra-Atomic elements also changes the nature of the on-site diagonal terms
and allows to account for charge transfer due to change in environment (in the absence
of external potential) without an explicit self-consistent solution. This can be seen
from the following equations.
Hi ,i  = h i,  |  r2 +
X
Rn
V (r Rn) |  i, i




V (r Rn) |  i, i
= ✏i ,i  + h i,  |
X
Rn 6=Ri
V (r Rn) |  i, i
(2.13)
where ✏i ,i  is the purely two-center contribution to the on-site diagonal element. For
example, consider bulk, FCC Cu in a sp3d5 basis with potential contributions from
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only the 12 nearest neighbors. The equations above readily lead to the following
relations for the on-site elements for an atom at site i
His,is = ✏is,is + 12Iss  (2.14)
Hipx,ipx = ✏ip,ip + 4Ipp  + 8Ipp⇡ = Hipy ,ipy = Hipz ,ipz (2.15)
Hidxy ,idxy = ✏id,id + 3Idd  + 4Idd⇡ + 5Idd  = Hidyz ,idyz = Hidzx,idzx (2.16)
Hidx2 y2 ,idx2 y2 = ✏id,id +
3
2
Idd  + 6Idd⇡ +
9
2
Idd  = Hid3z2 r2 ,id3z2 r2 (2.17)
These expressions change when the number of neighbors included in the sum
changes or if the I values change due to the presence of strain or a dissimilar neigh-
bor atom type. Thus, the on-site elements are changed automatically in response to a
change in the environment. By careful fitting to a wide variety of inhomeogeneous en-
vironments the I values can implicitly represent the e↵ects of charge transfer without
an explicit self-consistent solution. In case of bulk metals, symmetry ensures that the
o↵-diagonal, on-site elements sum to zero as discussed above and equations (19)-(21)
can be used to construct an equivalent two-center TB scheme. An important feature
of this formalism is that it gives on-site energies that reflect the symmetries of the
crystal. Equations (20) and (21) show that the d-orbitals that have an eg symmetry
(equation (21)) have a di↵erent on-site energy as compared to those that have a t2g
symmetry (equation (20)).
2.4.2 Variation of on-site and two-center elements with strain and the
The Moments Theorem
In most TB models that account for strain, the variation of two-center elements




where Vij0i j 0m represents the unstrained two-center elements, Rij is the bond length
between atoms i and j and R0 is the unstrained bond length. ⌘ is the decay expo-
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nent. Using such a functional form has been justified using physical arguments in
the Linear Mu n Tin Orbital (LMTO)-TB theory of Andersen and Jepsen [60]. A
similar approach is adopted here, although the precise functional form is kept similar
to the TB models for metals outlined above. Thus, in the present TB model, the two
center elements are given as
Vi ,j 0m = Vij0i ,j 0m exp[ qi j 0m((Rij/R0)  1)] (2.19)
where q is the decay exponent. The issue of variation of on-site elements with strain
is somewhat trickier than the case of two-center integrals. The metal TB models
mentioned above do not rigorously justify their functional forms and are somewhat
ad-hoc in nature. Boykin [59] et al. have provided a partial justification for the
functional form of the on-site elements used in their TB model through a multipole
expansion of the e↵ective-neighbor potential V at a atomic site i due to neighbor j
Vj
(i) =   e
2Zeff
4⇡✏0 | (r)  (Rj(i)) |
(2.20)
This was followed by treating the matrix elements of the operator rn taken between
the radial parts of the two orbitals involved as fitting parameters. The only serious
assumption here is that the e↵ective potential Zeff is not a function of the radial
distance between the two atoms. In addition, the formalism for treatment of diag-
onal parameter shifts due to strain results in a Hamiltonian that is not rotationally
invariant.
In the new TB model a completely new and physically transparent approach
to determining the functional form for variation of on-site elements with strain is
adopted. It follows from a re-interpretation of the Moment’s Theorem [61, 62] that
links the Local Density Of States (LDOS) at a given atomic site to the overlap
integrals and local order in the system. The essential idea here is that the nth energy
moment of the LDOS at a given atom site i can be related to the sum over all paths
of length n for an electron that begin and end on the same atom i The normalized,















Cyrot-Lackmann showed that the nth moment could be related to closed paths of
order n taken by the electron starting and ending at at orbital  i, .
µi 
(n) = h i,  | Hn |  i, i (2.23)
This theorem is usually used to reconstruct the LDOS at site i once the system
Hamiltonian H is created from the on-site and two center integrals. The theorem is
particularly useful in studying the LDOS in disordered solids, impurities and vacancies
where no periodicity exists and a supercell approach introduces spurious contributions
to the LDOS. Though seemingly trivial, what has not been identified in literature so
far (to our knowledge) is that the same procedure can be carried out in reverse. Given
an angular momentum - resolved LDOS at a site ’i’ one can get algebraic expressions
that relate the on-site elements and two center integrals to the moments of this LDOS.
Given n moments, this forms a system of n non-linear equations that can be solved
simultaneously to give values of on-site elements and two center integrals that satisfy
these equations. This is easily illustrated by using the example of the hydrogen
molecule. In two-center Tight Binding, this system is represented by an s orbital on
each H atom with on-site energy ✏s and a two-center integral Vss . Closed paths of
length one hop that begin and end on the same atom correspond to the first moment
of the s density of states. From the moments theorem, we can write
µis
(1) = h i,s | H |  i,si (2.24)
The right hand side of this equation is precisely the definition of the s on-site element
✏s. Thus we can write
✏s = µis
(1) (2.25)
Thus, the onsite element can be obtained directly from the first moment of the angular
momentum resolved LDOS.
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Similarly, closed paths of length two that begin and end on the same atom corre-
spond to the second moment of the s density of states. As shown in figure 2.1, there
are two such paths. One involves two electron hops on the same atom and the other
involves an electron hop from one atom to the other and back. With a little algebra,





Fig. 2.1. Closed paths of length 1 hop (Solid Arrow) and 2 hops
(Dashed Arrow) for the Hydrogen molecule. From the moments the-
orem, these closed paths can directly be linked to Hamiltonian ele-
ments.
Now, the s orbital LDOS can be obtained from the molecular eigenspectrum of
hydrogen molecule via a DFT or quantum-chemical calculation. Once the s-LDOS
is obtained and its first and second moment are calculated, one can easily obtain
solutions for ✏s and Vss  that satisfy the equations above. Once the solutions for
a particular inter-atomic distance are known, the distance can be varied and the
procedure can be repeated by calculating the corresponding molecular eigenspectrum.
Figure 2.2 shows the result of such a calculation, where the value of ✏s and Vss  were
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obtained by solving the above set of equations repeatedly for several interatomic
distances and calculating moments from eigenspectra of hydrogen molecule computed
using DFT in the Generalized Gradient Approximation (GGA) using the exchange
correlation functional of Perdew, Burke and Ernzerhof (PBE) [63]. The Quantumwise
ATK package [64] was used to perform the DFT calculation.














Fig. 2.2. ✏s and Vss  for Hydrogen molecule for a variety of inter-atomic distances
In principle, the same procedure can be repeated for any solid and a system of
non-linear equations that explicitly relate the matrix elements to the moments of
the angular momentum resolved density of states can be generated and solved to
obtain all TB elements without the need for empirical fitting. However, it must be
realized that in orthogonal TB, the orbitals involved are not true atomic orbitals but
are orthogonalized (using for e.g. the aforementioned Lo¨wdin technique [65] ) with
respect to each other. This orthogonalization process results in a situation where
Lo¨wdin orbitals are no longer purely of s, p or d type but contain contributions from
all angular momenta. Hence the angular momentum-resolved LDOS obtained from
DFT, which corresponds to orbitals that are truly s,p or d like in nature cannot
directly be used in the procedure outlined above unless a single angular momentum
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exists, as in the case of the Hydrogen molecule above, so that the Lo¨wdin orbital
LDOS and actual atomic orbital LDOS are identical.
Boykin et al. [59] derived a relation between the on-site elements taken between
Lo¨wdin orbitals and true atomic orbitals. Using this relation it is possible to relate
the first moment of the DFT angular momentum resolved LDOS to the TB onsite
diagonal elements. The relation can be summarized as
h i  | H |  i↵i = h i  | H |  j↵i+
X
j2NNuptoi, 
f(⌫(i ),(j ), ⌫(j ),(i↵), K(j ),(i↵), K(i ),(j ))
(2.27)
where h i  | H |  j↵i is a Hamiltonian element taken between Lo¨wdin orbitals,
h i  | H |  i↵i is the Hamiltonian element taken between the corresponding ’true’
atomic orbitals, f is a function of ⌫ which is a Hamiltonian matrix element between
di↵erent Lo¨wdin orbitals and K is a fitting parameter that relates the Overlap ma-
trix elements to elements of the Hamiltonian taken between Lo¨wdin orbitals. From
the procedure described above, if the on-site elements corresponding to the atomic
orbitals are mapped using the first moment of the LDOS, then the on-site elements
corresponding to the Lo¨wdin orbitals can be obtained by fitting an equivalent expres-
sion that accounts for the summation of the function f over the neighbors.
Instead of assuming an expression for the variation of on-site elements with strain
a priori, an expression that fits the moments of the LDOS can be fit and this func-
tional form can then be incorporated in the TB model. Fig (3) shows the result of
such a procedure carried out for bulk FCC Cu. The s,p,d LDOS for ’true’ atomic
orbitals are obtained from the ATK-DFT package using the GGA formulation and
the PBE exchange-correlation functional. The first moment of the LDOS (which cor-
responds to the ’true’ atomic orbital onsite energies as proved above) is computed
for each orbital for a range of interatomic distances that correspond to homogeneous
strain in Cu. From here, a number of functions that fit each of the orbital LDOS
data can be generated. When the functional form in equations (19-21) were used
with an exponential decay to account for change in Intra-Atomic elements due to
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Fig. 2.3. First moments of the s,p and d LDOS obtained from DFT
versus interatomic distance indicated by solid lines. The circles are
fits to the data using expressions in equations (19-21)
strain the fits obtained are as shown by the circles in figure 2.3. More complicated
expressions, such as the bond-order expression of van Duin et al. [46] also gave equally
satisying fits to the LDOS data, but involve more fitting parameters. In the interest
of simplicity and keeping the number of fitting parameters to a minimum, a sum
of exponentially decaying Intra-Atomic parameters over the neighbors of an atom is
used as the fitting expression for on-site elements. For the sake of simplicity it is also
assumed that the on-site, o↵-diagonal elements also take the functional form of their
diagonal counterparts. Thus, in the present model, the Intra-Atomic parameters take
the form
Ii ,j 0m = Iij0i ,j 0m exp[ pi j 0m((Rij/R0)  1)] (2.28)
where p is the decay exponent.
In the next chapter, the model presented in this chapter shall be validated against
DFT calculations of bulk metals, metal alloys, metal interfaces and metallic nanos-
tructures and subsequently applied to study electronic transport in Cu.
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3. AN ENVIRONMENT-DEPENDENT SEMI-EMPIRICAL
TIGHT BINDING MODEL SUITABLE FOR ELECTRON
TRANSPORT IN BULK METALS, METAL ALLOYS,
METALLIC INTERFACES AND METALLIC
NANOSTRUCTURES 2 - MODEL VALIDATION
3.1 The contents of this chapter are submitted for review in the Journal
of Applied Physics and/or other Journals, ”Environment-dependent
Semi-Empirical Tight Binding Model Suitable For Electron Trans-
port In Bulk Metals, Metal Alloys, Metallic Interfaces And Metal-
lic Nanostructures”, Ganesh Hegde, Michael Povolotskyi, Tillmann
Kubis, Timothy Boykin, Gerhard Klimeck. On acceptance into a
peer-reviewed journal, copyright will belong to the Journal publisher.
The contents of this chapter are also the subject of a preliminary US
patent disclosure - ”A Model Complexity Reduction Method to En-
able Multi-scale Device Modeling that has Fundamental Atomistic
Information”, Application Number 61895251, EFS ID 17222970
3.2 TB parameter optimization
3.2.1 Obtaining Target Data from DFT
Band structure targets for the FCC metals Cu, Ag, Au and Al are obtained using
DFT as implemented in the Quantumwise-ATK package [64]. The PBE implmenta-
tion of GGA was used for the exchange-correlation functional [63]. Monkhorst-Pack
k-space grids [66] of 8⇥8⇥8 k-points were found to give total energy convergence in
bulk for all of the metals mentioned above. For metallic nanostructures and alloy
supercells, k-space grids that have the same k-point density as in bulk were used.
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A variety of homogeneous (hydrostatic) and inhomogeneous (uniaxial and biaxial)
strained band structure targets were obtained for each of the metals. These span
strain ranges of upto ± 10% strain for homogeneous strain and upto ± 6% for inho-
mogeneous uniaxial strain.
3.2.2 TB Basis and optimization details
A tight binding basis set consisting of one s, three p and five d oribtals was
used for fitting the DFT data. Initial guesses for the on-site elements were obtained
from the first moments of the s, p and d LDOS. The signs of the parameters were
constrained assuming that the angular symmetries of the orbitals decide the signs.
Although the radial part of the TB wavefunctions is not known in empirical TB, the
reasoning behind this restriction is that the nodular, orthogononalized orbitals will
have a majority lobe that is positive in character in case a nearest-neighbor bonding
radius is used. This restriction may be relaxed in case larger bonding radii are used.
For fitting the TB parameters, a constrained version of the Levenberg-Marquardt
algorithm [67] was used. A weighted sum of the squares of the residual errors between
the target band structure and the band structure obtained from successive refinements
of the TB parameters was used as a measure of fitness. High weights were given to
bands at or below the Fermi Level. Since the end application in mind is electron
transport in metallic structures in the ground state, no other phase of the material
except FCC was used in obtaining fitting targets. The TB parameters obtained by
fitting are included in tables B.1 and C.1 in Appendices A and B.
3.3 Model Validation
3.3.1 Bulk band structures of Cu, Au, Ag and Al
Figures 3.1, 3.2, 3.3 and 3.4 show the bulk band structures of FCC Cu, Ag,
Au and Al obtained using the Tight Binding parameters in table B.1 in Appendix
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A. Experimental lattice parameters of 3.61, 4.08, 4.078 and 4.05 Angstrom were
used respectively as the bulk, unstrained lattice parameters for Cu, Ag, Au and Al
respectively. Also plotted for comparison are the corresponding bulk band structures
obtained from DFT. A bonding radius corresponding to the nearest neighbor distance
( a0p
2
) in each of the metals was used.
Plotted alongside are the corresponding density of states (DOS) obtained using a
Gaussian broadening of 0.1eV and a Monkhorst-Pack Grid of (20X20X20) k-points
for both DFT and TB. It is evident that even with a nearest neighbor approxmation,
the TB band structures at, around and below the Fermi Level and the overall profile
of the DOS as well as the DOS around the Fermi Level in TB matches the DFT
values very well.
Table 3.1 contains a quantitative comparison between physical quantities obtained
from the bulk DFT and TB data. These include Density of States (DOS), Fermi
Level, and resistivity calculated using the formalism outlined in appendix C. It is
evident from figures 3.1, 3.2, 3.3 and 3.4 and table 3.1 that the TB results for bulk
metals match the DFT results both qualitatively and qualitatively. It must be re-
emphasized here that these results were obtained using only a first nearest neighbor
approximation.
3.3.2 Strained band structures
Strained DFT target band structures were obtained using the Quantumwise ATK
package using the same procedure outlined in the previous section. A variety of
strains were simulated. These include the case of hydrostatic (homogeneous) strain
and inhomogeneous strains such as uniaxial strain. For the case of homogeneous
strain, this was accomplished simply by changing the lattice parameter and computing
the corresponding band structure. For the case of inhomogeneous strain, FCC non-
primitive unit cells oriented along [001], [110] and [111] rotated to have their a and
b axes in the x  y plane were initially created using the ideal lattice parameters for
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Fig. 3.1. Bulk band structure of Cu at the experimental lattice pa-
rameter of 3.61A obtained using the TB parameters optimized in the
new model (circles) compared to the corresponding DFT band struc-
ture (solid lines). Also plotted on the same energy axis for comparison
is the TB DOS (dashed line) and DFT DOS (solid line)
each of the metals listed above. The lattice parameters were then changed allowing
the atomic co-ordinates to change proportionately. i.e. the strain tensor components
✏xx, ✏yy and ✏zz were changed.
In order to test the strength of the model, arbitrary strain tensors were utilized.
A wide variety of strains both compressive and tensile were applied to the unit cells
in DFT and their corresponding band structures were found. These targets were
combined with the unstrained targets and fit together with the sum of residuals for
all targets being a new measure of fitness. The TB parameters listed in table B.1
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Fig. 3.2. Bulk band structure of Ag at the experimental lattice param-
eter of 4.08A obtained using the TB parameters optimized in the new
model (circles) compared to the corresponding DFT band structure
(solid lines). Also plotted on the same energy axis for comparison is
the TB DOS (dashed line) and DFT DOS (solid line)
in Appendix A fit all of the strained targets together with bulk, unstrained band
structures.
Instead of presenting comparisons for every case that was fit, one example of a
strained band structure in TB and its comparison to DFT is presented per metal
along with the corresponding unit cell structure in figures 3.5, 3.6, 3.7 and 3.8. The
self-consistent DFT band structure changes its shape and energies relative to the bulk
case with the application of strain. It is evident from these figures that the feature of
implict self-consistency in the new TB model captures all these changes accurately.
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Fig. 3.3. Bulk band structure of Au at the experimental lattice pa-
rameter of 4.078A obtained using the TB parameters optimized in the
new model (circles) compared to the corresponding DFT band struc-
ture (solid lines). Also plotted on the same energy axis for comparison
is the TB DOS (dashed line) and DFT DOS (solid line)
3.3.3 Alloy band structures
Solid-substitutional alloys across a wide range of compositions exist only between
some combinations of the metals that are considered in this paper [68]. Among these
are the Au-Ag system that exists across all compositions of Au and Ag. Shown in
figures 3.9 and 3.10 are the comparisons of bandstructures of alloy supercells with
two di↵erent compositions of Ag and Au. The first, in Fig 3.9 is the band structure
of an ordered alloy supercell composed of 50% Ag and Au. Figure 3.10 represents the
band structure of a ’random’ alloy composed of 19% Au and 81% Ag in which the
supercell was created by aribtrarily replacing Ag atoms in the supercell with Au.
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Fig. 3.4. Bulk band structure of Al at the experimental lattice param-
eter of 4.05A obtained using the TB parameters optimized in the new
model (circles) compared to the corresponding DFT band structure
(solid lines). Also plotted on the same energy axis for comparison is
the TB DOS (dashed line) and DFT DOS (solid line)
A linear interpolation between lattice parameters based on was used to construct
the supercell. Since the lattice parameters of Au and Ag di↵er only by 0.04 %, this is
a reasonable approximation. An important feature of the new TB model that attests
to its transferability is that the Au-Au and Ag-Ag parameters in the alloy remain
unchanged from their bulk counterparts in table B.1 in Appendix A. Additionally,
the Au-Ag interaction parameters were obtained by averaging the Ag-Ag and Au-Au
interaction parameters.
As in the case of strained band structures, the self-consistent band structure (and
derived quantities such as DOS) of the alloy supercell calculated in DFT is matched
by the TB parameters across a wide range of compositions on account of its implict
self-consistency. The same parameters were tested across a range of compositions in
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[001] εzz =  0.06 
Fig. 3.5. Unit cell structure and band structure of a Cu bulk [001]
oriented unit cell strained by 6 % in the [001] direction relative to
bulk lattice parameter. Plotted here are results obtained using the
TB parameters optimized in the new model (dashed line) compared to
the corresponding DFT band structure (solid line). The DOS plotted
is for band structure from [000] to [001]
addition to those shown in figures 3.9 3.10 and were found to match corresponding
DFT band structures very well.
3.3.4 Metal-metal interfaces
The same parameters used for the Ag-Au alloy structures were also used to com-
pare Au-Ag interface band structures and DOS. Figure 3.11 shows the comparison
of a Au-Ag superlattice DOS obtained from the bandstructure in the direction of its
growth. It can be seen that the TB results match the DFT results well. While the
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Fig. 3.6. Unit cell structure and DOS of a Al bulk [110] oriented
unit cell strained by 3 % in the [110] direction and by 2.4 % in the
transverse plane relative to bulk lattice parameter. Plotted here are
results obtained using the TB parameters optimized in the new model
(dashed line) compared to the corresponding DFT band structure
(solid line). The DOS plotted is for band structure from [000] to [110]
of sizes were created along [111] and [110], both in and parallel to the direction of
growth were also compared with their DFT counterparts and were found to match
very well.
As with the case of alloys and strained structures, it is evident that the envi-
ronment awareness in the new TB model captures the self-consistent band structure
obtained from DFT, even with the limted assumption of averaged interactions. Fur-
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[111] 
Solid line – DFT   Dashed line - TB 
Fig. 3.7. Unit cell structure and DOS of a Ag bulk [111] oriented
unit cell strained by 6 % in the transverse plane relative to bulk
lattice parameter. Plotted here are results obtained using the TB
parameters optimized in the new model (dashed line) compared to
the corresponding DFT band structure (solid line). The DOS plotted
is for band structure from [000] to [111]
3.3.5 Metal nanowires
When extended to nanostructures like nanowires, it was found that a first nearest-
neighbor TB was unable to account for the self-consistent DFT band structure in
spite of experimenting with a variety of weighting options or optimization algorithms.
However, by changing the bonding radius to include second nearest neighbors (2NN
- bonding radius = lattice parameter a0), it was found that a very good agreement
was obtained with the self-consistent DFT band structure.
This necessitates a re-optimization of TB parameters that fit a variety of low-
coordination structures. Shown in Figures 3.12?? are structures and cross sections of
40












Fig. 3.8. Band structure of bulk Au compressed homogeneously by 11
% obtained using TB parameters optimized in the new model (circles)
compared to the corresponding DFT band structure (solid lines). The
dashed line indicates the Fermi Level.
Cu nanowires oriented along the [001], [110] and [111] directions and their correspond-
ing DFT band structures. Even with the extreme case of the Cu [100] cross section
where just 4 atoms exist in the cross section, it is evident that the self-consistent
DFT DOS for the nanostructures is accurately reproduced. Thus, this parameteriza-
tion can be used to study transport in low-coordination structures in Cu. The 2NN
parameters are listed in table ??.
3.3.6 Electronic transport using the new model
The new TB model and the parameters presented in Appendix (A) and (B) have
been incorporated into the NEMO5 industry standard electronic transport simulator



















Solid line – DFT   Dashed line - TB 
Fig. 3.9. DOS corresponding to band structure of ordered 50% Ag and
50% Au alloy supercell obtained using TB parameters optimized in the
new model (circles) compared to the corresponding DFT DOS (solid
lines). Silver-colored spheres represent Ag atoms while the golden
spheres represent Au atoms.
interest. In order to compare transport performance of the new TBmodel, the ballistic
transmission of a bulk Cu unit cell was computed in the new model in NEMO5 and
compared with that calculated in an ab-initio transport code such as Quantumwise
ATK. An NEGF [47] solver with contact self-energy calculated using an iterative
process was used to compute the transmission TB as well as DFT for 1000 energy
points in the range shown in Figure (19). As the transmission probability is unity
in ballistic transmission, the computed transmission is simply a representation of the
number of conducting modes available at every energy. Since the band structure
of Cu in the new model matches the DFT band structure in bulk across a vareity
of orientations, it should be expected that the transmission characteristics should
match well too. This is seen in Figure 3.15. Barring a few energy resonances that are
42




















Solid line – DFT   Dashed line - TB 
Fig. 3.10. DOS corresponding to band structure of ordered 19% Ag
and 81% Au alloy supercell obtained using TB parameters optimized
in the new model (dashed line) compared to the corresponding DFT
DOS (solid line). Silver-colored spheres represent Ag atoms while the
golden spheres represent Au atoms.
not captured well, the overall transmission profile shows an excellent qualitative and
quantitative match for most energies in the range of interest.
3.4 Conclusion
Fully quantum mechanical simulations have revealed remarkable insights into a
variety of relevant technological issues in semiconductors. It is anticipated that such
simulations of metals and their nanostructures can potentially provide insights to a
variety of unsolved technological problems of current interest involving the transport
properties of metals and their dependence on deviations from bulk - these include
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Table 3.1
Comparison of physical quantities computed using DFT and the new
TB model for bulk FCC metals
Material DOS (ev 1atom 1) Fermi Level (eV) Resistivity (µ⌦  cm)
DFT TB DFT TB DFT TB
Cu 0.290 0.275 -2.817 -2.863 2.23 2.29
Ag 0.257 0.243 -2.710 -2.655 2.10 2.10
Au 0.260 0.244 -2.140 -2.056 3.15 3.10




















Solid line – DFT   Dashed line - TB 
Fig. 3.11. Band structure of Ag-Au superlattice alongth the direc-
tion of growth obtained using TB parameters optimized in the new
model (circles) compared to the corresponding DFT band structure
(solid lines). The dashed line indicates the Fermi Level. Silver-colored
spheres represent Ag atoms while the golden spheres represent Au
atoms.
quantum confinement, alloying, straining and creating metallic interfaces. Realistic
system sizes of the order of millions of atoms limits the application of predictive first
principles techniques such as DFT to such problems at such length scales.
As a first step in addressing this problem, a computationally e cient, accurate,
transferable, and physically transparent environment-aware TB model suitable for
electronic transport in bulk metals, metal alloys, metal interfaces and metallic nanos-
tructures has been presented in this paper. Its accuracy and transferability versus
DFT was compared and was found to be very good over a variety of test structures
and environments. A set of optimized parameters for the FCC metals Cu, Ag, Au and
Al in the first nearest neighbor approximation suitable for bulk, strained situations
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Cu [100] nanowire 
cross section 
Solid line – DFT   Dashed line - TB 
Fig. 3.12. DOS corresponding to the band structure of Cu [100] ori-
ented nanowire cross section with just 4 atoms in the unit cell pic-
tured, obtained using TB parameters optimized in the new model
(Dashed line) compared to the corresponding DFT band structure
(solid line). The dashed line indicates the Fermi Level. The [100]
direction is perpendicular to the plane of the paper and the unit cell
is periodic in this direction
has been reported. Also reported is a set of interaction parameters for Ag and Au
in the first nearest neighbor approximation suitable for studying transport properties
of their alloys and interfaces. For nanostructures, it was found that a simple exten-
sion of the model to include the second-nearest neighbors was su cient to match
the electronic structure obtained in DFT for a variety of nanostructures of di↵erent
orientations and atomic coordinations. An optimized set of these parameters for Cu
have also been reported.
The new model and the parameters have been incorporated into the industry
standard NEMO5 TCAD simulator [69] and is being applied to a variety of elec-
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Cu [110] nanowire 
cross section 
Solid line – DFT   Dashed line - TB 
Fig. 3.13. DOS corresponding to band structure of Cu [110] oriented
nanowire cross section pictured, obtained using TB parameters opti-
mized in the new model (dashed line) compared to the corresponding
DFT band structure (solid line). The dashed line indicates the Fermi
Level. The [110] direction is perpendicular to the plane of the paper
and the unit cell is periodic in this direction
tronic transport problems of current, technological interest that shall be reported in
subsequent publications. These include, but are not limited to a study of the e↵ect
of dimensionality and strain on the conductance in copper and its implications for
grain boundary scattering, a detailed study of the e↵ect of geometrical e↵ects such
as aspect ratio and shape on metal nanowire conductivity, transport across metal-
semiconductor Schottky barrier interfaces and the e↵ect of alloying and liner layers
on the e↵ective conductance of copper nanowires.
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Cu [111] nanowire 
cross section 
Solid line – DFT   Dashed line - TB 
Fig. 3.14. DOS corresponding to band structure of Cu [111] oriented
nanowire cross section pictured, obtained using TB parameters opti-
mized in the new model (dashed line) compared to the corresponding
DFT band structure (solid lines). The dashed line indicates the Fermi
Level. The [111] direction is perpendicular to the plane of the paper
and the unit cell is periodic in this direction
48


















Fig. 3.15. Transmission in Cu in the [100] oriented bulk unit cell
pictured calculated using the new TB model and its comparison to
the transmission characteristics computed using DFT. The dashed
line indicates the Fermi Level.
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4. EFFECT OF QUANTUM CONFINEMENT,
TRANSPORT ORIENTATION AND STRAIN ON
ELECTRONIC TRANSPORT IN CU
4.1 The contents of this chapter are submitted for review in the Jour-
nal of Applied Physics and/or other Journals, ”The e↵ect of quan-
tum mechanical confinement and transport orientation on electronic
transport in Cu”, Ganesh Hegde, Michael Povolotskyi, Tillmann Ku-
bis, James Charles, Gerhard Klimeck and ”Atomistic quantum me-
chanical study of the e↵ect of homogeneous strain on electronic trans-
port in Cu”, Ganesh Hegde, Michael Povolotskyi, Tillmann Kubis,
James Charles, Gerhard Klimeck. On acceptance, copyright will be-
long to the Journal publisher.
4.2 Introduction
Conductivity degradation of metals in the size-e↵ect regime is an important and
relevant technological problem. Successive editions of the International Technology
Roadmap for Semiconductors [2] have marked the problem as one with no known or
foreseen mitigative solutions.
Recent experimental data [70] has suggested that grain boundary scattering may
be the dominant mechanism for conductivity degradation in the size-e↵ect regime.
There has, however, been considerable debate in theoretical literature on the relative
role of surface and grain boundary scattering on conductivity degradation in the size-
e↵ect regime. The early work of Fuchs and Sondheimer [F-S] [9] [8] posited that
non-specular reflection at thin film surfaces caused conductivity degradation. Models
that originate in the work of Mayadas and Shatzkes [M-S] [10] on the other hand, claim
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that grain boundary scattering is largely responsible for conductivity degradation in
metals.
Semi-empirical models that are based on these early seminal works commonly use
averaged parameters such as the specularity p, Reflectivity R and average grain size
d fit a posteriori to experimental data. This procedure can lead to conflicting insight
for similar experimental data, even though equally good fits may be obtained. For
instance, Graham et al. [13] report a conductivity degradation that is dominated by
surface and line-edge roughness scattering in the sub-50 nm regime. Steinlesberger
et al [14] [15], however, report a combined F-S and M-S semiclassical model that
gives excellent fits to conductivity of metallic wires with grain-boundary scattering
dominating for wire thickness in the sub-50 nm regime
Recent Density functional theoretical (DFT) modeling [18, 19, 22] has provided
important insights into electronic transport in metallic nanostructures. To our knowl-
edge, no atomistic quantum mechanical model that explicitly investigates the role of
quantum mechanical confinement on electronic transport in Cu and its implication
for conductivity degradation in the size-e↵ect regime exists at this time.
In this work, the Tight Binding (TB) electronic structure technique is used to
study the e↵ect of quantum confinement on electronic transport in various Cu crys-
tal orientations. Key transport parameters, such as the density of states(DOS) and
ballistic conductance (G) are computed for various transport orientations under dif-
ferent confinement conditions - bulk (no confinement), nanowire (confinement in two
dimensions, inifinite periodicity in one) and quantum dot (confinement in all three
dimensions).
Since one may view nanocrystalline metallic lines in the sub-50 nm regime as an
aggregation of quantum dots of di↵erent orientations separated by potential barriers
(see Fig 4.1) at grain boundaries, the analysis of the electronic structure of metallic
quantum dots is especially important. In the absence of other scattering mechanisms
such as phonons and impurities, electronic transport in this regime may be viewed as a
51
succession of scattering events at the grain boundaries in between which transmission
is ballistic.
Ballistic transport in periodic structures, which is governed by the number of
conducting channels (M) is mediated in non-periodic structures by the DOS in each
grain and the barrier potential between grains. The DOS is thus a common transport
parameter of interest for both periodic and non-periodic structures and can be used
to compare the e↵ect of confinement across orientations.
This fact also reflects in our choice of electronic structure technique. Atomistic
TB models with a local basis are uniquely suited for non-periodic systems containing
a large number of atoms such as quantum dots [71]. Although DFT modeling is useful
for periodic systems containing a few thousand atoms, the scaling is especially poor












Fig. 4.1. Schematic sketch of a polycrystalline Cu structure. Di↵erent
colors indicate di↵erent crystalline orientations perpendicular to the
plane of the paper, similar to data obtained from Electron Backscat-
ter Di↵raction experiments. The complicated polycrystalline struc-
ture can be viewd as an equivalent resistive network with ballistic
resistances per unit length R as shown on the right in the absence of
other scattering mechanisms
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Our calculations suggest significant degradation and anisotropy in DOS only at
sub-nm confinement. At realistic confinements of a few nm, the DOS converges
rapidly towards the bulk value regardless of type or orientation of confinement. This
indicates that conductivity degradation in the size-e↵ect regime may be dominated by
scattering at grain boundaries rather than at surfaces. Since the DOS changes with
volume of each grains, this also suggests that the grain size distribution (as opposed
to just the average grain diameter) may also be important factor in conductivity
degradation in nanocrystalline Cu.
4.3 Computational Method
Ideal face centered cubic (FCC) Cu cross sections oriented along [100], [111] and
[110] crystal orientations at the experimental, zero strain FCC lattice parameter of
a0 = 3.61A˚ (see Fig 4.2) are created in the industry standard TB transport simulator
NEMO5 [69]. Square aspect ratio was used for bulk and nanowire cross sections,
while cubic boxes were used for quantum dots.
A TB model developed for studying electronic transport in metals [73] is used to
construct the orthogonal Hamiltonian for these cross sections for 3 di↵erent boundary
conditions - Bulk (3D periodic), nanowire (2D periodic), quantum dot (no period-
icity). This model correctly reproduces the self-consisent DFT band structure for a
variety of metals and metallic nanostructures within a 1st nearest neighbor approx-
imation in bulk and a second nearest neighbor approximation in nanostructures. A
basis consisting of 1 s, 3 p and 5 d orbitals is used to construct the Hamiltonian.
The dispersion relation (Energy E versus wave vector k, E-K) is then computed by
solving for the eigenvalues of the Hamiltonian.
Unlike semiconductors, since the Fermi Level Ef in metals cannot be fixed arbi-
trarily to a value decided by dopant concentration, it must be computed from the











Fig. 4.2. Square Cross sections of Cu at the experimental, zero strain
lattice parameter of a0 = 3.61A˚ oriented perpendicular to the di-
rection of transport, which is indicated in bold. The box indicates
the smallest cross sectional unit cell in the plane for the respective
transport orientations
trons till expected number of valence electrons is reached. For Cu, the number of
valence electrons is 11 per atom and corresponds to the following equation.Z
N(E)f(E)dE = 11 (4.1)
where N(E) is the density of states per atom as a function of energy E and f is the
Fermi Dirac occupation function.
This procedure is then repeated for di↵erent cross sectional areas and the fol-
lowing transport parameters are then extracted from the E-K diagrams.The ballistic
conductance for periodic structures is computed simply by computing the number of












where the sum is over all bands n and the ballistic transmission probability is unity
per mode.
The temperature averaged DOS per eV per unit volume (in nm3) around the










where ⌦ is the unit cell volume. A Gaussian broadening of 0.1 eV is used to compute
N(E) from the band structure. It was found that the average DOS around Fermi Level
in bulk (0.27 ev 1atom 1) gave a good match with other reported DOS calculations of
Cu in literature [74] (0.0.275 ev 1atom 1). The average DOS calculated for quantum
dots with a broadening of 0.005 eV di↵ered from the average DOS calculated using
a broadening of 0.1 eV by less than 0.5% justifying our choice of using 0.1 eV for
broadening across confinement conditions.
The ballistic conductance for nanowires and bulk were also computed in DFT for
bulk and nanowire cross sections of sizes of up to 400 atoms. For exchange corre-
lation of Perdew, Burke and Ernzerhof (PBE) [63] within the Generalized Gradient
Approximation (GGA) was used in the the Atomistix Tool Kit (ATK) DFT transport
code [64]. For the sake of comparison, these results are included in Fig 4.3 and 4.4.
4.4 Results
The ballistic conductance in bulk shows insignificant dependence on transport
orientation (Fig 4.3). This is consistent with the almost spherical nature of the bulk
FCC Fermi Surface in Cu.
When subjected to quantum confinement in two dimensions i.e. to nanowire
boundary conditions, the ballistic conductance shows significant anisotropy for di↵er-
ent transport orientations (Fig 4.4). It is also evident from Fig 4.4 that the ballistic
resistance quickly becomes linear versus surface area for all orientations.
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Fig. 4.3. Average Bulk Transmission integrated over the transverse
Brillouin Zone versus cross sectional area in bulk for three di↵erent
transport orientations. It is evident that the anisotropy versus orien-
tation is minimal
The ballistic conductance is related to the average DOS per unit volume and the
average velocity around the Fermi Level [47]. The DOS per unit volume (See Fig
4.5) shows significant anisotropy in for sub-nm cross sections, but quickly converges
towards bulk value across all orientations. This indicates that anisotropy in ballistic
conductance mainly arises from the change in average band structure velocity with
confinement in di↵erent orientations.
For quantum dots, just as the case of nanowires, the DOS per unit volume con-
verges rapidly towards bulk regardless of orientation (Fig 4.5).
Comparing the overall DOS profile for nanowires and quantum dots versus with
the bulk DOS for the cross sections where the DOS per unit volume has converged is
quite instructive. Figure 4.6 shows the result of such a comparison for a [100] oriented
nanowire of cross sectional area 3.2 nm2 and quantum dot cross section of volume
3.2 nm3. It can be seen that the DOS profile for both nanowire and quantum dot is
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Fig. 4.4. Average Wire Transmission integrated versus nanowire cross
sectional area for three di↵erent transport orientations. It is evident
that there is significant anisotropy in ballistic conducatance versus
transport orientation
remarkably similar to each other and to the bulk DOS in the critical energy range
around the Fermi Level.
4.5 Discussion
The results from these calculations bring into focus the role on non-periodic struc-
tures in determining the e↵ect of confinement on electron transport in Cu. Poly-
crystalline interconnects can be thought of as a network of individual conductors
connected to each other in a complicated resistive network (See Fig 4.1). Since the
average grain diameter for sub-50 nm linewidths is well below the electron mean
free path in Cu, transport in the individual oconductors is essentially ballistic, with
scattering events occuring at potential barriers at grain boundary interfaces.
One could choose to interpret the individual grains in the resistive network to
be nanowires. The anisotropy in ballistic conductance versus transport orienta-
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Solid Lines with markers − Nanowire
Dashed Lines with markers − QD
Bulk DOS = 22.76 
Fig. 4.5. Nanowire and Quantum Dot average DOS around Fermi
Level per unit volume versus cross sectional area for cross sections
along [100],[110] and [111]. For the case of Quantum Dots, the box
dimension is approximately cubic, while square cross sections are used
for nanowires consistent with the transmission calculations. Average
bulk DOS is also indicated with a horizontal solid line. It is evident
that nanowire and dot DOS converges rapidly towards bulk DOS even
with severe confinement
tion (shown in Fig 4.4) would then indicate that confinement leads to a significant
anisotropy in the Fermi Surface in the di↵erent grains. That in turn would lead to
significant scattering when an electron travels from grain to grain with severe mode-
mismatch. This interpretation would also imply that size-dependent grain boundary
scattering is a manifestation of quantum confinement induced anisotropy in ballistic
conductance.
Electron Backscatter Di↵raction profiles of grains in sub-50 nm polycrystalline
Cu lines [70] [75] [13] indicate that the grains-as-nanowires interpretation may be
misleading. For average grain dimensions of 20-30 nm, the correct interpretation
would be to consider individual grains as quantum dots. In the absence of periodicity,
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Fig. 4.6. Nanowire and Quantum Dot DOS per eV per atom for a
cross sectional area of 3.2nm2 for the wire and a volume of 3.2nm3 for
the dot compared to bulk DOS per eV per atom
DOS of grains and grain interface barrier potential becomes the figure of merit for
transport.
The convergence of the average DOS around the Fermi Level (Fig 4.5) at dimen-
sions of 1-2 nm for quantum dots across orientations indicates insignificant anisotropy
in the Fermi Surface for di↵erent grain orientations. It also indicates a diminished role
of quantum confinement in degrading conductivity in Cu. Examining the similarity
in the DOS versus energy profile for dots and nanowires of similar dimensions (see,
for example Fig 4.6) also justifies this interpretation.
Apart from the seemingly trivial explanation for size dependent grain bound-
ary scattering in which an electron encounters grain boundaries more frequently and
scatters, the calculations indicate important implications for size-dependent conduc-
tivity degradation. Though total DOS of individual grains per unit volume converges
irrespective of the orientation, the volume of individual grains in a polycrystalline
structure may be far from equal. In fact, grain sizes in polycrystalline Cu thin films
and interconnects having thicknesses of  100 nm have a log-normal distribution with
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a wide standard deviation of about 50 nm [76] [77]. Having grains with significantly
di↵erent grain sizes and hence significantly di↵erent DOS stacked side-by-side can
result in significant scattering.
Additional mismatch in DOS of individual grains may result due to strain which
modifies the DOS of Cu. Polycrystalline interconnects are usually deposited on dif-
fusion barriers such as Ta, Ru, W [2]. Neither of Ta, Ru or W is FCC in its ground
state. Due to lattice mismatch between the liner and Cu, grains with di↵erent orienta-
tions may be strained anisotropically. This can result in DOS mismatch in individual
grains in addition to the grain size mismatch. Finally, there may be severe straining
at lattice-mismatched grain boundary interfaces as Cu atoms at these interfaces seek
a minimum energy state.
From a technology perspective, the most important insight that follows from our
calculations is that in addition to increasing average grain size, a microstructure with
uniform grain size may improve Cu conductivity by reducing DOS mismatch. In
addition, engineering the strain profile in grains by using suitable liner layers and
capping layers may reduce DOS mismatch between grains and improve conductivity.
4.6 E↵ect of homogeneous strain on conductance of Cu
The procedure for determining ballistic conductance was repeated for the case
of homogeneous strain applied to Cu nanowire cross sections. The strain tensor is
diagonal and is given as




Where a0 represents the unstrained lattice parameter and a represents the strained
lattice parameter.
Figure 4.7 shows the e↵ect of homogeneous strain on nanowire ballistic transmis-
sion for cross sections of di↵erent orientations. Regardless of orientation, the ballistic
transmission is seen to increase with homogeneous compressive strain. From a ballis-
tic transport perspective, this can explained simply - In the absence of other forms of
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scattering, compressive strain increases the density of atoms per cross sectional area.
Consequently, this provides more conducting channels in a given cross sectional area.
Tensile strain has the opposite e↵ect, with fewer conducting modes available due to
a lower density of atoms per unit volume, resulting in a lower ballistic conductance
regardless of orientation.
Fig. 4.7. Nanowire ballistic transmission versus cross sectional area
for di↵erent orientations and homogeneous strains from ⌥5%
Figure 4.8 shows that the increase in density of conducting modes is also ac-
companied by an increase in the density of conducting states per unit volume with
compressive strain. This finding is in direct contradiction with the purported reason
for improvement in Cu conductivity with compressive strain in the patent by In-
tel [78]. There, the authors have suggested that the DOS may reduce the number of
states available to scatter to, thus improving conductivity. Though DOS calculations
done in the new model do suggest that the DOS contributed by each atom decreases
with compressive strain, this is found to be outweighed by the larger density of atoms
per unit volume. The end result is an increase, not a decrease in DOS per unit volume
with compressive strain.
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Fig. 4.8. DOS per unit volume versus applied homogeneous strain.
Compressive strain increases the number of available conducting
states per unit volume.
The ballistic conductance of each grain orientation is seen to improve with com-
pressive strain. Yet, the e↵ect on conductivity can only be computed qualitatively
due to the lack of scattering-time/mean-free path data. Since the e↵ect of confine-
ment has been explicitly included in the TB Hamiltonian, one can assume a bulk
mean free path for electrons. If such an assumption is made, the phonon-limited
conductivity is directly proportional to the slope of the ballistic transmission versus
area curve [20]. Thus, in this simplified scheme, the overall conductivity, regardless
of conductor orientation can also be said to improve with compressive strain.
Although compressive straining is seen to improve ballistic conductance in Cu,
it must be noted that the large strains suggested may cause plastic deformations in
Cu. This may a↵ect the electromigration resistance of Cu. A thorough study of these
needs to be undertaken to ascertain the pitfalls of applying large compressive strains
by using suitable capping layers and liner layers.
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4.7 Conclusion
In conclusion, TB calculations of periodic and non-periodic copper structures are
used in this work to gain insight into factors governing conductance in the size-e↵ect
regime. The DOS calculations on non-periodic structures show a rapid convergence
of DOS per unit volume regardless of orientation and confinement type. In addition,
the calculations suggest that the distribution of grain sizes about the mean may a↵ect
total conductivity significantly in addition to average grain size.
In the grain-boundary transport regime where ballistic transport in individual
grains dominates, calculations suggest that compressive straining may improve the
overall conductivity of copper.
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5. FIRST PRINCIPLES BASED AB-INITIO STUDY OF
DEPENDENCE OF FERMI LEVEL PINNING ON
SEMICONDUCTOR SURFACE ORIENTATION IN THE
ATOMIC LAYER DEPOSITION (ALD) OF AL2O3 ON
GAAS
5.1 Figures and portions of this chapter have been reproduced verbatim
from Appl. Phys. Lett. 99, 093508 (2011) ”Role of Surface Ori-
entation on Atomic Layer Deposited Al2O3/GaAs Interface Struc-
ture and Fermi Level Pinning: A Density Functional Theory Study”,
Ganesh Hegde, Gerhard Klimeck, Alejandro Strachan. Copyright
2011 American Institute of Physics.
5.2 Introduction
Fermi level pinning (FLP) at III-V/oxide interfaces has traditionally been one of
the main obstacles behind realizing device logic made from III-V materials [79]. In
a recent experiment, Xu et al showed that FLP at III-V/oxide interfaces depended
strongly on the underlying substrate orientation [80], in contrast with several theo-
retical models of FLP that posit FLP to be an intrinsic material propoerty. In this
experiment, it was shown that device behavior on GaAs changed radically with a
simple change in substrate orientation. More specifically, devices fabricated on the
(111)A substrate showed four orders of magnitude higher on-current and better Fermi-
Level unpinning than those fabricated on the (100) and (110) substrates. In addition,
the devices fabricated on a (111)B substrate showed close to zero on-current.
In this work, we report the results of our ab  initio density functional theory cal-
culations, carried out to understand this strong dependence of FLP and consequently
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device behavior on substrate orientation. Starting from hydroxylated surfaces, we
find that the condition of the respective surfaces pre-ALD-deposition has a strong
impact on the surface reactions that follow. We explain the atomistic origin of the
interfacial self-cleaning e↵ect in ALD and it’s preference for the removal of As-oxides
as compared to Ga-oxides [81] [39] (previously only reported experimentally) as a nat-
ural consequence of these surface reactions. We show how this e↵ect, in combination
with initial surface chemistry a↵ects eventual interface chemistry and consequently
a↵ects interface electronic structure and FLP behavior on the di↵erent substrates.
Existing density functional theory based investigations on the ALD of oxides on
the (100) surface of III-V materials [82] [83] [84] o↵er important insights into the
atomic and electronic structure of the III-V (100)/ALD-oxide interface. By contrast,
we chose the (111)A and (111)B surfaces as test cases for our study. This was done
on account of the large variation in the performance of devices fabricated on these
devices [80] as previously mentioned, and because the ALD process on these surfaces
has not been theoretically investigated at par with the (100) surface. Ab initio DFT
calculations of the initial ALD reaction pathways on (111)A and B surfaces were per-
formed with SeqQUEST, a pseudopetential code that uses contracted Gaussian basis
sets [85]. We investigate the energetics of possible reaction pathways and compare
our results with experimental observations.
5.3 Computational Procedure
All our calculations use SeqQUEST, a pseudopotential DFT code that uses con-
tracted Gaussian basis sets [85]. We used both the Local Density Approximation
(LDA) of Perdew and Zunger [86] and the Generalized Gradient Approximation
(GGA) of Perdew, Burke and Ernzerhof [63]. Computed energies using the two
approximations follow the same overall trend although they can be expected to di↵er
in value per reaction. We report results of our GGA calculations.
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The simulation cells are obtained from a 12-atom unit cell oriented along a =
1/2[110], b = 1/2[112] and c = [111] by replication once along a, twice along b, and
once along c. We use 2D periodic boundary conditions along a and b and use 4x8
k-points in these directions. This leads to a (111)A and (111)B surface per simulation
cell. Slabs were separated by about 30 Bohrs (approximately equal to thickess of the
slab) of vacuum in the non-periodic direction. Atoms were chosen to be in their
ideal positions initially and then relaxed self-consistently using a force convergence
criterion of 0.0005 Rydberg/Bohr and an energy convergence of 0.00001 Rydberg. To
ensure that unpassivated charges on the polar GaAs slabs had no e↵ect on our results,
we used so called III-V ’terminator’ atoms - pseudo-hydrogen atoms having fractional
charges of 1.25 and 0.75 to passivate the Ga and As ends of the (111)B and (111)A
slabs respectively following the method of Shiraishi et al. [87]. On these relaxed slabs,
hydroxyl (OH) groups were adsorbed to obtain pre-ALD-deposition structures. We
then proceeded to investigate likely reaction pathways in the manner indicated in the
main article.
Previous ab-initio calculations on the ALD-oxide/GaAs/III-V system have chosen
the reconstructed unitcell of (100) GaAs and other III-V’s to be the starting point of
their investigation [84] [83] [82]. While it well known that clean slabs of III-V mate-
rials must reconstruct to more complicated atomic arrangements in vacuum, it must
be emphasized that exposure to the elements and subsequent oxidation of the sur-
faces renders these surface reconstructions invalid. In addition, several experiments
using ALD techniques perform a pre-deposition etch on the substrate to clean away
these oxides [39] [44] [80]. It is reasonable, then, to assume that in these experiments,
the surface looks very di↵erent from it’s clean, reconstructed state. However, in the
absence of knowledge of exact surface atomic structure, we chose the ideal, unrecon-
structed GaAs (111)A and (111)B surface to be our starting point for our theoretical
calculations. As has been demonstrated in the main article, our results using even
this simple structure qualitatively agree well with experiments on this system. Also,
the eventual bonding of atoms at the interface (after the first set of ALD reactions)
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is in keeping with previous molecular dynamics calculations in the (100) III-V ALD
system [84].
Lu et al. and Ren et. al [83] [82] have used the hydroxylated, reconstructed (100)
surface of GaAs as a starting point in their investigations of ALD reaction pathways
on this surface. A-priori, it is not obvious why an OH terminated surface is a good
starting point, since the exposed surface is expected to have oxide formed at the
surface. In order to faithfully follow the steps traced experimentally by [39] [80], we
studied reaction pathways of surface pre-treatment with NH4OH. While a detailed
description of this study will follow in a subsequent publication, it su ces to say
that we found that the e↵ect of the pre-treatment was to functionalize the surface
oxides present both (111)A and B GaAs to OH groups in highly exothermic reactions.
Hence, we concluded that the OH terminated surfaces were indeed good starting
points for our investigations. It must be emphasized that while this is true for the
(111)A surface, the (111)B surface reconstructs to form a bridging oxygen between
two surface As atoms with the release of a water molecule in a highly exothermic
reaction as shown in reaction 5.5.
5.4 Initial Reactions
We first investigated if the (2X1) hydroxylated surfaces were indeed stable pre-
deposition. The reaction end-points for the following reactions were calculated for
the (111)A and B surfaces respectively:
2 (Ga⇤-OH)! Ga⇤-O-Ga⇤ +H2O (5.1)
2 (As⇤-OH)! As⇤-O-As⇤ +H2O (5.2)
The asterix indicates surface atoms. Fig 5.1 schematically indicates the energetics
of the respective reactions. It can be seen that the hydroxylated (111)A surface is
indeed stable as compared to the simplest possible surface oxide configuration - a
bridging oxygen atom attached to two surface Ga atoms. By contrast, the hydroxy-
lated (111)B surface is relatively unstable as compared to the corresponding surface
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Fig. 5.1. (111)A and B OH terminated surface undergoing transfor-
mation indicated by reactions (1)(right) and (2)(left). O, As, Ga and
H atoms are represented by red, larger white, grey and smaller white
spheres respectively. The box indicates the (2X1) unit cell used in
our calculations.
oxide. We see right away that the two surfaces show markedly di↵erent initial states
pre-deposition. One can interpret this di↵erence in intial behavior to indicate that
the (111)A surface is strongly hydrophobic while the (111)B surface is hydrophilic.
This interpretation is in agreement with experimental observations on the two sur-
faces [88]. The initial di↵erence in the surfaces pre-deposition plays an important role
in the subsequent chemisorption reactions that follow.
In the next step, the ALD half reaction end-points for the precursors trimethyalu-
minum (TMA) and water on the (111)A and B surfaces so obtained were calculated
using the following reactions.
2 (Ga⇤-OH) + Al (CH3)3 ! Ga⇤-O-[Al (CH3) ]-O-Ga⇤ + 2CH4 (5.3)
Ga⇤-O-[Al (CH3) ]-O-Ga
⇤ +H2O! Ga⇤-O-[Al-OH]-O-Ga⇤ + CH4 (5.4)
As⇤-O-As⇤+Al (CH3)3 ! As⇤-Al (CH3) -As⇤ + CH3-O-CH3 (5.5)
As⇤-Al (CH3) -As⇤ +H2O! As⇤-[Al-OH]-As⇤ + CH4 (5.6)
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Structures for these two reactions can be found in the Figures 5.2 and 5.3 respectively.
The half reactions proceed very di↵erently on the two surfaces. For the (111)A
hydroxylated surface, initially, one methyl group from TMA reacts with H from one
of the OH groups terminating the surface, relasing methane in the process. In the
following stage, another methane molecule is released due to reaction of the second
methyl group with the second OH group in the (2X1) unitcell. The last methyl
group reacts with water in the following half cycle relasing methane in another highly
exothermic reaction. In contrast, on the (111)B surface with the bridging oxygen, the
surface oxide is completely removed in a highly exothermic half-reaction with TMA
releasing dimethyl ether in the process. The half-reaction with water is also highly
exothermic and it replaces the last methyl group left over from the previous reaction
with an OH group. Subsequent half-reactions proceed in the usual self-terminating








ΔE = -1.90 eV ΔE = -1.732 eV ΔE = -0.93 eV
TMA half reaction 
             part 1
TMA half reaction 
              part 2
Water half reaction 
Fig. 5.2. Energetics of reactions 3 and 4 in the main article represented
schematically. O, As, Ga, H, Al and C atoms are represented by red,
larger white, grey, smaller white, yellow and blue spheres respectively.
The box indicates the (2X1) unit cell used in our calculations.
Our investigations on full monolayer coverage (1 TMA atom per surface As/Ga















ΔE = -1.11 eV
TMA half reaction Water half reaction
Fig. 5.3. Energetics of reactions 5 and 6 in the main article represented
schematically. O, As, Ga, H, Al and C atoms are represented by red,
larger white, grey, smaller white, yellow and blue spheres respectively.
The box indicates the (2X1) unit cell used in our calculations.
Presumably, this is due to the well known steric hindrance e↵ect in ALD [89]. For this
reason, we use a coverage that corresponds to 1 TMA molecule per (2X1) unit cell
in our calculations. It was shown in the main article that the OH terminated (111)A
GaAs is indeed stable pre-deposition - it does not reconstruct to form a bridging
oxygen and release a water molecule in an exothermic reaction. In order to examine
the e↵ect of preferential self-cleaning, we examined the pathway of a reaction very
similar to reaction 5.5 in the main article, but for the (111)A surface.
Ga⇤-O-Ga⇤+Al (CH3)3 ! Ga⇤-Al (CH3) -Ga⇤ + CH3-O-CH3 (5.7)
We found the reaction to be highly unfavorable thermodynamically. We conclude
from examining the energetics of reactions (5) (in the main article) and the above
reaction that the self-cleaning e↵ect in the ALD-Al2O3/GaAs system preferentially
removes As-oxides as compared to Ga-oxides in agreement with previous experiments
on this system [39]
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5.5 Discussion
As can be seen in Fig 5.4 the interface structures obtained at the end of the first
cycle of half-reactions are starkly di↵erent. The surface Ga atoms at the (111)A inter-
face bond with O atoms which in turn bond with Al atoms. At the (111)B interface,
the surface As atoms bond directly to Al atoms. The surface oxide initially present at
the (111)B surface is completely removed in favor of As-Al bonding at the interface,
whereas Ga-O bonding still persists at the (111)A interface. This preferential cleaning
of As-oxides as compared to Ga-oxides has been termed as the interfacial-self cleaning
e↵ect in previous ALD experiments. We note that the nature of bonding at the inter-
face is consistent with previous theoretical calculations on the (100) surface [41] [84],
where molecular dynamics calculations of Al2O3 slabs on clean, reconstructed (100)
III-V surfaces indicate that the anions are bound only to O atoms while the cations
are bound only to the Al atoms.
111(111)A (111)B
Fig. 5.4. Interface structures obtained at the end of the first cycle of
ALD half-reactions on (111)A and B respectively. O, As, Ga, H and
Al atoms are represented by red, larger white, grey, smaller white and
yellow spheres respectively.
Finally, we investigate the electronic structure of the structures obtained at the end
of the half reactions. The Kohn-Sham density of states (DOS) for the two interfaces
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are compared to bulk GaAs in Fig. 5.5. with the conduction band edge in bulk set to
zero energy. The (111)B structure has a large number of allowed states distributed all
over the band gap, consistent with the experimental observation of poor unpinning
behavior and zero current obtained for devices fabricated on this substrate [80]. By
contrast, the (111)A structure has no states almost throughout the band-gap, except
for a peak in the DOS distribution very close to the conduction band-edge. This
is consistent with the experimental data, that shows that the (111)A device shows
excellent unpinning in the mid-gap region and high on current. The high DOS near
the conduction band edge indicates that the device is easily switched on but is di cult

















Fig. 5.5. Plot of DOS versus energy for the structures shown in Fig.
2 compared with the DOS of bulk GaAs
5.6 Conclusion
In conclusion, we showed how the combination of the initial surface chemistry
and the self-cleaning e↵ect in ALD lead to completely di↵erent interface structures
with Al2O3 for the (111)A and B oriented substrates. We also showed how the
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electronic structure of these interfaces show excellent agreement with experimental
results at each stage of the ALD process. The final structures generated during
the course of this study are available for viewing and modification on the nanoHUB
(www.nanoHUB.org) in the nanoMaterials Simulations Toolkit. The structures are
loaded as pre-built models and can be modified by interested readers.
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6. ATOMISTIC SIMULATIONS OF THE ATOMIC AND
ELECTRONIC STRUCTURE OF CU-SI INTERFACES
6.1 The idea for the study and simulations in this chapter have been
conceived by Ganesh Hegde and have been performed by Kaspar
Haume, DTU, Copenhagen, Denmark. Figures have been created by
Kaspar Haume and are used with permission.
Self-aligned metal silicides (so-called salicides) such as NiSi, NiSi2, CoSi2, WSi
have been used extensively as contact metals to source and drain junctions in MOS
technology [2]. Full-band atomistic calculations of transport through ideal, lattice
matched NiSi2/CoSi2-silicon junction have recently been reported in literature [90].
The usual procedure used for salicide formation is as follows [91]:
• MOSFET is first formed
• Active metal (Ni/Co/W and so on.) is deposited
• The system is annealed at 350-700 C.
• Non-reactive metal is removed.
While silicides grown or deposited on Si substrates are epitaxial, di↵usion of metal
atoms over extended periods of time may change interface atomic structure and sto-
ichiometry. For instance, NiSi is known to form NiSi2 at elevated temperatures and
repeated cycling during switching [92]. Consequently, important interface electronic
parameters, such as the Schottky barrier height and the interface density of states
may change over time and result in variability in contact performance.
The e↵ect of interface chemistry and its impact on electronic transmission at
Metal-Semiconductor interfaces is to our knowledge, an unexplored topic in atomistic
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simulation studies. There are several di culties associated with obtaining ground
state interface chemistries at such interfaces.
• Classical Molecular Dynamics (MD) Force-Fields presume a bonding radius so
that the predicted ground state may not correspond well with experimental
ground state structures.
• Predicting ground state chemistry at Metal-Semiconductor interfaces using DFT
may give structures that are minimized only locally in energy.
• Even if an energy-minimized structure is obtained, full band DFT simulations
for structures using popoular planewave DFT codes do not scale well with sys-
tem size.
In this thesis, an investigation of Cu-Si interface chemistry and its e↵ect on elec-
tronic transport through the Cu-Si interface is carried out using Reactive Force Field
(ReaxFF) based MD simulations [46] and electronic transport in DFT in the NEGF
formalism [47] using a local orbital basis in the Linear Combination of Atomic Orbitals
(LCAO) formalism [72].
The choice of Cu as the interface silicidation metal was dictated by a lack of avail-
ability of ReaxFF parameters for Ni-Si and Co-Si or W-Si interactions. Although the
calculations were done for Cu, the simulations do provide some insight into mecha-
nisms governing interface chemistry and electronic transport at general Metal-Silicon
interfaces.
It was found that interface annealing in ReaxFF MD calculations up to a time
period of 1 ns was insu cient to generate significant silicidation of the interface.
Although evidence of modified interface chemistry was evident, the resulting electronic
transport properties did not vary significantly, regardless of the doping conditions in
Si. Evidence for heavy Fermi Level pinning of Si by Cu was found regardless of type
of doping and interface chemistry.
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6.2 Molecular dynamics simulations of Cu-Si Interfaces
6.2.1 Simulation Structures
A total of five interface samples corresponding to three di↵erent surface orienta-
tions were chosen. These are as follows
• Cu [100] on Si[100] (2 interface structures) (see Fig 6.1 and Fig 6.2)
• Cu [111] on Si[111] (2 interface structures) (See Fig 6.3 and Fig 6.4)
• Cu [110] on Si[110] (See Fig 6.2.2)
Fig. 6.1. Cu[100]/Si[100] structure created by stacking up Cu and Si
unit cells side by side
The structures were created in the ATK simulation software [64] using the ’Inter-
face Builder’ feature. Since the physical situtation being simulated corresponds to
Cu being deposited on Si using Physical Vapor deposition (PVD), strain is assumed
to be in Cu, with Si being unstrained. From a number of structures suggested in the
Interface Builder tool the structure with minimum strain for a reasonable number of
atoms (up to a few hundred) in Cu is selected as a pre-MD-relaxation candidate. The
structures eventually constructed consist of 28 atomic layers of Cu and 25 atomic lay-
ers of Si corresponding to a simulation size of about 5000-7000 atoms for the various
samples reported above.
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Fig. 6.2. Cu[100]/Si[100] structure created by rotating the Cu [100]
by 45 degrees so that the [110] orientation in the Cu unit cell plane
perpendicular to the growth direction aligns with Si [010]
Fig. 6.3. Cu[111]/Si[111] structure with ↵ = 90,   = 90 and   = 120
and mean absolute strain in the configuration of 1.10%
6.2.2 MD Simulation parameter details
The structures thus generated were imported into a parallelized version of ReaxFF
implemented for the LAMMPS MD code [93]. A time step of 0.5 fs was found to give
good convergence versus total energy in a total time interval of 1ns in NVE (constant
number of atoms N, volume V and energy E) simulations. In order to determine the
initial spacing between the Cu and Si layers pre-MD, MD runs were carried out with
variable spacing and the spacing for which minimum energy structures are obtained
at the end of the simulation were used. For [100]/[100] structures an initial spacing of
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Fig. 6.4. Cu[111]/Si[111] structure with ↵ = 90,   = 90 and   = 60
and mean absolute strain in the configuration of 0.10%
1.36 A was found to give minimum energy structures. For the [111]/[111] structures
a spacing of 2.35 A and for the [110]/[110] structures a spacing of 1.92 A was found
to give minimum energy structures.
For the MD simulations the system was heated from 300-900K with an NVT
ensemble for 20 ps. The system was then kept at 900K in an NVE simulation for
a time of 100 ps followed by another NVT simulation, this time cooling down the
system from 900-300K in a time of 20 ps. The same procedure was also followed for
a simulation time of 1 ns with proportional NVT and NVE runs.
Fig. 6.5. Cu[110]/Si[110] structure with mean absolute strain in the
configuration of 0.10%
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6.2.3 MD simulation results
ReaxFF MD simulation results for the parameters chosen in the previous section
resulted in insignificant interface chemistry beyond 2-3 interface atomic layers for the
total simulation time of a 140 ps and 1ns. The simulations were repeated by adding
vacancies in Si and testing if the addition of vacancies promotes di↵usion of Cu into
Si. Insignificant di↵usion was found even in this case. An example of the resulting
interface structures can be seen in Fig 6.2.3. In order to facilitate the import of
structures into DFT, a number of simulations were carried out with a variable number
of ’fixed’ layers of atoms. The motivation for doing this was to determine to smallest
possible structure that could be imported into DFT without significantly degrading
the total energy of the system, while yet capturing essential interface chemistry.
Fig. 6.6. Cu[100]/Si[100] structure after relaxation in ReaxFF. The
central region is relatively una↵ected by the chemistry at the interface
during the total time period taken for the calculation and can be
considered ’bulk’ like for the respective materials on either side of the
interface.
Fig 6.2.3 contains the results of such a simulation. It can be seen that even with
a small number of fixed layers the total energy of the system quickly converges to a
value comparable to a system containing a large number of fixed layers. This implies
that relatively small structures (9-10 atomic layers on either side of the interface)
can be imported into DFT without a↵ecting the results significantly. This simulation
is especially necessary for transport calculations, since in the NEGF formalism as
implemented in ATK, the electrodes unit cells used in the computation of the con-
tact self-energy are assumed to repeat semi-infinitely on either side of the interface.
Eventually interface structures with 10 atomic layers on either side of the interface





























































Fig. 6.7. Converged energies versus the number of ’free’ layers - i.e.
layers free to relax on either side of the interface. It can be seen
that there is rapid convergence for total energy versus number of free
layers, implying that in the time period of the calculation significant
chemistry takes place in only a few layers on either side of the inter-
face.
6.3 Transport simulations on relaxed Cu-Si interface structures
6.3.1 Computational Method
Transmission in the NEGF formalism and density of states (DOS) were calculated
for each of the structures generated using ReaxFF-Md simulations detailed in the
previous section. In addition to intrinsic Si, these calculations were also carried out
for doped Si by explicitly replacing Si atoms in the relaxed structures by Boron and
Phosphorus atoms. The Meta GGA formalism of Tran and Blaha [94] was used for
exchange and correlation since it reproduces the bulk band gap of Si quite well as
compared to other functionals at a computational expense similar to that of LDA or
GGA [86]. A 8X8X8 Monkhorst-Pack k-point grid [66] was found to give converged
band gaps for MGGA and converged energies for LDA and GGA as shown in Fig ??
For the transport simulations, a Monkhorst-Pack grid of 20X20 k-points was used






































Fig. 6.8. Total Energy for Cu using LDA and GGA functionals (left
y-axis) and Band Gap for Si using MGGA functional (right y-axis)
vs. k-point grid resolution (x-axis)
that such a choice of the grid was because of the 2 dimensional periodicity of the
interface structure in the plane perpendicular to the interface transport direction. A
device was created with the help of the ATK simulation softwares’ Device Builder
Tool. This involved choosing a certain section of the imported structure to form the
left and right electrodes, while the central region is assumed to be the device region
by ATK as shown in Fig 6.9
Fig. 6.9. The (100)-1 structure after relaxation with fixed layers. The
atoms in the two outer boxes are removed before import to ATK,
leaving the central interface region surrounded by layers of atoms
fixed during relaxation.
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6.3.2 Transport simulation results
The results of the computation of plane averaged transmission and device DOS
for the Cu[100]/Si[100] and Cu[110]/Si[111] structures are shown in figures ??. For
the sake of comparison, these results were obtained on structures before and after
relaxation in ReaxFF-MD. A salient feature common to all three plots is the fact
that the Fermi Level in Si is pinned to the same value before and after the structure
is relaxed in MD. The overall transmission profile and the DOS before and after
relaxation seem strikingly similar indicating that the interface chemistry obtained in
1ns of MD simulations does not apparently change electronic properties significantly.
Fig. 6.10. Transmission and DOS for the [100]/[100] structures when
Si is intrinsic i.e. no doping
In order to observe changes in Transmission and DOS on doping, dopant atoms
- Boron and Phosphorus were added to the pre-relaxed and relaxed structures by
removing a single Si atom within the device. For the structures simulated in this
study, this corresponded to an extremely high doping concentration of ⇡ 7 ⇥ 1010
dopant atoms per cm3 in Si. Since simulation cells of sizes greater than 1000 atoms
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are di cult to simulate in DFT, obtaining lower doping concentrations by explicit
doping is di cult.
Fig. 6.11. Transmission and DOS for the [110]/[110] structures when
Si is intrinsic i.e. no doping
The results of computation of transmission and DOS for p and n-doped structures
before and after relaxation in MD are shown in figures ??. As with the case of
intrinsic structures, the doped structures too show evidence of heavy Fermi Level
pinning. This is evidenced by the fact that the Fermi level shown in all figures is
not shifted to match DOS and Transmission profiles, but is computed by DFT to be
exactly the same. The invariance of Fermi Level Pinning (FLP) regardless of doping
concentration or chemistry suggests that the MIGS model [27] is suitable to describe
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FLP at Metal-Si interfaces. The number of states in Cu and the density of electrons
at the Fermi Level far outnumbers that in Si and induces states in the band gap that
are then occupied by electrons from Cu causing heavy pinning.
Fig. 6.12. Transmission and DOS for the p (left) and n (right) doped
[100]/[100] structures when Si and Cu are simply stacked side by side
without any rotation
An interesting feature of all Transmission and DOS plots is the presence of a
transmission gap in spite of a significant DOS at the interface. This must ot be taken
as evidence of Fermi de-pinning. It only reflects the absence of DOS in bulk Si far
away from the interface for the energies in which a transmission gap exists. In the
NEGF formalism, electron transmission takes place only if a DOS is present in the left
and right electrode and device in the energy range controlled by the Fermi Function
in the Left electrode fl and the right electrode fr. Since Si does not have states in its
gap, this energy range corresponds to a situation of zero transmission, indicating that
the states induced in the band gap are true interface states i.e. they do not extend
spatially in ’bulk’ Si.
We have not attempted to extract Schottky barrier heights in this study though
this is easily done by computing the di↵erence between the band edges and the Fermi
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Fig. 6.13. Transmission and DOS for the p (left) and n (right) doped
[100]/[100] structures when Cu is rotated and strained to lattice-
match Si
Fig. 6.14. Transmission and DOS for the p (left) and n (right) doped
[110]/[110] structures
Level in ’bulk’ like Si present in electrodes far away from the interface region. It must
be emphasized that the precedure used to extract Schottky Barrier heights (SBH)
in recent studies of electronic transmission in NiSi2Si interfaces citegao2012ab might
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give erroneous results. The authors of that study extracted SBH from the di↵erence
between transmission gap edges and the Fermi Level. This is problematic because the
transmission gap does not correspond necessarily to the true electronic gap. One may
have situations where the transmission gap is larger than the fundamental band gap
due to a severe mismatch in e↵ective masses of Si and Cu in relevant energy ranges.
6.4 Conclusion
A combination of Reactive MD and ab initio DFT modeling was used to study
the e↵ect of interface chemistry on transport properties at Cu-Si interfaces. Unlike
the case of III-V interfaces where interface chemistry is seen to heavily a↵ect pinning
behavior, the electronic transport at Cu-Si interfaces is approximately independent
of interface chemistry for the time periods simulated in this study (1 ns). Longer
MD simulation times with more significant chemistry might change the nature of
electronic transmission at these interfaces. Significant pinning was seen regardless of
doping in Si, giving support to the MIGS theory of FLP in Metal-Si interfaces.
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7. SUMMARY
The degradation of metal interconnect conductivity with decrease in dimensions is
an important and relevant technological problem of current interest. This problem is
tied intimately to the problem of electron scattering at metal interfaces. Atomistic
quantum mechanical modeling is needed to prescribe mitigative solutions to size-
dependent conductivity degradation.
In order to overcome the size-related bottleneck of Density Functional Theory
(DFT) calculations while obtaining accurate, atomistic, fully quantum mechanical
insight into mechanisms governing electronic transport in Cu, a new semi-empirical
Tight Binding model for metals has been developed. A novel mapping technique us-
ing the moments of angular-momentum resolved Local Densities of States (LDOS) to
derive dependence of TB parameters on the atomic environment has been developed.
The model has been validated against DFT band structure calculations of bulk FCC
metals - Cu, Ag, Al and Au and their alloys, interfaces and nanostructures. It has also
been used to provide insight into the dependence of Cu conductance on quantum con-
finement and homogeneous strain. Full-band quantum mechanical calculations done
using the model suggest that compressive straining helps improve the conductivity of
copper (in the absence of other scattering mechnisms) by making more conducting
states and modes available per unit volume.
A reaction pathway approach in DFT studies of III-V/ALD Oxide interfaces done
as part of this thesis reveal that As-Al bonding along with compressive straining could
cause severe Fermi Level Pinning (FLP) at such interfaces.
A combination of Reactive Molecular Dynamics using Reactive Force Fields and
DFT transport calculations show that interface chemistry has a negligible impact on
the transmission characteristics of Cu-Si interfaces. The calculations suggest heavy
FLP at such interfaces regardless of doping concentration or interface chemistry or
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substrate orientation showing support for the Metal Induced Gap States (MIGS)
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A. SEMI-EMPIRICAL TIGHT BINDING FORMALISM
A brief discussion of the Orthogonal, Two-Center, Semi-Empirical TB formalism is
included here for the sake of completeness. For an exhaustive review of the various
TB models and their relative merits and demerits, the interested reader is referred to
the original paper of Slater and Koster [48] and Goringe et al [49] .
In the most general form, the time indepedent single electron Hamilton operator is
written as a sum of the kinetic energy and e↵ective potential operators. The e↵ective
potential energy operator can be approximated to be a simple sum over spherical
potential contributions from individual atomic sites i so that




In case of periodic solids, the wavefunction can be cast in an atomistic basis as a









Here   denotes the orbital index, k is the Bloch wave vector and cn, (k) are linear
coe cents. The generalized eigenvalue problem that needs to be solved is then
H n,k(r) = ✏n(k)S n,k(r) (A.3)
Where S is the overlap matrix with the following elements in the Dirac notation
Sij = h i,  |  j,✓i (A.4)
and the position vectors r Ri corresponding to atomic indices i have been dropped
for the sake of convenience. The Hamiltonian matrix elements are given by
Hij = h i,  | H |  j,✓i (A.5)
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In case an explicit functional form is available for the atomic orbitals  i,  and the ef-
fective potential contribution is known, the Hamiltonian and overlap matrix elements
can be explicitly computed. This is the path taken by LCAO-DFT codes [64, 72]
where an explicit atomistic basis in the form of Slater or Gaussian orbitals is utilized.
In Orthogonal Semi-Empirical Tight Binding a number of simplifying assumptions
are made at this stage. It is assumed that the basis is not atomic but atomic-like
i.e. the orbitals on each atom are orthogonalized with repsect to all other orbitals
at all atomic sites in the system using, for instance the symmetric orthogonalization
procedure of Lo¨wdin [65]. This ensures that the Overlap matrix S is equal to the
unity matrix while retaining the angular symmetries of the orbitals and simplifies




V (r  Ri) It is assumed that the potential obeys the symmetry of
the underlying crystal and that matrix elements only contain potential contributions
from sites on which the orbitals involved are centered. This is the so called Two
Center Approximation. In this approximation the Hamiltonian matrix elements are
written as follows
Hi ,j✓ = h i,  |  r2 +
X
Rn
V (r Rn) |  j,✓i (A.6)
Hi ,j✓ ⇠ h i,  |  r2 + V (r Ri) + V (r Rj)
2
|  j,✓i (A.7)
This leads to two types of matrix elements - on site integrals when i = j i.e. both
orbitals are centered at the same atomic site and two center integrals when i 6= j
i.e. the orbitals involved are centered on di↵erent atomic sites.
The number of independent integrals involved is reduced by appealing to the sym-
metry of the crystal and representing each atomic-like orbital as a linear combination
of functions space quantized with respect to the axis corresponding to the vector
joining the atoms i and j i.e Ri  Rj. For instance the number of independent two
center integrals if an s   p basis consisting of a single s and 3 p orbitals is used is
4 - ss , sp , pp , pp⇡. The Hamiltonian matrix elements are then calculated using
97
these two center integrals and the direction cosines of Ri  Rj to form the so called
Slater-Koster table [48] . The most important feature of this method is that the on
site integrals and two center integrals described are not evaluated explicitly, but
are treated as disposable constants, fit to target data - e↵ective masses, band ener-
gies and band gaps obtained from experiment and/or ab-initio theoretical techniques
such as DFT. Thus, the procedure of solving for the Hamiltonian is replaced by one
in which the Hamiltonian is simply populated by invoking a look-up table containing
the TB integrals (henceforth referred to as TB parameters) that have been optimized
to fit physical targets. The simple scheme outlined above must be modified in case
deviations from bulk crystal structure are encountered
The two-center TB scheme ensures that non-diagonal, on-site Hamiltonian el-
ements are zero by virtue of crystal and orbital symmetries. If combined with a
nearest-neighbor approximation, where Hamilton elements between orbitals on non-
neighbor atoms are neglected, it leads to significant sparsity in the Hamiltonian. Due
to the e cient, sparse representation of the Hamiltonian and the fact that the Hamil-
tonian is populated from a look-up table, the two-center TB technique is extremely
computationally e cient. Eigenspectra of systems such as quantum dots containing
several millions of atoms have been computed accurately (compared to photolumi-
nescence experiments on these systems) and scalably using this scheme [71]. Accu-
rate electronic structure and/or transport simulations on systems at realistic length
scales such as semiconducting nanowires [95], highly Phosphorus-doped FinFETs [96],
Graphene nanoribbons [97], to name a few applications, have also been enabled by
the computational e ciency of this scheme.
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B. FIRST NEAREST NEIGHBOR TIGHT BINDING
PARAMETERS FOR CU, AG, AU AND AL IN THE NEW
MODEL
The table below lists the First nearest neighbor Two-Center Integrals and Intra-
Atomic Integrals in the Slater-Koster format. The Two-Center Integrals are denoted
by the letter V while the Intra-Atomic Integrals are denoted by I. The strain depen-
dence of the Two-Center Integrals is captured by the exponents q while the strain
dependence of the Intra-Atomic Integrals is captured by the exponent p. R0inter is
the reference zero strain length for Two-Center Integrals while R0intra is the reference
zero-strain length for Intra-Atomic integrals. The Integrals are in units of eV, the
exponents unitless and the distances are in units of Angstrom.
Parameter Cu Ag Au Al
✏s -4.3325 -3.5253 -7.0609 -6.0263
✏p 0.8458 1.4098 0.9004 -6.7152
✏d -3.3164 -5.5780 -5.4325 6.4493
Vss  -0.9992 -0.8864 -0.9261 -0.7075
Vsp  1.4060 1.2238 1.3669 1.1799
Vsd  -0.5171 -0.5268 -0.6941 -0.9986
Vpp  1.9544 1.5428 1.7926 2.2634
Vpp⇡ -0.5788 -0.5098 -0.5155 -0.1741
Vpd  -0.5264 -0.6058 -0.9479 -2.3998
Vpd⇡ 0.2537 0.1868 0.2972 0.3417
Vdd  -0.3642 -0.4540 -0.6844 -3.1204
99
Vdd⇡ 0.2464 0.2456 0.3381 1.0852
Vdd  -0.0598 -0.0496 -0.0592 -0.0949
Iss  0.3222 0.2888 0.5000 -0.0902
Isp  -13.4601 27.5677 47.4232 47.3913
Isd  0.0012 -0.5037 0.0339 -1.5323
Ipp  1.5605 0.3040 1.0660 -0.0016
Ipp⇡ -0.1228 0.2953 0.1271 1.0054
Ipd  -10.2694 99.9958 99.8976 -8.9001
Ipd⇡ -3.8434 -99.1472 -98.6434 9.6930
Idd  -0.2348 0.7252 0.9232 3.9694
Idd⇡ -0.2498 0.2511 0.3693 1.4278
Idd  -0.1199 -0.9280 -0.9722 -2.0288
qss  2.3603 2.5004 3.4147 1.7924
qsp  2.0827 1.7035 3.0152 1.9547
qsd  3.0696 3.8742 4.0517 1.5753
qpp  2.4409 1.4366 2.5772 2.1836
qpp⇡ 2.6721 4.0872 2.9059 0.2495
qpd  4.3038 5.3603 4.2849 1.9492
qpd⇡ 5.1106 6.7768 4.6552 0.0000
qdd  4.8355 5.5990 5.4403 1.4962
qdd⇡ 4.7528 5.2114 5.0338 1.7435
qdd  4.2950 3.9194 2.4849 0.1374
pss  2.6580 3.3967 3.4130 9.5144
psp  75.2459 99.1027 75.4943 41.6508
psd  31.1555 0.4269 1.8747 11.19627
ppp  3.6612 3.1565 4.5685 16.7744
100
ppp⇡ 0.2321 5.1796 6.1124 0.7603
ppd  28.0089 99.8750 99.9935 52.9425
ppd⇡ 4.1244 99.1178 91.1682 29.8172
pdd  0.2667 2.3977 1.8897 5.5679
pdd⇡ 1.4597 2.1463 2.0762 11.0296
pdd  0.0189 1.7029 1.3285 10.4785
R0inter 2.5526 2.8890 2.8837 2.8634
R0intra 2.5526 2.8890 2.8837 2.8634
B.1 Notes on the range of applicability for the parameters in table B.1
The parameters listed in table B.1 have been optimized using a bonding radius of
a0p
2
. a0 is varied uniformly for the case of hydrostatic strain, while it is varied non-
uniformly in di↵erent crystal directions for uniaxial/biaxial strain. The maximum
strain to which the parameters have been optimized to is 6% biaxial and 10% hydro-
static strain data in DFT. While the model developed is robust, usage of parameters
beyond the data to which it has been optimized may give unphysical results, as in the
case of any empirically fitted model. The parameters listed above are unsuitable for
use in nanostructures where surface e↵ects dominate and should be used for bulk-like
bonding situations.
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C. SECOND NEAREST NEIGHBOR TIGHT BINDING
PARAMETERS FOR CU IN THE NEW MODEL
The table below lists Second nearest neighbor Two-Center Integrals and Intra-Atomic
Integrals in the Slater-Koster format. The Two-Center Integrals are denoted by the
letter V while the Intra-Atomic Integrals are denoted by I. The strain dependence of
the Two-Center Integrals is captured by the exponents q while the strain dependence
of the Intra-Atomic Integrals is captured by the exponent p. R0inter is the reference
zero-strain length for Two-Center Integrals while R0intra is the reference zero-strain
length for Intra-Atomic integrals. The Integrals are in units of eV, the exponents

















































C.1 Notes on the range of applicability for the parameters in table B.1
The parameters listed in table B.1 have been optimized using a bonding radius
of a0. a0 is varied uniformly for the case of hydrostatic strain, while it is varied
non-uniformly in di↵erent crystal directions for uniaxial/biaxial strain. The maxi-
mum strain to which the parameters have been optimized to is 6% biaxial and 10%
hydrostatic strain data in DFT. While the model developed is robust, usage of pa-
rameters beyond the data to which it has been optimized may give unphysical results,
as in the case of any empirically fitted model. The parameters listed above are more
suited for nanostructures, since a higher weight was given during the fitting process




Ganesh Hegde received his Bachelor’s Degree in Electronics Engineering from the
University of Pune in 2005. After a two-year stint in software development for Air-
Tight Networks Inc, a wireless network security provider, he came to Purdue Univer-
sity to study computational nanotechnology. He received an M.S degree in Electrical
Engineering from Purdue in 2010 for his thesis on the optmization of Semi-Empirical
Tight Binding parameters using Genetic Algorithms. As part of his doctoral research,
he has worked on developing e cient semi-empirical atomistic quantum mechanical
models of far-from-bulk like systems such as alloys, interfaces and nanostructures
where quantum confinement and atomic coordination play an important role. He
has also investigated using first principles Density Functional Theory calculations
and Molecular Dynamics calculations, the role of interface chemistry on eventual
electronic properties of Metal-Silicon and III-V/ALD Oxide interfaces. During a five-
month internship at Intel Corporation in 2011, he has also developed and applied
a fully-parallel MPI code for studying electron transport in metals using the Non-
Equlibrium Green’s Function and Tight binding electronic structure formalism. He is
fascinated by the bottom-up approach to engineering where atomistic detail is built
in from the start to design and improve material properties. His career interests lie
in the area at the intersection between material science and engineering.
