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Let A be a matrix of m rows and n columns whose entries are either zero 
or one with row i of sum ri (i = 1,2,. . ., m) and column j of sum q (j= 1,2 ,..., n). 
Then a result of Khintchine states that X:-r r;” + x7-r S? < a(l + u/Z), 
where 2 = max(m, n) and (5 is the total number of ones in A. In the present paper 
a new proof of Khintchine’s inequality is presented and a number of extensions 
to bounded plane measurable sets are discussed. 
1. INTRODUCTION 
In the course of the proof of an important result in additive number 
theory, namely, that the sequence consisting of zero and the squares of the 
natural numbers is an essential component, A. Khintchine (see [3]) used 
an interesting inequality for zero-one matrices. Since Khintchine felt that 
the inequality was of interest in its own right he presented the proof of it in 
a separate paper (see [4]). 
The inequality we are referring to can be formulated as follows: Let 
A = (+) be a matrix of m rows and n columns whose entries are either 
zero or one with row i of sum ri (i = 1,2,..., m) and column j of sum 
s, (j = 1, 2,..., n). It is clear that the total sum u of the elements of A is 
equal to cb, ri = Cy=, sj . Then the following inequality holds: 
where 1 = max(m, n). 
It is well known (cf. [9]) that to every (0, I)-matrix A there corresponds 
a so-called maximal matrix A whose row vectors Sz = (l,..., 1, O,..., 0) 
(i = 1, 2,..., m) are vectors of n-components with one’s in the first ri* 
positions and zero’s elsewhere, where rl* > r2* 3 a-0 > r,* is the 
* This work was supported in part by NSF grant GP-14133. 
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decreasing rearrangement of the row sum vector (rr ,..., r,,L) of A. 
Khintchine based the proof of the inequality on the fact that K,(A) -:< K,(A) 
and then proceeded to complete the proof for A by induction on the 
number of different elements in the sequence rl ,..., r, . 
It has been observed before that a number of questions concerning 
(0, I)-matrices are intimately related to similar questions for bounded 
measurable subsets of the plane. To be more precise, given a 
m x n-matrix A whose entries are either zero or one, we can assign to 
such a matrix a subset of the plane in the following way. Consider the 
rectangle [0, 0; m, n] with vertices at (0, 0), (m, 0), (m, n), and (0, n). 
Partition the rectangle in squares Q(i, j) with sides of length one by 
partitioning the interval [0, m] along the X-axis in m-equal parts and 
similarly by partitioning the interval [0, n] along the Y-axis in n-equal 
parts, respectively. Then we assign to A the two-dimensional point set 
A = u(Q(i,j) : aij = 1). The row sum vector and the column sum 
vector are now step functions with values (rl ,..., rm) and (sl ,..., s,) 
defined on the intervals 0 < x < m and 0 < y < n, respectively. 
The main purpose of this note is to prove Khintchine-type inequalities 
for bounded plane measurable sets in a new and more direct way. At the 
same time we shall discuss some other results of the theory of zero-one 
matrices for bounded plane measurable sets. 
2. COORDINATE FUNCTIONS OF A MEASURABLE SUBSET OF THE PLANE 
Let A denote a measurable subset of the plane contained in the square 
[0, 0; I, I], where I > 0, and let A = A(x, y) denote its characteristic 
function. 
The functions, 
and 
s 
I 
a(x) = A&, Y) dy, o<x,<z, 
0 
B(Y) = J; 4x, Y) dx, 
(2.1) 
0 B Y  d 4 
are called the coordinate functions of A with respect to the Y-axis and 
X-axis, respectively, or the cross functions of A in the direction of the 
Y-axis and X-axis, respectively. 
From Fubini’s theorem it follows that the functions 01 and p are Lebesgue 
integrable and that Ji a(x) dx = $ /3(y) u’y = m,(A), where mZ(A) denotes 
the two-dimensional Lebesgue measure of A. 
Given a pair of functions 01 and /3 on the interval [0, I] it is natural to ask 
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the question for the conditions for which this is a pair of coordinate 
functions of a subset of [0, 0; 1,1]. This question was fully answered for the 
first time by G. G. Lorentz (see [6]). For the case of zero-one matrices the 
complete answer was given independently by H. Ryser (see [S]) and 
D. Gale (see [2]). The chief aim of this section is to discuss briefly these 
two results and to give a reformulation of the above-mentioned results 
which will involve only the functions cy and (3 and not their decreasing 
rearrangements. 
For this purpose we shall recall first some facts from the theory of 
decreasing rearrangements of measurable functions. We shall use the same 
notation and terminology as was presented by the author in [7]. 
Let f be a Lebesgue-measurable function defined on a finite measure 
space (X, p) with p(X) = 1 > 0. The right-continuous non-increasing 
function 
d,(t) = Ax : f(x) > t>, -co<t<co, 
is called the distribution function of J Two measurable functions f and g 
on (X, p) are called equimeasurable whenever df = d, . It is well known 
that on [0, I] there exists a unique right-continuous non-increasing function 
Sr which is equimeasurable withf, the so-called decreasing rearrangement 
off. It can be given in terms off as the right-inverse Sf of the distribution 
df , that is, 
S,(t) = inf(u : d,(u) < t), O<t<l. (2.2) 
One of the main results of the theory of rearranging measurable func- 
tions is the following inequality of Hardy and Littlewood (see [5, p. 2781 
and cf. [7, Theorem 8.2 and Theorem 9.11). 
Iff, g E Ll(X, p) and S&,l E L1(O, I), where 1 = p(X), then 
s 
1 
fg E L1 and S,(l - x) S,(x) dx < 
0 
jx fg dp G j1 S&3 Ux) dx. 
0 
(2.3) 
In addition, if p is discrete or non-atomic, then 
sup ( jXfgf dp : g’ equimeasurable with g) = s’ S,S, dx. 
0 
In particular, 
sup (j 
E 
f dp : p(E) = t) = jt 6,(x) dx, 0 < t < I. 
0 
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Let 01, /3 be a pair of coordinate functions of a measurable subset A of the 
square [0, 0; Z, I]. Then it is easy to see that for every measurable subset E 
of [0, Z] we have 
min(ol(x), m(E)) dx. (2.4) 
Let f and g be two integrable functions defined on the finite measure 
spaces (X, p) and (Y, v), respectively. Recently, N. G. de Bruijn observed 
that if C(f, g) denotes the following condition: 
S,f+ = j, g dv and .T,fdp G jy mink(u), 1-49) dv 
for all p-measurable subsets E of X, then C(f, g) holds if and only if C(g, f) 
holds, where C(g, f) is obtained from C( f, g) by interchanging f and g and 
the measure spaces (X, p) and (Y, v), respectively. N. G. de Bruijn 
published his result in the form of a problem for solution in the problem 
section of the Nieuw Archief voor Wiskunde. The present author was among 
those who sent in a solution. The reader interested in the solution is 
referred to [l]. 
We are now in a position to present the existence result of G. G. Lorentz 
(see [6]), D. Gale (see [2]) and H. Ryser (see [S]) in the following form: 
THEOREM 2.1. A pair of non-negative integrable functions 01, /I defined 
on the interval [0, I] are a pair of coordinate functions of a measurable subset 
A of [O, 0; I, l] if and only if C(LY, /3) holds, that is, $ a(x) dx = Ji /3(y) dy 
and .L Ku> 4 G .fi min(ol(x), m(E)) dx for all measurable subsets E of 
LO, 0 
ProoJ We have only to show that the condition is sufficient. To this 
end observe that 
ji min(ol(x), m(E)) dx = jl d,(u) du, where t = m(E), 0 < t < I. 
Hence, by (2.3), $6,(u) du < $, d,(u) du (0 < t < I) and 
j; 6,(u) du = j; d,(u) du ; 
and, by the result of de Bruijn quoted above the condition also holds by 
interchanging the roles of ~11 and /3. But this pair of conditions is exactly 
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the pair of conditions which were given by G. G. Lorentz for the existence 
of a measurable set A, and so the result follows from Theorem 1 of [6]. 
Remarks. 1. If f and g are two integrable functions defined on finite 
measure spaces (X, CL) and (Y, V) of total measure less than or equal to Z, 
respectively, then we say that g dominates f and we write f < g whenever 
Using this notion then, Theorem 2.1 can be reformulated in the form that 
(a, /3) is a pair of coordinate function if and only if c1< d, , and in that 
case j3 < d, . For the row and column sum vectors of a zero-one matrix 
this is exactly the criterion given by H. Ryser in [8]. 
2. In the final paragraph of [6], G. Lorentz raises the question whether 
a subset A of the plane of finite measure is uniquely determined by the 
family of all the cross functions with respect to all directions. The answer 
to this question is affirmative. The positive result follows immediately 
from the fact that if all the cross functions of A vanish a.e., then the two- 
dimensional Fourier transform of the characteristic function of A is, by 
Fubini’s theorem, identically equal to zero, and so, by the uniqueness 
theorem for Fourier transforms, it follows that m,(A) = 0. 
3. KHINTCHINE-TYPE INEQUALITIES 
Let A be a measurable subset of the square [0, 0; 1,1] with coordinate 
functions 01, /3 (see (2.1)). We shall first prove the following theorem which 
generalizes Khintchine’s result K,(A) < &(a quoted in the introduction: 
THEOREM 3.1. Let G(u), u >, 0, be a non-negative continuous convex 
function. Then for every pair (01, /?) of coordinate functions of a measurable 
subset A of [0, 0; 1, I] we have 
jz @(4x)> d  + jz@(B(Y)) dy < jz W,(x)) dx +j; @(d,(x)) x. 
0 0 0 
Proof. It is evident that 
jz @(a(x)) dx = j: @(S,(x)) dx. 
0 
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Since, by Theorem 2.1, we have that ,8 < d, , the required inequality 
follows immediately from a famous inequality of Hardy, Littlewood, and 
Polya which implies for our case that 
(see [5] and cf. [7, p. 124, Theorem 13.31). This completes the proof. 
Remark. The reader should observe that the ordinate set A of 6, is the 
continuous analog of the maximal matrix A of A as defined in the introduc- 
tion. Furthermore, the coordinate functions of the ordinate set d of 6, 
are 6, and d, , respectively, where 01 is the coordinate function of A in the 
direction of the Y-axis. 
We shall now prove the following inequality which contains 
Khintchine’s inequality as a special case: 
THEOREM 3.2. Let A be a measurable subset of the square [0, 0; I, I], 
0 < 1, with the coordinate functions (Y and #X Then for every p > 1 we have 
G+,(A) = j; (49)“” dx + s’ @(y>)“+” dy 
0 
In particular, for p = 1 the inequality reduces to Khintchine’s inequality. 
Proof. According to Theorem 3.1 we have that 
From the definition of d, it follows immediately that 
j; (d,(x))P+l dx = (p + 1) 1: r.&,(u) du. 
Consider now the expression 
(3.3) 
jz SZ+~(X) dx + (p + 1) J‘:, xpS&) dx 
0 
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and let y = J: 6,“(x) dx. Since 0 < 6,(x) < I, 0 < x < 1, it follows 
that, for all 0 < x < Z, 
(p + 1) xp - y/1 - zp < g(x) < (P + 1) x” - y/t 
where g(x) = &P(x) + (p + 1) xP - y/Z - P, 0 < x < 1. 
Observe now that Jig(x) dx = 0 and that for all 0 < t < I we have 
$ g(x) dx < P+l - (y/l) t. Hence, 
f 
t 
g(x) dx d 0 for all 0 < t < (-#ll”. (3.4) 
0 
On the other hand, we have for all 0 < t < 1 that 
i 
2 
g(x) dx 3 P+l - tp+l - (P + y/l)(r - t) 
t 
= (I - t){(t” - y/r> + 12(lP-1 - t*-‘)/(I - t)}. 
Hence, p > 1 implies 
s 
Z 
g(x) dx 3 0 for all 1 3 t 3 (r/l)ll”. (3.5) 
t 
Since Ji g(x) dx = 0 it follows from (3.5) that 
s 
t 
g(x) dx d 0 for all I > t > (#iP. (3.6) 
0 
Combining (3.4), (3.6), and Jt g(x) dx = 0 we obtain that 
s t 2 
g(x) dx < 0 for all 0 < t < I and 
s 
g(x) dx = 0. (3.7) 
0 0 
From (3.7) it follows from a well-known result that for every bounded 
decreasing function h on [0, 11 we have (cf. [7, p. 94, Theorem 5.11) 
I ’ g(x) h(x) dx < 0. 0 
In particular, for h = 6, we obtain the required result 
j-1 ~:+‘(x> dx + (P + 1) J‘:, x%$(x) dx < WZ,(~(~~ + r/r>, 
(3.8) 
and the proof is finished. 
296 LUXEMBURG 
Remarks. 1. The equality sign in (3.2) holds if and only if A is the 
rectangle determined by the ordinate set of the constant function m,(A)/1 
on 0 < x < 1 or its inverse. 
2. In the case p = 1, it follows immediately from Guldin’s rule that 
1 
- (1’ a”(x) dx + 1: ,B2(y) dy) < 2(x, + vz), 
m2(4 0 
where (xz , JJJ are the coordinates of the center of gravity of the ordinate 
set of 6, , and so 
x, + yz < QU + m,V)/O. 
(Cf. with the remark made in 1.) 
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