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In this paper a general theory of operator-valued Bessel functions is presented. 
These functions arise naturally in representation theory in the context of 
metaplectic representations, discrete series, and limits of discrete series for 
certain semi-simple Lie groups. In general, Bessel functions J,+ are associated to 
the action by automorphisms of a compact group U on a locally compact 
abelian group X, and are indexed by the irreducible representations X of U that 
appear in the primary decomposition of the regular representation of U on 
Ls(X). Then on the A-primary constituent of La(X), the Fourier transform is 
described by the Hankel transform corresponding to rA. More detailed in- 
formation is available in the case in which (U, X) is an orthogonaE transformation 
group which possesses a system of polar coordinates. In particular, when 
X = [FLX”, IF a real finite-dimensional division algebra, with K > 2n and 
o(k, [F), the representations I\ of U are induced in a certain sense from 
representations rr of GL(n, [F). This leads to a characterization of J,, as a reduced 
Bessel function defined on the component of 1 in GL(n, IF) and to the connection 
between metaplectic representations and holomorphic discrete series for the 
group of biholomorphic automorphisms of the Siegel upper half-plane in the 
complexification of (FSx”. 
1. INTRODUCTION 
In this paper we present the beginnings of a general theory for a 
class of operator-valued functions which arise naturally in representa- 
tion theory and are analogs of Bessel functions of integer order. 
* This research was partially supported by National Science Foundation grants 
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These functions are indexed by irreducible unitary representations 
of compact groups and are defined on spaces on which the groups act. 
In the most general context, one considers a compact group U 
which acts by automorphisms on a locally compact abelian group X. 
The subspace of L2(X) which transforms under U according to a 
given irreducible representation h of U is then mapped by the Fourier 
transform onto a similar subspace of Ls(X). In that subspace, the 
Fourier transform may also be expressed by a “Hankel” transform 
defined in terms of a generalized Bessel function J* . The function 
J,+ is obtained by integration over U (cf. Eq. (3.4)) in much the same 
way as the classical integer order Bessel function J, is given by 
integration over the unit circle. 
Although these Bessel functions seem to be of interest on purely 
analytic grounds, they arise in representation theory in the context 
of metaplectic representations [13, 14, 161. The fact that the Fourier 
transform on L2(X) decomposes into Hankel transforms under the 
action of U implies a corresponding decomposition for certain 
metaplectic representations which act on L2(X). In many cases, 
this gives the decomposition of the metaplectic representation into 
its primary constituents, and when this is so each primary constituent 
is necessarily a finite multiple of an irreducible representation. 
It is then of interest to identify these irreducible representations, 
in so far as possible, with irreducible representations obtained in 
some other fashion. 
In particular, if U is a compact reductive Lie group of classical 
type and X is appropriately chosen, this process yields holomorphic 
discrete series for automorphism groups of certain tube domains 
and related representations on Hardy spaces associated with their 
boundary components [3, 121. 
In this paper, we are primarily concerned with the general properties 
of operator-valued Bessel functions, and more specifically, with 
those which relate to their applications in representation theory. 
The actual applications will be given in [6]. 
The specific contents of the paper will now be summarized. In 
Section 2 we present some preliminaries on the Peter-Weyl theory 
of compact transformation groups. Sections 3 and 4 are devoted 
to Bessel functions in the case that U is a compact group which 
acts by automorphisms on a locally compact abelian group X. In 
Section 5 we specialize to the case in which X is a finite-dimensional 
real inner product space, and U acts orthogonally on X. After 
presenting, some general results on harmonic polynomial covariants, 
we consider the more detailed and explicit situation in which (U, X) 
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has a kind of “Cartan decomposition” or “system of polar coor- 
dinates.” Finally, in Section 6 we specialize further to the case 
in which X is the space ff kxn of K x n matrices over 5 and U is 
the component of the identity in the orthogonal group O(K, IF), 
5 being a real finite-dimensional division algebra. 
When k > 2n it turns out that the irreducible unitary representa- 
tions X of U which occur in, the decomposition of L2(FkXn) may be 
characterized as induced, in a certain sense [S], from the irreducible 
finite-dimensional polynomial representations rr of the general linear 
group GL(n, IF) (Th eorem 6.1). This leads to a characterization of 
the corresponding Bessel function JA as a reduced Bessel function K, 
on IFnXn. Two important consequences are the following: First, the 
Fourier transform on lFkXn is decomposed as a direct sum of the 
reduced Hankel transforms on the smaller space [Fnxn (Corollary 6.5). 
Second, K, has a realization as an inverse Laplace transform (cf. 
Theorem 6.6) on the Siegel upper half-plane in the complexification 
of [Fnxn. This realization provides the link between metaplectic 
representations and discrete series. 
A few remarks on the literature are now in order. In [3] and [4] 
we studied the case in which U(n) acts by left multiplication on 
Cnxn. Although not apparent, this case is essentially a special case 
of the results given here. The case [F = R was first treated, by quite 
different methods, by Gelbart in [l]; however, the results on invariants 
in [5] which are needed in the proof of Theorem 6.1, and Theorem 6.1 
itself, are suggested by a discovery of Gelbart, referred to in his 
paper as an “act of providence.” 
2. PETER-WEYL TRANSFORMS 
Let (Ii, X) be a topological transformation group in which U and 
X are Hausdorff spaces, the group U is compact and X is a locally 
compact space with a positive U-invariant Baire measure dx such that 
f p) dx > 0 
whenever f E C,+(X) and f # 0. Let L be the continuous unitary 
representation of U on L2(X) which is defined by 
W)f)(4 = fWW* (2.1) 
In this situation, there is a generalization of the classical Peter- 
Weyl theory that provides an explicit direct sum decomposition of 
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L2(X) into the primary constituents of L, which is especially con- 
venient for our purpose. This theory is developed in [2]. It will be 
summarized here in a somewhat stronger form with minor changes 
in notation. 
Let 0 be a set of representatives, fixed once and for all, for the 
equivalence classes of continuous irreducible unitary representations 
of U. For h in 0, let VA denote the space on which X operates, and 
set dA = dim VA . Equip the space SA of linear transformations on 
VA with the inner product 
(A / 23) = d,, tr(B*A), 
and note that with this normalization 
(2.2) 
II W = 4 (2.3) 
for all 24 in U. 
If f is a Baire function on X and h E 0, let 
whenever x is an element of X such that 
s, I f(u-‘4 II WI du = dA J; I fO-‘4 du < *, 
and set f(h)(x) = 0, th o erwise. Here du denotes normalized Haar 
measure on U. Then J’(h): X -+ TA , and by a Change of variables 
one sees that 
mu4 = w 3Gw 
for all (u, x) in U x X; i.e., that J(h) is A-covariunt. 
(2.5) 
DEFINITION. The function 3 on 0 which assigns the value 3(h) 
to h will be called the Peter- Weyl transform off. 
For 1 < p c co let L,p(X, gA) denote the Banach space defined 
by the Baire functions 4: X + gA for which 
w4 = 44 e> 
for all (u, x) in U x X, and such that 
(2.6) 
(2.7) 
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It is shown in [2] that the mapping f+f(h) carries C,(X) onto 
the space of continuous compactly supported A-covariant functions 
from X to & . For functions in L*(X) the following is true. 
LEMMA 2.1. Let 1 < p < 00 and X E 0. Then for any Baire 
function f in Lp(X) the integral in (2.4) is absolutely convergent for 
almost all x in X, f(h) is a Bake function, and 
jx llf(Wl” dx G 4ip jx I fW’ dx. (2.8) 
In short, the mapping f df (A) is a bounded operator from Lp(X) 
onto LAP(X, 6p,). 
Proof. Suppose f is a Baire function in Lp(X), 1 < p < co, and 
set g(x) = JU 1 f (u-lx)1 11 X(u)11 du. By Holder’s inequality 
&)” d ( ju I f(@x>l” du)( ju II WI/* du)n” 
< d,,* 
s 
LI If@-‘x)/p du. 
Since 
jx (s, lf(u-WI” du) dx = ju (s, lfW4l” dx) du = s, IfW dx < ~0, 
it follows that g(x) < CO a.e., and hence, J(h)(x) is given by (2.4) for 
almost all x in X. Thus, 3(h) is a Baire function on X, 
ll.f(W4l G ju IfWW II Wll du 
for all x in X, and 
jx llfG9(x)llp dx < jxgWp dx G 4’s, W)l” dx. 
The boundedness in Lp-norm of the mapping f-+$(h) follows from 
(2.8). To see that this mapping is surjective, let 4 be a Baire function 
in Lp(X, PA) and set f(x) = dA tr($(x)) = (4(x) 1 1) for x in X. Then 
f is a Baire function in Lp(X) and for almost every x, 
f(M4 = ju fh-‘4 W du 
by the Schur orthogonality relations. 
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For each h in 0, &2(X, ~3’~) is a Hilbert space. Their orthogonal 
direct sum 
P(X)- = -p L,2(X, 3) 
AEU 
(2.9) 
plays a central role in the decomposition of the representation L 
of U given by (2.1). Indeed, from [2, Theorem l] and standard 
measure theory one may derive the following result. 
THEOREM 2.2. The Peter- Weyl transform defines a unitary map F 
of L2(X) onto L*(x)-. If f is a Baire function in L2(X), the orthogonal 
projection PA off onto F-l(LA2(X, 2Q) is given by 
V’~f)(x) = 4 trCfN(xN, XEX. (2.10) 
The subspace P,L2(X) is the primary constituent of L consisting of the 
vectors which transform under L according to A. In fact, ;f E(e) = 
YL( *)F-‘, then 
for all + in Lh2(X, 9J. 
Thus, in particular, if YA denotes the restriction of Y to PALa( 
then YA is a unitary map of P,L2(X) onto LA2(X, LQ, and 
(2.12) 
For x in X and h in 0, let U, = {U E U: ux = x]; denote by 
E,” the orthogonal projection of VA onto the subspace of vectors v 
in VA such that h(u)v = v for all u in U, ; and finally set EAx5$ = 
{E,“A E ZA: A E 9A}. Then by (2.6), 4(x) E Ehx-Eph for every continuous 
# in LA2(X, ZA). Since PAL”(X) is isomorphic to Ln2(X, sA) and the 
continuous functions in LA2(X, 2&) are dense in L,,2(X, -Eph), it follows 
that P,, # 0 implies E,” # 0. 
More precise information is available in the homogeneous case. In 
fact, the well-known classical results may be summarized as follows: 
THEOREM 2.3. Suppose U acts transitively on X. Let x E X and 
h E 0. Then P,,L*(X) and L,,2(X, ZA) are jinite-dimensional spaces of 
continuous function-s on X, evaluation at x is a unitary map of LA2(X, PA,) 
onto E,,x9,, , and the multiplicity of x in L is the dimension of E,,“VA .
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Since it will be used later, we conclude this section by stating the 
decomposition of measure theorem used in the proofs of Theorems 2.2 
and 2.3. 
LEMMA 2.4. The set u\X of orbits of U in X equipped with the 
quotient topology is a locally compact Hausdorff space. Let 7~ be the 
canonical map of X onto U\X. Then there exists a unique Baire measure q
on U/X such that 
(2.13) 
for all nonnegative Baite junctions f. 
3. BESSEL FUNCTIONS ON LOCALLY COMPACT ABELIAN GROUPS 
In this section we consider Bessel functions that are associated 
with the Fourier transform on a locally compact abelian group X 
and a compact group U of automorphisms of X. Thus, we consider 
the special case of the foregoing in which X is a locally compact 
abelian group, the compact group U acts on X by automorphisms, 
and dx is a Haar measure on X. 
Let X denote the dual of X and set (a 1 x) = O(X) for a in X 
and x in X. Pontrajagin duality identifies X with (Ip>- by the formula 
@la:> =<~Ix>(XEx (11 E X). The Fourier transform off in L1(X) 
is given by 
fc4 = J; (01 I x> f(x) ax, CT4 E ;Q, (3-l) 
and Haar measure dor on X is chosen so that the Fourier inversion 
formula is 
The Plancherel transform, which extends the ma ping f +j from 
Ll(X) n L2(X) to a unitary map of L2(X) onto L2( 8p ), will be denoted 
by 9. By duality (U, 8) is also a compact transformation group 
with (uol 1 x) = (CY, 1u-ix). For the Peter-Weyl theory of (U, X) 
we use the notation L, 9, FA, PA , etc., alread established; for 
(U, X) the analogous operators are denoted by IT , 8, gA , fs, etc. 
THEOREM 3.1. (1) The restriction FA of 2F to PAL”(X) is a unitary 
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map of PAL2(X) onto PAL2(&. Th e corresponding operator $A = 
%FAFA-’ is a unitary transformation of LA2(X, -sP,) onto LA2(.Z, 6p,). 
(2) For integrable + in LA2(X, A?$ 
(A#>(4 = jx I&, 4 9(x) 4 ME2 (3.3) 
where 
]J(Y, x) = ju (u-la / x) h(u) du. (3.4) 
(3) For integrable f in PAL2(X), 
(%fb) = dA jx tr(lh 4) f(x) dx- (3.5) 
Proof. (1) Let f E L1( X) n L2( X) and u E U. Then for every 01 in X, 
jx <a I x> f&4 dx = jx Cum I x> f(x) dx. 
It follows that SL(u) = L(u)9 for all u in U. From this, (2.10), 
and (2.4) it is easy to see that FPA = PA9 for every X in 0. This 
proves the first part of (l), and the second part is an immediate 
verification. 
(2) Let 4 be an integrable Baire function in LA2(X, ,Ep,), and set 
f(x) = 4 tr +(x). Then If(x)I = I(#(4 I 111 d II 4Wll * II 1 II- Hence, 
J If @)I dx < II 1 II .f II #)I1 dx < + ~0. Therefore, 
zzz ju ( jx <a I x> f(~-‘x) d”) W du 
z jx <a I x> ( jufW9 44 du) dx 
= x (a I x> d(x) dx s 
= x (a I ~6 W-4 dx i 
z.cz s (S (u-la / x) X(u) du d(x) dx. x u 1 
Since yAr$ = ggAf, it follows that yA is determined, as in (3.3), by 
the kernel JA in (3.4). 
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(3) Suppose f is an integrable Baire function in PAL2(X). Then 
by Theorem 2.2, f(x) = dA tr( f’(X)(x)) a.e. Thus, 
DEFINITION. We call the function JA which is defined by (3.4) 
the Bessel function of order h for (U, X) and the associated operator 
$A the Bessel or Hankel transform of order A. If we need to emphasize 
the dependence of Jn on the group action v: (u, x) + ux, we write 
J instead of Jh . The Bessel function of order X for (U, X) will 
bk’denoted by .?,, . It is defined by 
&x, m) = ju (u-lx / a) X(u) du, x E X, a! E x. (3.6) 
In the classical case, Bessel functions are known to satisfy special 
identities. To some extent this is true here, as well, and we give some 
examples without trying to be exhaustive. 
PROPOSITION 3.2. For all (x, a) in X x T!?, 
A(& 4 = L(-% x)* = JA(% -x>*. 
For any u1 , u2 in U, 
Proof. 
$(x, a) = j (u-lx I a) X(u) du 
= j (ux j a) h(u-l) du = ij (u-b 1 x) A(u) du)*, 
(3.7) 
(3.8) 
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and 
JA(ulol, u2x) = 
.c 
(u-~u~o~ 1 uzx> h(u) du 
= h(u,) j (u--la / u2x) A(u) du 
= X(u,) j (a [ uu,x) h(u) du 
= qu,) ]A(% x) qup. 
It should be noted that the Peter-Weyl transform of a character c1 
of X is given by 
Similarly, if X is identified with the dual of X, then for the character x 
of X, 
For fixed (01, x) in X x X it follows from (3.4) and the Peter- 
Weyl theorem (or equivalently, Theorem 2.2 with X = U) applied 
to the function u -+ (cx 1 UX), that 
+a I x> = c 4 trGW JA(~, 4) 
&ii 
(3.11) 
in L2( U). 
When X is self-dual, J,, may be regarded as a function on X x X. 
In particular, if X is a finite-dimensional real inner product space, 
then for x, y in X, 
JhY) = s, &-‘W h(u) du. (3.12) 
4. THE SPHERICAL BESSEL FUNCTION J,, 
In this section we maintain the assumptions and notation of the 
previous one and consider the scalar-valued Bessel function 
J&G 4= ju <u--l, I x> du 
which corresponds to the trivial one-dimensional representation 
h(u) = 1. 
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We first note that Jo is symmetric in the sense that 
fob> 4 = .M% 4 
for all (x, CL) in X X 8 (cf. (3.7)). 
By a straightforward computation, 
s u Ida, x + UY) W du = -?A@, 4 JA(Q,Y) 
for every X in 0. In particular, 
I .Io(~, x + UY) du = Jo@, 4 lo(~,r>. u 
By (4.3) and the Peter-Weyl theorem, 
J&G x + UY) = & 4 NW’) ~&, 4 Lh YN 
in L2( U), and hence, by (3.7), 
.I& UY - 4 = & 4 tr(W3 JA@, 4* J,&, Y)) 
in L2( U). Since 
J&,x-y)= (u-%1x-y)du= (+x)~du 
s lJ s u 









Next, we briefly consider some more-or-less well-known properties 
of J,, which relate to the theory of spherical functions [8]. 
For this purpose let G be the motion group X x U with multiplica- 
tion 
(Yl 3 UlXY2 > u2> = (Yl + w2 P v2). (4.8) 
The convolution algebra C,h(G) of functions in C,(G) which are 
bi-inwariunt under U is isomorphic, by restriction, to the convolution 
algebra C,h(X) of functions in C,(X) which are invariant under U. 
The homomorphisms 
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of this algebra are given by 
Hence, each J,-,(ol, a) is a spherical function, and (4.4) is one of the 
standard relations characterizing such functions. In addition, J,,(oL, *) 
is positive definite on X because 
for arbitrary x1 ,..., x, in X and c1 ,..., c, in C. 
The representation L of U (cf. (2.1)) extends to a unitary repre- 
sentation, again denoted L, of G which is called the quasi-regular 
representation and is given by 
MY, WC4 = fh-‘(x - Y>> (4.10) 
for (y, u) in G and f in L2(X). By means of the well-known cor- 
respondence between cyclic unitary representations and positive 
definite kernels [lo], one may associate unitary representations Lm 
of G with the spherical Bessel functions J,,(ol, v), and these provide 
a natural direct integral decomposition for L. 
To obtain this direct integral decomposition, it is convenient to 
construct the Lm in a particular fashion. We consider convolutions 
of the form 
&f)(4 = j+, Jo(+ x - Y) f(r) dr (4.11) 
where f E L1(X) and 4~ L1(2?). Let Ha0 be the set of all A,f. By an 
elementary computation, which uses (3.8), 
(&fXu-Yx - Y)) = (4J(Y, W(x) 
for all x, y, in X and u in U. Thus, II,0 is a G-invariant linear space 
of continuous functions on X. Therefore, the equation 
WY, 4 VW = 5w’(x - YN (4.12) 
defines a representation La of G on H,O, and 
qy, 4 A = &3Y, 4 (4.13) 
on the space I of functions f such that f E L1(X) and f E Ll(x). 
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PROPOSITION 4.1. If f and g belong to I then 
____ 1 
Vaf>W = ju <x I ~a> f(u4 du, (4.14) 
and 
fS x x g(x) /d-a, x -Y> f(r) dx dr = jui(4 &4 de. (4.15) 
Proof. Let f E I. Then by (4.11) 
4fM = jx (ju <--a I a(~ - YD du) f(r) dr 
= I, <-u-la I x> (jx <u-la I r>f(r) 4) du 
= 
s 
LT (u% 1 x)f(u-“a) du 
= s u (~a I x> f(@ du, 
which proves (4.14). Now suppose g E I. Then 
ss- g(x) lo(-Q, x - Y) f(r) dx dr x x 
COROLLARY 4.2. There is a well-defined inner product on I!?,0 
such that for all f and g in I 
(4f I 44 = jj g(x) Jot-a, * - Y) f(r) dr & (4.16) 
and for which 
E$ I U(x)l G II 4xfll (4.17) 
for all f in I. 
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Proof. Suppose f E I. By (4.14) 
and by (4.15) 
.r, 4J(4f(x) dx =J; lfW2 du. 
Thus, Aaf = 0 if and only if 3 (ua) = 0 for all u in U. It follows that 
the equation 
(dxf I &g) = juf(u4 sm du (4.18) 
defines an inner product on H, O. By (4.15), this inner product is also 
given by (4.16); moreover, (4.17) results from (4.14) and the fact that 
II Ul = (s, I fW” du)1’2. 
By (4.17) Cauchy sequences in Ha0 converge pointwise and uni- 
formly on X. Thus, H,O has a unique completion H, consisting of 
continuous functions on X in which point evaluations are continuous 
linear functionals. Of course, HE is characterized by its reproducing 
kernel Q.: X x X + @, in terms of which 
b(4 = (4 I Q& .)I 
for all 4 in H, and x in X. However, H, may also be described quite 
explicitly. Let U, = {V E U: WY = a> and 
L,2( U) = (g E L2( U) : g(w) = g(u) for all a E U,}. (4.19) 
Then Ld2( U) s L2( U/ U,). 
THEOREM 4.3. The equation 
(Bag)(x) = s, <x I m> g(u) du 
defines a unitary map B, of La2( U) onto H, , and 
(4.20) 
Q&G Y) = Jot% x - Y)* (4.21) 
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Proof. Since I is a self-adjoint algebra under convolution, the 
functions 
u --44, fE1 
form a complex algebra of continuous functions on U which is closed 
under conjugation. Moreover, this algebra separates points of U/U, 
and includes the constant functions [l 1, p. 4241. If g E LE2( U) it 
follows that there exist fn in I such that 
as n -P co. Hence, by (4.14) 
for all x in X, and by (4.18) 
II &fn - Aufic II2 = Iu I.&d -h412 du. 
Therefore, B,g E H, and )I B,g 11 = 11 g II2 . 
Now suppose q5 E H, . Then there exist f, ~1 such that 
11 Afn - Afk I/ -P 0 and Af, + + uniformly. By (4.18) 
u u I .W -.1%4l” du + 0 
as n, k --t + co. Hence, there exists g EL,~( U) such that 
I I g(u) - fn(u412 du --+ 0. u 
One sees, as before, that 
Bag = li,m Aafn = 4, 
and this completes the proof that B, is a unitary map of Lm2(U) 
onto H,. It is a straightforward observation from (4.20) that 
Q&, Y) = s, (Y I ua><x I 4 du 
= J&4 x -Y). 
It is now immediate that La (cf. (4.12)) extends in a unique fashion 
58a/a2/2-2 
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to a unitary representation, again denoted La, of G on H, . For if 
4 = B,g with g in Lu2( U), then 
+(6x - Y>> = ju <-u-lb - Y) I 4 cd4 dv 
so the equation 
= 
I 
u (y - x I wa) g(o) dv 
= s u <x I +(Y I 4 &-lo) du, 
J@(Y, 4 m = <Y I va> &w (4.22) 
defines a unitary representation III” of G on Lz2( U) such that 
for all (y, U) in G. 
-WY, WL = WWY, 4 (4.23) 
Because J,, is U-invariant, it follows from (4.21) that QUO1 = Q. , 
and hence, that Hua = H, for all u E U. Therefore, Lua = La as well. 
Set [cx] = Ua, H[,] = H, , and Lial = La. By (4.23), Ma is unitarily 
equivalent to Lrml. Hence, Ma is equivalent to Mw for every u in U. 
To obtain the desired direct integral decomposition of the quasi- 
regular representation L of G (cf. (4.10)), let q be the Baire measure 
on U\x, as in Lemma 2.4, such that 
jy 44 da = s,,, ( ju 44 du) 4(H) (4.24) 
for all nonnegative Baire functions h on 8. 
THEOREM 4.4. If f E L1(X) and 3 E Ll(x), then 
jx I f(x>l” dx = ju,* II 4dll” 4([4 (4.25) 
where Aaf is giwen by (4.11). 
Proof. Suppose f ~1. Then by the Plancherel theorem, (4.24), 
and (4.18), 
j, I fWl” dx = s, I h>l da 
= juu ( ju I fb4l” du) 401). 
=I U\B II 4xfll” 4@d)- 
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From this and the previous results, 
In addition 
for all (y, U) in G. We omit the technical details. 
From (4.22) it is easy to see that Mu is a standard realization 
of the representation of G induced from the character (Y @ 1 of the 
subgroup X x U, , so by the Mackey theory Ma is irreducible. 
Since LB is equivalent to Ma it follows that (4.27) is the primary 
decomposition of L. 
5. ORTHOGONAL TRANSFORMATION GROUPS AND POLAR COORDINATES 
In this section, we suppose that (U, X) is an orthogonal transforma- 
tion group, i.e., that U is a compact Lie group, that X is a finite- 
dimensional real inner product space, and that the action of U on X 
is given by a continuous orthogonal representation of U on X. 
In this setting, many of the results in the preceding sections may be 
improved and stated in more explicit terms. 
As a first example, we consider a situation in which Theorem 2.3 
applies. 
THEOREM 5.1. Let ( U, X) b e an orthogonal transformation group, 
.Z = Ux, the orbit of a point x0 # 0, and da the normalized U-invariant 
measure on Z. Let h be any element of ci Then for each 4 in 
LA2( 2, PA , do), there exists a harmonic A-covariant polynomial Qi on X 
such that 
for all u in 27. The space LA2(X, TA) is spanned by the set of square- 
integrable functions of the form g@ where g is complex-valued, U- 
invariant, and @ is a harmonic A-covariant polynomial. 
Proof. Let C# ELA2(.Z, S$) and set f(u) = $ tr c$(u) for u E Z. By 
Theorems 2.2 and 2.3 f is continuous and its translates L(u)f under 
U span a finite-dimensional vector space. It follows from [7, Lemma 
3.11 that there exists a polynomial function on X the restriction of 
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which to Z is f. Since any polynomial on X can be written as a finite 
sum of polynomials of the form j x )2fi P(x), n 3 0, with P a harmonic 
polynomial [IS, Chap. 41, there exists a harmonic polynomial F 
on X such that f = F jz . Let @ be the Peter-Weyl transform of F 
at A, which by (2.4) is defined for x E X by 
@p(x) = //‘(u-~x) A(u) du. (5.1) 
Q, is a A-covariant polynomial map from X to 2A. Moreover, 0 is 
harmonic. For if A denotes the usual Laplacean on X, then dL(u)F = 
L(U) AF and by (5.1) d@ = 0. By Theorem 2.2 applied to L2(Z), 
4 = @I,. 
Finally, since L2(X) is spanned by the functions of the form 
h = gF where g is radial and F is a harmonic polynomial [15, Chap. 41, 
it follows that LA2(X, PA) is spanned by the functions h given by 
h(x) = .r, &-lx) F(u-lx) A(u) du 
= g(x) l/‘(u-‘x) h(u) du 
where @ is a A-covariant polynomial defined as in (5.1). 
Next, we consider circumstances under which the quotient measure 
4 in Lemma 2.4 can be made more explicit. If C is any sufficiently 
regular cross section for u\X, then 4 may be realized as a measure 
on C. In some cases, it is possible to find a cross section C for v\X 
consisting of an open convex cone in a subspace of X and to realize q 
as a measure on C which is absolutely continuous with respect to 
Lebesgue measure on that subspace. Let us make these ideas more 
precise. 
Suppose that (U, X) is a given orthogonal transformation group, 
let U, be a closed subgroup of U, X,, the subspace of X consisting 
of the points fixed under Us , and C a regular convex cone inside X0 
(that is, C is nonempty, convex, open relative to a subspace of X,, , 
and has the property that if y E C, y $ 0, and c > 0, then cy E (5 
and -y 4 C) such that for each r E C the stability group of T in U 
is precisely U, . Then each orbit Ur with r E C may be identified 
with the space Z = U/U, . 
DEFINITIONS. We say that 2 x C is a system of polar coordinates 
(or a Cartan decomposition) for (U, X) if the mapping (U U, , r) --t UY 
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takes Z x C one-to-one onto a dense open subset X4 of X which is 
symmetric about 0 and such that its complement in X has Lebesgue 
measure 0. X” will be called the set of regular elements of X. Thus, 
for each regular element x, there exists a unique pair (a, I) in .E x C 
such that x = ur with cr = u U, . We call u and r the polar coordinates 
of x and write x = UT. 
These assumptions are sufficient to guarantee the desired absolute 
continuity of the quotient measure. 
PROPOSITION 5.2. Let (U, X) be an orthogonal transformation 
group, and suppose 27 x C is a system of polar coordinates for (U, X). 
Then there is a nonnegative Baire function w on C such that 
for all nonnegative Bake functions f on X. 
Proof. We may regard the measure q in Lemma 2.4 as a measure 
on C. Let E be a compact subset of C of Lebesgue measure 0. It is 
enough to prove q(E) = 0; for by the inner regularity of q, q is then 
absolutely continuous with respect to Lebesgue measure dr on C, 
and w = dqldr exists. Let f be the characteristic function of UE. 
By Lemma 2.4 
On the other hand, p: (uU,, , r) + UT is continuously differentiable 
and dim(Z x C) = dim X, so &Z x E) = UE is a (compact) set 
of measure 0 in X. Thus, q(E) = 0. 
COROLLARY 5.3. If do denotes the normalized U-invariant measure 
on .Z, then 
for all nonnegative Baire functions f. 
EXAMPLE 5.4. Curtan motions. Let G be a connected semi-simple 
Lie group with finite center, K a maximal compact subgroup, and 
g = f + p the corresponding Car-tan decomposition of the Lie 
algebra. Then the equation 
(x 1 y) = tr(ad x ad y) 
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defines an inner product on p, and K acts orthogonally on p via the 
adjoint representation. Let a be a maximal abelian subspace of p 
and d the roots of (g, a). Let d+ denote the set of positive roots 
associated with some ordering of the dual of a. The regular elements h 
of a are those for which al(h) # 0 for all 01 E d+. A component of 
the set a* of regular elements in a is called a Weyl chamber. The 
positive Weyl chamber 
a+ = (r E a : a(r) > 0 ‘da E O+} 
is a regular convex cone in a. 
Each K-orbit in p contains an element of a, and Ka* = Ka+ is 
the set p* of regular elements. Let M denote the centralizer of a in K. 
Then (KM, r) --+ kr is a one-one (continuously differentiable) map 
of K/M x a+ onto p”, which is open, dense, and symmetric about 0. 
Moreover, [S, pp. 380, 3811, for eachf in C,(p). 
r, f(x) dx = Ia+ (jKfW dk) 4) dr 
where apart from a constant factor 




EXAMPLE 5.5. The matrix space Wn, k > n. Let 5 denote the 
real, complex, or quaternionic division algebra with its usual con- 
jugation s + s and IF kxn the real vector space of k x n matrices 
over IF. Here, the elements of the quaternion algebra W are represented 
by 2 x 2 complexmat rices of the form (-G a), so WkXn iscontained 
in c2kx2n. The equation 
(x 1 y) = Re tr(y'X), y' = rt (5.6) 
defines an inner product on lFkxn. Let O(k, IF) be the “orthogonal” 
group of k x k matrices over ff; i.e., the set of all u in iFkxk such that 
UU’ = U’U = 1, and U the component of the identity in O(k, IF). 
(For technical reasons that arise later in this work it is important 
that U be connected,) Then in the real, complex, and quaternionic 
cases U is, respectively, SO(k), U(k), and Sp(k). In all cases, U acts 
orthogonally on X = (Fkxn by left multiplication. 
Now suppose k > n and call an element x E X regular if x’x is 
invertible in Pxn. The subset X” of regular elements is open, 
symmetric about 0, and its complement has measure 0. The Stiefel 
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manifold Z = Zk~‘+ in X is the subset of the sphere of radius n1J2 
consisting of the matrices u such that a’u = 1, , the n x n identity 
matrix. Let P = P(n, F) be the convex cone of positive definite 
matrices I in lF”X*. Then (u, r) -+ ur is a one-one continuously 
differentiable map of Z x P onto X4. Let 
x0 = 
I( 1 
ofpn : y E 5”X” 
1 
where Ok-, is the (k - n) x (K - n) zero matrix, and let C be the 
cone in X,, which corresponds to P. The subgroup U,, of U which 
fixes C pointwise is isomorphic to the component of the identity 
in O(k - n, IF), and U/U, may be identified with Z by means of 
the map u -+ UQ where 
a = (k). (5.7) 
When k = n, set U,, = {l}, Z = U, and X* = GL(n, 5). In the 
complex and quaternionic cases the above results remain valid. 
However, in the real case X fails to be connected. Thus, since we 
require U to be connected, polar coordinates for RnX” will be valid 
only on the connected component of 1 in GL(n, R). 
In the following integration formula for polar coordinates, let det 
denote the reduced norm (cf. [17, p. 1691) for the algebra PXa, and 
define d(x) = (det x)3’ where j = 1 in the real and complex cases 
and j = i in the quaternionic case. (We remark that det is the 
usual determinant function.) 
PROPOSITION 5.6. Let v be the real dimension of IF. Denote by dx 
and dr Lebesgue measure on X and P, respectively, and set 
l=&{(k-n++)v-22). (5.8) 
Then there exists a positive constant /I such that 
jxf(x) dx = /I /p J‘lif(ullr’i2) du d(r)l dr (5.9) 
for all nonnegative Baire functions. 
We sketch a proof. Let GL(n, IF) denote the group of n x n 
invertible matrices with entries in IF and G = U x GL(n, IF). Then 
G acts transitively on X* by (u, a) . x = uxa-l, and the measure 
d,x = A(x’x)--(~/~)“~ dx (5.10) 
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is G-invariant. On the other hand, the measure 
d,,. = ~(r)-U/2)Un-N+2) dr (5.11) 
on P is invariant under the transformations r --+ ara’ with a in 
GL(n, [F). If r E P and a E GL(n, IF), then (r1/2a)(a’ra)-1/2 E U. 
Therefore, the measure 
f--f Jo j~f(rQrl/e) du d,r, f~ C,(X) 
is also G-invariant. Hence, there exists a constant /3 > 0 such that 
jx f(x) 4x = B jp ju f (~%r1/2) du 0 
for all f in C,(X). N ow (5.9) results if f(x) is replaced by 
f(x) * d(X’X)(lI2)~k in the formula above. 
Since the normalized U-invariant measure da on the Stiefel 
manifold 2 has the property that 
it follows that we also have 
for all nonnegative Baire functions. 
For the real case, (5.10) is given in [9], and the special case n = I 
is essentially the classical formula, to which it reduces after the 
change of variable r + r2 (0 < r < co). 
Now, and for the remainder of this section, we assume (U, X) is 
an orthogonal transformation group with a system Z x C of polar 
coordinates, 2 = U/U, . For X E 8, we let WA denote the subspace 
of VA of vectors fixed under A( U,), En the orthogonal projection 
of VA onto WA , and EAZA the space of linear transformations of VA 
onto WA . 
First observe that Corollary 5.3 has the following immediate 
consequence. 
COROLLARY 5.7. Let (U, X) be an orthogonal transformation group 
with a system 2 x C of polar coordinates. If f is a Baire function 
in L2(X), set F(o, I) = f (ur). Then f --+ F is a unitary map of L2(X) 
onto L2(2 x C, w(r) dr do). 
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Next, recall that Theorem 2.2 describes how the Peter-Weyl 
transform may be used to decompose L2(X) as a direct sum of spaces 
LA2(X, 64,) of square-integrable operator-valued functions trans- 
forming according to the irreducible unitary representations X of U. 
In the present context, we have the following more explicit description 
of &2(X, 9A). 
THEOREM 5.8. Let h E 0. Each element of LA2(X, 9$ is &fined by a 
function 4 which is supported by the set X4 of regular elements and on X4 
has the form 
where t,b E L2(C, EAgA , w(r) dr). The mapping 4 -+ 4 Ic defines a 
unitary transformation of LA2(X, SA) onto L2(C, EAZA , o(r) dr). In 
particular, LA2(X, SA) # {0} if and only zjc EA # 0; equivalently, if and 
only if WA # 0. 
Proof. Let 4’ be any square-integrable A-covariant Baire function 
on X. Since UX* = X* and X - X4 has measure 0, 4 is equivalent 
to the A-covariant function 4 which is 0 on X - X* and agrees with 
4’ on X4. Let $ be the restriction of 4 to C. Since 
for all u,, in U,, and r in C, it follows that #(r) E EApA for every r 
in C. By A-covariance, d(ur) = h(u) #(r), and 
s, II WI” dx = j-C II Ny)l12 4) dy
by (5.3). Thus, + --t fj jc is a unitary map of LA2(X, 9J into 
L2(C, E,S$ , w(r) dr). Finally, it is easy to see that each Baire function 
# in L2(C, E,,SA, w(r) dr) extends to a A-covariant and square- 
integrable Baire function 4 on X. 
By (3.12) the Bessel function JA , which corresponds to a repre- 
sentation h in 0, is the function on X x X given by 
JA(%Y) = J-u ei(zlug) h(u) du. 
By Proposition 3.2 
(5.12) 
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and for any u1 , u2 in U, 
J&l% U2Y) = +1> Jh Y) +2)-l- (5.13) 
The corresponding integral transform J$ on LA2(X, ZA) is given by 
L@)(4 = Jx Jh Y> 4(y) dr 
for any integrable 4 in LA2(X, gA) (cf. (3.3)). 
THEOREM 5.9. Let X E 0. The Bessel function J,, is uniquely deter- 
mined by (5.13) and its restriction to C x C. On C x C 
JA(r, s) = E, J,,(r, s) EA = IU ei(rlus) E,h(u) EA du (5.15) 
and Jn # 0 if and only if EA # 0. If (b is any integrable function in 
LA2(-% Z), then .A$ is determined by A-covariance from its restriction 
to C, and on C 
(&b)(r) = Ic Jk, 4 C(s) 44 ds. (5.16) 
Proof. Since JA is continuous,. it is determined everywhere from 
its values on the dense set X” x X”. But since X” = UC, Eq. (5.13) 
implies that JA is determined by its restriction to C x C. Now let 
EA be as in the statement of the theorem. We claim that 
EJb, 4 = JA(Y, 4 (5.17) 
for all (r, x) E C x X. For by (5.13), h(u) JA(r, x) = JA(r, x) for all 
(u, r, x) E U, x C x X; so JA(r, x) maps VA onto the space E,,VA of 
vectors fixed under h(U,,), and (5.17) follows. Next, take adjoints on 
each side of (5.17). By (5.12) and the substitution x -+ -3, 
Jh 7) EA = JA@, ~1 (5.18) 
for all (x, r) E X x C. Equation (5.15) now follows from (5.17) 
and (5.18). 
If L(r, s) # 0, th en it is immediate from (5.15) that E,, # 0. 
Thus, Jh # 0 implies EA # 0. If EA # 0, then LA2(X, PA) # 0, and 
the integral transform $A is unitary on LA2(X, 2,), so J,+ f: 0 by 
(5.14). 
Now suppose r+S is an integrable function in LA2(X, ZA). Then 
fA# is continuous and determined by its values on X4, and these in 
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turn are determined by A-covariance from the restriction of J@ to C. 
For I in .C 
and since 
it follows that 
EXAMPLE 5.10. If F is a complex-valued harmonic polynomial 
on X and 
/3 = I, e-lz12 dx, 
then it is well known [15, Chap. 41 that 
pe-IW(ix) = s eWt)e-ltl*~(t) dt (5.19) X 
(where the “purely imaginary” argument ix is in the complexification 
of the real space X, and F is extended (uniquely) to a polynomial 
on the complexification). From this one sees, either by taking Peter- 
Weyl transforms or by looking at components, that 
p”l’@(;x) = * J eW)e-lt12@(t) & (5.20) X 
for any harmonic A-covariant polynomial @. If one makes the trans- 
formation t -+ ut (U E U) on the right side of (5.20) and integrates 
over U, then (5.20) becomes 
,%-‘“‘“@(ix) = x Jh(2x, t) e-ItIe@ dt. 
f (5.21) 
In terms of the Bessel transform (5.14), this means 
(4+)(2x) = /3e-InI’@( (5.22) 
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where r#~ E L,2(X, ZJ is given by 
$qt) = e-wD(t). (5.23) 




c 1,(2x, s) e+1?D(s) w(s) ds. (5.24) 
6. REDUCED BESSEL FUNCTIONS ON MATRIX SPACE 
In this section we provide a detailed analysis of the Bessel functions 
for the transformation group (U, X) where X = FkXn and U is the 
component of the identity in O(k, [F) acting by left multiplication on X. 
The crucial group-theoretic ideas come from a characterization of the 
representations X of U which appear in the decomposition of the 
regular representation L of U on L2(X) in terms of finite-dimensional 
representations of another group, namely, GL(n, [F). This leads to a 
characterization of the Bessel functions JA for (U, X) in terms of 
reduced Bessel functions on F nxn. These reduced Bessel functions play 
a major role in the applications to metaplectic representations and 
holomorphic discrete series that form the subject matter of the 
continuation of our work in [6]. As a final introductory comment, 
we note that the results of this section require the assumption 
k >, 2n (6.1) 
This assumption is natural in that when n < k < 2n, there is no 
analog of Theorem 6.1 which characterizes the space of invariants. 
We preserve the notation of Example 5.5. In addition, we let 
GL(n, IF) denote the group of invertible elements of Fnxn, Y the 
component of 1 in GL(n, F), and V the component of 1 in O(n, F). 
We systematically use the symbol x for elements of X, u for elements 
of U, uO for the elements of the stability subgroup 77, of ?I (cf. 
Example 5.5), y for elements of Y, and T for elements of V. We 
write lFc for the complexification of IF, and we denote by GL(n, IF”) 
the general linear group of invertible elements of the complexified 
algebra (Fc)nxn. We fix a complete set of representatives rr for the 
equivalence classes of irreducible, finite-dimensional polynomial 
representations of GL(n, [Fc) and denote by ST the space in which 7~ 
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acts. As a final bit of notation we refer to the block decomposition 









when we denote a K x k matrix g as g = (g& 1 < i, j < 3. 
The theorem below summarizes the needed information concerning 
the representations A E 0 which appear in the decomposition of the 
representation L on L2(X). Recall from Theorem 5.8 that h appears 
in L if and only if WA # 0, where 
(6.3) 
or equivalently, if and only if the orthogonal projection Eh: VA -+ WA 
is nonzero. Let 
i7x = {A E i7 : WA # O}. (6.4) 
THEOREM 6.1. (1) There is a one-to-one mapping r -+ X = A(., r) 
from the irreducible $nite-dimensional polynomial representations 7~ of 
GL(n, iF”) into OX. Except for the case in which [F = R and k = 2n, 
this mapping is a bijection onto OX , 
(2) For each n there exists a linear transformation T = T,: 
YJ, --f Zn such that the restriction TO of T to WA is an isomorphism 
of WA with Pr . 
(3) For all u = (uSi) E U 
TX(u) T;’ = +I1 + iu,,). 
(4) Let p(V) denote the subgroup of U, of matrices 
7 E v. 
Then the restriction of X to p(V) leaves WA inoariant and 
TdW)) T,-’ = 44 7 E v. (6.7) 
(6.5) 
VW 
100 GROSS AND KUNZE 
Theorem 6.1 is fundamental to the rest of the paper. Its proof, 
which appears elsewhere in [5], depends upon the explicit construction 
of X = X(*, r) as an “induced” representation. The basic idea is 
that A can be realized as “induced” from a parabolic subgroup of Uc 
in such a way that h acts by right translation in a space VA of holo- 
morphic functions f: UC + yt”, . The mapping T in part (2) of the 
theorem is just evaluation at 1 and the space of U,,-invariants; that is, 
the space Tcl(Sr), consists of the functions of the form f(g) = 
r(gll + ig2& for v E X , g E U c. This accounts for (6.5), and (6.7) 
is a special case of (6.5). 
As regards the exceptional case RanXn in Theorem 6.1, the corre- 
spondence between the irreducible polynomial finite-dimensional 
representations 7~ of GL(n, C) and the representations A E ox = 
SO(2n)’ is one-to-two. Namely, to each such 7~ is associated both 
h = X(*, n), as in the theorem, as well as x = h 0 OL where a is a 
certain automorphism of SO(2n). As in the classical case corresponding 
to n = 1, it turns out that the Fourier transform on the X and A- 
primary subspaces of L2( R2nXn) are essentially equivalent. Thus, even 
in this case it is enough to consider the representations X = h(*, ‘rr). 
We apply Theorem 6.1 to the study of the Bessel functions JA . 
DEFINITION 6.2. Let X = /\(a, 7r) E Ox . We define the reduced 
Bessel function K,, from Y to the space of linear transformations 
on Zfl by 
i Retr(W~),(~ll + iu,,) du, for y E Y. 68) 
Notice that K, satisfies a two-sided covariance property relative 
to the group V; namely, 
K(TlYT2) = 471) KAY) 472) (6.9) 
for all pi , 72 E V and y E Y. To prove (6.9) replace y by ~iy~~ in 
(6.8) and make the change of variables u 4 p(~i) Us in the integral. 
We shall show that K, and JA are equivalent functions. In what 
follows we shall often identify Y with its image 21 Y in X; i.e., we 
shall write y for the element y of Y and the element Qy of X. 
THEOREM 6.3. Let y1 , y2 E Y. Then 
Jh(yl , y2) = .F,d Re trW’+‘dA(~) du, 
Jd’lYl > 72Y2) = Wd ln(Y1 7 Y2) &4Tz))-’ 
(6.10) 
(6.11) 
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for all r1 , r2 E V, and 
W~(n 9 ~2) EA = JA(YI 7 ~2). (6.12) 
In particular, WA is invariant under J,,( y1 , yz) and Wi” is in the kernel 
of JA(YI 9 ~2). 
Proof. Let yi , y2 E Y and u = (uii) E U. Then (yi 1 uyz) = 
Re tr( ya’Q ‘u’Qyr) = Re tr( yz’ui,y,) = Re tr( yi yz’u;,) by (5.6) and 
(5.7); so (6.10) is just a more detailed variant of (3.12). To establish 
(6.1 l), replace y1 and ya in (6.10) by or yi and buys , respectively, 
and then make the change of variables u -+ p(~r) up(~~)-l in the 
integral. Finally, we prove (6.12). Choose polar coordinates (cf. 
Example 5.5) yj = 7irt/2 with TV E V and rj E P, j = 1, 2. By (6.11) 
JAY1 9 Yz) = W~l)) JA(Yl”“, C2) 4&2))-‘* (6.13) 
But by (4) of Th eorem 6.1, h(~(7~)) and A(P(T~)) leave WA invariant, so 
JAE,JA(Y, 9 ~2) 4 = Wd -W,(Y;‘~, y;“J GW2))-1. (6.14) 
Thus, (6.12) follows from (6.13), (6.14), and (5.15). 
COROLLARY 6.4. For yr , yz E Y, 
TJA(Y, 3 ~2) T,-l = K(YIY,‘). (6.15) 
Proof. From (6.5), (6.8), and (6.10) we conclude that 
TJA(Y,,Y,) T,-’ = K,(YIY,‘) for all yr , yz E Y. 
However, since Jn(yl , y2)-tY-, C WA , we can replace T on the left 
by Ti,. 
Corollary 6.4 establishes the equivalence of the two Bessel functions. 
In fact, suppose x1 and x2 are regular elements of X and let xj = ujlrjlla 
(for j = 1, 2) be the decomposition into polar coordinates given in 
Proposition 5.6. By (5.13), (6.15), and (6.12), 
JA(xl , x2) = A@,) T;lK~(~,“a~;‘z) T&&4,)-? (6.16) 
We next realize the Bessel transforms /A in terms of the reduced 
Bessel functions K,, . Recall that y, acts in the space LA2(X, ,Ep,) 
by formula (5.14). 
We fix polar coordinates x = uPr1/2 for X and y = rr112 for Y, 
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where u E U, 7 E V, and T = x’x = y’y. Then by Proposition 5.6, 
Lebesgue measure on X can be decomposed as 
dx = j3 du A(r)c’12’“v d,r (6.17) 
where d,r is given by (5.11), and Haar measure d,y on Y can be 
fixed by the formula 
d,y = dr d,r. (6.18) 
Let ZA,, be the space of linear transformations from VA to S$ . 
Denote by LV2(Y, 9A,n) the Hilbert space of all Baire functions 
f: Y -+ ZA,, such that 
f(TY) = 44f(Y) (6.19) 
for y in Y and 7 in V, and 
llfll” = s, II G’f(r)ll” do -==c ~0. 
By (2.2), the inner product in LW2(Y, SA,,) is given by the equation 
(f I .d = 4 jy tMy)* C1*?f(~)) 4~. (6.20) 
For 9) EL,~(X, .=Q, define f = Ag, on Y by 
f(y) = pwl(Y)k+ T(T) ToP)(r1’2), y = 7rll2. (6.21) 
COROLLARY 6.5. (1) The operator A de$nes a unitary mapping of 
LA2(X, -q ofzto L2( y, zAp). 
(2) Set x, = A$,A-I. Then for functions f E L,2( Y, g,,) such that 
Aky12f is integrable 
wJ)(Y) = B Jy KAYYl’) I 4YYl')lky'2 f(Yl) d*Y1 * (6.22) 
Proof. Let v E LA2(X, PA) and f = A?. From (6.17) and (2.6), 
II P II2 = lx II d412 dx = P4 lp trhW2)* dr”“N 4r)kv’2 4.r. 
Then by (6.18) and (6.7), 
II ‘P II2 = B4 Jv Jp th-W2)* NPW* VP(T)) dy”“)> 44kv/2 d*r dT 
= /3dA s s tr(y(rl/z)* T,,*~(T)* T;‘*T&(T) TO~(~1’2)) ~(Y)~“I~ d,r d7, 
v P 
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so by (6.21), (6.18), and (6.20), 
II v II2 = 4 jy W(y)* K’*%!~(Y)) d+y = lIfl12, 
and part (1) follows. 
We prove (2). Let y E L,2(X, S$) be integrable and set f = A?. 
From (6.21) 
(xvf)(r) = W+)(Y) = P” 4~)~“‘~ 4~) ToL&,(p)(~~‘~h (6.23) 
and by (5.16), (6.15), and (6.9) 
(j$)(r’/2) = /3 jp ]JY’/~, s1j2) CJI(S~/~) A(s)~“/~ d,s 
=qp 
T,y1K~(~1/2s1/2) Tov(s1~2) A(s)~“/~ d,s 
= /t? jp T;1K~(~1~2s’~2~‘) T(T) Top(s1/z) A(s)~“/~ d,s 
for all T in V. After integration over T, set yr = 7s1j2 and use (6.21) 
to obtain 
Lf$W’“) = P” jy C?KP2~1’) f(rd I ~YX”‘~ 4.y, > 
which upon substitution into (6.23) yields 
(xn.f)(r) = P~Y>““‘~ 4 ) s y K(Y”~Y,‘)~(Y,) I AY~““‘~ by, . 
Formula (6.22) now follows from (6.9). 
Finally, we derive a “Laplace transform” formula for K, . Let S 
denote the real vector space of matrices 5 E [Fnxn such that f = 6’. 
Then H = S + iP is the upper half plane in (IFc)mxn; i.e., 
H = {x = 5 + in E (FC)nxn : E, 7 E S, 77 > O}. (6.24) 
Recall from Example 5.5 that d is the determinant for [F = R or @ 
and d is the square root of the determinant when lF = W. 
THEOREM 6.6. There exists a constant /3 such that for all x E H 
and y E Y 
s 
eitr(zr)K,,(2yr1~2) ~(rl/~) Am dr 
P (6.25) 
= ~(4~z-l))cl/2,vk e-it"lJ'"Z-l'p(_yg-l) 
580/22/2-3 
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where 1 is given by (5.8), and in the real case when k is odd 
2 - d(iZ-l)(lP)k refers to the principal branch of the square root. 
Proof. We start with formula (5.19) where X = [Fkxn, F(x) = 




with x1 , x2 E Fnxn and x3 E FSx” (k = 2n + s). 
x3 
Let 01 E Y. Replace x by x01’-l in (5.19) and make the change of 
variables t -+ tar. By (5.10) the Jacobian of this mapping is d([)vk/2 
where [ = (~a’. Then since 7r is a representation, (5.19) takes the form 
I 
eiWt)e-(tlet),(t, + it2) dt 
X 
= f3d(&-(112)yX: e-(*E-‘lz),(xl + ix2) r(it-1) 
for all 5 E P. By analytic continuation in 6, this last equation becomes 
s 
e2iWt)ei(tzlt)~(t, + it2) dt 
X 
= /?(A( -iz))- (1/2)vk e-i(zz-‘I~)n(xl + ix2) r(--CT’) (6.26) 
for all x E H and x E X. Replace x in (6.26) by an element y E Y 
(embedded in X as Qy) and introduce polar coordinates t = uQr112 
where zl = (Q) E U, r = t’t. Then by (5.6) and (5.9), the left side 
of (6.26) becomes 
2i Retr(y~1’2~~l),(u11 + iu,,) dueitr(zr)+W) d(r)2 & 
= /3 jp ei tr(sr)Kn(2yr1/2) ~(rl/~) d(r)l dr, 
which establishes (6.25). 
Theorem 6.6 has important implications for the representation 
theory of the group Sp(n, IF) of holomorphic automorphisms of H. 
In particular, a variant of formula (6.25) leads to nonstandard 
realizations of certain representations in the holomorphic discrete 
series for Sp(n, IF) as well as for certain limits of holomorphic discrete 
series. In customary notation, Sp(n, IF) is Sp(n, W), U(n, n), or 0,(4n) 
according as F is R, C, or W. 
We shall treat these applications to representation theory in the 
sequel [6] to this paper. 
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