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Abstract. As astronomical observations from space benefit from improved sensitivity, the effectiveness of
scientific programs is becoming limited by systematics that often originate in poorly understood image
sensor behavior. Traditional, bottom-up detector characterization methods provide one way to model underlying
detector physics and generate ever more faithful numerical simulations, but this approach is vulnerable to pre-
conceptions and over-simplification. The alternative top-down approach is laboratory emulation, which enables
observation, calibration, and analysis scenarios to be tested without relying on a complete understanding
of the underlying physics. This complements detector characterization and simulation efforts by testing their
validity. We describe a laboratory facility and experimental testbed that supports the emulation of a wide
range of mission concepts such as gravitational weak lensing measurements by the Wide Field Infrared
Survey Telescope and high precision spectrophotometry of transiting exoplanets by James Webb Space
Telescope. An Offner relay projects readily customizable “scenes” (e.g., stars, galaxies, and spectra) with very
low optical aberration over the full area of a typical optical or near-infrared image sensor. f∕8 and slower focal
ratios may be selected, spanning those of most proposed space missions and approximating the point spread
function (PSF) size of seeing limited ground-based surveys. Diffraction limited PSFs are projected over a wide
field of view and wavelength range to deliver highly predictable image patterns down to subpixel scales with
stable intensity and fine motion control. The testbed enables realistic validation of detector performance on sci-
ence-like images, which aids mission design and survey strategy as well as targeted investigations of various
detector effects. © 2019 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JATIS.5.4.041503]
Keywords: instrumentation; calibration; astronomy.
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1 Introduction
1.1 Detector Systematics in Astronomy
Many areas of astronomy have become increasingly dependent
on measurement precision. This trend is driven in part by larger
telescope apertures with larger, more sensitive focal plane
arrays, which rapidly collect astronomical data, allowing ran-
dom errors in scientific measurements to be averaged down to
levels comparable to the instrument systematics. Calibrations
that attempt to reduce residual systematic errors are aided by
adaptive optics or by the stability of observations from space.
Space-based instruments benefit from excellent thermal stabil-
ity, uninterrupted by the diurnal cycle or weather, as well as
a lack of atmospheric emission, extinction, scattering, or point
spread function (PSF) degradation. The infrared background can
also be greatly reduced by the absence of atmospheric emission
and lower telescope temperatures.
In this context, it is increasingly common for space missions
or large ground-based survey telescopes to place stringent
requirements on postcalibration systematics. They require
a detailed understanding of second-order detector effects
(reviewed briefly below) well beyond the standard flat fielding,
dark subtraction, and linearity corrections. The impacts (and
sometimes the mechanisms) of these second-order effects are
not fully understood, and standardized calibration procedures
have not been widely implemented, since we are only recently
recognizing their importance in high precision regimes. The
propagation of the resulting errors to science metrics can have
a complicated dependence on the image scale (for pixel-scale
effects), observing sequence (for image memory effects), and cal-
ibration and analysis methods (e.g., combination of undersampled
images). Moreover, these effects not only contribute their own
measurement biases, but they can also bias, couple, and thus com-
plicate the interpretation of the standard calibrations.
In charge-coupled devices (CCDs), images are degraded
during readout by charge transfer inefficiency. The amount of
charge trapped and later released depends on pixel position
within the CCD, signal and sky levels, and radiation damage
history. This effect is well known but requires careful modeling
to satisfy shape measurement requirements for weak gravita-
tional lensing surveys.1 Furthermore, charge collection is guided
by not-entirely-vertical electric fields, creating pixel size varia-
tions that depend on absorption depth and thus wavelength.
These fields may be sourced by obvious features such as bloom
*Address all correspondence to Charles Shapiro, E-mail: charles.a.shapiro@
jpl.nasa.gov
†Plazas is now at Princeton University. Rowe has no academic affiliation. 2329-4124/2019/$28.00 © 2019 SPIE
Journal of Astronomical Telescopes, Instruments, and Systems 041503-1 Oct–Dec 2019 • Vol. 5(4)
Journal of Astronomical Telescopes, Instruments, and Systems 5(4), 041503 (Oct–Dec 2019)
Downloaded From: https://www.spiedigitallibrary.org/journals/Journal-of-Astronomical-Telescopes,-Instruments,-and-Systems on 08 Oct 2019
Terms of Use: https://www.spiedigitallibrary.org/terms-of-use
stops or the array edges, or more subtly by impurity gradients
in the silicon substrate (the tree-ring effect in dark energy
survey CCDs).2–4 Pixel boundary locations also shift in response
to clock voltages and signal gradients, giving rise to a “brighter-
fatter” (BF) effect (fluence-dependent PSF) discussed below.5,6
In infrared complementary metal-oxide-semiconductor
(CMOS) detectors, such as the ubiquitous Teledyne Hawaii-
xRG (HxRG) family of HgCdTe devices, one must contend
with interpixel-capacitance (IPC), which may be anisotropic7
and nonlinear,8 image persistence,9,10 nonlinearity in the charge
to voltage conversion, and flux-dependent sensitivity (“reciproc-
ity failure”).11–13 As we will discuss, pixel boundary shifts
similar to the CCD effects mentioned above also seem to occur
in HxRG detectors.14,15 A significant further complication for
infrared detectors is that all these properties vary from pixel
to pixel, along with electrical gain, offset, dark current, quantum
efficiency (QE), and noise. Many properties are also sensitive to
temperature and operating voltages, while persistence and reci-
procity failure are dependent on exposure duration, cadence, and
illumination history.13 Furthermore, both CCDs and infrared
detectors may exhibit variations in pixel size,16,17 position,18 and
intrapixel sensitivity,19,20 which cannot be calibrated by conven-
tional flat fielding.
Many of these effects bias photometric, astrometric, spectro-
scopic, and shape measurements at the 1% level or less and may
not be routinely corrected by observatory-level calibration but
rather addressed as needed by science teams who anticipate
an unacceptably large impact on their specific observables.
Although numerical simulations can be used to test sensitivity
to a known effect, they are vulnerable to conceptual and
implementation errors stemming from limitations in our under-
standing of the detector physics. For instance, an incorrect
assumption about the order in which an effect occurs in the sig-
nal chain will lead to a flawed calibration procedure, which may
nevertheless work well in the simulations!
There is an important role for end-to-end laboratory “emu-
lation” of observations, in which realistic scenes, or at least grids
of point sources with the intended PSF, are projected onto rep-
resentative image sensors. Emulation can evaluate the impact of
various detector effects on science metrics with proposed cali-
brations applied, using realistic observing cadences, intensities,
and analysis methods. Such tests can identify unexpected effects
(including new effects not listed above) soon enough to affect
sensor procurement and mission planning. Emulation can dem-
onstrate the relative merits of different calibration strategies. By
contrast, surprises in detector operation that are discovered in
the science data risk costly delays and compromises to the sci-
ence reach. Even when detector effects can be mitigated through
data analysis methods, developing such methods can take years.
Although science requirements flow down to “postcalibra-
tion” detector performance, specifications provided to vendors
must be expressed in terms of “raw” data obtained using the
vendor’s standard test methods. Otherwise, the vendor is unable
to predict yields, and thus costs, without a prior test program
tailored to each science case. The manufacturer’s detector char-
acterization procedures typically use flat illumination and dark
frames and seldom probe phenomena that depend on the scene
contrast or optical PSF. Therefore, the responsibility of validat-
ing devices at the level needed for high precision measurements
usually falls to those building or using the instruments. The
Large Synoptic Survey Telescope (LSST) is an example of a
ground-based survey that will achieve high statistical precision
and whose original proponent, Tyson,21 has implemented
experiments to emulate observations with the same focal ratio,
passband, and similar PSF to examine systematic galaxy shape
measurement errors caused by the sensors.
1.2 Preview
This paper describes a detector characterization facility—
dubbed the Precision Projector Laboratory (PPL)—intended
to address detector-related risks to ongoing or proposed space
missions through emulation experiments. The PPL testbed
(henceforth “the projector”) is a one-to-one reimager that
focuses customized astronomical scenes (e.g., stars, galaxies,
and spectra) onto detectors. It operates from 0.3 to 2 μm and
at focal ratios of f∕8 or slower with very low aberrations over
a 40-mm2 field of view, an area large enough to cover typical
large-format image sensors. The ability to focus >104 images
per scene provides a large multiplex advantage over single-spot
scanners, enabling rapid mapping of photometric, astrometric,
and PSF shape variations over an entire detector as opposed
to selected pixels. In Sec. 2, we discuss the design and perfor-
mance of the projector testbed. In Sec. 3, we describe examples
of emulation experiments that demonstrate the capabilities of the
projector and its value in detector characterization and mission
planning.
PPL was initially created to demonstrate the feasibility of
galaxy shape measurements in the near-infrared (NIR) for
space-based weak gravitational lensing surveys such as
WFIRST.22 However, a wide range of instruments and stimuli
can be straightforwardly emulated by adjusting the scene, wave-
length, focal ratio, and image motion. PPL has investigated
the precision achievable for spectrophotometry of transiting
exoplanets with the infrared detectors on the James Webb
Space Telescope (JWST)23,24 and the proposed Fast Infrared
Exoplanet Spectroscopy Survey Explorer (FINESSE). It has
also assessed the impact of subpixel response variations on pho-
tometry for the European Space Agency’s Euclid mission.25
PPL has proven useful for testing its own image stabilization
system and the optical quality of a full-field infrared reimaging
camera for the Keck telescope’s adaptive optics system.26 It also
demonstrated the efficacy of an optimal recombination algo-
rithm for undersampled images using a NIR detector sampling
spatially at 1∕2 of the Nyquist rate.27,28 PPL was recently used
to test the wafer-scale imager for prime (WaSP) guider for the
200-inch Hale Telescope at Mt. Palomar, and it will soon char-
acterize CCDs for the SuperBIT Balloon-Borne Telescope.29
We use representative detectors, projecting scenes resem-
bling intended observations, with an emphasis on predictability
of image properties such as PSF size, shape, intensity, and posi-
tion. Realistic exposure cadences and pointing dither patterns
can also be emulated. We then extract relevant parameters in
analyses that are relevant to the science requirements of a given
project. Results can be compared to requirements (or expecta-
tions) with varying degrees of calibration complexity. Candidate
detectors with differing levels of performance can be compared
to assess how the detector properties propagate through the
whole data acquisition and analysis process. A program of
emulation, calibration, analysis, and interpretation is success-
fully integrated thanks to a multidisciplinary collaboration of
astronomers, detector experts, and optical engineers at Jet
Propulsion Laboratory and Caltech Optical Observatories.
External collaborators are encouraged to visit Pasadena to
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operate the projector themselves and iterate on the execution and
interpretation of the experiments with the PPL team.
2 Projector Testbed
2.1 Optomechanical Layout
The projector needs to form an image of input masks onto the
detector using a PSF relevant to the instrument to be emulated,
and ideally a factor of two larger or smaller, so that dependen-
cies on PSF scale can be probed. A magnification near unity is
ideal since higher magnification tends to place excessive
requirements on mask resolution and demagnification leads
to larger mask sizes that drive up the size of the required optics.
The 1∶1 ratio chosen is a good match to the mask resolution and
size commonly available from semiconductor mask makers.
Masks are described further in Sec. 2.3.
The optical design, an Offner relay, is illustrated in Figs. 1
and 2. A W-shaped light path makes two reflections off a
concave spherical mirror (M1/M3) with 1.5-m radius of curva-
ture and 470-mm aperture diameter, with an intervening reflec-
tion from a 108-mm diameter convex mirror (M2) with 0.75-m
radius of curvature. The two curved mirrors were fabricated
from Schott Zerodur substrates and polished to better than
λ∕100 (at 633 nm) RMS wavefront accuracy. The Offner relay
is correctly aligned when the centers of curvature of the two
spherical mirrors are coincident, and it derives excellent optical
performance over a wide area from the cancellation of aberra-
tions due to symmetry of the input and output paths. When the
misalignment of the centers of curvature is <25 μm, the Strehl
ratio is greater than 90% and PSF ellipticity is <0.1% RMS over
a 20 mm × 20 mm field at f∕8 and 40 mm × 40 mm at >f∕11.
The necessary alignment was achieved through initial placement
of components to better than 25-μm accuracy using a coordinate
measuring machine (i.e., Faro Arm) followed by adjustment of
M2 position and tilt using an alignment telescope looking
through the light path at a retroreflecting “tooling ball” located
at the output focus. We added a fold mirror that reflects the beam
upward through a turntable where we mount the detector being
tested; this enables 360-deg rotation of the detector about the
optical axis with constant gravity vector.
The focal length is fixed at 750 mm, and focal ratios from
f∕8 and slower are selectable by stopping down M2, which is
also the pupil. Stops of various sizes and shapes (e.g., circular
and elliptical) are made to mount directly to M2, enabling a
range of f-ratios likely to be used in space missions of interest.
Subpixel spots can be produced for most wavelengths and pixel
sizes of interest. Although ground-based survey telescopes
(e.g., LSST, Zwicky Transient Factory) often operate at focal
ratios faster than f∕8, atmospheric seeing enlarges their PSFs.
Seeing limited images can be emulated by some combination of
diffraction (smaller pupil stop) and precise image motions dur-
ing the exposure, produced by a tip-tilt mirror with piezoelectric
actuators. Both the pupil stop and detector can rotate about the
optical axis, allowing partitioning of PSF contributions between
the detector and optics. Sophisticated pupils emulating spider
vanes and other obstructions are machinable in principle, but
emulation of PSF distortions is also possible by incorporating
them into the imaged scenes (see Sec. 2.3).
The optical PSF is well-approximated by an Airy disk with
full-width-half-maximum (FWHM) given by FWHM ¼ 1.03 λF,
where λ is the illumination wavelength and F is the f-number.
PSF measurements, when we include the detector response, are
slightly blurred by lateral charge diffusion. PSF size is con-
trolled via the f-number and wavelength to obtain various
degrees of sampling from a detector with fixed pixel pitch. The
sampling factorQ for a given detector with pixel pitch p is given
by Q ¼ λF∕p, where Q < 2 (or roughly, FWHM <2 pixels)
denotes an undersampled image, i.e., the pixel pitch does not
achieve the Nyquist rate set by the optical band limit. When
detector effects are insensitive to the wavelength and focal ratio
of an instrument, matching Q creates a PSF at the correct scale
to assess the impact of pixel-scale detector effects on photom-
etry, spectroscopy, and imaging.
A disadvantage of the Offner optical design is that its pupil
stop is the M2 surface so that any aperture stop mask must be
placed within 100 μm of the M2 surface. Furthermore, the
(nominally black) pupil mask scatters light toward the primary,
which reduces image contrast. The Offner relay remained the
best design choice as it delivers very low aberrations over a wide
object area and range of wavelengths. The magnitude of the
Fig. 1 Optical layout of the projector, a 1:1 magnification Offner relay
with 750-mm focal length.
6-axis stage rotates one of 
several target masks
Secondary mirror with variable pupil
(f/8-f/44) on 360o rotational stage
Turntable
Detector in 
dewar
Primary mirror
in sling mount
Temperature–regulated bench 
sits on pneumatic legs
Integrating
spheres
Baffles
Fig. 2 Model of the projector’s optical system. The system sits in an
enclosure that shields background light and supports the light source
and other equipment. Test devices are mounted looking down through
the turntable.
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aberrations remains approximately constant along one direction
of the image. Refractive designs such as a Cooke Triplet for a
collimator and camera were also considered. Disadvantages of
refractive designs are the limited wavelength range, chromatic
aberrations, optical surfaces producing ghost images, and the
radial distribution of aberrations.
2.2 Illumination
High-power illumination is needed to enable short exposures
and thus fast data acquisition of thousands of images. Bright
targets can also be used to overcome NIR backgrounds and
avoid image motion that would become problematic at longer
timescales. Little light is passed by the 3-μm pinhole masks
employed in many tests, (the light is spread over the much larger
PSF), and throughput decreases at slow focal ratios since these
are achieved by stopping down the pupil (flux at f∕44 is 3% of
flux at f∕8). Flux can be attenuated in long exposures by turning
down illumination power sources or by blocking/filtering the
input to the integrating spheres. Most aspects of the illumination
configuration are scriptable via RS232 connections. A flowchart
of the hardware is shown in Fig. 3 and described in detail below.
For broad wavelength coverage extending from near UV to
NIR (0.3 to 2 μm), two 5.3″ internal diameter integrating-
spheres with spectralon coatings are fed via liquid light guides
from a high-power (max 250 W) quartz-tungsten-halogen lamp
located outside the projector enclosure. The collimated lamp
beam is evenly divided by a beamsplitter before focusing onto
the light guides. Electronic shutters select one or both spheres,
allowing us to combine scenes or quickly switch between a sci-
ence target and flat calibration source. A filter wheel before the
beamsplitter selects UV, visible, or NIR bandpass filters. For
NIR detectors, a matching cold filter is needed to block black-
body radiation emitted by the room temperature optics; thus,
a change in illumination wavelength requires a corresponding
change of the filter wheel within the dewar. Alternatively,
high-power LEDs mounted directly to both integrating spheres
provide 880-nm light (20-nm passband). This wavelength was
chosen since it was the longest for which high-power LEDs
were available, and it lies within the passband of both HgCdTe
sensors and CCDs. High-power modules at 940 nm have since
become available for purchase.
A silicon photodiode directly measures the lamp intensity by
observing the filament through a small opening in the lamp
housing. This measurement feeds into a flux controller, which
in conjunction with the programmable power supply, achieves
0.1% RMS intensity stability over one day according to the
manufacturer. We measure a peak to peak variation of 0.04%
over 3 h (after powering on and settling) sampling at about
1.25 Hz in the 105-nm band width of a cold 878-nm filter.
The LEDs are controlled by programmable power supplies pro-
viding up to 100 mA of current. Leakage current is reduced to
negligible levels by setting supply voltage and current to zero
simultaneously to ensure that the LED is truly turned off when
darkness is required. The combination of thermal regulation of
the heat sink and 100 ppm∕K control of current is found to
deliver 0.02% peak to peak variation over 3 h in the mean signal
(after powering on and settling) measured with a H2RG NIR
detector having 1.7-μm cutoff wavelength. If necessary, the
LED heat sinks may be cooled by a remote fan at the end of
a 4″ hose extracting air the exterior to avoid disturbing the
thermal environment within the projector.
The 2.5″ exit port of one integrating sphere illuminates a
target mask on a six-axis stage. The other sphere provides flat
illumination or illuminates a second, stationary mask. A 2″ non-
polarizing fused silica beam-splitter cube is used to combine the
beams from the spheres. Its λ∕8 surface accuracy does not sig-
nificantly impact optical performance, due to proximity to the
focal plane and relatively slow beam. The main chromatic effect
of the beam combiner is a small dependence of focus position
on wavelength, about 0.3 μm per nm of Δλ in the NIR. For
instance, the focal shift at the edges of our J-band filter
(1250 90 nm) is ∼30 μm, just within our estimated 31-μm
Fig. 3 Flowchart of the projector illumination system with part numbers. Arrows denote flow of light
(optics) or control (electronics). The beam combiner may be swapped for a simple flip mirror.
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depth of focus at f∕8. This effect is only an issue at visible
wavelengths. A greater concern is ghosting which overlays
defocussed images on the primary image, thus reducing contrast
and creating a faint but coherently structured background, which
could affect weak lensing ellipticity estimates. To mitigate
ghosting, the beam combiner is coated to reflect <0.5% of the
light from 700 to 1100 nm. The unused bottom face of the beam
combiner receives 50% of the light from the flat-field sphere
mounted on the top face. This light is absorbed by an Acktar
Metal Velvet Black surface, which reflects <1% of the light that
could otherwise propagate into the system by reflecting back to
the target mask. The mask also has an antireflective coating on
the chrome (5% at 700 nm, unknown in IR). Assuming 5%mask
reflectivity, two passes through the 50% beam combiner, and
1% reflectivity of the Acktar coating, the flux by this path
should be ∼0.013% of the main beam. An internal reflection
from the bottom face of the beam combiner back to the mask
contributes an additional ∼0.0063%. To eliminate ghost images
and defocus from the beam combiner entirely, it can be removed
or replaced by a mirror to select only one sphere. The beam
combiner is only required for emulations that need two beams
to be used concurrently (e.g., exoplanet transits, see Sec. 3.2).
Exposure times are set using a rolling shutter on CMOS
detectors. For CCDs requiring a global shutter, there is an ample
13 cm of back focal distance from the turntable where a
mechanical shutter may be placed. The LED and lamp controls
are scriptable and provide some capability to time the stimulus,
but the “off” states of these sources do not stop NIR back-
grounds. Dark frames for NIR detectors are acquired using
an opaque aluminum disc in one slot of the cold filter wheel.
2.3 Target Masks
Target masks have been procured from commercial vendors
serving the semiconductor industry. HTA Photomask Inc. have
supplied input masks etched in a wide range of scenes or pat-
terns with 50-nm spatial resolution and 1-μm minimum feature
size. The simplest of these patterns are thousands of small cir-
cular or elliptical apertures with 100% contrast, uniformly
spaced across the whole image. Masks with subwavelength
dot matrix patterns have been made by JPL’s Microdevices
Laboratory to produce controlled intensity profiles emulating
emission and absorption features in planetary spectra (see
Fig. 4). The same technique would enable emulations of gal-
axies with various shapes, sizes, and surface brightness profiles.
The masks are etched chrome on quartz, optionally with an
antireflective coating to reduce ghosting and scattered light.
Multiple patterns are laser written on 125-mm2 substrates and
diced into 50 mm2. HTA claims a typical mask flatness
deviation of 4-μm peak to valley, with minor changes caused
by dicing and stresses from AR coatings.
“Spot” masks are made with a range of aperture sizes and
spacings to adjust to the optical PSF size and to maximize the
number of nonoverlapping images. Apertures much smaller than
the PSF are effective point sources and insensitive to etching
asymmetries. For an aperture spacing of 10 pixels, 40,000 point
sources can be imaged concurrently over a 2 k × 2 k pixel
detector. This multiplex advantage is essential since statistical
averaging must be employed during the emulation to reveal
low-level systematics, as is often the case when observing.
The adoption of a regular grid of aperture positions is very
useful when acquiring data since many images can be aligned
with rows or columns to facilitate windowed readout or to test
dependencies on pixel alignment. An aperture pitch that is a
noninteger number of pixels assures that a range of pixel align-
ments are sampled in each image. The beat frequency between
aperture pitch and pixel pitch is fine-tuned by selecting the mask
rotation angle.
So that masks can be installed reproducibly, they are
mounted in a frame with three balls to V-groove interfaces set
at 120 deg creating a kinematic interface. Frames are mounted
on a six-axis stage driven by stepper motors (Thorlabs Nanomax
604). The vendor’s stepper motor resolution specification is
60-nm positioning resolution, but in practice we see 1- to
2-μm reproducibility as measured by the average translations
of thousands of point sources. This is smaller than a typical pixel
but not sufficient to dither at precise intervals, e.g., scanning
in 1∕2 pixel steps. When reconstructing the PSF from under-
sampled data, pseudorandom dithers have been used to compen-
sate for this 1-to 2-μm positioning resolution. Subsequently, a
piezocontrolled tip-tilt stage was installed under the fold mirror,
which provides ∼50-nm closed-loop and ∼5-nm open-loop
positioning over 0.5 mm, but it introduces a small rate depend-
ence on field position. The 4-mm mask travel range in X, Y, and
Z is ample for mapping detector properties and focus control.
Pitch, yaw, and roll motion up to 0.10 rad can be executed with
better than 25 μrad resolution. This allows detector tilts to be
matched to ∼1-μm accuracy over a 40-mm field. Larger rota-
tions are achieved using the turntable on the detector pedestal.
Fig. 4 Example mask templates. (a) Elliptical apertures of varying orientation plus a 3-μm pinhole to aid
focus (not to scale). This cell is repeated to fill a 50 × 50 mm2 mask. (b) Strips of varying transmission and
width (emulating a spectrum) are achieved by subwavelength dot matrix etching. A simple “toy” spectrum
with a few widths and heights is shown; more realistic spectra can be likewise designed.
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2.4 Image Stabilizer
Image motion due to mechanical vibration or seeing increases
the PSF width and in most cases will introduce some ellipticity.
Although various emulations can compensate by adjusting
exposure times or averaging over many exposures, reducing
image motion increases signal to noise for measuring pixel-scale
effects and expedites data acquisition. Time series of centroids
from spot grids show that the mean position across the detector
has an RMS displacement of about 1 μm, with most of the
power coming from frequencies lower than 1 Hz. One strategy
for counteracting this motion is to use the fold mirror as a tip-tilt
compensator, i.e., removing the common-mode image motion
by controlling the mirror angle in a closed loop with a guider
camera. This has the added benefit of enabling precise,
commanded image motions to emulate pointing jitter during
exposures or dithering between exposures.
To create a projector guider channel, a 1″ prism with alumi-
nized hypotenuse picks off the edge of the beam after the fold
mirror, just before the detector dewar window. Light is directed
to a “scientific CMOS” camera (Andor Zyla) to the side of the
detector pedestal. Two mounts for the pick off mirror are pro-
vided. One allows light at the edge of main field to be directed to
the CMOS camera so that it shares the same target as the detec-
tor under test. The other mount places the pickoff mirror just
outside the 40-mm f∕11 field. In this setup, a separate target
with similar fold mirror at the input end of the light path pro-
vides a separately illuminated target for the CMOS camera so
that the stabilizer’s illumination is insensitive to the illumination
used for the main beam. In this case, the CMOS camera can be
illuminated with a separate source (e.g., 650-nm light) that falls
shortward of the passband of NIR sensors under test. Most of the
guider light path overlaps with the main beam so that the two
channels will see most of the same seeing and vibrations; how-
ever, decorrelated motions where the light paths diverge (after
the pick off or near the targets) will limit the image stabilizer
performance.
The CMOS camera senses image motion at up to ∼100 Hz
by combining centroid measurements of several hundred or even
thousands of spots. The centroid calculations are performed by
a graphics processing unit (NVIDIA GTX 580). A piezodriven
tip-tilt stage (Physik Instruments Model S-340.ASL) with built
in strain gauge sensors provides closed-loop control of the fold
mirror over a 2-mrad range with 0.2-μrad repeatability/stability.
The moment of inertia of the mirror (354 g) plus cell (3-D
printed in lightweight carbon-reinforced Nylon-12) is kept low
to avoid limiting bandwidth. The servo control loop bandwidth
is then limited by the readout speed of the CMOS camera, which
is set by the size of the selected subregion: 76 Hz for a
2562 pixel subregion or 13 Hz for 20482 pixels.
Figure 5 shows that initial tests of the image stabilizer system
achieve significant reductions in image motion as measured by
the CMOS guider camera. Not only do we reduce the RMS
displacements from 1 to 0.1 μm, but there is also a drastic reduc-
tion in ellipticity, which improves shape measurement studies.
Unfortunately, we do not yet see significant motion reduction
in the science channel (detector being tested). Therefore, we are
currently limited by a noise source that decorrelates between the
two detectors. This conclusion is corroborated by differential
measurements of image motion across the focal plane. At time
of writing, our working theory is that cold air around the dewar
is falling into the light paths, creating uncorrelated seeing in the
two channels. Efforts to test and mitigate this effect are ongoing.
3 Example Emulations
There are two basic types of emulation experiments. The first is
a targeted investigation of a known (or hypothesized) detector
effect in order to characterize or model that effect. The second
type is to verify the precision of an intended science measure-
ment (e.g., photometric stability of point sources) by mimicking
that measurement. If the expected precision is not reached, that
may signify a systematic error that was previously unknown
Fig. 5 (a) Scatter plot showing the average centroid displacement (sampled over 6 min) of a spot grid
viewed by the guider camera with (green) and without (red) image stabilization enabled. This stabilization
test achieves an order of magnitude reduction in motion and ellipticity. (b) Power spectra of the centroid
time series showing that most of the improvement comes from correcting low-frequency motion.
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or insufficiently calibrated. Emulations of both types are
described below.
3.1 Weak Gravitational Lensing Measurement
The aim of this laboratory emulation is to show how well
ellipticity caused by the image sensor can be measured and
corrected. If rp is the 2-D detector position of pixel p and Ip
is the intensity of a source image in that pixel, then common
estimators for ellipticity are e1 and e2, with
EQ-TARGET;temp:intralink-;e001;63;645 ij ≡
P
pIpwpðrpi − r¯iÞðrpj − r¯jÞP
pIpwp
; (1)
EQ-TARGET;temp:intralink-;e002;63;587 1 ¼
Qxx −Qyy
Qxx þQyy
; e2 ¼
2Qxy
Qxx þQyy
; (2)
where i, j correspond to either axis of the pixelated image, r¯i is
the weighted image centroid (first moment), and the sum is over
all pixels. The weighting function wp is comparable in shape to
the optical PSF and ensures that the integrals converge in the
presence of noise. The components e1 and e2 are known as the
“plus” and “cross” polarizations of ellipticity; this parameteriza-
tion spans the same space as an ellipticity amplitude and orien-
tation ðe; θÞ but avoids a discontinuity at e ¼ 0 that prevents
averaging of many sources. The goal for weak lensing surveys
(e.g., WFIRST, Euclid, and LSST) is to measure the correlation
function ξðθÞ, which is proportional to the mean product of
ellipticities of all galaxy pairs separated by an angle θ on the
sky. Biases in ξðθÞ must be reduced to Oð10−7Þ to avoid biasing
dark energy parameter measurements beyond the statistical
uncertainty achievable from hundreds of millions of galaxy
images (which have a mean-square ellipticity of ∼0.2).
Key goals for a weak lensing emulation are to show that
ellipticity measurements are sufficiently stable in time and can
be partitioned between optics and detector by separating the
ellipticity into moving and stationary components when the
detector is translated or rotated in the focal plane. One can then
show how the detector contribution to the ellipticity changes as
a function of spot intensity, pixel alignment, etc. The effective-
ness of detector calibration algorithms in improving the quality
of the ellipticity measurement can be investigated, as can the
effect of choice of plate scale, observing cadence, and dither
strategy. Instrumental sources of ellipticity for WFIRST will
be measured using images of stars as calibrators. Systematic
differences in PSF measurements for stars and galaxies (fainter,
lower contrast) are thus a key area of investigation through
emulation.
In order to maximize their field of view, space missions and
concepts such as Euclid and WFIRST are designed to be under-
sampled. Shapes cannot be reliably measured from single,
undersampled exposures—a galaxy or PSF profile must be
reconstructed from dithered images allowing the pixel centers
to sample different locations. PPL emulates this strategy by
translating the image mask between exposures and using the
IMCOM algorithm developed for WFIRST28 to reconstruct
an oversampled image for which we can measure an
ellipticity.22 An example weak lensing emulation is illustrated
in Fig. 6.
Even though the Offner design has very low aberrations, the
dominant one is astigmatism, for which ellipticity is propor-
tional to defocus. Mask tilt can be adjusted to focus the largest
possible region of the image, but the detector and mask surfaces
are not perfectly flat. For the detector, we typically measure
<20-μm peak to valley with a Zygo interferometer. To remove
ellipticity due to defocus, the best focus image for each spot can
be selected from a through-focus scan. The ellipticity map
obtained from the shape of each spot at its best focus position
is what would be expected from a flat detector and mask with no
tilt. With thousands of spots imaged at multiple focus positions
and dither positions, data volume can grow quickly. Our analysis
pipeline benefits from parallelizing the data reduction on a 144-
core computing cluster
3.2 Transit Spectrophotometry Experiments
JWST (and possibly FINESSE) will detect the atmospheres of
exoplanets by continuously observing low-resolution, NIR spec-
tra as the planet transits the host star. The high signal-to-noise
ratio (better than 50 parts per million) required to separate the
absorption and emission features of the planetary spectrum from
the continuum spectrum of the host star will be achieved by co-
adding many spectra. Principal component analysis (PCA) will
be used to measure the correlations between the spectroscopic
signal and system disturbances such as pointing jitter. Although
PCA eliminates the need for conventional calibration, it can only
deliver photon-shot-noise limited performance if the sources of
the errors are correctly identified and measured with sufficient
precision to make the decorrelation possible.
Emulation of spectrophotometry uses a beam combiner to
optically superimpose images representing the stellar and planet
spectra. Separate stabilized lamps for each source are adjusted to
have the desired relative intensity. To date, we have emulated
only the intensity distribution of the expected spectrum and not
the wavelength variation. Flat illumination emulates the con-
tinuum spectrum of the star and a gray scale mask emulates the
images of emission and absorption lines with a range of widths
and depths. The planetary transit signal is created by either mov-
ing the star mask out of the pixel region representing the com-
bined spectrum or by modulating the lamp intensity. Pointing
jitter can be created with the piezoelectrically controlled tip-tilt
mirror. In the future, a dispersive grating could be fabricated to
replace the secondary mirror, allowing us to emulate true multi-
chromatic images.
Many hours of short exposures having relatively high inten-
sity are acquired continuously for periods in which there is
nominally no disturbance. As shown in Fig. 7, Allan variance
(a measure of stability over a given time interval) is computed
to show the signal coaddition period at which the variance
exceeds the photon shot noise limit. The extension of shot noise
limited Allan variance to longer coaddition depth and thus
higher statistical precision is demonstrated as correlations with
various kinds of disturbances are measured by PCA and
removed. These disturbances may be irreducible features of the
test system, such as fluctuations in lamp brightness and ambient
temperature, or induced disturbances such as pointing (image
motion), focus changes, detector temperature, or detector bias
voltages. The emulation allows the sensitivity to various system
parameters to be measured so that the source of the noise floor
can be identified.
3.3 Rapid Intrapixel Response Characterization
Intrapixel response variation is an example of a detector effect
that cannot be calibrated by conventional analysis of dark and
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flat images. Flat-field calibrations only normalize the mean QE
of each pixel to a common level. When QE varies within a pixel,
measurements of high-contrast images (stars, galaxies, and
spectral lines) will depend on their location relative to the pixel
grid, particularly if the optical PSF is undersampled.
One possible source of intrapixel response variations is an
infamous “feature” of HgCdTe arrays sometimes called the
“crosshatch” pattern. The crosshatch manifests in flat-field
images as a fixed pattern of high-frequency QE variations along
three directions. The bands in Fig. 8 have wave-vectors pointing
along 0, 45, and 112 deg. The axes are generally thought to be
related to the crystal structure of HgCdTe. The amplitude of the
crosshatch varies spatially, and it may vary among detectors of a
single-device lot; thus projects may consider it when selecting
candidate devices for an instrument. The pattern is evident in
WFC3/IR, WISE, JWST, and in candidate detectors for Euclid
and WFIRST. It may induce correlated errors in photometry,
astrometry, and shape measurements if not properly calibrated.
The Euclid near-infrared spectrophotometer (NISP) has a
goal of ∼1% relative photometry (RMS), and only a portion of
the error budget may be allocated to the H2RG detectors. With
f∕10 optics and 18-μm pixels, it is strongly undersampled at
wavelengths below 1.8 μm, then weakly undersampled up to
its 2.3-μm cutoff, and thus sensitive to intrapixel variations.
In recognition of the risk to meeting science requirements, an
engineering grade H2RG was lent to PPL in order to investigate
the impact of the crosshatch pattern on NISP photometry.25
A basic emulation strategy is to quantify spatial variations in
photometry in postcalibrated (flat-fielded) images.
A grid of ∼18;000 point sources (15.25 pixel pitch) was
projected with a Euclid-like PSF (f∕11, 1-μm illumination).
The grid was scanned over 3 pixels in 6 μm steps (1∕3 pixel),
Fig. 7 Example PPL demonstration by Touli et al. showing photomet-
ric stability of an H2RG detector observing an emulated exoplanet
spectrum (as in Fig. 4) combined with a bright background.23,24
Thin curves represent Allan variances computed from single-pixel col-
umns. The mean (median) is shown as a thicker black (blue) curve.
Decorrelation improves the mean to ∼20 ppm, which is sufficient to
detect an Earth-like exoplanet transit.
Compute ellipticity correlation function: 
analogous to science goal 
Emulate stars 
on the detector 
(r)
 x 
10
6
Intensity 
relative to peak 
IMCOM 
reconstruction 
Dither & reconstruct oversampled images with IMCOM 
ii(r) = mean(eiaeib ; r)
Fig. 6 Flow diagram of a weak gravitational lensing emulation. A grid of “stars” is projected onto an H2RG
detector at a wavelength and f -number that mimics an undersampled space mission. Fully sampled
images are reconstructed from multiple dithered images so that ellipticity can be measured and mapped.
The ellipticity correlation functions are computed and compared to weak lensing error tolerances.22
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corresponding to the band limit of the PSF under these condi-
tions, i.e., measurements are insensitive to QE variations at
higher frequencies. Aperture photometry in a 3-pixel radius was
measured for each spot after applying standard calibrations: dark
and background subtraction, flat-field correction, nonlinearity
correction (N.B. aperture photometry is insensitive to IPC).
Spots near known bad pixels were excluded. The relative scatter
in each spot’s photometry was computed (standard deviation
divided by mean over the exposure series), and from this we
subtract each spot’s baseline scatter from a series of images
where the grid was kept at a fixed position.
Differences in photometric variation across the detector
(Fig. 8) show a clear demarcation between the strong crosshatch
and weak crosshatch regions. Typical spots in the strong cross-
hatch region pick up 1% to 2% additional scatter in photometry
when they sample different locations. In the weak crosshatch
region, there is no additional scatter on average, but the effects
may be detectable in isolated regions. This result implies that
the crosshatch arises from response variations that are not
accounted for by flat-field calibration. Thus Euclid can mitigate
photometric errors by selecting detectors with weaker cross-
hatch. Characterization experiments with a single, highly
focused beam can obtain higher resolution maps of the subpixel
structure;19,20 however, by approximating the NISP PSF, our
measurements are more directly relevant to the Euclid require-
ments. Nevertheless, using extended scans, we can infer a map
of QE across the entire detector down to a scale set by the PSF
bandlimit (6 μm or 1∕3 pixel in this example). The multiplex
advantage of projecting thousands of sources has thus allowed
PPL to provide a rapid and comprehensive look at how subpixel
structure affects photometry.
3.4 Brighter-Fatter Effect Measurement
The BF effect is a phenomenon wherein the PSF appears to
widen with increasing fluence. It is a pernicious effect for weak
gravitational lensing analyses, which use the PSF measured
from bright stars to account for optical shape distortions
imparted to faint galaxies. BF was first discovered in CCDs
by the Dark Energy Survey, which needs subpercent precision
in PSF size measurements. The leading explanation for BF in
CCDs is that electric fields from charges accumulating in the
bright center of a PSF image are deflecting subsequent charges
away, thereby shifting the effective pixel boundaries as charge
builds up during an exposure. PPL has provided evidence for
a BF effect in an H2RG detector, the existence of which is
less established.14,15 A pixel-shifting mechanism for CMOS
detectors is plausible since each pixel is associated with a
PN-junction whose depletion region physically shrinks as it
collects charge.
Although in CCDs, BF is identified by comparing multiple
PSF images with varying exposure levels, we can use the non-
destructive read feature of the H2RG to look for changes in indi-
vidual images as we “sample up the ramp.” In the absence of the
BF effect, multiple reads in an exposure should show that the
flux in each pixel is constant once nonlinearity has been cali-
brated. A signature of the BF effect in a CMOS detector would
be a detection of flux “transfer” from a bright central pixel of a
PSF to the fainter neighboring pixels. This occurs nonlinearly in
time, unlike the effect of IPC, in which a fixed fraction of signal
in a pixel is shared among neighboring pixels.
Using the same projector setup as in 3.3 (18,000 spots, f∕11,
1-μm illumination), we first use flats to calibrate the nonlinearity
in each pixel. The BF effect would be suppressed in flat images
Fig. 8 (a) Stretched flat-field image from an engineering grade H2RG exhibiting a strong crosshatch
pattern on one side and (b) map of photometric variations of Euclid-like point sources projected on the
same detector. Each dot represents the change in the relative scatter (stddev/mean) of aperture pho-
tometry for a spot image when it is scanned in a small region (3 px in 1∕3 px steps) relative to when it is
stationary. Single spots can have slightly lower scatter (blue dot) in the scanned case due to noise (only
nine exposures averaged). Averaged over the large regions marked by green boxes, we find a 1%
increase in scatter in the strong crosshatch region and no increase in the weak crosshatch region.
N.B. the averaging suppresses isolated features in the weak region that are visible in the flat.
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since they contain little contrast between pixels. We then project
the spot grid and identify spots with centroids within 0.1 pixels
of a pixel center. In these cases, the flux is strongly concentrated
in the central pixel—the optical FWHM is 11 μm, increased to
∼14.5 μm by lateral charge diffusion and seeing (see Fig. 9).
The ramps of these spots are averaged over 90 exposures (pre-
ceded by 10 exposures to allow charge trapping effects to
equilibrate). We then infer pixel fluxes versus time from the
differences between successive reads (excluding the reset frame)
and average over all spots.
Figure 9 shows that we detect an apparent BF signature: over
the course of the exposures, flux in the central pixels decreases
while flux in the eight nearest neighbor pixels increases. The
changes are not quite equal and opposite, as would be expected
from charge conservation. Confounding factors may include
inadequate calibration of nonlinearity, including possible non-
linear IPC. Assuming we have inferred the correct order of mag-
nitude—a percent level redistribution of charge—a BF effect of
this size must be accounted for by WFIRST, which can only
tolerate Oð10−3Þ errors in PSF size.
4 Conclusions
The PPL’s testbed is fully functional and capable of emulating
a wide range of observing scenarios for space and ground
telescopes with many optical characteristics that exceed the per-
formance of planned missions. Ongoing PPL experiments are
informing detector selection and calibration strategies for
Euclid and WFIRST, which have challenging photometric and
shape measurement requirements. Past experiments have pro-
vided proof of concept studies for exoplanet transit detection
with JWST and FINESSE. In addition, PPL has enabled
demonstrations of guider cameras for Keck, PPL’s own stabili-
zation system, the WaSP guider for the 200-inch Hale Telescope
at Mt. Palomar, and soon the SuperBIT balloon-borne telescope.
PPL can rapidly characterize detectors over large areas (40 ×
40 mm2), allowing specific detector effects to be investigated
or calibration procedures to be validated by assessing impact
on scientific measurements such as photometry, spectroscopy,
astrometry, and shape measurement. The versatility of the
projector allows new experiments to be designed and executed
quickly to support studies for ongoing missions or future
proposals.
Work is ongoing to further increase the projector stability and
contrast of scenes. These improvements will allow us to more
closely emulate space-based observations, and they will increase
signal to noise for a variety of measurements, which accelerates
data acquisition. A priority for future work is identifying and
mitigating sources of image motion. Initial tests of the image
stabilizer system have shown we can in principle reduce
common mode motions to better than 0.1 μm; however, the
limiting source is currently not correlated over the wide field
of view. Image contrast can be improved by experimenting with
baffles to reduce scattered light and different materials to attenu-
ate ghost images from secondary reflections. Expanding the
range of observations we can mimic is also of interest, and
we strive to stay informed about the challenging detector needs
of the astronomical community in order to support present and
future missions.
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