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Turbulent combustion is a complex phenomenon that involves the interaction between fluid 
mechanics and chemical kinetics. Turbulence plays an important role in combustion because it 
ensures a thorough mixing between the oxidizer and fuel at a molecular level. Improper mixing 
can lead to incomplete combustion, resulting in increased emissions and decreased flame stability. 
Hence, understanding and controlling the coupling between chemical kinetics and turbulence can 
lead to significant improvements in the design of combustion systems, improving their stability, 
efficiency and emissions characteristics. 
In this study, a method was demonstrated using temporally-resolved laser diagnostics to 
visualize: 1) The turbulent flow field with particle image velocimetry (PIV); and 2) the distribution 
of combustion radicals, by planar laser-induced fluorescence (PLIF). This allows for the 
visualization of the flame surface behavior, while at the same time linking it to inherent flow and 
combustion instabilities. Characterizing turbulence requires high temporal resolution and 
combining it with high-speed combustion radical imaging adds an additional diagnostics 
challenge. Trying to extend the capabilities of current laser diagnostics techniques to higher 
repetition rates to achieve the desired temporal resolution in order to resolve turbulence is a major 
issue due to limitations in terms of laser power scalability with repetition rate. In this work, a new 
approach is investigated that reduces the overall laser power required to visualize the flame 
structure (CH and OH radicals) while allowing for simultaneous flow field imaging at high 
repetition rates (10 kHz). 
A comprehensive study of CH-PLIF imaging using the 2 2, 0 , 0C X        of the 
CH molecule to visualize the flame reaction zone is presented here. The CH-PLIF imaging 
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effectiveness and its suitability for use in conjunction with PIV were quantified using a laminar 
Bunsen flame. Due to the high Einstein coefficients, the Q-branch rotational excitation strategy 
has the lowest laser power requirements and hence is best suited for high-speed imaging. However, 
isolating the fluorescence signal from the excitation wavelength is a major concern especially in 
high-scattering environments, due to the inherent resonant transition that is observed in the Q-
branch excitation strategy. 
 To address this, the excitation scheme was switched to the weaker (by a factor of 5) R-
branch transition, whose fluorescence signal proved to be sufficient for CH-imaging, with 
separation of the fluorescence and excitation wavelengths through the use of a custom-made sharp 
cut-off edge filter. The low laser pulse energy requirements of this transition combined with the 
use of the custom edge filter allowed for simultaneous 10 kHz CH-PLIF and PIV imaging in a 
highly turbulent Hi-Pilot burner (ReT ~ 7900). Reaction layer thicknesses were estimated from the 
CH-PLIF images, and their interaction with the flow field was observed. Folding of the flame sheet 
caused an interaction between the out-of-plane and in-plane flame sheets, manifesting in the 
presence of products well upstream of the flame. Additionally, preheat zone broadening effects 
were observed, suggesting the existence of eddies smaller than the laminar flame thickness, able 
to penetrate into the preheat zone and therefore enhance scalar transport, through a purely 
hydrodynamic straining mechanism. Finally, the ability to image three major combustion radicals 
(OH, CH and CH2O), using a reduced experimental setup was demonstrated in mesoscale burner 
array, by making use of the increased efficiency of the C-X CH transition, as well as the presence 
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Chapter 1. Introduction 
1.1. Background and Motivations  
Major technological advancements have come since humans were able to harness energy. 
Energy comes in many forms, but the use of fire or more specifically the power of combustion, 
has allowed humans to prosper. Trains, ships, and airplanes have played pivotal roles in advancing 
our civilization by reducing the time of travel, and therefore promoting commerce. A common 
variable between all of them, that allowed humans to trivialize the effects of distance, was 
combustion. Among our everyday lives, combustion can be seen everywhere,  from the internal 
combustion engines that power our vehicles to the gas turbines, that are used in aircraft, and even 
more so in the rockets that are used to propel humanity, and along with them, cars, to the final 
frontier, space. Combustion processes comprise approximately 80% of the world’s energy needs, 
and their fuel types range from gaseous, to liquid and solid [1]. 
The world and its resources are finite, while the world’s population keeps increasing, and 
therefore its energy demands with it [2]-[3]. This is even more important for combustion, which 
utilizes scarce fuel sources, in the form of natural gas, and petroleum-derived fuels. This 
dependence on point-source natural resources resulted in a drive to replace them with alternative, 
renewable energy sources. However, a complete change from burning fossil fuels, to alternative 
energy sources is not realistic, in the short term. As a result, the next best thing would be to limit, 
control, and regulate the use of fossil fuels, while at the same time improving the efficiency of the 
systems that use them. A specific example of this is the use of petroleum-based fuels for aircraft, 
where their use will likely not change for the time being mainly due to the deficiencies that 
alternative energy sources have when it comes to energy and volume densities, compared to fossil 
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fuels. In contrast, electrical energy production for household general use has shifted from power 
plants to renewable energy sources, such as wind, solar, hydroelectric, and nuclear, with great 
success. Many countries have adopted wind and solar power generation for their day-to-day loads 
with few problems. Another additional benefit of renewable energy sources, aside from providing 
self-sufficiency, is that they are carbon neutral since they do not produce any combustion 
byproducts, like soot, NOx, and unburned hydrocarbons that could end up affecting the 
environment. Problems still exist with renewable fuels, but they provide a step towards the right 
direction. Nevertheless, even if the future goal is to transition fully to renewable sources of energy, 
fossil fuels still remain greatly used and will be so in the near future. It is therefore paramount, to 
continue on researching of ways to further optimize and improve combustion processes in order 
to make them more efficient and less harmful to the environment.  
To that extent, research has focused on improving current turbine engines, in order to 
achieve lower emissions. One of the results was the lean premixed combustor technology, which 
reduces the overall nitrogen oxide (NOx) emissions, due to the lower observed temperatures at 
leaner conditions. The twin annular premixing swirler (TAPS) combustor is one of the 
technologies that evolved from the concept of lean premixed combustion. It operates in the lean 
combustion regime, with the help of a pilot during low power and startup operation. The pilot 
operates rich, similar to traditional combustors, and at higher powers, the flow starts to switch 
between the pilot and the main jet, where a large effective area swirler is used to burn lean [4]. 
Another concept is the Rich-Quench-Lean (RQL) combustor [5]. The RQL combustor operates on 
the premise that gas turbine combustion is more effective at high equivalence ratios (Φ=1.8). This 
allows for easier ignition, and higher initial flame stability, than if operated in the lean regime, as 
well as lower observed temperatures, minimizing the overall production of NOx. The resulting 
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products mix with air, fully combusting any intermediates such as carbon monoxide (CO) or other 
hydrocarbon species that have undergone pyrolysis. Then, significant addition of air pushes the 
combustion process over to the lean side, while at the same time trying to minimize the amount of 
time spent at maximum temperature, which correlates to peak NOx production. The air mixing 
section is a key component for the success of the RQL concept and more specifically the wall jets 
that supply the air. During this process, the flame transitions from rich to lean, passing through the 
stoichiometric conditions, and as such, conditions of highest observed temperatures, which 
consequently promote the generation of NOx. This provides a design challenge, on how to 
transition smoothly and quickly to the lean burning regime without spending too much time near 
the stoichiometric conditions. As a result, a lot of research focused on improving the design of this 
section in order to optimize and improve RQL combustors.  
Following the design stage, comes development and then extensive testing of the 
combustor. Each step in the process of creating a combustor can be time consuming and expensive. 
However, testing, in particular, plays a significant role, because of the many different variables 
that need to be changed, and in order to obtain independent results for each one of them, resulting 
in large test matrices. In addition, depending on the results during testing, this process may end up 
repeated several times, until achieving the desired result. The use of computer simulations allows 
for the significant reduction in the time spent in both the design and testing phases. Specifically, 
simulations narrow down the design parameter space that requires testing, as well as help with the 
design process itself, by running multiple simulations for different combustor geometries. As such, 
computer simulations play a big role in trying to understand the behavior of the combustor, in 
terms of its flow field and combustion properties. However, simulations have their limitations and 
at the same time can be computationally expensive. Specifically, highly turbulent flows, which 
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provide enhanced mixing between the fuel and oxidizer, something important for combustion, 
greatly increase the computational cost. That is due to the many different length scales associated 
with the varying degrees of turbulence, making it impossible for a single computational technique 
to resolve, without requiring excessive computational time. As such different methods were 
developed, performing better at different lengths scales [6]. For example, large-eddy simulation 
(LES) focuses only on the largest turbulent scales and does not solve the Navier-Stokes equations 
at each point, using a predefined model for the smaller scales. This alleviates many of the 
computational issues and makes the overall problem tractable. Turbulent fluid flows can be 
computationally hard problems to solve alone, without the addition of combustion, which includes 
the interaction between hundreds of species and the fluid flow itself. The presence of combustion 
adds thousands of chemical reactions occurring between species present at particular regions in 
the flow field, marked by the flame front. Convection and diffusion can then transport these species 
throughout the flow field, affecting it at the same time. Most computational models, as a result, 
have to use empirical information in order to obtain representative results. 
Experiments are therefore designed, in order to validate and corroborate results obtained 
from the computational models. Aside from all the difficulties in designing and machining a gas 
turbine combustor, albeit a simplified one, an added difficulty comes in the form of diagnostics. 
Intrusive sensors, like thermocouples or pressure transducers, can have effects on the flow field 
and can cause flame attachment, changing the overall intended behavior of the system. However, 
reducing the number of sensors, and positioning them correctly (e.g. flush with the combustor 
surface), can minimize this effect. These sensors give an idea of the operational parameters of the 
combustor at discrete points but provide very little detailed information, on how turbulence and 
chemistry interact.  
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A way of non-intrusively probing the combustor volume for chemical species is with the 
process of laser-induced fluorescence (LIF) [7]. LIF has many advantages, aside from being a non-
intrusive diagnostic technique. A laser is used to excite targeted molecules to an excited state, after 
which they undergo several different transitions, with one of them emitting light that can be 
collected and correlated to species composition, temperature, number density, and velocity. The 
biggest advantage of LIF is that it can be converted into a thin sheet of light, planar LIF (PLIF), 
providing instantaneous information about the whole plane of the viewfield, without any line of 
sight issues (determined by the thickness of the laser sheet). LIF became popular with the 
introduction of the dye laser in 1966 by Sorokin and Lankard [8], which allowed easy wavelength 
tuning with the use of organic dye solutions. 
Soon after PLIF proved to be vital to the field of combustion, with first uses in visualizing 
non-reactive flows with combustion relevant conditions dating back as late as 1977 [9]. Hanson’s 
group was one of the first to perform quantitative PLIF in a reactive environment, measuring 
combustion important species [10]. To understand fully the reasons for the direction PLIF took 
within the field of combustion, a theoretical discussion about combustion itself must first take 
place, in the form of premixed laminar flames.   
1.2. Structure of premixed laminar flames 
Most premixed combustion models assume that locally the turbulent flame can be 
decomposed into smaller laminar flamelets [11]-[12]. As such, a lot of focus went into 
understanding the structure of a laminar premixed flame and its properties. In general, there are 
two important quantities that define a laminar flame, the laminar burning velocity ( LS ) and its 
characteristic length scales. LS  is a measurement of the speed the flame has normal to itself and it 
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can be experimentally determined with the use of flat flame burners, due to the plug flow velocity 
profile at the burner exit [14]. There are three characteristic lengths that can be identified in 
premixed laminar flames, which relate to the thicknesses of important to combustion regions, the 
laminar preheat zone (
PH ), reaction zone ( RZ ), and the sum of the two defined as the flame 
thickness (
L ) [15]. An illustration of a premixed methane and air flame is shown in Figure 1.1, 
along with simulation results (obtained from Cantera [16]) for species concentrations along a 
distance normal to the flame sheet.  
A general description of the conversion of reactants into products and temperature across 
the flame is shown in Figure 1.1(b). A more detailed formalism is shown in Figure 1.1(c), where 
important combustion radicals are shown (OH, CH, HCO, CH2O). Radicals play an important role 
in combustion, and normally are short-lived intermediates, which makes them hard to detect. The 
reaction zone is the region where major chemical reactions take place, and therefore the zone of 
maximum heat release. Radicals are produced within, or near the reaction zone, and diffuse 
outwards carrying heat with them. In the preheat zone, reactants undergo pyrolysis, with the help 
of the radicals and heat that have diffused from the reaction zone. 
The direct measure of the heat release rate as a field variable is not possible, and as such, 
an alternative method has to be employed in order to quantify the total amount of heat released 
and the reaction zone thickness with it. Najm et al. [17] found a temporal and spatial correlation 
between the concentration of the formyl radical (HCO) and the heat release rate. This occurred 
because the consumption of HCO is faster than its formation (outside of the reaction zone), and as 
such the HCO concentration is directly proportional to the local HCO production rate. 
Additionally, for lean to slightly rich flames, a substantial amount of fuel breaks down through 
pathways that pass through HCO, with a primary one involving formation and consumption of 
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formaldehyde (CH2O), making it a great tracker for the heat release rate. However, HCO 
concentrations are very weak, making it hard to observe clearly in turbulent reacting flows [17]-
[18]. 
 
Figure 1.1 Illustration of a premixed methane and air laminar flame (a), with sample 
profiles of temperature, reactants, and products (b) and combustion radical profiles (c) 
simulated using Cantera. 
Again an alternative was sought out that could potentially mimic the effect HCO had and 
be able to produce a planar image of the reaction rate and thereby the reaction zone. This was 
achieved by the convolution of the hydroxyl (OH) radical with HCO [19]. The forward rate of 
Equation 1.1, is proportional to 
2
( )OH CH O OH fR n n k T , where n  is the number density of the 
particular species and ( )fk T  is the reaction rate coefficient. 
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 2 2CH O OH H O HCO     (1.1) 
In contrast, the product of OH and CH2O LIF signals would be proportional to 
2 2
g( )OH CH O CH O OHS S n n T , where g( )T  is a known function of temperature. Over a limited 
temperature range, g( )T  sufficiently mimics ( )fk T . Therefore, the product of the signals obtained 
from OH and CH2O PLIF can be directly proportional to the forward production rate of HCO and 
proves a good alternative solution for obtaining planar information about the reaction zone. 
In addition to being beneficial with the determination of the reaction zone, CH2O has the 
additional benefit of being a good marker for the preheat zone [20]. This is because under high 
turbulent intensities, CH2O is transported from the reaction zone to the preheat zone, wherein the 
absence of major radicals (H, O, and OH) is not consumed. 
Another radical species worth mentioning is methylidyne (CH). CH spatially marks the 
chemical reaction layer, which is advantageous, since the reaction layer remains intact under 
various turbulence conditions [21]-[22]. Additionally, the CH layer thickness exhibits similar 
behaviors to the overlap region of OH and CH2O and therefore to the heat release rate with 
differences being smaller than the measurement uncertainty [23]. 
1.3. Laser Diagnostics for Combustion 
From the previous section, several field variables of interest were identified for 
combustion. Those being: 1) the burning velocity, 2) preheat zone and 3) reaction zone. Laser 
diagnostics were developed in order to probe and obtain information about those parameters. OH 
was the first target for PLIF, due to its high abundance, relative to other radicals in a flame, and 
more so because it clearly marks the product region and therefore spatially shows the separation 
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region between products and reactants [24]. Several different PLIF strategies can be employed in 
order to visualize the OH layer, with the most prevalent one being the excitation through the first 
excited state 2 2, 1 , 0A X       , targeting a Q-branch rotational transition, which normally 
results in an excitation wavelength of 283 nm. Fluorescence collection then follows at 310 nm, 
with the use of a bandpass filter [25]-[26]. The low energy requirements of this transition, in 
combination with the relatively high abundance of OH in flames, allows for higher frame rate 
imaging. 
CH2O was another species of interest due to its ability to trace the preheat zone, and when 
combined with OH, mark the regions related to high heat release. Excitation occurs through the 
1 1 1
2 1 0A A , 4A X , near 355 nm, due to having the convenience of being pumped with the third 
harmonic of an Nd:YAG laser and fluorescence collection occurs over a broad range near 450 nm. 
A significant increase in signal can be achieved by exciting via the 1 1
0 02 4  band, which is near 338 
nm [19]. The added advantages of this excitation scheme (338 nm) are the potential higher laser 
power utilized from high-performance laser dyes, as well as the larger broadband fluorescence 
collection, due to the increased separation between the excitation and fluorescence wavelengths. 
CH is one of the last species of interest, having the smallest, in comparison to OH and 
CH2O, concentration within a flame. Initially, the excitation pathways for CH focused on using 
the first excited state, 2 2, 0 , 0A X      , with an R-branch rotational transition [27]. This 
would utilize an excitation wavelength near 428 nm, while the observed fluorescence was collected 
from the neighboring Q-branch, centered around 431 nm. Another strategy widely used is going 
through the second excited state, 2 2, 0 , 0B X       , utilizing a Q-branch rotational 
transition with an excitation wavelength of around 389 nm [18]. The fluorescence collection would 
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predominantly occur in the A-X band, near 431 nm. Several different variations of the excitation 
strategy exist, in terms of the excited vibrational level and method of fluorescence collection, but 
all of them appear to have significant pulse energy requirements, which becomes an obstacle when 
attempting to perform time-resolved measurements in turbulent flames [28]-[29]-[30]. As such, a 
new excitation scheme was proposed utilizing the third excited state, 2 2, 0 , 0C X        of 
CH. This transition yielded significantly higher signal that its predecessors for a fraction of the 
laser pulse energy [31]. The main disadvantage of this transition was that it used a Q-branch 
rotational excitation, centered near 314 nm, which would result in the fluorescence and excitation 
wavelengths were very similar, and therefore scattering could be a problem. The scattering issues 
could be alleviated with careful planning of the experiment but would have to be performed in 
open flames only. An iteration of this transition was to use a side rotational band for excitation, 
specifically the R-branch, with the targeted transition being near 310 nm. This new excitation 
strategy enables the imaging of the CH layer in highly scattering environments, and potentially at 
high frame rates. 
In this work, the use of a side rotational excitation strategy of the C-X band of CH is used 
in combination with PIV at 10 kHz. The Q-branch and R-branch excitation strategies are compared 
in a laminar Bunsen burner, as well as different filtering techniques. The simultaneous PIV and 
PLIF measurements are demonstrated in a Hi-Pilot Bunsen burner flame, illustrating the ability to 
extract temporally and spatially resolved scalars. Finally, a multi-array burner is used to 
demonstrate the ability to measure multiple combustion radicals (CH, OH, and CH2O) near the 
burner exist, where high laser scattering occurs. 
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1.4. Chapter Summary 
The overarching goal of this work is to improve upon existing diagnostic techniques in 
order to show the ability to obtain temporally resolved information about the flow field and flame 
front of a turbulent combustion process synchronously. The resulting information is subsequently 
used, to illustrate the coupling between flow effects and chemical reactions. The current work is 
summarized in the form of chapters below: 
 Chapter 1: This chapter highlights the motivations behind this study, as well as provides 
a literature review of prior relevant studies. 
 Chapter 2: The primary focus of this Chapter is to provide a brief theoretical 
background of the diagnostic techniques utilized in this work (PLIF, PIV). In addition 
to the theoretical background provided, a succinct introduction to post-processing of 
the collected data from both diagnostic techniques is also discussed. 
 Chapter 3: This Chapter provides information about all the relevant experimental 
equipment used during this work. First, all the diagnostic tools are described, ranging 
from the pulsed laser to the high framerate detectors. Then the two primary burners 
used to stabilize turbulent and laminar premixed flames are described. 
 Chapter 4: This Chapter focuses on the CH transition that allowed for the simultaneous 
PLIF and PIV measurements at high repetition rates, with minimal scattering 
interference. The signal-to-noise ratio is characterized and compared to the previously 
used excitation strategy. 
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 Chapter 5: This Chapter demonstrates the successful simultaneous PIV and PLIF 
measurements at 10 kHz. It begins by discussing individually the results from PLIF 
and PIV that were obtained simultaneously. The observed qualitative flame features 
are described and compared to velocity gradients. A quantitative analysis of the 
reaction layer thickness is discussed, followed by a discussion on useful velocity 
information that can be conditioned on the flame sheet. 
 Chapter 6: Major conclusions drawn throughout this work are summarized in this 
Chapter, with a primary focus on the CH PLIF transition strategy and extracted scalars. 
In the end, it is noted that even though the results shown in this work provide a pivotal 
role in expanding kHz PLIF imaging in turbulent flames, improvements can be made. 
Therefore, future work is discussed, with focus on the possibility of performing 
simultaneous TPLIF and TPIV, which would provide full three-dimensional flame 
fronts and flow fields at even higher frame rates. 
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Chapter 2. Laser Diagnostics Used in Current Work 
2.1. Laser-Induced Fluorescence 
Laser-induced fluorescence (LIF) is a multi-step process that allows measuring different 
properties, not limited to, temperature, concentration, number density, pressure, and velocity. LIF 
is based on the ability of molecules or atoms to absorb radiation and move to excited states, and 
then through several different processes return back to thermal equilibrium, one of which emits 
light.  
For simplicity, a two-level model is used for the explanation of the processes involved, as 
shown in Figure 2.1 [32]-[34]. There are two energy levels, an upper, and a lower one, denoted by 
2E  and 1E  respectively. In the first process, absorption, a laser beam of intensity vI  is used to 
excite the species from the ground state to the excited state. Since pulsed lasers, are often spectrally 
broad, when compared to absorption lines, and are generally used to provide the energy required 
to induce absorption it can be assumed that the laser intensity is constant over the spectral width 
of the absorption lines. This results in the absorption process being proportional to the rate 
constant, and laser beam intensity. The probability that a molecule will transition from state one 
to state two is given by 12b , described by the following equation: 
 1212  
vB Ib
c
    (1.1) 
where 12B (J/cm
3 Hz) is the absorption Einstein coefficient, vI  (W/cm
2s) is the laser beam intensity 
per unit frequency, and c  (m/s) is the speed of light. Another way that the molecule can go from 
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the ground state to the excited one is through collisional excitation, which dependents on the rate 
constant 12Q , but is normally negligible and can be ignored. 
 
Figure 2.1 Diagram of a two energy level system, illustrating several of the possible 
transition that can occur between. 
The excited molecule can then relax and go back to the ground state by following several 
different pathways, one of which being stimulated emission. During this process, radiation is 
released, of equal wavelength to that of the incident radiation. The rate constant 21b  is linearly 
proportional to the Einstein transition probability 21B  and can be described by the equation: 
 2121  
vB Ib
c
   (1.2) 
where vI  (W/cm
2s) is the laser beam intensity per unit frequency, and c  (m/s) is the speed of light. 
Since stimulated emission is directly proportional to absorption, a relationship exists linking the 
two probabilities together according to the equation: 
 12 2 21 1B g B g   (1.3) 




1g  and 2g are the degeneracies of state 1 and state 2 respectively. 
Spontaneous emission is the process in which an excited molecule transitions to the ground 
state by the emission of radiation. If the molecule was brought to the excited state through the 
process of absorption of radiation, then spontaneous emission can be referred to as fluorescence. 
The Einstein coefficient 21A  denotes the probability of undergoing the transition from state two to 
state one with the release of a photon of energy equal to the change in energy between the two 








   (1.4) 
where h  is Planck’s constants and v  is the frequency of light. 
Lastly, an excited molecule can undergo a relaxation process from the excited state to the 
ground state, without the release of any radiation. This process is called quenching or collisional 
relaxation because the relaxation and energy transfer is done through collisions with other 
molecules. It is dependent on the rate constant 12Q , which is related to the gas composition and 
temperature. 
By combining all the rate constants, with their respective state populations, a rate equation 
can be obtained for each state that describes the rate of change of that state’s population. For the 
two-level model, these equations reduce to the following: 
  1 1 12 2 21 21 21 N  N   N b b A Q       (1.5) 
  2 1 12 2 21 21 21 N  N   N b b A Q      (1.6) 
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The sum of the population of both states has to be the same at all time, and equal to that of 
state one prior to any excitation, 0
1N , assuming negligible occupation of the excited state. 
Therefore, since the total population number cannot change, and has to remain constant in time, 
the rate at which molecules are excited is equal to the rate at which molecules relax back to the 
ground state. Thus integrating the two rate equations and solving this system of equations, the 
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   (1.8) 
At steady state, the population rate of change with respect to time can be assumed to be close to 
zero for each state, and therefore Equations 2.7 & 2.8 reduce to the following: 
  
 01 21 21 21
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12 21 21 21
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 
    (1.10) 
From this relation, two limits emerge for the population of state two, the weak excitation 
limit, and strong excitation limit, resulting in linear LIF and saturated LIF respectively. 
In the weak excitation limit, the induced emission is much weaker than the sum of 
quenching and spontaneous emissions, and therefore the population fraction in state two reduces 
to the following: 













N   

  (1.11) 
In the saturation limit, the induced emission rate is larger than the collisional and 
spontaneous emission rates, and therefore Eq. (1.10) reduces to the following: 
  
0 0









      (1.12) 
The fluorescence signal for steady conditions can be calculated as the product of the excited state 










    (1.13) 
The solid angle of collection is the lens area divided by the square of the distance from the viewing 
plane, or otherwise one over the square of the f# of the lens, with the f# being defined as the focal 
length divided by the diameter of the collection optic. 
When substituting for 2N , Eq. (1.13) reduces to the following equations for respectively the weak 






















  (1.15) 
Thus, from Equation 2.14, the fluorescence signal is proportional to the population density in the 
lower energy level, the quenching rate, the absorption, and spontaneous emission rate constants. 
In contrast, at the saturation limit, the fluorescence signal does not depend on the quenching rate, 
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or absorption rate constant, but only on the spontaneous emissions rate constant. This would be a 
preferable mode of operation if it could be verified that the molecules are uniformly saturated 
throughout the viewfield. 
In actuality, the energy levels of molecules are manifolds, comprised of electronic, 
vibrational, and rotational energy levels, as shown in Figure 2.2. As such during absorption, by a 
narrowband laser, a single rovibronic transition can be targeted. For example, in Figure 2.2 the 
transition from the ground electronic state 2
r  , with vibrational and rotational quantum numbers, 
'' =1 and J'' =5, to the upper third electronic state 2C  , with ' =2 and J'=4 is shown. Selection 
rules exist which govern which transitions are possible and which are forbidden. Forbidden 
transitions can still occur in certain circumstances, but have weak transition probabilities. 
  
Figure 2.2 Excitation diagram, between two electronic potential wells, within which vibrational 
energy levels exist, and within those rotational energy levels exist. 
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In contrast to the absorption process, which is specific between the two states, the processes 
involving the relaxation of the molecule back to the ground state are different, allowing for a range 
of changes in the rotational and vibrational energy levels, and to extremes even to the electronic 
state. Figure 2.3 shows the different pathways that the excited molecule can undergo until it 
reaches back to its ground state. Some of the processes are Vibrational relaxation, Intersystem 
crossing, Fluorescence, Phosphorescence, and Quenching. 
 
Figure 2.3 Diagram showing potential relaxation pathways after an absorption process, not 
limited to, 1) Intersystem crossing, 2) Vibrational Relaxation, Fluorescence, and 
Phosphorescence. 
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Vibrational relaxation is the process in which the excited vibrational energy moves to a 
vibrational state of lower energy. Intersystem crossing is a radiationless process that involves the 
transition between two different electronic states having different spin multiplicities. As such, a 
molecule from a single state can non-radiatively cross to a triplet state and vice versa. Fluorescence 
is the same process as described before, in which the molecule goes back to the ground state, by 
releasing all the excess energy in the form of a photon. Phosphorescence is the process by which 
the absorbed energy is slowly dissipated in the form of radiation. This process is relatively slow 
because it is kinetically un-favored due to involving transitions that are normally forbidden. 
Finally, the quenching mechanisms are similar to previous discussions, in which the molecule 
undergoes a radiationless transition back to the ground state, primarily due to collisions with other 
molecules. Each one of these transitions has an associated time scale with it, which can be seen 
from the Jablonski energy diagram in Figure 2.4. 
 
Figure 2.4 Jablonski Energy Diagram 
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One last important process to discuss is that of predissociation, shown in Figure 2.5. 
Predissociation is an internal conversion, which is radiationless, from the excited state to a 
dissociative state of the same energy. Largely, predissociation is comparable to the atomic auto-
ionization process and can be treated as an exponential depopulation of the excited state. 
 
Figure 2.5 Example of de-excitation through the process of predissociation. 
Therefore, two-time constants for the decay of the excited state can be determined, r , the 
radiative decay time constant, and d , the predissociative decay time constant, with the lifetime 
of the excited state being dependent to both as shown below: 
 
1 1 1
r d  
    (1.16) 
Three extreme cases can be determined: 




d << r ): In this case, predissociation is strong, and no emission of light is 
observed from the excited state, but the predissociation rate itself can be measured through the 
observed broadening of the absorption lines. 
Case 2 ( d ~ r ): In this case, predissociation is considered weak, and emission of light is 
observed. For example, fluorescence following absorption by laser excitation. 
Case 3 ( d >> r ): In this case, predissociation is very weak and very hard to measure 
experimentally, unless another predissociation process occurs interfering with the primary one. 
2.2. Particle Image Velocimetry 
The next diagnostic technique used is that of particle image velocimetry (PIV). The main 
premise of this technique is that velocity profiles can be extracted from the flow field after seeding 
with particles. Single particle images of successive frame are analyzed, in order to track particle 
trajectories and extract distances traveled, which can be converted to a velocity vector by knowing 
the time between the successive frames. A summary of the PIV process and post-processing is 
shown here, following Bastiaans terminology [35].  
The most important parameter in analyzing PIV results is to ensure that the correct particles 
are tracked between the two frames. In order to do so, auto-correlation or cross-correlation can be 
used in order to find the best match of the particles between the two frames, to calculate 
displacement.  
In auto-correlation, the ensemble of particles is illuminated multiple times in a single 
exposure, which has the disadvantage of creating two displacement correlation peaks, since 
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displacement direction is ambiguous. Additionally, a central self-correlation peak exists, which 
can provide problems when the displacement is small. 
In cross-correlation, each particle is illuminated only once in each frame. This removes the 
occurrence of a self-correlation peak, and by knowing the order in time, the frames were taken, the 
direction of displacement is also known. Additionally, since two frames are collected, the spatial 
resolution is increased, but the requirement of having the two frames close to each other in time is 
imposed, which is of no problem with the currently available imaging equipment. As such 
analyzing PIV results using cross-correlation is preferable. 
Table 2.1 PIV analysis modes advantages and disadvantages 
 Auto-correlation Cross-correlation 
Advantages Singe frame No directional ambiguity 
Disadvantages 
Directional ambiguity, 
Problems with zero velocity, 
Decreased spatial resolution 
Two frames 
 
In order to view the object plane, on the detector, an image plane has to be created by using 
an imaging system, most commonly comprised of a combination of lenses. The focal length, f, of 






    (1.17) 
The particles are going to exist in the image plane, within a thickness of Δz, depth of field,  
  
2
1 #24 1z M f      (1.18) 








   (1.19) 
where, M is the magnification, 𝜆 the wavelength of light, and #f  the camera aperture, which is the 
focal length divided by the aperture diameter aD  . Therefore, the image of a finite diameter particle 
is the convolution of the point response function with the geometric image of the particle. 
Assuming a diffraction-limited lens, the point response function is determined by 
Fraunhofer diffraction, resulting in an Airy function with a diameter: 
   #2.44 1sd M f     (1.20) 
Assuming the exposure to be determined by Mie scattering from spherical particles, which 
can be approximated sufficiently by a Gaussian function, the particle image diameter is related to 
the particle diameter as follows: 
 
2 2 2 2
e p sd M d d    (1.21) 
The image particle diameter can be defined as the diameter at which the imaged particle 
intensity has dropped to 2.5% of its maximum value. 
The optical properties and size of the particles as well as the wavelength of the light source 
determine the scattering intensity. For particles with diameters smaller than the wavelength of the 
incoming beam, the scattering is in the Rayleigh regime, where the average energy is proportional 
to the ratio of the particle diameter divided by the wavelength, to the fourth power. For large 
particles, geometrical scattering occurs, with the average energy being proportional to the ratio of 
the particle diameter to the wavelength, taken to the second power. Now particles with diameters 
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of the same order of magnitude as the wavelength of the light scatter in the Mie regime, with 

















  (1.22) 
where, 
0I  is the energy per pulse, and 0 0y z   is the height times the thickness of the created laser 
sheet. 
Particles are added into the flow and are used to track the flow itself by illuminating them 
with a laser light and recording the resulting scattered light with a camera. However, in order to 
ensure that the seeded particles faithfully follow the flow, their size, number, distribution, as well 
as their images on the detector are important. Since there is no direct control of the distribution of 
a number of particles in a given unit of volume, and be assumed to be distributed in random, the 
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   (1.23) 
where, C  is the concentration of particles per unit volume. 
The mean distance between the nearest neighboring particles in the planar projection of the 










   (1.24) 
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If the projected image size of all particles approaches the total projected image size, then 
particles will start to overlap in the image plane. The ratio between the particle size in the image 











   (1.25) 
As such, the expected relative amount of overlapping particle images as a function of the 
source density, for 
s pd d , can be expressed as the following: 
 41 sNoP e

    (1.26) 
Therefore, for source densities higher than one, a high particle overlap is observed, and 
therefore no distinction between particles can be made, rendering PIV impossible to perform. 
Another important parameter to take into consideration is the image density, defined as the 












   (1.27) 
where, ID  is the interrogation-spot diameter. In contrast to the source density, a large image 
density, higher than one, is appropriate, in order to estimate the particle displacement, which 
requires more than a sufficient number of particle images to exist within an interrogation area.  
The Stoles number is a dimensionless number, which, characterizes the behavior of 
particles in a flow environment, and is defined as the ratio of the characteristic time of a particle, 
to a characteristic time of the flow. The characteristic time of a particle is defined as: 












   (1.28) 
where, 
p is the particle density, pd the particle diameter, and g the gas dynamic viscosity. Now 
the Stokes number for PIV experiments can be defined as the ratio of the particle characteristic 
time to the time separation between pulses, and in order to have negligible differences between the 
particle and fluid velocities, the Stokes number must be much less than 1, preferably less than 0.1, 






   (1.29) 
As mentioned before, the main way of analyzing PIV results is through a correlation 
method, and preferably by cross-correlation. Cross-correlation is a measure of similarity between 
two functions, with one shifted over some distance when compared to the other. For continuous 
functions f and g, the cross-correlation can be defined as: 
 ( )( ) (x) (x )f g x f g x dx


      (1.30) 
The cross-correlation is calculated for each shift in distance x, and therefore if any 
structures exist that move as a whole in the flow, will have a maximum correlation corresponding 
to them. For a single dimension, the correlation of two functions each containing N points involves 
N2 operations. As one goes to higher dimensions, the cross-correlation between two functions 
becomes increasingly more expensive to calculate. For example, to calculate the correlation 
between two, square two-dimensional planes consisting of N points in each direction, the number 
of operations now becomes N4. 
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Chapter 3. Experimental Equipment Used in Current Work 
3.1. Pump laser systems 
The term laser has become common nowadays, but it originated as an acronym for “light 
amplification by stimulated emission of radiation”. The main difference between the light emitted 
by a laser and other sources of light is that it is spatially and temporally coherent. Spatial coherence 
implies that photons are in phase with one another, enabling the focus of the laser into a small spot, 
keeping it at the same time collimated, or spatially narrow, over long distances. Temporal 
coherence is the measure of the correlation of a wave with itself phase shifted and indicates how 
monochromatic the source is. 
As mentioned in the previous chapter, the underlying theory for how lasers work is very 
similar to LIF. First, an absorbing medium is required, which through stimulated emission, allows 
for the generation of a laser beam, light that is monochromatic and spatially coherent. The 
medium’s energy levels are discrete, and therefore allow the ability to select specific transitions of 
interest, by supplying the correct wavelength of light matching the transition energy. In order to 
create lasing, the upper state must have a relatively long lifetime, normally in the order of 
milliseconds, known as a meta-stable state. Then a population inversion has to be maintained, with 
more molecules existing in the excited state than the ground state. For a two-level system, 
maintaining a population inversion is generally hard and not practical, as it would require both a 
very strong transition and pump laser energy. A more practical and common way to achieve 
population inversion in lasers is through a three-level or four-level system, shown in Figure 3.1. 
For a three-level system, excitation occurs from the ground state (E1) to the second excited 
state (E3), which is short-lived. Then, the excited molecules quickly relax to the first excited state 
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(E2). The first excited state is a metastable state, as mentioned before, and therefore has a long 
lifetime. This allows for a population build-up on this state until lasing occurs, with the emission 
of a photon as the molecule decays from this state to the ground state. If the number of molecules 
in the ground state exceeds that of the excited state, a high probability exists that the photon 
produced will be absorbed, making the emitted laser light unsustainable. Since the lower lasing 
transition is the ground state, achieving an efficient population inversion is again difficult but 
possible. In general, the output of a three-level system is pulsed, and an example laser in this 
category is a ruby laser, which emits laser light in the extreme red, ~694.3 nm. 
 
Figure 3.1 Depiction of a three-level and four-level system for lasing. 
A solution to most of the problems of the three-level system comes by adding another 
energy level, therefore making it a four-level system. The lower lasing transition is not the ground 
state anymore, and therefore population inversion can be more readily sustained, so long as the 
upper lasing level has a longer lifetime than the lower level one. Lasers can be operated 
continuously as well as pulsed in the four-level system, with Helium-Neon and Neodymium doped 
yttrium aluminum garnet (Nd:YAG) lasers, being two representative examples. 
Three primary components exist in a laser, the gain medium, the pump, and the resonant 
cavity. The laser medium can be any of the following: gas, liquid or solid, which is also the primary 
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distinguisher between laser types. Commonly, lasers are pumped by electromagnetic sources, but 
they can also be pumped optically and chemically. For example, the lasers that are discussed in 
this section are optically pumped, through either a flash lamp or a diode laser, otherwise known as 
a semiconductor laser. Lastly, the resonant cavity consists usually of two flat or concave mirrors, 
with the gain medium located in between them. This way the lasing photons are reflected back and 
form, in order to build up the stimulated emission. One of the two mirrors is partially reflective, 
allowing part of the radiation produced to be transmitted, resulting in the observed laser beam. 
Two primary advantages of the resonant cavity are the directionality that it can impose on the beam 
as well as being able to amplify the emitted light. The cavity length, determined by the distance 
between the two mirrors, has to be a multiple of half of the wavelength of light produced. 
Depending on the cavity length several different spatial patterns can be observed, called transverse 
modes. Transverse modes are the eigenmode solutions for the resonator eigenequation. They are 
referred to as transverse electric and magnetic, TEMnm, modes, with the subscripts n and m, 
referring to the number of intensity minima of the resonator mode pattern along the direction of 
the electric and magnetic field oscillations, respectively [38][39]. An example of several different 
TEM modes can be seen in Figure 3.2. For the case where m and n are equal to zero, the 
fundamental Gaussian beam is obtained, which is the preferred mode due to providing the highest 
concentration of energy.  




Figure 3.2 TEM modes for a rectangular resonator. 
The primary laser used in this study is the Nd:YAG laser. It has a solid gain medium, 
making it a solid-state laser, comprising of a yttrium-aluminum-garnet substrate doped with 1% 
triply ionized neodymium. It operates on the four-level lasing scheme and is optically pumped 
from flash lamps or semiconductor lasers. The output wavelength of the stimulated emission is 
1064 nm, and with the use of nonlinear optics, the second, third and fourth harmonics can be 
generated with respective wavelengths at 532 nm, 355 nm, and 266 nm. Additionally, a Q-switch 
is employed in the cavity, to prevent unwanted lasing action, and to help with the population 
buildup. An example of a Q-switch is shown in Figure 3.3.  
The Q-switch setup is made up of three different components, a Pockels cell, a quarter-
wave plate, and a polarizer. All the components are positioned inside the cavity towards the side 
of the high reflector. The Pockels cell medium is a non-linear optic, with potassium dideuterium 
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phosphate (KDP) being an option used in Nd:YAG cavities and barium borate (BBO) being a good 
alternative. Voltage controls the operation of the Pockels cell, which in turn controls the phase or 
polarization of the laser beam. When there is no voltage applied, the light passing through the 
Pockels cell is unaffected, and its vertical polarization stays the same. The light, therefore, becomes 
circularly polarized as it passes through the quarter-wave plate, and horizontally polarized as it 
passes again, after being reflected by the high reflector. The resulting horizontally polarized light 
cannot go through the polarizer and is rejected from the cavity. This state is primarily used to build 
up the population inversion while rejecting a lot of the laser light produced. In contrast, the Pockels 
cell acts as a quarter-wave plate when a high voltage (~5 kV) is applied. This results in the light 
having a vertical polarization after passing through the Pockels cell and quarter-wave plate twice. 
Therefore, the now vertically polarized light is allowed to pass through the polarizer, and back to 
the gain medium, resulting in a stimulated emission with high peak power and short pulse duration 
[40]. 
 
Figure 3.3 Example diagram of a Q-switch system. 
In this work, three different Nd:YAG lasers were used. The first one consisted of a flash 
lamp pumped Nd:YAG laser operated at 10 Hz. This laser system was used for diagnostics in low 
flow environments, or when high pulse energies were required. Two high-speed Nd-YAG lasers 
operated at 10 kHz, and diode laser pumped, were also used. One of the high-speed lasers was 
used to pump a dye laser, in order to get the desired wavelength required to perform PLIF on the 
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different combustion species. The other was a double-pulsed Nd:YAG laser, which was used for 
PIV. It has two independent cavities, allowing for fine control of the time separation between the 
two laser pulses. The particular information for each laser system is summarized in Table 3.1. 
Table 3.1 Summary of Nd:YAG lasers used for PLIF and PIV 
 Quanta-Ray INNOSLAB 
Manufacturer Spectra-Physics EdgeWave GMBH 
Pump source Flash lamps Diode laser 
Repetition rate 10 Hz 10 kHz 
Model PRO-250 IS120-2-LD IS1211-E 
Max power at 
532 nm 
8 W 59 W / 60 W 60 W 
Pulse energy at 
532 nm 
800 mJ ~6 mJ 6 mJ 
 
Two of the aforementioned Nd:YAG lasers were used as a pump source for dye lasers. Dye 
lasers use an organic dye as the lasing medium, normally dissolved in a liquid solution involving 
an alcohol. The major advantage of dye lasers is their ability to produce laser beams in a broad 
range of wavelengths, allowing for wavelength tunability within that range. In comparison, the 
Nd:YAG laser systems, produce a single fundamental wavelength centered around 1064 nm, and 
with the use of non-linear optics, it is possible to obtain several discrete harmonics of the 
fundamental wavelength. 
 
3.2. Dye laser systems 
Dye lasers operate on the same theory described for Nd:YAG lasers, with some subtle 
differences. For example, Figure 3.4 shows the schematic of a dye laser system that was used in 
this study. The specific dye laser system is the Sirah Lasertechnik PrecisionScan, operated at 10 
Hz, pumped by a Quanta-Ray PRO-250 Nd:YAG laser system. Two dye cells are used, one 
considered the resonator while the other the amplifier. In some cases as with this dye laser, a pre-
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amplification stage exists, utilizing the first dye cell. The pump beam illustrated in blue is split 
three times, using beam splitters, with the majority of the beam being routed onto the amplifier 
cell (third beam), and focused to a line onto both dye cells. The first stage is to create the required 
wavelength for stimulated emission. This is done inside the laser cavity, bounded by the output 
coupler, and the high reflector, which in this case is a combination of two gratings in a Littrow 
configuration. The role of the two gratings is to provide a high degree of wavelength selection, by 
having the ability to move one of them that is mounted on a stepper motor, with respect to the 
other. 
 
Figure 3.4 Sirah Lasertechnik PrecisionScan dye laser schematic [41]. 
Once the required wavelength has been selected, the beam is rerouted back to the dye cell, 
with the secondary pump beam providing some pre-amplification. The resulting beam passes 
through a telescope lens arrangement and used to pump the second dye cell, in conjunction with 
the remaining pump beam, resulting in major amplification of the targeted wavelength. In some 
cases, a two-step amplification process exists, using a third dye cell. As the last step, non-linear 
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crystals are used to produce harmonics of the fundamental dye laser beam. Pelin-Broca prisms are 
used at the end in order to separate, the residual fundamental beam from the produced harmonics. 
The targeted wavelengths for this study were in the UV range. In particular, the 𝐴2𝛴+ −
𝑋2𝛱(1,0) transition of OH, requiring an excitation wavelength of 283 nm, and fluorescing around 
310 nm. Additionally, separate OH excitation transitions near 314 nm and 310 nm were used. Then 
the CH 𝐶2𝛴+ − 𝑋2𝛱(0,0), requiring an excitation wavelength of 314 nm, as well as a side 
rotational excitation at 310.69 nm were used. The last species of interest was CH2O, with an 
excitation scheme of Ã1A2-X̃
2A1,40
1 utilizing the third harmonic of the Nd:YAG system, at 355 
nm as the excitation wavelength. A red dye in combination with a pump wavelength by the second 
harmonic of an Nd:YAG system, 532nm, was used to produce the required wavelengths for the 
OH and CH excitations because this combination is more efficient, than using the third harmonic 
of an Nd:YAG laser, at 355 nm, to pump a blue dye. The relative excitation schemes, and dyes 
used for each targeted species are tabulated in Table 3.2. 
Table 3.2 Laser dyes chosen for particular transitions of interest [41]. 
Targeted Species OH CH CH2O 
Dye Rhodamine 6G (590) DCM N/A 
Pump Wavelength 532 nm 532 nm N/A 
Dye fluorescence peak 596 nm 627 nm N/A 
Peak Efficiency 26% 27%  




586 nm 628 nm / 621.38 nm N/A 
Excitation Wavelength 283 nm 314 nm / 310.69 nm 355 nm 
 
For the 10 kHz PLIF experiments, a different dye laser had to be used, that was able to take 
the total energy of the pump laser without photobleaching the dye solution or damaging any of the 
optics. As such the 10 kHz single cavity Edgewave INNOSLAB Nd:YAG laser was used to pump 
a Sirah Lasertechnik Credo dye laser [42]. The benefits of this dye laser are that it can be pumped 
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at high repetition rates with high pump powers, up to 200 W, and has a very low threshold 
oscillator, allowing for high conversion efficiency at low pulse energies. This dye laser operates 
similarly to the PrecisionScan dye laser, with the one difference being the elimination of the pre-
amplification stage. Therefore, the pump beam is split only once, with the first beam going to the 
resonator and the second one to the amplifier. Figure 3.5 shows the Credo dye laser in operation. 
The pump beam (Green) is the second fundamental of the Nd:YAG laser at 532 nm, and the dye 
fundamental (Red) is produced from a DCM dye in ethanol solution, at around 621 nm. 
 
Figure 3.5 Sirah Lasertecknik Credo laser in operation. 
3.3. Imaging Devices 
Three types of imaging sensors were used to capture the different signals produced and 
record them, a charge-coupled device (CCD), a complementary metal-oxide-semiconductor 
(CMOS), and an intensified scientific complementary metal-oxide-semiconductor (sCMOS). The 
CCD and intensified sCMOS were used for the 10 Hz experiments, while the CMOS cameras were 
used for the 10 kHz experiments. 
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A CCD operates on the principle of a photon of light being absorbed and converted to 
electrons. The CCD chip is comprised of an array of metal-oxide-semiconductor (MOS) 
capacitors, where each MOS capacitor represents a pixel. Each pixel acts as a potential well for 
electrons, and during an exposure, the amount of electrons trapped in each well is proportional to 
the amount of light that enters it [43]. 
 In general, a CCD must perform four separate tasks in order to generate an image, charge 
generation, charge collection, charge transfer and charge measurement. Charge generation is a 
CCD’s ability to convert incoming photons to electric charge. This process of a photon interacting 
with the silicon body of the CCD, and creating one, or more free electrons in the case of higher-
energy photons, is comparable to the physical process known as the photoelectric effect. It is 
important to note that not every photon that hits the detector will be detected and converted to an 
electrical impulse, and the percentage of photons that are converted is known as the quantum 
efficiency. The best CCDs can achieve a quantum efficiency of over 80%, but it varies strongly 
with wavelength. In general, the quantum efficiency begins to drop off in the near-infrared (NIR) 
and blue wavelengths. A way to improve the performance of the CCD in the ultraviolet region is 
by the use of phosphor coatings, which will be discussed in the next section talking about 
Intensifiers.  
Charge collection is the accuracy with which the CCD can reproduce the image from the 
generated electrons. Three parameters are involved in this process: 1) the number of pixels 
available, 2) the charge capacity of a pixel and 3) the ability of a pixel to collect generated electrons 
efficiently. It is preferable for electrons collected at each pixel to not spread into neighboring ones 
which would cause blurring and lower the sensor’s modulation transfer function. 
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Charge transfer occurs between pixels, by manipulating the gate voltages. In general, the 
charge transfer efficiency (CTE) is required to be very high, in order for the charge to survive 
being transferred from one side of the CCD chip to the other as it is being read out. As an example 
to illustrate the effect CTE has, the CCD used for the 10 Hz experiments, a LaVision imager 
intense, with detailed specifications shown in Table 3.3, will be used. Assuming that each row of 
pixels transfers its charge to the next row with 1 % loss for each charge transfer. That would mean 
that each pixel in a row would lose about 99.997 % of its charge after 1040 transfers. If recent CTE 
values are considered, which are as high as 99.99999 % that means that only 10-5 % of the charge 
is lost for every transfer. Therefore the total loss, after 1040 transfers would only be 0.0104 % 
[44].  
Table 3.3 LaVision imager intense CCD and Andor iStar sCMOS specifications. 
Model LaVision imager intense CCD Andor iStar sCMOS 
Number of Pixels 1280 x 1040 2560 x 2160 
Pixel size 6.45 μm x 6.45 μm 6.5 μm x 6.5 μm 
Full-well capacity 18,000 electrons 30,000 
Spectral range 290 nm – 1,100 nm 120 nm – 1,100 nm 
Max. quantum efficiency 65% at 500 nm 50 % 
Electronic Shutter Down to 500 ns Down to 100 ns 
Frame rate 10 frames/s 50 frames/s 
Dark current <0.1 e-/pixel/s 0.18 e-/pixel/s 
 
Lastly, charge measurement occurs by passing the charge collected onto a capacitor that is 
connected to an output MOSFET amplifier. The output of the amplifier converts the signal charge 
for each pixel to a voltage value that is directly proportional to it. However, the amplifier is also a 
source of noise, because it also amplifies current fluctuations occurring in the transistor. The signal 
readout process is the limiting step that determines how fast CCDs can be.  
The next imaging device used, a CMOS, operates similarly to a CCD, in terms of 
converting photons to an electric charge. The main difference between the two architectures is that 
   
39 
 
instead of converting the charge to voltage after the charge transfer has occurred, at the output 
node, like a CCD does, CMOS devices convert the charge to voltage at each pixel location. This 
is done by having a light sensor and an active amplifier at each pixel location in the pixel array. 
Therefore, as the light hits the pixel sensor, it is directly converted to a voltage right there and then. 
Additionally, an analog-to-digital converter, as well as other components, can be located on the 
CMOS sensor itself, which is different from having them on an external circuit like in a CCD. This 
proves to be a huge advantage, in terms of transfer speeds and noise, since the CMOS sensor 
performs operations in parallel, making each amplifier require a low amount of bandwidth, in 
comparison to a CCD, which requires very large bandwidths. As a result, CMOS sensors prove to 
be very useful for high-speed imaging, when compared to CCDs. However, CCDs remain at the 
top when it comes to overall signal-to-noise (SNR), due to the lower uniformity that exists in 
CMOS sensors, causing differences in noise and performance between the pixels. Two different 
types of high-speed CMOS devices were used, shown in Table 3.4. They were operated at 10 kHz, 
but capable of achieving much higher frame rates, at the cost of resolution and total imaging time. 
In addition, due to the limited wavelength range that these devices can operate at, intensifiers had 
to be used, employing phosphors in order to both detect and amplify the UV signal, as well as 
convert it into the visible, so that the aforementioned detectors can image it. 
Table 3.4 High-speed imaging devices [45]. 
Model Fastcam SA-5 Fastcam SA-Z, 2100K-M4 
Number of Pixels 1024 x 1024 1024 x 1024 
Pixel size 20 μm x 20 μm 20 μm x 20 μm 
Full-well capacity 45,000 electrons 16,000 electrons 
Spectral range 400 nm – 1000 nm 400 nm – 1000 nm 
Max. quantum efficiency 46 % at 630 nm 49 % at 630 nm 
Electronic Shutter Down to 369 ns Down to 159 ns 
Frame rate (Maximum) 775,000 frames/s 2,100,000 frames/s 
 




Image intensifiers are used to intensify the signal of an image before it is projected onto 
the image sensor. Therefore, improving the signal significantly, typically about 1000 times, 
making them perfect for applications with low light. Image intensifiers can be directly interfaced 
onto the camera body, resulting in an intensified camera (ICCD, iSCMOS), or can be standalone, 
in what is known as intensified relay optics (IRO). Both operate under the same principle, with the 
difference that in the IRO the user controls the output signal before it is captured by the image 
sensor. 
The image intensifier is a vacuum tube, comprised of three major components: 1) a 
photocathode, 2) a micro-channel plate (MCP) and 3) a phosphorescent screen, as seen in Figure 
3.6. The image photons are first projected on a photocathode-coated window, which converts them 
into electrons. An electric field is used to accelerate the electrons towards the MCP, which 
amplifies the number of electrons. This is done by secondary electron emission from the many 
parallel microchannel walls that comprise the MCP. The electron gain is proportional to the voltage 
applied between the input and output of the MCP, with typical electron gain being in the order of 
10,000. The electrons are then accelerated again by an electric field towards the final step, which 
involves the phosphor. The phosphor layer is deposited at the inner, vacuum interface, of the output 
window, and is covered with a thin layer of aluminum film, in order to prevent light reflecting 
backward. The anode potential is at 6 kV with respect to the MCP, driving the electric field that 
attracts the electrons coming off the multiplier. The electron energy is then absorbed by the 
phosphor, and converted back to photons, resulting in a highly intensified image. One key thing to 
note is that even though the light intensity is amplified, the wavelength of the light is now changed 
to a different one, determined by the properties of the phosphor. The image intensifier allows an 
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imaging device to be able to operate outside its normal wavelength range. An image intensifier 
particularly helps in high-speed data collection, since it enhances the signal obtained, and therefore 
allows for higher frame rates to be used. [46]. 
 
Figure 3.6 Single stage image intensifier diagram of operation. 
Issues could still exist with the image quality at high frame rates, making it insufficient 
even when using a single stage image intensifier. For a constant gain, the light output is linearly 
dependent on the input. However, after a certain gain level, the MCP becomes saturated and the 
number of multiplied electrons do not continue to increase, limiting the output brightness. This is 
the limiting factor for many high-speed applications. Adding additional MCP’s would not help 
since the light output is limited by the saturation of a single MCP. Therefore, using a booster stage 
is normal. It is a full second intensifier but without the MCP section. A typical two-stage intensifier 
is shown in Figure 3.7, which is representative of the two LaVision IROs and Lambert HiCATT 
that were used in this work.  




Figure 3.7 Two-stage image intensifier. 
Lastly, the image intensifier can be integrated on the camera itself, which is the case with 
the intensified sCMOS that was used. The image intensifier operates in the same way as described 
above, with the difference that the output of the phosphor screen is directly coupled to the sensor 
array using optical fibers. Information about the three different intensifiers is shown in Table 3.5. 
Two high-speed image intensifiers were used, a LaVision HS-IRO and a Lambert HiCATT, 
utilizing a high-efficiency phosphor (P46) in the UV range. The same phosphor configuration was 
used for the 10 Hz experiments utilizing the LaVision IRO and intensified iSCMOS devices. 
Table 3.5 Image Intensifiers used in current work. 
Model LaVision IRO LaVision HS-IRO Lambert HiCATT 
Photocathode S20 S20 S20 
Phosphor P43 P46 P46 
Electronic Shutter Down to 10 ns Down to 3 ns Down to 3 ns 
 
3.5. Spectrometer 
Several diffraction grating spectrometers were used throughout this study for different 
purposes. Two different sets of gratings were used with blaze wavelengths of 300 nm and 500 nm, 
and each set was comprised of three gratings with groove densities of 150 gr/mm, 600 gr/mm, and 
1200 gr/mm. Two different focal lengths (150mm and 750mm) were used for the spectrometers. 
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A spectrometer is a collection of several key components, involving mirrors, grating, and 
finally a detector. Figure 3.8 shows all these components put together in the form of a 
spectrometer, with the function of separating a light spectrum into its component wavelengths. The 
mirrors are used to route the incoming light from the source, onto the grating, and then reroute the 
light coming off the grating to the exit of the spectrometer, where the detector lies.  
 
Figure 3.8 Princeton Instruments SP750 spectrometer layout, having a 750 mm focal 
length, and a grating turret consisting of 3 gratings with 150 gr/mm, 600 gr/mm and 1200 
gr/mm, having a blaze wavelength of 500 nm. 
Two types of detectors were used, one being the image intensified camera (intensified 
sCMOS), and the other a photomultiplier tube (PMT). The intensified camera was used to observe 
range wavelengths coming from the grating, with the resolution and spectral range determined by 
the grating, the focal length of the spectrometer, and detector size. The PMT was used to convert 
the spectrometer into a monochromator, meaning that a single wavelength could be detected, 
depending on the angle of the grating with respect to the incoming light. This device operates on 
a similar concept as the image intensifiers, which is broadly classified into external photoelectric 
effects, as in absorption of photons and emission of electrons. A diagram of a circular PMT is 
shown in Figure 3.9. It uses a photocathode, shielded by a quartz window, which converts 
absorbed photons into electrons. The electron multiplication occurs on electrodes known as metal 
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channel dynodes. A long chain of dynodes exists, promoting electron multiplication, and at its end, 
a collection electrode or anode exists. For a broad current range, the current being transferred from 
the anode to the electrode is linearly proportional to the photoelectron flux generated by the 
photocathode.  
 
Figure 3.9 Circular PMT diagram [47]. 
3.6. Multi-array Swirl Burner 
The multi-array swirl burner, or mesoscale burner, operates on the concept of well-
distributed and mutually supported flames, making it less prone to extinction when operated in the 
lean combustion limits. On the other hand, the combustion performance and emission 
characteristics (NOx, CO, CO2) are comparable if not better than existing large-scale burners. 
Additionally, the burner architecture has the ability to be scaled over a wide range of combustor 
designs, ranging from handheld devices to large-scale gas turbines or generators [48]. 
The current design of this burner used in this work is shown in Figure 3.10. It uses a 
combination of swirling flow and bluff bodies in order to stabilize and anchor the flame, by 
recirculating hot products. Sixteen mesoscale burner elements constitute the total burner. Each one 
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has a center (bluff) body, with two opposite tangential inlets. The premixed mixture of fuel and air 
enters axially the burner at the bottom inlet layer and is converted to a tangential flow through a 
series of channels, creating a swirl flow around the bottom of the bluff body. The bluff body is 
present at the center of each burner element, and is essential in anchoring the flame and creating a 
large enough recirculation zone.  
A quarl is present at the exit of each burner element, which diverges the flow, increasing 
the recirculation zone size, while at the same time improving the amount of recirculated gas [49]. 
The length scale of the recirculation zones is small enough, that allows rapid diffusion of products. 
Therefore, reactants mix with products, enhancing heat recirculation, reducing heat loss and 
thereby improving overall emission and combustion characteristics as well as stability.  
The most important part that makes this burner design unique though is the flame-to-flame 
interactions between each burner element. Each element in the mesoscale burner array has been 
designed and arranged in such a way that a counter-rotating vortex pattern is formed, otherwise 
known as a Taylor-Green vortex array [50]. Therefore, once a single burner element is ignited, the 
flame can easily propagate and light the remaining elements. Like any other burner, cold air 
entrainment from the burner perimeter produces visible edge effects but is limited by the boundary 
burner elements. Thus, only the outer perimeter burner elements are affected by cold air 
entrainment, shielding the inner elements, and therefore reducing the overall effective area of the 
flame surface that interacts with the surrounding environment. The design parameters for the 
mesoscale burner can be seen in Table 3.6, with a representative image of it burning shown in 
Figure 3.11 




Figure 3.10 Illustration of the mesoscale burner, showing: a) schematic layout of the 
burner array elements, b) top view of the 4 x 4 burner array, c) Taylor-Green vortex 
arrangement and d) schematic layout of an individual burner element [48]. 




Figure 3.11 Mesoscale burner arrays under normal operating conditions operating at a 
stoichiometric equivalence ratio with a premixed mixture of methane and air. 
Table 3.6 Important design dimensions of the mesoscale burner 

















Quarl included angle  (degrees) 45 
Quarl length qL (mm) 1 
Quarl radius 3R (mm) 3.75 
Bluff body radius 4R (mm) 2 
Swirler length L (mm) 19 
Bluff body post radius 1R  (mm) 1 




















s Diameter D (mm) 52.5 
Thickness H (mm) 25 
Element center-to-center distance (mm) 9 




3.7. Hi-Pilot Bunsen Burner 
The Hi-Pilot Bunsen burner is a type of Bunsen burner that employs a pilot flame in order 
to be able to sustain flames at high velocities and Reynolds numbers. The particular burner used 
in this study was the one designed and built by the University of Michigan. Schematic of the burner 
layout is shown in Figure 3.13. Turbulence is induced on the main reactant stream in two ways, 
1) using a slotted contraction device [51] and 2) a jet-in-crossflow. The turbulence plate employed 
in the current experiments was the type “B” plate, shown in  Figure 3.12. 
 
 Figure 3.12 Type “B” turbulence plate with 80% blockage ratio [52]. 
The reactants in this study were methane and air, premixed at an equivalence ratio ( ) of 
1.05, before entry to the burner. Once the reactants pass through the interchangeable turbulence 
generator plate, they go through a converging-diverging nozzle, with a series of impinging jets at 
its throat. The impinging jets mimicked the conditions of the primary flow, as in they were a 
premixed mixture of the primary reactants at the same equivalence ratio. Their total flow was 
approximately set to be 6% of the bulk flow rate and was perpendicular to the primary flow. The 
pilot-flame had an equivalence ratio near stoichiometric, and acted as a shroud, shielding the main 
jet flow from the environment. In general, the hot products from the pilot flame shielded the 
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primary flow up to a distance of four times the pilot burner diameter from the burner surface, and 
approximately 0.6 times the pilot diameter in the radial distance from the main burner centerline 
[52]. 
 
Figure 3.13 Hi-Pilot Bunsen burner schematic [52]. 
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Chapter 4. CH Excitation Strategy 
In this chapter, the transition strategy used for CH excitation is discussed. A comparison 
between the resonant and non-resonant excitation schemes is shown, as well as their differences. 
The reason for utilizing the C-X band for the CH excitation and respective fluorescence scheme, 
was due to the greater efficiency of this transition, when compared to the most commonly used A-
X and B-X ones. Therefore, the potentially higher energy efficient would allow for higher 
framerate to be used, in combination to lower laser pulse energies. CH PLIF is first investigated 
in a laminar flame utilizing the resonant transition at ~314.4 nm. The fluorescence of this transition 
scheme occurs in the same wavelength range as the excitation, resulting in issues when employed 
in a highly scattering environment. The CH PLIF transition utilizing the R-branch in the C-X (0,0) 
band, with a specific target on the line centered at 310.690 nm is used in order to eliminate any 
scattering issues. Fluorescence collection now occurs around 314 nm, which is similar to the 
resonant transition, and with the help of a custom edge filter wavelengths, below ~311nm are 
rejected, while longer wavelengths are efficiently transmitted. However, due to the requirements 
of using a filter setup in order to separate the two, the overall intensity of the detected fluorescence 
is lower when compared to the resonant transition. The advantage of the sideband excitation is that 
it eliminates a lot of the background scattering, which appears to be the main source of noise in 
the resonant transition. Therefore, the reduction of the background signal appears to be more 
significant than the reduction of the fluorescence signal, providing an overall better signal-to-noise 
ratio (SNR) for the filtered strategy.  
 
 




In order to study and probe highly turbulent flames, high fidelity, temporal measurements 
are required. In addition, as mentioned previously, intrusive measurements techniques can interact 
with, and therefore change the flame, and flow morphology. Therefore, a growing interest has been 
placed in high-speed laser diagnostics, which provide both temporal resolution of the turbulent 
flames, as well as being non-intrusive. In general, PLIF has been widely used as a tool to observe 
and analyze combustion processes, specifically targeting combustion important radicals, such as 
methylidyne (CH) and hydroxyl (OH) [53].  
Predominantly, the target for high-repetition-rate PLIF has been OH [54]-[56], due to its 
abundance in flames, around the reaction zone and product regions, and excitation energy 
requirements. Therefore, it provided a good subject in order to improve high-speed laser 
diagnostics, since the increase in repetition rate, which came with a decrease in the overall laser 
pulse energy, did not hamper OH imaging, like with the less abundant CH.  
The most common transitions used in order to image CH were the A-X and B-X bands 
[57]-[31]. However, these transitions require a significant amount of pulse energy, and in 
combination with the already small amount of CH present, make it very difficult to scale into high 
repetition rates. Strategies involving the use of optical parametric oscillators (OPO), or multiple 
laser systems, were formalized, in order to create pulse trains that could be able to image the CH 
radical at high-speeds. In spite of all these attempts, the CH signal obtained was weak, or the 
experimental setup was too costly and was only able to provide continuous information, limited to 
the number of pulses in the pulse train. 
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Recently, a new transition strategy was tested and demonstrated for CH detection, utilizing 
the  2 2  0, 0C X
    band, near 314 nm, at repetition rates of up to 50 kHz [23],[60]. This 
transition was originally discovered by studying emission profiles from interstellar bodies and was 
deemed to be highly predissociative, without having many long lifetime components present 
(~100ns), which are beneficial for excitation LIF [61]. Figure 4.1 shows the potential curves for 
the A, B, and C excited states of CH. The predissociation probabilities observed for the CH C-X 
band, are typically expected for forbidden predissociations, which is consistent with the fact that 
the only interacting states with dissociative limits below those of 2C   are 2B  , 4  , 4 , and 
the ground state 2X   [62]-[63]. Nonetheless, it was noted that the Q-branch transitions of the C-
X (0,0) band, exhibited much stronger emissions when compared to the much weaker P and R 
branches. The C-X band has higher absorption and emission coefficients when compared to the 
A-X and B-X bands, and a more suitable excitation wavelength, which can be obtained by a 
frequency-doubled dye laser, utilizing a red dye and therefore allowing for excitation strategies 
requiring very low laser power [64]. A comparison of the calculated vibrational band Einstein 
absorption and emission coefficients, as well as approximate excitation laser power required 
between the three different CH excitation bands, is shown in Table 4.1. However, the C-X 
excitation scheme has a significant issue to overcome, and that is that it employs a resonant 
detection scheme, meaning that the excitation and detected emission wavelengths are very close, 
rendering it not feasible in many practical flow fields, where background scattering is significant. 
Additionally, this method would not be able to be used with other laser-based detection methods 
that employ scattering, such as PIV. 




Figure 4.1 Potential curves of the A, B, and C excited states of CH [61]. 
Table 4.1  
Table 4.1 Band absorption and emission coefficients, as well as transition energy requirements 
for CH A-X, B-X, and C-X bands 
 Einstein A 
( 1s ) 
Einstein B 
( 2m Js  ) 
Laser Power 
( mJ pulse  ) 
Radiative 
Lifetime ( ns )[65]  
 2 2  0, 0A X   1.832*10
6 2.986*1010 70 387.9 
 2 2  0, 0B X    2.963*10
6 1.755*1010 20 260.1 
 2 2  0, 0C X    9.042*10
6 2.830*1010 0.1 88.91 
 
 In order to avoid the issue of resonant detection, a new excitation strategy was employed, 
that maintains all the advantages of the C-X excitation scheme, while at the same time alleviating 
all of its problems. That is by exciting an R-branch transition in the CH C-X (0,0) band, near 310 
nm, and then collecting the resulting emission at wavelengths longer than 314 nm [66]. This would 
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reduce the effect of background scattering, allowing its use in more complex, scattering-prone 
combustor geometries. At the same time, it would allow it to be combined with other scattering 
based laser diagnostic techniques and potentially be used at much higher repetition rates. 
4.2. CH C-X Transition 
The original strategy employing the CH C-X transition near 314 nm has a resonant 
fluorescence collection, raising many problems. Specifically, when done in complicated 
combustor geometries or combined with other laser-based scattering diagnostic techniques.  
Figure 4.2 shows the original excitation strategy, normalized by the strongest transition. 
LIFBASE was used to construct Figure 4.3, using the following parameters: Resolution (0.0033 
nm), Lineshape function (Gaussian), Temperature (thermalized system at 1600 K), Pressure (760 
Torr), Proportionality constant (0.13 cm-1), Exponential constant (0.8). Focusing on the region 
around 314 nm, an excitation scan was set up using the 10 Hz laser system described in Chapter 
3. The 532 nm output of the 10 Hz Nd:YAG laser was used to pump the dye laser system containing 
a DCM solution. The resulting dye fundamental wavelength was doubled to obtain the excitation 
wavelength. The dye laser system was then set to scan between 314 nm and 315 nm, with a step 
size of 0.001 nm, collecting 10 images at each step. The 10 Hz LaVision CCD, coupled with the 
LaVision IRO, was used to record the observed fluorescence. For the purpose of these tests, a 
simple laminar Bunsen burner was used, with premixed ethylene and air mixture at an equivalence 
ratio of 1.1, and at flow rates of 270 sccm and 3430 sccm, respectively. Additionally, a nitrogen 
shroud was employed to shield the flame from the environment. 




Figure 4.2 Excitation LIF spectrum for CH using the C-X (0,0) band, using LIFBASE 
[67]. 
 
Figure 4.3 Comparison between and experimentally obtained and simulated CH and OH 
spectrums. 
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The first issue with this transition is, as mentioned before, that the fluorescence collection 
occurs very close to the same wavelength that excitation happens. As such scattering is a huge 
issue. The experiment had to be carefully set up in order to avoid any scattering issues, yet some 
scattering from dust/particulates in the air still occurred, which had to be removed during post-
processing. An example image of a raw CH PLIF experimental result is shown in Figure 4.4, 
where high scattering can be observed primarily near the flame front. 
 
Figure 4.4 Scattering issues observed in raw CH PLIF images, using the excitation and 
collection scheme near 314 nm. 
 Comparing the experimental results to the LIFBASE simulations near the targeted 
excitation and collection regime, in Figure 4.5, a close match is observed. The pulse energy power 
used for these measurements was in the order of ~3mJ/pulse. The images shown were post-
processed in order to remove any scattering observed. In addition, scattering surfaces were kept to 
a minimum or eliminated when possible. Another disadvantage of this transition is shown in 
Figure 4.5, which is the presence of strong OH lines. However, with careful tuning of the dye-
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laser excitation-wavelength, these lines can be completely avoided and end up being helpful in 
terms of alignment and locating the desired CH lines. 
 
Figure 4.5 Experimental emission spectrum collected, for an excitation wavelength range of 
314.3 nm to 314.5 nm, compared to LIFBASE simulation of CH and OH. Instantaneous image 
results shown for excitation wavelengths of a) 314.389 nm, b) 314.399 nm, c) 314.414 nm, d) 
314.425 nm and e) 314.429 nm. 
Remembering the Jablonski diagram in Chapter 2, the fluorescence time scale is 
approximately in the nanosecond range. As such, one could potentially try to separate the 
excitation from the fluorescence wavelengths in time. However, in order to do that, a very fast 
gating system would be required. Such a system would be available in the form of an optical Kerr 
gate. This method uses the Kerr effect, where the refractive index of a material, changes as a 
response to an applied electric field. Now, this is different from Pockels cells, in that the change 
in the index of refraction is proportional to the square of the electric field. Optical Kerr gating has 
been used a lot in femtosecond fluorescence and microscopy [68]-[70]. The other more simplified 
   
58 
 
option that was eventually chosen was to separate the two wavelengths altogether. For this 
purpose, a different transition is picked for excitation (near 310 nm), while fluorescence collection 
remains the same (> 314 nm), as shown in Figure 4.6. 
 
Figure 4.6  Excitation LIF spectrum for CH suing the C-X (0,0) band, showing the R(13) line, 
using LIFBASE. 
In both transitions, the electronic and vibrational levels stay the same, but the rotational 
levels differ. The initial transition strategy near 314 nm, involved using a Q branch transition, 
which means that the change in the rotational levels was zero. In contrast, the transition involving 
the R branch excitation results in the excited rotational level to be plus one that of the ground state 
one. The specific transition used was the R(13) at 310.69 nm, with the number 13, illustrating the 
ground state rotational level. One of the deficits of using this transition is that it is has a smaller 
absorption strength and thus the fluorescence yield is going to be less than when using the Q branch 
excitation. However, the loss in signal is expected to be overcome by an increase in the SNR. This 
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occurs because the background signal is expected to be significantly smaller, due to eliminating 
any laser light scattering issues. This can be accomplished by using a very sharp edge filter that 
can separate the two wavelengths from each other, and allow independent collection of the 
fluorescence signal from the excitation one. 
A custom-made edge filter was specifically designed for this process, with a target optical 






   
 
  (4.1) 
where T is the transmission of the filter at a given wavelength. However, making the particular 
filter proved difficult, and a compromise with the manufacturer resulted in a smaller overall OD 
for the filter. In the end, a set of these custom filters was made and purchased from Semrock. The 
transmission and OD profile for a single filter can be seen in Figure 4.7, with an achieved OD of 
~3 at the desired excitation wavelength cut off. As such, a combination of two of the custom 
Semrock edge filters was used providing an overall OD of approximately 6. 
The overlaid transmission profile on the simulated CH C-X spectra can be seen in Figure 
4.8. The edge filter appears to work as designed, in terms of cutting off the laser excitation 
wavelength, and within a couple of nanometers, achieves its maximum transmission, allowing the 
capture of the fluorescence signal, and effectively separating the two. 
 




Figure 4.7 Transmission and respective OD profile for the custom-made Semrock edge filter, 
having a thickness of 1 mm. 
 
Figure 4.8 Simulated CH emission spectrum using LIFBASE, overlaid with single custom-made 
Semrock edge filter. 
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 One last concern is that near the targeted excitation lines of CH, several strong OH lines 
are present, similarly to what was observed with the excitation scheme around 314 nm. The 
simulated spectra for CH and OH, in the range of 310 nm to 312 nm can be seen in Figure 4.9. 
The targeted CH transition, R(13), near 310 nm, exists within a forest of strong OH transitions. 
However, again, these OH lines are proven to be useful by helping position the dye laser 
wavelength to the correct targeted transitions.  
 
Figure 4.9 Simulated OH and CH spectra in the range of 310 nm to 312 nm, using LIFBASE. 
Similarly, to the Q-branch excitation scheme, the detection can quickly switch from 
observing CH to OH and finally to observing both OH and CH at the same time, as shown in 
Figure 4.10, showing the fluorescence collected for excitation wavelengths of 310.655 nm, 
310.690 nm, and 310.746 nm. In contrast to the excitation scheme utilizing the strong Q-branch 
transitions, the CH lines in the R-branch are significantly weaker, when compared to the OH lines 
in the vicinity.  




Figure 4.10 Observed CH fluorescence near two OH lines using the filtered excitation scheme in 
the C-X (0,0) R-branch band. 
The advantage of the side rotational transition when compared to the resonant can be 
observed in Figure 4.11. A similar horizontal section of the probed laminar flame is plotted for 
fluorescence observed by ~314 nm and ~310 nm excitations. The Q-branch transition (~314 nm), 
has significantly higher background signal when compared to the R-branch excitation (~310 nm). 
In contrast, the overall signal observed from the Q-branch transition, (94 a.u. above background 
signal) is significantly higher when compared to that of the R-branch one (56 a.u. above 
background signal). Utilizing a region of interest (ROI), the average intensity of the signal and 
background were taken at similar locations for the two signals, in order to calculate an effective 
signal to noise ratio (SNR) as the ratio between the signal and background noise. Therefore, even 
though the filtered transition has lower overall intensity, it has a higher SNR (21), when compared 
to the unfiltered transition (2.65). This also illustrates the contribution that scattering had to the 
detected signal noise, in terms of raising the background significantly. 




Figure 4.11 Fluorescence collected using the 314.389 nm excitation wavelength and 310.690 nm 
excitation wavelength, across similar horizontal lines. 
A comparison between the unfiltered and filtered C-X (0,0) R(13) transition is shown in 
Figure 4.12. As observed from the top image, in which no filters were used, the laser scattering is 
still observed for the ~310 nm excitation scheme, in a similar fashion to the ~314 nm transition. 
The middle image shows the fluorescence result from only using a single filter, with an overall 
OD of ~3, while the bottom image shows the result of using two of the edge filters, with an overall 
OD ~6. The overall contrast is significantly enhanced with the use of an additional filter and 
similarly the SNR, but the overall fluorescence signal is reduced, due to the transmittance 
reduction of adding another filter. The two-filter setup was determined to be the most practical to 
use in terms of sufficiently eliminating the excitation wavelength, while still transmitting a good 
portion of the fluorescence signal. 




Figure 4.12 Comparison of a) No edge filter, b) Single edge filter and c) Dual edge filter, for the 
CH C-X (0,0) R(13) transition. 
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As the last test, in order to simulate a highly scattering environment that could be observed 
in complicated combustor geometries, a fused silica window was inserted in the frame and its 
effects are shown in Figure 4.13, for two cases, with the filter setup (Top) and without (Bottom). 
From the top image, employing the filter stack, the edge of the window, which is unpolished, and 
accounts for most of the scattering, is still visible. However, that is expected to be fluorescence 
scattering, rather than scattering of the excitation laser wavelength due to the reduced signal level. 
This can be also inferred, by being able to see a reflection of the flame fluorescence on the polished 
side of the window. In contrast, without the use of the filter system, bottom image, the flame 
fluorescence is still observable but appears to have a low signal compared to the scattered light 
observed from the edge of the window. As such, the filter stack performs pretty well under high 
scattering conditions, minimizing the laser light scattering, and overall increasing the SNR and 
contrast of the collected images. 
The results of using the R-branch of the CH C-X (0,0) transition are satisfying, in terms of 
a significant reduction in the background signal, and elimination of scattering, from the pump laser 
wavelength. However, in order to combine CH PLIF with PIV, another filter is required, in order 
to eliminate additional particle scattering from the two PIV laser beams (532 nm). For this purpose, 
a UG 5 color glass filter was used, with its transmission and OD profiles shown in Figure 4.14. 
The UG 5 filter has good transmission profiles in the UV range, which is desired, while it filters 
out the majority of the 532 nm beam, having an OD of ~5 at that wavelength. However, the addition 
of the UG 5 filter will reduce the overall transmission of the fluorescence signal through the 
combined filter stack to approximately 70%. 




Figure 4.13 Observed fluorescence using the R-branch transition, with a fused silica window 
inserted parallel and offset to the laser light propagation direction, with (Top) and without 
(Bottom) the edge filter stack. 




Figure 4.14 Transmission (Green) and optical density (Blue) profiles for the UG 5 filter with 
3mm thickness. 
Finally, the simulated OH and CH spectra, with the transmission profile of the overall filter 
stack that will be used in this work, is shown in Figure 4.15. To summarize, the R1(13)+R2(13) 
transition, near 310.690 nm, is within a region of many OH lines (Q2(11), Q1(12), P1(6) and 
P2(5)), but due to the spectral resolution of the laser system, the excitation wavelength can be 
accurately tuned to each one while avoiding the rest. The resulting laser scattering is filtered, using 
a filter stack, with an overall OD of ~6, and fluorescence is observed for wavelengths higher than 
312 nm. The R-branch excitation strategy has a signal strength that is approximately 5 times 
smaller than when utilizing the stronger Q-branch transitions. 
 




Figure 4.15 Simulated excitation spectra for OH and CH using LIFBASE, with the transmittance 
profile of the filter stack, comprising of two custom edge filters and a UG 5 one. 
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Chapter 5. Simultaneous PIV and CH-PLIF 
In this chapter, results from the simultaneous particle image velocimetry (PIV) and planar 
laser-induced fluorescence experiments are presented and discussed. PIV was performed 
simultaneously with OH and CH PLIF, at 10-kHz repetition-rate in a turbulent premixed flame, 
operated at an equivalence ratio of 1.05. The CH-PLIF utilized an R-branch excitation in the C-X 
(0,0) band. The Hi-Pilot Bunsen burner was operated at a turbulent Reynolds number of 7,900. 
“Pockets” of products were observed well upstream of the mean flame, which can most likely be 
attributed to out-of-plane motion of the three-dimensional flame sheet, and therefore adding to the 
ambiguity in trying to determine the thickness of reaction layers using a planar technique. 
However, the high frame rate employed here allows for time-resolved information, and therefore 
for the proper identification and treatment of the out-of-plane flame motion, resulting in observed 
flame thicknesses of approximately 0.35 mm. Overall the signal-to-noise ratio (SNR), proved to 
be sufficient for data processing, after combining CH-PLIF with PIV. In addition, the possibility 
of performing simultaneously CH-, OH- and CH2O-PLIF using a single laser system is explored. 
For these tests, the mesoscale burner was under, under several different operating conditions, 
predominantly in the laminar regime. Part of this work was performed and completed in Wright 
Patterson Air Force Base. 
 
5.1. Experimental Methods 
The experimental setup used for the simultaneous PLIF and PIV measurements is shown 
in Figure 5.1. A detailed description of all the equipment used in this experiment can be found in 
Chapter 3. A double-pulse diode-pumped solid-state (DPSS) Nd:YAG laser (EdgeWave Innoslab 
IS120-2-LD) was used to obtain the two laser pulses required for PIV. The maximum power output 
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of each laser heads was about 57 w and 59 W, respectively at 532 nm. This translates into an 
energy per pulse of ~6 mJ/pulse at 10 kHz, with only a fraction of that used during the experiments 
(~4 mJ/pulse). The first laser head produces light that is vertically polarized whereas the second 
head has a horizontally polarized light. This is for convenience in combining the two beams, but 
greatly affects the scattering that each beam observes. Therefore a quarter-wave plate was used in 
order to circularly polarize both laser beams and enforce a similar scattering behavior form them. 
A -50 mm focal length concave cylindrical lens was used to expand the laser beam from a line to 
a sheet, while a 1 m focal length convex spherical lens was used to focus the resulting laser sheet 
at the test section. The PIV laser sheet had a height of approximately 50 mm and a thickness of 
350 μm. Titanium Dioxide (TiO2) particles were seeded into the flow using a fluidized-bed reactor, 
with individual particles diameters of ~10 nm, ranging up to >250 nm in clusters. 
  
Figure 5.1 Schematic of the experimental setup, illustrating all used optics and equipment, 
mirrors (M), lenses (L), beam dump (BD), beam samplers (BS), intensified relay optics (IRO) and 
photomultiplier tube (PMT). 
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A DPSS Nd:YAG laser (EdgeWave Innoslab IS12II-E) was used for PLIF, but with a 
single cavity. The maximum power output of the laser was 60 W at 532 nm. In this particular laser 
system, the laser output contained the fundamental wavelength (1064 nm) also. Therefore, the 
1064 nm beam was dumped externally, with the use of two laser dumps. The leftover 532 nm beam 
was then used to pump the high-speed dye laser system (Sirah CREDO) containing DCM dye 
dissolved in ethanol. The dye solution fluoresced at ~628 nm, and was frequency doubled using a 
β-barium-borate (BBO) doubling crystal. The resulting frequency-doubled laser beam (~314 nm), 
had a pulse energy of ~0.2 mJ (~2 W). The ~314 nm laser beam was then expanded into a sheet 
using a -25 mm plano-concave cylindrical lens and focused at the test section using a 750 mm 
spherical plano-convex lens. This resulted in a laser sheet with a height of approximately 50 mm 
and120 µm thickness (FWHM).  
The two resulting laser beams were combined using a beam combiner. The PIV laser beam 
passed through the beam combiner, while the PLIF laser beam was reflected, both going towards 
the test section. A 250 mm cylindrical-concave lens was further used after the test section in order 
to reflect back the PLIF laser beam, by using a high reflection coating in the region of 280-350 
nm, and therefore increasing the overall PLIF signal observed. 
The dye laser was tuned to the transition discussed in the previous chapter, R1(13)+R2(13) 
of the  2 2  0, 0C X    band at 310.690 nm (in air), which enables the use of PIV at the same 
time. Initially, the PLIF camera system was operated at 60 Hz, in order to tune the laser system, 
by maximizing the observed fluorescence, near the target CH line. A drift is normally observed in 
the reported wavelength of the high-speed dye laser system, and therefore it is important to keep 
track of the dye laser wavelength. Strong OH lines lie near the targeted CH transition, Q1(12) and 
P1(6) with 310.602 nm and 310.655 nm respectively. However, as shown in the previous chapter, 
   
72 
 
this is not an issue and can be used as an advantage during alignment and to switch between 
imaging CH and OH. 
The combustor used for testing the simultaneous 10-kHz PIV and CH PLIF technique was 
described in Chapter 3 and was the Hi-Pilot Bunsen burner [52]. The burner has a central jet and 
an annular pilot flame. A methane-air premixed flame was used with an equivalence ratio of 1.05, 
and flow rates of 50.1 standard liters per minute (SLPM) of methane (chemically pure) and 454 
SLPM of air. The resulting turbulent Reynolds number was 7900. In contrast, 44 and 431 SLPM 
of methane and air were used, respectively, for the pilot flame, shielding the main jet flame for 
heights up to 100 mm. Three downstream locations from the burner exit were probed, at 30 mm, 
45 mm, and 60 mm. 
Two SA-Z cameras were used for imaging of the PIV and PLIF signals. The PLIF camera 
was operated at 10 kHz, while the PIV one was at 20 kHz, in order to record two sequential frames, 
narrowly separated in time. A Nikon 105-mm f/2.8 lens, with a bandpass filter centered at 532nm 
(Semrock FF01-532/3-50) was used on the PIV camera. Additionally, a Schott WG-345 color glass 
filter was employed, in order to absorb any CH/OH fluorescence, that would otherwise potentially 
be reflected and detected by the PLIF camera. The PIV lens setup was also slightly defocused, in 
order to increase the image size diameter of the particles in order to avoid peak locking during the 
post-processing of the data. A Lambert HI-CATT two-stage image intensifier was used in front of 
the PLIF camera, in order to increase the PLIF signal. The intensifier was then fitted with a 100-
mm f/2.8 UV lens (Sodern Cerco), two custom long-wavelength-pass edge filters (Semrock 
AFRL-0002), and a Schott UG-5 color glass filter. One of the custom edge filters had to be tilted, 
in order to avoid reflection of the signal between them. The characteristics and response of the 
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custom Semrock filter are discussed in more detail in Chapter 4. The overall optical density of the 
fitler was determined to be around 6. 
In order to match in space the images obtained from both the PIV and PLIF cameras, a 
target was used that was imaged from both of them, shown in Figure 5.2. 
 
Figure 5.2 Target used for image calibration between collected PLIF and PIV images. 
A white light LED was used with a white background scattering surface, in order to image 
the target using the PIV camera setup, while a UV LED was used in order to see the target with 
the PLIF camera. The resulting target imaged from both cameras is shown in Figure 5.3, from 
which it is observed that not only are the view fields different, but also a transformation needs to 
be done in order to match the two. In general, the PLIF camera has a reduced view filed, which is 
due to the 1:1 coupling relay optics of the 25 mm IRO, producing a mismatched image to the size 
of the SA-Z CCD chip that is 20.4 mm x 20.4 mm. The resulting view field of the PLIF camera 
was 40.2 mm x 40.2 mm, with a 39.2 µm/pixel digital resolution. In contrast, the PIV view field 
was larger, resulting in 43.1 mm x 43.1 mm, with a digital resolution of 42.1 µm/pixel. 
   
74 
 
Image mapping was used, utilizing the larger PIV image as the base, which remained 
unaltered, and changing the PLIF image until the imaging target’s features overlapped between 
the two images. The result was a transformation matrix that could be used to map the PLIF images 
onto the PIV ones. The resulting PLIF image after applying the transformation matrix, overlapped 
onto the PIV image is shown in Figure 5.3. The reduced view filled with the PLIF camera setup 
is more evident here and is quantified to be approximately 13% smaller when compared to the PIV 
one.  
 
Figure 5.3 Target, imaged from two different sources, the PIV and PLIF camera setups. 
The overlapped results are additionally between the PIV (Green) and post-processed PLIF 
(Grey) target images 
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5.2. PLIF image results and processing 
5.2.1. Processing of PLIF images 
The raw images were initially analyzed using ImageJ [71]. Firstly, a median for each stack 
of images (1000) was created and subtracted from each one. Then a 2-pixel by 2-pixel median 
filter was applied to each image. Lastly, the images were binned to a final size of 512 x 512 pixels2. 
All of these steps serve to reduce the background noise and enhance the contrast between the 
background and PLIF signal, as shown in Figure 5.4. In order to assess the processing effects, the 
SNR was calculated. However, the SNR, in this case, cannot be calculated as simply as illustrated 
in Chapter 4 using a laminar flame. Due to the effect of turbulence, there is no spatial uniformity 
in time for the CH signal. As such, it is estimated, using the standard deviation of the noise 









    (5.1) 
The SNR calculated for the OH images was estimated to be around 3.8. For the CH PLIF images, 
before processing the average SNR using this method was estimated to be ~3.3. After performing 
all the processing steps outlined above, an average SNR for 1000 images was estimated to be 19.8. 
The change in SNR is directly related to the method of calculation used, because the CH-PLIF 
signal standard deviation changes very little during the processing steps, while the noise standard 
deviation dramatically changes. This means that the processing steps accomplished their goal, 
which was to increase the contrast between the background and fluorescence signals. The SNR 
can further be improved by increasing the pulse energy or by increasing the pulse duration. The 
latter approach is better since it can be applied to transitions that easily saturate, like in CH. 




Figure 5.4 CH-PLIF image processing results. (a): Raw Image, (b): Background Subtracted, (c): 
Median Filtered, and (d): Binned. 
5.2.2. Flame structure 
An example sequence of OH PLIF images is shown in Figure 5.5. The images were 
collected at 10 kHz (0.1 ms time interval between them), illustrating the time evolution of the 
flame sheet for a total of 1.6 ms. The observed signal for the OH PLIF images using the P1(6) 
transition of the A-X (0,0) band is comparable to the A-X (1,0) transition. A clear distinction 
between the reactants and products is observed, which provides a good illustration of how the 
flame sheet evolves with time.  




Figure 5.5 OH PLIF results obtained at 10 kHz, 45 mm from the burner exit, using the P1(6) 
transition located in the A-X (0,0) band. The images are separated by 0.1 ms from each other, 
illustrating the flame evolution for a total of 1.6 ms. 
 However, as good as OH PLIF is at getting a boundary between the reactants and products, 
it provides no information about the thickness of the reaction layer. As such, only an indicative 
region can be determined where that process occurs, and in order to get a better estimate of the 
reaction layer position and thickness, CH PLIF is used. An example of the CH PLIF images 
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collected is shown in Figure 5.6, collected again at 10 kHz, showing the flame sheet evolution for 
a total of 1.6 ms. 
 
Figure 5.6 CH PLIF results obtained at 10 kHz, 60 mm from the burner exit, using the 
R1(13)+R2(13) transition located in the  C-X (0,0) band. The images are separated by 0.1 ms 
from each other, illustrating the flame sheet evolution for a total of 1.6 ms. Interactions between 
the out-of-plane flame and the in-plane flame sheets are observed. 
 
   
79 
 
From both the OH and CH PLIF images, a qualitative idea of how the flame interacts with 
itself can be obtained. Specifically, two observations were made about this flame: 1) The presence 
of reactants outside of the reactant zone, within the product region, and conversely 2) products 
residing in the reactant core stream, upstream of the flame sheet. Both of these events have been 
mentioned in literature [31][76][77][78] and can be attributed to the extensive out-of-plane motion 
of the flame sheet, for this type of highly turbulent flows. This motion is attributed to either flame 
propagation, turbulent flow, or more likely a combination of both. It is important to note, that most 
likely a single flame sheet exists, that folds onto itself. A particular interaction that was a result of 
the aforementioned observation was the merging of the in-plane and out-of-plane flame sheets, 
shown in Figure 5.7. This event shows the complexity of dealing with a turbulent flame while 
imaging only a single plane. It follows a particular segment of the flame sheet as it propagates 
downstream. The three-dimensionality of the flame sheet shows the limitations that a two-
dimensional technique has in estimating the flame thickness. In particular, the out-of-plane flame 
sheet can be seen crossing the plane in frame 1 and then continues to expand in frame 2. This 
generates what can be viewed as “pockets” of products within the reactant core. As this “pocket” 
keeps expanding, it eventually reaches the in-plane flame sheet and attaches itself to it. This results 
in having reactants and products bounded between two reactions zones, as seen in frame 3. 
Eventually, the flame sheet changes its shape, separating any reactants that were bound between 
the out-of-plane and in-plane flame sheet. The remaining reactants end up leaving the view field, 
either because they end up being burnt up or due to again following a separate part of the flame 
sheet that is outside the viewing plane. 
 
 








Figure 5.7 Sequence of PLIF results for CH showing the complex interaction between the in-
plane and out-of-plane flame sheets. Products (P) form with the reactants (R), due to the out-of-
plane flame sheet crossing the plane, that expand until the meet the in-plane flame sheet. The two 
react, changing the shape of the flame sheet. The time illustrated at the bottom left of the images 
is in ms, and the total time for this event was 0.3 ms. 
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5.2.3. Flame thickness measurements 
In order to extract flame thickness information from the PLIF images, further processing 
was required. The processed CH-PLIF images were thresholded and then binarized. A 
morphological function was then applied to find their skeletons, as shown in Figure 5.8. Once the 
skeleton was obtained, the distance between it and the nearest edge can be calculated. Therefore, 
the half width at each point can be calculated along the flame sheet length, and multiplying it by 2 
would result in an approximation of the Full-Width Half Maximum (FWHM) of the layer. For 
each image collected, the FWHM values were binned, and then, a lognormal profile was fitted to 
them. An example histogram for a set of 1000 images is shown in Figure 5.9, with lognormal fitted 
parameters of -0.90 and 0.39 for the mean and standard deviation respectively. The average 
reaction layer thickness obtained from the lognormal distribution was around 0.41 mm, while the 
most probable value was 0.38 mm, consistent with the literature [23][52]. The most probable value 
of the reaction layer thickness obtained this way, is a good approximation for the average three-
dimensional reaction layer thickness [73].  
 
Figure 5.8 PLIF binarized image overlapped with the skeleton image (Left), and 
illustration of the minimum distance between the skeleton and nearest edge (Right). 




Figure 5.9  Histogram of calculated reaction layer thickness values for a set of 1000 
sequential images collected at 10 kHz. 
A laminar flame, similar to the one used to describe the CH C-X transition was employed, 
in order to test the error in the algorithm accurately calculating the reaction layer thickness. A 
sample laminar flame is shown in Figure 5.10, with a profile plot across the CH PLIF image. The 
profile plot was taken normal to the flame, and the FWHM was manually measured to be 
approximately 0.306 mm. Consequently, using the algorithm described above, the resulting 
reaction layer thickness was found to be 0.292 mm. Therefore, an error of 4.6% exists between the 
two methods, making the algorithm a good alternative for automatically processing the PLIF 
images and for the extraction of reaction layer thicknesses. Results obtained for the three different 
locations probed downstream the burner exit are shown in Figure 5.11. A 63 % overlap exists 
between each region due to the 40 mm height of the viewfield. 




Figure 5.10  Sample CH PLIF images for a laminar flame (Left), with a profile taken at the 
yellow line (Right), normal to the flame surface. 
 
Figure 5.11 Average image flame thickness plotted against time. The separation between images 
was 0.1 ms, with results shown for 1000 images, using a 15-point moving average for images 
collected at 30 mm, 45 mm and 60 mm above the burner exit. 




Several uncertainty factors come with the calculation of the reaction layer thickness that 
are not depended on the post-processing algorithm. Primarily the main factors are 1) finite 
resolution limits imposed by instrumentation, 2) image filtering techniques to suppress background 
noise and 3) three-dimensional effects, which cannot be captured using a planar technique. 
The imaging equipment used for this work was extensively discussed in Chapter 3. 
Additionally, the target used to quantify the image resolution for the PLIF setup was discussed in 
section 5.1. A smaller section of the target images from both the PLIF and PIV, as well as a profile 
plot of an ROI, are shown in Figure 5.12. The PIV target image had a higher resolution when 
compared to the PLIF one, and was used in order to determine the effect of blurring. A Gaussian 
filter was used to blur the PIV image until it looked fairly close to the PLIF one. A standard 
deviation of 3 pixels (~126 μm) resulted in the best fit, and therefore FWHM of 297 μm was 
calculated. Therefore, the relative error in determining the thickness of the reaction layer can be 
approximated to be around 51%. 
Since the images used for the background subtraction, were not instantaneous but averaged 
or medians, some uncertainty is associated with them. In order to quantify this effect, a comparison 
of the obtained layer thicknesses between the original images, and images that had an additional 
signal subtracted from them, that was twice the average standard deviation of the signal observed 
in the background was performed. In general, the background signal observed was ~43 counts. 
The resulting difference in the reaction layer thickness calculation, between the two, was less than 
2%. 




Figure 5.12 PLIF target image (Top Left), PIV target image (Top Right) and plot of profiles 
obtained by averaging over ROI shown in the PLIF image. 
The last source of error accompanying this measurement is the fact that a two-dimensional 
technique is used to measure a three-dimensional property. A finite probe volume exists, even 
though the volume depth, which is controlled by the thickness of the laser sheet, was 350 μm. 
Therefore, any signal from within the probe volume is projected onto the two-dimensional imaging 
plane, increasing the perceived reaction layer thickness. However, as mentioned before, the three-
dimensional thickness can be approximated by using the mode of the binned two-dimensional 
thickness [73]. This can be verified, by assuming normal distributions of the three-dimensional 
thickness and angle between the layer and laser sheet, and then calculating the resulting two-
dimensional reaction layer thickness as follows: 












     (5.2) 
where, 2Dl is the two-dimensional reaction layer thickness, 3Dl is the three-dimensional reaction 
layer thickness, laserl is the laser sheet thickness and a is the angle between the laser sheet and the 
reaction layer. For the three-dimensional reaction layer thickness distribution, the average laminar 
layer thickness (~0.31 mm) was used, with a standard deviation of 0.01 mm. Similarly, for the 
angle distributions, a mean of 90o was used, with a standard deviation of 20o. To emulate 
experimental results, 10,000 random points were taken from both of the aforementioned 
distributions and were used to calculate 2Dl , shown in Figure 5.13. As shown, the distribution for 
2Dl  looks very similar to the one observed in Figure 5.10 and fitting a lognormal distribution. 
Therefore, when comparing the average value of the distribution to the actual value of the layer 
thickness, a 22% difference is observed. In contrast, when the most probable value is compared to 
the actual one, only a 5% difference is seen, corresponding to the uncertainty observed from three-
dimensional effects.  
 
Figure 5.13 Simulated histogram for two-dimensional layer thickness (a), based on normal 
distributions of three-dimensional layer thickness (b), and angles (c). 
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5.3. PIV Image Results and Processing 
5.3.1. Processing of PIV images 
The raw PIV images were analyzed using a multipass approach in LaVision’s DaVis 
software (version 8.4.0). The initial interrogation region (IR) was 64 pixels × 64 pixels, followed 
by 32 pixels ×32 pixels, and finally down to 16 pixels ×16 pixels. The two correlated PIV frames 
were separated by 3 μs, and an example of them can be seen in Figure 5.14. Two distinct regions 
of particle densities can be observed, which is attributed to the density difference between the 
product and reactant regions. High particle density indicates the reactant region, while low particle 
density shows the most likely location of products, due to the expansion that occurs across the 
flame sheet. It is therefore expected that the CH-PLIF signal should reside in the region that 
separates the two since CH is a good indicator of the reaction zone. In order to quantify the seeding 
quality, the equations from Chapter 2 are used, relating to the source density and image density 
(Eqs. 2.25 and 2.27). 
 For each data set, 1,000 sets of frames were collected, or 2,000 total frames, in order to 
match the similar number of 1,000 frames collected for the CH PLIF images, after post-processing. 
Each data set was individually analyzed and processed, and the following analysis was done on a 
single data set as an example.  
Each image in the dataset was binarized, allowing for the calculation of the total number 
of particles present as well as their effective area. Assuming that the particles are spherical, an 
average particle diameter was calculated for each image. The particle count and average image 
particle diameter were then averaged across all images for the particular data set, resulting in 7,254 
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particles present with an average diameter of 1.9 pixels, which is near the optimum particle image 
diameter size [79] 
 
Figure 5.14 Particle scattering images collected for PIV. Frame 1 (Top), and Frame 2 (Bottom) 
are separated by 3 μs 
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 It is important to note, that the particle diameter in the image will be larger than the actual 
value due to setting the lens to be slightly out of focus, in order to increase the size of the particles 
imaged on the CCD chip. Therefore, using Equations 2.25 and 2.27, the source density was 
calculated to be 0.02, while the image density was ~6. If the image density is too low (<<1), then 
too few particles exist to get an overall image velocity field, and therefore for PIV it is preferred 
to be high (>>1). In contrast, the source density has to be smaller than one because that implies 
that the image consists of individual particle images. In contrast, if the source density is larger than 
one, then the image has a speckle pattern, meaning that individual particles overlap, causing 
random interference patterns. 
 Having verified the quality of the seeding density, the next step is to verify whether the 
chosen particles can faithfully follow the flow or not. This is done by comparing the characteristic 
time of a particle to a characteristic time of the flow. The ratio of the two timescales is called 
Stokes number derived from the Basset-Boussinesq-Oseen equation for particle motion and is 












    (5.3) 
where, v  is the particle characteristic time, 0 0u L  is the flow characteristic timescale and the 
subscripts p  and f  refer to the particle and fluid properties respectively. The seeding particles 
used, were Titanium Dioxide (TiO2) with a particle density of 3.9 kg/m
3 and agglomerated particle 
diameters of ~250 nm. For the fluid properties, those of air were used at atmospheric conditions, 
with temperatures ranging from 300 K to the adiabatic flame temperatures. The average velocity 
as well as the burner diameter at the exit conditions were used to determine the flow characteristic 
time. The time response of the particles is shown in Figure 5.15, for different particle sizes and 
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temperatures (in order to accommodate for changes in the kinematic viscosity). As temperature 
increases, the particle response time decreases, which is beneficial, since the particle will match 
the liquid velocity faster at higher temperatures. In contrast, at the particle diameter increases, the 
response time increases. In addition, Figure 5.15 also shows the difference between the liquid and 
particle velocities over time, normalized by the particle response time. Therefore, the time it takes 
the particles to reach 99% of the flow velocity is 4.6 times the particle response time. The largest 
times are observed for the lowest temperature conditions (300 K). For agglomerated particle 
diameters of 250 nm, that time is equal to 0.72 ns. For the same conditions, the resulting Stokes 
number is 6.83*10-4. This is significantly smaller than 1, which implies that the particles will 
faithfully follow the flow, and since it is <<0.1, tracing accuracy errors will be well below 1%. 
Additionally, whether the particles in air will follow the fluctuating velocities of the flow up to a 
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where v  is the kinematic viscosity, 
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  (5.5) 
with  being the ratio of the particle to the fluid density. For TiO2 particles in air, the frequency 
cut-off as a function of particle diameter and temperature is shown in Figure 5.16. It is noted that 
as the particle diameter is increased the frequency cut off is decreased, while the inverse trend is 
observed for temperature. For the present study, TiO2 is expected to agglomerate up to diameters 
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less than 0.3 μm. Therefore, for the worst temperature case of 300 K, the cut-off frequency for the 
fluctuations that the particles can follow is much higher than the sampling frequency of 10 kHz.  
 
Figure 5.15  Particle and fluid velocity difference over non-dimensional time, normalized by 
particle response time (Left). Particle response time as a function of temperature and particle 
diameter (Right). 
 
Figure 5.16 Frequency cutoff for particles following flow fluctuations as a function of 
temperature and particle diameter for TiO2 particles. 
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The sampling frequency of 10 kHz implies that the maximum resolved fluctuations that 
can be observed here are 5 kHz, according to the Nyquist criterion. Therefore, the particles should 
be able to follow any flow fluctuations that can be resolved. 
For each interrogation window size, a cross-correlation method was used to identify the 
displacement of the interrogation window between the two frames. An example interrogation 
window with the first frame (Blue), overlapped with the second frame (Red) is shown in Figure 
5.17. A partial overlap is set for the interrogation windows (50% - 75%), and the shape of them is 
allowed to deviate from square size, in order to accommodate flow gradients. The average 
observed displacement was around 2.5 pixels, limiting the interrogation window size and overlap. 
 
Figure 5.17 First frame (Blue), overlapped with second frame (Red). 
A sample cross-correlation peak is shown in Figure 5.18, for a 32-pixel by 32-pixel 
interrogation window, showing a single dominant peak, illustrating the magnitude of the 
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displacement, between the two frames, as well as the direction. The last step is to assign vectors 
to each pixel displacement, as shown in Figure 5.18. Using the measured digital resolution of the 
PIV camera and time separation between the two frames, the displacement vectors are converted 
into velocity magnitudes. A positive upwards and comparatively small radially outward 
displacement is observed between the two frames, which is as expected for this type of expanding 
jet flow. 
 
Figure 5.18 Cross-correlation sample peak, showing the magnitude of a single dominant peak, 
as well as the direction of particle shifts for a 32-pixel x 32-pixel interrogation window Top). 
Displacement vectors that are obtained from the cross-correlation of each set of frames for each 
interrogation window (Bottom). 
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5.3.2. PIV results 
A single equivalence ratio flame was tested at different locations: 30 mm, 45 mm, and 60 
mm. A sample contour of the average total velocity as a function of the radial and axial position is 
plotted in Figure 5.19; the average velocity profile is a cone shape, typical for a jet flow. Figure 
5.20, shows the mean profiles taken at the centerline of the burner and y=81 mm position, with 
their respective uncertainties. The uncertainty on the mean was calculated as the ratio of the 





   (5.6) 
 
Figure 5.19 Average flow velocity profile for 1000 frames. The zero y position of the image 
corresponds to 60 mm from the burner exit. 




Figure 5.20 Profile of mean velocity with uncertainty values plotted against axial distance away 
from the burner exit for the centerline position (Left) and against the radial distance of y=81 mm 
(Right).  
In order to evaluate the maximum resolution of the PIV measurements, different 
interrogation windows and overlaps were tested, summarized in Table 5.1. In general, little 
variation is observed in the mean flow field between the different processing variables, as shown 
in Figure 5.21. As expected, the uncertainty increases, moving further away from the centerline. 
That is due to the reduced velocity as well as less seeding density observed at the edge of the flow. 
In contrast, due to the small view field, little variations are seen in the axial velocity and respective 
uncertainty values going downstream of the burner exit.  
Table 5.1 Summary of different PIV interrogation windows sizes and overlaps used. 






1 16x16 50 8 
2 16x16 75 4 
3 6x6 50 3 
4 8x8 50 4 
5 8x8 75 2 




Figure 5.21 Mean velocity profiles and uncertainty values for different interrogation window 
parameters outlined in Table 5.1. 
However, when looking at the instantaneous values of uncertainty, large differences are 
seen between the different cases tested. Mainly, a trade-off exists between resolution and 
uncertainty, as seen in Figure 5.22. Case 1 proves to be the best when it comes to minimizing 
uncertainty, while Cases 3 and 4 appear to have the largest uncertainty. Case 2, increases slightly 
the uncertainty but doubles the resolution. Specifically, the resolution in Case 1 is 8 pixels with an 
average uncertainty of ~5 m/s, while Case has a 4-pixel resolution with a ~6.5 m/s uncertainty. As 
such, the resolution is doubled with a 30 % increase in uncertainty. This does not affect the 
velocities near the centerline of the burner, due to the high values (~40 m/s), but it greatly affects 
velocities in the radial direction, due to jet expansion and entrainment, causing a reduction to the 
overall velocity. It is important to note that changing the overlap region between interrogation 
windows does not directly increase the imaging resolution, but rather increases the vector density, 
providing a smoother velocity contour. 




Figure 5.22 Instantaneous uncertainty on velocity averaged on the horizontal direction and 
plotted versus the axial distance. 
5.3.3. Uncertainty 
Having addressed some of the uncertainty values obtained in the mean and instantaneous 
velocity magnitudes that dependent upon the cross-correlation values for different interrogation 
window sizes and overlaps, other sources of uncertainty are also present. Additional parameters 
that can affect the accuracy of PIV measurements, and therefore increase the source of error are 
sub-pixel peak finding, particle image diameter, particle intensity distribution, interrogation 
window size, particle displacement, quantization effects, noise, displacement gradients within the 
interrogation window, and out-of-plane particle motion. 
Sub-pixel interpolation uncertainty is expected to be small, based on the current size of 
particles (~1.9 pixels) and final interrogation window (16 x 16 pixels2) [81]. Specifically, the error 
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is expected to be less than 10-3 pixels, corresponding to less than 0.03% uncertainty when 
compared to the average pixel displacements observed. For example, a minimum of 1-pixel 
displacement is observed at the edges of the jet, where the uncertainty is the highest, corresponding 
to an upper bounded uncertainty from sub-pixel interpolation of 0.1 %, while the maximum 
observed pixel displacement was ~4 pixels, corresponding to a lower bound of 0.025 %. 
The measurement uncertainty increases when moving away from an optimum particle image 
diameter, for a given interrogation window. That is because, for particle image diameters smaller 
than the optimum, displacements are biased towards integer values, resulting in peak locking. 
Alternatively, when the particle image diameter is too big, problems distinguishing them exist 
within the interrogation window. As such the optimum particle image diameter, decreases with 
decreasing interrogation window, while the uncertainty from the particle image diameter decreases 
with increasing interrogation windows, due to the larger number of particles residing within it. The 
optimum particle-image diameter is around 2 pixels, and therefore an uncertainty of fewer than 
0.1 pixels is expected from the particle image diameters [79]. This was the primary reason for 
defocusing the PIV camera setup, in order to artificially increase the particle image diameters to 
be close to the optimum ones. This again corresponds to an average uncertainty of ~3% towards 
the velocity measurement. A bias occurs with trace particle motions that could potentially skew 
the cross-correlation peak towards lower displacement values, occurring for almost every flow. 
However, this can be accounted for and therefore corrected, resulting in an uncertainty of less than 
0.005 pixels. 
As previously mentioned a key parameter for PIV is the particle image density. A high image 
density is preferred since it reduces uncertainty. For the cases presented here, an average image 
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density of ~6 was calculated, resulting in an uncertainty of less than 5% in the calculated valid 
velocity vectors. 
Image quantization, relating to image processing, is another possible source of uncertainty, 
due to using an inefficient compression technique. A high bit depth camera is therefore preferred, 
which in this work was a phantom SA-Z, having a 12-bit depth sensor. Therefore, an uncertainty 
of fewer than 0.01 pixels is expected. 
Background noise is another common source of error for any measurement technique. The 
average background noise for the PIV camera sensor was less than 10 counts, while the average 
detected signal was higher than 1000. Therefore, the noise was ~1% of the average signal count, 
resulting in an uncertainty of fewer than 0.05 pixels. 
Uncertainty is introduced, because pixels within most detectors are rectangular or square, 
and are arranged within a Cartesian grid, while fluid flow can occur on any direction with several 
different gradients, inside the interrogation window. However, velocity gradients within an 
interrogation window can be ignored when the variation of the local particle image displacement 
is small with respect to the particle image diameter [82], which is the case for the jet flow 
investigated in the current work. However, in order to estimate a higher bound for uncertainty, a 
value of fewer than 0.1 pixels is assumed. It is key to note that the uncertainty introduced from 
velocity gradients within the interrogation window, increase with larger interrogation windows, 
while they decrease with increasing image density. 
All of the aforementioned uncertainties arise from fluid flow, particle, equipment, and 
processing effects. However, combustion or more so strong temperature gradients can also affect 
particle motion. For example, assuming a particle diameter of 0.1 μm (which is representative of 
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the agglomerated TiO2 particles used in this work), existing in an air environment, with a 
combustion adiabatic flame temperature of ~2,000 K, a velocity magnitude due to thermophoresis 
of 26 cm/s is obtained [83]. The jet flow investigated here has an axial velocity magnitude of 
approximately 40 m/s at the centerline, and a minimum of around 10 m/s at the edge. Therefore, 
thermophoresis adds an uncertainty of less than 3%. 
Accounting for all the uncertainty factors, an average uncertainty of ~15% is expected for 
the velocity measurements. However, it is important to note that this value is heavily dependent 
on many variables that are varied throughout this work, and is a generalized value for the expected 
measurement uncertainty valid only for this work. An example is shown in the previous section, 
where high uncertainty values are observed, near the edge of the jet, where the pixel displacement 
observed is small when compared to the centerline one. Therefore, different processing and 
experimental parameters could be changed in order to improve the velocity measurements in that 
region, but at the cost of increasing the uncertainty at the centerline. 
5.4. Combined PIV and PLIF Results 
The focus of the discussion will now swift in considering both of the techniques together. 
For example, to demonstrate that the two diagnostic techniques were performed simultaneously, 
the raw PIV image (frame 2), is overlaid with the respective CH PLIF image, shown in Figure 
5.23. As shown in previous figures, the seed particles, illuminated by the 532 nm laser sheet are 
clearly observed. The middle image shows the respective CH-PLIF image, after all the processing 
steps, illustrating that little to no interface from the seeded particles exists. In addition, from the 
raw PIV image, two regions of different densities are identified. These two regions correlate very 
well with the separation between products (lower density) and reactants (higher density). An 
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expected result that is caused due to the density change across the reaction zone. Therefore, it is 
expected for the CH layer to sit in the region separating the two different densities, and that is 
exactly what occurs as seen from the final, overlaid image. However, the overlaid image shows 
additional regions that exist, enclosed by the flame sheet, but with a low density of seeded particles. 
There are several reasons that could account for this effect. First, one could be due to out-of-plane 
motions of the flame sheet moving in and out of the plane. The second reason is due preheat-zone 
broadening effects, which have been observed before in these flames, due to high levels of 
turbulence [75]. 
 
Figure 5.23 Raw PIV image (Left), processed PLIF image (Middle) and overlay of both (Right). 
Simultaneous PIV and CH PLIF utilizing the R-branch of the CH C-X band with kHz-rate 
excitation has been successfully demonstrated, as shown in Fig. 4.  
Figure 5.24 shows a 10-kHz sequence of overlaid CH PLIF and PIV-derived velocity 
vectors. The first image on the left corresponds to the full view field, and the sequential images 
have a reduced view field to match the region of interest (ROI) shown. The ensemble average of 
1000 velocity vector fields was calculated and had a maximum magnitude (in-plane) of 39.3 m/s 
located at the center of the jet. This field was subtracted from each single (instantaneous) vector 
field. A radial component to the velocity field is observed, which is due to the jet expansion and 
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entrainment of the pilot flame hot products. Additionally, the axial component is greater in the 
reactants than in the products, due in part to the high exit velocity from the central jet. Flow 
acceleration due to the difference in density across the flame [22] occurs preferentially in the radial 
direction. Figure 5.24(f) and (g) display the axial velocity and turbulence intensity (uʹ/SL) 
extracted from the yellow line in Figure 5.24(b)-(d). The dotted lines in these plots mark the point 
the yellow lines intersect the CH-layer. These plots demonstrate a key attribute of this technique, 
which is the ability to obtain temporally resolved, important flow-field information conditions on 
the reaction layer location.  
 
Figure 5.24 Average flow field was subtracted from each instantaneous vector field to better 
illustrate flow fluctuations. Axial dimensions are referenced to the image bottom edge, 
corresponding to 45 mm from the burner exit. Vectors are shown in green and CH PLIF in red. 
(a): Full view field with ROI shown, starting at t = 0.0 ms, (b, c, d): focus on the ROI with 0.1 ms 
Δt between them, and (e) shows the average velocity contour. The vertical yellow line shows the 
location of extracted information, plotted in (f), axial velocity u and (g) axial velocity 
fluctuations, uʹ, normalized by laminar flame speed (SL) as a function of axial distance. 
The flames probed here were predominantly in the thin reaction zone regime, with an 
average turbulent kinetic energy (TKE) of ~50 m2/s2. The Karlovitz number estimated based on 
the laminar flame thickness (~0.18 mm), was calculated to be 6.2, suggesting that the observed 
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flames are indeed in the thin reaction zone regime. This was also experimentally verified, by 
calculating the reaction layer thickness and comparing it to the respective laminar flame thickness, 
with little-observed difference (~1.22) [13]. High-velocity fluctuations were also observed, when 
compared to the laminar flame speed (>4), implying the occurrence of preheat-zone-broadening 
effects, with eddies smaller than the laminar flame thickness, able to penetrate into the preheat 
zone, enhancing scalar transport [85]. 
5.5. CH, OH and CH2O PLIF in a Multi-array Swirl Burner 
One of the advantages of using the aforementioned CH transition, utilizing the C-X band, 
is that CH and OH can be simultaneously imaged onto a single camera system. For this part of the 
work, the multi-array swirl burner discussed in Chapter 3 is used to demonstrate the efficacy of 
the transition, with a similar experimental setup to that previously used, shown in Figure 5.25. The 
main difference is that another PLIF laser sheet is used instead of the PIV one, and the 
measurements are performed at 10 Hz. 
For the OH/CH transitions, a dye laser system is used to produce the required wavelengths 
(~310 nm). A Spectra physics Quanta-Ray, Nd:YAG laser is used to produce the 532 nm 
wavelength with 0.5 J/pulse that ends up pumping a Sirah Precision Scan dye laser. The organic 
lasing medium of the dye laser was a DCM dye solution in ethanol. The resulting red dye laser 
beam was frequency doubled using a BBO doubling crystal, resulting in a laser power output of 
12mJ/pulse at ~310 nm. The spectral resolution of this laser system is 15 pm. Again the 
2 2C X      (0,0) band was used for CH excitation, utilizing the 
1 2R (13) R (13)  line at 310.69 
nm, with detection occurring at >313 nm. For OH the 2 2A X     (0,0) band was used 
targeting the 
1Q (12)  transition, at 310.60 nm. The CH and OH bands overlap, with several of the 
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transitions being very close with one another, as discussed in Chapter 4. This allows the 
simultaneous targeting of both OH (using the 2 2A X      (0,0) 
1Q (15)  transition) and at the 
same time CH ( 2 2C X      (0,0) 
1 2R (8) R (8)  transition) using a single laser excitation 
wavelength, 311.96 nm. A photodiode was used to monitor the pulse-to-pulse power fluctuations, 
while a monochromator focused on a test burner was used to monitor the dye laser wavelength 
drift over the experimental time frame. The output laser beam was then formed into a sheet using 
a combination of lenses, resulting in a 50 mm height and 300-μm thickness.  
An additional advantage of utilizing the aforementioned transition schemes is that their 
energy requirements are sufficiently low, allowing the use of part of the pump beam to excite 
another important combustion species, CH2O. Part of the pump beam fundamental (1064 nm) was 
used to produce the 532 nm, used for the OH/CH PLIF excitation schemes, while the remaining 
was used to produce the third harmonic, 355 nm, by sum-frequency mixing the fundamental (1064 
nm) with the second harmonic (532 nm). This is a convenient excitation scheme since it uses the 
third harmonic of an Nd: YAG laser system, but it is inefficient. The power output of the 355 nm 
laser beam was 150 mJ/pulse, an order of magnitude larger than that used for CH/OH. Again the 




2 04A A X A    , with fluorescence collection 
occurring in the broadband range of 375 nm to 425 nm. The two beams were combined using a 
beam combiner (high reflection coating at 355 nm), reflecting the 355 nm beam, while transmitting 
the 310 nm one. The laser beam was similarly converted using the same sheet forming optics, to 
form a laser sheet with 50 mm height and 300-μm thickness. This is possible because the two 
excitation wavelengths are close to one another, and therefore uncoated fused silica lenses can be 
used, due to their great transmission profiles in the UV range. In order to prevent interference 
between the fluorescence signals on the two systems, a 250 ns delay was set between the two laser 
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pulses. Therefore, the two observed signal are not simultaneously obtained, but within a 250 ns 
timeframe. However, due to the physics involved in this burner, operated in the laminar regime, 
nothing drastic is expected to change within 250 ns, and therefore the two signals can be assumed 
to be taken at the same time, as will be verified later on. 
  
 
Figure 5.25 Schematic of the experimental setup, illustrating all used optics and equipment, 
mirrors (M), lenses (L), beam dump (BD), beam samplers (BS), intensified relay optics (IRO) 
and photomultiplier tube (PMT). 
For fluorescence signal collection, two different 10 Hz cameras were used discussed in 
detail in Chapter 3. For the OH/CH signal, an Andor intensified scientific CMOS camera was used 
comprised of 2560 x 2160 pixels2. The intensified camera was fitted with a 100 mm focal length, 
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f/2.8 Sodern Cerco UV lens coupled with the CH filter stack (two Semrock AFRL-0002 filters 
combined with a UG-5 colored glass filter), in order to collect only the fluorescence signal. For 
the CH2O fluorescence signal, a LaVision Imager Intense CCD (1280 x 1024 pixels
2) was used 
coupled with a LaVision IRO, mounted in a mirror-like position to the CH/OH camera setup. Both 
intensifier gates were set to 100 ns, smaller than the laser pulse delay (250 ns) between the two 
systems, which allowed for the separation between the CH/OH and CH2O fluorescence signals. 
The IRO was similarly fitted with a 100 mm focal length, f/2.8 Sodern Cerco UV lens, coupled 
with an Edmund Optics bandpass filter (50 nm FWHM centered at 400 nm). 
5.5.1. Burner characterization through OH and CH PLIF 
The processing steps followed here are the same as the ones mentioned in Section 5.2.1, 
yielding similar results in terms of the increased contrast between the raw and processed images. 
All cases tested were for premixed methane-air flames, for varying Reynolds number flows (<500) 
and mixture equivalence ratios (0.7< Φ<1.3). Four different flame shapes were observed for these 
operating conditions shown in Figure 5.26, which relate to how the flame is stabilized in a swirl 
burner. A general trend, consistent with premixed flames, is that as the equivalence ratio 
approaches the stoichiometric one, the flames are drawn closer to the burner (due to the equilibrium 
between flame speed and fluid flow rate), while as it moves away, the flames become lifted. 
Another important feature to note is that for rich conditions, secondary flames are observed, which 
are caused by the excess fuel, burning with the surrounding air in a combination of partially 
premixed (due to air entrainment) and diffusion modes. It is also important to note that the four 
burner arrays are clearly seen in Figure 5.26(a), while it becomes harder and harder to distinguish 
between them with increasing equivalence ratio. That is because the individual flames start to 
interact with each other as they approach the burner, transitioning to a single flame, from the 
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several non-interacting individual flames. In order to better understand the interaction between 
these flames, CH-PLIF can be used, because as mentioned before it is spatially thin, and a good 
indicator of the reaction layer. Vertical CH-PLIF images centered on the burner elements of 
interest (second row) are shown in Figure 5.27 for a range of rich equivalence ratios. 
 
Figure 5.26 Average OH vertical PLIF results illustrating the operating regimes of 
premixed methane-air flames in the mesoscale burner for (a) lean mixtures (Φ<0.75), (b) just 
below stoichiometric conditions (Φ<0.95), (c) just above stoichiometric conditions (Φ<1.2) and 
(d) rich mixtures (Φ>1.2) 
The CH signal strength goes down by several orders of magnitude for lean mixtures when 
compared to rich mixtures. The reason behind this is that CH illustrates the inner-layer of the 
reaction zone, where fuel is consumed, and therefore for fuel-lean mixtures, the rate of fuel 
consumption is significantly higher than for fuel-rich mixtures. A similar behavior is seen as with 
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the OH images, where the CH layer continues to lift with increasing equivalence ratio. An average 
CH layer thickness of 0.58 mm was calculated, using the same methodology outlined in Section 
5.2.3, for a stack of 200 instantaneous images. 
 
Figure 5.27 Average CH vertical PLIF results for rich premixed flames with equivalence 
ratios of (a) Φ = 1.10, (b) Φ = 1.20, (c) Φ = 1.25 and (d) Φ = 1.30. 
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A comparison between the average image CH layer thicknesses obtained from each stack 
at each equivalence ratio is shown in Figure 5.28. In general, the layer thickness remains constant 
throughout the different equivalence ratios, within the uncertainty of the measurement. The only 
visible difference is for the rich case of Φ = 1.30, with a highly lifted flame. Now again the 
difference is only ~0.1 mm in comparison to the other equivalence ratios, which is within the 
measurement uncertainty. Therefore, caution has to be used when implying that the observed layer 
thickness is broadened. Most likely, the broadening can be attributed on the difficulty of accurately 
calculating the layer thickness in this particular flame, due to the perceived increase in the reaction 
zone, because of the switch from fully premixed combustion to a combination of partially 
premixed and diffusion modes.  
 
Figure 5.28 CH layer thickness obtained from vertical PLIF images for equivalence ratios of Φ 
=1.00, 1.10, 1.20, 1.25 and 1.30. 
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 In order to assess the CH layer, horizontal CH PLIF images of the flame were obtained at 
two different locations 2 mm and 4 mm, shown in Figure 5.29. The behavior observed was similar 
for all the equivalence ratios tested. The CH layer thickness matches pretty well between the two 
cuts.  
 
Figure 5.29 CH layer obtained from vertical PLIF images at 2 mm (a) and 4 mm (b) 
above the burner exit for an equivalence ratio of Φ =1.00. Line plot comparing the layer 
thickness for a stack of 200 images each for the horizontal cuts at 2 mm and 4 mm, and the 
vertical cut. 
One important feature that becomes prevalent on the horizontal cuts is the asymmetry of 
the flames for each element. This is because of the asymmetry observed from the bluff bodies, 
which was introduced during the 3D metal printing technique used to manufacture this burner. 
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Specifically, due to the long length of the posts supporting the bluff bodies, slight bending was 
observed, resulting in the bluff bodies not being exactly centered in the burner elements. This 
misaligned of the bluff bodies resulted in small changes in the flow pattern between each burner 
element manifesting in the form of asymmetric flames. However, in general, the flames themselves 
as a whole behaved in the same way. The perimeter flames acted as piloted flames for the burner 
elements in the middle, shielding them from the environment. In contrast, air entrainment and 
therefore cooling of the perimeter flames resulted in localized extinctions, observed from the 
discontinuity of the CH layer. 
5.5.2. Simultaneous OH/CH and CH2O PLIF 
The low energy requirements of the aforementioned CH transition used in this work, allow 
for the additional advantage of using a single laser system (comprised of an Nd:YAG and a dye 
laser), to image the OH, CH and CH2O layer thickness. This in return provides significant 
information about the probed flame, in terms of reactant-product separation, reaction layer and 
preheat zone locations, as well as layer thicknesses. Therefore, information about the CH and OH 
layers can be captured using the same camera system, using an excitation wavelength of 311.96 
nm, which targets both an OH and CH line. The CH2O signal is then captured by itself on a separate 
camera system, directly opposite of the OH/CH one. The difficulty in this measurement is the 
separation of the OH and CH signals, since they are captured on the same camera system, and 
some overlap exists between them. However, the CH2O signal can be used to eliminate some 
uncertainty in the separation between the two.  
 The simultaneous measurement of the aforementioned species is shown in Figure 5.30, 
averaged over 200 images at 10 Hz. A clear profile of the OH and CH2O signals allow for the 
calculation of their overlap, resulting in the reaction layer thickness. The CH2O profile shows the 
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preheat zone, while the OH profile shows the separation between the products and reactants. 
However, from the OH/CH image, it is difficult to extract the CH layer, algorithmically, due to the 
low SNR. However, it can be clearly seen, since the CH signal is stronger than the OH one. This 
was done on purpose, by supplying just enough energy to the transitions that would start to saturate 
the CH and then bleed off the remainder energy over to the OH one. 




Figure 5.30 Simultaneous OH/CH and CH2O measurements in the mesoscale burner. 
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Chapter 6. Conclusions and Future Work 
The core of this work focused on the simultaneous application of PIV and PLIF, in order 
to visualize the flame sheet and flow field at high repetition rates (10 kHz). Initially, the 
2 2C X    (0,0) band of the CH molecule was evaluated, because of the larger Einstein 
coefficients that it possessed when compared to the traditional excitation schemes utilizing the 
2 2A X  , and 2 2B X    bands. The Q-branch transitions of the 2 2C X    (0,0) band is 
a resonant transition, emitting a broadband fluorescence that is similar to the excitation 
wavelength, ~314 nm. However, with careful planning of the experiment and eliminating as many 
scattering surfaces as possible, it can be used in open flames, as was done for a laminar flame. An 
additional advantage of this technique proved to be the OH lines that exist in its vicinity. A twofold 
use was found for them in 1) using them for alignment purposes and 2) to effortlessly switch 
between CH- and OH-PLIF. This transition would be hard or impossible to combine with PIV, due 
to the addition of seed particles to the flow, and therefore unavoidable scattering surfaces. The 
particles would act as scattering sources for the PLIF excitation wavelength, which would result 
in an indistinguishable fluorescence signal on top of a very strong background scattering signal of 
the excitation wavelength.  
A different excitation strategy was used, shifting the excitation wavelength more into the 
UV spectrum, to an R-branch transition of the  2 2C X    (0,0) band, ~310.690 nm, which was 
estimated to be weaker (~x5) when compared to the Q-branch excitation strategy. The major 
advantage of this excitation pathway was that the fluorescence was still collected around 314 nm, 
allowing for the separation between the excitation and fluorescence wavelengths. However, in 
order to be able to fully separate the excitation from the fluorescence wavelength, a very sharp 
edge filter had to be custom made with this transition in mind. The efficacy of the filter system 
   
115 
 
and transition were tested in a laminar flame and compared to the original transition scheme. It 
was determined that in order to get a significant reduction of the excitation wavelength, a 
combination of two of the custom edge filters had to be used, resulting in an optical density of ~6. 
Furthermore, a comparison between the 310 nm and 314 nm excitation strategies, revealed what 
was expected, in terms of the 314 nm producing a stronger fluorescence signal, in part also because 
of the reduced transmission observed because of the filter setup (~80% transmission with two 
filters). However, the background signal observed from the 310 nm excitation strategy, was 
negligible, after post-processing, due to the almost complete rejection of the excitation wavelength 
(<0.001% transmitted). Therefore, the signal-to-noise ratio was determined to be significantly 
higher in the excitation strategy utilizing a change in the rotational level (~310 nm). This was also 
possible because the filter transmitted the strong Q-branch and P-branch transitions while 
attenuating only the R-branch ones. Furthermore, the advantage of having several OH lines, from 
the A-X (0,0), in the vicinity was maintained, allowing for facile switching between CH and OH 
detection, as well as helping with the laser wavelength alignment. 
Following up the quantification of the transition strategy that would allow the simultaneous 
CH-PLIF and PIV measurements, the technique as demonstrated at 10 kHz in a Hi-pilot Bunsen 
burner, operated at a turbulent Reynolds number of 7600. A premixed mixture of methane and air 
with an equivalence ratio of 1.05 was used, with flow rates resulting in an average velocity of ~40 
m/s. A 10 kHz laser system (pump and dye laser combination) was used to produce a ~0.2 mJ 
pulse energy, used to excite the aforementioned CH transition. CH and OH results were presented 
in combination with PIV. The complex evolution of the flame was noted, as well as the interactions 
between the out-of-plane and in-plane flame sheets that were observed, in the form of products 
existing well upstream the in-plane flame sheet. The CH layer thickness, corresponding to the 
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inner layer, was found to be a good approximation for the reaction zone thickness, which in this 
flame was determined to be ~0.38 mm, consistent with literature values. An uncertainty analysis 
showed that the major limitation of this method is the experimental equipment used, resulting in 
an uncertainty on the location of the flame sheet of up to 50%. From the PIV results, an expected 
velocity profile for expanding jets was observed, following a Poiseuille like profile. Uncertainty 
values of the mean velocity profile were small (<1%), while significantly larger (~10%) for the 
instantaneous velocities. The uncertainty values remained constant when going downstream of the 
burner exit but grew when traversing the radial direction. This was an expected result, due to the 
flow expansion, causing entrainment and slowing down the flow velocity. The results obtained 
here, show great promise in the technique, and its scalability to even higher repetition rates, in 
order to be able to resolve more turbulent length scales and compare their effects on the flame 
sheet. 
Lastly, the ability to image three combustion radicals, using a single laser system (pump 
and dye laser), was evaluated on a multi-array burner. The imaging had to be done close to the 
burner exist, due to the mode of flame stabilization and therefore involved a large number of 
scattering surfaces. However, again using the filtered CH-PLIF excitation scheme that was not an 
issue after post-processing. Flame-to-flame interactions were observed between the burner 
elements, helping improve the overall stability of the burner. Specifically, the perimeter burners 
acted as a pilot, shielding the inner ones from entraining cold air. Measurements of the CH-layer 
thickness both on the vertical and horizontal directions showed little differences with an average 
observed value of ~0.55 mm. The CH-layer thickness stayed thin and consistent for several 
different equivalence ratio values. Imaging of CH2O and OH/CH was performed, demonstrating 
the possibility for imaging OH and CH on a single detector. This proves to be very useful, as it 
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allows for using a single laser system, with two detectors, to image three very important 
combustion radicals that give a very good representation of the flame morphology as it evolves in 
time and space.  
6.1. Recommendations for Future Work 
Several recommendations stem from the core of this work, most of them hinging on the 
excitation strategy itself. The major drawback of the outlined technique is that it uses a sheet to 
image a specific plane of the flame. The flame and flow field are inherently three dimensional, and 
therefore uncertainties are introduced, when conclusions about the overall fields are drawn from 
two-dimensional images. As such, a suggestion would be to perform tomographic PLIF (TPLIF) 
and PIV (TPIV), which would provide volumetric results of the flame sheet and flow field, 
representative of the actual flame.   
In addition, it would beneficial to see how high of a frequency this excitation strategy can be 
brought up to and quantify how well it performs, using current laser systems, which have their 
own limitations. This would allow, in expanding the range of turbulence length and time scales 
that can be observed. Using this excitation strategy in a relevant combustor geometry (e.g. sector 
rigs) would also be beneficial, in order to observe the interaction between turbulence and chemical 
kinetics in a close to real-life environment. This leads directly to the next recommendation, which 
is to use this in combustors employing liquid fuels, which has been difficult so far, due to the high 
turbulence, and therefore high probing frequency requirements, as well as complex combustor 
geometries.
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