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The question of gauge-covariance in the non-Abelian gauge-field formulation of two space-
dimensional systems with spin-orbit coupling relevant to spintronics is investigated. Although,
these are generally gauge-fixed models, it is found that for the class of gauge fields that are space-
time independent and satisfy a U(1) algebra, thus having a vanishing field strength, there is a
residual gauge freedom in the Hamiltonian. The gauge transformations assume the form of a space-
dependent rotation of the transformed wave functions with rotation angles and axes determined by
the specific form of the gauge-field, i.e., the spin-orbit coupling. The fields can be gauged away,
reducing the Hamiltonian to one which is isospectral to the free-particle Hamiltonian, and giving rise
to the phenomenon of persistent spin helix reported first by B. A. Bernevig et al. [Phys. Rev. Lett.
97, 236601 (2006)]. The investigation of the global gauge transformations leads to the derivation of
a continuity equation where the component of the spin-density along given directions, again fixed
by the specific form of the gauge field, is conserved.
I. INTRODUCTION
Spintronics[1] is an emerging direction in solid state physics that is rapidly growing. An important ingredient in
spintronics is the issue of the generation and manipulation of spin current. An important class of systems where this
can be realized is the quasi-two-dimensional electron (or hole) systems, where the generation of the spin current might
be achieved via the spin-orbit coupling mechanism[2]. The most popular models with various spin-orbit forms are the
Rashba (R)[3] and Dresselhaus (D)[4] couplings or a combination of these (R-D). The spin current, its definition and
conservation received considerable attention in the past. Many works are devoted to the investigation of the question
of what is the correct (or, more precisely, the most convenient) expression of the spin current that one should use.
This is because, unlike the charge (or matter) current, the spin current is not conserved in the presence of a magnetic
field and/or spin-orbit coupling, and the continuity equation contains a nonzero right-hand side:
∂Sa
∂t
+∇ · Ja
0
6= 0
where
Sa = φ†σaφ , Ja
0
=
~
2mi
φ†σa∇φ+ c.c. (1)
are the spin density and the spin current respectively. This led to works suggesting alternative definitions of the spin
current[5–9] that are conserved, other than the one given in Eq. (1), which is sometimes called the “natural definition”
and merely generalizes the probability current density by “plugging” in a Pauli matrix in its definition.
An approach for investigating various aspects of models of non-relativistic spin one-half particles with spin-orbit
coupling, based on expressing the spin-orbit coupling as an SU(2) gauge field was introduced in Ref. 10 building
on the idea introduced in Ref. 11, and generated some interest[12–16]. In these models —in contrast to particle
physics models— the gauge field, being just the electric field, is physical and directly observable. Therefore, a
gauge transformation corresponds to switching from a given physical configuration to another, which is physically
different. In the works in Refs. 10–12, a term quadratic in the gauge field, which —generally speaking— breaks the
gauge-symmetry of the Hamiltonian, was absorbed into the definition of the electrostatic potential present in the
Hamiltonian, and thus the Hamiltonian analyzed was taken as gauge-symmetric. For spin-orbit couplings derived as
O
(
1
c2
)
limit of the Dirac Lagrangian, this gauge symmetry is, therefore, an O
(
1
c2
)
symmetry. For spin-orbit couplings
in quasi-two-dimensional electron systems, such as R and D spin-orbit couplings mentioned above, the origin of these
couplings are different, and it might not be well-justified to ignore this gauge symmetry-breaking term. For example,
in Refs. 14–16, this gauge-symmetry breaking term was kept. However, the issue of SU(2) gauge transformations
and gauge-symmetry was not fully analyzed in any of these works. It is the aim of this work to address this point
2and investigate some of its consequences. We carry out the analysis within a Hamiltonian rather than a Lagrangian
framework, which is, we believe, more convenient for condensed-matter applications.
We also note that while the natural framework for the derivation of the conserved spin-current is Noether’s theorem,
there is no published work that applies this theorem to the free Pauli Lagrangian to extract the conserved current.
We do this in the appendix.
II. SPIN-ORBIT COUPLING AND SU(2) GAUGE SYMMETRY
A. SU(2) gauge Symmetry as a Unitary Transformation of the Hamiltonian
Let the Hamiltonian H (time-independent) of a physical system having eigenstates φn transforms under some
unitary transformation U as H → H ′ = UHU−1, then φn transform as φn → φ′n = Uφn, so that φ′n are now
eigenstates of H ′ with the same eigenvalues. In the case of Abelian gauge transformations, the Hamiltonian is a
function of some gauge field A,
H = H(A) =
1
2m
(
p− e
c
A
)2
+ V (x) . (2)
A gauge transformation is defined as a simultaneous transformation of the wavefunction φn → φ′n = Uφn =
exp(−ie
~c
Λ(x))φn and the gauge field A→ A′ = A+∇Λ. The transformation of the gauge field so defined guarantees
that H ′ = H(A′) = UH(A)U−1, so that φ′n = Uφn is an eigenstate of H
′. In the non-Abelian SU(2) case, the
Hamiltonian is a function of the non-Abelian gauge fieldW with components Wi =W
a
i τa, where τa are 2×2 matrices
satisfying the algebra [τa, τb] = iǫabcτc (a, b, c = 1, 2, 3) (e.g., τa = σa/2 where σa are Pauli spin matrices),
H = H(W ) =
1
2m
(p− gW )2 + V (x) . (3)
The spinor wavefunction transforms as φn → φ′n = Uφn = exp(−iΛ(x) · τ )φn, and the gauge field transforms
simultaneously W → W ′. The transformation law for the gauge field can be derived by demanding that it should
—as in the Abelian case— correspond to a transformation of the Hamiltonian H(W ′) = UH(W )U−1. Since
UH(W )U−1 =
1
2m
U (p− gW )U−1 · U (p− gW )U−1 + V (x) (4)
=
1
2m
(p− gW ′) · (p− gW ′)+ V (x) , (5)
it can be seen that we need U (p− gW )U−1 = (p− gW ′), which gives the following transformation law for W :
W ′ = UWU−1 +
i~
g
U∇U−1 (6)
This is the well-known transformation law for a non-Abelian gauge field, usually derived within a Lagrangian
formalism within the framework of relativistic field theory models as a transformation that leaves the action func-
tional invariant[17]. The above “Hamiltonian” derivation, on the other hand, ascribes a different meaning to gauge-
transformation: A Hamiltonian H(W ) that transforms under Eq. (6) to another Hamiltonian H(W ′) is unitarily-
equivalent to the original one by H(W ′) = UH(W )U−1, in which case the Schro¨dinger equation is gauge-covariant.
We will also use the term gauge-covariant or gauge-symmetric for a Hamiltonian that after a gauge transformation
transforms to a form that is unitarily equivalent to its form before gauge transformation. The Hamiltonian, Eq. (3),
is gauge-covariant by construction.
B. SU(2) Gauge Field Formalism and Gauge Transformations
The spin-orbit interaction emerges upon considering the O
(
1
c2
)
expansion of the Dirac Hamiltonian for a spin
one-half particle subject to a scalar potential V (x):
H =
p2
2m
+ V (x) +
e~
4m2c2
σ · (E ∧ p) = p
2
2m
+ V (x) +
e~
4m2c2
p · (σ ∧E)
3where ∇ ∧E = 0 was assumed. Let us now define the SU(2) gauge field W ai by
− gW ai ≡
e~
2mc2
ǫiajEj . (7)
Using W , the Hamiltonian can be expressed as
H =
p2
2m
− g
m
p ·W + V (x) = p
2
2m
− g
m
W · p+ V (x) . (8)
Completing the square, we can put this into the form
H = H(W ) =
(p− gW )2
2m
− g
2
2m
W ·W + V (x) (9)
where Wi = W
a
i τa is the ith component of the field W . The above is the Hamiltonian of a spin one-half particle
coupled to the SU(2) gauge field W . In most of the works that use this model, the term quadratic in the gauge field,
i.e., − g2
2m
W ·W , which generally breaks the SU(2) gauge symmetry, is absorbed into the potential V (x) and so, in
a sense, it is “put under the carpet”, so that the Hamiltonian becomes gauge-invariant [10, 12]. This work, on the
other hand, is based on keeping this term explicit in the Hamiltonian, and analyzing the model accordingly. In fact,
important consequences of keeping this term explicitly in the Hamiltonian were noted in Ref. 16.
Many of the popular models for a two-dimensional electron gas with spin-orbit couplings, like the Rashba (R)
coupling[3],
H =
p2
2m
+
α
~
(pyσx − pxσy) + V (x) , (10)
the Dresselhaus (D) coupling[4]
H =
p2
2m
+
β
~
(pxσx − pyσy) + V (x) (11)
and the R-D coupling
H =
p2
2m
+
α
~
(pyσx − pxσy) + β
~
(pxσx − pyσy) + V (x) (12)
can be cast in the form in Eq. (9) with the term quadratic in the gauge field present. Note that, these are effective
Hamiltonians that describe the motion of electrons inside a two-dimensional semiconductor heterostructure. The
spin-orbit coupling terms given above originate from the strong electric fields associated with the confining potentials
of these structures and the molecular potentials, which are rapidly varying on the microscopic scale. However, various
approximations (e.g., the envelope wave function approximation) are usually employed[18] for eliminating the degree
of freedom perpendicular to the 2D confinement plane and averaging out the molecular potentials on the microscopic
scale; the effective Hamiltonians given in Eqs. (10-12) are obtained after such approximations. In these Hamiltonians,
m is the effective mass and V (x) is an external potential that may be applied on the structure, which is always slowly
varying on microscopic length scales. For this reason, even though the spin-orbit terms originate from a physical
electric field, these fields do not appear elsewhere in the effective Hamiltonian. Thus, we consider the gauge field W
in these models to be arbitrary and independent of the external potential V (x) as it may have come from any origin.
Because of the same reason, the quadratic term in W is not usually negligible in these effective Hamiltonians.
We will study the motion in 2D and therefore we require W to have x and y-components only, and to satisfy the
Coulomb gauge-fixing condition
∂iWi = 0 . (13)
If the spin-orbit coupling is related to a physical electric field E by Eq. (7), then the Coulomb condition is equivalent
to the Maxwell equation ∇ ∧ E = 0; the spin-orbit gauge theory is a gauge-fixed theory[19]. While, as we have
mentioned above, we consider the gauge field in our model to have come from any origin, we are going to assume
that the Coulomb condition is satisfied for such cases. However, it is possible in some cases to find residual gauge
transformations that respect this gauge condition. A closely related question in relativistic non-Abelian gauge theories
is the Gribov ambiguity[20].
In this subsection, we are going to derive the class of gauge transformations that respect the Coulomb gauge-fixing
condition, Eq. (13), and under which the Hamiltonian, Eq. (9), is gauge-covariant (in the sense discussed in the last
4paragraph of Sec. II A), and investigate the consequences and the physical meaning of these transformations. Even
though, the Hamiltonian given in Eq. (9) will be our main concern in this article, for the sake of completeness, the
rules will be derived for the general time-dependent gauge transformations. In the general case, the electron may also
be subjected to (time-dependent) electromagnetic fields. For this reason, consider the Hamiltonian
H =
1
2m
(
p− e
c
A
)2
− g
m
W ·
(
p− e
c
A
)
+ V (x, t) + gW0 (14)
=
1
2m
(
p− e
c
A− gW
)2
− g
2
2m
W ·W + V (x, t) + gW0 (15)
where W0 = W
a
0
τa is the scalar counterpart of gauge field W . If H is the original Hamiltonian written for a given
heterostructure (in other words, no SU(2) gauge transformation has been applied yet), then this term is the same as
the Zeeman term, i.e., we have gW a
0
= −2µBBa where B =∇∧A is the magnetic field and µB is the Bohr magneton.
Of course, this is a gauge specific relation. Such a simple relation between W0 and the actual magnetic field B will
not hold when an SU(2) gauge transformation has already been carried out. The comments that we have made
for the W field can be repeated for the scalar component W0. Just like the SU(2) gauge transformation alters the
“physical electric field” that gave way to the spin-orbit coupling, the transformation also alters the “physical magnetic
field” which is associated with the W0 term.The electromagnetic potentials V and A remain invariantunder these
transformations. For this reason, in order to be able to study the SU(2) gauge transformations for the Hamiltonians
of the form given in Eq. (15), it is necessary to take W0 and A to be independent. Hence, no specific relation between
A and W a
0
should be assumed.
It is known that the Hamiltonian in Eq. (15) has the U(1) symmetry[10]. We only need to analyze its SU(2)
symmetry. Using the covariance of the Schro¨dinger’s equation i~∂tψ = Hψ, the gauge transformation ψ
′ = Uψ
implies that the Hamiltonian changes as H ′ = UHU−1− i~U∂tU−1 and hence, if the Hamiltonian remains covariant,
the following relations must be satisfied
W ′ = UWU−1 +
i~
g
U∇U−1 , (16)
W ′
0
= UW0U
−1 − i~
g
U∂tU
−1 , (17)
W ′ ·W ′ = UW ·WU−1 . (18)
Obviously, only the quadratic term of the Hamiltonian, namely − g2
2m2
W ·W , breaks the full gauge symmetry of the
Hamiltonian. If H is to be gauge-covariant under the gauge transformation, we should have
g2W ′ ·W ′ =
(
~
2 (∇U) ·∇U−1 + i~g
[
UW ·∇U−1 − (∇U) ·WU−1
])
+ g2UW ·WU−1 . (19)
Gauge-covariance then, dictates that the first bracket above should vanish
~
2 (∇U) ·∇U−1 + i~g
[
UW ·∇U−1 − (∇U) ·WU−1
]
= 0 . (20)
Similarly, forcing W ′ to respect the Coulomb gauge condition we have
i~g∇ ·W ′ = −~2
{
(∇U) ·∇U−1 + U∇2U−1
}
+ i~g
[
UW ·∇U−1 + (∇U) ·WU−1
]
= 0 . (21)
Adding the above two equations leads to (
∇− 2ig
~
W
)
·∇U−1 = 0 . (22)
What is remarkable is that the Eq. (22) is in fact equivalent to the previous two conditions, namely Eqs. (20) and
(21). This can be shown by inserting into Eqs. (20) and (21) the following expressions
igUW ·∇U−1 = ~
2
U∇2U−1 ,
ig∇U ·WU−1 = −~
2
(∇2U)U−1 ,
5TABLE I: Some special spin-orbit couplings that has vanishing determinant det(W ai ) = 0.
W ai =
(
−α α
−α α
)
W = (−ατx + ατy ,−ατx + ατy)
W ai =
(
α α
−α −α
)
W = (ατx + ατy,−ατx − ατy)
W ai =
(
α β
α β
)
W = (ατx + βτy, ατx + βτy)
W ai =
(
α α
β β
)
W = (ατx + ατy, βτx + βτy)
where the former is a re-expression of Eq. (22) and the latter is obtained from the hermitian conjugation of the former.
Hence, Eq. (22) is the differential equation that gives the class of gauge transformations U that respect the Coulomb’s
gauge condition, and under which the Hamiltonian is gauge-covariant. The equation is valid for time-dependent
transformations and in the presence of electromagnetic fields. However, for the sake of simplicity, in the rest of the
article the Hamiltonian is taken to be as in Eq. (9) (i.e., A = 0 and H is time independent) and only time-independent
transformations are discussed.
Rather than attempting to find all of the solutions of Eq. (22) systematically, which is an involved task, we start
by noting that a class of solutions of the above equation that one can easily guess is
U = exp
(
−2ig
~
W · x
)
(23)
valid for W satisfying the following conditions:
[W1,W2] = 0 , (24)
xj∂iWj = 0 (i = 1, 2) . (25)
The first condition above means that the field W is now Abelian, i.e., U(1), although it is still a 2 × 2 matrix. It
is straightforward to check that the above U−1 satisfies both conditions (20) and (21). We now move on to try to
find explicitly various fields W satisfying the above two conditions so as to identify spin-orbit couplings that lead to
gauge-covariant Hamiltonians.
The condition in Eq. (25) is satisfied trivially by restricting our fields to those that are space-time independent.
This amounts then to considering fields that lead to a vanishing field strength tensor, i.e.,
Fij = ∂iWj − ∂jWi − ig
~
[Wi,Wj ] = 0 (26)
To this end, we first analyze condition (24) more closely. Writing Wi =W
a
i τa, and taking a to run over 1 and 2 only
(i.e., assuming that W 3i = 0), this condition can be expressed as
[W1,W2] = iτ3
(
W 1
1
W 2
2
−W 2
1
W 1
2
)
= 0 , (27)
which can be also written in terms of a determinant∣∣∣∣ W 11 W 21W 1
2
W 2
2
∣∣∣∣ = 0 . (28)
So, our task reduces to the trivial task of finding sets of 2 × 2 constant matrices with vanishing determinants. The
possibilities are obviously infinite! We list a few of these in Table I. α and β are constants, and the notation is
self-explanatory.
The first two fields in Table I are of special importance as they represent the R-D spin-orbit coupling with constant
coupling coefficients in the special cases of α = ±β, respectively, a model that was studied extensively in the literature.
Here, they appear just as two members of an infinite set of possibilities. Other field configurations have no physical
realizations as far as we know.
To gain a deeper insight on the meaning of the gauge transformation, Eq. (23), we first investigate its effect on the
gauge field itself W ;
W →W ′ = i~
g
U∇U−1 + UWU−1 = −2UWU−1 + UWU−1 = −UWU−1 = −W (29)
6Our gauge transformation, under which the Hamiltonian is gauge-covariant amounts merely to reversing the direction
of the gauge field, i.e., the electric field generating the spin-orbit coupling, which is a satisfying result. To investigate
the effect of the corresponding phase transformation on the wave function, we note that Eq. (23) can be expressed as
U = exp (−iη · τ ) = I cos η
2
− inˆ · σ sin η
2
(30)
where
ηa =
2g
~
W ai x
i (31)
with both a and i running over 1 and 2 only, η = |η| and nˆ = η/η. The gauge transformation U is, therefore, a
rotation about the axis nˆ with a space-dependent angle η. To consider a specific example, consider W ai =
(
α β
α β
)
(or W = (ατx + βτy , ατx + βτy)), which is the third entry in Table I above, for which we have η = (x+ y)
√
α2 + β2
and nˆ = (αıˆ + βˆ)/
√
α2 + β2. Thus
U = I cos
(
(x+ y)
√
α2 + β2
)
− inˆ · σ sin
(
(x+ y)
√
α2 + β2
)
. (32)
Here, the space-dependence of the rotation angle in the arguments of the trigonometric functions above is evident.
It is a well-established fact that the vanishing of the field strength tensor of any gauge-field is a necessary and
sufficient condition for the existence of a gauge transformation that takes this field to zero[17]. Therefore, it should
be possible to transform all the gauge fields under consideration to zero. Finding the transformation that achieves
this is an easy task. One immediately checks that for
U = exp
(
− ig
~
W · x
)
(33)
one has:
W →W ′ = i~
g
U∇U + UWU−1 = −UWU−1 + UWU−1 = 0 . (34)
Obviously, the above transformation can also be brought to the form of a rotation about some axis with a position-
dependent angle, just as was done with the gauge transformation, Eq. (30). The work in Ref. 21 considered a specific
field; the one that results from the R-D coupling in the special cases α = ±β (the first and second entries in Table I).
The gauge field was gauged away using a transformation identical to the one above leaving a free particle Hamiltonian
with the same spectrum as that of the spin-orbit coupled one. This fact was employed to account for the appearance
of a persistent spin helix (PSH) in this model: One can imagine a free particle that enters a region where the spin-orbit
coupling is turned on, which corresponds to a gauge transformation that is the inverse of the one given in Eq. (34), so
the particle is subject to a position-dependent rotation about some axis that is similar to the one discussed above. The
particle will propagate with its spin rotating so that its projection along the rotation axis is conserved, a phenomenon
that was called the PSH[21]. Here, we are saying that it is possible to gauge away any space-time independent field
satisfying the condition (27). In other words, any Hamiltonian with a gauge-field satisfying the condition (27) is in
fact unitarily equivalent to the free particle Hamiltonian, and we can have the phenomenon of PSH in all these cases.
There is a fine but important detail here, which was not noted, or at least not discussed in the literature. The
spin-orbit coupled Hamiltonian, Eq. (9) is not in fact covariant under the transformation, Eq. (34). The reason is the
quadratic term g2W ·W , which is non-zero in one Hamiltonian and vanishes in the other one. Gauge-covariance, on
the other hand, as we have noted earlier, requires that it transforms as g2W ·W → g2UW ·WU−1 = g2W ·W !
Fortunately, for space-time independent fields, this quadratic term is just a constant. Thus, the gauge-transformed
Hamiltonian is gauge-covariant up to a constant, and is unitarily equivalent to a free particle Hamiltonian up to a
constant;
H (W ′ = 0) = UH (W )U−1 +
g2
2m
W ·W = UH (W )U−1 + constant = H0. (35)
In the work in Ref. 14, where the R-D spin-orbit coupling in the special case α = β =constant was considered, the
gauge field was gauged away using exactly the same transformation above. However, there, the transformation of
the constant quadratic term was ignored altogether. Being just a constant, the result is the same. However, strictly
7speaking, the transformation of this term should be considered. Our treatment here illuminates this point. It also
suggests that there exist —in principle— a wide class of spin-orbit coupling forms that lead to essentially the same
result, i.e., the unitary-equivalence with the free particle Hamiltonian, and consequently the emergence of the PSH.
Only a few of these are realized physically, the others are —so far— theoretical. Yet, it is highly possible that physical
systems with such couplings might be realized in the near future.
At this point, we can come back to the question of finding solutions to Eq. (22) . Indeed, from Eq. (35), it is obvious
that under the transformation
UW ′ = exp
(
ig
~
W ′ · x
)
(36)
the free-particle Hamiltonian (for W ′ independent of space and time such that det(W ai
′) = 0) transforms as:
UW ′H (0)U
−1
W
′ = H (W
′) +
g2
2m
W ′ ·W ′. (37)
Therefore, we can immediately write down the following transformation:
UW ′UWH (W )U
−1
W
U−1
W
′ = H (W
′) +
g2
2m
W ′ ·W ′ − g
2
2m
W ·W . (38)
where we have denoted with UW the transformation (33).If, now, the condition W ·W =W ′ ·W ′ (or, equivalently
W ai W
a
i = W
a
i
′W ai
′) is satisfied, then the above equation reduces to
UW ′UWH (W )U
−1
W
U−1
W
′ = H (W
′) (39)
which immediately means that the unitary transformation
U = UW ′UW = exp
(
ig
~
W ′ · x
)
exp
(
− ig
~
W · x
)
. (40)
induces a gauge transformation W −→W ′ under which the Hamiltonian is gauge-covariant, i.e.,(
p− gW ′)2
2m
− g
2
2m2
W ′ ·W ′ + V (x) = U
(
(p− gW )2
2m
− g
2
2m2
W ·W + V (x)
)
U−1 , (41)
Therefore, all fields W independent of space and time such that det(W ai ) = 0 with the same value of the product
W ·W are related by gauge transformations of the form (40) that are symmetries of the Hamiltonian. The gauge
transformation (23) found earlier is just one of these transformations as can be seen easily by substitutingW ′ −→ −W
in (40). Moreover, although laborious, it is straightforward to show that this U satisfies Eq. (22). Thus, infinite
classes of solutions for this equation have been constructed. Physically, the above results say that different spin-orbit
couplings corresponding to various electric fields configurations are related —if they satisfy certain conditions— by a
gauge-transformation, and their corresponding Hamiltonians are unitarily equivalent, thus having the same spectrum.
III. GLOBAL GAUGE-SYMMETRY AND CONSERVED SPIN CURRENTS
We turn now to the investigation of the SU(2) global phase invariance of the Hamiltonian, Eq. (9). When W is
space-time independent satisfying the commutation relations in Eq. (27), H is invariant under the gauge transformation
U = exp
(− 2ig
~
W · x), which is actually an Abelian symmetry as we have noted earlier. If we replace x with a constant
vector 2g
~
l, we will have the Hamiltonian invariant under the global phase transformation
U = exp (−iW · l) . (42)
Obviously, this is just a rotation in the spin space. To put it in a more convenient form, we again write
W · l =W ai τali = ξaτa
with
ξa = W ai l
i , ξ = |ξ| , nˆ = ξ/ξ (43)
8so that
U = exp (−iξ · τ ) = exp
(
−iξnˆ · σ
2
)
. (44)
The invariance of H under the above transformation immediately implies the conservation of the operator σ · nˆ (in
the Heisenberg picture), which means that if φ is the wavefunction, then
∫
φ†σ · nˆφ is constant in time. Therefore,
we expect the density S · nˆ = φ†σ · nˆφ to satisfy a continuity equation with a conserved current of the form
∂
∂t
(S · nˆ) + ∂i (J i · nˆ) = 0 (45)
The above relation then means that the spin density S · nˆ is conserved, and thus a particle polarized in this direction
will not feel a torque and thus will have a long life time, a property of great value in spintronics [22, 23]. Since nˆ
is determined by W ai , i.e., by the specific spin-orbit coupling present, then for different spin-orbit couplings, we will
have different conserved spin densities.
It is interesting to see how the above continuity equation emerges from the Schro¨dinger equation in the conventional
sense. For the Hamiltonian in Eq. (9), withW being any arbitrary SU(2) gauge field in the Coulomb gauge, one gets
after some algebra:
∂Sa
∂t
+∇·Ja =
−ig
2m
ǫabc
[
φ†σbW ci (∂iφ)−
(
∂iφ
†)W bi σcφ] (46)
where the current is Ja = Ja
0
+ Ja′; Ja
0
is the bare spin current defined earlier in Eq. (1), and J ′a is defined as
J ′a = − g
2m
φ†W aφ . (47)
Obviously the spin current is not conserved due to the presence of spin-orbit coupling, which —just as in the case
of a magnetic field— breaks the SU(2) global phase invariance. The above continuity equation can be put into an
alternative form where the current is covariantly conserved. To do this, we note that the right-hand side of Eq. (46)
can be brought to the form − g
~
ǫabcW b · Jc
W
with
JcW ≡ −
i~
2m
(φ†σaDφ− (Dφ)†σaφ)
where D =∇− ig
~
W is the covariant derivative. Therefore, Eq. (46) can be cast into the form:
∂
∂t
Sa[W ] +Dac · Jc
W
= 0 (48)
where Dac ≡ δac∇ + g
~
ǫabcW b. This is the covariant continuity equation, and was written down in Ref. 10 directly
from the Lagrangian of the theory rather than from the equations of motion. To derive the continuity equation,
Eq. (45), from the above equation for the special cases when the fields W satisfy the commutation relations (24), we
multiply both sides of Eq. (48) by nˆa to get
∂
∂t
nˆaSa[W ] + nˆaDac · Jc
W
= 0, (49)
We need to show that ǫabcnˆaW bi J
c
w,i = 0 so as to reduce the covariant derivative to the ordinary derivative. Expressing
na in terms of ξ and using Eq. (43) we get
g
~
ǫabcnaW bi J
c
W ,i =
g
~
lj
ξ
ǫabcW aj W
b
i J
c
W ,i = 0
where we have noted that det(W ai ) = 0 is equivalent to ǫ
abcW aj W
b
i = 0 for i, j = 1, 2. Thus, Eq. (49) immediately
reduces to the continuity equation, Eq. (45).
Again, we apply the above results to explicitly find the conserved spin and current densities for some of the field
examples that we have presented in Table I. For (W ai ) =
(
−α α
−α α
)
, so that nˆ = − 1√
2
(ˆı− ˆ) = nˆ1, we get
∂
∂t
(S · nˆ1) + ∂i (J i · nˆ1) = 0 (50)
9The above result which corresponds to the R-D coupling with α = β=constant was reported in Ref. 22, without
the use of gauge-field formalism, however. In our case, we have re-derived it within the context of a more general
theoretical formalism, and extended it to other couplings. For (W ai ) =
(
α β
α β
)
, we have S · nˆ2 satisfying the
above continuity equation, with nˆ2 = (αıˆ + βˆ)/
√
α2 + β2. As for (W ai ) =
(
α α
β β
)
we have S · nˆ3 conserved with
nˆ3 = (ˆı + ˆ)/
√
2.
We again note that the natural framework for the derivation of the continuity equation is Noether’s theorem. The
infinitesimal version of the transformation, Eq. (42), is a global continuous symmetry of the Lagrangian of the theory,
and Noether’s theorem demands the existence of a conserved charge and current related by a continuity equation,
which can be shown to be just the continuity equation, Eq. (45). We give the details of this derivation as well in the
appendix.
Since the free particle Hamiltonian and the spin-orbit-coupled Hamiltonian with fields of the type given in Table
I are related (up to a constant) by the gauge transformation, Eq. (34), it should be possible to get the continuity
equations, Eq. (45), for these classes of fields from the free-particle continuity equation by a gauge transformation.
Obviously, it will be sufficient to show how one can relate the free-particle continuity equation to the continuity
equation, Eq. (48), through a gauge transformation. For this purpose, we first express both the bare and the covariant
continuity equations in the adjoint representation, so we define
S˜[W ] ≡ Sa[W ]τa , J˜i[W ] ≡ JaiW [W ]τa , (51)
and express the covariant continuity equation, Eq. (48), as
∂
∂t
S˜[W ] + D˜i[W ]J˜i[W ] = 0 , (52)
where D˜i[W ] = ∂i − ig~ [W ai τa, . . .] is the covariant derivative in the adjoint representation, and the dependence on
the gauge field W was now shown explicitly. Under a gauge transformation, W →W ′, given by Eq. (6), the above
equation transforms to
∂
∂t
S˜[W ′] + D˜i[W
′]J˜i[W
′] = 0 . (53)
Now, the free-particle continuity equation can be expressed also in the adjoint representation as
∂
∂t
S˜[0] + D˜i[0]J˜i[0] = 0 (54)
with D˜i[0] = ∂i − ig~ [0, . . .]. Under the (inverse of) the gauge transformation given by Eq. (34), we have
0→W = i~
g
U−1∇U, (55)
so that D˜i[0] = ∂i − ig~ [0, . . .]→ D˜i[W ] = ∂i − ig~ [W , . . .], and Eq. (54) transforms immediately to Eq. (52).
IV. SUMMARY AND CONCLUSIONS
The question of gauge-covariance in the two-dimensional Hamiltonian of a spin one-half particle subject to spin-
orbit coupling formulated in a non-Abelian gauge field language was considered. Such a Hamiltonian contains a
term that is quadratic in the gauge field, which generally breaks the gauge symmetry. Moreover, with the gauge
field representing a physical quantity, namely the electric field, the theory is a gauge-fixed one. The conditions for
the existence of residual gauge symmetry in the Coulomb gauge were investigated, and a condition for its existence,
namely Eq. (22), was derived. A class of gauge fields and their corresponding gauge transformations that satisfy this
condition were found. They turn out to be fields whose components are any 2 × 2 space-time independent Abelian
matrices , and thus are just gauges having a vanishing field strength tensor. The corresponding gauge transformation
that are symmetries of the Hamiltonian are seen to correspond to rotations in the spin space of the particle with
space-dependent rotation angles, the specific form of which and of the rotation axes being determined by the explicit
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form of the gauge field . Gauging away the gauge field leads us to see the phenomenon of persistent spin helix
(PSH) discussed in the literature[21]. The global version of the admissible gauge transformations, which also form a
symmetry of the Hamiltonian, lead to a continuity equation for the projection of the spin density along the rotation
axis, which is fixed by the specific form of the gauge field. The spin along these axes is not subject to any torque and
is, therefore, long-living; a property that is important in spintronic applications and was reported in the literature for
the specific case of a special case of the R-D coupling in Ref. 22. Our re-derivation adds to this —as well as to the
PSH derivation— in two ways: First, it comes within a general framework, based on the idea of gauge-covariance of
the Hamiltonian of two-dimensional systems with spin-orbit coupling. Second; the phenomena reported in the above
two references were derived for the specific cases of R-D coupling with constant equal coefficients only. In our case,
these two cases appear as only two special cases of wider theoretical possibilities. The R-D couplings are the only
couplings that are realized physically so far.
Finally, an important point that deserves further attention is the existence of solutions to Eq. (22) other than the
Abelian space-independent ones found here. Indeed, it would be interesting to find such solutions; this issue is under
current investigation.
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Appendix
In this section, Noether’s theorem is applied for deriving the expression for the spin current, Eq. (1), and establishing
the continuity equation, Eq. (45). For this purpose, we first look at the case of bare spin current. Consider the case
where there is no magnetic field and no spin-orbit coupling, i.e., the gauge field is zero. The Pauli Lagrangian density
for the electrons is then
L = i~
2
(
φ†φ˙− φ˙†φ
)
− ~
2
2m
∇φ† ·∇φ− V (x)φ†φ , (56)
where φ is the two-component spinor wave function. This Lagrangian density has the global SU(2) symmetry, i.e., it
is invariant under the transformation
φ→ exp(−iα · σ)φ ≈ φ− iα · σφ ,
where α is an infinitesimal vector that is independent of position and time. Noether’s theorem[17] then implies the
conservation of current density J µ (i.e., the continuity equation ∂µJ µ = 0 is satisfied) where
J µ = δφ† ∂L
∂(∂µφ†)
+
∂L
∂(∂µφ)
δφ . (57)
It is straightforward to check that the time and position components of the conserved current are given by
J 0 = ~αaSa , (58)
J = ~αaJ
a
0
, (59)
where Sa and Ja
0
are as given in Eq. (1).
We now turn to the derivation of the continuity equation, Eq. (45) by applying Noether’s theorem to the Pauli
Lagrangian coupled to the 2 × 2-matrix Abelian gauge field W . Note that the gauge fields we are considering here
are space-time-independent Abelian class of fields satisfying Eq. (27). For this purpose, we write down the Pauli
Lagrangian for a spin one-half particle with spin-orbit coupling encoded in a coupling to the gauge field W ,
L = i~
2
(φ†φ˙− φ˙†φ) − ~
2
2m
(
(Dφ)† ·Dφ)+ g2
2m
φ†W ·Wφ− V (x)φ†φ , (60)
where D =∇− ig
~
W . The infinitesimal version of the global gauge transformation, Eq. (42) is
φ→ Uφ ≃ (1− iw · l)φ = (1− iξnˆaτa)φ (61)
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where w and ξa are now infinitesimal ; ξ and nˆ are defined by Eq. (43). Note that nˆ is not arbitrary but depends
on the particular W . Since w and W still satisfy the algebra (27), the above transformation is a symmetry of the
Lagrangian. The variation in the fields is
δφ = −iξnˆaτaφ , δφ† = iφ†ξnˆaτa . (62)
Noether’s theorem then dictates the existence of a conserved current given by Eq. (57). It is straightforward to show
that the associated continuity equation is
ξnˆa∂tS
a + ξnˆa∂i (J
a
iW ) = 0 . (63)
Since ξ is arbitrary (but not nˆ), the continuity equation, Eq. (45) follows.
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