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The purpose of this paper is to outline a systematic general theory of non- 
linear operations, with emphasis on optimal mean square estimation-predic- 
tion, on finite stochastic data, using function space methods. With the advent 
of the digital computer, the need for analytical “solution” of complex problems 
has, for all practical purposes, been circumvented, and it suffices to produce a 
computational algorithm. One is thus freed from the often impossible task of 
explicit analytical determination of optimal solutions in full generality, which 
has in the past largely handicapped progress. In the present paper, we endeavor 
to show that it is possible to approximate optimal nonlinear operations to 
as high a degree of accuracy as desired, and further that the determination 
of the representation of given degree of complexity can be made a constructive 
one, without any restrictions such as stationarity or Gaussian on the data. 
The basic problem is that of optimal mean square estimation of a random 
variable from finite data. By finite data we mean a random process observed 
over a finite interval of time. Each sample function can be thought of as an 
element in a function space, an L, space for our purposes here. We have 
thus a random “variable” taking values in abstract (function) space. Just 
as in the ordinary real number situation, in order to describe nonlinear 
operations on such a variable, we shall need to be able to describe them 
first on the elements of the abstract space, random or not. The appropriate 
theory here is that of polynomials and analytic functions (with suitable 
generalizations) over a separable Hilbert space. This is treated in Section II, 
based on the well-known work of E. Hille [l] and A. D. Michal [2]. In 
terms of operations on the data, our main interest is in the representation 
of polynomials and other functions as such operations, and the extent to 
which this class of elementary functions approximate more general functions, 
such as any continuous function. 
Let us denote the abstract space valued random variable by x(w). If f(z) 
is any analytic function over the abstract space, then of course, 
f (X(W)) U-1) 
4 
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is a well-defined random variable, and will usually have a representation 
in terms of operations on the data, if (f(x)) has such a representation. Not 
every function of the process need have such a representation, of course. 
But we shall see that the class of functions of interest in optimization theory 
can be approximated to arbitrary accuracy with such functions as in (1 .I). 
In particular such approximation is possible by using polynomials for f(x) 
under conditions on the process which are always realized in practice; and 
by a slightly more general class of functions without any such conditions. 
The problem of determining an approximation of given complexity-such 
as for fixed degree of the polynomial or fixed degrees of freedom in the more 
general case-is one which we can solve constructively by a method of steepest 
descent involving nonnegative linear operators. The necessary operator 
theory is given in Section III, including the convergence of the steepest 
descent method. The optimization problem for random processes is taken up 
in Section IV. Some examples that amplify the theory short of computational 
details are given in Section V. 
The nonlinear theory owes its inspiration and genesis to the pioneering 
work of Zadeh [3,4]. An extensive development of the theory is undertaken 
by V.S. Pugachev in several papers of which we mention [5] as well as his 
recent book [6]. The first specific mention of steepest descent methods in 
connection with the linear prediction problem occurs in the recent work 
of Parzen [7] who also uses Hilbert space methods [8]. The steepest descent 
method presented here differs from that given in ref. 7. On the purely mathe- 
matical side, and with different aims, Cameron and Martin [9] have considered 
the polynomial functions and their limits over a Wiener (white noise) process. 
Wiener himself considers similar functions in his book [lo]. While poly- 
nomials converge for Gaussian processes, counterexamples have been given 
by Masani and Wiener [I l] showing this is not true in general. In this paper 
we show that a slightly more general class does yield convergence (Section IV). 
II. NONLINEAR FUNCTIONALS AND OPERATORS OVER FUNCTION SPACES 
This section is devoted to a discussion of the basic notions from the theory 
of analytic functionals and operators over Banach Spaces as developed 
principally by A. D. Michal [2] and E. Hille [l]. 
Let X be a Banach Space. We wish to study functions f( .) defined over 
X taking values in another Banach Space Y. When Y is the space of complex 
numbers we shall, in line with customary usage, call f(.) a “functional”: 
otherwise we shall use “operator” or more simply “function.” As in the case 
of ordinary functions over real or complex numbers, we shall first study a 
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class of “elementary” functions (namely polynomials) and build a more 
general theory based on these. 
A function f(xr, ... xn) of n variables in X is called an n-linear function or 
form if it is continuous in each variable separately. It is said to be symmetric 
if it is symmetric in the variables. It is “continuous” if it is continuous in 
each variable separately. Let f(xr, 1.. x,) be a symmetric n-linear form. Then 
K(x) =f(x, x, -** x) (2.1) 
is said to be a homogeneous polynomial of degree ‘In”; and f(xl a** x,) is 
said to be its “polar form.” A polynomial of degree n is then the sum of 
homogeneous polynomials of degree less than or equal to n. It is appropriate 
to call these 1M-polynomials, after A. D. Michal. It is possible to define an 
M-polynomial more directly: P(X) is a polynomial of degree n if for every y 
in X and complex number h, 
P(X + AY) = f$P&Y) AK 
0 
where the pK(x, y) are independent of h. Here each p&x; y) is clearly homo- 
geneous of degree K in y. Setting x = tJ the zero element and h unity, we 
note that 
If we put 
K!f(xu --- 4 = A:....z,PK(~) 
where 
1 ‘,,A@) = P&l) - PA4 
then it can be shown [l] that f(q, a*- xx) is a symmetric K-linear form, and 
that 
f@, *-* x) = pR(x) 
We also note that a homogeneous polynomial is continuous if and only 
if its polar form is continuous: if and only if it is bounded in some sphere. 
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A symmetric n-linear form f(xr, .*. x,) is continuous if and only if there is 
a constant M such that 
Ilf 6% . . . 4 I I < M I I XI I I . . . 11 xn 11 (2.3) 
When X is finite dimensional, it must be noted that the definition of the 
polynomial coincides with the usual one. 
A function f (.) is said to be locally bounded if for every a in X there is a 
sphere S, about a such that 
IIf II <M(a) for x in S, 
By the G-derivative of a function, we mean the limit 
limX-+O f(x+M)-f(x)= af(*-h) h 3 
A function is said to be analytic if it is locally bounded and G-differentiable. 
An analytic function is then continuous and Sf(x; h) is a continuous poly- 
nomial of degree one in h. Also 
,,g,mollf(x + h) -f(x) - af(xsh) II = o 
,--f llhll 
An analytic function has a Taylor-Series development 
f(x+h) = z8F 
0 * 
where @f(x; h) is a continuous homogeneous polynomial of degree n, the 
convergence being uniform in a sphere about x. For details see ref. 1. 
We leave the general theory at this point and confine ourselves to an L, 
space of complex-valued functions defined over a set T, L,[m, B, T] where B is 
the Bore1 field and m the (totally finite) measure, in the usual notation, and we 
shall assume that the Ls-space is separable. Weshallmoreover restrict ourselves 
to functionals. By T” we shall mean the nth product space or the direct sum 
of tt copies of T and by (dm)n we shall mean the product measure on Tn. 
Let ti E T and let K(t,, a*. t,) be symmetric and in L,[ Tn]. Then for x6( 0) in 
LdTl, 
f(% *** xn) = s T” w17 
a.- t,) x,(t,) ..- xn(t,)(dm)n (2.3a) 
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defines a symmetric, continuous, n-linear form and 
so that the M in (2.3) is 
442~ I T" I K(t,, a-* t,) 12 (dm)n 
In defining the corresponding homogeneous polynomial (of degree n) 
h(x) = f(x, **a x) 
= 
s Tn 
Kk, *** t,) x(t1) “a x(t,)(dm)” (2.4) 
it may be noted that there is no loss of generality in assuming that K( ...) 
is symmetric. That is to say, h(x) is homogeneous whether K( *. .) is symmetric 
or not. Indeed, if we denote the vector (tl, *.. t,J by t and let p be any permu- 
tation of the components of it, 
h(x) = /T’gpx(tl) ... x(t,)(dm) 
where the summation is taken over all permutations. Now the important 
point is that any homogeneous continuous polynomial over L, has the repre- 
sentation (2.4). For this we need only to show that every continuous symmetric 
n-linear form over L, has the representation (2.3a). Since we shall not make 
use of this result, we shall not prove it here, except to note that for n = 1, 
this is the familiar Riesz theorem for linear functionals [l], and that for 
higher values of n it can be proved by induction. 
We have seen that analytic functions can be approximated by polynomials. 
With specialization to a separable L, space, it is possible to show that every 
continuous function can be approximated by polynomials. Thus we shall 
show that we can find a sequence {P,(x)} of polynomials such that for any 
continuous function over L, 
goes to zero for each x in L,. For this let cD~ be a complete orthonormal 
sequence in L,, so that for every x, with [,I denoting the inner product in L,, 
x= 
2 a$i, 
ai = [X, dil 
1 
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Let 
for each N. Then for each x 
goes to zero with N, since f(x) is continuous. Now fN(x) is a continuous 
function of the N variables ai, i = 1, ..* N, and hence by the classical 
Wierstrass theorem we can find a sequence p,“( .) of N-variate polynomials 
such that 
goes to zero with n for each x. Now if we define for each x 
we obtain an M-polynomial of degree n. For the right side can obviously 
be written as the sum of homogeneous polynomials in the indicated variables, 
and each such homogeneous polynomial term of degree m of the form 
c fi a,?, 2 = m (2.7) 
1 “i 
clearly defines a homogeneous polynomial over L,. Hence the double sequence 
of polynomials p:(x) provides the approximating sequence sought. If we 
next make use of the fact that we have actually a function space, we can prove 
slightly more. Let @Jt) be a complete orthonormal sequence of functions 
in L,. Then a homogeneous polynomial as in (2.7) can be represented as 
(2.4) where 
so that for each function x(t) in L,(T), it can be readily verified that 
s W,, Trn -** t?J x(h) 0-a x(t,)(dm)m = c Q a:~, 2 = m n. 
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using the orthonormality of the functions Qi(t). Hence the approximating 
polynomials p,” can be expressed as finite sums of the type 
This result is due essentially to Frechet [12] who proved it for the space of 
continuous functions over a finite interval using trigonometric Fourier series. 
The question of the error in approximation will be taken up later, since 
we shall not be interested in “pointwise” approximation for each x but rather 
“in the mean.” It is not perhaps unnecessary to add that polynomials may 
not be the most suitable for purposes of approximation. A slightly more gene- 
ral form which will be useful later on is obtained by taking a 2n-variable 
function f$(tl, ..* t,; xi, ... x,) ti E T, xi complex and defining a functional 
by 
g(x) = @t19 *** 43; -a), *.- xW)(W (2.9) 
where the necessary measurability and integrability conditions are imposed 
on the function 4 (*). For each n, the closure of the class of functionals of 
the form (2.9) contains the class of all continuous polynomials of degree 7t, 
although not necessarily those of higher degree. (Here we mean closure in 
the pointwise sense: thus a sequencef,(.) of functionals over X converges to 
a functional f(x) if fn( x converges to f(x) for each x in X.) The important ) 
point to notice about g(x) as defined by (2.9) is that g(x) need not in general 
be analytic or even continuous. This enables us to widen the class of func- 
tionals under study. 
So far we have considered an La-space of complex valued functions. Suppose 
next we consider the generalization to the Hilbert space of the direct sum of 
q copies of the L, space. The result that continuous functionals can be approx- 
imated by polynomials still holds of course, since the sum-space is still 
separable but it is interesting to see what happens to the forms of the type 
(2.4). There are several ways of proceeding here, but the one we have chosen 
would seem to require the minimum of notation. First of all, let {&} represent 
a complete orthonormal system in the space L&g] [T]. Suppose now we have 
a homogeneous function defined by (2.7) where the {a,} are again the Fourier 
coefficients, with respect to &, of any x in X. Then we can express it in the 
form (2.10) by taking 
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and as before, in verifying that this gives the required answer, we have only 
to use the orthonormality properties of the sequence &(t). We note that any 
continuous functional can be approximated by finite sums of terms of the 
form (2.9) with kernels given by (2.10). 
Although we have considered an L, space over an abstract set, in the 
sequel we shall only need an L, space over an interval (or Lebesgue measur- 
able subset) in El with m the Lebesgue measure. In this case it is more sug- 
gestive to write for homogeneous polynomials 
f(x) = 1, .a- lTK(tl, -.- t,) x(tl) *a- x(t,J dt, -.. dt, 
and we shall do so as necessary. 
While we shall not make use of it in this paper, we note that for analytic 
functions over L,, the Taylor expansion takes the form: 
III. NONNEGATIVE OPERATORS AND STEEPEST DESCENT METHODS 
In view of the important role played by nonnegative operators in our 
theory, we shall here indicate some of their relevant features, and in particular 
a method of steepest descent involving these operators. 
Let H denote a real or complex Hilbert Space. A linear, continuous 
operator T mapping H into H is said to be nonnegative if for every X, y, 
in H: 
[TX, yl = KY, xl; [TX, 4 > 0 
It is then possible to define the positive square root of this operator, 
denoted by T, such that for every x, y, in H: 
[TX, y] = [fi, z/Ty] (3-l) 
in several equivalent ways and the one that requires least machinery using 
the Phillips-Balakrishnan calculus [I] is 
fix = 1 J* [e-n x - x] t-812 dt. 
q- +, 0 
This square root is also nonnegative. 
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In many cases we shall in addition see that the operator is compact 
[completely continuous]. The properties of a compact operator we shall note 
are: the eigenvalues are countable in number, and nonnegative: the nonzero 
eigenvalues converge to zero if nonfinite in number; let hi be the eigen- 
values and bi the corresponding eigenfunctions, orthonormalized; then for 
each x in H, we have: 
The optimization problems involved in estimation can, as we shall see, 
be reduced to that of minimizing the quadratic polynomial: 
Q(x) = [TX, ~1 - Lx, gl - k, xl (3.3) 
where g is a given element of H, and x ranges over all of H. Now if there is 
an element h in H such that 
Th =g (3.4) 
then for every x, 
Q(x) = [TX, x] - [x, Th] - [Th, x] 
= [fix, 1/7x] - [~/TX, @h] - [z/Th, Z/TX] 
= IId%- fib II2 - II l/?;h II2 
and clearly 
InfQ(x) = - ]I 1/Th II2 = - [Th, h] = - [h,g]. 
It is because of this that the usual statement ismade that the solution of the 
minimization problem is the solution of the “integral” equation (3.4). 
We shall now obtain a general solution to the minimization problem. 
Let us denote by H,, the null space of T and let g,, be the projection of g on 
this subspace. If g, is not zero, then for every real number 
so that 
Q&J = --u km go1 
InfQ(x) = - 00 = IqfQ(hg,,). 
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Suppose next that g, is zero. Since T is self-adjoint and nonnegative, we have 





where En is a resolution of the identity (see [l] for example) and m = 11 T /I. 
For each integer n define: 





m h-l dEAg 
11% 
Th,, = Z/Tg,, 
II Th, -g II -to 
For any x, y in H it is readily verified that 
Q(x) -Q(y) = II ~/TX - 1.‘?3,11~ 
+[TY-&x-YI+[x-y,Ty-g] (3.6) 
Now using (3.5) we note that 
so that 
Pm T&z - 81 = 0 
But 
Q(x) - Q&z) 3 Lx> Th, - gl + P’X - g, 4 + 0 
Hence 
Q(k) = - Ilgn II2 = - I/ j;nh-1ia4g II2 
Inf Q(x) = liy Q(h,J = li,m (/ I:, h-1/2 dEAg /I2 
Hence suppose 
Inf Q(x) > - ~0 
Then there is an element h in H such that 
h = lim 
s 
m 12 h-l/= dEA g l/72 
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and 
1/Th = g (3.7) 
Conversely, suppose there is an h in fl such that (3.7) holds and we may 
as well assume that h is orthogonal to H,,. Then for any x in H, 
Q(x) = 11 ~/TX - h II2 - [h, h] 
b - [h, 4 




Q)(G) = I I z/TX, - h II2 - [h, h] 
Inf Q(x)-= Em Q(x,J = - [h, h] > - 00 
While this gives the solution to the minimization problem, it is not con- 
structive, since the use of (3.5) f or instance requires the knowledge of the 
spectral resolution. For a given g we shall now show that an approximate 
solution can be obtained in practice by employing the method of steepest 
descent. The method does not use any spectral theory, and, in particular, 
compactness is not required. An early treatment of the method is due to 
Kantarovich [13]. Our presentation is more general, and the convergence 
of the method is proved without the additional assumptions that he makes. 
To avoid notational complication, we shall assume that H is a real Hilbert 
Space, the extension to a complex Hilbert Space being trivial. 
Method of Steepest Descent 
Let x be the arbitrarily chosen initial approximation. For any (nonzero) 
z is the orthogonal complement of II,,, and any number 
Q [x + a] = Q(x) + c2 [ Tz, z] + 2a [TX - g, z] (3.8) 
and is a quadratic form in E which attains its minimum for 
and 
q, = - [TX - g, z]/[Tx, z] 
Q Lx + ~4 = Q(x) - ([TX - g, 42/[T~, 4) (3.9) 
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Next in (3.9), we can seek to minimize further by proper choice of 2. Now 
the second term in (3.9) can be written 
[TX - g, 2’12 
where 
z’ = %/II VT-% 11 
and applying Schwarz inequality, we note that we should take 
z=Tx-g 
This is our motivation, but we now go ahead and define: 
z, = TX,--g 
xl = xo - co [TX - gl, l 0 = II zo l12/i%o, ~01 
and more generally, 
x, = x*-1 - 4-l [%-I - gJ. r,, = II 2, l12Kk, 4 
&a = TX,, -g 
We shall now show that 
Inf Q(x) = 1% Q(xn) 
For this we note that 
(3.10) 
Q(xn+l) = QW - (II G ll*/ll v’% II”) 
Hence if the infinite series 
(3.11) 
Q(x,) converges (monotonically) to minus infinity and there is nothing to 
prove. Otherwise, 
fg II % 11”/11 dTz, II2 -=c + O” 
1 
implies that 
z II 7% IT < + O” 
1 
since 
But (3.12) implies that 
lI%zI/=I/%-dl-+O (3.13) 
Now we shall only be concerned in this paper with the case where g is such 
that 
InfQ(X) > -00 
We have seen that this implies that there is an h orthogonal to H,, such that 
Hence 
Q(G) = II 1/TA;, - h I I2 - [k hl 
But since Q(x,J converges so does the first term and since 
this implies that 
since h is orthogonal to HO. Hence 
lim Q(xJ = - [h, h] = lnf Q(x) 
The sequence {xn} itself need not necessarily converge. 
It is possible to choose the coefficients Q to produce faster convergence, 
at the expense of greater complexity in determining them [13]. It should also 
be noted in the proof of the convergence of the steepest descent method, 
no use of the compactness was made and no spectral properties were used. 
Projections 
Let C be a closed convex subset of a Hilbert Space, sqarable or not- 
Then (see ref. 14) every element x in the Hilbert Space can be decomposed 
uniquely as: 
where x,, is in C and x1 is in H - C. Here x0 is called the projection of x 
on C, and is the unique best approximation to x by elements of C. If  C is 
actually a linear subspace, then x0 is orthogonal to x1 and is determined for 
instance by the condition that (x - x0) is orthogonal to every element of C. 
In the applications considered here, C is always a linear subspace. 
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IV. NONLINEAR FUNCTIONALS ON RANDOM PROCESSES 
Let x(t) be a (one-dimensional for the time being) random process, the 
parameter set being T. There will not need to be any restriction on T other 
than that imposed by the condition on x(t): 
where 
ss R(s,q2dIsIdItI <co (4.1) T T 
JJ%$s) x @)I = R(& t) 
and d 1 s 1 can be a measure on a Bore1 field of T, with the associated measur- 
ability conditions on R(s, t). While the theory that follows will be valid in 
this generality, for most purposes it is sufficient to assume that T is a bounded 
or unbounded interval of the real line (or at most, Euclidean n-space) and 
d / s 1 is the Lebesgue measure, and we shall do so in the remainder of the 
paper, unless otherwise qualified. When T is a finite interval (4.1) is always 
satisfied if the process has a finite second moment for every t; if the interval 
is unbounded, this condition is somewhat unnatural unless we multiply 
the given continuous process by say a square integrable function. If T is 
a finite set of points then again (4.1) is no restriction; however, if T is count- 
ably infinite then, in order for (4.1) to be valid, it may be necessary to multi- 
ply x(t) by a square summable sequence. 
We assume that R(s, t) is continuous. Hence, the parameter set being 
Lebesgue measurable, we can assume (see ref. 15, p. 61 et seq.) the process 
is separable relative to the closed sets and measurable. 
The main reason for requiring (4.1) is that we can then exploit the Kar- 
hunen-Loeve expansion for such a process, making possible the approxi- 
mation of functionals by polynomials. Under condition (4.1), if we consider 
the La-space of square integrable function over T, then 
s W, t>f(t) d  = g(s) T  (4.2) 
defines a compact, nonnegative operator over L,[T] and if the orthonormal- 
ized eigenfunctions corresponding to nonzero eigenvalues are &(t), then 
setting 
ki = ST&(t) x(t) dt (4.3) 
the random variables fi are uncorrelated. If R(s, t) is continuous then 




the limit being taken in the mean square. By virtue of (4.4), omitting a set 
of zero probability, we may consider the sample functions of the process as 
elements in L,[T], in particular, in the closed subspace spanned by the &. 
We have, in other words, a Hilbert Space &-space) valued random variable. 
Let us denote this by X(W). Let B be the smallest Bore1 field with respect to 
which all the & are measurable. Then for any continuous linear functional 
x* on the Hilbert Space, 
x*L+)l 
is w-measurable. The totality of these, of course, define x(w). (See ref. 16.) 
Moreover, let f(x) be an M-polynomial over the L,[T] space. Then 
f [x(w)1 (4.5) 
is also w-measurable. Indeed this is true for every continuous functional on 
L, [T]. Our interest here is, of course, on functionals of the process (or 
random variables measurable w) and our main endeavor will be to obtain a 
general representation in terms of a convergent sequence of functionals of 
the form (4.5). Thus, in a large class of problems, we will need the best mean 
square estimate of a random variable 4 in terms of x(t), 0 < t < T. But the 
optimal estimate [* is, of course, given by the conditional expectation: 
5* = E [&z(t), 0 < t < T] = E [5/B] 
= &, E [t-/L **. &] with probability one and in the mean of order two. 
(4.6) 
We shall begin by showing how to determine the best approximating 
polynomial of given degree N. For this, let K,(X) be a continuous homo- 
geneous polynomial over L, [T] of degree v in x, which then has the form 
(2.4). We wish to determine KY(x) so that the mean squared error 
(4.7) 
where 
K”(W) = K[x(~)I (4.8) 
is minimized. Here we can use the projection method of Section III. Thus 
let S be the class of all random variables of the form 
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as well as constants. Then let L be the closed linear extension of these in 




are in L. What we need is the projection of 5 on L and, assuming first that 
this projection is of the form (4.9), we must have 




E El - 2 E [K&J)] = 0 corresponding to Y = 0. (4.11) 
0 
We can simplify these further, since 
yielding a system of integral equations. A more concise way of expressing 
this is to use multiple process theory. Thus let t = (tr, t,, ... tN) be in TN, 
as define an N dimensional vector process by the column vector, for each t 
in TN, 
y(t) = [+I); +I) &); -“; $1) &‘) ‘-* X(tN)] 
Then we need to determine K(t) in [L,[TN]IN in 
s TN p(t)* K(t) d I t I, J?‘ct> = Y(t) - WWI 
and in this notation (4.10), (4.11) become (see ref. 17) 
I TNR(~, t) K(t) d I t I = E [tp(s)l, s E TN 
where 
R(s, t) = E [p(s) P(t)*] 
is the N by N covariance Matrix. The estimate is itself of course, 






The class L contains a lot more than those of the form (4.9) and it is of 
course a moot question as to what happens if the projection is not of this 
form, or in other words there is no K(t) satisfying (4.14). This can be cleared 
up as in Section III and ref. 17. We note first that the left side of (4.14) 
defines a compact, nonnegative operator on [L,[TN]IN and denoting this 
by R, we note that for any K(t), 
where 
E[5 - f(w)l” = &?I + [RK Kl - WC gl (4.16) 
g(s) = JamI, t = 5 - WI 
We are seeking the minimum of (4.16). But in (4.16) the first term is fixed, 
and we are thus seeking the minimum of the form discussed in Section III, 
except that since (4.16) is nonnegative, 
Inf Q(K) = [RK, K] - 2[K, g] > -E[c2] 
So that as we have shown in Section III, there is always a sequence K,, 
RKn+g 
and 
PK) + Inf Q(K) 
A necessary and sufficient condition for K, to converge can be given in terms 
of the eigenvalues of R. Incidentally, we note that g(.) is always orthogonal 
to the null space of R. Also, we have already indicated a steepest descent 
method of “solving” (4.14). Note that only moments and no distributions 
are required in the solution of the minimization problem. 
We shall next consider the class of nonlinear functionals which include 
the polynomials above as a special case, to which we have referred in Section 
II. Thus let $(tr, ... tn: x1, .*. x,) be a 2n-variate function, measurable with 
respect to the Bore1 field of [T x E,] and such that 
s TnzEn W x)“& 4 d I x I d I t I < co (4.17) 
where p(t; 2) is the n-variable probability density of the variables 
x(h), ... x(tn), assumed measurable on [T” x EJ. Let L, denote the corre- 
sponding Hilbert Space. For each #(.) in L, let 
4(w) = j-,” d(t; x(td, -se x(tnN d I t I (4.18) 
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Then $(w) is measurable. Also by Schwartz inequality; 
or, $(uJ) has finite variance. 
Let 
At; x/T; Y) 
be the conditional probability density function of x(tr) **a x(t2), given 
y(~r), .** y(7.J. Then the conditional expectation 
4kJJYw)1 = j,“,, ~(t;x)p(t;~/~;Y)dltldlxl 
n 
and 
defines a linear operator R on L, into L,, since 
(4.19) 
E {JW(~)/Y(T)I~) = s, #CT; Y “P(T; Y) d I Y I < E[+(QJ)~] 
Also 
l111,112G I TInEw(W)21 G I T12~l141/2 
implying that R is bounded. In fact, setting $(t; x) = 1, we note that 
IIRII = I TI” 
Also R is nonnegative, since 
and for c$, + in L, 
However, it is not immediately clear that R is compact; although with some 
additional (smoothness) conditions, we can ensure compactness. In what 
follows we do not require the compactness of R. Next, for any random 
variable, 5, let g(T; X) be the function defined by the conditional expectation: 
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Then g(o) belongs to La. Moreover, for any + in La, we can readily verify 
that: 
The problem of finding the best estimate for 4 is then that of minimizing 
Q(b) = VW d> - W, d 
where R is a bounded nonnegative operator and the theory of Section III 
again applies. Thus we can apply the quickest descent method to find the 
minimum. In general, we can only find a sequence +,, in L, such that 
and the 
lim RA =g (4.20) 
Inf QW = 1% Q&J (4.21) 
The reason is that the class S of random variables of the form 4(w) where 
C$ E L2 is not closed in the mean, although linear. The projection of 5 on 
the closure of S is the optimal estimate, but such an estimate may not be in 
S in general and can only be approximated by elements in S. 
For each approximating estimate in (4.20) or (4.21), it should be noted 
that the corresponding functional g(x) in (2.9) over the L,[T] space spanned 
by the &(t) may not be defined without additional smoothness assumptions. 
We now go back to the problem of approximating functionals on the pro- 
cess, which, without loss in generality, we may take as; 
5* = E[S/x(t), 0 < t < T] = E[5/B] 
We note that in determining the best polynomial of given degree we used only 
the moments of the random variables involved. Hence, if the x(t) process 
distributions involved are such that they are determined by the moments, 
then we should expect to be able to approximate by polynomials in the mean 
of order two. A sufficient condition of this nature is given by Masani and 
Wiener in a related context [ll]. In the present case this would be that x(t) 
is essentially bounded, independent of t; that is to say, there is an L such that 
Pr[L.IJ+B. 1 x(t) 1 > L] = 0 (4.22) 
We may formally indicate how (4.22) implies that the sequence of optional 
polynomials converges to 5 *. First from (4.22) it follows that the variables 
& similarly have a common essential bound: 
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This implies, as in ref. 11, that for each N 
can be approximated in the mean square by polynomials in the variables 
K,? ... tN). But such a polynomial can, as we have seen in Section II, be 
expressed as M-polynomials, and this completes the proof. Another sufficient 
assumption is, of course, that x(t) is a Gaussian process. What we need here 
in general is that for each N, the joint distribution of the & be such that 
the polynomials are complete (in the mean square) with respect to it. How- 
ever, we need a condition of this sort preferably on the x(t) process, invufving 
finite samples therefrom, such that each finite ti distribution would have the 
completeness property, and this is apparently not known at present, except 
for extreme conditions of the type (4.22). 
On the other hand, it is possible, based on the well-known Polya-Szego 
example [l 1, 181 to construct processes for which we cannot produce a 
convergent polynomial sequence. For this let 
where 
x(t) = f+(t) 0 < t < T 
s T+(t)2 dt = 1; d(t) > 0 0 
and f  has the probability density 
p(x) = [exp - xa cos LY~~]/I: exp - ta cos CY?I dt; 0 < x; 0 < 01 < l/2 
=o,x<o (4.23) 
Let it be required to approximate 
Any M-polynomial is, in this case, clearly a polynomial in 4 and since <* 
cannot be the mean square L-nit of pofynomids in 6, our counter example is 
complete. (It must be noticed, however, that we can always find a sequence 
of polynomial estimates that converge to [* with probability one.) 
Let us next consider the class of estimates of the form (4.18). Since the 
determination of the optimal estimates now requires knowledge of the distri- 
butions (rather than merely the moments), we have reason to expect we 
can do better. This is certainly true in the example above, since we have 
only to take for instance 
$(t, x) = #(t)2 sin ([sf+(t)]l+ sin a7r) 
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We shall now prove this in general. What we have to show is that there is a 
sequence of estimates of the form (4.18) which converges in the mean square 
to [*. Since 
converges to [* in the mean square, it is enough to show that for each N, 
[*, can be similarly approximated. For this, we begin by approximating the 
ti by finite sums. Thus let 
where these finite sums converge with probability one and in the mean 
square to the integrals defining &. Next let 
r;:’ = E[c/f:“‘, . . . t$)] (4.26) 
Then for each n: 
E[5~)12 < E[C21 (4.27) 
and [‘,“) converges in the mean square to 4%. Now for each n, N, the right 
side of (4.26) can be approximated by a continuous function in N variables, 
and denoting this function by g%,J...), let us define the estimates 
where G(. ; u) is a Gaussian density with zero mean and variance u2. These 
estimates are of the form (4.19 and moreover, as u goes to zero they converge 
in the mean square sense to 
This completes the proof of the stated result, since these approximate (4.26) 
and, in turn, thus approximate [*. 
While the question of convergence is largely of academic interest, the 
question of how much better the estimates of the form (4.18) are over the 
polynomial estimates is, of course, of practical interest as well. General 
answers here must await further study. 
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V. EXAMPLES 
Mostly for the purpose of amplification, we shall now examine one or 
two examples, leaving detailed calculations to a later occasion. These examples 
are, needless to say, by no means exhaustive of the class of problems the 
theory subsumes. 
We shall begin with a well-known prediction problem [19, 71 whose 
control system setting is described in, for example, ref. 20. The generic 
problem here can be phrased as follows: 
x(t) = s(t) + n(t) O<t<T (5-l) 
where s(t) and n(t) are statistically independent and is desired to obtain the 
best mean square estimate for 
fW + 41 (5.2) 
wheref( .) is a continuous function. In a majority of these problems we have 
a reduction to a finite number of unknowns. Thus we can take: 
s(t) = 2 a,h,(t) 
1 
where the hi are known functions and ai random, so that the problem can be 
viewed as that of determining some function of the {a,}. In order to conserve 
notation, let us consider the case where there is only one variable so that, say: 
Let 
s(t) = 49 (5.3) 
R(& t) = -m(s) WI 
be the covariance function of the noise process. There is no loss in generality 
in assuming that all random variables in (5.1) have zero means. We assume 
that R(s, t) is continuous, and g(t) Lebesgue measurable and square inte- 
grable. Since g(t) is not necessarily continuous, the covariance function of 
x(t) is not necessarily continuous and hence the previous theory does not apply 
directly. Let R denote the linear operator L,[O, T] given by: 
s 
T  
R(s, t)f(t) dt = h(s); Rf = h 
0 
(5.4) 
Then R is nonnegative and compact. Let go be the projection of g on the null 
space of R. If go is nonzero, the estimate: 
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is such that d = a with probability one and f(8) is the best estimate for 
f(u) regardless of criterion. Hence let us next assume that g, is zero. Let 
{Ai} be the nonzero eigenvalues and $i the corresponding orthonormalized 
eigenfunctions. Let 
hgl = at 
Suppose 
$z;lA, = fw 
1 
Define the estimates: 
E[(tLN - u)21 = I/( 3 +,) 
1 
and hence pN converges to a in the mean square. With some additional 
smoothness conditions on the noise process statistics, this would in turn 
imply that for any analytic function f(a), j(pN) converges to f(a). Hence the 
only remaining possibility is that 
(5.5) 
We shall first show that this implies that g(t) is continuous, and more impor- 
tantly that 
At> = ~ddt) (5.6) 
1 
for every t. For this, we note first that 
(z udt(t))2 G (x &k) (2 Wt) Mt)) 
and hence the right side of (5.6) converges for every t uniformly, by virtue 
of the Mercer theorem [17]. This readily implies (5.6), since we already 
have mean square convergence. Because of (5.6), we have that uniformly in t: 
dt> = ~~A&) 
1 
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in the mean square sense, where 
xi = aai + &, & = /Tn(t)&(t) dt 
II 
Let f( .) be such that 
WWI < a3 
Then we are ready to apply the previous theory. Here the Martingale 
L = E[f(a)/xi, i = 1, ..* n] (5.7) 
can be expressed obviously as 
f = JfW p(a) $4x1 - alay -a.? xn - a4 da 
R 
fp(4Mxl - alaT -*, x, - w) da 
(5.8) 
where p(a) is the density of a and pn( ...) is the joint n-variate density of &. 
The main question here is whether $ can be approximated in the mean 
square by polynomials in the xi. Syppose the noise process is Gaussian, 
then (5.8) can be further simplified to 
j = .ff(a>$+4 exp (---a2dP + ad da 
n 
.fda) exp (--a?~/2 + ad da 
(5.9) 
where 
By virtue of (5.5), both & p,, converge to limits r2, p where 
y2 = 2 ai/h,; p = $ $ /:x(t) +i(t) dt 
1 
and the Martingale converges with probability one and in the mean square to 
WY, d (5.10) 
For Gaussian noise we can thus obtain the complete answer analytically. 
We can also make the solution constructive, without having to solve first for 
eigen functions, by using the steepest descent method of Section III, for 
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arbitrary square integrable g(t). For this, let h, be the sequence obtained by 
applying the steepest descent method to the minimization problem for 
Then setting, 
the optimal estimate is given by the limit 
Let us next see what light the Gaussian case sheds on the general problem. 
In the first place, we see that H(r, CL) cannot in general be approximated by 
polynomials; for this we have only to allow the random variable a to have 
the density defined by (4.23) and take, as there, 
f(u) = sin (aa sin a~). 
On the other hand, by the general theory in Section IV, we can always do so 
by functionals of the form (4.18). The detailed calculations of how much 
better these are over the polynomial estimates will appear elsewhere. When the 
noise is nonGaussian the analysis naturally yields much less, whereas there 
is no difficulty in applying the approximation theory. 
We shall next consider (5.1) with s(t) as in (5.3), but now allow both a 
and s(t) to be random. Such a problem arises, for instance, in system deter- 
mination from noisy input-output data. Here it is natural to assume that a 
and s(t) are independent. Assuming that s(t) has a continuous covariance 
function the previous theory (of Section IV) again applies. Some simplifica- 
tion is possible if we assume that the correlation function 
is such that 
WJ, t) = -wJ) 44) 
where R, is the nonnegative linear operator associated with R,(a, t) as in 
(5.4). Then (5.6) holds in the mean square sense, and we can proceed to 
obtain (5.8) where now the expression has to be averaged with respect to 
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the {ai}. Since from the analytical point of view we are only interested here 
in indicating what can happen, we shall assume that s(t) is Gaussian and 
further that & are also eigen functions of R,, so that 
Then (5.8) averaged reduces to: 
(5.12) 
A(4 = Aa) f [1 + U%Ji/h(]-l 
If we define: 
then g,, converges in the mean square to g(t), say, provided 
c; uJ(x; + u2u,A,) < + OJ 
z 
and (5.12) converges to 
In general, however, the integrands in (5.12) will not converge as we have 
already seen. Even iff(a) = a, and a is Gaussian, the estimates are nonlinear. 
Thus it would appear that the approximate methods could be used to good 
advantage, since even in the simplified version steepest descent methods 
would have to be used in any constructive solution, as in the previous example. 
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