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Abstract
In this paper, we construct center stable manifolds of unstable line solitary waves
for the Zakharov–Kuznetsov equation on R × TL and show the orbital stability of
the unstable line solitary waves on the center stable manifolds, which yields the
asymptotic stability of unstable solitary waves on the center stable manifolds near by
stable line solitary waves. The construction is based on the graph transform approach
by Nakanishi–Schlag [34]. Applying the bilinear estimate on Fourier restriction spaces
by Molinet–Pilod [31] and modifying the mobile distance in [34], we construct a
contraction map on the graph space.
1 Introduction
We consider the two dimensional Zakharov–Kuznetsov equation
ut + ∂x(∆u+ u
2) = 0, (t, x, y) ∈ R× R× TL, (1.1)
where ∆ = ∂2x + ∂
2
y , u = u(t, x, y) is an unknown real-valued function, TL = R/2πLZ and
L > 0. The equation (1.1) preserves the mass and the energy:
M(u) =
∫
R×TL
|u|2dxdy,
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E(u) =
∫
R×TL
(1
2
|∇u|2 − 1
3
u3
)
dxdy,
where u ∈ H1(R× TL).
The Zakharov–Kuznetsov equation was derived by Zakharov and Kuznetsov [46] to
describe the propagation of ionic-acoustic waves in uniformly magnetized plasma. The
rigorous derivation of the Zakharov–Kuznetsov equation from the Euler–Poisson system
was proved by Lannes, Linares and Saut [18]. The Cauchy problem of the Zakharov–
Kuznetsov equation has been studied in many paper [10, 8, 11, 19, 20, 21, 22, 31, 37]. The
global well-posedness of the Zakharov–Kuznetsov equation in Hs(R × TL) for s > 32 has
been proved by Linares, Pastor and Saut [21] to study of the transverse instability of the
N -soliton of the Korteweg-de Vries equation. By proving a bilinear estimate in the context
of Bourgain’s spaces Xs,b, Molinet and Pliod [31] improved the result of the well-poseness
on R× TL in [21] and showed the global well-posedness in H1(R× TL).
The Zakharov–Kuznetsov equation is one of multi-dimensional model of the Korteweg–
de Vries equation. The Korteweg–de Vries equation has the one soliton
Qc(x− ct) = 3c
2
cosh−2
(√c(x− ct)
2
)
,
where c > 0. The orbital stability of the one soliton was showed by Benjamin [5]. Pego
and Weinstein [35] proved the asymptotic stability of the one soliton on the exponentially
weighted space. To treat solutions including a small soliton, Mizumachi [27] showed the
the asymptotic stability of the one soliton on a polynomial weighed spaces. In [23, 24, 25],
Martel and Merle proved the asymptotic stability on the energy space by using the Liouville
type theorem and the monotonicity property.
We regard the one soliton Qc(x−ct) of the Korteweg–de Vries equation as a line solitary
wave of (1.1). In [14], to study the stability of line solitary wave with weak transverse
perturbation of the KdV flow, Kadomtsev and Petviashvili derived the two-dimensional
models of the KdV equation which is the KP equation. In [45], Zakharov obtained the proof
of the instability of line solitary waves on the KP-I flow which was based on the existence
of a Lax pair for the KP-I equation. The spectral stability of line solitary waves as the
KP equation was obtained by Alexander, Pego and Sachs [1]. In [38, 39, 40], by using the
argument which is applicable to show the transverse instability of the dispersive equations
without integrable structure, Rousset and Tzvetkov proved the stability and instability of
line solitary waves of the KP-I equation on R2 and R×TL. Applying the inverse scattering
method, Villarroel and Ablowitz showed the stability of line solitary waves of the KP-II
equation for the decaying perturbations in [42]. The orbital stability and the asymptotic
stability of line solitary waves for the KP-II equation on R×TL was showed by Mizumachi
and Tzvetkov [30]. Using the local modulations of the amplitude and the phase shift of line
solitary waves which behaves like a self-similar solution of the Burgers equation, Mizumachi
proved the asymptotic stability of line solitary waves of the KP-II equation on R2 in [28, 29].
The instability of the line solitary waves of the Zakharov–Kuznetsov equation on R2 was
proved by Rousset and Tzvetkov [38]. On TL1 × TL2 with sufficiently large L2, the linear
instability of line periodic solitary waves of the Zakharov–Kuznetsov equation have been
showed by Johnson [13] by using Evan’s function method. The instability of the line
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solitary waves of the Zakharov–Kuznetsov equation on R× TL with large traveling speed
was showed by Bridges [7]. In [44], the author proved that the line solitary waves Qc(x−ct)
of the Zakharov–Kuznetsov equation on R×TL is orbitally stable and the asymptotically
stable for 0 < c ≤ 4
5L2
and is unstable for c > 4
5L2
. The proof of the asymptotic stability
in [44] is based on a Liouville type theorem and virial type estimates in [25]. By the
Lyapunov–Schmidt reduction method, the existence and the stability of the transversely
modulated solitary waves was showed in [44]. Using the normal form which describes the
motion of the amplitude of the transversely modulated solitary waves, Pelinovsky proved
the asymptotic behavior of solutions near by the transversely modulated solitary waves for
the Zakharov–Kuznetsov equation in [36]. Moreover, Pelinovsky showed the asymptotic
stability of the transversely modulated solitary waves in the sense by Pego and Winstein
[35].
In this paper, we construct a center stable manifold in energy space to study the be-
havior of solutions near by unstable line solitary waves. There have been many papers
[2, 4, 3, 12, 15, 17, 26, 33, 34, 41] for constructing the center stable manifold for various
equations. In [2], developing the Hadamard method, Bates and Jones and constructed
invariant manifolds in abstract setting for nonlinear partial differential equations. More-
over, applying the construction in abstract setting, Bates and Jones proved the existence
of a Lipschitz center stable manifold of the nonlinear Klein–Gordon equation under the
radial symmetry restriction with the power nonlinearity which satisfies the nonlinearity is
local Lipschitz H1 → L2. To treat a derivative loss term due to the translation, Nakanishi
and Schlag [34] proved the existence of a center stable manifold for the nonlinear Klein–
Gordon equation around solitary waves which generated from radial stationary solutions
by the action of Lorentz transforms and spatial translations by introducing the mobile
distance. Using a framework based on vector bundle coordinates, Jin, Lin and Zeng [12]
constructed the center stable manifold for the 3D Cross-Pitaecskii equation around soli-
tary waves. By using the Strichartz estimate of the linear evolution around ground states,
Schlag constructed a center stable manifold for the 3D cubic nonlinear Schro¨dinger equa-
tion around ground states in W 1,1 ∪W 1,2 and proved the scattering on the center stable
manifold in [41]. Improving the result [41], Beceanu [3] constructed a center stable mani-
fold for the 3D cubic nonlinear Schro¨dinger equation around ground states in the critical
space H˙
1
2 . Applying the argument [41], Krieger and Schlag [15] constructed a center sta-
ble manifold for 1D nonlinear Schro¨dinger equation with L2-critical nonlinearity around
ground states. By investigating the ejection of solutions near the ground state and using
trichotomy results in [16], Krieger, Nakanishi and Schlag construct a center stable manifold
for the energy critical nonlinear wave equation. Martel, Merle, Nakanishi and Raphae¨l [26]
constructed a center stable manifold for the L2-critical generalized KdV equation around
one solition on weighted space by applying trichotomy result which classifies initial datum
near one soliton by the asymptotic behavior of solution.
To state the main result, we define some notations. The solitary wave manifold of Qc
is defined as
S(c) = {τqQc : q ∈ R}
and the neighborhood of the solitary wave manifold S(c) is defined as
Nc(δ) = {u ∈ H1(R× TL) : inf
q∈R
‖u− τqQc‖H1 < δ},
3
where (τqu)(x, y) = u(x− q, y). Let Lc = −∆+ c− 2Qc. Then, the linearized operator of
(1.1) around the line solitary wave Qc(x − ct) as a relative equilibrium point is ∂xLc. By
the global well-posedness result in [31], we define U(t) as the flow map of (1.1) at time t.
The following theorem is the main theorem.
Theorem 1.1. Let c0 ∈ {c > 4/5L2 : c 6= 4n2/5L2 for n ∈ Z}. Then there exists C1
manifoldMcs(c0) in H1(R) containing the solitary wave manifold S(c0) with the following
properties:
(i) The codimension of Mcs(c0) in H1(R× TL) equals 2 times the integer part of
√
5c0L
2
which is the total dimension of the eigenspaces of the linearized operator ∂xLc0 cor-
responding to eigenvalues with positive real part.
(ii) τqU(t)Mcs(c0) ⊂Mcs(c0) for q ∈ R and t ≥ 0.
(iii) Mcs(c0) is normal at Qc0 to the eigenspaces corresponding to eigenvalues of ∂xLc0
with positive real part.
(iv) For any ε > 0, there exists δ > 0 such that U(t)(Mcs(c0)∩Nc0(δ)) ⊂Mcs(c0)∩Nc0(ε)
for t ≥ 0.
(v) There is ε0 > 0 such that for u0 ∈ Nc0(ε0) \ Mcs there exists t0 > 0 satisfying
U(t0)u0 /∈ Nc0(ε0).
Remark 1.2. The construction of the center stable manifoldMcs(c) is based on the global
well-posedness of (1.1) in [31]. Therefore, in this paper, we only consider the solutions of
(1.1) in [31] which are in the Bourgain spaces in local time. If the unconditional uniqueness
of the solutions of (1.1) in C(R, H1(R × TL)) is proved, we can show the center stable
manifold without the restriction of the class of solutions.
Remark 1.3. For any positive integer n, ∂xL4n2/5L2 has extra eigenfunctions corresponding
to 0 eigenvalue which follows a bifurcation of the branch {Qc : c > 0} at c = 4n2/5L2.
Therefore, it is difficult to construct a manifold around S(4n2/5L2) satisfying (i)–(v) in
Theorem 1.1.
Applying the asymptotic stability result of the line solitary wave with the critical speed
4/5L2, we obtain the asymptotic behavior of solutions on the center stable manifoldMcs(c)
near by Q4/5L2 .
Corollary 1.4. For any β > 0 there exists cβ > 4/5L
2 such that for 4/5L2 < c < cβ there
exists εβ,c > 0 satisfying the following. For any solution u0 ∈ Msc(c)∩Nc(εβ,c) there exist
ρ1 ∈ C1([0,∞)) and c+ > 0 such that
lim
t→∞
∫
{x>βt}
(
U(t)u0 − τρ1(t)Qc+
)
dxdy = 0, lim
t→∞
ρ˙1(t) = c+,
|c− c+| . ‖u0 −Qc‖H1(R×TL).
The proof of the existence of the center stable manifold Mcs(c) is based on the argu-
ment by [34]. Since the translation of functions τqu in the energy space are not Lipschitz
continuous generally by the energy norm with respect to the translation parameter q, it
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is difficult to show the smallness of the difference between functions and the translated
function uniformly. In [34], Nakanishi and Schlag introduced the mobile distance on the
energy space which measures the translation of functions as a Lipschitz continuous term.
There are two difficulties to apply the argument by [34]. In the case of (1.1), the gener-
alized eigenfunction of the adjoint operator of the linearized operator of (1.1) around the
line solitary wave is not in L2(R× TL). Therefore, we can not use the suitable symplectic
spectral decomposition of functions on the energy space. By applying anther decompo-
sition, a modulation term has same order of the difference between a line solitary wave
and the solution of (1.1). In [34], Nakanishi and Schlag used that the order of modulation
term is higher than the order of the difference to show the estimate for the contraction
map on the set of graphs which is in Lemma 3.2 of [34]. Therefore, we can not show the
estimate for the contraction map by the mobile distance in [34]. This difficulty appeared to
construct a center stable manifold of the energy critical wave equation and was overcame
in [17] by the ignition lemma and that the codimension of the center stable manifold is
one. To construct the center stable manifold with high codimension and to modify the
argument in [34], we adjust the scaling of the correction term in the mobile distance and
show the estimate for the contraction in Lemma 3.8. The equation (1.1) has the nonlinear
term ∂xu
2 which has a derivative loss. To control the nonlinear team, in [31], Molinet and
Pliod proved a bilinear estimate on Fourier restriction spaces introduced by Bourgain [6].
To treat the nonlinear term ∂xu
2 and to construct the center stable manifold, we apply
the argument in [34] by using space-time estimates with space-time derivatives.
Our plan of the present paper is as follows. In Section 2, we define a spectral decompo-
sition with respect to the linearized operator of (1.1). In Section 3, we show the estimate
of the difference between solutions of a linearized equation of (1.1) and solutions of a local-
ized equation of (1.1) by the mobile distance. In Section 4, we construct the center stable
manifold by applying the argument in [34]. In Section 5, we prove the C1 regularity of the
center stable manifold which follows the argument in [17].
2 Preliminaries
Let c∗ > 0. In this section, we assume that there exists a positive integer n0 such that
2n0√
5c∗
< L < 2(n0+1)√
5c∗
. We denote the inner product in L2(X) by
(u, v)L2(X) =
∫
X
uv dx, u, v ∈ L2(X),
and the coupling between H1(X) and H−1(X) by
〈u, v〉 = 〈u, v〉H1(X),H−1(X), u ∈ H1(X), v ∈ H−1(X),
whereX = R or R×TL. In particular, we denote (·, ·)L2 = (·, ·)L2(R×TL), ‖·‖L2 = ‖·‖L2(R×TL)
and ‖·‖Hs = ‖·‖Hs(R×TL).
We define the linearized operator Lc of the stationary equation of (1.1) around Qc as
Lc = −∆+ c− 2Qc
5
and the linearized operator Lc of the stationary equation of the Korteweg–de Vries equation
around Qc as
Lc = −∂2x + c− 2Qc.
Then, the linearized operator of (1.1) around Qc(x−ct) is ∂xLc. By the Fourier expansion,
we have for u ∈ H1(R× TL)
(Lcu)(x, y) =
∞∑
n=−∞
(
Lc + n
2
L2
)
un(x)e
iny
L ,
where
u(x, y) =
∞∑
n=−∞
un(x)e
iny
L .
The following proposition follows in Proposition 3.1 in [43].
Proposition 2.1. Let c > 0. The following holds.
(i) Lc has the only one negative eigenvalue −5c4 . Moreover, the set of eigenfunctions of
Lc corresponding to −5c4 is spanned by Q
3
2
c .
(ii) If 0 < a < 5c
4
, then ∂x(Lc + a) has the only one positive eigenvalue λ(a) (resp. the
only one negative eigenvalue −λ(a) ) which is simple. Moreover, eigenfunctions of
∂x(Lc + a) corresponding to λ(a) (resp. −λ(a) ) is in H∞(R).
(iii) If a > 5c
4
, then ∂x(Lc + a) has no positive eigenvalues.
(iv) If a 6= 5c
4
and a > 0, then the kernel of ∂x(Lc + a) is trivial.
(v) If a = 5c
4
, then the kernel of ∂x(Lc + a) is spanned by Q
3
2
c .
Let λk = λ(
k2
L2
) for integer k with 0 < k ≤ n0. We define
k∗ = max
0<k≤n0
λk, k∗ = min
0<k≤n0
λk. (2.1)
For 0 < k ≤ n0, we define the eigenfunction of ∂x(Lc∗ + k2L2 ) corresponding to λk (resp.−λk) as f+k (resp. f−k ). Then, we show the following property of f+k .
Proposition 2.2. Let g+k (x) = f
+
k (−x). The following holds.
∂x
(
Lc∗ + k
2
L2
)
g+k = −λkg+k ,
(
f+k ,
(
Lc∗ + k
2
L2
)
g+k
)
L2(R)
< 0.
Proof. ∂x(Lc∗+ k2L2 )g+k = −λkg+k follows the definition of g+k . By the spectral decomposition
corresponding to Lc∗ , we denote f+k by
f+k = cQ
3
2
c∗ + µ∂xQc∗ + γ
+.
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Then, the above equation yields
g+k = cQ
3
2
c∗ − µ∂xQc∗ + γ−,
where γ−(x) = γ+(−x). Let Lc∗(k) = Lc∗ + k2L2 . Since
(f+k ,Lc∗(k)f+k )L2(R) =
1
λk
(∂xLc∗(k)f+k ,Lc∗(k)f+k )L2(R),
we have
(f+k ,Lc∗(k)f+k )L2(R) = (g+k ,Lc∗(k)g+k )L2(R) = 0.
On the other hand, from the equations
(f+k ,Lc∗(k)f+k )L2(R) =
( k2
L2
− 5c
∗
4
)
c2
∥∥∥Q 32c∗∥∥∥2
L2(R)
+
k2µ2
L2
‖∂xQc∗‖2L2(R) + (γ+,Lc∗(k)γ+)L2(R)
and
(g+k ,Lc∗(k)g+k )L2(R) =
( k2
L2
− 5c
∗
4
)
c2
∥∥∥Q 32c∗∥∥∥2
L2(R)
+
k2µ2
L2
‖∂xQc∗‖2L2(R) + (γ−,Lc∗(k)γ−)L2(R),
we obtain
(g+k ,Lc∗(k)f+k )L2(R) =
( k2
L2
− 5c
∗
4
)
c2
∥∥∥Q 32c∗∥∥∥2
L2(R)
− k
2µ2
L2
‖∂xQc∗‖2L2(R) + (γ−,Lc∗(k)γ+)L2(R)
≤− 2 k
2
L2
µ2‖∂xQc∗‖2L2(R).
We assume µ = 0 and
(γ−,Lc∗(k)γ+)L2(R) = (γ+,Lc∗(k)γ+)L2(R),
then γ+ = γ− and g+k = f
+
k . This contradicts λk > 0. Thus, we obtain the conclusion.
After an appropriate normalization of f+k and f
−
k , we have(
f+k ,
(
Lc∗ + k
2
L2
)
f−k
)
L2(R)
=
1
πL
,
∥∥f+k ∥∥L2(R) = ∥∥f−k ∥∥L2(R).
Then, from the uniqueness of f+k and f
−
k , we obtain that
f+k (x) = −f−k (−x), x ∈ R.
The unstable and stable eigenfunctions of ∂xLc∗ are denoted by
F±,0k (x, y) = f
±
k (x) cos
ky
L
, F±,1k (x, y) = f
±
k (x) sin
ky
L
.
The functions F±,0k and F
±,1
k satisfy
(F+,jk ,Lc∗F
−,j
k )L2 = 1, ∂xLc∗F
±,j
k = ±λkF±,jk , j = 0, 1.
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We consider the decomposition in L2(R× TL) such that
u =
∑
j=0,1
k=1,2,...,n0
(Λ+,jk F
+,j
k + Λ
−,j
k F
−,j
k ) + µ1∂xQc∗ + µ2∂cQc∗ + γ, (2.2)
where
Λ±,jk = Λ
±,j
k (u) = (u,Lc∗F
∓,j
k )L2, µ1 = µ1(u) =
(u, ∂xQc∗)L2
‖∂xQc∗‖2L2
,
µ2 = µ2(u) =
(u,Qc∗)L2
(∂cQc∗ , Qc∗)L2
,
γ = γ(u) = u−
∑
j=0,1
k=1,2,...,n0
(Λ+,jk F
+,j
k + Λ
−,j
k F
−,j
k )− µ1∂xQc∗ − µ2∂cQc∗ .
We define the projections corresponding to (2.2) as
P±u =
∑
j=0,1
k=1,2,...,n0
Λ±,jk (u)F
±,j
k , P0u = µ1(u)∂xQc∗ + µ2(u)∂cQc∗ , P1u = µ1(u)∂xQc∗ ,
P2u = µ2(u)∂cQc∗ , Pγu = γ(u), Pd = Id− Pγ .
The orthogonality of the projections yields the properties:
P±∂xLc∗ = ∂xLc∗P±, (2.3)
Lc∗P1 = 0, P2∂xLc∗ = 0 and Lc∗∂xLc∗P2 = 0. (2.4)
The following proposition follows the proof of Lemma 2.2 in [33].
Proposition 2.3. There exists C > 0 such that for u ∈ H1(R× TL) we have
〈Pγu,Lc∗Pγu〉H1,H−1 ≥ C‖Pγu‖2H1 ,
where 〈·, ·〉H1,H−1 is the coupling between H1(R× TL) and H−1(R× TL).
Proof. We assume that there exists Pγu0 6= 0 satisfying 〈Pγu0,Lc∗Pγu0〉H1,H−1 ≤ 0. Then,
for 0 < k ≤ n0 and j = 0, 1 we have
〈Lc∗Pγu0, ∂xQc∗〉H−1,H1 = 〈Lc∗Pγu0, F+,jk 〉H−1,H1 = 0.
Since for 0 < k1, k2 ≤ n0 and j1, j2 ∈ {0, 1}
(Lc∗∂xQc∗ , ∂xQc∗)L2 = (Lc∗F
+,j1
k1
, F+,j2k2 )L2 = 0,
we obtain〈
Lc∗
(
aPγu0 + a0∂xQc∗ +
∑
j,k
ak,jF
+,j
k
)
, aPγu0 + a0∂xQc∗ +
∑
j,k
ak,jF
+,j
k
〉
H1,H−1
≤ 0
8
for a, a0, ak,j ∈ R. Therefore, the dimension of the non-positive eigenspace of Lc∗ is more
than 2n0 + 1, which contradicts the non-positive eigenspace of Lc∗ is spanned by{
Q
3
2
c∗ cos
ky
L
,Q
3
2
c∗ sin
ky
L
, ∂xQc∗ ; 0 < k ≤ n0, k ∈ Z
}
.
Therefore, for any u ∈ H1(R×TL) we have 〈Pγu0,Lc∗Pγu0〉H1,H−1 ≥ 0. By Weyl’s theorem
on essential spectrum, the essential spectrum of P ∗γLc∗Pγ is [c
∗,∞), where P ∗γ is the adjoint
operator of Pγ. Thus, we obtain the conclusion.
The linearized energy norm is defined on H1(R× TL) by
‖u‖2E =
∑
j=0,1
k=1,2,...,n0
(
(Λ+,jk )
2 + (Λ−,jk )
2
)
+ µ21 + µ
2
2 + 〈γ,Lc∗γ〉H1,H−1.
Then, the linearized energy norm ‖·‖E is equivalent to the energy norm ‖·‖H1.
Let u be a solution to (1.1) and τρu(t, x, y) = u(t, x − ρ, y) for ρ ∈ R. Then, v(t) =
τ−ρ(t)u(t)−Qc(t) solves
vt = ∂xLc∗v + (ρ˙− c)∂xQc∗ − c˙∂cQc∗ +N(v, c, ρ), (2.5)
where
N(v, c, ρ) = ∂x[−v2 + (ρ˙− c∗)v + 2(Qc∗ −Qc)v + (ρ˙− c)(Qc −Qc∗)]− c˙∂c(Qc −Qc∗).
Then, using the following lemma, we choose c and ρ which satisfy the orthogonality con-
dition
(v, ∂xQc∗)L2 = (v,Qc∗)L2 = 0 (2.6)
for u ∈ Nδ,c∗, where v = τ−ρu−Qc and
Nδ,c∗ = {u ∈ H1(R× TL); inf
ρ∈R
‖u− τρQc∗‖H1 < δ}.
Lemma 2.4. There exist δ0, Cδ0 > 0 and smooth maps ρ : Nδ0,c∗ → R and c : Nδ0,c∗ →
(0,∞) such that for u ∈ Nδ0,c∗, v = τ−ρ(u)u − Qc(u) satisfies the orthogonality condition
(2.6) and
‖v‖H1 + |c(u)− c∗| < Cδ0 infq∈R ‖u− τqQc∗‖H1 . (2.7)
Proof. We define G by
G(u, c, ρ) =
(
(τ−ρu−Qc, Qc∗)L2
(τ−ρu−Qc, ∂xQc∗)L2
)
.
Then, G(Qc∗, c
∗, 0) = t(0, 0) and
∂G
∂c∂ρ
(Qc∗ , c
∗, 0) = diag(−(∂cQc∗ , Qc∗)L2 ,−‖∂xQc∗‖2L2).
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By (∂cQc∗ , Qc∗)L2 > 0 and the implicit function theorem, we obtain that there exists
δ0, Cδ0 > 0 such that there is a unique smooth map (c(u), ρ(u)) satisfying (2.6) and∥∥τ−ρ(u)u−Qc(u)∥∥H1 + |c(u)− c∗| < Cδ0‖u−Qc∗‖H1
for u ∈ {u ∈ H1(R × TL); ‖u−Qc∗‖H1 < δ0}. By the uniqueness of the map (c(u), ρ(u))
and the invariance with respect to τρ, expanding the map (c(u), ρ(u)), we obtain the unique
smooth map (c(u), ρ(u)) satisfying the orthogonality condition (2.6) and (2.7).
Let c(t) = c(u(t)) and ρ(t) = ρ(u(t)), where c(u(t)) and ρ(u(t)) are defined in Lemma
2.4. Then, from the orthogonality condition, we have
0 =
d
dt
(v, ∂xQc∗)L2 =(ρ˙− c)
(‖∂xQc∗‖2L2 + (∂xv, ∂xQc∗)L2 + (∂x(Qc −Qc∗), ∂xQc∗)L2)
+ (c− c∗)(∂xv, ∂xQc∗)L2 − (v,Lc∗∂2xQc∗)L2 − (∂xv2, ∂xQc∗)L2
− (2(Qc∗ −Qc)v, ∂2xQc∗)L2 ,
0 =
d
dt
(v,Qc∗)L2 =− c˙(∂cQc, Qc∗)L2 − (∂xv2, Qc∗)L2 − (2(Qc∗ −Qc)v, ∂xQc∗)L2 .
Therefore, (c(t), ρ(t)) satisfies(
ρ˙− c
c˙
)
=
(‖∂xQc∗‖−2L2 (v,Lc∗∂2xQc∗)L2
0
)
+N(v, c), (2.8)
where
N(v, c)
=
(‖∂xQc∗‖2L2 + (∂xv, ∂xQc∗)L2 + (∂x(Qc −Qc∗), ∂xQc∗)L2 0
0 −(∂cQc, Qc∗)L2
)−1
×
(
((c− c∗)∂xv − ∂xv2 + 2∂x((Qc∗ −Qc)v), ∂xQc∗)L2 − (v,Lc∗∂2xQc∗)L2
−(∂xv2, Qc∗)L2 − (2(Qc∗ −Qc)v, ∂xQc∗)L2
)
−
(‖∂xQc∗‖−2L2 (v,Lc∗∂2xQc∗)L2
0
)
=O(‖v‖2L2 + ‖v‖L2|c− c∗|) as ‖v‖L2 + |c− c∗| → 0.
On the tubular neighborhood Nδ0,c∗ , u = τρ(v+Qc) solves (1.1) with (c(t), ρ(t)) satisfying
the orthogonality condition (2.6) if and only if v = τ−ρu−Qc solves (2.5) with (c(t), ρ(t))
satisfying (2.8) and (v(0), ∂xQc∗)L2 = (v(0), Qc∗)L2 = 0.
3 Localized equation
Let c∗ > 0. In this section, we assume that there exists a positive integer n0 such that
2n0√
5c∗
< L < 2(n0+1)√
5c∗
. Let χ ∈ C∞0 (R) be a smooth function with
χ(r) =
{
1 (|r| ≤ 1)
0 (|r| ≥ 2) , 0 ≤ χ ≤ 1.
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Let
χδ = χδ(v, c− c∗) = χ
(‖v‖2H1 + |c− c∗|2
δ2
)
.
We define the localized system of (2.5) as
vt =∂xLc∗v + (ρ˙− c)∂xQc∗ − c˙∂cQc∗ + χδ(v, c− c∗)N(v, c, ρ), (3.1)(
ρ˙− c
c˙
)
=
(‖∂xQc∗‖−2L2 (v,Lc∗∂2xQc∗)L2
0
)
+Nδ(v, c), (3.2)
where
Nδ(v, c)
=
(‖∂xQc∗‖2L2 + χδ(∂xv + ∂x(Qc −Qc∗), ∂xQc∗)L2 0
0 −(∂cQc∗ + χδ∂c(Qc −Qc∗), Qc∗)L2
)−1
×
(
χδ((c− c∗)∂xv − ∂xv2 + 2∂x((Qc∗ −Qc)v), ∂xQc∗)L2 − (v,Lc∗∂2xQc∗)L2
−χδ(∂xv2 − 2∂x((Qc∗ −Qc)v), Qc∗)L2
)
−
(‖∂xQc∗‖−2L2 (v,Lc∗∂2xQc∗)L2
0
)
=χδO(‖v‖2L2 + ‖v‖L2 |c− c∗|) as ‖v‖L2 + |c− c∗| → 0.
Then, for a solution (v, c, ρ) to the system (3.1)–(3.2) and t ∈ R
P1v(0) = P1v(t), P2v(0) = P2v(t).
Especially, for initial data (v(0), c(0), ρ(0)) satisfying the orthogonality condition (2.6), the
solution (v, c, ρ) of the system (3.1)–(3.2) also satisfies the orthogonality condition (2.6).
To solve the system (3.1)–(3.2), we define the Bourgain space Xs,b related to the linear
part of (1.1) as the completion of the Schwartz space under the norm
‖u‖Xs,b =
(∫
R×R
∑
Lη∈Z
〈τ − ξ(ξ2 + η2)〉2b〈
√
3ξ2 + η2〉2s|u˜(τ, ξ, η)|2 dτ dξ
) 1
2
,
where 〈x〉 = 1 + |x| and u˜ is the space-time Fourier transform of u. For T > 0, we define
the localized space Xs,bT of X
s,b by the norm
‖u‖Xs,bT = inf{‖v‖Xs,b; v ∈ X
s,b, v(t) = u(t) for t ∈ [−T, T ]}.
Let θ be a smooth function with 0 ≤ η ≤ 1 and θ(t) = 1 for |t| ≤ 1, θ(t) = 0 for |t| ≥ 2,
let θT (t) = θ(t/T ) for T > 0. Then, we have the following linear estimates in [9, 31, 32].
Proposition 3.1. Let s ≥ 0, T > 0, b > 1
2
and b1 ≤ 0 ≤ b2 ≤ b1 + 1. Then∥∥θ(t)e−t∂x∆u0∥∥Xs,b .s,b ‖u0‖Hs , (3.3)
‖u‖L∞Hs(R×TL) .s,b ‖u‖Xs,b , (3.4)∥∥∥∥θT (t)
∫ t
0
e−(t−t
′)∂x∆g(t′) dt′
∥∥∥∥
Xs,b2
.s,b1,b2 T
1−b2+b1‖g‖Xs,b1 , (3.5)
‖∂x(Qu)‖Xs,0 .s,b (‖∂xQ‖L∞t W s,∞x,y +
∑
|α|≤s
‖∂αQ‖L2xL∞ty )‖u‖Xs,b , (3.6)
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for u0 ∈ Hs(R × TL), u ∈ Xs,b, Q ∈ L∞t ((−∞,∞),W s,∞xy ∩ Hsxy) and g ∈ Xs,b1, where
∂α = ∂α1x ∂
α2
y and α = (α1, α2).
To estimate the nonlinear term of the system (3.1)–(3.2), we use the following bilinear
estimate by Molinet and Pilod [31].
Proposition 3.2. Let s ≥ 1. Then, there exists b∗ > 0 such that
‖∂x(uv)‖Xs,− 12+2b .s,b ‖u‖Xs, 12+b‖v‖Xs, 12+b , (3.7)
for 0 < b < b∗, u, v ∈ Xs, 12+b.
To prove the estimate for solutions to the system (3.1)–(3.2), we show the conservation
of the linearized energy norm for the linearized system of the system (3.1)–(3.2).
Lemma 3.3. Let c0 > 0. The solution (v, ρ) to the system
vt = ∂xLc∗v + (ρ˙− c0)∂xQc∗ (3.8)
ρ˙− c0 = (v,Lc∗∂
2
xQc∗)L2
‖∂xQc∗‖2L2
(3.9)
with an initial data (v(0), ρ(0)) ∈ H1(R× TL)× R satisfies
‖Pγv(t)‖E = ‖Pγv(0)‖E , (v(t), ∂xQc∗)L2 = (v(0), ∂xQc∗)L2 ,
(v(t), Qc∗)L2 = (v(0), Qc∗)L2
(3.10)
and
v(t) = et∂xLc∗v(0) +
∫ t
0
(es∂xLc∗v(0),Lc∗∂
2
xQc∗)L2
‖∂xQc∗‖2L2
∂xQc∗ ds (3.11)
Proof. Let (v, ρ) be the solution to the system (3.8)–(3.9) with a smooth initial data
(v(0), ρ(0)). Then, we have
∂t‖Pγv‖2E =2 (∂xLc∗Pγv − P1(∂xLc∗Pγv),Lc∗Pγv)L2 = 0.
Since Lc∗∂xQc∗ = 0,
∂t(v(t), Qc∗)L2 = (∂xLc∗v(t), Qc∗)L2 = 0.
By the system (3.8) and (3.9), we have
∂t(v(t), ∂xQc∗)L2 =
(
∂xLc∗v(t) +
(v(t),Lc∗∂
2
xQc∗)L2
‖∂xQc∗‖2L2
, ∂xQc∗
)
L2
= 0.
By the density argument we obtain (3.10). The orthogonality (∂xQc∗ ,Lc∗∂
2
xQc∗)L2 = 0
yields the formula (3.11).
Let A as
Av = ∂xLc∗v + (v,Lc∗∂
2
xQc∗)L2
‖∂xQc∗‖2L2
∂xQc∗ .
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We define the system
wt =− ∂x∆w − 2∂x((τρ∗Qc∗)w) + (ρ˙− c)τρ∗∂xQc∗ − c˙τρ∗∂cQc∗
+ χδ(w, c− c∗)N˜(w, ρ, c) (3.12)(
ρ˙− c
c˙
)
=
(‖∂xQc∗‖−2L2 (w, τρ∗(Lc∗∂2xQc∗))L2
0
)
+ N˜δ(w, c, ρ), (3.13)
where
N˜(w, c, ρ) = ∂x[−w2 + 2wτρ∗(Qc∗ −Qc) + (ρ˙− c)τρ∗(Qc −Qc∗)]− c˙τρ∗∂c(Qc −Qc∗),
N˜δ(w, c, ρ) = Nδ(τ−ρ∗w, c) and
ρ∗(w, c, ρ, t) = ρ∗(t) = c∗t+
∫ t
0
χδ(w(s), c(s)− c∗)(ρ˙(s)− c∗) ds.
We solve the system (3.1)–(3.2) by the following theorem.
Theorem 3.4. The system (3.1)–(3.2) is globally well-posed in H1(R × TL) × (0,∞) ×
R. More precisely there exists b > 1
2
for every (v0, c0, ρ0) ∈ H1(R × TL) × (0,∞) × R
and T > 0 there exists a unique solution (w, c, ρ) of the system (3.12)–(3.13) such that
(w(0), c(0), ρ(0)) = (v0, c0, ρ0),
(w, c˙, ρ˙− c) ∈ X1,bT × L2(−T, T )× L2(−T, T ),
and (τ−ρ∗w, c, ρ) is a solution to the system (3.1)–(3.2) with initial data (v(0), c(0), ρ(0)).
Moreover, the flow map of the system (3.12)–(3.13) is Lipschitz continuous on bounded
sets of H1(R× TL)× (0,∞)× R and there exists T ∗ > 0 such that for any 0 < δ < 1 and
initial data (v(0), c(0), ρ(0)) ∈ H1(R×TL)× (0,∞)×R the solution (v, c, ρ) to the system
(3.1)–(3.2) with the initial data (v(0), c(0), ρ(0)) satisfies
sup
|t|≤T ∗
‖v(t)‖E + ‖c˙‖L2(−T ∗,T ∗) + ‖ρ˙− c‖L2(−T ∗,T ∗) . ‖v(0)‖E, (3.14)
sup
|t|≤T ∗
∥∥Pd(v(t)− etAv(0))∥∥E . min{‖v(0)‖E, δ}2, (3.15)
sup
|t|≤T ∗
∣∣‖Pγv(t)‖2E − ‖Pγv(0)‖2E∣∣ . min{‖v(0)‖E, δ}3, (3.16)
where the implicit constants and T ∗ do not depend on δ and (v(0), c(0), ρ(0)).
Remark 3.5. The above theorem does not imply the Lipschitz continuity of the flow map
of the system (3.1)–(3.2).
Proof. First, we consider the case ‖v(0)‖2H1+ |c(0)−c∗|2 > 16δ2. Since χδ(v(0), c(0)−c∗) =
0, there exists T1 > 0 such that the solution (v1(t), c1(t), ρ1(t)) to the system (3.8)–(3.9)
with the initial data (v1(0), c1(0), ρ1(0)) = (v(0), c(0), ρ(0)) is a solution to the system(3.1)–
(3.2) on the time interval (−T1, T1) with the initial data (v(0), ρ(0), c(0)) and
sup
t∈(−T1,T1)
‖v1(t)‖2H1 + |c1(t)− c∗|2 > 8δ2.
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If |c(0)−c∗| > 2δ, then c(t) = c1(t) = c(0) for t > 0. Thus, the solution (v, c, ρ) = (v1, c1, ρ1)
is global in time. Next we consider the case ‖v(0)‖H1 > 2
√
3δ. Then, we have
‖v1(t)‖H1 ≤
∥∥etA∥∥
H1→H1‖v(0)‖H1 .
Therefore, T1 is independent of initial data (v(0), c(0), ρ(0)) and δ > 0 if ‖v(0)‖2H1 + |c(0)−
c∗|2 > 16δ2. By the continuity of solutions to the system (3.1)–(3.2) in time, solutions
to the system (3.1)–(3.2) with the initial data (v(0), c(0), ρ(0)) is also a solution to the
system (3.8)–(3.9) on the time interval (−T1, T1). Therefore, we obtain the existence
and the uniqueness of solution to the system (3.1)–(3.2) on C((−T1, T1), H1(R × TL))
for initial data (v(0), c(0), ρ(0)) satisfying ‖v(0)‖2H1 + |c(0) − c∗|2 > 16δ2. From Lemma
3.3 the solution (v, c, ρ) to (3.1)–(3.2) with ‖v(0)‖2H1 + |c(0) − c∗|2 > 16δ2 satisfies the
estimates (3.14)–(3.16) on [−T1/2, T1/2], where T1/2 does not depend on δ and initial data
(v(0), c(0), ρ(0)).
Second, we treat the case |c(0) − c∗| ≤ 4δ and ‖v(0)‖H1 ≤ 4δ. We consider solutions
(w, c, ρ) to the system (3.12)–(3.13). To show the global well-posedness of the system
(3.12)–(3.13), we apply the contraction mapping theorem to
ΦT (w, c, ρ)(t) =e
−t∂x∆v(0) +
∫ t
0
e−(t−s)∂x∆[−2∂x((τρ∗Qc∗)w)
+ (ρ˙− c)τρ∗∂xQc∗ − c˙τρ∗∂cQc∗ + χδ(w, (c− c∗))N˜(w, c, ρ)]ds,
ΨT (w, c, ρ) =
(
ΨT,1(w, c, ρ)
ΨT,2(w, c, ρ)
)
=
(‖∂xQc∗‖−2L2 (w, τρ∗(Lc∗∂2xQc∗))L2
0
)
+ N˜δ(w, c, ρ)
on X1,bT × L2T × L2T , where L2T = L2(−T, T ). Applying Proposition 3.1, for 12 < b <
min{3
4
, 1
2
+ b∗} and 0 < T < 1 we have
‖ΦT (w, c, ρ)‖X1,bT
.b‖v(0)‖H1(R×TL) + T 1−b‖∂x((τρ∗Qc∗)w)‖X1,0T + T
1−b‖(ρ˙− c)τρ∗∂xQc∗‖X1,0T
+ T 1−b‖c˙τρ∗∂cQc∗‖X1,0T + T
b− 1
2
∥∥χδ∂x(w2)∥∥
X
1,2b− 32
T
+ T 1−b‖χδ∂x(wτρ∗(Qc∗ −Qc))‖X1,0T
+ T 1−b‖χδ(ρ˙− c)τρ∗∂x(Qc −Qc∗)‖X1,0T + T
1−b‖χδ c˙τρ∗∂c(Qc −Qc∗)‖X1,0T
.b‖v(0)‖H1(R×TL) + T 1−b(1 + ‖τρ∗Qc∗‖L2xL∞t,y + ‖τρ∗(Qc −Qc∗)‖L2xL∞t,y‖w‖X1,bT
+ T 1−b(1 + |c(0)− c∗|+ T 12‖c˙‖L2T )(‖ρ˙− c‖L2T + ‖c˙‖L2T ) + T
b− 1
2
∥∥χδ∂x(w2)∥∥
X
1,2b− 32
T
.
(3.17)
Since
sup
−T≤t≤T,y∈TL
|τρ∗Qc∗|(t, x, y) ≤ sup
|a|≤(Tc∗+T |c(0)−c∗|+T 12 ‖ρ˙−c‖
L2
T
+T
3
2 ‖c˙‖
L2
T
)
Qc∗(x+ a),
we have
‖τρ∗Qc∗‖L2xL∞t,y((−T,T )×TL)
.‖Qc∗‖L2 + (Tc∗ + T |c(0)− c∗|+ T
1
2‖ρ˙− c‖L2T + T
3
2‖c˙‖L2T )
1/2‖Qc∗‖L∞(R×TL)
.1 + T
1
2 |c(0)− c∗|+ T 12 + T 14‖ρ˙− c‖L2T + T
3
4‖c˙‖L2T . (3.18)
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By the similar calculation, we obtain
‖θ2T τρ∗(Qc −Qc∗)‖L2xL∞t,y((−T,T )×TL)
. (|c(0)− c∗|+ T 12‖c˙‖L2T )(1 + T
1
2 + T
1
2 |c(0)− c∗|+ T 14‖ρ˙− c∗‖L2T + T
3
4‖c˙‖L2T ). (3.19)
Since ∥∥∥∂t‖u‖H1x,y
∥∥∥
L2t
≤
∥∥∥∥∥∂tet∂x∆u∥∥H1x,y
∥∥∥
L2t
. ‖u‖X1,1
for u ∈ X1,1, by the interpolation theorem we have∥∥∥‖w‖H1x,y
∥∥∥
Hbt
. ‖w‖X1,b . (3.20)
Applying Proposition 3.2 to ‖χδ∂x(w2)‖
X
1,2b− 32
T
, we obtain that there exists
C = C(δ−2(‖w‖2L∞((−T,T )H1x,y) + |c(0)− c
∗|2 + T‖c˙‖2L2T )) > 0
such that∥∥χδ∂x(w2)∥∥
X
1,2b− 32
T
. (‖χδ(w, (c− c∗))− 1‖HbT + 1)‖w‖
2
X1,bT
.C(1 + δ−2‖w‖2
X1,bT
+ δ−2(1 + T
1
2 )|c(0)− c∗|2 + δ−2(1 + T 32 )‖c˙‖2L2T )‖w‖
2
X1,bT
, (3.21)
where
‖u‖HbT = inf{‖v‖Hb(R); v ∈ H
b(R), v(t) = u(t) for t ∈ [−T, T ]}.
By the simple calculation we have
‖ΨT,1(w, c, ρ)‖L2T + ‖ΨT,2(w, c, ρ)‖L2T
.T
1
2‖w‖X1,bT + T
1
2‖w‖3
X1,bT
+ T
1
2 |c(0)− c∗|‖w‖X1,bT + T
1
2 |c(0)− c∗|2‖w‖X1,bT
+ T
3
2‖c˙‖2L2T + T
2‖c˙‖3L2T (3.22)
for b > 1
2
and 0 < T < 1. From (3.6) and (3.17)–(3.21) we obtain that
‖ΦT (w)‖X1,bT
.b‖v(0)‖H1 + T 1−b(‖w‖X1,bT + ‖ρ˙− c‖L2T + ‖c˙‖L2T )(1 + |c(0)− c
∗|+ ‖ρ˙− c‖L2T + ‖c˙‖L2T )
2
+ T b−
1
2C‖w‖2
X1,bT
(3.23)
for 1
2
< b < min{3
4
, 1
2
+ b∗} and 0 < T < 1, where C depend on δ−2(‖w‖2X1,bT + |c(0) −
c∗|2 + ‖c˙‖2L2T ). From the same calculation as (3.17)–(3.23) we obtain the estimate of the
difference
‖ΦT (w1, c1, ρ1)− ΦT (w2, c2, ρ2)‖X1,bT + ‖ΨT,1(w0, c0, ρ0)−ΨT,1(w1, c1, ρ1)‖X1,bT
+ ‖ΨT,2(w0, c0, ρ0)−ΨT,2(w1, c1, ρ1)‖X1,bT
.b(T
1−b + T b−
1
2 )C(‖w1 − w2‖X1,bT + ‖ρ˙1 − ρ˙2 − c1 + c2‖L2T + ‖c˙1 − c˙2‖L2T )
× [1 + |c(0)− c∗|+max
j=1,2
(‖wj‖X1,bT + ‖ρ˙j − cj‖L2T + ‖c˙j‖L2T )]
2
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for 1
2
< b < min{3
4
, 1
2
+ b∗} and 0 < T < 1, where C depend on δ−2maxj=0,1(‖wj‖2X1,bT +
|c(0)−c∗|2+‖c˙j‖L2T ). Thus, there exist C1, C2 > 0 and Tδ,v(0) = T (δ, ‖v(0)‖H1) > 0 such that
the mapping (ΦTδ,v(0) ,ΨTδ,v(0)) is the contraction mapping on B(C1‖v(0)‖H1 , C2‖v(0)‖H1),
where C1 and C2 do not depend on δ and the initial data (v(0), c(0), ρ(0)),
B(r1, r2) = {(w, c˙, ρ˙− c) ∈ X1,bT × (L2T )2 : ‖w‖X1,bT < r1, ‖ρ˙− c‖L2T + ‖c˙‖L2T < r2}.
Therefore, the system (3.12)–(3.13) is locally well-posed in H1(R× TL)× (0,∞)× R and
(τ−ρ∗w, c, ρ) is the solution to the system (3.1)–(3.2) with initial data (v(0), c(0), ρ(0)).
Moreover, for 0 < δ < 1 and 1
2
< b < min{3
4
, 1
2
+ b∗} there exist C, Tδ > 0 such that for
any v(0) ∈ H1(R× TL) with ‖v(0)‖H1 ≤ 4δ and (w, c, ρ) ∈ B(Cδ, Cδ) we have
‖ΦTδ(w, c, ρ)‖X1,bTδ
.b‖v(0)‖H1 + (T 1−bδ + T
b− 1
2
δ )(‖w‖X1,bTδ + ‖ρ˙− c‖L2t + ‖c˙‖L2Tδ )
× (1 + ‖w‖X1,bTδ + |c(0)− c
∗|+ ‖ρ˙− c‖L2Tδ + ‖c˙‖L2Tδ )
2 <
Cδ
2
,
where C does not depend on δ. By the continuity argument, we obtain that there exists
T ∗ > 0 such that the solution (v, c, ρ) to the system (3.1)–(3.2) exists on [−T ∗, T ∗] and
sup
|t|≤T ∗
‖v(t)‖E . sup
|t|≤T ∗
‖v(t)‖H1 . ‖wT ∗‖X1,b . ‖v(0)‖H1 . ‖v(0)‖E . δ,
where wT ∗ is the fixed point by (ΦT ∗ ,ΨT ∗) onX
1,b
T ∗×(L2T ∗)2 with the initial data (v(0), c(0), ρ(0))
and, the implicit constants and T ∗ do not depend on δ. Thus, (3.14) holds. Since
‖c˙‖L2
T∗
= O(‖v‖2H1)
for the solution (v, ρ, c) to the system (3.1)–(3.2), we obtain (3.15).
The identity Lc∗ [Pγ, ∂xLc∗ ] = 0 yields
(Pγ(∂xLc∗v + (ρ˙− c)∂xQc∗ − c˙∂cQc∗),Lc∗Pγv)L2 = 0 (3.24)
for (v, c, ρ) ∈ H3(R× TL)× C1(0,∞)× C1(R). By the Plancherel theorem, we have∣∣∣∫ T
0
∫
R×TL
(−∆u)v dtdxdy
∣∣∣
=
∣∣∣∫ ∞
−∞
∫
R
∑
η
〈τ − ξ(ξ2 + η2)〉β ˜1[0,T ]∇τρu× 〈τ − ξ(ξ2 + η2)〉−β∇˜τρv dτdξ
∣∣∣
.
(∥∥∥〈τ〉β 1˜[0,T ]∥∥∥
L2τ
‖τρu‖X1,b +
∥∥∥1˜[0,T ]∥∥∥
Lpτ
∥∥〈τ〉β−b∥∥
L
p
p−1
τ
‖τρu‖X1,b
)
‖τρv‖X1,−β .
Since ∫ ∞
−∞
1[0,T ]e
−itτdt =
i(1 − e−iT τ )
τ
,
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we have ∣∣∣∫ T
0
∫
R×TL
(−∆u)v dtdxdy
∣∣∣ . ‖τρu‖X1,b‖τρv‖X1,−β (3.25)
for τρu ∈ X1,b, τρv ∈ X1,−β, ρ ∈ L∞t , p > 1 and 0 ≤ β < 12 with
(b− β)p
p− 1 > 1.
From Proposition 3.2 and the inequalities (3.14) and (3.25), we have
∣∣∣∫ T
0
∫
R×TL
(Lc∗v)(χδ(v, c− c∗)N(v, c, ρ)) dtdxdy
∣∣∣ . min{‖v(0)‖H1 , δ}3. (3.26)
From (3.24) and (3.26), by the energy estimate we obtain (3.16).
Combining above two cases, we have the global well-posedness of the (3.1)–(3.2) on
H1(R× TL)× (0,∞)× R and the estimate (3.14)–(3.16).
Next, we define a mobile distance which was introduced in [34]. Let C2 be a large real
constant and φ be the smooth positive non-deceasing function with
φ(r) =
{
1, r ≤ C2,
r, r ≥ 2C2.
We define φδ by
φδ(u) = φ
(
δ−1‖Pγu‖E
)
for u ∈ H1(R × TL). In this paper, to treat the term ρ˙ − c in the system (3.1)–(3.2)
which has same order of v, we replace a correction term of the mobile distance in [34] by
δ|q|2φδ(v1−j)2.
Definition 3.6. Let δ > 0. We define the mobile distance mδ : (H
1(R×TL)× (0,∞))2 →
[0,∞) by
(mδ(v0, v1))
2 =‖Pd(v0 − v1)‖2E + inf
q∈R,j=0,1
(‖Pγvj − τq(Pγv1−j)‖2E + δ|q|2φδ(v1−j)2)
+ | log c0 − log c1|2
for v0 = (v0, c0), v1 = (v1, c1) ∈ H1(R× TL)× (0,∞).
In the following lemma, we show mδ is a complete quasi-distance onH
1(R×TL)×(0,∞).
Lemma 3.7. Let 0 < δ < 1. mδ satisfies the following.
(i) mδ(v0, v1) = mδ(v1, v0) ≥ 0, where the equality holds iff v0 = v1.
(ii) mδ(v0, v1) ≤ C(mδ(v0, v2) + mδ(v2, v1)), for some absolute constant C > 0 which
does not depend on δ.
(iii) If mδ(vn, vm)→ 0 (n,m→∞), then {vn}n converges in H1(R× TL)× (0,∞).
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(iv) For v0 = (v0, c0), v1 = (v1, c1) ∈ H1(R× TL)× (0,∞)
|‖v1‖H1 − ‖v0‖H1 |+ ‖v0 − v1‖L2 + | log c0 − log c1| .mδ(v0, v1)
.‖v0 − v1‖H1 + | log c0 − log c1|,
where the implicit constants do not depend on δ.
Proof. By the definition of mδ, we have (i). The right inequality of (iv) follows the equiv-
alence of ‖·‖H1 and ‖·‖E . From the inequalities
|‖v0‖2H1 − ‖v1‖2H1 |
. inf
q∈R
min
j=0,1
(|‖Pγvj‖2H1 − ‖τqPγvj−1‖2H1 |+ ‖v0‖H1(‖Pγvj − τqPγvj−1‖H1 + |q|‖Pγv1−j‖H1))
+ (‖v0‖H1 + ‖v1‖H1)‖Pd(v0 − v1)‖E
.(‖v0‖H1 + ‖v1‖H1)mδ(v0, v1),
and
‖v0 − v1‖L2 ≤‖Pγ(v0 − v1)‖L2 + ‖Pd(v0 − v1)‖L2
. inf
q∈R,j=0,1
{‖Pγvj − τqPγv1−j‖L2 + |q|‖∇Pγv1−j‖L2}+ ‖Pd(v0 − v1)‖E
.mδ(v0, v1),
we obtain the left inequality of (iv).
Next, we show the quasi-triangle inequality (ii). Let v0, v1, v2 ∈ H1(R× TL)× (0,∞).
In the case
‖Pγv2‖H1 ≪min{‖Pγv0‖H1 , ‖Pγv1‖H1},
by the inequality
‖Pγvj‖H1 . infq∈R ‖τqPγv2 − Pγvj‖H1 , (j = 0, 1)
we have
mδ(v0, v1) .‖Pd(v0 − v2)‖H1 + ‖Pγu0‖H1 + | log c0 − log c2|
+ ‖Pd(v1 − v2)‖H1 + ‖Pγu1‖H1 + | log c1 − log c2|
.mδ(v0, v2) +mδ(v2, v1).
In the case
min{‖Pγv0‖H1, ‖Pγv1‖H1} . ‖Pγv2‖H1,
by the equivalence between ‖·‖E and ‖·‖H1 , we obtain
mδ(v0, v1) . inf
q0,q1∈R,j=0,1
(∥∥Pγvj − τqjPγv2∥∥H1 +√δ|qj |min{φδ(vj), φδ(v2)}
+
∥∥τqjPγv2 − τqj−q1−jPγv1−j∥∥H1 +√δ|q1−j |min{φδ(v2), φδ(v1−j)})
+ ‖Pd(v0 − v1)‖E + | log c0 − log c1|
.mδ(v0, v2) +mδ(v2, v1).
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Therefore, (ii) holds true.
Finally, we show the completeness ofmδ. Let {vn}n be a sequence inH1(R×TL)×(0,∞)
with mδ(vn, vm) → 0 as n,m → ∞. We show {vn}n has a convergent subsequence. If
{vn}n has a subsequence {vnk}k with ‖Pγvnk‖H1(R×TL) → 0 as k → ∞, then {vnk}k is a
convergent sequence. Hence, we assume
inf
n
‖Pγvn‖H1 > c > 0.
Since {vn}n is a Cauchy sequence in mδ, there exists a subsequence {vnk}k ⊂ {vn}n such
that
mδ(vnk , vnk+1) ≤
1
2k+1
.
Thus, there exist qk ∈ R and C > 0 such that
∥∥τqkPγvnk − Pγvnk+1∥∥H1 + |qk|c√δ ≤
∥∥τqkPγvnk − Pγvnk+1∥∥H1
+
|qk|min{‖Pγvnk‖H1 ,
∥∥Pγvnk+1∥∥H1(R×TL)}√
δ
≤ C
2k+1
.
(3.27)
Let
pk =
∑
j≥k
qk.
Then, from (3.27) we have pk → 0 as k →∞ and
∥∥τpkPγvnk − τpk+1Pγvnk+1∥∥H1 ≤ C2n+1 .
Therefore, the sequence {τpkPγvnk}k converges to an element v∗ ∈ H1(R× TL) and Pγvnk
also converge to v∗ in H1. Since any Cauchy sequence in mδ has a convergent sequence in
mδ, mδ is complete.
In the following lemma, we show the Lipschitz continuity of the flow of the system
(3.1)–(3.2) on the quasi-metric space (H1(R× TL),mδ) and the estimate of the nonlinear
term. To prove the following lemma, we apply the argument in the proof of Lemma 3.2 in
[34]. In our equation, since the order of ρ˙− c is same as v, we can not show the statement
of Lemma 3.2 in [34] directly.
Lemma 3.8. There exists T ∗, δ∗ > 0 such that for any 0 < δ < δ∗ and solutions (vj , ρj) =
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(vj, cj , ρj) to the system (3.1)–(3.2) given in Theorem 3.4, we have
sup
|t|≤T ∗
mδ(v0(t), v1(t)) . mδ(v0(0), v1(0)) (3.28)
sup
|t|≤T ∗
(∥∥Pd(v0(t)− v1(t)− etA(v0(0)− v1(0)))∥∥E
+
∣∣∣ inf
q∈R,j=0,1
(‖Pγvj(t)− τqPγv1−j(t)‖2E + δ|q|2φδ(v1−j(t))2)1/2
− inf
q∈R,j=0,1
(‖Pγvj(0)− τqPγv1−j(0)‖2E + δ|q|2φδ(v1−j(0))2)1/2∣∣∣)
.δ
1
4mδ(v0(0), v1(0)), (3.29)
where the implicit constants do not depend on δ and solutions (vj , ρj).
Proof. To prove Lemma 3.8, we treat three cases. Let C1, C0 > 0 be large positive numbers
with C0 ≪ C1 ≪ C2 and (vj , ρj) be solutions to the system (3.1)–(3.2) given in Theorem
3.4.
Case (I) We consider the case ‖vj(0)‖H1 + |cj(0) − c∗| < C1δ (j = 0, 1). Then, for
sufficiently small δ > 0 and any a1, a2 ∈ (c∗ − 2C1δ, c∗ + 2C1δ), we have
| log a1 − log a2| ≃ |a1 − a2| < 4C1δ.
For q ∈ R and j ∈ {0, 1}, we define
ρqj(t) = q + c
∗t +
∫ t
0
χδ(vj(s), cj(s))(ρ˙j(s)− c∗)ds.
Let ζρ,j = τρPγvj, Q
ρ
c = τρQc, χ
j
δ = χδ(vj, cj−c∗) and Nρ,j = τρPγN(vj , cj , ρj). Then, from
Theorem 3.4, ζρqj ,j satisfies
∂tζρqj ,j =− ∂x∆ζρqj ,j + τρqj [Pγ, ∂xLc∗ ]vj − ∂x(2Q
ρqj
c∗ζρqj ,j)− χ
j
δ(ρ˙j − c∗)∂xζρqj ,j + χ
j
δN
ρqj ,j
and
sup
|t|≤T ∗
∥∥∥ζρqj ,j
∥∥∥
E
. ‖vj(0)‖H1 ,
where [A,B] = AB − BA. The difference ζρq00 ,0 − ζρq11 ,1 satisfies
∂t(ζρq00 ,0 − ζρq11 ,1) =− ∂x∆(ζρq00 ,0 − ζρq11 ,1) + τρq00 [Pγ , ∂xLc∗ ]v0 − τρq11 [Pγ , ∂xLc∗ ]v1
− 2∂x(Qρ
q0
0
c∗ ζρq00 ,0 −Q
ρ
q1
1
c∗ ζρq11 ,1)− χ
0
δ(ρ˙0 − c∗)∂xζρq00 ,0
+ χ1δ(ρ˙1 − c∗)∂xζρq11 ,1 + χ
0
δN
ρ
q0
0 ,0 − χ1δNρ
q1
1 ,1. (3.30)
We estimate each term of (3.30). By the simple calculation, we have
|χ0δ(t)− χ1δ(t)| .
|‖v0(t)‖H1 − ‖v1(t)‖H1 |+ |c0(t)− c1(t)|
δ
.
mδ(v0(t), v1(t))
δ∥∥∂x(v0(t))2 − ∂x(v1(t))2∥∥H−2 .‖v0(t)− v1(t)‖L2 maxj=0,1 ‖vj(t)‖H1 . δmδ(v0(t), v1(t))
|c˙0(t)− c˙1(t)| .mδ(v0(t), v1(t))
|ρ˙0(t)− c0(t)− ρ˙1(t) + c1(t)| .mδ(v0(t), v1(t)).
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Therefore, we have ∥∥Pd(v0(t)− v1(t)− etA(v0(0)− v1(0)))∥∥E
.
∣∣∣∫ t
0
δmδ(v0(s), v1(s))ds
∣∣∣ ≤ |t|δ sup
|s|≤|t|
mδ(v0(s), v1(s)). (3.31)
From the boundedness of the operator norm of et∂xLc∗ , there exists k∗ > 0 such that for
|t| ≤ T ∗ ∥∥PdetA(v0(0)− v1(0))∥∥E .‖Pd(v0(0)− v1(0))‖E + ‖ζq0,0(0)− ζq1,1(0)‖L2
+ |q0 − q1| min
j=0,1
‖vj(0)‖L2
and
‖Pd(v0(t)− v1(t))‖E .‖Pd(v0(0)− v1(0))‖E + ‖ζq0,0(0)− ζq1,1(0)‖L2
+ |q0 − q1| min
j=0,1
‖vj(0)‖L2 + (1 + |t|)δ sup|s|≤|t|mδ(v0(s), v1(s)). (3.32)
By Pγ = I − Pd, we have∥∥∥τρq00 [Pγ, ∂xLc∗ ]v0 − τρq11 [Pγ, ∂xLc∗ ]v1
∥∥∥
H1
.
∥∥∥ζρq00 ,0 − ζρq11 ,1
∥∥∥
L2
+ |q0 − q1| min
j=0,1
‖vj‖L2 + ‖Pd(v0 − v1)‖L2 . (3.33)
From the definition of the system (3.1)–(3.2), the differences ρ˙0 − c0 − ρ˙1 + c1 and c˙0 − c˙1
satisfy
|ρ˙0 − c0 − ρ˙1 + c1| .‖Pd(v0 − v1)‖L2 +
∥∥∥ζρq00 ,0 − ζρq11 ,1
∥∥∥
L2
+ |q0 − q1| min
j=0,1
‖vj‖L2
+ δ|c0(0)− c1(0)|, (3.34)
|c˙0 − c˙1| . δ
(
|c0(0)− c1(0)|+ ‖Pd(v0 − v1)‖L2 +
∥∥∥ζρq00 ,0 − ζρq11 ,1
∥∥∥
L2
+ |q0 − q1| min
j=0,1
‖vj‖L2
)
.
(3.35)
Applying the similar estimate as (3.18) and (3.21), for 0 < T < T ∗/4 and w0, w1 ∈ X1,b
with τ−ρqjj
wj(t) = Pγvj(t) (|t| ≤ T ∗, j = 0, 1) we obtain that∥∥∥∂x(Qρq00c∗ w0 −Qρq11c∗ w1)∥∥∥
X1,0T
.δ(|q0 − q1|+ |c0(0)− c1(0)|+ ‖ρ˙0 − c0 − ρ˙1 + c1‖L2T + ‖c˙0 − c˙1‖L2T ) + ‖w0 − w1‖X1,bT
(3.36)
and ∥∥∥χ0δτρq00 ∂x(τ−ρq00 w0 + Pdv0)2 − χ1δτρq11 ∂x(τ−ρq11 w1 + Pdv1)2
∥∥∥
X
1,2b− 32
T
.bδ
(
‖w0 − w1‖X1,bT + |c0(0)− c1(0)|+ ‖c˙0 − c˙1‖L2T + ‖ρ˙0 − c0 − ρ˙1 + c1‖L2T
+ |q0 − q1| sup
|t|≤T
min
j=0,1
‖vj(t)‖L2 + sup|t|≤T ‖Pd(v0(t)− v1(t))‖L2
)
. (3.37)
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By the equations (3.32)–(3.37), from a priori estimate of (3.30) we obtain
sup
|t|≤T ∗
∥∥∥ζρq00 ,0(t)− ζρq11 ,1(t)
∥∥∥
E
.‖Pd(v0(0)− v1(0))‖E + ‖ζq0,0(0)− ζq1,1(0)‖E
+ δ|q0 − q1|+ δ|c0(0)− c1(0)|+ T ∗δ sup
|s|≤|t|
mδ(v0(s), v1(s))
(3.38)
for small T ∗ > 0 and |t| < T ∗. Therefore, we obtain (3.28) by
sup
|t|≤T ∗
mδ(v0(t), v1(t))
2
. sup
|t|≤T ∗
(
‖Pd(v0(t)− v1(t))‖2E + inf
q∈R,j=0,1
(∥∥∥ζρ0j ,j(t)− ζρq1−j ,1−j(t)
∥∥∥2
E
+ δ|ρ0j(t)− ρq1−j(t)|2
)
+ |c0(t)− c1(t)|2
)
.‖Pd(v0(0)− v1(0))‖2E + infq∈R,j=0,1
(
‖ζ0,j(0)− ζq,1−j(0)‖2E + δ|q|2
)
+ |c0(0)− c1(0)|2
.mδ(v0(0), v1(0))
2. (3.39)
The equations (3.31) and (3.39) yields∥∥Pd(v0(t)− v1(t)− etA(v0(0)− v1(0)))∥∥E .δmδ(v0(0), v1(0)). (3.40)
For any ǫ > 0, there exist q = q(ǫ) > 0 and j0 ∈ {0, 1} such that
inf
p∈R,j=0,1
(‖Pγvj(0)− τpPγv1−j(0)‖2E+δ|p|2φδ(v1−j(0))2) ≥ ‖ζ0,j0(0)− ζq,1−j0(0)‖2E+δ|q|2−ǫ.
To show the inequality (3.29), we estimate the right hand side of following inequality.
inf
p∈R,j=0,1
(‖Pγvj(t)− τpPγv1−j(t)‖2E + δ|p|2φδ(v1−j(t))2)
− inf
p∈R,j=0,1
(‖Pγvj(0)− τpPγv1−j(0)‖2E + δ|p|2φδ(v1−j(0))2)− ǫ
.
∥∥∥ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)
∥∥∥2
E
+ δ|ρ0j0 − ρq1−j0|2 − ‖ζ0,j0(0)− ζq,1−j0(0)‖2E − δ|q|2
.
∥∥∥Pd(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t))
∥∥∥2
E
− ‖Pd(ζ0,j0(0)− ζq,1−j0(0))‖2E
+ 〈Lc∗Pγ(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)), Pγ(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t))〉H−1,H1
− 〈Lc∗(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)), ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)〉H−1,H1
+ 〈Lc∗(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)), ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)〉H−1,H1
− 〈Lc∗(ζ0,j0(0)− ζq,1−j0(0)), ζ0,j0(0)− ζq,1−j0(0)〉H−1,H1
+ 〈Lc∗(ζ0,j0(0)− ζq,1−j0(0)), ζ0,j0(0)− ζq,1−j0(0)〉H−1,H1
− 〈Lc∗Pγ(ζ0,j0(0)− ζq,1−j0(0)), Pγ(ζ0,j0(0)− ζq,1−j0(0))〉H−1,H1
+ δ(|ρ0j0 − ρq1−j0 |2 − |q|2).
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Since |q|δ 12 − ǫ . mδ(v0(0), v1(0)), we have∥∥∥Pd(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t))
∥∥∥
E
=
∥∥∥Pd(ζ0,1−j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t))
∥∥∥
E
.|ρq1−j0 − ρ0j0|‖ζ0,1−j0(t)‖H1 . δ
1
2
(
mδ(v0(0), v1(0)) + ǫ
)
(3.41)
and
δ(|ρ0j0(t)− ρq1−j0(t)|2 − |q|2)
.δ
(
|q|
∫ t
0
|χ0δ(ρ˙0 − c∗)− χ1δ(ρ˙1 − c∗)|ds+
(∫ t
0
|χ0δ(ρ˙0 − c∗)− χ1δ(ρ˙1 − c∗)|ds
)2)
.δ
1
2
(
mδ(v0(0), v1(0)) + ǫ
)2
. (3.42)
The same calculation as (3.41) yields
‖Pd(ζ0,j0(0)− ζq,1−j0(0))‖E . δ
1
2
(
mδ(v0(0), v1(0)) + ǫ
)
, (3.43)∣∣∣〈Lc∗Pγ(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)), Pγ(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t))〉H−1,H1
− 〈Lc∗(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)), ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)〉H−1,H1
∣∣∣
.
∥∥∥Pd(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t))
∥∥∥2
E
.δ
(
mδ(v0(0), v1(0)) + ǫ
)2
(3.44)
and ∣∣∣〈Lc∗(ζ0,j0(0)− ζq,1−j0(0)), ζ0,j0(0)− ζq,1−j0(0)〉H−1,H1
− 〈Lc∗Pγ(ζ0,j0(0)− ζq,1−j0(0)), Pγ(ζ0,j0(0)− ζq,1−j0(0))〉H−1,H1
∣∣∣
.δ
(
mδ(v0(0), v1(0)) + ǫ
)2
. (3.45)
Next, we estimate
〈Lc∗(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)), ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)〉H−1,H1
− 〈Lc∗(ζ0,j0(0)− ζq,1−j0(0)), ζ0,j0(0)− ζq,1−j0(0)〉H−1,H1
=
∫ t
0
∂s〈Lc∗(ζ0,j0(s)− ζρq1−j0−ρ0j0 ,1−j0(s)), ζ0,j0(s)− ζρq1−j0−ρ0j0 ,1−j0(s)〉H−1,H1ds.
Since
∂t(ζ0,j0 − ζρq1−j0−ρ0j0 ,1−j0)
=∂xLc∗(ζ0,j0 − ζρq1−j0−ρ0j0 ,1−j0) + [Pγ , ∂xLc∗ ]vj0 − τρq1−j0−ρ0j0 [Pγ, ∂xLc∗ ]v1−j0
− 2∂x((Qc∗ −Qρ
q
1−j0
−ρ0j0 ,1−j0
c∗ )ζρq1−j0−ρ
0
j0
,1−j0)
+
(
χj0δ (ρ˙j0 − c∗)− χ1−j0δ (ρ˙1−j0 − c∗)
)
∂xζρq1−j0−ρ
0
j0
,1−j0
+ χj0δ N
0,j − χ1−j0δ Nρ
q
1−j0
−ρ0j0 ,1−j0,
23
by the similar calculation to (3.26) in the proof of Theorem 3.4 we obtain∣∣∣〈Lc∗(ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)), ζ0,j0(t)− ζρq1−j0−ρ0j0 ,1−j0(t)〉H−1,H1
− 〈Lc∗(ζ0,j0(0)− ζq,1−j0(0)), ζ0,j0(0)− ζq,1−j0(0)〉H−1,H1
∣∣∣
.δ(mδ(v0(0), v1(0)) + ε)
2 + sup
|s|<|t|
∣∣∣〈Lc∗(ζ0,j0(s)− ζρq1−j0−ρ0j0 ,1−j0(s)), [Pγ, ∂xLc∗ ]vj0(s)
− τρq1−j0−ρ0j0 [Pγ, ∂xLc∗ ]v1−j0(s)〉H−1,H1
∣∣∣. (3.46)
From (2.3) and (2.4), we have
Lc∗ [Pγ, ∂xLc∗ ] = −Lc∗(P1 + P2)∂xLc∗ + Lc∗∂xLc∗(P1 + P2) = 0. (3.47)
The above equation yields∥∥∥Lc∗([Pγ, ∂xLc∗ ]vj0 − τρq1−j0−ρ0j0 [Pγ, ∂xLc∗ ]v1−j0
)∥∥∥
H1
≤
∥∥∥Lc∗([Pγ, ∂xLc∗ ]v1−j0 − τρq1−j0−ρ0j0 [Pγ , ∂xLc∗ ]v1−j0
)∥∥∥
H1
+ ‖Lc∗ [Pγ , ∂xLc∗ ](vj0 − v1−j0)‖H1
.δ
1
2mδ(v0(0), v1(0)). (3.48)
Thus, by the inequalities (3.41)–(3.48), we obtain
inf
q∈R,j=0,1
(‖Pγvj(t)− τqPγv1−j(t)‖2E + δ|q|2φδ(v1−j(t))2)
− inf
q∈R,j=0,1
(‖Pγvj(0)− τqPγv1−j(0)‖2E + δ|q|2φδ(v1−j(0))2) . δ 12mδ(v0(0), v1(0))2 (3.49)
Showing the lower estimate of (3.49) by reversing time, we complete the proof in Case (I).
Case (II) We consider the case minj=0,1 ‖vj(0)‖H1 + |cj(0)− c∗| > C0δ. In this case,
since χδ(vj , cj − c∗) = 0, the solution (vj , cj, ρj) to system (3.1)–(3.2) is a solution to the
linear system (3.8)–(3.9). Therefore, from the equation (3.11) we obtain cj(t) = cj(0) and
‖Pd(v0(t)− v1(t))‖E .
∥∥PdetAPd(v0(0)− v1(0))∥∥E
+ inf
q∈R,j=0,1
(∥∥PdetA(Pγvj(0)− τqPγv1−j(0))∥∥E + ∥∥PdetA(Pγv1−j(0)− τqPγv1−j(0))∥∥E
)
.mδ(v0(0), v1(0)) (3.50)
for sufficiently small t > 0. By Lemma 3.3, we have
‖Pγvj(t)‖E = ‖Pγvj(0)‖E and φδ(vj(t)) = φδ(vj(0)) (3.51)
for j = 0, 1. Let ζ˜q,j(t) = Pγvj(t)− τqPγv1−j(t). Then, ζ˜q,j satisfies
∂tζ˜q,j =∂xLc∗ ζ˜q,j + [Pγ, ∂xLc∗ ]vj − τq[Pγ , ∂xLc∗ ]v1−j + 2∂x((τqQc∗ −Qc∗)τqPγv1−j). (3.52)
Since τq+c∗tPγv1−j is the solution to
wt = −∂x∆w − 2∂x((τq+c∗tQc∗)w) + ‖∂xQc∗‖−2L2 (w, τq+c∗tLc∗∂2xQc∗)L2τq+c∗t∂xQc∗
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with the initial data τqPγv1−j(0), we have there exists T > 0 such that
‖τq+c∗tPγv1−j‖X1,bT . ‖Pγv1−j(0)‖E . (3.53)
By the inequality (3.6) and (3.53) we obtain
‖∂x((τqQc∗ −Qc∗)τqPγv1−j)‖X1,0T =‖τc∗t∂x((τqQc∗ −Qc∗)τqPγv1−j)‖X1,0T
.|q|‖τq+c∗tPγv1−j‖X1,bT . |q|‖Pγv1−j(0)‖E (3.54)
for b > 1/2. Combining the inequality (3.54) and the similar calculation to (3.33) and
(3.38), for small t > 0 we obtain∥∥∥ζ˜q,j(t)∥∥∥
E
. ‖Pd(v0(0)− v1(0))‖E +
∥∥∥ζ˜q,j(0)∥∥∥
E
+ |q|‖Pγv1−j(0)‖E . (3.55)
The above inequalities and equations (3.50)–(3.55) yield
mδ(v0(t), v1(t))
2 =‖Pd(v0(t)− v1(t))‖2E + | log c0(0)− log c1(0)|2
+ inf
q∈R,j=0,1
(∥∥∥ζ˜q,j(t)∥∥∥2
E
+ δ|q|2φδ(v1−j(t))2
)
. mδ(v0(0), v1(0))
2.
The equation (3.51) yields∥∥∥Pdζ˜j,q(t)∥∥∥
E
= ‖PdτqPγv1−j(t)‖E . |q|‖Pγv1−j(0)‖E . (3.56)
Since [Pγ , ∂xLc∗ ] = −P1∂xLc∗Pγ, we have
‖(1− τq)[Pγ , ∂xLc∗ ]v1−j(t)‖H1
=‖∂xQc∗‖−2L2
∥∥(Pγv1−j ,Lc∗∂2xQc∗)L2(1− τq)∂xQc∗∥∥H1 . |q|‖Pγv1−j(0)‖E. (3.57)
By the inequalities (3.52), (3.54) and (3.57), the equations (3.47) and the energy estimate,
we obtain ∣∣∣∫ t
0
∂t〈Lc∗ ζ˜q,j(s), ζ˜q,j(s)〉 ds
∣∣∣ . |q|‖Pγv1−j(0)‖E∥∥∥ζ˜q,j∥∥∥
L∞((−|t|,|t|)E)
. (3.58)
Therefore, applying the calculation to show (3.49), by the equation (3.51) and the inequal-
ities (3.54), (3.56) and (3.58) we obtain
inf
q∈R,j=0,1
(‖Pγvj(t)− τqPγv1−j(t)‖2E + δ|q|2φδ(v1−j(t))2)
− inf
q∈R,j=0,1
(‖Pγvj(0)− τqPγv1−j(0)‖2E + δ|q|2φδ(v1−j(0))2) . δ 12mδ(v0(0), v1(0))2
By reversing time, we obtain (3.29) and complete the proof in Case (II).
Case (III) We consider the case ‖v1−j1(0)‖H1 + |c1−j1(0) − c∗| > C1δ ≫ C0δ >
‖vj1(0)‖H1 + |cj1(0)− c∗|. By Theorem 3.4, we have
‖v1−j1(t)‖H1 + |c1−j1(t)− c∗| & C1δ ≫ C0δ & ‖vj1(t)‖H1 + |cj1(t)− c∗|
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for sufficiently small t > 0. Therefore,
mδ(v0(t), v1(t)) ≃‖v1−j1(t)‖H1 + | log c1−j1(t)− log c∗|
≃‖v1−j1(0)‖H1 + | log c1−j1(0)− log c∗| ≃ mδ(v0(0), v1(0)) & δ
for sufficiently small t > 0. By the same argument as in Case (I), we obtain (3.40). Let
ζq,j = τqPγvj . Then, we have
∂t(ζ0,j1 − ζq−ρ˜0j1 ,1−j1) =∂xLc∗(ζ0,j1 − ζq−ρ˜0j1 ,1−j1) + [Pγ, ∂xLc∗ ]vj1 − τq−ρ˜0j1 [Pγ , ∂xLc∗ ]v1−j1
+ 2∂x((τq−ρ˜0j1
Qc∗ −Qc∗)ζq−ρ˜0j1 ,1−j1) + χ
j1
δ (ρ˙j1 − c∗)∂xζ0,j1 + χj1δ N0,j1
(3.59)
and
∂t(ζ0,1−j1 − ζρ˜qj1 ,j1) =∂xLc∗(ζ0,1−j1 − ζρ˜qj1 ,j1) + [Pγ , ∂xLc∗ ]v1−j1 − τρ˜qj1 [Pγ, ∂xLc∗ ]vj1
+ 2∂x((τρ˜qj1
Qc∗ −Qc∗)ζρ˜qj1 ,j1)− χ
j1
δ (ρ˙j1 − c∗)∂xζρ˜qj1 ,j1 − χ
j1
δ N
ρ˜qj1
,j1,
(3.60)
where
ρ˜qj(t) = q +
∫ t
0
χδ(vj(s), cj(s))(ρ˙j(s)− c∗)ds.
For any ǫ > 0, there exist q = q(ǫ) > 0 and j0 ∈ {0, 1} such that
inf
p∈R,j=0,1
(‖Pγvj(0)− τpPγv1−j(0)‖2E + δ|p|2φδ(v1−j(0))2)
≥‖ζ0,j0(0)− ζq,1−j0(0)‖2E + δ|q|2φδ(v1−j0(0))2 − ǫ.
By the smallness of vj1, we have
δ|q|2φδ(v1−j0(0))2 − ǫ ≤‖Pγvj0(0)− Pγv1−j0(0)‖2E − ‖Pγvj0(0)− τqPγv1−j0(0)‖2E
.|q|‖Pγv1−j0(0)‖Emδ(v0(0), v1(0))
Thus, for 0 < ǫ < δ3 we obtain
|q|φδ(v1−j0(0)) . max{δ,mδ(v0(0), v1(0))} . mδ(v0(0), v1(0)). (3.61)
Since ∣∣|ρ˜qj0|2 − |q|2∣∣+ ∣∣|q − ρ˜0j0 |2 − |q|2∣∣ . δ(|q|+ δ),
by the inequality (3.61) we have the estimate of the mobile distance part∣∣δ|ρ˜qj1|2φδ(v1−j0(t))2 − δ|q|2φδ(v1−j0(0))2∣∣ + ∣∣δ|q − ρ˜0j1 |2φδ(v1−j0(t))2 − δ|q|2φδ(v1−j0(0))2∣∣
.δ2(|q|+ δ)
(‖Pγv1−j0(0)‖E
δ
+ 1
)
φδ(v1−j0(0))
.δmδ(v0(0), v1(0))
2.
Thus, from the energy estimate for (3.59) and (3.60), the arguments in Case (I) and Case
(II) yield (3.29).
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4 Construction of the center stable manifolds
In this section, we construct the center stable manifolds by applying the Hadamard method
in [34]. Let H be the complete quasi-metric space H1(R × TL) × (0,∞) with the quasi-
distance mδ. We denote G
+
l,δ by
{G : H → P+H1(R× TL);G = G ◦ P≤0, G(0, c∗) = 0,
‖G(v0)−G(v1)‖E ≤ lmδ(v0, v1) for v0, v1 ∈ H},
where P≤0(v, c) = ((I − P+)v, c). We define the graph ⌈G⌋ of G ∈ G +l,δ as
{(v, c) ∈ H;P+v = G(v, c)}.
In the following lemma, we show the upper estimate of the growth of unstable eigen-
mode.
Lemma 4.1. There exist 0 < T ∗ < 1 and CL > 0 such that if l, δ > 0 satisfy
δ + l ≪ 1 and l−1δ 14 ≪ 1, (4.1)
then for any solutions (vj , cj, ρj) to the system (3.1)–(3.2) (j = 0, 1) satisfying
‖P+(v0(0)− v1(0))‖E ≤ lmδ(v0(0), v1(0))
one has
‖P+(v0(t)− v1(t))‖E ≤
{
CLlmδ(v0(t), v1(t)), |t| ≤ T ∗,
lmδ(v0(t), v1(t)), −T ∗ ≤ t ≤ −T ∗2 .
(4.2)
Proof. By the boundedness of the operator et∂xLc∗ on H1(R× TL), we have for t ∈ R
min{e±k∗t, e±k∗t}‖P±(v0(0)− v1(0))‖E
≤∥∥P±etA(v0(0)− v1(0))∥∥E ≤ max{e±k∗t, e±k∗t}‖P±(v0(0)− v1(0))‖E , (4.3)
where k∗ and k∗ are defined by (2.1). From Lemma 3.3, we have
(etA(v0(0)− v1(0)), ∂xQc∗)L2 = (v0(0)− v1(0), ∂xQc∗)L2 (4.4)
and
(etA(v0(0)− v1(0)), Qc∗)L2 =(v0(0)− v1(0), Qc∗)L2 . (4.5)
By the inequality (4.3), Lemma 3.8 yields that
‖P+(v0(t)− v1(t))‖E ≤
∥∥P+et∂xLc∗ (v0(0)− v1(0))∥∥E + δ 14Cmδ(v0(0), v1(0))
≤(max{ek∗t, ek∗t}l + δ 14C)mδ(v0(0), v1(0)) (4.6)
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and
mδ(v0(t), v1(t))
2 − | log c0(t)− log c1(t)|2
≥∥∥Pd(etA(v0(0)− v1(0)))∥∥2E
+ inf
q∈R,j=0,1
(‖Pγvj(0)− τqPγv1−j(0)‖2E + δ|q|2φδ(v1−j(0))2)− Cδ
1
2mδ(v0(0), v1(0))
2 (4.7)
for sufficiently small |t|. Plugging (4.3)–(4.5) into the estimate (4.7), we have there exist
C, T > 0 such that
mδ(v0(t), v1(t))
2 ≥
{
(1− l2 + e2k∗tl2 − Cδ 12 )mδ(v0(0), v1(0))2, −T ≤ t ≤ 0,
(e−2k
∗|t| − Cδ 12 )mδ(v0(0), v1(0))2, |t| ≤ T.
(4.8)
From (4.6) and (4.8) we obtain for sufficiently small |t|
‖P+(v0(t)− v1(t))‖E ≤(ek
∗|t|l + Cδ
1
4 )(ek
∗|t| + Cδ
1
4 )mδ(v0(t), v1(t))
≤2le2k∗|t|mδ(v0(t), v1(t)).
The above inequality yields (4.2) in the case with sufficiently small |t|. By the inequalities
(4.6) and (4.8), we have
‖P+(v0(t)− v1(t))‖E ≤l(1− k∗T/3 + Cδ
1
4 l−1)(1 + C(l + δ
1
4 ))mδ(v0(t), v1(t))
≤lmδ(v0(t), v1(t))
for −T ≤ t ≤ −T/2 and sufficiently small T and δ. This is the inequality (4.2) in the case
for −T ∗ ≤ t ≤ −T ∗/2.
The following lemma shows that the flow map Uδ(t) of the system (3.1)–(3.2) given by
Theorem 3.4 yields the mapping on the set of graphs.
Lemma 4.2. Under the condition (4.1), the solution map Uδ(t) of the system (3.1)–(3.2)
for |t| ≤ T ∗ defines a map Uδ(t) : G +l,δ → G +CLl,δ uniquely by the relation Uδ(t)(⌈G⌋ × R) =
⌈Uδ(t)G⌋ × R. Moreover, if −T ∗ ≤ t ≤ −T ∗/2, then Uδ(t) maps G +l,δ into itself.
Lemma 4.2 follows Lemma 4.1 and the similar proof to the proof of Lemma 3.4 in [34].
Let
‖G‖
G+
= sup
v∈H\{(0,c∗)}
‖G(v)‖E
‖v‖E
,
where
‖(v, c)‖2E = ‖v‖2E + | log c− log c∗|2.
Then, for G ∈ G +l,δ, we have
‖G(v)‖E ≤ lmδ(v, (0, c∗)) ≤ l‖v‖E for v ∈ H.
Therefore, G ∈ G +l,δ satisfies ‖G‖G+ ≤ l. By the definition of ‖·‖G+ , we obtain the ordered
pair (G +l,δ, ‖·‖G+) is the bounded complete metric space.
In the following lemma, we show the mapping Uδ(t) in Lemma 4.2 is a contraction.
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Lemma 4.3. Under the condition (4.1), the mapping Uδ(t) is a contraction on (G +l,δ, ‖·‖G+)
for t < −T ∗/2.
Proof. Let G0, G1 ∈ G +l,δ and T ∈ [−T ∗,−T ∗/2]. We define solutions (vj , cj, ρj) to the
system (3.1)–(3.2) by
(vj(t), cj(t), ρj(t)) = Uδ(t− T )(P≤0ψ + (Uδ(T )Gj)(ψ, α), α, q)
for j ∈ {0, 1}, (ψ, α) ∈ H, t ∈ R and q ∈ R. Then, we have
P≤0v0(T ) = P≤0v1(T ) and P+(v0(T )− v1(T )) = v0(T )− v1(T ). (4.9)
The equality
P+(P≤0ψ + Uδ(T )Gj(ψ, α)) = Uδ(T )Gj(P≤0ψ, α) =Uδ(T )Gj
(
P≤0ψ + Uδ(T )Gj(ψ, α), α
)
implies
P≤0ψ + Uδ(T )Gj(ψ, α) ∈ ⌈Uδ(T )Gj⌋.
Thus, we have
Uδ(−T )(P≤0ψ + Uδ(T )Gj(ψ, α)) ∈ Uδ(−T )⌈Uδ(T )Gj⌋ = ⌈Gj⌋.
This inclusion yields
P+vj(0) =P+(Uδ(−T )(P≤0ψ + Uδ(T )Gj(ψ, α)))
=Gj
(
Uδ(−T )(P≤0ψ + Uδ(T )Gj(ψ, α)), α
)
= Gj(vj(0), α).
Therefore, we have
‖P+(v0(0)− v1(0))‖E ≤‖G0 −G1‖G+‖(P≤0v0(0), c0(0))‖E + lmδ(P≤0v0(0), P≤0v1(0)),
(4.10)
where vj(t) = (vj(t), cj(t)) for j = 0, 1. Since c0 satisfies (3.2), if max{|c0(0)− c∗|, |c0(T )−
c∗|} > √2δ, then c0(0) = c0(T ). Thus, Theorem 3.4 yields that there exists C > 0 such
that
‖(P≤0v0(0), c0(0))‖2E
≤∥∥(P− + P0)(v0(0)− e−TAv0(T ))∥∥2E + ∥∥(P− + P0)e−TAv0(T )∥∥2E
+ 2
∥∥(P− + P0)(v0(0)− e−TAv0(T ))∥∥E∥∥(P− + P0)e−TAv0(T )∥∥E
+ ‖Pγv0(0)‖2E − ‖Pγv0(T )‖2E + ‖Pγv0(T )‖2E + | log c0(0)− log c0(T )|2
+ 2| log c0(0)− log c0(T )|| log c0(T )− log c∗|+ | log c0(T )− log c∗|2
≤(1 + 2Cδ)‖(P≤0v0(T ), c0(T ))‖2E + 2Cδ‖P+v0(T )‖2E .
Since ‖P+v0(T )‖E = ‖Uδ(T )G0(ψ, α)‖E ≤ l‖(ψ, α)‖E, by the definition (v0(T ), c0(T )) we
have
‖(P≤0v0(0), c0(0))‖2E ≤ (1 + 4Cδ)‖(ψ, α)‖2E . (4.11)
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Applying Lemma 3.8 from t = T , by the equation (4.9) we obtain∥∥Pd(v0(t)− v1(t)− e(t−T )A(v0(T )− v1(T )))∥∥E
+ inf
p∈R,j=0,1
(‖Pγvj(t)− τpPγv1−j(t)‖E + δ1/2|p|φδ(v1−j(t))) . δ 14‖P+(v0(T )− v1(T ))‖E
(4.12)
for T ≤ t ≤ 0. By the inequalities (4.3) and (4.12), we have that there exists C > 0 such
that
‖P+(v0(0)− v1(0))‖E ≥
∥∥e−TAP+(v0(T )− v1(T ))∥∥E − Cδ 14‖P+(v0(T )− v1(T ))‖E
≥ (e−k∗T − Cδ 14 )‖P+(v0(T )− v1(T ))‖E (4.13)
and
inf
p∈R,j=0,1
(‖Pγvj(0)− τpPγv1−j(0)‖E + δ 12 |p|φδ(v1−j(0)))+ ‖P−(v0(0)− v1(0))‖E
+ ‖P0(v0(0)− v1(0))‖E . δ
1
4‖P+(v0(T )− v1(T ))‖E . (4.14)
Therefore, by (4.14) we have
mδ(P≤0v0(0), P≤0v1(0)) . δ
1
4‖P+(v0(T )− v1(T ))‖E . (4.15)
From the inequalities (4.10), (4.11), (4.13) and (4.15), we obtain there exists 0 < Λ < 1
such that
‖P+(v0(T )− v1(T ))‖E ≤(e−k∗T − Cδ
1
4 )−1(1− Clδ 14 )−1(1 + 4Cδ)1/2‖G0 −G1‖G+‖(ψ, α)‖E
≤Λ‖G0 −G1‖G+‖(ψ, α)‖E .
Therefore,
‖Uδ(T )G0(ψ, α)− Uδ(T )G1(ψ, α)‖E
‖(ψ, α)‖E
=
‖P+(v0(T )− v1(T ))‖E
‖(ψ, α)‖E
≤ Λ‖G0 −G1‖G+ .
Thus, Uδ(T ) is a contraction.
Applying Lemma 4.3, we obtain the existence of the fix point of Uδ(t).
Proposition 4.4. Assume that l, δ > 0 satisfy (4.1). Then there exists a unique Gδ+ ∈ G +l,δ
such that Uδ(t)Gδ+ = Gδ+ for all t < 0. Moreover, the uniqueness holds for any fixed t < 0.
The proof of Proposition follows the proof of Theorem 3.6 in [34]. In the following
lemma, we show the estimate of the smallness of the modulation parameter c.
Lemma 4.5. Let c∗/2 < c0 < 2c∗. Then, there exists δ > 0 such that for u ∈ L2(R× TL)
satisfying u = τρ(v +Qc), (v,Qc∗)L2 = 0, ‖v‖L2 < δ and ‖u‖L2 = ‖Qc0‖L2, we have
|c0 − c| . ‖v‖2L2 + |c0 − c∗|‖v‖L2 .
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Proof. Since
‖Qc0‖2L2 − ‖Qc‖2L2 =‖v‖2L2 + 2(v,Qc −Qc∗)L2,
we have
|c0 − c| . ‖v‖2L2 + (|c0 − c|+ |c0 − c∗|)‖v‖L2 .
The smallness of ‖v‖L2 yields the conclusion.
Let
Mδcs(c∗, r) = {τρ(w +Gδ+(w, c) +Qc);w ∈ (P− + Pγ)H1(R× TL), |c− c∗| < c∗/2,
inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < r, ρ ∈ R}
and
M˜δcs(c∗, r) = {τρ(w +Gδ+(w, c) +Qc);w ∈ P≤0H1(R× TL), ‖P0w‖H1(R×TL) < r1/2,
|c− c∗| < c∗/2, inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < r, ρ ∈ R}
for r > 0.
We show the stability of Qc on M˜δcs(c, ε).
Theorem 4.6. Let l, δ > 0. Assume (4.1). For any ε > 0, there exists ε˜ = ε˜(c∗, ε) > 0
such that for u0 ∈ M˜δcs(c∗, ε˜) the solution u to the equation (1.1) with the initial data u0
satisfies u(t) ∈ M˜δcs(c∗, ε) for all t > 0.
Proof. Let l, δ > 0 satisfying (4.1). We prove the stability by contradiction. We assume
there exists 0 < ε0 ≪ δ2 such that for 0 < ε˜ < ε0 there exist t0 > 0 and the solution u to
the equation (1.1) with the initial data τρ0(0)(v0(0)+G
δ
+(v0(0), c0(0))+Qc0(0)) ∈ M˜δcs(c∗, ε˜)
satisfying
sup
0≤t≤t0
inf
q∈R
‖u(t)− τqQc∗‖H1 ≤ ε0
and
inf
q∈R
‖u(t0)− τqQc∗‖H1 = ε0.
We define the solution (v0(t), c0(t), ρ0(t)) to the system (3.1)–(3.2) with the initial data
(v0(0) + G
δ
+(v0(0), c0(0)), c0(0), ρ0(0)) and the solution (v1(t), c1(t), ρ1(t)) to the system
(3.1)–(3.2) with the initial data (v1(0), c1(0), ρ1(0)) ∈ (I − P0)H1(R × TL) × (0,∞) × R
satisfying τρ0(0)(v0(0) + G
δ
+(v0(0), c0(0)) + Qc0(0)) = τρ1(0)(v1(0) + Qc1(0)). Then, by the
invariance of Uδ(t)(⌈Gδ+⌋ × R) = ⌈Gδ+⌋ × R, we have Gδ+(v0(t), c0(t)) = P+v0(t). Since
‖τρ0Qc0 − τqQc∗‖H1 .‖P0(Qc0 − τq−ρ0Qc∗)‖H1
.‖P0v0‖H1 +
∥∥τρ0(v0 +Gδ+(v0, c0) +Qc0)− τqQc∗∥∥H1 ,
we have∥∥v0(t) +Gδ+(v0(t), c0(t))∥∥H1 + |c0(t)− c∗| . infq∈R ‖u(t)− τqQc∗‖H1 + ‖P0v0(0)‖H1
.ε0 + ε˜
1/2 ≪ δ.
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The smallness of v0 +G
δ
+(v0, c0) and c0 − c∗ yields
u(t) = τρ0(t)(v0(t) +G
δ
+(v0(t), c0(t)) +Qc0(t))
for 0 ≤ t ≤ t0. Form the similar calculation, we obtain
‖v1(0)‖H1 . infq∈R(
∥∥v1(0)−Qc1(0) + τqQc∗∥∥H1 + ‖Qc1(0)− τqQc∗‖H1)
. inf
q∈R
∥∥v1(0)−Qc0(0) + τqQc∗∥∥H1 < ε˜ . δ2.
Therefore, we have
τρ1(t)(v1(t) +Qc1(t)) = τρ0(t)(v0(t) +G
δ
+(v0(t), c0(t)) +Qc0(t)),∥∥v0(t) +Gδ+(v0(t), c0(t))∥∥H1 + |c0(t)− c∗|+ |ρ0(t)− ρ1(t)| . ε0 + ε˜1/2
and
‖v1(t)‖H1 + |c1(t)− c∗| . ε0
for 0 ≤ t ≤ t0. By the conservation of the action Sc, we obtain
Sc∗(u(t))− Sc∗(Qc∗) =
∑
j,k
(Λ+,jk (t)Λ
−,j
k (t)) +
1
2
〈γ(t),Lc∗γ(t)〉H1,H−1 + CN(u(t)),
where
Λ±,jk (t) = (v1(t),Lc∗F
∓,j
k )L2 , γ(t) = v1(t)−
∑
j,k
(Λ+,jk (t)F
+,j
k + Λ
−,j
k (t)F
−,j
k )
and
CN(u(t)) = Sc∗(u(t))− Sc∗(Qc∗)−
∑
j,k
(Λ+,jk (t)Λ
−,j
k (t))−
1
2
〈γ(t),Lc∗γ(t)〉H1,H−1 . (4.16)
We define cu > 0 as
‖u(t)‖L2 = ‖Qcu‖L2.
Then, we have
|cu − c∗| . |‖u(0)‖L2 − ‖Qc∗‖L2 | ≤ infq∈R ‖u(0)− τqQc∗‖H1 < ε˜. (4.17)
By the inequality (4.17) and Lemma 4.5, we obtain
|c1(t)− c∗| ≤ |c1(t)− cu|+ |cu − c∗| . ε˜+ ε20 (4.18)
and
|CN(u(t))| .|c1(t)− c∗|2 + ‖v1(t)‖3H1 . ε˜2 + ε30. (4.19)
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Since ∑
j,k
|Λ+,jk (t)|2
.
∥∥P+(v0(t) +Gδ+(v0(t), c0(t)))∥∥2E + |ρ0(t)− ρ1(t)|2∥∥v0(t) +Gδ+(v0(t), c0(t))∥∥2E
=
∥∥Gδ+(v0(t), c0(t))∥∥2E + |ρ0(t)− ρ1(t)|2∥∥v0(t) +Gδ+(v0(t), c0(t))∥∥2E
.(l2 + ε20 + ε˜)ε
2
0,
by (4.16) and (4.19) we obtain
〈γ(t),Lc∗γ(t)〉H1,H−1 . ε˜2 + (l2 + ε20 + ε˜)1/2ε20 (4.20)
for 0 ≤ t ≤ t0. Therefore, by the inequalities (4.18) and (4.20) we have∑
j,k
(Λ−,jk (t0))
2 ≃ ‖v1(t0)‖2H1 ≃ ε20 (4.21)
for sufficiently small ε˜≪ ε0. By the system (3.1)–(3.2), we have
d
dt
∑
j,k
(Λ−,jk (t))
2 ≤ 2
∑
j,k
−λk(Λ−,jk (t))2 +O(‖v1(t)‖3H1 + |c1(t)− c∗|3). (4.22)
Combining (4.21) and (4.22), we obtain
d
dt
∑
j,k
(Λ−,jk (t))
2 < 0
for 0 ≤ t ≤ t0 such that
∑
j,k(Λ
−,j
k (t))
2 ≫ ε30. This contradicts (4.21) or ‖v1(0)‖H1 . ε˜≪
ε0. Thus, we obtain the conclusion.
In the following lemmas, to show the property of solutions to the equation (1.1) off the
manifold Mδcs(c∗, ε), we prove the estimate of the growth of unstable modes.
Lemma 4.7. Let δ, l0 > 0. Suppose
δ(1 + l0)
4 ≪ min{1, l40}. (4.23)
There exists T ∗ > 0 such that for any solutions (v0, c0, ρ0) and (v1, c1, ρ1) to the system
(3.1)–(3.2) satisfying
(mδ(v0(0), v1(0))
2 − ‖P+(v0(0)− v1(0))‖2E)
1
2 ≤l0‖P+(v0(0)− v1(0))‖E, (4.24)
one has
(mδ(v0(t), v1(t))
2 − ‖P+(v0(t)− v1(t))‖2E)
1
2 ≤
{
2l0‖P+(v0(t)− v1(t))‖E , 0 ≤ t < T ∗/2,
l0‖P+(v0(t)− v1(t))‖E, T ∗/2 ≤ t ≤ T ∗
and
‖P+(v0(t)− v1(t))‖E ≥
{
1
2
ek∗t/2‖P+(v0(0)− v1(0))‖E , 0 ≤ t < T ∗/2,
ek∗t/2‖P+(v0(0)− v1(0))‖E , T ∗/2 ≤ t ≤ T ∗,
where k∗ is defined by the equation (2.1).
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Proof. By the assumption (4.24), we have there exists C > 0 such that
‖P+(v0(0)− v1(0))‖E ≤ mδ(v0(0), v1(0)) ≤ (1 + l0)‖P+(v0(0)− v1(0))‖E .
Lemma 3.8 yields
mδ(v0(t), v1(t))
2 − ‖P+(v0(t)− v1(t))‖2E
≤e−2k∗t‖P−(v0(0)− v1(0))‖2E + ‖P0(v0(0)− v1(0))‖2E
+ inf
q∈R,j=0,1
(‖Pγvj(0)− τqPγv1−j(0)‖2E + δ|q|2φδ(v1−j(0))2)
+ | log c0(0)− log c1(0)|2 + Cδ 12mδ(v0(0), v1(0))2
≤(l20 + δ
1
2 (1 + l0)
2)‖P+(v0(0)− v1(0))‖2E
≤(l20 + δ
1
2 (1 + l0)
2)(e2k∗t − δ 12 (1 + l0)2)−1‖P+(v0(t)− v1(t))‖2E
for 0 ≤ t ≤ T ∗. By the assumption (4.23), we obtain the conclusion.
Lemma 4.8. Let δ, l0 > 0. Suppose the assumption (4.23). There exists ε∗ = ε∗(c∗, δ, l0) >
0 such that for any 0 < ε < ε∗ and solutions u0(t) and u1(t) to the equation (1.1) satisfying
sup
t≥0
inf
q∈R
‖u1(t)− τqQc∗‖H1 < ε, infq∈R ‖u0(0)− τqQc∗‖H1 < ε (4.25)
and
(mδ(v0(0), v1(0))
2 − ‖P+(v0(0)− v1(0))‖2E)
1
2 < l0‖P+(v0(0)− v1(0))‖E, (4.26)
one has
inf
q∈R
‖u0(t0)− τqQc∗‖H1 ≥ ε (4.27)
for some t0 > 0, where (v0(0), c0(0), ρ0(0)) and (v1(0), c1(0), ρ1(0)) satisfy
uj(0) = τρj(0)(vj(0) +Qcj(0)), |(v1(0), ∂xQc∗)L2 |+ |(v1(0), Qc∗)L2 | < ε1/2 (4.28)
for j = 0, 1.
Proof. Let vj be the solution to the system (3.1)–(3.2) with the initial data (vj(0), cj(0), ρj(0)).
we show the inequality (4.27) by the contradiction. Assume for any 0 < ε∗ ≪ δ2 there
exist 0 < ε < ε∗ and solutions u0(t) and u1(t) to the equation (1.1) satisfying (4.25), (4.26),
(4.28) and
sup
t≥0
inf
q∈R
‖u0(t)− τqQc∗‖H1 < ε. (4.29)
Since
‖v1(t)‖H1 + |c1(t)− c∗| . inf
q∈R
‖u1(t)− τqQc∗‖H1 + ε1/2 ≪ δ
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and u1(t) = τρ1(t)(v1(t) + Qc1(t)) as long as ‖v1(t)‖2H1 + |c1(t)− c∗|2 < δ2, we have u1(t) =
τρ1(t)(v1(t) +Qc1(t)) for all t ≥ 0. Applying Lemma 4.7 repeatedly, we obtain
0 <
1
2
ek∗t/2‖P+(v0(0)− v1(0))‖E ≤ ‖P+(v0(t)− v1(t))‖E (4.30)
and
(mδ(v0(t), v1(t))
2 − ‖P+(v0(t)− v1(t))‖2E)
1
2 < 2l0‖P+(v0(t)− v1(t))‖E, (4.31)
for all t > 0. Since
P+(τqQc) = 0
for q ∈ R and c > 0, we have
‖P+(v0(t)− v1(t))‖E .‖P+v0(t)‖H1 + ‖P+v1(t)‖H1
. inf
q∈R
∥∥v0(t) +Qc0(t) − τqQc∗∥∥H1 + infq∈R∥∥v1(t) +Qc1(t) − τqQc∗∥∥H1 .
Therefore, if 0 < ε≪ δ, then by the assumption (4.25) and the inequality (4.30) we have
1
2
ek∗t/2‖P+(v0(0)− v1(0))‖E ≤ ‖P+(v0(t)− v1(t))‖E . inf
q∈R
‖u0(t)− τqQc∗‖H1 + ε (4.32)
for t > 0 as long as ‖v0(t)‖2H1 + |c0(t) − c∗|2 < δ2. By Lemma 4.7, the inequality (4.31)
and the assumption (4.25), we have
‖v0(t)‖2H1 + |c0(t)− c∗|2 .mδ(v0(t), (0, c∗))2
.mδ(v0(t), v1(t))
2 + inf
q∈R
∥∥(I − P0)v1(t) +Qc1(t) − τqQc∗∥∥2H1
+ |(v1(t), ∂xQc∗)L2|2 + |(v1(t), Qc∗)L2|2
.(1 + l0)‖P+(v0(t)− v1(t))‖2E + ε (4.33)
The inequalities (4.32), (4.33) and (4.32) contradict the assumption (4.29) for sufficiently
small ε∗ > 0. Thus, the proof was completed.
In the following corollary, we show that solutions to the equation (1.1) off the center–
stable manifold exit neighborhoods of a line solitary wave.
Corollary 4.9. Let δ, l > 0. Suppose (4.1) and (4.23). There exists ε∗ = ε∗(c∗, δ, l0) > 0
such that for u(0) ∈ Nc∗(ε∗)\Mδcs(c∗, ε∗), the solution u of the equation (1.1) corresponding
to the initial data u(0) satisfies
inf
q∈R
‖u(t0)− τqQc∗‖H1 ≥ ε∗,
for some t0 ≥ 0.
Proof. Let u(0) ∈ Nc∗(ε∗) \Mδcs(c∗, ε∗) and u be the solution to the equation (1.1) corre-
sponding to the initial data u(0). By applying Lemma 2.4, we define v(0) = τ−ρ(u(0))u(0)−
Qc(u(0)) and the solution (v1, c1, ρ1) to the system (3.1)–(3.2) corresponding to the ini-
tial data ((P−+Pγ)v(0)+G+((P−+Pγ)v(0), c(u(0))), c(u(0)), ρ(u(0))). Then, the solution
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(v0, c0, ρ0) to the system (3.1)–(3.2) corresponding to the initial data (v(0), c(u(0)), ρ(u(0)))
satisfies u(t) = τρ0(t)(v0(t) +Qc0(t)) as long as ‖v0(t)‖2H1 + |c0(t)− c∗|2 < δ2. Since
(P− + Pγ)(v0(0)− v1(0)) = 0,
we have
mδ(v0(0), v1(0))
2 − ‖P+(v0(0)− v1(0))‖2E = 0 ≤ l20‖P+(v0(0)− v1(0))‖2E .
Thus, the conclusion follows Lemma 4.8 and the inequality (4.32).
In the following corollary, we show the correspondence betweenMδcs(c∗, ε) and M˜δcs(c∗, ε).
Corollary 4.10. Let δ, l > 0. Suppose (4.1). There exist ε1 = ε1(c
∗, δ) > 0 such that for
0 < ε < ε1
Mδcs(c∗, ε) = M˜δcs(c∗, ε)
and
{w +Gδ+(w, c) +Qc;w ∈ P≤0H1(R× TL), |c− c∗| ≤ c∗/2, ‖P0(w +Qc −Qc∗)‖H1 < ε1/2,
inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < ε}
={τρ(w +Gδ+(w, c) +Qc);w ∈ (P− + Pγ)H1(R× TL), |c− c∗| ≤ c∗/2, ρ ∈ R,∥∥P0(τρ(w +Gδ+(w, c) +Qc)−Qc∗)∥∥H1 < ε1/2, infq∈R∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < ε}.
Moreover,
Mδcs(c∗, ε) =
⋃
q∈R
{w +Gδ+(w, c) +Qc;w ∈ P≤0H1(R× TL), |c− c∗| ≤ c∗/2,
‖P0(w +Qc −Qc∗)‖H1 < ε1/2, inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < ε}. (4.34)
Proof. By the definitions of Mδcs(c∗, ε) and M˜δcs(c∗, ε), we have
Mδcs(c∗, ε) ⊂ M˜δcs(c∗, ε).
From Theorem 4.6, solutions u(t) to the equation (1.1) with an initial data u(0) ∈
M˜δcs(c∗, ε) satisfy
sup
t≥0
inf
q∈R
‖u(t)− τqQc∗‖H1 < ε∗
for sufficiently small ε > 0, where ε∗ is defined in Corollary 4.9. Therefore, Corollary 4.9
yields M˜δcs(c∗, ε)∩(H1(R×TL)\Mδcs(c∗, ε)) = ∅. Thus, we obtainMδcs(c∗, ε) = M˜δcs(c∗, ε).
Since Mδcs(c∗, ε) = M˜δcs(c∗, ε), we have
{w +Gδ+(w, c) +Qc;w ∈ P≤0H1(R× TL), |c− c∗| ≤ c∗/2, ‖P0(w +Qc −Qc∗)‖H1 < ε1/2,
inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < ε}
⊂{τρ(w +Gδ+(w, c) +Qc);w ∈ (P− + Pγ)H1(R× TL), |c− c∗| ≤ c∗/2, ρ ∈ R,∥∥P0(τρ(w +Gδ+(w, c) +Qc)−Qc∗)∥∥H1 < ε1/2, infq∈R∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < ε}.
36
Let τρ(w +G
δ
+(w, c) +Qc) satisfy that w ∈ (P− + Pγ)H1(R× TL),∥∥P0(τρ(w +Gδ+(w, c) +Qc)−Qc∗)∥∥H1 < ε1/2
and
inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < ε.
We define the solution u0(t) to the equation (1.1) with the initial data τρ(w+G
δ
+(w, c)+Qc)
and the solution u1(t) to the equation (1.1) with the initial data
P≤0w0 +G+(P≤0w0, c∗) +Qc∗ ,
where w0 = τρ(w+G
δ
+(w, c)+Qc)−Qc∗ . By Theorem 4.6, there exists l0 such that l0 and
δ satisfies (4.23) and
sup
t≥0
inf
q∈R
‖uj(t)− τqQc∗‖H1 < ε∗(c∗, δ, l0)
for j = 0, 1 and sufficiently small ε > 0, where ε∗ is defined in Lemma 4.8. Since u1(0)
satisfy the assumption (4.28) for ε < ε∗, by Lemma 4.8 we have
l0‖P+(u0(0)− u1(0))‖E .‖P≤0(u0(0)− u1(0))‖H1 = 0
and u0(0) = u1(0). Therefore, we obtain
{w +Gδ+(w, c) +Qc;w ∈ P≤0H1(R× TL), |c− c∗| ≤ c∗/2, ‖P0(w +Qc −Qc∗)‖H1 < ε1/2,
inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < ε}
⊃{τρ(w +Gδ+(w, c) +Qc);w ∈ (P− + Pγ)H1(R× TL), |c− c∗| ≤ c∗/2, q ∈ R,∥∥P0(τρ(w +Gδ+(w, c) +Qc)−Qc∗)∥∥H1 < ε1/2, infq∈R∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < ε}.
Since
‖P0(w +Qc −Qc∗)‖H1 . inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1
for w ∈ (P−+Pγ)H1(R×TL) and |c−c∗| < c∗/2, we have the equation (4.34) for sufficiently
small ε > 0.
5 Smoothness of the center stable manifolds
In this section, we show the center stable manifolds has the C1 regularity by applying the
argument in [17].
The following lemma shows the local uniqueness of Mδcs.
Lemma 5.1. Let l, l0, δ0, δ1 > 0. Assume (δ0, l) and (δ1, l) satisfy (4.1) and assume (δ0, l0)
and (δ1, l0) satisfy (4.23). Then, there exists r0 = r0(δ0, δ1) > 0 such that
Gδ0+ (w, c) = G
δ1
+ (w, c),
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where (w, c) ∈ P≤0H1(R× TL)× (0,∞) satisfying
inf
q∈R,j=0,1
∥∥∥w +Gδj+ (w, c) +Qc − τqQc∗∥∥∥
H1
< r0.
Moreover, Mδ0cs(c∗, r0) =Mδ1cs(c∗, r0).
Proof. By Theorem 4.6, there exists r1 > 0 such that for t ≥ 0, j ∈ {0, 1} and φj ∈
Mδjcs(c∗, r1),
vj(t) ∈Mδjcs(c∗, ε0),
where ε0 = minj=0,1 ε∗(c∗, δj, l0)/2, vj is the solution to the equation (1.1) with vj(0) = φj
and the constant ε∗ is defined in Lemma 4.8. We prove the conclusion by contradiction.
Assume for any r > 0 there exist j0 ∈ {0, 1} and
τρ(w +G
δj0
+ (w, c) +Qc) ∈Mδj0cs (c∗, r) \Mδ1−j0cs (c∗, r)
such that w ∈ (P− + Pγ)H1(R× TL) and
inf
q∈R
∥∥∥w +Gδj0+ (w, c) +Qc − τqQc∗∥∥∥
H1
< r.
Then, G
δj0
+ (w, c) 6= Gδ1−j0+ (w, c) and
inf
q∈R
∥∥∥w +Gδ1−j0+ (w, c) +Qc −Qc∗∥∥∥
H1
≤ r +
∥∥∥Gδj0+ (w, c)−Gδ1−j0+ (w, c)∥∥∥
H1
. r.
Without loss of generality, we can choose r satisfying
max
j=0,1
inf
q∈R
∥∥∥w +Gδj+ (w, c) +Qc − τqQc∗∥∥∥
H1
< min{r1, ε0}
and
‖w‖2H1 + |c− c∗|2 < minj=0,1 δj .
Let uj be the solution to (1.1) with uj(0) = τρ(w + G
δj
+ (w, c) + Qc). Then, we have for
t ≥ 0 and j ∈ {0, 1}
uj(t) ∈Mδjcs(c∗, ε0). (5.1)
By the inequality(
mδj ((w +G
δ0
+ (w, c), c), (w +G
δ1
+ (w, c), c))
2 − ∥∥Gδ0+ (w, c)−Gδ1+ (w, c)∥∥2E)1/2
<l0
∥∥Gδ0+ (w, c)−Gδ1+ (w, c)∥∥E
and Lemma 4.8, there exists t0 > 0 such that
inf
q∈R
‖u1−j(t0)− τqQc∗‖H1 = ε∗(c∗, δj , l0)
which contradict (5.1). Thus, there exists r > 0 such that
Mδ0cs(c∗, r) =Mδ1cs(c∗, r).
The following corollary shows the tangent plain of the center stable manifolds Mcs at
τqQc∗ is τq(P≤0H1(R× TL) +Qc∗).
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Corollary 5.2. Let δ, l > 0. Assume (4.1). Then, for any l∗ > 0 there exists δl∗ > 0 such
that ∥∥Gδ+(w0, c0)−Gδ+(w1, c1)∥∥E ≤ l∗(‖w0 − w1‖E + | log c0 − log c1|)
for w0, w1 ∈ P≤0H1(R× TL) and c0, c1 > 0 satisfying
max
j=0,1
(‖wj‖E + | log cj − log c∗|) ≤ δl∗ .
Proof. For any l∗ > 0, there exists δ0 > 0 such that G
δ0
+ ∈ G +l∗,δ0. By Lemma 5.1, there
exists r > 0 such that Gδ+(w, c) = G
δ0
+ (w, c) for (w, c) ∈ P≤0H1(R×TL)× (0,∞) satisfying
inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 < r.
Since there exists C > 0 such that
inf
q∈R
∥∥w +Gδ+(w, c) +Qc − τqQc∗∥∥H1 ≤ C(‖w‖H1 + | log c− log c∗|),
we have ∥∥Gδ+(w0, c0)−Gδ+(w1, c1)∥∥E =∥∥Gδ0+ (w0, c0)−Gδ0+ (w1, c1)∥∥E
≤l∗(‖w0 − w1‖E + | log c0 − log c1|)
for (w0, c0), (w1, c1) ∈ P≤0H1(R× TL)× (0,∞) satisfying
max
j=0,1
(‖wj‖H1 + | log cj − log c∗|) < C−1r.
In the rest of this section, we prove that Gδ+ is at least C
1 in P≤0H1(R×TL)×(0,∞) by
applying the argument in the section 2.3 in [17]. Let ε, a0, a1 > 0 and ψ0, ψ1 ∈ (P−+Pγ +
P1)H
1(R× TL) with ‖ψ0‖H1(R×TL) < ε and |a0 − c∗| < ε. We consider solution (v0, c0, ρ0)
to the system (2.5) and (2.8) such that
v0(0) = ψ0 +G
δ
+(ψ0, a0), c0(0) = a0.
Let vh be a solution to the equation
vt = ∂xLc∗v + (ρ˙0 − c∗)∂xv + 2∂x((Qc∗ −Qch)v) + (ρ˙0 − ch)∂xQch − c˙0∂cQch − ∂x(v2)
(5.2)
with the initial data vh(0) = ψ0 + hψ1 +G
δ
+(ψ0 + hψ1, a0 + ha1), where
ch(t) = c0(t) + ha1.
Then, τρ0(v0+Qc0) and τρ0(vh+Qch) are solutions to the equation (1.1). By the Lipschitz
continuity of Gδ+, for any sequence {hn}n with hn → 0 as n→∞ there exist a subsequence
{h′n}n ⊂ {hn}n and ψ+ ∈ P+H1(R× TL) such that
Gδ+(ψ0 + h
′
nψ1, a0 + h
′
na1)−Gδ+(ψ0, a0)
h′n
→ ψ+ as n→∞.
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Let wh = τρ0vh for h ≥ 0. Then, for h ≥ 0, wh is the solution to the equation
wt = −∂x∆w − 2∂x(τρ0Qchw) + (ρ˙0 − ch)τρ0∂xQch − c˙0τρ0∂cQch − ∂x(w2)
with wh(0) = vh(0). From the well-posedness result of the equation (1.1) in [31], we have
there exists b0 >
1
2
such that for T > 0 and 1
2
< b < b0 there exists C = C(T, b) > 0
satisfying
‖w0‖X1,bT ≤ C‖v0(0)‖H1. (5.3)
We define ξ as the solution to the equation
ξt =− ∂x∆ξ − 2∂x(τρ0Qc0ξ)− 2a1∂x(τρ0∂cQc0w0)− a1τρ0∂xQc0
+ a1(ρ˙0 − c0)τρ0∂x∂cQc0 − c˙0a1τρ0∂2cQc0 − 2∂x(w0ξ) (5.4)
with the initial data ξ(0) = ψ1 + ψ+. By the smoothness of the flow map of the equation
(1.1) given by [31], we have that for T > 0∥∥∥∥wh′n − w0h′n − ξ
∥∥∥∥
L∞((−T,T ),H1)
→ 0 as n→∞. (5.5)
Let η = τ−ρ0ξ. Then, η satisfies the equation
ηt =∂xLc∗η − 2∂x((Qc0 −Qc∗)η) + (ρ˙0 − c∗)∂xη − 2a1∂x(∂cQc0v0)
− a1∂xQc0 + a1(ρ˙0 − c0)∂x∂cQc0 − c˙0a1∂2cQc0 − 2∂x(v0η). (5.6)
We define the norm ‖·‖Eκ by
‖u‖Eκ = ‖(I − P1)u+ κP1u‖Eκ.
In the following lemma, we show the behavior of solutions of the equation (5.6) (see Lemma
2.4 in [17].)
Lemma 5.3. Let C, κ,K0 > 0. There exists K1(C,K0), κ0(C,K0) > 0 satisfying the
following property. Let (v0, c0, ρ0) be a solution to the system (2.5) and (2.8) satisfying
supt≥0(‖v0(t)‖H1 + |c0(t)− c∗|) ≤ Cκ and τρ0(v0 +Qc0) is a solution to the equation (1.1).
Then, for a1 ∈ R the Cauchy problem of the equation (5.6) is global well-posed in H1(R×
TL). Precisely, there exists b >
1
2
such that for any η0 ∈ H1(R×TL) there exists a unique
solution ξ to the equation (5.4) satisfying that ξ(0) = τ−ρ0(0)η0,
w ∈ X1,bT for T > 0
and τ−ρ0ξ is a solution to the equation (5.6) with initial data η0. Moreover, if a solution η
to the equation (5.6) with initial data η(0) ∈ H1(R× TL) satisfies 0 < κ < κ0 and
K0κ
1
3 (‖P≤0η(t0)‖E
κ1/3
+ |a1|) < ‖P+η(t0)‖E (5.7)
at some t0 ≥ 0, then for t ≥ t0 + 1/2
3‖P+η(t)‖E > e
k∗
2
(t−t0)(‖P+η(t0)‖E +K0κ1/3(‖P≤0η(t)‖E
κ1/3
+ |a1|)). (5.8)
On the other hand, if (5.7) fails for t0 ≥ 0, then for t ≥ 0
‖P+η(t)‖E . κ
1
3 (‖P≤0η(t)‖E
κ1/3
+ |a1|) . eK1κ1/6tκ 13 (‖P≤0η(0)‖E
κ1/3
+ |a1|). (5.9)
40
Proof. From the same manner of the proof of Theorem 3.4, we obtain the global well-
posedness of the equation (5.6) in H1(R×TL) and for a1 ∈ R. Moreover, for any solutions
η to the equation (5.6) and s ≥ 0 there exists ξs ∈ X1,b such that for t ∈ (s− 1, s+ 1) we
have η(t) = τρ0(s)−ρ0(t)ξs(t) and
‖η‖L∞((s−1,s+1),H1) . ‖ξs‖X1,b . (‖η(s)‖H1 + |a1|). (5.10)
By the inequalities (3.25), (5.3) and (5.10), for t1, t2 ≥ 0 with |t1 − t2| < 1 we have
|‖Pγη(t2)‖2E − ‖Pγη(t1)‖2E | .κ(‖η(t1)‖E + |a1|)2
.κ
1
3‖P≤0η(t1)‖2E
κ1/3
+ κ|a1|2 + κ‖P+η(t1)‖2E (5.11)
Since
‖P−∂tη(t)− ∂xLc∗P−η(t)‖E + |(Qc∗ , ∂tη(t))L2| . κ(‖η(t)‖E + |a1|),
we have
|‖P2η(t2)‖E
κ1/3
− ‖P2η(t1)‖E
κ1/3
| . κ2/3‖η(t1)‖E
κ1/3
+ κ|a1| (5.12)
and
‖P−η(t2)‖E − e−k∗(t2−t1)‖P−η(t1)‖E . κ2/3‖η(t1)‖E
κ1/3
+ κ|a1| (5.13)
for t1, t2 ∈ R with |t1 − t2| < 1. By the inequality
|(∂xQc∗, ∂tη(t))L2 | . ‖Pγη(t)‖E + ‖P2η(t)‖E + |a1|+ κ‖Pdη(t)‖E
and (5.10)–(5.12) we obtain for t1, t2 ∈ R with |t1 − t2| < 1
|‖P1η(t2)‖E
κ1/3
− ‖P1η(t1)‖E
κ1/3
|
.κ1/3(‖(Pγ + P0)η(t1)‖E
κ1/3
+ |a1|) + κ1/2‖(Pd − P1)η(t1)‖E
κ1/3
, (5.14)
for small κ. From the inequality (5.11)–(5.14), there exists C > 0 such that
‖P≤0η(t2)‖E
κ1/3
≤ (1 + Cκ1/6)‖P≤0η(t1)‖E
κ1/3
+ Cκ1/3|a1|+ Cκ1/2‖P+η(t1)‖E (5.15)
for t1, t2 ≥ 0 with |t1 − t2| < 1. The inequality
‖P+∂tη(t)− ∂xLc∗P+η(t)‖E . κ(‖η(t)‖E + |a1|) (5.16)
implies that there exists C > 0 such that for t1, t2 ≥ 0 with |t1 − t2| < 1
∂t‖P+η(t2)‖E ≥ k∗‖P+η(t2)‖E − Cκ2/3(‖η(t1)‖E
κ1/3
+ |a1|). (5.17)
Suppose (5.7) for some t0. By the assumption (5.7) and the inequality (5.17), we have
‖P+η(t)‖E ≥ek∗(t−t0)‖P+η(t0)‖E − (ek∗(t−t0) − 1)Cκ1/3‖P+η(t0)‖E
≥(1− Cκ1/3)ek∗(t−t0)‖P+η(t0)‖E (5.18)
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for t0 ≤ t < t0 + 1. From the assumption (5.7) and the inequalities (5.15) and (5.18), we
obtain
‖P+η(t)‖E >(1− 2Cκ1/3)(1 + Cκ1/6)−1ek∗(t−t0)K0κ1/3(‖P≤0η(t)‖E
κ1/3
+ |a1|) (5.19)
for t0 ≤ t < t0 + 1 and small κ > 0. Thus, we have
‖P+η(t)‖E > K0κ1/3(‖P≤0η(t)‖E
κ1/3
+ |a1|)
for t0 + 1/2 ≤ t < t0 + 1 and small κ > 0. Applying this manner repeatedly, by the
inequality (5.18) and (5.19) we obtain the inequality (5.8) for t > t0 + 1/2.
Suppose (5.7) fails for t ≥ 0. Then, the inequality (5.15) yields the inequality (5.9) for
all t ≥ 0 and some K1 > 0.
Next we prove the uniqueness of solutions to the equation (5.6) not satisfying (5.9) for
some t ≥ 0.
Lemma 5.4. Let K0 > 0. Then, there exists κ1 > 0 such that for 0 < κ < κ1, a1 ∈ R and
a solution (v0, c0, ρ0) to the system (2.5) and (2.8) with supt≥0(‖v0(t)‖H1 + |c0(t)− c∗|) ≤ κ
and for the solutions η1 and η2 to the equation (5.6) with P≤0η1(0) = P≤0η2(0) not satisfying
that (5.9) for some t ≥ 0, we have P+η1(0) = P+η2(0).
Proof. Assume there exist 0 < κ≪ κ0(1, K0), a1 ∈ R, a solution (v0, c0, ρ0) to the system
(2.5) and (2.8) with supt≥0(‖v0(t)‖H1 + |c0(t) − c∗|) ≤ κ and solutions η1, η2 such that
P≤0η1(0) = P≤0η2(0), P+η1(0) 6= P+η2(0) and η1 and η2 do not satisfy that (5.9) for some
t ≥ 0. Then, η = η1 − η2 is the solution to the equation (5.6) with a1 = 0
ηt =∂xLc∗η − 2∂x((Qc0 −Qc∗)η) + (ρ˙0 − c∗)∂xη − 2∂x(v0η).
Since
κ1/3K0‖P≤0η(0)‖E
κ1/3
< ‖P+η(0)‖E,
by Lemma 5.3 we have for t ≥ 1/2
3‖P+η(t)‖E ≥ e
k∗
2
t(‖P+η(0)‖E + κ1/3‖P≤0η(t)‖E
κ1/3
). (5.20)
On the other hand, by (5.9) we have for t ≥ 0
‖P+η(t)‖E . eK1κ
1/6t(‖P≤0η1(0)‖E
κ1/3
+ ‖P≤0η2(0)‖E
κ1/3
+ |a1|)
and K1κ
1/6 ≪ k∗, where K1 = K1(1, K0) is defined in Lemma 5.3. This contradicts the
inequality (5.20). Thus, P+η1(0) = P+η2(0).
First, we prove the Gaˆteaux differentiability of Gδ+. Let δ, l > 0 satisfying (4.1). By
Theorem 4.6, for small ε > 0 we have
sup
t≥0
inf
q∈R
∥∥τρ0(t)(vh(t) +Qch(t))− τqQc∗∥∥H1 < min{ε∗, ε1/2∗ , δ}, (5.21)
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where ε∗ = ε∗(c∗, δ, δ−1/6 is defined in Lemma 4.8. Since |(v0, ∂xQc∗)L2 | + |(v0, Qc∗)L2| .
ε
1/2
∗ , by the inequality (5.21) and Lemma 4.8 we obtain
mδ((P≤0v0(t), c0(t)), (P≤0vh(t), ch(t))) > δ−1/6‖P+(v0(t)− vh(t))‖E
for t ≥ 0. Therefore, we have
‖P+(vh(t)− v0(t))‖E
‖P≤0(vh(t)− v0(t))‖E
δ1/3
+ h|a1| ≤
δ1/6mδ((P≤0v0(t), c0(t)), (P≤0vh(t), ch(t)))
‖P≤0(vh(t)− v0(t))‖E
δ1/3
+ h|a1| . δ
−1/6
(5.22)
for t ≥ 0. On the other hand, the convergence (5.5) yields∥∥(h′n)−1P+(vh′n(t)− v0(t))∥∥E∥∥(h′n)−1P≤0(vh′n(t)− v0(t))∥∥E
δ1/3
+ |(h′n)−1(ch′n(t)− c0(t))|
→ ‖P+η(t)‖E‖P≤0η(t)‖E
δ1/3
+ |a1|
(5.23)
as n→∞ for t ≥ 0. Since
‖P+η(t)‖E
‖P≤0η(t)‖E
δ1/3
+ |a1| . δ
−1/6
by the inequality (5.22) and the convergence (5.23), Lemma 5.3 yields that η does not
satisfy (5.9) for some t ≥ 0. Thus, by the uniqueness in Lemma 5.4, for any sequence
{hn}n with hn → 0 as n→∞ there exists subsequence {h˜n}n ⊂ {hn}n such that
Gδ+(ψ0 + h˜nψ1, a0 + h˜na1)−Gδ+(ψ0, a0)
h˜n
→ ψ+ as n→∞.
Therefore, we obtain the convergence
Gδ+(ψ0 + hψ1, a0 + ha1)−Gδ+(ψ0, a0)
h
→ ψ+ as h→ 0 (5.24)
which shows Gδ+ is Gaˆteaux differentiable at (ψ0, a0). The linearity of the Gaˆteaux deriva-
tive of Gδ+ follows the linearity of the solution to the equation (5.6) with respect to (ψ, a1).
The boundedness of the Gaˆteaux derivative of Gδ+ follows the Lipschitz property of G
δ
+.
Next we prove the continuity of the Gaˆteaux derivative of Gδ+. Let
0 < ε≪ min{δ, κ0(1, 1), K1(1, 1)−6}
and {(ψn, an)}∞n=0 ⊂ P≤0H1(R × TL) × (0,∞) with (ψn, an) → (ψ0, a0) in H1(R × TL) ×
(0,∞) as n → ∞ and supn∈N∪{0}(‖ψn‖H1 + |an − c∗|) < ε˜(c∗, ε), where ε˜ is defined in
Theorem 4.6 and κ0(C,K0) and K1(C,K0) are defined in Lemma 5.3. Then, by Theorem
4.6 we have
sup
t≥0,n∈N∪{0}
(‖vn(t)‖H1 + |cn(t)− c∗|) < ε,
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where (vn, cn, ρn) is the solution to the system (2.5) and (2.8) with (vn(0), cn(0), ρn(0)) =
(ψn, an, 0). We define η
ψ,a
n as the solution to the equation
∂tη =∂xLc∗η − 2∂x((Qcn −Qc∗)η) + (ρ˙n − c∗)∂xη − 2a∂x(∂cQcnvn)
− a∂xQcn + a(ρ˙n − cn)∂x∂cQcn − c˙na∂2cQcn − 2∂x(vnη) (5.25)
with the initial data ψ. By the convergence of {(τ−ρnvn, cn, ρn)}n local in time, for T, C > 0
we obtain the convergence ∥∥∥ηψ,an − ηψ,a0 ∥∥∥
L∞((0,T ),H1)
→ 0 (5.26)
as n→∞ uniformly on {(ψ, a) ∈ H1(R× TL)×R : ‖ψ‖H1 + |a| < C}. For T > 0, by the
boundedness of {‖τ−ρnvn‖X1,bT + ‖cn − c
∗‖L∞(0,T )}n, we have the convergence
sup
n≥0
∥∥ηϕ,bn − ηψ,an ∥∥L∞((0,T ),H1) → 0 (5.27)
as (ϕ, b) → (ψ, a) in H1 × R. Let the Gaˆteaux derivative of Gδ+ at (ψn, an) be ∂Gδ,n+ .
Applying Lemma 5.3 to η
ψ+∂Gδ,0+ (ψ,a),a
0 , we obtain there exists C > 0 such that
3
∥∥∥∥P+ηψ+∂Gδ,0+ (ψ,a),a0 (t)
∥∥∥∥
E
≤3ε1/3
(∥∥∥∥P≤0ηψ+∂Gδ,0+ (ψ,a),a0 (t)
∥∥∥∥
E
ε1/3
+ |a|
)
≤CeK1ε1/6tε1/3(‖ψ‖E
ε1/3
+ |a|) (5.28)
for t > 0, ψ ∈ P≤0H1(R × TL) and a ∈ R with ‖ψ‖E + |a| ≤ 1. Applying Lemma 5.3 to
η
ψ+,0
0 , we have
3
∥∥∥P+ηψ+,00 (t)∥∥∥
E
> e
k∗t
2 ‖ψ+‖E + e
k∗
2
tε1/3
∥∥∥P≤0ηψ+,00 (t)∥∥∥
E
ε1/3
(5.29)
for t > 1/2 and ψ+ ∈ P+H1(R×TL)\{0}. By the inequalities (5.28) and (5.29), we obtain
3
∥∥∥∥P+ηψ+∂Gδ,0+ (ψ,a)+ψ+ ,a0 (t)
∥∥∥∥
E
≥3
∥∥∥P+ηψ+,00 (t)∥∥∥
E
− 3
∥∥∥∥P+ηψ+∂Gδ,0+ (ψ,a),a0 (t)
∥∥∥∥
E
>e
k∗t
2 ‖ψ+‖E − 2eK1ε
1/6tCε1/3(‖ψ‖E
ε1/3
+ |a|) + ε1/3
(∥∥∥∥P≤0ηψ+∂Gδ,0+ (ψ,a),a0 (t)
∥∥∥∥
E
ε1/3
+ |a|
)
+ e
k∗t
2 ε1/3
∥∥∥P≤0ηψ+,00 (t)∥∥∥
E
ε1/3
(5.30)
for t > 1/2, ψ+ ∈ P+H1(R×TL)\{0}, ψ ∈ P≤0H1(R×TL) and a ∈ R with ‖ψ‖E+ |a| ≤ 1.
By the convergence ηϕ,bn (t) → ηϕ,b0 (t) as n → ∞ in L∞((0, T ), H1) uniformly on (ϕ, b) ∈
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H1×R with ‖ϕ‖E
ε1/3
+ |b| ≤ 1 for each T > 0, we obtain there exists nT > 0 such that for
n ≥ nT and 1/2 < t ≤ T
6
∥∥∥∥P+ηψ+∂Gδ,0+ (ψ,a)+ψ+,an (t)
∥∥∥∥
E
≥e k∗t2 (‖ψ+‖E
ε1/3
− 2e− k∗t2 +K1ε1/6tCε1/3(‖ψ‖E
ε1/3
+ |a|))
+ ε1/3
(∥∥∥∥P≤0ηψ+∂Gδ,0+ (ψ,a)+ψ+,an (t)
∥∥∥∥
E
ε1/3
+ |a|
)
.
Thus, for σ > 0 there exists Tσ > 0 such that η
ψ+∂Gδ,0+ (ψ,a)+ψ+ ,a
n satisfies (5.7) at Tσ for
n ≥ nTσ , a ∈ R, ψ ∈ P≤0H1(R× TL) and ψ+ ∈ P+H1(R × TL) with ‖ψ‖E + |a| ≤ 1 and
‖ψ+‖E ≥ σ. Since η
ψ+∂Gδ,n+ (ψ,a),a
n do not satisfies (5.7) for some t ≥ 0, we obtain for n ≥ nTσ∥∥∥∂Gδ,n+ (ψ, a)− ∂Gδ,0+ (ψ, a)∥∥∥
E
< σ
which implies the continuity of the Gaˆteaux derivative of Gδ+ at (ψ0, a0) in the sense of the
operator norm from P≤0H1(R× TL)× R to P+H1(R× TL). Therefore, Gδ+ is C1 class on
P≤0H1(R×TL)× (0,∞) in the sense of the Fre´chet differential. By the equation (4.34) in
Corollary 4.10, we obtain the C1 regularity of the manifold Mcs(c∗, ε˜(c∗, ε)).
Finally, we construct a forward flow invariant manifold containing Mcs(c∗, ε). By
Theorem 4.6, Corollary 4.9, Corollary 5.2 and the C1 regularity of the manifoldMcs(c∗, ε),
there exist l0, δ, εm > 0 such that the manifold Mcs(c∗, εm) satisfies (i), (iii), (iv) and (v)
in Theorem 1.1 and
U(t)Mcs(c∗, εm) ⊂Mcs(c∗, ε∗(c∗, δ, l0))
for t ≥ 0, where ε∗ is defined in Corollary 4.9. We define
Mcs(c∗) = {u(t) ∈ H1(R× TL); t ≥ 0, u is the solution to (1.1) with u(0) ∈Mcs(c∗, εm)}.
Then, Mcs(c∗) is a forward flow invariant manifold satisfying (i), (iii), (iv) and (v) in
Theorem 1.1 and τqMcs(c∗) = Mcs(c∗) for q ∈ R. Corollary 1.4 follows (iv) of Theorem
1.1 and (ii) of Theorem 1.5 in [44].
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