The aim of this paper is to explain the notion of subspace defined by means of pseudodifferential projection and give its applications in elliptic theory. Such subspaces are indispensable in the theory of well-posed boundary value problems for an arbitrary elliptic operator, including the Dirac operator, which has no classical boundary value problems. Pseudodifferential subspaces can be used to compute the fractional part of the spectral Atiyah-Patodi-Singer eta invariant, when it defines a homotopy invariant (Gilkey's problem). Finally, we explain how pseudodifferential subspaces can be used to give an analytic realization of the topological K-group with finite coefficients in terms of elliptic operators. It turns out that all three applications are based on a theory of elliptic operators on closed manifolds acting in subspaces.
Introduction
Pseudodifferential subspaces and boundary value problems. A subspace (of some space of functions) is said to be pseudodifferential if it is determined by a projection that is a pseudodifferential operator.
The notion of pseudodifferential projections (and subspaces) goes back to the work of Hardy, who defined the celebrated Hardy space as the range of a pseudodifferential projection in the space of square integrable functions on the circle; since then, pseudodifferential subspaces were used in the theory of Toeplitz operators (Gohberg-Krein [37] ), in the proof of the finiteness theorem for classical boundary value problems (Calderón, Seeley [26, 67, 69] ), in the construction of asymptotics of eigenvalues (Birman-Solomyak [14] ) and in other places.
Subspaces also have significant applications in studies related to topology. Let us give some examples. In the paper of Wojciechowski [73] (an extended account of the results can be found in [18] ) it was shown that the space of projections that differ from a fixed (say, pseudodifferential) projection by a compact operator is a classifying space for Ktheory. This result is similar to the Atiyah-Jänich theorem [6] , which gives a realization of the classifying space for K-theory in terms of Fredholm operators. Subspaces defined by pseudodifferential projections served as a prototype for the definition by Kasparov [42] and Brown-Douglas-Fillmore [25] of the odd analytic K-homology.
Pseudodifferential subspaces are also important in modern elliptic theory. Indeed, it is well known that by no means all elliptic operators on a manifold with boundary have well-defined (Fredholm) boundary value problems. In other words, for a general elliptic operator one cannot impose boundary conditions such that the so-called Shapiro-Lopatinskii condition is satisfied (e.g., see [41] ). Unfortunately, the class of operators for which such conditions do not exist includes many important operators such as Cauchy-Riemann, Dirac, signature operators and others. The following question emerges naturally: is there a natural extension of elliptic theory which enables one to define Fredholm boundary value problems for geometric operators?
The answer to this question is contained in this paper. Let us explain it here in a few words. The simplest examples like the Cauchy-Riemann operator show that although these operators do not have Fredholm problems in Sobolev spaces, Fredholm problems do exist if the boundary values belong to some subspaces of the Sobolev spaces, e.g., the Hardy space (for the Cauchy-Riemann operator).
Important examples of well-defined boundary value problems were defined for Dirac operators in the series of papers by Atiyah, Patodi, and Singer [2, 3, 4] on spectral asymmetry. In particular, it was shown that for a suitable choice of the subspace the boundary value problem has the Fredholm property and its index was calculated. Actually, a closer look shows that pseudodifferential subspaces appear already in classical boundary value problems as the so-called Calderón-Seeley subspaces. In this case, the ShapiroLopatinskii (Atiyah-Bott) condition requires this subspace to be isomorphic to a Sobolev space. Of course, this is a very restrictive condition. Calderón-Seeley subspaces rarely satisfy it. On the other hand, in the framework of pseudodifferential subspaces this restrictive condition is absent and the existence of well-defined boundary value problems for arbitrary operators is a trivial statement: it suffices to take the Calderón-Seeley subspace as the space of boundary values of the problem.
Homotopy invariants of pseudodifferential subspaces and the Atiyah-PatodiSinger η-invariant. The question of finding homotopy invariants of pseudodifferential subspaces is very important and interesting. It turns out that such invariants can be obtained from suitable index formulas for elliptic operators acting in subspaces. For sufficiently large classes of operators, the index is the sum of contributions of the principal symbol and of the subspaces. More precisely, there are index formulas [64, 65] ind
where the triple D, L 1 , L 2 defines an elliptic operator in subspaces L 1 and L 2 , σ is the principal symbol of D, d is the dimension functional defined on the class of pseudodifferential subspaces, and f is a functional on the set of principal symbols of elliptic operators. If the subspaces L 1,2 satisfy the so-called parity condition (see below), d( L) is equal to the η-invariant of a self-adjoint operator having L as its positive spectral subspace. Let us note that the functional d is not a homotopy invariant of the principal symbol of the projection defining the subspace. However, one can show that the fractional part of this functional is homotopy invariant. Thus we have the problem of computing this fractional part in topological terms.
The interest in this problem originates from the fact that, as we mentioned earlier, if the parity condition is satisfied, then the functional d coincides with the η-invariant of Atiyah, Patodi, and Singer. The computation of the fractional part of the η-invariant has important applications (see below).
It is well known that the η-invariant of an elliptic self-adjoint operator is only a spectral invariant. However, in some classes of operators its fractional part defines a homotopy invariant. If the η-invariant is a homotopy invariant, one obtains the problem of computing it in topological terms. The first computation of the η-invariant was made in [3, 4] , where operators with coefficients in flat bundles were considered.
Another interesting class of operators with homotopy invariant η-invariants was found by P. Gilkey [35] . This class consists of differential operators with the parity of their order opposite to the parity of the dimension of the manifold (Gilkey's parity condition). The homotopy invariant fractional part of the η-invariant is computed in this case in terms of subspaces (see [60] , [62] ). Such computations have important applications in geometry. Here we confine ourselves to a brief survey of results directly related to the present paper. For other aspects of the η-invariant, we refer the reader to remarkable surveys [70] , [15] , [52] , [58] .
For example, in the theory of pin c bordisms (the distinctive feature of this theory is that the bordism group has elements of all arbitrary large orders 2 n ) there is a natural question: what numerical invariants can be used to detect torsion elements of high order? It turns out that the answer can be given in terms of the η-invariant. The point is that odd-dimensional pin c -manifolds bear the natural Dirac operator [33] . The fractional part of the η-invariant of this operator gives a (fractional) genus of pin c -manifolds. It is proved in [12] that the Stiefel-Whitney numbers and this fractional genus classify pin c -manifolds up to bordism.
We would like to note that formulas like (1) hold for many more operators than those specified by the parity condition. However, the invariants appearing in such formulas may not coincide with the η-invariant. Their determination is a very interesting question. For instance, an analog of the index formula (1) for the Dirac operator (its positive spectral subspace does not satisfy Gilkey's condition) involves the Kreck-Stolz invariant [45] and the Eells-Kuiper invariant [29] (see section 3 of the present paper). Let us recall that the former distinguishes homotopy classes of positive scalar curvature metrics, while the latter deals with the 28 exotic 7-spheres of Milnor.
Pseudodifferential subspaces and mod n index theory. The K-group of the cotangent bundle T * X of a closed manifold classifies elliptic operators on X up to stable homotopy. It follows, in particular, that any element of the K-group K c (T * X) can be realized as an elliptic operator on X. Does the same statement hold for the K-groups with finite coefficients Z n ? We show (see also [60] ) that the answer is "yes": on a smooth manifold, the elements of the K-group with coefficients are realized by pseudodifferential operators in subspaces.
We would like to mention that a similar problem appeared earlier. For instance, in the theory of spectral boundary value problems or b-pseudodifferential operators, Freed and Melrose studied so-called "modulo n" index theory in [30, 31] , where manifolds with Z n -singularities appear as a geometric model [55, 71, 50] . Topological aspects of such manifolds were also studied. Mironov [49] defined the product of Z n -manifolds, which is again a Z n -manifold (the classification problem for products in the smooth situation is studied, for example, in [22] ). From this point of view, the following problem suggested by Buchstaber is of interest: when is the index (modulo n) of elliptic operators multiplicative under Mironov's product? We note that for the signature operator the answer is "yes" [50] .
Outline of the paper. In the first section, we explain the theory of elliptic operators in subspaces of Sobolev space on a closed manifold without boundary. Here we give two important results. The first concerns the necessary and sufficient conditions for the decomposition of the index of an elliptic operator into the sum of homotopy invariant contributions of the principal symbol and the subspaces in which it acts. The second result is the index formula for elliptic operators in pseudodifferential subspaces. Let us note one important fact: the index of an elliptic operator in subspaces is not determined by the principal symbol of the operator, but also depends on the subspaces. 1 In the second section, we discuss the theory of boundary value problems for elliptic operators in subspaces. We show how pseudodifferential subspaces appear in classical boundary value problems (i.e., boundary value satisfying the Shapiro-Lopatinskii condition), AtiyahPatodi-Singer spectral boundary value problems [2] , and boundary value problems for general elliptic operators [66] . We give index formulas for general operators and for specific operators. The third section explains the application of pseudodifferential subspaces to the problem of computation of the fractional part of the η-invariant for the case in which the latter has the homotopy invariance property. We give formulas for the η-invariant in terms of Poincaré duality in K-theory. Finally, in Section 4 we explain index theory "modulo n" of Freed and Melrose on Z n -manifolds and index theory "modulo n" on manifolds without boundary.
We are grateful to Prof. V.M. Buchstaber and the referee for a number of valuable remarks.
Elliptic theory in subspaces on a closed manifold
In this section, we introduce elliptic operators acting in subspaces on a closed manifolds. We use this theory (which is very simple from the analytic point of view) to illustrate the main topological aspects of index theory in subspaces.
Statement of problems in subspaces
Subspaces and symbols. Let E be a complex vector bundle over a closed manifold M.
that is a classical (see [43] ) pseudodifferential operator of order zero.
Just as pseudodifferential operators are distinguished in the set of all linear operators by the property that they have symbols (which is a function on the cotangent bundle of the manifold), pseudodifferential subspaces also have symbols.
Definition 2
The symbol L of a pseudodifferential subspace L is the vector bundle
over the cosphere bundle S * M, defined as the range of the principal symbol of P . Here π : S * M → M is the natural projection.
The symbol of a subspace does not depend on the choice of a projection.
Example 1 The Hardy space
of boundary values of holomorphic functions in the unit disc D 2 ⊂ C is pseudodifferential. Indeed, the orthogonal projection P onto the Hardy space is a pseudodifferential operator of order zero with principal symbol equal to (e.g., see [56] )
To put this another way, the symbol is one-dimensional on the first component of the cosphere bundle and zero-dimensional on the second component. However, in higher dimensions the space of boundary values of holomorphic functions is no longer pseudodifferential. The projections defining such subspaces are called Szegö projections. The notion of symbol of such operators and subspaces requires more subtle techniques (see [23] ) and goes beyond the scope of the present paper.
Example 2
The space of sections of a vector bundle E is defined by the identity projection, and the symbol coincides with the pullback of E to S * M.
Subspaces and self-adjoint operators. There is a convenient way to construct subspaces starting from self-adjoint elliptic operators. If A is an elliptic self-adjoint operator of order ≥ 0 on M, then the nonnegative spectral subspace denoted by L + (A) is the subspace generated by eigenvectors of A with nonnegative eigenvalues.
For example, the nonnegative spectral subspace of −id/dϕ on the circle is the Hardy space. It turns out that in the general case the spectral subspace is pseudodifferential and its symbol can be identified easily.
Proposition 1 The symbol of the spectral subspace is equal to
where
is the subbundle in π * E generated by eigenvectors of σ(A) with positive eigenvalues.
Formula (3) can be obtained if we rewrite the projection Π
(we assume that A is invertible). By a theorem of Seeley [68] , the symbol of the absolute value of an operator is equal to the absolute value of the symbol. Hence Π + (A) is a pseudodifferential operator with symbol
This implies (3).

Example 3
The space of closed forms of degree k on a compact manifold M without boundary is pseudodifferential, since it is the spectral subspace of the elliptic self-adjoint operator dδ − δd of order two (δ is the adjoint of the exterior derivative d).
It follows from Proposition 1 that an arbitrary smooth subbundle L ⊂ π * E is the symbol of a pseudodifferential subspace [13] . To prove this, it suffices to define an elliptic self-adjoint operator A with L + (σ(A)) = L. This is obviously possible.
The infinite Grassmannian and the relative index of subspaces. We point out that there are many subspaces with the same symbol. For example, we do not change the symbol if we add any finite-dimensional subspace to a given subspace.
It is useful to make a comparison with the usual operators. Here the space of operators with a given symbol is contractible. In the case of subspaces, the corresponding space has a nontrivial topology. In more detail, let us fix the symbol L of a subspace. Let Gr L be the (infinite) Grassmannian of subspaces with symbol equal to L. Theorem 1 (Wojciechowski [73] ) Suppose that 0 < dim L < dim E. Then the Grassmannian Gr L is a classifying space for K-theory; i.e., the set of homotopy classes of maps [X, Gr L ] is isomorphic to the group K (X) for any compact space X.
The classifying map can be given explicitly in terms of one very important invariant of subspaces [24] . The relative index of a pair of subspaces L 1,2 with the same principal symbol is the index of the following Fredholm operator:
where P L 2 is the orthogonal projection onto L 2 . The relative index is sometimes referred to as the relative dimension of subspaces, since if one of the subspaces is inside another, then it coincides with the corresponding codimension. Now we use the relative index to give an explicit formula for the isomorphism in the theorem of Wojciechowski: the map takes a family { L x } x∈X of subspaces to the relative index ind( L x , L) ∈ K (X) with some given subspace L. It follows from this theorem that the Grassmannian has countably many connected components and two subspaces are homotopic if and only if their relative index is zero.
Operators in subspaces.
is a linear operator acting between pseudodifferential subspaces. We assume that D is a restriction of a pseudodifferential operator of order m acting in the ambient spaces of sections.
For operators in subspaces, it is easy to prove most of the analytic facts of elliptic theory, such as the symbolic calculus, ellipticity, smoothness of solutions and so on.
Definition 4
The symbol of an operator in subspaces is the vector bundle homomor-
The symbol is well defined, since the condition D L 1 ⊂ L 2 can be restated in terms of the projections defining L 1,2 as P 2 DP 1 = DP 1 . If we consider the symbols of operators, the latter equality gives (4) . Note finally that an arbitrary homomorphism (4) is the symbol of some operator in subspaces. Elliptic operators.
Definition 5 An operator in subspaces is elliptic if its principal symbol (4) is an isomorphism.
Theorem 2 An elliptic operator D of order m has the Fredholm property as an operator
To prove the theorem, it suffices to take as a regularizer an arbitrary operator from
The desired properties of the regularizer follow from the standard composition formulas.
The index does not depend on the Sobolev smoothness exponent s and is denoted by
As opposed to analytical aspects, the topological aspects of index theory in subspaces have new effects compared with the Atiyah-Singer theory. We will describe these effects in the next section.
Index decompositions and dimensions of infinite-dimensional subspaces
The most important property of the index of pseudodifferential operators is its homotopy invariance, i.e., constancy for continuous deformations of operators. For operators in subspaces, the index remains constant also for deformations of the subspaces. Proof of this proposition can be obtained if we reduce our family to a family in fixed spaces. A reduction can be done by virtue of the following well-known fact: for a continuous family of projections, there exists a continuous family of invertible operators U t realizing the equivalence of projections P t = U t P 0 U −1 t (e.g., see [17] ).
Proposition 2 For a continuous family of Fredholm operators
As soon as the index is homotopy invariant, we arrive at the index problem: the index has to be computed in topological terms. However, unlike the index of the usual elliptic operators in sections of vector bundles, the index of operators in subspaces is not determined by the principal symbol of the operator. For example, all finite-dimensional operators have zero principal symbol, but their index can be any number. A closer look at the problem shows that the index is determined if we fix the the principal symbol and the subspaces
Index decomposition problem. Thus there are two sorts of contributions to the index: of the finite-dimensional data of the problem (the principal symbol) and infinitedimensional (the subspaces). A natural question arises: is the index equal to the sum
of these two contributions? If such a decomposition of the index is possible, then how to obtain the corresponding index formula? Since the index is a homotopy invariant, we will also require that both contributions are homotopy invariant. Let us analyze the index decomposition (5). We first make an obvious remark. If the subspaces were of finite dimension, then the index would be equal to zero plus the difference of dimensions of the spaces. This observation enables us to give the following important reformulation of the index decomposition problem.
Dimension functionals.
Definition 6 A homotopy invariant functional d on the set of subspaces is a dimension functional if it has the following property: for two subspaces with equal symbols,
Remark 1 Usually dimension functionals are defined in terms of trace functionals. Namely, if T : A −→ C is a trace functional (this means that T is linear and T (ab) = T (ba)) on an operator algebra A that extends the usual operator trace on finite-rank operators. Then a dimension functional of a subspace L = Im P defined as the range of projection P ∈ A is defined as d( L) := T (P ). Such extensions of the operator trace were studied by Kontsevich-Vishik [44] for algebras of pseudodifferential operators on smooth manifolds. We would also like to refer the reader to [38, 39, 46, 48, 51, 54] for some of the studies of traces on more general operator algebras and applications. For the proof, it suffices to show that the difference ind(D, L) − d( L) does not depend on the choice of the subspaces and is a homotopy invariant of the symbol. This is proved using the logarithmic property of the index in subspaces: if we take an elliptic operator and replace a subspace by a different subspace with the same principal symbol, then the index is changed by the relative index of subspaces.
Lemma 1 There exists an index decomposition (5) for operators in subspaces
The assumption in the lemma that one of the subspaces is the space of vector bundle sections does not restrict generality, since an arbitrary operator D : L 1 → L 2 can be reduced to such a form by adding the identity operator in the orthogonal complement L ⊥ 2 .
Obstruction to index decomposition. As a rule, pseudodifferential subspaces are infinite-dimensional (in the usual sense). Hence it is no wonder that there is an obstruction to the existence of dimension functionals. It is most convenient to describe this obstruction using self-adjoint operators.
Suppose that the desired dimension functional exists. Consider a family of elliptic self-adjoint operators A t , t ∈ [0, 1]. Let us examine what happens with the corresponding family of spectral subspaces L + (A t ). This family may have discontinuities for smooth variations of the parameter: if some eigenvalue changes its sign, then the spectral subspace changes by a jump (a finite-dimensional subspace is either added to it if the sign changes from minus to plus, or subtracted in the opposite case.Thus the value of the dimension functional of spectral subspaces has to change by the algebraic number of eigenvalues of the family that cross zero during the homotopy:
algebraic number of eigenvalues crossing zero during the homotopy .
It turns out that there exist periodic homotopies of operators (A 0 = A 1 ) for which the number on the right-hand side in (6) is nonzero (simple examples can be found in [59] ).
Thus we arrive at a contradiction. This shows that a universal dimension functional does not exist. In other words, to define a dimension functional, one cannot consider the entire Grassmannian; rather one has to search for a dimension functional on some smaller classes of subspaces. It is not hard to give a criterion for the existence of such decompositions. Before we formulate the corresponding result exactly, let us introduce one notion appearing in this criterion.
Spectral flow [4] . Let A t , t ∈ [0, 1] be a continuous family of elliptic self-adjoint operators. Then the number on the right-hand side of (6) is called the spectral flow of the family and denoted by sf {A τ } τ ∈ [0, 1] .
Note that this definition makes sense only in the case of general position, when the graph of the spectrum of the family is transversal to the line λ = 0. A well-defined formula for the spectral flow can be obtained if we put the objects in general position (see [47] , [57] ). In our situation, this can be done explicitly: we take a small perturbation of the straight line λ = 0 that makes it a broken line, see Fig. 1 , with alternating horizontal and vertical segments. We only assume that the horizontal segments do not meet the spectrum of the family. Denote the coordinates of vertices of our broken line as {(τ i , λ i )} i=0,N . Let us use this broken line to compute 2 the spectral flow as the net number of eigenvalues passing the broken line from below. In terms of relative indices, the corresponding formula is the sum over vertices
where Π λ (·) is the spectral projection of a self-adjoint operator corresponding to eigenvalues greater than or equal to λ. One can show that the spectral flow is well defined; i.e., this number does not depend on the choice of a broken line.
Using this formula as the definition of the spectral flow, it is not hard to obtain Eq. (6). Let us now state the necessary and sufficient conditions of the existence of index decompositions.
Criterion of index decompositions [59] . Let us fix a subspace Σ in the space of symbols of all pseudodifferential subspaces on M, and let Gr Σ be the Grassmannian of all pseudodifferential subspaces with symbols in Σ.
Theorem 3 There exists a dimension functional on the Grassmannian Gr Σ if and only if for every periodic family
whenever the symbols of the spectral projections of the operators A t belong to Σ for all t. 2 Or, speaking rigorously, define.
Sketch of proof.
The necessity of the vanishing of the spectral flow follows from (6) .
Sufficiency. For each connected component Σ α ⊂ Σ, let us choose one elliptic operator A α with the symbol of the spectral subspace L + (A α ) in Σ α . We shall consider these operators as reference points; in particular, we define the dimension functional to be zero on them.
Let now A be an elliptic operator on M. Then its principal symbol is an element of some Σ α . Hence there is a homotopy {A t } t∈ [0, 1] between A and A α . Now we can define the dimension functional to be equal to the spectral flow of the homotopy:
The assumptions of this theorem can be verified effectively. Indeed, the spectral flow of a periodic family A = {A t } t∈S 1 of elliptic self-adjoint operators on a closed manifold M is computed by the Atiyah-Patodi-Singer formula [4] sf
Here chL
is the Chern character of the bundle
defined by the principal symbol of the family, Td is the Todd class, and , [S * M × S 1 ] stands for the pairing with the fundamental class.
Thus as a corollary we obtain the following criterion for the existence of index decompositions.
Theorem 4 (on index decompositions) There exists an index decomposition for elliptic operators in subspaces of the Grassmannian Gr Σ if and only if for an arbitrary periodic family of elliptic self-adjoint operators whose spectral subspaces have symbols in Σ the spectral flow is zero.
Let us consider examples in which this condition is satisfied.
Example 4 (Gilkey's parity condition) Let Σ be the set of symbols of spectral subspaces of elliptic self-adjoint differential operators. The spectral flow of periodic families of elliptic operators from this class will be zero if the so-called parity condition is satisfied [35] :
For example, for first-order operators the spectral flow of a periodic family A t is equal to the index of the differential operator ∂/∂t + A t on the odd-dimensional manifold M × S 1 . It is well known that such indices are trivial (e.g., see [56] ).
Actually, the "differentiality" of operators in the parity condition has a geometric origin. Namely, the principal symbol of a differential operator of even order is invariant under the involution α : (x, ξ) → (x, −ξ). Therefore, the symbol of the spectral subspace is also invariant
Such symbols are called even. Similarly, the symbols of spectral subspaces of odd-order differential operators are called odd. Odd symbols satisfy the condition
where E stands for the ambient bundle (L ⊂ π * E). In other words, the fibers of an odd symbol L are complementary subspaces at antipodal points of the cosphere bundle. This explains why the natural analog of Gilkey's parity condition for pseudodifferential operators requires that the symbol is even in odd dimensions and odd otherwise.
Let us restrict ourselves to these classes Σ (further examples and explicit index formulas will appear later in the paper, see also [59] ).
Example. Index under Gilkey's parity condition
In this section, we obtain index decompositions for operators in even and odd subspaces. We first consider the even case.
Dimension of even subspaces. Let Even (M) be the set of even pseudodifferential subspaces on a manifold M. The Grothendieck group of the semigroup of homotopy classes of even subspaces is denoted by K Even (M) .
Proposition 3 [64] On an odd-dimensional manifold, one has
Here Z [1/2] is the ring of dyadic numbers k/2 n , k, n ∈ Z. The map takes each natural number k to a projection of rank k and each vector bundle E ∈ Vect(M) to a projection that defines E as a subbundle in a trivial bundle.
Corollary 1 In odd dimensions, there exists a unique dimension functional
that is additive and satisfies the normalization condition
The starting point of the proof is the exact sequence
where P * X = S * X/Z 2 is the projectivization of the cosphere bundle. The first map corresponds to the embedding of finite-dimensional subspaces in the even subspaces. The second is induced by the symbol map.
This sequence admits further simplification. Namely, the projection P * M → M induces an isomorphism on K-groups modulo 2-torsion if dim M is odd [35] . Thus taking the tensor product of (12) by Z[1/2] (the product preserves the exactness!) we obtain the exact sequence
The latter sequence is easy to split. The splitting map
takes each vector bundle to the projection onto the space of its sections. The splitting gives the desired isomorphism (10).
Index formula.
To obtain an index formula for operators in even subspaces, it is also necessary to define a homotopy invariant of the principal symbol of the operator.
It turns out that the principal symbol of an elliptic operator in even subspaces defines the usual elliptic symbol, i.e., the symbol of elliptic operator in vector bundle sections. Indeed, for a symbol (L 1 and L 2 are even)
Thus one defines the elliptic symbol
where we make use of the decomposition π
Theorem 5 [64] The following index formula holds:
provided that the subspaces are even and the dimension of the manifold is an odd number. Here ind t is the topological index of Atiyah and Singer. Proof (sketch). 1) Let us take the contributions of the subspaces to the left-hand side of (14) . Then we interpret the formula as an equality of two homotopy invariants of the principal symbol. Thus it is sufficient to verify the formula for one representative in each homotopy class of principal symbols. 2) The simplest representative can be obtained by Proposition 3. Namely, in geometric terms this proposition claims that the direct sum of 2 N copies of the symbol of the subspace is homotopic to the symbol lifted from the base. Such a homotopy can be lifted to a homotopy of operators in subspaces. 3) For an operator acting in spaces of vector bundle sections, both sides of (14) are computed by the Atiyah-Singer formula. They turn out to be equal. 
Remark 2
The contribution of the principal symbol to the index is of course computed by the Atiyah-Singer formula. However, there is a direct geometric realization of this contribution. Namely, consider the so-called blow-up p T * M (e.g., see [19] ) of the cotangent bundle
In other words p T * M is obtained from the cotangent bundle by two operations: we first delete a tubular neighborhood of the zero section and then identify antipodal points on the boundary (see Fig. 2 ).
The principal symbol of an operator in even subspaces defines a virtual vector bundle over the blow-up, and the contribution of the principal symbol to the index is expressed by the cohomological formula [64] 
Thus at the cohomology level the only difference of this topological expression from the Atiyah-Singer formula is a different domain of integration.
Odd theory [65] . The main results of elliptic theory in even subspaces, like the dimension functional and the index formula, have analogs in elliptic theory in odd subspaces modulo some modifications: on an even-dimensional manifold, there exists a unique additive dimension functional of odd subspaces subject to the normalization
where L ⊥ is the complementary bundle. The index formula in odd subspaces is (cf. (14))
Note that the proofs in the odd case are technically more complicated, since the symbols of odd subspaces cannot be interpreted as vector bundles over the projective space. For example, one has the following interesting fact.
Proposition 4 The dimension of an odd bundle
The proof is based on the well-known property of odd functions [34] : an odd function on S n defines a section of the Hopf bundle
while an invertible vector-valued function defines a trivialization lγ C l . On the other hand, the Hopf bundle gives the generator of
(the Adams theorem). Therefore, 2 n/2 divides dim E, and we obtain the desired relation (15), since an odd vector bundle defined by the projection p(ξ) gives us an invertible odd function iτ + (2p (ξ) − 1) |ξ| .
Boundary value problems and subspaces
Classical boundary value problems
be an elliptic differential operator of order m ≥ 1 on a manifold M with boundary X = ∂M. Such operators are never Fredholm: the kernel is infinite-dimensional. To define a Fredholm operator, D should be equipped with boundary conditions. Boundary conditions. It is convenient to define the boundary conditions using the boundary operator j
which is defined in terms of the trivialization X × [0, 1) ⊂ M of a neighborhood of the boundary with normal coordinate t. The operator
takes each function u to the value at the boundary of its jet in the normal direction.
Definition 7
A classical boundary value problem (see [41] ) for a differential operator D is a system of equations of the form
where B :
is a pseudodifferential operator at the boundary; here we assume that the orders of the components
If the smoothness exponent of the Sobolev space is sufficiently large, s > m − 1/2, then the operator (D, B) is well defined.
Ellipticity of boundary value problems and the Calderón subspace.
The ellipticity condition for classical boundary value problems, known as the ShapiroLopatinskii condition, can easily be obtained with the use of the following result (see [67] , [41] ). 
In other words, the ellipticity of the boundary value problem is equivalent to the ellipticity of the boundary operator as an operator in subspaces.
Theorem 7 A boundary value problem (D, B) for an elliptic operator D has the Fredholm property if and only if it is elliptic.
This finiteness theorem follows directly from the properties of the Calderón subspace and the finiteness theorem for operators in subspaces.
The symbol of the Calderón-Seeley subspace can be computed easily. Let (x, ξ ) ∈ S * X be a point on the cosphere bundle of the boundary. Let
be the subspace of Cauchy data of solutions u (t) of the ordinary differential equation
with constant coefficients on the half-line {t ≥ 0} , that are bounded as t → +∞. Globally, this family of subspaces defines the smooth vector bundle
It can be proved [67] that this bundle is the symbol of the Calderón-Seeley subspace.
Example 5
For the Laplace operator, the bundle L + (Δ) coincides with the image of the diagonal embedding C ⊂ C ⊕ C. For the Cauchy-Riemann operator ∂/∂z in the unit disk, L + is not constant:
The Atiyah-Bott obstruction and index theorem for boundary value problems. The Shapiro-Lopatinskii condition (18) is a restrictive condition on the class of operators D, for which one can define elliptic boundary conditions. Indeed, if an elliptic boundary condition for D exists, then the bundle L + (D) ∈ Vect (S * X) is a pullback of some bundle on the base X. Such a pullback exists by no means for all operators (the simplest example for which the pullback does not exist is given by the Cauchy-Riemann operator).
The essence of this restriction was uncovered by Atiyah and Bott [7] . They showed that, up to a certain stabilization, the operators possessing elliptic boundary conditions are precisely those with symbols at the boundary homotopic to the symbols independent of the covariables. The situation can be represented by the following K-theory exact sequence:
Namely, elliptic symbols σ(D)
Thus the Atiyah-Bott result says that the existence of an elliptic boundary value problem is equivalent to the property that our element comes from K c (T * (M \ ∂M)), while the element obtained by the boundary map ∂ is the obstruction to the existence of elliptic boundary conditions (the Atiyah-Bott obstruction). Moreover, Atiyah and Bott showed that the choice of an elliptic boundary condition B explicitly determines some specific element in K c (T * (M \ ∂M) ). Let us note that there is a well-defined topological index map on K c (T * (M \ ∂M)), which, together with the Atiyah-Bott construction, gives an index formula for classical boundary value problems. The reader can find the proof of the index theorem for boundary value problems in [41] .
Example 6 Consider the Euler operator
on a compact manifold with boundary. Here Λ ev/odd (M) are the spaces of even (odd) differential forms. As elliptic boundary conditions, we can take the absolute boundary conditions
(where * is the Hodge star operator). By Hodge theory on manifolds with boundary (e.g., see [36] , [28] ), the index of (19), (20) is equal to the Euler characteristic of M:
However, the classical theory has one very significant drawback. Among the classical operators considered in index theory, only the Euler operator admits classical elliptic boundary value problems. The Dirac, Hirzebruch and Todd operators do not admit elliptic boundary conditions: even at a point x ∈ M the principal symbol of these operators is a rational generator of K c (T * x M) Z (e.g., see [56] ) and hence is by no means homotopic to a constant symbol.
Spectral problems of Atiyah, Patodi, and Singer and general boundary value problems in subspaces
We saw in the previous section that many elliptic operators (e.g., Dirac and signature operator) do not have elliptic boundary conditions, since the Atiyah-Bott obstruction for these operators does not vanish. Since these operators are very important in applications, there naturally emerges a question of defining a class of elliptic boundary value problems for general elliptic operators, in particular those with a nontrivial Atiyah-Bott obstruction. Such a class of boundary value problems is naturally constructed using the following reasoning.
Recall that the ellipticity condition for a boundary value problem (D, B) requires the isomorphism
defined by the principal symbol of the boundary condition B. Meanwhile, the obstruction explained by the asymmetry of (21): the a priori general bundle L + (D) over S * X must be isomorphic to a bundle of a very special form, i.e., a bundle lifted from X. Hence it is clear that the obstruction will disappear if we manage to make a generalization of the notion of boundary conditions such that we could insert an arbitrary vector bundle on S * X into the right-hand side of (21) . The simplest realization of this idea is given by the so-called spectral boundary value problems.
Atiyah-Patodi-Singer spectral boundary value problems [2] . Let D be an elliptic differential operator of order one. We shall assume that near the boundary it has a decomposition
where A is an elliptic self-adjoint operator on X = ∂M. The spectral boundary value problem for D is the system of equations
This boundary value problem has the Fredholm property. The reader can prove the coincidence of the bundles L + (D) and Im σ (Π + (A)). Hence (21) is the identity map in this case. The statement of spectral problems for differential operators of any order can be found in [53] .
General boundary value problems [18, 66] . For an elliptic operator D, consider the boundary value problems
which differ from classical boundary value problems (16) in the space of boundary data Im P , which is a subspace of the Sobolev space at the boundary and is determined by a pseudodifferential projection P of order zero.
Definition 9 Boundary value problem (23) is said to be elliptic if the principal symbol of the operator of boundary conditions defines a vector bundle isomorphism
i.e., the restriction of B to the Calderón subspace is an elliptic operator in subspaces.
The following finiteness theorem holds.
Theorem 8 Boundary value problem (23) defines a Fredholm operator if and only if it is elliptic.
The proof can be obtained from the theorem on the Calderón-Seeley subspace.
Order reduction of boundary value problems. It is possible to reduce orders of boundary value problems. For classical boundary value problems, one can reduce the boundary value problem using order reduction to a pseudodifferential operator which is a multiplication operator near the boundary and does not require boundary conditions (see [41] or [61] for the description of the reduction procedure; note that the index of such zero-order operators is computed by the Atiyah-Singer formula [9] , cf. [27] ). For boundary value problems in subspaces, the same method enables one to reduce an arbitrary boundary value problem to a spectral problem for a first-order operator [61] . In addition, the pseudodifferential subspace of the spectral problem can be chosen to coincide with subspace of boundary data of the original problem. For this reason, we consider only spectral problems in the rest of this section.
Index of boundary value problems in subspaces
We have seen that subspaces are useful if we study analytical properties of spectral problems. In this section, we show that subspaces are also important in the study of topological aspects of these problems: many index formulas for operators in subspaces on closed manifolds (see Section 1) have natural analogs for boundary value problems. To save space, we will give only the formulations of the results.
The index of spectral boundary value problems is not determined by the principal symbol of the operator D. To have a definite index, we have to fix the principal symbol and the spectral subspace. It is impossible to decompose the index as a sum of homotopy invariant contributions of the symbol and the subspace. A decomposition exists if and only if for the class of spectral subspaces at the boundary there exists a dimension functional. Let us give two examples when explicit index formulas can be obtained.
Examples. The index of operators with parity condition.
The index of the signature operator
The index of spectral problems in even subspaces. Consider spectral boundary value problems (D, Π + (A)) on an even-dimensional manifold M and suppose additionally that the spectral subspace Im Π + (A) is even. Finally, we assume that the principal symbol of A is an even function of the covariables. It turns out that in this case σ(D) has a natural continuation to the double of M.
is obtained by gluing two copies of M along the boundary. To construct the desired continuation, we consider two copies of the manifold. We take the symbol σ(D) on the first copy and α * σ (D) on the second copy. Here α :
is the antipodal involution of M. Near the boundary, the symbols σ(D) and α * σ(D) are iτ + a(x, ξ) and − iτ + a(x, ξ).
It is clear that they are mapped one into another as we glue neighborhoods of the boundary:
Thus the two symbols define an elliptic symbol σ(D) ∪ α * σ(D) on the double of M. This symbol defines the difference element
in the K-group with compact supports of the cotangent bundle of the double. We define the topological index of D to be half the usual topological index of the element on the double
Theorem 9 [64] For spectral boundary value problems in even subspaces, one has
The proof is by analogy with the proof in the case of closed manifolds: one uses homotopies to reduce the spectral problem to the simplest form. In this case, the simplest spectral problem is a classical boundary value problem; i.e., its spectral subspace is the space of sections of a vector bundle. The index of the signature operator [2] . On a 4k-dimensional oriented manifold M, consider the signature operator
where the Λ ± (M) are subspaces of forms invariant under the involution
On the boundary of M, we have Λ
If we take a product metric in a neighborhood of the boundary, then the signature operator is equal to ∂ ∂t + A modulo vector bundle isomorphisms (see [2] ). The tangential signature operator A acts on the boundary
where for a form ω ∈ Λ 2p (∂M) of even degree we have ε = 1, while for ω ∈ Λ 2p−1 (∂M) -ε = −1. This operator is elliptic and self-adjoint.
The index of the spectral boundary value problem can be computed by de RhamHodge theory:
where signM is the signature of a manifold with boundary.
We will obtain the index decomposition for the Dirac operator later in Section 3.8, since it involves a new invariant -the η-invariant of Atiyah, Patodi, and Singer.
3 The spectral η-invariant of Atiyah, Patodi, and Singer
Definition of the η-invariant
Let A be an elliptic self-adjoint operator of a positive order on a closed manifold M. Let us define the spectral η-function
It is analytic in the half-plane Re s > dim M/ordD (for these parameter values, the series is absolutely convergent).
Definition 10 [2]
The η-invariant of the operator A is
Remark 4 The spectral η-invariant can be understood as a kind of infinite-dimensional analog of the notion of signature of a quadratic form, since in finite dimensions a selfadjoint operator defines a quadratic form and the η-invariant of an invertible operator is equal to the signature modulo the factor 1/2.
Of course, for (24) to make sense, it is necessary to have the analytic continuation of the η-function to s = 0. 
The meromorphic continuation for the ζ-function is well known (e.g., see [68] ). However, the analyticity of the η-function at the origin is more intricate. More precisely, the residue is equal to
The ζ-invariants in this formula can be expressed as integrals over M of some complicated expressions in the complete symbol of A. The integrand is in general nonzero! Nevertheless, Atiyah, Patodi, and Singer proved for odd-dimensional manifolds [4] and Gilkey [32] proved for even-dimensional manifolds that the residue is zero. Hence the η-function is holomorphic at the origin and the η-invariant is well defined. Rather surprisingly, up to now there is no purely analytic proof of the analyticity of the η-function at the origin. The results cited earlier all rely on global topological methods. However, the triviality of the residue is proved by an explicit analytic computation for Dirac type operators in [16] .
Example 7 On a circle of length 2π with coordinate ϕ, consider
Here t is a real constant. Let us compute the η-invariant. The spectrum of A is the lattice t + Z. Thus the η-invariant is a periodic function of t (with period 1). Assume that 0 < t < 1. Gathering the eigenvalues in pairs, we obtain
This series is absolutely convergent on the semiaxis s > 0, and the limit as s → +0 is −2t + 1 (we use the Taylor expansion for the expression in the brackets); hence
where {} ∈ [0, 1) is the fractional part. Thus we see that for our smooth elliptic family A t the family of η-invariants is only piecewise smooth. Moreover, the jumps (they are integral) happen as some eigenvalue of the operator changes its sign.
The behaviour of the η-invariant under deformations of the operator. In the last example, we observed the piecewise smooth variation of the η-invariant for smooth variation of operators. It turns out that the η-invariant has similar properties in the general case. More precisely, the following result holds.
Proposition 5 [4] Let A t , t ∈ [0, 1] , be a smooth family of elliptic self-adjoint operators. Then the function η (A t ) is piecewise smooth. It decomposes as the sum
of a locally constant function, the spectral flow of Section 1.2, and the smooth function
where we use the ζ-invariant of the auxiliary family
Here P ker A is the projection onto the kernel of A.
Proof (sketch). If the family is invertible, then one can easily write out the derivatives of the η-and ζ-functions:
It is clear now that (26) holds for s = t = 0. If the family is not invertible, then the decomposition (26) can be obtained making use of broken lines from the definition of spectral flow (see Fig. 1 ). This technique reduces us to the case of invertible families.
Remark 5 (Singer) These properties motivate an interesting interpretation of the η-invariant, which is similar to the interpretation of index as the invariant labelling the connected components of the space of Fredholm operators. Consider the space of selfadjoint Fredholm operators. Atiyah and Singer [10] proved that this space consists of three connected components. Two components correspond to semibounded operators and are contractible. However, the third component (containing operators with spectrum unbounded in both directions) has a nontrivial topology. Let us denote it by F s . This space is a classifying space for odd K-theory:
In particular, its first cohomology is H 1 (F s ) Z. The generator of this group is given by the spectral flow of periodic families
more precisely, the value of the cocycle sf on a loop (A t ) t∈S 1 is equal to the spectral flow along the loop. It turns out that the η-invariant provides a de Rham representative of this cohomology class (at least on the subspace of pseudodifferential operators 
How to make η homotopy invariant?
The η-invariant for general operators is not homotopy invariant and takes arbitrary real values. However, for special classes of operators it is possible to define homotopy invariants using the η-invariant. To this end, it is necessary to require that both components in (26) are equal to zero. The triviality of the spectral flow sf can be achieved in two ways: either we consider only the fractional part of the η-invariant {η (A)} ∈ R/Z (this is used in [4] when considering invariants of flat bundles, see also Section 3.3) or by requiring that the spectral flow is trivial for the operators considered (such situation appears for the signature operator or for the Dirac operator under the positive scalar curvature assumption, e.g., see [21] ). To prove the vanishing of the smooth component of the variation, it is necessary to have a formula for the derivative of the ζ-function. R. Seeley [68] proved (see also [1] and [40] ) that the value of the ζ-function at zero can be computed in terms of the principal symbol of the operator. Let us proceed to the formula. Let A be an elliptic self-adjoint nonnegative operator with complete symbol
Let us introduce the following recurrent family of symbols b −m−j , j ≥ 0:
The symbols depend on auxiliary parameter λ. Then the ζ-invariant is
(28) Analyzing the symmetries of this formula, one can find a number of operator classes for which the derivative of the η-invariant is zero. Two such classes are considered in the next sections.
η-invariants and flat bundles
Recall that a vector bundle γ ∈ Vect (M) is flat if it is defined by locally constant transition functions. Consider an operator
Then we can define the operator A with coefficients in the flat bundle:
It can be defined by patching together local expressions in coordinate charts for the direct sum of dim γ copies of A using the transition functions. To preserve the self-adjointness, one requires additionally that the transition functions for the flat bundle are unitary. Finally, if A is a pseudodifferential operator, then the operator with coefficients is well defined modulo infinitely smoothing operators.
Example 8
On the circle, the operator −id/dϕ+t is isomorphic to the operator −id/dϕ⊗ 1 γ with coefficients in γ, where the line bundle γ is defined by the transition function e 2πit . The isomorphism
uses the trivialization e itϕ of γ.
Proposition 6 [4] The fractional part of the η-invariant is homotopy invariant in the class of direct sums
with a given flat vector bundle γ.
To prove the proposition, one notes that A ⊗ 1 γ and dim γA are locally isomorphic. Therefore, we obtain
by means of the locality of these derivatives, see (28) .
ρ-invariant [3] . Consider an oriented Riemannian manifold M of dimension 4k − 1. There is a self-adjoint Hirzebruch operator
In this case, the difference
defines a homotopy invariant. Indeed, by Hodge theory the kernels of A and A ⊗ 1 γ coincide with the corresponding cohomology of M (with a local coefficient system γ in the second case); hence their dimensions do not depend on the choice of metric on M. This difference is called the ρ-invariant of manifold M and flat bundle γ. Operators with coefficients in flat bundles have been thoroughly studied already in the classical paper of Atiyah, Patodi, and Singer. Thus, in this paper, we recall only the index formula pertaining to this case.
The index formula in trivialized flat bundles [4] . Suppose that the flat bundle γ is trivial γ α C n and A is an elliptic self-adjoint operator as above. Then the triple (γ, α, A) defines an elliptic operator in subspaces:
Let us fix the flat bundle with its trivialization and consider the index decomposition problem for operators (29) into the sum of contributions of the principal symbol of the operator and the contribution of subspaces. It is not difficult to see that the necessary condition for such decompositions (Theorem 4) is satisfied. Then we can take the difference of the η-invariants
as the contribution of the subspaces. This difference is called the relative η-invariant. The corresponding index theorem in trivialized flat bundles was obtained by Atiyah, Patodi, and Singer.
Theorem 11 One has
where ch(γ, α) ∈ H odd (M, Q) is the Chern character of the trivialized flat bundle.
The proof uses the heat equation method. As a corollary, let us take the fractional part of the index formula. Then we obtain an expression of the fractional part of the relative η-invariant in topological terms. For nontrivial flat bundles, the relative η-invariant was also computed in [4] , but the formula in this case is written in K-theoretic terms and is less explicit.
η-invariant and parity conditions
One more class of examples of η-invariants without continuous component of the variation is related to parity conditions.
Theorem 12 [35] The fractional part of the η-invariant of an elliptic self-adjoint differential operator A on a manifold M is invariant under homotopies if the following parity condition is satisfied:
ordA + dim M ≡ 1(mod2).
Idea of the proof. The homogeneous components of the complete symbol of a differential operator are polynomials. Hence they are even or odd with respect to the involution ξ → −ξ acting on the covariables. An accurate account of this symmetry in (28) shows that the local expression for the derivative of the η-invariant is zero.
The η-invariant as a dimension functional. It is clear that if the continuous component of the variation of the η-invariant is missing, then the η-invariant can be considered as a dimension functional (compare (6) with (26)). [64] Let A be an elliptic self-adjoint differential operator of a positive order. Then the η-invariant is equal to the value of the dimension functional of Section 1.3 on the spectral subspace
Theorem 13
To prove the theorem, it suffices to check the normalization condition. This result shows that we can substitute the η-invariant for the functional d in the index formulas of Section 1.3 provided that the pseudodifferential subspace is defined as the spectral subspace of a differential operator.
Remark 6
To prove Theorem 13, one has to work with η-invariants in the broader context of pseudodifferential operators, for which the statement of Theorem 12 is true. We refer the reader to [64] for the precise statement of the parity condition for this case.
Computation of the fractional part of the η-invariant.
If the parity condition is satisfied, then the fractional part {η (A)} is topologically invariant and can be computed in topological terms. It turns out that this invariant strongly depends on the orientation bundle Λ n (M).
Theorem 14 [63] The fractional part of twice the η-invariant is equal to the pairing
of the difference element of the operator with the orientation bundle Λ n (M) , n = dim M, where the brackets denote the (nondegenerate) Poincaré duality
in K-theory for the torsion subgroups.
Let us make a couple of remarks concerning this formula. 1. The computation is based on the following property of symbols of subspaces with parity conditions. For N sufficiently large, the sum 2 N L can be lifted from the base M. If we choose an isomorphism σ : 2 N L −→ π * F , where F ∈ Vect(M), then the index formula in subspaces expresses the fractional part of the η-invariant in terms of the index of the corresponding operator
as a residue modulo 2 N . Such an index-residue can be computed in K-theory with coefficients in the group Z 2 N (the corresponding index theory modulo n is discussed in Section 4.2). Finally, the expression in terms of Poincaré duality is none other than a short way of expressing the corresponding K-theoretical formula.
2. The orientation bundle appears naturally in the problem, since the involution [62] ).
Corollary 2
If the parity condition is satisfied, then the η-invariant on an orientable manifold is half-integer. On a nonorientable manifold M of dimension 2k or 2k + 1, the following estimate of the denominator of the η-invariant holds:
Indeed, the orientation bundle Λ n (M n ) has the structure group Z 2 . Hence it is induced by the canonical bundle over RP n . The reduced K-groups of the projective spaces are the torsion groups K RP
Substituting this equality into the formula for the η-invariant, we obtain the desired assertion.
Remark 7
The formula for the fractional part of the η-invariant can be rewritten, by analogy with the Atiyah-Singer formula, in terms of the direct image map
where f : M → RP 2N is the map classifying the orientation bundle. Here we assume the identification
Examples of first-order operators. We have seen that the properties of the η-invariant for operators with Gilkey's parity condition substantially depend on the properties of the manifold. In the orientable case, one can obtain a half-integral η-invariant at most. This possibility is easy to realize, e.g., by the operators d + δ on all forms:
The computation is based on the fact that this operator is isomorphic to the matrix 0 D D * 0 with the Euler operator D = d + δ acting from even to odd forms. The eigenvalues of this matrix are symmetric with respect to the origin. Therefore, the η-function is zero identically. It turns out that on nonorientable manifolds there exist operators with arbitrary dyadic η-invariants. Examples of such operators were first constructed by P. Gilkey [33] .
An operator on RP 2n with a very fractional η-invariant. Let us define a Dirac type operator on an even-dimensional real projective space RP 2n . To this end, we consider a set of Hermitian Clifford 2 n × 2 n matrices e 0 , e 1 , . . . , e 2n :
e k e j + e j e k = 2δ kj .
For a vector v = (v 0 , . . . , v 2n ) ∈ R 2n+1 , we define a linear operator
It is invertible if v = 0. Consider the Hermitian symbol
on the unit sphere S 2n ⊂ R 2n+1 , where ξ is a tangent vector at x ∈ S 2n . The symbol is invariant under the involution (x, ξ) → (−x, −ξ) . Thus it defines a symbol on RP 2n .
Theorem 15 [33] {η
For simplicity, we will only compute the denominator of the η-invariant.
The reduced K-group of RP 2n is a cyclic group K RP 2n Z 2 n , and the generator is given by the orientation bundle
On the other hand, the symbol defines the generator of the isomorphic group
Hence, by Poincaré duality for torsion groups (see above) the pairing of the generators is nonzero and has the largest possible denominator
It remains now to express the pairing in terms of the η-invariant. We have
Examples of second-order operators with nontrivial η-invariants
The problem of nontriviality of the η-invariant for second-order operators was stated by P. Gilkey [35] . For a long time, the main difficulty of the problem was the absence of nontrivial elliptic operators of order two. There was essentially one nontrivial operator dδ − δd acting on differential forms. However, its η-invariant turned out to be integervalued [64] . From a different point of view, this operator is generated by the operators of de Rham-Hodge theory and is in some sense an analog of the Euler operator. To obtain more interesting operators, one has to define the analog of the Dirac operator. Such an operator was constructed in [63] .
Example 9
We define a second-order differential operator D on RP 2n × S 1 . To this end, we denote the coordinates by x, ϕ, the dual coordinates by ξ, τ. On the cylinder
where D is the pin c Dirac operator on the projective space (see previous section), and
The operator D is symmetric and elliptic. The ellipticity follows from the following formula for the principal symbol
(In other words, the operator D is the square root of the square of the Laplacian.) Let F be the vector bundle over the product RP 
Denote by
the elliptic self-adjoint differential operator obtained by smoothing the coefficients of D .
The topological formulas for the η-invariant obtained earlier enables us to prove the following result, solving the problem of nontriviality of η-invariants for even-order operators. [63] One has
Theorem 16
The idea of the proof is to interpret the operator D as an exterior tensor product of an operator on the projective space by an elliptic operator on the circle. Then the η-invariant is also a product of the η-invariant on RP n and the index on S 1 . Unfortunately, the operator itself does not have this product structure. But K-theoretically such a representation holds:
with an elliptic pseudodifferential operator of index two
To obtain the theorem, it now suffices to substitute (34) in the formula for the η-invariant in terms of Poincaré duality and use the multiplicative property of the pairing.
Applications to bordisms and embeddings of manifolds η-invariants on pin
c -manifolds and bordisms. The operator on the projective space constructed in Section 3.4 is a specialization of the Dirac operator on a (nonorientable) pin c -manifold. The definition of this operator can be found in [33] . We note only that the group pin c (n) is defined in terms of the extension
This sequence defines a natural projection pin c (n) → O(n). Finally, a manifold M of dimension n is a pin c -manifold if its structure group is reduced to pin c (n). On even-dimensional pin c -manifolds, the Dirac operator, denoted by D, is self-adjoint. Therefore, on such manifolds the fractional topological invariant
is well defined. Moreover, one can also show that this fractional part is invariant under bordisms of pin c -manifolds. 
Note that the characteristic property of the theory of pin c -bordisms is that the bordism group Ω pin c has nontrivial elements (represented by the projective spaces RP 2k ) of arbitrarily large order 2 k . To distinguish these elements, the fractional analytic invariant is indispensable.
Application to embeddings. A natural geometric setting when one can consider second-order operators of Section 3.5 was found by P. Gilkey [32] . Let us describe the situation in more detail.
Suppose N is a submanifold with trivial normal bundle in a closed manifold M. Then one can define an elliptic self-adjoint second-order operator that is concentrated in a neighborhood of the submanifold in the following sense. This operator is a sum of Laplacians outside a neighborhood of N. We shall consider for simplicity the codimension one case.
Let us introduce coordinates in a tubular neighborhood U of the boundary, x tangent to the submanifold, and ϕ ∈ [0, 2π] normal to the submanifold. The dual coordinates are ξ, τ.
Consider the quadratic transformation
this map is a two-sheeted covering of the sphere. It takes big circles passing through the North pole to big circles passing through the North pole being run through with double speed. Let us define the family of vector bundle homomorphisms τ, ξ) ) .
On the boundary of the neighborhood, the symbol is
It coincides with the direct sum of the symbols of Laplacians. Thus, σ (D) extends outside U as the direct sum of symbols of Laplacians. Second-order operators associated with submanifolds with trivial normal bundles enable one to construct some topological invariants. The proposition can be proved if one notes that on M we have a second-order operator with the η-invariant having denominator 2 k+1 . On the other hand, the η-invariant is computed by the direct image map corresponding to the classifying space.
Proposition 7 Let
f ! : TorK 1 c (T * M) −→ Z 2 k ⊂ Z [1/2]/ Z,
The Atiyah-Patodi-Singer formula
An expression for the index of spectral boundary value problems was found in [2] . Namely, using the heat equation method [8] , the relation
was obtained for the index of a spectral boundary value problem on a manifold X for an elliptic operator of order one that has the decomposition ∂/∂t + A near the boundary.
Here a(D) is by definition the constant term in the local asymptotic expansion
as t → 0. It is defined (as in the case of operators on closed manifolds) as some algebraic expression in the coefficients of the operator and their derivatives. The second term is the η-invariant of the tangential operator A.
In the general case, the formula for a(D) is extremely cumbersome. However, for the classical operators (Euler operator, signature operator, etc.) it is described by explicitly computable formulas. For example, if D is the signature operator with coefficients in a bundle E equipped with a connection, we have
where L(X) ∈ Λ ev (X) stands for the Hirzebruch polynomial [56] in the Pontryagin forms of the Riemannian manifold and chE ∈ Λ ev (X) is the Chern character of the bundle computed in terms of the connection via Chern-Weil theory.
A similar expression for the form is valid for the remaining classical operators; one has only to substitute polynomials corresponding to the operators in place of the Lpolynomial.
The Atiyah-Patodi-Singer formula has numerous applications ranging from algebraic geometry [5] to quantum field theory [72] . As an explanation of this phenomenon, M. Atiyah points out that for the signature operator the formula (35) relates three objects of entirely different nature: a topological invariant (the signature) on the left-hand side and a metric invariant (the integral of the Pontryagin forms) as well as the spectral η-invariant on the right-hand side.
The index decomposition of the Dirac operator (Kreck-Stolz invariant)
Consider the Dirac operator on a 4k-dimensional manifold M. In this section, we obtain, following [45] , a decomposition of the index of this operator. Strikingly enough, it turns out that the index defect can be defined using the signature operator! The decomposition is made under the assumption that the boundary has trivial Pontryagin classes. Hence to construct an index decomposition we have to decompose this integral into a geometric invariant determined by the boundary and the remainder homotopy invariant term. Such a decomposition is obtained for all decomposable components of the Apolynomial (except the top component p k !) by the following lemma. Denote the first term in the formula of the lemma by
Lemma 2 Let α, β be positive degree forms on M whose restrictions to the boundary are exact. Then
It only remains now to decompose the integral of the top Pontryagin class. Here we make use of the signature operator: for this operator, the Atiyah-Patodi-Singer formula contains the integral of the L-class. In turn, the L-class also includes the top Pontryagin class. A standard computation shows that the sum 
Further, by rewriting the sum ind D + a k ind D by Atiyah-Patodi-Singer theorem, we obtain
where t(M) denotes the following topological invariant of manifolds with boundary: 
Elliptic theory "modulo n"
Another field of applications of elliptic theory in subspaces concerns so-called theories with coefficients in finite groups Z n . The characteristic feature of such theories is that, for some reason, the index in such theories makes sense only as a residue.
In this section, we briefly discuss two versions of this theory: on Z n -manifolds and on closed manifolds. Z k -manifolds naturally define the singular spaces
The Freed-Melrose theory on Z k -manifolds
identifying points on the components of the boundary (see Fig. 3 ). Z k -manifolds were introduced by Sullivan [71] . One of the motivations indicating the interest in this class of singular spaces is the fact that (in the orientable case) a singular manifold M carries a fundamental cycle in homology with coefficients
These singular manifolds were also used as a geometric realization of bordisms with coefficients in Z k . For further research in this direction, we refer the reader to [20] . On a Z k -manifold, we fix a collar neighborhood of the boundary On the other hand, the family A t at the boundary is by assumption the direct sum of k copies of some family on X. Therefore, the spectral flow is divisible by k. (Here we use identification (36) .) It turns out that the direct image mapping in K-theory extends to the category of Z k -manifolds (the morphisms are by definition those embeddings which map boundary to boundary preserving the Z k -structure). More precisely, for an embedding f : M → N one has
On the other hand, one can construct a universal space for such embeddings (i.e., the space into which any Z k manifold can be embedded). The universal space can be obtained from R L by deleting k disjoint disks of a sufficiently small radius. We obtain the Z k -manifold M k whose boundary is the union of k spheres (diffeomorphisms of spheres are given by parallel translations). It is easy to compute the K-group of the cotangent bundle of this space
Freed and Melrose proved the following index theorem.
Theorem 19 [31] One has
where the direct image map f ! :
The proof models the K-theoretic proof of the Atiyah-Singer theorem based on embeddings. The main part of the proof is the statement that the analytical index is preserved for embeddings, i.e., for an embedding of M in N the following diagram commutes
Index modulo n on closed manifolds
Index-residues also arise on a closed manifold. Consider the following question: what objects of elliptic theory correspond to the elements of K-group K c (T * M, Z n ) with coefficients Z n ?
The answer is given in terms of operators in subspaces
Leu us show how symbols of such operators define elements of the K-group with coefficients. To this end, we recall the definition of the latter.
K-theory with coefficients is defined as
where M n is the so-called Moore space of the group Z n . An explicit construction of this space can be found in [3] . We will only use the fact that the reduced K-groups of the Moore space is Z n and generated by the difference 1 − [γ], where γ is a line bundle. We will also fix a trivialization nγ β C n .
Geometric construction of elements of K-groups with coefficients. It follows from definition (39) that elements of K c (T * M, Z n ) can be realized in terms of families of elliptic symbols 3 on M. The family is parametrized by the Moore space. It is easy to define such a family as a composition:
where D −1 is an almost inverse and the last family is obtained by twisting with γ. The family of symbols corresponding to this composition defines the desired element in the K-group with coefficients. Denote it by
In [60] , it is shown that the K-group with coefficients is actually isomorphic to the group of stable homotopy classes of operators (38) . Let us conclude this section with an index theorem. Index theorem. Note that the index of operator (38) as a residue modulo n mod n-ind D ∈ Z n is a homotopy invariant of the principal symbol of the operator. The following theorem gives an expression for this index in topological terms.
Theorem 20 One has mod n-ind D
where the direct image map p ! : K (T * M, Z n ) −→ K (pt, Z n ) = Z n in K-theory with coefficients is induced by p : M −→ pt.
Let us apply the Atiyah-Singer index formula for families to compute the index of the composition (40) . This formula expresses the index as the right-hand side of (41) . On the other hand, the index of the composition can be computed directly as
i.e., it coincides with the modulo n index of the operator in subspaces in the group K (pt, Z n ) = Z n . 3 Here we use the difference construction for families [11] . It associates element [σ] ∈ K (T * M × X) with a family σ (x) , x ∈ X of elliptic symbols on M parametrized by space X:
