Abstract-Constructive algorithms have shown to be reliable and effective methods for designing Artificial Neural Networks (ANN) with good accuracy and generalization capability, yet with parsimonious network structures. Projection Pursuit Learning (PPL) has demonstrated great flexibility and effectiveness in performing this task, though presenting some difficulties in the search for appropriate projection directions in input spaces with high dimensionality. Due to the existence of high-dimensional input spaces in the context of time series prediction, mainly under the existence of long-term dependencies in the time series, we propose here a method based on the wrapper methodology to perform variable selection, so that only a subset of highly-informative lags is going to be considered as the regression vector. The Yearly Sunspot Number time series is adopted as a case study and comparative analysis is performed considering alternative approaches in the literature, guiding to competitive results.
I. INTRODUCTION
rtificial Neural Networks (ANNs) are able to satisfactorily approximate multidimensional non-linear mappings, due to the universal approximation capability [1] . In practice, however, the generalization capability is highly dependent on the size of the network, among other design aspects. With too few hidden neuron, it might not be possible to approximate the desired input-output behavior. With too many, we have the overfitting problem.
Previous experiences with specific types of problems or datasets, and the use of heuristics may in some cases guide the ANNs designer toward appropriate architectures, but the process still remains, basically, guesswork.
To avoid the "dangers" of guessing architectures, the usual solution is to use one of the several methods of automatic architecture determination available in the literature.
Two basic strategies are generally considered. The first one, known as pruning method [2] , consists in identifying superfluous or underused neurons in a large, trained network, prune them out, and retrain the network. The process is repeated until the desired error or generalization criteria is met. The second strategy, known as constructive method [3] , consists of the opposed strategy: new hidden neurons are added to an initially small network at each step and the incremented network is retrained. The process is repeated until the desired error or generalization criteria is met.
When choosing between the two strategies, one must consider many different factors, but if a parsimonious network structure is desired, the constructive method should be preferred, as they present a higher bias for topologies with less neurons. And amongst the constructive methods, the Projection Pursuit Learning (PPL) algorithm [4] , [5] , [6] , [7] has presented great flexibility and effectiveness.
The PPL algorithm is capable of significantly reducing data dimensionality. The role of each neuron in the approximation of the desired input-output mapping is defined during the learning phase, including the estimation of the most suitable activation function. At the end, the constructive algorithm will guide to an one-hidden layer architecture similar to a Multilayer Perceptron (MLP) topology, except for the existence of a specific activation function for each neuron in the hidden layer.
However, the PPL algorithm may have its efficiency noticeably affected by the presence of low-relevant variables in the training dataset, and the overall performance may be significantly improved when a variable selection procedure [8] is applied in conjunction with PPL. Surprisingly, it seems to be the first time that variable selection is applied in conjunction with PPL, and we will adopt here a wrapper approach [8] , [9] . We intend to produce neural architectures with a higher generalization capability.
In the following sections of this paper, we present a more detailed explanation of the PPL algorithm -Section II -, as well as of the input selection method used -Section III. In Section IV, the dataset used for the experimental results (Yearly Sunspot time series) is presented, and finally, in Section V, we outline the results for a comparative analysis. Concluding remarks are considered in Section VI.
II. PROJECTION PURSUIT LEARNING
Projection Pursuit Learning (PPL) comprises a class of algorithms inspired by statistical techniques in the form of projection pursuit regression models [10] . Hwang et al. [6] presented a constructive algorithm based on projection pursuit techniques, and capable of generating neural networks with a single hidden layer, m inputs and r outputs. Further, Von Zuben and Netto [4] , [5] introduced some improvements into the original algorithm, in order to conciliate the solvability condition [11] and projection pursuit regression. These modifications led to a computationally efficient and less intensive PPL algorithm.
In PPL, for each unknown multidimensional input-output mapping to be approximated, a pertinent activation function and associated weight connections are determined for each neuron individually, as a function of the learning set. The activation functions can be determined in a parametric (for example, using Hermite polynomials) or nonparametric (for example, using smoothing splines) way. For the experiments in this paper, Hermite polynomials were used. The method starts with a single hidden layer neural network having only one hidden neuron, and adds new hidden neurons until the approximation task is accurately accomplished by an additive weighted composition of the activations of these hidden neurons. Pruning steps are also admitted in the backfitting phase [4] , [5] . Fig. 1 shows the architecture of a neural network model generated by PPL. The output of the network is given by:
where f j (⋅), j=1,..,n, is the activation function to be defined for the j-th hidden neuron. Now, the supervised learning process is not only responsible for determining optimal values for the connection weights v ij (i=0,…,m; j=1,…,n) and w jk (j=0,…,n; k=1,…,r) as in the case of a single hidden layer neural network with identical activation functions, but also the corresponding optimal shapes for the nonlinear activation functions f j (⋅), j=1,..,n. 
III. WRAPPER FOR VARIABLE SELECTION
Variable selection algorithms are often divided in two distinct approaches: Filters and Wrappers [8] , [9] .
The Filter Approach consists of an a priori treatment of the data, using its statistical properties to identify which variables are relevant and which are not. Most classical selection algorithms are filters and the process is done independently of the technique to be adopted to perform the input-output mapping. That is why the filter approach is generally interpreted as a fast but sub-optimal selection process.
The Wrapper Approach, on the other hand, takes into account the performance of the input-output mapping, thus being able to identify the best subset of inputs, given the technique to perform the input-output mapping. Because this approach takes the properties and particularities of the mapping device into account, wrappers can guide to the selection of optimal (or near-optimal) subset of variables, at the price of a higher computational burden, as they require the synthesis of numerous input-output mappings. This is a necessary condition to reach parsimonious solutions to the more challenging problems in computational intelligence: a learning phase characterized by computationally-intensive procedures, and a parsimonious final solution, due to the existence of dedicated modules composing the neural network, carefully tuned during the learning phase.
As our purpose here is to obtain parsimonious predictors for time series applications, presenting high generalization capability, the wrapper methodology was chosen to guide the search for an optimal set of input variables. The search will be performed by a standard genetic algorithm (GA) [12] , [13] , using chromosomes with a simple binary representation (one bit for each candidate input, ones indicating that the corresponding inputs have been selected, zeros indicating that the corresponding inputs have not been selected).
In the context of time-series prediction, candidate inputs are usually the previous values of the series. If, for example, we wish to predict the value of a series at the time instant t, we might take the value of the series at the time instants t−1, t−2, ..., t−p as inputs to the ANN, where p is the size of the lag window.
Fitness is determined by the mean squared error of the ANN, trained using the subset of inputs determined by the binary vector over a validation dataset (which is different from the training set, and the test sets used to compare our final results with others from the literature). The other particulars of the GA are: single-point crossover, complementary mutation, roulette-wheel selection, fixed population size, and elitism (keeping both the best and worst chromosomes of the previous generation).
We have chosen not to include in the fitness function a term to penalize large input subsets, as the PPL algorithm is already sensitive to the number of inputs. The computational effort necessary to find good directions of projection increases significantly with the dimension of the data, resulting in loss of performance when non-or little-relevant data is present.
We 
IV. SUNSPOT DATASET
The Yearly Sunspot Number time series contains the number of dark spots observed on the sun, beginning in the year of 1700 up to the present.
Sunspots are monitored daily by several observatories and their number is recorded and made publicly available in the form of several time series by the Solar Influences Data Analysis Center (SIDC) [14] . Data used was that from the yearly time series, from 1700 to 1994 (Fig. 2) . To allow for comparison with previous work on the prediction of the Yearly Sunspot Number [15] , the data was normalized to zero mean and unitary standard deviation and divided in a "training" set, ranging from 1700 to 1920 and three test sets: from 1921 to 1955 (Test1), from 1956 to 1979 (Test2), and from 1980 to 1994 (Test3).
The characteristics of the wrapper used to select input subset require that the training set be further divided in two different sets: the proper Training Set (used to train the several ANNs with PPL) and a Validation Set (used to determine the Fitness of each subset).
V. RESULTS
To perform the experiments using WIS-PPL, the GA was set to run for 50 generations, with 10 chromosomes per generation. The probability of crossover used was of 90%, and the probability of mutation was set to 40%, after an exhaustive tuning process based on the validation dataset (see below).
The candidate inputs are the values of the sunspot series in the instants t−1 to t−11. The maximum lag of 11 was chosen due to the cyclic behavior of the series, which has a period of approximately 11 years [15] , and also to be coherent with the approaches to be considered in the comparative analysis.
The 1700-1921 data was organized into instances composed of 11 inputs and an output; and then randomly divided in a 262-instances training set and a 22-instances validation set.
The PPL algorithm was set to train the ANNs with a maximum of three artificial neurons and with second order Hermite polynomials as activation functions. This number of hidden neurons should not be considered small, due to the possibility of defining a proper activation function for each neuron. Loosely speaking, a PPL architecture with three hidden neurons may present more flexibility than a MLP with ten or fifteen neuron, as already indicated in the literature [16] .
The accuracy of the prediction capability of the ANNs is evaluated using the Normalized Mean Square Error (NMSE), also referred as Average Relative Variance (ARV):
where: x t is the actual value of the t th sample of the series of length N; t x is the predicted value of the t th sample of the series of length N; and, σ 2 is the variance of the time series in the prediction interval N.
We ran the WIS-PPL algorithm ten times, and extracted the input subset selected as well as the test errors for each run. Table I presents the comparison of the ten outcomes produced by WIS-PPL and a PPL network trained using all 11 inputs; Table II lists the frequencies with which each input was selected to compose the regression vector; and Table III shows the NMSE of several different approaches (all results were extracted from [15] , considering the same datasets), and the mean and best result of WIS-PPL (execution number 4). We plotted the fitness curve of Execution number 4 in Fig. 3 , illustrating the typical GA evolutionary behavior.
The comparisons are made with: Auto-Regressive models (AR), Weight Elimination Feed Forward Network (Wnet), Dynamical Recurrent Neural Network (DRNN), Soft Weight Sharing Network (SSNet), Scale Neural Network (ScaleNet), Wan's Committee Prediction method (COMM), recurrent networks trained with the Backpropagation Through Time algorithm (BPTT), Constructive BBTT (CBPTT), Violation Guided Back Propagation (VGBP), and the Marra and Morabito's technique based on "derectification" of the sunspot data and Elman Networks (DDEN) [15] . The number associated with each input corresponds to its lag. Therefore, Input 1 represents the time-series at instant t−1, Input 2 at instant t−2, and so on. The frequency is the total number of runs (up to 10) in which the input was selected. Table I shows that there is still some variation in both selected inputs and final ANN errors from run to run, but in all runs the algorithm managed to reduce the number of inputs and to design ANNs of higher performance, in average, when compared to the one trained with all the eleven inputs. As this level of variation might indicate that the algorithm was producing overfitting (a common problem in variable selection [17] , [18] , [19] ), Fig. 4 shows the error curves for four of the ten executions. These curves are typical of the behavior observed: though some overfitting occurs, it is not so relevant. Notice also that the training error can increase in some circumstances because the fitness is associated with the validation dataset, and not the training dataset. The selection frequencies of all inputs can be seen in Table II . Some inputs are frequently selected. The first and second inputs seem to be very relevant to predict the next value of the sunspot time series, as could be expected due to their small time lags. The eleventh input has also a noticeable appearance, motivated by the fact that the period of the time series is 11 years. 
VI. CONCLUDING REMARKS
The obtained results have indicated that a wrapper for projection pursuit learning is competitive, at least when applied to the synthesis of time series predictors with a moderate lag window. We have considered a single time series due to the possibility of an extensive comparison with the literature, given that the same partitions of the dataset have been adopted.
The learning time for the WIS-PPL algorithm is considerably high, as was expected for a wrapper-based method, but the possibility of obtaining a parsimonious prediction model, and better results than the one obtained without variable selection, points favorably to the use of the computational resources needed. Also, greedy procedures like forward selection could have been implemented, but they are prone to local minima and, as will be pointed out in the next paragraph, there are multiple high-quality solutions, and WIS-PPL can provide them.
The variation in the final response produced by each execution of the algorithm should not be attributed to overfitting, since the level of overfitting was shown to be very small. The diversity in the subset of variables selected at each execution is simply an indication that distinct compositions of inputs can guide to predictors with very similar performance in terms of the available validation and test datasets. This is a usual behavior when nonlinear inputoutput mappings are considered, and may support the application of well-known machine learning procedures, as already done by our research group in other context, but also considering time series applications [20] . Basically, we may consider ensembles, which require high-performance components with diverse behavior. The existence of alternative high-performance predictors employing distinct subsets of inputs seems to fulfill this requirement.
Other challenging time series are going to be considered, and additional further steps concerning the methodology are the inclusion of other PPL parameters (order of the Hermite polynomials and maximum number of neurons) in the evolutionary process and the test of the algorithm for multistep prediction tasks.
