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Abstract
An Intelligent Personal Assistant (IPA) is an agent that has the purpose of helping the user with his daily tasks. This paper is
focused on IPAs for Internet of Things (IoT) environments. In this sense, a good IPA has the capability of surveying his user
behaviour and suggest tasks or make decisions with the intention of simplifying the user interaction with his surroundings. With
this in mind, this paper focuses on studying the accuracy of various classiﬁers, with the objective of ﬁnding the one that suits better
the needs of an IPA for IoT. The aim is to test each algorithm with a dataset of events, that relate to past behaviours of the user, and
ﬁnd if there is an opportunity to notify the user that he/she may want to take an action or create an automation based on the learned
behaviour.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
In a world more and more dominated by technology, a natural process of change potentiates the emergence of
systems that aid on, and even automate, tasks of a given user. Therefore, today, when our daily lives are more hasty
than ever before, it is natural the need of technology aided management of every type of tasks, even on real world
environments.
A solution that is emerging on the last few years proposes the use of intelligent assistants, best known as Intelligent
Personal Assistants (IPA). These systems can study the user’s behaviour on a long term, and aid on given tasks, using
the knowledge learned from that study. For example, if the user wakes up every day at 8AM, the system can learn to
set the alarm every day to 8AM.
This way, it is necessary to create a system that can perceive what the user deﬁnes as a task, and analyse the
environment to get every type of information that can lead the user to take that behaviour. That can be achieved with
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feedback of the interaction between the user and the IPA, or through his direct (or indirect) interaction with certain
objects that the IPA can access to get that information.
So, if the user turns on the light every day when he wakes up (in our example, at 8AM), and at the same time there
is a sensor that gives the information that the room is dark, the system needs to be capable of discriminate that the
user woke up because it was 8AM, and that he turned on the light because it was dark. A good system can (and needs
to) discriminate the right information that led to the task.
Our solution, within the AMBRO project (section 7), to this problem is an IPA that interacts with several objects
present in the user’s surroundings. This system allows the user to perform his daily tasks while it gathers information
from the environment that it integrates. Our system architecture and its main features are described in2 3.
However, for our system to work as envisioned, it is necessary to implement and integrate an intelligent control
algorithm that can achieve the necessary requirements. So, before we can do this, we need to decide what will make
the algorithm accomplish this task. With this is mind, WEKA toolbox (ver. 3.6.11)4 was used to perform tests using
the various classiﬁers available in order to ascertain which one could achieve the best performance. Moreover, each
classiﬁer was tested with various subsets of the main dataset to see the eﬀects of its size on the performance results.
2. Related Work
Some work has been previously done on this subject, to test the performance of some classiﬁers tested in this
paper, but in diﬀerent situations. Langley et al1 studies the Bayes classiﬁer on a monotone conjunctive target concept.
In5, Langley et al examine previous works on the Naive Bayesian classiﬁer and review its limitations. Bui et al6
investigate the performance of three approaches (Naive Bayes, Decision Tree, SVM) on models for spatial prediction
of landslide hazards in Vietnam. Daniela Xhemali et al7 test three types of classiﬁers (Naive Bayes, Neural Networks
and Decision Tree) for automatic analysis and classiﬁcation of attribute data from training course web pages. Hashemi
et al8 also tested Naive Bayes and J48 for text classiﬁcation, while Kotsiantis et al9 reviews the performance of various
classiﬁcation techniques (Naive Bayes, Neural Networks, Decision Trees, kNN, SVM and Rule-learners). The same
way,10 compare the results of classiﬁcation and combining techniques (C4.5, NB, 3NN, Ripper, SMO, BP).
On the ﬁeld of IPAs, Maes12 studies the interaction between an user and the IPA. Atzori et al13 analyses the
paradigms of the Internet of Things. In14, Miorandi et al reﬂects on the applicability of IoT technologies.
3. Data Corpus
3.1. Data Collection
An important step on this study, is the collection of the right data that can be used on the process. The ideal
collection would be composed of information from real users during a large span of time, where those users would
be using the system on a normal daily routine, and where the IPA could gather real data, that could be used on the
training and testing phase. The problem with this approach is a question of logistics: it would be impractical to wait
months to gather enough data that could be used for the intentions of this study. Besides that, the same experiment
should be performed multiple times to generate diﬀerent datasets (although on this paper, we only focus on the results
of one dataset and of several partitions of it).
To overcome this issue, a behaviour simulator was created so that in the presence of a set of rules and tasks, that
could deﬁne the behaviour of a real user, it will create a set of events related to that behaviour. In this context, we
understand an “event“ as the feedback gathered at the moment that a task was performed by the user. Using the
example previously described, when performing the task of waking up every day at 8AM, the user is creating an event
that contains every information that the IPA can gather on the user interaction, as well as environmental data recovered
by the objects being used (being that event associated with the “Wake up at 8AM“ task).
3.1.1. Events and their structure
As stated before, an event is the fulﬁlment of a task by the user, and can be thought as a behaviour of that user.
As can be seen in table 2, each event consists of a set of attributes (feedback gathered by the IPA on the various
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Table 1. Complete dataset results per classiﬁer.
Group Classiﬁers Precision Recall Accuracy
1 - Bayes Net 0.889 0.875 0.875
Bayes 2 - Naive Bayes 0.757 0.800 0.800
3 - Logistic 0.664 0.687 0.687
Functions 4 - MultilayerPerceptron 0.844 0.840 0.840
5 - SimpleLogistic 0.667 0.688 0.688
6 - SMO 0.604 0.646 0.646
7- IBK 0.420 0.395 0.395
Lazy 8 - Kstar 0.451 0.442 0.441
9 - LWL 0.328 0.531 0.531
10 - DecisionTable 0.833 0.851 0.851
11 - NNge 0.725 0.726 0.726
Rules 12 - Jrip 0.853 0.857 0.857
13 - OneR 0.705 0.736 0.736
14 - PART 0.823 0.840 0.840
15 - ZeroR 0.156 0.395 0.395
16 - DecisionStumb 0.328 0.531 0.531
17 - J48 0.878 0.869 0.869
18 - LMT 0.859 0.854 0.854
Trees 19 - NBTree 0.890 0.876 0.876
20 - RamdomForest 0.742 0.754 0.754
21 - RandomTree 0.709 0.680 0.680
22 - REPTree 0.828 0.838 0.838
23 - Canopy 0.188
24 - CascadeSimpleKMeans 0.209
Cluster 25 - EM 0.328
26 - FarthestFirst 0.249
27 - SimpleKMeans 0.234
Table 2. Example of events that can be found on the dataset
Luminosity Temperature Humidity Year Month Day DayOfWeek Hour Minute Class
853 17 32 2014 11 12 Wednesday 14 06 C2˙0
298 15 33 2014 11 13 Thursday 19 47 C4˙0
156 10 33 2014 11 14 Friday 22 54 C5˙0
912 17 33 2014 11 15 Saturday 13 26 C1˙1
objects/systems that it can access, at the time of the creation of the event), and by a class that identiﬁes the task
performed.
In our system, each simulation has three sensors (luminosity, temperature and humidity, where the values that are
supposedly read by each sensor will be part of the event data), the date (year, month, day, day of the week, hour,
minute) and one of eight classes (ﬁve tasks, three of which are divided in two subtasks) that represent tasks that our
system needs to be able to recognize. The notation used for each of these elements is the following:
• S1: The value read by the luminosity sensor,
• S2: The value read by the temperature sensor,
• S3: The value read by the humidity sensor,
• YY: The Year when the event occurred,
• MM: The Month when the event occurred,
• DD: The Day (Numeric) when the event occurred,
• DW: The Day of the week (Between Sunday and Saturday) when the event occurred,
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• HH: The Hour of the event occurred,
• MN: The Minute of the event occurred,
• Cx: The Class of the performed task (“x“represents the class number).
Elements like YY, MM, DD, HH and MN are continuous elements, having only the corresponding limit for the
values that they represent. In the other hand, DW is a discrete value, assuming the name of the day of the week (having
seven possible values, from “Sunday“ to “Saturday“). S1 is also continuous, but has a limit between [0, 1024[. In
the same way S2 is continuous between [−40, 125] and S3 between [0, 100]. The possible values for the classes are
described on the next subsection.
3.1.2. Tasks
In our simulation, we deﬁne ﬁve types of tasks (known as classes on this paper). We have chosen these tasks based
on the dependency on various types of feedback, that is, while one depends directly on S2 others may depend on
DW and/or HH. This way, we can test the classiﬁers on independent classes (each depending on diﬀerent attributes)
instead of performing a simulation where everything depends on the same feedback.
• C1: AC unit control (C1 0 is oﬀ, C1 1 is on),
• C2: Attending a meeting,
• C3: Taking his son to a swimming lesson,
• C4: TV control (C4 0 is oﬀ, C4 1 is on),
• C5: Turning on/oﬀ the alarm (C5 0 is oﬀ, C5 1 is on).
C1, C4 and C5 are divided into two speciﬁc tasks. The deﬁnition of these subclasses are important, although they
are connected to the same main task, because they represent two distinct uses of the same physical object.
3.1.3. Rules and Simulation operation
Before we can create our dataset, we need to deﬁne which behaviour our user would have in order to create the
simulated dataset of events. Let’s imagine that our user wakes up at 8AM, at the time which he turns oﬀ the alarm
clock (class C5), and goes to sleep at midnight (when he turns on the alarm clock, setting it up to go oﬀ at 8AM)
during the week. At the weekends, he wakes up at 9AM, going to bed at the same time as he does during the week.
Also, during the week, he works from 9AM to 6PM, arriving home at 7PM. During the time he is at home, he can
turn on or oﬀ the TV or AC at any time (classes C1 and C4, respectively).
During oﬃce hours, he always has a meeting on Mondays, Tuesdays and Thursdays at 11AM, and 2PM on Wednes-
days (class C2). These meetings last for one hour. Besides that, on Mondays and Thursdays he needs to take his son
to the swimming lessons, that start at 5PM, and last for one hour (class C3). On these days, he arrives home at the
same hour as the other days, at 7PM.
The scenario above deﬁnes rules very important, as they characterize the user behaviour related to the time when
each event is created. This way, as an example, we can eliminate cases that indicate that the user is working, but at
the same time is watching TV at home.
Another set of rules has to be deﬁned for the feedback given by the sensors/objects that the IPA can access. On
our system, that information relates to S1, S2 and S3, which respectively correspond to luminosity, temperature and
humidity sensors. These directly aﬀect certain behaviours of our user. For example, the user will use the AC unit if
the temperature rises above 22.5C or falls below 17.5C. This way, it was necessary to create a way to generate values
that could simulate a real situation. This would avoid the case where the sensor could read 5C on August, or 30 in
the middle of December (in Portugal), or even to avoid situations where we would get 20C, and after one minute, we
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The equation (1) has been deﬁned for generating the value for the luminosity sensor, having as input the hour of
the creation of the event (HH), and having a domain of [0; 1023], which depends directly on the hour of the day. In
its turn, the equation 2 generates the humidity values for the corresponding sensor, and these values will vary between
[0, 100], having as input the attribute MM (Month of the event).
These two attributes end up having a somewhat linear behaviour, without changes between the various created
simulations. On the other hand, the simulation for the temperature value could not be that linear. This sensor needs
to have a minimum (calculated by (3)) and maximum (calculated by (4)) value to be used as a limit for the actual
generated value. The equation (5) uses those values as input, as well as the hour (HH) to generate a somewhat random
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Note that the equation (3) has a domain of [0; 15], the 4 has [15; 30], and the equation (5) is between [min,max],
being the min and max the values calculated by (3) and (4).











Fig. 1. Comparation of the accuracy results from the various classiﬁers, using the full dataset (table 1)
4. Analysis of Classiﬁers
We divided this process in two fronts: we tested every classiﬁer with the whole dataset, with the aim of verifying
which would get the best result on an ideal scenario (when we could use all information that we could get to train
the classiﬁer). This would not be suﬃcient if we wanted a study based on a real situation (or something that we
could call a real situation, since we are using a behaviour simulator) where, to achieve the best results in real-time,
we would only have to use a sub-dataset, containing only the information that would be important to that period of
time. Exemplifying, in the middle of the summer, we don’t need the information that we gathered during the winter
(for some classes). The problem is that, while some tasks only need the events of the last weeks, some may need the
events of the last years.
So, to ﬁnd a threshold deﬁning how far behind in time we need to gather information, we test each classiﬁer with
every possible size of the main dataset. With this, after ﬁnding the classiﬁers with the best accuracy, we can then ﬁnd
a time threshold that we can use to limit the number of events that will be used to train the IPA, removing any possible
noise for the classiﬁers, as well as improving computational performance (since we will use a smaller dataset).
4.1. Accuracy on the complete dataset
A simulation was created with a dataset of 5690 events consisting of the classes previously described. The objective
is to take that information and analyse it to ﬁnd the best classiﬁer that suits our needs (or in this case, our IPA needs).
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Fig. 2. (a) Results of the Bayes group classiﬁers. The red line represents the “Bayes Net“ classiﬁer, and the green line represents the “Naive
Bayes“. (b) Results of the Functions group classiﬁers. The red line represents the “Logistic“ classiﬁer, the green line represents the “Multilayer
Perceptron“, the blue is the “Simple Logistic“ classiﬁer (the red line is hidden behind the blue one), and the cyan line is the “SMO“.
With this in mind, WEKA toolbox was used, using the created dataset with the various classiﬁers available. These
tests are focused on accuracy, precision and recall of each algorithm, and these factors can be calculated as shown
in15, with the aid of a confusion matrix15.
The results of the tests with the whole dataset are shown on the table 1. As mentioned before and shown at the
table, for each classiﬁer, was testes the precision, the recall and the accuracy. Also, the various algorithms used in
this test are divided on the same table by groups. Moreover, besides classiﬁers, we tested cluster algorithms in order
to compare the produced results.
The ﬁgure 1 creates a better understanding of the accuracy results shown on table 1. The xAxys represents each
classiﬁer (being x = 1 the ﬁrst classiﬁer on table 1, and x = 30 the last element of the table).
4.2. Accuracy on a divided dataset
This is an important step on our study, because the system will need to select an interval of time from which the
events are relevant, in a way that aﬀects the results in the best way possible, having all the information necessary for
a good train, but eliminating the unnecessary data of the large dataset. For example, there are cases where only need
the events of the last month, being the rest of events noise to the classiﬁer, deteriorating its computation performance.
But, in the same way, there are cases where we need the events from the last year, and if we only use the last month’s
information, we are negatively aﬀecting the results (the IPA will not have the necessary information to make the right
decision).
Fig. 3. (a) Results of the Lazy group classiﬁers. The red line represents the “IBk“ classiﬁer, the green line represents the “KStar“, the blue is the
“LWL“ classiﬁer. (b) Results of the Rule group classiﬁers. The red line represents the “Decision Table“, the green lNge“ classiﬁer, the cyan is the
“OneR“, the mangenta is the “PART“ and the yellow is the “ZeroR“ classiﬁer. (c) Results of the Rule group classiﬁers. The red line represents
the “Decision Stump“, the green line represents the “J48“ classiﬁer, the blue is the “LMT“ classiﬁer, the cyan is the “NB Tree“ (coincides with the
green line), the mangenta is the “Random Forest“, the yellow line is the “Random Tree“ classiﬁer, and the black is the “REP Tree“ classiﬁer.
So, to overcome this problem, we analyse every classiﬁer with every possible size for its dataset. Then, a graphic
containing the accuracy results is created and we try to choose the minimum number of events that gives us the best
results (a threshold of time). Since on our dataset the events are ordered from newest to oldest, we only need to
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ﬁnd the best number of events to use, and then verify to which event that number corresponds, in way to ﬁnd which
threshold of time we need to use from now on with that classiﬁer.
To analyse the results were built a set of graphics (2 and 3), where each represents the results for a certain group
of classiﬁers. For example, the Bayes graphic (2) contains the results of the classiﬁers on the Bayes group oﬀered by
the WEKA toolbox. Note that were not presented results from the cluster group. This is due to the fact that on the
ﬁrst set of results (corresponding to the whole dataset), this group did not achieve results compared to the rest of the
classiﬁers (the results were much worse). While the classiﬁers group obtained a positive average of results (although
some were not satisfactory), the cluster group obtained very low results, being the maximum accuracy of only 32.8%.
So, because of this fact, it was decided to exclude this group from the rest of the tests, since they would not serve our
ﬁnal needs.
Each graph (from ﬁgure 2 to 3) is structured in the same fashion. In each graph, each line represents a diﬀerent
classiﬁer of that group, the xAxys represents the number of events used, and the yAxys shows the accuracy result for
that number of events.
Although we could ﬁrst ﬁnd the best classiﬁers and calculate its accuracy for each selected group, we found that
it would be in the best interest of our study to use every classiﬁer on this step. In other words, there could be some
classiﬁers that would give mediocre results using the full dataset (because of factors like noise, repetition or inﬂuence
of bad data, or any other factor), but would perform admirably with a dataset with fewer events. So, it is important to
test every classiﬁer in this step, in order to complete the information extracted from the previous step, and get the best
one for the diﬀerent datasets.
5. Results and Observations
After the aforementioned tests, the next step is to analyse the results from each, and extract the information neces-
sary to achieve our goal. So, the ﬁrst thing we need to do, is to understand, based on table 1 which are the classiﬁers
with the best results. Those would be NBTree, Bayes Net and J48 (choosing only three from the list), being already
in the right order (from best to worst). Given that it would be better to always have two classiﬁers from which we
could choose (e.g, a system where we would always train and test the two before an iteration, and chose the one with
the best accuracy results on the test for that iteration), we would then chose, logically, the NBTree and Bayes Net,
since they achieved the best results on the tests.
The only problem with this approach is that this two classiﬁers work from the same base (the Bayes Theorem), and
even achieved similar results on the tests (only 0.1% of diﬀerence). So, after considering this, we decided to use NB
Tree, and eliminate the Bayes Net, using the J48 instead. By doing so, we will have two distinct classiﬁers that will
work in diﬀerent ways, assuring us that if one fails, the other does not necessarily fail (since they have distinct bases).
That does not mean that both cannot fail, it only means that if one fails, the other still has a chance of providing good
results.
The next step, is to chose the threshold of time to use with those two classiﬁers (and we need to ﬁnd if we can
use only one threshold, or if we need to ﬁnd one for each classiﬁer). Besides that, we need to analyse the results on
the table 1 and see if they remain the same as when we test the classiﬁers with the divided datasets. This will be
performed by studying the ﬁgures from 2 to 3.
In almost every classiﬁer there is a drop in accuracy in smaller datasets, having some spikes until it stabilizes on a
somewhat constant accuracy. So, to choose the threshold, we ﬁnd the number of events that lead to the stabilization of
the accuracy. The graphs corresponding to the two chosen classiﬁers will have diﬀerent values, so we ﬁnd the average
between them in order to obtain a single value. This corresponds to the event around the month before the last event.
So, to train our system, we only need the information from the last 30 days. Since our IPA will be trained every
day with the new events from the last 30 days, we need to ignore the last registered events from our training process
(corresponding to the oldest day of our dataset).
Note that some classiﬁers obtained excellent results, although in the ﬁrst test those same classiﬁers achieved
mediocre results. In this sense, the reason why we don’t use the outcomes from these tests, is because their re-
sults are random in their nature. If we try to cross-validate those same classiﬁers (for example, with the accuracy
obtained on other datasets) and ﬁnd the average between those results, we will ﬁnd that they are far from those that
result with one round of tests. In some ﬁgures (in 3 for example) there are some classiﬁers that with a threshold of n
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show a high accuracy, but with n + 1 will drop to a bad accuracy rating. So, these classiﬁers are discarded because
their accuracy is too unstable.
6. Conclusion and Future Work
Since there are a large amount of possible solutions for the problems that we can encounter when developing an
intelligent system, and given that many of them do not culminate in a working solution, we need to ﬁnd a way to study
which one is best for the goal that we are trying to achieve.
Weka Toolbox is a great tool to help that process. Having some of the most used algorithms in this ﬁeld, we can
use it to test each one with our data to ﬁnd the best one for the system that we are developing. This is a great aid if we
consider that every intelligent solution has his own characteristics, advantages and disadvantages, depending on the
situation and the solution that it is trying to achieve. Since our IPA needs to work with the best accuracy that it can
achieve, we can use this toolbox to ﬁnd the algorithm that brings the most advantages and fewer disadvantages to the
environments that our IPA will work on.
Having analysed the results of that study, and reaching the conclusion that the classiﬁers that achieved the best
results were the J48 and NB tree, and having found the best threshold of time, we will implement these solutions on
our system.
The next step on our work, will be to ﬁnd which kernel for the NB classiﬁers best suits our needs. After that, we
think that the best course of action will be to try to improve the results achieved with the chosen classiﬁers. Also, we
will need then to see which kernels and what changes can be made to improve our solution.
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