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ABSTRACT
The laser cooling of vibrational states of solids has been achieved through
photoluminescence in rare-earth elements and semiconductors, optical forces
in optomechanics, and Brillouin scattering opto-acoustic interaction. Among
all these approaches, photoluminescence or fluorescence cooling has had the
greatest success in cooling materials down to cryogenic temperatures. How-
ever, cooling of solids through fluorescence relies on specific electronic states
in the system, and to date has only been achieved in rare-earth elements,
such as Yb3+, Tm3+, Er3+, and Ho3+. More recently, fluorescence cooling
has also been demonstrated experimentally in CdS nanobelts. Nevertheless,
such a process remains heavily material dependent.
In this dissertation I provide an analysis on a more general approach to
laser cooling of solids through inelastic light scattering, which includes Bril-
louin and Raman scattering. In both Brillouin and Raman scattering, the
incident light either absorbs (anti-Stokes) thermal energy from or releases
(Stokes) thermal energy to the system in the form of phonons. Therefore,
they can both be used for laser cooling of solids. I first show analytically that
photonic density of states (DoS) engineering can address the two fundamen-
tal requirements for achieving spontaneous Raman cooling: suppressing the
dominance of Stokes (heating) transitions and the enhancement of anti-Stokes
(cooling) efficiency beyond the natural optical absorption of the material. I
develop a general model for the DoS modification to spontaneous Raman
scattering probabilities, and elucidate the necessary and minimum condition
required for achieving net Raman cooling. With a suitably engineered DoS, I
establish the enticing possibility of the refrigeration of intrinsic silicon by an-
nihilating phonons from all its Raman active phonon modes simultaneously,
through a single telecom wavelength pump.
This Raman cooling analysis is then generalized to incorporate the full
isotropic features of Raman scattering. I consider the influence of both
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anisotropic photonic density of states and the intrinsically anisotropic scatter-
ing pattern from the Raman selection rules. I demonstrate an optimization of
the Raman cooling figure of merit considering all possible orientations for the
material crystal for two example photonic crystals. The results show that the
anisotropic description of the photonic density of states and the optimization
process is necessary to obtain the best Raman cooling efficiency.
In addition to Raman cooling, the Brillouin cooling process is also gener-
alized to a linear waveguide system. The analysis establishes the conditions
under which Brillouin cooling of phonons of both low and high group veloc-
ities may be achieved in a linear waveguide, and reveals the key regimes of
operation for the process. The calculations indicate that measurable cooling
may occur in a system having phonons with spatial loss rate that is of the
same order as the spatial optical loss rate.
The thermodynamics of laser cooling processes through inelastic light scat-
tering is then investigated. The analysis indicates that thermodynamics does
not restrict the enhancement of cooling efficiency through photonic DoS en-
gineering, and further confirms the broad applicability of the theory. Lastly,
I present the design principles and experimental measurements of aluminum
nitride on-chip photonic devices for Raman laser cooling. The results point to
further improvement of the design of photonic circuit for future laser cooling
experiments.
Since laser cooling of solids through inelastic scattering is relatively inde-
pendent of material properties, it can be easily applied to improve other laser
cooling methods by imposing additional photonic structures to the systems.
It also provides solutions to some of the unresolved laser cooling challenges,
such as laser cooling of indirect band gap semiconductors. Such a broadly
applicable method for laser cooling can greatly impact our ability to control
the thermal states of matter.
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The photon-induced annihilation of thermal quanta from matter, i.e. laser
cooling, is of key importance in ultracold science and has been instrumental
in the creation of gas phase quantum condensates, matter-wave interferom-
etry, and macroscopic tests of quantum mechanics. This concept was first
proposed by Peter Pringsheim in 1929 [1]. Since then various experimental
demonstrations have been produced in atomic gases [2, 3, 4] by trapping and
slowing down the motion of atoms through the Doppler effect.
The laser cooling of solids, on the other hand, can be enabled through
photon up-conversion processes in which phonons (i.e. thermal quanta) are
annihilated from the material [5, 6, 7]. On this principle, bulk cooling of
solids has been achieved through photoluminescence on specific electronic
transitions in Yb-doped solids [8] with demonstrations even reaching cryo-
genic temperatures [9, 10, 11, 12]. Photoluminescence cooling, enhanced
through exciton-phonon coupling, was also employed for the first demon-
stration of laser cooling of an undoped direct band gap semiconductor [13].
However, this method is not effective with indirect band gap semiconductors
like silicon and germanium due to the need of a phonon for momentum con-
servation and the consequent competition with nonradiative recombination
of electron-hole pairs. In parallel efforts, efficient narrowband cooling of in-
dividual phonon modes in solids has also been achieved by means of optical
forces in geometry-engineered microstructures [14, 15, 16] and through Bril-
louin scattering [17], albeit without net cooling. The search still continues
for a universal laser refrigeration mechanism that could be applied to any
transparent material, with any geometry, at any optical wavelength.
In this context, Raman scattering of light from optical phonons in solids
has been suggested as a promising alternative technology, especially since
Raman scattering is available in all materials and also exhibits the requi-
site photon up-conversion effect, also called anti-Stokes scattering [17, 18, 7].
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The key distinction is that Raman cooling involves only virtual excited states
while photoluminescence mechanisms involve real excitations of the electronic
states of a system. Photoluminescence thus relies on the existence of suitable
natural materials, while Raman scattering could be engineered. However, two
key challenges must be resolved before Raman cooling of a bulk solid can be
achieved. First, spontaneous Stokes Raman scattering always dominates over
anti-Stokes scattering in bulk materials due to the event probabilities being
scaled by n0 + 1 and n0 respectively, where n0 = (e
~ω0/kBT − 1)−1 is the
Bose-Einstein distribution function [19]. For optical phonons in silicon, for
example, this ratio of Stokes transition rate to anti-Stokes transition rate is
about 10 to 1 at room temperature. It is therefore essential to invert this im-
balance to have any possibility of achieving cooling. Second, the anti-Stokes
scattering efficiency needs to be enhanced so as to overcome absorption of
the pump light by the material. This is critical since each anti-Stokes Ra-
man scattering event annihilates ~ω0 energy from the material (ω0 is phonon
frequency), while each absorption event adds ~ωphoton( ~ω0) energy to the
material.
To overcome the first challenge, researchers have attempted to engineer
either the electronic properties [20, 7, 13, 21] or the optical properties [17,
22, 23, 24] of the system. For instance, successful engineering of electronic
properties via excitonic resonance has led to the demonstration of Raman
cooling of a longitudinal optical (LO) phonon mode in ZnTe nanobelts [21],
in which only the anti-Stokes scattering is in excitonic resonance.
The engineering of optical properties, on the other hand, focuses on en-
hancing the available photonic states [25, 26] for only anti-Stokes scattered
photons. Using this concept with optical resonators resulted in the first
demonstration of Brillouin cooling of an acoustic phonon mode [17], and the
understanding that the cooling efficiency is shaped by the photonic density
of states (DoS) of the optical modes [24].
However, all of the above approaches only target the cooling of a single
phonon mode, and the second challenge of overcoming optical absorption to
achieved net cooling has not been considered.
In this dissertation, I address both of these key challenges and investigate
the potential of achieving net laser cooling of solids through both Brillouin
and Raman scattering by photonically engineering the system. I present
a theoretical model for accomplishing multi-phonon cooling using Raman
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scattering and incorporate the complete anisotropic features of the scatter-
ing process. I also generalize the Brillouin cooling process to a continuous
waveguide system. Finally, I present experimental approach for demonstrat-
ing Raman cooling in solids.
1.1 Thesis organization
In the remainder of this chapter, I briefly review the principles of laser cooling
using fluorescence and inelastic light scattering.
In Chapter 2, I present the theoretical model I proposed in Optica [22],
which employs the concept of photonic density of states (DoS) to modify
the resulting Raman scattering pattern for laser cooling and establish the
minimum requirement for achieving net Raman cooling in solids. Following
the theory in Chapter 2, Chapter 3 generalizes the theory to incorporate the
full anisotropic nature of photonic DoS, and details the importance of the
relative orientation between the underlying material crystal structure and
the photonic structure.
In Chapter 4, I analyze the three-wave-mixing process of Brillouin scatter-
ing in a linear waveguide, and discuss the importance of the loss rates of the
optical and acoustic fields for observable Brillouin cooling in practice.
In Chapter 5, I present the thermodynamic foundation of laser cooling,
and present a thermodynamic analysis for laser cooling processes that utilize
inelastic light scattering.
Chapter 6 covers design principles and fabrication details of on-chip pho-
tonic devices for Raman laser cooling. Next in Chapter 7, I show the exper-
imental measurement of the designed devices in Chapter 6.
Finally in Chapter 8, I summarize this dissertation and discuss future
research in the field of laser cooling of solid through inelastic light scattering
and other potential applications.
1.2 A brief review of Fluorescence cooling
The basic principle of using photoluminescence for laser cooling is based on
anti-Stokes fluorescence emission, where the fluorescence photons leaving the
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system carry higher energy and therefore remove thermal energy by anni-
hilating from the system. In practice, this can be achieved in two types of
systems, transparent glasses doped with rare-earth ions and a small set of
semiconductors [5, 27, 28]. Among the rare-earth ions, Yb3+, Tm3+, Er3+,
and Ho3+ have all been used for fluorescence cooling, with Yb3+ having the
most success [28].
Fig. 1.1a shows the energy level structure of the Yb3+ ion with partially
lifted degeneracies due to the Stark effect [28]. When an incident photon is
absorbed by the ion through the E4 to E5 transition, the reemission can take
all the possible transitions indicated by the blue arrows. For instance, if the
reemission takes place through the transition E7 to E1, the emitted photon
will have a much greater energy than the incident photon, thereby removing
thermal energy from the system.
Figure 1.1: (Figure from [28]) Energy level structures of fluorescence cool-
ing. (a) The energy levels of Yb3+ ion. (b) Four-level model for analyzing
fluorescence cooing.
This system is commonly analyzed using the four-level model shown in
Fig. 1.1b, where states |0〉 and |1〉 represent the partially lifted ground
states, and |2〉 and |3〉 represent the excited states. If the absorption occurs
completely through the transition |1〉 to |2〉, there are no possible Stokes
emission pathways in the system since all the transitions denoted by the
blues arrows in 1.1b have greater energies.
However, these transitions can be either radiative or non-radiative [5].
When the transition is non-radiative no photons are emitted during the de-
cay of the electrons in the excited states, resulting in heating of the system.
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Therefore, the two important factors in this fluorescence cooling process are
to have the photons absorbed through a lower energy transition, and to re-
duce non-radiative decay as much as possible. A detailed analysis of this
process can be found in [5, 27, 28]. In Chapter 5, I will present a thermody-
namic analysis for such systems.
Figure 1.2: (Figure from [6]) Fluorescence cooling of a semiconductor. After
absorbing the incident photon, the electron-hole pair is thermalized before
recombining and emitting a higher energy photon.
An alternative way for laser cooling through anti-Stokes photolumines-
cence is by using a semiconductor as shown in Fig 1.2. It was first analyzed
in [6], and demonstrated experimentally in [13]. In this process, the incident
photon is absorbed through the transition around the zone center, creat-
ing a electron-hole pair. The electron-hole pair is then thermalized before
recombining with each other, creating a anti-Stokes photon.
Similar to fluorescence cooling with rare-earth ions, non-radiative recom-
bination is also problematic, as it emits phonons instead of photons into the
system. In addition, in order to guarantee that the incident photons are ab-
sorbed through the lowest energy transition, only direct band gap materials
are suitable, since photons carry very low momentum [20].
The maximum cooled temperature achieved so far for a rare-earth-element
based fluorescence cooler is around 80 K from room temperature [9, 10, 11].
For fluorescence cooling of semiconductors, the best temperature achieved is
250 K cooled from 290 K [13]. Despite the success of these methods, this
can only be accomplished with four rare-earth elements (Yb3+, Tm3+, Er3+,
and Ho3+). As for fluorescence cooling of semiconductors, only the cooling of
CdS has been demonstrated experimentally. Thus, it is necessary to develop
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a different, more broadly applicable method for laser cooling of solids.
1.3 Inelastic light scattering as a method for laser
cooling
As mentioned in the introduction, the major challenge of using inelastic light
scattering for laser cooling is the imbalance between the Stokes and the anti-
Stokes process. Several approaches have been proposed to overcome this
challenge [7, 20], including band gap engineering and resonance Raman scat-
tering. Using resonance Raman scattering, Zhang et al. [21] experimentally
demonstrated cooling of a single LO phonon mode in ZnTe down to 165 K
from 225 K.
The principle of this cooling process is illustrated in Fig. 1.3. The pump
laser is red detuned from the exciton state of ZnTe by the LO phonon energy.
For the material to absorb the incident photon and create an electron-hole
pair at the excitonic energy, additional energy must be supplied to the pho-
ton. In ZnTe, due to the strong coupling between the LO phonons and the
excitons, the LO phonons naturally participate in this process, leaving the
anti-Stokes process in strong resonance, as shown in Fig. 1.3b.
At first glance, it seems that this approach of using resonance Raman scat-
tering for laser cooling can be easily generalized to other materials. How-
ever, this cooling experiment in ZnTe actually depends highly on its specific
properties. Since resonant Raman scattering occurs only when the pump
frequency is close to the band gap of the material [19], in most materials this
cooling process will have to compete with other photoluminescence processes.
Furthermore, the phonon-assisted absorption in this system is completely due
to the strong LO phonon-exciton coupling. A similar experiment performed
in GaN in fact only resulted in an improvement in the anti-Stokes to Stokes
ratio, without the actual reduction of the phonon population [7].
One other approach for laser cooling through inelastic light scattering that
has fewer material property restrictions is by engineering the optical states
of the system [17, 30]. As illustrated in Fig. 1.4, the optical modes in
the resonator are distributed in two branches, and due to the different group
velocities of the two branches, only the anti-Stokes process satisfies the phase-
matching condition.
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Figure 1.3: (Figure from [29]) Resonance Raman scattering for laser cool-
ing. To absorb the red-detuned pump photon, the material has to provide
additional phonon energy to the photon, resulting an anti-Stokes resonance.
Figure 1.4: Phase-matching condition for Brillouin cooling in a resonator.
Due to the mode distribution in the two optical branches, there is no available
optical mode at the Stokes frequency, leading to Stokes suppression.
Fig. 1.5a shows the experimental configuration of the Brillouin cooling
experiment demonstrated in [17]. A tapered optical fiber directly couples
light into the resonator. The Stokes process is suppressed simply through
the absence of the optical modes, which is given only by the geometry of
the resonator structure. Fig. 1.5b shows the reduction of phonon population
as the pump power increases, which is represented in the broadening of the
spectrum of the cooled phonon mode.
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Figure 1.5: (Figure from [17]) Brillouin cooling in a resonator. (a) Pump
photons enter the resonator through a tapered optical fiber. (b) Decrease in
phonon population as the pump power increases.
From the above discussion, we can clearly see that optically engineering
the system imposes fewer restrictions on material properties. In fact, in most
systems this is equivalent to merely modifying the structure and geometry
of the system. In the following chapters, I will further investigate the use of
photonic engineering for for achieving laser cooling in solids.
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CHAPTER 2
RAMAN COOLING OF SOLIDS THROUGH
PHOTONIC DENSITY OF STATES
ENGINEERING
2.1 Introduction
1In this chapter, I show that the two requirements for achieving Raman
cooling—reversing the imbalance between Stokes and anti-Stokes, and over-
coming optical absorption—can be met in nearly any semiconductor by en-
gineering the optical density of states to a suitable form. Accordingly, I
develop expressions for the spontaneous Raman scattering efficiency in a
material with a modified photonic density of states (DoS), and derive the
necessary and minimum condition to achieve cooling by this method. As
a specific case, I demonstrate the surprising possibility of cooling all the
Raman-active phonon modes in undoped crystalline silicon using a single
telecom wavelength pump.
Before we proceed, we must recognize the encouraging experimental efforts
of past researchers also moving in the direction of this result. It has been
reported that resonant Raman scattering (using excitonic enhancement) in
certain semiconductors [7, 13] can be used to tilt the Stokes vs anti-Stokes
balance in favor of cooling. Ding and Khurgin showed [7] that by pumping
GaN at 375.8 nm, anti-Stokes to Stokes ratio of 0.38 can be naturally reached.
More recently, Zhang et al reported [13] a ratio of 1.43 in CdS nanobelts by
means of an exciton resonance, firmly establishing that anti-Stokes domi-
nance can indeed be achieved. Since this method relies on interaction with
an exciton, it can only allow narrowband cooling of one or a few phonon
modes that lie within the resonance, a constraint similar to optomechanical
cooling [14, 15, 16, 17]. Additional challenges to this method are the large
optical absorption that occurs due to strong exciton-photon interaction, and
1A portion of this chapter has appeared in [22]: “Raman cooling of solids through
photonic density of states engineering,” Optica, vol. 2, no. 10, pp. 893-899, 2015.
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its impracticality for cooling indirect band gap semiconductors. A different
perspective on Raman cooling has been offered by Rand [18], using a multi-
pump method on specific electronic transitions of rare earth elements like
Ce3+ and Yb3+. However, as in other efforts each photon pumping configu-
ration chosen would target only one phonon mode.
Figure 2.1: Concept of density of states (DoS) engineering for Raman cool-
ing of an arbitrary number of phonon modes. (a) Stokes scattering (red) dom-
inates anti-Stokes scattering (blue) from any chosen phonon mode ω0,i in bulk
media. (b) It is proposed that an engineered photonic DoS with a complete
band gap can be used to (c) suppress Stokes scattering while simultaneously
enhancing anti-Stokes scattering intensity, as previously demonstrated with
Brillouin cooling [17].
I propose that engineering the photonic DoS [25, 26] at high-transparency
wavelengths can be used to invert the imbalance of Stokes vs anti-Stokes
spontaneous Raman scattering efficiencies, and can also be used to enhance
anti-Stokes Raman scattering through engineered photonic resonances. This
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proposal is outlined in Fig. 2.1. This method circumvents the optical absorp-
tion issue confronted by techniques that use excitons [7, 13], can be applied
to indirect band gap semiconductors, and also avoids band-tail absorption
confronted in photoluminescence approaches [20]. Such DoS engineering has
been previously employed in experiments with W1 silicon waveguides [31]
to enhance spontaneous Stokes Raman scattering by a factor up to 13. It
has also been shown that the naturally occurring photonic DoS of a high-Q
resonator can be used to enhance anti-Stokes Brillouin scattering by orders-
of-magnitude while completely suppressing Stokes scattering, thus enabling
Brillouin cooling [17]. The possibility of by-design DoS engineering to achieve
spontaneous anti-Stokes Raman cooling is clear.
2.2 Raman scattering efficiency with modified DoS
Consider a spontaneous Raman scattering process with incident photon fre-
quency ωi and scattered photon frequency ω. The scattering probability is
given by [26, 32]







where Ni is the number of incident photons, ~ is the Planck constant, D(ω)
is the photonic DoS at the scattered photon frequency, andM is the matrix
element of the scattering process. Here the scattered photon frequency ω
can be taken as either the Stokes frequency ωS = ωi − ω0 or the anti-Stokes
frequency, ωAS = ωi+ω0, where ω0 is the phonon frequency. If the scattering
process happens in free space, the DoS is obtained using the linear dispersion





where ~k is the wave vector of the photon and c the speed of light. If we
assume the phonon energy is small compared against the photon energy, we
can approximate ωi ≈ ω, and Eq. 2.1 will recover the well-known W ∝ ω4
relation [26]. On the other hand, in a medium where the photon dispersion
relation is not given by ω = c|~k|, the scattering probability will be obtained
by replacing the photonic DoS in Eq. 2.2 by the modified DoS. In such a
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generalized case, the scattering efficiency per unit length, δS, per unit solid






The major challenge in calculating the Raman scattering efficiency is to de-
termine the matrix element M in Eq. 2.1.
To quantitatively evaluate the effects of arbitrary photonic DoS on the
Raman scattering efficiency, we use the formulae found in [33, 34] for the
following calculations. The Raman scattering efficiency per unit length and










(1 + n0)|RS(Ω)|2 (2.4)











for anti-Stokes scattering, where N is the number of unit cells per unit vol-
ume, M is the atomic mass, and n0 = (e
~ω0/kBT − 1)−1 is the phonon oc-
cupation number. R is the Raman tensor element, which depends on the
scattering angle and the crystal structure of the material. In the simple case
where the medium is transparent with respect to the pump and scattered
light, the total Raman scattering efficiencies per unit length, SS and SAS,



















Note that the above equations hold only for linear dispersion relations. Fol-
























where D(ω,Ω) is the modified DoS at certain solid angle and D3(ω) is ob-
tained from Eq. 2.2. This DoS ratio factor resembles the Purcell enhance-
ment of spontaneous emission [25]. Note that if the modified DoS is isotropic,
D(ω,Ω) can be replaced by D(ω)/4π simplifying the factor within the inte-
grals to D(ω)/D3(ω), which is independent of the scattering angle.
Since the typical phonon energies are small compared against the photon
energy, the Raman tensor for both processes is symmetrical and has approxi-
mately the same values. From Eqs. 2.8 and 2.9, we see that it is also possible
to adjust the scattering efficiency in the Stokes and anti-Stokes directions by
aligning the material’s crystal (Raman selection rules) suitably with respect
to the anisotropic photonic DoS.
2.3 Application to laser cooling
Now that we have obtained the DoS-modified Raman scattering efficiencies,
we can calculate whether this can be used to achieve Raman cooling in solids.
We consider a highly transparent medium in which Raman scattering occurs
over a volume of cross-sectional area A and effective length L. We can define
net scattering efficiencies by ηS = LSS and ηAS = LSAS, such that IS =
ηS Ipump and IAS = ηAS Ipump are the scattered intensities, with Ipump being
the incident light intensity. The experiment should be performed at high-
transparency wavelengths far away from any electronic resonances, exciton
resonances, or two photon absorption in the material. High-order scattering
is neglected since the probabilities are much smaller [32]. It is then fair to
assume that the only energy exchange mechanisms between the medium and
the pump laser are residual absorption and Raman scattering. Under these
assumptions, the net power transferred into the medium is given by
Pnet = Pabs + Pph,S − Pph,AS, (2.10)
where Pabs is the broad-spectrum absorbed optical power, while Pph,S and
Pph,AS are the heating and cooling power due to phonon creation and anni-
hilation from Stokes and anti-Stokes processes, respectively. Cooling of the
entire material will occur when Pnet < 0.
The absorbed power can be calculated by Pabs = AIpump(1− e−αL), where
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α is the absorption coefficient at the incident frequency. Since the absorp-
tion coefficient is small for a transparent material the absorbed power is
approximately Pabs = ALα Ipump. Presently, we consider only one phonon
mode for which the scattered optical power in the Stokes sideband is PS =
AηS Ipump = ALSS Ipump, and similarly PAS = ALSAS Ipump for the anti-
Stokes sideband. For each Raman scattered photon, one phonon is added or
removed from the system. The heating (cooling) power due to scattering is











= A · L · ω0
ωAS
SASIpump. (2.12)
Upon substituting these relations into equation (2.10), we have the cooling
condition
























must exceed the optical absorption coefficient. If the DoS
is designed such that multiple Raman modes are simultaneously affected, the














Through Eqs. 2.15, 2.8 and 2.9 one can determine that cooling efficiency is
directly proportional to the phonon occupation number n0. Thus materials
with lower phonon energy are preferred. For instance, even though diamond
is highly transparent, its LO and TO phonons have occupation n0 = 0.00168
owing to their large 1332.5 cm-1 wavenumber [35]. On the other hand, cooling
of LO,TO phonons in silicon (519 cm-1) would be more efficient since n0 =
0.09 [36]. Other promising materials include Ge (TO,LO: 300.7 cm-1, n0 =
14
0.31) [37], and GaAs (TO: 268 cm-1, n0 = 0.38 and LO: 285 cm
-1, n0 =
0.34) [38]. However, material transparency is of critical importance and will
typically dominate material selection decisions.
2.4 Raman cooling of silicon
Amongst common semiconductor materials, intrinsic crystalline silicon is ex-
tremely transparent in the telecom range [39, 40, 41], and has Raman scat-
tering efficiency comparable to the optical absorption coefficient [34]. It is
thus a promising material with which to demonstrate Raman cooling. In
this section, we show that the cooling of undoped silicon is practical using
a telecom pump when a diamond structure 3D photonic crystal is used to
generate a complete photonic band gap.
First, we consider a simplification to Eqs. 2.8 and 2.9 for cases where an
isotropic or nearly isotropic photonic DoS is available, which will be used
later. The ratio of DoS in these equations can then be pulled out from the
integral as a simple prefactor D(ω)/(2 × ω2
2π2c3
), where the numerator is the
photonic DoS of the crystal, and the denominator is the vacuum DoS. The
factor 2 in the denominator accounts for both polarizations. We then simply





over the solid angle Ω over which scattering takes place. In the case of
crystalline silicon (point group Oh), we can define x̂, ŷ, and ẑ as the [100],
[010], and [001] directions of the material crystal. The Raman tensor for
phonon polarization in each of these directions is [42, 19]
Rx̂ =
0 0 00 0 d
0 d 0
 , Rŷ =
0 0 d0 0 0
d 0 0
 , Rẑ =
0 d 0d 0 0
0 0 0
 , (2.16)
where d is the only independent Raman tensor element for crystalline silicon
since the three optical phonon modes in the Γ point are triply degenerate
[19]. The triply degenerate feature of the optical phonons manifests itself
in the common Raman tensor element d for both LO and TO modes. Note
that for a polar material the Raman tensor element d for longitudinal optical
(LO) and transverse optical (TO) phonons will be different due to elasto-
optic effects. Let us further consider an incident photon with polarization in
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vector direction êi, scattered into polarization ês in this crystal. The Raman
tensor element in Eqs. 2.8 and 2.9 is given by
|R|2 = |êi ·Rξ̂ · ês|
2, (2.17)
where ξ̂ is the phonon polarization unit vector, and Rξ̂ is the corresponding
linear combination of the Rx̂, Rŷ, and Rẑ matrices [19]. In our calculation
we fix the incident photon to be traveling in the direction ~ki = x̂, having po-
larization êi = ẑ with respect to the material crystal. We then quantify light
scattering for all possible scattered momentum vectors ~ks. For each ~ks two
mutually perpendicular photon polarizations (ês) are considered. Conserva-
tion of momentum enforces the relationship ~ki±~q = ~ks where ~q is the phonon
wave vector. For each ~q we must consider three phonon polarizations, com-
posed of one ξ̂LO parallel to ~q and two ξ̂TO orthogonal to ~q . Rξ̂ is evaluated
based on these choices, and the value of the Raman tensor element |R|2 can
be computed. After summing for the two possible scattered photon polariza-




|R|2dΩ as 6.28|d|2 and 10.47|d|2, respectively. These values
are valid for all materials in the same crystal structure with this particular
scattering geometry (x̂ incident light with ẑ polarization). For silicon, since
d for all three degenerate modes are the same, we collect all the contributions
in to one single scattering efficiency. This yields a total value of 16.76|d|2
to the scattering efficiency from all three phonon modes in an isotropic DoS
medium.
The net cooling condition (Eq. 2.14), demands minimization of the Stokes
efficiency, thus a photonic DoS design that can fully suppress Stokes scatter-
ing is strongly desired. This is available in various three dimensional photonic
crystal structures, including diamond lattice [43], Yablonovite [44], woodpile
crystal [45, 46], inverse-opals [47], and two dimensional crystal stacks [48].
As an example to illustrate the method of photonic DoS engineering, we se-
lect spherical air inclusions in silicon structured as a diamond lattice (inset,
Fig. 2.2).
Fabrication of this 3D photonic crystal structure can be achieved through
colloidal self-assembly [49] and holographic lithography [50, 51]. In particu-
lar, single-crystal photonic crystals can be produced by epitaxial growth of
the material in a polymer template. This was demonstrated for single-crystal
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Figure 2.2: Band structure and DoS of a diamond structure photonic crystal
consisting of air spheres in silicon. The refractive index of silicon is n = 3.44
in the calculation, the radius of the air-spheres is r = 0.3a, where a is the
lattice constant of the photonic crystal. The yellow shaded region denotes
the range of the photonic band gap. The frequency is in non-dimensional
units ωa/2πc.
GaAs with a template patterned by holographic lithography [52], and is pos-
sible to extend for silicon.
In Fig. 2.2 we present the well-known photonic band structure and DoS of
a diamond structure silicon-air photonic crystal, with radius of air spheres
r = 0.3a, where a is the lattice constant. These calculations are performed
using MIT Photonic-Bands package [53]. Since the first Brillouin zone of a
diamond structure (face centered cubic) crystal is a truncated octahedron,
which is nearly spherical [48], we can make the simplifying assumption that
the photonic DoS is approximately isotropic. We can then compute the













where i is the band index, and the integral is over the first Brillouin zone
(FBZ) of the photonic crystal.
We now impose this DoS onto the Raman efficiency formulae and assume
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Figure 2.3: Cooling all Raman-active phonons in silicon: (a) Raman effi-
ciencies per unit length SAS and SS (in intrinsic crystalline silicon patterned
with the Fig. 2.2 diamond photonic crystal) are functions of pump frequency.
The contributions from all three Raman-active phonon modes are included.
The yellow shaded region denotes the band gap for the pump. Band-edge
absorption, not included, will become significant at pump frequency higher
than 260 THz (∼ band gap energy). (b) Calculated cooling and heating ef-
ficiency per unit length. The Stokes process is suppressed over a wide range
resulting in net phonon energy removal and the simultaneous cooling of all
Raman-active phonons.
that the escape efficiency for the scattered photons is 1, i.e. all the scattered
light escapes the medium [5]. In Fig. 2.3a we plot the total scattering
efficiency per unit length of the Stokes (SS) and anti-Stokes (SAS) processes
as functions of pump frequency for the selected photonic crystal. Note that
we include the contribution of the triply degenerate LO/TO phonon modes
of silicon into a single SS and SAS. We invoke the known properties of
silicon [34], M = 28.09 amu, N = 2.5 × 1022 cm−3, |d| = 1.9 × 10−15 cm2,
and a = 850 nm as the lattice constant of the diamond structure photonic
crystal to complete our calculations. Several notes can be made from this
computation. Pump light lies within the photonic band gap in the 160 – 203
THz (1476 – 1873 nm) range. Therefore, little to no scattering will occur.
Pumping in the 203 – 220 THz (1362 – 1476 nm) range, however, completely
suppresses the Stokes process. Simultaneously, the anti-Stokes process is
enhanced by a factor of ∼ 15.
In Fig. 2.3b, we plot the cooling and heating efficiencies per unit length,
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Figure 2.4: Net Raman cooling is achievable in silicon: The net cooling
efficiency per unit length ( ω0
ωAS
SAS − ω0ωSSS) can exceed the absorption co-
efficient for the design presented. The absorption coefficient α for silicon is







SS as a function of pump frequency. We observe that net
cooling can occur within the Stokes suppression range (203-220 THz, 1362
nm - 1476 nm) as long as Eq. 2.14 can be satisfied. The majority of opti-
cal absorption in crystalline silicon (band gap energy ≈ 1.12 eV) over this
frequency range comes from three- and four-phonon assisted absorption [41],
and is very small. To evaluate the possibility of cooling, we invoke experi-
mentally measured absorption coefficients from [39, 40] and compare them
against the net cooling efficiency per unit length ω0
ωAS
SAS− ω0ωSSS (presented in
Fig. 2.4). As expected, the cooling condition is satisfied for optical pumping
around 203 to 210 THz (1427 nm - 1476 nm). This demonstrates that the
total phonon energy removal rate can exceed the energy absorbed, leading
to net energy removal from the system.
2.5 Practical considerations
There are a few experimental notes that we must discuss in this context.
Geometric imperfections always exist in engineered photonic systems, leading
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to band-tail states which can increase optical absorption near the band edge,
and possibly in mid-gap localization states. Since we tune the optical pump
just blue of the band edge, band-tail states will reduce cooling efficiency
since they increase SS. However, since the LO and TO phonon energies
in silicon are quite high (519 cm−1) the scattered light can be placed well
within the photonic band gap, away from the band tails. Ultimately, the
photonic system design can also be revised to compensate for lost efficiency
by engineering the anti-Stokes DoS.
The large surface area of an air-inclusion photonic crystal can also lead to
an increase in overall absorption due to electronic surface states of the ma-
terial crystal, and must be controlled. Surface passivation through hydrogen
termination and monolayer/dielectric deposition has been proven to be ef-
fective at reducing these contributions [55, 56]. Crystal impurities, dopants,
and defects in silicon can also increase optical absorption substantially for
photons lower than the band gap energy [57, 58]. For instance, to minimize
free-carrier absorption at the wavelength of interest, the doping concentra-
tion for either p- or n-type dopant should be lower than 109 cm−3 [58] to
reach the cooling condition in the present example.
The escape efficiency of the scattered photons, which is the escape prob-
ability of anti-Stokes photons from the material after scattering, must be
engineered to approach 100%. Since the radiation pattern for scattered anti-
Stokes light depends on the polarization of the pump light relative to both
material crystal and photonic crystal orientations, it is possible to engineer
the emission of anti-Stokes light towards surfaces at angles smaller than the
critical angle for total internal reflection. Other approaches for improving
escape efficiency may include a gradient index region at the surface of the
cooling crystal for increasing the critical angle, and LED-inspired geometries
[59].
Several different photonic crystal architectures are known to offer the req-
uisite three-dimensional band gaps, including woodpile structure [45, 46],
inverse-opals [47] and two-dimensional crystal stacks [48]. The selection of
a particular crystal design can be made based on our ability to control the
aformentioned parasitic effects in each structure.
Cooling efficiency, or heat lift per watt of pump power, is a key metric of
interest. For photoluminescence based refrigeration [9], the single-pass cool-
ing efficiency is typically around 0.1% per interacting (i.e. fully absorbed)
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photon. In comparison, Raman cooling efficiency is much higher at 5%-10%
per interacting (i.e. scattered) photon, calculated via the ratio of phonon en-
ergy to photon energy. However, since the interaction probability in Raman
scattering is small, the single-pass net cooling efficiency is very low around
10−7 cm−1 (Fig. 2.4). To boost efficiency, photoluminescence coolers employ
pump photon recycling through a multi-pass cavity [9]. However, due to
the high pump absorption which is required for efficient fluorescence, one
can only reach a photon recycling factor of about 10, bringing net cooling
efficiency into the 1-3% regime. In the case of Raman cooling, the cooling
efficiency could be boosted up by several orders-of-magnitude into the 1%
regime by adding a high-finesse (Finesse ≈ 105 − 106) resonator around the
engineered crystal. This is an advantage of working in the highly transpar-
ent regime of the material. Even further efficiency enhancement can come
from more careful design of the photonic DoS to express strategically placed
anti-Stokes resonances.
2.6 Conclusions
In this study, we demonstrate that the spontaneous Raman cooling of trans-
parent semiconductors is achievable when the photonic DoS of the material is
engineered. Cooling is reached by significantly enhancing anti-Stokes Raman
scattering over the optical absorption probability, along with simultaneous
rejection of Stokes scattering events. As a particular example, we show that
our method can be applied to the net laser cooling of undoped silicon, which
is currently unattainable by any other laser-cooling method. Furthermore,
the cooling of all three triply degenerate modes (1 LO and 2 TO) in silicon
is possible simultaneously using a single telecom wavelength pump.
In a broader context, Raman scattering and Brillouin scattering are sim-
ilar processes differing primarily by the phonon populations they influence.
The natural occurence of suitable photonic DoS has already proven to al-
low Brillouin cooling [17], thus Raman cooling remains an exciting prospect.
The ability to exert such control on elementary photon-phonon scattering
processes through photonic DoS engineering allows us to operate in highly
transparent regimes far away from any material absorption, band edges, exci-
tons, or atomic transitions in nearly any semiconductor. Such a broad-based
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method for laser cooling based on Raman scattering can greatly impact our




PHOTONIC DENSITY STATES FOR
RAMAN COOLING OF SOLIDS
3.1 Introduction
1In the previous chapter, I expanded the method of engineering the opti-
cal resonance of the system and incorporated the engineered DoS of all the
photonic modes of the system for Raman laser cooling [22]. By combining
the effect of Raman selection rules and the photonic DoS, I showed that net
Raman cooling can be potentially achieved in a system with low absorption.
However, the photonic DoS in the calculation was assumed to be isotropic,
which as we will see in this chapter is insufficient in dealing with certain pho-
tonic systems. Furthermore, the fundamental problem of analyzing Raman
scattering in a system considering the full effect of anisotropic photonic DoS
has not previously been studied. In this chapter I produce for the first time an
explicit expression for calculating anisotropic DoS in a photonic engineered
system and analyze the effect of anisotropic DoS on Raman scattering. I
apply this new knowledge to the specific problem of Raman laser cooling in
solids and perform a full optimization of the cooling process.
The basic concept of using anisotropic photonic DoS to engineer Raman
scattering is illustrated in Fig. 3.1. The scattering efficiency is strongly
influenced by structure at two scales.
First, the crystal structure at the microscopic, molecular scale determines
available vibrational states and the strength of the resulting Raman transi-
tions. For a selected incident light polarization, the response at this micro-
scopic scale will determine the Raman scattering intensity in all directions
(for example: left panel of Fig. 3.1b). If we change the material crystal ori-
entation with respect to a fixed incident polarization, the resulting scattering
1A portion of this chapter has appeared in [60]: “Optimization of anisotropic photonic
density of states for Raman cooling of solids,” Phys. Rev. A, vol. 97, p. 043835, 2018.
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pattern will also change accordingly (left panel of Fig. 3.1c).
Figure 3.1: Illustration of how Raman selection rules (Eq. 3.13) and
anisotropic photonic DoS (Eq. 3.9) affect the total Raman scattering pat-
tern. (a) The material crystal structure (example of silicon, diamond crystal
structure) and photonic crystal structure (example of simple cubic with air
spheres). (b) An illustrative example of a Raman scattering pattern for a
chosen set of material crystal and photonic crystal orientation with respect to
an incident photon having a fixed propagation direction (ki) and a fixed po-
larization (ei). (c) Changes in the Raman scattering pattern when both the
material and the photonic crystal structures in (b) are rotated while keeping
the incident polarization fixed (ei). In all the surface plots in subfigures (b)
and (c), the unit vector of a point on the surface with respect to the origin
denotes a direction of scattered light in real space. The radial distance of a
point corresponding to this direction vector represents the Raman intensity
from the Raman selection rules (left panel), the anisotropic photonic DoS at
some frequency of interest (middle panel), and the product of the two (right
panel), respectively. The color scale of the surfaces is fixed for each column.
Second, at the mesoscopic scale, the photonic structure (e.g. photonic crys-
tal) determines the available states for light in the material or the anisotropic
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photonic DoS (for example: middle panel of Fig. 3.1b) of the system. If the
principal axes of the photonic crystal are rotated, i.e. the patterning of air-
spheres is changed, the photonic DoS pattern will also be rotated (middle
panel of Fig. 3.1c).
These two effects at the microscale and mesoscale together determine the
Raman efficiency and the resulting scattering pattern is given by the product
of the anisotropic DoS and the Raman scattering intensity (right panel of
Fig. 3.1b and 3.1c). By arranging the relative orientation of the photonic
crystal and the material crystal we can thus obtain the best resulting Raman
scattering efficiency for various Raman applications. In this chapter, I aim
to exploit this combined effect at two scales and propose how to optimize the
relative orientation for maximizing Raman cooling efficiency.
To demonstrate this approach, I use crystalline silicon as our material since
its highly symmetric crystal structure and well-known properties simplify
the calculation. In addition, I choose two different photonic crystals with
different symmetries to emphasis the effect of anisotropy on Raman cooling
efficiency.
To standardize coordinate systems and crystal axes, I use x, y, and z to
denote a fixed coordinate system, which is also used to define the polarization
direction of the incident light. Miller indices with bold numbers (e.g. [100],
[010]) are used to denote directions with respect to the photonic crystal, and
the usual Miller indices (e.g. [100], [112̄]) denote directions with respect to
the material crystal.
This chapter is organized as follows. In section 3.2 we review the theory
of Raman scattering and produce an expression of anisotropic photonic DoS.
In section 3.3 we discuss the effect of Raman selection rules on the Raman
scattering intensity. Finally, in section 3.4 we discuss the application to
Raman laser cooling.
3.2 Raman scattering and anisotropic DoS
In this section, we will provide an explicit expression for calculating anisotropic
DoS and discuss how it affects the Raman transition rate. Later, we will em-
ploy the anisotropic DoS in the calculation of the Raman scattering efficiency,
which is directly proportional to the Raman transition rate.
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In a bulk homogeneous medium, the total transition rate for Raman scat-
tering with pump frequency ωi and phonon frequency ω0 is given by Fermi’s






ni(n0 + 1)|MS(k)|2δ(ωi − ω0 − ω(k)) (3.1)






nin0|MAS(k)|2δ(ωi + ω0 − ω(k)) (3.2)
for the anti-Stokes process, where V is the volume of the system, ni is the
number of pump photons, and n0 = [exp(~ω0/kBT )− 1]−1 is the equilibrium
phonon occupation number at temperature T . The delta functions in the
above equations enforce energy conservation, where ωi − ω0 = ωS is the
Stokes frequency, ωi +ω0 = ωAS is the anti-Stokes frequency, and ω(k) is the
photon-dispersion relation of the system. MS andMAS are summations over
all possible intermediate transition matrix elements for the Stokes and anti-
Stokes process, which include both electron-photon interaction and electron-
phonon interaction [61]. They are in general functions of both frequencies
and wave vectors of the photons and phonons participating in scattering
process as well as the electron state energies for the virtual transitions.
The summations in Eqs. 3.1 and 3.2 should also be over all possible final
states, which would include both final photon and final phonon states labeled
by their respective wave vectors k and q. However, since we consider only
first order non-resonant Raman scattering, the only phonon modes that par-
ticipate in the scattering process are the zone center Raman active phonon
modes [19]. We can therefore neglect the dependence of MS and MAS
on frequency and phonon momentum q, and sum over only all final pho-
ton states labeled by k. In most experiments, the pump frequency is much
greater than the phonon frequency ωi  ω0, which allows us to approximate
|MS(k)| ≈ |MAS(k)| [19]. As we discuss later in section 3.3, the dependence
ofMS andMAS on k comes only from the direction of the final photon state
Ω̂(k). We can thus rewrite them as MS(Ω̂(k)) and MAS(Ω̂(k)).
In a bulk homogeneous medium, the dependence of the transition rate on
the direction of scattered light only enters viaMS andMAS since the photon-
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dispersion relation is isotropic and given by ω(k) = c|k|. If we convert the





ni(n0 + 1)|MS(Ω̂)|2δ(ωS − ck), (3.3)
where a spherical coordinate system is used, and k = (k, Ω̂). Here MS is
only a function of direction Ω̂ and is independent of the magnitude k. Thus,
we can write down the transition rate observed over a unit solid angle as
dWS
dΩ










is the isotropic photonic DoS per unit solid angle and is independent of Ω̂
[26]. In this case, the photonic density of states factor can be taken out of
the integration over solid angle in the calculation of total scattering rate, as
demonstrated in [22].
In a photonic crystal system with infinite periodicity, the system is amenable
to the standard Bloch treatment and only the modes in the first Brillouin









× δ(ωS − ωα(k)), (3.6)
where we have converted the sum over k in Eq. 3.1 into an integral over
all possible wave vectors in the first Brillouin zone. Here we also sum over
all bands labeled by α. Each wave vector k is now associated with more
than one eigenfrequency. It is therefore important to also label the direction
of the wave vector corresponding to each band Ω̂α(k). In this case both
the matrix elements MS and MAS and the delta-functions depend on the
direction of the scattered light. Due to the anisotropic dispersion relation,
we cannot separate the integral over k into integrals over dk and dΩ as we
did in the isotropic case. However, if we focus our attention on the transition
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rate for light scattered into a differential solid angle dΩ around the direction











× δ(ωS − ωα(k))δ(Ω̂− Ω̂α(k))
= ni(n0 + 1)|MS(Ω̂)|2D(ωS, Ω̂), (3.7)
and similarly for the anti-Stokes process. Here we have defined the anisotropic
photonic density of states along a given direction Ω̂ in real space and at a








δ(ω − ωα(k))δ(Ω̂− Ω̂α(k)). (3.8)
The second delta function in the above expression selects only states around







= ni(n0 + 1)
∫
|MS(Ω̂)|2D(ωS, Ω̂)dΩ,
and similarly for the anti-Stokes process.
In carrying out the calculation of the anisotropic DoS in Eq. 3.8, we can
rewrite Ω̂ in terms of polar and azimuthal angles and use the relation
δ(Ω̂− Ω̂α(k)) = δ(cos θ − cos θα(k)) · δ(φ− φα(k))
to evaluate the delta function. However, writing dΩ = sin θdθdφmay result in
uneven spacing for dΩ at different polar angles. Therefore in our calculation








δ(ω − ωα(k))δ(Ω̂ · Ω̂α(k)− 1). (3.9)
This change in argument in the delta function will introduce an additional
constant factor to the resulting DoS. This constant factor can be eliminated
by demanding that the integral of the anisotropic DoS in Eq. 3.9 over entire
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δ(ω − ωα(k)). (3.10)
With the above expression of anisotropic DoS, we can now evaluate how
the photonic DoS varies in real space for our particular systems. We choose
a diamond-structured photonic crystal and a hexagonal close-packed (HCP)
photonic crystal for our DoS calculation. Photonic crystal structures that
are similar to our HCP crystal have been discussed in [48] and fabricated in
[62] by stacking two dimensional layers. However, the structures reported in
these references are the ABCABC · · · stacking, which effectively converts the
photonic crystal into the face-centered cubic structure. Here, our structure
is the ABAB · · · stacking and has the symmetry of the HCP structure.
For the diamond photonic crystal (Fig. 3.2), air spheres of radius r = 0.3a
are arranged in diamond structure and patterned into crystalline silicon,
where a is the lattice constant of the photonic crystal lattice. For the HCP
photonic crystal (Fig. 3.3), we put air cylinders of radius r = 0.45a and
height h = 0.75c at the corresponding atomic sites of an HCP crystal, where
a and c =
√
8/3a are the lattice parameters for the HCP photonic crystal
lattice.
The band structure calculation is carried out using the MIT Photonic-
Bands package (MPB) [53]. We use a 24× 24× 24 grid to discretize the unit
cell of both diamond and HCP photonic crystals. In the DoS calculation for
the diamond photonic crystal, we use 1,110 equally-spaced k-points in the
irreducible Brillouin zone, and a total of 42,931 k-points are used over the
first Brillouin zone for the anisotropic DoS calculation. For the HCP pho-
tonic crystal, we use 994 equally-spaced k-points to discretize the irreducible
Brillouin zone. The total number of k-points in this case is 22,439 over the
first Brillouin zone. This choice of number of k-points allows at least 45
k-points on average to be around a differential solid angle in the calculation
dΩ = 4π/10, 000.
As examples of actual experiments, for both photonic crystals we choose
two sets of pump frequencies and plot the anisotropic DoS at the anti-Stokes
and Stokes frequencies corresponding to the Raman shift of the triply de-
generate optical phonon modes of silicon (one LO and two TO modes, 519
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Figure 3.2: Examples of anisotropic photonic DoS for a diamond pho-
tonic crystal of air spheres of radius r = 0.3a patterned in silicon, where
a is the lattice constant. (a) Band structure and the isotropic DoS of the
system. (b) Structure of the photonic crystal and the k-point path in the
Brillouin zone of the photonic crystal. We set the pump at ωa/2πc = 0.594,
and use the zone-center phonon energy for silicon (519 cm−1), corresponding
to a non-dimensional frequency shift of 0.045 here (a = 861 nm). This
leads to an anti-Stokes frequency at ωa/2πc = 0.639, and a Stokes fre-
quency at ωa/2πc = 0.549. If the pump is shifted to ωa/2πc = 0.625,
the anti-Stokes frequency is shifted to ωa/2πc = 0.670, and the Stokes
frequency to ωa/2πc = 0.580. Computed anisotropic DoS (c) at the
anti-Stokes frequency and (d) at the Stokes frequency when pumped at
ωa/2πc = 0.594, and (e) at the anti-Stokes frequency and (f) at the Stokes
frequency when pumped at ωa/2πc = 0.625. The unit vector of a point
on the surface denotes a direction of scattered light in real space, and the
radial distance represents the value of the anisotropic photonic DoS. The
color scale of the anisotropic photonic DoS is normalized to the maximum
value among the four surface plots (c-f). For anisotropic DoS at multi-
ple frequencies along the band structure, see the supplementary videos at
https://journals.aps.org/pra/supplemental/10.1103/PhysRevA.97.043835.
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Figure 3.3: Examples of anisotropic photonic DoS for an HCP photonic
crystal of air cylinders of radius r = 0.45a and height h = 0.75c patterned in
silicon, where a and c =
√
8/3a are the lattice parameters. (a) Band struc-
ture and the isotropic DoS of the system. (b) Structure of the photonic crys-
tal and the k-point path in the Brillouin zone of the photonic crystal. We set
the pump at ωa/2πc = 0.478, and use the zone-center phonon energy for sili-
con (519 cm−1), corresponding to a non-dimensional frequency shift of 0.036
here (a = 693 nm). This leads to an anti-Stokes frequency at ωa/2πc = 0.514,
and a Stokes frequency at ωa/2πc = 0.442. If the pump is shifted to
ωa/2πc = 0.486, the anti-Stokes frequency is shifted to ωa/2πc = 0.522, and
the Stokes frequency to ωa/2πc = 0.450. Computed anisotropic DoS (c)
at the anti-Stokes frequency and (d) at the Stokes frequency when pumped
at ωa/2πc = 0.478, and (e) at the anti-Stokes frequency and (f) at the
Stokes frequency when pumped at ωa/2πc = 0.486. The unit vector of a
point on the surface denotes a direction of scattered light in real space, and
the radial distance represents the value of the anisotropic photonic DoS.
The color scale of the anisotropic photonic DoS is normalized to the maxi-
mum value among the four surface plots (c-f). For anisotropic DoS at mul-
tiple frequencies along the band structure, see the supplementary videos at
https://journals.aps.org/pra/supplemental/10.1103/PhysRevA.97.043835.
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cm−1). For the diamond photonic crystal, when the system is pumped at
ωa/2πc = 0.594 the Stokes frequency lies in the complete photonic band gap
and thus there are no states available (Fig. 3.2d). The anti-Stokes frequency
in this case is at ωa/2πc = 0.639 and the corresponding anisotropic DoS has
the anisotropic shape shown in Fig. 3.2c. The peaks in the DoS completely
reflect the band structure in Fig. 3.2a. This can be seen more clearly if we
shift the pump to ωa/2πc = 0.625, leading to an anti-Stokes frequency at
ωa/2πc = 0.670 (Fig. 3.2e) and a Stokes frequency at ωa/2πc = 0.580 (Fig.
3.2f). Now the Stokes frequency lies at the upper edge of the photonic band
gap, and there are only states along the L direction in the band diagram.
Thus, in the anisotropic DoS plot we see only 8 peaks corresponding to the
8 equivalent L points in the first Brillouin zone.
In comparison to the diamond photonic crystal, the DoS of the HCP pho-
tonic crystal exhibits more anisotropic behavior, particularly along the [001]
direction, as shown in Fig. 3.3. In this structure, there is a large band gap
for the out-of-plane modes but only a narrow in-plane band gap. Fig. 3.3c
and 3.3d show the anti-Stokes DoS and the Stokes DoS when the system is
pumped at ωa/2πc = 0.478. The Stokes frequency lies around the bottom
edge of the band gap, and have a negligible photonic DoS. The anti-Stokes
DoS, on the other hand, has large peaks along the M direction, corresponding
to the low-group velocity bands around the M point.
3.3 Raman selection rules and Raman efficiency with
anisotropic DoS
The Raman scattering process in a bulk homogeneous medium can be eval-
uated using Eqs. 3.1 and 3.2. The calculation of the matrix element M in
Eqs. 3.1 and 3.2 can be carried out from first principles [63, 64]. An eas-
ier approach is to use the semi-empirical formulas for the Raman scattering








(n0 + 1)|R(Ω̂)|2 (3.11)
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for anti-Stokes scattering. Here N is the number of unit cells per unit vol-
ume, M is the atomic mass, and ~ is the reduced Planck constant. The
Raman tensor R(Ω̂) is directly proportional to the summation over the ma-
trix elements over intermediate virtual electronic states M in the previous
section. However, when written in this form, the independent elements in
R(Ω̂) can be directly measured in experiments [61, 42, 19]. We also note that










where n is the refractive index of the medium, and ni is the number of inci-
dent photons. Before we apply the anisotropic photonic DoS to the Raman
scattering efficiencies, we first examine how the Raman tensor (or the mate-
rial crystal) affects the Raman scattering intensity.
For incident light propagating in the direction ki with polarization ei scat-
tered into the direction ks (same as Ω̂ in section 3.2) with polarization es,
the total Raman intensity |R|2 can be calculated through [19]
|R|2 = |eTi ·Rξ · es|2, (3.13)
where Rξ is the Raman tensor for a phonon polarized in the ξ direction
(the direction of atomic displacement) and the superscript “T” denotes the
transpose of the vector. The Raman intensity for this scattering geometry
will depend on the choice of es. However, there is always another possible
scattered photon state with polarization e′s that is perpendicular to both
ks and es. The total contribution to the Raman intensity from these two
possible photon states is given by the sum |eTi · Rξ · es|2 + |eTi · Rξ · e′s|2,
which is the square of the projection of the vector (eTi · Rξ) onto a plane
perpendicular to ks. This is thus independent of how the two photon states
are decomposed (the choice of es and e
′
s), and only depends on the direction
of ks, as we mentioned in section 3.2.
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The form of the Raman tensor Rξ depends on the symmetry of the cor-
responding phonon mode [42]. For diamond-structured crystals (Oh point
group for zone center phonons) and zinc-blende-type crystals (Td point group
for zone center phonons), the matrix representation of the Raman tensor for
all three Raman-active phonon modes (one LO, two TO) takes the form
Rx =
0 0 00 0 d
0 d 0
 , Ry =
0 0 d0 0 0
d 0 0
 , Rz =
0 d 0d 0 0
0 0 0
 , (3.14)
for phonons polarized along [100], [010], and [001], respectively. Here, d is
the only independent Raman tensor element for these crystal structures [19].
For a polar material (zinc-blende crystal), d takes different values for LO and
TO due to the phonon-polariton effect [19]. For a non-polar material such as
silicon, where the LO and the two TO modes are triply degenerate, d takes
the same value for all these phonon modes. If the phonons are polarized in a
more arbitrary direction ξ, Rξ will be the corresponding linear combination
of the Rx, Ry, and Rz matrices.
In our calculations for the selected system (crystalline silicon), we fix the in-
cident light propagation to be along the x-axis (ki = x), with a z-polarization
of the E field (ei = z), and allow the scattered wave vector ks to be in any
direction within the entire 4π solid angle. For each ks, we include the contri-
butions to the Raman intensity from the two possible photon polarizations
that are perpendicular to the ks direction. The wave vector q of the phonon
participating in the scattering process for a selected pair of ki and ks is ob-
tained from momentum conservation q = ki−ks (for Stokes scattering). The
direction of phonon polarization ξ is simply q for the LO phonon mode, or
is two orthogonal unit vectors perpendicular to q for the two TO phonon
modes, respectively. The corresponding Raman scattering intensity from the
Raman selection rules is then evaluated through Eq. 3.13.
When the material crystal is rotated with respect to a fixed incident po-
larization, the Raman tensor for the rotated crystal is related to the original




where U is the Euler rotation matrix for the given rotation. Here we note
that fixing the incident polarization while rotating the material is equivalent
to rotating the incident polarization while fixing the material. Throughout
this chapter we will use the former operation.
Figure 3.4: Raman scattering pattern from Raman selection rules for dif-
ferent crystal orientations of silicon. In these plots we fix the incident wave
vector in the x-direction and the polarization in the z-direction and rotate the
material crystal. (a) ki = x = [100] and ei = z = [001], (b) ki = x = [100]
and ei = z = [011], (c) ki = x = [11̄0] and ei = z = [111]. The directions
in Miller indices are with respect to the rotated material crystal, the actual
x and z directions are fixed in all these plots. The unit vector of a point on
the surface denotes a direction of scattered light in real space, and the radial
distance represents the value of the Raman intensity in units of |d|2, where
d is the only independent Raman tensor element for silicon (usually in units
of cm2).
In Fig. 3.4 we show the Raman scattering intensity |R(Ω)|2 from the Ra-
man selection rules described above for crystalline silicon. Note that we have
not included the effect of anisotropic DoS and all the values are normalized
by |d|2. Here we choose three different orientations in which either the [001],
[011], or [111] direction coincides with the incident polarization (ei = z)
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axis. The rotation matrices (corresponding to Eq. 3.15) for the z = [011]
and z = [111] orientations are given by
U[011] =





























respectively. Silicon wafers are typically manufactured with three different
choices of the out-of-plane axis, specifically the [001], [011], or [111] axis of the
crystal structure. It is thus natural to choose these out-of-plane axes as the
directions of incident polarization for light, assuming an in-plane waveguiding
structure. In the next section we will further allow the material crystal to
rotate about this axis (the ei = z axis), which can be thought as rotating
the wafer, or chip, in a real experimental setup.
From Fig. 3.4 we see that when the material crystal is rotated with re-
spect to a fixed incident polarization, the pattern of Raman intensity is also
rotated correspondingly. For the [111] orientation, the shape of the total
scattering pattern also changes. However, we note that the total Raman
intensity integrated over all directions remains unchanged for all cases.
We can now include the effect of anisotropic DoS to the Raman scattering
efficiencies. To do so, we first note that Eqs. 3.11 and 3.12 are obtained for
scattering processes in free space, and the photonic DoS in vacuum D0(ω)
(Eq. 3.5) is assumed. Following our treatment in the previous section to
replace the vacuum DoS D0(ω) by the actual anisotropic DoS D(ω, Ω̂) and
integrate over the entire solid angle, we obtain the total Raman scattering
























From Eqs. 3.16 and 3.17, we see that the term in the integral has two of
degrees of freedom (in R(Ω̂) and D(ω, Ω̂)) and can be engineered to obtain
the best scattering efficiency for a cooling process. In the next section we
will apply this principle to optimize the Raman laser cooling process.
In practice, one usually collects scattered light within a finite solid angle
given by the experimental apparatus. The integral in Eqs. 3.16 and 3.17 are
then integrated over the solid angle in which scattered light is collected.
3.4 Optimization of Figure of Merit for Raman cooling
Now that we know the analytical forms of both the anisotropic photonic DoS
and Raman intensity, we can optimize the Raman scattering efficiencies in
Eqs. 3.16 and 3.17 for laser cooling. We first recall that the minimum require-
ment to achieve net cooling via Raman scattering from a purely spontaneous








where α is the absorption coefficient (per unit length) of the material. We
note that in the above cooling condition, it is assumed that the scattered light
can escape the system with 100 % efficiency. Without further knowledge of
the absorption coefficient, the most import parameter for Raman cooling is







The optimization of a Raman cooling process is therefore reduced to maxi-
mizing the FoM.
In the calculation of SS and SAS (Eqs. 3.16 and 3.17) for our particular
systems, we use the properties of crystalline silicon, M = 28.09 amu, N =
2.5 × 1022 cm−3, |d| = 1.9 × 10−15 cm2 and the phonon energy is set to 519
cm−1 [34] corresponding to the triply degenerate zone-center phonon modes
(one LO and two TO modes).
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We use the two photonic crystals discussed in section 3.2 as our engineered
DoS systems. Here we choose a = 861 nm for the diamond photonic crystal
such that when pumped at around 207 THz (1448 nm exhibits extremely low
optical absorption for undoped silicon [40]) the Stokes sideband lies within
the photonic band gap.
The choice of lattice constant for the HCP photonic crystal is more crucial
than that of the diamond photonic crystal. Without the knowledge of the
photonic DoS, one would expect that a good choice of maximizing the FoM
would have the Stokes frequency inside the band gap. However, by observing
the DoS in Fig. 3.3a, we see that if the Stokes sideband is moved into the
band gap, the anti-Stokes sideband will be at around a local DoS minimum,
which significantly reduces the FoM. We therefore choose a = 693 nm, which
places the Stokes frequency at the bottom edge of the photonic band gap
and notably has nonzero DoS (Fig. 3.3d) and simultaneously place the anti-
Stokes at a DoS peak when pumped at 207 THz.
We can now adjust the relative orientation between the photonic crystal
and the material crystal to obtain the highest FoM. To explore the optimiza-
tion space, we examine cases where we set the [001], [011], or [111] orientation
of the material crystal as the z-axis of the fixed coordinate system, which
is also the direction of incident polarization. The material crystal is now
allowed to undergo rotation on a z directed vector by an angle θz, while
keeping incident wave vector ki = x and polarization ei = z fixed (illus-
trated in Figs. 3.5-3.8). After fixing a particular material orientation, we
allow the photonic crystal to take any orientation within the 4π solid angle.
In our calculations, we specify the orientation of the photonic crystal using
the polar and the azimuthal angles θ and φ of the [001] axis with respect to
the fixed coordinate system (not to be confused with θ and φ in section 3.2).
In both diamond and HCP cases, we divide θ and φ into 100 equally-spaced
segments. A total of 10,000 different orientations are used for each photonic
crystal in the calculation for a chosen material orientation.
Before discussing the effects of anisotropic DoS on Raman laser cooling,
we first highlight the importance of anisotropy on the measurement of scat-
tering. We can thus define a directional FoM, where SS and SAS are only
integrated over the solid angle of light collection in an actual experiment.
This directional FoM characterizes the fractional contribution to the total
cooling by the light scattered within a given solid angle. In Figs. 3.5 and
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Figure 3.5: Forward Directional Figure of Merit (FoM) over a solid angle
of Ω =0.77 sr around the positive x direction (see text) for total phonon
scattering with the diamond photonic crystal. The scattering geometries and
material crystal orientations are shown in the top-left corner. The incident
light has a wave vector ki = x and polarization ei = z with respect to the
fixed coordinate system (xyz). We allow the [001] axis of the photonic crystal
to take any direction within 4π solid angle in our fixed coordinate system,
which corresponds to a direction on the 3D surface plots. The distance of
a point on the surface to the origin represents the value of FoM at this
particular photonic crystal orientation. All the axes are in units of 10−9
cm−1.
3.6 we show the forward directional FoM for the diamond and the HCP pho-
tonic crystals respectively as a function of the photonic crystal orientation
for each fixed material crystal orientation (specified by a selected crystal axis
as the z-axis, and a selected θz). The scattering efficiencies SS and SAS are
integrated over a cone of apex angle ψ = 1 rad, centered around the posi-
tive x direction, which corresponds to a solid angle of Ω = 2π(1 − cos ψ
2
) ≈
0.77 sr in the forward direction. For each 3D surface plot, the direction of
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Figure 3.6: Forward Directional Figure of Merit (FoM) over a solid angle
of Ω =0.77 sr around the positive x direction (see text) for total phonon
scattering with the HCP photonic crystal. The scattering geometries and
material crystal orientations are shown in the top-left corner. The incident
light has a wave vector ki = x and polarization ei = z with respect to the
fixed coordinate system (xyz). We allow the [001] axis of the photonic crystal
to take any direction within 4π solid angle in our fixed coordinate system,
which corresponds to a direction on the 3D surface plots. The distance of
a point on the surface to the origin represents the value of FoM at this
particular photonic crystal orientation. All the axes are in units of 10−9
cm−1.
a point on the surface represents the direction of the [001] axis of the pho-
tonic crystal with respect to the fixed coordinate system, and the distance
between a point on the surface to the origin indicates the value of directional
FoM for the particular relative orientation. Note that for the z = [001] and
the z = [111] material orientations, rotating the material crystal about the
z-axis does not change the FoM since their total Raman scattering patterns
are symmetric with respect to the z-axis (Fig. 3.4a and c). Thus only one
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FoM surface plot is shown in Figs. 3.5 and 3.6 for the z = [001] and the
z = [111] cases.
On the other hand, for changing photonic crystal orientation, we observe
that for both the diamond and the HCP photonic crystals the forward di-
rectional FoM varies significantly. At certain photonic crystal orientations,
almost no forward scattering is observed. The maximum forward directional
FoM occurs for the diamond photonic crystal when the [001] axis coincides
with the x axis (and other equivalent orientations). The HCP photonic crys-
tal, on the other hand, gives a maximum forward directional FoM when the
[001] axis lies in the xy plane and makes a 69.1◦ angle from the x-axis.
The effect of Raman selection rules can be clearly seen when we rotate the
material crystal for the z = [011] case. As we increase θz the total Raman
scattering pattern in Fig. 3.4b also rotates about the z-axis, resulting in
a larger forward directional FoM at θz = π/2 in Figs. 3.5 and 3.6. This
shows that the combined knowledge of anisotropic photonic DoS and Raman
selection rules is crucial here, since in an actual experiment one may not
observe any scattered light if the apparatus is designed to collect light at
certain direction only.
We can now discuss total Raman laser cooling from scattered light in all
directions. In Figs. 3.7 and 3.8 we plot the total FoM for the diamond pho-
tonic crystal and the HCP photonic crystal respectively, where the scattering
efficiencies SS and SAS in Eq. 3.19 are integrated over entire 4π solid an-
gle. We see immediately that since the total FoM includes scattered light
in all direction, the variation in its value is much less than the directional
FoM. Overall, the FoM surfaces for the diamond photonic crystal are close to
spherical, showing that the FoM for the diamond photonic crystal is relatively
insensitive to changes in both material crystal orientation and photonic crys-
tal orientation. This is due to the fact that the diamond photonic crystal
belongs to the space group O7h, which has high symmetry along all direc-
tions, and the change in anisotropic DoS under rotation does not contribute
too much to the integrated Raman efficiency. The largest difference in FoM
among all orientations is only about 4 %.
The HCP photonic crystal, on the other hand, belongs to the space group
D46h, where properties along the out-of-plane direction behave differently from
properties in the in plane directions. Thus, we see a larger difference in the
FoM between cases for [001] = z and [001] = x. The largest FoM for the
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Figure 3.7: Figure of Merit (FoM) optimization for total phonon scattering
with the diamond photonic crystal. The scattering geometries and material
crystal orientations are shown in the top-left corner. The incident light has
a wave vector ki = x and polarization ei = z with respect to the fixed co-
ordinate system (xyz). We allow the [001] axis of the photonic crystal to
take any direction within 4π solid angle with respect to our fixed coordinate
system, which corresponds to a direction on the 3D surface plots. The dis-
tance of a point on the surface to the origin represents the value of FoM at
this particular photonic crystal orientation. All the axes are in units of 10−7
cm−1.
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Figure 3.8: Figure of Merit (FoM) optimization for total phonon scatter-
ing with the HCP photonic crystal. The scattering geometries and material
crystal orientations are shown in the top-left corner. The incident light has
a wave vector ki = x and polarization ei = z with respect to the fixed co-
ordinate system (xyz). We allow the [001] axis of the photonic crystal to
take any direction within 4π solid angle with respect to our fixed coordinate
system, which corresponds to a direction on the 3D surface plots. The dis-
tance of a point on the surface to the origin represents the value of FoM at
this particular photonic crystal orientation. All the axes are in units of 10−8
cm−1.
HCP is obtained when [111] = z and [001] = z. This can be understood
from Fig. 3.3c and Fig. 3.4c, where the large in-plane Raman scattering
from the selection rules is enhanced by the anti-Stokes DoS peaks along the
M directions. The largest FoM among all these orientations is up to 19 %
greater than the FoM of the worst orientation.
In these calculations for the selected examples, we use silicon as the ma-
terial crystal of the system, which, as mentioned in section 3.3, has the
same independent Raman tensor element d in Eq. 3.14 for both LO and
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TO phonons. It is worth noting that if instead a polar material is used for
Raman cooling, d will be different for the LO and TO phonons. In such a
case, instead of optimizing the total FoM, one can separately optimize the
LO FoM or the TO FoM for the more prominent Raman mode. For example,
in the excitonic resonant Raman cooling experiment reported in [21] (ZnTe,
zinc-blende structure), the dominant phonon mode in the cooling process is
the LO mode. A photonic crystal orientation that maximizes the LO FoM
could be used to further enhance the cooling efficiency in the experiment.
Figure 3.9: Figure of merit of the diamond photonic crystal evaluated as
a function of pump frequency for (a) fixed photonic crystal orientation and
(b) fixed material crystal orientation. The experimental data for optical
absorption coefficient α in silicon is obtained from [40].
In Figs. 3.9 and 3.10 we plot the FoM for our particular examples as
a function of pump frequency, and compare against available experimental
data on optical absorption coefficients. Here, the material crystal orientation
is denoted by a choice of z-axis (z = [001], z = [011], or z = [111]) and the
angle θz, while the photonic crystal is denoted by θ and φ, which are the
polar and the azimuthal angles of the [001] axis with respect to the fixed
coordinate system. For the diamond photonic crystal, all FoM curves are
almost identical and no significant change in FoM is observed. The large
photonic band gap allows a wide range of frequencies (207-216 THz) for
potential Raman cooling (when Eq. 3.18 is satisfied). In this case, the
results are similar to those calculated under the isotropic DoS assumption
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Figure 3.10: Figure of merit of the HCP photonic crystal evaluated as a
function of pump frequency for (a) fixed photonic crystal orientation and
(b) fixed material crystal orientation. The experimental data for optical
absorption coefficient α in silicon is obtained from [40].
[22].
We can also see that overall the FoM for the HCP photonic crystal is
smaller than that of the diamond photonic crystal. This is due to the re-
duced dielectric material to air volume ratio in the HCP structure in order
to open a band gap. However, the importance of arranging the orientation
of anisotropic DoS with respect to the material crystal can be seen more
clearly in Fig. 3.10 for the HCP case. In particular, without the knowledge
of the anisotropic DoS of the system, a natural choice for fabricating such a
photonic crystal would be using the most easily available z = [001] oriented
wafer (red curve in Fig. 3.10a). By simply using a z = [111] wafer in place
of the z = [001] wafer, we can obtain an improvement of of FoM by 19 % for
a 207 THz pump.
3.5 Conclusions
We have provided the first mathematical description of how Raman scattering
is influenced by anisotropic photonic DoS and Raman selection rules. Using
this, we demonstrated a optimization procedure with anisotropic DoS for
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laser cooling by going through all possible relative crystal orientations. In
the specific cases that we considered, the highly-symmetric diamond photonic
crystals showed only small change in the Raman cooling FoM with respect
to changes in material and photonic crystal orientations. For such photonic
crystals, the isotropic DoS assumption used in [22] is sufficient to predict the
range of pump frequencies for potential Raman cooling.
On the other hand, for photonic systems with lower symmetry (e.g. waveg-
uides), the anisotropic-DoS optimization of the FoM is of greater importance.
In the specific HCP photonic crystal that we considered, the difference be-
tween optimized and unoptimized FoM can be up to 19 % and is dictated
purely by a choice of crystal orientations. For such systems, isotropic DoS
alone is not sufficient to predict the best available cooling efficiency of the
system. The additional knowledge provided by the anisotropic DoS and the
optimization procedure that examines all possible relative orientations give
us the capability to identify the best orientations and frequency range for
achieving Raman laser cooling.
We note that even though the 19 % enhancement in total FoM may not
be significant, the combined knowledge of both anisotropic DoS and Raman
selection rules is crucial for both high- and low- symmetry photonic crystals
when only directional scattering is considered. In the cases we considered,
depending on the relative orientations the maximum directional FoM can be
20 times greater than the minimum (for the HCP case), which is of great
importance in actual experiments.
Our formalism not only provides an approach to analyze net Raman cool-
ing, but can also function as a method to improve the efficiency for other laser
cooling methods in semiconductors [13, 21] by aligning the best anisotropic
DoS at the frequency of emission.
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CHAPTER 4
BRILLOUIN COOLING IN A LINEAR
WAVEGUIDE
4.1 Introduction
1As we have seen in the previous chapters, the solution to the fundamen-
tal challenge of achieving net phonon annihilation lies in engineering the
Stokes vs. anti-Stokes scattering probabilities through the photonic den-
sity of states of the system [25, 26, 22]. In practice, this can be achieved
through a photonically-engineered structure like a resonator or photonic crys-
tal [65, 31, 66]. Exploitation of this idea previously led to the demonstration
of Brillouin cooling in whispering-gallery resonators [17], where selection of
discrete modes in energy-momentum space permitted the complete suppres-
sion of Stokes scattering (Fig. 4.1a).
A second requirement revealed in studies of resonant Brillouin cooling
[67, 30] is that the photon lifetime within the system must be smaller than the
phonon lifetime. In other words, photons must radiate and transfer energy
out of the system without being reabsorbed or scattering back. Addition-
ally, higher opto-acoustic coupling, i.e. higher Brillouin gain [68], also helps
improve the cooling rates.
In this chapter I address the question of whether Brillouin cooling of trav-
eling phonons of arbitrary group velocity can be achieved in a linear waveg-
uide. This question is motivated by three reasons, which collectively point
towards the possibility of cooling traveling phonons in such a system. First,
recent experimental developments on linear waveguides have begun to report
extremely large Brillouin gains [69, 70, 71] suggesting that sufficient gain
may be available for practical cooling experiments. Second, light exits a lo-
cal region of a waveguide considerably faster than phonons do, suggesting
1A portion of this chapter has appeared in [23]: “Brillouin cooling in a linear waveg-
uide,” New Journal of Physics, vol. 18, no. 11, p. 115004, 2016.
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Figure 4.1: Phase-matching conditions for Brillouin cooling. (a) In a res-
onator, the available modes are represented by discrete points (circles) in the
ω − k space. Stokes scattering can be suppressed by the naturally available
high-order modes of a resonator, and only the anti-Stokes photons are per-
mitted, leading to net phonon annihilation. In a waveguide, due to lack of
modal confinement in the direction of propagation, the discrete mode points
become discrete mode lines. The scattering process can be categorized into
two categories: (b) Intra-modal scattering. In this case, the phonon in the
process belongs to low group velocity guided-acoustic mode. Since there ex-
ists at least one phonon mode with frequency and momentum (ω, q) that
matches the slope of the optical band, the Stokes process cannot be sup-
pressed. (c) Inter-modal scattering. The phonon in the scattering process
belongs to a mode family having large group velocity and appreciable mo-
mentum. If we excite the pump light only at the mode with momentum
k1, Stokes scattering is suppressed which potentially enables cooling if other
required conditions are met. At the same time, we must avoid exciting the
mode at k′1 which will lead to Stokes scattering with the same phonon mode.
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that the local, apparent phonon lifetime is considerably longer than the pho-
tons. Addressing this question effectively requires an analysis of both high
and low group velocity phonons, since these spatial relationships can result
in different conclusions. As we show later, the spatial coherence length is
the determining parameter rather than temporal residence time in the linear
waveguide case. Finally, it is practical to engineer the optical modes of a
linear waveguide to achieve Stokes suppression and anti-Stokes enhancement
(Fig. 4.1c), similar to how cooling was achieved in resonators.
Previously, the cooling of phonons in linear waveguides has been briefly
discussed in the regime where the phonons are more spatially coherent than
the photons [72]. However, there has been no discussion of the resulting
phonon spectrum, or a substantial discussion of the regime where phonons
are less spatially coherent than the photons. To fully evaluate the phonon
spectrum, a careful investigation of the Langevin noise force that drives the
phonons is essential. However, previous studies on noise-initiated Brillouin
scattering [73, 74] have only been performed on low group velocity phonons in
which case the propagation term can be neglected in the acoustic equation.
This approximation is not suitable for traveling phonons that have large
group velocity. In this chapter, I aim to fill this gap in knowledge by studying
the Brillouin cooling of large group velocity traveling phonon modes inside
a waveguide, with the inclusion of Langevin noise force and determination
of the resulting phonon spectrum. My analysis here presents the conditions
under which appreciable cooling could potentially be achieved and hopes to
help direct further experimental studies on linear waveguides.
4.2 Coupled wave equations for anti-Stokes Brillouin
scattering
A preliminary requirement for cooling is the suppression of the Stokes scat-
tering process. In a resonator, this can be achieved [17] through inter-modal
scattering between high-order optical modes, which is generally asymmetric
(Fig. 4.1a). However, the situation in a waveguide is drastically different.
First, the acoustic modes that participate in Brillouin scattering can be cate-
gorized into two families, namely the guided-acoustic modes (Fig. 4.1b) and
the traveling-acoustic modes (Fig. 4.1c), leading to intra-modal scattering
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and inter-modal scattering respectively [75]. For intra-modal scattering, the
Stokes process cannot be suppressed since there is always a phonon mode
(Ω, q) with extremely low group velocity that matches the slope of the opti-
cal band. Scattering of this form is sometimes termed as Raman-like [76] or
Guided Acoustic Wave Brillouin Scattering (GAWBS) [77]. For inter-modal
scattering, on the other hand, if we pump at the lower order optical mode
only the anti-Stokes process can be engineered to satisfy the phase-matching
condition while the Stokes process is suppressed. This process is also rou-
tinely encountered [78]. We emphasize here that it is critical to match the
pump k vector to the lower order mode, otherwise competing Stokes and
anti-Stokes processes may arise, as illustrated in Fig 4.1c.
Figure 4.2: Three wave mixing interaction in a linear waveguide. The
waveguide is assumed to be infinitely extended in the z-direction. The pump
field (ω1, k1), anti-Stokes field (ω2, k2), and the acoustic field (Ω, q) are de-
scribed by their corresponding slowly varying field operators a1(z, t), a2(z, t),
and b(z, t), respectively. We assume that the pump is non-depleted, i.e.
a1(z, t) = constant throughout the waveguide, and the acoustic signal has a
thermal equilibrium noise spectrum in the absence of coupling. As the three
fields interact with each other inside the waveguide, the acoustic field expe-
riences attenuation while the anti-Stokes field is amplified until they reach
their respective steady state amplitudes.
Once process selection conditions are met, we can now consider the three-
wave mixing process between a pump wave (ω1, k1), an anti-Stokes wave
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(ω2, k2), and an acoustic wave (Ω, q) in a linear waveguide. Energy and
momentum conservation requirements set the relations ω1 + Ω = ω2 and
k1 + q = k2. As shown in Fig. 4.2, the three waves are assumed to co-
propagate in a waveguide infinitely extended in the z-direction for the forward
scattering case. We consider here only the forward scattering case since the
acoustic modes participating in backward scattering generally have greater
frequency and thus lower Q-factor, which as we show later, are impractical to
cool. The coupling equations for the fields inside a waveguide can be derived
classically as demonstrated in [79] or quantum mechanically as in [74, 80].
Here we use the quantum description as it is more natural to introduce the
Langevin noise operator that drives the acoustic field. Under the assumption
that the process is perfectly phase matched, the equations of motion for the


















= −Γb− iβ∗a†1a2 + ξ, (4.1c)
where the operators a1(z, t), a2(z, t), and b(z, t) are the envelope operators
of the pump, anti-Stokes, and acoustic field at their respective carrier fre-
quencies ω1, ω2, and Ω. Here v1, v2, and vb are the group velocities of the
fields. It is important to note that with the definition of the field operators
here, the expectation value of the form 〈a†(z, t)a(z, t)〉 should be understood
as photon (phonon) linear density (occupation number per unit length) [74].
The average power is therefore P1 = ~ω1v1〈a†1a1〉, P2 = ~ω2v2〈a
†
2a2〉, and
Pb = ~Ωvb〈b†b〉 for the pump, anti-Stokes, and acoustic field respectively.
We have also introduced the temporal loss rates γ1, γ2, and Γ of the fields
and the Langevin noise [73, 67, 74] operator ξ into the coupled wave equa-
tions. Let us first discuss the behavior of the acoustic field with noise source
when no coupling to the optical fields exists.
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4.2.1 Low group velocity acoustic modes at thermal
equilibrium
The properties of the acoustic noise source ξ(z, t) in a waveguide have been
derived previously in [73, 74] for low group velocity phonons. Here we briefly
reproduce the derivation of [74] as it will be important in our later discussion.
To obtain the correlation relation of the noise operator, we first turn off the
coupling term in the acoustic field equation. For a low group velocity phonon,
the spatial variation of the acoustic field is negligible as it is small compared
with the temporal variation term. We now divide the waveguide into small
segments labeled by index i, each with length ∆z and uncorrelated noise
source ξi. The equation satisfied by each bi(t) is
∂bi
∂t
= −Γbi + ξi. (4.2)
The noise source of each segment obeys the following mean and correlation,
〈ξi(t)〉 = 0, (4.3)
〈ξ†i (t)ξj(t′)〉 = Qδijδ(t− t′). (4.4)
The factor δij represents the fact that the noises in different segments are




























where nb,0 = [exp(~Ω/kBT ) − 1]−1 is the phonon occupation number of the
acoustic mode at thermal equilibrium. By comparing the above two equations
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Now we let ∆z → 0 and i, j → z, z′ and δij/∆z → δ(z − z′), to obtain the
mean and correlation for the noise operator in a continuous waveguide
〈ξ(z, t)〉 = 0, (4.9)
〈ξ†(z, t)ξ(z′, t′)〉 = 2Γnb,0δ(z − z′)δ(t− t′). (4.10)
Here we note that these properties of the noise source lead to a diver-
gent solution of the phonon density at a particular point in the waveguide
〈b†(z, t)b(z, t)〉 = limdz→0 nb,0dz , which results from taking continuous limit of
the discrete waveguide model. However, we can formally rewrite the phonon
density as
















The spectrum of the phonon density in the k-space is therefore flat and has
a constant value nb,0 for this model of the noise source. In fact, as we will see
later, important information about the phonon mode can be extracted from
a narrow range in the k-space centered around k = 0.
4.2.2 High group velocity acoustic modes at thermal
equilibrium
With the noise properties in Eqs. 4.9 and 4.10, we can now examine the
behavior of high group velocity acoustic modes. The equation of motion for






= −Γb+ ξ. (4.12)
To avoid the divergent problem we try to look at the power spectral density of

















= −Γb̃+ ξ̃. (4.13)
The solution for Eq. 4.13 is then obtained.






′)/vb ξ̃(z′, ω), (4.14)
where b̃(0, ω) is the initial value of the field operator at z = 0. Note that
here we have also accounted for the propagation of the field and how the
field b̃(z, ω) evolves under the influence of the noise source subject to the
initial condition b̃(0, ω). The spectral density Sb(z, ω) of the acoustic field at
position z can be obtained by the relation [67, 81]
〈b̃†(z, ω)b̃(z, ω′)〉 = 2πδ(ω − ω′)Sb(z, ω). (4.15)
It is reasonable to assume that the correlations 〈b̃†(0, ω)ξ̃(z′, ω′)〉 and 〈ξ̃†(0, ω)b̃(z′, ω′)〉
vanish, i.e. the acoustic field is uncorrelated to the noise at different spatial
point. We can then invoke the properties of the noise to find













where Sb(0, ω) is the spectral density of b at z = 0 under the initial condition
b̃(0, ω). For z → ∞ the spectral density is independent of its initial form






From Eq. 4.16 we see that regardless of the detail of initial acoustic spectrum,
the effect of the noise always bring the acoustic spectrum back to the value
nb,0/vb. In fact, if we substitute Eq. 4.17 into Eq. 4.16 as the initial spectral
density Sb(0, ω), we immediately find that the spectral density Sb(z, ω) is
independent of position z in the waveguide, as it should be in the case without
coupling.
The phonon linear density can be evaluated by integrating the spectral
density over all frequencies:












This is again a divergent quantity at a fixed z. However, important informa-
tion about the phonon at (Ω, q) can be extracted by looking at the spectral
density within a few Γ around ω = 0 (since we have factored out the rapid
oscillations at the carrier frequency Ω). If we rewrite Eq. 4.18 in momentum
space by using the relation ω = vbk and change the variable of integration
to k, Eq. 4.18 becomes exactly the same as Eq. 4.11. Here linear dispersion
is assumed. In more realistic situations, proper frequency cutoff can be set
according to the actual dispersion relation of the system. A linear dispersion
relation is a reasonable analytical assumption since useful information about
the phonon mode is contained within a few Γ around ω = 0.
As we will see in the following section, coupling between the acoustic field
and optical fields modifies the acoustic mode at frequency Ω (or ω = 0 in
the spectrum). However, due to the coupling between the acoustic modes,
as the coupling increases the effect can spread out to other modes.
4.3 Solution with non-depleted optical pumping
Having discussed the behavior of the acoustic field without coupling, we are
now in position to solve Eqs. 4.1. Assuming a non-depleted constant pump













= −Γb− ig∗a2 + ξ, (4.19b)
where we have changed γ2 → γ and v2 → v for the loss and the group
velocity of the anti-Stokes field respectively since there is only one varying
optical field under consideration. We assume that at the beginning of the
waveguide (z = 0) there is no anti-Stokes field present a2(0, t) = 0 and the
noise-determined acoustic field b(0, t) has a power spectral density given by
Eq. 4.17. In frequency space we have,
− iωã2 + v
∂ã2
∂z




= −Γb̃− ig∗ã2 + ξ̃, (4.20b)
where the “tilded” variables are functions of both z and ω. Now we define
the Laplace transform L{} of these variables by




where we use capital letters to denote the Laplace transformed variables.
Eqs. 4.20 become
− iωA2 + vsA2 = −γA2 − igB, (4.22a)
− iωB + vbsB − vbb̃(0, ω) = −ΓB − ig∗A2 + Ξ, (4.22b)
where we have used initial conditions as discussed above. The solution of
Eqs. 4.22 is
B =
vbb̃(0, ω) + Ξ






(Γ− iω + vbs)(γ − iω + vs) + |g|2
. (4.23b)
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For mathematical convenience we define two complex functions
f(z, ω) = L−1
{
1





h(z, ω) = L−1
{
1
(Γ− iω + vbs)(γ − iω + vs) + |g|2
}
, (4.24b)
where L−1{} denotes the inverse Laplace transform. We can then formally
solve for b̃(z, ω) and ã2(z, ω) by taking the inverse Laplace transform of Eqs.
4.23 as follows:
b̃(z, ω) = vbb̃(0, ω)f(z, ω) +
∫ z
0
dz′f(z − z′, ω)ξ̃(z′, ω), (4.25a)
ã2(z, ω) = −igvbb̃(0, ω)h(z, ω)− ig
∫ z
0
dz′h(z − z′, ω)ξ̃(z′, ω). (4.25b)
We can now evaluate 〈b̃†(z, ω)b̃(z, ω′)〉 and 〈ã†2(z, ω)ã2(z, ω′)〉 using the prop-
erties of the noise source in Eqs. 4.9 and 4.10. Again assuming that the
correlations 〈b̃†(0, ω)ξ̃(z′, ω′)〉 and 〈ξ̃†(0, ω)b̃(z′, ω′)〉 vanish, we find the spec-
tral density of the fields as follows
Sb(z, ω) = v
2
b |f(z, ω)|2Sb(0, ω) + 2Γnb,0
∫ z
0
dz′|f(z − z′, ω)|2, (4.26a)
Sa2(z, ω) = v
2
b |g|2|h(z, ω)|2Sb(0, ω) + 2Γnb,0|g|2
∫ z
0
dz′|h(z − z′, ω)|2,
(4.26b)
where Sb(0, ω) = nb,0/vb.
The integrals in Eqs. 4.26 can be integrated analytically, however, the
closed form expression is unwieldy and the complete expression provides lit-
tle physical insight. An important parameter that characterizes the solution
is given by
√
(γ/v − Γ/vb)2 − 4|g|2/vvb which appears in exponential terms
inside both Sb and Sa2 . If we rewrite this factor in terms of spatial loss rates





(γ̄ − Γ̄)2 − 4|ḡ|2. Expressions of this form are com-
monly found in optomechanical systems [30, 82]. Analogously, the coupling
strength in this system is characterized by the discriminant
∆ = (γ̄ − Γ̄)2 − 4|ḡ|2. (4.27)
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For low coupling ∆ > 0, the opto-acoustic interaction adds an effective spatial
loss to the acoustic and optical fields. For high coupling ∆ < 0, in addition
to the effective spatial loss the solution becomes oscillatory within the decay
length 1/(γ̄ + Γ̄), having a spatial period of 2π/
√
|∆|. Note that for the
solution to be valid the coupling strength should be bounded by the relation√
|∆|  q, k2. This is because if the coupling ḡ approached a value such
that
√
|∆| & q or
√
|∆| & k2, there would be rapid oscillations within one
wavelength of the carrier field and the slowly varying approximation would
break down.
The behavior of the spectral density given by Eqs. 4.26 depends strongly
the group velocity vb of the acoustic field. In Fig. 4.3 we plot the spectral
density of the acoustic and optical fields as functions of z and ω with γ =
1000Γ, and g = 30Γ. The values of temporal loss rate and coupling used
here are typically found in optomechanical systems and resonators [67]. The
vb of the phonon mode is set to correspond to high group velocity phonons.
Since the coupling rate is fixed at g = 30Γ, the effective spatial coupling is
given by ḡ = 30Γ̄
√
vb/v. We see that the effect of increasing vb leads to an
increase in the spatial coupling ḡ relative to the spatial acoustic loss Γ̄. For
vb = 5 × 10−4v, the spectral density of the phonon reaches 0.85 at ω = 0
and z → ∞. The anti-Stokes spectral density in this case builds up rapidly
within a few acoustic decay lengths and reaches its steady value.
Fig. 4.4 shows the spectral density of the acoustic and optical fields for low
group velocity phonons with all other parameters the same as Fig. 4.3. For
these phonon velocities the interaction between the fields is almost negligible.
The acoustic spectral density is barely perturbed at the center frequency
ω = 0, and the anti-Stokes light builds up almost linearly.
The degree of phonon cooling can be extracted if we write the spectral
density in a form similar to Eq. 4.17 as in Sb(z, ω) ≡ nb(z, ω)/vb, where
nb(z, ω) can be understood as effective phonon spectral occupation at position
z. Since the energy per quanta ~Ω is much lesser than kBT we can further
approximate nb(z, ω) ≈ kBTeff(z, ω)/~Ω, where Teff(z, ω) is an effective local
temperature for the mode. The ratio of the spectral density Sb(z, ω) to













Figure 4.3: Spectra of (a) phonon density and (b) anti-Stokes photon den-
sity as functions of z and ω for cooling of high group velocity phonons. We
set γ = 1000Γ and g = 30Γ. The group velocity of the acoustic mode is set
to vb = 10
−4v, vb = 2 × 10−4v, and vb = 5 × 10−4v corresponding to spatial
loss rates of γ̄ = 0.1Γ̄, γ̄ = 0.2Γ̄, and γ̄ = 0.5Γ̄. The corresponding discrim-
inants are ∆ = 0.45Γ̄2, ∆ = −0.08Γ̄2, and ∆ = −1.55Γ̄2, respectively. The
bottom panel of the figure shows the evolution of the spectrum at center fre-
quency ω = 0. With larger group velocity vb, the acoustic spectrum exhibits
oscillatory behavior near the beginning of the waveguide corresponding to a
negative value of ∆.
where T0 is the temperature of the bath. The degree of cooling over certain












In Fig. 4.5 we plot the acoustic spectral density at a fixed position with
increasing coupling ḡ. As the coupling increases, the dip in the acoustic
spectrum corresponding to the reduced phonon occupation is observed to
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Figure 4.4: Spectra of (a) phonon density and (b) anti-Stokes photon den-
sity as functions of z and ω for low group velocity phonons. We set γ = 1000Γ
and g = 30Γ. The group velocity of the acoustic mode is set to vb = 10
−7v
and vb = 2.5 × 10−7v corresponding to spatial loss rates of γ̄ = 10−4Γ̄ and
γ̄ = 2.5 × 10−4Γ̄. The corresponding discriminants are ∆ = 0.9994Γ̄2 and
∆ = 0.9986Γ̄2, respectively. The bottom panel of the figure shows the evo-
lution of the spectrum at center frequency ω = 0. For low group velocity
phonons the effective coupling per unit length ḡ is almost zero.
broaden and the spectrum at ω = 0 reaches a limiting value. In fact, this
limit takes the same form as the limit for cooling in resonators [30, 83] but









Physically this means that the coupling between the fields introduces addi-
tional effective damping per unit length to the acoustic field, but the largest
possible damping is limited by the optical loss rate.
We conclude this section with a comparison between our solution and
that of a recent study on noise in Brillouin systems [74], which only solves
for low group velocity phonons and in which cooling is not discussed. The
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Figure 4.5: Observing the limit of spectral cooling ratio at large z. (a)
Spectral cooling ratio nb(ω)/nb,0 at large distance zΓ/vb = 5 for spacial loss
rate γ̄ = 4Γ̄. The maximum ratio (Eq. 4.30) in this case is 0.2. (b) Spectral
cooling ratio nb(ω)/nb,0 at large distance zΓ/vb = 100 with lower spatial
loss rate γ̄ = 0.01Γ̄. The maximum ratio (Eq. 4.30) in this case is 0.99.
Figure 4.6: Anti-Stokes photon density as a function of position. Here
optical loss γ is set to zero, and no cooling of the phonon will occur at large
z. (a) Low coupling case g = 0.3Γ and (b) moderate coupling case g = 20Γ.
In both cases, as vb decreases, the solution for anti-Stokes photon density
approaches Kharel’s solution [74].
optical loss was set to zero in the calculation of [74] which also means that no
phonon cooling can occur (Eq. 4.30). For finite coupling g, we can integrate
the anti-Stokes spectrum to obtain the anti-Stokes photon number per unit
61
length 〈a†2(z, t)a2(z, t)〉 and compare with the solution given in [74], which is





















In Eq. 4.31, I0 and I1 are the modified Bessel functions of the first kind. Fig.
4.6 compares the solutions for low and moderate coupling. In both cases as
we decrease the group velocity of the phonons, our solution approaches that
of [74]. Note that we use v instead vb to normalize the variables in Fig. 4.6
since vb is set to zero in [74].
4.4 Practical considerations for observing Brillouin
cooling in linear waveguides
Now that we understand the general behavior of the solution, we can relate
the calculation to available experimental data. To relate the coupling coeffi-
cient g = βa1 to commonly measured experimental quantities, we first note
that Eqs. 4.1 can also describe a Stokes process if we let a2 be the pump
field and a1 be the Stokes field.
In a standard SBS experiment the strength of the interaction is character-




where we use P1 and P2 to denote the Stokes power and pump power respec-
tively to be consistent with Eqs. 4.1. For typical experimental SBS setups
[84, 71, 85] the equations for the Stokes and the acoustic fields under steady








= −Γb− ig∗a†1, (4.33b)
where the optical loss is usually neglected [74, 79, 86] and we have used
v1 ≈ v2 ≈ v for the optical fields. Note that since we are dealing with
Stokes process here, we have g = βa†2 in the above equations. For phonon
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modes with large spatial loss, which is typically the case in the experiments,
the spatial variation of b is treated as negligible. We can immediately solve













which allows us to relate the coupling coefficient g to SBS gain and pump
power P2. For Brillouin scattering since Ω ω1, ω2, this gain G is symmetric
for Stokes and anti-Stokes scattering. It is worth noting that the coupling
coefficient g (through β) is given by the overlap integral between the optical
and acoustic modes and is thus independent of the acoustic loss Γ. The rela-
tion in Eq. 4.35 is a good approximation for relating the coupling coefficient
to the SBS gain in typical SBS experiments. It may not be a good approxi-
mation, however, when the phonon has large group velocity or extremely low
loss. Presently, this relation allows us to estimate how strong the coupling
could be in recently state-of-the-art SBS systems.
We can now use known experimental results to evaluate how much cooling
could potentially be achieved in a waveguide. In the following discussion
we fix the pump wavelength at 1550 nm and focus only on silicon photonic
waveguides [84, 71, 85]. The group velocity of the optical field in these
waveguides is approximately v ≈ c/n ≈ 8.62 × 107 m/s for low dispersion
modes, but is certainly dependent on the specific optical mode. Since the
optical decay length in photonic waveguides is typically of the order of cm,
we fix the optical loss at γ̄ at 3.456 m−1 corresponding to a good value of 0.3
dB/cm reported in [87].
The acoustic loss can be obtained from the Q-factor of the acoustic modes
using the expression Γ̄ = Ω/2vbQ. The theoretical limits on the acoustic
Q-factor in silicon have been suggested previously in [88]. Using these data,
for a 500 MHz phonon the Q-factor for silicon can theoretically approach
50000, giving an acoustic loss of 3.7 m−1 for phonons traveling at the speed
of sound vb = 8500 m/s. However, the Q-factors of the phonon modes in
recent experiments are not so high, and are typically of the order of a few
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hundreds [84, 71, 85]. Since these prior studies are for low group velocity
phonons ∼ 1 m/s, it will lead to acoustic loss of the order ∼ 106 m−1 for
phonons in the 500 MHz range. As we show above, higher group velocity
phonon modes are more practical for cooling. For the sake of calculation
we fix the velocity at vb ≈ 8500 m/s [88] corresponding to traveling acoustic
phonons in silicon but assume a low Q-factor (Q ∼ 100), giving us an acoustic
loss of 1848 m−1.
Recently reported SBS gain in silicon waveguides ranges from 1000 W−1m−1
[84, 71] to 104 W−1m−1 [85]. Gain as high as 4 × 106 W−1m−1 was also
reported for acousto-optic scattering from a 6 MHz phonon mode in a spe-
cialized optical fiber [76]. the above parameters now allow evaluation of g
through Eq. 4.35.
Using the parameters described above, we can now plot (in Fig. 4.7) the
spectral cooling ratio for acoustic modes for both Q = 50000 and Q = 100
at 500 MHz with various SBS gain G and pump power P1. For the high-Q
mode (Fig. 4.7a) with large gain, cooling at the central frequency can reach
the saturation limit of 0.517 within a few decay lengths with just 1 mW
pump. The spectrum in this strong coupling regime also exhibits oscillatory
behavior as discussed previously. For the low Q mode (Fig. 4.7b), the cooling
limit 0.9981 is reached after a few hundred decay lengths with a larger 10 mW
pump. Note that at the entrance region of the waveguide the cooling ratio can
momentarily dip far below the limit given by Eq. 4.30, but it will return to
this limit at larger z. These results show that to observe appreciable cooling
in an experiment, a high-Q phonon with large group velocity is required.
Similar calculation can be carried out for low group velocity phonons (vb ∼1
m/s), however, no appreciable cooling can be achieved even with modes with
Q as high as 50000.
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Figure 4.7: Spectral cooling ratio of 500 MHz phonons for (a) a high-Q
acoustic mode Q = 50000 (Γ̄ = 3.7 m−1), with 1 mW pump power, and (b)
a low-Q acoustic mode Q = 100 (Γ̄ = 1848 m−1), with 10 mW pump power.
In both cases optical parameters are γ̄ = 3.456 m−1 and v = 8.62× 107 m/s,
while phonon group velocity is set to a high number vb = 8500 m/s. The
bottom panel of the figure shows the evolution of the spectrum at center
frequency ω = 0. The inset in (b) shows that the cooling ratio for high
SBS gain G = 105 W−1m−1 can reach far below the long range limit in the
beginning portion of the waveguide.
4.5 Conclusions
We have investigated the anti-Stokes Brillouin scattering process in linear
waveguides for the possibility of achieving phonon annihilation and cooling.
We show that the degree of cooling depends strongly on the acoustic and
optical spatial loss rates. The results can be categorized into two regimes that
depend on the strength of the acousto-optical interaction: strong coupling
(∆ > 0) and low coupling (∆ < 0). In the first case the spectrum of the fields
shows oscillatory behavior before reaching steady-state. In the second case,
the spectrum exhibits no oscillatory behavior and only reaches its steady-
state after longer propagation distances. The limit on the cooling ratio in
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waveguides takes the same form as in optomechanical cooling in resonators,
as expected, with the temporal variables replaced by corresponding spatial
loss variables. The effect of higher phonon group velocity is to not only
increase the spatial coupling strength but also give an improved cooling ratio
limit.
Our analysis indicates that for potential cooling experiments, traveling
phonons with high group velocity are more favorable, and the design of
waveguides should be focused on improving the quality factor of such high
group velocity phonon modes. Additionally, enhancement of SBS gain is also
highly desirable for cooling [68, 70]. With a combination of high-Q, high
group velocity phonons, and gain of the order of 105 W−1m−1, appreciable
cooling may be observed with a pump power of a few mW.
A key difference between cavity optomechanical cooling and Brillouin cool-
ing is that the latter annihilates traveling phonons, whose higher frequency
cousins are also responsible for heat transport in micro- and nano-scale de-
vices. The possibility of accessing Brillouin cooling in linear systems thus
opens up a new approach to laser cooling, and may in the future impact






Prior to 1946, there was no systematic study on the thermodynamics of
photoluminescence or thermodynamic constraints on laser cooling. In 1946,
Landau presented a thermodynamic analysis of photoluminescence [89] and
established the thermodynamic inequalities that must be satisfied by the
anti-Stokes fluorescence light. Since then, the thermodynamics of photolu-
minescence have been intensely studied and been applied towards analyzing
laser cooling of solids [90].
However, there is no study on analyzing the thermodynamics of laser cool-
ing of solids through inelastic light scattering. Thus, in this chapter, I will
first briefly review the thermodynamic foundation of fluorescence laser cool-
ing and generalize the analysis to laser cooling processes through inelastic
light scattering.
5.1 Thermodynamic quantities for light
To discuss the thermodynamics of laser cooling processes, we need to first
define various thermodynamic quantities for light. The pump light and the
scattered or fluorescence light are in non-equilibrium thermodynamic states
since these light beams are not in direct contact with a blackbody heat bath
[91]. We therefore cannot directly apply Planck’s law for a photon gas to
describe this process.
The two most important thermodynamic quantities of light are energy and
entropy. These quantities are intimately related to the occupation number
of the corresponding photon mode, and are best described using radiometry
quantities [92].
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The spectral energy radiance IE(ω) is defined as




where, c is the speed of light in vacuum, and n(ω) is the occupation number
of the photon mode at frequency ω. In the second equality I have used the
isotropic photonic DoS in vacuum D(ω) = 2 ·ω2/(8π3c3), where the factor of
2 accounts for the two possible polarizations. Note that the spectral radiance
here is defined as energy per unit area per unit solid angle
The entropy radiance IS(ω) can be similarly defined by replacing the energy
of the photons ~ωn(ω) in Eq. 5.1 by the entropy of the photons [93], which
corresponds to the number of different ways to arrange the states of the
photons in the ensemble:





{[1 + n(ω)] ln[1 + n(ω)]− n(ω) lnn(ω)},
where kB is the Boltzmann constant. I have again used the isotropic photonic
DoS in vacuum. The above definition of radiance can be easily generalized to
systems with anisotropic photonic DoS, such as the photonic crystal systems
shown in Chapter 3:
IE(ω, k̂) = ~ωvg(ω, k̂)n(ω, k̂)D(ω, k̂), (5.3)
and
IS(ω, k̂) = kBvg(ω, k̂)
{[




1 + n(ω, k̂)
]
(5.4)
−n(ω, k̂) lnn(ω, k̂)
}
D(ω, k̂),
where the speed of light c is now replaced by the group velocity of the mode
vg(ω, k̂), and the occupation number and DoS now both depend on both ω
and direction k̂. For simplicity, in the rest of this chapter I will assume that
the system is isotropic and only Eqs. 5.1 and 5.2 will be used.
To calculate the total energy and entropy flux carried by the radiation, we
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{[1 + n(ω)] ln[1 + n(ω)]− n(ω) lnn(ω)} · dA cos θ dΩ dω.
(5.6)
Eq. 5.6 reveals several important features of the entropy of light. For
a light beam to carry zero entropy, it is sufficient for the beam to be either
highly coherent or unidirectional. If the light beam is unidirectional, dΩ ≈ 0,
the light beam carries zero entropy. If the light source is infinitely coherent,
dω ≈ 0 the light beam also carries zero entropy. Typical lasers satisfy both
of these conditions, and therefore carry almost no entropy.
We can now define the thermodynamic temperature for a non-equilibrium






















It is important to note that this temperature is only the temperature for the
photon mode at frequency ω in a local thermodynamic equilibrium. If all the
photons are in thermal equilibrium, the left hand side of Eq. 5.7 becomes
a single temperature T for photons over the entire frequency range, and we
















e(~ω/kBT ) − 1
, (5.9)
To properly describe the temperature of a non-equilibrium light beam that









The temperature so defined is the actual thermodynamic temperature of the
beam. However, in practice, it is easier to introduce the average occupation
number n̄ for calculating the temperature of a light beam [94, 95]. Assuming
the beam has a bandwidth ∆ω, we can write the spectral radiance as ĪE,ω =





Substituting n̄ into Eq. 5.7, we have the expression of the average tempera-
















where ω0 is the central frequency of the beam.
Since most light sources that we are interested in propagate in a small solid









[(1 + n̄) ln(1 + n̄)− n̄ ln n̄]πA sin2 (δ) ∆ω. (5.14)
Here A is the surface area of the emission, and δ is the divergent angle of the
light beam. In practice, we measure the power of the light beam Ė and use
Eq. 5.13 and the geometry of the light source to obtain either ĪE,ω or n̄, and
then calculate the temperature and the entropy flux through Eqs. 5.12 and
5.14.
We can now calculate the typical temperature of some common light
sources. Fig. 5.1a shows the spectral radiance of a typical Red LED at
16 mW assuming a Gaussian spectrum with FWHM = ∆ν = 5 THz. Here
the LED source is assumed to have a radius of 2 mm, and emits light through
a hemisphere. The average temperature of this example is calculated to be
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2,570 K. Notice that the red line in Fig. 5.1a represents ĪE,ν , which is just
IE/∆ν, whereas the blue line is spectral radiance IE(ν), assuming a Gaussian
distribution of IE.
In Fig. 5.1b the spectral radiance of the LED is compared with the spec-
trum of blackbody radiation at the same temperature. The physical meaning
of the temperature of a light beam can be best understood from Fig. 5.1b.
It is the temperature at which the area under the blackbody radiation in the
same frequency range is approximately equal to the area under the spectral
radiance of the light beam. If fact, the area below the red line in 5.1a is
almost exactly the same as the area below the blackbody curve over ∆ν.
Figure 5.1: Spectral radiance of a typical red LED. (a) Gaussian radiance
distribution and the average spectral radiance. (b) Blackbody spectrum at
the same temperature as the LED light beam (T = 2,570 K).
For a highly coherent light beam, the temperature is much higher, as shown
in Fig. 5.2. Here, I use the specifications of our Newport Velocity TLB-6700
lasers centered at 1410 nm and 1550 nm, respectively, and again assuming
Gaussian distribution for the spectral radiance. The bandwidths of both
lasers are assumed to be ∆ν = 100 kHz and the power is set to 1 mW.
The solid angle and area is estimated using the radius r = 4.1 µm and the
numerical aperture NA = 0.14 of the output fiber.
The temperature of the 1410 nm laser is estimated to be 8.4× 1013 K, and
1.0 × 1014 for the 1550 nm laser. The temperature of the 1410 nm laser is
lower due to the fact that at a fixed power, n̄ of higher frequency modes is
smaller (Eq. 5.11).
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From Figs. 5.1 and 5.2, we see that the temperature for broad-band light
beams such as LED or fluorescence is around 2,000 - 3,000 K, and for highly
coherent laser beams the temperature is usually greater than 1013 K. The
temperature of some other typical light sources can be found in [91, 95].
Again, we see that if we can squeeze all the photons into modes in narrower
frequency range, the temperature of the light beam increases. If all the
photons are in a single mode, i.e. ∆ω = 0, the temperature goes to infinity,
and the light beam now carries zero entropy. As we will see in the next
section, an energy source that carries zero entropy is equivalent to pure work.
Figure 5.2: Spectral radiance distributions and temperatures of two lasers
at 1 mW pump power. (a) Fiber-coupled laser at 1410 nm, ∆ν = 100 kHz.
(a) Fiber-coupled laser at 1550 nm, ∆ν = 100 kHz.
Before concluding this section, I introduce another useful definition of tem-
perature for analyzing thermodynamic processes with light. The flux tem-












(1 + n̄) ln(1 + n̄)− n̄ ln n̄
. (5.16)
As n̄ → ∞, both the denominator and numerator go to infinity, however,
the numerator goes to infinity faster than the denominator. Thus, similar
to the thermodynamic temperature, the flux temperature goes to infinity
if photons occupy a narrow range of modes. Note that flux temperature
is only used to simplify the analysis in the next section, and the actual
thermodynamic temperature is still defined by Eq. 5.12.
Figure 5.3: Thermodynamic temperature and flux temperature as func-
tions of photon occupation number. At lower occupation, the two tempera-
tures coincide, while at higher occupation, the thermodynamic temperature
is higher.
In Fig. 5.3, I plot the thermodynamic temperature and the flux temper-
ature as functions of average occupation number. Overall, the flux tem-
perature is always less than the thermodynamic temperature, and the two
temperatures approach each other at small n̄. Even though the flux tempera-
ture is not the actual thermodynamic temperature, it has similar asymptotic
behavior as the thermodynamic temperature. At lower coherence, the two
temperatures coincide, and at higher coherence both temperatures approach
infinity. Thus, the flux temperature is also a good measurement of the quality
73
of a light beam.
5.2 Thermodynamic analysis of fluorescence cooling
We can now analyze the thermodynamics of a fluorescence refrigerator. There
are two different ways to analyze this system. The first approach is to treat
the system as a combined system consists of a heat engine and a cooler op-
erating between two reservoirs at the pump temperature Tp and the fluores-
cence temperature Tf , and reservoirs at the sample temperature T and the
fluorescence temperature Tf , respectively [94]. Alternatively, we can treat
the system directly as a refrigerator in contact with three thermal reservoirs
[97]. This is illustrated in Figs. 5.4a and b respectively. It is important to
note that the temperatures for the radiation here, Tp and Tf , are flux tem-
peratures of the light beams. The reason for this will be clear when I present
the second law analysis.
Figure 5.4: Two different thermodynamic representations for fluorescence
cooling. (a) A combined system with a heat engine and a refrigerator. (b) A
refrigerator in direct contact with three thermal reservoirs.
For the system in Fig. 5.4a, the first law of thermodynamics for the heat
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engine requires that
Ėin = Ėout1 + Ẇ . (5.17)
Similarly for the refrigerator we have
Q̇+ Ẇ = Ėout2. (5.18)










respectively. The efficiency for the whole system is then




For the second law of thermodynamics, we need to take in to account the
change in entropy for the pump light and the fluorescence light. Since we
are using the flux temperature, which is defined as TF = Ė/Ṡ, we can write
the entropy change as Ṡ = Ė/TF . We thus have for the heat engine and the











Substituting Eqs. 5.17 and 5.18 into Eqs. 5.22 and 5.23 and using the










The right hand sides of these equations are the Carnot limits for the engine







We can analyze the system similarly using Fig. 5.4b instead. The first and
second laws of thermodynamics in this case are










Solving for the efficiency in Eq. 5.28 using Eq. 5.27, we find
η ≤ T (Tp − Tf )







which is the same as Eq.5.26.
When the pump light have infinite coherence, its flux temperature becomes
infinite (Tp →∞), and the pump beam carries no entropy. In this case, The
heat engine part of Fig. 5.4 is not required, and the pump beam directly
supplies work Ẇ into the cooler. The Carnot efficiency of the whole system
is then just the Carnot efficiency of the cooler subsystem




As I have discussed in the previous section, the flux temperature of a laser
is of the order > 1012 K, while the fluorescence temperature is around 2,000
- 3,000 K. Thus in practice, it is reasonable to assume Tp =∞.
For a typical fluorescence cooling experiment at room temperature T = 300
K, if we assume the fluorescence temperature to be 3,000 K, the Carnot effi-
ciency of such system is around ηCarnot = 11%. If the fluorescence tempera-
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ture decreases, the Carnot efficiency can be further increased. Currently, the
best cooling efficiency for a fluorescence cooler is only around 3 - 5 % [98].
Thus, it is still possible to further improve the cooling efficiency thermody-
namically.
5.3 Thermodynamic analysis of laser cooling through
inelastic light scattering
In this section, I generalize the thermodynamic analysis in the previous sec-
tion to laser cooling processes that utilize inelastic light scattering. One key
difference between inelastic light scattering and fluorescence cooling is that in
an inelastic light scattering process, the pump light is usually not absorbed.
Thus, if we pump the system with power P and take the sample as our sys-
tem, most of the pump power P is not used and only a small fraction of it
that participates in the scattering process is the actual Ėin.
We first consider a single mode anti-Stokes Brillouin (or Raman) scattering
process. Such a process can be best described using similar three-wave mixing
equations discussed in Chapter 4 and in ref. [67]:
ȧ1 = −κ1a1 − iβ∗b†a2, (5.31)
ȧ2 = −κ2a2 − iβba1, (5.32)
ḃ = −Γb− iβ∗a†1a2, (5.33)
where a1 is the pump field, a2 is the anti-Stokes field, b is the acoustic field,
κ1, κ2, and Γ are the loss rates, and β is the coupling coefficient.
For simplicity, I will focus on the case where loss rates for the three fields
are negligible. The result can be easily generalized to the systems with finite
losses. The three-wave mixing process can now be written as
ȧ1 = −iβ∗b†a2, (5.34)
ȧ2 = −iβba1, (5.35)
ḃ = −iβ∗a†1a2. (5.36)
From this we can easily calculate the power for the three fields through
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P1 = ~ω1ṅ1, P2 = ~ω2ṅ2, and Pb = ~ωbṅb, where ṅ1 = 〈ȧ†1a1〉 + 〈a
†
1ȧ1〉 and
similarly for the other two fields. Using the above equations to calculate ṅ1,
ṅ2, and ṅb, we obtain the well-known Manley-Rowe relations [99]:
−ṅ1 = ṅ2 = −ṅb, (5.37)
which states that whenever an anti-Stokes photon is created, one pump pho-
ton and one phonon are annihilated.
The power for the anti-Stokes field can be written as
P2 = ~ω2ṅ2 = ~(ω1 + ωb)ṅ2 = −P1 − Pb. (5.38)
This means that the increase in the anti-Stokes power is equal to the sum of
the decrease in the pump power and the acoustic power.
Figure 5.5: Anti-Stokes three-wave mixing process as a refrigerator. Note
that not all of the pump energy participates in the thermodynamic process.
We can represent this system as a cooler shown in Fig. 5.5. From this we
see that the decrease in pump power is just the energy input Ėin = −P1, the
decrease in acoustic power is the heat Q̇ = −Pb, and anti-Stokes power is
the energy flux leaving the system Ėout = P2. Eq. 5.38 is thus just the first
law of thermodynamics Ėout = Ėin + Q̇. Note that not all the pump power
contributes to Ėin as shown in Fig. 5.5.
The first law for this system can be further simplified using Eq. 5.37 to
obtain
ω2 = ω1 + ωb, (5.39)
which is just the fundamental energy conservation for a light scattering.
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Note that the coupling coefficient β does not appear in any of the above
thermodynamic equations. When β increases, the amount of pump power
Ėin participating in the scattering process also increases. However, since
the process is linear, this results in more anti-Stokes scattering, leaving the
thermodynamic efficiency unchanged.
We can now discuss the thermodynamic process for a more general Raman
cooling process. I will analyze the system in a similar way as I did in Chap-
ter 2 and use PP and PAS for the pump power and the anti-Stokes power.
Consider a system of length L, where Raman scattering occurs and assume
that the Stokes process is suppressed as shown in Fig. 5.6. The anti-Stokes
power leaving the system at L is
PAS = SASPP0L, (5.41)
where PP0 is the initial pump power, and SAS is the anti-Stokes scattering
efficiency discussed in Chapter 2. Here I use script S for Raman efficiency
to distinguish it from entropy S.
Figure 5.6: First law of thermodynamics for anti-Stokes Raman cooling.
Note that only a fraction of pump power enters the system.
Similarly, the pump power at L and the heat flux removed from the system
can be written as










Again, only part of the pump power actually enters the system.
From Fig. 5.6 we can easily identify Ėin = ωPSASPP0L/ωAS, Ėout =
SASPP0L, and Q̇ = ω0SASPP0L/ωAS. Canceling out the common factors,
we again obtain the energy conservation relation
ωAS = ωP + ω0, (5.44)





For cooling of multiple phonon modes, we can easily generalize the above















= Ėin + Q̇,
where the subscript i denotes the ith Raman phonon mode. Here we cannot
reduce this into the simple energy conservation of photons and phonons. The












We are now in position to analyze the system with the second law. The
second law of thermodynamics for inelastic light scattering of a single phonon








where again TP and TAS are flux temperatures.
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This is almost identical to Eq. 5.29, with TAS replacing Tf . However, for
inelastic light scattering, the thermodynamic efficiency is always ω0/ωP (in
the absence of loss and absorption), and whether or not this efficiency is a
Carnot efficiency is completely determined by the anti-Stokes temperature.
For example, for silicon pumped at 1550 nm, the efficiency is ηth = ω0/ωP ≈
0.078. If we assume TP ≈ ∞, and the sample is at room temperature T = 300
K, Eq. 5.49 then gives a limit to the anti-Stokes temperature TAS ≤ 4, 146
K, which also limit the coherence of the anti-Stokes light.
Figure 5.7: Flux temperature of anti-Stokes at Carnot limit as a function
of phonon frequency. Since the thermodynamic cooling efficiency is always
ηth = ω0/ωP , the Carnot limit only provides a limit on the flux temperature
of the anti-Stokes beam, restricting the maximum achievable coherence for
the scatted beam.
In Fig. 5.7, I plot the flux temperature of the anti-Stokes light at Carnot
limit as a function of phonon frequency, assuming the pump temperature is
infinite. We see that as the phonon energy increases, the coherence of the
anti-Stokes decreases. This is consistent with experimental measurements of
Brillouin and Raman scattering. The Brillouin linewidth is usually of the
order of MHz, while Raman linewidth is around a few hundred GHz.
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However, there is no simple form for expressing this equation in terms of the
thermodynamic efficiency.
We can see from the above analysis that the thermodynamic cooling effi-
ciency η (for single mode cooling) is independent of either the coupling coef-
ficient β or the Raman efficiency SAS. This is because thermodynamically,
only a small fraction of pump light actually participates in the scattering
process. However, in practice we are still supplying the system the total
pump power, whether or not the pump participates in the process. Thus the







SASL ≈ ηthSASL, (5.51)
where in the last equality I have used ωP  ω0 and ω0/ωAS ≈ ω0/ωP =
ηth. Notice that the Raman efficiency now enters the expression for the
cooling efficiency, and the total efficiency increases as the Raman efficiency
increases. Eq. 5.51 reveals an important feature of the cooling process:
thermodynamics does not impose any fundamental limits to laser cooling
process with inelastic light scattering. The three-wave mixing process is in
fact itself a simple heat engine or a cooler.
In addition, the enhancement of cooling efficiency through photonic DoS
(Chapter 2) or through increasing the coupling coefficient β (Chapter 4)
merely increases the portion of pump light participating in the process. This
also confirms the possibility of using pump recycling to further enhance the
cooling efficiency proposed in Chapter 2.
In summary, I have presented a thermodynamic analysis for laser cooling
processes that utilize inelastic light scattering in the case where loss and
absorption are negligible. The analysis can be easily generalized to systems
with finite loss, however, in these cases, there is no simple form for the
efficiency-temperature relation. Thus, these cases would provide less physical
insight.
For inelastic light scattering, thermodynamics merely enforces the funda-
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mental energy conservation relation at the photon-phonon level, and imposes
no limits on how the total cooling efficiency can be enhanced.
The analysis presented in this chapter can also be applied to laser heat
engines. The simplest example of such engines is the Stokes process, as
shown in Fig. 5.8. In this process, a pump beam with lower coherence
enters the system, creating a coherent Stokes beam and releasing heat into
the system. This is essentially the mechanism behind a Raman or Brillouin
laser, which has been demonstrated in [100, 101, 102, 103].
For fluorescence cooling, the reverse process is a system that takes low
coherence fluorescence light and produces a higher coherence light beam.
The radiation balanced laser is in fact based on this principle: the heat
generated by the laser is balanced by the heat removal by the fluorescence
cooler [104].
Figure 5.8: Anti-Stokes and Stokes processes can be viewed as the thermo-
dynamically reversed process of each other.
Finally, I note that the thermodynamics of light and photons can not
only be used for analyzing laser cooling processes, but can also provide new
insights to a myriad of quantum systems, including heat engines using elec-
tromagnetically induced transparency (EIT) [105, 106], and other quantum
thermodynamics applications [107, 108, 109].
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CHAPTER 6
DESIGN AND FABRICATION FOR
RAMAN COOLING PHOTONIC DEVICES
In this chapter, I will discuss the design principles and fabrication details
for practically demonstrating Raman cooling in solids in on-chip photonic
devices.
As discussed in the previous chapters, we know that net Raman cooling
can be potentially achieved in three dimensional photonic crystals with a
complete band gap. In practice however, the fabrication of three dimensional
photonic crystals still remains challenging [110]. In addition, these structures
are relatively difficult to integrate into on-chip photonic circuits due to the
periodicity in all three directions. Thus, for the experimental demonstration
of Raman cooling, I will be using on-chip ring-resonator-waveguide systems,
and focus on the cooling of a single Raman phonon mode.
Since our group is experienced in fabricating high quality AlN photonic
circuits, in the following sections I will focus on the design and fabrication
of AlN-based Raman coolers.
6.1 Design principles
6.1.1 Optical design and Stokes suppression
One of the simplest structures that provides suppression of the Stokes Raman
scattering is the optical ring resonator. The principle of Stokes suppression
is illustrated in Fig. 6.1. A typical phonon dispersion relation is shown in
Fig. 6.1a and c. In order to satisfy the momentum conservation, the optical
phonons participating in Raman scattering should have wavelengths close to
the photon wavelength, λ0 ∼ 103 nm. Therefore, the wave number of the
Raman phonons is of the order of q ∼ 1/(103nm), which corresponds to the
zone-center phonons. On this scale the dispersion relation is almost entirely
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flat, as shown in Fig. 6.1a and c.
Figure 6.1: Two proposed design for Stokes suppression in photonic
waveguide-resonator systems. (a)(d) Typical dispersion relation for optical
phonons. (b)(e) Dispersion relations for single-mode ring resonator and two-
mode ring resonator, respectively. (c) Stokes scattering is suppressed through
the cutoff of the ring resonator. (f) Stokes scattering is suppressed by the
uneven spacing between the two optical modes in the frequency domain.
Depending on the structure of the ring resonator, the optical dispersion
relation can have multiple branches. Since the ring resonator has a finite
circumference, the optical modes in a branch take discrete values, as shown
in Fig. 6.1b and e. In the case of Fig. 6.1b, a single-mode ring resonator,
the Stokes process can be suppressed if the pump is at a optical mode close
to the cutoff frequency of the resonator (Fig. 6.1c) since no optical mode is
allowed at that frequency.
Alternatively, we can also use a two-mode resonator with two different
transverse orders (Fig. 6.1e) for Stokes suppression. The free spectral range
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(FSR) for a mode family is given by ∆νFSR = c/(2πrng) , where r is the
radius of the resonator and ng is the group refractive index. Since the two
branches have different group velocities, the FSR for the two branches will
be different. The asymmetric mode distribution then allows scattering from
one branch to another at the anti-Stokes frequency, but not at the Stokes
frequency, as shown in Fig. 6.1f.
6.1.2 Raman selection rules in AlN
AlN’s crystal structure is of the wurtzite type, which has different Raman
selection rules from those of diamond or zinc-blende structures described
in the previous chapters. Thus, before getting in to the detail of the ring
resonator design, I first present the possible Raman modes in AlN.
Wurtzite type crystals belong to the space group C46v [111], and their major
Raman active phonons are the A1 and E1 phonons. The Raman tensors of
these phonons are given by [42, 112]
Az1 =
a 0 00 a 0
0 0 b
 , Ex1 =
0 0 c0 0 0
c 0 0
 , Ey1 =
0 0 00 0 c
0 c 0
 , (6.1)
where the direction of phonon polarization is denoted in the superscript.
The intensity of Raman scattering is again given by
I ∝ |ei ·R · es|2, (6.2)
where ei and es are the direction of the polarization of incident and scattered
photons, respectively, and R is the corresponding Raman tensor.
From the above relation, we observe that for the E1 phonons the incident
and scattered light must have different polarizations (x ↔ z or y ↔ z). In
waveguides or ring resonators, this corresponds to scattering from a TE-like
mode to a TM-like mode or vice versa. The A1 phonons, on the other hand,
correspond to scattering from a TE-like mode to a TE-like mode or from a
TM-like mode to a TM-like mode.
In AlN, both A1 and E1 can be either TO or LO, and they have the
following Raman shifts [113]: A1(LO) = 890 cm
−1, A1(TO) = 614 cm
−1,
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E1(LO) = 916 cm
−1, E1(TO) = 673 cm
−1. As in any polar materials, we see
the splitting of LO and TO modes, and the LO modes always have higher
frequency due to the additional Coulomb restoring force [19].
Figure 6.2: Possible Raman scattering geometries in an AlN waveguide.
The magnitudes of the wave vectors of the pump and scattered light are de-
noted by ki and ks, and their directions are indicated by the arrows. The
Raman phonon modes for each of these scattering geometries are character-
ized by the wave vector (of magnitude q) and the polarization (ξ).
Figure Fig. 6.2 shows four possible scattering geometries in a waveguide.
Since A1 phonons are polarized in the z-direction, by momentum conserva-
tion, we will observe the A1(TO) phonon for backward scattering. As shown
in 6.2a, since the phonon polarization ξ = ẑ is perpendicular to the phonon
wave vector q, this phonon belongs to the A1(TO) mode. On the other hand,
for almost forward scattering, both q and ξ are in the z-direction and the
longitudinal A1(LO) will be observed (Fig. 6.2b).
The E1 phonons can be polarized in either the x-direction or the y-direction
(Eq. 6.1). Thus, from Figs. 6.2c and d, we see that for backward scatter-
ing both E1(TO) and E1(LO) may occur, while for forward scattering only
E1(TO) occurs.
In the next section, we will see that our waveguide structures only support
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TE-like optical modes. As we discuss earlier, since E1 modes require changes
in photon polarization between the incident and scattered photons, E1 Ra-
man scattering is likely to be completely suppressed in our structures. Thus
in the following I will focus on the scattering of the A1 Raman modes.
6.1.3 Waveguide and ring resonator designs
One of the most important factors to achieve laser cooling is to have low
optical absorption in the system. AlN’s band gap is ∼ 6 eV, making it
highly transparent in the visible to near IR wavelength range. We design our
waveguides and resonators to be most efficient at the telecom wavelength. In
addition, I will focus on ridge waveguides, and the AlN thickness is fixed at
350 nm.
Figure 6.3: Optical modes centered around 1550 nm. The thickness of the
AlN layer is 350 nm, and the widths of the waveguides are 1 µm for (a) and
(b), 2.2 µm for (c), (d), and (e). The arrows represent the polarizations of the
modes. Note that TM-like modes are not supported by the AlN structure.
In 6.1.1, I proposed two possible ways for Stokes suppression, one uses
the cutoff frequency, the other uses asymmetric two mode design. For the
first method, we require the width of the waveguide to be narrow enough
such that the cutoff is frequency is higher than the Stokes frequency. For
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Figure 6.4: Optical modes centered around 1410 nm. The thickness of the
AlN layer is 350 nm, and the widths of the waveguides are 1 µm for (a) and
(b), 2.2 µm for (c), (d), and (e). The arrows represent the polarizations of
the modes. Note that in this frequency range, the third-order TE-like mode
in (c) is better confined compared to Fig. 6.3c.
the second method we need the resonator to have at least two mode families
with different group indices.
Figs. 6.3 and 6.4 show some selected mode profiles simulated through
COMSOL. The arrows in the figures indicate the polarizations of the modes.
Here, the AlN ridge waveguide is supported from below by of a layer of SiO2
and surrounded by air on top. In both Figs. 6.3 and 6.4, the width of the
waveguide if 1µm in subfigures a and b, and 2.2 µm in subfigures c, d, and
e. These wavelengths are selected such that when the pump is at 1550 nm
the anti-Stokes sideband will be at 1410 nm, corresponding to the A1 (TO)
phonon.
As shown in Figs 6.3b and 6.4b, since the thickness of AlN is 350 nm, the
field of the TM-like modes concentrates largely in the SiO2 and the air re-
gions. Therefore, TM-like modes are not actually supported by the structure,
and the available Raman scattering is only from TE-to-TE scattering.
A closer examination on these mode profiles reveals that when the waveg-
uide width is only 1 µm, we have only one TE-like mode for both 1410 nm
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and 1550 nm. As we increase the width of the waveguide to 2.2 µm, we can
see that the waveguide now supports TE modes up to the third order. How-
ever, the third-order TE mode in the 1550-nm range is not as well-confined
as that in the 1410-nm range, and as we will see in the next chapter, the
third-order TE mode is not observed in waveguides of width 2.2 µm. If we
choose to excite the first-order TE mode in the resonator, the anti-Stokes
sideband may occur in all three possible TE modes, while the Stokes side-
band can only occur in the first and second TE modes. This kind of design
thus increases the chance of Stokes suppression.
With these simulations, I can select appropriate dimensions for the waveguide-
resonator system. For the waveguide part, I choose the width to be 1 µm
and for the ring-resonators, the width is chosen to be 2.2 µm. In this case,
since the ring-resonator will support 2-3 TE-like branches, allowing only one
mode in the waveguide reduces the complexity of the scattering matrix.
6.2 Design layouts
In this section I present some of the design layouts for the Raman cooling
experiments. The testing and measurements of these devices are presented
in the next chapter.
Fig. 6.5 shows two devices with the most basic components. Fig. 6.5a
is the simplest photonic circuit, with a waveguide connected by to grating
couplers. This device is used to determine the optimal grating pitch for the
grating couplers with maximum transmission at our desired frequency.
In Fig. 6.5b, two more grating couplers are included as well as two Y-
branches. The two pairs of grating couplers are used for measuring trans-
mission for modes around 1550 nm and 1410 nm, respectively. Since the
bandwidth of typical grating couplers is around 50 nm, for Raman shift of
AlN (∼ 140 nm) two different sets of grating couplers are needed. The Y-
branches in this device split the transmitted single into one 1410 nm grating
coupler and one 1550 nm, for potential Raman measurements.
The devices in Fig. 6.6 are for potential Raman cooling experiments. The
device in Fig. 6.6b is a ring-resonator of width 700 nm, which has a cutoff
wavelength around 1600 nm and may be used for Stokes suppression. The
disk resonator Fig. 6.6a is used to identify all possible Raman modes in the
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Figure 6.5: Example design layouts for grating couplers and Y-Branches.
(a) A simple device for testing the performance of the grating couplers. (b)
A simple device for testing the performance of the Y-branches.
Figure 6.6: Example design layouts for four-port devices with disk and ring
resonators.
1410 nm and 1550 nm range.
The last example of my design layout is shown in Fig. 6.7. This is an
example of a device with edge coupler. Since the bandwidth of edge couplers
are much greater than grating couplers, this design greatly reduces the loss
coming from the grating couplers and the Y-branches.
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Figure 6.7: An example layout for a edge-coupler device. Note the the
waveguide region should be longer than 5 mm.
6.3 Fabrication processes
I now discuss the detail of the fabrication of devices for Raman cooling exper-
iments. All of my devices are fabricated on AlN-on-insulator chips, as shown
in Fig. 6.8a. The basic fabrication process (Fig. 6.8) includes a one-step
e-beam lithography for pattern writing on the e-beam resist followed by an
anisotropic ICP-RIE etching process. In the following section I will break
down the details of each step. The fabrication of all the devices is completed
in the Frederick Seitz Materials Research Laboratory, and the Micro and
Nanotechnology Laboratory.
Figure 6.8: Fabrication steps for AlN photonic circuits. (a) AlN on insu-
lator wafer. (b) Spin-coating of the ZEP e-beam resist and deposition of a
gold anti-charging layer. (c) E-beam lithography for patterning the e-beam
resist. (b) ICP RIE for writing the ridge waveguides onto AlN.
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6.3.1 E-beam resist and thermal evaporation
The e-beam resist I use is the ZEP 520A high resolution e-beam resist. Since
ZEP is a positive resist and the exposed region becomes soluble to the devel-
oper, we need to expose sufficient area around our actual device such that the
field is sufficiently confined in the waveguide region. Fig. 6.9 is an example
mask design for ZEP resist. The blue region is the region to be exposed, and
the white region surrounded by the blue is the actual device. In this example
the offset of the device from the exposed region is 3 µm.
To obtain optimal coating of ZEP resist onto the chip we first need to
spread the resist onto the chip, which is achieved by a 5-second spinning
at 500 rpm. This is then followed by a 120-second spinning at 2000 rpm to
evenly spread out the resist. Afterward, the chip is baked at 180 oC, resulting
in a ZEP layer of thickness ∼ 500 nm.
Before going directly to to the e-beam lithography step, since AlN is an
insulator, we need to deposit an anti-charging layer on top of the resist to
obtain better lithography patterns. This is achieved by depositing a 6 nm
layer of gold on top of the ZEP resist, as shown in Fig. 6.8b. For my process,
I use the Kurt J. Lesker Nano36 Thermal Evaporator System to complete
this task. Note that e-beam evaporators are not suitable for depositing a
gold layer for anti-charging layer since the e-beam in the evaporator will
pre-expose the e-beam resist, leaving undesired patterns on the resist.
6.3.2 E-beam lithography
E-beam lithography is the most important step for the entire fabrication
process. It is responsible resolving small features in our photonic circuit, es-
pecially for the grating couplers and the coupling regions between the waveg-
uides and the resonators. I use the Raith eLine Electron Beam Lithography
System for this process. The Raith eLine can operate at accelerating volt-
age of 10 - 30 kV. For resolving small features, higher accelerating voltage is
desired.
In Fig. 6.10, I document the dose testing process for the e-beam lithog-
raphy process. The accelerating voltage use here is 30 kV, and the dose
varies from 50 to 75 µC/cm2. All of the devices shown here are developed
in Xylenes for 60 seconds. We see that in Fig. 6.10a, the device is highly
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Figure 6.9: Region of exposure for positive e-beam resists. Since the ex-
posed region if weakened, sufficient offset from the actual device region is
required. In this example, the offset is 3 µm. The blue region is the region to
be exposed, and the white region surrounded by the blue region is the actual
device.
Figure 6.10: Microscope images of patterns on the e-beam resist after e-
beam lithography. From (a) to (d) the dose of e-beam exposure is increased
from 50 to 75 µC/cm2. The best resulting pattern is shown in (c) with 70
µC/cm2.
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underexposed and some of the waveguide region is disconnected. In addition,
the smaller features of the grating couplers are not resolved. The device in
Fig. 6.10b is slightly better, however, the features of the grating couplers are
still not completely resolved.
Fig. 6.10c is an example of an optimally exposed device. We can clearly
see that all the grating period completely resolved and that the waveguide
is completely connected. For 30 kV accelerating voltage this optimal dose is
around 66 - 70 µC/cm2.
As I further increase the dose of exposure, in Fig. 6.10d, we start seeing
some proximity effect at the outer region of the grating couplers. This causes
regions at outer boundaries of the exposure to be slightly distorted.
6.3.3 Fabricated devices
Following the e-beam lithography, the Oxford Instruments Plasmalab System
100 ICP RIE is used for etching the AlN device layer. Fig 6.11 shows mi-
croscope images of some of the fabricated ring-resonator devices. The radius
of these resonators is all 80 µm, and the widths of the ring resonators are
600, 700, and 800 nm, respectively. These narrow-width ring resonators have
cutoff frequencies close to 1600 nm, which may be used to suppress Stokes
scattering with a pump at 1550 nm.
Fig. 6.12 shows the smaller features of these devices. Fig. 6.12a is a close-
up microscope image of the waveguide-resonator coupling region. The closest
distance between the waveguide and resonator is 300 nm in this case. Fig.
6.12b is a close-up microscope image of a grating coupler. In this specific
case the grating pitch is 900 nm. Fig. 6.12c presents an SEM image of the
waveguide region. As we will see in the next chapter the smooth side walls
allow optical Q-factors up to the order of 100,000.
Fig. 6.13 shows 30 grating coupler devices on a single 1 cm2 chip. This
is one of the advantages of using grating coupler for photonic circuit design.
Since each device only takes up to 1 mm2 of space, it is easy to fabricate
more than 20 devices on a single chip. However, as we will see in the next
Chapter, for Raman scattering experiments it is better to use edge coupler
devices to reduce the loss introduced by the grating couplers.
In Fig. 6.14, I show some of the edge coupler devices I fabricated. For these
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Figure 6.11: Microscope images of some fabricated devices with four grating
couplers.
devices, Y-branches are not required since only one input and one output is
required. However, in order to fabricate smooth edges of the waveguide,
in the e-beam lithography step we need to write waveguides of length from
several mm to 1 cm. Note here that I created these edge boundaries by
directly cleaving the chip along the crystal plane of the underlying silicon
layer. Thus, the efficiency of these edge coupler can be potentially further
improved by introducing a DRIE step before cleaving. Nevertheless, as we
will see in the next chapter, the edge coupler devices already provide 2 orders
more transmission than the grating coupler devices.
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Figure 6.12: Close-up images of smaller features of the devices. (a) A mi-
croscope image of the waveguide-resonator coupling region, with a minimum
separation distance of 300 nm. (a) A microscope image of a grating coupler
with grating period of 900 nm. (c) An SEM image of the ridge waveguide of
width 800 nm.
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Figure 6.13: Thirty different grating coupler devices on a single 1 cm2 chip.
Figure 6.14: Microscope images of edge coupler devices. (a) A disk res-
onator of radius 100 µm (b) A ring resonator of radius r = 150 µm, and





In this chapter, I present the experimental measurements from some of de-
vices fabricated. Before going to the detail of the measurements, I first
introduce my experimental setup.
7.1 Experimental setup and procedure
Fig. 7.1 describes the procedure of the Raman cooling experiment with
grating couplers for measuring backward Raman scattering. Two sets of
grating couplers are used for transmission at the 1410 nm range and the 1550
nm range, respectively. Before attempting to measure Raman scattering, we
first measure the transmission spectra in the two wavelength ranges and
identify the available modes in these ranges, as shown in Fig. 7.1a.
After the optical modes are identified, we pump the system at 1410 nm and
couple the laser into the one of the modes at this range and observe the Stokes
scattering around 1550 nm (Fig. 7.1b). By comparing the scattered Stokes
sideband with our transmission spectrum at 1550 nm we can determine the
exact optical mode of this Stokes sideband. Now if we reverse the experiment
(Fig. 7.1c), the original Stokes mode becomes the new pump mode, and
the original pump mode becomes the anti-Stokes mode. Since we know the
original 1410 nm mode, we can expect the exact wavelength for observing
anti-Stokes Raman scattering.
The cooling of the phonon mode can then be inferred if we observe a broad-
ening of the spectrum and if the integration over the anti-Stokes spectrum
shows a decrease in phonon occupation number.
In Fig. 7.2 I show the schematic diagrams of my experimental setup.
For the transmission measurements (Fig. 7.2a), I use two tunable lasers
centered around 1550 nm and 1410 nm. Both lasers are coupled to the
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Figure 7.1: Experimental procedure for measuring backward anti-Stokes
scattering in grating coupler devices.
device through a 4-port v-groove assembly into the grating couplers. The
1550 nm transmission is measured through grating couplers 1 and 3, while
the 1410 nm transmission is measured through grating couplers 2 and 4. The
transmission spectra are then measured using two photodetectors.
For the Raman scattering measurements (Figs. 7.2b and c), the photode-
tector monitors the transmission spectrum at 1550 nm and makes sure that
the laser is coupled into one of the optical modes. Meanwhile, the output
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signal from the 1410 nm grating coupler is sent to a spectrometer for further
analysis.
Figure 7.2: Schematics of the experimental setup with grating couplers. (a)
Transmission measurement at two different wavelength ranges using all four
grating couplers and two photodetectors. (b) Backward Raman scattering
measurement, where the photodetector is used to couple the pump light into
a resonator mode, and the spectrometer is used to analyze the back scattered
light. (b) Forward Raman scattering measurement, where the photodetector
is used to couple the pump light into a resonator mode, and the spectrometer
is used to analyze the forward scattered light.
Some of the actual components for the experiment is shown in Fig. 7.3.
For this experiment, I use two Newport Velocity TLB-6700 lasers (Fig. 7.3b).
The TLB-6725 fiber coupled laser has a tuning range from 1390 - 1470 nm,
and is responsible for the 1410 nm transmission measurement. The TLB-
6728 fiber coupled laser has a tuning range from 1520 - 1570 nm, and is used
for the 1550 nm transmission measurement.
For the Raman scattering measurement I use the Andor Shamrock 750
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Spectrograph with the iDus InGaAs 1.7 µm camera, which is capable of
measuring optical spectrum in the 600 nm - 1700 nm range. The system also
includes 3 different diffraction gratings, with the highest groove density of 600
I/mm. With this highest groove number, the highest wavelength resolution
is around 0.09 nm.
Figure 7.3: Components of the experiment for grating coupler devices,
including two fiber coupled lasers, a spectrometer, and a v-groove assembly.
7.2 Grating coupler devices
One important feature of grating couplers is that the operation bandwidth is
around 30 - 40 nm at the telecom wavelength range. While this bandwidth
is wide for most photonic applications, it is insufficient for Raman scattering
measurements in AlN. In addition, the central wavelength of the grating
coupler is highly sensitive to the grating pitch of the couplers.
In Fig. 7.4, I show the transmission spectra of two simple grating coupler
devices. When the grating pitch is 900 nm, the central wavelength is shorter
than 1390 nm, as shown in Fig. 7.4a. As I increase the grating pitch to 950
nm (7.4b), the wavelength with largest transmission shifts to around 1415
nm, which is very close to our desire wavelength 1410.
Similar measurements are made for 1550 nm grating couplers. The optimal
grating pitch is 1150 nm for the 1550 grating couplers, and 950 nm for the
1410 nm grating couplers.
As discussed in the previous chapter, Stokes sidebands can be suppressed
by using the cutoff frequency of the waveguide. In AlN, when pump is at
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Figure 7.4: Transmission measurements for characterizing the performance
of the grating couplers. At 1410 nm, the optical grating period is around 950
nm.
1550 nm, the Stokes sideband is at around 1710 nm. We thus need the cutoff
wavelength to be around 1650 nm. To achieve this cutoff, I fabricated several
ring-resonator devices with width ranging from 600 nm - 800 nm.
In Fig. 7.5, I show the transmission of a device with radius 80 µm, and
width 700 nm. We can see that the resonator only supports one branch of
optical modes and the FSR is around 2 nm. From the mode profile shown
in the previous chapter, we know that this is the first order TE-like modes
of the resonator. The typical Raman linewidth for AlN is around 10 cm−1
[114], which is around 4 nm in the telecom range. Therefore, since the FSR
is 2 nm, it is likely that at least one Raman optical mode will occur within
the 4 nm width.
For this particular device, the optical Q-factor for modes around 1410 nm is
around 28,000, while the Q-factor for modes around 1550 nm is only around
5,000 and decreases further for modes at longer wavelengths. These mea-
surements, in fact, reveal an important limitation of the cutoff wavelength
approach. Even though the Stokes sideband is suppressed, since the pump
is not far from the cutoff wavelength, it is unlikely to generate enough power
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Figure 7.5: Transmission spectra for a ring resonator (r = 80 µm, w = 700
nm) around 1410 nm and 1550 nm, respectively. The Q-factor of the optical
modes decreases as the wavelength increases. At 1550 nm, the Q-factor is
only around 5,000.
inside the resonator to produce appreciable anti-Stokes Raman scattering.
After identifying the optical modes in this device, I attempted to measure
Stokes Raman scattering with a 1410 nm pump. Unfortunately, no Raman
sideband occurred. There are several possible reasons for not observing even
Stokes scattering. First, the Q-factor of the optical modes for this device
is low, and the optical power in the resonator is not sufficient. Second, the
FSR of 2 nm is close to the typical 4 nm Raman linewidth, it is still possible
that the optical modes are aligned around the tail of the Raman sideband,
rendering the Raman sideband inappreciable.
To address some of the problems, I fabricated devices with larger width and
radius. Specifically in Fig. 7.6, I show the transmission of a ring-resonator
device with radius 160 µm and width 2.2 µm.
We fist observe that the Q-factor for modes at both frequency ranges has
greatly increased. In addition, the resonator now supports two different
branches of optical modes, namely the first and second order TE-like modes.
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These two branches have different group indices, and thus different FSR. In
both Fig. 7.6b and c, we can observe mode crossing between the two modes.
This is exactly the second method of Stokes suppression described in the
previous chapter, where the phase-matching condition is only satisfied by
either the Stokes or the anti-Stokes process.
Figure 7.6: Transmission spectra for a ring resonator (r = 160 µm, w =
2200 nm) around 1410 nm and 1550 nm, respectively. The Q-factor of the
optical modes is around 140,000.
For this device, since the width of the ring resonator is larger, all the
modes in both wavelength ranges are far from the cutoff wavelength, the
average Q-factor for these modes is around 140,000. Since the radius of the
resonator is also doubled the FSR for both branches is around 1 nm. These
two factors combined further decrease the chance of not observing Stokes
Raman scattering. However, no Stokes Raman scattering is observed for this
device as well.
To completely eliminate the possibility of Raman sideband lying in between
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two optical modes, I also designed a few devices with disk resonators. The
transmission of one such device is shown in Fig. 7.7. The radius of this
resonator is set to 160 µm.
A disk resonator, theoretically, can support optical modes of all transverse
orders. Depending on the coupling distance between the waveguide and
resonator, not all transverse mode orders are excited by the pump laser.
Nevertheless, in Fig. 7.7 we can see a densely populated series of optical
modes in the transmission spectrum. The optical Q-factor of these modes is
around 130,000.
Figure 7.7: Transmission spectra for a disk resonator of radius r = 160
µm around 1410 nm and 1550 nm, respectively. The Q-factor of the optical
modes is around 130,000.
For these these disk resonators I also conducted similar Raman scattering
experiments. However, I wasn’t able to obtain any Raman sideband signal.
Since the FSR for these disk resonators is less than 1 nm, multiple opti-
cal modes are within the 4 nm Raman linewidth, the main reason of not
observing Raman scattering is like due to insufficient pump power.
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Figure 7.8: An illustration for the change in pump power inside a grating
coupler device. Each of the Y-branches and grating couplers introduces a 10
dB loss, resulting insufficient power for observable Raman scattering from
the resonator.
Fig. 7.8 shows an example of the distribution of optical power propagating
in a device. Each grating coupler or Y-branch introduces a 10 dB loss. Thus,
with 30 mW of pump power the actual power at the waveguide-resonator cou-
pling region is only around 300 µW. Assuming a Raman scattering efficiency
of 10−7 cm−1, the scattered power would be less than around 1 pW. After this
scattered signal passes though the output Y-branch and grating coupler, the
signal is completely inappreciable. Thus, we need a more efficient method
for fiber-to-waveguide coupling.
7.3 Edge coupler devices
As we saw from the previous section, each component in the photonic design
introduces a 10 dB loss. It is therefore preferable to have a design with as
few components as possible. One approach is to use edge couplers to couple
pump light directly to the waveguide form the side edges of the waveguide.
The experimental setup for these edge-coupled devices is shown in Fig. 7.9.
Overall, the setup is similar to the grating coupler setup, but instead of hav-
ing a 4-port V-groove and 4 grating couplers for fiber-waveguide coupling, we
have only two lensed fiber on both sides of the waveguide. For backscattering,
since the scattered signal will enter the input fiber, an additional circulator
is required. For forward scattering, we still need the transmission spectrum
to ensure that the pump laser is coupled into an optical mode. Thus, a 1 -
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99 % fiber coupler is used to send most of the signal to the spectrometer.
Figure 7.9: Schematics of the experimental setup with edge couplers. Two
lensed fiber are used to couple pump light directly into the waveguide. For
backward scattering (a), a circulator is used for measuring back scattered
signal. For forward scattering (b), a fiber coupler is used to split the output
signal.
Fig. 7.10 shows the actual setup of the edge coupling experiments. The
pump signal is sent into the waveguide by aligning the lensed fibers with the
waveguide directly (Fig. 7.10b).
Figure 7.10: Components of the experiment for edge coupler devices.
Fig. 7.11a shows the optical alignment for coupling a 1550 nm pump signal
into a 1 µm waveguide. Since both lasers for the experiment is in the NIR
range, it is useful to use a visible He-Ne laser to help align the fiber with the
waveguide, as shown in Fig. 7.11b.
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Figure 7.11: Fiber-waveguide coupling for a edge coupler device. (a) The
optimal alignment for a 1550 nm pump laser. (b) Alignment process assisted
by a HeNe laser source.
These edge coupler devices are tested in a similar manner as the grating
coupler devices. The transmission spectra for these devices are similar to
the grating coupler devices with similar optical Q-factor > 100,000. Unfor-
tunately, even with the help of an EDFA, no Raman sidebands are observed.
Fig. 7.12 shows an example optical power distribution along the waveguide.
With the amplification of an EDFA, the maximum input for our system at
the input edge of the waveguide can be around 100 mW. Since the measured
output power is around 1 mW, the loss introduced by each edge is around 10
dB. At the waveguide-resonator coupling region, there is at least 10 mW of
pump power, which is about 2 orders greater than the grating coupler devices
(Fig. 7.8). If Raman scattering occurred in this system the scattered power
would be above 1 pW, which should be easily detectable by our spectrometer.
Although I did not observe any Raman scattering in these on-chip AlN
photonic circuits, the measurements of the devices described in this chap-
ter point us to possible improvements for the Raman cooling experimental
designs. I will briefly discuss these possibilities at the end of next chapter.
Figure 7.12: An illustration for the change in pump power inside a edge
coupler device. A 10 dB loss is introduced as the pump light enters the
waveguide. With a pump power of 100 mW (1550 nm, with an EDFA), the
power at the coupling region is around 10 mW.
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CHAPTER 8
SUMMARY AND FUTURE WORK
In this dissertation, I have provided a novel approach to laser cooling through
inelastic light scattering. In particular, I introduced a theoretical framework
of utilizing photonic DoS to modify light scattering process. The cooling of
phonon modes is achieved by Stokes suppression and anti-Stokes resonance.
In a linear waveguide system, my calculation established the spacial loss rate
relations for achieving Brillouin cooling of a single phonon mode.
For systems with a continuous optical dispersion such as photonic crystals,
a complete description of the optical modes using photonic DoS is necessary.
By incorporating the complete anisotropic photonic DoS, I was able to cal-
culate the resulting Raman scattering pattern in most photonic crystals. In
systems with lower symmetry, the inclusion of anisotropic behavior results
in a more accurate description of the Raman scattering process, and further
increases the Raman cooling efficiency.
In all these systems, net Raman cooling can be achieved when the optical
absorption is less than the total Raman cooling efficiency. Unlike fluorescence
cooling, this approach to laser cooling imposes fewer material restrictions
since all materials have their own transparent frequency range. By engineer-
ing the photonic structure for complete Stokes suppression, all materials can
be potentially used for Raman laser cooling.
Thermodynamically, I showed that there is no fundamental restriction for
Raman or Brillouin cooling. In fact, the process of inelastic light scattering is
itself a simple heat engine or a cooler. In the Stokes process, the pump laser
beam is equivalent to an high temperature reservoir providing heat to the
system, the material itself (phonons) is the low temperature reservoir (heat
sink), and the Stokes signal is just the work output. This is more obvious in
Raman laser systems, where the Stokes is usually a highly coherent beam.
The anti-Stokes process is just the reversed Stokes process, the pump beam
acts like the input work, and removing heat from the material (low temper-
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ature reservoir) to the anti-Stokes light (higher temperature reservoir).
When the system is lossless, an elastic light scattering process is completely
reversible, and the thermodynamic efficiency is just the Carnot efficiency. For
inelastic light scattering, this Carnot efficiency only enforces a limit to the
flux temperature of the anti-Stokes light and thus limits the coherence of the
scattered light beam.
In addition, I also presented the experiments that I conducted in attempt
to demonstrate Raman cooling in on-chip photonic circuits. Even though
no Raman scattering is observed, these experiments still direct us to future
improvements for Raman cooling experiments. The main reason for not
observing Raman scattering is likely due to the change in selection rules in
confined waveguide systems [115]. Since the thickness of our AlN layer is only
350 nm, the wavelengths of the Raman phonon modes are also restricted by
this value, resulting in the disappearance of some of these Raman sidebands.
To observe appreciable Raman signal, higher frequency pump source is
more desirable. The first reason is that at higher frequency, the waveguide
can support both TE-like and TM-like optical modes, as shown in Fig. 8.1.
This allows Raman scattering with change in polarizations to occur. In the
case of AlN, A1(TO), A1(LO), E1(TO), and E1(LO) will all be observable.
The effect of the change in Raman selection rules is thus not as significant.
Furthermore, since the scattering efficiency is proportional to frequency to
the forth power, higher frequency laser will provide greater Raman efficiency.
For example, if we use a 780 nm laser, we can expect a 16 time increment to
the scattering efficiency than that of a 1550 nm laser. Combined with all the
available Raman phonon modes in the waveguides at this frequency, Raman
cooling experiment is highly likely to be demonstrated in such systems.
Figure 8.1: Mode profiles of an AlN ridge waveguide around 780 nm. The
width of the waveguide is set to 450 nm. Note that the waveguide now
supports both TE-like and TM-like modes, enabling more Raman active
phonon modes.
111
Finally, I note that the use of inelastic light scattering can be easily applied
to enhance the cooling efficiency other laser cooling methods. For instance,
for fluorescence cooling experiment in semiconductors reported in [13, 21],
we can further pattern suitable photonic structures in these semiconductors
to obtain additional enhancement in cooling efficiency. Moreover, the unique
thermodynamic features of inelastic light scattering processes also enable
further research on quantum thermodynamics and quantum heat engines.
One of the potential applications is to generalize the EIT quantum engines
[106, 105] to heat engines using Brillouin scattering induced transparency
(BSIT) [116]. The advantage of using inelastic light scattering for these
applications again is that it imposes relatively fewer restrictions on material
properties. Such a broadly applicable method can potentially greatly impact
future research on laser cooling and quantum heat engines.
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APPENDIX A
MPB CODE SNIPPET FOR BAND
STRUCTURE SIMULATION
The photonic band structures throughout this dissertation are calculated
using the MIT Photonic Bands (MPB) software package [53]. The MPB
input files use the syntax of the Scheme programming language (As of the
writing of this dissertation, MPB now also provides a Python interface. For
details see https://mpb.readthedocs.io/en/latest/). The code snippet below
is an example of an input to MPB for band structure simulation. In the
Scheme programming language, each statement is enclosed in parentheses.
Comments begin with a “;”, everything in a line after “;” is ignored.
In this input file, lines 2-6 define the parameters that are used throughout
the simulation including refractive indices and the radius of the air sphere.
All length parameters are in units of the lattice constant a. Next, in lines 9-
13, the lattice of the photonic crystal is defined. In MPB, periodic boundary
condition is assumed in all three directions. The k-points for the photonic
band structure are listed in lines 16-22. Here only a couple of k-points are
shown. In practice, this list can be very large, depending on the types of
calculation. For instance, a photonic DoS calculation may require over 10,000
k-points within the first Brillouin zone of the photonic crystal. For photonic
band structure simulation, a few hundred k-points are usually sufficient.
After setting the k-points, in line 25, the material of the system is defined.
Lines 28-31 define the geometry within a unit cell. The simulation parameters
are defined in line 34-36. Finally, line 39 initializes the simulation.
1 ; Def ine mate r i a l p r op e r t i e s
2 ( de f ine−param n−l o 1 . 0 ) ; r e f r a c t i v e index o f a i r
3 ( de f ine−param n−hi 3 . 44 ) ; r e f r a c t i v e index o f s i l i c o n
4 ( d e f i n e eps−l o (∗ n−l o n−l o ) )
5 ( d e f i n e eps−hi (∗ n−hi n−hi ) )
6 ( de f ine−param r 0 . 3 ) ; r ad iu s o f a i r sphere s
7
8 ; Def ine photonic c r y s t a l l a t t i c e
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9 ( s e t ! geometry− l a t t i c e (make l a t t i c e
10 ( bas i s−s i z e ( s q r t 0 . 5 ) ( s q r t 0 . 5 ) ( s q r t 0 . 5 ) )
11 ( ba s i s 1 0 1 1)
12 ( ba s i s 2 1 0 1)
13 ( ba s i s 3 1 1 0) ) )
14
15 ; A l i s t o f k−po in t s with in the f i r s t B r i l l o u i n zone
16 ( s e t ! k−po in t s ( l i s t
17 ( vector3 −0.500 −0.500 −0.500)
18 . . .
19 . . .
20 . . .
21 ( vector3 0 .450 0 .450 0 . 450 )
22 ) )
23
24 ; Set the mate r i a l o f the system
25 ( s e t ! de fau l t−mate r i a l (make d i e l e c t r i c ( e p s i l o n eps−hi ) ) )
26
27 ; Def ine the geometry with in a un i t c e l l
28 ( s e t ! geometry ( l i s t (make sphere ( c en te r 0 .125 0 .125 0 . 125 ) (
rad iu s r )
29 ( mate r i a l (make d i e l e c t r i c ( e p s i l o n eps−l o ) ) ) )
30 (make sphere ( c en te r −0.125 −0.125 −0.125) ( rad iu s
r )
31 ( mate r i a l (make d i e l e c t r i c ( e p s i l o n eps−l o ) ) ) ) ) )
32
33 ; Set s imu la t i on parameters
34 ( set−param ! r e s o l u t i o n 24)
35 ( set−param ! mesh−s i z e 5)
36 ( set−param ! num−bands 24)
37
38 ; Run c a l c u l a t i o n




PHOTONIC DENSITY OF STATES








δ(ω − ωα(k)), (B.1)
where V is the total volume of the system, α is the band index, k is the
wave vector, and ωα(k) is the dispersion relation. From this definition, it is
clear that D(ω) is the number of states per unit volume per unit frequency
(since the delta function has the units of inverse frequency) at the frequency
around ω. In practice, to carry out the calculation for D(ω), the sum over k
is converted into an integral using the fact that in each direction neighboring


































where I have used ∆kx = 2π/Lx, ∆ky = 2π/Ly, ∆kz = 2π/Lz and V =
LxLyLz. Note that the integral is only over the first Brillouin zone of the








δ(ω − ωα(k)). (B.3)
The above equation can be used to calculate DoS analytically if the geometry
and dispersion relation are simple.
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For photonic crystals, the dispersion relation is usually very complicated,
and the photonic DoS cannot be calculated analytically via Eq. B.3. Instead,
the photonic DoS is calculated through numerically integrating Eq. B.3 over
a dense k-grid in the first Brillouin zone.
To illustrate the process of calculating photonic DoS, I show in Fig. B.1
the first Brillouin zone of a diamond photonic crystal. Since the dispersion
relation repeats itself multiple times within the first Brillouin zone, we only
need to solve for k-points within the irreducible Brillouin zone enclosed by the
k-point path Γ-L-U-X-W-K. Typically, to completely resolve the structure of
the photonic DoS, at least 1,000 k-points are needed in the irreducible zone.
After obtaining the dispersion relation in the irreducible Brillouin zone,
I map the dispersion relation to the entire first Brillouin zone and carry
out the integration using B.3. In order to obtain the correct photonic DoS,
proper weights have to be assigned to each k-point to avoid over counting.
For example, the Γ point has the weight of 1/48, since it is repeated 48 times
when the irreducible zone is mapped to the full Brillouin zone. Similarly,
the weight for the X point is 1/6, and 1/8 for the L point, etc. Points on
special edges also carry different weights. For instance, k-points on the path
Γ-K have weights of 1/24 since this edge is repeated 24 times. The correct
photonic DoS can be calculated only after assigning proper weights to the
k-points.
Figure B.1: First Brillouin zone of a diamond photonic crystal.
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δ(ω − ωα(k))δ(Ω̂− Ω̂α(k)), (B.4)
where Ω̂ is the direction of interest and Ω̂α(k) is the direction (unit vector)
of a k-point in the dispersion relation. As mentioned in Chapter 3, we can
directly perform the calculation by writing the delta function of Ω̂ as
δ(Ω̂− Ω̂α(k)) = δ(cos θ − cos θα(k)) · δ(φ− φα(k))









δ(ω − ωα(k))δ(Ω̂ · Ω̂α(k)− 1) (B.5)










δ(ω − ωα(k)). (B.6)
to obtain the correct factor for this change of variable.
The anisotropic photonic DoS is calculated as follows. I first obtain the
dispersion relation within the irreducible Brillouin zone, and map the dis-
persion to the entire Brillouin zone. However, instead of assigning weights
to k-points in the irreducible zone, I reconstruct the complete first Brillouin
zone using the irreducible zone. Even though equivalent k-points in the first
Brillouin zone have the same frequency eigenvalue, their directions are dif-
ferent. The integration of Eq. B.5 is then carried out using the complete
information of the first Brillouin zone. In most of the calculation in this
dissertation, a uniform grid for Ω̂ is used and the 4π solid angle is divided in
to 10,000 directions with dΩ = 4π/10,000.
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