As x decreases, Kr(x) increases rapidly while I,(x) decreases rapidly. Therefore, the error introduced by the truncation, decreases in the case of K,(x), and increases in the case of Iy(x). This difficulty is avoided by calculating p. That is, at x = 2, e.g., where K,(x) is still accurately given by the solution of the differential equations, equations (17) It is well known that the Dirichlet problem can be solved by using a set of harmonic functions which are orthogonal over the boundary [7] . Prior to the availability of high speed computers, however, the method was not frequently used since generating sets of orthogonal functions by hand computations is very laborious. With the advent of high speed computers interest in the method has been renewed and several papers have appeared recently [1, 2, 3~\. In using the method, the numerical analyst is particularly interested in estimates of the error committed by replacing infinite orthogonal expansions by finite ones. Nehari [1] recently has given such estimates for a number of Dirichlet problems. The purpose of the present paper is to report the results of some numerical experiments which were designed to investigate how close these estimates come to the actual errors in certain particular examples. An existing computer program [4] was used for the orthogonalization of a given set of vectors on the SEAC corn-puter at the National Bureau of Standards. Several boundary value problems, each involving the same irregular pentagon, were solved. For two of these problems the exact solution is known so that one can compare the exact errors with the estimates. In all cases the number of orthogonal harmonic functions used to approximate the solution was varied. The effect of using a sophisticated choice of the harmonic functions was also studied. 2. Dirichlet problems for an irregular pentagon. In the experiments an irregular pentagon inscribable in a circle was used in all the cases as the region on which the Dirichlet problem was defined (see Figure 1 ). 1-3.25 The solution of the first Dirichlet problem changes sign in the interior and on the boundary of the region. In the second case the solution is always positive on the whole region. The set of functions which were used to approximate the solution in the cases a and b consisted of harmonic polynomials obtained by orthonormalizing 1, Re 2, Im 2, Re z2, Im z2, ■ ■ ■ on the region. It was expected that with a few functions one would obtain a better approximation in the second case than in the first. In order to find approximate values for the harmonic measures of the sides of the pentagon one can start from the harmonic measure of the circumscribed circle. Let the segment 2a be that part of the circumference of this circle which is cut out by the side of the pentagon with boundary values equal to 1. Then the harmonic measure Mo which has the value 1 on the segment 2a and 0 on the rest of the circumference is given by (see Figure 2 )
where #> is the angle belonging to any point in the region and (x\, yi), (x2, y2) are the coordinates of the end points of that side of the pentagon with boundary values (x,,yP equal to 1. In addition to these harmonic measures the harmonic polynomials 1, Re 2, Im 2, Re z2, Im z2, • • • were used for obtaining the set of approximating functions. These sets were orthonormalized with respect to the inner product
where the integration is along the boundary c of the region. If n functions 1, Re z, Im z, Re(22), Im (z2) ■ ■ ■ are used as basic set one obtains after orthonormalization a system of n orthonormal harmonic polynomials uv (x, y). The approximate solution of the Dirichlet problem is given then by the sum u(x, y) J U(X, Y)uv(X, Y)dS\u,(x, y), (dS2 = dX2 + dY2).
For the numerical computations the contour integrals appearing in these computations must be replaced by an integration formula involving finite sums. Since the contour consists of straight lines, splitting the integral into five integrals corresponding to the five sides of the contour was suggested.
For their evaluation an eight point Gaussian-type integration rule was chosen involving the end points of the interval of integration as given by Radau [5] .
This rule is exact for polynomials up to degree 13. It corresponds therefore to a seven point ordinary Gaussian integration rule. Since it involves the endpoints, the computational work for the eight point Radau rule and the seven point Gaussian rule is, however, the same for a closed contour. Radau's formula has the added convenience of using the corner points of the pentagon. Thus the contour integral is replaced by a sum over 35 products of the form /. The variation of n was done in order to observe the convergence of the approximations to the exact solution of the Dirichlet problem. Due to the limited accuracy of the numerical computations (the orthonormalizing code works with floating decimal numbers containing only 8 digits) it must be expected that the improvement of the approximation with increasing n will level off until the addition of another harmonic function fi to the set will not improve the approximation at all. In the three cases this point has not yet been reached, as one can see from table 1, in which the norm of the vector consisting of the deviations in the points given by the integration rule is listed. Figure 1) and zero on the rest of the boundary. One observes that in the case a the norm decreases more rapidly between n = 7 and 9. The norm for « = 8 is 2.517 and shows that the decrease occurs if Re 24 is added to the set. The explanation for this behavior is probably that the function Re z4 = x* + y4 -6x2y2 with its changes of sign along the lines x = (± 1 ± v2)y (all combinations of signs are possible) fits particularly well the prescribed boundary conditions.
In table 2 the maximum error is given for the points on the boundary defined by the integration rule. From this table one sees that with eleven vectors the maximum relative error in cases a and b is approximately 10% on the boundary. (Since the deviation has been evaluated only in a finite number of points it is of course possible that this error may be in some points somewhat larger.) In cases Ci the relative error is in most cases smaller than 10% due to the use of an additional harmonic function m0 in the basic set. One remarks also that the maximum relative error for the first few approximations to the harmonic measures is much smaller than the error in the cases a and b. This is due to the use of the corresponding harmonic measure m0 for the circumscribed circle which gives a fairly good first approximation. From these observations one can conclude that from the numerical point of view the basic set ■of harmonic functions which has to be orthonormalized should not be chosen arbitrarily. The present computations show that a sophisticated choice of these functions creates considerably better approximations for the same number of orthortörmal functions.
The Nehari estimates for the deviations in the point x = y = 0 are given for the cases a and b in table 3. From this table one sees that the estimate is still considerably larger than the actual error and that it converges slower than the actual error with increasing number of harmonic functions. If one compares, however, this estimate to the maximum error on the boundary given by table 2 it is evident that the Nehari estimate gives better error bounds than the one which can be derived from the maximum modulus principle for harmonic functions. In table 4 the Nehari estimates for the cases a and b are given for a number of points in the interior of the pentagon and for 11 harmonic polynomials. Table 4 Case (y = 0) x = -2 x = -1 x = 0 x = 1 x = 2 x = 3 Table 4 shows that the Nehari estimates become worse as the boundary of the region is approached if they are compared with the estimates given by the maximum modulus principle. With respect to the actual error, however, the Nehari estimates are further off near the middle of the region than near the boundary.
In table 5 the Nehari estimates for the harmonic measures of the sides in the case where 12 harmonic functions were used are given for x = y = 0 together with the maximum error in the points of the boundary given by the integration rule.
In these cases a comparison to the exact error is no longer possible since the exact solution is not known. The values show however that the Nehari estimate gives a better bound for the error at the origin than the one suggested by the maximum error on the boundary. 4. Concluding Remarks. The best approximation in each of the seven cases gave values which are exact within at most ten per cent for many points of the region. Similar computations by P. Davis and P. Rabinowitz [6] show that with the given limited accuracy of the code the addition of further harmonic polynomials beyond Im z6 would probably no longer improve this result considerably due to the influence of the round-off errors. In order to improve the accuracy one probably has to use at least double precision in the computations.
The numerical examples given on the previous pages show that the Nehari estimate gives a considerably better bound for the error in the interior of the region than the maximum modulus principle. With respect to the actual error the Nehari estimate is, however, still off by a factor which varied in the examples from 5 to almost 100. It may be that the situation improves if more harmonic polynomials are used with a double precision code, but this can be decided only by experiments using computing machines which have a larger high speed memory than the SEAC. Since the use of orthonormal functions for solving problems in potential theory seems particularly attractive if the solution has to be known only in certain points of the region it would be interesting to see how much the present results can be improved by using double precision codes on the faster large computers like the IBM 704 or Remington Rand 1103AF.
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