評判分析システムのための教師あり学習を用いた意見抽出 by 田中 俊行 et al.
国立大学法人電気通信大学 / The University of Electro-Communications
評判分析システムのための教師あり学習を用いた意
見抽出
著者  田中 俊行 , グエン ミン テイ, 中川 博之, 田原
康之, 大須賀 昭彦








田中 俊行†a) グェン ミンティ† 中川 博之† 田原 康之†
大須賀昭彦†
Opinion Extraction Using Supervised Learning for Reputation Analysis System
Toshiyuki TANAKA†a), The-Minh NGUYEN†, Hiroyuki NAKAGAWA†,




























Graduate School of Information Systems,University of
Electro-Communications, 1–5–1 Chofugaoka, Chofu-shi,
182–8585 Japan





















電子情報通信学会論文誌 D Vol. J94–D No. 11 pp. 1751–1761 c©（社）電子情報通信学会 2011 1751











































図 1 意 見 の 例
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図 3 下位評価視点，評価値の抽出の流れ
Fig. 3 Flow of extraction of lower attribute and value.
表 1 評価値の出現数（対となる評価視点の位置別）
Table 1 Number of occurrences of values.
対となる評価視点の位置 出現数 割合
同一文内に下位評価視点 336 50.4%
1 文以上前に『上位評価視点』 314 47.1%

























析を行う（図 3 の 1）．形態素解析にはMeCab [7]を
用いる．そしてMeCabの出力に対して手動でラベル
付けを行い（図 3 の 2），学習データとする．
次に，構築した学習データと学習モデルを用いて特
徴モデルの生成を行う（図 3 の 3）．
そして最後に，下位評価視点と評価値を抽出したい
文を形態素解析し（図 3 の 4），学習モデルに入力と
して与える（図 3 の 5）ことで，特徴モデルにより下
位評価視点と評価値が抽出される（図 3 の 6）．この
抽出の結果が 3. 3の「下位評価視点–評価値対の同定」
の入力となる．
3. 2. 1 本手法で用いる学習モデル
学習モデルには主に，生成モデルに基づくものと
識別モデルに基づくものの二つがあり，生成モデル
では HMM (hidden Markov models)，識別モデル
では CRF (conditional random fields)，SVM (sup-
port vector machines)，MEMM (maximum entropy















































Table 2 Example of opinion or not.
意見性 例文 形式
あり この商品は画質が 良い． 主観的な意見
なし 画質が 良い と友人が言っていた． 伝聞
なし この商品に比べて商品 B は 良い． 対象物違い
なし 画質が 良ければ 最高 なんだけど． 条件・仮定
図 5 学習データの例

























電子情報通信学会論文誌 2011/11 Vol. J94–D No. 11
表 3 テストデータの内訳




デジタルカメラ 86 2396 1027
MP3 プレーヤー 8 172 106
ノートパソコン 7 192 103
エアコン 15 265 103
自動車 16 304 109








して 4. 1. 2 のテストデータを入力として与え，自動
的にラベルが付与されたものを正解データと照合し，
精度を算出する．









































































Table 4 Comparison of our approach with baseline
and Takano approach.




















Table 5 Precision of opinion extractions.



























4. 4 考 察
















Table 6 Precision in case of the other genre.
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えられる長文においては，SVM が CRF に比べ正し
いラベルを付与している印象にある．『フィルムを使っ








Fig. 6 A labeling result of along sentence.


















































た．「MP3 プレーヤー」は 7 項目中 3 項目，「ノート
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