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Abstract
The notion of a clique tree plays a central role in obtaining an intersection graph represen-
tation of a chordal graph. In this paper, we introduce a new structure called the reduced clique
hypergraph of a chordal graph. Unlike a clique tree, the reduced clique hypergraph is a unique
structure associated with a chordal graph. We show that all clique trees of a chordal graph can be
obtained from the reduced clique hypergraph; thus the reduced clique hypergraph can be thought
of as a generalization of the notion of a clique tree. We then link the reduced clique hypergraph
notion to minimal vertex separators of chordal graph by proving a structure theorem which shows
that the edges of the reduced clique hypergraph are in one–one correspondence with the minimal
vertex separators. We also show that a closed-form formula for the number of clique trees of a
chordal graph can be derived using these results. Using an algorithmic characterization of min-
imal vertex separators, we obtain e8cient algorithms to compute the reduced clique hypergraph
and to count the number of clique trees of a chordal graph. Finally, guided by the reduced
clique hypergraph structure we propose a few new subclasses of chordal graphs and relate them
to each other and the existing subclasses. ? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Chordal graphs form an important subclass of perfect graphs and arise in many
practical situations. The notion of clique trees is central to the study of intersec-
tion graph representations of a chordal graph [8]. Clique trees are useful in designing
e8cient sequential and parallel algorithms on chordal graphs. One of the ?rst e8cient
parallel algorithms to recognize chordal graphs makes use of clique trees [11]. Clique
trees have also been used in developing algorithms to solve domination problems on
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directed path graphs [2]. They also arise in the context of relational databases [1]. A
clique tree of a chordal graph essentially represents its tree-like structure.
A chordal graph can have many clique trees, and any particular clique tree does
not reGect the complete information about the interactions of the maximal cliques. The
aim of the results presented in this paper is to obtain a unique structure that reGects
the interactions between the maximal cliques of a chordal graph. With this motivation,
we introduce the notion of a reduced clique hypergraph (rch) of a chordal graph. We
show that the notion of rch is a generalization of the notion of a clique tree, by proving
that all clique trees can be generated from the rch. The notion of rch yields a lot of
insight into the structure of subclasses of chordal graphs.
Linking the notion of rch with minimal vertex separators, we prove a structure
theorem which characterizes the hyperedges of the rch in terms of these separators.
Further, we derive a formula for counting the number of clique trees of a chordal graph.
We show that using an algorithmic characterization of minimal vertex separators given
in [14,15], this formula can be evaluated e8ciently, improving upon an existing bound
of O(|V |3:5) [7].
In contrast to the existing approaches [7,9,13] to the study of clique trees of a chordal
graph, the emphasis of our approach is on the development of a unique structure that
completely reGects the clique structure of chordal graphs.
We next introduce a few new subclasses of chordal graphs that arise naturally
in the framework of the paper. Uniquely representable chordal (ur-chordal) graphs,
k-separator chordal (k-sep-chordal) graphs and arch-chordal graphs are de?ned and
characterized. The new subclasses can be used to obtain better insight on the complex-
ity of problems that are hard for chordal graphs. We have obtained a few results of this
nature by showing that the Hamiltonian circuit problem on 2-sep-chordal graphs and
the isomorphism problem on Hamiltonian 2-sep-chordal graphs have linear-time solu-
tions [16,18]. These results generalize known results on maximal outer planar graphs
which form a subclass of 2-sep-chordal graphs.
The paper is organized as follows: In Section 2 we collect together the relevant def-
initions and characterizations regarding chordal graphs. In Section 3 we de?ne clique
hypergraph and the reduced clique hypergraph notions. Section 4 contains the char-
acterization of the edges of the rch structure in terms of minimal vertex separators.
In Section 5, we show that the rch can be used to generate all the clique trees. In
the ?nal section, we propose new subclasses of chordal graphs. The appendix contains
the derivation of the formula for counting the number of clique trees and how it can
be evaluated.
2. Preliminaries
An undirected graph G= (V; E) is chordal if every cycle of length at least four has
a chord, i.e., an edge between two nonconsecutive vertices of the cycle. Chordality
is a hereditary property, that is, every induced subgraph of a chordal graph is also
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chordal. A subset S ⊂V is called a u–v separator of G if in G− S, the vertices u and
v are in two diKerent connected components. A u–v separator is called a minimal u–v
separator if no proper subset of it is a u–v separator. A minimal vertex separator is a
minimal u–v separator for some u and v. One of the many characterizations of chordal
graphs is in terms of minimal vertex separators.
Theorem 1 (Dirac [4]). An undirected graph is chordal if and only if every minimal
vertex separator of it induces a clique.
A vertex v of a graph G is called simplicial if its adjacency set adj(v) induces a
clique. An elimination ordering  of a graph G is a bijection  : {1; 2; : : : ; n} → V ,
where |V | = n. Accordingly, (i) is the ith vertex in the elimination ordering and
−1(v); v ∈ V gives the position of v in . A perfect elimination ordering (peo) is an
elimination ordering =(v1; v2; : : : ; vn) where vi (16i6n) is a simplicial vertex in the
subgraph induced by {vi; vi+1; : : : ; vn}. The following characterization of chordal graphs
is well known.
Theorem 2 (Fulkerson and Gross [5] and Golumbic [8]). An undirected graph is
chordal if and only if it has a perfect elimination ordering.
Given a peo  of a chordal graph G, N (v; ) denotes the set of vertices adjacent to
v that appear later than v in . That is,
N (v; ) = {x ∈ adj(v): −1(x)¿−1(v)}:
The set N (v; ) is called the monotone adjacency set of v with respect to . The
graph G can be constructed by starting with an empty graph and adding vertices in the
order (n); (n−1); : : : ; (1), making each added vertex v adjacent to all the vertices in
N (v; ). We call this process the reconstruction of G with respect to . Throughout the
paper, we use the following notation: Vi() = {v : −1(v)¿i}. Gi() is the subgraph
of G induced by Vi(). When the peo  is clear from the context, we use Vi and Gi
to mean Vi() and Gi(), respectively. We call a chordal graph nontrivial if it has
at least two maximal cliques. In this paper we assume that the chordal graphs under
discussion are nontrivial, unless otherwise stated.
Chordal graphs can be recognized in linear time. Maximum cardinality search (MCS)
[17] and lexicographic breadth ?rst search (LBFS) [8] are two well-known algorithms
that generate an elimination ordering of a graph which would be perfect if and only if
the graph is chordal.
A separator is minimal if it contains no other separator. Note that a minimal vertex
separator is not necessarily a minimal separator, as the minimal u–v separator may
contain the minimal x–y separator for some other pair of vertices x; y. The minimal
separators of a chordal graph have the following interesting property which can be
established easily.
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Fig. 1. A chordal graph and two of its clique trees.
Lemma 1. If S is a minimal separator of a chordal graph G; then each of the con-
nected components of G − S has a vertex that is adjacent to all the vertices of S.
Corollary 1. If S is a minimal u–v separator of a chordal graph G; then the connected
components of G − S that contain either u or v have a vertex that is adjacent to all
the vertices of S.
Chordal graphs have an interesting intersection graph representation. Buneman [3]
and Gavril [6] have shown that an undirected graph is chordal if and only if it is
an intersection graph of a family of subtrees of a tree. A tree representation of a
chordal graph G is a pair (T;F) where T is a tree and F is a family of subtrees
of T such that the intersection graph of F is isomorphic to G. Gavril [6] has further
shown that given a chordal graph G, it is possible to construct a tree T with vertex
set K = {q1; q2; : : : ; qr} where qi corresponds to the maximal clique Qi of G, such that
(T; {Rv1 ; Rv2; : : : ; Rvn}) is a tree representation of G. Here, each Rvi , 16i6n, is the set
of maximal cliques that contain the vertex vi, i.e., Rvi = {qj: vi ∈ Qj}. Such a tree
representation of G is called a clique tree of G. The sets Ri determine the edges of
T , not necessarily in a unique manner. An undirected graph is chordal if and only if
it has a clique tree. Fig. 1 shows a chordal graph and two of its clique trees.
Theorem 3 (Gavril [6] and Buneman [3]). The following propositions are equivalent:
1. G is a chordal graph.
2. G is the intersection graph of a family of subtrees of a tree.
3. There exists a tree T with vertex set {q1; q2; : : : ; qr} such that for each vertex v;
the set Rv = {qi: v ∈ Qi} induces a subtree of T. Here qi represents the maximal
clique Qi.
The class of k-trees is a proper subclass of chordal graphs de?ned recursively as
follows: A k-clique is a k-tree and if H is a k-tree with a k-clique Q then adding
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a vertex v to H and making it adjacent to all the vertices in Q gives another k-tree.
k-trees generalize the class of trees which are nothing but 1-trees.
3. Clique hypergraphs
The de?nition of a clique tree of a chordal graph states that a tree T with the set
of vertices K = {q1; q2; : : : ; qr} is a clique tree if the sets Rv = {qi: v ∈ Qi} induce
connected subtrees in T for all v. Each Rv imposes a restriction on how the vertices of
T can get connected to each other. To formalize this, we de?ne the clique hypergraph
H (G) of a chordal graph G as H (G) = (K; {Rv1 ; Rv2 ; : : : ; Rvn}). A tree T with vertex
set K is said to satisfy an edge Rvi of H (G) if Rvi induces a connected subtree in
T . T is said to satisfy H (G) if it satis?es all the edges of H (G). Clearly T is a
clique tree of G if and only if it satis?es H (G). We call the edges of H (G) the
initial restriction sets of G. The information in H (G) about the clique trees can be
re?ned so that H (G) becomes a minimal structure in some sense. Towards this end,
we de?ne two operations on H (G). The hypergraph obtained by repeatedly performing
these operations on H (G) until they can no longer be performed is called the reduced
clique hypergraph (rch) of G, denoted by H ′(G). We formulate these operations by
means of the following lemmas.
A subset R⊂K of the vertices of the clique hypergraph is called a restriction set
if either it is one of the initial restriction sets or it is the intersection of two or more
restriction sets. A nontrivial restriction set is one that has at least two elements in it.
Henceforth, while dealing with clique hypergraphs we ignore the trivial restriction sets.
We now show that the restriction sets behave similar to the initial restriction sets.
Lemma 2. If R = {q1; q2; : : : ; qs} is a restriction set of a chordal graph G then R
induces a connected subgraph in any clique tree of G.
Proof. By the de?nition of the restriction set, we know that there exist initial restriction
sets R1; R2; : : : ; Rp such that R=
⋂p
i=1 Ri. For p=1, the lemma is trivially true. So, let
p¿2. Let T ′ be the subtree induced by the set R in a clique tree T of G. Suppose
T ′ is not connected. Let T1; T2 be any two connected components of T ′. Choose two
vertices y ∈ T1 and z ∈ T2 such that the vertices xi in the unique path (y; x1; x2; : : : ; xj; z)
connecting y and z in T are not in T ′. It is easily seen that such a choice can always
be made. Since y; z ∈ Ri; i= 1; : : : ; p and since each Ri induces a connected subgraph
in T , we have x1; x2; : : : ; xj ∈ Ri; i = 1; : : : ; p. This implies that x1; : : : ; xj belong to R
and hence to T ′. Thus T ′ is connected, a contradiction.
Lemma 3. A tree T satis9es the hypergraph H1 = (K; {R1; : : : ; Rn}) if and only if
it satis9es the hypergraph H2 obtained from H1 by incorporating all the nontrivial
intersections of the edges of H1 as additional edges.
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Fig. 2. (a) Reducible hyperedge and (b) irreducible hyperedge.
Proof. (If) Obvious as R1; : : : ; Rn are also present in H2.
(Only if) Follows from Lemma 2.
The above lemma shows that introducing the intersection of the edges of H (G) as
additional edges in H (G) re?nes the information represented by H (G) about the clique
trees of G.
We call an edge R of H (G) a reducible edge if there exists a set S1; S2; : : : ; Sp of
edges of H (G) such that (i) Si⊂R for all i, (ii) every element of R is in some Si and
(iii) the partial hypergraph (R; {S1; S2; : : : ; Sp}) is connected. Otherwise, R is called an
irreducible edge. Fig. 2 shows an example of a reducible edge.
A reducible hyperedge R induces a connected subgraph if all of its subhyperedges
S1; : : : ; Sp induce connected subgraphs. Conversely, the only way a tree T can satisfy
R, is that T satis?es each of the subhyperedges S1; : : : ; Sp. Thus, we have
Lemma 4. A tree T with vertex set K satis9es a hypergraph H1 = (K; {R1; : : : Rr}) if
and only if it satis9es H2 obtained from H1 by removing all the reducible
hyperedges.
Proof. (If) Suppose T satis?es H2. In addition to the edges in H2, H1 has some
reducible edges. From the de?nition of reducible edges, it is easy to show that cor-
responding to each such edge R there is a collection of edges R′ = {S1; S2; : : : ; Sp}
such that each Si is irreducible and hence in H2. These edges together contain all the
vertices in R. Thus the only way T can satisfy R is by satis?ying the collection R′.
Again, by the de?nition of reducible edges, R′ is a connected subhypergraph. So if all
the edges are individually satis?ed by T , T would satisfy R. Thus if T satis?es H2,
then it satis?es H1.
(Only if) Obvious.
Now, we de?ne the reduced clique hypergraph (rch) of a chordal graph. The hy-
pergraph H ′(G) obtained from H (G) by (i) repeatedly introducing the intersections
of existing hyperedges of H (G) as additional edges until all such intersections are
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Fig. 3. Chordal graphs and their rch.
introduced and (ii) removing all the reducible edges from the resulting H (G), is called
the reduced clique hypergraph of G.
Theorem 4. A tree T is a clique tree of the chordal graph G if and only if it satis9es
the reduced clique hypergraph H ′(G).
Proof. Follows from Lemmas 3 and 4.
Fig. 3 shows the rch of some chordal graphs. On the left side are two graphs with
their reduced clique hypergraphs shown on the right side. In the graphs, maximal
cliques are indicated as Q1; Q2; : : : : The vertices in the rch’s corresponding to these
maximal cliques are shown as q1; q2; : : : : It can be veri?ed that the edges in the rch’s
are obtained using the steps given in the de?nition of rch.
4. Characterizing the edges of the reduced clique hypergraph
Consider the rch of a tree G. As any two vertices u; v of G can be present in at
most one maximal clique (an edge) of G, |Ru ∩ Rv|61. Therefore, the reduced clique
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hypergraph of G will be the same as its clique hypergraph. Fig. 3(b) shows the rch
H ′(G) of a tree. Since Rx, where x is a leaf of G, has only one element, the nontrivial
edges of H ′(G) are contributed by the internal vertices of G. We note that there is
a one–one correspondence between the internal vertices of G and the hyperedges of
H ′(G). The edge corresponding to a vertex v is the set of all maximal cliques (i.e.,
edges) of G that contain v. We propose to generalize this correspondence to chordal
graphs. We discover that the set of minimal vertex separators of a chordal graph play
the role of internal vertices.
An algorithmic characterization of minimal vertex separators in terms of monotone
adjacency sets of MCS peo’s is proposed in [14,15]. We provide the de?nitions and
main results from the above paper that are required for the proof presented in this
section.
A set B⊂V (G) is de?ned to be a base set of a chordal graph G with respect to a
peo  if there exists a vertex v with −1(v) = t such that (i) B=N (v; ) and (ii) B is
not a maximal clique in Gt+1(). For a base set B, the vertices which satisfy (i) and
(ii) above are called its dependent vertices with respect to . We denote this set of
vertices by D(B; ). The size of the set D(B; ) is called the multiplicity of the base
set B and is denoted #(B; ).
Though the set of base sets is de?ned with respect to a speci?c peo, it can be shown
that irrespective of the peo used, we obtain the same set of base sets and they, in fact,
constitute the set of all minimal vertex separators [15].
Theorem 5. Let $ and % be two peo’s of a chordal graph G. (i) If B is a base set
of G with respect to $ then it is also a base set of G with respect to %; and (ii)
#(B; $) = #(B; %).
Theorem 6. A subset S ⊂V (G) is a minimal vertex separator of a chordal graph G
if and only if S is a base set of G.
We shall henceforth use the terms base sets and minimal vertex separators inter-
changeably. A useful characterization of base sets is as follows:
Theorem 7. A clique S of a chordal graph G is a base set with multiplicity r if and
only if there exists (r + 1) maximal cliques Q0; Q1; : : : ; Qr such that Qi ∩Qj = S and
Qi − S; Qj − S are in di;erent components of G − S for all 06i¡ j6r.
In this section we characterize the edges of the reduced clique hypergraph H ′(G)
of a chordal graph G in terms of its base sets. We use induction on the number of
base sets to establish the theorem. In the induction step, we decompose G into smaller
chordal graphs by removing a minimal base set.
In the following lemma, we characterize the minimal separators of a chordal
graph.
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Lemma 5. A clique S is a minimal separator of a chordal graph G if and only if S
is a minimal base set of G.
Proof. (If) Suppose S1⊂ S is also a separator of G and further let S1 be a minimal
separator contained in S. Consider the connected components of G−S1. By Lemma 1,
each of them must contain at least one vertex that is adjacent to all the vertices of
S1. Now, it is easy to ?nd two maximal cliques Q1 and Q2 such that Q1 ∩ Q2 = S1
and Q1 − S1 and Q2 − S1 are in diKerent components of G − S1. By Theorem 7, S1 is
also a base set of G, contradicting the minimality of base set S. Thus S is a minimal
separator of G.
(Only if) Let S be a minimal separator of G. As G is chordal, S is a clique. By an
argument similar to the one used in the “if” part of the proof it follows that S is base
set of G. Since no vertex separator of G is properly contained in S, there can be no
base set properly contained in S. Thus S is a minimal base set of G.
For a base set B, let r(B) denote the number of connected components of G(V −
B). The decomposition G[B] of G with respect to B is obtained as follows: Let M ′i ,
16i6r(B) be the connected components of G(V −B). Obtain Mi from M ′i by adding
to it those vertices of B that are adjacent to some vertices in M ′i along with the edges.
G[B] is the graph consisting of the components Mi. Fig. 4 illustrates this de?nition.
For a base set B, let d(B) denote the number of connected components of G − B
that contain at least one vertex which is adjacent to all the vertices of B. These are
called the dependent components of B. Also, d(B) = #(B) + 1. The following lemma
relates r(B) and d(B).
Lemma 6. Let B be a base set of a chordal graph G. Then (i) r(B)¿d(B) and (ii)
r(B) = d(B) if and only if B is a minimal base set of G.
Proof. (i) Obvious.
(ii) (If) Assume that r(B)¿d(B). As B has only d(B) dependent components, G[B]
has at least one component say M1 such that M1 ∩ B⊂B. Let M2 be a component of
G[B] that contains a dependent vertex of B with respect to . Then M1 ∩M2 =B′⊂B.
Now B′ is a clique separator that is contained in two maximal cliques say Q1; Q2 such
that Q1⊆M1; Q2⊆M2. Further Q1−B′; Q2−B′ are in diKerent components of G−B′.
Thus by Theorem 7, B′ is also a base set of G, contradicting the minimality of B.
Thus r(B) = d(B).
(Only if) If r(B) = d(B) then clearly, B is a minimal separator of G. By Lemma 5,
B is a minimal base set of G.
For a clique C of G, we denote by R(C) the set of maximal cliques that contain C,
i.e., R(C)={qj: C ⊂Qj}. Note that R({v})=Rv, de?ned earlier. For a hyperedge E, let
HE denote the subhypergraph generated by the elements of E. By components of E, we
mean the connected components of HE , obtained after deleting the edge E and reducible
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Fig. 4. The decomposition of a chordal graph G with respect to a base set B, the base set chosen is the
edge (11,12).
edges if any. In the following theorem we show that the reduced clique hypergraph of a
chordal graph is precisely the hypergraph (K={q1; q2; : : : ; qm}; R(B1); R(B2); : : : ; R(Br))
where Bi are the base sets of G.
Lemma 7. In a chordal graph G; if C is a clique that is not a subset of a base set
of G; then C is contained in exactly one maximal clique of G.
Proof. We use induction on the number of base sets of G. Suppose the lemma holds
for a chordal graph that has t or less number of base sets. Assume that G has t + 1
base sets. Choose a minimal base set B of G and consider the decomposition G[B] of
G with respect to B. Since by assumption C is not a subset of B, C is contained in
exactly one of the components of G[B]. Thus, by induction C is contained in exactly
one maximal clique of G.
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Theorem 8. The edges of the reduced clique hypergraph H ′(G) of a chordal graph
G are in one–one correspondence with the base sets of G. The edge corresponding to
a base set B is R(B). The number of components of R(B) is d(B).
Proof. We use induction on the number of base sets of G. The induction hypothesis
is as follows:
(i) H ′(G)=({q1; q2; : : : ; qm}; R(B1); R(B2); : : : ; R(Br)) where B1; B2; : : : ; Br are the base
sets of G,
(ii) R(Bi) has d(Bi) components, and
(iii) If C is any clique of G, HR(C) is connected.
Basis case: Suppose G has exactly one base set B of multiplicity t. Let R(B) =
{q0; q1; : : : ; qt}. Clearly, Q0; : : : ; Qt are the only maximal cliques of G. R(B) has d(B)=
#(B)+1=t+1 components, each component being a single vertex. Also, R(B)=
⋂
v∈B Rv.
For any vertex v 
∈ B, by Lemma 7, Rv is a trivial restriction set containing a single
element. Therefore, R(B) is the only edge of H ′(G). Suppose C is any clique of G.
If C is contained in B, then R(C) = R(B) which is a hyperedge of H ′(G). Otherwise,
by Lemma 7, C is contained in a unique maximal clique say qi and R(C) = {qi}. In
either case, the induction hypothesis is satis?ed.
Now, assume that the induction hypothesis is true for any chordal graph that has
at most j − 1 base sets. Let G be a chordal graph with j base sets. Let B be a
minimal base set of G. Consider the decomposition G[B] of G with respect to B.
As B is minimal G[B] has d(B) components say M1; M2; : : : ; Md(B), each of which
is a chordal graph with at most j − 1 base sets. Let Hi denote the reduced clique
hypergraph of Mi. We will construct a hypergraph H from the Hi’s and show that H
is the reduced clique hypergraph of G. Clearly, R(B)=R1(B)∪R2(B)∪ · · · ∪Rd(B)(B),
where Ri(B) is the set of maximal cliques of Mi that contain B, i.e., Ri(B)={qk : Qk ∈
Mi; B⊂Qk}. By the induction hypothesis, Ri(B) generates a connected subhypergraph
in Hi. Now, construct H as follows: Let H consist of all the edges of the Hi’s.
Further, add a hyperedge that intersects with each Hi in exactly Ri(B). Thus the new
hyperedge is R(B). Also, it has d(B) components. We show that H is the reduced clique
hypergraph of G. We will ?rst show that condition (iii) of the induction hypothesis
holds.
We need to show that for any clique C of G, the subhypergraph of H generated
by the set R(C) is a connected hypergraph. As B is a separator, C is either contained
in exactly one of the Mi’s or C ⊆B and hence it is contained in all the Mi’s. If C
is contained in any Mi, then by the induction hypothesis, R(C) generates a connected
hypergraph. Suppose C ⊂B. Then R(C)=R1(C)∪R2(C)∪ · · · ∪Rd(B)(C) where Rj(C)
is the set of maximal cliques of Mj that contain C. Again by the induction hypothesis,
each Rj(C) generates a connected hypergraph. Further since C ⊂B, R(B)⊂R(C). Note
that R(B) is an edge of the hypergraph H , and R(B) intersects the reduced clique
hypergraphs of all Mi. Therefore the presence of R(B) in H assures that R(C) generates
a connected subhypergraph of H .
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Now, we show that H is the reduced clique hypergraph of G. By de?nition, H
includes all the hyperedges of all Hi’s and in addition the edge R(B). We show that
R(B) is the only additional edge that needs to be included, thus proving that H is the
reduced clique hypergraph of G.
Consider any subset S of V (Mi), the vertex set of Mi. Let R=
⋂
v∈S Rv. In Hi, either
R is a hyperedge or it generates a connected subhypergraph depending on whether
it is irreducible or otherwise. Now, when G is obtained by taking the union of Mi,
the initial restriction sets associated with some of the vertices of S get aKected as
they may now be contained in additional maximal cliques. But unless all of them are
contained in an additional maximal clique, R will not change. Thus R gets aKected if
and only if S=B. Thus, the only additional edge that needs to be included is
⋂
v∈B Rv
which is precisely R(B). Since R(B) intersects with any subhypergraph Hi in exactly
one connected component, R(B) is an irreducible edge. Thus H is the reduced clique
hypergraph of G.
The proof of the above theorem is illustrated in Fig. 5.
Corollary 2. Minimal base sets of a chordal graph G correspond to maximal hy-
peredges of its reduced clique hypergraph H ′(G) and similarly maximal base sets
correspond to minimal hyperedges.
Corollary 3. If B is a maximal base set of a chordal graph G then B is contained
in exactly #(B) + 1 maximal cliques of G.
5. Enumerating clique trees
In this section, we ?rst discuss the details of certain characterizations of clique trees
of chordal graphs. We then demonstrate that the notion of rch is a generalization of
the notion of a clique tree by showing that all clique trees can be generated from the
rch.
Clique trees of a chordal graph have been characterized by Bernstein and Goodman
[1] in an interesting way. The intersection graph of the set of maximal cliques of an
undirected graph G is called its clique graph and is denoted by q(G). Associate integer
weights to the edges of the clique graph, the weight of an edge being the size of the
intersection of the maximal cliques corresponding to its endpoints. In [1] (see also
[7]), it is proved that the clique trees of a chordal graph G are exactly the maximum
weighted spanning trees of the weighted clique graph of G. In [7], Gavril proposed
an algorithm to generate the maximum spanning trees of a weighted undirected graph.
Using this approach, counting the number of clique trees of a chordal graph takes
O(|V |3:5).
A characterization of the clique trees of a chordal graph similar to that of [1] is
proposed in [13]. The t-overlap clique graph qt(G) of a graph G is a graph with
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Fig. 5. Illustration of the proof of theorem on rch edges.
vertices corresponding to the maximal cliques of G and two vertices are adjacent if
and only if the corresponding maximal cliques intersect in at least t elements. Shi-
bata proposed the following algorithm to obtain a clique tree of a chordal graph
G: Start with qs(G) where s is the smallest integer such that qs(G) is an edge-
less graph. Set Ts = qs(G). To get Ti−1 from Ti, throw in as many edges of weight
(i− 1) as possible such that the resulting Ti−1 remains a forest. T1 is a clique tree of
G.
We now propose a new characterization of the clique trees of a chordal graph by
giving a recursive algorithm to generate the clique trees of a chordal graph assuming
that we are given its minimal vertex separators. This also demonstrates that the notion
of rch is a generalization of the notion of a clique tree.
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Algorithm Generate-Clique-Trees (G);
begin
if G is not a clique then
begin
choose a minimal base set Bi of G;
determine the components M1; M2; : : : ; M#(Bi)+1 of G[Bi];
for s= 1 to #(Bi) + 1 do
Ts ← Generate-Clique-Trees(Ms);
let T be the forest de?ned by T1 ∪ T2 ∪ · · · ∪ T#(Bi)+1;
choose an arbitrary spanning tree T ′ of the complete graph on
{t1; t2; : : : ; t#(Bi)+1}, where ti represents Ti;
for each edge (tj; tk) of T ′ do
begin
choose a node xj of Tj such that Bi is a
subset of the maximal clique corresponding to xj;
similarly, choose a node xk of Tk such that Bi is a
subset of the maximal clique corresponding to xk ;
add the edge (xj; xk) to T
end
end
else
begin
let G be the maximal clique Qi;
T ← a single node graph consisting of qi;
end;
end;
Theorem 9. A tree is a clique tree of a chordal graph if and only if it is generated
by Generate-Clique-Tree.
Proof. (If) Assume that Generate-Clique-Tree works correctly on chordal graphs with
t or less number of base sets. Suppose G has t+1 base sets. Let T be a tree generated
by the algorithm working on G. Then T is obtained from T1; T2; : : : ; T#(Bi)+1 with the
help of T ′. By induction, T ′i s are clique trees of the components of G[B]. Thus by
Theorem 4, all the rch edges other than R(B) are satis?ed by T . The choice of T ′ as
a spanning tree connecting the nodes x′is (as de?ned in the algorithm), ensures that
R(B) is also satis?ed. Thus by Theorem 4, T is a clique tree of G.
(Only if) It is enough to show that all possible ways of satisfying the rch H ′(G)
are explored by the algorithm. We use induction on the structure of the rch to show
this. In the basis case, H ′(G) has a single hyperedge R containing isolated nodes only.
In terms of graph G, this corresponds to having one base set B contained in all the
maximal cliques of G. In this case, all the components of G[B] would be cliques. The
algorithm ?rst generates single-node trees for these cliques. It then connects these points
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using all possible spanning trees. Thus, it generates all possible ways of satisfying R.
For the induction step, consider a maximal hyperedge R that contains components
R1; R2; : : : ; Rp. By induction, all possible ways of satisfying Ri are explored by the
algorithm. In terms of the graph G, maximal hyperedge R corresponds to a minimal
base set, say, B. Each of the Ri’s is part of the rch of the components of G[B].
The nodes in each Ri correspond to maximal cliques that contain B and hence are all
candidates which can be chosen as an x vertex from Ti in the algorithm. All spanning
trees that connect x vertices are explored by the algorithm. Thus all possible ways of
satisfying R are explored by the algorithm.
A characterization of the clique trees of a chordal graph similar to the one presented
above has been previously developed by Ho and Lee [9]. However, the emphasis of
our approach to the study of the clique structure of chordal graphs is on introducing
a new structure, namely the rch, that captures all the clique interactions in the graph
and generalizes the notion of clique trees. As we show in the next section the insight
provided by the rch leads us to propose several new subclasses of chordal graphs.
In [9], a formula for counting the number of clique trees of a chordal graph is
presented. In an appendix to the paper, we show that essentially the same formula
can be derived using the results of this paper. As known from [7], the problem of
counting the number of clique trees of a chordal graph can be solved in polynomial
time. We provide a diKerent algorithm to solve this problem. This solution uses the
formula mentioned above and in addition an algorithmic characterization of minimal
vertex separators proved in [14,15].
6. New subclasses of chordal graphs
In this section, we introduce certain new subclasses of chordal graphs that emerge
naturally in the framework of the paper. We also present results that relate these classes
with the existing subclasses. The characterizations of the classes are all in terms of
their rch structure.
6.1. Uniquely representable chordal graphs
In the context of the study of clique structure of chordal graphs, a natural and
interesting question that arises is that of characterizing chordal graphs that have exactly
one clique tree. A chordal graph is called a uniquely representable chordal graph
(brieGy ur-chordal graph) if it has exactly one clique tree. These graphs are much
simpler in their structure and can be an initial subclass on which a problem can be
tried before it is attempted for general chordal graphs.
Theorem 10. A chordal graph is uniquely representable if and only if (i) There is no
proper containment between any two base sets and (ii) All base sets are of multiplicity
one.
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Proof. (If) Let G be a chordal graph satisfying conditions (i) and (ii). We show that
the rch H ′(G) of G is a tree, thus showing that G has a unique clique tree. As no two
base sets of G are contained in each other, no two hyperedges in H ′(G) are contained
in each other (Theorem 8, p. 11). It also follows that any two hyperedges of H ′(G)
intersect in exactly one node, for otherwise, the intersection will be a subedge in the
two intersecting hyperedges. Further, since all the base sets are of multiplicity one, all
hyperedges have exactly two nodes in them (Theorem 8). Hence, H ′(G) is a tree and
is the unique clique tree of G.
(Only if) As the Theorem 8 is a characterization, the arguments of the “If” part of
the proof can be used in the reverse direction to show that a chordal graph with a
unique clique tree satis?es the required conditions on its base sets.
Theorem 11. A chordal graph G is uniquely representable if and only if every base
set of G is contained in exactly two maximal cliques of G.
Proof. (If) Assume that every base set of G is contained in exactly two maximal
cliques. Suppose B1 and B2 are two base sets such that B1⊂B2. Thus B1 is contained
in the two maximal cliques that contain B2. In addition, B1 is contained in at least one
more maximal clique because B1 has at least one dependent vertex. So, B1 is contained
in three maximal cliques, a contradiction. Thus there is no proper containment between
any two base sets.
Also, if a base set B has #(B)¿2, then B is contained in at least three maximal
cliques. Thus all base sets of G have multiplicity one. By Theorem 10, G has a unique
clique tree.
(Only if) A hyperedge of the rch H ′(G) of a ur-chordal graph G is of size two.
Hence the base set of G corresponding to the hyperedge is contained in exactly two
maximal cliques, by Theorem 8.
Proper interval graphs or indiKerence graphs arise in many practical situations [19].
Here, we show that these graphs form a subclass of ur-chordal graphs.
Theorem 12. Proper interval graphs are uniquely representable.
Proof. Recall that an interval graph is a proper interval graph if and only if it does
not contain an induced subgraph that is isomorphic to a claw, i.e., K1;3 [8]. Let G be
a proper interval graph. Suppose B1 and B2 are base sets of G such that B1⊂B2. Let
 be a peo of G and let v1 and v2 be dependent vertices of B1 and B2, respectively,
with respect to . Let Q be a maximal clique of G that properly contains B2. Let
v3 ∈ Q−B2 and let x be any vertex in B1. Clearly, x is adjacent to v1; v2 and v3. Then,
{x}; {v1; v2; v3} form a K1;3. Thus no two base sets of G are contained in each other.
Suppose there is a base set B with multiplicity two or more. Let v1; v2 be two dependent
vertices of B with respect to . Again let Q be a maximal clique that properly contains
B and let v3 ∈ Q−B. Then, {x}; {v1; v2; v3} induce a K1;3. Thus all base sets of G are
of multiplicity one. By Theorem 10, G is a uniquely representable chordal graph.
P.S. Kumar, C.E.V. Madhavan /Discrete Applied Mathematics 117 (2002) 109–131 125
However, it is easy to see that not all uniquely representable interval graphs are
proper interval graphs.
We can recognize a ur-chordal graph by testing whether the rch of the given chordal
graph is a tree.
6.2. k-separator-chordal graphs
The class of k-trees has ?xed-size minimal vertex separators, namely k, and the size
of the maximum clique size is k + 1. We can relax the condition on the clique size
and obtain a super class of k-trees that has the same rch structure of k-trees.
We call a chordal graph a k-separator-chordal graph (brieGy k-sep-chordal graph)
if every minimal vertex separator is of size exactly k. k-sep-chordal graphs generalize
k-trees. A k-chordal graph is a chordal graph with maximum clique size (k + 1).
k-chordal graphs and k-sep-chordal graphs are incomparable subclasses of chordal
graphs. k-sep-chordal graphs can have cliques of arbitrary large size whereas k-chordal
graphs can have minimal vertex separators of arbitrary size less than k. Also, the class
of chordal graphs whose base sets are of size less than or equal to k properly contain
the class of k-chordal graphs. Thus k-sep-chordal graphs and k-chordal graphs are two
diKerent generalizations of the notion of k-trees.
Hamiltonian 2-trees turn out to be maximal outer planar graphs and they can be
recognized in linear time. We have generalized this result and shown that Hamiltonian
2-sep-chordal graphs can be recognized in linear time. Also, as with maximal outer
planar graphs, the isomorphism problem for Hamiltonian 2-sep-chordal can also be
solved in linear time [16,18].
6.3. Acyclic rch chordal graphs
We ?rst show that the structure of rch of k-trees is very simple. We then generalize
and obtain the largest subclass of chordal graphs that shares this simplicity.
A (Berge) cycle in a hypergraph is a sequence x1; E1; x2; E2; : : : ; xr ; Er; x1 where xi are
distinct vertices and Ei are distinct edges of the hypergraph and xi ∈ Ei−1∩Ei; 1¡i6r
and x1 ∈ E1 ∩ Er . We call a hypergraph Berge-acyclic if it does not have cycles.
Lemma 8. If G is a k-tree then its rch H ′(G) has the following properties: (i) No
hyperedge is properly contained in another; (ii) Any two hyperedges intersect in at
most one node and (iii) The degree of any node is at most (k + 1).
Proof. (i) As G is a k-tree, all of its base sets are of size k. So no base set of G is
properly contained in another. By Theorem 8, no hyperedge of H ′(G) is contained in
another.
(ii) Suppose E1; E2 are hyperedges of H ′(G) such that |E1 ∩ E2|¿ 1. By de?nition,
the rch is ‘closed’ under intersection, i.e., the intersection of any two hyperedges, if it is
of size greater than one, is also a hyperedge of H ′(G). Thus E1∩E2 is a subhyperedge
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of both E1 and E2. This violates property (i). Thus no two hyperedges intersect in
more than one node.
(iii) The degree of a node q is the number of hyperedges which contain it. A
hyperedge R contains the node q if the base set corresponding to R is contained in the
maximal clique Q that corresponds to q (see Theorem 8). Thus, the degree of node q
is equal to the number of base sets contained in Q. All maximal cliques of G are of
size (k + 1) as it is a k-tree. Hence the maximum number of base sets Q can contain
is (
k + 1
k
)
= k + 1:
Thus the degree of q is at most (k + 1).
Lemma 9. The rch of a k-tree is Berge-acyclic.
Proof. Let C be a cycle in the rch H ′(G) of a k-tree G. C=x1E1x2E2 : : : xrErx1; r ¿ 1.
By Lemma 8, the only possible cycle in H ′(G) is the one where nonadjacent edges are
disjoint. But such a cycle can never be present in an rch because no tree can satisfy
the rch. Thus H ′(G) is Berge-acyclic.
The structural simplicity of k-trees is reGected in the simple tree-like structure of
their rch.
Lemma 10. The rch of a k-sep-chordal graph is Berge-acyclic.
Proof. As all the base sets of a k-sep-chordal graph are of size k, properties (i) and
(ii) given in Lemma 8 hold for k-sep-chordal graphs also. Note, however, that the
bound on the degree of a node does not hold for k-sep-chordal graphs as they can
have cliques of any size greater than (k + 1). Using the same arguments of the proof
of Lemma 9, we can show that the rch of a k-sep-chordal graph is acyclic.
This brings us to the following question: What is the largest subclass of chordal
graphs that has the acyclic rch property? We call this class arch-chordal graphs (for
acyclic rch chordal graphs).
Theorem 13. A chordal graph is an arch-chordal graph if and only if no two base
sets are properly contained in each other.
Proof. (If) The rch of a chordal graph G in which there is no proper containment
between any two base sets satis?es the conditions (i) and (ii) given in the Lemma 8.
Hence H ′(G) is acyclic.
(Only if) If B1 and B2 are any two base sets such that B1⊂B2 then by Theorem
8, R(B2)⊂R(B1) where R(B1) and R(B2) are the hyperedges corresponding to B1 and
B2, respectively. It is easy to see that these edges give rise to a cycle of length two
in H ′(G).
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Fig. 6. The rch of a caterpillar.
The class of arch-chordal graphs is the largest subclass of chordal graphs that has
the same simple clique structure as that of trees. It is also a natural generalization of
the notion of k-trees and k-sep-chordal graphs.
Since the containment between a pair of base sets can be checked in O(!(G)) time,
we have,
Theorem 14. Recognition of arch-chordal graphs can be done in O(|V |2!(G)) time.
6.4. k-caterpillars
A tree T is called a caterpillar if the removal of all the leaves of T results in path
[20]. Trotter et al. [21] have shown the following:
Lemma 11. A tree is an interval graph if and only if it is a caterpillar.
The rch of a caterpillar has a chain-like structure (see Fig. 6). It is clear from the
algorithm Generate-Clique-Tree, that this structure ensures the existence of a clique
tree which is a path. Now, a natural way of generalizing caterpillars is as follows: A
k-tree G is called a k-caterpillar if its rch H ′(G) has distinct nodes x1; x2; : : : ; xr such
that x1; E1; x2; E2; : : : ; xr ; Er is a path that uses all the hyperedges of H ′(G). Thus the
rch of k-caterpillars also has a chain-like structure. The following is immediate.
Lemma 12. A k-tree is an interval graph if and only if it is a k-caterpillar.
The above de?nition of k-caterpillars is a good alternative to the de?nition proposed
in [12].
Fig. 7 depicts the hierarchy of classes that emerges from the results presented in this
section.
7. Conclusions
In this paper, we have introduced a new structure called the reduced clique hyper-
graph for chordal graphs and shown that all the clique trees of a chordal graph can
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Fig. 7. A hierarchy of subclasses of chordal graphs.
be obtained from its rch. We have clearly brought out the connection between the
rch structure and minimal vertex separators leading to e8cient algorithms for count-
ing and enumerating clique trees. We have also introduced several new subclasses of
chordal graphs which are potentially useful in analyzing the complexity of hard prob-
lems on chordal graphs. Characterizing subclasses of chordal graphs in terms of their
rch structure is an interesting course of future work.
Appendix
Here, we derive a formula for the number of clique trees of a connected chordal
graph. Let B = {B1; B2; : : : ; Bp} be the set of base sets of a chordal graph G. As
before, R(Bi) denotes the hyperedge of H ′(G) that corresponds to the base set Bi.
Recall that d(Bi) = #(Bi) + 1 is the number of components in R(Bi). In the Algorithm
Generate-Clique-Trees, we count the number of ways in which T can be obtained after
computing T1; T2; : : : ; Td(Bi). Let sij be the number of nodes in Tj with the property that
the maximal clique corresponding to the node properly contains Bi. Note that sij is
also the size of the jth component in the hyperedge R(Bi). We ?rst ?x the degrees of
vertices in T ′; let the degree of tj be xj. For each such tree T ′, we count the number
of ways obtaining T as follows. For each edge (tj; tk) of T ′, we can choose an edge
to be added to T in sij ∗ sik number of ways. The choice made at any edge of T ′ is
independent of the choices made at other edges. Thus, the number of trees that can
be obtained with T ′ is
∏d(Bi)
j=1 (sij)
xj . Hence the total number of trees obtained from
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T1; T2; : : : ; Td(Bi), denoted by Ni, is given by the following:
Ni =
∑
x1+x2+···+xd(Bi )=2d(Bi)−2
T (x1; x2; : : : ; xd(Bi))
d(Bi)∏
j=1
(sij)xj :
Here, T (x1; x2; : : : ; xd(Bi)) denotes the number of spanning trees on {t1; t2; : : : ; td(Bi)} with
tj having degree xj. By PrTufers proof of Cayley’s formula (See [10]) for counting the
number trees on n labeled vertices, we have
T (x1; x2; : : : ; xd(Bi)) =
(
d(Bi)− 2
x1 − 1; x2 − 1; : : : ; xd(Bi) − 1
)
:
Hence,
Ni =
∑
x1+x2+···+xd(Bi )=2d(Bi)−2
(
d(Bi)− 2
x1 − 1; x2 − 1; : : : ; xd(Bi) − 1
) d(Bi)∏
j=1
(sij)xj
=
d(Bi)∏
j=1
sij
∑
x1+x2+···+xd(Bi )=d(Bi)−2
(
d(Bi)− 2
x1; x2; : : : ; xd(Bi)
) d(Bi)∏
j=1
(sij)xj
=
d(Bi)∏
j=1
sij

d(Bi)∑
j=1
sij


d(Bi)−2
=
d(Bi)∏
j=1
sij|R(Bi)|d(Bi)−2:
Now, it is clear from the Algorithm Generate-Clique-Trees, that the number of clique
trees of a chordal graph G, denoted by CT (G), is given by the following:
CT (G) = Ni CT (M1)CT (M2) · · ·CT (Md(Bi));
where Mj are the smaller chordal graphs that result after G is decomposed with respect
to Bi.
As we have seen in the proof of Theorem 8, decomposing a chordal graph G with
respect to a minimal base set Bi corresponds to removing a maximal hyperedge in the
rch H ′(G). The resulting hypergraphs are the reduced clique hypergraphs of the smaller
chordal graphs that arise after the decomposition. The set of base sets of G, except
Bi, get partitioned among the chordal graphs that arise after the decomposition. During
the recursive decomposition, every base set will at some stage become a minimal base
set. Thus,
CT (G) =
|B|∏
i=1
Ni =
|B|∏
i=1



d(Bi)∏
j=1
sij

 |R(Bi)|d(Bi)−2

 :
Hence, we have
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Theorem 15. The number of clique trees of a chordal graph G is given by
CT (G) =
|B|∏
i=1



d(Bi)∏
j=1
sij

 |R(Bi)|d(Bi)−2

 :
We now address the problem of counting the number of clique trees of a chordal
graph.
Recall that d(Bi)=#(Bi)+1 denotes the number of connected components of G−Bi
that contain at least one vertex which is adjacent to all the vertices of Bi. sij denotes
the number of maximal cliques that properly contain Bi in the jth component. Further,
|R(Bi)|=
∑d(Bi)
j=1 sij. Thus, computing sij for all i is su8cient for computing the value
of CT (G).
To compute sij for Bi, we proceed as follows. Associate a counter, initialized to zero,
with each vertex of G. For each vertex x ∈ Bi, increment the counter of all the vertices
that are adjacent to x. Repeat this for all vertices of Bi. Next, mark all those vertices
of G whose counter value equals |Bi| as red vertices. Note that each red vertex is
adjacent to all the vertices of Bi. Now, determine the connected components of G−Bi.
In each component that contains at least one red vertex, take the subgraph induced by
the red vertices and compute the size of its maximum independent set. It is easy to see
that this number equals the number of maximal cliques of the component that properly
contain Bi. As the induced subgraphs mentioned above are all chordal, computing the
size of the maximum independent set for all of the components takes O(|V |+ |E|) time
[8]. Determining the red vertices takes O(|V ||Bi|) time. Thus computing sij for a base
set Bi takes O(|V ||Bi|+ |V |+ |E|) = O(!(G)|V |+ |E|) time and computing sij for all
i takes O(|B|(!(G)|V |+ |E|)) time.
The time required to compute CT (G) is the total time required to compute the base
sets and sij for all i. Hence,
Theorem 16. The number of clique trees of a chordal graph G can be computed in
O(|B|(!(G)|V |+ |E|)) time; where B is its set of base sets.
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