Computer communication networks have become more complex and widely used by all organizations and applications. Intensive research efforts are being conducted worldwide to tackle various challenging issues. Among the important research efforts in this regard is performance evaluation of such complex systems. Modeling and simulation techniques are playing a vital role in the development and progress of this technology as a means to gauge the capacities and limits of new schemes, designs, protocols, and algorithms before they are developed and built [1] [2] [3] [4] [5] .
Lao, Cui, and Gerla study the MSON design problem. They formulate the difficult MSON provisioning problem and divide it into three subproblems: overlay proxy placement, overlay link selection, and bandwidth dimensioning. For each of these subproblems, they propose several algorithms: an ILP formulation and a greedy algorithm for overlay proxy placement; Complete Graph, K-MST, and Adjacent Connection for overlay link selection; and a simulation-based approach for bandwidth dimensioning. They analyze the performance of these algorithms and identify the trade-offs among them. Using extensive modeling and simulation, they find that the performance of TOMA is significantly affected by different overlay provisioning algorithms. Based on the simulation results, they find out that the greedy algorithm is a very effective solution for overlay proxy placement; MST and Adjacent Connection produce better results than Complete Graph, and overdimensioning is needed for bandwidth dimensioning to reduce the join request rejection ratio. Moreover, the authors propose future works that include studying the impact of various network topologies and multicast group models (such as different group lifetime distributions) on the effectiveness of the proposed schemes. They also suggest considering the design of peer-to-peer trees in local clusters when MSONs are used as the backbone service overlays and investigate the feasibility of using existing end-systembased approaches such as Narada [6] and NICE [7] in this case.
Fàbrega, Jové, Vilà, and Marzo propose a new scheme for a network service that guarantees a minimum throughput to flows accepted by the AC mechanism and is suitable for TCP flows. The proposed scheme considers a network path and is able to provide different throughput to different flows (users) as well as protection against nonresponsive sources. The scheme is simple and scalable because in the core, it does not need per flow processing and uses a small set of packet classes, with each class having a different discarding priority. The AC technique is based on edgeto-edge per flow throughput measurements using the first packets of the flow. Furthermore, it requires flows to send at a minimum rate since reservations are based on "occupancy" rather than on "state." In addition, the authors consider a scenario with multiple domains, where each domain has a user-provider agreement with each of its neighboring domains. They investigate and discuss the interconnection needs of the proposed scheme and the details of the edge node operation.
Li, Lai, Liu, Sun, andYang propose a scheme that allows node i to associate each of its neighbor j with a reachability value that is a measure of the stability of the link between i and j . They then apply the proposed scheme to greedy perimeter stateless routing (GPSR) and design two new routing algorithms: disruption-tolerant geographic routing-simple forwarding (DTGR-SF) and disruptiontolerant geographic routing-waiting before forwarding (DTGR-WF), in which nodes use reachability values to make forwarding decisions. They compare the performance of DTGR-SF and DTGR-WF with that of GPSR in various simulation conditions. Through simulation, they find out that (1) when temporary disruptions due to obstructions, beacon collisions, and so on are present, DTGR-WF performs significantly better than GPSR in terms of the packet delivery success ratio, with the trade-off of the increased packet delivery latency. For example, in network settings where nodes are static, DTGR-WF achieves an average 46.8% higher packet delivery success ratio than GPSR. (2) When temporary disruptions due to node mobility are present, DTGR-WF performs the best in terms of packet success ratio, with an average gain of 37% over GPSR and 20% over DTGR-SF. It also achieves the lowest average latency in almost all the cases. GPSR achieves the lowest packet delivery success ratio as well as the highest packet delivery latency. (3) In network conditions where GPSR has shown to yield a higher packet delivery success ratio and a lower average packet delivery latency than existing routing protocols, the proposed schemes achieve the same high packet delivery success ratio as GPSR with reduced average packet delivery latency.
Finally, Zarai, Boudriga and Obaidat consider the design of heterogeneous wireless networks using a UMTS core and integrating a variety of WLANs. They also develop a seamless handoff and show that the integration improves the bandwidth utilization, which is necessary in providing quality of service in heterogeneous networks. The authors highlight the influence of the WLAN-UMTS handoff admission priority on handoff blocking probability and new call blocking probability. The simulation analysis results developed in their article show the efficiency of the decisions included in the schemes. The authors suggest as future work to address the handoff authentication to provide seamless and secure handoff between different access networks. 
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