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Abstract
We review the relations between (twisted) supersymmetric gauge theories in four di-
mensions and moduli problems in four-dimensional topology, and we study in detail the
non-abelian monopole equations from this point of view. The relevance of exact results
in N = 1 and N = 2 supersymmetric gauge theories to the computation of topological in-
variants is emphasized. Some background material is provided, including an introduction
to Donaldson theory, the twisting procedure and the Mathai-Quillen formalism.
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Chapter 1
Introduction
This work has its roots in the recent developments in four-dimensional geometry and
the interrelations with the understanding of the non-perturbative behaviour of supersym-
metric gauge theories in four dimensions. Perhaps it is useful to give a brief historical
overview to understand the context of this relationship.
Donaldson theory was born in 1982 as an attempt to provide a new tool for the clas-
sification of four-manifolds. The usual techniques in Topology were not powerful enough
and the inspiration was found in the theory of Yang-Mills fields, already explored by
Atiyah and Bott in their classical works. Although Donaldson theory has been extremely
successful and solved some of the longstanding problems in the field, technical difficulties
made this progress rather hard to pursue.
On the other hand, Donaldson theory was at the origin of Topological Quantum Field
Theories, invented by Witten in 1988. Witten formulated a Quantum Field Theory start-
ing from N = 2 supersymmetric Yang-Mills theory in four dimensions. The resulting
theory was a kind of exotic coupling to gravity of the original supersymmetric theory,
and had some astonishing properties: the physical excitations were projected out of the
Hilbert space and only remained the vacuum degrees of freedom. The correlation func-
tions turned out to be independent of the four-manifold metric and standard path integral
arguments showed that they were identical to the invariants defined by Donaldson. This
Topological Quantum Field Theory is now known as Donaldson-Witten theory.
Although this fundamental work established the first deep link between a supersym-
metric gauge theory and four-manifold topology, it was not clear at all by that time what
the reasons of this connection were and what new results could be derived from it. An im-
portant step in the first direction was made by Atiyah and Jeffrey in 1990. They showed
that Witten’s Lagrangian could be interpreted as the Mathai-Quillen representative of
the Thom class of some infinite dimensional vector bundle over the space of Yang-Mills
connections.
The situation radically changed in 1994 due to the convergence of some spectacular
developments both in Donaldson theory and in Quantum Field Theory: the Kronheimer-
Mrowka structure theorem, the work of Seiberg on N = 1 supersymmetry and the rebirth
of duality. The structure theorem of Kronheimer and Mrowka was a major step towards
the understanding of the geometric core of Donaldson theory. They were able to show
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that all the information contained in Donaldson invariants, at least for a wide class of
manifolds, was encoded in a finite number of two-dimensional cohomology classes, the
basic classes. Although in their work these classes were conjectured to have some simple
properties, they were not completely identified by them. This structure theorem led
Witten to perform the first physical computation of Donaldson invariants in the Ka¨hler
case. Witten showed that on a Ka¨hler manifold it was possible to softly break the N = 2
theory down to an N = 1 theory in a topologically trivial way from the point of view
of the twisted theory. This allowed him to compute the Donaldson invariants from the
non-perturbative behaviour of N = 1 super Yang-Mills theory, and to identify in a precise
way the basic classes of Kronheimer and Mrowka (in the Ka¨hler case).
The crucial step in this story involved the use of electric-magnetic duality and the
progress in the understanding of N = 1 supersymmetric gauge theories made by Seiberg.
Using these two ingredients, Seiberg and Witten were able to obtain the exact low-energy
effective action of N = 2 super Yang-Mills theory. The alternative description of the
infrared physics of this theory allowed them to formulate a dual version of Donaldson
theory. As the effective behaviour of N = 2 super Yang-Mills can be described at the
relevant points in the moduli space by an abelian N = 2 gauge theory coupled to a
magnetic monopole, the twist of this N = 2 theory led to a powerful moduli theory
based on the Seiberg-Witten monopole equations. This theory gives a new viewpoint on
Donaldson theory and completely characterizes the basic classes found by Kronheimer
and Mrowka. Moreover, the new equations constitute by themselves an extremely useful
tool to obtain topological information on four-manifolds.
The possibility of coupling twisted matter hypermultiplets to Donaldson-Witten the-
ory was considered before in the literature, but the physical an mathematical tools that
have been developed in the last two years make possible a thorough understanding of
this family of theories. In this work we make a systematic analysis of the resulting
non-abelian monopole theory, from many different points of view. Mathematically, these
equations define a moduli space which is the natural generalization of both Donaldson the-
ory and Seiberg-Witten theory, as it contains the moduli spaces of ASD connections and
of Seiberg-Witten pairs as subspaces. We describe mathematically this moduli space and
we relate the non-abelian equations to the twisted N = 2 Yang-Mills theory coupled to a
matter hypermultiplet. The relation is carefully established through the Mathai-Quillen
formalism. We also compute, using both the N = 1 approach on Ka¨hler manifolds and
the N = 2 approach, the topological correlation functions of this theory in the case of an
SU(2) group. We show that the corresponding topological invariants can be expressed in
terms of Seiberg-Witten invariants, providing some evidence that we should classify the
moduli problems associated to four-dimensional topology in universality classes. We also
develop a generalization of the Mathai-Quillen formalism which makes possible to give
a clear topological meaning to theories involving twisted massive hypermultiplets. This
generalization also has interesting two-dimensional applications.
The organization of this work is as follows: the first Chapters are devoted to a rather
general presentation of the relation between moduli spaces and Topological Quantum
Field Theories. In Chapter 1 we give an introduction to Donaldson theory. Many math-
ematical tools which will be useful later are presented here, as Donaldson theory is still
5the canonical model of how to extract topological information starting from a set of par-
tial differential equations defined on a four-manifold. In Chapter 2 we briefly review the
twisting procedure in two and four dimensions. In Chapter 3 we present the Mathai-
Quillen formalism as well as its equivariant extension with respect to vector field actions,
and we give an illustrative example: the topological sigma model with potentials. After
this, we focus on the non-abelian monopole theory. In Chapter 4 we study the equations
and the moduli space they define, from a mathematical point of view. In Chapter 5 we
construct the topological action of the theory using the Mathai-Quillen formalism and we
show that it comes from the twist of N = 2 super Yang-Mills theory coupled to an N = 2
hypermutiplet. The equivariant extension gives precisely the massive theory, providing in
this way the second example of the construction in Chapter 3. In the remaining Chap-
ters we analyze the non-abelian monopole theory from the point of view of the untwisted
physical theory. In Chapter 6 we give the N = 1 point of view, and we first introduce
some techniques about the non-perturbative behaviour of N = 1 supersymmetric gauge
theories. As a result, we compute the topological correlation functions on a Ka¨hler man-
ifold. In Chapter 7 we use the exact solution of Seiberg and Witten of the N = 2 theory
to compute again the invariants and we reanalyze the Ka¨hler case from the N = 2 point
of view. Finally, we give some Conclusions and prospects for future work in the field. An
Appendix contains our Euclidean spinor conventions as well as some basic facts about
Spin and Spinc-structures.
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Chapter 2
Donaldson theory
A general feature of the topological invariants associated to Cohomological Field Theories
is that they are defined in terms of solutions of partial differential equations on a manifold.
The model for this kind of construction is Donaldson theory, and in this chapter a short
overview of this theory is given. This will also be useful to understand moduli problems
associated to monopole equations.
The organization of this chapter is as follows: in section 1 we present general facts
about the geometry of Yang-Mills fields. In section 2 the anti-self-dual (ASD) equations
are introduced as well as local characterizations of the moduli space and the instanton
deformation complex of Atiyah, Hitchin and Singer. In section 3 we discuss some proper-
ties of ASD equations on Ka¨hler manifolds. Finally, in section 4 we briefly introduce the
Donaldson invariants of smooth four-manifolds and some additional facts about moduli
spaces.
2.1 The geometry of Yang-Mills fields
Donaldson theory defines differentiable invariants of smooth four-manifolds starting from
Yang-Mills fields on a vector bundle over the manifold. In this section we briefly introduce
the relevant geometrical constructions associated to gauge theories. Standard references
on connections on bundles are [66, 51, 32]. The geometry of gauge theories is analyzed in
[35, 41, 43].
Let G be a Lie group (usually we will take G = U(1) or SU(2)). Let P → M be
a principal G-bundle over a manifold M with a connection A, taking values in the Lie
algebra of G, g. Given a vector space V and a representation ρ of G in GL(V ), we can
form an associated vector bundle E = P ×G V in the standard way. G acts on V through
the representation ρ. The connection A on P induces a connection on the vector bundle
E (which we will also denote by A) and a covariant derivative dA. Notice that, while the
connection A on the principal bundle is an element in Ω1(P, g), the induced connection on
the vector bundle E is better understood in terms of a local trivialization Uα. On each Uα,
the connection 1-form Aα is a gl(V ) valued one-form (where gl(V ) denotes the Lie algebra
of GL(V )) and the transformation rule which glues together the different descriptions is
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given by:
Aβ = g
−1
αβAαgαβ + g
−1
αβdgαβ, (2.1.1)
where gαβ are the transition functions of E.
Recall that the representation ρ induces a homomorphism of Lie algebras ρ∗ : g →
gl(V ) which is a monomorphism if the representation is faithful. We will identify ρ∗(g) =
g, and define the adjoint action of G on ρ∗(g) through the representation ρ. On M one
can consider the bundle gE defined by:
gE = P ×G g, (2.1.2)
which is a subbundle of End(E). For example, for G = SU(2) and V corresponding to
the fundamental representation, gE consists of (skew) adjoint, trace-free endomorphisms
of E. If we look at (2.1.1) we see that the difference of two connections is an element
in Ω1(gE) (the one-forms on M with values in the bundle gE). Therefore, we can think
about the space of all connections A as an affine space with tangent space at A given by
TAA = Ω1(gE).
The curvature FA of the vector bundle E associated to the connection A can be also
defined in terms of the local trivialization of E. On Uα, the curvature Fα is a gl(V )-valued
two-form that behaves under a change of trivialization as:
Fβ = g
−1
αβFαgαβ, (2.1.3)
and this shows that the curvature can be considered as an element in Ω2(gE).
The next geometrical objects we must introduce are gauge transformations. We come
back momentarily to the principal bundle P . A gauge transformation on P is a diffeo-
morphism f : P → P verifying two conditions:
1) f(pg) = f(p)g, p ∈ P , g ∈ G.
2) f descends, because of (1), to a map fˆ : M → M . The second condition is that
this map is the identity on M . This means that there is a map α : P → G such that
f(p) = pα(p). Notice that, because of (1), α(pg) = g−1α(p)g.
Equivalently, gauge transformations can be considered as sections of the bundle Aut(P ) =
P ×GG, where G acts on itself by conjugation. If we return to the associated vector bun-
dle E, it is easy to see that gauge transformations of P correspond to automorphisms of
E, u : E → E, which preserve the fibre structure (i.e., they map one fibre onto another)
and descend to the identity on M . For instance, given the gauge transformation s of P ,
one obtains the gauge transformation of E given by u([p, v]) = [s(p), v]. In the same way,
gauge transformations of E can be described as sections of the bundle Aut(E).
Gauge transformations of P (or E) form an infinite-dimensional Lie group G, where the
group structure is given by pointwise multiplication. The Lie algebra of G = Γ(Aut(E))
is given by Lie(G) = Ω0(gE). This can be seen by looking at the local characterization
of the sections s : M → Aut(P ). On a trivializing open set Uα the gauge transformation
is given by a map sα : Uα → G. Using the representation ρ, we get in the same way
a local expression for u. It is interesting to notice that Aut(P ) has a trivial subbundle
P ×G C(G) =M ×C(G), where C(G) is the center of the group G. Similarly, the bundle
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Aut(P ) is trivial if G is abelian, and in this case the group of gauge transformations is
given by Map(M,G).
We can now obtain the action of the group of gauge transformations of E on the
connection. If we consider the covariant derivative dA associated to the connection A,
and u ∈ G, we have
du(A)σ = udA(u
−1σ), σ ∈ Γ(E), (2.1.4)
where u is regarded as an automorphism of E. As u can be considered a section of
End(E), the action of dA on u is simply given by the covariant derivative induced in this
bundle by the connection on E. A local description of this action can be obtained if we
write dA = d+ Aα on Uα, and take into account that Aα acts on uα through the adjoint
representation, according to the previous remark. We then get the well-known form of
gauge transformations:
u∗(Aα) = uαAαu−1α − duαu−1α , (2.1.5)
and on the curvature:
u∗(Fα) = uαFαu−1α . (2.1.6)
2.2 The moduli space of ASD connections
In this section we will see that the solutions to a certain equation on a four-manifold M
endowed with a vector bundle E form a moduli space of finite dimension. This is the
moduli space of anti-self-dual connections and is the main object of Donaldson theory. A
thorough description of this space would take too much space-time, and then we content
ourselves with a local description which will be enough for our purposes. A detailed
account can be found in [43, 41]. Good introductory references are [56, 85].
We suppose now that M is an oriented, compact, Riemannian four-manifold. The
Riemannian structure allows us to define the Hodge star operator ∗, which is related to
the induced metric on the forms by:
ψ ∧ ∗θ = (ψ, θ)dµ, (2.2.7)
where dµ is the Riemannian volume element. ∗ gives a splitting of the two-forms Ω2(M)
in self-dual (SD) and anti-self-dual (ASD) forms, defined as the ±1 eigenspaces of ∗ and
denoted by Ω2,+(M) and Ω2,−(M), respectively. This splitting extends in a natural way
to bundle-valued forms, in particular to the curvature associated to the connection A,
FA ∈ Ω2(gE). We call a connection ASD if F+A = 0. It is instructive to consider this
condition in the case of M = R4 with the Euclidean metric. If {e0, e1, e2, e3} is an
oriented orthonormal frame, a basis for SD (ASD) forms is given by:
{e0 ∧ e1 ± e2 ∧ e3, e0 ∧ e3 ± e1 ∧ e2, e0 ∧ e2 ± e3 ∧ e1}. (2.2.8)
The curvature FA can then be decomposed as FA = F
+
A + F
−
A , where:
F±A =
1
2
(F01 ± F23)(e0 ∧ e1 ± e2 ∧ e3)
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+
1
2
(F03 ± F12)(e0 ∧ e3 ± e1 ∧ e2)
+
1
2
(F02 ± F31)(e0 ∧ e2 ± e3 ∧ e1), (2.2.9)
and the ASD condition reads:
F01 + F23 = 0
F03 + F12 = 0
F02 + F31 = 0. (2.2.10)
There is a relationship between the ASD condition and the topology of the vector bundle
E. We will restrict ourselves to SU(2) bundles where E corresponds to the fundamental
representation. Therefore, E will be a two-dimensional complex vector bundle. SU(2)
bundles over a compact four-manifold are completely classified by the second Chern class
c2(E) (for a proof, see [43]). Chern-Weil theory gives a representative of the cohomology
class of c2(E) in terms of the curvature of the connection:
c2(E) = [
1
8π2
TrF 2A], (2.2.11)
where FA is a skew-adjoint, trace-free matrix valued two-form. When dealing with ASD
connections, the instanton number k is better defined as the integral of c2(E) over M .
The next step is to define Riemannian metrics on the bundles Ω∗(gE). If we take as the
Lie algebra of SU(2) the skew-adjoint, trace-free matrices, which have the form:
ξ =
(
ia b+ ic
−b+ ic −ia
)
, a, b, c ∈ R, (2.2.12)
the trace is a negative definite form:
Trξ2 = −2(a2 + b2 + c2) = −2|ξ|2, ξ ∈ su(2). (2.2.13)
Therefore we define the Riemannian metric on Ω∗T ∗M⊗gE using the Riemannian metric
on the forms (2.2.7) and (2.2.13):
〈ψ, θ〉 = −Tr(ψ, θ), (2.2.14)
which is positive definite. It should be noticed that in Field Theory one usually defines
su(2) as the self-adjoint, trace-free matrices, and therefore the trace is a positive definite
form.
Using (2.2.14), we get
Tr(F 2A) = −{|F+A |2 − |F−A |2}dµ, (2.2.15)
and we see that if A is an ASD connection (F+A = 0) the instanton number is positive.
This gives a topological constraint on the existence of ASD connections.
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The first step to define the moduli space of ASD connections is well known in Physics.
If A is ASD, then the action of any gauge transformation on A gives another ASD con-
nection, because of (2.1.6). One must then “divide by G” in order to obtain a finite
dimensional moduli space. We then consider the map
G ×A → A (2.2.16)
and the associated quotient space A/G. The equivalence class of connections in this
quotient space are denoted by [A]. There are some requirements on the action of G in
order to have a manifold structure on A/G. The first obstruction is the possibility of a
non-free action of G. We then define the isotropy group of a connection A, ΓA, as
ΓA = {u ∈ G|u(A) = A}. (2.2.17)
Notice from the definition that constant sections of the trivial subbundle associated to
the center of G, C(G), are always in ΓA. From the description of u as a section of Aut(E)
and the action on A given in (2.1.5), we see that
ΓA = {u ∈ Γ(Aut(E))|dAu = 0}, (2.2.18)
i.e. the isotropy group at A is given by the covariant constant sections of the bundle
Aut(E). It follows that ΓA is a Lie group, and its Lie algebra is given by
Lie(ΓA) = {f ∈ Ω0(gE)|dAf = 0}. (2.2.19)
If C(G) is discrete, as it happens for SU(2), a useful way to detect if ΓA is bigger than
C(G) (and has positive dimension) is to study the kernel of dA in Ω
0(gE).
It is then natural to consider the subset A∗ of connections whose isotropy group is
minimal:
A∗ = {A ∈ A|ΓA = C(G)}. (2.2.20)
Such connections are called irreducible. From the above descriptions, and for the group
G = SU(2), there are alternative descriptions of this definition which turn out to be very
useful (see [43]). Reducible connections correspond to a non-zero kernel of
− dA : Ω0(gE)→ Ω1(gE), (2.2.21)
and they have an isotropy group ΓA/C(G) = U(1). This means, topologically, that the
bundle E splits as:
E ≃ L⊕ L−1, (2.2.22)
with L a complex line bundle. There is also a topological constraint to have such a
splitting, because it implies that c2(E) = −c1(L)2. As SU(2) bundles over compact four-
manifolds are completely characterized by the second Chern class, and in the same way
the first Chern class classifies line bundles over any manifold, we see that, forM compact,
reductions of E are in one-to-one correspondence with cohomology classes α ∈ H2(M ;Z)
such that α2 = −c2(E).
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A natural consequence of all this is that the reduced group of gauge transformations
Gˆ = G/Z2 acts freely on A∗. We will restrict ourselves to this framework when studying
the local structure of the moduli space.
The most useful way to divide by the action of the gauge group is to consider slices
of the action of the reduced gauge group Gˆ. The procedure is simply to consider the
derivative of the map (2.2.16) in the G variable at a point A ∈ A∗ to obtain
C : Lie(G) −→ TAA, (2.2.23)
which is nothing but (2.2.21) (notice the minus sign in dA, which comes from the definition
of the action in (2.1.5)). We have a principal bundle structure A∗ → A∗/Gˆ, and (2.2.23)
is the map defining fundamental vector fields on A∗. Using (2.2.14) we can define an L2
metric on the spaces Ω∗(gE) by integrating on M , and this in turn gives a formal adjoint
operator:
d∗A : Ω
1(gE) −→ Ω0(gE). (2.2.24)
Then we can orthogonally decompose the tangent space at A into the gauge orbit Im dA
and its complement:
Ω1(gE) = Im dA ⊕Ker d∗A. (2.2.25)
This is precisely the slice of the action we were looking for. Locally, this means that the
neighbourhood of [A] in A∗/G can be modelled by the subspace of TAA given by Ker d∗A.
Furthermore, the isotropy group ΓA has a natural action on Ω
1(gE) given by the adjoint
multiplication, as in (2.1.6). If the connection is reducible, the moduli space is locally
modelled on (Ker d∗A)/ΓA (see [41, 43]).
We have obtained a local model for the orbit space, but we need to enforce the ASD
condition to obtain a local model for the moduli space of ASD connections modulo gauge
transformations, MASD. This model was introduced by Atiyah, Hitchin and Singer to-
gether with the instanton deformation complex, and we will closely follow their description
[15]. Let A be an irreducible ASD connection, verifying F+A = 0, and let A+a be another
ASD connection, where a ∈ Ω1(gE). The condition we get on a starting from F+A+a = 0 is
p+(dAa + a ∧ a) = 0, where p+ is the projector on the SD part of a two-form. To obtain
this expression, notice that the curvature can be defined as FA = dAdA, and the covariant
derivative corresponding to A+ a is dA + a. Thus we get a map:
p+F : Ker d∗A −→ Ω2,+(gE) (2.2.26)
given by p+F (a) = p+(dAa+ a∧ a). The zero set of this map describes the neigbourhood
of [A] in MASD. To study this map, one can apply an infinite-dimensional version of
transversality theory. The first thing to do is to linearize the map above, to get:
p+dA : Ker d
∗
A −→ Ω2,+(gE). (2.2.27)
A key point to prove that the moduli space MASD is finite-dimensional is to show that
the above operator is Fredholm, because by definition a Fredholm operator has finite
2.2. THE MODULI SPACE OF ASD CONNECTIONS 13
dimensional kernel and cokernel. A useful way to see this is to consider the following
instanton deformation complex or Atiyah-Hitchin-Singer (AHS) complex [15]:
0 −→ Ω0(gE) dA−→ Ω1(gE) p
+dA−→ Ω2,+(gE) −→ 0. (2.2.28)
This is in fact a complex, because the ASD condition on A guarantees that
p+dAdAφ = [F
+
A , φ] = 0, φ ∈ Ω0(gE). (2.2.29)
To see that it is elliptic, we can form the single operator:
δA = d
∗
A ⊕ p+dA : Ω1(gE) −→ Ω0(gE)⊕ Ω2,+(gE), (2.2.30)
which is elliptic. Therefore δA is Fredholm, and we have that Ker δA = Ker d
∗
A∩Ker p+dA
is finite-dimensional, as well as Coker δA = Coker d
∗
A⊕Coker p+dA. But the first kernel
is just the kernel of (2.2.27), and from the decomposition (2.2.25) and (2.2.29) we see that
Coker p+dA|Ker d∗
A
= Coker p+dA. Therefore, (2.2.27) is also Fredholm, with index:
index p+dA|Ker d∗
A
= index δA + dim Ker dA. (2.2.31)
Now, if p+dA|ker d∗A is surjective (i.e, Coker p+dA = 0), and A is irreducible, we can apply
the implicit function theorem and get as a local model for the moduli space the middle
cohomology group of the complex (2.2.28):
H1A =
Ker p+dA
Im dA
, (2.2.32)
which is naturally isomorphic to Ker d∗A ∩ Ker p+dA. This is in fact the tangent space
T[A]MASD to the moduli space at the point [A]. Irreducible connections A such that
Coker p+dA = H
2
A = 0 are called regular [41]. For these connections the dimension of
the moduli space is given by index δA, which is the index of the instanton deformation
complex and is usually called the virtual dimension of the moduli space.
In favourable situations, then, index δA gives dim MASD, and can be computed for
any gauge group G using the Atiyah-Singer index theorem. This is done in [15], and the
result for SU(N) is:
dim MASD = 4Nc2(E)− N
2 − 1
2
(χ+ σ), (2.2.33)
where χ is the Euler characteristic of M and σ its signature. Recall that, for a four-
manifold, χ = 2 − 2b1(M) + b2(M), σ = b+2 (M) − b−2 (M), where bi(M) are the Betti
numbers of M and b±2 are the dimensions of H
2,±(M ;R). It follows that χ + σ = 2 −
2b1(M) + 2b
+
2 (M).
The conclusion of this analysis is that, if A is an irreducible, regular, ASD connection,
the moduli space in a neighbourhood of this point can be modelled by the linearization
associated to the instanton deformation complex and is represented by (2.2.32). But one
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should know what are the conditions for the moduli space not to contain reducible, non-
regular ASD connections. Notice that reducibility and regularity depend on the metric
chosen on the four-manifold M , and usually one looks for conditions guaranteeing the
smoothness of the moduli space for a generic metric onM . The meaning of “generic” can
be made more precise in the context of transversality theory and the Sard-Smale theorem.
It roughly refers to a dense subset in some space parametrizing the possible metrics on
M . When we say, then, “for a generic metric”, we mean “for a dense subset in the space
of metrics”. Again, we refer to [41, 43] for more details.
Concerning reducibility, for G = SU(2), and using the above results on the classifi-
cation of reductions, one sees that reducible SU(2) ASD connections correspond to line
bundles whose first Chern class can be represented by an ASD two-form. It follows, us-
ing transversality theory, that if b+2 > r, ASD U(1) connections do not occur in generic
r-dimensional families of metrics. These guarantees that for b+2 > 0 there are no reducible
SU(2) ASD connections on a dense subset of metrics. Actually one needs more than
that, because metric-independence of the Donaldson invariants can be guaranteed if one
does not meet reducible solutions in a one-parameter family of metrics. This is why one
requires b+2 > 1.
One can also prove with the same techniques that generically H2A = 0 [41, 43], and
therefore the moduli spaces are generically smooth when b+2 > 1, because in this case the
two sources of singularities (reductions and non-regular points) are not present. However
there is an important case in which one does not deal with generic metrics: this is the case
of M being a Ka¨hler manifold. Ka¨hler metrics are far from being generic, and then the
general results above do not necessarily apply. For these manifolds, as we will see, there
is a very precise algebro-geometric description of the moduli spaces of ASD connections
in terms of stable bundles. Regularity conditions do not always hold, but we can still
have smooth moduli spaces (the regularity condition is only sufficient) which will have
in general a dimension larger than the virtual one given in (2.2.33). This fact has some
important consequences for the computation of the topological invariants. A possible
issue is to perturb the ASD equations in an appropriate way in order to obtain a regular,
perturbed moduli space. We will comment on this in section 4.
2.3 The ASD equations on Ka¨hler manifolds
Ka¨hler manifolds are an interesting arena in Donaldson theory. They lead to a picture
of the moduli space of ASD connections which can be formulated in terms of algebraic
geometry, and explicit computations are often possible. From the point of view of Topo-
logical Quantum Field Theory, Ka¨hler geometry is also of special relevance, as we will
see in Chapter 6. In this section we will review some properties of holomorphic vector
bundles over complex manifolds and state the relation between ASD connections on com-
pact Ka¨hler manifolds and stable bundles. We will briefly review the algebro-geometric
construction of local models for the moduli space and its relation with the Atiyah-Hitchin-
Singer model sketched in the previous section. We will also explain the relevant features of
symplectic geometry which provide a general setting for the equivalence of moduli spaces
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that we will find. The obvious references for this section are [41, 65, 44].
2.3.1 ASD connections and stable holomorphic vector bundles
We will begin by considering a general situation: the case ofM being a complex manifold.
A complex vector bundle E over M is holomorphic if we can find a local trivialization
such that the transition functions are holomorphic. In that case, one can define a linear
operator for differential forms with values in the bundle E :
∂E : Ω0,p(E) −→ Ω0,p+1(E), (2.3.34)
which satisfies the Leibniz rule and gives zero acting on holomorphic sections of E . It is
also nilpotent, and this allows us to define a Dolbeault cohomology:
Hp(E) = Ker ∂E
Im ∂E
. (2.3.35)
A complex vector bundle E is not neccesarily holomorphic. The introduction of the oper-
ator ∂E allows one to formulate in differential-geometric terms a necessary and sufficient
condition for E to be holomorphic. To accomplish this it is useful to introduce the con-
cept of partial connection [41]. A partial connection on a complex vector bundle E is an
operator
∂α : Ω
0(E) −→ Ω0,1(E) (2.3.36)
satisfying the Leibniz rule. In a local trivialization, the partial connection can be expressed
as ∂α = ∂ + α, where α is a (0, 1)-form. It is easy to check that, if one can find a local
trivialization of E in which α = 0 on every trivializing patch, then the corresponding
transition functions are holomorphic functions and the bundle is holomorphic. If this is
the case, the partial connection is called integrable. Notice that this notion of integrability
is a holomorphic analogue of flatness. In the same way, the necessary and sufficient
condition for ∂α to be integrable is ∂
2
α = 0.
It is clear that a connection A on a complex vector bundle E defines a partial connec-
tion: due to the bigrading of differential forms on a complex manifold, we can decompose
the covariant derivative as dA = ∂A + ∂A, and the antiholomorphic part gives the partial
connection associated to A. The integrability condition reads in this case:
∂
2
A = F
0,2
A = 0. (2.3.37)
We will be interested in unitary connections, i .e., we will work with Hermitian vector
bundles (E, h) (h is the Hermitian metric) and connections compatible with the Her-
mitian structure. If a connection is unitary, the connection and curvature matrix are
skew-adjoint. The main result we get is the following: a unitary connection on a Her-
mitian complex vector bundle (E, h) defines a holomorphic structure if and only if its
curvature is of type (1, 1) (because F 0,2A = −(F 2,0A )†=0). Conversely, given a holomorphic,
Hermitian vector bundle (E , h), there is a unique unitary connection compatible with both
the holomorphic and the Hermitian structure.
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It seems that the moduli space of holomorphic structures on a complex, Hermitian
vector bundle (E, h) would be parametrized by the space of unitary connections with
curvature of type (1, 1), which will be denoted by A1,1. However, two different connections
A1, A2 ∈ A1,1 can give isomorphic holomorphic structures. Thus we should define some
equivalence relation in A1,1 in order to recover in a proper way the moduli space of
holomorphic structures of E. To this end we must consider the complex gauge group of
general linear automorphisms of E, GC. This group is the complexification of the group
of gauge transformations introduced in section 1. Notice that, if g ∈ G takes values (in a
local trivialization) in SU(2), the elements in the complexified gauge group take values in
Sl(2,C). The equivalence relation in A1,1 is associated to the action of GC on the unitary
connections, which is defined as follows. Set gˆ = (g†)−1. Then, if g ∈ GC, the covariant
derivative transforms under g as:
∂g(A) = g∂Ag
−1,
∂g(A) = gˆ∂Agˆ
−1. (2.3.38)
If g ∈ G, then g = gˆ, and we recover precisely (2.1.4). Notice that the action of GC
preserves the space A1,1. We say that A1, A2 ∈ A1,1 are equivalent (in the sense that they
give isomorphic holomorphic structures) if there exists a g ∈ GC such that
A2 = g(A1). (2.3.39)
Our final conclusion is that the moduli space of holomorphic structures on a complex,
Hermitian vector bundle (E, h), can be identified with the quotient
A1,1/GC. (2.3.40)
What is the relevance of this discussion to the study of ASD connections on four-
manifolds? Suppose that our four-manifold M is a complex surface endowed with a
Hermitian metric g. Associated to this metric, there is a real (1, 1) form ω, called the
Ka¨hler form, with the following expression in local coordinates:
ω = i
∑
ij
gijdz
idzj . (2.3.41)
M is Ka¨hler if ω is closed. The interesting thing is that SD forms on M (more precisely,
the complexified SD forms) can be related to the bigraded decomposition of differential
forms associated to the complex structure. We have the following equality:
Ω2,+
C
(M) = Ω2,0(M)⊕ Ω0(M) · ω ⊕ Ω0,2(M), (2.3.42)
where Ω0(M) ·ω denotes multiples of the (1, 1) Ka¨hler form. Correspondingly, ASD forms
are given by (1, 1)-forms pointwise orthogonal to ω in the induced metric. If we consider
the operator Λ, the adjoint to the operator given by wedge product by ω, we can write
the (1, 1) part of the curvature as
F 1,1A =
1
2
ΛFAω +D, (2.3.43)
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where D is pointwise orthogonal to ω (the 1/2 factor comes from the fact that (ω, ω) = n
in a complex manifold of dimension n).
We can now marry the decomposition given in (2.3.42) with the above results for the
existence of holomorphic structures on E. It is clear that if A is an ASD connection on
(E, h), over a Hermitian complex surface M , then F 0,2A = 0 and there is a holomorphic
structure on E associated to A. Conversely, suppose that (E , h) is a holomorphic, Her-
mitian vector bundle over M . A unitary connection A compatible with the holomorphic
structure (i.e, ∂A = ∂E) is ASD if and only if ΛFA = 0.
The previous results give a new point of view on the solutions to the ASD equation:
a solution will be given by a holomorphic structure on the Hermitian vector bundle E,
(E , h), such that the associated unitary connection verifies ΛFA = 0. More precisely,
recall that a single holomorphic structure is associated to different connections in A1,1
related by complex gauge transformations, i.e, to a GC orbit. It would be extremely
useful to have a criterium for the holomorphic vector bundle (E , h) to admit a solution to
this equation for (at least) one of the connections in the orbit. Remarkably, when M is a
compact Ka¨hler surface, such a criterium exists and is of an algebro-geometric nature: it
is equivalent to the stability of the holomorphic vector bundle E . The concept of stability
has played a major roˆle in the study of moduli problems over Ka¨hler manifolds (see for
instance [13, 55, 29]). We will then precise what a stable holomorphic bundle is and state
the final result in relation to Donaldson theory.
Let M be a compact Ka¨hler manifold of dimension n, and let E be a holomorphic
vector bundle over M . The degree of E is defined as:
deg(E) =
∫
M
c1(E) ∧ ω
n−1
(n− 1)! , (2.3.44)
and the slope of E as:
µ(E) = deg(E)
rk(E) . (2.3.45)
A holomorphic Sl(2,C) bundle E is stable if, for each holomorphic line bundle L for which
there is a non-trivial holomorphic map E → L, we have:
deg(L) > 0. (2.3.46)
This is the definition of stability given in [41], and is sufficient to our expository purposes,
but we point out that in the general definition one has to consider subsheaves of E . See
[65] for more details.
The main results on the existence of solutions to the ASD equations on Ka¨hler surfaces
and the relation to the stability condition were obtained by Donaldson in [37]. Before
we asked for a criterium for a holomorphic bundle E to admit a solution of the equation
ΛFA = 0 in its orbit. Donaldson’s theorem gives a complete answer to this question,
in the case of SU(2) connections. First of all, any GC orbit contains at most one G
orbit of solutions (i .e., one solution modulo gauge transformations). This will be the
case if the holomorphic bundle is stable (notice that the stability condition is of algebro-
geometric nature and is preserved by the action of GC) or if it splits holomorphically as
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E = L ⊕ L−1, where L is a holomorphic line bundle of deg(L) = 0. In the first case,
the solution corresponds to an irreducible ASD connection, and in the second case to a
reducible one. In this way, for E an SU(2) bundle over a Ka¨hler compact surface M , we
can identify the moduli space of irreducible ASD connections with the set of equivalence
classes of stable holomorphic bundles E which are topologically equivalent to E.
The above equivalence is just a equivalence at the level of sets. We would like now
to precise these results by considering the local model for deformation of holomorphic
structures on vector bundles and comparing the resulting picture with the one provided
by the AHS deformation complex [41, 44]. Let E be a complex vector bundle and let E
be a holomorphic structure on E, characterized by the operator ∂E . Let us consider a
one-parameter family of partial connections, given by
∂t = ∂E + αt, αt ∈ Ω0,1(End0(E)), (2.3.47)
where α0 = 0 and End0(E) denotes the trace-free endomorphisms of E . The condition for
this new connection to be in A1,1 is easily computed:
∂Eαt + αt ∧ αt = 0. (2.3.48)
At first order in t, i.e., in the linear approximation, (2.3.48) reads
∂Eα = 0, α =
(∂αt
∂t
)
t=0
. (2.3.49)
In this case we must quotient by the group GC, and we must get rid of the linearized
deformations coming from one-parameter families of complex gauge transformations. The
gauge orbits correspond in this case to the gauge orbits induced by elements in the Lie
algebra of GC, Ω0(End0(E)):
∂t = gt∂Eg−1t , (2.3.50)
and the linearized deformations induced by the complex gauge transformations are given
by:
β = −∂Eg, g =
(∂gt
∂t
)
t=0
∈ Ω0(End0(E)). (2.3.51)
We have then obtained the Kodaira-Spencer complex:
0 −→ Ω0(End0(E)) ∂E−→ Ω0,1(End0(E)) ∂E−→ Ω0,2(End0(E)) −→ 0. (2.3.52)
In this case, the cohomology of the complex is given by the Dolbeault or sheaf cohomology
groups, and the tangent space is then modelled by
H0,1(End0(E)) = Ker ∂E
Im ∂E
. (2.3.53)
If we want to compare (2.3.52) with (2.2.28), we first implement the natural isomorphisms
Ω1(gE) ≃ Ω0,1(End0(E)),
Ω0(gE)⊕ Ω2,+(gE) ≃ Ω0(End0(E))⊕ Ω0,2(End0(E)). (2.3.54)
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The holomorphic structure ∂E can be identified with a connection A ∈ A1,1 such that
∂E = ∂A, and (2.3.52) is the written as
∂
†
A ⊕ ∂A : Ω0,1(End0(E)) −→ Ω0(End0(E))⊕ Ω0,2(End0(E)). (2.3.55)
Using the Ka¨hler identities for the Dolbeault operators [51],
[Λ, ∂] = −i∂∗, [Λ, ∂] = i∂∗, (2.3.56)
we see that (2.3.55) can be identified to (2.2.30). In particular we can identify the re-
sulting local models for the moduli space, (2.3.53) and (2.2.32). For more details on this
equivalence, see [41] and specially [44].
2.3.2 ASD connections and symplectic geometry
The equivalence above can be analyzed in a general setting using techniques from sym-
plectic geometry. The main point is to realize the original moduli space as a symplectic
quotient, and then one can obtain the desired identification on general grounds. This is
also useful to introduce symplectic and Ka¨hler structures on the moduli space, through
the Marsden-Weinstein theorem. This elegant framework was introduced by Atiyah and
Bott in their study of the Yang-Mills equations over Riemann surfaces [13] (which can be
seen as a two-dimensional analogue of Donaldson theory) and also applies to other moduli
problems on Ka¨hler manifolds, as we will see later.
The basic ingredient of symplectic geometry that arises in this setting is the moment
map (for a detailed discussion, see [53, 104]). Suppose that (M,Ω) is a symplectic manifold
and that there is a Lie group action on M preserving the symplectic form. This action
defines a map from the Lie algebra of G, g to the symplectic vector fields on M :
C : g −→ Sym(M), L(C(ξ))Ω = 0, ξ ∈ g (2.3.57)
where L(X) denotes the Lie derivative with respect to a vector field X. From the basic
homotopy identity for the Lie derivative and the fact that Ω is closed one obtains that
the one-form
ι(C(ξ))Ω (2.3.58)
is closed, where ι(X) denotes as usual the inner product with the vector field X. One can
wonder if the one-form (2.3.58) is exact, and this leads to the introduction of Hamiltonian
structures and more generally to the introduction of a moment map. A moment map is
a map
µ :M −→ g∗ (2.3.59)
such that
〈dµx(v), ξ〉 = Ω(v, C(ξ)), v ∈ TxM, ξ ∈ g, (2.3.60)
where 〈 , 〉 denotes here the dual pairing between g and g∗. If a moment map exists,
then ι(C(ξ))Ω is obviously exact. The case of interest for us is when the moment map
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not only exists, but it is also equivariant with respect to the action of the group G. The
action of G on g∗ is given by the coadjoint action:
G× g∗ → g∗
(g, λ) 7→ (ad∗gλ)(ξ) = 〈λ, adg(ξ)〉 ξ ∈ g, (2.3.61)
and equivariance means
µ(gx) = (ad∗g)µ(x), x ∈M, g ∈ G. (2.3.62)
If (2.3.62) holds, µ−1(0) is an invariant subset for the G action and one can consider the
symplectic quotient or reduced phase space
W = µ−1(0)/G. (2.3.63)
If 0 ∈ g∗ is a regular value for µ and G acts freely on µ−1(0), then W is a smooth
manifold, and the Mardsen-Weinstein reduction endows it with a symplectic structure
inherited from M .
In the Yang-Mills framework, as usual, we will deal with infinite-dimensional general-
izations of this situation. As an important example, let (M,ω) be a compact symplectic
manifold of dimension 2n. In the space of connections A on a unitary bundle E we can
define an induced symplectic form given by
ΩA(ψ, θ) =
∫
M
Tr(ψ ∧ θ) ∧ ωn−1, (2.3.64)
where ψ, θ ∈ Ω1(gE) are tangent vectors to A. The group action corresponds to the gauge
transformations G, and preserves (2.3.64). We use the natural inner product on Lie(G) to
identify Lie(G)∗ = Ω2n(gE). We can construct a moment map for this action given by
µ(A) = FA ∧ ωn−1. (2.3.65)
This is easily checked as follows. The differential of (2.3.65) is
dµA(ψ) = dAψ ∧ ωn−1 (2.3.66)
and, after integrating by parts, one obtains
〈dµA(ψ), φ〉 = −
∫
M
Tr(ψdAφ) ∧ ωn−1 = Ω(ψ,C(φ)), (2.3.67)
which is precisely (2.3.60). Equivariance of µ can also be easily checked.
Finally we consider the relevant situation to Donaldson theory. Suppose (M,ω) is now
a Ka¨hler manifold, therefore symplectic with symplectic form ω. As before, assume that
a group G acts on M isometrically and then preserving the symplectic form. As M is
complex, there is a natural extension of the action of G to the complexification GC. In
this context there is a natural identification between the symplectic quotient of M by G
and the space of orbits of GC in M . An orbit of the complexified group is called stable if
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it contains a zero of the moment map and its points have no continuous isotropy groups.
Stable points are those lying on stable orbits, and this subset is denoted as MS. Then,
the complex quotient MS/G
C can be identified with the symplectic quotient W ∗ of M∗
by G, where M∗ denotes the subset of points with no continuous isotropy groups under
the G action.
We will see now that this general result encompass the conclusions about the moduli
space of ASD connections in the case of a Ka¨hler manifold. We have seen that the space
of connections on a unitary bundle E over a symplectic manifold M inherits a natural
symplectic structure. The same phenomenon occurs when M is Ka¨hler. The complex
structure on A is obtained by identifying the holomophic tangent vectors as the elements
in Ω0,1(gE). The Hermitian metric onM also gives A a Hermitian structure in such a way
that A becomes a flat Ka¨hler manifold, with the Ka¨hler form given by the expression in
(2.3.64). The action of the gauge group is by isometries, and of course its complexification
with respect to the complex structure introduced in A is the complexified gauge group
GC (see [65] for details).
In the study of holomorphic bundles, we should restrict ourselves to A1,1, and the
above remarks also hold. The moment map in this case has the form:
µ(A) = FA ∧ ωn−1 = 1
n
ΛFAω
n, (2.3.68)
which is the n-dimensional version of (2.3.43). We see that, for four-dimensional mani-
folds, the zeros of the moment map are the ASD connections, and the symplectic quotient
W ∗ is just the moduli space of irreducible ASD connections. The identification obtained
with symplectic techniques is precisely the one we discussed in the previous subsection.
In fact Donaldson’s theorem [37] also identifies the stability concept arising in algebraic
geometry and stability in the sense of gradient flows, as it appears in the framework of
the orbits of the complexified action. These equivalences, exploited in the seminal work of
Atiyah and Bott [13], also appear in other moduli problems, in particular in the context
of vortex or monopole equations [46, 114, 73, 86, 87]. Another example will be studied in
Chapter 4.
2.4 Donaldson invariants
One of the main goals of Donaldson theory is to define topological invariants starting
from the solutions of a certain differential equation on a manifold. This is a well-known
problem in topology, and the most familiar situation of this kind is the case of a vector
field X on a manifold M . The zero locus of this vector field is generically a set of discrete
points, and to each point one can associate (if the manifold is orientable) the index of the
vector field at this point, index(X, p) = ±1. The sum of the indices is, by the Poincare´-
Hopf theorem, a topological invariant of M , namely the Euler characteristic χ(M). This
example is actually a special case of a general situation which one can generalize to an
infinite-dimensional setting and provides a construction of Donaldson invariants. It is
precisely this special construction the natural one arising in Topological Quantum Field
Theory, through the Mathai-Quillen construction, as we will see in chapter 3.
22 CHAPTER 2. DONALDSON THEORY
We will reformulate Donaldson theory in terms of Fredholm differential topology. Let
A∗ the space of irreducible connections. With the action of Gˆ = G/C(G), A∗ becomes a
principal bundle over the space of irreducible connections modulo gauge transformations,
B∗:
Gˆ −→ A∗
↓
B∗
(2.4.69)
The group Gˆ also acts on the vector space Ω2,+(gE), and we can construct an associated
vector bundle
E = A∗ ×Gˆ Ω2,+(gE). (2.4.70)
over B∗. The ASD connection can be regarded as a G/C(G)-equivariant map
s : A∗ −→ Ω2,+(gE)
A 7→ s(A) = F+A , (2.4.71)
and this induces a section sˆ : B∗ → E of the associated vector bundle given in (2.4.70).
Notice that the zero locus of sˆ is precisely the moduli space of irreducible ASD connections,
MASD. Most of our previous remarks on the construction of the moduli space translate to
this framework. In particular, sˆ is Fredholm, and for a generic metric on the four-manifold
M , the zero locus of sˆ is regular, its dimension is given by the index of (2.2.30) and equals
(2.2.33).
Before pursuing this line of thought, let us consider a different question. The Donald-
son invariants are roughly defined in terms of integrals of differential forms in the moduli
space of irreducible ASD connections. These differential forms come from the rational
cohomology ring of B∗, and it is necessary to have an explicit description of this ring.
The construction involves the universal bundle or universal instanton associated to this
moduli problem. Let P be the principal G-bundle over M associated to E, and consider
the space A∗ × P . This space can be consider as a pullback bundle:
π∗2(P ) = A∗ × P P
↓ ↓
A∗ ×M π2−→ M
(2.4.72)
In this construction, the space A∗ × P is called a family of tautological connections. In
fact, the natural conection on A∗ × P is tautological in the P direction and trivial in the
A∗ direction: at the point (A, p), the connection is given by A(p).
On the other hand, the group of gauge transformations Gˆ acts on both factors, and
the quotient
P = A∗ ×Gˆ P (2.4.73)
is a G/C(G)-bundle over B∗ ×M . This is the universal bundle associated to P .
The next step is to construct a connection on the universal bundle and compute its
curvature. This was done in [17] in relation to anomalies in Quantum Field Theory. To
define the connection on the universal bundle, we need a connection on the principal
bundle A∗ → B∗. We define this connection through a horizontal distribution on A∗. The
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procedure is very general and has a key roˆle in the construction of Topological Gauge
Theories in the Mathai-Quillen formalism [16, 34]. We will describe it here in general.
Let P be a principal G-bundle endowed with a Riemannian metric g on P which is G-
invariant. We use this metric to define the connection on P , by declaring the horizontal
subspace to be the orthogonal complement to the vertical one. More explicitly, one starts
from the map defining fundamental vector fields on P :
Cp = Rp∗ : g→ TpP. (2.4.74)
Consider now the following differential form on P with values in g∗:
ν˜p(Yp, A) = gp(Rp∗A, Yp), Yp ∈ TpP, A ∈ g. (2.4.75)
We can use the Killing form on g to obtain a one-form on P with values in g, denoted by
ν. Notice that νp = C
†
p, the adjoint of Cp, which is defined by the metric on P together
with the Killing form on g. If R = C†C, the connection one-form is defined by:
θ = R−1ν. (2.4.76)
The curvature of this connection can be easily computed on horizontal vectors. In this
case, it is simply given by:
K = dθ = R−1dν, (2.4.77)
as the other terms vanish on the horizontal subspace [16].
In the case we are considering, P = A∗, we have seen that the Riemannian metric on
M endows the space of differential forms with values in gE with the metric (2.2.14). The
fundamental vector fields are the tangents to the gauge orbits, and are given at A ∈ A∗
by Im dA, as it follows from (2.2.23) and (2.2.21). The horizontal vectors are obtained
according to the othogonal decomposition in (2.2.25), i.e., they are the one-forms with
values in gE in the kernel of d
∗
A. In this case, the operator C
† is given by −d∗A, R is the
laplacian d∗AdA, and its inverse is the Green function GA associated to this laplacian. The
connection one-form is then, at the point A:
θA = −GAd∗A. (2.4.78)
The curvature can be obtained explicitly evaluating dν on two horizontal vectors [41], but
we don’t need that expression.
Once we have obtained a connection on the principal bundle A∗, we can obtain a
connection on the universal bundle P. Its curvature has two pieces. One of them comes
from the tautological connection on A∗ × P , and the other comes from the connection
that we have just defined on A∗. The total curvature is a form in Ω2(A∗ ×M, gP ), and
splits according to the bigrading of Ω∗(A∗×M). Adding both pieces, one gets at ([A], x)
[17, 41]:
KP(X, Y ) = FA(X, Y ),
KP(a,X) = a(X),
KP(a, b) = GAdν(a, b), (2.4.79)
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where X, Y ∈ TxM , and a, b ∈ Ω1(gP ) are horizontal with respect to the distribution
in A∗. The first and last components come from the tautological connection and the
horizontal distribution, respectively. The second component is the horizontal projection
of the “mixed” contribution in the tautological connection.
In the case of G = SU(2), the universal bundle P is a SU(2)/Z2 = SO(3) bundle
due to the non-triviality of the center. Using Chern-Weil theory, we can represent the
Pontriagin class −p1(P)/4 by the four-form
1
8π2
Tr(KP ∧KP). (2.4.80)
In this Pontriagin class, there is a piece in H4(B∗) (taking only the last component in
(2.4.79)). This gives a four-form on the space of irreducible connections modulo gauge
transformations:
O = 1
8π2
Tr(GAdν ∧GAdν). (2.4.81)
This form is originally defined on A∗, but it is gauge invariant and its horizontal part
projects to a form on B∗. There is also a piece in (2.4.80) which is in H2(B∗)⊗H2(M).
We can then take the slant product of this piece with a homology class in H2(M), [Σ].
This gives a two-form on B∗ for every [Σ], with the explicit expression:
I(Σ)[A](a, b) =
1
4π2
∫
Σ
Tr
(
GAdν(a, b)FA +
1
2
(a ∧ b)
)
, (2.4.82)
where again a, b ∈ Ω1(gP ) are horizontal. With this construction we have solved the
problem of how to obtain the cohomology ring of B∗, because one can prove [41] that, for
SU(2) connections over a simply-connected four-manifold, this ring is generated by the
cohomology classes given in (2.4.81) and (2.4.82) for every [Σ] in H2(M). This mathemat-
ical construction appears in Topological Gauge Theories as the descent procedure. This
is because the BRST cohomology of these theories is essentially the equivariant cohomol-
ogy (with respect to the gauge group G) of the space of connections. The cohomology
classes which are found (and called there observables) are essentially the generators of the
cohomology of B∗, and in this way one finally obtains (2.4.81) and (2.4.82).
We come back to the question of the definition of invariants. In finite-dimensional
situations, the zero locus of a transversal section of a vector bundle E is a smooth sub-
manifold of the base spaceM . This submanifold represents the Poincare´ dual of the Euler
class of E. As such, it has a topological meaning and it is independent of the Rieman-
nian structures involved in the problem. When the zero locus of the section consists of
single zeros, i.e., dim(M) = rk(E), and E and M are orientable, the Euler number of E
can be obtained by counting the points in the zero locus with appropriate signs. This
is roughly the way in which the first Donaldson invariant is defined, when the moduli
space of ASD connections has zero-dimension. To define higher dimensional invariants,
we consider the product of an adequate number of generating cohomology classes (2.4.81),
(2.4.82) with the homology class of MASD in B∗. Of course, this definition is not precise
from the mathematical point of view, and one can consult [39, 41, 44] for a rigorous con-
struction of the invariants. Two important requirements for this definition to make sense
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are the orientability and the compactness of the moduli space. The moduli space MASD
is not compact, but there is a standard compactification which we won’t consider here,
see [41, 43, 44]. On the other hand, to prove the orientability of the moduli space, one
must trivialize the highest exterior power of the tangent bundle. For regular, irreducible
connections, H0A = H
2
A = 0, and this line bundle is given by
ΛmaxTAMASD = ΛmaxKer δA, (2.4.83)
where δA is defined in (2.2.30). Therefore, under the above conditions, coker δA = 0 and
one must prove the triviality of the determinant line bundle of the operator δA = d
∗
A⊕p+dA,
det ind δA. This has been done by Donaldson [36, 38]. Actually, Donaldson proves a
stronger result, that the determinant line bundle of δA over B∗ is trivial, and that a
canonical orientation is obtained from an orientation of the space H1(M) ⊕ H2,+(M).
In the case of zero-dimensional moduli spaces, the orientation is required to associate a
well-defined sign to every point. This sign can be understood as the sign of det δA.
With the above requirements about compactness and orientability, one can define
the invariants along the lines we sketched before. A non-rigorous formulation of the
above remarks can be given, which is nonetheless useful to make contact with Topological
Quantum Field Theory [16, 34]. Let Φ(E) be the Thom class of the vector bundle (2.4.70).
It is well-known that the Euler class of E , χ(E), can be represented by the pullback of
Φ(E) by a transversal section of E , for instance the section sˆ induced by (2.4.71). We will
represent the Donaldson invariants through a generating function. We choose a basis for
the two-dimensional homology ofM , [Σa], where a = 1, · · · , dim(H2(M)). The Donaldson
invariants are then formally defined as
〈exp
(∑
a
αaI(Σa) + µO
)
〉 =
∫
B∗
χ(E) ∧ exp
(∑
a
αaI(Σa) + µO
)
, (2.4.84)
where χ(E) = sˆ∗(Φ(E)), and a sum over all instanton numbers of E is understood. If
we denote by i : MASD →֒ B∗ the inclusion of the moduli space of irreducible ASD
connections in B∗, we can take into account that χ(E) is the Poincare´ dual of the zero
locus sˆ−1(0) =MASD, and write the Donaldson invariants as:
〈exp
(∑
a
αaI(Σa) + µO
)
〉 =
∫
MASD
exp
(∑
a
αai
∗(I(Σa)) + µi∗(O)
)
. (2.4.85)
As we are summing over instanton numbers, the dimension of MASD will vary. It is
clear that, from the expansion of the exponent in (2.4.85), only the differential forms
whose degree equals the dimension of MASD will give a non zero invariant. This has
a nice interpretation in the framework of Field Theory, as we will see in Chapter 4.
On the other hand, the Mathai-Quillen formalism, which will be studied in chapter 3,
gives a representative for the Thom form of a vector bundle Φ(E) which can be formally
generalized to the infinite-dimensional setting. The Euler class of E , sˆ∗(Φ(E)), in this
representation, can be seen to coincide with e−S, where S is the action of a Topological
Quantum Field Theory. According to (2.4.84), the Donaldson invariants can be regarded
as the correlation functions of certain operators which are precisely (2.4.81), (2.4.82), as
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we have already mentioned. This gives the underlying geometrical reason of this fact,
discovered by Witten using ordinary path-integral techniques in [108].
To define the invariants, we have assumed in our discussion regularity of the moduli
space. We have already mentioned that for non-generic metrics, for instance Ka¨hler
metrics, the moduli spaces can still be smooth manifolds with an actual dimension greater
than the virtual one. In some cases we can compute the invariants in this situation,
taking into account the non-vanishing of the obstruction cohomology (which in the case
of Donaldson theory is the cohomology H2A). We consider the fibre bundle over the
moduli space whose fibre at each point is given by the obstruction cohomology, and
then we include in the right hand side of (2.4.85) (or its equivalent expression for other
kind of invariants) the Euler class of this finite-dimensional bundle. This procedure to
compute invariants in some non-generic cases, specially in the realm of algebro-geometric
descriptions of the moduli spaces, was introduced in [112] and applied in some two-
dimensional situations [11]. It has also led to the definition of the so-called Euler character
theories [24, 33, 103].
As a general conclusion concerning this presentation of Donaldson theory, we would
like to summarize the main steps that make possible to define topological invariants
starting from a system of partial differential equations [40], and that we have illustrated
in the case of the equations for ASD connections.
1) The maps involved must be Fredholm, i.e., the linearisation of the equations should
give an elliptic complex whose index is the virtual dimension of the moduli space.
2) The resulting moduli space must be orientable.
3) One must not have reducible solutions in a one-parameter family of solutions.
4) The moduli space must be compact, or should be compactified in some appropriate
way.
Chapter 3
Twisted N = 2 SUSY
In this Chapter we will review some basic facts about the twisting procedure and its
relation with the construction of Topological Quantum Field Theories. The twist ofN = 2
supersymmetry was introduced by Witten [108, 109] as a general way to construct theories
in which the correlation functions do not depend (at least formally) on the underlying
metric of the manifold. The starting point are N = 2 supersymmetric theories in two
and four dimensions, although (as it should be clear from the procedure) it can also be
applied to N = 4 supersymmetric theories [118, 103, 81, 79]. There are excellent reviews
on the subject, and we refer to them for a more complete survey [22, 34]. First of all, we
will describe the twisting procedure in four dimensions, but we will also describe some of
the relevant features of the two-dimensional case.
3.1 The twist in four dimensions
The standard way to introduce the twisting procedure is as follows: in R4 the global
symmetry group of N = 2 supersymmetry is
H = SU(2)L × SU(2)R × SU(2)I × U(1)R (3.1.1)
where K = SU(2)L × SU(2)R is the rotation group, and SU(2)I and U(1)R are internal
symmetry groups. The supercharges Qiα and Q¯
iα˙ of N = 2 supersymmetry transform
under H as (1/2, 0, 1/2)1 and (0, 1/2, 1/2)−1, respectively, and satisfy:
{Qiα, Q¯jβ˙} = δ
j
iPαβ˙ ,
{Qiα, Qjβ} = ǫijCαβZ, (3.1.2)
where ǫij and Cαβ are SU(2) invariant tensors, and Z is the central charge generator. The
twist consists of considering as the rotation group the group K′ = SU(2)′L×SU(2)R where
SU(2)′L is the diagonal subgroup of SU(2)L × SU(2)I . Under the new global symmetry
group
H′ = SU(2)′L × SU(2)R × U(1)R (3.1.3)
the supercharges transform as (1/2, 1/2)−1 ⊕ (1, 0)1 ⊕ (0, 0)1. The twisting is achieved
replacing any isospin index i by a spinor index α so that Qiα → Qβα and Q¯iβ˙ → Gαβ˙.
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The (0, 0)1 rotation invariant operator is Q = Qα
α and satisfies the twisted version of the
N = 2 supersymmetric algebra (3.1.2), often called topological algebra:
{Q,Gαβ˙} = Pαβ˙ ,
{Q,Q} = Z. (3.1.4)
In a theory with trivial central charge the right hand side of the last of these relations
effectively vanishes and one has the ordinary situation in which Q2 = 0. The first of
these relations is at the heart of the standard argument to conclude that the resulting
twisted theory will be topological. With the momentum tensor being Q-exact it is likely
that the whole energy-momentum tensor is Q-exact. This would imply that the vacuum
expectation values of Q-invariant operators which do not involve the metric are metric
independent, i.e., that the theory is topological. To our knowledge, all the twisted N = 2
theories which have been studied satisfy this property.
The operator Q does not have to be nilpotent to define a Topological Quantum Field
Theory. For instance, supersymmetric theories involving Yang-Mills fields close the su-
persymmetric algebra up to a gauge transformation. This implies that in a twisted theory
one does not have that Q2 vanishes but that it is a gauge transformation. This is the case
for Donaldson-Witten theory in which the gauge parameter on the right hand side of the
equation for Q2 is one of the scalar fields of the theory. In Chapter 4 we will construct a
Topological Quantum Field Theory (a generalization of Donaldson-Witten theory [108])
with this behaviour. In this case, the observables of the theory (i.e., the operators in the
cohomology of Q) must be gauge invariant. Therefore, the relevant cohomology in these
cases is the equivariant cohomology with respect to the gauge group. Similarly, in the
presence of a non-trivial central charge, the first relation in (3.1.4) holds and therefore
one has the same expectations to obtain a Topological Quantum Field Theory as in the
ordinary case. One can regard the second relation in (3.1.4) as a situation similar to the
case of Donaldson-Witten theory where the gauge symmetry is a global U(1) symmetry.
In addition, this analogy implies that the correct mathematical framework to formulate
these theories must involve an equivariant extension. We will see in Chapters 3 and 4
that some theories with non-trivial central charge have an interesting interpretation in
terms of equivariant cohomology with respect to a vector field action.
An alternative (and equivalent) point of view on the twisting procedure is obtained
when it is regarded as a gauging of an internal symmetry group, in which a global sym-
metry of the underlying supersymmetric model is promoted to a space-time symmetry.
In many cases, the gauging is performed by adding to the Lagrangian of the original
theory a new term, involving the coupling of the internal current to the Spin connection
of the underlying manifold [42, 31, 34]. We will now discuss this approach to the twisting
procedure in some detail, in the case of N = 2 Yang-Mills theory, the model originally
considered by Witten in the seminal paper [108]. The resulting Topological Quantun Field
Theory is equivalent, as it is well known, to Donaldson theory: it describes the moduli
space of ASD connections and the topological correlation functions are the Donaldson
polynomials.
The field content of the minimal N = 2 supersymmetric Yang-Mills theory with gauge
group G on R4 is the following: a gauge field Aµ, two Majorana spinors λiα, i = 1, 2, and
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their conjugates λ
iα˙
, a complex scalar B, and an auxiliary field Dij (symmetric in i and
j). The indices i, j denote the isospin indices of the internal symmetry group SU(2)I of
N = 2 supersymmetry. The two Majorana spinors λ1, λ2 form a doublet of SU(2)I . All
these fields are considered in the adjoint representation of the gauge group G. The action
and field content of this model have a useful description in terms of N = 1 superspace. In
N = 1 superspace only one of the supersymmetries is manifest, and therefore the N = 1
superfields do not have well defined quantum numbers with respect to the internal SU(2)I
symmetry. The N = 2 supersymmetric multiplet contains an N = 1 vector multiplet and
an N = 1 chiral multiplet. These multiplets are described in N = 1 superspace in terms
of N = 1 superfields Wα and Φ satisfying the constraints Dα˙Wα = 0, D
αWα+D
α˙
W α˙ = 0
and Dα˙Φ = 0, where Dα and Dα˙ are N = 1 superspace covariant derivatives (we use the
conventions in [105]). The N = 1 superfields Wα and Φ have U(1)R charges −1 and −2
respectively. The component fields of the N = 1 superfields Wα and Φ are:
Wα, W α˙ −→ Aαα˙, λ1α, λ1α˙, D12,
Φ, Φ† −→ B, λ2α, D22, B†, λ2α˙, D11. (3.1.5)
The U(1)R transformations of the N = 1 superfields are:
Wα → e−iφWα(eiφθ), and Φ→ e−2iφΦ(eiφθ). (3.1.6)
In N = 1 superspace the action of N = 2 supersymmetric Yang-Mills theory takes the
form:
SYM =
∫
d4x d2θd2θΦ†eVΦ +
∫
d4x d2θW αWα +
∫
d4x d2θW
α˙
W α˙, (3.1.7)
where V is the vector superpotential. An important feature of this action is that due to
the constraint DαWα +D
α˙
W α˙ = 0 the last two terms in (3.1.7) differ by a term which is
proportional to the second Chern class. The SU(2)I current of this model is given by:
jµa = λσ
µσaλ, (3.1.8)
where σµ are the matrices given in the Appendix, after (A.2.40) (in Euclidean space).
If we try to formulate the theory on a general four-manifoldX, we use the prescription
of minimal coupling to gravity in the Lagrangian, and we couple the spinor fields to
the Spin connection in the usual way (using the expression given in (A.2.39)). This
construction can always be done locally, but globally we have a topological obstruction
associated to the second Stiefel-Whitney class, w2(X). If X is not Spin, we cannot
consistently couple the original N = 2 theory to gravity. The twist of this theory involves
the gauging of the SU(2)I group as the spacetime symmetry group SU(2)L, the structure
group of the positive-chirality spinor bundle. The only fields charged with respect to
SU(2)I are spinors, therefore the gauging is achieved after adding to the Lagrangian the
term
− ωaµjµa = −λiα˙(σµ)αα˙(σa)ijωaµλjα. (3.1.9)
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The only change in the Lagrangian is in the fermion kinetic term, which becomes
− λiα˙(σµ)αα˙{δαβδij − iωaµ((σa)αβδij + (σa)ijδαβ)}λjβ. (3.1.10)
The connection appearing here is the tensor product connection on the bundle S+ ⊗ S+,
which is isomorphic to Ω0
C
⊕ Ω2,+
C
. The scalar part corresponds to the symmetric part
of λwβ, and the self-dual two-form corresponds to the antisymmetric one. We can write
(3.1.10) in terms of space-time fields, and to do this we introduce a scalar η, a one-form
ψµ, and a self-dual two-form χµν as:
η = −λββ, ψµ = i(σµ)α˙αλαα˙,
λ(wβ) = − 1
2
√
2
C α˙β˙(σ¯µ)wα˙(σ¯ν)ββ˙χ
µν . (3.1.11)
In terms of these fields, the fermion kinetic terms can be written, after a lengthy compu-
tation, as
− i
2
ψµDµη −
√
2ψµDνχ
νµ. (3.1.12)
which are the standard fermion kinetic terms of Donaldson-Witten theory. As a byprod-
uct, notice that the gauging of the SU(2)I global symmetry allows one to define the theory
on any smooth four-manifold, as the fields of the resulting, twisted theory are differen-
tial forms. They have the geometrical structure prescribed by the new symmetry group
(3.1.3), and they are redefined as follows
Aµ (1/2, 1/2, 0)
0 −→ Aµ (1/2, 1/2)0,
λiα (1/2, 0, 1/2)
−1 −→ η (0, 0)−1, χαβ (1, 0)−1,
λiα˙ (0, 1/2, 1/2)
1 −→ ψαα˙ (1/2, 1/2)1,
B (0, 0, 0)−2 −→ i
√
2λ (0, 0)−2,
B† (0, 0, 0) −→ φ
2
√
2
(0, 0)2,
Dij (0, 0, 1)
0 −→ Hαβ (1, 0)0, (3.1.13)
where we have indicated the quantum numbers carried out by the fields relative to the
group H (3.1.1) before the twisting, and to the group H′ (3.1.3) after the twisting. Notice
that the U(1)R assignment in (3.1.13) is consistent with the transformations in (3.1.6).
The numerical coefficients are chosen in order that the twisted action coincides with
the the topological action to be constructed following the Mathai-Quillen formalism in
Chapter 5.
The definitions of the twisted fields in terms of the untwisted ones are the obvious
ones from (3.1.11) and (3.1.13). For χαβ we take χαβ =
√
2λ(αβ). We also have:
λ1¯2 =
i
2
η +
1√
2
χ12, λ2¯1 = − i
2
η +
1√
2
χ12. (3.1.14)
The bar denotes old isospin indices. In these definitions we mainly follow the conventions
of [105] (see also [113, 79]).
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Although the differential forms in (3.1.11) are complex, they have of course a natural
underlying real structure. One must restrict the resulting fields to be real differential
forms, in order to have the same number of degrees of freedom in the untwisted and
twisted theory. In general, this counting of degrees of freedom must be taken into account
if one is interested in extracting some information from the dynamics of the untwisted,
physical theory.
In general, the gauging of a global symmetry can generate anomalies in the resulting
theory. In the case of N = 2 Yang-Mills theory, the possible anomalies are related to
the global SU(2) anomaly discovered by Witten in [107], and it is easy to see [108] that
they only appear when the corresponding moduli space is not orientable. As we saw in
Chapter 1, this is not the case for the moduli space of ASD connections, then the twisted
theory is anomaly-free.
3.2 The twist in two dimensions
In R2 the global symmetry group of N = 2 supersymmetry is
H = SO(2)× U(1)L × U(1)R (3.2.15)
where K = SO(2) is the rotation group, and U(1)L and U(1)R are left and right moving
chiral symmetries. There are four supercharges Qαa transforming under H as (−1/2, 1, 0),
(−1/2,−1, 0), (1/2, 0, 1) and (1/2, 0,−1). They satisfy:
{Qα+, Qβ−} = Pαβ,
{Qα+, Qβ+} = {Qα−, Qβ−} = ǫαβZ, (3.2.16)
where ǫαβ is an antisymmetric SO(2) invariant tensor, and Z is the central charge gen-
erator. The twist consists of considering as the rotation group the diagonal subgroup
of SO(2) × SO(2)′, where SO(2)′ has as generator (UL − UR)/2 being UL and UR the
generators of U(1)L and U(1)R respectively. Under the new global symmetry group
H′ = SO(2) × U(1)F , where U(1)F has as generator the combination UL + UR, the
supercharges transform as (0, 1) ⊕ (−1,−1) ⊕ (0, 1) ⊕ (1,−1). The twisting is achieved
thinking of the second index of Qαa as an SO(2) isospin index and, as in the four dimen-
sional case, replacing any isospin index a by a spinor index β so that Qαa → Qαβ. One
of the two rotation invariant operators is Q = Qα
α. It satisfies the twisted version of the
N = 2 supersymmetric algebra (3.2.16) or topological algebra:
{Q,Gαβ} = Pαβ ,
{Q,Q} = Z, (3.2.17)
where Gαβ is the symmetric part ofQαβ . Notice that one could have taken the combination
(UL + UR)/2 instead of (UL − UR)/2 in order to carry out the twisting. We will consider
in some detail the two-dimensional twisting in the case of the N = 2 non-linear sigma
model, as another illustration of the twisting as a gauging of global currents. The fact that
we have two different global symmetries gives rise to the two possible topological sigma
32 CHAPTER 3. TWISTED N = 2 SUSY
models considered in [71, 111]. This example also sheds light on the possible anomalies
associated to the gauging procedure.
First of all we recall a few standard facts on non-linear sigma models in two dimensions.
Non-linear sigma models involve mappings from a two-dimensional compact Riemann
surface Σ to an n-dimensional target manifold M . The local coordinates of this mapping
can be regarded as bosonic two-dimensional fields which might be part of different types of
supersymmetric multiplets. In N = 2 supersymmetry there are two types of multiplets,
chiral multiplets and twisted chiral multiplets. The possible geometries of the target
manifold M are severely restricted by the different choices of multiplets taking part of a
given model. In models involving only chiral multiplets N = 2 supersymmetry requires
that M is a Ka¨hler manifold [119, 4]. In the situations where both multiplets are allowed,
M can be a Hermitian locally product space [49]. Twistings of models involving both
types of multiplets have been considered in [109, 102, 71, 111].
From the point of view of the gauging procedure, the two different possibilities to
obtain topological sigma models are better understood starting from a N = 2 model
involving chiral multiplets and choosing two different global currents. The target manifold
M is then Ka¨hler and we have a bosonic field φ : Σ −→ M and a Dirac spinor ψI± ∈
Γ(Σ, S± ⊗ φ∗(TM)), where TM is the holomorphic tangent bundle to M . The kinetic
fermion term in the action is:
Sf =
∫
Σ
d2zigI¯J(ψ
I¯
+Dz¯ψ
J
+ + ψ
I¯
−Dzψ
J
−), (3.2.18)
where the covariant derivatives are given in local coordinates by
Dz¯ψ
J
+ = ∂z¯ψ
J
+ +
i
2
ωz¯ψ
J
+ + Γ
J
KL∂z¯φ
KψL+,
Dzψ
J
− = ∂zψ
J
− −
i
2
ωzψ
J
− + Γ
J
KL∂zφ
KψL−. (3.2.19)
This theory has a conserved, non anomalous vector current jµV = gI¯Jψ
I¯
γµψJ , with com-
ponents
jzV = 2gI¯Jψ
I¯
−ψ
J
−, j
z¯
V = 2gI¯Jψ
I¯
+ψ
J
+ (3.2.20)
and an anomalous axial current jµ5 = gI¯Jψ
I¯
γµγ5ψ
J with components
jz5 = 2gI¯Jψ
I¯
−ψ
J
−, j
z¯
5 = −2gI¯JψI¯+ψJ+. (3.2.21)
The anomaly is given by the index of the Dirac operator and reads∫
Σ
φ∗(c1(M)) (3.2.22)
To twist the model we can gauge the U(1)V or the U(1)A symmetries. The first choice
leads to the A model and the second one to the B model. As in Donaldson- Witten theory,
we promote the abelian global symmetry to a worldsheet spacetime symmetry, and in this
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case this amounts to add to the Lagrangian the coupling of the corresponding currents to
the worldsheet Spin connection. For the A model we have:
Sf − i
4
∫
Σ
d2z
√
hωµj
µ
V =
∫
Σ
d2z
√
higI¯J{ψI¯+(∂ψJ+ + ΓJKL∂φKψL+)
+ψI¯−(∂ψ
J
− − iωzψJ− + ΓJKL∂φKψL−)}, (3.2.23)
and for the B model
Sf − i
4
∫
Σ
d2z
√
hωµj
µ
A =
∫
Σ
d2z
√
higI¯J{ψI¯+(∂ψJ+ + iωz¯ψJ+ + ΓJKL∂z¯φKψL−)
+ψI¯−(∂ψ
J
− − iωzψJ− + ΓJKL∂φKψL+)}. (3.2.24)
We see that, in the twisted models, the fermion fields have changed their spin content.
ψJ− is a (0, 1)-form ρ
J
z¯ , while ψ
J
+ is an scalar χ
J in the type A model, and a (1, 0)-form ρJz
in the type B model.
It turns out [109] that the type A model can be formulated on any almost Hermitian
target manifold. However, the type B model was obtained through the gauging of an
anomalous current, and this can give ill-defined models: the anomaly in the global current,
given in (3.2.22), is inherited in the twisted model as a global anomaly in the fermion
determinant. This leads to additional restrictions on the geometry of the target space, as
pointed out in [111], because the fact that the U(1) current is chiral leads to a non-linear
sigma model anomaly. We will present here an computation of this global anomaly using
the strategy of [83], based on the index theorem for families. The fermionic kinetic term
of the type B model is:
SB =
∫
Σ
d2z
√
higI¯J{χI¯DzρJz¯ + θI¯Dz¯ρJz }, (3.2.25)
where θI¯ = ψI¯+ is an scalar in the twisted theory. The effective action is then a section of
the line bundle
L = L1 ⊗ L2 = (det Dz)⊗ (det Dz¯), (3.2.26)
and the global, topological anomaly is measured by c1(L) = c1(L1) + c1(L2). This can be
computed using the index theorem for families as in [83]. Consider first the evaluation
map
φˆ : Map(Σ,M)× Σ → M
(φ, σ) 7→ φ(σ). (3.2.27)
By pulling back differential forms onM through φˆ∗, we get differential forms onMap(Σ,M)×
Σ, with the natural bigrading given by the product structure:
φˆ∗(ω) = O(0)ω +O(1)ω +O(2)ω , (3.2.28)
where the O(i)ω are of degree i with respect to Σ. This is precisely the descent procedure
of [109]. The topological obstructions are given by:
c1(L1,2) =
∫
Σ
ch(φˆ∗(TM)){±1− 1
2
c1(Σ)}, (3.2.29)
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where we only keep the degree two forms on Map(Σ,M). In c1(L) only the first descendant
of φˆ∗(ch(TM)) contributes, and we finally get
c1(L) =
∫
Σ
c1(Σ)O(0)c1(M), (3.2.30)
where O(0)c1(M) = φˆ∗σ(c1(M)) is the descendant of zero degree with respect to Σ, and φˆσ is
the map obtained from φˆ by fixing a point σ ∈ Σ (the cohomology class of the pulled-back
form does not depend on the σ chosen). This result says then that the anomaly in the
global current U(1)A is inherited in the twisted B model as a sigma model anomaly. The
B model has no topological anomalies if the target is a Calabi-Yau manifold or if the
worldsheet is a torus (c1(Σ) = 0). The last possibility is natural, as in this case the twist
does nothing (the torus is a hyperka¨hler manifold) and the original N = 2 supersymmetric
model is anomaly-free.
The models we have just considered have no central charges, but, as in the four-
dimensional case, the presence of a central charge does not invalidate the topological
character of the twisted theory. In the next Chapter we will consider a two-dimensional
model where the central charge generator of N = 2 supersymmetry acts as a Lie derivative
with respect to a Killing vector field, and the resulting structure has a nice interpretation
in terms of the equivariant cohomology with respect to a vector field action on the moduli
space.
Chapter 4
The Mathai-Quillen formalism
The Mathai-Quillen formalism is of paramount importance in the study of Cohomological
Field Theories, because it provides the fundamental link between topological Lagrangians
and geometrical constructions associated to moduli spaces. This formalism, introduced in
[82], provides a particular representative of the Thom class of an oriented vector bundle,
using equivariant differential forms. The relevance of this representative to Cohomologi-
cal Field Theories was realized by Atiyah and Jeffrey [16] in a fundamental work. They
showed that the topological Lagrangian obtained by Witten as a twisted N = 2 supersym-
metric Yang-Mills theory was precisely the natural generalization of the Mathai-Quillen
representative in Donaldson theory. As we discussed in Chapter I, the moduli space of
irreducible ASD connections can be considered as the zero locus of a section of an in-
finite dimensional vector bundle, and the zero-dimensional Donaldson invariant can be
understood in terms of an integral of the pullback of the corresponding Thom class. The
work of Atiyah and Jeffrey therefore explains from first principles why topological corre-
lation functions should be formally identified with Donaldson invariants, and also gives
a topological interpretation of the BRST cohomology of the twisted model in terms of
equivariant cohomology.
In this chapter we first give a brief review of the Mathai-Quillen formalism following
the original approaches. We don’t intend to be exhaustive, because there are by now
excellent and comprehensive expositions of this topic [34, 23, 25]. We will mainly focus
on the generalization of this formalism to take into account vector field actions. This
generalization was constructed in [75] motivated by the twisting of N = 2 supersymmetric
theories with central charges in the supersymmetry algebra. One of the advantages of the
formalism developed in [75] is that it makes more apparent the geometry of the Mathai-
Quillen formalism, in the sense that it doesn’t involve algebraic models of the de Rham
cohomology, but rather local descriptions of the relevant differential forms.
The chapter is organized as follows: in section 1 we give an overview of equivariant
cohomology in the Weil and Cartan models. In section 2 we present the Mathai-Quillen
formalism following the original work of Mathai and Quillen in [82]. In section 3 we
present the equivariant extension of [75] and we also develop the BRST cohomology, the
Atiyah-Jeffrey formulation and the basic connections with the Field Theory framework. In
order to illustrate the construction, we analyze a two-dimensional example, the topological
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sigma model with potentials.
4.1 Equivariant cohomology
Equivariant cohomology appears when studying a topological space M with the action of
a groupG. It can be realized in many different ways, but the most useful ones to us involve
the differentiable category and appropriate extensions of the de Rham cohomology. From a
more general point of view, equivariant cohomology is defined as the ordinary cohomology
of the space
MG = EG×G M, (4.1.1)
where EG is, as usual, the universal G-bundle. We will instead work with algebraic
models, the Weil and the Cartan model. Although they are equivalent, the Cartan model
is simpler and more natural in Topological Gauge Theories, and we will also use it to study
vector field actions. However, when dealing with group actions associated to principal
bundles, the Cartan model must be supplemented with a horizontal projection. In these
cases it is important to keep in mind the underlying Weil model, because, as we will see,
it is specially suited for the principal bundle setting.
In the first subsection we will consider the Weil model, and in the second one the
Cartan model. Finally, in subsection 3 we analyze the equivariant cohomology associated
to vector field actions. Good references on equivariant cohomology are [14, 34, 18, 63].
4.1.1 Weil Model
Let G be a Lie group with Lie algebra g. First we define the Weil algebra W(g) as
W(g) = Λg∗ ⊗ Sg∗, (4.1.2)
given by the tensor product of the exterior algebra and the symmetric algebra of the dual
g∗. We take generators of Λg∗, {θa}a=1,···,dim(G) with degree 1, and of Sg∗, {ua}a=1,···,dim(G)
with degree 2. In this way W(g) becomes a graded algebra. Let cabc be the structure
constants of g associated to the generators θa. We define a differential operator dW from
their action on the generators:
dWθa = −1
2
cabcθ
bθc + ua,
dWu
a = cabcu
bθc. (4.1.3)
We also define an inner product operator ia as follows:
iaθ
b = δab, iau
b = 0. (4.1.4)
We can also define a Lie derivative operator using the basic identity La = iadW + dWia.
The motivation to define such a complex comes from the following: if P is a principal
G-bundle with connection θ ∈ Ω1(P, g) and curvature K ∈ Ω2(P, g), we can expand θ
and K as follows:
θ = θaTa, K = u
aTa, (4.1.5)
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where {Ta}a=1,···,dim(G) is a basis of g, and θa ∈ Ω1(P ), ua ∈ Ω2(P ). Consider the inner
product ι(C(Ta)), where C(Ta) is the fundamental vector field asociated to the generator
of the Lie algebra g. The components defined in (4.1.5) verify precisely the equations
(4.1.3) and (4.1.4), with the geometrical realizations of the inner product ia as ι(C(Ta))
and the differential operator dW as the usual de Rham operator on P . We then see that
the Weil model is essentially an algebraic or universal realization of the basic relations
defining connections and curvatures on principal bundles.
Consider now a G-manifold M and the complex
W(g)⊗ Ω∗(M), (4.1.6)
where Ω∗(M) is the complex of differential forms on M . On this complex we can define a
differential operator, an inner product and a Lie derivative operator by taking the tensor
product of the corresponding operators in the two complexes. An element of this complex
is called basic if it is in the kernel of the inner product operators (it is horizontal) and in
the kernel of the Lie derivative operators (it is invariant). The subalgebra consisting of
these elements is denoted by ΩG(M), and its cohomology is called the algebraic equivariant
cohomology of M in the Weil model:
H∗G = H
∗(ΩG(M)). (4.1.7)
As we will see in section 2, the Weil model is specially useful to study the cohomology of
associated vector bundles and for this reason has an important roˆle in the Mathai-Quillen
formalism.
4.1.2 Cartan model
The fact that the construction of the Weil model for equivariant cohomology involves only
a subcomplex of W(g)⊗Ω∗(M) suggests that a smaller complex can be chosen from the
very beginning. In the Cartan model, one starts with
Sg∗ ⊗ Ω∗(M) (4.1.8)
and defines an operator
dCu
a = 0, dCω = dω − uaι(C(Ta))ω, (4.1.9)
where ω ∈ Ω∗(M) and summation over a is understood. In general, dC is not nilpotent.
Rather we have
d2C = −uaL(C(Ta)), (4.1.10)
but we can restrict ourselves to the invariant subcomplex
ΩG(M) = (Sg
∗ ⊗ Ω∗(M))G, (4.1.11)
where d2C = 0. The elements in this complex are called equivariant differential forms. We
used the same notation for the basic subcomplex in the Weil model, because in fact they
are isomorphic [82]. As d2C = 0 on ΩG(M), we can define the cohomology of dC, which is
precisely the algebraic equivariant cohomology of M in the Cartan model:
H∗G(M) = H
∗((Sg∗ ⊗ Ω∗(M))G). (4.1.12)
Of course, the Weil and the Cartan models give isomorphic cohomology theories.
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4.1.3 Equivariant cohomology and vector field actions
An special example of the Cartan model of equivariant cohomology, which will be useful
later, is the case of the equivariant cohomology associated to a vector field action. As
we will explain below, this can be regarded as a particularly tractable realization of the
construction explained in subsection 2.
Let X be a vector field acting on a manifold M . Recall that every vector field is
associated to a locally defined one-parameter group of transformations ofM , φ : I×M →
M , with I ⊂ R being an open interval containing t = 0. If we put φm(t) = φt(m) =
φ(t,m), the vector field corresponding to φ is given by:
X(m) = φm∗0
( d
dt
)
t=0
, (4.1.13)
where ∗ denotes as usual the differential map between tangent spaces. We denote by
Ω∗X(M) the kernel of L(X) in Ω∗(M). We consider now the polynomial ring generated by
a generator u of degree 2 over Ω∗(M), denoted by Ω∗(M)[u]. On this ring we define the
equivariant exterior derivative with respect to X as follows:
dXω = dω − uι(X)ω, ω ∈ Ω∗[u], (4.1.14)
Notice that
d2X = −uL(X), (4.1.15)
and therefore dX is nilpotent on Ω
∗
X(M)[u]. The elements of Ω
∗
X(M)[u] are the equivariant
differential forms with respect to the vector field action associated to X. An equivariant
differential form ω verifying dXω = 0 is said to be equivariantly closed with respect to X.
Notice that, if ω ∈ Ω∗(M)[u] and dXω = 0, necessarily ω ∈ Ω∗X(M)[u] because of (4.1.15).
When X corresponds to a circle (U(1)) action on M , the above construction recovers
precisely the Cartan model of the previous subsection. The reason is that, if G = U(1),
the symmetric exterior algebra has a single generator:
Sg∗ = R[u] (4.1.16)
associated to the vector field X on M . The invariant subcomplex (4.1.11) has a very
simple description in the abelian case because Sg∗ is already invariant:
Ω∗U(1)(M) = Ω
∗
X(M)[u]. (4.1.17)
Given a closed invariant differential form, i.e., a form ω ∈ Ω∗X(M) with dω = 0, we
don’t get an equivariantly closed differential form unless ι(X)ω = 0. But it might be
possible to find some polynomial p in the ideal generated by u in Ω∗X(M)[u] such that the
resulting form ω′ = ω + p is equivariantly closed. The form ω′ is called an equivariant
extension of ω. In section 3 we will see some interesting examples of equivariant extensions
with a deep geometrical interpretation.
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4.2 The Mathai-Quillen formalism
The Mathai-Quillen formalism [82] provides an explicit representative of the Thom form
of a vector bundle E. Usually this form is introduced in the following way: consider an
oriented vector bundle π : E → M with fibre V = R2m, equipped with an inner product
g and a compatible connection D verifying:
d(g(s, t)) = g(Ds, t) + g(s,Dt), s, t ∈ Γ(E). (4.2.18)
As our vector bundle is oriented and has an inner product, we can reduce the structure
group to G = SO(2m). Let P be the principal G-bundle over M such that E is an
associated vector bundle:
E = P ×G V. (4.2.19)
In particular, P ×V can be considered as a principal G-bundle over E. Given a principal
G-bundle π : P →M , a differential form φ on P descends to a form φ¯ on M if:
a) φ(X1, · · · , Xq) = 0 whenever one of the Xi is vertical. In this case, φ is called
horizontal.
b) R∗gφ = φ, i.e., φ is invariant under the G action.
These forms are called basic. The projected form φ¯ verifies:
φ¯(V1, · · · , Vq) = φ(X1, · · · , Xq),
(dφ¯)(V0, · · · , Vq) = (dφ)(X0, · · · , Xq), (4.2.20)
where the Xi are such that π∗Xi = Vi. We can apply the same procedure to the principal
bundle P × V → P ×G V , and we have in fact the isomorphism:
Ω∗(P ×G V ) ≃ Ω∗(P × V )basic. (4.2.21)
Suppose now that P is endowed with a connection θ ∈ Ω1(P, g) and associated curva-
ture K, and consider the Weil algebra of G, W(g). As g = so2m, the generators are
antisymmetric matrices θij (of degree 1) and Kij (of degree 2) (notice that we use the
same notation for the connection and curvature of P and the generators of W(g)). The
fact thatW(g) provides a universal realization of the relations defining the curvature and
connection on P gives the Chern-Weil homomorphism:
w :W(g) −→ Ω∗(P ), (4.2.22)
defined in the natural way according to the expansion of θ and K in (4.1.5) (for G =
SO(2m), the map w is just the correspondence between the generators of W(g) and the
entries of the antisymmetric matrices for the curvature and connection in P ). The Chern-
Weil homomorphism maps the universal connection and curvature in the Weil algebra to
the actual connection and curvature in P . Combined with the lifting of forms from V to
P × V , we obtain another homomorphism:
w ⊗ π∗2 :W(g)⊗ Ω∗(V ) −→ Ω∗(P × V ), (4.2.23)
40 CHAPTER 4. THE MATHAI-QUILLEN FORMALISM
where π2 : P × V → V is the projection on the second factor. It is easy to see that the
basic subalgebra ΩG(V ) maps to the basic differential forms on P × V , and therefore to
the differential forms of the associated vector bundle. This is the geometric context of
the Mathai-Quillen construction.
The universal Thom form U of Mathai and Quillen is an element in W(g) ⊗ Ω∗(V )
given by:
U = (2π)−mPf(K)exp{−xixi − (dxi + θilxl)(K−1)ij(dxj + θjmxm)}. (4.2.24)
In this expression xi are orthonormal coordinate functions on V , and dxi are their cor-
responding differentials. K and θ are the antisymmetric matrices of generators in W(g).
Notice that this expression includes the inverse of K, and in fact it should be properly
understood, once the exponential is expanded, as:
π−me−xixi
∑
I
ǫ(I, I ′)Pf(
1
2
KI)(dx+ θx)
I′ , (4.2.25)
where I denotes a subset with an even number of indices, I ′ its complement and ǫ(I, I ′) the
signature of the corresponding permutation. The equivalence of the two representations
is easily seen using Berezin integration. To this end, introduce a Grassmann orthonormal
coordinate for the fibre V , ρi. Then the universal Thom form can be written as:
U = e−|x|
2
∫
Dρ exp
(1
4
ρiKijρj + iρi(dxi + θijxj)
)
, (4.2.26)
and the expansion of this expression leads precisely to (4.2.25). Of course, the expression
(4.2.24) is easier to deal with, and in fact we can check its properties taking K−1 as a
formal inverse of K. This is because we can consider (4.2.24) as an element of the ring of
fractions with det(K) in the denominator. As det(K) is closed, we can extend the exterior
derivative as an algebraic operator to this localization [82]. We will use this principle in
section 3 to check the equivariantly closed character of the equivariant extension of the
Thom form with respect to a vector field action.
One can check that U in (4.2.24) is a basic form, so it belongs to ΩG(V ), and also that
it is equivariantly closed. The image of U under the map (4.2.23) is a closed differential
form in Ω2m(E). Notice that the resulting form has no compact support in the fibre,
but a Gaussian decay along it. We can define a cohomology of rapidly decreasing forms
H∗rd(E) on the fibre V analogous to the cohomology of forms with compact support on
V . The usual results about the Thom class also hold in this slightly generalized setting
[82]. In particular, the Thom class can be uniquely characterized as a cohomology class
in H2mrd (E) such that its integration along the fibre is 1 [28]. All this can be easily checked
for the universal representative given in (4.2.24), and therefore the image of U in H2mrd (E)
is in fact a differential form representing the Thom class of E.
One can also obtain a universal Thom form in the Cartan model of the G-equivariant
cohomology, using the algebraic isomorphism between the respective complexes. This
amounts to put the generator θ equal to zero. But if we apply the Chern-Weil homomor-
phism to the resulting equivariant differential form, we don’t obtain a basic differential
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form in Ω(P × V ). This is because the horizontal character is lost. One must then en-
force a horizontal projection, and this gives an alternative representative which is useful
in Topological Gauge Theories [16, 34]. In the next section we will present in detail
this construction, generalizing it to the equivariant extension associated to a vector field
action.
4.3 Equivariant extension of the Thom form
The motivation for the equivariant extension of the Thom form in the framework of the
Mathai-Quillen formalism is twofold. On one hand, many interesting moduli problems
involve a vector field action or a circle action which can be very useful to obtain geomet-
rical information and to relate different moduli spaces. This is the case of the Hitchin
equations on a Riemann surface [55]. The same ideas were used by Thaddeus [100] to
relate the moduli space of flat connections on a Riemann surface to the moduli space
of abelian vortices, and recently it has been argued [90, 40] that they can shed light on
the relation between the Seiberg-Witten and the Donaldson invariants. This last point
will be developed in Chapter 5. It should then be very interesting to have an equivariant
extension of the Thom form with respect to a vector field action. This extension would
naturally arise in these kinds of moduli problems and, combined with fixed point theo-
rems for equivariant cohomology, could give new tools to compute invariants associated
to these moduli spaces.
The second motivation to perform this extension comes from the construction and
interpretation of Topological Quantum Field Theories. As we have mentioned, many
twisted N = 2 supersymmetric theories can be interpreted in terms of the Mathai-Quillen
formalism. We will present an example in Chapter 5. However, there are some twisted
N = 2 theories which do not have a clear formulation in the Mathai-Quillen framework,
and therefore their geometrical structure is not very well understood. One should then
look for generalizations of this formalism to take into account the rich topological struc-
tures hidden in the supersymmetry algebra. In particular, the N = 2 algebra with central
charges leads to twisted models which has been sometimes misleading, because the ad-
ditional terms in the Lagrangian and in the BRST transformations seem to spoil the
topological invariance of the theory. The equivariant extension that we will construct in
this section is the appropriate framework to understand the geometry involved in these
twisted models.
From a mathematical point of view, this construction can be regarded as a generaliza-
tion of the equivariant extensions of the curvature considered in [14, 26, 27, 19]. It is clear
that, as the Mathai-Quillen representative involves the curvature of the vector bundle,
we need an explicit expression for the equivariant extension of the curvature form. In the
first subsection we will review this construction for general vector bundles from the point
of view of equivariant cohomology [14, 26, 27], and in subsection 2 we will proceed in
the same way to obtain the equivariant extension of the curvature for principal bundles
[19]. In subsections 3, 4, 5 we construct the eauivariant extension of the Thom form with
respect to a vector field action in three different situations. Finally, in subsection 6 we
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give an illustrative, two-dimensional application: topological sigma models with a Killing,
almost complex action on an almost Hermitian target space. We recover in this way the
topological sigma model with potentials of [70], obtained from the twisting of the N = 2
supersymmetric sigma models with potentials formulated in [5].
4.3.1 Equivariant curvature for vector bundles
Let π : E → M be a real vector bundle. We suppose that there is a vector field X acting
on M , and also an “action” of this field on E compatible with the action on M . With
this we mean [14, 27] that there is a differential operator Λ acting on the space of sections
of E, Γ(E):
Λ : Γ(E)→ Γ(E), (4.3.27)
that satisfies the derivation property
Λ(fs) = (Xf)s+ fΛs, f ∈ C∞(M), s ∈ Γ(E). (4.3.28)
We will be particularly interested in the case in which there is a vector field XE acting
on E in a compatible way with the action of X on M . With this we mean the following:
let φˆt, φt be the one-parameter flows corresponding to XE , X, respectively. Then the
following conditions are verified:
i) πφˆt = φtπ, i.e, the one-parameter flows intertwine with the projection map of the
bundle;
ii) the map Em → Eφtm between fibres is a vector space homomorphism.
Notice that, if XE , X are associated to circle actions on E, M , the above conditions
simply state that E is a G-bundle over the G-space M , with G = U(1) (for G-bundles,
see for instance [12]). An obvious consequence of (i) is that XE and X are π-related:
π∗XE = X. (4.3.29)
When there is a vector field XE acting on E in the above way the operator Λ is naturally
defined as:
(Λs)(m) = lim
t→0
1
t
[s(m)− φˆts(φ−t(m))]. (4.3.30)
It’s easy to see that, because of condition (i) above, φˆts(φ−t(m)) is in fact a section of
E, and using (ii) one can check that the derivation property (4.3.28) holds. We say that
the section s ∈ Γ(E) is invariant if φˆts(φ−t(m)) = s(m), for all t ∈ I, m ∈ M . This is
equivalent to Λs = 0. If s is an invariant section, XE and X are also s-related:
s∗X = XE. (4.3.31)
Consider now a connection D on the real vector bundle E of rank q. We say that D
is equivariant if it commutes with the operator Λ. Let’s write this condition with respect
to a frame field {si}i=1,···,q on an open set U ⊂ M . We define the matrix-valued function
Λji and one-form θ
j
i on U by:
Λsi = Λ
j
isj , Dsi = θ
j
i sj . (4.3.32)
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Of course, θji is the usual connection matrix. Under a change of frame s
′ = sg, where
g ∈ Gl(q,R), we can use the derivation property of Λ (4.3.28) to obtain the matrix with
respect to the new local frame:
Λ′ = g−1Λg + g−1Xg. (4.3.33)
Imposing ΛD = DΛ on the local frame {si} one gets
dΛji + θ
j
kΛ
k
i = L(X)θji + Λjkθki . (4.3.34)
The next step to construct the equivariant curvature is to define an operator LΛ : Γ(E)→
Γ(E) given by
LΛs = Λs− ι(X)Ds, s ∈ Γ(E). (4.3.35)
The matrix associated to this operator with respect to a local frame on U is
(LΛ)
j
i = Λ
j
i − θji (X). (4.3.36)
Using (4.3.33) and the usual transformation rule for the connection matrix it is easy to
check that (LΛ)
j
i is a tensorial matrix of the adjoint type: under a change of local frame
one has
L′Λ = g
−1LΛg. (4.3.37)
We will compute now the covariant derivative of the matrix LΛ. Using (4.3.34) we get:
DLΛ = dLΛ + [θ, LΛ]
= dΛ + [θ,Λ]− (L(X)− ι(X)d)θ − [θ, ι(X)θ]
= ι(X)(dθ + θ ∧ θ) = ι(X)K, (4.3.38)
where K is the curvature matrix.
We can introduce now the equivariant curvature KX for the vector bundle case, defined
as follows:
KX = K + uLΛ. (4.3.39)
This is not an equivariant differential form, not even a global differential form on M . To
achieve this we have to introduce a symmetric invariant polynomial with r matrix entries,
P (A1, · · · , Ar). Consider then the following quantity [26]:
PX = P (KX, · · · , KX) =
r∑
i=0
uiP
(i)
K , (4.3.40)
where
P
(i)
K =
(
r
i
)
P (
i︷ ︸︸ ︷
LΛ, · · · , LΛ;K, · · · , K). (4.3.41)
Notice that, as LΛ is a tensorial matrix of the adjoint type, PX is a globally defined
differential form in Ω∗X(M)[u]. Using (4.3.38) and the properties of symmetric invariant
polynomials it is easy to prove that
ι(X)P
(i)
K = dP
(i+1)
K , (4.3.42)
and from this it follows that PX is an equivariantly closed differential form on M .
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4.3.2 Equivariant curvature for principal bundles
Let π : P →M be a principal bundle with group G. We suppose that we have two vector
fields XP , X acting on P and M , respectively. We will require that the one-parameter
flow associated to XP , φˆt, commutes with the right action of G on P :
φˆt(pg) = (φˆtp)g, p ∈ P, g ∈ G. (4.3.43)
In this case, if φt is the one-parameter flow associated to X on M , we have πφˆt = φtπ,
and X and XP are π-related. The vector field XP is in addition right invariant:
(XP )pg = (Rg)∗p(XP )p. (4.3.44)
Let θ be a connection one-form on P , and consider the function with values in the Lie
algebra of G, g, given by θ(XP ) = ι(XP )θ. Using (4.3.44) and the properties of the
connection it is immediate to see that θ(XP ) is a tensorial zero-form of the adjoint type,
i.e.
θ(XP )pg = θpg((Rg)∗p(XP )p) = (ad
−1
g )θ(XP )p. (4.3.45)
Suppose now that the connection one-form verifies:
L(XP )θ = 0. (4.3.46)
This is the analog of having an equivariant connection for a vector bundle. When (4.3.46)
holds we can construct an equivariant curvature for the principal bundle in a natural way.
First, notice that the covariant derivative of θ(XP ) is given by:
Dθ(XP ) = −ι(XP )K, (4.3.47)
where K is the curvature associated to θ. The equivariant curvature is defined as:
KXP = K − uθ(XP ). (4.3.48)
With the help of an invariant symmetric polynomial we can construct the form in Ω∗(P )[u]:
PXP = P (KXP , · · · , KXP ). (4.3.49)
Taking into account (4.3.47) we can proceed as in the vector bundle case and show that
PXP is an equivariantly closed differential form on P with respect to the action of XP .
On the other hand, because of (4.3.45) and the usual arguments in Chern-Weil theory,
PXP descends to a form in Ω
∗(M)[u], PXP . When a form φ on P descends to a form φ¯ on
M , and the vector fields XP on P and X on M are π-related, we can obtain from (4.2.20)
the following identities:
(ι(X)φ¯)(V1, · · · , Vq−1) = (ι(XP )φ)(X1, · · · , Xq−1),
(L(X)φ¯)(V1, · · · , Vq) = (L(XP )φ)(X1, · · · , Xq), (4.3.50)
where the Xi are such that π∗Xi = Vi. It follows from (4.3.50) and (4.2.20) that, if PXP
is equivariantly closed on P , then PXP is equivariantly closed on M . We have therefore
obtained an appropriate equivariant extension of the curvature of a principal bundle.
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4.3.3 Equivariant extension of the Thom form: general case
Now we want to find an equivariant extension of the Thom form for a vector field action,
in the framework of the Mathai-Quillen formalism. If we look at the expressions for the
equivariant extension of the curvature, (4.3.39) and (4.3.48), we see that they involve the
contraction of the connection form with a vector field. It is clear that for the algebraic el-
ements in the Weil algebra this operation is not defined, and therefore we won’t work with
the universal Thom form, but with the explicit Thom form as an element of Ω2mrd (E). This
has also the advantage of showing explicitly the geometry involved in the Mathai-Quillen
formalism, which is sometimes hidden behind the use of G-equivariant cohomology.
Recall that we defined an “action” of a vector field on a vector bundle E as an operator
acting on the space of sections of this bundle, and therefore not necessarily induced by
an action of XE on E. In this case we cannot consider the complex Ω
∗
XE
(E)[u]. However,
given an invariant section s of this bundle, we can construct an equivariant extension of
the pullback s∗Φ(E) on M .
In the framework of the Mathai-Quillen formalism we need an inner product on E, g,
and a compatible connection D. Once we take into account the action of a vector field
X on M , and the compatible operator on sections Λ, we need additional assumptions to
construct our equivariant extensions. First of all, we assume, as in the previous subsection,
that the connection D is equivariant. We also assume that the inner product is invariant
with respect to the compatible actions:
L(X)(g(s, t)) = g(Λs, t) + g(s,Λt), s, t ∈ Γ(E) (4.3.51)
From (4.2.18) and (4.3.51) one gets the following identity for the operator LΛ defined in
(4.3.35):
g(LΛs, t) + g(s, LΛt) = 0, s, t ∈ Γ(E) (4.3.52)
We suppose that our bundle E is orientable, and therefore we can reduce the structural
group to SO(2m) and consider orthonormal frames {si}i=1,···,2m such that g(si, sj) =
δij . With respect to an orthornormal frame, the connection and curvature matrices are
antisymmetric, and because of (4.3.52) LΛ and KX are antisymmetric too.
Consider now a trivializing open covering ofM , {Uα}, and the corresponding orthonor-
mal frames {sαi }. Let s ∈ Γ(E) be an invariant section. Then, the following form is an
equivariantly closed differential form onM and is an equivariant extension of the pullback
of the Thom class by s:
s∗Φ(E)αX = (2π)
−mPf(KX)exp{−ξαi ξαi − (dξαi + θαilξαl )(KαX)−1ij (dξαj + θαjmξαm)}, (4.3.53)
where s = ξis
α
i is the local expression of s on Uα, and θ
α and KαX are respectively the
connection and the equivariant curvature matrices (the equivariant curvature is the one
given in (4.3.39)). Both are defined with respect to the orthonormal frame {sαi }.
To prove our statement, we will show first of all that the s∗Φ(E)αX define a global
differential form onM , i.e., we will consider a change of trivialization on the intersections
Uα ∩ Uβ . The transformations of the different functions appearing here are:
sβ = sαgαβ, ξ
β = g−1αβ ξ
α,
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θβ = g−1αβθ
αgαβ + g
−1
αβdgαβ,
KβX = g
−1
αβK
α
Xgαβ , (4.3.54)
where gαβ are the transition functions and take values in SO(2m). To check the invari-
ance of (4.3.53) under this transformation, notice that Pf(KX) is an invariant symmetric
polynomial for antisymmetric matrices and therefore the results of section 2 hold. Also
notice that dξαi + θ
α
ilξ
α
l transforms as a tensorial matrix of the adjoint type (because it
is the local expression of the covariant derivative Ds). It is easily checked that s∗Φ(E)αX
equals s∗Φ(E)βX on the intersections Uα∩Uβ , and therefore the expression (4.3.53) defines
a global differential form on M .
To prove that this differential form is in the kernel of dX it is enough to do it for the
local expression in (4.3.53), as dX is a local operator. Again, by the results of section 2,
Pf(KX) is already equivariantly closed, and we only need to check this property for the
exponent in (4.3.53). The computation is lengthy but straightforward. Recall that s is
an invariant section, and locally this can be written as:
Λ(ξisi) = X(ξi)si + ξiΛjisj = 0. (4.3.55)
It follows then that
dXdξi = −uX(ξi) = uΛijξj , (4.3.56)
and we get the following expression:
dX{ξiξi + (dξi + θilξl)(K−1X )ij(dξj + θjmξm)}
= 2dξiξi + [u(Λilξl − θil(X)ξl) + dθilξl − θildξl](K−1X )ij(dξj + θjmξm)
− (dξi + θilξl)(dXK−1X )ij(dξj + θjmξm)
− (dξi + θilξl)(K−1X )ij[u(Λjmξm − θjm(X)ξm) + dθjmξm − θjmdξm]. (4.3.57)
If we add to this (θil+ θli)(dξl+ θlpξp)(K
−1
X )ij(dξj + θjmξm) = 0, and we take into account
that
D(K−1X )ij = d(K
−1
X )ij + θil(K
−1
X )lj − (K−1X )ilθlj , (4.3.58)
then (4.3.57) reads:
2dξiξi + (KX)ilξl(K
−1
X )ij(dξj + θjmξm)
− (dξi + θipξp)[D(K−1X )ij − uι(X)(K−1X )ij](dξj + θjmξm)
− (dξi + θipξp)(K−1X )il(KX)lmξm. (4.3.59)
We can compute DK−1X − uι(X)K−1X by considering K−1X a formal inverse of KX . Notice
first that, because of the Bianchi identity and (4.3.38), we have:
DKX = uι(X)K, dXKX = −[θ,KX ]. (4.3.60)
As dX extends to the ring of fractions with det(KX) in the denominator (because det(KX)
is dX-closed), we have:
dXK
−1
X = K
−1
X [θ,KX ]K
−1
X = −[θ,K−1X ], (4.3.61)
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and finally we get:
DK−1X − uι(X)K−1X = dXK−1X + [θ,K−1X ] = 0 (4.3.62)
Using (4.3.62) and the antisymmetry of the matrices (KX)ij , θij , we see that (4.3.59)
equals zero. Therefore, (4.3.53) is in the kernel of dX , and according to (4.1.15) it is an
equivariantly closed differential form. It is clear that it is an equivariant extension of the
pullback s∗Φ(E), because if we put u = 0 we recover the pullback of the Mathai-Quillen
form.
4.3.4 Equivariant extension of the Thom form: vector bundle
case
Now we will consider the case in which we have a vector field XE acting on the vector
bundle E, and the action Λ is the one induced from it. In this case it makes sense to
construct an equivariant extension of the Thom form with respect to the XE action.
Again we will proceed locally and we will construct the extension on trivializing open sets
Uα × V .
Let π : E → M be an orientable real vector bundle of rank 2m with an action of a
vector field XE compatible with an action of X on M in the sense of subsection 2.2. On
the fibre V = R2m we choose an orthonormal basis {ei} with respect to the standard
inner product ( , ) on it, and we denote by xi the coordinate functions with respect to
this basis. Let {Uα} be a trivializing open covering of M , with attached diffeomorphisms
φα : Uα × V → π−1(Uα). (4.3.63)
If g is the metric on E, we can reduce the structural group in such a way that
g(φα(m, v), φα(m,w)) = (v, w) (4.3.64)
. This also gives an orthonormal frame for each Uα in the standard way:
sαi (m) = φα(m, ei). (4.3.65)
We want to define a vector field action Xˆα on each Uα × V such that
(φ−1α )∗(XE) = Xˆα. (4.3.66)
To do this we will define a one-parameter flow φˆt inducing Xˆα. The natural way is to use
the conditions of compatibility of the vector field actions. On the first factor, Uα, we use
the restriction of the one-parameter flow associated to X, and we take the appropriate
t-interval for this map to be well defined. On the second factor we use the homomorphism
between fibres given by the one-parameter flow associated to XE, φ
E
t . Written in a local
trivialization, this homomorphism means that, if p ∈ Em, φEt p ∈ Eφtm, then
(π2φ
−1
α )(φ
E
t p) = λ(t,m)π2φ
−1
α (p), (4.3.67)
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where π2 denotes the projection of φ
−1
α on the second factor and λ is an endomorphism
of V which depends on t, the basepoint m and the trivialization. Now we can define:
φˆt(m, v) = (φt(m), λ(t,m)v), (m, v) ∈ Uα × V. (4.3.68)
Notice that the endomorphism λ verifies:
λ(s, φt(m))λ(t,m) = λ(s+ t,m). (4.3.69)
From the definition of φˆt it follows that
φ−1α φ
E
t = φˆtφ
−1
α , (4.3.70)
and this in turn implies (4.3.66).
The procedure is now similar to the one presented in the preceding section. We define
the following form on Ω∗(Uα × V )[u]:
Φ(E)αX = (2π)
−mPf(KX)exp{−xixi − (dxi + θilxl)(KαX)−1ij (dxj + θjmxm)}, (4.3.71)
where θij , (KX)ij denote respectively the connection and equivariant curvature matrices
associated to the orthonormal frame defined in (4.3.65). The index α labeling the trivial-
ization is understood. We want to check that (4.3.71) defines a global differential form on
E. First we will consider the behavior of ωα = Φ(E)αX under a change of trivialization.
The transition functions for the vector bundle are defined as gβα = φ
−1
β φα, restricted
as usual to {x} × V . The behavior of the connection and curvature matrices under the
change of trivialization is given in (4.3.54), and the gluing conditions for the elements in
the trivializing open sets are
(m, v)β = (m, g−1αβ (v))
α. (4.3.72)
The coordinate functions then transform as xi → (g−1αβ )ijxj . Following the same steps as
in the preceding section we see that the forms ωα do not change when we go from the α
description to the β description:
g∗αβω
α = ωβ. (4.3.73)
The forms ωα define the corresponding forms on π−1(Uα) by taking (φ−1α )
∗ωα on these
open sets. On the intersections we have, because of (4.3.73),
(φ−1α )
∗ωα = (φ−1β )
∗ωβ, (4.3.74)
and therefore they define a global differential form on E. Now it is clear that, if the ωα
are in the kernel of dXˆ , the (φ
−1
α )
∗ωα are in the kernel of dXE . This is a consequence of
the following simple result: if f : M → N is a differentiable map, ω ∈ Ω∗(N), and XM ,
XN are two vector fields which are f -related, then
ι(XM)f
∗ω = f ∗ι(XN)ω. (4.3.75)
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Using (4.3.75) and (4.3.66) we see that
dXE(φ
−1
α )
∗ωα = (φ−1α )
∗(d− ι((φ−1α )∗(XE)))ωα = (φ−1α )∗(dXˆωα). (4.3.76)
To prove that the ωα are in the kernel of dXˆ , notice that the computation is very similar
to the one presented in the preceding section. The only new thing we must compute
is dXˆ(dxi) = −uL(Xˆ)xi. Using the definition of Lie derivative and the action of the
one-parameter group associated to Xˆ and given in (4.3.68), we get:
(L(Xˆ)xi)(m, v) = − d
dt
λij(−t,m)
∣∣∣
t=0
xj(v). (4.3.77)
The matrix appearing in this expression is not new. To see it, notice that the matrix
representation of the operator Λ with respect to the orthonormal frame (4.3.65) is given
by
(Λsαi )(m) = limt→0
sαi (m)− φEt sαi (φ−tm)
t
. (4.3.78)
Using (4.3.65) and (4.3.70) we obtain:
φEt s
α
i (φ−tm) = φαφˆt(φ−tm, ei) = s
α
j (m)λji(t, φ−tm), (4.3.79)
and this gives
(Λsαi )(m) = −sαj (m)
d
dt
λji(t, φ−tm)
∣∣∣
t=0
(4.3.80)
Finally, using (4.3.69) and comparing (4.3.77) and (4.3.80) we get
(L(Xˆ)xi)(m, v) = −Λij(m)xj(v). (4.3.81)
If we compare this expression to (4.3.56) we see that the computation of the equivariant
exterior derivative of ωα with respect to Xˆ simply mimicks the one we did in the preceding
section. Therefore, the forms defined in (4.3.71) are in the kernel of dXˆ and the global
differential form Φ(E)X they induce on E is an equivariantly closed differential form
because of (4.3.76). It clearly equivariantly extends the Mathai-Quillen expression for the
Thom form of the bundle.
Consider now an invariant section s ∈ Γ(E). Because of (4.3.31) and (4.3.75) it is easy
to see that s∗Φ(E)X is an equivariantly closed differential form on the base manifoldM . Of
course the local expression of this form coincides with (4.3.53): the map φαs : Uα → Uα×V
is given by
(φαs)(m) = (m, ξαi (m)ei), (4.3.82)
where we wrote s = ξαi s
α
i . As the local expression of s
∗Φ(E)X is
(s∗Φ(E)X)α = (φαs)∗Φ(E)αX , (4.3.83)
and from (4.3.82) this amounts to substitute xi by ξ
α
i in (4.3.71), we recover precisely
(4.3.53).
Finally, we will give a Field Theory expression for Φ(E)X using Berezin integration.
Introduce Grassmann variables ρi for the local coordinates of the fibre. The standard rules
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of Berezin integration [82, 34] give the following representative for the local expression
(4.3.71):
Φ(E)αX = π
−me−xixi
∫
Dρ exp
(1
4
ρiKijρj +
u
4
ρi(LΛ)ijρj + iρi(dxi + θijxj)
)
, (4.3.84)
which is the equivariant extension of (4.2.26). With this expression at hand, one can also
introduce the standard objects in Cohomological Field Theory, namely a gauge fermion
and a BRST complex. The gauge fermion approach was first used in [77] (for a review
on subsequent developments, see [22]). Here we follow the reformulation given in [34], in
the context of the Mathai-Quillen formalism. We introduce an auxiliary field πi with the
meaning of a basis of differential forms dxi for the fibre. The BRST operator is given by
the dXˆ cohomology, and therefore we have:
Qρi = πi, Qπi = uΛijπj . (4.3.85)
On the original fields xi and the matrix-valued functions on Uα, θij , Kij , (LΛ)ij , Q acts
again as dXˆ . The gauge fermion is the same than the gauge fermion in the Weil model
for the Mathai-Quillen formalism [34]:
Ψ = −ρi(ixi + 1
4
θijρj +
1
4
πi), (4.3.86)
and it is easily checked that QΨ gives, after integrating out the auxiliary field πi, the
exponent in (4.3.84). This representative will be useful to construct the equivariant ex-
tension for topological sigma models. Notice that in the expression (4.3.84) we can work
with a non-orthonormal metric on V by introducing the corresponding jacobian in the
integration measure.
4.3.5 Equivariant extension of the Thom form: principal bun-
dle case
We will consider, finally, the case in which the vector bundle E is explicitly given as an
associated vector bundle to a principal bundle π : P →M , i.e., we consider the action of
the structural group G on P × V given by (p, v)g = (pg, g−1v), and we form the quotient
E = (P × V )/G. Notice that P × V can be considered as a principal bundle over E. We
assume that we have a vector field action on P × V whose one-parameter flow µt has the
following structure:
µt(p, v) = (φ
P
t p, λ(t, p)v) p ∈ P, v ∈ V, (4.3.87)
where λ(t, p) is an endomorphism of V . We also assume that this flow conmutes with the
G-action on P × V :
(φPt p)g = φ
P
t (pg), λ(t, pg) = g
−1λ(t, p)g. (4.3.88)
Because of the above condition, a vector field action on E is induced in the natural
way, and the one-parameter flow φPt gives in turn a vector field action on M = P/G
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in the way considered in subsection 2, with one-parameter flow φt. In addition, with
these assumptions, the vector field action on E is compatible with the vector field action
on M according to our definition in subsection 1. Condition (i) is immediate, and to
see that condition (ii) holds consider a trivializing open covering for M , {Uα}, and the
corresponding map να : π
−1(Uα) → G. If m ∈ Uα, φt(m) ∈ Uβ, the map between the
fibres Em, Eφtm is given by the homomorphism
νβ(φ
P
t p)λ(t, p)να(p)
−1, (4.3.89)
where p ∈ π−1(m). Using (4.3.88) it is easy to see that (4.3.89) only depends on the
basepoint m and t. The vector fields on P , E and M will be denoted, respectively, by
XP , XE andX. Our last assumption is that there is an inner product ( , ) on V preserved
by both the action of G and the endomorphisms λ(t, p). As usual, this means that the
matrix
Λij(p) = lim
t→0
1
t
[δij − λ(t, p)ij ] (4.3.90)
is antisymmetric, where the components are taken with respect to an orthonormal basis
ei of V . If we regard P × V as a principal bundle, the second condition in (4.3.88) imply
that Λ is a tensorial matrix of the adjoint type.
We will be particularly interested in the case in which λ(t, p) doesn’t depend on p. In
this case Λ is a constant matrix commuting with all the g ∈ G (and then with all the
elements in the Lie algebra g). This happens, for instance, if G = U(m) ⊂ SO(2m) and
Λ has the structure:
Λ =

0 1 . . .
−1 0 . . .
...
...
. . .
. . . 0 1
. . . −1 0
 . (4.3.91)
This is in fact the situation we will find in the application of our formalism to non-abelian
monopoles on four-manifolds, in Chapter 5.
Let θ and K be respectively the connection and curvature of P . Assume now, as in
subsection 2, that L(XP )θ = 0, and that Λ is a constant matrix commuting with all the
A ∈ g. Then DΛ = 0. We want to construct an equivariantly closed differential form on
P × V with respect to the vector field action Xˆ = (XP , XV ), where XV is associated to
the flow λ(t). First of all we define an equivariant curvature on P × V :
KX = K + u(Λ− θ(XP )). (4.3.92)
Notice that Λ − θ(XP ) is a tensorial matrix of the adjoint type, and if P (A1, · · · , Ar) is
an invariant symmetric polynomial for the adjoint action of g, then we can go through
the arguments of subsection 2.3 to show that P (KX , · · · , KX) defines an equivariantly
closed differential form on P × V . The construction of the equivariant extension of the
Thom class is very similar to the ones we have done before, but now we define a form on
P × V and we will show that it descends to E. Consider then the following element in
Ω∗(P × V )[u]:
Φ(P × V ) = (2π)−mPf(KX)exp{−xixi − (dxi + θilxl)(KαX)−1ij (dxj + θjmxm)}, (4.3.93)
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where xi are, as before, orthonormal coordinates on the fibre V . First we will check that
the above form descends to E. For this we must check that it is right invariant and that
it vanishes on vertical fields. The first property is easily verified using the expressions:
(R∗gxi)(v) = xi(g
−1v) = g−1ij xj(v), R
∗
gdxi = g
−1
ij dxj. (4.3.94)
To check the horizontal character, notice that KX is horizontal (for K is horizontal and
Λ − θ(XP ) is a zero-form), and then we only have to check it for dxi + θilxl, as in [82].
Notice that we are considering P × V as a principal bundle over E, and therefore a
fundamental vector field A∗ (corresponding to A ∈ g) is induced by the G-action on both
factors. Using the properties of the connection one-form and the action of G on V , one
immediately gets:
ι(A∗)θij = Aij , ι(A∗)dxi = L(A∗)xi = −Aijxj . (4.3.95)
We see then that Φ(P × V ) descends to E. If we set u = 0, this computation can be also
understood in the framework of G-equivariant cohomology in the Weil model, substituting
θ and K by their universal representatives in the Weil algebra W(g). However, when we
consider a vector field action it is better to work with the geometric realizations in order
to make sense of the inner products and Lie derivatives with respect to the vector field
X.
The fact that Φ(P×V ) descends to E simplifies the computation of dXˆΦ(P×V ). First,
we define a connection on P × V by pulling-back the connection on P . The horizontal
subspace at (p, v) is given by Hp ⊕ V , where Hp is the horizontal subspace of TpP . If we
denote by Φh the horizontal projection of a form Φ on P × V that descends to E, we
have:
dΦ = dΦh = DΦ, ι(Xˆ)Φ = (ι(Xˆ)Φ)h. (4.3.96)
As θ vanishes on horizontal vectors, we can put it to zero after computing the exterior
derivative of (4.3.93). Also notice that the covariant derivative defined by the pullback
connection on P × V acts as the covariant derivative of P on the differential forms in
Ω∗(P ), and as the usual exterior derivative on the forms in Ω∗(V ).
Now we can compute dXˆΦ(P × V ) in a simple way. Again we only need to compute
the equivariant exterior derivative of the exponent:
dXˆ{xixi + (dxi + θilxl)(KX)−1ij (dxj + θjmxm)}
= 2dxixi + [Kilxl − u(L(XV )xi + θil(XP )xl)](KX)−1ij dxj
− dxi[(DK−1X )ij − uι(XP )(KX)−1ij ]dxj
− dxi(KX)−1ij [Kjpxp − u(L(XV )xj + θjp(XP )xp)]. (4.3.97)
The computation of L(XV )xi is straightforward from the definition (4.3.87) and one ob-
tains −Λijxj as in (4.3.81). Assuming (4.3.46) we get DKX = uι(XP )K and therefore,
using the same arguments leading to (4.3.62), we see that (4.3.97) is zero. If we denote
by π˜ the projection of P × V on E, it follows from our assumptions that π˜∗Xˆ = XE, and
therefore, using (4.3.50) we see that the form induced by (4.3.93) on E is equivariantly
closed with respect to XE .
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The above computation also shows the possibility of introducing a Cartan-like formu-
lation of the equivariant extension we have obtained. Consider the form on Ω∗(P × V )[u]
given by
Φ(P × V )C = (2π)−mPf(KX)exp{−xixi − dxi(KαX)−1ij dxj}. (4.3.98)
Clearly it is still invariant under the action of G, but the horizontal character fails. How-
ever we can consider the horizontal projection of this form, Φ(P × V )Ch, where the
horizontal subspace is defined as before by the pullback connection. This form coincides
in fact with (4.3.93), because the horizontal projection only applies to dxi and gives
(dxi)h = dxi + θijxj . (4.3.99)
When u = 0, (4.3.98) gives precisely the representative of the Thom form that one obtains
from the Cartan model of G-equivariant cohomology. The interesting thing about this
expression is that when one enforces the horizontal projection as in [16], one obtains the
adequate formalism to Topological Gauge Theories. We will then follow this procedure
to obtain a representative which will be useful later.
We will suppose, as in Chapter 1, section 4, that the principal bundle P is endowed
with a G-invariant Riemannian metric g, and the connection θ is given by (2.4.76). With
the assumptions we have made concerning P , the condition L(XP )θ = 0 is equivalent to
the metric being invariant under the vector field action. Now we will write (4.3.98) as a
fermionic integral over Grassmann variables:
Φ(P × V )C = (π)−me−xixi
∫
Dρ exp
(1
4
ρi(KX)ijρj + iρidxi
)
. (4.3.100)
As we want to make a horizontal projection of this form, we can write K = dθ = R−1dν,
and for the equivariant curvature defined in (4.3.92) we have:
KX = R
−1(dν − uν(XP )) + uΛ. (4.3.101)
If we introduce Lie algebra variables λ, φ and use the Fourier inversion formula of [16],
we get the expression:
Φ(P × V )C = (2π)−d(π)−me−xixi
∫
exp
(1
4
ρi(φij + uΛij)ρj + idxiρi
+ i〈dν − uν(XP ), λ〉g − i〈φ,Rλ〉g
)
detR DρDφDλ, (4.3.102)
where 〈 , 〉g denotes the Killing form of g, and d = dim(G). Notice that in this expression
the integration over λ gives a δ-function constraining φ to be K − uθ(XP ), which is
precisely (4.3.48), the equivariant curvature of the principal bundle P . To enforce the
horizontal projection, we multiply by the normalized invariant volume form Dg along the
G-orbits, and we can write [16, 34]:
(detR)Dg =
∫
Dη expi(〈η, ν〉g), (4.3.103)
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where η is a fermionic Lie algebra variable. Putting everything together we obtain a
representative for the horizontal projection:
Φ(P × V )Ch = (2π)−d(π)−me−xixi
∫
exp
(1
4
ρi(φij + uΛij)ρj
+ iρidxi + i〈dν − uν(XP ), λ〉g
− i〈φ,Rλ〉g + i〈η, ν〉g
)
DηDρDφDλ, (4.3.104)
where integration over the fibre is understood.
We will introduce now a BRST complex in a geometrical way. As in the preceding
section, we introduce auxiliary fields πi with the meaning of a basis of differential forms for
the fibre. The natural BRST operator is precisely the dXˆ operator, but we must take into
account that in Φ(P × V )Ch we have the horizontal projection of dxi, given in (4.3.99).
Acting with the equivariant exterior derivative and projecting horizontally, as we did in
(4.3.97), we get:
dXˆ(dxih) = uΛijxj + (Kij − uθij(XP ))xj . (4.3.105)
Remembering that φ is equivalent to the equivariant curvature of P , the BRST operator
for the fibre is naturally given by:
Qρi = πi, Qπi = (uΛij + φij)ρj . (4.3.106)
Following [34] we introduce a “localizing” and a “projecting” gauge fermion:
Ψloc = −ρi(ixi + 1
4
πi), Ψproj = i〈λ, ν〉. (4.3.107)
On the Lie algebra elements the BRST operator acts as:
Qλ = η, Qη = −[φ, λ]. (4.3.108)
In order to obtain (4.3.104) from (4.3.107) using the BRST complex, we must also take
into account the horizontal projection of forms on P , like in (4.3.105), and the equivariant
exterior derivative is then given as
d− ι(Cφ)− uι(XP ). (4.3.109)
Notice that φ is an element of the Lie algebra g, and therefore Cφ is a fundamental vector
field on P . Using (4.3.108) and (4.3.109) as BRST operators acting on the gauge fermions
(4.3.107), the topological Lagrangian (4.3.104) corresponding to an equivariant extension
of the Thom form is recovered.
The BRST complex we have introduced looks like a G×XP equivariant cohomology,
but one shouldn’t take this analogy too seriously. If one formulates this equivariant
cohomology in the Weil model, the relation ι(XP )θ = 0 should be introduced, as in
(4.1.4). Clearly, this is not true geometrically unless XP is horizontal. In fact, this
term appears in the equivariant curvature of the principal bundle, and therefore in the
expression for φ once the δ-function constraint has been taken into account.
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The last point we would like to consider is the pullback of the equivariant extension
we have obtained for this case. As (4.3.93) descends to a equivariantly closed differential
form on E, we can pull it back through an invariant section sˆ : M → E as we did in
subsection 4. But every section of E is associated to a G-equivariant map
s : P → V, s(pg) = g−1s(p). (4.3.110)
If sˆ is invariant, then the corresponding s in (4.3.110) verifies:
sφPt = λ(t)s. (4.3.111)
Consider now the map s˜ : P → P ×V given by s˜(p) = (p, s(p)). From the above it follows
that s˜∗Φ(P × V ) is a closed equivariant differential form on P with respect to XP , and
in fact it descends to M , producing the same form we would get had we used the section
sˆ. We have then the commutative diagram:
Ω∗(P × V )basic,E −→ Ω∗(E)
s˜∗
y ysˆ∗
Ω∗(P )basic,M −→ Ω∗(M)
(4.3.112)
This diagram should be kept in mind in Topological Gauge Theories, where the topolog-
ical Lagrangian is usually a basic form on P descending to M . When considering the
equivariant extension of the Mathai-Quillen form we will have the same situation, with
an equivariantly closed differential form on P descending to M .
4.3.6 An application: topological sigma models with potentials
Applying the previous formalism to the topological sigma model [109] we will obtain the
model of [70], which was constructed by twisting an N = 2 supersymmetric sigma model
with potentials [5]. The Mathai-Quillen formalism for usual sigma models can be found
in [11, 117, 34]. Topological sigma models involving group actions on the target manifold
were also considered in [109].
Let M be an almost Hermitian manifold on which a vector field X acts preserving the
almost complex structure J and the Hermitian metric G:
L(X)J = L(X)G = 0. (4.3.113)
We have then a one-parameter flow φt associated to X which is almost complex with
respect to J :
φt∗J = Jφt∗. (4.3.114)
Let Σ be a Riemann surface with a complex structure ǫ and metric h inducing ǫ. In the
topological sigma model, formulated in the framework of the Mathai-Quillen formalism,
one takes as the base manifold M the space of maps
M = Map(Σ,M) = {f : Σ→M, f ∈ C∞(Σ,M)}. (4.3.115)
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Given a f ∈ M we can consider the bundle over Σ given by T ∗Σ⊗ f ∗TM , and define a
bundle over M by giving the fibre on f ∈M:
Vf = Γ(T ∗Σ⊗ f ∗TM)+, (4.3.116)
where + denotes the self-duality constraint for the elements ρ ∈ Vf :
Jρǫ = ρ. (4.3.117)
There is a natural way to define a vector field action on M induced by the action of X
on M :
(φtf)(σ) = φt(f(σ)), (4.3.118)
and similarly we can define an action on the fibre Vf :
(φ˜tρ)(σ) = φt∗(ρ(σ)). (4.3.119)
This action is well defined, i.e., φ˜tρ verifies the self-duality constraint (4.3.117) when ρ
does, due to (4.3.114). It is also clear that the compatibility conditions of subsection 1
hold: first, (φ˜tρ)(σ) takes values in T
∗
σΣ⊗Tφtf(σ)M , therefore φ˜tρ ∈ Vφtf ; second, the map
(4.3.119) is clearly a linear map between fibres, as it is given by the action of φt∗.
Now we will define metrics onM and V. Let Y , Z vector fields onM. We can formally
define a local basis on TM from a local basis on M , given by functional derivatives with
respect to the coordinates: δ/δfµ(σ) [117]. A vector field on M will be written locally
as:
Y =
∫
Σ
d2σY µ(f(σ))
δ
δfµ(σ)
. (4.3.120)
With respect to this local coordinate description we define the metric on M as:
(Y, Z) =
∫
Σ
d2σ
√
hGµνY
µ(f(σ))Zν(f(σ)). (4.3.121)
In a similar way, if ρ, τ ∈ Vf have local coordinates ρµα, τ νβ , the metric on Vf is given by:
(ρ, τ) =
∫
Σ
d2σ
√
hGµνh
αβρµατ
ν
β . (4.3.122)
As X is a Killing vector for the Hermitian metric G, both (4.3.121) and (4.3.122) verify
(4.3.51). Now we will define a connection on V compatible with (4.3.122). In analogy with
the local basis for TM, we can construct a local basis of differential forms on Ω∗(M),
d˜fµ(σ), which is dual to δ/δfµ(σ) in a functional sense:
(d˜fµ(σ))(
δ
δf ν(σ′)
) = δµν δ(σ − σ′). (4.3.123)
Let s be a section of V, with local coordinates sµα. We will define the connection by the
local expression:
Dsµα = d˜s
µ
α +
(
Γµνλ +
1
2
DνJ
µ
κJ
κ
λ
)
sλαd˜f
ν , (4.3.124)
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where d˜ is the exterior derivative onM, with local expression:
d˜sµα =
∫
Σ
d2σ
√
h
δsµα
δf ν(σ)
d˜f ν(σ). (4.3.125)
The connection defined in this way is induced by the connection on M given by:
D = DG +
1
2
DGJ · J, (4.3.126)
where DG is the Riemannian connection canonically associated to the Hermitian metric
G on M . The corresponding connection matrix on M is
θ = θG +
1
2
DGJ · J, (4.3.127)
where θG is the Levi-Civita connection associated to the metric G. Notice that, if M
is Ka¨hler, then DGJ = 0 and the covariant derivative reduces to the usual form. It is
easy to see that (4.3.124) is compatible both with the self-duality constraint and with the
metric (4.3.122). The curvature of the connection (4.3.127) can be easily computed using
J2 = −1, DGJ · J = −J ·DGJ :
R =
1
2
(RG − JRGJ)− 1
4
DJ ∧DJ, (4.3.128)
where RG is the curvature of the Levi-Civita connection.
To define the usual topological sigma model we also need a section of V. This section
is essentially the Gromov equation for pseudoholomorphic maps Σ→M [52], and can be
written as:
s(f) =
1
2
(f∗ + Jf∗ǫ). (4.3.129)
Using (4.3.117) it is easy to show that s is invariant under the vector field action on M.
The last ingredient we need to construct the equivariant extension of the Thom form is to
check the equivariance of the connection (4.3.124). As the action of the vector field X on
M is induced by the corresponding action on M , it is sufficient to prove the equivariance
of the connection (4.3.126) (equivalently, if we check the equivariance in local coordinates
forM, V, we are reduced to a computation involving the local coordinate expressions ofX
and D onM). If X is a Killing vector field for the metric G one has L(X)DG = DGL(X).
Using (4.3.113) it is clear that L(X) commutes with D, hence D is equivariant and also
the connection on V defined in (4.3.124).
Therefore, we are in the conditions of subsection 4, and we can construct the equivari-
ant extension of the Thom form introduced there. To do this we must first of all compute
the operator LΛ = Λ− θ(X) in local coordinates. As before, the computation reduces to
a local coordinate computation on the target manifold M . Fist we will obtain Λ through
the equation (4.3.81). Take as local coordinates on the fibre ρµα(σ). We have:
(L(X)ρµα)(σ) = limt→0
(φt∗ρ)µα(σ)− ρµα(σ)
t
= lim
t→0
1
t
(∂(uµφt)
∂uν
− δµν
)
ρνα(σ), (4.3.130)
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where uµ are local coordinates on M and we explicitly wrote the jacobian matrix asso-
ciated to φt∗. The limit above is easily computed once we take into account that the
one-parameter flow in local coordinates (uµφ)(t, u) = gµ(t, u) verifies the differential sys-
tem:
∂gµ(t, u)
∂t
= Xµ(g(t, u)), gµ(0, u) = uµ, (4.3.131)
where Xµ(g(t, u)) is the local coordinate expression of the vector field X associated to
the flow. Using (4.3.131) we get:
(L(X)ρµα)(σ) = (∂νXµ)(f(σ))ρνα(σ). (4.3.132)
Taking into account that the indices for local coordinates on Vf are µ, α, we finally obtain:
Λµανβ (f(σ)) = −(∂νXµ)(f(σ))δαβ . (4.3.133)
Next we compute θ(X). Again, by (4.3.124), we can compute it for the connection matrix
on M (4.3.127). Using (4.3.113) we get:
θ(X) =
1
2
(
θG(X)− JθG(X)J
)
, (4.3.134)
We can now write the BRST complex and the topological Lagrangian for this theory,
following the prescriptions in (4.3.84) and (4.3.85). First of all, we introduce the field
content. We will be interested in the pullback of the Thom form by the section (4.3.129),
and then we have as fields the map f , denoted now in coordinates by xµ, the basis of
differential forms d˜fµ = χµ, the Grassmann coordinate on the fibre ρµα, and the auxiliary
field on the fibre Πµα. The BRST cohomology follows from the expression (4.3.133) and
the Lie derivative on the coordinate xµ on M :
[Q, xµ] = χµ,
{Q,χµ} = −uXµ,
{Q, ρµα} = Πµα,
[Q,Πµα] = −uρν∂νXµ. (4.3.135)
To compute the terms in the Lagrangian, we must act on coordinate fields for the fibre
which are self-dual and verify (4.3.117). Using this constraint it is easy to see that (4.3.134)
is equivalent to θG(X), and that the first term in (4.3.128) is equivalent to RG. Notice
also that to compute the covariant derivative of the section we must apply (4.3.125). In
this case we obtain the derivative with respect to the Riemann surface coordinate of the
delta function distribution, and then we obtain the derivative of the field χµ. The final
expression is then:
S =
∫
Σ
d2σ
√
h
[1
2
Gµνh
αβ∂αx
µ∂βx
ν +
1
2
Jµνǫ
αβ∂αx
µ∂βx
ν
−iGµνhαβρµα
(
Dβχ
ν +
1
2
DλJ
µ
κ∂γx
κǫγβχ
λ
)
−1
8
Gµνh
αβρµα
(
Rνλκτ − 1
2
DκJ
ν
φDτJ
φ
λ
)
χκχτρλβ
−u
4
hαβρνβDνXµρ
ν
α
]
. (4.3.136)
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where Dν is the Levi-Civita covariant derivative on M , and Dα is its pullback to Σ. The
last term is −uρi(LΛ)ijρj/4 and comes from the equivariant extension of the curvature.
This is precisely one of the extra terms obtained in [70] after the twisting of the N = 2
supersymmetric sigma model with potentials. In the topological action of [70] there are
also two additional terms that in the topological model come from a Q-exact fermion
and have a counterpart in the non-twisted action. Remarkably, these two terms can be
interpreted as the dX-exact equivariant differential form that is added to prove localization
in equivariant integration [19, 23]. We will present the general setting and then apply it to
the equivariant extension of the topological sigma model. As we will see in Chapter 5, the
same construction holds for non-abelian monopoles on four-manifolds. Notice that, this
additional term being dX-exact, we can multiply it by an arbitrary parameter t without
changing the equivariant cohomology class. This can be exploited to give a saddle-point-
like proof of localization of equivariant integrals on the critical points of the vector field
(or, equivalently, on the fixed points of the associated one-parameter action). Suppose
then that on the base manifold M there is a metric G and that the vector field X acts as
a Killing vector field with respect to G. Consider the differential form given by
ωX(Y ) = G(X, Y ), (4.3.137)
Y a vector field on M . As X is Killing, we have L(X)ωX = 0, and acting with dX gives
the equivariantly exact differential form
dXωX = dωX − uG(X,X). (4.3.138)
The appearance of the norm of the vector field X in (4.3.138) is what gives localization on
the critical points of the vector field. In the topological sigma model there is a metric on
M given in (4.3.121) which is Killing with respect to the action of X onM, and therefore
we can add the exact form (4.3.138) to our equivariantly extended topological action. In
fact (4.3.137) is explicitly given on M by:
ωX =
∫
Σ
d2σ
√
hGµνX
µ(f(σ))χν . (4.3.139)
We can then obtain (4.3.138) in this case as
dXωX =
∫
Σ
d2σ
√
h
(
χµχνDµXν − uGµνXµXν
)
. (4.3.140)
With (4.3.140), we recover all the terms of the sigma model of [70] beside the usual ones, as
we will see in a moment. As a last remark, notice that the observables of this Topological
Quantum Field Theory are naturally associated to the equivariant cohomology classes
on M with respect to the action of X (see also [109]). The equivariant extension of the
topological sigma model is thus the natural framework to study quantum equivariant
cohomology.
Now we want to study this model as a twisted version of the non-linear topological
sigma model with potentials. Twisted N = 2 supersymmetric sigma models with potential
terms associated to holomorphic Killing vectors have been considered in [70]. As in the
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ordinary case, the Ka¨hler condition on M can be relaxed and the topological model exist
for any almost Hermitian manifold admitting at least one holomorphic Killing vector.
Although most of what comes out in our analysis is already in [70], we will describe the
construction in some detail, in the simple case of target manifolds that are Ka¨hler.
LetM be a 2d-dimensional Ka¨hler manifold endowed with a Hermitian metric G and a
complex structure J . This complex structure verifies DρJ
µ
ν = 0, where Dρ is the covariant
derivative with the Riemann connection canonically associated to the hermitian metric G
on M . The action which results after performing the twist of the N = 2 supersymmetric
action given in [5] (with the functions h and Gi set to zero) is [70]:
S1 =
∫
Σ
d2σ
√
h
[1
2
Gµνh
αβ∂αx
µ∂βx
ν − ihαβGµνρµαDβχν −
1
8
hαβRµνστρ
µ
αρ
ν
βχ
σχτ
+GµνX
µXν + χµχνDµXν +
1
4
hαβρµαρ
ν
βDµXν
]
, (4.3.141)
We follow the notation in (4.3.136): h is the metric on the Riemann surface Σ, xµ,
µ = 1, . . . , 2d, are bosonic fields which describe locally a map f : Σ → M , as before,
and ρµα, µ = 1, . . . , 2d, are anticommuting fields which are sections of Vf in (4.3.116).
The fields χµ constitute a basis of differential forms d˜fµ and Xµ is a holomorphic Killing
vector field onM which besides preserving the Hermitian metric G onM it also preserves
the complex structure J . These two features are contained in the conditions (4.3.113)
which in local coordinates are:
DµXν +DνXµ = 0, J
µ
νJ
ν
ρDµXν = DµXν . (4.3.142)
Notice that we are considering the model presented in [5] with only one holomorphic
Killing vector. This is the situation which leads to the Topological Quantum Field Theory
constructed in the previous section.
An important remark in the twisting of the topological sigma model leading to the
action (4.3.141) is the following. N = 2 supersymmetric sigma models exists for flat two-
dimensional manifolds. Their formulation on curved manifolds implies the introduction
of N = 2 supergravity. The twisting is indeed done on a flat two-dimensional manifold.
Once the flat action is obtained one keeps only one half of the two initial supersymmetries
and studies if the model exist for curved manifolds. It turns out that it exists endowed
with that part of the supersymmetry which is odd and scalar and often called topological
symmetry, Q, and that the resulting action is (4.3.141). This procedure is standard in
any twisting process. One might find, however, that in order to have invariance under
the topological symmetry, Q, it is necessary to add extra terms involving the curvature
to the covariantized twisted action. As we will discuss in Chapter 5, this will be the case
when considering non-abelian monopoles.
The Q-transformations of the fields are easily derived from the N = 2 supersymmetric
transformations in [5]. They turn out to be:
[Q, xµ] = χµ,
{Q,χµ} = Xµ,
{Q, ρµα} = −i(∂αxµ + ǫαβJµν∂βxν)− Γµνσχνρσα, (4.3.143)
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where ǫ is the complex structure induced by h on Σ. As it is the case for the N = 2
supersymmetric transformations in [5], this symmetry is realized on-shell. After using the
field equations one finds:
[Q2, xµ] = Xµ,
[Q2, χµ] = ∂νX
µχν ,
[Q2, ρµα] = ∂νX
µρνα. (4.3.144)
From these relations one can read off the action of the central-charge generator in (3.2.17):
Z acts as a Lie derivative with respect to the vector field Xµ. This is exactly the action
one finds for Q2 in (4.3.135) with u = −1. In addition, the first two transformations in
(4.3.143) are the same as the ones generated by dXˆ , for this value of u. In order to compare
the transformation for ρµα in (4.3.143) to the one in (4.3.135), we need first to introduce
auxiliary fields to reformulate the twisted theory off-shell. As shown in [109, 71], this is
easily achieved by twisting the off-shell version of the N = 2 supersymmetric theory. In
the twisted theory these auxiliary fields, which will be denoted as Hµα , can be understood
as a basis on the fibre Vf . Coming from an off-shell untwisted theory, they enter in the
twisted action quadratically. As expected, after adding the topological invariant term,
S2 =
1
2
∫
Σ
d2σ
√
hǫαβJµν∂αx
µ∂βx
ν , (4.3.145)
the action of the off-shell twisted theory can be written in a Q-exact form:{
Q,
∫
Σ
√
h
[1
2
hαβGµνρ
µ
α(i∂βx
ν +
1
2
Hνβ ) +GµνX
µχν
]}
= S1 + S2 +
1
4
∫
Σ
√
hhαβGµνH
µ
αH
ν
β , (4.3.146)
where one has to take into account the Q-transformation of the auxiliary field Hµα and
the corresponding modifications of the third Q-transformation in (4.3.143):
{Q, ρµα} = Hµα − i(∂αxµ + ǫαβJµν∂βxν)− Γµνσχνρσα,
[Q,Hµα ] = iDαχ
µ + iǫα
βJµνDβχ
ν + Γµνσχ
νHτα
+
1
2
Rσν
µ
τχ
σχνρτα +DτX
µρτα. (4.3.147)
The auxiliary field Hµα entering (4.3.146) and (4.3.147) is not the same as the one
in (4.3.135) and (4.3.86). Notice that in the action resulting after computing QΨ in
(4.3.86) the auxiliary field does not enter only quadratically in the action. A linear term
is also present. In (4.3.146), however, only a term quadratic in Hµα appears. Also the
transformations (4.3.147) and (4.3.135), as well as the gauge fermion in (4.3.146) and
(4.3.86), are different. Redefining the auxiliary field Hµα as:
Πµα = H
µ
α + i(∂αx
µ + ǫα
βJµν∂βx
ν)− Γµνσχνρσα, (4.3.148)
one finds that:
{Q, ρµα} = Πµα,
[Q,Πµα] = ∂τX
µρτα, (4.3.149)
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and the resulting action has the form:
{
Q,
∫
Σ
√
h
[
hαβGµνρ
µ
α(i∂βx
ν +
1
4
Γνστχ
σρτβ +
1
4
Πνβ) +GµνX
µχν
]}
. (4.3.150)
Notice that the first term in (4.3.150) has the structure of the gauge fermion (4.3.86).
Now we have all the ingredients to compare the theory constructed geometrically as an
equivariant extension of the Thom form, and the twisted N = 2 supersymmetric sigma
model. The final form of the BRST algebra of the twisted theory, after the redefinition
of the auxiliary field, is identical to (4.3.135), with the parameter u = −1. This action
differs from (4.3.136) in the terms which originated from GµνX
µχν in (4.3.150). These are
precisely the terms obtained in (4.3.140) in the previous section. Thus the twisted theory
corresponds to the one obtained from the equivariant extension of the Mathai-Quillen
formalism once the localization term (4.3.140) is added. Notice that from the point of
view of the equivariant extension of the Mathai-Quillen formalism this additional term
can be introduced with an arbitrary multiplicative constant t. Since the dependence on
the parameter u of section 2 can be reabsorbed in the vector field X, one has a one-
parameter family of actions for a fixed Killing vector X. Since this parameter enters only
in a Q-exact term one expects that no dependence on it appears in vacuum expectation
values, at least if some requirements on compactness are fulfilled. This opens new ways to
compute topological invariants by considering different limits of this parameter, and the
resulting approach corresponds mathematically to localization of integrals of equivariant
forms. The simplest case, the homotopically trivial maps from the Riemann surface Σ
to the target space M , was explicitly considered in [70], and some classical localization
results like the Poincare´-Hopf theorem were rederived in this framework.
This topological theory, as the non-extended one, can be generalized to the case of an
almost Hermitian manifold. We will not describe this generalization here. The existence
of this generalization was first discussed in [70] and, as shown before, it can also be
formulated from an equivariant extension of the Mathai-Quillen formalism.
Chapter 5
Non-abelian monopole equations
In this capter we will present a moduli problem which can be understood as a gener-
alization of both Donaldson theory and of the Seiberg-Witten monopole equations: the
non-abelian monopole equations. They involve the coupling of a non-abelian Yang-Mills
field to a spinor with values in the Yang-Mills bundle, and give rise to a moduli space
which includes in a natural way the moduli space of ASD connections. Indeed, the con-
ditions for having a well defined moduli space of non-abelian monopoles are essentially
the same as those in the case of Donaldson theory. In this chapter we give a preliminary
analysis of this moduli space and we also study the equations on Ka¨hler manifolds, where
they reduce essentially to the well-known non-abelian vortex equations. The chapter is
organized as follows: In section 1 we briefly review the Seiberg-Witten equations. In
section 2, the non-abelian monopole equations are introduced and the associated moduli
space is studied. In section 3, we consider the equations on Ka¨hler manifolds and we give
a description of the space of solutions in terms of holomorphic objects.
5.1 The Seiberg-Witten monopole equations
The Seiberg-Witten equations, introduced in [114], constitute perhaps the major break-
through in the study of the geometry of four-manifolds since Donaldson work. The theory
is equivalent, in a very precise way, to Donaldson theory. Actually one can recover the
Donaldson invariants from the Seiberg-Witten ones, but one can also take another point
of view and study the Seiberg-Witten equations and their implications for four-manifold
topology without taking into account this connection. By now there is no a precise math-
ematical proof of the equivalence, and the link still is provided by the Quantum Field
Theory point of view. In this section we will introduce these equations from a mathemat-
ical point of view, and in Chapter 7 of this work we will explain its origin in the realm
of the Seiberg-Witten exact solution of N = 2 supersymmetric Yang-Mills theory. For a
more precise treatment of the Seiberg-Witten equations, and some of the results that have
been obtained, one can see [40, 84, 80, 69, 97, 98, 99]. The point of view of Topological
Quantum Field Theory can be found in [72, 101].
Let X be an oriented, closed, Riemannian four-manifold. If X is Spin, we introduce a
complex line bundle L and a section of S+⊗L, denoted byM . Recall that S+ is endowed
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with a Hermitian metric. Then, we can consider the trace-free endomorphism of S+
i(MM )0 = iM ⊗M − i
2
|M |2Id (5.1.1)
It is easy to see that this endomorphism is also skew-adjoint. With respect to a local
basis for S+, the matrix associated to i(MM )0 is given by
i(MαM
β
)0 =
(
i
2
(|M1|2 − |M2|2) iM1M∗2
iM2M
∗
1 − i2(|M1|2 − |M2|2)
)
. (5.1.2)
The Seiberg-Witten equations are a system of partial differential equations for a pair
consisting of a connection on L, A, and a section of S+ ⊗ L, M . They are:
ρ(F+A ) + 2i(MM )0 = 0,
DLM = 0, (5.1.3)
where the map ρ is given in the Appendix, (A.1.12), and DL is the twisted Dirac operator
for the Dirac bundle S+⊗L. In this chapter, the Lie algebra of the unitary group consists
of the self-adjoint matrices, as it is usual in Physics. In particular, the Lie algebra of U(1)
is R. The connection and curvature of L are then real differential forms. It is illuminating
to write in components the first equation in (5.1.3). Using the explicit representative of
the ρ map given in (A.1.13), we get the equations:
F03 + F12 = |M1|2 − |M2|2,
F01 + F23 = M1M
∗
2 +M
∗
1M2,
F02 + F31 = i(M1M
∗
2 −M∗1M2). (5.1.4)
Another useful way of writing the Seiberg-Witten equations uses the spinor notation
more familiar in Physics (Appendix, section 1). We represent the self-dual part of the
field strength by the symmetric matrix Fαβ given in (A.1.24) and (A.1.25). The equations
in this notation read:
F+αβ + iM(αMβ) = 0,
Dα˙αMα = 0, (5.1.5)
where M (αMβ) = MαMβ +MβMα (notice that we do not include the usual 1/2 factor in
this symmetrization).
In case X is not Spin, we choose on X a Spinc-structure (see Appendix, section 3)
with associated positive-chirality spinor bundle S+L2 = S
+⊗L, where the bundles S+ and
L only exist locally. The determinant line bundle of this Spinc-structure is then L2, and is
endowed with a U(1) connection AL2 and curvature FL2 . In this case, the Seiberg-Witten
equations can be written as:
1
2
ρ(F+L2) + 2i(MM)0 = 0,
DL2M = 0. (5.1.6)
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One can wonder why we choose these normalizations for the Seiberg-Witten equations,
following [114]. From a mathematical point of view, the normalizations are irrelevant
to the analysis of the moduli space. But these equations have their origin in a twisted
N = 2 supersymmetric gauge theory, as we will see in next Chapter, and the above choice
of factors is the standard one in Field Theory.
The analysis of the above equations from the point of view of the definition of topo-
logical invariants follows the same lines of Donaldson theory. An important difference,
and one of the main advantages of the Seiberg-Witten equations, is that the associated
moduli space is compact. We won’t review here the construction of the Seiberg-Witten
moduli space and the definition of the Seiberg-Witten invariants. One can find them in
[114, 84, 80]. Many of the relevant aspects will appear in the analysis of the non-abelian
generalization.
5.2 Non-abelian monopole equations
In this section, we will study the non-abelian monopole equations and some aspects of
their moduli space, following [73]. We will consider the equations defined on an oriented,
Riemannian, closed four manifold X. We will also suppose that X is Spin, and we will
denote the positive and negative chirality spinor bundles, as in the Appendix, by S+ and
S−, respectively. The generalization to arbitrary four-manifolds can be done using a Spinc-
structure [57]. The obvious way to construct the non-abelian moduli problem consists
of considering, instead of a complex line bundle, as in the Seiberg-Witten equations, a
principal fibre bundle P with some compact, connected, simple Lie group G. The Lie
algebra of G will be denoted by g. For the monopole part, we need a vector bundle E
associated to the principal bundle P by means of a representation R of the Lie group
G, of rank dR (the dimension of the representation), and endowed with a R(G)-invariant
metric g. The representation of the Lie algebra of G associated to R will be denoted by
gE . As in the previous section, the Lie algebra is defined with a i factor in the exponential
map. In this way, the Lie algebra of the unitary group is taken as the set of Hermitian
matrices. The data for the non-abelian monopole equations are a connection A on E and
a section of the twisted bundle M ∈ Γ(S+ ⊗E). They can be written in a compact form
as:
F+aαβ + iM (α(T
a)Mβ) = 0,
DEM = 0, (5.2.7)
where the T a are the generators of the Lie algebra taken in the representation R, Fαβ =
F+aαβ (T
a)ij, andM (α(T
a)Mβ) is a shortened form forM
i
(α(T
a)ijM jβ) (this convention will be
used throughout this work). DE is the Dirac operator for the twisted bundle S
+⊗E, i.e,
the Dirac operator coupled to the gauge connection in the corresponding representation.
Notice that we have used the metric on E to identify E ≃ E∗ (if the representation is
complex) or E ≃ E∗ (if the representation is real). Within this general framework it
is easy to write out explicitly the non-abelian monopole equations for the case in which
Donaldson theory has been proved more useful: G = SU(N) and E associated to the
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fundamental representation, with rk(E) = N . In this case, E is endowed with a Hermitian
metric h and gE are the trace-free, self-adjoint matrices. The first monopole equation can
be written as:
F+ijαβ + i(M
j
(αM
i
β) −
δij
N
M
k
(αM
k
β)) = 0, (5.2.8)
In this equation (and similar ones in this chapter), a sum in the repeated index k is
understood. It is easy to check that the term involving the monopole fields is a Hermitian
matrix. The expression in (5.2.8) is obtained from (5.2.7) after contracting it with T a
and using the fact that the normalization of the generators can be chosen such that for
the fundamental representation of SU(N) one has (T a)ij(T a)kl = δilδjk − 1
N
δijδkl. Notice
that in the SU(N) case, there is a topological restriction on the Hermitian bundle E: it
has a trivial determinant line bundle. The equation (5.2.8) can be written in the same
notation that (5.1.3):
ρ(F+A ) + 2i
[
(M ⊗h M)0 − 1
N
Trh(M ⊗M)0
]
= 0, (5.2.9)
where the Hermitian metric h on E is explicitly introduced, and the trace is taken with
respect to h (i.e., in the E indices). In the rest of this chapter we will mainly focus on
the SU(N) case, with the monopoles in the fundamental representation, although many
expressions will be valid for a general gauge group and representation.
The field space is in this case M = A× Γ(M,S+ ⊗ E), where A is the moduli space
of G-connections on E. The group G of gauge transformations of the bundle E acts on
this configuration space according to (2.1.5):
g∗(Aµ) = gAµg−1 − ig∂µg−1, (5.2.10)
g∗(Mα) = gMα
where M ∈ Γ(X,S+ ⊗ E) and g takes values in the group G in the representation R.
Notice that in terms of the covariant derivative dA = d+ i[A, ] the infinitesimal form of
the transformations (5.2.11) becomes, after considering g = exp(iφ):
δA = −dAφ,
δMα = iφM. (5.2.11)
The moduli space of solutions to the non-abelian monopole equations, modulo gauge trans-
formations, is denoted by MNA. An important point is that the non-abelian monopole
equations always have the solution M = 0, F+A = 0, and therefore MASD ⊂MNA.
The tangent space to the configuration space at the point (A,M) is just T(A,M)M =
TAA⊕TMΓ(X,S+⊗E) = Ω1(X, gE)⊕Γ(X,S+⊗E), for Γ(X,S+⊗E) is a vector space.
We can define a gauge-invariant Riemannian metric on M from the metric on the forms
Ω∗(gE) and the Riemannian metric on S+ ⊗E:
〈(ψ, µ), (θ, ν)〉 = 1
2
∫
M
Tr(ψ ∧ ∗θ) + 1
2
∫
X
e(µ¯αiνiα + µ
i
αν¯
αi), (5.2.12)
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where e =
√
g. Notice that we have introduced a 1/2 factor in the first piece of the metric.
This is again to match Field Theory normalizations.
A first step to understand the structure of the moduli space of solutions to the non-
abelian monopole equations modulo gauge transformations is to construct a slice of the
gauge action, as we did in Donaldson theory. For this we need an explicit construction of
the gauge orbits, given by the map G ×M → M. The tangent space to these orbits is
the image of a map from the Lie algebra of the group G to the tangent space to M,
C : Lie(G) −→ TM. (5.2.13)
It can be obtained from (5.2.11) and reads, in local coordinates:
C(φ) = (−dAφ, iφijM j) ∈ Ω1(gE)⊕ Γ(X,S+ ⊗E), φ ∈ Ω0(gE). (5.2.14)
Using the natural metrics, we can compute the adjoint operator C† (which will be needed
later to obtain the topological Lagrangian of the theory). Let us consider (ψ, µ) ∈
T(A,M)M = Ω1(X, gE)⊕ Γ(X,S+ ⊗E). One finds,
C†(ψ, µ)ij = −(d∗Aψ)ij +
i
2
(µ¯αjM iα −Mαjµiα −
δij
N
(µ¯αkMkα −Mαkµkα)), (5.2.15)
which is an element in Lie(G) = Ω0(gE). The linear version of the slice is just the kernel
of this mapping, and the quotient of this kernel by the corresponding isotropy group
describes a neighbourhood of [(A,M)] in M/G.
We must then analyze the type of isotropy groups or stabilizers that appear in the
action of G on M. First of all, it is clear that if we have a non-minimal isotropy group
Γ(A,M) 6= C(G), then the connection A must be reducible. If we restrict ourselves to
the case of G = SU(2), and monopoles in the fundamental representation, we know that
reductions correspond to splittings of E = L ⊕ L−1, and stabilizers correspond to the
subgroup U(1) ⊂ SU(2) given by (
eiθ 0
0 e−iθ
)
. (5.2.16)
Clearly, these gauge transformations don’t leave M invariant unless M = 0. Then, the
only elements in M having a non-minimal isotropy group, for G = SU(2) and E in
the fundamental representation, are of the form (A, 0), where A is a reducible SU(2)
connection. Notice that the center of SU(2) acts in a non-trivial way on the monopole
fields (living in the fundamental representation of SU(2)), therefore pairs with M 6= 0
have a trivial isotropy group. A reducible solution to the non-abelian monopole equations
is then a reducible ASD connection, i.e., an abelian instanton, like in SU(2) Donaldson
theory.
The local model of the moduli space is given by the zero locus in Ker C† of the
following map s :M→ Ω2,+(gE):
s(A,M) =
( 1√
2
(F+ijαβ + i(M
j
(αM
i
β) −
δij
N
M
k
(αM
k
β))), (D
α˙αMα)
i
)
. (5.2.17)
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The normalization factor 1/
√
2 is introduced in order to obtain a topological action with
the standard normalizations in Field Theory, as we will see in the next Chapter. Notice
that the map (5.2.17) is gauge equivariant, and if we consider the vector space F =
Ω2,+(gE)⊕ Γ(X,S− ⊗E), we can form, as in (2.4.70), the associated vector bundle:
E =M×G F . (5.2.18)
The map (5.2.17) descends to a section sˆ : M/G → E , and the moduli space of non-
abelian monopoles MNA. is the zero locus of this section. As in Donaldson theory, we
study the linearization of this map, ds : T(A,M)M−→ F . The explicit expression is:
ds(ψ, µ) =
(
1√
2
(
(p+(dAψ))
ij
αβ + i(M
j
(αµ
i
β) + µ¯
j
(αM
i
β) −
δij
N
(M
k
(αµ
k
β) + µ¯
k
(αM
k
β)))
)
,
(Dα˙αµα)
i + iψα˙αij M
j
α
)
, (5.2.19)
where p+ is the projector on SD forms. Instead of studying the restriction of this map to
Ker C†, we can consider the instanton deformation complex:
0 −→ Ω0(gE) C−→ Ω1(gE)⊕ Γ(X,S+⊗E) ds−→ Ω2,+(gE)⊕Γ(X,S−⊗E) −→ 0. (5.2.20)
To check that this is in fact a complex, we compute the composition ds · C:
(ds · C)(φ) =
( 1√
2
(−p+dAdAφ+ [M(αMβ), φ]), iDα˙α(φMα)− i(dAφ)α˙αMα
)
, (5.2.21)
where φ ∈ Ω0(gE), and the E indices are understood. An explicit computation shows
that
(ds · C)(φ) =
(
− i√
2
[F+αβ + i(M(αMβ) −
1
N
M
k
(αM
k
β)), φ], iφD
α˙αMα
)
(5.2.22)
which equals zero on a solution to the non-abelian monopole equations. To see that
this complex is elliptic, we can deform it dropping terms of order zero in the operators
C and ds (as their leading symbol is not changed). In this way, the complex (5.2.20)
splits into the complex associated to the anti-self-dual (ASD) connections of Donaldson
theory (2.2.28) and the complex of the twisted Dirac operator. Both are elliptic, proving
that (5.2.20) is elliptic too. This shows that the map (5.2.17), restricted to Ker C†, is
Fredholm. The index will be simply the sum of the index of (2.2.28) (which equals the
virtual dimension of the moduli space of ASD instantons, given in (2.2.33)), and of twice
the index of the twisted Dirac complex (for we are considering S+ ⊗ E, S− ⊗ E as real
vector bundles, in order to obtain the real dimension of the moduli space). This is easily
computed and gives:
index DE =
∫
X
ch(E)Aˆ(X) = −N
8
σ − c2(E). (5.2.23)
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The index of (5.2.20) is:
dim MNA = dim MASD + 2 index DE
= (4N − 2)c2(E)− N
2 − 1
2
(χ+ σ)− N
4
σ, (5.2.24)
This is the virtual dimension of the moduli space MNA, in the SU(N) case, and for the
monopoles in the fundamental representation. The generalization of this expression to
other gauge groups is straightforward.
Orientability of the moduli space is easily checked. As we have seen, the operator
T = C† ⊕ ds can be deformed to a direct sum of the Dirac operator and the elliptic
operator for the complex of ASD connections (2.2.28). The determinant line bundle of
the Dirac operator, when regarded as a real operator, has a natural trivialization coming
from its underlying complex structure. The determinant line bundle of the operator
appearing in the Atiyah-Hitchin-Singer complex, as we saw in Chapter 1, is orientable
according to the results of Donaldson [38, 41]. Therefore, MNA is orientable and the
orientation is induced by a trivialization of det ind δA, as in Donaldson theory.
These analysis show that the non-abelian monopole theory appears as a rather natural
generalization of Donaldson theory: the moduli space of solutions contains MASD as a
subset, and the conditions for having a well defined moduli problem are essentially the
same, at least in the SU(2) case. There are two points concerning the construction of
the moduli space that we have not discussed: transversality and compactness. MNA is
not compact and must be compactified in an appropriate way. Both problems have been
adressed in a related context in [90, 87].
A first constraint on the solutions to the non-abelian monopole equations is obtained
by using classical vanishing theorems in spin geometry [78], and is a generalization of the
vanishing theorem derived for the Seiberg-Witten equations in [114]. There are two ways
to obtain this result. In the first one, one considers the Weitzenbo¨ck formula (A.2.45) for
DE :
DEDEM = ∇∗E∇EM +
1
4
RM + iρ(F+A )M. (5.2.25)
Using now the first non-abelian monopole equation for ρ(F+A ), one obtains for the last
term, in components, (
(1 +
1
N
)|M |2δij − 2
N
(M iβM
jβ
)
)
M jα. (5.2.26)
Taking now the Hermitian inner product with M in the equation (5.2.25), we have:
(M,DEDEM) = (M,∇∗E∇EM) +
1
4
R|M |2
+ (1 +
1
N
)|M |4 − 2
N
∑
ij
|M i1M j1 +M i2M j2 |2, (5.2.27)
As the last term is ≤ |M |4/2N , the terms in the second line are ≥ (1− 1/N)|M |4, which
is greater than or equal to zero. As DEM = 0, if the scalar curvature of X is positive,
then M = 0. In this case, MNA =MASD.
70 CHAPTER 5. NON-ABELIAN MONOPOLE EQUATIONS
Another way to reach the same result is to compute the norm squared of the section
s(A,M), with the natural Riemannian metric on the fibre F , given by the integration
over X of the expression given in (A.1.29). This norm will become the bosonic sector of
the topological action of the theory, as we will see in the next Chapter. We then have:
|s(A,M)|2 =
∫
X
e(DEM,DEM)
− 1
4
∫
X
e(F+αβji + iM
i(α
Mβ)j)(F+ijαβ + i(M
j
(αM
i
β) −
δij
N
M
k
(αM
k
β)))
=
∫
X
e[gµνDµM
α
DνMα +
1
4
R|M |2 − 1
4
Tr(F+αβF+αβ)
+
1
4
(M
i(α
Mβ)jM
j
(αM
i
β) −
1
N
M
i(α
Mβ)iM
j
(αM
j
β))]. (5.2.28)
After using the fact that for SU(N) the normalization of the generators T a can be chosen
in such a way that for the fundamental representation (T a)ij(T a)kl = δilδjk− 1
N
δijδkl, the
last term in (5.2.28) can be written as:
1
4
(M
(α
T aMβ))(M (αT
aMβ)), (5.2.29)
where a sum over a must be understood. This term can be computed explicitly in local
coordinates with the result,
1
2
(
(1− 1
N
)|M |4 + (1 + 2
N
)
∑
ij
|M [i1M j]2 |2
)
, (5.2.30)
and therefore it is positive definite. The factor iM
α
F+βα Mβ has cancelled in the sum,
and then each term in the second expression for |s(A,M)|2 in (5.2.28) is positive definite
except the one involving the scalar curvature. For a solution of the non-abelian monopole
equations, |s(A,M)|2 is zero, and therefore if R > 0 we obtain again M = 0. We can also
get from this expression an upper bound for the squared norm of the self-dual part of the
curvature on solutions of the monopole equations:
I+ =
∫
X
eF+αβa F
+
a,αβ ≤
1
16(1− 1/N)
∫
X
eR2. (5.2.31)
5.3 Non-abelian monopoles on Ka¨hler manifolds.
In this section we will analyze in more detail the non-abelian monopole equations on
a compact Ka¨hler, Spin manifold X for the case in which the gauge group is SU(N)
and the monopoles are in the fundamental representation. We will obtain in this case a
description in terms of holomorphic objects as well as a relation with the vortex equations.
This analysis confirms that the moduli space of non-abelian monopoles has a rich structure
and can give an interesting information in four-manifold topology.
On a Ka¨hler manifold the spinor bundle S+ splits into K1/2 ⊕ K−1/2 = (Ω0(X) ⊕
Ω2,0(X))⊗K1/2, where K1/2 is a square root of the canonical bundle K (see Appendix,
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section 3). Let E be the vector bundle associated to the fundamental representation of
SU(N), and denote by αi and iβ
i
the components of M iα in K
1/2 ⊗ E and K−1/2 ⊗ E,
respectively. We also have the decomposition of SD forms given in (2.3.42). If we express
F+A as an endomorphism of the positive spinor bundle, following (A.3.64), we can write
the first SU(N) monopole equation as:
F ij2,0 = α
iβj − 1
N
δijαkβk,
F ijω =
ω
2
(
αiαj − βiβj − δ
ij
N
(|αk|2 − |βk|2)
)
,
F ij0,2 = α
jβ
i − 1
N
δijαkβ
k
. (5.3.32)
The Dirac operator DE can be written in terms of Dolbeault operators for the bundles
K±1/2 ⊗ E, according to (A.3.61), and the second monopole equation reads:
√
2
(
∂Aα + i∂
∗
Aβ
)
= 0. (5.3.33)
Now we can use the expression (5.2.28) to obtain vanishing results for the solutions of
(5.3.32), as in [114, 103]. Suppose (A, α, β) is a solution to (5.3.32), and hence (5.2.28)
vanishes. Then (A, α,−β) makes (5.2.28) vanish too, and we obtain another solution to
(5.3.32). Therefore, any solution of these equations verifies:
F ij2,0 = F
ij
0,2 = 0. (5.3.34)
This tells us that the connection A endows E with the structure of a holomorphic bundle,
as it happens in Donaldson theory and in the abelian theory [114].
The most general solution to the equation
αiβj − 1
N
δijαkβk = 0, (5.3.35)
is α 6= 0, β = 0 or α = 0, β 6= 0 (with α, β understood as vectors). Of course we also
have the solution α = β = 0, which corresponds to an ASD instanton. Let’s consider
the first kind of solutions. Suppose α 6= 0, β = 0. The Dirac equation (5.3.33) for this
kind of solution is simply ∂Aα = 0, with ∂A the twisted Dolbeault operator on K
1/2 ⊗E.
As A defines a holomorphic structure on E, according to (5.3.34), and K1/2 is clearly
holomorphic, the Dirac equation simply tells us that α is a holomorphic section of the
bundle E = K1/2 ⊗ E, i.e., α ∈ H0(X, E). For α = 0, β 6= 0 we have the symmetric
situation, with β a holomorphic section of the bundle E ′ = K1/2 ⊗ E. Let’s change
slightly our conventions and take the curvature FA as a skew-Hermitian matrix, following
the usual ones in geometry. Then, when β = 0, the first non-abelian monopole equation
reads:
iΛFE + α⊗h α− 1
N
|α|2h = 0, (5.3.36)
where α is a holomorphic section of the holomorphic bundle K1/2 ⊗ E. To put this
equation in the standard framework of vortex equations, the curvature must be that of
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the holomorphic section of which α is a section. As K is endowed with the canonical
Riemannian connection, and the equality iΛFK = R holds, where R denotes, as before,
the scalar curvature of X, one can write:
iΛFE = iΛFK1/2⊗E −
1
2
R. (5.3.37)
The non-abelian monopole equation (5.3.36) then reads:
iΛFK1/2⊗E + α⊗h α =
1
2
R +
1
N
|α|2h. (5.3.38)
This equation is closely related to the vortex equations on Ka¨hler manifolds studied
in [29, 45, 46], and can be analyzed using similar methods. This version of the vortex
equations involves a holomophic pair (E , α) consisting of a holomorphic bundle E = K1/2⊗
E together with a holomorphic section, α. In addition, E has a fixed determinant bundle
det(E) = K with a fixed connection (the canonical one).
Now we briefly consider the case α = 0. Using the Ka¨hler identity (2.3.56), we can
write (5.3.33) as
Λ∂Aβ = 0. (5.3.39)
If we denote by L the operator given by ·∧ω, it is easy to check that [L,Λ] = p+q−2 acting
on (p, q)-forms [51], and this in turn implies that Λ is an isomorphism on (1, 2)-forms.
We can then write ∂Aβ = ∂Aβ = 0, and β is a holomorphic section of E ′ = K1/2 ⊗ E.
Conjugating the second equation in (5.3.32), we then get:
iΛFK1/2⊗E + β ⊗h β =
1
2
R +
1
N
|β|2h, (5.3.40)
and therefore we have the same vortex equation but for the pair (E ′ = K1/2 ⊗E, β).
The relevant stability notion here involves stable pairs, and has been analyzed in [87]
in the SU(2) case. The equation (5.3.38) has a solution if and only if the pair (E , α) is
stable, in the sense, essentially, of α-stability. A related stability notion was introduced
in the context of self-dual equations on Riemann surfaces in [55], and was studied for
general vortex equations on Ka¨hler manifolds in [29, 45, 46]. It can be roughly described
as follows: let F be a proper subbundle of E , such that the image of α lies on F . Then,
the pair (E , α) is said to be α-stable if for any such a subbundle F , µ(F) < µ(E). This
stability notion applies to the two cases, (5.3.38) and (5.3.40). More information on
stability conditions in relation to non-abelian monopoles and vortices can be found in
[30, 47].
To complete the picture of the moduli space of non-abelian monopoles in terms of
holomorphic objects, we will use the techniques of symplectic geometry that we introduced
in Chapter 1, and that have also been applied in the abelian case [114]. Suppose again
we are in the case α 6= 0, β = 0. We define a symplectic structure on Mβ=0 = A1,1 ×
Γ(X,K1/2 ⊗ E) according to:
Ω((ψ, µ), (θ, ν)) =
∫
X
Tr(ψ ∧ θ) ∧ ω − i
2
∫
X
ω ∧ ω(µ¯iνi − µiν¯i), (5.3.41)
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where ψ, θ are in Ω1(X, gE) and µ, ν in Γ(X,K
1/2⊗E). This symplectic form is obviously
preserved by the action of the group of gauge transformations. We consider Ω4(X, gE)
as the dual of Lie(G) = Ω0(X, gE), and the pairing is given by the integration over X
of the trace of the wedge product, as we did in the Donaldson case. C is the map given
in (5.2.14). The brackets denote the dual pairing. The explicit expression of this map is
given by:
m(A, α) = F ij ∧ ω − ω ∧ ω
2
(αiαj − δ
ij
N
|αk|2). (5.3.42)
The first piece of this map is just the corresponding map for Donaldson theory (2.3.65),
and the second piece contains the dependence on the monopole part. The property (2.3.60)
is easily verified from the expression for the differential of (5.3.42):
(dm)(A,α)(ψ, µ) = (dAψ)
ij ∧ ω − ω ∧ ω
2
(
µiαj + αiµj − δ
ij
N
(µkαk + αkµk)
)
. (5.3.43)
The solutions of (5.3.36) are precisely the zeroes of the moment map (5.3.42), as it happens
in Donaldson theory. This indicates that the moduli space of solutions of the SU(N)
monopole equations with β = 0 can be identified with the symplectic quotient m−1(0)/G.
Following the general remarks given in Chapter I, we can identify the moduli space of
non-abelian monopoles with β = 0, for a fixed topological SU(N) bundle E, with the
quotient of the stable orbits of Mβ=0 under the complex gauge group GC. The stable
orbits in this case correspond to stable pairs (E , α) ∈ Mβ=0 (where we have identified
holomorphic structures on E with integrable connections, and α is a holomorphic section).
A similar picture holds for α = 0.
If we restrict ourselves to the SU(2) case (as reducibility and stability are under
control), we then have the following result: on a compact, Ka¨hler, Spin four-manifold,
the moduli space of solutions to the SU(2) monopole equations has three branches: the
first one corresponds to the irreducible ASD connections withM = 0, and can be identified
with the equivalence classes of stable holomorphic Sl(2,C) bundles E. The second branch
corresponds to pairs consisting of an equivalence class of holomorphic Sl(2,C) bundles E
together with a holomorphic section of K1/2 ⊗E modulo Sl(2,C) gauge transformations
(the case α 6= 0, β = 0 discussed before), and such that the pair (E , α) is stable. The
third branch is similar to the second branch, but now α = 0, β 6= 0, and consequently
we must consider instead holomorphic sections of K1/2 ⊗E. Notice that the first branch
is the intersection of the second and third ones, and that the second and third branch
can be identified, because E corresponds to the fundamental representation of SU(2) and
E ≃ E. The non-abelian monopole theory has then a richer content than Donaldson
theory.
74 CHAPTER 5. NON-ABELIAN MONOPOLE EQUATIONS
Chapter 6
Non-abelian monopoles and N = 2
SUSY
One of the fundamental aspects of the abelian and non-abelian monopole equations that
we analyzed in the previous Chapter is that they can be obtained from the twist of
supersymmetric gauge theories in four dimensions. More precisely, the Thom form in
the Mathai-Quillen formalism associated to these moduli problems can be understood as
the topological action of a twisted supersymmetric N = 2 theory. In this Chapter we
will analyze this connection and formulate the Field Theory framework to understand
these equations. In section 1 we construct the topological action of the non-abelian
monopole theory in purely geometrical terms, using the Mathai-Quillen formalism. We
also construct the observables of the theory and we define the polynomial invariants for
SU(2) monopoles as correlation functions of this Topological Quantum Field Theory. In
section 2 we show how this action appears after twisting N = 2 supersymmetric QCD
with one flavour, Nf = 1. In section 3, we consider the equivariant extension of the Thom
form associated to a U(1) action on the moduli space of non-abelian monopoles and we
show that it coincides with the twisted N = 2 theory with one massive hypermultiplet.
Finally, in section 4 we show how to include Spinc-structures by twisting the U(1)B global
symmetry of the supersymmetric theory with Nf = 1.
6.1 The topological action and the observables
In the first subsection we will build the topological action corresponding to the non-
abelian monopole equations of the previous chapter, using the Mathai-Quillen formalism.
In other words, we will construct the Thom form of the associated vector bundle (5.2.18).
One of the advantages of this formalism is that it provides a procedure to construct the
action of a Topological Quantum Field Theory starting from a moduli problem formulated
in purely geometrical terms. We follow again [73]. The topological action for the abelian
case, corresponding to the Seiberg-Witten equations, was constructed along the same lines
in [72]. In the second subsection we construct the observables of the theory, stressing the
similarities with Donaldson-Witten theory.
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6.1.1 The topological action
As the vector bundle (5.2.18) is constructed as an associated vector bundle to a principal
bundle M→M/G, the adequate formulation of the Thom form is the one given in [16]
and reformulated in [34]. All the necessary ingredients have been already presented in
Chapter 3, section 5. First of all, we need a connection in the principal bundle. As M
is endowed with the Riemannian metric given in (5.2.12), we can obtain this connection
according to the general construction given in Chapter 1, section 4. Recall that, if the
tangent space to the gauge orbits is given by the image of the map C in (5.2.14), then
the connection is
θ = R−1C†. (6.1.1)
The operator R = C†C can be explicitly computed from (5.2.13) and (5.2.15), and reads
R(φ)ij = (d∗AdAφ)
ij +
1
2
(M
αk
φkjM iα +M
αj
φikMkα)−
δij
N
M
αk
φklM lα, (6.1.2)
where φ ∈ Ω0(X, g). We will write the pullback of the Thom form of E toM/G using the
section sˆ induced by (5.2.17). Taking into account the commutative diagram (4.3.112),
the most useful representative of this form is a horizontal, basic form on M. This is
obtained through the pullback of the form given in (4.3.104) by the equivariant section s
(5.2.17). As we are not yet considering any vector field action, we put u = 0 and pullback
the form. One obtains in this way:∫
DηDρDφDλ exp
(
−|s|2 + 1
4
〈ρ, φρ〉+ i〈ρ, ds〉
+i〈dC†, λ〉g − i〈φ,Rλ〉g + i〈η, C†〉g
)
. (6.1.3)
We recall that φ, λ are conmuting Lie algebra variables and η is a Grassmann one. We
have introduced coordinates in the fibre not necessarily orthonormal, and we denote the
metric on the fibre by 〈 , 〉. The bracket with the subscript g is the Cartan-Killing form
of Lie(G), given by the trace together with the product of forms, defined as in (5.2.12)
with a 1/2 factor. We know explicit expressions for all the operators appearing in this
expression, for ds has been already computed in (5.2.19).
Before writing the action, we would like to indicate the field content and the topological
symmetry, i.e., the BRST complex. These are determined by the geometrical structure
that we have been developing. We also introduce ghost numbers for the different fields
involved in the model. From the mathematical point of view, this can be interpreted as
a grading for the different differential forms appearing here, although it has a physical
origin in the U(1)R symmetry of the untwisted theory. For the configuration space we
have commuting fields P = (A,M) ∈ M = A × Γ(X,S+ ⊗ E), with ghost number 0
and their superpartners, representing a basis of differential forms on M, dP = (ψ, µ),
with ghost number 1. Now, we must introduce fields for the fibre which we denote by
(χµν , vα˙) ∈ Ω2,+(X, gE) ⊕ Γ(X,S− ⊗ E), with ghost number −1. We also know that
in the construction of the action from gauge fermions it is useful to introduce auxiliary
commuting fields for the fibre, with the same geometrical content, (Hµν , hα˙), and ghost
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number 0. The field φ ∈ Ω0(X, gE), with ghost number 2, corresponds to the curvature of
the principal bundle M and can be understood as the parameter u in the G-equivariant
cohomology. The fields λ (commuting) and η (anticommuting), also in Ω0(X, gE) with
ghost number −2 and −1, respectively, come from the projection form, as we explained
in Chapter 3 following [34]. The BRST cohomology of the model is obtained simply
from the cohomology of M and F . As we emphasized in Chapter 3, one must consider
the horizontal projection we are performing in order to descend to the quotientM/G, or,
alternatively, we can directly work in the Cartan model for the G-equivariant cohomology.
We must take into account, with respect to our previous conventions, that in this case
the group G acts on the left on M and F , as one can see in (5.2.11). Therefore there
are some slight differences with respect to the expressions given in Chapter 3. Essentially
we must act on the fibre with the transpose of the connection and curvature matrices,
as one can easily check. On the configuration space M, the Q operator is simply given
by (4.3.109) with u = 0. On φ, Q gives obviously zero, and this can be understood
as an implementation of the Bianchi identity. On the fields associated to the fibre, Q
acts according to the expressions in (4.3.106), but with −φ instead of φ. Finally, for the
remaining Lie algebra variables, we have the equations (4.3.108). We then obtain the
BRST complex for this model:
[Q,A] = ψ, [Q,M iα] = µ
i
α,
{Q,ψ} = dAφ, {Q, µiα} = −iφijM jα,
[Q, φ] = 0, {Q, viα˙} = hiα˙,
{Q,χµν} = Hµν , [Q, hiα˙] = −iφijvjα˙,
[Q,Hµν ] = i[χµν , φ], {Q, η} = i[λ, φ],
[Q, λ] = η,
(6.1.4)
This BRST gauge algebra closes up to a gauge transformation generated by −φ, according
to the fact that the squared of the differential operator in the Cartan model of equivariant
cohomology is given by (4.1.10). It is perhaps interesting to analyze how the question
of reducibility arises in this framework [110]. Using the underlying fermionic symmetry,
one can prove Witten’s localization theorem [112]: the path integral associated to any
Cohomological Field Theory is localized on the fixed point locus (in the configuration
space) of the BRST operator Q. If a connection A is reducible, then dAφ = 0 has non-
trivial solutions. This means that the space of Q-fixed points is larger than the space to
which we want to localize the path integral (the solutions to the non-abelian monopole
equations, which appear as a fixed point of the Q symmetry on-shell, as we will see in a
moment).
We are now in the position to write down the action of the theory. Let us consider
first the last five terms in the exponential of the Thom form (6.1.3),
−i〈φ,Rλ〉g = −
i
2
∫
X
Tr(λ ∧ ∗d∗AdAφ)−
i
2
∫
X
eM
α{λ, φ}Mα,
i〈(χ, v), ds〉 = − i
2
√
2
∫
X
Tr
(
χαβ(dAψ)αβ
)
+
1√
2
∫
X
e(Mαχ
αβµβ − µ¯αχαβMβ)
+
i
2
∫
X
e(v¯α˙D
α˙αµα + µ¯
αDαα˙v
α˙)− 1
2
∫
X
e(M
α
ψαα˙v
α˙ + v¯α˙ψ
α˙αMα),
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i〈C†(ψ, µ), η〉g = − i
2
∫
X
Tr(η ∧ ∗d∗Aψ) +
1
2
∫
X
e(µ¯αηMα +M
α
ηµα),
1
4
〈(χ, v), φ(χ, v)〉 = i
8
∫
X
eTr(χαβ [φ, χαβ])− i
4
∫
X
ev¯α˙φvα˙,
i〈λ, dC†〉g =
1
2
∫
X
Tr(λ ∧ ∗[ψ, ∗ψ]) +
∫
X
eµ¯αλµα. (6.1.5)
To obtain these expression, one must use the spinor conventions compiled in the Appendix,
specially (A.1.22) and (A.2.42). The section term in (6.1.3) has been computed in (5.2.28),
and the action resulting after adding to it all the terms in (6.1.5) constitutes the field
theoretical representation of the Thom form of the bundle E . This action is invariant
under the transformations (6.1.4) once the auxiliary field Hαβ and hα˙ are introduced. It
can be obtained in its off-shell form using the nilpotent transformations (6.1.4) (up to a
gauge transformation) and the gauge invariant gauge fermions (4.3.107). In our case, the
localizing gauge fermion is:
Ψloc = −i〈(χ, v), s(A,M)〉 − 1
4
〈(χ, v), (H, h)〉, (6.1.6)
while the projection gauge fermion, which implements the horizontal projection, is,
Ψproj = i〈λ, C†(ψ, µ)〉g. (6.1.7)
Making use of the Q-transformations (6.1.4) one easily computes the localization and
the projection Lagrangians:
{Q,Ψloc} =
{
Q,
∫
X
e
[ i
2
χαβji
( 1√
2
(F+ijαβ + i(M
j
(αM
i
β) −
δij
N
M
k
(αM
k
β)))−
i
4
Hjiαβ
)
− i
2
(v¯α˙D
α˙αMα −MαDαα˙vα˙)− 1
8
(v¯α˙h
α˙ + h¯α˙v
α˙)
]}
=
∫
X
e
[ i
2
√
2
Hαβji(F+ijαβ + i(M
j
(αM
i
β) −
δij
N
M
k
(αM
k
β)))
− i
2
√
2
Tr(χαβ(dAψ)αβ)− 1√
2
(µ¯αχ
αβMβ −Mαχαβµβ)
+
1
8
Tr(HαβHαβ)− i
8
Tr(χαβ[χαβ , φ])− i
2
(h¯α˙D
α˙αMα −MαDαα˙hα˙)
+
i
2
(v¯α˙D
α˙αµα + µ¯
αDαα˙v
α˙)− 1
2
(M
α
ψαα˙v
α˙ + v¯α˙ψα˙αMα)
−1
4
(h¯α˙h
α˙ + iv¯α˙φv
α˙)
]
, (6.1.8)
{Q,Ψproj} = {Q,−1
2
∫
X
[iTr(λ ∧ ∗d∗Aψ) + e(µ¯αλMα −Mαλµα)]}
=
∫
X
[Tr(− i
2
η ∧ ∗d∗Aψ −
i
2
λ ∧ ∗d∗AdAφ−
1
2
λ ∧ ∗[∗ψ, ψ])
+
1
2
e(µ¯αηMα +M
α
ηµα)
+e(µ¯αλµα − i
2
M
α{φ, λ}Mα)]. (6.1.9)
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The sum of (6.1.8) and (6.1.9) is just the same as the sum of the terms in (6.1.5)
plus −|s(A,M)|2 as given in (5.2.28) once the auxiliary fields Hαβ and hα˙ have been
integrated out. This is indeed the exponent appearing in the Thom form (6.1.3) which
must be identified as minus the action, −S, of the Topological Quantum Field Theory.
After carrying out the integration of the auxiliary fields the resulting action turns out to
be:
S =
∫
X
e[gµνDµM
α
DνMα +
1
4
RM
α
Mα
−1
4
Tr(F+αβF+αβ) +
1
4
(M
(α
T aMβ))(M (αT
aMβ))]
+
∫
X
Tr(
i
2
η ∧ ∗d∗Aψ +
i
2
√
2
χαβ(p+(dAψ))αβ +
i
8
χαβ [χαβ , φ]
+
i
2
λ ∧ ∗d∗AdAφ−
1
2
λ ∧ ∗[∗ψ, ψ])
+
∫
X
e
( i
2
M
α{φ, λ}Mα − 1√
2
(Mαχ
αβµβ − µ¯αχαβMβ)
− i
2
(vα˙D
α˙αµα + µ¯αDαα˙v
α˙) +
1
2
(M
α
ψαα˙v
α˙ + v¯α˙ψ
α˙αMα)
−1
2
(µ¯αηMα +M
α
ηµα) +
i
4
v¯α˙φvα˙ − µ¯αλµα
)
, (6.1.10)
where we have used (5.2.29) to write the term quartic in the fields Mα. Although this
action has been computed considering the fundamental representation of the gauge group
SU(N), its form is also valid for any other gauge group and representation. This action is
invariant under the modified BRST transformations which are obtained from (6.1.4) after
taking into account the modifications which appear once the auxiliary fields have been
integrated out. As we will see in the next section, it contains the standard gauge fields
of a twisted N = 2 vector multiplet, or Donaldson-Witten fields, coupled to the matter
fields of the twisted N = 2 hypermultiplet.
6.1.2 The observables
We want to compute now the observables of the theory, i.e., the cohomology of the BRST
operator Q, in the SU(2) case. As we will see, they take the same form that in Donaldson-
Witten theory [108]. From the transformations (6.1.4) it follows that any polynomial in
the field φ gives an observable. But we saw in Chapter 3 that the natural interpretation
of φ is as the curvature of the principal bundleM→M/G. If we recall the construction
of cohomology classes in Donaldson theory presented in Chapter 1, section 4, and the
equation (2.4.80), we see that the natural starting point for the cohomology, in the SU(2)
case, is the operator:
O = 1
8π2
Tr(φ2), (6.1.11)
just like in Donaldson-Witten theory. It it important to notice that, although the struc-
ture of the observable is the same, it is different from the one appearing in Donaldson
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theory. This is because the curvature of the corresponding principal bundle is different
and includes a contribution form the monopole fields, as it is clear from (2.4.77), (5.2.15)
and (6.1.2).
Starting from the operator (6.1.11) one can find the other generators of the coho-
mology ring using the descent procedure, introduced in [108]. Starting from O(0) = O,
one recursively finds k-forms on the manifold X, O(k), such that the following descent
equations are verified:
dO(k) = {Q,O(k+1)}. (6.1.12)
One then finds:
O(1) = 1
4π2
Tr(φψ),
O(2) = 1
4π2
Tr(φF +
1
2
ψ ∧ ψ),
O(3) = 1
4π2
Tr(ψ ∧ F ),
O(4) = 1
8π2
Tr(F ∧ F ). (6.1.13)
From the descent equations (6.1.12) follow that if Σ is a k-dimensional homology cycle,
then
I(Σ) =
∫
Σ
O(k), (6.1.14)
is in the cohomology of Q. For simply connected four-manifolds, which is the case we will
be interested in, k-dimensional homology cycles only exist for k = 0, 2, 4. For k = 4 the
cycle Σ is the four-manifold X and I(X) is the instanton number. The only operators
which are relevant are then (6.1.11) and the I(Σ) associated to two-cycles. Notice that
this operator has the same structure than (2.4.82), but involves a different curvature. As
a final remark, the degrees of the above observables regarded as differential forms on the
configuration space are precisely their ghost numbers, according to the assignment above.
Now we can define polynomial invariants for this theory, mimicking the Donaldson
construction. Of course, we have not provided all the ingredients from the mathematical
point of view, but we can just define them as the correlation functions of the Topological
Quantum Field Theory we have constructed, which is equivalent, as we will see in next
section, to the twisted N = 2 QCD with one massless hypermultiplet. At least in the
SU(2) case, the moduli space of non-abelian monopoles can be defined in a proper way,
as we have seen in last Chapter. One may hope that the topological correlation functions
of the twisted theory will be equivalent to the properly defined invariants associated to
the SU(2) monopole equations.
As usual in Quantum Field Theory, we will group all the correlation functions in a
generating function, as in (2.4.84):
〈exp(∑
a
αaI(Σa) + µO)〉, (6.1.15)
summed over instanton numbers of the bundle E. In (6.1.15), as in (2.4.84), the Σa denote
a basis of the two-dimensional homology of X, and therefore a = 1, · · · , dim H2(X,Z).
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In (6.1.15), the terms appearing in the expansion have the form:
O(x1) · · ·O(xr)I(Σ1) · · · I(Σs). (6.1.16)
Correlation functions involving operators of the form (6.1.16) vanish unless the following
selection rule holds:
4r + 2s = dimMNA. (6.1.17)
where dimMNA is given in (5.2.24) with N = 2. As we know from the discussion on
Donaldson theory, and the expressions (2.4.84) and (2.4.85), correlation functions of the
topological field theory are interpreted mathematically as intersection forms in the moduli
space. The operator O represents a cohomology class of degree four, and I(Σ) represents a
cohomology class of degree two. If we assume regularity, or if the obstruction cohomology
can be considered as a vector bundle over the moduli space, the condition (6.1.17) simply
says that the integral of these differential forms vanishes unless the total degree equals
the dimension of the moduli space. This condition has a natural interpretation in field-
theoretical terms [108]. The dimension of the moduli space corresponds to the index of
the operator T = ds ⊕ C†, which gives the two-term form of the deformation complex
(5.2.20). But this is also the operator associated to the grassmannian fields in (6.1.10), and
its index gives the anomaly in the ghost number. The selection rule (6.1.17) is therefore
the ’t Hooft rule which says that fermionic zero modes in the path integral measure should
be soaked up in the correlation functions.
A consequence of (6.1.17) is that, in order to have non-zero correlation functions, the
dimension of the moduli space must be even. Looking at (5.2.24), it follows that the
quantity
∆ =
χ+ σ
4
(6.1.18)
must be an integer. Notice that on a Spin manifold (the case we are considering) the
signature verifies
σ ≡ 0 mod 8, (6.1.19)
as the index of the Dirac operator is −σ/8. In particular, on a four-dimensional Ka¨hler
manifold, one has
χ + σ = 2− 2b1 + b+2 = 4(1− h1,0 + h2,0). (6.1.20)
where h1,0, h2,0 denote Hodge numbers. Therefore, (6.1.18) is always an integer. These
conditions appear also in Donaldson theory, and they will have an interesting interpre-
tation in the light of the equivalence of both theories to the Seiberg-Witten monopole
theory, as we will see in Chapter 7.
6.2 Twist of the N = 2 theory
The action (6.1.10) can be obtained from the twist of N = 2 supersymmetric Yang-Mills
theory with gauge group SU(N) coupled to an N = 2 hypermultiplet in the fundamental
representation. The twist of N = 2 matter superfields coupled to N = 2 supersymmetric
Yang-Mills theory has been studied from different perspectives in [64, 2, 3, 8, 9, 10, 57].
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Here we follow the approach in [74]. For an exhaustive study of the twisting procedure
for N = 2 and N = 4 theories, see [79]. The basic idea involved in the twisting has
been introduced in Chapter 2. Recall that in the proccess of twisting the isospin index
i becomes a spinor index, and the supercharges become Qiα → Qβα and Qiα˙ → Qβα˙.
The trace of Qβα, Q = Qα
α = Q1¯2 − Q2¯1, becomes a (0, 0) rotation invariant operator
(we put bars on the isospin indices). If there is no N = 2 central extension, from the
supersymmetry algebra follows that Q obeys Q2 = 0. This operator can be regarded as a
BRST operator and the U(1)R charges as ghost numbers.
The twist of N = 2 supersymmetric Yang-Mills theory has been already described
in Chapter 2. We will consider the case of its coupling to an N = 2 hypermultiplet.
N = 2 matter is usually represented by N = 2 hypermultiplets. The hypermultiplet
contains a complex scalar isodoublet q = (q1, q2), fermions ψqα, ψq˜α, ψqα˙, ψq˜α˙, and a
complex scalar isodoublet auxiliary field Fi. The fields qi, ψqα, ψq˜α˙, and Fi are in the
fundamental representation of the gauge group, while the fields qi†, ψq˜α, ψqα˙, and F
i†
are in the conjugate representation. From the point of view of N = 1 superspace, this
multiplet contains two N = 1 chiral multiplets and therefore it can be described by two
N = 1 chiral superfields Q (this Q should not be confused with the BRST operator) and
Q˜, i.e., these superfields satisfy the constraints Dα˙Q = 0 and Dα˙Q˜ = 0. They have U(1)R
charge 0. While the superfield Q is in the fundamental representation of the gauge group,
the superfield Q˜ is in the corresponding conjugate representation. The component fields
of these N = 1 superfields are:
Q, Q† −→ q1, ψqα F2, q1† ψqα˙, F 2†,
Q˜, Q˜† −→ q2†, ψq˜α, F 1†, q2, ψq˜α˙, F1. (6.2.21)
The U(1)R transformations of the N = 1 superfields are
Q→ Q(eiφθ), and Q˜→ Q˜(eiφθ), (6.2.22)
In N = 1 superspace the action for the N = 2 hypermultiplet coupled to N = 2
supersymmetric Yang-Mills takes the form:∫
d4x d2θ d2θ (Q†eVQ+ Q˜†e−V Q˜)
−i
√
2
∫
d4x d2θ Q˜ΦQ+ i
√
2
∫
d4x d2θ Q˜†Φ†Q†. (6.2.23)
Notice that the last two terms are consistent with the fact that while Φ is in the adjoint
representation of the gauge group, the superfields Q and Q˜ are in the fundamental and
in its conjugate, respectively.
The SU(2)I current includes now a contribution from the bosonic part of the hyper-
multiplet:
jµa = λσ
µσaλ− iq†σaDµq + iDµq†σaq. (6.2.24)
The twist of the theory can also be understood as a gauging of the SU(2)I current, as
it happens with the pure N = 2 Yang-Mills theory. This is achieved by adding to the
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original Lagrangian a term −ωaµjµa + q†ωaµωµbσaσbq. The kinetic term for the bosons in the
resulting theory is then
(Dµ + iω
a
µσa)q
†(Dµ − iωµaσa)q, (6.2.25)
where Dµ is the covariant derivative acting on scalars in the fundamental of SU(N). We
then see that, after the twisting, the bosonic fields q become positive-chirality spinors.
This is the result we get after redifining the rotation group as in (3.1.3). Therefore, under
the twisting, the fields in the N = 2 hypermultiplet become:
qi (0, 0, 1/2)
0 −→ Mα (1/2, 0)0,
ψqα (1/2, 0, 0)
1 −→ −µα/
√
2 (1/2, 0)1,
ψ
α˙
q˜ (0, 1/2, 0)
−1 −→ vα˙/
√
2 (0, 1/2)−1,
Fi (0, 0, 1/2)
2 −→ Kα (1/2, 0)2,
q†i (0, 0, 1/2)0 −→ Mα (1/2, 0)0,
ψqα˙ (0, 1/2, 0)
−1 −→ vα˙/
√
2 (0, 1/2)−1,
ψαq˜ (1/2, 0, 0)
1 −→ µα/
√
2 (1/2, 0)1,
F †i (0, 0, 1/2)−2 −→ Kα (1/2, 0)−2. (6.2.26)
Again, the assignment of ghost numbers is consistent with (3.1.6).
The Q-transformations of the twisted fields can be obtained very simply from the
N = 2 supersymmetry transformations. These last transformations are generated by the
operator ηiαQiα + ηiα˙Q
iα˙
where ηiα and ηiα˙ are anticommuting parameters. To get the
Q-transformations of the fields one must consider ηα˙i = 0 and replace ηiα → ρǫβα, being ρ
an arbitrary scalar anticommuting parameter, and where ǫ21 = ǫ
12 = 1 raises and lowers
isospin indices. Let’s consider first the action and the Q-symmetry in the on-shell theory.
The Q-transformations of the fields are:
[Q,Aµ] = ψµ, [Q,Mα] = µα,
{Q,ψµ} = Dµφ, [Q,Mα] = µ¯α,
[Q, λ] = η, {Q, µα} = −iφMα,
{Q, η} = i[λ, φ], {Q, µ¯α} = iMαφ,
[Q, φ] = 0, {Q, vα˙} = −2iDα˙αMα,
{Q,χaαβ} = −i
√
2(F aαβ + iM (αT
aMβ)), {Q, v¯α˙} = −2iDαα˙Mα,
(6.2.27)
and for the twisted action in Euclidean space one gets:
S1 =
∫
X
√
g
[
Tr(
1
4
FµνF
µν − i
2
√
2
χαβDαα˙ψβ
α˙ − i
8
χαβ [φ, χαβ]
+
i
2
DµλD
µφ+
i
2
ηDµψµ − 1
2
ψµ[ψ
µ, λ]− 1
8
[φ, λ]2 +
i
8
η[φ, η])
+DµM
α
DµMα +
1
4
RM
α
Mα +
1
4
M
(α
T aMβ)M (αT
aMβ)
− i
2
(v¯α˙D
α˙αµα + µ¯
αDαα˙v
α˙) +
i
2
M
α{φ, λ}Mα
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− 1√
2
(Mαχ
αβµβ − µ¯αχαβMβ) + 1
2
(M
α
ψαα˙v
α˙ + v¯α˙ψ
α˙αMα)
−1
2
(µ¯αηMα +M
α
ηµα) +
i
4
v¯α˙φvα˙ − µ¯αλµα
]
. (6.2.28)
Notice that the matter fields with bars carry a representation R conjugate to R, the one
carried by the matter fields without bars. Notice also the presence of a term involving the
curvature of the four-manifold X, as in (5.2.28). This term must enter the twisted action
in order to preserve invariance under the topological symmetry Q on curved manifolds.
This possibility was already envisaged in [108], but it was found there that, in the case of
N = 2 Yang-Mills theory, the gauging of the SU(2)I symmetry was enough to gurantee
Q-invariance on a curved four-manifold. In the case at hand, it originates in the following
way. After gauging the internal SU(2)I symmetry, the kinetic terms in the Lagrangian
read
gµνD
µM
α
DνMα − i
2
(
v¯α˙D
α˙αµα + µ¯
αDαα˙v
α˙
)
, (6.2.29)
where Dµ, Dα˙α are respectively the covariant derivative and the Dirac operator associated
to the tensor product connection on S+ ⊗ E. If we compute [Q,L] with the Lagrangian
obtained by just gauging the SU(2)I symmetry, the kinetic terms (6.2.29) give a non-zero
result. After using the Weitzenbo¨ck formula (A.2.45), we obtain
[Q,L] = −R
4
(M
α
µα + µ¯
αMα), (6.2.30)
where R is the scalar curvature of the manifold. It then follows that the modified La-
grangian
Ltop = L+ R
4
M
α
Mα (6.2.31)
is Q-closed on a general four-manifold. This then gives the topological action in (6.2.28),
which coincides with (6.1.10), and shows that the twisted N = 2 QCD theory with
Nf = 1 is equivalent to the non-abelian monopole theory considered in the last Chapter.
Notice that, as we indicated in the previous section, Witten’s fixed point theorem implies
that the path integral of this theory is localized on Q-invariant configurations. The Q-
transformations of χ and vα in (6.2.27) indicate that these invariant configurations verify
the non-abelian monopole equations.
The Q-transformations close on-shell up to a gauge transformation whose gauge pa-
rameter is the scalar field φ:
[Q2, Aµ] = Dµφ, [Q
2,Mα] = −iφMα,
{Q2, ψµ} = i[ψµ, φ], [Q2,Mα] = iMαφ,
[Q2, λ] = i[λ, φ], {Q2, µα} = −iφµα,
{Q2, η} = i[η, φ], {Q2, µ¯α} = iµ¯αφ,
[Q2, φ] = 0, {Q2, vα˙} = −iφvα˙,
{Q2, χαβ} = i[χαβ , φ], {Q2, v¯α˙} = iv¯α˙φ.
(6.2.32)
Notice that for the last transformation in the first set and for the last two in the second set
we have made use of the field equations. To obtain the Q-transformations in (6.1.4), we
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must first of all realize that the auxiliary fields of the twisted theory in (6.2.26) are different
than the auxiliary fields in (6.1.4). This is a first hint on the existence of some differences
between the theory presented in the previous section and the twisted theory. Auxiliary
fields are useful in supersymmetry because they permit to close the supersymmey off-
shell. In this section we have considered a version of the N = 2 hypermultiplet which
contains a minimal set of auxiliary fields. If one considers this off-shell version of N = 2
supersymmetry [64, 2, 3], it is possible to show that it does not lead to a formulation
whose action is Q-exact. The theory presents a non-trivial central charge Z, and this is
an inconvenient for the twisting because then one finds Q2 = Z instead of Q2 = 0. On the
other hand, if one disregards this problem and goes along considering the twisted theory,
it turns out that after integrating the auxiliary fields the action of the twisted theory
(6.2.28) is just the action (6.1.10), plus some additional terms that will be analyzed in
a moment. This equivalence proves that in the twisted theory the auxiliary content of
the theory and the Q-transformations involving these fields can be changed in such a way
that an off-shell action can be written as a Q-exact quantity and, furthermore, Q2 = 0.
In other words, one can indeed affirm that the twisted theory is topological. This was
observed for the first time in [64].
Our next goal is, as in the case of topological sigma models in Chapter 3, to construct
an off-shell version of the twisted model. In this approach the steps to be followed are
the same ones as in the case of the topological sigma models: introduce auxiliary fields
Kαβ, kα˙ and k¯α˙ in the transformations of χαβ, vα˙ and v¯α˙ respectively, and define the
transformations of these fields in such a way that Q2 on χµν , vα˙ and v¯α˙ closes without
making use of the field equations. Following this approach one finds:
{Q,χaαβ} = Kaαβ − i
√
2(F aαβ + iM (αT
aMβ)),
{Q, vα˙} = kα˙ − 2iDα˙αMα,
{Q, v¯α˙} = k¯α˙ − 2iDαα˙Mα,
[Q,Kaαβ ] = i[χαβ , φ]
a − i
√
2(p+(Dψ))aαβ +
√
2(µ¯(αT
aMβ) +M (αT
aµβ)),
[Q, kα˙] = −iφvα˙ − 2ψα˙αMα + 2iDα˙αµα,
[Q, k¯α˙] = iφv¯α˙ − 2ψαα˙Mα + 2iDαα˙µ¯α. (6.2.33)
The non-trivial check now is to verify that Q2 on the auxiliary fields closes properly. One
easily finds that this is indeed the case:
[Q2, Kαβ] = i[Kαβ , φ],
[Q2, kα˙] = −iφkα˙,
[Q2, k¯α˙] = ik¯α˙φ. (6.2.34)
It is important to remark that these relations imply that Q closes off-shell. Our next task
is to show that S1 is equivalent to a Q-exact action.
After adding the topological invariant term involving the Chern class,
S2 =
1
4
∫
X
F ∧ F, (6.2.35)
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one finds that the off-shell twisted action of the model can be written as a Q-exact term:
{Q,Λ0} = S1 + S2 + 1
4
∫
X
√
g(k¯α˙kα˙ −KαβKαβ), (6.2.36)
where,
Λ0 =
∫
X
√
g
[
− 1
8
χαβa(i
√
2(F aαβ + iM (αT
aMβ)) +K
a
αβ)
+
1
8
v¯α˙(2iD
α˙αMα + kα˙) +
1
8
(2iDαα˙M
α
+ k¯α˙)v
α˙
+Tr(
i
2
λDµψµ − i
8
η[φ, λ])− 1
2
(µ¯αλMα −Mαλµα)
]
. (6.2.37)
The auxiliary field entering (6.2.37) is not the same as the one entering (4.3.106). Again,
the auxiliary fields Kαβ, kα˙ and k¯α˙ in (6.2.37) appear only quadratically in the action,
contrary to the way they appear in the Mathai-Quillen formalism. The relation between
these two sets of fields can be easily read comparing (4.3.107) and (6.2.37), or (4.3.106)
and (6.2.33). Redefining the auxiliary fields as
Haαβ = K
a
αβ − i
√
2(F aαβ + iM (αT
aMβ)),
hα˙ = kα˙ − 2iDα˙αMα,
h¯α˙ = k¯α˙ − 2iDαα˙Mα, (6.2.38)
one finds that,
[Q,Hαβ] = i[Hαβ , φ],
[Q, hα˙] = −iφvα˙,
[Q, h¯α˙] = iv¯α˙φ, (6.2.39)
and the resulting action takes the form:
{Q,Λ} (6.2.40)
where,
Λ =
∫
X
√
g
[
− 1
4
χαβa(i
√
2(F aαβ + iM (αT
aMβ)) +H
a
αβ)
+
1
8
v¯α˙(4iD
α˙αMα + hα˙) +
1
8
(4iDαα˙M
α
+ h¯α˙)v
α˙
+Tr(
i
2
λDµψµ − i
8
η[φ, λ])− 1
2
(µ¯αλMα −Mαλµα)
]
. (6.2.41)
The action (6.2.40) differs from the one that follows after acting with Q on the gauge
fermions (6.1.6) and (6.1.7) in the terms which are originated from −Tr( i
8
η[φ, λ]). These
terms comes form the potential energy of the B, B† in the untwisted theory, and their
absence in the Mathai-Quillen formalism is a well known fact in Donaldson-Witten theory
[108]. As they are Q-exact, their presence does not play any important roˆle towards the
computation of topological invariants. This proves the equivalence between the topological
action, obtained through the Mathai-Quillen formalism, and the action obtained from
the twist of N = 2 supersymmetric Yang-Mills coupled to one matter hypermultiplet
(Nf = 1).
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6.3 The massive theory
The purpose of this section is twofold. First of all, we will exploit the fact that the
non-abelian monopole equations, for SU(N) and the monopole fields in the fundamental
representation, have a U(1) symmetry [90, 57, 58]. We will then obtain an equivariant
extension of the Thom form in this case, providing in this way the second example of
the construction in Chapter 3. After this construction, we will show that the equivariant
extension constructed in this way is the twisted N = 2 Yang-Mills theory coupled to a
massive hypermultiplet. The connection between the U(1) equivariant cohomology and
the massive theory was pointed out in [58].
First of all, we define vector field actions onM and F associated to a U(1) action as
follows:
φPt (A,Mα) = (A, e
itMα),
φFt (χ,M
α˙) = (χ, eitM α˙), (6.3.42)
where, as usual, Mα ∈ Γ(X,S+ ⊗ E), M α˙ ∈ Γ(X,S− ⊗ E) and χ ∈ Ω2,+(X, gE). It is
clear that these actions commute with the action of the group of gauge transformations
on both M and F . Furthermore, the metrics on these spaces are preserved by the U(1)
action. The section s :M→ F defined in (5.2.17) is clearly equivariant with respect to
the U(1) actions given in (6.3.42). Namely,
s(φPt (A,Mα)) = φ
F
t s(A,Mα). (6.3.43)
We are in the conditions of Chapter 3, section 3.5, and therefore we can construct the
equivariant extension of the Thom form of the associated vector bundle E = (M×F)/G.
First we compute the Λ matrix on the fibre according to (4.3.90). In local coordinates we
get:
Λχ = 0, ΛM jα˙ = −iM jα˙. (6.3.44)
Notice that, if we splitM jα˙ in its real and imaginary parts, Λ is given by the matrix (4.3.91).
From (6.3.42) and (4.1.13) we can also obtain the local expression of the associated vector
field XM in (A,Mα):
XM = (0, iMα) ∈ Ω1(X, gE)⊕ Γ(X,S+ ⊗E). (6.3.45)
The additional terms we get in the topological Lagrangian (4.3.104) after the equivariant
extension are associated to Λ, which has already been computed, and to ν(XM). The
explicit expression of ν = C† is given in (5.2.15), and together with (6.3.45) we get:
ν(0, iM iα) = M
αj
M iα −
δij
N
M
αk
Mkα . (6.3.46)
The additional terms in the topological lagrangian due to the equivariant extension are
then given by:
u
∫
X
e(− i
4
v¯α˙vα˙ − iMαλMα) (6.3.47)
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where we have deleted the SU(N) indices, and vα˙ is the auxiliary field associated to the
monopole coordinate on the fibre. The BRST cohomology of the resulting model follows
from the expressions in Chapter 3, (4.3.106) and (4.3.109), and the explicit expressions for
the vector field action (6.3.45) and (6.3.44). The only changes are in the transformations
for the monopole fields, as U(1) does not act on A, Ω2,+(gE). We get:
[Q,Mα] = µα,
{Q, µα} = −iuMα − iφMα,
{Q, vα˙} = hα˙,
[Q, hα˙] = −iuvα˙ − iφvα˙. (6.3.48)
As in our discussion on the topological sigma model in Chapter 3, we can add a dXM-exact
piece to the action starting with a differential form like the one in (4.3.137). Now we must
take into account that we can only add to the topological lagrangian basic forms on M
which descend to M/G. If we define a differential form on M starting from (5.2.12) as
ωXM(Y ) = gM(XM, Y ), (6.3.49)
we can use invariance of the metric on M, gM and XM under the action of the gauge
group to see that the above form is in fact invariant. But the horizontal character of
(6.3.49) is only guaranteed if XM is horizontal. This is in fact not true in our case, as
it follows from (6.3.46). Therefore we must enforce a horizontal projection of ωXM using
the connection onM, and consider the form ωhXM = ωXMh. Actually we are interested in
dXMω
h
XM
= dωhXM − uι(XM)ωhXM , (6.3.50)
which also descends to M/G. In computing the above equivariant exterior derivative we
must be careful, as in (4.3.105). This can be easily done using the BRST complex that we
motivated geometrically in (4.3.106) and (4.3.109). Of course, from (5.2.12) and (6.3.45)
we can give an explicit expression of (6.3.49). Introducing the basis of differential forms
for Γ(X,S+ ⊗ E), µα, we get:
ωXM =
i
2
∫
X
e(µ¯αMα −Mαµα). (6.3.51)
Acting with dXM or, equivalently, with the BRST operator, we get:
QωXM = −i
∫
X
eµ¯αµα −
∫
X
eM
α
φMα − u
∫
X
eM
α
Mα. (6.3.52)
As we will see, with (6.3.47) and (6.3.52) we reconstruct all the terms appearing in the
twisted theory with a massive hypermultiplet.
The observables of the non-abelian monopole theory are differential forms on the
corresponding moduli spaces, and they are constructed from the horizontal projections of
differential forms on the principal bundle associated to the problem, as we saw in Chapter
1 in the case of Donaldson theory. They involve the curvature form of this bundle. In
the equivariant extension of the monopole theory these observables have the same form,
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but one must use instead the equivariant curvature of the bundle, given in (4.3.48). From
the point of view of the BRST complex they have the form given in (6.1.13), and for
simply-connected manifolds we are interested only in
O = 1
8π2
Trφ2, I(Σ) =
1
4π2
∫
Σ
Tr(φF +
1
2
ψ ∧ ψ). (6.3.53)
As we have pointed out, the δ-function involved in (4.3.104) constrains φ to be the equiv-
ariant curvature of the bundleM, KXM. To check that the forms in (6.3.53) are closed one
must be careful with the horizontal projection involved in the computation. Although the
vector field XM doesn’t act on A, the contraction ι(XM)ψ is not zero, as ψ must be hori-
zontally projected and the field XM must be substituted by XMh = XM−Rp∗θ(XM). Of
course, using the BRST complex this verification is automatic, but one should not forget
the geometry hidden inside it.
We will show now that the above equivariant extension correspond to the inclusion of
mass terms for the matter hypermultiplet. These terms are obtained with the following
superpotential:
− m
4
∫
d4x d2θ Q˜Q− h.c., (6.3.54)
where m is a mass parameter. The twisted action in euclidean space, including (6.3.54),
has the additional terms:
Sm =
∫
X
√
g
[1
4
m2M
α
Mα +
1
4
mµ¯αµα − 1
4
mv¯α˙vα˙ −mMαλMα − i
4
mM
α
φMα
]
. (6.3.55)
The Q-transformations for the matter fields, once the mass terms are added, have a
non-trivial central charge:
[Q,Mα] = µα,
[Q,Mα] = µ¯α,
{Q, µα} = mMα − iφMα,
{Q, µ¯α} = −mMα + iMαφ,
{Q, vα˙} = −2iDα˙αMα,
{Q, v¯α˙} = −2iDαα˙Mα. (6.3.56)
These transformations close on-shell up to a gauge transformation, as in (6.2.32), but now
they include a central charge transformation of the type presented in (3.1.4), and whose
parameter is proportional to the mass of the field involved:
[Q2,Mα] = mMα − iφMα,
[Q2,Mα] = −mMα + iMαφ,
{Q2, µα} = mµα − iφµα,
{Q2, µ¯α} = −mµ¯α + iµ¯αφ,
{Q2, vα˙} = mvα˙ − iφvα˙,
{Q2, v¯α˙} = −mv¯α˙ + iv¯α˙φ. (6.3.57)
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For the last two transformations we have made use of the field equations. The central
charge acts trivially on the pure Yang-Mills fields or Donaldson-Witten fields but non-
trivially on the matter fields. As it will become clear in the forthcoming discussion this
symmetry is precisely the U(1) symmetry entering the equivariant extension carried out
at the beginning of this section. Notice also that the transformations in (6.2.27) agree
with (6.3.48), with im playing the role of the parameter u, except for the fields vα˙ and
v¯α˙. In fact, the mass terms in (6.3.55) are precisely (6.3.47) and (6.3.52). The terms
coming from the dXM-exact term can have an arbitrary multiplicative parameter t, i.e.,
they enter in the exponential of (4.3.104) as tQωXM. This parameter must be t = −im/4
in order to recover the twisted theory (notice that the exponential of (4.3.104) has to be
compared to minus the action of the twisted theory).
To construct an off-shell version of the twisted model, we follow the procedure we
applied in the massless case. The auxiliary fields are again Kαβ , kα˙ and k¯α˙, as in (6.2.33),
but the transformations for the last two are modified to:
[Q, kα˙] = mvα˙ − iφvα˙ − 2ψα˙αMα + 2iDα˙αµα,
[Q, k¯α˙] = −mv¯α˙ + iφv¯α˙ − 2ψαα˙Mα − 2iDαα˙µ¯α, (6.3.58)
and for Q2 one has:
[Q2, kα˙] = mkα˙ − iφkα˙,
[Q2, k¯α˙] = −mk¯α˙ + ik¯α˙φ. (6.3.59)
Introducing now the gauge fermion corresponding to (6.3.51),
Λm = −1
8
m
∫
X
√
g(µ¯αMα −Mαµα), (6.3.60)
one finds that the off-shell twisted action of the model can be written again as a Q-exact
term:
{Q,Λ0 + Λm} = S1 + S2 + Sm + 1
4
∫
X
√
g(k¯α˙kα˙ −KαβKαβ), (6.3.61)
where S1 is (6.2.28), S2 is the topological term (6.2.35). To recover now the action in the
Mathai-Quillen formalism and the last two transformations in (6.3.48), we redefine the
auxiliary fields as in (6.2.38) to obtain:
[Q, hα˙] = mvα˙ − iφvα˙, (6.3.62)
[Q, h¯α˙] = −mv¯α˙ + iv¯α˙φ, (6.3.63)
and the resulting action takes the form:
{Q,Λ + Λm} (6.3.64)
with Λ given in (6.2.41). As we mentioned before, the term Λm is precisely the localization
term discussed in (6.3.52) and from a geometrical point of view it has the same origin
as (4.3.140). Again, this term can be introduced with an arbitrary constant providing a
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model in which an additional parameter can be introduced. As in the case of topological
sigma models one would expect that the vacuum expectation values of the observables
of the theory are independent of this parameter, and therefore that one can localize this
computation to the fixed points of the U(1) symmetry, as it has been argued in [90] from
a different point of view.
As a general conclusion to this section, we can make some observations about twisted
N = 2 theories with central charge. We have analyzed two cases, the topological sigma
model in Chapter 3, and the massive non-abelian monopoles. In general, these Topologi-
cal Quantum Field Theories possess a non-trivial parameter. It is likely that the vacuum
expectation values of the observables, i.e., the topological invariants, are functions of this
parameter. This is a very surprising feature, specially if one thinks that the origin of that
parameter is a mass in the four-dimensional case, but, at the same time, very appealing.
Recall that in ordinary Donaldson-Witten theory, as well as in its extensions involving
twisted massless matter fields, the action of the theory turns out to be Q-exact and there-
fore no dependence on the gauge coupling constant appears in the vacuum expectation
values. This is also the case in the presence of a non-trivial central charge, for the action
can again be written in a Q-exact form and therefore there is no dependence on the gauge
coupling constant. However, one can not argue so simply independence of the parameter
originated from the mass or central charge of the physical theory. In this case the param-
eter not only enters in the Q-exact action but also in the Q-transformations. Notice that
vacuum expectation values in these topological theories should be interpreted as integrals
of equivariant extensions of differential forms. From the equivariant cohomology point of
view, the parameter of the central charge is the generator of the cohomology ring, which
we have denoted by u, and the integration of an equivariant extension of a differential
form can give additional contributions because of the new terms needed in the extension.
These contributions have the form of a polynomial in u. Therefore, we should expect a
dependence of the vacuum expectation values of the twisted theory with respect to this
parameter. A different situation arises when one considers the addition of equivariantly
exact forms like (4.3.138) or (6.3.50) multiplied by another parameter t. If some require-
ments of compactness are fulfilled, the topological invariants don’t depend on this Q-exact
piece, and we can compute them for different values of t. This is precisely the usual way
to prove localization of equivariant integrals. It is likely that a rigorous application of
this method to the models considered in this work can provide new ways to compute the
corresponding topological invariants.
6.4 Twisting the U (1)B current in N = 2 QCD
We have seen in section 2 that, after the twisting, the bosonic fields q in the hypermulti-
plet become positive-chirality spinors: the gauging of the SU(2)I current makes possible
to define N = 2 Yang-Mills theory on a curved manifold, but the obstruction associated
to w2(X) reappears when matter hypermultiplets are introduced. In previous sections
we have then restricted ourselves to the Spin case, but from the point of view of four-
dimensional geometry it would be desirable to construct twisted N = 2 QCD on a general
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four-manifold. In the case of the Seiberg-Witten monopole equations, the issue is pre-
cisely to consider Spinc-structures, and one would like to extend this possibility to the
non-abelian generalization of these equations. This problem has been addressed in [57],
where the non-abelian monopole equations and the topological action were obtained in
the Spinc case. Here we will propose a different way to couple matter hypermultiplets
to Spinc-structures in non-abelian monopole theories [76]. The idea is to consider an
extended twisting procedure by gauging an additional global symmetry of the physical
theory. As the pure Yang-Mills sector is already well-defined with the usual gauging of the
SU(2)I isospin group, this symmetry can only act on the matter sector. Morevover, Spin
c-
structures involve a U(1) gauge group associated to a line bundle L over the four-manifold
X. In fact, in four dimensions we have that
Spinc4 = {(A,B) ∈ U(2)× U(2) : det(A) = det(B)}, (6.4.65)
(see Appendix), and the structure groups of the complex spinor bundles S± ⊗ L1/2 are
SU(2)L,R × U(1), with the same U(1) action in both sectors. We should then gauge a
global, non-anomalous U(1) symmetry in the original N = 2 theory, acting solely on the
matter hypermultiplets. The required symmetry is precisely the baryon number. Let’s
see this in some detail.
The global anomaly-free symmetry of N = 2 QCD with Nf hypermultiplets is
SU(Nf )× U(1)B × SU(2)I . (6.4.66)
For Nf = 1, the baryon number U(1)B acts on the hypermultiplet as
Q → eiφQ, Q˜→ e−iφQ˜,
Q† → e−iφQ, Q˜† → eiφQ˜†. (6.4.67)
As it is a vector symmetry, it is non-anomalous. In components it reads:
q → eiφq, q† → e−iφq†,
ψqα → eiφψqα, ψq˜α˙ → eiφψq˜α˙,
ψqα → e−iφψqα, ψq˜α → e−iφψq˜α. (6.4.68)
The U(1)B current associated to this symmetry is
jµB = −iDµq†q + iq†Dµq + ψqα˙(σµ)α˙αψqα˙ − ψq˜α˙(σµ)α˙αψq˜α˙. (6.4.69)
To gauge this U(1) symmetry, consider the determinant line bundle L associated to a
Spinc-structure on X, endowed with a connection bµ, and add to the Lagrangian the term
1
2
jµBbµ −
1
4
q†bµb
µq. (6.4.70)
If we gauge both the SU(2)I and the U(1)B symmetries, the covariant derivatives acting
on the components of the matter hypermultiplet in the resulting Lagrangian are the
appropriate ones for complex spinors taking values in S± ⊗ L1/2 ⊗E. To further analyze
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the consistency of the procedure, it is useful to consider the correspondence between
the fields in the original N = 2 theory and the fields appearing in the Mathai-Quillen
formulation of the moduli problem. This correspondence is given in (6.2.26). Taking
into acount the baryon number assignment in (6.4.68), we see that the fields Mα, µα are
sections of S+ ⊗ L1/2 ⊗ E, vα˙ is a section of S− ⊗ L1/2 ⊗ E, Mα, µ¯α are sections of
S− ⊗ L−1/2 ⊗ E, and v¯α˙ is a section of S− ⊗ L−1/2 ⊗ E. This is then consistent with
the expected structure of the complex spinor bundles. The kinetic terms in the twisted
theory are then
gµνD
µ
LM
α
DνLMα −
i
2
(
v¯α˙D
α˙α
L µα + µ¯
αDLαα˙v
α˙
)
, (6.4.71)
where DµL, D
α˙α
L are respectively the covariant derivative and the Dirac operator associated
to the tensor product connection on S+ ⊗ L1/2 ⊗E.
As in the case of the usual twisting, the Lagrangian obtained after the gauging of the
SU(2)I and the U(1)B symmetries is not Q-closed. If we compute [Q,L], using now the
Weitzenbo¨ck formula for the Spinc-case, (A.3.60), we obtain
[Q,L] = −R
4
(M
α
µα + µ¯
αMα)− i
2
(M
α
Ωα
βµβ + µ¯
αΩα
βMα), (6.4.72)
where R is the scalar curvature of the manifold and Ωα
β is the self-dual part of the
curvature of the line bundle L. It then follows that the modified Lagrangian
Ltop = L+ R
4
M
α
Mα +
i
2
M
α
Ωα
βMα (6.4.73)
is Q-closed on a general four-manifold. This Lagrangian was obtained in [57], and an
analysis following the lines developed in this and the previous Chapter shows that the
resulting Topological Quantum Field Theory corresponds to the moduli problem encoded
in the equations
F+aαβ + iM (α(T
a)Mβ) = 0,
DLM = 0. (6.4.74)
These are equations for a pair (A,M) consisting of a connection A on E and a section
M of the twisted complex spinor bundle S+ ⊗ L1/2 ⊗ E, and the connection on the
determinant line bundle is fixed. The operator DL is just the Dirac operator for this
twisted bundle. Similar equations have been considered in the mathematical literature,
see [86, 87, 30, 47, 90].
Usually, the fact that the theory is topological means that correlation functions do not
depend on the Riemannian metric of the four-manifold. In the same way one can easily
check that the theory is topological with respect to the Spinc-connection: the correlation
functions do not depend on the choice of the connection bµ on the line bundle L, but
only on the topological class of the Spinc-structure. To see this, notice that the Mathai-
Quillen formulation of the model coupled to a Spinc-structure is almost identical to the
one presented in section 1 of this Chapter, the only difference being that in the localizing
gauge fermion (6.1.6) we must consider instead the expression for the Dirac operator DL
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(including the connection bµ on the determinant line bundle L). The Q-transformations
of the fields in this off-shell formulation are the ones in (6.1.4) and do not depend on the
connection on L. As the full Lagrangian is Q-exact, we have
δS
δbµ
= {Q, 1
2
∫
X
√
g(v¯α˙(σ
µ)α˙αMα −Mα(σµ)α˙αvα˙)} (6.4.75)
This in turn guarantees that the twisted theory is independent of the choice of bµ. Notice
that the metric (or Spin connection) and the Spinc-connection enter the construction on
the same footing.
We have then seen that N = 2 QCD has the possibility of coupling the matter fields
to Spinc-structures once the adequate symmetry has been identified. The gauging of the
U(1)B current can be generalized to theories with more than one hypermultiplet. In this
case there are Nf U(1) symmetries that can be gauged, and this makes possible to consider
Nf different Spin
c-structures, as it has been already noticed in [57]. The analysis of the
moduli problem associated to the equations (6.4.74) is very similar to the one presented
in the previous Chapter. The virtual dimension of the moduli space depends now on the
first Chern class of L, and other features (like the orientability, the analysis of reducibles
and the structure of the observables) are almost identical. The topological correlation
functions are now asociated to the four-manifold X together with the topological class of
the Spinc-structure chosen to gauge the U(1)B symmetry.
Chapter 7
Exact results in N = 1 and TQFT
The main interest of having an equivalence between a moduli problem and a Topologi-
cal Quantum Field Theory lies in the possible application of physical methods to obtain
new mathematical results. As topological invariants are simply correlation functions of the
twisted theory, one can try to compute these functions using techniques in Quantum Field
Theory and then, under suitable modifications, extract the topological information. This
line of work was successfully applied in two-dimensional gravity and Chern-Simons theory,
but supersymmetric gauge theories remained rather elusive. This is because the compu-
tation of the correlation functions involve a precise knowledge of the non-perturbative
behaviour of the theory. For gauge theories in four dimensions, this behaviour is far from
being completely understood. However, supersymmetric gauge theories offer a different
situation. The extra (super)symmetry is such a powerful constraint that many exact re-
sults can be obtained. Some of these results have been known for some time [7, 1], but
the situation radically improved with the work of Seiberg on N = 1 theories and Seiberg
and Witten on N = 2 theories. By now we know the exact low-energy superpotential of
many N = 1 theories as well as their vacuum structure. We also know the exact low-
energy effective action of a family of N = 2 QCD theories. These results are sufficient
to make many predictions about the twisted theories that we have been discussing in
previous Chapters, starting from the seminal work by Witten and Vafa and Witten in
[113, 103, 114, 115]. As the Topological Field Theories we have been studying are twisted
versions of N = 2 supersymmetric theories, one can think that N = 1 theories are not
relevant for this problem. However, as Witten showed in [113] for Donaldson-Witten the-
ory, on Ka¨hler manifolds one can break supersymmetry from N = 2 down to N = 1 in
a topologically trivial way, and use non-perturbative results for N = 1 theories to obtain
information about the topological correlation functions of the twisted theory. Although
some of the ingredients in this N = 1 approach are not so clear in comparison to the
N = 2 results (and this is perhaps the reason Witten calls it the “abstract” approach), in
our opinion it is extremely illuminating to complement the “concrete” N = 2 approach
with the N = 1 information. In this Chapter we develop the techniques to analyze twisted
theories with non-perturbative N = 1 results. In section 1 we present a brief overview of
non-perturbative results in N = 1 theories. In section 2 we apply these methods to an
example which will be relevant in the analysis of the SU(2) monopole theory. In section
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3, we introduce the special twisting one can perform in Ka¨hler manifolds and analyze
from this point of view the breaking of N = 2 to N = 1 in the case of the non-abelian
monopole theory. Finally, in section 4 we use all this information to compute topological
correlation functions for the SU(2) monopole theory.
7.1 Exact results in N = 1 SUSY gauge theories
We will begin considering a simple case, namely N = 1 supersymmetric Yang-Mills theory,
where many of the relevant patterns already appear, and then we will present some general
techniques that will be useful to analyze the SU(2) monopole theory.
N = 1 super Yang-Mills with gauge group SU(N) contains a gauge field Aµ in the
adjoint representation of the gauge group SU(N) and a gluino field λα, a Majorana spinor
also in the adjoint representation. In N = 1 superspace the action for this theory is given
by:
SN=1 =
∫
d4x d2θTr
(
W αWα
)
+
∫
d4x d2θTr
(
W
α˙
W α˙
)
, (7.1.1)
and in components it reads:
SN=1 =
∫
d4xTr
(
− 1
4
FµνF
µν − iλα˙Dαα˙λα
)
. (7.1.2)
The U(1)R symmetry of this theory is given by:
λα → eiφλα, λα˙ → e−iφλα˙. (7.1.3)
This symmetry is anomalous in an instanton background. As the fermion is in the adjoint
of SU(N), the anomaly is 2N and the ’t Hooft rule implies that the U(1)R is broken
down to Z2N . Much of the knowledge of the vacuum structure of this theory comes from
the computation of the Witten index Tr(−1)F [106]. In this case, Tr(−1)F = N and this
indicates that the theory has N vacua with a spontaneous breaking of the chiral symmetry
(7.1.3) down to a Z2 subgroup:
λα → −λα, λα˙ → −λα˙. (7.1.4)
This symmetry breaking has two important features: first, the residual subgroup allows
fermion masses. Second, it is dynamically generated by gluino condensation. In other
words, the glueball superfield S = −Tr(W 2α) gets a VEV. This can be checked by instanton
computations (see [7] and references therein). This theory also has a mass gap and it is
believed to be confining (in fact, evidence for these results have been obtained from the
exact results for N = 2 supersymmetric Yang-Mills theory in [95]).
In general, non-perturbative results in supersymmetric theories have been obtained by
direct dynamical computations or trying to find effective (Wilsonian) actions to describe
the relevant, light degrees of freedom, once the heavy fields have been integrated out. A
powerful method to obtain results on the vacuum structure for a wide class of theories has
been developed by Seiberg and collaborators [92, 93, 60, 59, 61] (see also the reviews [94,
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62]), extending previous work along the lines of the effective action approach [1]. Seiberg’s
idea is to exploit the symmetries of supersymmetric theories to constrain the effective
superpotential, and in many cases one is able to find it exactly with some dynamical
information. Let us briefly review the main points of this powerful method. We mainly
follow [60], where the general strategy is clearly formulated.
Suppose we are given an N = 1 supersymmetric gauge theory with gauge group G
and matter superfields φi transforming in representations Ri of G. We suppose that the
theory is asymptotically free and is characterized by a dynamical scale Λ. At the classical
level, and with no tree-level superpotential, the ground states are determined by the
vanishing of the D terms in the Lagrangian. This determines vacuum expectation values
(VEVs) for the fields φi which in general spontaneously break the gauge symmetry down
to some subgroup of G. The configuration space for these VEVs is called the classical
moduli space (CMS) of the theory. It turns out that the light fields are given classically
by the gauge invariant polynomials Xr in the matter superfields, obeying some classical
constraint. These polynomials can be used as coordinates for the CMS. A good example
of this construction is given by N = 1 QCD, analyzed in [93].
In the quantum theory, the Wilsonian description by an effective Lagrangian involves
three ingredients: the light superfields Xr, the dynamical scale Λ and the couplings in
the tree level superpotential:
Wtree =
∑
r
grX
r(φi). (7.1.5)
We want to compute the exact quantum effective superpotential of this theory, Weff . The
principles that one may use to obtain Weff are [94]:
1) Holomorphy: the effective potential is a holomorphic function of the gauge invariant
superfields Xr, the scale Λ and the coupling constants gr.
2) Symmetries: apart form the explicit symmetries of the theory, we can use selection
rules. These are obtained as follows: when gr = 0, the theory has in principle a larger
global symmetry group H broken by the terms in (7.1.5). We can give quantum numbers
to the coupling constants gr with respect to H such that the total Lagrangian (including
(7.1.5)) is invariant under H . Then, the quantum effective superpotentialWeff is invariant
under the combined H transformations of Xr and gr.
3) Asymptotic behaviours: the analysis of Weff at various limiting behaviours (weak
coupling, big masses, ...) give additional constraints that often completely determineWeff .
In addition to these general principles, there are also specific techniques that can be
extremely useful to obtain the quantum superpotential. Among them the most useful to
us will be the integrating in procedure [60, 59]. The situation in which this technique
applies is the following. Suppose that we are given an N = 1 supersymmetric theory
with the above inputs, which will be called the “downstairs” theory, and that we know
the effective superpotential for gr = 0, Wd(X
r,Λd). Consider now another theory, the
“upstairs” theory, which differs from the downstairs theory only in that it contains an
additional matter field φ in a representation R of G. The upstairs theory has, apart
from the gauge invariant polynomials Xr, additional polynomials X rˆ including the field
φ. The integrating in procedure allows one to derive the effective superpotential for the
upstairs theory Wu(X
r, X rˆ,Λ) starting from the superpotential Wd(X
r,Λd). The steps
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are as follows: first of all, we consider the upstairs theory after turning on a tree level
superpotential including all the “extra” polynomials X rˆ with couplings grˆ. In particular,
we turn on a mass mˆ for φ. Then we assume two principles (which have been proved in
many particular cases):
1) Principle of linearity: it simply states that the full superpotential of the upstairs
theory is given by
Wf(X
r, X rˆ,Λ, grˆ) =Wu(X
r, X rˆ,Λ) +
∑
rˆ
grˆX
rˆ. (7.1.6)
2) Principle of simple thresholds: if we integrate out the fields X rˆ from (7.1.6), we
will obtain a theory closely related to the original downstairs theory, in the sense that the
corresponding superpotential is given by
Wl(X
r,Λ, grˆ) = Wd(X
r,Λd) +WI(X
r,Λ, grˆ), (7.1.7)
and the additional piece WI is irrelevant from the RG point of view. In particular,
WI → 0 for mˆ→∞. (7.1.8)
The principle states that the relation between the scales is given by
Λndd = Λ
nmˆµ/2, (7.1.9)
where nd, n are the coefficients of the one-loop β-function of the downstairs and upstairs
theory, respectively, and µ is the index of the representation R of G. Of course, the
relation between the scales is obtained by matching the corresponding running coupling
constants at the scale mˆ. What the principle states is that this relation is exact and
independent of all other couplings.
Recall now that our unknown is Wu. The key point is to realize that Wl is a Legendre
transform of Wu, and then Wu can be obtained by an inverse Legendre transform. This
is done as follows. Consider the auxiliary superpotential:
Wn(X
r, X rˆ,Λ, grˆ) = Wl(X
r,Λ, grˆ)−
∑
rˆ
grˆX
rˆ. (7.1.10)
By integrating out the grˆ, we obtain the superpotential Wu. As it is clear from the
above analysis, the only non-trivial step in this procedure is to find the additional piece
WI . In theories where the gauge invariants X
rˆ are quadratic in the field φ, the tree-level
additional terms in (7.1.6) are just mass terms, and the condition (7.1.8) implies that
WI = 0. In more general theories, one must carefully analyze the theory along the lines
explained before. In general, we can decompose WI in two pieces:
WI =Wtree,d +W∆. (7.1.11)
The first term in (7.1.11) appears when integrating φ from Wtree in (7.1.6). The other
piece is unknown, but in many cases it can be shown to be zero because of the symmetries.
This ends our brief introduction to some non-perturbative methods in N = 1 theories.
We have deliberately restricted ourselves to the techniques and principles that will be
useful to us. In the next section we will apply these principles to determine the vacuum
structure and pattern of chiral symmetry breaking of the N = 1 theory which is relevant
to SU(2) monopoles.
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7.2 Vacuum structure of broken N = 2 QCD with
Nf = 1
The theory we will analyze in this section is an N = 1 theory obtained from the soft
breaking of an N = 2 theory. The original N = 2 theory is the one we studied in the pre-
vious Chapter to formulate the non-abelian monopole theory in terms of a twisted theory,
namely N = 2 QCD with Nf = 1. The gauge group is SU(2) and the hypermultiplet is in
the fundamental representation. The soft breaking down to N = 1 is achieved by adding
a mass term for the chiral multiplet Φ in (3.1.5). In the next section we will explain
why this perturbation is topologically trivial when the twisted theory is formulated on
a Ka¨hler manifold, and therefore the vacuum structure we will obtain is relevant to the
analysis of SU(2) monopoles on Ka¨hler manifolds. This analysis has been presented in
[74], starting from results in [96, 61].
First of all, as in the N = 1 pure Yang-Mills case, we will describe the U(1)R symmetry
of the theory. N = 2 supersymmetric QCD with gauge group SU(Nc) and Nf hypermul-
tiplets in the fundamental representation of the gauge group has the U(1)R symmetry
described in (3.1.6) and (6.2.22):
Wα −→ e−iφWα(eiφθ), Qi −→ Qi(eiφθ),
Φ −→ e−2iφΦ(eiφθ), Q˜i˜ −→ Q˜i˜(eiφθ). (7.2.12)
In component fields the corresponding transformations can be read from (3.1.13) and
(6.2.26):
λ1, λ2 −→ e−iφλ1, e−iφλ2,
B −→ e−2iφB,
ψqi, ψq˜i˜ −→ eiφψqi, eiφψq˜i˜. (7.2.13)
This symmetry is anomalous because of instanton effects. The anomaly is 4Nc−2Nf (2Nc
from λ1 and λ2, which live in the adjoint representation of the gauge group, and 2 from
each couple of fermions ψq, ψq˜ in the hypermultiplet). In the case we are dealing with,
namely Nc = 2 and Nf = 1 (which gives the SU(2) monopole equations) the anomaly is
6 and we should expect the Z6 anomaly-free discrete subgroup:
λ1, λ2 −→ e− ipi3 λ1, e− ipi3 λ2,
B −→ e− 2ipi3 B,
ψq, ψq˜ −→ e ipi3 ψq, e ipi3 ψq˜. (7.2.14)
However, since we are considering one hypermultiplet in the fundamental representation of
SU(2), we must take into account that the quark Q and the antiquark Q˜ live in isomorphic
representations of the gauge group. Let’s explain this in some detail. If we denote by a
the color index, we can define the fields:
Q1a = Qa,
Q2a = (σ2)abQ˜b, (7.2.15)
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where σ2 is the Pauli matrix. If U ∈ SU(2), as σ2U∗σ2 = U , the field Q2a transform also
in the 2. This is an explicit realization of the isomorphism 2 ≃ 2¯. We must also redefine
the chiral superfield Φ, which lives in the adjoint representation, in the following way:
Φˆ = (σ2)
TΦ. (7.2.16)
The new field Φˆ is a symmetric matrix because TrΦ = 0. The N = 2 coupling Q˜TΦQ
appearing in (6.2.23) is written in terms of the new variables as:
1
2
(Q2aΦˆabQ
1
b +Q
1
aΦˆabQ
2
b). (7.2.17)
The N = 2 mass term for the matter fields involves the gauge invariant quantity X =
Q˜aQa, which in the new variables is written as:
X = −i(Q22Q11 −Q12Q21). (7.2.18)
As a consequence of the isomorphism 2 ≃ 2¯, there is a parity transformation which
interchanges the quark and the antiquark:
ρ : Q1 ↔ Q2. (7.2.19)
As the term (7.2.17) is invariant under (7.2.19), this is a symmetry of N = 2 QCD with
massless matter fields. Notice however that the SU(2) singlet X changes its sign under
(7.2.19), as it is obvious from (7.2.18). Therefore the N = 2 mass term for the quark and
the antiquark changes its sign accordingly.
Another set of variables which is useful to take into account the ρ symmetry is the
following:
Qˆ1 =
1
2i
(Q1 −Q2),
Qˆ2 =
1
2
(Q1 +Q2). (7.2.20)
The N = 2 coupling in these new variables reads as:
Qˆ1ΦˆQˆ1 + Qˆ2ΦˆQˆ2, (7.2.21)
and the singlet X as:
X = 2(Qˆ11Qˆ
2
2 − Qˆ12Qˆ21). (7.2.22)
The parity symmetry in terms of these variables is
Qˆ1 → −Qˆ1, Qˆ2 → Qˆ2. (7.2.23)
Using the variables defined in (7.2.20) it is easy to see that the flavour symmetry for
N = 2 QCD with gauge group SU(2) and Nf hypermultiplets is O(2Nf).
The parity symmetry is anomalous, as can be seen from the ’t Hooft interaction term:
ψαq˜ ψqα = (ψ
2
2)
α(ψ11)α − (ψ12)α(ψ21)α. (7.2.24)
7.2. VACUUM STRUCTURE OF BROKEN N = 2 QCD WITH NF = 1 101
Here, ψ1 and ψ2 are the fermion components of Q1 and Q2, respectively. Nevertheless,
one can combine the ρ symmetry with the square root of Z6 in (7.2.14) to obtain an
anomaly-free Z12 subgroup.
This analysis has been done for the N = 2 theory, but we must consider this theory
perturbed by a mass term for Φ and broken down to N = 1. This mass term has the
form, in N = 1 superspace,
m
∫
d4x d2θTr(Φ2) + h.c.. (7.2.25)
Notice that the mass term for the Φ field breaks the second transformation in (7.2.12)
due to the presence of the fermionic fields λ2. Thus under the new U(1)R symmetry we
must have:
Φ −→ e−iφΦ(eiφθ), (7.2.26)
and this in turn imposes, because of the superpotential term, the following transformation
for the matter fields:
Q −→ e−iφ/2Q(eiφθ),
Q˜ −→ e−iφ/2Q˜(eiφθ). (7.2.27)
Rescaling the charges to make them integers, we have the following U(1)R symmetry for
the perturbed theory in terms of components fields:
λ1, B −→ e−2iφλ1, e−2iφB,
q, q˜ −→ e−iφq, e−iφq˜,
ψq, ψq˜ −→ eiφψq, eiφψq˜. (7.2.28)
The anomaly-free discrete subgroup of the transformations (7.2.28) is Z6. However,
one must take into account the ρ symmetry (7.2.19), as the addition of the mass term
for Φ doesn’t break it. Again, we have an enhancement of the discrete symmetry to Z12.
The resulting transformations are:
λ1 −→ e−πi/3λ1, B −→ e−πi/3B,
q1 −→ e−πi/6q2, q2 −→ e−πi/6q1,
ψ1 −→ eπi/6ψ2, ψ2 −→ eπi/6ψ1. (7.2.29)
These transformations leave invariant the ’t Hooft term (λ1)
4ψq˜ψq.
The question now is: is there additional breaking of the U(1)R symmetry in this
theory? To answer this question, we will obtain its exact superpotential following the
techniques presented in section 1. More precisely, we will use the integrating in procedure.
In our case we can take as the downstairs theory the SU(2), N = 1 theory with a quark
and an antiquark, whose exact superpotential is known [1, 93], and as the additional field
for the upstairs theory the chiral superfield in the adjoint representation, Φ. To “integrate
in” the field Φ we must consider the gauge-invariant polynomials including it (the fields
X rˆ in the previous section), which in our case are simply:
U = TrΦ2, Z =
√
2Q˜ΦQ, (7.2.30)
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and we must turn on a tree-level superpotential:
Wtree = mU + λZ. (7.2.31)
The scales Λd of the downstairs theory and Λ of the upstairs theory with the mass term
in (7.1.5) are related according to the principle of simple thresholds:
Λ5d =
1
4
m2Λ3. (7.2.32)
(Recall that, in an N = 1 gauge theory with gauge group Nc and Nf hypermultiplets
in the fundamental representation, n = 3Nc − Nf , and a matter field in the adjoint
representation has index µ = 2Nc and contributes −µ/2 to n). The 1/4 in (7.2.32) is
introduced to match the normalizations in [96]. The full superpotential of the upstairs
theory with the additional tree-level term (7.2.31) is given by the principle of linearity
(7.1.6):
Wf(X,U, Z,Λ
3, m, λ) = Wu(X,U, Z,Λ
3) +mU + λZ, (7.2.33)
where X is the gauge-invariant polynomial of the downstairs theory, X = Q˜Q, and Wu is
the exact superpotential of the upstairs theory we are looking for. If we integrate out the
field Φ and, correspondingly, the fields U , Z, we obtain the superpotential (7.1.7) in this
case:
Wl(X,Λ
3, m, λ) = Wd(X,Λ
5
d) +WI(X,Λ
3, m, λ). (7.2.34)
In this equation, Wd is the dynamically generated superpotential of the downstairs theory
and is given by [1, 93]:
Wd(X,Λ
5
d) =
Λ5d
X
. (7.2.35)
WI must be determined using the symmetries of the problem and can be split as in
(7.1.11). The first contribution to this piece comes from integrating out Φ from Wtree. In
this case the result is [61]
Wtree,d = − λ
2
4m
X2. (7.2.36)
The upstairs theory has two non-anomalous symmetries which can be used to constrain
the form of WI , following the methods of [94]. The first one is a U(1) symmetry under
which Q, Q˜, Φ, m and λ have charges 2, 2, −1, 2 and −3, respectively. The other one
is a U(1)R symmetry with charges 1, 1, −1, 0 and −3. Invariance of the superpotential
under these symmetries as well as holomorphy determine the form of WI to be:
WI =
X2λ2
m
f
(Λ3m3
X3λ2
)
, f (7.2.37)
where f(u) =
∑∞
n=0 anu
n is an analytic function. Notice that the first term of this ex-
pansion corresponds to Wtree,d. Now, in the m → ∞ limit, only Wd survives, and this
implies that the coefficients an in the expansion of f(u) must be zero for n > 0. Therefore
WI =Wtree,d and the superpotential (7.2.34) is given by:
Wl(X,Λ
3, m, λ) =
m2Λ3
4X
− λ
2
4m
X2. (7.2.38)
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To perform the inverse Legendre transform, we introduce the auxiliary superpotential
(7.1.10), which in this case reads:
Wn = Wl(X,Λ
3, m, λ)−mU − λZ. (7.2.39)
If we integrate out m and λ, we obtain the following expectation values:
m =
2XU
Λ3
(
1− Z
2
X2U
)
, λ = −4ZU
XΛ3
(
1− Z
2
X2U
)
, (7.2.40)
and substituting these values in (7.2.39) one gets the superpotential of the upstairs theory
[61]:
Wu = −XU
2
Λ3
(
1− Z
2
X2U
)2
. (7.2.41)
Now we want to obtain the vacua of the N = 2 theory perturbed by the N = 1 mass term
for Φ. Because of the principle of linearity, the superpotential of this theory is given by
(7.2.41) plus (7.1.5) with λ = 1 because of the N = 2 supersymmetry (we follow now the
conventions in [96]):
W = −XU
2
Λ3
(
1− Z
2
X2U
)2
+mU + Z. (7.2.42)
The equation ∂W/∂X = 0 gives
Z2
X2U
= −1
3
, (7.2.43)
which together with ∂W/∂Z = 0 gives
U3 = − 27
256
Λ6. (7.2.44)
This theory has therefore three vacua, corresponding to the three roots of this equation.
As we will see in the next Chapter, this is in agreement with the results obtained from
the N = 2 point of view. Finally, we have VEVs for the field X in these vacua given by
the roots of:
X3 = −1
2
m3Λ3. (7.2.45)
Clearly, these non-zero VEVs spontaneously break the chiral symmetry in (7.2.29), as it
happens in [1]. The subgroup of Z12 which preserves the VEV of these gauge-invariant
order parameters is easily obtained:
λ1 −→ −λ1, B −→ −B,
q1 −→ −iq2, q2 −→ −iq1,
ψ1 −→ iψ2, ψ2 −→ iψ1. (7.2.46)
The residual chiral symmetry is in this case Z4. This is precisely the maximal subgroup
of (7.2.29) which allows fermion masses for λ1 and for ψ
1, ψ2 (recall that, according to
(7.2.18), the mass term for the matter fields changes its sign under the parity symmetry).
There are two comments about this result that are worth mentioning. First, general
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arguments [61] suggest that the above vacua, where the gauge-invariant field U is locked
at some fixed values, are in a confinig phase. We will have additional support for this in
the next Chapter. The important point is that these vacua present a mass gap. Second,
the spontaneous chiral symmetry breaking in (7.2.46) can also be associated to gluino
condensation, as in the pure N = 1 Yang-Mills case. The gluino condensate can be
computed in many ways. We can use the general expression given in [60] to obtain:
S = Λ3
∂W
∂Λ3
=
2
3
mU. (7.2.47)
As a matter of fact, one can check with the above VEVs the Konishi anomaly in this
model:
4S = 2mU + Z. (7.2.48)
Therefore, the gluino condensate is an order parameter for confinement, as it happens in
N = 1 supersymmetric Yang-Mills.
The N = 2 theory with one hypermultiplet and perturbed by the mass term for Φ has
an additional Z′4 symmetry given by:
λ2 −→ −λ2, B −→ −B,
q1 −→ iq2, q2 −→ iq1,
ψ1 −→ iψ2, ψ2 −→ iψ1, (7.2.49)
which is non anomalous. In terms of N = 1 superfields, this symmetry corresponds to
Φ→ −Φ, Q1 → iQ2, Q2 → iQ1. (7.2.50)
Notice that the diagonal in the product of the discrete symmetries (7.2.46), (7.2.49),
Z4 × Z′4, is precisely the fermion number (−1)F .
We should also point out that the above superpotential is only valid for the confining
phase, once the mass term for the chiral multiplet Φ has been added. When m = 0
the theory is in the Coulomb phase and the results obtained for the VEVs are no longer
valid, as it has been emphasized in [59, 61]. In the Coulomb phase there are additional
masless degrees of freedom that are not taken into account in the confining superpotential
description. This will be important to understand the cosmic string theory on Ka¨hler
manifolds.
7.3 Twist on Ka¨hler manifolds
In [113], Witten showed that on a four-dimensional Ka¨hler manifold the twisting procedure
has an important property: the topological chargeQ can be decomposed in two pieces, and
both of them can be regarded as topological symmetries. If we recall thatQ corresponds to
a differential operator on the configuration space, this decomposition is related to the fact
that, when the manifold is Ka¨hler, the configuration space is Ka¨hler too (as we mentioned
in Chapter 1 in relation to Donaldson theory). Then one can decompose the de Rham
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operator in two Dolbeault operators. From the physical point of view, the decomposition
corresponds to two different N = 1 subalgebras in the N = 2 algebra. This indicates that
one can provide N = 1 supersymmetry with a topological interpretation, and this will
imply, as we will see, that terms softly breaking N = 2 down to N = 1 supersymmetry
are topologically trivial with respect to one of the new topological symmetries. Work on
Donaldson-Witten theory on Ka¨hler manifolds can be found in [88, 89], and a detailed
analysis of Witten’s construction for pure N = 2 Yang-Mills theory has been done in [79].
Let us explain the basic points of the construction in [113], and extend it to the
Nf = 1 theory. When the metric on the four-manifold X is Ka¨hler the global holonomy
group SU(2)L × SU(2)R becomes U(1)L × SU(2)R, U(1)L being a subgroup of SU(2)L.
The two dimensional representation of SU(2)L decomposes under U(1)L as a sum of one
dimensional representations. This means that the components M1 and M2 of a spinor
transform in definite representations of U(1)L with opposite charges. In other words,
S+ ⊗ E has a decomposition into (K1/2 ⊗ E) ⊕ (K−1/2 ⊗ E), where K is the canonical
bundle. This is the same fact we took into account to analyze the non-abelian monopole
equations on Ka¨hler manifolds (of course, we are assuming that X is Spin, and then K1/2
exists). The complex structure on X allows to have well defined complex forms of type
(p, q). We define this complex structure stating the following assignment:
(σm)1α˙ dx
m, type (1, 0),
(σm)2α˙ dx
m, type (0, 1). (7.3.51)
This implies that (σmn)αβ dx
m ∧ dxn can be regarded as a (2, 0) form when α = β = 1, as
(0, 2) form when α = β = 2, and as a (1, 1) form when α = 1, β = 2.
Let us recall that in the process of twisting the BRST operatorQ was obtained from the
supersymmetric charge Qiα after identifying Qiα −→ Qβα and then performing the sum
Q = Q1
1+Q2
2. In the Ka¨hler case, each of the components, Q1
1 andQ2
2, transforms under
definite U(1)L representations and therefore one can define two BRST charges Q1 = Q1
1
and Q2 = Q2
2. Of course, from the supersymmetry algebra follows that Q21 = 0 and
Q22 = 0. Furthermore, from their construction: Q = Q1+Q2. The action of each of these
two operators on the fields is easily obtained from the supersymmetry transformations.
One just have to set ηiα˙ = 0 and, for Q1 η
α
2 = ρ1δ
α
2 and η
α
1 = 0, while, for Q2, η
α
2 = 0 and
ηα1 = ρ2δ
α
2 . From the point of view of N = 2 superspace the operators Q1 and Q2 can
be regarded as a specific derivative respect to some of the θ’s. In the formulation of the
theory on N = 1 superspace the operators Q1,2 can be identified as the derivative respect
to θ1,2. This observation will be very helpful in proving the invariance under Q1,2 of the
twisted theories.
On a Ka¨hler manifold each of the fields on the right hand side of (3.1.13) splits into
fields which can be thought as components of forms of type (p, q). For the matter fields
on the right hand side of (6.2.26) one just has the standard decomposition of S+⊗E into
(K1/2 ⊗ E)⊕ (K−1/2 ⊗E). For example for the field Mα one has:
Mα → M1 ∈ Γ(K1/2 ⊗ E), M2 ∈ Γ(K−1/2 ⊗ E),
M
α →M 1 ∈ Γ(K−1/2 ⊗ E), M 2 ∈ Γ(K1/2 ⊗ E). (7.3.52)
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A similar decomposition holds for the rest of the fields in Γ(S+ ⊗ E) on the right hand
side of (6.2.26). Notice that the product of an element of Γ(K1/2⊗E) times an element of
Γ(K1/2 ⊗ E) is a gauge invariant form of type (2, 0). From the identifications in (6.2.26)
and (6.2.21) follows that the first component of Q˜Q, i.e., Q˜Q| = q2†q1 = M 2M1 is a
(2, 0) form. Therefore, superpotentials of the form Q˜Q, or Q˜ΦQ as the one in (6.2.23)
can be regarded as (2, 0)-forms. This is consistent with the observation made in [113, 31]
that superpotential terms of a twisted theory on a Ka¨hler manifold must transform as
(2, 0)-forms. This requirement guarantees that the terms in the Lagrangian are scalars
after the twisting.
Since the twisted theory obtained from (3.1.7) and (6.2.23) and the topological theory
(6.2.28) are equivalent on-shell, we will work out the on-shell Q1-transformations for this
case. For the twisted fields in the N = 2 vector multiplet they turn out to be:
[Q1, A1α˙] = ψ1α˙, [Q1, λ] =
1
2
η − iχ12√
2
,
[Q1, A2α˙] = 0, {Q1, i2η − χ12√2 } = 12 [λ, φ]a,
+ i(F a+12 + i(M 1T
aM2 +M 2T
aM1))
{Q1, ψ1α˙} = 0, {Q1, i2ηa +
χa12√
2
} = 0,
{Q1, ψ2α˙} = D2α˙φ, {Q1, χa11} = 2
√
2M1T
aM1,
[Q1, φ] = 0, {Q1, χ22} = −i
√
2F+22,
(7.3.53)
where we have used that the generators of the gauge group are normalized in such a way
that Tr(T aT b) = δab. For the matter fields one finds:
[Q1,M1] = 0, [Q1,M 1] = 0,
[Q1,M2] = µ2, [Q1,M 2] = µ2,
{Q1, µ1} = −iφM1, {Q1, µ1} = iM 1φ,
{Q1, µ2} = 0, {Q1, µ2} = 0,
{Q1, vα˙} = −2iDα˙1M1, {Q1, vα˙} = −2iD1α˙M 1.
(7.3.54)
The Q2-transformations are easily computed from (7.3.53), (7.3.54) and (6.2.27) after
using Q = Q1 +Q2. They read, for the N = 2 vector multiplet:
[Q2, A1α˙] = 0, [Q2, λ] =
1
2
η + iχ12√
2
,
[Q2, A2α˙] = ψ2α˙, {Q2, i2η − χ12√2 } = 0,
{Q2, ψ1α˙} = D1α˙φ, {Q2, i2ηa +
χa12√
2
} = 1
2
[λ, φ]a
− i(F a+12 + i(M 1T aM2 +M2T aM1)),
{Q2, ψ2α˙} = 0, {Q2, χ11} = −i
√
2F+11,
[Q2, φ] = 0, {Q2, χa22} = 2
√
2M 2T
aM2,
(7.3.55)
and for the matter hypermultiplet,
[Q2,M1] = µ1, [Q2,M 1] = µ1,
[Q2,M2] = 0, [Q2,M 2] = 0,
{Q2, µ1} = 0, {Q2, µ1} = 0,
{Q2, µ2} = −iφM2, {Q2, µ2} = iM 2φ,
{Q2, vα˙} = −2iDα˙2M2, {Q2, vα˙} = −2iD2α˙M 2.
(7.3.56)
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It is straightforward to verify that indeed Q21 = Q
2
2 = 0 on-shell after working out the
transformations of the different components of F+αβ . For Q1 we have,
[Q1, F
+
11] = iD1α˙ψ1
α˙, [Q1, F
+
12] =
i
2
D2α˙ψ1
α˙, [Q1, F
+
22] = 0. (7.3.57)
and for Q2,
[Q2, F
+
11] = 0, [Q2, F
+
12] =
i
2
D1α˙ψ2
α˙, [Q2, F
+
22] = iD2α˙ψ2
α˙. (7.3.58)
The action S in (6.2.28) is invariant under both, Q1 and Q2 symmetries. This can be
verified explicitly or just using the following argument based on N = 1 superspace. On
the one hand, the topological action (6.2.28) can be regarded as a twisted version of the
sum of the N = 1 superspace actions (3.1.7) and (6.2.23). On the other hand, the Q1,2
operators are equivalent to a θ1,2-derivative. Acting with this derivative on (3.1.7) and
(6.2.23) one gets zero: for the terms involving chiral fields one ends with two many θ-
derivatives, while for the other terms one just gets a total derivative after using the fact
that [Dα, D
2
] = i∂αα˙D
α˙
.
It is often convenient to regard the the observables I(Σ) in (6.1.14) in terms of the
Poincare´ dual of the homology cycle Σ:
I(Σ) =
∫
Σ
O(k) =
∫
X
O(2) ∧ [Σ], (7.3.59)
where [Σ] denotes the Poincare´ dual. On Ka¨hler manifolds, I(Σ) can be decomposed in
three different types of operators depending on which holomorphic part of O(2) is taken
into account. If only the (p, q) part (p + q = 2) of O(2) is considered we will denote the
corresponding operator by Ip,q(Σ). For example, for the (2, 0) part (which is SD):
I2,0(Σ) =
1
4π2
∫
X
eTr(φF+11 −
1
2
ψ1α˙ψ
α˙
1 )[Σ]22 (7.3.60)
where we have denoted by Σ22 the (0, 2) part of Σ. Notice the following: the (2, 0) part
of the two-form observable only includes the conjugate of the fermionic field λ2 in the
N = 1 multiplet Φ. In the same way, the (0, 2) part only includes the conjugate of the
N = 1 gluino field λ1 in the vector superfield Wα, and the (1, 1) part includes the wedge
product of both fields.
One of the main ingredients in the analysis made by Witten in [113] is the existence of
a perturbation of the twisted N = 2 Yang-Mills theory on Ka¨hler manifolds which while
preserving the topological character of the twisted theory it allows to regard the theory
from an untwisted point of view as an N = 1 supersymmetric theory. Witten achieved this
by demonstrating that on a Ka¨hler manifold it is possible to add anN = 1 supersymmetric
mass-like term for the chiral superfield Φ while keeping the topological character of the
theory. We will show that this is also possible for the Topological Quantum Field Theory
which describes non-abelian monopoles. Notice that, as we need the superpotentials to
transform as (2, 0)-forms, to generate a mass term for Φ we must pick a holomorphic
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(2, 0)-form on X. This is not always possible on an arbitrary Ka¨hler manifold, but we
will assume b+2 > 1. On a Ka¨hler manifold, b
+
2 = 2h
2,0 + 1, and this condition guarantees
that H2,0(X) 6= 0 and hence that such a form exists. Recall that, as we showed in Chapter
4, for SU(2) monopoles in the fundamental representation, b+2 > 1 implies that there are
no reducible solutions in the moduli space MNA. This is then a natural requirement
from the point of view of the moduli problem and the computation of the corresponding
invariants.
Let us consider a holomorphic (2, 0) form ω on X. Its only non-vanishing component
is:
ω11 = (σlk)11ωmnǫ
lkmn. (7.3.61)
We will denote the unique non-vanishing component of the (0, 2) form ω, conjugate to ω,
by ω22 ( ω22 = (ω11)
∗)
Following [113] we begin making a perturbation of the action S in (6.2.28) by adding
a term of the form,
I(ω) =
∫
X
O(2) ∧ ω, (7.3.62)
where I(ω) is the observable defined in (6.1.14), but without the 1/(4π2) factor. Using
the Q2-transformations (7.3.55) and (7.3.56), this term can be written as:
I(ω) = −1
2
∫
X
d4x e ω22Tr(ψ1α˙ψ
α˙
1 ) + {Q2,
i√
2
∫
d4x e ω22Tr(φχ11)}. (7.3.63)
The first part of this term indicates some progress towards the construction of an N = 1
mass-like term. However, (7.3.63) is not invariant under Q2. Contrary to the case of the
theory without matter fields this term is not even Q2-invariant on-shell. One can remedy
this problem if instead of introducing I(ω) one considers:
I˜(ω) = I(ω) + 2i
∫
X
d4x e ω22M 1φM1. (7.3.64)
Indeed, {Q2, I˜(ω)} turns out to be proportional to the field equation resulting after making
a variation respect to χ11 in the twisted action S in (6.2.28).
The term I˜(ω) implies further progress towards the perturbation by an N = 1 super-
symmetric mass term. Notice that from an N = 1 superspace point of view we intend to
obtain a term like (7.2.25). This type of term, added to a theory which already has the
last two terms in (6.2.23), leads, when written in component fields, to the mass terms for
the N = 1 superfield:
mmBB† + i
√
2mBM
1
M2 − i
√
2mB†M
2
M1 +mλ2
αλ2α − 1
2
mλ
2
α˙λ
2α˙
, (7.3.65)
that includes terms like the one added to I(ω) in (7.3.64).
To make further progress in the perturbation towards an N = 1 supersymmetric mass
term while maintaining the Q2 symmetry we will modify the Q2-transformation of χ22 in
the following way:
{Q2, χa22} −→ {Q′2, χa22} = 2
√
2
(
M 2T
aM2 + iω22φ
a
)
, (7.3.66)
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while for the rest of the fields the action of Q2 remains the same. Notice that still one
has (Q′2)
2 = 0 on-shell.
Under Q′2 the action S is not invariant. However, one can verify that now the perturbed
action S+ I˜(ω) is invariant and does not close on a field equation as before. On the other
hand, adding a Q′2-exact term will keep the Q
′
2-invariance of the theory. It is rather
remarkable that adding just the term,
2
√
2
{
Q′2,
∫
d4x e ω11Tr(λχ22)
}
, (7.3.67)
one finds that the perturbed action is just the action S plus an N = 1 supersymmetric
mass term for the chiral superfield Φ:
S + I˜(ω) + {Q′2, ...}
= S +
∫
X
d4x e
(
4ω11Tr((
1
2
η + i
χ12√
2
)
χ22√
2
)− ω22Tr(1
2
ψ1α˙ψ
α˙
1))
+
i
2
∫
X
d4x e ω11ω22Tr(λφ)
+
∫
X
d4x e(8ω11M2λM2 + 2iω22M 1φM1). (7.3.68)
This perturbation of the action S contains all the terms present in the N = 1 supersym-
metric mass term (7.2.25) after setting ω11 = im/4 and writing the twisted fields in terms
of the untwisted ones, using (3.1.13) and (3.1.14). For the matter fields one can read their
untwisted counterparts from (6.2.26).
Our analysis implies that if one denotes correlation functions of observables in the
twisted theory by 〈A1 · · ·An〉, and in the perturbed theory by 〈A1 · · ·An〉1, the relation
between them is:
〈A1 · · ·An〉1 = 〈A1 · · ·AneI˜(ω)〉. (7.3.69)
As argued in [113], given some homology cycles Σ, it can be assumed that near their
intersection they look like holomorphically embedded Riemann surfaces. This means that
actually the only relevant part of the two-form operators entering (7.3.69) are of type
(1, 1). Precisely those are the two-form operators invariant under Q′2. As the zero-form
observables in (7.3.69) are also invariant under Q′2 one can regard the right hand side of
(7.3.69) as a topological quantum field theory whose BRST operator is Q′2 and its action
is S + I˜(ω).
The effect of an extra term I(ω) in the action of Donaldson-Witten theory was studied
by Witten in [113]. He showed that its effect on correlators of observables can be described
as a shift on the parameters corresponding to the observables containing two-form oper-
ators. We will finish this section showing that the relevant contribution from I˜(ω) in
(7.3.69) and from I(ω) in the case of Donaldson-Witten theory is the same. Therefore, in
our theory the effect of the presence of I˜(ω) in (7.3.69) is also a shift in those parameters.
The quantity I˜(ω) can be written as,
I˜(ω) =
∫
X
d4x e ω22
(
φa(F a+11 + 2iM 1T
aM1)− Tr(1
2
ψ1α˙ψ1
α˙)
)
=
∫
X
d4x e ω22
(
Tr({Q, iφχ11√
2
} − 1
2
ψ1α˙ψ1
α˙)
)
, (7.3.70)
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after using (6.2.27). As Q is still a topological symmetry of the theory, and the observables
are Q-invariant, this means that the vacuum expectation values on the right hand side of
(7.3.69) can be written as
〈A1 · · ·AneJ(ω)〉. (7.3.71)
where,
J(ω) = −1
2
∫
X
d4x e ω22Tr(ψ1α˙ψ1
α˙). (7.3.72)
This is precisely the same expression that one obtains in the case of Donaldson-Witten
theory. Notice that in that case F+11 is Q-exact and one has the same Q-transformations
as in our theory for the field ψαα˙.
Another argument to show that the presence of the term involving the massive fields
in I˜(ω) is irrelevant is just to point out that the contributions from the functional integral
on the right hand side of (7.3.69) are localized on configurations satisfying the non-abelian
monopole equations. As shown in Chapter 4, the (2, 0) part of those equations implies
M 1TM1 = 0. This can be also seen from Witten’s fixed point theorem for the Q1,2
transformations: a BRST invariant configuration for the Q1 topological symmetry has a
vanishing {Q1, χ11} ∼M 1TM1.
7.4 The polynomial invariants in the Ka¨hler case
In this section we compute the topological invariants corresponding to SU(2) monopoles
on Ka¨hler, Spin manifolds, following the abstract approach introduced by Witten in [113]
and further developed in [103]. The strategy is the following: in the previous section, we
showed that the correlation functions in the twisted theory can be computed in terms
of the theory perturbed by a mass term (see (7.3.69) and the following discussion). The
vacuum structure of this theory was analyzed in section 2, and we determined the pattern
of chiral symmetry breaking. We also deduced that the vacua have a mass gap and gluino
condensation. The main assumption we will make is that this vacuum structure is the
same on any manifold, in other words, that it doesn’t depend on global features of the
space-time and coincides with the one we obtained before. With this assumption, we
can use two properties of the theory under consideration to constrain the form of the
correlation functions and determine them up to some universal constants [113]. These
properties are the mass gap and the topological invariance (more precisely, invariance
under rescalings of the metric). This can be regarded as a generalization of the properties
of correlation functions in supersymmetric gauge theories, leading to clustering [7]. There
are of course some subtleties due to the structure of the mass perturbation on a Ka¨hler
manifold, and we will consider them later.
The clustering property and the invariance under rescaling imply that the correlation
functions have the form:
〈exp(∑
a
αaI(Σa) + µO)〉 =
∑
ρ
Cρexp(γρv
2 + µ〈ρ|O|ρ〉). (7.4.73)
In this expression the sum is over the three vacua |ρ〉, associated to the three roots of
(7.2.44), and labeled by the index ρ = 1, 2, 3; v =
∑
a αa[Σa], where [Σa] is the cohomology
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class Poincare´ dual to Σa, and v
2 =
∑
a,b αaαb♯(Σa∩Σb), where ♯(Σa∩Σb) is the intersection
number of Σa and Σb. The constant Cρ is the partition function in the ρ vacuum. For the
partition function, again the mass gap and the invariance under rescalings imply that it
must be a combination of topological invariants of the four-manifold that can be written
in terms of the integral of a local density. The only such invariants are the signature and
the Euler characteristic, and then we have:
Cρ = exp(aρχ+ bρσ). (7.4.74)
The constants which appear in (7.4.73) are not independent because the theory has a Z3
broken symmetry which relates the three vacua and is given by (7.2.29). First let us work
out the relation between the Cρ. As these constants are given by the partition function of
the theory at different vacua, and the vacua are related by a non-anomalous symmetry,
one should think that they are equal. But actually, as we are working now on a curved
four-manifold, the anomalies have gravitational contributions which were not taken into
account in section 1 (where X = R4), and the path integral measure does change. We
must take into account also the new geometrical content of the fields after twisting. The
field λ1 contains a (2, 0)-form part, a (1, 1) part and a scalar part, and couples to λ
1
(a
(0, 1)-form) through a twisted Dirac operator DK1/2⊕K−1/2, which is the adjoint of the
operator:
∂†A ⊕ ∂A : Ω1,0(End0(E)) −→ Ω0(End0(E))⊕ Ω2,0(End0(E)), (7.4.75)
This is nothing but the complex conjugate of the deformation complex (2.3.55), and its
index (equal to −index DK1/2⊕K−1/2) is given by half the dimension ofMASD. This simply
follows from the fact that, as we saw in Chapter 1, section 3, this complex is isomorphic to
the ASD complex as a real complex. Therefore the anomaly due to the first transformation
in (7.2.29) is:
e
pii
3
{4k− 3
4
(χ+σ)}. (7.4.76)
We must take into account also the transformation of the matter fermions. After twisting
they are spinors, and we have the correspondence ψq → µ, ψq˜ → µ¯ (see (6.2.26)). Notice
that, due to the ρ symmetry in (7.2.19), there is an additional contribution to the anomaly
coming from this transformation, as we saw in (7.2.24). Now we must also compute the
gravitational part and obtain the total anomaly (a similar problem is addressed in section
4.4 of [115]). The path integral measure for the twisted matter fermions can be written
as: ∏
I
dµIdµ¯I
∏
J
dvJdv¯J , (7.4.77)
where the index I = 1, · · · , ν+ refers to the µα zero modes (of positive chirality) and the
index J = 1, · · · , ν− to the vα˙ zero modes (of negative chirality). Under the transformation
in (7.2.29), the measure (7.4.77) transforms as:
(−1)ν++ν−e−pii6 2(k+σ4 ) = (−1)−k−σ4 e−pii3 (k+σ4 ), (7.4.78)
112 CHAPTER 7. EXACT RESULTS IN N = 1 AND TQFT
where we have taken into account that ν+ − ν− = index D = −k − σ/4, according to
(5.2.23). Putting together both factors we obtain:
(−1)∆e−pii12σ, (7.4.79)
where the integer ∆ was introduced in (6.1.18) and we have used that σ ≡ 0 mod 8.
Notice that the k dependence has dropped out, because the symmetry in (7.2.29) is
not anomalous under Yang-Mills instantons, and (7.4.79) contains only the gravitational
contribution to the anomaly. The result, in terms of the constants Cρ, is:
C2 = (−1)∆e−pii12σC1, C3 = e−pii6 σC1. (7.4.80)
We would also like to relate the constants γρ and the expectation values 〈ρ|O|ρ〉 in
(7.4.73) for the different vacua. This is easily done by taking into account the transfor-
mations of the corresponding observables under the symmetry (7.2.29). As is argued in
[113], for the observables I(Σ) on a Ka¨hler manifold one need consider only the (1, 1) part.
This part transforms under (7.2.29) as B†, because its fermionic part includes the wedge
product of λ
1
and λ
2
. If we call α the generator of the discrete symmetry in (7.2.29) in
the operator formalism, one finds the following relations:
α|ρ〉 = |ρ+ 1〉, ρ ≡ 1 mod 3,
αOα−1 = e 2pii3 O, αI1,1(Σ)α−1 = epii3 I1,1(Σ), (7.4.81)
which lead to:
γ2 = e
− 2pii
3 γ1, γ3 = e
− 4pii
3 γ1,
〈2|O|2〉 = e− 2pii3 〈1|O|1〉, 〈3|O|3〉 = e− 4pii3 〈1|O|1〉. (7.4.82)
With these relations we have determined completely the bulk structure of the vacua,
which comes from the underlying N = 1 theory.
One has to take into account however that the mass perturbation which gives this
theory was done with a (2, 0) holomorphic form ω, and the mass will vanish when this
form does. One must then be careful because the assumption of a mass gap fails on the
vanishing locus. In general, ω vanishes on a divisor C representing the canonical class of
X. The simplest case is the one in which C is a union of disjoint Riemann surfaces Cy of
multiplicity ry = 1 (i.e., ω has simple zeroes along this components), and therefore the
canonical divisor of X can be written as,
c1(K) =
∑
y
[Cy]. (7.4.83)
What are the consequences of this fact? When the mass m vanishes, one doesn’t expect
the vacuum structure to be given by the superpotential (7.2.42), for the untwisted physical
theory is in the Coulomb phase and one has additional massless degrees of freedom. As
discussed in [113, 103], near the surfaces Cy, these additional degrees of freedom are
described by an effective two-dimensional theory (the cosmic string theory), and the
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vacuum structure along these surfaces has additional symmetry breaking. The cosmic
string theory has a chiral masslees fermion coming from the field λ2 of the underlying
perturbed N = 2 theory. We then expect, as in [113], dynamical breaking of the Z′4
symmetry given in (7.2.49), in such a way that the diagonal (−1)F ⊂ Z4 × Z′4 is left
unbroken. In principle, the new pattern of symmetry breaking produces four cosmic string
vacua associated to Z′4. However, both the cosmic string theory and the observables of
the microscopic theory depend solely on the fields coming from the Yang-Mills multiplet,
and the restriction of Z′4 to this subset of fields is a Z2 symmetry, giving then the pattern
of symmetry breaking analyzed in [113, 103]. We will assume that along the worldsheets
of the strings Cy each bulk vacuum bifurcates according the dynamical breaking of λ2 →
−λ2. One may include the four vacua associated to Z′4, but as it will become clear in our
computation, this just gives a global factor in the correlation functions.
As we will see, this assumption on the vacuum structure is the most natural one
from several points of view. First of all, the contributions from the new vacua cooperate
with the bulk structure in such a way that the resulting expression has the adequate
properties. Second, with this assumption, the final expression can be naturally understood
as a consequence of electric-magnetic duality of the underlying N = 2 theory, as we will
see in the next Chapter.
Let us briefly explain, following [113], what is the effect of the new vacua in the
computation of the correlation functions. Each bulk vacuum |ρ〉 leads to two vacua of
the cosmic string theory |ρ+〉, |ρ−〉, which are related by the broken symmetry α3. The
surfaces Cy give new contributions to the correlation functions through their intersection
with the surfaces Σa. The observables I(Σa) will be described by ♯(Σa ∩Cy)Vy, where Vy
is the insertion of a cosmic string operator V on Cy which has the same quantum numbers
of I1,1(Σa). From (7.2.29) follows that it transforms under α
3 as:
α3V α−3 = −V. (7.4.84)
Now, for a given bulk vacuum |ρ〉 we must take into account its bifurcation along the
diferent surfaces Cy, and compute the vacuum expectation values of exp(
∑
a αaI(Σa)).
The result is [113]:∏
y
(
exp(φy〈ρ+ |V |ρ+〉) + tyexp(−φy〈ρ+ |V |ρ+〉)
)
. (7.4.85)
In this expression, φy =
∑
a αa♯(Σa∩Cy) and the factor ty is similar to (7.4.79) and comes
from an anomaly in the two-dimensional effective theory. It is given by:
ty = (−1)ǫy , (7.4.86)
where ǫy is 0 (1) if the Spin bundle of Cy is even (odd). The ǫy verify [113]:
∆ +
∑
y
ǫy ≡ 0 mod 2. (7.4.87)
At this point we have all the information that we need to compute the polynomial
invariants for SU(2) monopoles on Ka¨hler, Spin four-manifolds. Notice that the result
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will involve unknown constants which should be fixed by comparing to mathematical
computations of these invariants. These constants are universal, in the sense that they
depend only on the dynamics of the physical theory (as shown in [113]) and not on the
particular manifold we are considering. It should be mentioned that these constants are
closely related to VEVs of operators in the physical theory. The VEV of the operator O in
the twisted theory depends on the VEV of the operator Tr(B†)2 of the untwisted theory,
as one can easily see by comparing (6.1.11) to (3.1.13). This VEV has been computed
in (7.2.44) and is non-zero. It can also be seen [113] that γ = γ1 is related to the gluino
condensate, computed in (7.2.47) in terms of U . This suggests that the exact solution
of the physical theory should provide relations between these universal coefficients. As
we will see in the next Chapter, the N = 2 theory allows one to relate the VEV 〈V 〉
to the other operators in terms of the exact low-energy solution. It should be extremely
interesting to make more precise the relation between the untwisted and the twisted theory
in order to relate the different topological constants appearing in this kind of expressions.
If we denote C = C1, 〈1|O|1〉 = 〈O〉 and 〈1 + |V |1+〉 = 〈V 〉, the expression for the
polynomial invariants reads:
C
(
exp(γv2 + µ〈O〉)∏
y
(
exp(〈V 〉φy) + tyexp(−〈V 〉φy)
)
+(−1)∆e−pii12σexp
(
e−
2pii
3 (γv2 + µ〈O〉)
)∏
y
(
exp(e−
pii
3 〈V 〉φy) + tyexp(−e−pii3 〈V 〉φy
)
+e−
pii
6
σexp
(
e−
4pii
3 (γv2 + µ〈O〉)
)
×∏
y
(
exp(e−
2pii
3 〈V 〉φy) + tyexp(−e− 2pii3 〈V 〉φy
))
. (7.4.88)
In order to check some of the properties of (7.4.88) we will express it in a more
convenient way. Notice that because of (7.4.86) and (7.4.87) we can extract the factor ty in
the second summand of (7.4.88) and cancel the factor (−1)∆. Using some straightforward
algebra and the fact that σ ≡ 0 mod 8, (7.4.88) can be rewritten as:
〈exp(∑
a
αaI(Σa) + µO)〉
= C
(
exp(γv2 + µ〈O〉)∏
y
(
exp(〈V 〉φy) + tyexp(−〈V 〉φy)
)
+e−
pii
6
σexp
(
− e−pii3 (γv2 + µ〈O〉)
)∏
y
(
exp(e−
2pii
3 〈V 〉φy) + tyexp(−e− 2pii3 〈V 〉φy
)
+e−
pii
3
σexp
(
− epii3 (γv2 + µ〈O〉)
)
×∏
y
(
exp(e−
4pii
3 〈V 〉φy) + tyexp(−e− 4pii3 〈V 〉φy
))
, (7.4.89)
where the second summand of (7.4.88) is now the last one. This is our final expression
for the polynomial invariants associated to SU(2) monopoles on Ka¨hler, Spin manifolds
whose canonical divisor can be written as in (7.4.83). The result is obviously real, as the
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first summand in (7.4.89) is real and the second one is the complex conjugate of the third
one.
Another check of (7.4.89) is the following. As we noticed in Chapter 5, a product of
r observables O and s observables I(Σ) has ghost number 4r + 2s, and this must equal
the dimension of the moduli space for some instanton number k. In terms of ∆ we have
the selection rule (6.1.17):
4r + 2s = dim MNA = 6(k −∆)− σ
2
, (7.4.90)
i.e., if we suppose that the αa are of degree 2 and µ of degree 4, in the expansion of
(7.4.89) we can only find terms whose degree is congruent to −σ/2 mod 6. This is easily
checked. If we consider the terms of fixed degree 4r+2s we see that they can be grouped
in terms with the same coefficient, given by:
1 + e−
pii
6
σe−
pii
3
(4r+2s) + e−
pii
3
σe−2
pii
3
(4r+2s). (7.4.91)
This is a geometrical series whose sum is zero unless e−
pii
6
σ−pii
3
(4r+2s) = 1, which gives
precisely the condition we were looking for. Notice that to obtain the well-behaved ex-
pression (7.4.89) from (7.4.88) the key point is that the contributions from the cosmic
string theory have the form (7.4.85). This is what allows to drop out the factor (−1)∆
which comes from the bulk structure and suggests that the pattern of bifurcation of vacua
along the cosmic string is the right one.
Another point of interest is that, according to our expression (7.4.89), the generating
function for the correlation functions f = 〈exp(∑a αaI(Σa) + µO)〉 verifies the equation:
∂3f
∂µ3
= 〈O〉3f, (7.4.92)
which seems to be the adequate generalization to our moduli problem of the simple type
condition which appears in Donaldson theory [67, 68]. Physically, the order of this equa-
tion is clearly related to the number of ground states of the N = 1 theory. It would be
interesting to have a clear picture of the mathematical meaning of this generalized simple
type condition as well as to know what is the form it takes in other moduli problems.
This ends our computation of the polynomial invariants for Spin, Ka¨hler manifolds.
In the next Chapter we will consider this computation in the N = 2 framework, and we
will drop the Ka¨hler assumption.
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Chapter 8
Exact results in N = 2 and TQFT
In this Chapter we take a somewhat more direct approach to the computation of the
polynomial invariants associated to SU(2) monopoles. We will analyze the N = 2 theory
directly, without any kind of soft breaking to N = 1. For this we will use the results of
Seiberg and Witten [95, 96]. In these by now classical works, they were able to compute
the exact low-energy effective action of the asymptotically free N = 2 QCD theories
with gauge group SU(2). One of the implications of this fundamental work was precisely
an alternative formulation of Donaldson theory through the Seiberg-Witten monopole
equations, which were presented from a mathematical point of view in Chapter 4, section 1.
This in turn allows one to compute the Donaldson invariants from the invariants associated
to the abelian monopole equations. We will here briefly review the non-perturbative
results on N = 2 theories and apply the Nf = 1 result to the moduli problem of SU(2)
monopoles, on general Spin manifolds with b+2 > 1. The organization of this chapter is
as follows: in section 1 we review the basics of the Seiberg-Witten solution. In section
2 we consider the Nf = 1 theory and compute the polynomial invariants. In section 3
we consider again the Ka¨hler case from the point of view of the N = 2 theory, and we
rederive the expression given in (7.4.89).
8.1 The Seiberg-Witten solution
We give a brief overview of the Seiberg-Witten solution in the Nf = 0 case, as the main
features of the Nf = 1 case are very similar. For the analysis of the topological version of
the theory we don’t need all the ingredients of the solution, and therefore we will restrict
ourselves to a general picture of the quantum moduli. For more details, one can see the
original papers [95, 96] or the reviews [50, 20, 6].
To study the vacuum structure of N = 2 supersymmetric Yang-Mills theory, one first
studies, as in N = 1 theories, the classical vacua. N = 2 supersymmetry does not allow
a superpotential for the theory and therefore the scalar potential is purely D-term:
V (φ) =
1
g2
Tr[B,B†]2 (8.1.1)
There is a classical moduli space of vacua, and the minima of (8.1.1) can be taken to
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be of the form B = 1
2
aσ3 with a complex. A gauge invariant description of this moduli
space is provided by the variable u = TrB2 = 1
2
a2 at the classical level. Each point in
this moduli space represents a different theory. For a 6= 0 the charged multiplets acquire
a mass M =
√
2|a|, and SU(2) is spontaneously broken to U(1), and at a = 0 the full
SU(2) symmetry is restored. Away from the origin we can integrate out the massive
multiplets and obtain a low-energy effective theory which depends only on the “photon”
multiplet [91]. The theory is fully described in terms of an N = 2 prepotential F(A).
The Lagrangian in N = 1 superspace is
L = 1
4π
Im
[ ∫
d4θ
∂F
∂A
A+
1
2
∫
d2θ
∂2F
∂A2
WαW
α
]
. (8.1.2)
The Ka¨hler potential and gauge kinetic functions are given in general by:
K(a, a¯) =
1
4π
Im aDa¯,
τ =
∂2F
∂a2
,
aD ≡ ∂F
∂a
. (8.1.3)
An important point is that effective action (8.1.2) has a duality group which cor-
responds physically to electric-magnetic duality. The original photon variable is a (the
lowest component of the chiral superfield A), and the magnetic photon is described by
the variable a(m) = −aD.
In perturbation theory F only receives one-loop contributions. The important thing
is to determine the non-perturbative corrections. This was done in [95, 96]. Some of the
properties of the exact solution are:
1) The SU(2) symmetry is never restored. The theory stays in the Coulomb phase
throughout the u-plane.
2) The moduli space has, for Nf = 0, a symmetry u → −u (the non-anomalous
subset of the U(1)R group), and at the points u = Λ
2, −Λ2 (where Λ denotes the scale
of the N = 2 Yang-Mills theory) singularities in F develop. Physically they correspond
respectively to a massless monopole and dyon with charges (nm, ne) = (1, 0), (1, 1), where
nm denotes the magnetic charge and ne the electric one. Hence near u = Λ
2, −Λ2 the
correct effective action should include together with the photon vector multiplet monopole
or dyon hypermultiplets. In this way, around the singularities, the effective theory is
essentially N = 2 QED, and the matter fields are represented by N = 2 hypermultiplets
corresponding to the massless particles. As these particles are monopoles or dyons, they
must be coupled to the magnetic or “dyonic” photon.
3) The function F(a) is holomorphic. It is better to think in terms of the vector
tv = (aD, a) which defines a flat Sl(2,Z) vector bundle over the moduli space Mu (the
u-plane). Its properties are determined by the singularities and the monodromies around
them. Since ∂2F/∂a2 or ∂aD/∂a is the coupling constant, these data are obtained from
the β-function in the three patches: large-u (the Higgs region), the monopole and the dyon
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regions. In the Higgs, monopole and dyon patches, the natural independent variables to
use are respectively a(h) = a, a(m) = −aD, a(d) = aD − a. Thus in each patch we have a
different prepotential:
F (h)(a), F (m)(am), F (d)(ad). (8.1.4)
The descriptions given by these prepotentials correspond to mutually non-local objects.
Therefore, there is no effective lagrangian describing these three objects simultaneously
(although there are some interesting phenomena in these kinds of theories associated to
non-local objects).
4) The explicit form of a(u), aD(u) is given in terms of the periods of a meromorphic
differential of the second kind on a genus one surface described by the equation:
y2 = (x2 − Λ4)(x− u), (8.1.5)
corresponding to the double covering of the plane branched at ±Λ2, u, ∞. The singular-
ities of this curve occur precisely at infinity and at the singularities associated to extra
massless particles.
The situation for the Nf = 1 theory is very similar. There is no Higgs phase, and
the moduli space of vacua is again parametrized by the VEV of the operator u = TrB2.
The anomaly-free discrete subgroup of the U(1)R symmetry is the square root of (7.2.14).
Under this Z12 symmetry the quantity u = TrB
2 transforms as u → e−2πi/3u and gives
a global Z3 symmetry on the u plane. Again, in this case there are singularities in the
moduli space. The elliptic curve describing the u-plane is given by [96]:
y2 = x2(x− u)− 1
64
Λ61, (8.1.6)
where Λ1 is the scale of the Nf = 1 theory. The singularities are the points in the u-plane
where the discriminant of this polynomial vanishes. This gives:
u3 = − 27
256
Λ61, (8.1.7)
and coincides with the result in (7.2.44) for the perturbed theory. We will comment on
this later. Notice that these three singularities are interchanged by the Z3 symmetry.
Each of them corresponds to a single state becoming massless. The charges of the three
different states are (nm, ne) = (1, 0), (1, 1), (1, 2), i.e., one monopole and two dyons. This
is, essentially, all the information we need from the Field Theory point of view, although,
as we mentioned in the previous Chapter, to make more precise predictions the expressions
for the a, aD variables in terms of u would be needed.
8.2 The polynomial invariants from N = 2
In the previous Chapter we have computed the polynomial invariants for SU(2) monopoles
on Ka¨hler, Spin manifolds. The fact that we have a Ka¨hler structure allows one to
perform the computation in the N = 1 theory. In this section we will show that one can
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use electric-magnetic duality and the U(1)R symmetry of the original N = 2 theory to
obtain expressions which are valid on a general Spin manifold X, as for in Donaldson
theory [114]. One of the most interesting features of the N = 2 point of view is that it
gives a more concrete picture of the cosmic string theory, and ultimately confirms our
assumptions about its vacuum structure.
When dealing with the twisted N = 2 theory, topological invariance implies that the
results are formally invariant under rescalings of the metric. For large metrics, i.e., very
low energies, the effective, Wilsonian description of the untwisted theory should provide
all the relevant information from the topological point of view. The basic assumption is
then that one can describe the twisted, original theory, in terms of a twisted version of
the low-energy effective theory.
As we have seen, the vacuum degrees of freedom are described by the quantum moduli
space, parametrized by the u-plane. At every point in this moduli space there is a low-
energy abelian N = 2 effective theory, given by the expression (8.1.2), which can also
be twisted to give a topological field theory. At a generic point the only light degree of
freedom is the U(1) gauge field which survives after gauge symmetry breaking, and the
twisting of this theory would corresponds to the moduli problem of abelian instantons on
X. At the singularities new massless states (monopoles or dyons) appear which must be
included in the low-energy lagrangian. For the theory with Nf = 1, the resulting effective
theory is N = 2 QED with a single hypermultiplet at every singularity, as we saw in the
previous section following [96]. In these cases, the twisted theory near these points is
just the abelian version of the topological theory considered in Chapter 4. In principle,
when computing a correlation function of the original, “microscopic” twisted theory, one
should integrate over the u-plane, to take into acount all the relevant degrees of freedom.
However, we are assuming, in order to avoid reducible solutions, that b+2 > 1. Recall that
this condition means that there are no abelian instantons on X for a generic metric, and
therefore one expects contributions only from the singularities, as the moduli space of
the twisted effective, “macroscopic” theory is empty for the other points in the u-plane.
This is consistent with the N = 1 point of view. Once we know the contribution from
one of the singularities, the other contributions can be obtained through the anomaly-free
subgroup Z12 ⊂ U(1)R of the underlying microscopic N = 2 theory.
One should notice, however, that although with these arguments one captures the
structure of the invariants, they are rather heuristic. It would be desirable to have a
more direct proof of these facts, studying the precise relation between the path integral
of the macroscopic theory and the underlying effective theory, at least in the twisted
case. Some steps in this direction have been given in [115]. A more precise approach
should also give information about the specific factors appearing in the expression of the
invariants. This is because there is only a free parameter in the exact solution of the
N = 2 SU(2) theories with Nf < 4, namely the scale Λ. Therefore, and as we mentioned
in the previous Chapter, the exact solution should fix the relations between the different
universal constants that also appear in the N = 2 approach.
Before starting the computation, let us mention some of the basic properties of Seiberg-
Witten invariants. The abelian monopole equations, in the Spin case, were written in
Chapter 4, (5.1.3), and they require the introduction of a line bundle L. The deformation
8.2. THE POLYNOMIAL INVARIANTS FROM N = 2 121
complex for these equations is obtained from (5.2.20), with E = L and gE = R. The
virtual dimension of the corresponding moduli space can be easily computed from the
index theorem and is given by
dim MSW = −2χ + 3σ
4
+ c1(L)
2. (8.2.8)
In the Spinc case, the line bundle L is not well defined globally, but L2 is and its first
Chern class is denoted by c1(L
2) = −x. Notice that, in the Spin case, x = −2c1(L).
From (8.2.8) it follows that, when the moduli space associated to the abelian monopole
equation has zero dimension, x satisfies:
x2 = 2χ+ 3σ. (8.2.9)
In this case, generically, the moduli space MSW consists of isolated points and one can
define a topological invariant in the standard way, just like in Donaldson theory. We
already know that this invariant is the partition function of the corresponding topological
field theory (for an explicit construction of this theory, see [72]). The invariant associated
to a line bundle L (or to a Spinc-structure L2) is denoted by nx. It is called the Seiberg-
Witten invariant. The x such that nx 6= 0 are called basic classes, and they must verify
the condition (8.2.9). It should be mentioned that the cohomology classes verifying (8.2.9)
have a standard mathematical characterization in four-dimensional topology. First of all,
the class x = −c1(L2) defines a Spinc-structure, and therefore it must be characteristic
(see Appendix, section 3). A characteristic element verifies (8.2.9) if and only if it defines
an almost complex structure on X, and x is then the first Chern class of the canonical line
bundle K associated to the almost complex structure. Conversely, any almost complex
structure defines a Spinc-structure with line bundle L2 = K.
Notice that the index of the Dirac operator for the abelian monopole equations is given
by −σ/8 + c1(L)2/2. If (8.2.9) holds, this index has the value:
index DL =
χ + σ
4
= ∆, (8.2.10)
and therefore ∆, already introduced in (6.1.18), must be an integer for the nx to be
non-zero.
In the Topological Field Theory of abelian monopoles, the descent construction can
be applied to obtain a family of operators which should give rise to higher dimensional
Seiberg-Witten invariants. One obtains [72]:
Θn0 =
(
n
0
)
φn, Θn1 =
(
n
1
)
φn−1ψ,
Θn2 =
(
n
1
)
φn−1F +
(
n
2
)
φn−2ψ ∧ ψ,
Θn3 =
(
n
3
)
φn−3ψ ∧ ψ ∧ ψ + 2
(
n
2
)
φn−2ψ ∧ F,
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Θn4 =
(
n
4
)
φn−4ψ ∧ ψ ∧ ψ ∧ ψ + 3
(
n
3
)
φn−3ψ ∧ ψ ∧ F
+
(
n
2
)
φn−2F ∧ F, (8.2.11)
where the fields involved here are simply the abelian counterparts of the fields appearing
in the non-abelian monopole theory of Chapter 4.
Now, we will evaluate the correlation functions of the SU(2) monopole theory in terms
of the twisted, low-energy effective theory of abelian monopoles, for X a Spin manifold
with b+2 > 1. The contributions come from the three singularities, and it is sufficient to
consider only one of them, as the contributions coming from the other singularities can
be obtained through the Z3 symmetry of the u-plane. We consider then the singularity
associated to the magnetic monopole, with charges (1, 0). To couple the monopole in
a local way, we must perform a duality transformation to magnetic variables. In these
variables, the chiral superfield we have denoted by Φ is the dual field AD = ∂F/∂A. The
field φ appearing in (8.2.11) corresponds after twisting to the complex conjugate of aD.
This is because we choose to twist with the positive chirality spinor bundle. The opposite
choice is possible [113], leading to the more natural identification φ → aD, but then the
bosonic components of the matter hypermultiplets become negative-chirality spinors.
The first thing to do is to expand the operators of the microscopic, original SU(2)
theory, in terms of operators of the macroscopic, magnetic theory. To obtain the structure
of this expansion we will use the expansion in the untwisted, physical theory together with
the descent equations in the topological, abelian theory [116]. At the monopole singularity,
located at u0 (where u0 is one of the three roots of the equation (8.1.7)), the monopole
becomes massless and aD(u0) = 0. Near this point the u variable has an expansion:
u(aD) = u0 +
(
du
daD
)
u0
aD + higher order, (8.2.12)
where (du/daD)u0 6= 0 (this can be checked from the explicit solution for theNf = 1 theory
given in [21]), and “higher order” means operators of higher dimension in the expansion.
In terms of the corresponding observables of the topological theories, the correspondence
is then:
O = 〈O〉 − 1
π
〈V 〉φ+ higher order, (8.2.13)
where 〈O〉, 〈V 〉 are real c-numbers which should be related to the values u0, (du/daD)u0
of the untwisted theory. They coincide with the universal constants introduced in the
previous Chapter, as we will see in the computation of the invariants. From the observable
O one can obtain the observable O(2) by the descent procedure in (6.1.13). Applying this
procedure (8.2.11) in the topological abelian theory to the right hand side of (8.2.13), we
obtain:
O(2) = −1
π
〈V 〉F + higher order, (8.2.14)
where F is the dual electromagnetic field. In particular, taking into account that x =
−2c1(L) = −[F ]/π, where [F ] denotes the cohomology class of the two-form F , we finally
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get:
I(Σ) = 〈V 〉(Σ · x) + higher order, (8.2.15)
where the dot denotes the pairing between 2-cohomology and 2-homology. From the
point of view of Topological Field Theory, we wouldn’t expect contributions from higher
dimensional operators, because of the invariance of the theory under metric rescalings
(this is in fact the same argument to constrain correlation functions in the N = 1 theory).
Higher order terms in this expansion should correspond to higher monopole invariants,
just like in the computation of Donaldson invariants in [114]. This problem is intimately
related to the simple type condition on four-manifolds. The analysis in the Ka¨hler case
presented in the previous Chapter suggests that the simple type condition in this case is
given by (7.4.92). As in Donaldson theory, it follows that, if the polynomial invariants
defined for SU(2) monopoles verify a priori this condition, then the analysis in terms
of the N = 2 theory implies that there will be no contribution from higher dimensional
operators.
We can now evaluate the correlator (2.4.84) in terms of a path integral in the low-
energy twisted theory. This includes, of course, a sum over the topological classes of
dual line bundles L. If we assume no contribution from higher dimensional operators,
the expansion of the observables of the original N = 2 theory only includes c-numbers
and, possibly, contact terms for the operators I(Σ) giving the intersection form of the
manifold, as in (7.4.73). The appearance of these terms is more clear from the N = 1
point of view, and, as we mentioned in the previous Chapter, they are related to gluino
condensation. From the N = 2 point of view their presence is not obvious from the above
expansions, but, as we will see in the next section, we get a clear picture of the cosmic
string theory vacua. As the operators are now c-numbers, the computation of the path
integral of the low-energy, effective theory, just gives the partition funcion of the theory
for each line bundle L. This is just the Seiberg-Witten invariant nx, with x = −2c1(L)
verifying (8.2.9) in order to have a zero-dimensional moduli space. We then obtain, for
the first singularity:
Cexp(γv2 + µ〈O〉)∑
x
nxe
〈V 〉v·x, (8.2.16)
we have included the universal constants which also appear in (7.4.89). The sum is over
all the basic classes. The constant C appears in the comparison of the macroscopic
and microscopic path integrals, after fixing the respective normalizations. Some steps to
determine it have been given in [115]. Now, to get the contributions from the other two
vacua we can use the U(1)R symmetry given in (7.2.12) and (7.2.13). The resulting Z6
anomaly-free discrete subgroup is given in (7.2.14). Notice that if we use the Z6 symmetry,
the transformation of the order parameter u is u → e− 4pii3 u. This is still a Z3 symmetry
of the u-plane which goes through all the singularities, and we won’t need to implement
the additional symmetry (7.2.19).
At this point the computation becomes very similar to the one we did for the N = 1
theory. First we must take into account the gravitational contribution of the anomaly
and the geometrical character of the fields after twisting. The fields λ1, λ2, λ
1
and λ
2
give
now the whole ASD complex and the anomaly is the square of (7.4.76). For the matter
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fermions the anomaly is given by 2πi
3
index D. The total contribution is:
e
pii
3
{8k− 3
2
(χ+σ)}−pii
3
(2k+σ
2
) = e−
piiσ
6 . (8.2.17)
This is the anomaly we obtained for the third N = 1 vacuum, for it is the square of
(7.4.79). We see that, as happens in the pure N = 2 Yang-Mills theory [113], the U(1)R
symmetries of the N = 1 and the N = 2 theory, which are certainly different, work in
such a way that after twisting one obtains the same contribution for the gravitational
part of the anomaly.
To implement the symmetry under consideration in the observables we need the action
of the generator of (7.2.14), call it α again, on them. One obtains:
αOα−1 = −epii3 O, αI(Σ)α−1 = e 2pii3 I(Σ). (8.2.18)
Now we can apply these transformations to (8.2.16), as we did in the Ka¨hler case, to
obtain:
〈exp(∑
a
αaI(Σa) + µO)〉 = C
(
exp(γv2 + µ〈O〉)∑
x
nxexp(〈V 〉v · x)
+e−
pii
6
σexp
(
− e−pii3 (γv2 + µ〈O〉)
)∑
x
nxexp(e
− 2pii
3 〈V 〉v · x)
+e−
pii
3
σexp
(
− epii3 (γv2 + µ〈O〉)
)∑
x
nxexp(e
− 4pii
3 〈V 〉v · x)
)
. (8.2.19)
This is our final expression for the polynomial invariants associated to SU(2) monopoles
on a Spin manifold X with b+2 > 1. This implies that the polynomial invariants associated
to SU(2) monopoles can be expressed in terms of Seiberg-Witten invariants. Notice that
the condition to have a non-trivial polynomial invariant for SU(2) monopoles is that ∆,
defined in (6.1.18), should be an integer, and this is the same condition to have non-trivial
Seiberg-Witten and Donaldson invariants.
8.3 The Ka¨hler case revisited
Although the N = 2 and the N = 1 points of view are rather complementary, the former
is, in some ways, more fundamental, and in this section we want to reobtain the results
for Ka¨hler manifolds starting from the N = 2 low-energy effective theory.
The perturbation of the N = 2 theory by a mass term for the N = 1 chiral superfield
Φ is obtained by adding a superpotential W = mTrΦ2. As shown in [95, 96], the operator
TrΦ2 can be represented in the low energy theory by a chiral superfield U , whose first
component is the gauge-invariant parameter for the quantum moduli space u. Near the
point where the monopole becomes massless, the total superpotential of the effective
theory is the sum of the N = 2 superpotential in (6.2.23) and the effective superpotential
coming from the N = 1 perturbation, Weff = mU :
WM =
√
2ADMM˜ +mU. (8.3.20)
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The superfields M and M˜ are the N = 1 chiral multiplets which represent the monopole
N = 2 hypermultiplet in the abelian case, and they have opposite charges. We are
interested in the vacuum structure of this N = 1 theory. The vacua of the N = 1 theory
are given by the critical points of the superpotential, up to complexified U(1) gauge
transformations (this is equivalent to set the D terms to zero and divide by U(1)). The
only points in the quantum moduli space of vacua of the N = 2 theory which give rise
to N = 1 vacua are precisely the singularities where extra particles become massless.
Consider for example the monopole point, described by (8.3.20). The equations for the
critical points are:
∂W
∂AD
=
√
2MM˜ +m
du
daD
= 0,
∂W
∂M
= aDM˜ = 0,
∂W
∂M˜
= aDM = 0. (8.3.21)
The last two equations give aD = 0, and fix the vacuum at the monopole singularity, while
the first one implies that the monopoles get a VEV. The same analysis can be done near
each singularity, and therefore there is one N = 1 vacuum at each singularity. Hence, for
the Nf = 1 theory, the perturbed theory has three vacua related by the Z3 symmetry of
the u-plane. The pattern of chiral symmetry breaking can be obtained taking into account
that the vacua are labeled by the gauge-invariant parameter u = TrB2, and the unbroken
symmetry is then B → −B. The pattern (7.2.46) is thus recovered. In these vacua, the
magnetic Higgs mechanism gives a mass gap and confinement of electric charge. Hence
we rederive all the results in Chapter 5, section 2, and check the confining character of
the theory.
In the twisted topological theory on a Ka¨hler manifold with b+2 > 1, the mass pertur-
bation is done with a (2, 0) form η (we change notation to distinguish it from the Ka¨hler
form ω). We will now see that the mass term gives, in the low-energy effective theory, the
perturbed Seiberg-Witten monopole equations on Ka¨hler manifolds of [114]. To do this,
we compute the bosonic part of the twisted effective theory once the superpotential Weff
has been added. If we consider the expansion (8.2.12) in terms of superfields, we get the
additional terms in the Lagrangian:
du
daD
ηAD
∣∣∣
θ2
+ h.c. = η
du
daD
D22 + η
du
daD
D11, (8.3.22)
where D11, D22 are the auxiliary real fields in the chiral multiplet AD. Now we take into
account the decomposition of the monopole fields in (7.3.52), which is just the decompo-
sition we used to study the non-abelian monopole equations in Chapter 4, section 3. The
bosonic part involving the auxiliary Dij in the original N = 2 abelian theory is:
1
2
D212 +D11D22 +
(
|M1|2 − |M2|2
)
D12
+i
√
2M
1
D11M2 − i
√
2M
2
D22M1. (8.3.23)
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Denoting the monopole fields as in (5.3.32), M1 = α, M2 = iβ, and integrating out the
auxiliary field Dij , the last term in the bosonic part of the topological action (5.2.28) is
no longer |M |4/2, as we computed in (5.2.30), but
1
2
(
|α|2 − |β|2
)2
+ 2
∣∣∣αβ − 1√
2
du
daD
η
∣∣∣2. (8.3.24)
As du/daD 6= 0 at the monopole singularity (this is again the key point), we can reabsorb
the factor 1√
2
du
daD
in η. Now we assume that the first Chern class of L is of type (1, 1).
This just means that the original monopole equations have a solution (recall that we are
perturbing the original theory). Therefore, we have that∫
X
F 2,0 ∧ η =
∫
X
F 0,2 ∧ η = 0. (8.3.25)
Taking into account (8.3.24) and (8.3.25), we see that the bosonic terms in the action
involving the field F can be written as:
2|F 2,0 − αβ + η|2 + 2|f − 1
2
(|α|2 − |β|2)|2. (8.3.26)
We used the decomposition (A.3.63) in the Appendix as well as (A.3.65). We then obtain
the perturbed Seiberg-Witten equations for the Ka¨hler case [114]:
F 2,0 = αβ − η,
Fω =
ω
2
(
|α|2 − |β|2
)
,
F 0,2 = αβ − η. (8.3.27)
This is the most adequate perturbation to compute the Seiberg-Witten invariants in the
Ka¨hler case. Recall from our general discussion in Chapter 1 that Ka¨hler metrics are
not generic, and therefore one must either compute the Euler class of the cokernel of the
obstruction cohomology, or to perturb the equations in an appropriate way. The N = 1
mass term clearly suggests (8.3.27). Using now these equations it is easy to show that,
when X is Ka¨hler and its canonical divisor is of the form (7.4.83) with disjoint Cy, the
Seiberg-Witten invariants give the pattern of vacuum bifurcation of the cosmic string,
and one recovers (7.4.89) from (8.2.19). Indeed, in such a situation the basic classes are
given by [114]:
x(ρ1,···,ρn) =
∑
y
ρy[Cy], (8.3.28)
and each ρy = ±1. The corresponding nx are:
nx =
∏
y
tsyy , (8.3.29)
where sy = (1− ρy)/2 and the ty are given in (7.4.86). A simple computation leads to,∑
x
nxexp(〈V 〉v · x) =
∑
ρy
∏
y
tsyy exp(
∑
y
〈V 〉ρyφy) =
∏
y
(
exp(〈V 〉φy) + tyexp(−〈V 〉φy)
)
,
(8.3.30)
which shows that in this case (8.2.19) becomes (7.4.89). Using also (8.3.27) one can show
that invariants associated with moduli spaces of higher dimension vanish, and therefore,
even if higher order terms appear, they don’t give contributions in the Ka¨hler case.
Chapter 9
Conclusions and outlook
Some of the results presented in this work are the following:
1) We have obtained equivariant extensions of the Thom form with respect to a vec-
tor field action, in the framework of the Mathai-Quillen formalism, and we have shown
that this equivariant extension corresponds to the topological action of twisted N = 2
supersymmetric theories with a central charge. The formalism we have introduced gives a
unified framework to understand the topological structure of this kind of models in terms
of equivariant cohomology with respect to a vector field action. We also have analyzed in
detail two explicit realizations of this formalism: topological sigma models with a Killing,
almost complex action on an almost Hermitian target space, and topological Yang-Mills
theory coupled to twisted massive hypermultiplets.
2) We have presented the non-abelian generalization of the Seiberg-Witten monopole
equations, as well as the Topological Quantum Field Theory associated to this moduli
problem. These equations lead to the study of a new moduli problem which is a general-
ization of Donaldson theory. We have performed a first analysis of the space of solutions
and it has been argued that they constitute an enlarged moduli space.
3) We have computed the polynomial invariants associated to the moduli space of
SU(2) monopoles on four-dimensional Spin manifolds, with the monopole fields in the
fundamental representation of the gauge group. Our computation is based on the exact
results about the quantum moduli space of vacua of the corresponding N = 2 and N = 1
supersymmetric theories. The resulting expressions (8.2.19) and (7.4.89) can be written
in terms of Seiberg-Witten invariants, and therefore the first conclusion of our analysis
is that these invariants underlie not only Donaldson theory, but also the generalization
of this theory presented here. The picture which emerges from our computation is that
non-perturbative methods in supersymmetric gauge theories are not only an extremely
powerfool tool to obtain topological invariants, but also to relate very different moduli
problems in four-dimensional geometry: it seems that different four-dimensional moduli
problems can be in the same “universality class” when considered from the point of view
of the underlying supersymmetric theories. Therefore, using non-perturbative results in
the physical theories, one should be able to identify truly basic topological invariants
characterizing a whole family of moduli problems. According to our results, the SU(2)
Donaldson invariants and the SU(2) monopole invariants are both in the same class,
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which is associated to the Seiberg-Witten invariants (as the topological information that
both give is encoded in the basic classes of the manifold).
The results presented here can be extended in many different directions. Perhaps the
most interesting extension of the construction in Chapter 3 is to implement the localization
theorems of equivariant cohomology in this framework. It has been shown in [14, 19]
that the integral of a closed equivariant differential form can be always restricted to
the fixed points of the corresponding U(1) or vector field action. This can be used to
relate, for instance, characteristic numbers to quantities associated to this fixed-point
locus. The topological invariants associated to topological sigma models and non-abelian
monopoles on four-manifolds can be understood as integrals of differential forms on the
corresponding moduli spaces. In the first case we get the Gromov invariants, and in the
second case a generalization of the Donaldson invariants for four-manifolds. If we consider
the equivariant extension of these models, we could compute the topological invariants
in terms of adequate restrictions of the equivariant integration to the fixed-point locus of
the corresponding abelian symmetry. In fact, it has been argued in [90] that localization
techniques can provide an explicit link between the Donaldson and the Seiberg-Witten
invariants, because their moduli spaces are precisely the fixed points of the abelian U(1)
symmetry considered in (6.3.42), acting on the moduli space of SU(2) monopoles. Perhaps
the techniques of equivariant integration, applied to the equivariant differential forms
considered in this work, can give an explicit proof of this link. However, a key point when
one tries to apply localization techniques is the compactness of the moduli spaces. The
vector field action can have fixed points on the compactification divisors which give crucial
contributions to the equivariant integration. This situation arises in both the topological
sigma model and the non-abelian monopoles on four manifolds. It can be easily seen
that, without taking into account the compactification of the moduli space, one doesn’t
obtain sensible results for the quantum cohomology rings or the polynomial invariants
of four-dimensional manifolds. However, we have seen that the equivariant extension of
the non-abelian monopole theory corresponds to the twisted N = 2 Yang-Mills theory
coupled to massive hypermultiplets. It would be very interesting to use the exact solution
of the physical theory given in [96] to obtain the topological correlation functions of the
twisted theory. It seems that the duality structure of N = 2 and N = 4 gauge theories
“knows” about the compactification of the moduli space of their twisted counterparts,
and therefore the physical approach would shed new light on the localization problem.
Another interesting question is the possible relation with string theory. Harvey and
Strominger have shown [54] that Donaldson theory appears naturally in a certain com-
pactification of the heterotic string. Perhaps the improved knowledge of duality in string
theory can give a stringy version of the relation between Donaldson and Seiberg-Witten
invariants. This string theory framework can be also useful to understand from another
point of view the relation between the Seiberg-Witten and the Gromov invariants discov-
ered by Taubes [98].
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Appendix A
Spinors in four dimensions
We review in this appendix some facts about Spin and Spinc-structures in four dimensions,
and we fix our notations. In section 1 we present some algebraic results from the theory
of Clifford algebras. In section 2 we recall the basics of Spin structures, Dirac operators
and Weitzenbo¨ck formulae. In section 3 we briefly consider Spinc-structures. Adequate
references are [78, 84, 41]. The spinor notation is based on [73].
A.1 Spinor algebra in four dimensions
We will consider only Euclidean spaces. The real Clifford algebra in four dimensions Cl4
is isomorphic to the 2 × 2 quaternionic matrices, denoted by H(2). The complexified
Clifford algebra Cl4 is then isomorphic to C(4). The only irreducible representations of
these algebras are H2 and C4, respectively. Recall that Clifford algebras are Z2 graded,
and they decompose as Cl0n ⊕ Cl1n (also in the complex case). From the isomorphism
Cl0n ≃ Cln−1, and Cl3 ≃ H ⊕ H, Cl3 ≃ C2 ⊕ C2, we see that the real and complex
representation of Spin4 split into two irreducible representations. It is easy to see from
the above isomorphisms that
Spin4 ≃ SU(2)L × SU(2)R, (A.1.1)
i.e. the complex representation of Spin4 is given by two copies of SU(2) acting on C
2.
These are the positive and negative chirality representations, which can be distinguished
by the action of the complex volume element in Cl4:
ωC = −e0e1e2e3. (A.1.2)
This corresponds, under the complex representation of the Clifford algebra, to the usual
γ5 matrix in Field Theory. We will denote the two-dimensional complex vector spaces
associated to these representations as S+, S−. The total representation space for Cl4 is
then S = S+ ⊕ S−. From the isomorphisms above we deduce that:
Cl4 ≃ EndC(S), (A.1.3)
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and this isomorphism holds for all even-dimensional complexified Clifford algebras, as well
as the above facts on their representations.
An important fact to relate spinors and differential forms is the algebraic isomorphism
Cln ≃ Ω∗(Rn), as vector spaces. An explicit correspondence is constructed from the map
f : ⊗rRn → Cln given by [78]:
f(v1, · · · , vr) = 1
r!
∑
σ
sign(σ)vσ(1) · · · vσ(r). (A.1.4)
which obviously descends to a map fˆ : ΩrRn → Cln. As R4 = Λ1R4, the representation
of the Clifford algebra Cl4 in HomC(S) gives a map [41]:
γ : R4 −→ HomC(S), (A.1.5)
and the image of this map is contained in Hom(S+, S−)⊕Hom(S−, S+). This is because,
as a vector subspace of Cl4, R
4 ⊂ Cl14 and S is a graded Z2 module. We then have a
map σ : R4 → Hom(S+, S−), and we can give an explicit representation in terms of the
matrices
σ(e0) = 12×2, σ(ea) = iτa, a = 1, 2, 3, (A.1.6)
where τa are the Pauli matrices. The matrices σ
∗(ei) are the adjoint matrices to (A.1.6),
σ∗(e0) = 12×2, σ∗ea = −iτa, a = 1, 2, 3. For (A.1.5) we have:
γ(ei) =
(
0 −σ∗(ei)
σ(ei) 0
)
, i = 0, · · · , 3. (A.1.7)
It is easy to see that the matrices γ(ei) verify in fact the Clifford algebra
γ(ei)γ(ej) + γ(ej)γ(ei) = −2δij , (A.1.8)
which in terms of the σ matrices reads:
σ∗(ei)σ(ej) + σ∗(ej)σ(ei) = 2δij . (A.1.9)
In this representation, the volume element (A.1.2) is given by:
ωC =
(
1 0
0 −1
)
, (A.1.10)
which is the usual (euclidean) γ5 matrix in a Weyl or chiral representation. From this
representation of the Clifford algebra we can construct the representation of Ω∗(R4) in
EndC(S), using (A.1.4). For the two-forms, the map is given by:
ei ∧ ej −→
( −σ∗(ei)σ(ej) 0
0 −σ(ei)σ∗(ej)
)
. (A.1.11)
If we decompose Ω2(R4) into SD and ASD forms, we can check that (A.1.11) gives an
isomorphism
ρ : Λ+(Rn) −→ su(S+), (A.1.12)
A.1. SPINOR ALGEBRA IN FOUR DIMENSIONS 133
where su(S+) denotes an algebra isomorphic to the Lie algebra of SU(2), and consisting
of skew-adjoint, trace-free endomorphisms of S+ (with the structure given in (2.2.12)).
Explicitly, we have:
ρ(e0 ∧ e1 + e2 ∧ e3) =
(
0 −2i
−2i 0
)
, ρ(e0 ∧ e3 + e1 ∧ e2) =
( −2i 0
0 2i
)
,
ρ(e0 ∧ e2 + e3 ∧ e1) =
(
0 −2
2 0
)
. (A.1.13)
If we consider the representation of the complexified Clifford algebra Cl4 (and therefore
of the complexified exterior algebra), we get the isomorphisms
Ω1C ≃ HomC(S+, S−), Ω2,+C ≃ End0(S+), (A.1.14)
where End0(S
+) denotes the complex, trace-free endomorphisms of S+. These isomor-
phisms are specializations of the isomorphism (A.1.3) and can be established without
using an specific matrix representation.
Now we will introduce a notation more familiar in Physics. This will just be a
component notation for some of the basic structures introduced above. An element
Ψ ∈ S = S+ ⊕ S− will be denoted by a column vector of the form
Ψ =
(
Mα
N α˙
)
, (A.1.15)
where α, α˙ = 1, 2. Undotted indices correspond to elements in the positive chirality
bundle S+, while dotted indices correspons to elements in S−. An important point is that
S± have a complex symplectic structure, which can be implemented by the τ2 matrix.
Following the conventions in [48] we define the C matrices:
Cαβ = (τ2)αβ , Cα˙β˙ = (τ2)α˙β˙, (A.1.16)
and their inverses:
Cαβ = −(τ2)αβ , C α˙β˙ = −(τ2)α˙β˙ , (A.1.17)
so that,
CαβCγβ = δ
α
γ , C
α˙β˙Cγ˙β˙ = δ
α˙
γ˙ . (A.1.18)
The symplectic structure provides isomorphisms:
C+ : S+ −→ (S+)∗
Mα 7→ Mα = CαβMβ, (A.1.19)
and
C− : S− −→ (S−)∗
N α˙ 7→ Nα˙ = N β˙Cα˙β˙ . (A.1.20)
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With the above conventions, an element A ∈ EndC(S+) has the index structure Aαβ.
With the induced isomorphism EndC(S
+) ≃ HomC((S+)∗, S+) we obtain a map with
indices Aαβ = Aα
δCβδ. It is easy to check that the trace-free endomorphisms become
symmetric tensors.
We can give now explicit expressions for the spinor representation of the self-dual
forms, and define the projector p+. This simply follows from (A.1.11) and (A.1.12). We
then have:
Fα
β = (p+(F ))α
β = −1
2
(σ∗(ei))αα˙(σ(ej))α˙βFij. (A.1.21)
It is most usual to consider, instead of (A.1.21), the corresponding symmetric tensor
induced by the symplectic structure. If we lower the indices of σ(ei) we get:
(σ(ei))ββ˙ = Cβα(σ(ei)
⊤)αα˙Cα˙β˙ = (σ
∗(ei))ββ˙, (A.1.22)
where we used the fact that:
τ2τ
⊤
a τ2 = −τa, a = 1, 2, 3. (A.1.23)
Finally we obtain:
Fαβ = −1
2
C α˙β˙(σ∗(ei))αα˙(σ∗(ej))ββ˙Fij . (A.1.24)
The matrices Fα
β and Fαβ read:
Fα
β =
( −i(F03 + F12) −F02 − F31 − i(F01 + F23)
F02 + F31 − i(F01 + F23) i(F03 + F12)
)
,
Fαβ =
(
i(F02 + F31)− F01 − F23 F03 + F12
F03 + F12 F01 + F23 + i(F02 + F31)
)
(A.1.25)
We introduce now metrics on the vector spaces S± and on the space of trace-free,
skew-adjoint endomorphisms of S+. Given an element of S+, Mα = (a, b), we define
M
α
= (a∗, b∗). In a similar way, given an element of S−, N α˙ = (a, b), we define N α˙ =
(a∗, b∗). A Riemannian metric on S+ ≃ R4 is given by:
〈M,N〉+ = 1
2
(M
α
Nα +N
α
Mα), (A.1.26)
and a similar expression gives a Riemannian metric on S−. Together they define a Rie-
mannian metric on S. We also define:
Mα =M
β
Cαβ, N
α˙
= N β˙C
β˙α˙, (A.1.27)
in such a way that MαM
α = M
α
Mα, N
α˙
Nα˙ = N α˙N
α˙. Notice that, with respect to this
metric on S, the following property holds:
〈Ψ, γ(ei)Φ〉+ 〈γ(ei)Ψ,Φ〉 = 0, Ψ,Φ ∈ S (A.1.28)
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This is a requirement to have a Dirac bundle [78], and guarantees that the Dirac operator
is formally self-adjoint.
We can also define a Riemannian metric for the matrices in su(2), using (2.2.13):
〈A,B〉 = −1
2
Tr(AB)
= −1
2
Aα
βBβ
α = −1
2
AαβBαβ, A,B ∈ su(2). (A.1.29)
A.2 Spin-structures on four-manifolds
The Spinn group is a double covering of the orthonormal group SO(n), and we have an
exact short sequence
0 −→ Z2 −→ Spinn ξ0−→ SO(n) −→ 1. (A.2.30)
If E is an oriented, Riemannian vector bundle of rank n on a manifold M , a natural
question is wether one can lift the principal SO(n)-bundle associated to E, PSO(E), to
a Spinn-bundle PSp(E), providing in this way a bundle realization of the covering in
(A.2.30). This lifting of bundles is a double covering
ξ : PSp(E) −→ PSO(E) (A.2.31)
such that ξ(pg) = ξ(p)ξ0(g), where p ∈ PSp(E), g ∈ Spinn. If this can be done, we say that
E is endowed with a Spin structure. Locally, Spin structures can always be found, but
globally there are topological obstructions encoded in the second Stiefel-Whitney class
of E, w2(E) ∈ H2(M ;Z2). If M is Riemannian and oriented, we say that M admits a
Spin structure if TM does, and M is called a Spin manifold. The necessary and sufficent
condition for M to be Spin is then w2(M) = 0.
If Rn is endowed with the euclidean quadratic form, the universal property of Clifford
algebras allows us to define a representation of SO(n) in Cln, denoted by cln. If E is a
real vector bundle of rank n as before, there is a bundle associated to the representation
cln and called the Clifford bundle of E:
Cl(E) = PSO(E)×cln Cln. (A.2.32)
This bundle can be always defined. If M is Riemannian and oriented, the Clifford bundle
of M is Cl(M) = Cl(TM). To define a spinor bundle of E we need a Spin structure on
E. Let then S be a Clifford module for Cln, and consider the representation ρSpn given
by restricting Clifford multiplication to Spinn. A real spinor bundle of E is the associated
vector bundle
S(E) = PSp(E)×ρSpn S. (A.2.33)
Similarly, one can define complex spinor bundles considering a complex left module for
Cln. Notice that S(E) is a left bundle module for Cl(E).
Given a connection on E, or equivalently, a connection on PSO(E), we can use the
covering map (A.2.31) to lift it to PSp(E). Using now the representation ρSpn we get a
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connection on the spinor bundle associated to it. In particular, if M is a Riemannian
manifold and S a spinor bundle over M , it inherits a canonical Riemannian connection
from the one on M . The local expression for the covariant derivative associated to a
connection on S(E) can be written considering the explicit realization of the isomorphism
son ≃ spinn. Namely, let {σα}α=1,···,N be a local section of S(E), induced by a local
section of PSO(E) {ei}i=1,···,n with associated connection matrix ωij. N denotes the rank
of S(E). A local expression for the covariant derivative is given by:
∇σα = 1
2
∑
i<j
ωjieiej · σα, (A.2.34)
where the dot denotes Clifford multiplication.
We will define now the Dirac operator. Let M be a Riemannian manifold with Clif-
ford bundle Cl(M), and let S be a bundle of left modules over Cl(M), endowed with a
Riemannian metric and connection. The Dirac operator is defined on a section σ of S as
follows:
Dσ =
n∑
i=1
ei · ∇ejσ, (A.2.35)
where {ei}i=1,···n is an orthonormal local section of TM . An important case of this con-
struction occurs when S has in addition two properties:
1) Clifford multiplication by unit vectors is orthonormal with respect to the Rieman-
nian metric on S:
〈eσ1, eσ2〉 = 〈σ1, σ2〉, (A.2.36)
where e is a unit vector in TxM , σ1, σ2 ∈ Sx.
2) The covariant derivative must be a module derivation with respect to the Rieman-
nian connection in Cl(M):
∇(φ · σ) = (∇φ) · σ + φ · (∇σ), (A.2.37)
φ ∈ Γ(Cl(M)), σ ∈ Γ(S).
If S has these properties, it is called a Dirac bundle. It is not difficult to check that
the Dirac operator on any Dirac bundle is formally self-adjoint. Spinor bundles on Spin
manifolds are the most important examples of Dirac bundles, with the Riemannian metric
they inherit from the inner product on the vector space S.
In the case of a Spin four-manifold, we can give explicit, local expressions for the
covariant derivative and the Dirac operator. Let Mα be local coordinates for a section
of the positive-chirality spinor bundle S+. Using the map in (A.1.11), we have for the
covariant derivative:
DµMα = ∂µM
i
α −
1
2
∑
i<j
ωijµ (σ
∗(ei)σ(ej))αβMβ . (A.2.38)
The structure group of the complex bundle S+ is SU(2)L, and we can write the Spin
connection as an SU(2) gauge field using the expressions (A.1.13). Then (A.2.38) reads
DµMα = ∂µMα − i
3∑
a=1
ωaµ(σa)α
βMβ, (A.2.39)
A.2. SPIN-STRUCTURES ON FOUR-MANIFOLDS 137
where ωaµ, a = 1, 2, 3 are the components the SU(2)L Spin connection on X.
As S = S+ ⊕ S− is a Z2-graded module for the action of Cl4, the Dirac operator can
be split in two pieces. One of them is a map Γ(S+)→ Γ(S−), and is given by:
Dα˙α = (σµ)α˙αDµ, (A.2.40)
where σµ = eµi σ(ei) and e
µ
i is the vierbein, i.e. the components of the orthonormal basis
ei with respect to the usual coordinate basis. The other piece of the Dirac operator is a
map Γ(S−)→ Γ(S+), and is the formal adjoint of (A.2.40) with respect to the metric in
(A.1.26):
D†αα˙ = −(σ¯µ)αα˙Dµ (A.2.41)
where the covariant derivative acting on the negative-chirality spinors is given by a expres-
sion similar to (A.2.38) but with the matrices −σ(ei)σ∗(ej), as it is clear from (A.1.11).
The matrices σ¯µ are given by σ¯µ = eµi σ
∗(ei). The total Dirac operator is formally self-
adjoint. Notice that, according to (A.1.22), one has:
D†αα˙ = −Dαα˙. (A.2.42)
It is clear that we can “twist” a Dirac bundle with any riemannian bundle E with
connection and get again another Dirac bundle S ⊗E. This bundle is naturally endowed
with the tensor product connection, and this gives a twisted Dirac operator DE. If S is
a spinor bundle on a Riemannian manifold M , endowed with its canonical Riemannian
connection, and E is a bundle with a connection, the square of the Dirac operator on
S⊗E verifies an important identity kwnown as the Weitzenbo¨ck formula. First define an
endomorphism of S ⊗ E by the local expression
RE =
1
2
∑
ij
FEij eiej, (A.2.43)
where FE is the curvature of the connection on E and eiej acts by Clifford multiplication
on S. The Weitzenbo¨ck formula states that:
D2E = ∇∗∇ +
1
4
R +RE. (A.2.44)
In this expression,∇∗∇ is the usual connection laplacian of S ⊗ E, and R is the scalar
curvature of M . On a four-dimensional Spin manifold, the square of DE on S
+ ⊗ E
involves in an interesting way the self-dual part of the curvature. This is because the
image of the map in (A.1.11), when restricted to positive-chirality spinors, keeps only the
self-dual part of the differential form one starts from. In this way we get:
D†αα˙D
α˙β = (∇∗∇+ 1
4
R)δα
β + iFEα
β. (A.2.45)
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A.3 Spinc-structures
Spin structures are difficult to find because of the topological obstruction associated to
the second Stiefel-Whitney class, and for this reason one can not define spinor bundles
on arbitrary four-manifolds. However, one would like to find a more general framework
in order to be able to define generalized spinors in an appropriate way. This is the
main achievement of Spinc-structures, which in fact can be defined on an arbitrary four-
manifold. Spinc-structures also arise in a natural way under duality transformations in
the twisted version of the Seiberg-Witten effective action [115], and have a key roˆle to
define generalized moduli spaces. We will present here some basic facts concerning them.
The first ingredient is purely algebraic. Consider a complex spinor representation of
dimension N , given by a map
∆C : Spinn −→ U(N), (A.3.46)
and consider also the inclusion map of the center U(1) of U(N),
z : U(1) −→ U(N). (A.3.47)
We can form the map:
∆C × z : Spinn × U(1) −→ U(N), (A.3.48)
whose kernel is Z2 = {(1, 1), (−1,−1)}. The quotient of the domain by this kernel is by
definition the group Spincn:
Spincn =
Spinn × U(1)
Z2
. (A.3.49)
There is a natural isomorphism Spincn ≃ Spinn ⊗ U(1) and this gives a natural inclusion
Spincn ⊂ Cln. From the definitions above we obtain the short exact sequence:
1 −→ Z2 i−→ Spincn ξ−→ SO(n)× U(1) −→ 1, (A.3.50)
where Z2 = {[(1, 1)], [(−1, 1)]}, i is the inclusion and ξ is given by:
ξ[(v, eiθ)] = (ξ0(v), e
2iθ). (A.3.51)
ξ0 is of course the covering map in (A.2.30). Obviously, complex spinor representations
extend to Spincn representations, and for even dimensions these representations also split
in two. It is easy to check with the above definitions, and using the basic isomorphism
Spin4 ≃ SU(2)×SU(2), that Spinc4 is isomorphic to the subgroup of U(2)×U(2) consisiting
of pairs of matrices with the same determinant.
We would like now to construct Spinc-bundles on manifolds, i.e., to find a bundle
version of the covering in (A.3.50). Notice that in this case we need an auxiliary geometric
structure, due to the U(1) factor in the last term of (A.3.50). Namely, let PSO be a
principal SO(n) bundle over a manifold M . A Spinc−structure on PSO consists of a
principal U(1)-bundle PU(1), a Spin
c
n-bundle PSpc and a map
Ξ : PSpc −→ PSO × PU(1) (A.3.52)
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such that Ξ(pg) = Ξ(p)ξ(g), where p ∈ PSpc , g ∈ Spincn and ξ is the map in (A.3.51).
The first Chern class of PU(1), c ∈ H2(X,Z), is called the canonical class of the Spinc-
structure, and the complex line bundle associated to PU(1) is called its determinant line
bundle. A standard obstruction analysis shows that PSO admits a Spin
c-structure if
its second Stiefel-Whitney class w2(P ) is the mod 2 reduction of any integral class in
H2(M,Z), which is then associated to the determinant line bundle of the Spinc structure.
An oriented, Riemannian manifold with a Spinc-structure on the bundle of orthonormal
frames is called a Spinc-manifold.
An important example of bundles admitting a Spinc-structure are complex vector
bundles. To see this, notice first that, from the theory of characteristic classes, w2(E) =
c1(E) mod 2. The Spin
c-structure in this case is canonical: if we endow E with a
Hermitian metric, there is a U(n) principal bundle of unitary frames, denoted by PU(n)(E).
There is also a natural morphism:
U(n) −→ SO(2n)× U(1)
g 7→ (i(g), det g), (A.3.53)
where i : U(n) → SO(2n) is the natural inclusion. This map can be lifted to a map
j : U(n)→ Spinc2n, and this allows one to construct an associated bundle
PSpc = PU(n)(E)×j Spinc2n, (A.3.54)
and the determinant line bundle of this Spinc-structure is given by Λn(E) (the transition
functions are the determinant of the transition functions of E, according to (A.3.53)). In
particular, any almost complex manifold has a canonical Spinc-structure.
Just like in the Spin case, we can construct associated vector bundles starting from
complex representations of the Clifford group. Let M be a Spinc-bundle of dimension n.
Let V be a complex Cln-module. As Spin
c ⊂ Cln ⊗ C, we have a representation ∆ of
Spinc in the group of complex automorphisms of V . We can construct:
S = PSpc ×∆ V. (A.3.55)
This vector bundle is called a complex spinor bundle. In the case of n even, we have,
as in the Spin case, a fundamental spinor bundle associated to the unique irreducible
complex representation of the complexified Clifford group. It also splits into a direct sum,
S = S+ ⊕ S−, and we can also define positive and negative chirality spinors, as sections
of S+ and S−, respectively.
A very useful way to approach Spinc-structures is in terms of the construction of
complex spinor bundles. Suppose that the second Stiefel-Whitney cohomology class of a
manifold M , w2(M) ∈ H2(M ;Z2), is the mod 2 reduction of an integral class [w]. Let
L be the line bundle corresponding to [w], i.e, [c1(L)] = [w]. In general, the square root
of the line bundle L does not exist, and the topological obstruction to define it globally
is precisely w2(M). In the same way, the spinor bundle constructed in terms of a Spin-
structure and an irreducible complex representation of Cln is not globally defined if the
manifold is not Spin. However, a standard obstruction analysis in Cˇech cohomology shows
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that, although L1/2 and the spinor bundle S(M) are not globally defined separately, the
product bundle
SL(M) = S(M)⊗ L1/2 (A.3.56)
is well defined, and is the complex spinor bundle associated to the Spinc-structure defined
by L and to the complex representation of Cln. This expression is useful to understand the
action of the second cohomology group H2(M ;Z) on the set of Spinc-structures. Suppose
that L defines a Spinc-structure as in (A.3.56), and let Lα be the line bundle associated
to an element α ∈ H2(M ;Z). If we twist SL(M) by Lα, we get a new complex spinor
bundle
SL⊗L2α(M) = S(M)⊗
(
L1/2 ⊗ Lα
)
. (A.3.57)
Notice that, if c1(L) ≡ w2(M) mod 2, the same is obviously true for L⊗L2α. In this way
one can obtain all the different Spinc-structures on the manifold M (although not all of
them will be different).
In the case of an almost complex manifold M , the canonical complex spinor bundle
associated to the canonical Spinc-structure has a simple interpretation. From the structure
of the complex representation of the Clifford algebra [78, 84], we have the isomorphism:
SK−1(M) = Ω
∗
CTM, (A.3.58)
where the right hand side denotes the complex exterior powers of the holomorphic tangent
bundle of M . Positive chirality spinors correspond to the even powers, and negative
chirality spinors to the odd ones. The determinant line bundle of the canonical Spinc-
structure is precisely Ωn
C
TM = K−1, where K is the canonical line bundle of M . This
is the reason of the notation in (A.3.58). The other complex spinor bundles, associated
to the different Spinc-structures, are obtained by twisting this canonical spinor bundle
with some line bundles over M . If M is Spin, w2(M) = 0, or equivalently, c1(M) =
−c1(K) = 0 mod 2. This in turn implies that there must be well defined square roots of
the canonical bundle K. Using (A.3.56), together with the fact that L = K−1, we see that
the spinor bundle S associated to the square root K1/2 of an almost complex manifold, is
related to the canonical spinor bundle (A.3.58) by
S = SK−1 ⊗K1/2. (A.3.59)
Complex spinor bundles associated to a Spinc-structure can be endowed with a metric
and connection, obtaining in this way Dirac bundles. To do this, we use the representation
(A.3.56), and we consider a Hermitian metric and unitary connection on the line bundle
L. This induces a connection on L1/2. Locally, both the spinor bundle and L1/2 exist and
we can consider the tensor product connection. The connection is well defined globally.
Also, one can define a Dirac operator DL according to (A.2.35) in the previous section.
The Weitzenbo¨ck formula (A.2.44) reads in this case:
D2L = ∇∗∇+
1
4
R +
i
2
Ω, (A.3.60)
where Ω is the curvature of the connection on L, represented by a real two-form.
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In the case of a Ka¨hler manifold M , the Dirac operator for the canonical Spinc-
structure has a simple description in terms of Dolbeault operators [78, 84]. First of all,
we use the Hermitian metric to identify SK−1(M) with the exterior algebra bundle of
complex (0, p)-forms. Again, positive chirality spinors are identified with forms of even
antiholomorphic degree, and negative chirality spinors with forms of odd antiholomorphic
degree. In this case, the Dirac operator can be identified with:
√
2
(
∂ + ∂
∗)
: Ω0,even −→ Ω0,odd. (A.3.61)
From (A.3.59) follow that, if M is also Spin, then the Dirac operator is the sum of the
Dolbeault operators in (A.3.61) twisted by the bundle K1/2.
Spinc structures are associated to cohomology classes in H
2(M,Z) that are congruent
to w2(X) mod 2. In the case of four-dimensional manifolds, cohomology classes verifying
this condition are characterized by a simple property. If we denote by ( , ) the intersection
form of M , an element c ∈ H2(M,Z) is called characteristic if
(c, x) = (x, x) mod 2, (A.3.62)
for all x ∈ H2(M,Z). These are precisely the cohomology classes defining Spinc-structures.
Once such a structure is defined, we can form the complex spinor bundles associated to
the unique irreducible complex representation of Cl4. Many constructions that we defined
in the previous section for usual spinors also hold in the Spinc case. In particular, (A.1.12)
also holds with S+ the complex spinor bundle associated to a Spinc-structure onM . This
is because in this isomorphism we consider the trace-free part of the endomorphisms of
S+, and the part of the complex spinor bundle associated to the determinant line bundle
does not appear. Our final comment concerns the form of this isomorphism on a Ka¨hler
manifold M , for the canonical Spinc-structure. A real SD form on a Ka¨hler manifold has
the decomposition given in (2.3.42), and we can write it as:
F+ = fω + F 2,0 + F 0,2, (A.3.63)
where f is a real function onM and F 2,0 = F
0,2
. If we denote an element in S+ = Ω0⊕Ω0,2
as a column vector (α β)t, the trace-free, skew-adjoint endomorphism of S+ is given by
[84]:
F+ −→ 2
( −if − ∗ F 2,0∧
F 0,2∧ if
)
, (A.3.64)
where ∗ is the Hodge star operator and the ∧ denotes the wedge product with the cor-
responding complex form. Notice that this endomorphism is the same for any Spinc-
structure, and therefore it also holds for the Spin case. The norm of a self-dual form is
then given, according to (2.2.13) and (A.1.29), by:
|F+|2 = 4
(
|f |2 + |F 2,0|2
)
. (A.3.65)
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