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1. INTRODUCTION AND LITERATURE SURVEY 
Frequency domain techniques in systems theory have their origins in 
Heavyside's operational calculus (Heavyside, 1889). Such work was later 
developed by Foster and Campbell (1931), Brune (1931), Nyquist (1932), 
Black (1934), Darlington (1939) and subsequently Bode (1948). This 
interest in the frequency domain was due to its appeal to the intuition of 
the engineer. 
The dominance of frequency domain techniques was subsequently eroded from 
the late 1950s through the 1960s by the influence of the space programmes. 
The space systems being analysed were based on strong theoretical 
foundations with well-defined sets of differential equations. The analysis 
led to the development of the state-space methods which were able to cope 
with the multivariable problems and were amenable to numerical solution. 
As a result of these developments, control engineering was largely 
dominated by the state-space approach and the associated areas of LQG 
optimal control, Kaiman-Bucy filters, observability and controllability. 
Two factors led to a resurgence of interest amongst academics in the 
development of frequency domain techniques in the 1970s and 1980s. The 
first was the development of the Fast Fourier Transform (FFT) (Cooley & 
Tookey, 1965). This provided an efficient method of analysing the Fourier 
transforms of signals and allowed the development of spectral methods of 
obtaining frequency response estimates. The collection of data was greatly 
speeded up and this enabled frequency domain methods to be increasingly 
applied to on-line control problems. The second factor was that the 
developments in the time domain were never fully embraced by practicing 
engineers in traditional control environments. 
A number of important control techniques were developed as a result of this 
resurgence of interest. These included work on poles and zeros 
(Rosenbrock, 1970, Sa in and Schrader, 1989), Nyquist criteria and root loci 
approaches for multivariable feedback systems (Macfarlane & Postlethwaite, 
1977 and 1979) and significant contributions to the analysis of the 
robustness and limitations of multivariable feedback systems (Doyle et al, 
1982, Boyd and Desoer, 1985 and Freudenberg and Looze, 1988). 
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The traditional area for frequency domain methods; system design, also 
witnessed a number of new developments. These included the sequential 
return-difference method (Hayne, 1973), the inverse Nyquist array 
(Rosenbrock, 1974), the Wiener-Hopf design methods (You1a et a1, 1976), the 
characteristic-locus method (Hacfar~ane, 1980 and Hung and Hacfarlane, 
1982), quantitative feedback techniques (Horowitz, 1982) and fractional 
representation (Vidyasagar, 1985). 
Indeed, attention has also focus sed on interpreting the central time domain 
approach, LQG optimal control, in the frequency domain (Doyle and Stein, 
1981 and Stein and Athans, 1987), thus increasing its acceptability to 
practising engineers. 
The most recent development and one which has attracted enormous attention 
from researchers has been H~ optimal control theory (Francis, 1987 and 
Francis and Doyle, 1987). This technique has its foundations firmly based 
in the frequency domain. 
It is generally accepted that the time domain and frequency domain 
techniques are complimentary (Ljung and Glover, 1981). The choice of which 
route to take is very much dependant on the prior knowledge available. 
Indeed the interpretaion of a technique from one domain to another has 
become of increased interest (Unbehauen and Rao, 1987). 
The focus of this thesis is the problem of continuous-time system 
identification in the frequency domain. System identification has 
continually attracted significant attention in the literature due to its 
central position in control theory. Survey papers of available techniques 
have regularly appeared (Astrom and Eykhoff, 1971, Ljung and Glover, 1981, 
Young, 1981, Unbehauen and Rao, 1990) 
·Identification techniques in the frequency domain can be divided into two 
areas; non-parametri~ and parametric methods. Non-para~etric methods seek 
to identify the system's frequency response over a particular frequency 
range. These techniques therefore provide the raw data for the parametric 
methods which seek to fit models to the frequency response data. 
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Chapter 2 looks first at the analytical determination of the frequency 
response function and then reviews the various non-parametric methods of 
determining frequency response estimates. The analytical determination of 
the frequency response function is well-defined in many standard texts ( 
e.g. Jenkins and Watts, 1968) and this section therefore sets down a number 
of very familiar results. 
The experimental determination of the frequency response function begins 
with the simple gain/phase measurement of the output from an input sinusoid 
at a range of single frequencies (Bode, 1945). The development of this 
concept and the search for improved techniques is then traced through 
multi-frequency sine-wave testing (Schroeder, 1970, Van den Bos, 1974) to 
the spectral methods mentioned earlier. The latter are undoubtedly the 
most widely-used of the non-parametric methods deriving the frequency 
function estimate from measurements of the input spectrum and cross-
spectrum. 
The effects of finite data records and the sampling action on the accuracy 
of the estimates are also discussed. Consideration is also given to the 
various merits of the chosen input signal for spectral methods; the 
Gaussian white noise input, pseudo-random binary sequence inputs and 
frequency sweep inputs. 
The chapter concludes with a discussion of the effects of noise on 
frequency response estimates. The squared coherency function serves as a 
measure of signal-to-noise ratio and is a central feature of much of the 
analysis which follows. Finally a noise model is proposed for the 
frequency domain to enable subsequent generation of noisy data. The 
intention is that this method takes reasonable account of practical noise 
characteristics. 
The parametric methods of system identification seek to identify frequency 
response function models from frequency response data. Clearly an 
understanding of the statistical properties of frequency response data is 
therefore essential if effective models are to be identified. 
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This statistical analysis is undertaken in Chapters 3 and 4. Chapter 3 
considers a simplified statistical model for frequency response estimates. 
This is an area which appears to have received limited attention in the 
literature. However, a knowledge of this statistical model is a pre-
requisite for the development of. meaningful maximum likelihood estimates 
and confidence intervals for parameter estimates. The chapter takes many 
of the standard statistical results for frequency response estimates 
(Bendat and Piersol, 1986) and derives estimates for the mean, variance, 
co-variance and statistical distribution of those estimates under certain 
conditions. 
Chapter 4 then seeks to demonstrate the validity, in a particular case, of 
the simplified statistical model postulated in Chapter 3, via the analysis 
of experimental data. Each of the properties of the statistical model are 
analysed with encouraging results and in addition, a goodness-of-fit 
statistic is introduced which provides an overall check on the results 
obtained. 
The aim of the remaining Chapters is to apply the statistical model of the 
frequency response estimates to the parameteric identification of lumped 
systems. This is an area which has commanded considerable attention from 
researchers due to the problem's fundamental position in control 
engineering. 
The pioneering work in this field was based on graphical methods (Bode, 
1945, Dudnikov, 1959 and Chen and Philip, 1963). These all relied on 
translating graphical representations of the frequency response data into 
parametric models. However, the recurring disadvantage was a lack of 
accuracy. An alternative suggested was the continued fraction expansion 
method (Chen and Philip, 1965 and Shieh, Chen and Huang, 1971). 
A third method, and one which has seen a gradual development over the 
years, is the identification of a parameter set via the minimisation of a 
least squares error criterion. This thesis seeks to contribute to the 
development of such techniques. 
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Chapter 5 introduces the basic non-linear least squares error criterion for 
transfer function synthesis and then uses the simplified statistical model 
postulated to extend this criterion to identify maximum likelihood 
parameter estimates. An alternative non-linear criterion with a time 
domain equivalent is also introduced. The three non-linear criteria- are 
then tested on a range of systems using the Simplex optimisation method. 
The results obtained highlight the difficulty of using non-linear criterion 
for practical on-line identification and thus more efficient approximations 
to the true non-linear criterion are investigated. 
Linearised approximations to the non-linear error criterion are discussed 
in Chapter 6. The development is traced through the work of Levy (1959) to 
Sanathanan and Koerner (1963), Lawrence and Rogers (1979), Stahl (1984) and 
finally Whitfield (1986 and 1987). Thus both iterative and non-iterative 
techniques are analysed. Two further non-iterative techniques both with 
time domain equivalents are introduced. These have proved successful in 
the area of model order reduction (Whitfield and Williams, 1988) and are 
now applied to model identification. 
As for the non-linear criteria, the linear approximations are tested on a 
range of systems using both experimental and simulated data. However it is 
known that many of the established linear least squares procedures yield 
biased parameter estimates (Whitfield, 1987). Chapter 7 therefore seeks to 
quantify the bias to be found in such parameter estimates and introduce a 
reduction in such bias where possible. This amplifies the results 
published 1n Gordon and Williams (1989). 
When tackling the problem of parameter identification, researchers have in 
the past appeared satisfied with obtaining a set of point estimates which 
provide a 'reasonable fit' to the data under consideration. However, a 
comprehensive solution to the parameter identification problem requires not 
only a set of point estimates but also error bounds for the point 
estimates. In addition, the provision of a goodness-of-fit statistic lS a 
useful means of verifying the underlying statistical model. 
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Chapter 8 aims to determine confidence intervals for parameter estimates. 
A possible method of generating confidence intervals is Monte-Carlo 
simulation. However, such simulations require several hundred 
optimisations of a non-linear error 'criterion. Clearly such a process is 
very time consuming and impractical for on-line control processes. A 
method is therefore proposed which uses a linearisation of the non-linear 
error criterion and singular value decomposition to derive the required 
confidence intervals analytically. The results contained in this Chapter 
again amplify those contained in an earlier publication (Gordon and 
Williams, 1991). 
Such information on error bounds for parameter estimates is particularly 
important if models identified are to be sufficiently robust for controller 
design. It is in response to demands from control design engineers that 
much of the increased interest in this aspect of identification has been 
undertaken (Amin and Edmunds, 1988, Salgado, de Souza and Goodwin, 1990 and 
Wahlberg and Ljung, 1992). Such research has tended to concentrate on 
providing error bounds in terms of confidence regions within the Nyquist 
plot and is therefore an alternative approach to the one adopted in this 
thesis. 
The overall aim of the thesis is to further the application of frequency 
domain methods in parameter identification particularly with respect to on-
line control methods. Specifically the thesis concentrates on three 
aspects of this problem. First, a careful statistical analysis of the 
variability of frequency response estimates. Secondly, the application of 
this analysis to the assessment of errors in parameter identification of 
5150 systems via least squares methods. Thirdly, the analysis of the bias 
and convergance properties of linear least squares methods. 
It is hoped that the progress made on these three specific aspects will 
make a useful contribution to the overall aim, although it is appreciated 
that significant work is still required for that aim to be achieved. In 
particular is has regrettably not been possible to implement the results of 
this research in a practical control system. 
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2. ANALYTICAL AND EXPERIMENTAL DETERMINATION OF 
FREQUENCY RESPONSES 
FOR LUMPED PARAMETER SYSTEMS 
2.1 Analytical Techniques 
2.1.1 Introduction 
This section seeks to summarise and reinforce the principal methods by 
which one determines the frequency responses via analytical methods. 
Attention will be confined to physical systems Modeil<d. by linear, time-
invariant ordinary differential equations (ODEs). Although these comprise 
the simplest systems, it is also the case that more complex systems are 
often approximated by linear time-invariant ODEs due to the relative ease 
of solution. Of the methods available for solving such equations, Laplace 
and Fourier transforms are amongst the most powerful. They offer the 
advantage of transforming a differential equation into algebraic form which 
may be explicitly solved and then inverse transformed to the time domain to 
yield a solution. 
2.1.2 Transform Methods 
Consider the following nth - order ODE: 
(2.1 ) 
where y(i)(t) and u(i)(t} denote the ith derivative with respect to t and the 
aj and bj are constants. In this equation, y(t) may be regarded as the 
system output and u(t) as the system input. To transform this equation we 
may use either the Laplace transform defined by 
or the Fourier transform defined by 
-00 
F(w) = J>o e-jwtf(t}dt 
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(2.2) 
(2.3) 
From eqns. (2.2) and (2.3) the link between the two transforms is clearly 
seen i.e. provided both transforms exist they are related by the 
substitution s=jw and since the result is the same using either method, the 
Laplace transform is preferred in this section due to the desire to 
illustrate the link between t~e impulse response and the transfer function. 
Once the form of the solution is known, one may replace s by jw to obtain 
the frequency response. 
Thus Laplace transforming both sides of eqn. (2.1) and assumlng zero 
initial conditions one obtains the following expression: 
= 
b,s"' ...... -t b~ 
(2.4) 
The right-hand side of eqn. (2.4) is the transfer function of system (2.1), 
defined as the ratio of the Laplace transform of the system output variable 
yes) to the Laplace transform of the system input variable U(s), with all 
initial conditions chosen to be zero. 
Now if the input u(t) is an impulse, u(t)=S(t) where &(t) is the Dirac 
delta function with the following properties: 
d(t} = 0 t # 0 
'" J 6(t}dt = 1 
-..0 
the Laplace transform U(s) is unity and eqn.(2.4) reduces to 
y( s) = (2.5) 
i.e. yes), the Laplace transform of the impulse response, is equal to the 
transfer function. 
System (2.1) has a single input and a single output (SISa), but the same 
results are easily extended to the case of multi-input/multi-output (MIMO) 
systems. Here, if one applies an impulse at the ith input, one may observe 
the frequency response at the kth output and thus find a frequency response 
function of the form of eqn.(2.4) - see Fig. 2.1. 
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Fig. 2.1 
Repeating this procedure for each input/output pair for m inputs and r 
outputs will result in the determination of a frequency response function 
matrix given by 
S,,(jw) 3,,(ju) .... 9 • ..,(j'-') 
G(jw) = (2.6) 
Alternatively the jth column of this matrix is the vector of frequency 
responses to input Yi given by 
where we have used the Kronecker symbol: 
1 iF l = J (2.7) 
o L tj 
Thus one can continue to concentrate on SISO systems in the knowledge that 
the ideas developed can be extended to the MIMO case. 
SISO and MIMO systems may also be modelled by the state-space system 
representation given by the following equations: 
l> = Ni + By 
y. = Cl> 
where A, Band C are system matrices and it is assumed that no inputs feed 
directly into the outputs; once again a frequency response function is 
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easily derived as follows. Assuming zero initial conditions, the solution 
to this set of equations is (Jenkins and Watts, 1968) 
y(t) ; C eA(' ·t)Bu(t:)d So
" 
and taking the Laplace transform with respect to t of both sides of 
eqn.(2.9) yields 
(2.9) 
(2.10) 
From eqn.(2.l0) one sees the state-space representation of the transfer 
function matrix equivalent to the matrix of eqn.(2.6), and the frequency 
response function matrix is then given by 
G(jw) ; C(jwI - A)·'B (2.11) 
Thus for linear time-invariant lumped parameter systems modelled by 
equation (2.1) or (2.8), an analytical derivation of frequency responses is 
easily carried out via equation (2.4) or (2.10) respectively. 
2.2 Experimental Determination of Frequency Response Data 
2.2.1 Introduction 
A review is now undertaken of the techniques available for the experimental 
measurement of frequency response data with the methods discussed being 
applicable to both lumped and distributed parameter systems. The 
discussion is devoted to linear systems, and only a brief mention is made 
of the effects of non-linearities for each of the techniques. These 
techniques are classified according to the type of input signal employed. 
For many years, (Bode, 1945) the sole test signal used was the single 
frequency sine wave. A natural extension to this technique came with the 
use of multi-frequency input sinusoids (Van den Bos, 1974), which, whilst 
overcoming some of the problems associated with the single frequency sine 
wave, also presented their own difficulties of application. 
The range of viable test input signals and acceptable measurement 
techniques was not extended until the development of the digital computer 
and associated numerical algorithms. A major step forward came with the 
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development of the Fast Fourier Transform (FFT) algorithm (Cooley & Tukey, 
1965). This provides a computationally efficient means of analysing the 
Fourier transforms of input and output signals, and allows the advance of 
techniques built around the theory of spectral analysis. Frequency 
response estimates are based pn the cross-correlation of the spectra of the 
input and output signals used, and has been the focus for much of the 
research done over recent years in this field. 
Although the input signal used in these spectral analysis techniques lS 
theoretically the choice of the user, for reasonS highlighted in the 
following sections, it has been most common to use a Gaussian white noise 
input or as an approximation, a pseudo-random binary sequence. The large 
majority of commercial frequency response/transfer function analysers are 
based on either single frequency Slne wave testing or the spectral analysis 
method using the Gaussian white noise input. 
The one alternative input signal for use with a spectral analysis method 
has been the rapid frequency sweep sine wave which has been developed 
mainly in the field of sound and vibration with applications largely 
confined to aeronautical engineering. 
The application of each of the above techniques is now discussed and 
comments made on their relative merits and drawbacks. In addition, the 
effects of noise are analysed and a method proposed for noise simulation. 
2.2.2 Single and Multi-Frequency Sine Wave Testing 
Single Frequency Testing 
Initially, all experimental measurements of frequency response data were 
carried out by applying a simple sinusoid of known frequency to a system 
and then observing the output. In the case of stable linear systems, the 
output consists of a sinusoid with the same frequency as the input and a 
number of transients which die away. The steady-state output sinusoid, 
whilst having the same frequency, possesses both an amplitude change and a 
phase shift relative to ·the input. It is the measurement of these two 
quantities which reveals the nature of the frequency response function. 
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Thus for an input sinusoid of wo and amplitude A given by 
x(t} = A sinwot (2.12) 
one obtains the output 
yet) = B sin(wot + 0) + transients (2.13) 
where B is the amplitude of the output signal and 0 the phase shift 
relative to the input. The frequency response function G(jw) is defined as 
the ratio of the Fourier transforms of the input and output signals 
G(jw) = J= (~(.») 
J:( "("») 
and this may be related to the output by the following equation 
yet} = AIG(jwo)1 sin(wot + arg(G(jwo») 
(2.14) 
(2.15) 
Here one has assumed the transients have decayed to zero and one is 
therefore dealing with the steady-state response. Eqn.(2.l5) is a standard 
representation using the frequency response function and is derived in many 
texts (Brewer, 1974). By comparing equns.(2.l3) and (2.15) at wo, we may 
write down the following expressions for the gain and phase of the transfer 
function at that point as (see Fig. 2.2) 
= B 
A 
arg(G(jwo» = rp = 2rrt9i/T (2.16) 
Of course the measurements taken only provide information about the 
frequency response at the input frequency which is one of the disadvantages 
of this technique. In order to build up a detailed picture of the 
frequency response function for a given system, the frequency needs to be 
input at many different values and the corresponding measurements made of 
the gain and phase of the frequency response function. Only then can a 
sensible attempt be made to plot the data on a Bode or Nyquist diagram. 
The input of these different frequency sinusoids can be very time consuming 
as in each instance one must wait for the transient part of the response to 
decay to zero before accurate measurements of the output can be taken. As 
an example, a superheater discussed by Wellstead (1981), required 
12 
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approximately 36 hours of data for statistically stable estimates to be 
obtained! 
A second difficulty arises in the choice of input frequencies to be used. 
At first they were chosen on a trial and error basis, with an upper and 
lower bound being set and then an arbitrary increment chosen to generate a 
set of frequency values. The frequencies generated and used through this 
process often failed to give a satisfactory picture of the frequency 
response of the system under consideration. This led to modifications 
having to be made to the frequency set and the process having to be 
repeated. 
For those systems where certain characteristics of the frequency response 
are already known e.g. break-point frequencies, Northouse (1972) has 
developed an algorithm which enables judicious choice of the set of input 
frequencies including phase and gain crOSS-Qvers, bounds on the frequency 
range, critical points and a multiplicative increment to gIve a good 
overall view of the behaviour of the frequency response function. 
The third problem with the method surrounds the presence of distortion both 
in the input and output sine waves. This can occur due to a number of 
reasons. The input actuators may suffer from hysteresis or backlash, which 
can distort a sine wave, whilst some input actuators are unable to apply a 
sine wave e.g. valves in process plants which open and close at fixed 
rates. More often, it is disturbances from internal dynamics"not in the 
model, as well as extraneous inputs. These may take the form of noise, 
harmonics caused by system non-linearity (i.e. components at integer 
multiples of the input frequency), constant bias and perhaps drift. 
Periodic disturbances may also be present such as mains frequency 
interference in electrical systems. 
The gain and phase-change measurements can be made less susceptible to such 
impairments by. extraction of the fundamental Fourier component from the 
output and then measuring its gain and phase-change. A detailed account of 
this method is given by Rake (1980) but in essence we compute the averages 
s = ---===---- (' 2Nrr
/
:<tl SV"J~ dl: 
2.N rr J 
o 
14 
j 2-.!rr/<.J C ~ ~ ~(") (oH .. o d\:-;i.Nrr 
c 
over N cycles of the output. If one represents all distortions to the 
output by the function v(t), then the output becomes 
y(t) = B sin(wt + 0) + v(t) 
and computing S using this output we have 
S 
2Nn/w 
S = ~ l- ~ ( (cS <P - cas (2Wto + ~) + 
;/.NIT Z 
= 
o 
B cos ~ 
2. 
+ 
v(d s.r, wt: )] dl:: 
(2.17) 
The integral term ln eqn.(2.17) is zero if v(t) is a constant, a ramp, or 
any sinusoid at an integer multiple of the input frequency, and can be made 
small by increasing N if v(t) is a random disturbance independent of the 
input, or a sinusoid at a frequency unrelated to that of the input. 
Similar calculations and arguments can be made for C, and the gain and 
phase-change can then be computed using these expressions 
This time-averaging method of extracting the frequency response data is 
very effective, and many commercial transfer-function analysers work on 
this principle. It significantly reduces the sensitivity of this technique 
to harmonic distortion caused by non-linearities, and as a consequence, the 
technique becomes far more robust and practically useful. 
Multiple Frequency Testing 
Here the input consists of several sine waves at different frequencies, and 
the measurement of the resulting output. For a linear system, the 
different frequencies pass through the system independently of each other, 
and the output will contain signal components at the different frequencies 
which have to be separated in order to perform the frequency response 
analysis. This can be accomplished by means of a Fourier series expansion. 
In practice, the multi-frequency signal consists of a base signal and a 
number of harmonics, and in many schemes, the number of harmonics is 
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restricted. One scheme has been developed (Flower, Knott & Forge, 1978) 
based on the work of Schroeder (1970), which allows for a large number of 
harmonics in the test signal and possible drastic reduction in test time. 
The signals developed are referred to as Schroeder-phased harmonic signals, 
and they possess the advantage of not only containing many harmonics, but 
also of having low peak-factors which are desirable in system testing, as 
their use tends to avoid large system perturbations. Large perturbations 
in many practical situations may prove catastrophic; for example, the input 
of large impulses to measure frequency responses in aircraft dynamics. 
Schroeder centred his work around the observation that phase-modulated 
signals are known to have low peak-factors. 
To outline how the Schroeder-phased harmonic signals are derived one first 
defines the relative peak-factor (R.P.F): 
R.P.F. = (2.18) 
The object is to select the phase angles of a number of harmonics and add 
these to produce a low peak-factor wave fitted to a desired input power 
spectrum; the greater the number of harmonics chosen, the better will be 
the fit. Consider a periodic wide-band input signal of period T, expressed 
as a Fourier series: 
'" 
x(t) = L (2.19) 
le: .... 1 
where ek IS the phase angle and Pk the relative power of the kth harmonic, 
i. e. 
Now glven the values of Pk, one needs to choose Etk to m1nImlse Xmax - Xmin. 
By comparing x(t) with the phase-modulated signal 
s(t) = cosl~(t)1 (2.20) 
one may obtain (Flower, Knott & Forge, 1978) an expression for the kth 
harmonic given by 
(2.21) 
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Typically, forty harmonics may be present 1n the input signal and therefore 
a considerable saving in test time may be effected. However, the problem 
of frequency selection is still present. 
As with the single frequency sine wave test, the signal measurements may be 
made more reliable by averaging over a number of cycles, the recommended 
number being 2n (Flower, Knott & Forge, 1978) where n is an integer; 
otherwise there may be some truncation errors. Obviously the higher the 
value of n the more robust will be the measurements. 
Although the move has been away from the sine wave testing methods due to 
their excessive time consumption, they still exhibit certain advantages. 
The generation and processing of sine waves has received a considerable 
amount of attention in the past, and their properties are well-documented 
(Eykhoff, 1974). In cases where the frequencies of interest are known a 
priori, sine wave testing provides a convenient means of investigating the 
system at these set frequencies. In practice however, the latter 
occurrence tends to be rare. 
2.2.3 Spectral Methods 
General Theory 
Interest in the use of a transient input stems from the easy derivation of 
the frequency response function from the impulse response of a system. 
There are however problems in the practical application of an impulse input 
to a system. First, a true impulse function is impossible to achieve in 
practice and we may only seek an approximation. Secondly, the input of an 
impulse which by definition has a large amplitude (infinite in the ideal 
case), may lead to large fluctuations in the system response and thus 
precipitate possible damage to the system under test as well as pushing the 
system into non-linear regimes. The problem therefore arose of finding an 
input function whose characteristics (in the frequency domain) resembled 
that of an impulse, but which did not present the problems of practical 
application outlined above. 
The three input signals to ga1n attention are the Gaussian random signal, 
the pseudo-random binary sequence and the rapid frequency sweep. Like the 
impulse, they have the advantage over other functions e.g. step and ramp, 
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of exciting all the system dynamic modes over the period of the test, but 
in addition they are easy to apply. The one great advantage they offer 
over sinusoidal testing is the drastic reduction in the time taken for data 
collection. In principle, using these techniques, it is possible to 
recover the entire system fr~9uency response from a single experiment. 
These spectral analysis methods focus on the use of the equation (Jenkins 
and Watts, 1968) 
Sxy(jw) = GUw).Sxx(w) (2.22) 
where Sxy is the cross-spectrum between the system output yet) and the test 
signal x(t) and Sxx is the auto (or power) spectrum of the test signal 
x(t). These in turn are defined by the equations 
00 
Sxx(w) = J e·jwt: Rxx(t: )d" 
-.0 
"" 
SxyUw) = J e· jwt: Rxy("C)d"t 
-00 
(2.23) 
(2.24) 
where Rxx(t) and Rxy(t) are the auto and cross-correlation functions 
respectively which are in turn defined in the time domain (for an ergodic 
random process) by the following integrals, 
Rxx("C) = j""x(dx(t+"C)dt 
-DO 
Rxy(-t:) = J'" x(t)y(t+t:)dt 
-"" 
From eqn.(2.22) one can see that a knowledge of both Sxx(w) and Sxy(jw) will 
give the frequency response function. The notation used for Sxx and Sxy 
indicates that the auto-spectrum is a purely real quantity whilst the 
cross-spectrum is in general complex; this results from the form of the 
auto and cross-correlation functions, the former being an even function of (j~) 
whereas the latter is not. 
The major problem with these spectral analysis methods arises when one 
tries to determine Sxx and Sxy. Since the test signals are transient, one 
would require infinite records of both input and output in order to obtain 
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exact descriptions of Sxx and Sxy. In practice this is not possible and 
schemes have had to be developed which utilise finite sampled data records 
A A 
to give approximations Sxx and Sxy to Sxx and Sxy respectively. An estimate 
of the frequency response function can then be made using the equation 
A 
G(jw) = 
The method by which these approximations are made can be broken into 
several stages as follows:-
(2.25) 
1) M sample-pairs of x(t) and y(t) are obtained at a uniform sampling 
frequency Ws and are stored in a data frame. This process is repeated 
sequentially for N such frames. 
2) For each frame, the Fast Fourier Transform is applied to the samples 
x(t) and y(t) to yield a set of discrete Fourier coefficients. If x;(r) 
and y;(r) are the values of x and y at the rth sampling instant of the 
ith frame, the Fourier coefficients of the frame are given by 
M-1 
X;(k) = ~ I x;(r)w(rlexp(-j 
r:. 0 
"-1 
¥;(k) = -;; Ly;(rlw(rlexp(-j 
2 rr kr ) 
M 
2 IT kr ) 
M 
where w(r) is a data window and the index k specifies the harmonic 
frequencies of the Fourier series as multiples of the fundamental 
frequency ws/M. 
3) These Fourier coefficients are then used to calculate the periodogram 
Pxx(Wk) and cross-correlation Pxy(wk) defined (again for the ith frame) 
by 
• 
= X;(k)X;(k) 
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4) Finally the periodograms which provide consistent estimates of the auto 
and cross-spectra are averaged over a sufficiently large number of data 
frames to produce smoothed estimates of the auto and cross-spectra given 
by 
" 
Sxx(wk) = ~ LPxx(wk); 
~=1 
... 
SXy( jwk) = .;- Ipxy( jWk); 
i..::.\ 
Setting aside the problems caused by system non-linearities and noise 
corruption, the estimation procedure has two inherent sources of error; the 
use of finite data records and the sampling action. 
a) Finite Data Records 
Two types of statistical error are incurred through the use of finite data 
records namely bias and variance; reduction of the effects of these errors 
may be implemented in separate ways. The bias error is of a more 
fundamental nature as it is associated with the drawing of finite frames of 
data from a continuous record. In practice this is accomplished by 
mUltiplying the signal under consideration, say y(t), by a selected window. 
The objective being to achieve a spectral window which combines a 
relatively flat pass-band with small magnitude side lobes. The simplest 
window to consider is the rectangular window w(t) where 
w( t) = 1 
= 0 
o ~ t ~ T 
elsewhere 
Thus mUltiplying y(t) by w(t) gives an observation or data frame of y(t) 
from t=O to t=T. Alternatives developed to the rectangular window given 
above include the Hanning and Parzen windows. The only restriction on the 
choice of window is that it must be non-zero only for O~t~T. A judicious 
choice of w(t) may reduce the effects of the windowing action but 
ultimately it .is the duration of the data frame that controls the bias 
error and this has normally to be increased until sufficient resolution is 
achieved. 
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The variance error IS related to the number of data frames used. In a 
practical situation one relies not only on one frame of data for spectral 
estimates but instead obtain smoothed estimates by averaging over several 
independent data frames (some improvement may be gained from using 
overlapping data frames in the case of limited data records (Welch, 1967». 
Clearly one should expect variance errors to decrease in magnitude with 
increase in the number of data frames used but again one has to consider 
test time and a balance must be struck between the two. Douce & Balmer 
(1987) h~ve provided expressions for evaluating the magnitude of both bias 
and variance errors enabling optimum choice of the length and number of 
data frames to be used. 
b) The Sampling Action 
Again there are two potential problems, namely aliasing and output noise. 
Aliasing has been well-known for some time (e.g. Blackman & Tukey, 1959). 
When a continuous signal is sampled at a uniform sampling frequency, the 
frequency spectrum of the sampled sequence is a periodic function 
consisting of replicas of the original spectrum spaced along the frequency 
axis at integer multiples of the sampling frequency. Problems arise with 
the overlapping of these replicas (or aliases) unless limitations are 
imposed on the continuous signal. Expressly, the continuous signal needs 
to be band-limited to region below half the sampling frequency (the Nyquist 
frequency). Wellstead (1975) provided detailed analysis of the problems 
associated with aliasing and suggestions for their alleviation. He 
concludes that when it is necessary to minimise the effects of aliasing, 
both the input and output signals should be passed through identical low-
pass filters thus limiting the number of aliases present. 
The second problem of noise disturbance is confined to discussion in the 
next chapter. Suffice is to say at this stage that increasing the number 
of data frames leads to a decrease in the effects of noise in the output. 
However, again a balance has to be effected between test time and accuracy 
of the output measurements. 
I now consider the three principal inputs for use with the spectral 
analysis technique and discuss their characteristics and relative merits. 
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Gaussian White Noise Input 
A true white noise input is a physical impossibility; indeed, it may be 
regarded as the statistician's analog of the engineer's impulse function, 
However, one may obtain adequate approximations to white noise band-limited 
above a suitably high cut-off frequency which can be used for the spectral 
analysis technique. This then supplies a constant power spectrum over the 
whole frequency range and thus all dynamic modes are excited to an equal 
degree. As mentioned earlier, this mirrors the action of an impulse 
function once translated through to the frequency domain. 
A great deal of research has been conducted into methods based on the 
application of these random test signals (Godfrey, 1980; Wellstead, 1981; 
Ljung & Glover, 1981 and Ljung, 1985) and the techniques developed provide 
the basis for operation of most commercial frequency response testing 
equipment. 
Using the Gaussian white noise input, the frequency response function is 
calculated using eqn.(2.25). In the ideal case, this equation may be 
reduced to the following 
G(jw) = (2.26) 
where a continuous power spectrum ~2 has been assumed for the white noise 
input. 
It therefore appears that one needs only calculate the cross-spectrum in 
order to obtain our frequency response function measurements, but this idea 
has two flaws. First, as was stated earlier, white noise only provides a 
constant power spectrum OD average; actual samples used in testing will 
deviate from this. Secondly, in systems where noise is present, the 
averaging entailed in calculating the input auto-spectrum helps to 
alleviate its effects. Thus, although the use of eqn.(2.26) appears 
attractive, the extra effort required in calculating both quantities in 
eqn.(2.25) is well worthwhile and therefore it is the latter equation which 
is used. 
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Pseudo-Random Binary Sequence Inputs 
An alternative to the Gaussian white noise input which offers similar 
characteristics is the pseudo-random binary sequence (PRBS). This signal 
changes between two levels in a certain pattern resulting in first and 
second-order characteristics i.e. mean value and covariance function, which 
resemble those of the Gaussian white noise input. 
This input is defined by selecting the two levels of the signal, its period 
and the clock period i.e. the minimal number of sampling intervals after 
which the sequence is allowed to shift. The period is usually chosen to be 
of the same order as the number of samples in the experiment or larger. 
Implementation is carried out via the use of shift registers. 
It .can be shown (Soderstrom & Stoica, 1989), that although the distribution 
functions of a PRBS and Gaussian white noise can be quite different (the 
former having a two-point distribution whilst the latter has in most cases 
a continuous distribution), their covariance functions can be quite similar 
for large values of the period. The reverse is true for small values of 
the period, with significant differences occurring. 
Frequency Sweep Inputs 
In the last two decades, a lot of research has been devoted to the problem 
of reducing the time consumption in frequency response sine wave testing. 
This has resulted in the development of the frequency sweep methods. 
One must first clarify the definition of a frequency sweep method. It was 
stated in the introduction that methods would be classified with respect to 
the input signal used, and carrying on this format the frequency sweep 
method is defined as one having a swept sine wave as its input. This type 
of sign~l is defined by the following equation 
f(t) = Fosin(at 2 + bt) O<t<T 
where if f, is the initial frequency and f2 the final frequency, 
a=1T(£2-f,)/T and b=2rrf,. 
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Now a distinction must be made between slow and rapid frequency sweeps. 
The slow frequency-swept sine wave has been used in the past for the 
generation of frequency response data for aircraft structures. It is 
characterised by a sweep time which is large compared with the frequency 
range of interest i.e. 
It is in effect a quasi-steady-state method with the response being assumed 
to attain steady-state levels. This assumption may lead to considerable 
errors in the case of systems with modes of low frequency and the method 
has now been superceded by the rapid frequency sweep on which we shall 
concentrate for the rest of this section. Here the sweep time is small 
and the signal provides an approximation to an impulse In the frequency 
domain (Reed et al, 1960) thus enabling utilisation of spectral analysis 
methods. 
Note that the terminology used in the literature 1S somewhat confusing; the 
term ·swept analyser· often refers to the use of a frequency sweep of a 
band-pass filter across a Gaussian white noise input signal. Such 
analysers were in fact the forerunners of the spectral analysers discussed 
in the previous section and should not be confused with the swept sine 
wave. 
Some work had been carried out on swept sine waves in the 1940s (Hok, 
1948), but the technique did not begin to be considered as a serious 
alternative until 1960 again corresponding with the increased use of the 
digital computer and the Fast Fourier Transform. Even then, use of the 
technique seems to have been confined to the fields of aeronautics and 
sound and vibration. 
The power spectrum shown in Fig.2.3 is typical for a frequency sweep over 
approximately one decade with a sweep time, T, of the order of one second. 
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In this example, the sweep takes place from 20 to 240Hz. Certain 
analytical formulae have been developed (White, 1972) which define the 
important features of the power spectrum. These are namely the mean 
modulus spectrum level defined by, 
I F(w) I = Fa j TT ' 40. 
and the spectrum levels at Wl and W2 given by 
= I F(W2) I = £Qj---;-' 
2. 4" 
Eqn.(2.27) may be re-written as 
I F(w) I = Fa / 1f ' 
2';' 
(2.27) 
where w is the rate of change of frequency with time. This form indicates 
more clearly that the mean power spectrum level is governed not only by the 
amplitude, Fa, of the input signal but also by the speed through which a 
frequency range is swept. The 'rectangular' shape of the modulus spectrum 
is advantageous as it allows control of the range of frequencies excited, 
and the 'flatness' characteristic should allow time-averaging techniques 
discussed in section 2.2 to be implemented, thus reducing the effects of 
noise. 
The analysis involved in the determination of the frequency response 
function via the use of a swept sine wave is the same as that carried out 
for the random noise input in the previous section i.e. using eqn.(2.25) 
(e.g. Tischler et aI, 1985). 
A slight variant on the use of either eqns.(2.25) or (2,26) was put forward 
by White (1971) who suggested concentrating on the output alone, ignoring 
the input due to its well-defined spectral properties. He chose to 
investigate the behaviour of the auto-spectrum of the output and hence find 
the frequency response function using the relation 
Syy(w) = I G{jw) I 2 Sxx(w) (2,28) 
Here then, Slnce one assumes knowledge of the auto-spectrum of the input, 
the output auto-spectrum will reveal the nature of the frequency response 
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function. The assumption of a uniform input power spectrum he claims, 1S 
not critical for the lightly damped systems on which this analysis is 
based. However, as one can see from eqn.(2.28) all information obtained by 
this method relates only to the modulus of the frequency response function 
and conveys nothing of the behaviour of the phase. The combination of 
these two points bring the usefulness of this particular method into doubt 
and it has failed to gain widespread recognition. 
Returning to the general frequency sweep method using eqn.(2.25), little 
detailed analysis appears to be available concerning its performance on 
systems with non-linearities. It has been suggested (White, 1971) that the 
method is safe from the effects of non-linearities provided these non-
linearities only occur at large amplitudes of the system response (as for 
example in saturation effects), but for the case of an intrinsically non-
linear sjstem severe problems would exist. The effects of using limited 
data records for the output and input has also received only slight 
attention (White & Pinnington, 1982). 
2.3 The Effects of Noise 
2.3.1 Noise Measurement 
All frequency response estimates will be subject to the effects of noise in 
the system under scrutiny. Clearly optimal filtering can be used to reduce 
these effects but their presence cannot be completely eliminated. It is 
therefore necessary that a measurement of the amount of noise in the system 
output be obtained over the range of frequencies tested. 
The effect of noise in a system 1S described by the squared coherency 
{unction: 
2 
'( ,,, (w) = = )
-1 
~ 
.s <, 
(2.29) 
where x(t) 1S the test signal, z(t) the response to the test signal, v(t) a 
corrupting noise signal and y(t) the measured output signal. This provides 
a frequency domain measure of the signal-to-noise ratio in the system 
output and will be a central feature of much of the analysis throughout the 
thesis. 
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The squared coherency function is estimated from data according to the 
equation 
Is., ,2 
(2.30) 
A, 
Clearly the estimator ts is subject to sampling errors and Bendat and 
Piersol (1986) give approximate expressions for both the bias and random 
errors: 
A A 2 fo I t' I ; E I ~2 I - r ~ { 1 (2.31) 
'2 
varl;r I (2.32) 
The relative sizes of these two types of error are illustrated if one 
A Z assumes N;16 and ~ ;0.9. Then substituting in (2.31) and (2.32) gives 
A A P I y>J % 0.0006 and s.d. J ),'J ~ 0.0335. Bias is therefore generally small 
A 
compared to random errors and thus corrections to '('2.. values to remove bias 
are unnecessary in practice. 
In order to obtain meaningful experimental frequency response estimates, it 
is recommended that one follows certain simple ·rules of thumb· regarding 
the level of the squared coherency function. This requires a compromise 
between the sample size Nand 12 to ensure that the variations in G(w) are 
small compared to G{jw). Suggested values for N and If' are given in Section 
4.3. 
2.3.2 Noise Simulation 
In order to establish the credibility of a parameter estimation technique 
it is necessary to successfully obtain meaningful estimates from noisy 
data. Many techniques presented in the literature would appear to have 
been developed and tested using noise-free data which often fails to 
indicate the robustness of the technique in practice. Ideally, data 1S 
captured Via measurement of a practical or experimental system. However, 
such a process can be very time consuming and thus it is necessary to 
devise a method of noise simulation to generate data with the same 
characteristics as is obtained in practice. 
) 
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Noise in measured data is likely to arise from several different sources. 
These will include external disturbances, measurement noise and non-
linearities. The simulation adopted should therefore reflect the nature of 
these sources. 
Assuming the measured output y(t) is composed of the system response to the 
test signal z(t) and the corr~pting disturbances v(t) which can be 
considered as additive, one has: 
y(t) = z(t) + v(t) 
and it is the form of v(t) which must be decided. 
A more general analysis of the form is contained in Chapter 3. Here the 
objective is to determine a reasonable method of simulation in order to 
assess the merits of parametric identification methods. 
The simplest simulation would result in the use of an additive noise signal 
with a constant power spectrum over the frequency range. However, this 
results in the test signal being 'swamped' at frequencies where the system 
response is of low amplitude. If one considers the presence of non-
linearities, then in practice, these will introduce higher order harmonics 
at the output which also have frequency dependant amplitude. Thus the use 
of an additive, constant or near constant power spectrum noise signal would 
not appear to simulate many practical situations. 
The alternative used here is to employ a noise signal which gives a 
constant coherency over the frequency range. This can be used to better 
approximate the effects of non-linearities and is generally a more suitable 
representation of measurement noise. Some support for the use of input 
signals with constant signal-to-noise ratios has appeared in the literature 
(Guillaume, Pintelons and Schoukens, 1990). 
Thus a highly simplified model for the frequency response data can be given 
as follows: 
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Ideal responses (G(~)(jwk) k=l, ... ,Mj are corrupted by pseudo-random nOise 
to form the frequency response data sets where dk varies in proportion to 
the size of the ideal response 
and Ok is taken to be 
(2.33) 
where ~ is a percentage amplitude factor and ~ a random variable, uniformly 
distributed over the unit circle in the complex plane. 
The analysis of the nOise characteristics of frequency response data for 
simulation purposes 15 an area which would appear to have received 
insufficient attention in the past. The development of a generally 
accepted method of noise simulation would allow easier comparison of the 
merits of parameter estimation and model reduction techniques and thus 
would be of considerable value. This section has not sought to model the 
noise dynamics in detail but has suggested that in the absence of more 
detailed information, parameter estimation should be properly assessed 
using constant coherancy noise signals. A more general and detailed 
approach to the corruption of frequency response data will be carried out 
in the statistical analysis of Chapter 3. 
The analysis contained in this thesis is based on both experimental and 
simulated noisy data. 
2.4 Summary 
Historically, single-frequency sine wave testing has been by far the most 
widely-used technique for the generation of frequency response data. 
However, its high time consumption, in particular for systems with modes of 
low frequency, highlighted a need for improvement. The development of 
multi-frequency signals was one such step and the Schroeder-phased signals 
appear to be the most sensible method of combining the multiple frequencies 
in a practically useful input signal. 
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To some extent however, each of these techniques has been superceded by the 
development of those methods based upon spectral analysis, which offers the 
possibility of covering the whole of the frequency range of interest with 
one test, thus offering drastic reductions in test time. In respect of 
these techniques, it has been the Gaussian random input which has received 
most attention for its ability to excite all the dynamic modes of a system. 
Frequency response analysers· now most frequently employ these spectral 
analysis techniques with a Gaussian random noise input. 
The use of the rapid frequency sweep as an alternative to the noise input 
has received attention in areas of structural frequency response testing 
but has yet to establish itself in more general situations. The lack of 
research into its performance on systems with non-linearities is also an 
argument against its use at present. 
The coherency function as a measure of the signal-to-noise ratio has been 
introduced and will be a central feature of much of the ensuing analysis. 
Noise simulation has also been discussed and it has been suggested that the 
simulation of a noise signal yielding a constant coherency function over 
the frequency range provides an acceptable representation of noise in 
practice. A noise term which satisifies this requirement has therefore 
been proposed (2.33). A similar but more general noise model is derived in 
Chapter 3 where a rigorous statistical analysis of frequency response 
estimates is undertaken. 
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3 STATISTICAL PROPERTIES OF FREQUENCY RESPONSE ESTIMATES 
3.1 Introduction 
To derive the statistical properties of frequency response estimates, 
consider the system of Figure 3.1 where x{t) is a Gaussian white noise 
reference input and y{t) is the measured output from the plant G{s). The 
signal y{t) is formed by a summation of the 'true' system output z{t) and a 
(generally coloured) corrupting noise signal v{t) uncorrelated with z{t). 
It should be noted that no other assumptions are made on the nature of the 
noise signal as a pre-requisite to the ensuing analysis. 
)( (t) 
_____ .I--G-(-Sl----,1---""2(~.)-... L 
Figure 3.1 Systems model 
I 
As discussed in Chapter 2, frequency responses are conventionally measured 
by means of a spectrum analyser, averaging N samples ('data frames') each 
of duration T seconds. N determines the statistical accuracy of frequency 
response estimates, discussed below. The value of T determines frequency 
resolution and is usually fixed by the spectrum analyser, once a range of 
frequencies is set. Likewise the number K of measurements per data frame 
determines the highest frequency that can be correctly sampled; measured 
analogue signals must be band-limited below the critical Nyquist frequency 
Wc = K~/T rad/sec 
Provided this condition is satisfied, discrete-time sampling is equivalent 
to continuous~time sampling; here continuous-time quantities are analysed 
since they are mathematically more convenient. In particular the finite 
Fourier transform 
)«w~) = IT ,,(~\e-jw~~d~ Jc , 
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replaces the discrete Fourier transform used in practice. From Figure 3.1 
and for ';;Wk. 
Y(w) = G(jw)X(w) + V(w) (3.1) 
Following the standard approach (e.g. Jenkins and Watts 1968, Bendat and 
Piersol 1986) frequency response is estimated by 
(3.2) 
where the cross and auto spectral density estimates are defined by 
N 
A 
_1_ I Sxy( w) = /\IT (3.3) 
L:d 
N 
A 
Sxx (w) = N~ r xt(w) X;(w) (3.4) 
l=1 
The index i specifies the data frame, and these equations apply at the 
discrete frequencies Wk = 2rrkjT. Here we shall discuss two-sided frequency 
functions throughout, i.e. both negative and positive frequencies are 
considered. 
The effect of noise in the model 1S described by the squared coherency 
function which was introduced in Chapter 2 and is defined by equation 
(2.29) and estimated from data by equation (2.30). 
3.2 Estimator Mean 
Substituting equations (3.3) and (3.4) into (3.2) and using equation (3.1) 
yields, after taking expectations (ensemble averages) 
" EIG(w)1 = G(jw) + p(X,V) 
A 
where the bias 1n G(w) is given by 
N '" 
f6(X,V) = El L X;'(w) y;(w)/ L X;'(<.J»)(;(w) 1 
l = I ~ ::. I 
Now x(t) is generated with zero mean and a symmetrical (Gaussian) 
distribution, so the (time-invariant) probability density function ~(x) of 
x(t) satisfies ~(x)= ~(-x) for each t; then since x(t) and v(t) are 
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uncorrelated x(t) can be replaced by -x(t) in the ensemble averaging, and 
hence 
fJ(X,V) = fJ(-X,V) 
But then since p(X,V) is an odd function of the Xi it follows that 
f(X,V) = 0 
i . e. 
A 
EIG(w) I = GUw) (3.5) 
This result demonstrates the usefulness of equation (3.2) in estimating 
frequency responses - estimation is unbiased even if the corrupting noise 
has non-zero mean. However in practice, the estimation process may result 
A 
in bias errors in G(w) which arise from a number of sources. 
The sources of bias error are the following:-
(i) 
(i i) 
(i i i) 
(iv) 
(v) 
(vi) 
Bias inherent in the estimation procedure 
Bias due to propagation time delays 
Nonlinear and/or time-varying system parameters 
Bias in autospectral and cross-spectral density 
estimates 
Measurement noise at the input point 
Other input that are correlated with the measured 
input 
All the above sources are noted by Bendat and Piersol (1986). To ensure 
that bias arising from (i), (ii) and (iv) is negligible, one requires a 
judicious choice of N, T and 2 ~ xv· As stated earlier, T is typically fixed 
by the spectrum analyser for any chosen frequency set, whilst we develop 
below a suggested criterion to be followed which combines Nand t xy2• 
Bias arising from (v) and (vi) is potentially large however and good 
measurement practice is the only means of minimising bias from this source. 
For source (iii), even if system parameters vary little with time, the 
presence and resulting problems caused by system nonlinearities are 
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difficult to identify and reduce. Bias from this source must therefore 
assume to be present but unquantifiable. 
3.3 Estimator Covariance and Variance 
Here, the properties of the variances and covariances of the real and 
imaginary parts of G(w) are derived; i.e. writing 
~ ~ " G(w) = GR(W) - jGI(w) 
G(jw) = GR(W) - jGI(w) 
This form is more suitable for the purpose of establishing least squares 
procedures than is the more common modulus/phase form. Additionally, it is 
important to find a sufficient condition for the present (approximate) 
analysis to be valid. 
The derivation given here closely follows that given by Bendat and Piersol 
(1986) and is included for completeness (here, two-sided estimators are 
used rather than the one-sided estimators of Bendat and Piersol; the 
formulae are largely unchanged by this). One may express the Fourier 
transform of both the input x(t) and the output y(t) in the following 
real/imaginary form: 
where 
XR(Wk) = 
YR(wk) = 
X(Wk) = XR(Wk) - jXI(Wk) 
Y(wk) = YR(Wk) - jYI(wk) 
T S x(t)coswktdt XI (Wk) 
c 
= 
IT y( t )cosWktdt YI(Wk) = 
,. J x(t)sinwktdt (3.6) 
0 
S: y(t)sinwktdt (3.7) 
Now provided both x(t) and y(t) are normally distributed with zero mean, 
all quantities in equations (3.6) and (3.7) will be normally distributed 
with zero mean. Omitting the index i, the auto-spectral density estimate 
of x(t) given by equation (3.4) can therefore be re-written as 
, , (XR2 (w) + XI'(W» Sxx (w) = 
T 
similarly for y(t) 
A 
-'- (YR'(w) Syy( W) = + YI'(W» T 
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Breaking down the cross-spectral density estimate into real and imaginary 
parts arid using equations (3.6) and (3.7) gives the following: 
• Sxy(w) = 'Xy(w) - jQ.xy(w) 
where 
• 
.:!. (XRYR C.y( w) = + XIYI) 
T 
and 
" Q.y( w) = .1. (XRYI - XIYR) 
T 
For values computed only at w = wk' equations (3.6) and (3.7) yield the 
following results: 
ElxRXl1 = EIYRYII = 0 
EIXRI = EIXII = (T/2)~xx 
EIYR I = EIY!I = (T/2)Syy 
EIXRYRI = EIXIYII = (T/2)Cxy 
EIXRY!I = - EIXIYRI = (T/2)Qxy 
• • Hence EICxyl = Cxy and EIQxyl = Q.y and the spectral estimates are unbiased 
i.e. 
A A 
Els •• I = s.. EISyyl = Syy 
/\ A 1\ 
EISxyl = EIC.yl - jEIQ.yl = C.y - jQ.y = S.y 
(3.8) 
(3.9) 
Now for any four Gausian random variables a1, a2, a3, a4 with zero mean it 
can be shown that the following relationship holds true 
and repeated application of this relationship yields 
where the following relationships are used: 
EIX~I = 3(Elxtl)2 = 3(T/2)2S:x 
EIX~xfl = EIXilElxtJ = (T/2)2S:. 
Elxtl = 3(Elxtl)2 = 3(T/2)2S;' 
and one can similarly show that the following hold true 
36 
2 2S •• 
(3.10) 
EI~~I = z 2S yy 
A Z t (SxxSyy + • - Q,ty) EICxyl = 3Cxy 
~z J... (SxxSyy + z C;y) EIQxyl = 3Qxy 
2 
Given that the spectral estimates are unbiased, the following equation can 
be used to calculate their variances 
Thus substituting in this equation the expressions for the spectral 
estimates we have the following: 
,. z 
" • VarlSxxl = Sxx VarlSyyl = Syy (3.11) 
., 1 Qxy) Varl Cxy 1 = .1... (SxxSyy + Cxy - (3.12) 
A 2 Z 2 Var I Qxy 1 = J... (SxxSyy + Qxy - CXy ) (3.13) 
2 
Similarly we can derive COVarlance formulae for the spectral estimates. 
A " For two unbiased estimates A and B, their covariance is given by 
A A 1\ A 
Cov(A, B) = EI(6A)(llB)1 = EII(A - A)(B -8)1 
." 
= EIABI - AB (3.14 ) 
• " where 6A = (A A) and llB = (B - B). Applying equation (3.10) gives 
and substituting in equation (3.14) yields 
A A 
Cov(Cxy , Qxy) = CxyQxy (3.15) 
and similarly 
A " Cov(Sxy, Sxx) = SxySxx (3.16) 
These results involve no assumptions that variations be small compared to 
mean values. The variance and covariance results apply to estimates from a 
single data frame; when averaged over N frames the (co-) variances are all 
reduced by a factor N. Equations (3.8) and (3.9) are valid in the sense 
A 1\ 
that Sxx(w) and Sxy(w) are windowed approximations to the true spectra 
(Newland 1984, chapter 11). 
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Using equations (3.2), (3.5), (3.8) and (3.9)gives 
A A AA A " 
covlG, Sxx I = El GSxx I - EIGIEISxxl 
= El Sxyl - GS xx 
= Sxy - Sxx 
= Sxv (3.17) 
and since v(t) and x(t) are uncorrelated 
A 1\ 
covlG, Sxxl = 0 (3.18) 
" " " Now consider CQvlSxy, SxyJ which is not simply the variance, Slflce Sxy is a 
complex quantity: 
"A " covlSxy, Sxyl = covlCxy - " " A jQxy Cxy - jQxy I 
" = var(C xy ) " "A - var(QXY) - 2jcovlCxy , Qxyl 
and hence from equations (3.12), (3.13) and (3.15) 
1\ A 
covlSxy, Sxyl = Cxl - Qxl - 2jCxyQxy (3.19) 
A 1\ AA 
On the other hand for small variations dG = G - G etc., S,y = GS xx 
dSxy~ LlGS xx + G6S xx (3.20) 
(ASxx)2~tJ.G2Sxi + G26Sxi + 2GS xx LlS xx 6G 
and hence taking expectations 
A " 
covlSxy, Sxyl = SxiEldGR2 - LlG,2 + 2jLlGRdG, I + G2EldS xil + 2GS xxEILlS xxLlGI 
A /I '" /I. '" 1\ A 
= Sxi( varGR-varG,+2jcovl GR, G, I )+G2varSxx+2GSxxcovl Sxx, G I 
A /I. A A 
= Sxi(varGR-varG,+2jcovIGR,G,I)+G2S xi 
using equations (3.11) and (3.18). The last term is 
(GS xx )2 = (Sxy)2 = Cxl - Qxl - 2jCxyQxy 
and so equating real and imaginary parts with equation (3.19) yields 
" " varGR = varGI 
" " covIGR,G, I = 0 
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(3.21) 
(3.22 ) 
11 ". A similar analysis for covlSxy, Sxy I yields 
Also from equation (2.29) 
Hence uSing equation (3.21) 
" = 2varGR + /G12 
A 11 
:::;?;> varGR = varGI = (3.23 ) 
When averaging over N independent data frames is carried out, as stated 
earlier, the (co-) variances are all divided by N; this follows through to 
equation (3.23). 
Equation (3.23) may be re-written as 
" .. 
varGR = varGI = I G I 2 [ 2 (3.24 ) 
where 
(3.25 ) 
and (dropping subscripts) r2is the squared coherency. From equation (2.29) 
[ ( ){, N) : ( 
measures· the r.m.s. noise-to-signal ratio coupled to the effect of 
averaging N data frames i.e. [(t,N) is a frequency dependent measure of 
statistical accuracy. From equations (3,24) and (3.22) it is also equal to 
A 
the normalized random error of IG(w)l: 
A 
£. ('(,N) = s .d.IIG(w)\ 1/ IG{jw)1 
Now, the use of 'differential increments' in equation (3,20) has simply 
ignored the product dGLlS xx as being small. From equation (3.11) L1Sxx is 
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not necessarily small compared with Sxx, but the overall error will be 
negligible provided 
I tlGtlSxxI «IG.C>.Sxxl 
i.e. I t.G L<~ I G I (3.26 ) 
From equations (3.23) and (3.11) this is equivalent to 
[(t,N)« 1 (3.27) 
for all frequencies considered. One shall tentatively assumec~O.l which 
implies minimum values for the number of data frames N, given the minimum 
value of y'(w) - see Table 3.1; these values will later be compared with 
experimental results. 
y:~ o·s 0·' 0·. o·t 0·'1. o· Cl5 
Nt'Oli .... ,0 34- 22 13 , 3 
Table 3.1 Suggested mlnlmum sample sizes 
3.4 Estimator Distribution 
A A 
Finally we consider the distributional shapes of the estimators GR and GI. 
From equations (3.2) and (3.4) we have for example 
G •.cW) '" { ~ (x,'(wJY;(w) + 1(,(<.» y;r(W»)} / {2 t. x..,"( .. )K:/Wj} (3.28) 
If x(t) and vet) are Gaussian variables, then so is yet) and hence by 
• linearity so are the Fourier transforms Xj(w) and Yj(w). In that case the 
A 
distribution of GR(W) will follow a more complicated distribution, being a 
ratio of quadratic expressions. On the other hand if N is reasonably large 
(so that averaging takes place) and if E(~,N) is reasonably small (so that 
variations are small compared to mean values, and a linearized 
approximation could be applied to the expression in (3.2~» it seems a 
A A 
reasonable hypothesis that GR(W) and GI(W) are distributed approximately 
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normally for each w. This simplifying assumption 1S needed for the 
maximum-likelihood analysis of Chapter 5. 
From another point of view one could argue that as the corrupting noise 
signals are unlikely to be strictly Gaussian in the time domain, it is no 
less reasonable to make the corresponding (but inequivalent) distributional 
assumption in the frequency domain. 
The form of equation (3.24) suggests that the nOlse distribution assumed 1n 
Chapter 2, and represented by equation (2.33) is not unreasonable as a 
means of generating data for comparing the merits of least squares 
parameter identification techniques. 
3.5 Summary 
In summary, it has been shown that provided condition (3.27) is satisfied, 
A 
one may reasonably postulate a simplified statistical model for G(w), such 
A A 
that the pair(GR, Gli follow a bivariate normal distribution with zero 
correlation, and with mean and variance given by equations (3.5) and 
(3.24). 
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4. EXPERIMENTAL VALIDATION OF STATISTICAL PROPERTIES 
4.1 Introduction 
In order to test the validity. of the simplified statistical model discussed 
1n Chapter 3, we need to analyse the statistical properties of experimental 
data. Many of the statistical tests used are standard (e.g. Dudewicz and 
Mishra, 1988 and Spiegel, 1972) and unless otherwise stated are carried out 
at the 5% level of significance. 
4.2 Data Generation 
Data was generated using a simple fourth-order system consisting of one 
second-order band-pass filter connected in series with two first-order low-
pass filters. The free filters were configured in the form of the 
schematic diagram shown in Fig. 4.1. The first-order low-pass filters 
being obtained by letting Cl-RI. 
The block diagram of this section is given by 
-
.,/ lisT, • $11 
• 
Ll Y, 
-
where TI = Rlel and T2 = R2C2, and the resulting transfer functions are, for 
the band-pass filter: 
Y. 
and for the low-pass filters 
V, 
Lt 
= 
= 
The frequency response function of the resulting system was estimated under 
noise-free conditions and fitted to the known model 
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6(s) = 
(s=jw) to give the parametric values 
a1 = 2.105 x 10.2 
b1 = 7.675 x 10.2 
b3 = 4.890 x 10.5 
b2 = 2.815 x 10.3 
b4 = 4.793 x 10.7 
(4.1) 
Frequency responses were measured on an HP3582A spectrum analyser, the 
built-in white noise source x(t) being applied to the system input. The 
external corrupting noise v(t) was applied using an independent white noise 
generator, and filtered to satisfy 
Sw/Szz = constant 
(this was simply achieved by feeding the corrupting noise into the system 
input; the effect of correlations with x(t) due to system nonlinearities 
was considered negligible). The advantages over using unfiltered v(t) are: 
(a) ~2 is then approximately frequency independent and the statistical 
model can be tested across a wider range of frequencies (in the 
unfiltered case J'2 becomes small for small IG(jw) I so that the .~, 
inequality t(Y,N) - 1 is violated. 
(b) Conversely the weighting terms in the least squares procedure 
(Chapters 5 and 6) are more frequency dependent for the filtered 
noise, and hence their effect can be more clearly established. 
Gain and phase were measured at three frequencies: 2.8Hz, 4.8Hz and 6.8Hz, 
each with 20 independent runs for a non-averaged case (N=l). This was then 
repeated for an averaged case with N=4, and with the corrupting noise level 
decreased. The coherency function was estimated separately from 
measurements taken with N=32 for each frequency (see Table 4.1). Clearly 
the non-averaged data invalidates the df,N) - 0.1 assumption, whereas the 
averaged data is borderline in this respect; smaller values of E(Y,N) are 
used in later Chapters. 
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2·'", 4·f.Hz.. '·r ~Iz. 
y' £(l',';) .,2 fl'.") (2 El r,"') 
NCTN - AvSttAGeD 
""'" 
0.14 O·4-Z- 0·1. C'40 O·T] 0·43 
Av~G€1> DAn'O 0·<=\3 0·10 c·~c C·ll. O· "(I 0·11 
Table 4.1 Squared Coherency and f(t,N) for test data 
4.3 Data Analysis 
We shall now perform statistical tests on the four key assumptions made 
about the properties of the frequency response function in Chapter 3. The 
validity or otherwise of these assumptions is central to the results on 
parameter identification presented in the later chapters. 
4.3.1 Correlation 
The first property to be investigated is the degree of correlation between 
A " GR(W) and GI(W). Figure 4.2 shows the scatter plots obtained for both 
non-averaged and averaged responses collected at 4.8Hz; the random scatter 
about G(jw) suggests low correlation. Using the t-statistic: 
t = J 1 - ,"2-
where r is the sample coefficient, we have (n-2)=lB degrees of freedom, and 
a critical value of t = 2.101 ; by comparison the experimental values are 
shown in Table 4.2. 
2.'HI~ 4.tHL .;. t H< 
f\JcrN - AvenA6ED 
- o· otS -o.oc.~ ,.2:Z-g 
'!:>Am 
Av~ I· J4'I 
-1·"3'< -7·"1,5 
Mm 
Table 4.2 Experimental values of Student's t statistic for zerO correlation 
45 
~ 
.s 
Cl) 
'" E 
-
(a) 
~ 
C! 
·So 
'" E 
-
(b) 
I~-------------------------------. 
0-
. 
. A· . . 
. 
-I -
-2;---------~--------r_,------~--------~ 
-I o 1 
0.1 
0.0 -
-0.1 -
-0.2 -
.. 
-0.3 -
.. 
·A 
. 
-0.4 -
-0.5 
I I I 
0.0 0.1 0.2 0.3 0.4 
Figure 'I- 2. Measured Frequency Responses at 4.8 Hz 
( A = theoretical frequency response) 
(a) N=I 
(b) N=4 (and with reduced noise corruption) 
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Real 
Real 
One significant result out of six is quite acceptable (at the 5% level, the 
binomial probability of at least one such result is 26%) and coupled with 
the fact that both positive and negative values of r occur, equation (3.~~) 
seems justified. The fact that non-averaged data actually do better 1n our 
test indicates that the sizepf E(r,N) is not important here. 
4.3.2 Estimator Bias 
To check the validity of equation (3.5) we use the elementary statistic 
t=x-fA 
sNn 
where s is the sample standard deviation. With n = 20, t = ±2.093 are the 
critical values. 
A A 
None of the results (Table 4.3) for GR(W) and GJ(w) are 
significant, indicating that the estimators are un-biased even for large 
values of €(!',N). 
;. 'Z Hz. 4.'&Ht 6 . t' 1-1 z. 
IZe~ L rt1F\u a""L Ir-1Au- ~""L ,.-1 ~H.'" 
NON - Ave-Q~ G-€D PM" -0·'10\ ,. tb~ c·o6i -I-iH -0-0'1<;; -o.4iZ. 
A \lc'V~ 6: Et> MT1'\ c.1:'2.4- -0-9'. -0- 414- - o. ZS"J -/·043 0- 'Zb3 
Table 4.3 Experimental values of Student's t statistic for estimator bias 
4.3.3 Estimator Variance 
A similar analysis to the above can be carried out for the variance of 
~ A 
GR(W) and GJ(w). The test statistic used is: 
~/' ~ 
"- = (n-l)s /,,-" 
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where s2 is the sample variance and ~2 is calculated from equations (3.24), 
(4.1) and Table 4.1. Experimental values are shown in Table 4.4 and these 
should be compared with a critical region outside the range 8. 91< X'", 32.85. 
Although the averaged data is considerably better than the non-averaged, 
three out of SiX significant_,esults is still unacceptably high, and 
throughout there is a clear tendency for equation (3.23) to systematically 
under-estimate the variance. Again we shall see an improvement for the 
data presented in later Chapters, when smaller values of £(¥,N) are used. 
Fortunately a simple goodness-of-fit statistic introduced in Section 4.~, 
provides a check for this aspect of the model. 
2_tH~ +-tH~ '-w,-
a....-c IMAG- ~""'- 1""'1\6 ,,""'- l-t,q& 
NON - A\l81.A.frCO 0..,-0\ 6~-og '3-,,!- IOl.·32 ill·2S'" 35~9 32·3(' 
.t!v€nA6eD DATI'l 3c.q-f G3-~b '2:1. c9 Z2 - 21 3£"00 ·31·1c 
Table 4.4 Experimental values of X' for estimator variance 
4.3.4 Distribution Normality 
, A 
Finally we test the assumption that GR(W) and GI(W) are normally 
distributed. In Figure 4.2(a) the data points do not appear to be normally 
distributed (there are too many outliers) whereas in Figure 4.2(b) the 
distribution seems more reasonable. A formal test is available in the form 
of Lilliefor's test of Normality (Dudewicz and Mishra, 1988 p.671). The 
statistic used in this test is the Kolmogorov-Smirnov statistic, whose 
critical value is 0.198 (or 0.231 at the 1% level of significance). The 
results in Table 4.5 support this visual interpretation of Figure 4.2 and 
also indicate that averaging has the desired effect of inducing normality 
(again the existence of one 'significant' result out of six for averaged 
data is not particularly indicative of a problem; the highly significant 
values for non-averaged responses at 4.8Hz certainly does indicate a 
breakdown of normality there). 
48 
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NO"N - A .... EJ1:"'IGro t><m<l o· 1'14 0.1'$"1 t::·lc;'Z. ';·Z31 C·IS'Y 
-
--Av~(rEO DA"T>l o· I z:l Cl· tc2... (I·ltl o ·I=l~ C·(Le. 
Table 4.5Test values of the Kolmogorov-Smirnov statistic 
for distribution normality 
/--1",G-
o ·1S"e 
0·(3G 
A second test of normality results from first ranking the data points for 
,. A A 
GR(W) and GI(W) separately in order of increasing magnitude. Then if GR(W) 
• and GI(W) are each independent, normally distributed random variables, we 
would expect a plot of the value of GR(W) or el(w) versus their respective 
median ranks to yield a straight line. The resulting plots are shown for 
both the non-averaged (N=l) and averaged (N=4, with decreased noise 
" A corruption) data sets for GR(W) and GI(W) at 4.8Hz in Figures 4.3(a)-(d), 
where the median rank for the ith is approximated by the formula: 
i - 0.3 
n + 0.4 
and n IS the sample Size I.e. 20. 
The plots give visual support to the Kolmogorov-Smirnov statistics derived 
above. The responses for the averaged data exhibit a closer adherenc~ to a 
straight line indicating that averaging induces normality. The plots at 
other frequencies confirm this tendency. The plots for the non-averaged 
data confirm the breakdown in normality there. 
4.4 Goodness-of-Fit 
According to the above results, the statistical model of Chapter; seems to 
be broadly valid except that equation (3.2~) under-estimates the variance 
A " of GR and GI for cases where (.(f,N) is insufficiently small. Hence, in 
addition to using Table 4.1 as a rough guide to sample size, a detailed 
check on the variances is desirable. Let 
(4.2) 
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be a set of independent frequency response measurements taken at 
frequencies (Wl.W2 ••••.• WM). The goodness-of-fit statistic 
X2 = I 
fIC = 1 
(4.3) 
then has a chi-squared distribution with 2M degrees of freedom (allowing 
for the independence of the real and imaginary parts. and assuming that the 
G(jwk) and~k are known) where from equation (3.24) 
(4.4) 
Then if equation (4.4) systematically under-estimates the true variance. 
expression (4.3) will take larger values than its theoretical distribution 
implies. i.e. comparison with tables of the chi-squared distribution 
provides a suitable check and is used in later chapters to verify the 
simplified statistical model adopted. 
4.5 Summary 
In this chapter. we have shown that under the experimental tests carried 
out. the simplified statistical model for G(w) postulated in Chapter 3. 
A A 
i.e. the pair (GR. GIJ follow a bivariate normal distribution with zero 
correlation and with mean and variance given by equations (3.5) and (3.24) 
respectively. is reasonable provided the condition £(Y.N) ~ 0.1 holds true. 
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5. NON-LINEAR LEAST SQUARES PARAMETER IDENTIFICATION 
FOR LUMPED SYSTEMS 
5.1 Introduction 
This chapter will investigate transfer function parameter identification 1n 
the frequency domain using a standard non-linear least squares error 
criterion. The Simplex method is used to find the minimising parameter set 
using both noisy and noise-free data. The standard criterion is also 
modified by incorporating weightings based on the estimated variances of 
the frequency response estimates. Minimisation of the modified error 
criterion provides a maximum likelihood estimator for the transfer function 
parameters together with a goodness-of-fit statistic. In addition, a new 
non-linear criterion with a time-domain equivalent proposed by Whitfield 
and Williams (1988) is discussed. 
5.2 Problem Definition 
The problem of transfer function synthesis is to choose real parameters 
(ao, al .... , am, bO, bl, •... , bn) so that the rational polynomial model 
(mod) 
G- (s,o..,b) = = 
best approximates a set of complex-valued frequency response data 
{Gk: k = 1, ... ,M} at the points Sk = jWk 
Mathematically, the problem is to choose the vector of parameters 
to minimize the error criterion 
'" 
E = L 1 G-K - IT(Mod) (jW~ ,<1.,b) I" 
k. :: 1 
(5.1) 
(5.2) 
(5.3) 
Minimization of equation (5.3) yields the following normal equations: 
u: = I {p _1_ (A _ BG)* + c.c.} = Isl' 
,,"-
<lE = -L {q_1_~(A - BG) * + 
cb lel
2 fl 
P Md 1 ao"C. d."F,~ .. J. <M P":'j" 65. 
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c. c. } 
0 (5.4) 
= 0 (5.5) 
Here '+ c.c. 'denotes the addition of the complex conjugate of the preceding 
expression. Equations (5.4) and (5.5) are non-linear in the parameters a 
and b and thus a non-linear technique is required to minimise the error 
criterion (5.3). 
5.3 Maximum Likelihood Estimation 
If one applies the probability model of Chapter 3 to a set of frequency 
• 11 
response estimates, i.e. that the pair (CR, CII follow a bivariate normal 
distribution with zero correlation and with mean and variance given by 
equations (3.5) and (3.2~), the multivariate probability density function 
1S 
with ~k given by equation (~.4). The maximum likelihood estimator for the 
above expression may be derived in standard fashion (e.g. Von Mises, 1964 
p.547) and is the set of parameters that maximise ~(C). The parameters in 
this case being the set (a, b). Equivalently, minimising -log~(C) implies 
the nonlinear least squares minimisation of 
(5.6) 
i.e. the error criterion in (5.3) weighted by the variance of the frequency 
response estimate at each frequency point. 
This same expression appeared in (4.3), but here there 1S one important 
difference, namely that the r = (n + m + 1) parameters a and b are chosen 
here to minimize E,. This means that the degrees of freedom of the 
goodness-of-fit statistic are reduced to 
v = 2M - r (5,7) 
Thus in addition to using Table 3.1 as a rough guide on sample size, the 
goodness-of-fit statistic provides a detailed check on the variances. If 
equation (3.26) systematically under-estimates the true variance, 
expression (5.6) will take larger values than its theoretical distribution 
implies, i.e. comparison with tables of the chi-squared distribution 
provides a suitable check. 
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In practice the 01 are unknown and must be estimated from (c.f. equation 
(3.2.·» 
(5.8) 
, 
where O(Wk) is found from equation' (2.30). As discussed in Chapter 2 the 
A 
estimator ~z is subject to sampling errors but following the arguments put 
A 
forward earlier, corrections to ~2 values are unnecessary 1n practice. 
A simple measure of the accuracy of parameter estimates will also be used 
1n this Chapter given by the parametric error criterion 
EZ = (5.9) 
i.e. the root-mean-square of relative errors of parameter estimates (a', ~) 
from the exact values (a, b). 
5.4 Signal Error Criterion 
An alternative error criterion to (5.3) has been proposed by Whitfield & 
Williams (1988). This criterion has a time domain equivalent which arises 
from the difference in response between the actual system and the estimated 
system to a specified input; as such it is referred to as a signal error 
criterion. 
If a signal r(t) is input to a system with transfer function G(s) then, 
subject to zero initial conditions, the corresponding output signal y(t) 
will have Laplace transform Y(s) = G(s)R(s). If the same signal r(t) is 
input to the estimated transfer function A(s)/B(s), then the corresponding 
output signal x(t) will have Laplace transform X(s) = IA(s)/B(s)IR(s). 
Therefore if one defines the error between the two output signals as 
es(t) = y(t) - x(t) and define a corresponding time-domain error criterion 
as 
00 
Es = S e:( t) d t 
o 
then application of Parseval's theorem produces an equivalent frequency-
domain criterion 
Es = 1 
;2. IT j 
jco 
\. Es(s)Es(-s) ds 
..... -Joo 
(5.10) 
If one expresses the integral (5.10) in terms of angular frequency wand 
neglect multiplicative constants, the parameters (aT, bT) in the estimated 
transfer function are solutions to the problem 
m1n 
,,",b ]
00 IG{jw) _ A{jw)IZiR(jw)IZ dw 
o - --B(jw) 
(5.11) 
Replacing the integral 1n (5.11) by an equivalent quadrature formula one 
can de~ine the error criterion arising from signal error as 
M 
Es. = I Wk IG{jW) - A{jw)IZIR(jw)IZ 
"" S()"') 
(5.12) 
and one seeks to minimize Esa with respect to a and b. Minimization of the 
criterion Esa constitutes a non-linear least-squares problem. 
5.5. Results 
The two criteria~ proposed will now be used to identify a range of systems 
in the cases of both noisy and noise-free data. For the cases of simulated 
noisy data, the multiplicative noise discussed in Chapter 3 will be used. 
The Simplex algorithm of Nelder and Mead (1965) has been used for the 
minimisation. The ease of application of this technique to the complex 
problem under consideration and its robustness gave a significant advantage 
over the computationally more efficient Levenburg-Marquardt method. 
Potential improvements from the use of the latter method would provide a 
useful area of further work. 
Results Format 
Each set of parameter values identified is presented 1n the following 
format: 
ao b, 
a, bz 
bn 
where the ai and bi are the identified real coefficients of the numerator 
and denominator polynomials respectively. This format will be employed in 
all subsequent chapters. 
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Example 1 
The first system considered is a simple second-order system 
G(mod) (s) = 5.000 
1· 000 + g 'OOos + =I-·oooS2. 
Data was generated at 20 logarithmically equally spaced points 1n the range 
0.01 to 100 rads/s. Using noise-free frequency response data the criteria 
exactly identified the true parameter values and applying noise at a level 
of ~ = 10% yielded the following parameter set for both criteria. 
5.235 8.391 
6.303 
The test inputs used for the signal error criterion were the impulse, step 
and ramp functions. The simplicity of the model failed to reveal any 
differences between the two error criteria. 
Example 2 
Consider a fourth order system of the form 
G(mod)(S) = 5.000 ~ IS· ODDS 
The same data set was generated as in Example 1 and again in the noise-free 
case both criteria· identified the true parameter values. However applying 
noise at a level of ~ = 5% resulted in differences between the parameter 
sets obtained from the two criteria as follows: 
E 
4.931 
5.409 
7.895 
11.483 
6.543 
0.386 
E2 = 1.269 
Signal Criterion 
Impulse Step Ramp 
4.9347.444 4.9337.902 4.933 7.904 
5.51910.992 5.40711.555 5.408 11. 561 
7.371 6.687 6.662 
0.459 0.391 0.389 
E2 = 1. 231 E2 = 1.262 E2 = 1. 263 
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Clearly, as measured by E2, there is little difference in the results 
obtained for the two criteria. However closer inspection of the results 
for the signal error criterion reveals the effect of the choice of input 
signal. 
For an impulse input, ESA gives an implicit weighting in favour of the high 
frequency data whilst for higher order inputs (step, ramp etc.) the reverse 
is true. Such behaviour has already been observed when the technique has 
beenused in model reduction problems (Whitfield & Williams, 1988). In 
such instances it is generally the higher-order inputs which have led to 
the better results. Further increases to the order of the input lead to a 
convergance of the parameter estimates obtained both for model reduction 
and identification. The convergance is more rapid for low order systems 
and is clearly occurring quickly for this simple second-order system. 
Example 3 
For this example, the fourth-order system of Chapter 4 was agaln used to 
generate data; measurements of gain, phase and coherency function were 
recorded at 20 logarithmically equally spaced points in the frequency range 
1-80 radsls with N;16. Both the un-weighted and weighted non-linear error 
criteria were minimized i.e. E and El respectively. 
E 
2.101e-02 7.130e-02 
2.716e-03 
4.830e-05 
3.794e-07 
E2 ; 0.2233 
2.105e-02 7.542e-02 
2.888e-03 
4.867e-05 
4.324e-07 
E2 ; 0.1028 
The significant reduction in E2 represents a worthwhile improvement in 
accuracy whilst the goodness-of-fit for the weighted least squares is given 
by X2 ; min E1 ; 36.92. For M ; 20 and with c. ; 5 independant parameters, 
00 
(S.7) gives V = 3S degrees of freedom. The 9Sth percentage point is then 
49.77 and clearly XZ is below this limit, confirming that (S.8) is 
reasonable for the smaller values of Eo (i, N) encountered here (EO = 0.07S). 
For the signal error criterion the following results were obtained 
Impulse 
2 .100e-02 6. 944e-02 
2.313e-03 
4.881e-OS 
4.476e-07 
EZ = 0.2127 
Signal Criterion 
Step 
2 .102e-02 7.141e-02 
2.71Se-03 
4.79ge-OS 
3.682e-07 
Ez = 0.2453 
Ramp 
2 .102e-02 7.222e-02 
2.746e-03 
4.711e-OS 
3.53ge-07 
Ez = 0.2718 
Again the same observations can be made regarding the effects of the choice 
of input. No choice of input yields a parameter set which approaches El in 
accuracy and thus the weighted least squares method appears the most 
powerful in this example. 
Example 4 
This section concludes with a study of the seventh-order system 
0- 111 + 1· 333 s 
-----------G( s) = 
1.000 + l1·-l1s + 10·0IS2·r 3'C3SS 3 + o· 25<">i5"" + o· DlfS':; 5 ~ + O· 0002.'~iS': + 0.0000036$1 
Data was generated at 30 logarithmically equally spaced points in the range 
0.02 to 8 rads/s. This system has been previously considered by several 
researchers (Sinha & Pille, 1971, Sinha & Bereznai, 1971 and Genesio & 
Pome, 1975) in the context of model reduction. 
Due to the significantly increased complexity of this example, different 
parameter sets were identified by the two criteria and for diffferent input 
signals even when using noise-free data. The following parameter sets were 
obtained for the case of ~ = 1%. 
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E 
Impulse 
0.108 8.970 0.103 6.632 
0.507 6.661 0.421 4.971 
1. 319 0.866 
0.103 0.207 
5.615e-03 9.525e-03 
9.43ge-05 1.988e-04 
8.046e-07 1.793e-06 
Ez = 1.633 Ez = 1.392 
Signal Criterion 
Step 
0.106 9.990 
0.497 8.311 
2.068 
0.184 
5.318e-03 
9.274e-05 
7.908e-07 
Ez = 1.451 
Ramp 
0.105 9.896 
0.496 8.344 
2.077 
0.191 
4.966e-03 
9.16ge-05 
7.872e-07 
Ez = 1.459 
This example identified difficulties in using ESA for more complex systems. 
As observed in the model reduction problem (Whitfield and Williams, 1988), 
convergance often took place to local minima and the above results required 
a number of optimisations with various initial conditions. If the ture 
parameter values had not been known, it is unlikely that a reasonable 
parameter set would have been identified. Convergance to local minima is a 
problem for all non-linear error criterion and is clearly an undesirable 
feature. 
In addition to the accuracy of the results it is worthwhile noting the 
processing time required to reach the minimum. This will be a function 
both of the complexity of the model to be identified and the proximity of 
the initial estimates to the true global minimum. If one ignores problems 
of convergance to local minima, when the global minimum was reached in ODe 
optimisation, there was little difference in processing time using the two 
criteria. However both were very slow, taking several minutes for the 
more complicated models. The Simplex method is known to be a little slow 
(Parkinson and Hutchinson, 1972) and as stated earlier more efficient 
algorithms (Marquardt, 1963 and Gill and Murray, 1978) could potentially 
reduce this problem. However, the suitably of use of non-linear error 
criterion for on-line identification appears unlikely without further 
advances in both software and hardware. 
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5.6 Summary 
The standard non-linear error criterion for frequency domain identification 
has been analysed for a range of systems using the Simplex method for 
optimisation. This method of identification suffers from two problems the 
time consuming nature of the optimisation process and the difficulty of 
ensuring a true global minimum has been reached. Both problems lead to the 
difficulty of applying this method for on-line identification. 
Weighting the standard error criterion by the variance of the frequency 
response estimate at each frequency point leads to a significant 
improvement in the parameter estimates obtained. This is an implicit 
weighting in favour of points at which coherency is high. 
An alternative non-linear error criterion with a time-domain equivalent has 
also been introduced. It suffers from the same problems as stated above 
and appears to present increased difficulties in finding a global minimum. 
I shall now look at linear least squares error criterion for possible 
solutions to the problems identified in this Chapter. 
6. LINEAR LEAST SQUARES PARAMETER IDENTIFICATION FOR LUMPED SYSTEMS 
6.1 Introduction 
As a result of the problems .identified in the previous chapter, several 
methods have been developed for parameter identification based on a linear 
least squares formulation. 
A major advantage of least squares error criteria whether in the frequency 
domain or the time domain, is that when the optimizable parameters occur 
linearly within such criteria, their optimum values are available 
analytically through the appropriate normal equations. Such normal 
equations may be somewhat ill-conditioned and Householder solution of the 
associated set of over-determined equations (Wilkinson and Reinsch, 1971) 
is often preferred to direct solution (Noble, 1976). Added to this is the 
possibility as discussed earlier with non-linear least squares methods, of 
the derivation of confidence intervals for parameter estimates in the 
presence of additive Gaussian noise. 
Consequently, several linear least squares methods have been proposed as 
solutions to the problem of fitting a transfer function to a set of 
frequency response data. The original linear least squares frequency 
domain curve fitting method was due to Levy (1959) but is known to give 
biased parameter estimates (Whitfield, 1987). The method was improved by 
Sanathanan and Koerner (1963) and more recently by Lawrence and Rogers 
(1979) by introducing an iterative error criterion. Stahl (1984) has 
proposed a further iterative linear least squares method and Whitfield 
(1987) has analysed the entire class of iterative linear least squares 
curve fitting techniques and has concluded that, should such schemes 
converge, they may not converge to the optimum of their associated non-
linear least squares criterion. 
Whitfield (1986) and Whitfield and Williams (1988) have further proposed a 
number of non-iterative error criterion as alternatives to the existing 
iterative techniques. 
6.1.1 Analytical Notation 
In order to compact the analysis in this and subsequent chapters, the 
following are defined 
so that 
p = -1-1 JW ... (jw)mp 
q = Ijw ( jw)2 ... 
a = (ao a, am)T 
b = (b, b2 bn)T 
A{jw) = pTa 
B(jw) = 1 + qTb 
{jw)np 
Discussion IS restricted to non-integrating systems where 
bO = 1 
is pre-assigned.. It is quite easy to modify the argument to the case where 
bn = 1 is pre-assigned instead. 
6.2 Iterative Linear Least Squares Methods 
This section will summarise the well-known iterative linear least squares 
solutions which have been proposed as almost equivalent to the non-linear 
least squares problem introduced in the previous chapter and represented by 
the minimization of E given by (5.3). Such procedures have been 
extensively analysed by Whitfield (1986 & 1987) and Whitfield and Williams 
(1988). 
All of these approaches, at iteration A (A=l, •.• ,Amax) , may be written ln 
the form of an error criterion 
M 
E,I=L wii e Ak/2 (6.1 ) 
or 
", 
EA = L w~k {Rele~kJ2 + Imle,hJ 2} (6.2) 
k-:=1 
where e,\k is linear in (a', bT) i.e the values of (aT, bT) at iteration A 
and WAk is a weight applied at each frequency point at iteration A. 
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6.2.1 Levy·s Procedure 
This scheme lS non-iterative with error criterion 
E(l) = 2.-. I A - BG /2 (6.3) 
and thus ,\ max = 1. The method sets 
(6.4) 
Therefore this formulation is asymptotically equivalent to the original 
non-linear least squares error criterion E but weighted by a factor 
I B(jwk)12. It is therefore unsurprising that this technique produces 
biased estimates of the transfer function parameters (Whitfie1d, 1987). 
Confirmation of the biasedness of the solutions to E(l) is provided by 
inspection of the normal equations obtained on minimization: 
L { P (A - Sc,. ) • +- cc.} = 0 (6.5) 
(6.6) 
Comparing equations (6.5) and (6.6) with their counterparts for the 
nonlinear error criterion (5.4) and (5.5) one sees that they differ. Thus 
the solutions to equations (6.5) and (6.6) will generally be biased. Such 
bias will be discussed fully in Chapter 7. 
6.2.2 Sanathanan and Koerner's Procedure 
In an attempt to alleviate the problem of bias introduced in Levy's scheme, 
Sanathanan and Koerner proposed an iterative approach. This procedure sets 
E(S) = I. _1_/ A - BG /2 
/ B'\_I I' 
(6.7) 
where B)-1 1S calculated uS1ng the bT parameters found at iteration () -1). 
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The method sets 
W,lk = 1 
(6.8) 
and the method of solution is detailed in Section 6.4. 
The normal equations arising from minimizing (6.7) are 
Cl £ (s) 
= I{p 1 2(A-BG)~+c:.c} = 0 
be>. I B'\·1 I 
(6.9) 
aE (5) 
- .L {'!. -, z G- ( A - 8G ). + cc} = = 0 
ab 18,HI 
(6.10) 
Assuming convergence has taken place, one has 
BJ., = B (6.11) 
and equation (6.9) agrees with (5.4); however equation (6.10) differs from 
(5.5) since G (data values) appear instead of A/B (model values) and again 
bias can be expected. 
6.2.3 Lawrence and Rogers' Procedure 
Lawrence and Rogers (1979) reported convergence problems with the 
Sanathanan and Koerner procedure in the practical case of turbogenerator 
frequency response data. They therefore proposed reformulating the 
procedure such that the criterion becomes 
and the method sets 
W,\k = 1 
eAk = A.\..C..i;;!.) - G( jW!.)Bl (jw!.l 
B~"-ol(jw< ) 
(6.12) 
(6.13) 
The procedure is therefore a recursive least squares method where B~l(jwk) 
is the denominator polynomial evaluated at S=jwk using the bT parameters 
found after (k-l) points have been used in the recursive least squares 
scheme at iteration A. 
Up-dated parameter estimates are therefore provided after each complex data 
point has been collected. This is intuitively attractive for on-line 
parameter estimation and assuming that the recursive parameter estimates 
converge, the minimization is equivalent to that given for Sanathanan and 
Koerner's method i.e. equations (6.9) and (6.10). However, Whitfield 
(1986) suggests that unless a large number of data points are available, 
iteration together with its attendant convergence problems will be 
necessary. 
6.2.4 Stahl's Procedure 
Stahl proposed a matrix adapt ion method closely related to the Sanathanan 
and Koerner procedure. Whitfield (1986) has shown that the procedure is 
equivalent to a linear least squares error criterion that at each iterative 
step may be written 
(6.14) 
where again AA·l and B'\'l are estimates of A and B, respectively, obtained 
from the previous iteration and the procedure therefore sets 
W'\k = 1 
e.lk = A,\(jwk) - AA-1 (jw!l[B,,(jWk) - 1] - G(jWk) 
SA -1 (jw~) 
(6,15) 
Minimizing this expression and assumlng convergence has taken place, i.e. 
A.·l=A, B~-l=B, yields 
oE"d 
= L{ _1_ B(A-BG)'+c c} = - p 0 d~ ISl 2 (6,16) 
(lE(ST) -~ { ~ 1 A (A-B6)'+ cc} 0 - TBi' -= ab (6.17) 
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If AA(jW) ...... A(jw) and B,\(jw)~B(jw) as A _.0 then this criterion 1S 
asymptotically equivalent to the non-linear least squares criterion E. 
6.2.5 Whitfield·s Procedure 
An alternative criterion was-proposed by Whitfield (1987) which arises 
naturally from the linearization of the non-linear function (A/B - G) in 
the fundamental criterion E. This criterion may be written 
- JI.i-1B ;- AA-l- B).-lG jZ 
BA-l 
where again AA-l and BA-l are estimates of A and B. respectively. obtained 
from the previous iteration and the procedure sets 
= ~11-
B~_I (j<.Jk) 
W,\k = 1 
M-,c ;Wk)BA( ;wkl 6:_1- (jLh) ;- M-I( ;w!l -13.-, (jw><) 
Minimising this expression and assuming convergence has taken place yields 
identical normal equations to those obtained for the non-linear error 
criterion i.e. (5.4) and (5.5). Thus no bias should be expected in the 
solutions. 
6.3 Non-Iterative Linear Least Squares Methods 
One may assume that the true transfer function representing the system is 
given by 
G( s) = A( s) = 
B (s) 
----'lQ-±.....a.1S 
1,0 ... b 1 S ;-
+ ",. +- a~ID __ (6.18) 
, " -I n 
.. + bn_,S +.s 
i.e. an nth-order system and this system 1s.used to generate the frequency 
response data {G(jwk);k=1.2 •...• M} 
Without prior knowledge of the transfer function. one seeks to find an 
approximation using the measured frequency response data set given above. 
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i . e. (6.19) 
where (ao, al, .•• , am, bo, bl, .•. , bn-l) = (aT, bT) are the sought parameters. 
6.3.1 Differential-Equation Error Criterion 
The development of the transfer function system representation in Section 
2.1.2 illustrates that the transfer function (6.1Q) can also be represented 
by an associated time-domain differential equation 
amr(m)(t) + ••• + alr(ll(t) + aor(t) (6.20) 
where an input r(t) produces a corresponding output x(t). Now if y(t) 
denotes the response of the true system to the same input r(t) then, ln 
general, substituting y(t) for x(t) ln (6.20) will generate an error 
ed(t) = [y(nl(t) + bn_ly(n-ll(t) + ••• + bly(ll(t) + bOy(tl) 
- [amr(m)(tl + ••• + alr(ll(t) + aor(t») 
the corresponding Laplace transform of which is written 
where Ed(S), Y(s), R(s) denote the Laplace transforms of ed(t), y(t) and 
r(t) respectively. Since the true system transfer function is denoted 
G(s), one has that Y(s)=G(s)R(s) and therefore 
Thus for a specified input r(t), one can pose a time domain differential-
equation error criterion as 
and can invoke Parseval's theorem to produce an equivalent frequency domain 
criterion 
(6.21) 
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Expressing the integral (6.21) in terms of angular frequency wand 
neglecting all multiplicative constants, which play no part in any 
subsequent optimization, we have that the parameters (aT, bT) estimated 
transfer function are solutions to the problem 
min 
c.,b 
J "", B(jw)G(jw) 
o 
(6.22) 
In practice the frequency response function is most conveniently expressed 
as a finite set of values {G(jwk); k=1,2, .•. ,M} and hence the integral in 
(6.22) must be replaced by an equivalent quadrature formula. We therefore 
define the error criterion arising from the ordinary differential-equation 
error, and which is to be minimised with respect to a and b, as 
M 
Eda = 2... wkIB(jWk)G(jWk) - A(jWk)IZ/R(jwk)!Z (6.23) 
K: I 
in which {Wk;k=1,2, ... ,M} range between Wmin and Wmax. The weights Wk. arlse 
from the specific quadrature rule chosen to approximate the integral in 
(6.22). For example, the trapezoidal rule has w, = (wz-w,)/2, 
{wk=(wk+,-wk-,)/2;k=1,2, •.. ,M-I} and ""=(WM-",,·,)/2 providing the angular 
frequencies have been arranged in increasing order. 
Clearly both the analytical criterion in (6.22) and the numerical criterion 
in (6.23) depend on the choice of test input signal and one would expect 
the predicted parameter values to vary accordingly. Thus for a unit 
impulse input R(s)=R(jw)=l while for a unit step input, R(s)=l/s and 
R(jw)=l/(jw), indicating that more emphasis will be placed on the lower-
frequency points by the latter choice of input signal. It should also be 
noted that since! B(jWk)G(jwk) - A(jwk)!Z = Re[B(jwk)G(jwk) - A(jWk)]Z + 
Im[B(jwk)G(jwk) - A(jwk)]Z and the parameters a and b occur linearly in 
A(jwk) and B(jwk), respectively, the minimization of (6.23) constitutes a 
linear least-squares problem. 
An integral proposed by Rao and Lamba (1974) is related to the integral 
formulation (6.22). Their proposed error criterion is discussed by 
Whitfield and Williams (1988) with the conclusion that there is little 
evidence to suggest its general applicability. 
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6.3.2 Integral-Equation Error Criterion 
For zero initial conditions, the system governed by the transfer function 
(6.18) can also be represented by the associated time-domain integral 
equation (Whitfield and Messali. 1987) 
XCO)(t} + bn-,X(1)(t} + ••• + b,Xcn-')(t} + boXCn)(t) 
= amR,n-m)( t} + ••• + a,Rcn-')( t) + aoRCn)( t} (6.24) 
where an input r(t) produces a corresponding output x(t) and the notation 
is described by the recurrence relationship 
XCO)(t) = x(t} 
le 
XCi)(t} = S XCi -1)(t:) de i=1.2 .... 
c 
This integral has been used successfully (Whitfield and Messali. 1987) for 
time-domain system identification. Again. if yet) denotes the response of 
the true system to the same input r(t) then. in general. substituting yet) 
for x(t) 1n (6.24) will generate an error 
ei(t} = [yCO)(t} + bn-,y(1)(t} + ••• + b,ycn-')(t) + boyCn)(t} I 
- [amRcn-m)(t) + ••• + a,Rcn-')(t) + aoRCn)(t) I 
the corresponding Laplace transform of which is written 
Ei(S) = [1 + bn-,s-' + ... + b,s'-n + bos-nly(s) 
- [amsm-n + ••• + a,s'-n + aos-nIR(s) 
where Ei(S). yes) and R(s) denote the Laplace transforms of ei(t). yet) and 
r(t) respectively. Since yes) = G(s)R(s) one obtains 
Ei(S) = ([l + bn-,s-' + ... + b,s'-n + bos-nIG(s) 
- [amsm-n + ... + a,s'-n + aos-nl}R(s) 
Thus for a specified input r(t). one can pose a time-domain integral-
equation error criterion as 
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and can invoke Parseval's theorem to produce an equivalent frequency-domain 
criterion 
)00 
Ei = -'.-S Ei(S)Ei(-S) ds 
2nJ 
-~oO 
(6.25) 
As before. if (6.25) is expressed in terms of angular frequency wand one 
neglects all multiplicative constants. the parameters (aT. bT) in the 
estimated transfer function are solutions to the problem 
.0 
minj I B{jw)G{jw) - A{jw)IZIR(jw)IZ/w2n dw 
a.,b 0 
(6.26) 
Replacing the integral in (6.26) by an equivalent quadrature formula. one 
can define the error criterion arising from the integral-equation error as 
M 
Eia = L wdB{jw)G{jwJ - A{jw.212IR(jw.)12/w~n dw (6.27) 
k:: 1 
and one seeks to minimize Eia with respect to a and b. Again one notes 
that this latter criterion gives rise to a linear least squares problem. 
6.4 Solution Techniques 
In general terms. linear least-squares problems may be written as 
mln I." [i_ HijXj - CiJ- 2 
X (':, J-I 
(6.28) 
in which the vector of optimizable parameters is denoted x = (xl.xZ •..• Xv)T 
and the constants {Hij; i = 1.2 •..• u;j = 1.2 .... v} and {ci; i = 1.2 ... ,u} 
are prescribed. The optimal solution of (6.28). x'. is given by the 
analytical formulation 
(6.29) 
where H has dimensions (u x v) and with elements {Hij} and c is a 
u-dimensional vector with elements {Ci}. Explicit use of (6.29) or the 
equivalent exactly determined set of equations 
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is often numerically unstable and thus an alternative approach is adopted. 
This relies on finding the Householder solution (Noble, 1976) to the 
associated set of over-determined equations 
Hx* = c 
This latter technique is less prone to rounding errors and is well-
documented (Lawson and Hanson, 1974, Wi1kinson and Reinsch, 1971). 
6.4.1 Matrix Formulation for Iterative Techniques 
(6.30) 
The matrix formulation for iterative techniques proposed by Whitfield 
(1986) is now followed for non-integrating systems. The general criterion 
(6.2) can be written 
2M 
(w"IRele,ull l + L (w;ulmleAII}2 (6.31) 
L=1 
where the index k used in (6.2) is now given by 
k = (1+1)/2 for 1 odd 
k = 1/2 for 1 even 
and since each term eAI is linear in the parameters aT, bT, this problem is 
now in the standard linear least squares form of the previous section. The 
matrix formulation equivalent to equation (6.30) takes odd rows from the 
weighted real component and even rows from the weighted imaginary component 
at the measurement frequencies Wk (k = 1,2, .. ,M) 
At iteration A, the general form of eAk is 
(6.32) 
where KA' fA, fA are complex numbers: "', = "'r + jo(~, fA = pc + jf, and 
}lA = Yc + jY.:. Following from the notation introduced in section 6.1.1, 
AA(jwk) and BA(jwk) can be expressed as 
AA( jwkl 
BA (jwk) 
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where 
aT = ( ao~ az.\ a4A · .. I r 
aT = ( al!, alA asA • .• I , 
b~ = (bz), b4A b6,\ • .. I 
bT = ( bl~ bl.\ bS'\ • •. I , 
and 
p~ = ( 1 0 -Wk 0 Wk 0 ••• I 
pT 
, 
= (0 Wk 0 -Wk 0 Wk ••• I 
q~ = (0 -Wk 0 Wk 0 -Wk ••. I 
• 
qT = (wk 0 
L 
-Wk 0 Wk 0 ••• I 
Thus at frequency Wk: 
Re(eAkl T T + fl rq~br T )I, = o(rprSr - 0( iPiSi - fl iqibi -
Im( eAkl o(ip1=Sr T + Il iq"):br T = + "'rpiai + f rqibi - V-I 
The corresponding rows in the matrix formulation are then of the form: 
where 
odd: (":rPr: -o(iPi :prqr: -!iqi Ix = Vc 
even: (o(iPr: -.(rpi: (iqr: flrqi Ix = ~ 
15 the vector of unknowns at iteration A. 
The iterative techniques described in Section 6.2 can now be expressed in 
this formulation as follows: 
Levy 
Sanathanan 
and Koerner 
Stahl 
Lawrence 
and Rogers 
""A = 
0(. = 
0(. = 
IX" = 
1 
1 
BA_IOw.) 
1 
1 
g ~-' (j"'<) 
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(J,\ = -G(jWk) Y.\=~'=o 
p~ = -G(jWk) Y,.=v/=o 
6"\_1 (jw;,.) 
f3. = - AA-I (jwk) 
SA_' (jWk) 
p. = -G(jWk) y'=V/=o 
For the non-iterative techniques of Section 6.3, it has already been noted 
that both the differential-equation error criterion, Eda and the integral-
equation error criterion Eia are of the linear least squares form. Both 
criteria can be expressed in the general form 
,., 
Ea = I Wka/B(jWk)G(jWk) - A(jWk)12 
k: ~ I 
with Wka = wkIR(jwk)12 for Eda and Wka = wkIR(jwk)12/wt' for Eia. Thus a 
convenient way of forming the over-determined set of equations (6.30) for 
Householder solution is to supply a total of 2M equations, the odd rOWs of 
which are formed by the coefficients of/wkaReIB(jwk)G(jWk) - A(jWk) 1 and the 
even rows of which are formed by the coefficients of/wkalmIB(jwk)G(jwk) -
A(jwk) I. 
Thus Whitfield's matrix formulation allows us to test all the methods 
introduced in this chapter using Householder transformations. 
6.S Results 
This section alms to compare the iterative and non-iterative techniques 
introduced, both with each other and with the results obtained in the 
previous chapter for the non-linear least squares error criteria by running 
the identification procedures on each of the four examples discussed. 
In order to provide a measure of the success of each of the techniques in 
identifying the true parameter values, found from minimization of the non-
linear error criterion (5.3), the following measure of relative parameter 
bias will be used: 
= LI (6.33) 
A 
where xi are the true parameter values and Xi the estimates found from 
using linear least squares. 
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Example 1 
For the second-order system in Chapter 5, applying noise at a level of ~ = 
5% yields the following parameter sets for each of the techniques: 
Levy 
4.986 8.030 
6.973 
p = 0.0794 
Sanathanan 
and Koerner-
5.0ll 8.194 
6.628 
f= 0.00226 
Lawrence 
and Rogers 
5.014 8.194 
6.629 
f = 0.00261 
Stahl 
5.227 9.988 
3.706 
(>=0.701 
Whitfield 
5.012 8.201 
6.620 
f! = 0.000 
The non-iterative techniques produced only two different parameter sets. 
The differential-equation error criterion Eda gave the following parameter 
set using an impulse input: 
Eda (R(s) = 1) 
5.136 8.201 
7.191 
p = O.lll 
Whilst the integral-equation error criterion using any of the standard 
impulse, step or ramp inputs together with the differential-equation error 
criterion using a step or ramp input gave the following parameter set: 
Eda (R(s)=1/s,1/s 2) 
Eia (All inputs) 
5.139 6.093 
7.194 
F = 0.369 
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Analysis of the two error criteria (6.23) and (6.27) reveals the reason for 
this occurrence. For an impulse input, Eda and Eia reduce to the 
minimisation of 
" 
Eda = [Wk I B(jwk)G{jWk) - A(jwk) I 2 
il"= I 
,., 
Eia = I ;0., I B(jwk)G(jwk) - A{jWk) I 2 
k..s.1 WI(. 
respectively. The weighting terms Wk and 1/Wk2qo , will produce significantly 
different sets of equations for solution and thus the minimising parameter 
sets are unlikely to be the same. However, if one increases the order of 
the input signal and use a step input such that R(jwk) = l/jwk then Eda and 
Eia become 
M 
Eda = ~ _1 I B(jwk)G{jwk) - A(jwk) I 2 
00:''::'1 Wk 
The weighting terms Ijwk and l/wk~·lare now of a similar construction and 
will lead to minimisation of sets of equations with the same 
characteristics. Further increase to the order of the input accentuates 
this similarity and leads to convergence in the parameter sets obtained 
from either the differential-equation or integral-equation error criterion. 
This convergence can also be observed when such criteria are used for model 
reduction (Whitfield and Williams, 1988). For low-order systems, the 
convergence is more rapid than for high-order systems and for this second-
order system occurS as soon as the weightings are of similar construction 
i.e. for Eda with a step input or higher order input. 
Clearly even for this low-order system with a low level of noise, the 
values of ~ obtained from the use of Stahl·s criterion and both the non-
iterative criteria Eda and Eia are considerably worse than for the other 
iterative techniques. Whitfield's criterion has provided the exact non-
linear least squares solution and therefore appears the most accurate. 
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If we increase the level of nOlse to ~ = 10% these features are further 
accentuated. 
Levy 
5.170 8.328 
7.217 
f = 0.165 
Sanathanan 
and Koerner 
5.231 8.366 
6.335 
jI = 0.00882 
Lawrence 
and Rogers 
5.221 8.385 
6.265 
# = 0.00942 
Stahl 
5.594 11.544 
12.613 
f = 1.445 
Whitfield 
5.235 8.391 
6.303 
f = 0.000 
and the Eda with an impulse input and Eia and Eda with all other inputs give 
respectively. 
4.902 7.796 
6.862 
f = 0.223 
4.920 1. 786 
6.888 
p = 0.940 
The poor performance of the non-iterative techniques for parameter 
identification contrasts with the encouraging results achieved in model 
reduction (Whitfield, 1986 and Whitfield and Wi11iams, 1988). The latter 
results indicated the superiority of, in particular, the integral-equation 
error criterion over iterative least squares techniques in fitting the low-
to middle-frequency characteristics of higher order systems. This produced 
accurate dominant parameter estimation including the system gain. 
The performance of Stahl's criterion has been equally poor and indicates 
that application of either Stahl's criterion or the non-iterative criteria 
to more complex systems is unnecessary and thus these methods will not be 
considered further. Whitfield's criterion has again correctly identified 
the non-linear least squares solution. However, increasing the complexity 
of the system to be identified by introducing one extra parameter in the 
numerator results in the method starting to break down. 
Considering the system 
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2-0CO + :3_tOC::;Z 
i-coo + 6-ocos+ i-coos'! 
and maintaining the noise level at ¥ = 10%, Whitfield's method yields an 
unrealistic set of parameter values given as 
Whitfield 
1.420 
-3.298 
-5.736 
1.035 
Further increase in the order of both numerator and denominator results in 
the failure of the method to converge at all and therefore its use appears 
limited to only very low-order systems. Wh'Cf;iUd'. criI=<U"to" F-.,i.J. b> Gr-''W<>;5''-
I<rv-. lh<.. """~~~ ,,-~pl<" '" ~is a.. .. 0='. 
Example 2 
Now considering the fourth-order system in Chapter 5 and applying a nOlse 
level of ~ = 5% one obtains the following parameter sets 
Levy 
4.934 
12.236 
9.353 
20.456 
13.377 
1.142 
p = 5.232 
Sanathanan 
and Koerner 
4.929. 
3.782 
7.546 
9.331 
4.916 
0.174 
f = 1.331 
Lawrence 
and Rogers 
4.925 
51. 530 
17.227 
75.087 
49.252 
10.808 
f= 48.883 
This set of results confirms the trend shown in Example 1 of Levy's method 
proving inferior to Sanathanan and Koerner's. In addition, one sees that 
the value of p obtained for Lawrence and Roger's method indicates that the 
method i.s unreliable except in cases where large numbers of data points are 
available relative to the number of parameters to be identified. If for 
example one increase the amount of data available to 100 logarithmically 
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equally spaced points between 0.01 and 100 rads/s one obtains the following 
parameter set: 
Lawrence & Rogers 
4.928 
20.621 
11.404 
29.782 
15.911 
4.888 
p = 17.946 
Clearly the greater the amount of data, the more accurate will be the 
resulting parameter set. However, the increased data collection time is 
likely to weigh, against practical use of the method. 
Example 3 
Now turning to the fourth-order system of Chapter 5 for which experimental 
data was collected. Parameter identification using Sanathanan & Koerner and 
Levy techniques yields the following parameter sets: 
Levy 
2.022e-028.01ge-02 
2.451e-03 
1.434e-04 
4.526e-07 
f5 = 4.096 
Sanathanan 
and Koerner 
2.064e-02 6.486e-02 
1.148e-03 
5.246e-05 
6.518e-08 
fo = 1. 005 
Similar results are obtained when one carries out weighted least squares 
identification using Levy and Sanathanan and Koerner and the variances 
derived from the coherency function as in Chapter 5: 
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Example 4 
Levy 
2.047e-027.841e-02 
2.662e-03 
1.378e-04 
4.19ge-07 
p = 3.921 
Sanathanan 
and Koerner 
2.092e-026.977e-02 
1.168e-03 
8.004e-05 
7.076e-08 
J3 = 0.874 
Finally again consider the seventh order system given in Chapter 5. The 
following results are obtained with q = 1%: 
Levy 
0.107 10.868 
1.172 9.367 
1.963 
0.309 
1.247e-03 
3.168e-04 
2.852e-06 
p = 10.106 
Sanathanan 
and Koerner 
0.107 
0.349 
p = 
8.570 
5.333 
0.982 
0.048 
7.494e-03 
2.623e-05 
2.865e-07 
3.055 
Thus even for larger systems Levy and Sanathanan and Koerner converge to 
give reasonable parameter estimates the latter again proving superior. 
6.6 Summary 
The results have highlighted the difference between model reduction and 
identification. Whilst the non-iterative techniques have proved robust for 
model reduction problems they have failed to perform well in 
identification. The iterative techniques have been more successful. 
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Whitfield's criterion converges to the model parameters identified Via the 
minimization of the true non-linear least squares criterion for simple 
models. However, it breaks down as soon as the model complexity is 
increased. The reasons for this breakdown are unclear and thus further 
investigation could prove fruitful. 
Stahl's method appears inferior to the other methods used whilst Lawrence 
and Rogers' method requires a large number of data points for convergence 
to take place, Thus the methods of Sanathanan and Koerner and Levy appear 
the most powerful with the former consistently providing the more accurate 
parameter estimates. 
In simple terms, if one had to rank the techniques on the results obtained, 
one would have to place Sanathanan and Koerner and Levy first and second 
respectively, some way ahead of the other procedures discussed, Stahl's 
method has generally yielded a poor set of estimated parameters whilst 
Lawrence and Rogers' procedure fails to converge unless a large volume of 
data is available. Whitfield's criterion has also failed to converge for 
any but the simplest of systems and the non-iterative techniques have not 
reproduced in identification, the encouraging results achieved in model 
reduction. 
I shall now look at possible improvements to the iterative linear least 
squares techniques by analysing bias in the resulting parameter estimates.' 
7. BIAS EVALUATION AND REDUCTION 
Further to Whitfield's (1987) discovery that established linear least 
squares procedures used in the synthesis of transfer functions generally 
lead to biased parameter estimates, this Chapter analyses in detail how 
such bias arises from imperfections in the frequency response data. In 
addition, a simple improvement to the Sanathanan and Koerner procedure 
introduced in the last chapter 1S given. 
7.1 Sources of Bias 
Attention will be centred on the procedures presented by Levy (1959) and 
Sanathanan and Koerner (1963). Later, the corresponding results for other 
methods will be summarized. 
Comparison of the normal equations for both the Levy method, (6.5) and 
(6.6) and the Sanathanan and Koerner method, (6.9) and (6.10) with the 
normal equations of the true non-linear error criterion E, equations (5.4) 
and (5.5) clearly indicates the likelihood of bias in parameter estimates. 
7.1.1 Data Formulation 
Let 
be the optimal solution to the nonlinear least squares problem (5.4) and 
(5.5). Write 
A 
A (j",.) 
B (j"'-) 
for the corresponding model estimate of the frequency response. In the 
case of a perfect model and vanishing noise corruption 
A A 
Then G = A/B and it is clear that E, ECl) and ECS) are reduced to zero by 
" the parameter vector x = x - see (5.3), (6.3) and (6.7). Hence for perfect 
data there is no bias. 
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More generally one writes 
(7.1) 
where the OK are considered small and represent the effects of model 
inaccuracy and noise corruption. In the following sections the bias 
resulting from. non-vanishing e values is quantified. 
Equation (7.1) can be usefully rewritten as 
A A A 
A - BG = -Be (7.2) 
whilst from (5.4) and (5.5) we have 
Oc 
= 
"0.. - I { P g ft + cc} = 0 (7.3) 
dE L{ A + c.e} (7.4) = 'j.~€~ =- 0 ab 82 
7.2 Evaluation of Bias 
The bias inherent in the Levy and Sanathanan procedures will now be 
analysed and then extended to other procedures. 
7.2.1 Levy's Criterion 
One must first write out the linear (Normal) equations explicitly for the 
unknown parameters 
(7.5) 
From equations (6.5) and (6.6) and using the notation of section 6.1.2, one 
has 
{-I(GqpT + c.c.)}a + (I(IGI2qq+ + c.c.)}b = -I(IGI 2 q + c.c.) 
where p+=(pT)* is the Hermitian conjugate. Combining these equations, one 
obtains 
S(G)x = t(G) (7.6) 
where 
"0' • [_ ~~~. + cc. (7.7) 
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and 
[ 
L crop ] 
t(G) = '" 2 + CC. 
-L1 6 1 q. 
0.8) 
Then 
X(l) = S-l(G)t(G) 0.9) 
is the Levy 'optimal' solution for the parameters a and b. Since the 
system of linear equations (7.6) is likely to be ill-conditioned, S-l is 
best evaluated by performing a reduction of the underlying set of M over-
determined equations (Whitfield, 1986) as described in the previous 
chapter. We then assume that S-l(G) exists for data Gk (k=1, ... ,M) 
sufficiently close to an ideal model match (i.e. for the E sufficiently 
small). In particular we assume that S-l(G) exists. 
Writing 
x CL ) = ~ + Xl = ~ + X(O) + X(1) + ... 0.10) 
where Xl is the total bias, X(O) is the zeroth-order bias, X(1) is the first-
order bia.s etc. This means that X(O) is the parameter bias when £ =0, X(l) 
is linear in the £,etc. To be more mathematically precise, if each Ek is 
replaced by ~Ek' where ~ is a scalar expansion parameter, then 
X(L) = ~ + X(O) + '(X(1) + '1'1«2) + ••• 
as '1-0. One knows that there is no bias in the noise-free case, so one 
would expect x(O) to be identically zero; this will now be confirmed 
explicitly. Similar to (7.10) one writes 
A " A(L) = A + A = A + A(O) + A(1) + ••• 
and likewise for B. Note that 
0.11) 
(i.e. the 1 term is missing). From (7.2), we have 
• • 
= A' - B' G - BE - B'£ 0.12) 
Then from (6.5) 
A A ~{pIA' - B'G - BE - B~I' + c.c.} = 0 0.13) 
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and likewise from (6.6) 
(7.14) 
To zeroth-order, we have from these two equations 
" A " L {p I A(O) - B(O)G) + c. c.} = 0 
\"" A A * 
- L{qGIA(O) - B(O)G) + c.c.} = 0 
These are analogous to (6.5) and (6.6), and comparing (7.6) the explicit 
form is 
A 
S(G)X(O) = 0 (7.15) 
The zero on the right-hand side is due to the absence of a 1 term in B(O) -
c.f. (7.11). Then since S·'(e) exists, (7.15) implies 
X(O) = 0 
as expected. 
To first-order, (7.13) and (7.14) become, respectively, 
, ..... A .. 
L {p I Am - B( 1)G - B£ I + c. c.} = 0 
-~{qeIA(1) - B(1)& - BE)" + c.c.} = 0 
which again compare with the standard Levy equations to give 
Hence 
X( 1) 
A 
S (G)X(1) = [~p ( Bd' + c.c J 
-~'}G(B,r+C.C. 
" [I p (i3£)* + c.c. ] 
= S(G)-1 
'("" ..... " It 
-L'J.G(B£) +c.c. 
(7.16) 
(7.17) 
(7.18) 
is generally non-zero, and the bias is first order in E. Hence accuracy is 
only of zeroth-order and the Levy approximation can be described as a 
zeroth-order method. 
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7.2.2 Sanathanan and Koerner's Criterion 
The analysis here is similar to that of section 7.2.1 for Levy's criterion, 
and the notation will be mostly unchanged. A weighting factor 
---I B(p)I'2 
now follows each summation sign; after convergance has taken place this 
equals 
IB(S)I'2 
where now 
A I A 
B(S) = B + B = B + B(o) + BO) + ••• 
uses the optimal Sanathanan and Koerner solution for its parameters. 
Thus (7.6) is modified to 
S(G,B(P»x = t(G,B(P» (7.19) 
where 
[ pp~ 
-",,' J S(G,B(P» I 1 iGI',!-q,t + = c.c. IB(P)I' _ G'j,I' T 
t{G,B(P» I- [&'P ] = + C.C. 181P) 12 
-1&\2,!-
Again S(G,B) is assumed to be invertible. Equation (7.19) is equivalent to 
(6.9) and (6.10). Equations (7.13) and (7.14) become modified to 
I:{p il 1 IA'-B'G-B£-B'£ 1* + c.c.} = 0 
, .. 13'1' 
_'{q,1 (G+flIA'-B'G-BE-B'E 1* + c.c.) = 0 
L 113+ 13'" 
respectively, assuming convergance has taken place. 
Working to zeroth-order In Et as in the Levy case, one has 
A A 
S(G,B)x(o) = 0 
whi ch imp li es 
x(O) = 0 
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(7.20) 
(7.21) 
To first-order in [,from (7.20), one obtains, 
The term in E is just 
by (7.4). Similarly (7.5) removes the E term from (7.21) and we have 
A ~ 
S(G,B)X(1) = 0 ='?X(l) = 0 
Now looking at second-order terms in (7.20) and (7.21), Slnce B' is now at 
worst second-order, 
18~ 8'1 2 
:: + Ore) 
Hence the terms 
A 
- '{ p A 1 B'£' + c. c.} = 0 
L 11'1+13'12 
give only third-order contributions - again USing (7.4). Equation (7.20) 
then yields 
"(p_l_ (A(2) - B(2)G)' + c.c.} = 0 
L 161' 
(7.22 ) 
On the other hand (7.21) is inhomogeneous (to second-order) due to the [ in 
the term (G+£.) 
A • I 1 A* Z 
- B(2)G) + c.c.} + {q-B IEI + c.c.} = 0 
ISI· 
(7.23) 
Equations (7.22) and (7.23) for the second-order contributions to the bias 
in the estimated parameters are then given by the combined equation 
where 
A 
u(£ ,B) = 
- A " S(G,B)x(2) = u(£,B) (7.24) 
o 
(7.25 ) 
-I.{~lf+cc} 
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Therefore the Sanathanan and Koerner method is first-order accurate, with 
second-order bias given by 
(7.26 ) 
7.2.3 Other Procedures 
The alternative linear least squares criteria of Stahl (1984) and Lawrence 
and Rogers (1979), together with a criterion proposed by Whitfield (1987) 
are now discussed. The effects of applying the same analysis to them as 
for the Levy and the Sanathanan and Koerner methods are considered. 
Stahl's Criterion 
Referring to equations (6.14), (6.16) and (6.17) one sees that for this 
criterion, (7.15) is modified to 
where 
+ c.c. 
Working through the analysis to zeroth-order 1n E, gives 
• A A 
S(G,B,A)x(o) = 0 
which implies 
X(O) = 0 
To first-order, one obtains 
• A A 
S(G,B,A)X(1) = 
90 
LP£'~ c.c . 
Hence 
L fE· + c.c. 
x( 1) (7.27) 
is generally non-zero and tne- bias is first-order in £. Accuracy is 
therefore only of zeroth-order and Stahl's approximation is again, like 
Levy's, a zeroth-order method. 
Lawrence and Rogers' Method 
As stated 1n section 6.2.3, assuming that the recursive parameter estimates 
converge, the minimization is equivalent to that given by Sanathanan and 
Koerner - (6.9) and (6.10). Hence the same analysis applies, and Lawrence 
and Rogers' method is first-order accurate. If the recursion does not 
converge (e.g. there are too few data points) then no definite statement 
about the accuracy of the method can be made. 
Whitfield's Criterion 
As stated in Section 6.2.5, minimising Whitfield's proposed criterion 
yielded an identical set of normal equations to (5.4) and (5.5). Therefore 
without further analysis the method is accurate to all orders in ~. 
7.3 Bias Reduction 
The explicit expressions (7.18), (7.26) and (7.27) for the leading bias 
terms of the linear least squares procedures, indicate the possibility of 
improving the order of accuracy of these methods. 
7.3.1 Levy 
Equation (7.18) cannot be used as it stands, since x (and hence G, Band £) 
are unknown in practice. Instead x(l) must be used (7.9). Using these 
parameters we may evaluate 
(7.28) 
~ 
= B + Or£) (7.29 ) 
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Then to estimate 
A 
E = G - G 
A 
one mus t replace G by GCl), so 
by (7.28). Hence because the Levy solution is only of zeroth-order 
accuracy, one is unable to properly estimate the data variations~. The 
errors ln estimating XCI) from (7.18) are of first-order and no improvement 
in the order of accuracy is possible. 
7.3.2 Sanathanan and Koerner 
In analogous fashion 
A 
= G + 0([') 
A 
= B + 0(£<) 
;? G - GCS) = £ + 0 (E~) 
Hence 
and 
A 
u(E CS ), BCS» = u(c ,B) + O(€ ) 
A 
where u is defined in (7.25). Similarly, since G = G +0«(3) 
A , 
S(G,BCS» = S(G,B) + 0(0 
is the system matrix of (7.19) after convergance has taken place. 
Then 
(7.30 ) 
satisfies 
Hence (7.31) may be used to improve the accuracy of the Sanathanan and 
Koerner solution; the 'improved Sanathanan and Koerner' estimate is given 
by subtracting the estimate of the second-order error term from x CS ) 
thus 
A I 
= x+x, 
x CS ' ) (7.31 ) 
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It follows that this is now accurate to second-order in £. Amazingly, 
there is virtually no additional computing effort required to implement 
(7.30) and (7.31), since S(G,BCS»" is already known from the last 
iteration of the standard Sanathanan and Koerner technique. Alternatively, 
one may use instead S(GCS),BCS»" in (7.30); however, this has been shown by 
Gordon and Williams (1989) not to improve the order of accuracy and 
requires an additional matrix inversion. 
7.3.3 Other procedures 
Improvement of the accuracy of Stahl's solution is impossible for the same 
arguements as applied to the Levy solution, i.e. it is of only zeroth-order 
accuracy and proper estimates of the data variations E are unattainable. 
Similarly the bias in Lawrence and Rogers' solution may be reduced to the 
same extent as that of Sanathanan and Koerner using (7.30) and (7.31). 
However, this is again conditional on convergance having taken place. 
7.4 Results 
The results obtained by using the expression (7.30) to remove second-order 
bias in the Sanathanan and Koerner parameter estimates are now given for 
each of the four examples using the same levels of noise as considered 
previously. 
Example 1 
Non-Linear 
Least Squares 
5.235 8.391 
6.303 
Sanathanan and Koerner 
5.231 8.366 
6.335 
l' = 0.00882 
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Improved Sanathanan 
and Koemer 
5.234 8.386 
6.314 
p = 0.00253 
Example 2 
Non-Linear 
Least Squares 
4.931 
S.409 
Example 3 
7.89.S 
11.483 
6.S43 
0.386 
Non-Linear 
Least Squares 
2.0SSe-026.827e-02 
1.347e-03 
6.846e-OS 
1. S13e-07 
Sanathanan and Koerner 
4.929 
3.782 
7.S46 
9.331 
4.916 
0.174 
f3 = 1.331 
Sanathanan and Koerner 
2.064e-026.486e-02 
1.148e-03 
S.246e-OS 
6.S18e-08 
p = LOOS 
and for the weighted least squares case 
Non-Linear 
Least Squares 
2 .103e-02 6. 666e-02 
1.427e-03 
6.88le-OS 
1.490e-07 
Sanathanan and Koerner 
2.092e-02 6. 977e-02 
1.168e-03 
8.004e-OS 
7.076e-08 
fl = 0.874 
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Improved Sanathanan 
and Koerner 
4.930 
4.807 
7.769 
10.69S 
S.974 
0.329 
f! = 0.431 
Improved Sanathanan 
and Koerner 
2.0S8e-02 6.731e-02 
1. 27ge-03 
6.314e-OS 
1.2S1e-07 
f3 = 0.317 
Improved Sanathanan 
and Koerner 
2.098e-02 6.741e-02 
1 .32ge-03 
7 . 066e-OS 
l.283e-07 
f3 = 0.248 
Example 4 
Non-Linear 
Least Squares 
0.108 
0.507 
8.970 
6.661 
1.319 
0.103 
5.615e-03 
9.43ge-05 
8.046e-07 
Sanathanan and Koerner 
0.107 
0.349 
f = 3.055 
8.570 
5.333 
0.982 
0.048 
7.494e-03 
2.623e-05 
2.865e-07 
Improved Sanathanan 
and Koerner 
0.108 
0.472 
I = 1.361 
8.787 
6.001 
1.198 
0.072 
6.533e-03 
5.164e-05 
5.755e-07 
Clearly, In all the above cases, one sees a considerable improvement in the 
accuracy of the parameter estimates on removal of the second-order bias 
term as measured by p. 
As an alternative to p one may evaluate the non-linear error criterion E to 
obtain the following results: 
Example 1 
Example 2 
Example 3 
Weighted 
Example 4 
Non-linear 
Least-Squares 
Em1n = 0.00533 
Emin = 0.07621 
Emin = 0.06111 
Emin = 0.06274 
Emin = 0.17442 
Sanathanan 
and Koerner 
E = 0.0059l 
E = 0.07682 
E = 0.06053 
E = 0.06144 
E = 0.26119 
Improved Sanathanan 
and Koerner 
E = 0.00555 
E = 0.07629 
E = 0.06098 
E = 0.06212 
E = 0.19734 
Thus both measures show an improvement with the removal of the second-order 
bias term. 
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7.5 Sununary 
All but one of the iterative linear least-squares procedures introduced 1n 
Chapter 7 have been found to contain bias in their solutions. The one 
procedure which does not contain bias is that proposed by Whitfield. 
However, it was demonstrated in Chapter 7 that this technique fails to 
converge to a minimum and thus provide a set of parameter estimates for any 
but the simplest of systems. 
The procedures of Stahl and Levy are only zeroth-order accurate, and no 
simple bias reduction scheme is possible. Sanathanan and Koerner's 
procedure is first-order accurate and a simple method has been given to 
improve this to second-order. Lawrence and Rogers' scheme can ·be 
identically improved provided sufficient data points are available to allow 
convergance. 
The ranking outlined In section 6.6 therefore appears to be unchanged by 
the results of this Chapter. Sanathanan and Koerner's procedure, with the 
reduction in bias detailed in section 7.3.2 has improved its position as 
the most robust and accurate method. Both Levy's and Stahl's procedures 
were unable to be improved and thus Levy's procedure remains superior due 
to its greater accuracy and robustness. Whitfield's procedure though 
theoretically superior via the provision of unbiased parameter estimates 
fails to converge in practice and must therefore be discounted. Whilst 
Lawrence and Rogers' procedure benefits from the reduction in bias in its 
parameter estimates but still retains the convergance problems highlighted 
in Chapter 6. 
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8. CONFIDENCE INTERVALS FOR PARAMETER ESTIMATES 
8.1 Introduction 
Many techniques have been proposed for parameter estimation in the 
frequency domain, including those discussed in previous Chapters. However, 
few have been extended to provide statistical measures of the accuracy of 
the parameters obtained. It is widely appreciated that such measures are 
necessary and many would argue that an estimated model is useless without 
them (Wahlberg and Ljung, 1992). Recent research into providing error 
estimates for identified parametric models has tended to concentrate on 
situations where the true system 1S under-modelled (Salgado et al, 1990, 
Goodwin et al, 1992 and Wahlberg and Ljung, 1992). In this Chapter, we 
shall use the knowledge gained in Chapters 3 and 4 of the statistical 
distribution of frequency response estimates, to develop a practical 
procedure for generating confidence intervals for parameter estimates. 
8.2 Theoretical Confidence Limit Generation 
In theory, only one true technique is available for generating confidence 
intervals for parameter estimates - Monte Carlo simulation (e.g. Von Mises, 
1964). An outline of the technique is shown in Figure 8.1. A set of 
parameters is fitted to the measured data and then those same parameters 
are used as surrogates for the unknown true parameter set. Computer-
generated random data is then used to simulate a large number of synthetic 
data sets and for each of these data sets, a set of fitting parameters is 
found. Thus in order to provide statistically significant results, the 
technique involves running several hundred system simulations with, in this 
case, each simulation requiring the solution of a non-linear least squares 
prOblem. Therefore the technique is computationally expensive and 
impractical for on-line control processes. 
8.3 Practical Confidence Limit Generation 
As an alternative to Monte Carlo simulation, it is possible to use a 
linearisation of the non-linear error criterion (5.3) about the minimising 
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point (a, b), and then apply singular value decomposition (SVD) to derive a 
variance-covariance matrix for the parameter estimates (Gardon & Williams, 
1991) 
Thus one may obtain 
where 
A" 11" A:l AA G'{jw;a,b) = G{jw;a,b) + (a-a), Cl G{jw;a,b) 
" " A = A( jw) = 
aa 
" . a;(jw)' 
Substituting into the error criterion (5.3) 
M 
E, = E; = I ay21Gk - ( ~ 
6 
Whitfield (1987) proposed this criterion as the basis of an iterative 
linear least squares technique for transfer function synthesis. 
" 2 Using the measured values ~k yields for each Wk (k=1,2, ... ,M) the following 
system of (complex over-determined) equations 
+ = 0 (8.1) 
has a least squares solution which is equivalent to the minimisation of E,. 
Of course the minimising values are still (a, b), but now standard 
techniques can be used to generate confidence intervals for this linear 
problem. Expanding and re-arranging equation (8.1) gives 
m n " . • " ~ (jwl.c.)" a.i. [ AI< (j (,.1.)' b; = &1< AI< + AI< (8.2) 
" • 
. ., ~ 
"""" 
. ' .. 
L=O 0"""1c; Cl<: L'" I Ok &. Ok lJ6c. B", aLe. BIo( 
The third term on the right-hand side of equation (8.2) is due to the 
normalization bo = 1. Since both a and b are constrained to be real there 
are 2M equations in all , obtained by choosing the real and imaginary parts 
of equation (8,2) at each Wk. In purely real matrix form these may be 
written 
(8.3) 
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where H 1S a 2M x p matrix and c is a 2M x 1 vector. 
The singular value decomposition of H is of the form 
H = UWVT 
where W is a diagonal matrix of singular values having the same dimension 
as H, and U and V are real orthogonal matrices. The variance-covariance 
matrix C is then given by (Lawson and Hanson, 1974) 
(8.4) 
Denoting the model parameters by xT = (aT, bT) and the diagonal elements of 
C by 
Si = eii (8.5) 
the approximate 95% confidence interval for Xi is finally obtained from the 
formula 
11 Xi + 1.96si (8.6) 
8.4 Results 
I shall first present the confidence intervals calculated by the above 
method for Example 3 in Chapters 5, 6 and 7 i.e. the fourth-order system 
for which experimental data was collected. The confidence intervals were 
as follows 
1.981 < a, < 2.229 (xlO-2) 
7.280 < b, < 7.804 (xlO-2) 
2.666 < b2 < 3.110 (xlO-3) 
4.137 < b3 < 5.597 (xlO-S) 
3.375 < b4 < 7.149 (xlO- 7) 
Now comparing the above intervals with equation (4.1) one can see that each 
of the true values estimated using the non-linear error criterion under 
noise-free conditions does lie within its confidence interval. This is 
illustrated in Figure 8.2. 
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Further analysis of this system was then carried out using simulated nOlsy 
data. Setting ~ = 5X, five data sets were generated consisting of 20 
logarithmically equally spaced points in the frequency range 1-80 rads/sec. 
The method described above was then used to generate confidence intervals 
for each system parameter using each data set separately. The results are 
shown in Table 8.1 and graphically in Figure 8.3(a)-(e). 
Parameter Set 1 Set 2 
al (xlO- 2) 2.032-2.362 1. 881-2.333 
bl (xlO- 2) 7.109-9.005 6.991-9.889 
b2 (xlO-3) 2.237-3.142 2.234-3.154 
b3 (xlO-S) 4.165-5.757 4.865-7.407 
b4 (xlO- 7) 1.315-3.895 1.128-5.234 
Tabi<- 8.1 
DATA 
Set 3 
1.929-2.470 
7.093-8.561 
1. 906-3.600 
3.645-6.375 
1. 029-5.601 
Set 4 Set 5 
1.945-2.453 1.918-2.447 
7.205-8.450 7.664-9.308 
2.229-3.277 2.279-3.552 
3.725-6.295 4.600-6.612 
1.503-5.127 1.147-4.565 
The results show that on only two occaSions do the confidence intervals 
produced fail to include the true parameter values. Since 95X confidence 
intervals are being generated the likelihood of such an occurrence is 
significant with an attached probability of 23%. 
Similarly encouraging results were obtained for a range of other systems 
using simulated data and the same level of noise. However, increasing the 
level of noise led to an apparent deterioration in the value of the 
confidence intervals obtained. For example, with ~ = 10%, the confidence 
intervals obtained for the parameters of the fourth-order system used 
previously failed to include the true parameter values on average 9 times 
out of 25. The probability of such an occurrence is only O.lX which 
suggests that the method requires improvement for use in instances of more 
noisy data. 
8.5 Summary 
The probability model postulated in Chapter 3 has been used together with 
an approximation by a linear least squares error criterion to generate 
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confidence intervals for transfer fllnction parameter estimates. Provided 
that condition (3.22) 1S not invalidated, the results are seen to be 
consistent with known parameters obtained from minimisation of the true 
non-linear error criterion. However, in cases where condition (3.22) 1S 
invalid, the confidence intervals obtained are less reliable and thus 
provides an obvious area for future improvements. 
The Fortran code to generate the results 1n this and previous Chapters 1S 
available from the author. 
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9 CONCLUSIONS 
Frequency domain techniques have played a significant role in the 
development of control theory and practice. Although the level of interest 
in the frequency domain expressed by academics has fluctuated, for 
practicing engineers, the frequency domain has maintained its popularity 
throughout. This stems from the intuitive appeal of the frequency domain 
and the widespread acceptance of graphical interpretations of system 
behaviour in the form of Bode and Nyquist plots. 
At the centre of any control engineering problem is the identification of 
the system under consideration. Whole tracts of control theory rely on 
this identification e.g. adaptive control. Not surprisingly then, this 
particular area has received considerable attention from academics and 
practitioners alike. This thesis has attempted to contribute to this area 
via the development of parametric models for system identification in the 
frequency domain. 
In order to identify system parameters one needs first to obtain some 
measurement of the response of the system. Thus the thesis first looked at 
the various methods of determining the frequency response of a system. By 
far the most widespread methods are those based on spectral analysis. 
These allow an efficient collection of data over the whole of the frequency 
range. However there is still a choice to be made on the excitation signal 
to be used; Gaussian random noise, pseudo-random binary sequences or rapid 
frequency sweeps. The first two choices have gained greatest attention to 
date with use of the third having been largely confined to the field of 
sound and vibrations. A detailed analysis of its performance when used on 
systems with non-linearities needs to be undertaken before it is likely to 
receive further support. 
The increasing sophistication of the analysers generally available in turn 
increases the possibilities for more efficient on-line identification and 
control methods. Major advances e.g. the development of the Fast Fourier 
Transform in turn offer opportunities to develop new control techniques. 
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An important area introduced in Chapter 2 was that of noise simulation. 
Too many techniques have been developed in the past which ignored the 
effects of noise. This in turn led to a lack of robustness whenever such 
techniques were introduced to practical control situations. It is therfore 
necessary that simulated noisy data_accurately reflects practical noise 
characteristics. However, it would appear that no widely-accepted method 
of noise simulation has yet been developed. In Chapter 2 it is suggested 
that a noise source yielding constant caherancy over the frequency range is 
more sensible than one yielding constant amplitude. The justification for 
such a suggestion is however left until Chapter 3. 
The effects of noise is an area which should command greater attention from 
control engineers in the future as it 1S an area of fundamental importance 
for system identification and controller design. 
The statistical foundations of the thesis are developed in Chapter 3. 
Here, a simplified statistical model is postulated for frequency response 
A A 
estimates such that the pair IGR, G,J follow a bivariate normal 
distribution with zero correlation and with mean and variance given by 
equations (3.5) and (3.24) respectively. There are no assumptions made on 
the form of the system noise underlying the statistical model and thus the 
analysis is valid irrespective of whether the simulated noise signal 
suggested in Chapter 2 is justified or not. However, the justification for 
the use of a simulated noise signal which produces a constant coherancy 
function over the frequency range is provided by the nature of the var1ance 
of the frequency response estimates as given by equation (3.2~). 
The statistical model of frequency response~timates requires that 
variations in those estimates of G(w) be small in comparison to I G(w) I 
which is simply expressed in the form of condition (3.27). The 
experimental tests which are carried out in Chapter 4, indicate that the 
model is reasonable provided condition (3.27) is satisfied. The form of 
equation (3.27) indicates that the statistical model can cope with 
situations where t 2 is low provided the number of data frames N is 
correspondingly increased. Similarly, situations may arise where the data 
may not necessarily be very noisy, but knowledge of the data is poor. 
Agaian one can increase the number of data frames or improve the 
measurement of the coherancy. 
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If one assumes that the statistical model is reasonable i.e equation (3.24) 
is satisfied, it is possible to estimate the variance in frequency response 
estimates. In Chapter 5, the standard non-linear least squares error 
criterion for transfer function parameter identification (equation (5.3», 
is weighted by the estimated variance of the frequency response estimate at 
each frequency point. This generates maximum likelihood parameter 
estimates and a goodness-of-fit statistic. The latter provides not only an 
indication of the overall accuracy of the system identified but also an 
additional check on the probity of the underlying statistical model. The 
weighted error criterion showed a significant improvement on the unweighted 
case. These weightings are implicitly in favour of data points at which 
the coherancy is high i.e. the system output is strong in comparison to the 
noise. This certainly appears to have an intuitive appeal. 
In addition, Chapter 5 introduced a non-iterative linear least squares 
error criterion, equation (5.12). This criterion, the signal error 
criterion, offers the advantage of a time domain equivalent i.e. the 
difference in responses between the actual system and the identified 
system. Such links between time domain and frequency domain can aid in 
interpretaion, acceptance and potential solutions. 
However, the new signal error criterion suffers from the same disadvantages 
as the standard non-linear error criterion; convergance to local minima and 
high time consumption. As such, non-linear criteria have to date been 
found unsatisfactory, particularly if one is considering on-line control 
applications. The Simplex algorithm of Nelder and Mead (1965) has been 
used for the non-linear minimisation in this thesis due to its simplicity 
of application to the complex problem and its robustness. Further research 
to investigate the use of more computationally efficient methods of 
minimisation and solutions to the problems of speed and convergance are 
required. 
The difficulties of minimising non-linear least squares error criterion has 
led in the past to increased attention being paid to linear least squares 
approximations. These are analysed in Chapter 6 for a range of systems and 
data sets. 
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The techniques analysed not only cover the more traditional iterative 
methods but a1.so include a number of new non-iterative techniques which 
have proved successful in frequency domain model reduction. Again, the 
non-iterative techniques have time domain interpretations. All the 
techniques are tested on a range o~_systems using noisy data. One of the 
non-iterative techiques attributable to Whitfield should theoretically give 
the true non-linear solution, as it yields the same set of normal 
equations. However, in practice it fails to converge to a suitable model 
parameter set for any but the simplest of systems. The reasons for this 
are unclear and thus could form a suitable starting point for further 
research. 
In general the non-iterative techniques perform poorly and the most robust 
techniques are found to be those of Sanathanan & Koerner and Levy. This 
contrasts with results obtained for model reduction problems (Whitfield and 
Williams, 1988) where the non-iterative modes appeared superior at 
identifying the dominant modes of the system. 
Further improvements to the linear least squares techniques might include a 
criterion based on some combination of Sanathanan and Koerner's and 
Whitfield's criteria. Thus one would be combining a robust technique 
together with one which should theoretically yield the true non-linear 
solutions. 
It has already been established that the vast majority of the linear least 
squares techniques give biased parameter estimates. In Chapter 7, a 
detailed analysis of the way such bias arises from imperfections in the 
data has been undertaken. Then, having quantified the bias, a method for 
bias reduction is proposed for those techniques where this is possible. 
Again it is the Sanathanan & Koerner technique which allows this 
improvement leading to improved parameter estimates. The ease, In terms of 
additional computing, with which this improvement has been made makes one 
optimistic that further improvements may be possible for linear least 
squares techniques. 
Finally, a further element which should be an integral part of any system 
identification problem is addr~ssed i.e. the generation of confidence 
intervals for the parameter estimates. The method proposed again has its 
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basis in the sxatistical model postulated earlier and would appear to be a 
significant improvement on previous techniques which have only provided 
point estimates for transfer function parameters. However, such a 
development is again constrained by the assumption underlying the 
statistical model (equation (3.27~): Thus in practical situations where 
very noisy data is present the confidence limits obtained may be 
meaningless. Further improvements to ensure robustness in such 
circumstances are required and would again be a fruitful area for further 
research. In addition, the current results could be extended to analyse 
the potential impact of the full range of permissible parameter sets 
satisfying the confidence intervals in terms of the Nyquist or Bode plots. 
The thesis has attempted to develop further efficient methods for least 
squares system identification. Ideally, one requires a method which shows 
good convergance properties and provides parameter estimates with zero 
bias. However, the provision of point estimates should be just one element 
in the problem. A system identification method should also provide some 
measure of the likely errors in the parameter estimates and an overall 
check in the form of a goodness-of-fit statistic. Clearly such solutions 
should be available not only in the theoreticians noise-free environment 
but also in practical noisy situations. 
The constant improvements in both hardware and software offer significant 
potential for developing frequency domain identification techniques that 
can be programmed into analysers. Obtaining either real-time parametric or 
non-parametric models on-line would then significantly increase the 
opportunities for controller design. 
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