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Abstract
The Lotka–Volterra competition system with diffusion is consid-
ered. The Painleve´ property of this system is investigated. Exact
traveling wave solutions of the Lotka–Volterra competition system are
found. Periodic solutions expressed in terms of the Weierstrass elliptic
function are also given.
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1 Introduction
In mathematical ecology, it has been proposed that systems of reaction-
diffusion equations can describe the interaction of biological species which
move by diffusion.
Denote by U(X, T ) and V (X, T ) population densities at position X and
time T of two different species. Assuming that they compete for the same
food, we obtain the possible model. The model under consideration is the
modified competition Lotka–Volterra system with diffusion [1, 2]
∂U
∂T
= D1
∂2U
∂X2
+ a1U(1 − b1U − c1V ),
∂V
∂T
= D2
∂2V
∂X2
+ a2V (1− b2V − c2U),
(1)
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where ai are net birth rates, 1/bi are carrying capacities, ci are competition
coefficients and Di are diffusion coefficients. All of the above constants are
non-negative. The interaction terms represent logistic growth with competi-
tion. We assume the first population outcompete the second so
b2 > c1, c2 > b1. (2)
We nondimensionalise the system by setting
x = X
(
a1
D1
)1/2
, t = a1T, u = b1U, v = b2V,
γ1 =
c1
b2
, γ2 =
c2
b1
, d =
D2
D1
, α =
a1
a2
.
(3)
and (1) becomes
∂u
∂t
=
∂2u
∂x2
+ u(1− u− γ1v),
∂v
∂t
= d
∂2v
∂x2
+ αv(1− v − γ2u).
(4)
Because of (2) we have
γ1 < 1, γ2 > 1. (5)
Traveling wave exact solutions of system (1) have been studied compre-
hensively: existence, stability and uniqueness. Hosono [3] investigated the
existence of traveling waves of (4) with (2) and with boundary conditions
u = 1, v = 0 at z → −∞, u = 0, v = 1 at z → +∞ under certain restrictions
on the values of the parameters. He showed that in general case, the system
of differential equations (4) cannot be solved analytically. Some analytical
results can be obtained only in the special case where d = α = 1, γ1+γ2 = 2.
Gardner [4] investigated the existence of traveling fronts connecting the equi-
librium states (1, 0) and (0, 1) for the bistable case: γ1, γ2 > 1. In [5], the
author obtained the monotone dependence of the wave speed on parameters
for the bistable case. Guo and Lin [6] investigated (for the bistable case too)
the sign of the wave speed and its dependence on parameters, because the
sign of the propagation speed determines which species become dominant.
The existence of traveling waves and the minimal wave speed for the monos-
table case (0 < γ1 < 1 < γ2 or 0 < γ2 < 1 < γ1) are shown in [3, 7], [8], [9].
When time delays are incorporated in system (1), Li et al. [10], Li [11],
Huang and Zou [12] proved the existence of traveling fronts, see also [13,14]
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and references therein. Bao and Wang [15] considered existence and sta-
bility of time periodic traveling waves in a periodic bistable Lotka–Volterra
competition system. There are also many papers on traveling wave solutions
of lattice dynamics system arising in competition models [16–18]. Besides
traveling wave solutions some authors investigated the existence of entire
solutions [19–21].
So, despite the large amount of works investigating traveling waves in sys-
tem (1), there are only several works where explicit exact solutions are found.
Rodrigo and Mimura [22] considered system (1) with D1 6= D2. Applying
the certain ansatz to the system, they obtained exact traveling wave and
standing wave solutions under some parameter restrictions and for various
correlations between D1 and D2. But solutions for the case of D1 = D2 are
not presented among the obtained solutions. It is interesting to investigate
analytical properties and exact traveling wave solutions of system (1) for the
case D1 = D2 (d = 1).
The aim of this work is to investigate analytical properties of system of
equations (4), particularly the Painleve´ property, and to obtain some exact
traveling wave solutions of this system in the case of D1 = D2 (d = 1).
2 Painleve´ analysis of the Lotka–Volterra com-
petition system
Let us investigate system (4) on the Painleve´ property. This is an impor-
tant analytical property, because it is well known that the Painleve´ test for
nonlinear differential equations is a powerful approach for testing integrable
differential equation.
At the first step of investigation we need to reduce our system of par-
tial differential equations to an ordinary differential equation system. Using
traveling wave variables
u(x, t) = y(z), v(x, t) = w(z),
z = k x− C0 t (k 6= 0)
(6)
we obtain
k2yzz + C0 yz + y (1− y − γ1w) = 0,
k2wzz + C0wz + αw (1− w − γ2y) = 0.
(7)
For simplicity we reduce obtained system (7) to a single equation in the
3
form
w5α2γ1γ2 − w4α2γ1γ2 + 2C0wzw3α− 2C0wzw2α+ 2wzzw3αk2
− 2wzzw2αk2 − C0wzw3αγ1γ2 − wzzw3αγ1γ2k2 − 2wzzzwzwαγ2k4
+ 2C0wzzzw
2αγ2k
2 − w2zzwk4 − w4α2γ2 + w3α2γ2 − C20w2zw
+ w2zzwαγ2k
4 − 2wzzw2zαγ2k4 + wzzw3α2γ2k2 − w2wzzzzαγ2k4
+ C20wzzw
2αγ2 + wzzw
2αγ2k
2 − 2C0wzzwzwk2 + 2C0w3zαγ2k2
− C0wzw3α2γ2 − C20w2zwαγ2 + C0wzw2αγ2 − w5α2 + 2w4α2
− w3α2 − 4C0wzzwzwαγ2k2 = 0
(8)
and will investigate the Painleve´ property of this equation.
The leading members corresponding to Eq.(8) have the form
w5α2γ1γ2 − w5α2 + w2wzzzzαγ2k4 − wzzw3α2γ2k2 + 2wzzw2zαγ2k4
− w2zzwαγ2k4 − w2zzwk4 − 2wzzzwzwαγ2k4 − wzzw3αγ1γ2k2
+ 2wzzw
3αk2 = 0.
(9)
Substituting w = a0/z
p [23, 24] into equation (9) we get
(a0, p) =
(
6 k2 (αγ2 − 1)
α (γ1γ2 − 1) , 2
)
. (10)
So, we have the first member of the solution expansion in the Laurent series
w ≃ 6 k
2 (αγ2 − 1)
α (γ1γ2 − 1)(z − z0)2 + . . .
(11)
At the next step of investigation we have to find the Fuchs indices [23,24].
For this purpose we substitute
w ≃ 6 k
2 (αγ2 + 1)
α (γ1γ2 + 1) z2
+ ajz
j−2 (12)
into (9) again and equate the expressions at the first order of aj. We obtain
the following Fuchs indices for the solution of Eq.(8):
j1 = −1, j2 = 6, j3,4 = 5
2
± 1
2
√
24α2γ2 + αγ1γ2 − 49α+ 24γ1
α(γ1γ2 − 1) .
(13)
In order for Eq.(8) to pass the Painleve´ test we have to obtain the integer
values for the Fuchs indices. In this case we introduce the following equality:
24α2γ2 + αγ1γ2 − 49α+ 24γ1
α(γ1γ2 − 1) = (2m+ 1)
2, (14)
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where m = 0, 1, 2, . . .
Form = 0 we get α = 1±
√
1−γ1γ2
γ2
and j = −1, 2, 3, 6. Thus the coefficients
a2, a3 and a6 should be arbitrary values. To check this we substitute the
expression
w ≃ 6 k
2 (αγ2 − 1)
α (γ1γ2 − 1)(z − z0)2
+
a1
z − z0
+ a2 + a3 (z − z0) + a4 (z − z0)2+
a5 (z − z0)3 + a6 (z − z0)4
(15)
into equation (8) and equate to zero the expressions at the same degrees of
(z − z0). We obtain that the coefficients a2, a3 and a6 can not be chosen
arbitrary. So, in the case of m = 0 the system does not possess the Painleve´
property.
In the case of m = 1 we have α =
γ1γ2+5±
√
γ2
1
γ2
2
−26γ1γ2+25
6γ2
and the Fuchs
indices j = −1, 1, 4, 6. So, the coefficients a1, a4, a6 should be arbitrary
values, but it is not the case. We obtain that a1 is an arbitrary value, but
the coefficients a4 and a6 can not be chosen arbitrary. So, in this case system
(4) does not possess the Painleve´ property.
In the case of m = 2 we have α = 1
γ2
, γ1 and the following Fuchs indices
j = −1, 0, 5, 6. Since j = 0 then a0 must be an arbitrary value, but it is not
the case because a0 = 0 or a0 =
6k2
γ1
. Thus, in the case of m = 2 system (4)
does not pass the Painleve´ test too.
In general case Fuchs indices (13) are not integer and system (4) does
not pass the Painleve´ test. But as j = 6 is an integer value then the sixth
coefficients a6 in the Laurent series (11) can be chosen arbitrary at special
relations on the parameters of equations (4). This conditions are presented
in Table 1.
3 Traveling wave exact solutions for the Lotka–
Volterra competition system
Let us find the traveling wave exact solutions for the Lotka–Volterra com-
petition system. For this purpose we will use the values of parameters from
Table 1.
Using traveling wave variables (6) we reduce system (4) to system of
nonlinear ordinary differential equations (7). At the present time there are
many methods for finding exact solutions of nonlinear differential equations.
The most useful of them are the tanh-expansion method [25–27], the sim-
plest equation method [28–31], the G
′
/G-expansion method [32,33] and oth-
ers [34–36]. In the present work we use the method of Q-functions [37]
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Table 1: Relations between the parameters under which the coefficient a6
can be chosen arbitrary
n α k C0
1 1 ±i 0
2 1 ±1 0
3 1 ± 1√
6
±5 k2
4 1 ± 1√
6
i ±5 k2
5 1−γ1
γ2−1
±√γ1 − 1 0
6 1−γ1
γ2−1
±√γ1 − 1 i 0
7 1−γ1
γ2−1
±
√
γ1−1
6
±5 k2
8 1−γ1
γ2−1
±
√
γ1−1
6
i ±5 k2
(the Kudryashov method). This method has some advantages that were
discussed in recent papers [38–41].
It was found that both equations in system (7) have the second order
pole, therefore we seek solutions of this system in the following form:
y(z) = A0 + A1Q(z) + A2Q
2(z),
w(z) = B0 +B1Q(z) +B2Q
2(z),
(16)
where
Q(z) =
1
1 + e−z−z0
(17)
is the logistic function and z0 is an arbitrary constant.
It is easy to show that the function Q(z) is a solution of the equation
Qz = Q−Q2. (18)
Equation (18) allows us to obtain yz, yzz, wz and wzz using polynomials of
Q.
Substituting y, w, yz, yzz, wz and wzz expressed via Q into (7) and equat-
ing to zero the expressions at the same degrees of Q we obtain the coefficients
A0, A1, A2, B0, B1 and B2.
We found that it is possible to obtain exact traveling wave solutions only
in the cases
α = 1,
1− γ1
γ2 − 1 . (19)
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According to the Q-function method we obtain the following solutions in
the case of α = 1:
z = k x− C0 t, C(1)0 = 0,
k1,2 = ±i, k3,4 = ±1,
(20)
or
z = k x− C0 t, C(2)0 = −5 k2, C(3)0 = 5 k2,
k5,6 = ± 1√
6
i, k7,8 = ± 1√
6
.
(21)
In the case of α = 1−γ1
γ2−1 we get
z = k x− C0 t, C(1)0 = 0,
k1,2 = ±
√
γ1 − 1, k3,4 = ±
√
γ1 − 1 i,
(22)
or
z = k x− C0 t, C(2)0 = −5 k2, C(3)0 = 5 k2,
k5,6 = ±
√
γ1 − 1
6
i, k7,8 = ±
√
γ1 − 1
6
.
(23)
So, we have the following solutions of system (4) for α = 1:
u(x, t) =
(γ1 − 1)
(γ1γ2 − 1) (1−Q(z))
2 ,
v(x, t) =
(γ2 − 1)
(γ1γ2 − 1) (1−Q(z))
2 ,
z = ± 1√
6
x− 5
6
t.
(24)
u(x, t) =
(γ1 − 1)
(γ1γ2 − 1)
(
1−Q(z)2) ,
v(x, t) =
(γ2 − 1)
(γ1γ2 − 1)
(
1−Q(z)2) ,
z = ± 1√
6
i x− 5
6
t.
(25)
u(x, t) =
(γ1 − 1)
(γ1γ2 − 1)
(
1− 6Q(z) + 6Q(z)2) ,
v(x, t) =
(γ2 − 1)
(γ1γ2 − 1)
(
1− 6Q(z) + 6Q(z)2) ,
z = ±x.
(26)
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u(x, t) =
6 (γ1 − 1)
(γ1γ2 − 1)
(
Q(z) −Q(z)2) ,
v(x, t) =
6 (γ2 − 1)
(γ1γ2 − 1)
(
Q(z)−Q(z)2) ,
z = ±i x.
(27)
Solution (24) is shown in Fig.1. This solution always takes real values.
The function u is positive at γ1 < 1, γ2 <
1
γ1
, the function v is positive at
γ2 > 1, γ1 >
1
γ2
. The solutions are kinks which are moving with constant
u
v
Figure 1: Solution (24) of system (4) at t = 1, γ1 = 0.35, γ2 = 1.5.
velocity
c = ± 5√
6
. (28)
Solution (25) always takes complex values.
Fig.2 demonstrates stationary solution (26). The solution components
u and v are always real, but can take both positive and negative values.
Stationary solution (27) takes complex values.
Also we have another solutions of system (4) for α = 1−γ1
γ2−1 :
u(x, t) = Q(z)2,
v(x, t) = 1−Q(z)2,
z = ±
√
1− γ1
6
x− 5 (γ1 − 1)
6
t.
(29)
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uv
Figure 2: Solution (26) of system (4) at t = 1, γ1 = 0.35, γ2 = 1.5.
u(x, t) = 2Q(z)−Q(z)2,
v(x, t) = 1− 2Q(z) +Q(z)2,
z = ±
√
1− γ1
6
i x− 5 (γ1 − 1)
6
t.
(30)
u(x, t) = 1− 6Q(z) + 6Q(z)2,
v(x, t) = 6Q(z)− 6Q(z)2,
z = ±
√
1− γ1 x.
(31)
u(x, t) = 6Q(z)− 6Q(z)2,
v(x, t) = 1− 6Q(z) + 6Q(z)2,
z = ±
√
1− γ1 i x.
(32)
Fig.3 shows traveling wave solution (29). The functions u and v are
positive for any values of γ1, γ2. This solutions are kinks which are moving
with constant velocity
c = ±5
√
1− γ1
6
. (33)
Solution (30) takes only complex values.
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uv
Figure 3: Solution (29) of system (4) at t = 1, γ1 = 0.35, γ2 = 1.5.
u
v
Figure 4: Solution (31) of system (4) at t = 1, γ1 = 0.35, γ2 = 1.5.
Stationary solution (31) is illustrated in Fig.4. The solution components
are real-valued, but can take both positive and negative values for any γ1, γ2.
Solution (32) are complex for all values of the parameters.
We note that using the identity Q(z) = 1−Q(−z) one can obtain another
form of presentation for obtained solutions (24)–(27) and (29)–(32).
It should be noted that in the obtained solutions the functions u and v
are related to each other:
v(x, t) =
(
γ2 − 1
γ1 − 1
)
u(x, t), α = 1, (34)
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and
v(x, t) = 1− u(x, t), α = 1− γ1
γ2 − 1 . (35)
This is an obvious fact, because we seek traveling wave solutions u and v via
the same function Q.
4 Periodic exact solutions for the Lotka–Volterra
competition system
Let us find some periodic solutions for system of equations (4). For this we
use traveling wave variables
u(x, t) = y(z), v(x, t) = w(z), z = x− C0 t, (36)
and obtain the following system:
yzz + C0 yz + y (1− y − γ1w) = 0,
wzz + C0wz + αw (1− w − γ2y) = 0.
(37)
We look for periodic solutions expressed in terms of the Weierstrass el-
liptic function. The Weierstrass elliptic function ℘(z) satisfies the following
equation:
℘2z = 4℘
3 − g2℘− g3, (38)
where g2, g3 are the invariants. From (38) we get
℘zz = 6℘
2 − g2
2
. (39)
As system (4) has the second order pole solution and the function ℘(z)
has the second order pole then we can find solutions of system (4) in the
form
y(z) = A0 + A1 ℘(z),
w(z) = B0 +B1 ℘(z).
(40)
Substitute (40) into (37) and take into account expressions (38) and (39)
for the derivatives of ℘(z). So, we have a polynomial for the function ℘(z).
After equating to zero the expressions at the same degrees of ℘(z) we obtain
the values of coefficients A0, A1, B0, B1.
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We found only stationary solutions (C0 = 0; z = x) at the following
relations between the parameters:
α = 1, g2 =
1
12
, (41)
or
α =
1− γ1
γ2 − 1 , g2 =
1
12
(γ1 − 1)2. (42)
In the first case we have a solution of system (4) in the form
u(x) =
6(γ1 − 1)
γ1γ2 − 1 ℘(x; g2, g3) +
γ1 − 1
2(γ1γ2 − 1) ,
v(x) =
6(γ2 − 1)
γ1γ2 − 1 ℘(x; g2, g3) +
γ2 − 1
2(γ1γ2 − 1) .
(43)
For real-valued solutions the invariant g3 must satisfy g
3
2−27g23 = 1123−27g23 >
0. Fig.5 demonstrates periodic solution (43). One can see that this solution
is similar to a cnoidal wave. The points of the maximum density of the
first population correspond to the points of the minimal density of another
population. And there are points at which the densities of both competitive
species coincide with each other.
u
v
Figure 5: Periodic solution (43) of system (4) at γ1 = 0.75, γ2 = 1.5, g2 =
1
12
, g3 =
1
218
.
The second case corresponds to the following solution of system (4):
u(x) =
−6
γ1 − 1 ℘(x; g2, g3) +
1
2
,
v(x) =
6
γ1 − 1
℘(x; g2, g3) +
1
2
.
(44)
12
uv
Figure 6: Periodic solution (44) of system (4) at γ1 =
1
10
, γ2 = 1.5, g2 =
27
400
, g3 =
3
1000
.
For real-valued solution the invariant g3 must satisfy g
3
2−27g23 = (γ1−1)
6
123
−
27g23 > 0. Periodic solution (44) is shown in Fig.6 and it is similar to a cnoidal
wave too. Similarly, the maximum density of the first population correspond
to the minimal density of another population. But there are no points at
which the densities of competitive species equivalent to each other.
5 Conclusion
In this work, the system of equations describing the Lotka–Volterra compe-
tition model with diffusion was considered.
It was shown that the system does not possess the Painleve´ property and
consequently it is not integrable by the inverse scattering transform. However
we found that at some correlation between the parameters of system (4) there
are two arbitrary constants in the solution expansion in the Laurent series.
By means of the Logistic-function method we obtained traveling wave exact
solutions for this correlations between α, γ1, γ2 . There are also standing
wave solutions among them. Periodic exact solutions expressed in terms of
the Weierstrass elliptic function were also obtained.
It should be noted that the obtained solutions are not presented in the
handbook about solutions of nonlinear differential equations by Polyanin and
Zaitsev [42]. So, we can assume that they are new. We also hope that these
exact solutions can be used as quasi-exact solutions [43, 44] for system (4)
and (1). It is an interesting question which should be investigated in future.
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