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Abstract
Pattern matching is a powerful tool which is part of many functional programming
languages as well as computer algebra systems such as Mathematica. Among the
existing systems, Mathematica offers the most expressive pattern matching. Unfor-
tunately, no open source alternative has comparable pattern matching capabilities.
Notably, these features include support for associative and/or commutative function
symbols and sequence variables. While those features have individually been subject
of previous research, their comprehensive combination has not yet been investigated.
Furthermore, in many applications, a fixed set of patterns is matched repeatedly
against different subjects. This many-to-one matching can be sped up by exploiting
similarities between patterns. Discrimination nets are the state-of-the-art solution
for many-to-one matching. In this thesis, a generalized discrimination net which
supports the full feature set is presented. All algorithms have been implemented as
an open-source library for Python. In experiments on real world examples, significant
speedups of many-to-one over one-to-one matching have been observed.
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1Introduction
Pattern matching is a powerful tool which is part of many functional programming
languages as well as computer algebra systems such as Mathematica. It is useful
for many applications including symbolic computation, term simplification, term
rewriting systems, automated theorem proving, and model checking. Term rewriting
systems can be used with pattern matching to find matches for the rewrite rules and
transform terms. In functional programming languages, pattern matching enables a
more readable and intuitive expression of algorithms.
Among the existing systems, Mathematica offers the most expressive pattern match-
ing. It is similar to Perl Compatible Regular Expressions [1], but for symbolic
tree structures instead of strings. Patterns are used widely in Mathematica, e.g.
in function definitions or for manipulating expressions. Users can define custom
function symbols which can also be associative and/or commutative. Mathematica
also offers sequence variables which can match a sequence of expressions instead of
a single expression. They are especially useful when working with variadic function
symbols.
There is currently no open source alternative to Mathematica with comparable
pattern matching capabilities. In particular, we are interested in similar pattern
matching for an experimental linear algebra compiler. Unfortunately, Mathematica
is proprietary and nothing has been published on the underlying pattern matching
algorithm.
Previous work predominantly covers syntactic pattern matching, i.e. associative/
commutative/variadic function symbols are not supported. Specifically, no existing
work allows function symbols which are either commutative or associative but not
both. However, there are domains where functions have those properties, e.g. matrix
multiplication in linear algebra. Furthermore, most existing publications focus
on finding a single match, but we are also interested in finding all matches for a
pattern.
In many applications, a fixed set of patterns will be matched repeatedly against
different subjects. The simultaneous matching of multiple patterns is called many-
to-one matching, as opposed to one-to-one matching which denotes matching with
a single pattern. Many-to-one matching can be sped up by exploiting similarities
between patterns. This has already been the subject of research for both syntactic
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and AC pattern matching, but not with the full feature set described above. Discrimi-
nation nets are the state-of-the-art solution for many-to-one matching. Our goal is
to generalize this approach to support the aforementioned full feature set.
We implemented pattern matching with sequence variables and associative/com-
mutative function symbols as an open-source library for Python. In addition, we
implemented an efficient many-to-one matching algorithm that uses generalized
discrimination nets. In our experiments we observed significant speedups of the
many-to-one matching over one-to-one matching.
In Chapter 2, we cover the basics of pattern matching as well as our extensions
to syntactic pattern matching. Furthermore, an overview of the related work and
existing solutions is presented. Chapter 3 introduces algorithms for one-to-one
pattern matching which can handle the previously proposed extensions. Then, in
Chapter 4, a generalized version of discrimination nets for many-to-one matching is
described. The performance of those algorithms is evaluated in Chapter 5. Finally,
conclusions and ideas for future work are presented in Chapter 6.
2 Chapter 1 Introduction
2Preliminaries
The notation and definitions used are based on what is used in term rewriting
systems literature [2, 3, 4]. For some extensions to the basic syntactic pattern
matching, new notation is introduced.
2.1 Syntactic Pattern Matching
Syntactic pattern matching works on terms. Terms are algebraic data structures
constructed from a countable set of function symbols F and a countable set of
variables X .
The function symbol set is composed of function symbols with different arities, i.e.
F = ⋃n≥0Fn where Fn contains symbols with arity n. The function symbols can
either have a fixed arity (i.e. they only occur in one Fn) or be variadic (i.e. occur in
all Fn for n ≥ n0 and some fixed n0). Specifically, F0 contains all constant (function)
symbols.
In the following, f , g, and h are used as function symbols and a, b, and c refer
to constant symbols. Variables are usually called x, y, and z. We usually write
common function symbols such as + and × in infix notation and leave the braces
out if unnecessary, i.e. we write +(a, b) as a+ b.
Definition 2.1 (Terms). The set of all terms T (F ,X ) is the smallest set such that
1. X ⊆ T (F ,X ) and
2. for all n ≥ 0, all f ∈ Fn, and all t1, . . . tn ∈ T (F ,X ) we have f(t1, . . . , tn) ∈
T (F ,X ).
Whenever the actual symbols and variables are not important, the set is shortened
to T . We also call all terms from X ∪F0 atomic terms and all others compound terms.
The set T (F , ∅) ⊆ T (F ,X ) is the set of ground terms and is called G(T ) or simply
G. Since ground terms are variable-free, they are also called constant. The set of
variables occurring in a term is denoted by Var(t). A pattern t is called linear if
every variable in Var(t) occurs at most once.
Terms can be viewed as finite ordered trees. Therefore, the pattern matching
considered in this thesis is more closely related to tree pattern matching [5, 6, 7, 8]
than to sequence pattern matching [9, 10]. The leafs of these trees are labeled with
either constants or variables. The inner nodes are labeled with function symbols.
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Figure 2.1: Example of a Term as a Tree.
In Figure 2.1, the tree representation of f(g(a, x), y) is displayed. The position of a
subterm can be uniquely identified by the position in this tree and can be expressed
by a sequence of positive integers, e.g. in the previous example g has the position
1 and x has the position 1 2. The term itself (the root of the tree) has the empty
position sequence . For a position ν, the subterm in t at that position is denoted by
t|ν , e.g. f(g(a, x), y)|1 2 = x. The set of all positions in a term t is called Pos(t), e.g.
Pos(f(g(a, x), y)) = {, 1, 1 1, 1 2, 2}. The size or length of a term t is written as |t|
and is given by the number of nodes in its tree, i.e. |t| = |Pos(t)|. We also define the
head of a term to be the function symbol of a compound term and to be the atomic
term itself otherwise.
The interpretation as a tree also leads to the concept of preorder traversal. This
sequence is intuitively given by the term without the braces, i.e. for f(a, g(b, c), d)
it would be f a g b c d. However, in the following we define the preorder traversal
in terms of positions, i.e. for the previous example, we would get the sequence
, 1, 2, 2 1, 2 2, 3. Formally, the preorder sequence of a term is defined as
Definition 2.2 (Preorder Traversal of Term). We define a function next : T × N∗ →
N∗ ∪ {>} that gives the next position in the preorder traversal sequence (or > if its end
is reached) as
next(t, ν) := min{ν ′ ∈ Pos(t) | ν < ν ′}.
where < is the lexicographical order of positions extended with a new minimum element
> such that ∀ν ∈ N∗ : > > ν.
The preorder traversal sequence pre(t) is then given by ν1 < · · · < νk < > where
ν1 = , νi+1 = next(t, νi) for i = 1, . . . , k and νk+1 = ⊥. Note that Pos(t) =
{ν1, . . . , νk} and k = |Pos(t)|.
Similarly, we define the the next sibling’s position which is the next in preorder
traversal if we skip all children of the current node. For example, in the term
f(a, g(b, c), d), the next sibling of a is g(b, c) and the next sibling of both g(b, c) and
c that is d.
Definition 2.3 (Next Sibling of Term). Analogously to Definition 2.2, we define a
function skip : T ×N∗ → N∗ ∪ {>} that gives the position of the next sibling if it exists.
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If it does not exists, the first parent that has a next sibling is found and that sibling’s
position is used. If no such parent exists, skip returns >. Formally, skip is defined as
skip(t, ν) := min{ν ′ ∈ Pos(t) | ν < ν ′ ∧ |ν ′| ≤ |ν|}.
Replacing the subterm at position ν in term t with some other term s is denoted by
t[s]ν . A special case of replacements are substitutions.
Definition 2.4 (Substitution). A substitution is a partial function σ : X 9 G. The
substitution can be extended to a total function σˆ : T (F ,X ) → T (F ,X ) by defining
σˆ(f(t1, . . . , tn)) = f(σˆ(t1), . . . , σˆ(tn)) and σˆ(x) = σ(x) if x ∈ Dom(σ) or σˆ(x) = x
otherwise.
In the following, when we talk about substitutions, we usually mean the extended
substitution and for simplicity we also write σ(t) instead of σˆ(t). We often write
substitutions as σ = {x1 7→ t1, . . . , xn 7→ tn} where {x1, . . . , xn} = Dom(σ) are
the variables instantiated by the substitution. The set of all substitutions is called
Sub(T (F ,X )) or simply Sub. In order to combine multiple substitutions, we need
to define which substitutions are compatible:
Definition 2.5 (Union of Substitutions). Two substitutions σ1 and σ2 are compatible
(written as σ14σ2) iff for every x ∈ Dom(σ1) ∩Dom(σ2) we have that σ1(x) = σ2(x).
We write the union of two compatible substitutions as σ1 unionsq σ2.
Finally, we can define the core of pattern matching, i.e. what constitutes a match:
Definition 2.6 (Match). A pattern term t matches a subject term s, iff there exists a
substitution σ such that σ(t) = s. Such a substitution is also called a match.
The goal of pattern matching is to find a match if it exists. For syntactic pattern
matching, this substitution is unique. In contrast to term unification, the subject
must always be constant for pattern matching.
2.2 Extensions
Because syntactic pattern matching is very limited in its power, several extensions
have been proposed, e.g. to allow matching with associative or commutative function
symbols.
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2.2.1 Sequence Variables
In order to fully exploit the flexibility of variadic function symbols in patterns,
variables with similar flexibility are needed. Sequence variables are the variable
counterpart to variadic functions. In contrast to regular variables, the sequence
variables match a sequence of terms instead of a single term. Sequence variables are
denoted analogously to the notation used in regular expressions. x∗ matches any
number of terms including the empty sequence, x+ needs at least one term to match.
Sequence variables have been introduced by Mathematica, but have been discussed
in the context of term rewriting systems as well [11, 12, 13, 14].
Therefore, the definition of a substitution is extended to be a partial function
σ : X 9 G∗. More precisely, the variable set can be split into three disjoint subsets:
The regular variables X1, the star variables X∗ and the plus variables X+. The
substitution is a union σ = σ1 unionsq σ∗ unionsq σ+ with σ1 : X1 → G, σ∗ : X∗ → G∗ and
σ+ : X+ → G+.
When applying a substitution, the replacement of a sequence variable is integrated
into the sequence of function symbol arguments: σ(f(a, x∗, b)) = f(a, c, d, b) for
σ = {x∗ 7→ (c, d)}.
Patterns with sequence variables may yield multiple valid matches. For instance, the
pattern f(x+, y+) and the subject f(a, b, c) have both σ = {x+ 7→ (a, b), y+ 7→ (c)}
and σ = {x+ 7→ (a), y+ 7→ (b, c)} as valid matches.
However, pattern matching with sequence variables is much harder than syntactic
pattern matching. As an example, consider the pattern f(x+1 , . . . , x+m) and the subject
f(a1, . . . , an). The matches are analogous to integer partitions of n with m parts.
There are
(n−1
m−1
)
many distinct solutions (see Proposition 5.14 of [15]), i.e. O(nm)
many. The problem of finding all matches is therefore exponential in the number of
sequence variables.
2.2.2 Associative Functions
A binary function symbol f is called associative iff f(x, f(y, z)) = f(f(x, y), z) for
all x, y, z. We also write t1 =A t2 if two terms are equivalent modulo associativity.
To emphasize that a function symbol is associative, we often write fA instead of
f . We also use FA to denote the set of all associative function symbols. We call a
compound term with an associative function symbol as head an associative term.
In order to easily check for equivalence modulo associativity, we use a canonical
form of terms and a canonization function cA such that cA(t1) = cA(t2)⇔ t1 =A t2.
Because the order of the operand application does not matter as long as the order
of the operands is unchanged, we use variadic function symbols for associative
functions. Then cA simply flattens nested associative terms, e.g. cA(fA(x, fA(y, z))) =
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cA(fA(fA(x, y)) = fA(x, y, z). From now on, terms involving associative functions
are always assumed to be in canonical form.
In addition, associativity influences what regular variables can match. Consider the
pattern 1 +x and the subject 1 + a+ b. Because the latter is equivalent to 1 + (a+ b),
the substitution σ = {x 7→ (a+ b)} is a match. Essentially, regular variables behave
like sequence variables within associative function terms. The problem of associative
matching can be reduced to a matching problem with sequence variables by replacing
every variable x which is an argument of an associative function with a plus variable
x+. For example, fA(x, a) matches a subject iff f(x+, a) also matches it. Note that the
substitution may be different, e.g. for σA = {x 7→ fA(a, b)} and σS = {x+ 7→ (a, b)}
we have that σA(fA(x, a)) = σS(f(x+, a)) = f(a, b, a).
It has been shown that associative matching is NP-complete [16].
2.2.3 Commutative Functions
A binary function symbol f is called commutative iff f(x, y) = f(y, x) for all x, y. We
also write t1 =C t2 if two terms are equivalent modulo commutativity. To emphasize
that a function symbol is commutative, we often write fC instead of f . We also use
FC to denote the set of all commutative function symbols. We call a compound term
with a commutative function symbol as head a commutative term.
In order to test equality modulo commutativity, we use a canonical form with a
canonization function cC such that cC(t1) = cC(t2) ⇔ t1 =C t2. To define such a
canonical form, we require a total order over F ∪ X . This order can be extended
inductively to a total order of terms as defined below.
Definition 2.7 (Order of terms). Given a total order over X ∪F , the total strict order
of terms is inductively extended from it such that f(t1, . . . , tn) < g(s1, . . . , sm) iff
1. f < g, or
2. f = g and n < m, or
3. f = g and n = m and there is an i such that ti < si and for all 1 ≤ j < i we
have tj = sj .
The canonical form of a commutative function term is then defined as the minimal
term in its equivalence class, i.e.
cC(t) := min{t′ ∈ T | t =C t′}.
A term can be transformed to this form by recursively sorting the arguments of each
commutative function subterm. For example, the canonical form of fC(b, a, g(a, b),
g(c), h(a)) is fC(a, b, g(c), g(a, b), h(a)) assuming a < b < c < fC < g < h. In the
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following, we assume that any term containing commutative function symbols is in
the commutative canonical form described above.
Alternatively, we can also interpret the arguments of a commutative function as a
multiset of terms instead of a sequence. The interpretation as multiset is also crucial
for distributing terms among sequence variables without enumerating duplicate
substitutions. We further extend the codomain of the substitution to include multiset
replacements: σ : X 9 G∗ ∪MS(G). We use H and I to distinguish multisets from
regular sets, e.g. Ha, a, bI 6= {a, b}. We use the notation piM (x) for the multiplicity of
the element x in the multiset M , e.g. piHa,a,bI(a) = 2. We use unionmulti to denote the multiset
union of sets, e.g. {1, 2} unionmulti {1, 3} = H1, 1, 2, 3I. We write the scalar multiplication of
a multiset as a×M , i.e. a repeated union of M a times such that if M ′ = a×M we
have piM ′(x) = apiM (x) for all x. As an example, 2× H1, 3I = H1, 1, 3, 3I.
Commutative matching can yield more valid substitutions than syntactic matching.
Consider the pattern fC(x, y) and the subject fC(a, b). This yields two valid matches
instead of one, i.e. σ1 = {x 7→ a, y 7→ b} and σ2 = {x 7→ b, y 7→ a}. Generally,
for a pattern fC(x1, . . . , xn) and a subject fC(a1, . . . , an) a total of n! distinct valid
matches can be found. Just finding one substitution in commutative matching has
been shown to be NP-complete [16].
When combined with sequence variables, the number of matches can be exponen-
tial in the subject size. Consider the pattern fC(x+, y+) and a subject of the form
fC(a1, . . . , an). Because each symbol ai can be assigned to either variable indepen-
dently, the matches are equivalent to bitstrings of length n. Hence there are 2n
distinct matches and enumerating all of them is an exponential problem.
2.2.4 Associative-Commutative Functions
Most function symbols which are either associative or commutative actually possess
both properties. Those function symbols are often called AC function symbols and
pattern matching with them is called AC pattern matching. We write t1 =AC t2 if
two terms are equivalent modulo associativity and commutativity. Similarly, fAC
denotes a function symbol which is both associative and commutative.
The canonical forms for associative and commutative functions can be combined
into one form with a canonization function cAC := cC ◦ cA. From now on, every
term is assumed to be in this canonical form.
It has been shown that the problem of AC pattern matching is NP-complete [16].
However, this only applies to the problem of finding one match. If the goal is to
find every possible match, the number of matches can be exponential and hence
the problem is only NP-hard. This can easily be seen with an example analogous to
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the one for commutativity and sequence variables: For the pattern fAC(x, y) and a
subject of the form fAC(a1, . . . , an) there are again 2n distinct matches.
While the subject of AC pattern matching has already been well researched [17, 16,
18, 19, 20, 21, 22, 23], pattern matching with just one of the properties has not been
explored exhaustively. Still, there are functions such as matrix multiplication which
are not commutative but associative. There are even functions like the arithmetic
mean which are commutative but not associative. Therefore, e.g. in the case of linear
algebra, further research is needed to apply pattern matching to domains with such
functions.
2.2.5 Guards
Guards are logical predicates that can be attached to a pattern. This predicate
restricts what the pattern can match. The pattern only matches iff the predicate is
satisfied by the match substitution. Hence, a predicate ϕ can be seen as a function
Sub→ {true, false}. We write a guard ϕ on a pattern t as t if ϕ.
While having one predicate for a whole pattern is easier for theoretical reasoning,
practically it is desirable to prune invalid matches early during the match finding
algorithm. Therefore, attaching a predicate to a subterm can be helpful. As an
example, we can stop matching on a pattern f(x, y+, z+) if x 6= a once we discover
the first argument of f(a, b, c, . . . ) does not satisfy the guard.
2.3 Related Work
There are numerous applications and implementations of pattern matching. Pattern
matching can be used to implement term rewriting systems where it is used to find
applicable rewrite rules. In that context, support for associative and commutative
function symbols is often essential. Pattern matching has also been used as a tool in
code generation for compilers [6].
Rewriting can also be used as a programming language [22]. This requires deter-
ministic pattern matching in order for the programs to be deterministic as well.
Especially the order in which multiple matches are found needs to be deterministic.
Such rewrite systems are Turing complete.
Previous research [18, 24, 21] only uses two kinds of function symbols: syntactic
and AC function symbols. The former have fixed arity and no special properties.
The latter are variadic, associative and commutative. They do not support function
symbols which only have some of those properties. Most research assumes patterns
to be linear and only Kutsia has included sequence variables in his research [25,
26].
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Even Mathematica can be considered a rewriting language [27], but it deserves a
special section as is has much more expressive pattern matching than other term
rewriting languages.
2.3.1 Mathematica
Several programming languages have some form of pattern matching built in. Most
of them are functional or multi-paradigm languages. For example, Haskell [28],
Elixir [29], Erlang [30], Rust [31], Scala [32], F# [33] and Swift [34] all support
syntactic pattern matching. Most of those languages also allow guards on the
pattern. The programming language Racket [35] even supports pattern matching
with sequence variables, but not commutative or associative matching. The logic
programming language Prolog [36] uses syntactic term unification which is more
general than pattern matching as both terms can contain variables.
Out of all programming languages with pattern matching, the Wolfram Language
used in Mathematica [37] has the most powerful pattern matching support. It
supports both associative (flat) and commutative (orderless) function symbols as
well as sequence variables. Therefore, we will mostly focus on Mathematica for
comparisons.
In the Wolfram Language, variables are written as x_ for x ∈ X0, x__ for x+ ∈ X+,
and x___ for x∗ ∈ X∗. Functions terms are expressed with square brackets instead
of braces, e.g. f[a, b] instead of f(a, b). Mathematica also supports anonymous
variables (_, __ and ___). Guards are written as term /; guard.
Some of Mathematica’s features enable more powerful pattern matching than what
has been described in section 2.2. For example, there is an additional operator p1|p2
to denote alternatives in a pattern, i.e. p1|p2 matches if either p1 or p2 matches.
While the alternatives operator can be replicated by using multiple patterns, their
number grows exponentially with the number of alternatives in the worst case.
Mathematica also allows a pattern to be repeated an arbitrary number of times
using the Repeated operation similar to the Kleene plus in regular expressions. For
example, f[Repeated[a]] matches f[a, ...], i.e. any f function with one or more
a arguments.
Furthermore, similarly to regular expressions, the “greediness” of sequence variables
can be controlled, i.e. whether they match the shortest or longest possible sequence.
In case only one match is needed, this removes the non-determinism of the matching,
because the greediness determines the order for the exploration of potential matches.
For example, matching the pattern f[x__, Longest[y__]] with the subject f[a,
b, c] will always yield the substitution {x+ 7→ a, y+ 7→ (b, c)} first, because the y+
variable is made “greedy”. Therefore, when using the pattern matching for writing
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programs, it is easier to reason about its behavior in cases where multiple matches
are possible.
Nonetheless, the Mathematica implementation has some limitations. First, when
using ReplaceList to get all matches for a commutative term, it generates duplicate
results:
In[1]:= SetAttributes[fc, Orderless];
ReplaceList[fc[a, b, a], fc[x___, ___] -> {x}]
Out[1]= {{a,a,b},{a,b},{a,b},{a,a},{b},{a},{a},{}}
While Mathematica converts commutative terms to a sorted canonical form (i.e.
fc[b, a] becomes fc[a, b]), apparently the position of the arguments is used to
distinguish otherwise equivalent arguments when using ReplaceList. By using all
argument permutations instead of just distinct subsets of the argument multiset this
duplication is created. The duplication is amplified when the function symbol is
associative as well, since in that case each of the substitutions in Out[1] is repeated
an additional time.
There is also an inconsistency in Mathematica’s commutative matching. As expected,
commutative matching works when only using commutative functions:
In[2]:= MatchQ[fc[a, b], fc[b, a]]
Out[2]= True
In[3]:= MatchQ[fc[b, a], fc[a, b]]
Out[3]= True
When using the same variable in both commutative and non-commutative functions,
Mathematica does find the matches in some cases:
In[4]:= MatchQ[f[f[a, b], fc[a, b]], f[f[x___], fc[x___]]]
Out[4]= True
But, if the order of the argument in the first subterm is changed, it does not find a
match even though there is one:
In[5]:= MatchQ[f[f[b, a], fc[a, b]], f[f[x___], fc[x___]]]
Out[5]= False
This problem even goes so far that the following pattern does not match even though
the order of the arguments is the same in both subterms:
In[6]:= MatchQ[f[fc[b, a], f[b, a]], f[fc[x___], f[x___]]]
Out[6]= False
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It seems that this problem arises because Mathematica sorts the arguments of
commutative functions and then does a direct comparision between the sequences
if the same variable is encountered later. For non-commutative functions, the
arguments in substitutions are not sorted. This means that if a sequence variable
encounters arguments in a non-commutative subterm which are not sorted, it can
never match them in a commutative subterm, because there the arguments will
be sorted. In those cases, Mathematica will not find a match even though there is
one. While this is an edge case and most patterns will not mix sequence variables in
commutative and non-commutative functions, it is still inconsistent and unexpected
behavior. There are workarounds to get such patterns to behave as expected.
Even though Mathematica has powerful pattern matching features, it has some
major drawbacks. The possibilities to access Mathematica’s features from other
programming languages is very limited. Writing large programs in Mathematica can
be cumbersome and slow for some applications. Also, Mathematica is a commercial
and proprietary product. Instead, it is desirable to have a free and open source
pattern matching implementation that also enables other researchers to use and
extend it.
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3One-to-One Pattern Matching
In this chapter, algorithms for matching various types of patterns are described.
First, the basic case of syntactic patterns is covered. Then the algorithm is extended
to support sequence variables and associative functions. Finally, an algorithm for
commutative matching is outlined.
3.1 Syntactic Matching
Syntactic one-to-one pattern matching is straightforward, as both subject and pattern
can be traversed parallelly in preorder and compared at each node. The matching
algorithm is given in pseudocode in Algorithm 3.1.
Algorithm 3.1 Syntactic Matching
Input: Subject s ∈ T , pattern p ∈ T , and an initial substitution σ ∈ Sub.
Output: The match σ or  iff there is no match.
1 function SYNTACTICMATCH(s, p, σ)
2 if p ∈ X then return {p 7→ s}
3 if p = f(p1, . . . , pn) and s = f(s1, . . . , sn) for some f ∈ F , n ∈ N then
4 for all i = 1 . . . n do
5 σ′ ← SYNTACTICMATCH(si, pi, σ)
6 if σ′ =  or σ′ 64 σ then return  
7 σ ← σ unionsq σ′
8 return σ
9 return  
For a given subject s and a pattern p, SYNTACTICMATCH(s, p, ∅) yields the match σ
or  if there is no match. Note that there is at most one match in syntactic matching.
This algorithm has a worst case complexity of O(min(|p|, |s|)). One optimization in
this algorithm is the early abort when subject and pattern have different number
of arguments. Because syntactic matching does not involve associative function
symbols or sequence variables, in those cases there can be no match.
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In Algorithm 3.2, the pseudocode for an algorithm that returns all matches for a
given subject and a given non-commutative pattern is displayed. An algorithm for
matching commutative patterns is discussed in the next section.
Algorithm 3.2 Matching with Sequence Variables
Input: Subject sequence s1 . . . sn ∈ T , pattern p ∈ T , an optional associative
function symbol fa ∈ FA ∪ {⊥}, and initial substitutions Θ ⊆ Sub.
Output: The set of matches.
1 function MATCHONETOONE(s1 . . . sn, p, fa,Θ)
2 if p ∈ F0 then . Constant symbol pattern
3 if n = 1 and s1 = p then return Θ
4 else if p ∈ X0 and fa = ⊥ then . Regular variable pattern
5 σ′ ← {p 7→ s1}
6 if n = 1 then return {σ unionsq σ′ | σ ∈ Θ ∧ σ4σ′}
7 else if p ∈ X then . Sequence variable pattern
8 if p ∈ X0 and fa 6= ⊥ then . Regular variable in assoc. function?
9 σ′ ← {p 7→ fa(s1, . . . , sn)}
10 else
11 σ′ ← {p 7→ (s1, . . . , sn)}
12 if p ∈ X∗ or n ≥ 1 then return {σ unionsq σ′ | σ ∈ Θ ∧ σ4σ′}
13 else if n = 1 then . Compound pattern
14 h← head(p)
15 if h = head(s1) then
16 p1 . . . pk ← args(p)
17 q1 . . . ql ← args(s1)
18 if h ∈ Fa then
19 f ′a ← h
20 else
21 f ′a ← ⊥
22 return MATCHSEQUENCE(q1 . . . ql, p1 . . . pk, f ′a,Θ)
23 return ∅
The algorithm matches a sequence of subject terms against the pattern. Using a
sequence of subjects instead of a single subject argument is needed to correctly
match sequence variables. The set of matches for subject s and pattern p is returned
by MATCHONETOONE(s, p,⊥, {∅}).
We use a set of substitutions here, because for non-syntactic patterns there can
be multiple matches. Hence, in Algorithm 3.2, ∅ as a result is equivalent to  in
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Algorithm 3.1. Note that this is different from {∅} as a result. The latter means there
is a single match which is the empty substitution, i.e. when the pattern does not
contain any variables.
We pass an initial set of substitutions into the function to be able to chain them
together for matching the argument subpatterns of a compound pattern. Consider
a pattern f(g(x), g(x, a, b), . . . ) and a subject f(g(a), g(c, a, b), . . . ). There is no
match as the substitutions of the subpatterns for x are not compatible. When
calls to MATCHONETOONE are chained and the current set of substitutions gets
passed around, matching can be aborted early when there is a mismatch. In the
previous example, at some point MATCHONETOONE(c, x,⊥, {{x 7→ a}}) gets called
and returns an empty substitution set, aborting the matching.
An alternative solution would be to match each pattern argument separately and only
check whether the substitutions are compatible once all submatching has completed.
The disadvantage of this approach is that in case of a mismatch, backtracking
cannot occur early. However, by making the submatches independent, they could be
parallelized for better performance. We chose the chained solution because in our
application the overhead of parallelization would likely outweigh the benefits.
The base cases of constant symbol and variable patterns are handled in the MATCH-
ONETOONE function directly, while the handling of compound terms is deferred to
the MATCHSEQUENCE function displayed in Algorithm 3.3. In the case of a variable
pattern, the MATCHONETOONE function checks for all substitutions σ in the initial
substitution set if the new variable substitution σ′ is compatible with σ. For those
that are compatible, the union substitution is constructed and the set of all these
substitutions is returned. While the constant symbols are only a special case of
function symbols and would be handled correctly by MATCHSEQUENCE, they are
treated separately for performance reasons.
Description of Algorithm 3.3 In the following, a line-by-line description of the
algorithm for sequence matching is given:
2+4 The numbers of star and plus variables in the pattern are counted1, respectively.
3 The matching aborts early, if the total number of arguments required in the
pattern exceeds the number of arguments in the subject. As an example, consider
the pattern f(x+, y∗, a, b) which requires a subject argument each for a and b
and at least one for x+ to match. Hence, in total, a match requires a subject
term with at least 3 arguments. Given a subject f(a, b), we have that m− n∗ =
4− 1 = 3 > 2 = n and hence the pattern cannot match.
5–6 Regular variables in associative functions are treated as plus sequence variables
and hence their number is added to the plus variable count.
1 These values can be cached if the pattern becomes large enough for their computation to become
a bottleneck.
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Algorithm 3.3 Matching a non-commutative function
Input: Subject sequence s1 . . . sn ∈ T , pattern sequence p1 . . . pm ∈ T , an optional
associative function symbol fa ∈ FA ∪ {⊥}, and initial substitutions Θ ⊆ Sub.
Output: The set of matches.
1 function MATCHSEQUENCE(s1 . . . sn, p1 . . . pm, fa,Θ)
2 n∗ ←∑mi=1[pi ∈ X∗] . Number of star variables
3 if m− n∗ > n then return ∅
4 n+ ←∑mi=1[pi ∈ X+] . Number of plus variables
5 if fa 6= ⊥ then
. Count regular vars as plus vars in assoc. function
6 n+ ← n+ +∑mi=1[pi ∈ X0]
7 nfree ← n−m+ n∗ . Number of free arguments in the subject
8 nseq ← n∗ + n+ . Total number of sequence variables
9 ΘR ← ∅ . Result substitutions
. For every distribution of free arguments among the seq. vars...
10 for all (k1, . . . , knseq) ∈ {v ∈ Nnseq |
∑
v = nfree} do
11 i← 0 . Subject argument index
12 j ← 0 . Sequence var index
13 Θ′ ← Θ . Intermediate substitutions
. For every pattern argument...
14 for all l = 1 . . .m do
15 lsub ← 1 . Length of subject argument subsequence
. If the argument is a sequence variable...
16 if pl ∈ X+ ∪ X∗ or pl ∈ X0 and fa 6= ⊥ then
17 lsub ← lsub + kj
18 if pl ∈ X∗ then
19 lsub ← lsub − 1
20 j ← j + 1
21 s′ ← si . . . si+lsub . Subject argument subsequence
22 Θ′ ← MATCHONETOONE(s′, pl, fa,Θ′)
23 if Θ′ = ∅ then break . No match for distribution
24 i← i+ lsub
25 ΘR ← ΘR ∪Θ′
26 return ΘR
7 The total number of “free” arguments in the subject can be determined, i.e. how
many arguments need to be distributed among the sequence variables. As an
example, consider the pattern f(x+, y∗, a, b) again, but this time with a subject
f(a, b, c, a, b). We have nfree = 5− 4 + 1 = 2 free arguments (in this case b and
c can go in either x+ or y∗).
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8 The number of sequence variables is needed to enumerate all distributions of
the free arguments among them.
9 We use result substitution set ΘR to collect all the intermediate matches found
for each generated distribution (see line 25).
10 Here we enumerate all possible distributions of the arguments among the se-
quence variables. This is related to the combinatorial problem of enumerating
the nfree-multicombinations of nseq objects2 [38, 39]. The solutions are also
known as the weak compositions of nfree with nseq parts. Algorithms to enu-
merate all these solutions efficiently have been developed, e.g. by [40] and
[41]. Generating the next weak composition can be done in O(1), but there are(n−1
m−1
)
many distinct weak compositions [15] resulting in a total complexity of
O(nm). Note that the set of weak compositions for nseq = nfree = 0 contains the
empty tuple () as single argument, so the case without sequence variables is also
covered. Similarly, if nseq = 0 and nfree ≥ 1, the composition set is empty and
there is no match.
11–21 For each weak composition k we map every pattern argument pl to a sub-
sequence s′ of the subject arguments s. As an example, consider the pattern
f(x+, y+) and the subject f(a, b, c). We enumerate weak compositions of 1
with 2 parts, i.e. k ∈ {(0, 1), (1, 0)}. These correspond to the substitutions
{x+ 7→ (a), y+ 7→ (b, c)} and {x+ 7→ (a, b), y+ 7→ (c)} which are both collected
and returned as the overall result.
11 The index i is used to track the next subject argument to assign.
12 The index j is used to determine which part of the composition k is used for the
next sequence variable.
13 An intermediate substitution set Θ′ is used to iteratively merge submatches for a
single composition.
14 We use the index l to loop over all pattern arguments p.
15–21 Depending on whether the pattern argument is a sequence variable or not,
we assign a subsequence of subject arguments s′ to the pattern argument pl.
The subsequence always starts at index i and has a length of lsub. We start off
with a default length of 1, i.e. one required subject argument for every pattern
argument. For all sequence variables we add the corresponding part of the
composition kj to the length, and for star variables we subtract the initial 1
because the star variable does not require an argument.
22 Here the recursion occurs as MATCHONETOONE is called to match the subject
argument subsequence against the pattern argument. The intermediate substitu-
tion set Θ′ is updated to reflect the effects of this submatch on the substitutions.
2 This is case four of the Twelvefold Way [38]
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23 If Θ′ becomes empty, there is a mismatch for the current sequence argument
distribution. Therefore, the matching can continue with the next composition.
24 Otherwise, we move the subject argument index i to the end of the last subse-
quence and continue with the next pattern argument.
25 The matches for every possible argument distribution are collected.
Note that the above algorithm does not include the support for commutative patterns.
The algorithm for commutative matching will be discussed in the next section.
3.3 Commutative Matching
For commutative patterns, the argument order does not matter for matching. This
can be achieved with a brute force approach by applying non-commutative matching
to all permutations of the subject arguments and merging the results. However, for a
commutative term with n arguments there are n! permutations. As discussed in the
previous section, there are exponentially many potential matches for each of those
permutations. Furthermore, this approach will result in enumerating equivalent
matches multiple times: Let the pattern fc(x+, y+) and the subject fc(a, b, c) serve
as an example. Using non-commutative matching on the permutations fc(a, b, c)
and fc(b, a, c) yields the substitution {x+ 7→ Ha, bI, y+ 7→ HcI} in both cases. For this
example, every match is enumerated twice by the brute force approach.
Still, our approach is to take all distinct mappings between patterns and subjects
and recursively apply MATCHONETOONE to find matches for each individual pattern-
subjects pair. However, the goal is to only check each distinct mapping once and
to overall reduce the search space. Because the problem of commutative matching
is NP-complete, in the worst case, matching can be exponential in the size of the
subject. However, by choosing an efficient order for the matching, large portions of
the match search space can potentially be pruned. This reduces the cost of matching
in most common cases. With this idea in mind, we propose the following order of
matching for argument patterns p of commutative compound patterns:
1. Constant patterns, i.e. patterns that are ground terms (p ∈ G)
2. Matched variables, i.e. variables that already have a value assigned in the
current substitution, (p ∈ X and p ∈ Dom(σ))
3. Non-variable patterns (p ∈ T \ X )
4. Regular variables (p ∈ X0)
5. Sequence variables (p ∈ X∗ ∪ X+)
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Let us take a look again at the size of the search space. For a subject with n arguments
and a pattern with m arguments we have up to mn potential combinations3 that
need to be checked. Reducing both n and m can dramatically reduce the number
of possibilities which need to be considered. As an example, covering constant
patterns early means the corresponding subjects do not need to be considered
later for sequence variables. The overall goal of this approach is to perform cheap
submatches early to reduce the search space for the more expensive matches.
To integrate the commutative matching into Algorithm 3.2, it suffices to replace
the line 22 with a branch that, depending on whether the function is commutative
or not, proceeds to call the commutative matching algorithm or MATCHSEQUENCE,
respectively. The commutative matching algorithm is not given as pseudocode
because it would be too long, but its steps are outlined in the next section.
3.3.1 Matching Steps
For matching individual pattern arguments and subject sequences in commutative
terms, MATCHONETOONE can be used again. As stated earlier, we want to enumerate
all possible mappings between subject and pattern arguments and match them. In
the following, the matching steps are described and we use S to denote the multiset
of subject arguments and P for the multiset of pattern arguments:
Constant patterns To match constant arguments, we can construct the multiset
Pconst = P ∩ G of constant pattern arguments. If Pconst 6⊆ S, a match is impossible,
because at least one constant argument in the pattern has no matching subject
argument, and the matching can be aborted. Otherwise we remove all matched
constants from S and P and proceed, i.e. S ← S \ Pconst and P ← P \ Pconst .
Matched variables Similarly to constant patterns, checking variables which already
have a value in the current substitution is very cheap. If x ∈ Dom(σ), we construct
a multiset Px := piP (x) × Hσ(x)I from the existing substitution. This accounts for
a variable occurring multiple times in the pattern by multiplying the substitution
by the number of occurrences, e.g. if σ(x) = (a, b) and x occurs two times in the
pattern, then Px = Ha, a, b, bI. Again, if Px 6⊆ S, a match is impossible. Otherwise
we remove the matched terms from S and x from the pattern set, i.e. S ← S − x
and piP (x) ← 0. This can reduce the search space considerably, because for those
variables no potential matches need to be enumerated. If there is more than one
initial substitution, this has to be done once per initial substitution and the remaining
patterns need to be matched separately.
3 If all pattern arguments are star variables, we can assign each subject to any of them independently.
If all subject arguments are distinct, that yields a total of mn combinations which are all valid
matches, assuming there are no further constraints.
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Non-variable patterns This set of patterns encompasses all the remaining pattern
arguments except single variables. However, these patterns do contain variables
(otherwise they would be constant) and hence any match for them is not empty.
Therefore, exhaustive matching has to be performed to find these matches. By
grouping patterns and subjects by their head, we can limit the pairwise combinations
between subjects and patterns to consider, because only those with the same head
can match. Each pairing can recursively be matched by using MATCHONETOONE.
The matches are not necessarily independent, as two patterns can contain the same
variable. Consequently, we use an iterative process similarly to the process in
Algorithm 3.3. Instead of processing subpattern matching independently, the calls
to MATCHONETOONE are chained together for all combinations of pairings to find
the overall match. Note that after matching the non-variable patterns, the step of
matching already matched variables can be repeated, because new variables might
have been added to the substitution during this step.
Let the pattern fc(g(a, x), g(x, y), g(z+) and the subject fc(g(a, b), g(b, a), g(a, c))
serve as an example. There is only one match in this example, namely {x 7→
b, y 7→ a, z+ 7→ (a, c)}. However, there is a total of 3! = 6 distinct mappings between
the pattern arguments and the subject arguments all of which could potentially
match. In Figure 3.1 and Figure 3.2 two different search trees for the matching are
displayed. Each level in the tree corresponds to a pattern argument that needs to be
matched. Each edge is labeled with the subject that is mapped to the respective pat-
tern argument at that level. Every node corresponds to a call to MATCHONETOONE
and the resulting substitution. Failing matches are denoted with  .
∅
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{x 7→ b, y 7→ a,
z+ 7→ (a, c)}
g(a
,c)
g(
b,
a)
 
g(a, c)
g(a
, b
)
 
g(b,a)
{x 7→ c}
 
g(
a,
b)
 
g(b, a)
g(a, c)
g(a, x)
g(x, y)
g(z+)
final
Figure 3.1: Search Tree for order g(a, x), g(x, y), g(z+).
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In Figure 3.1, the matching can be aborted early in a lot of cases because of a
mismatch between variable substitutions. Therefore, only a total of 8 child nodes are
visited, corresponding to 8 calls to MATCHONETOONE. For the order in Figure 3.2, the
match always fails only at the last pattern argument. Hence, the matching cannot
abort early and a total of 15 calls to MATCHONETOONE need to be made. This
example illustrates, how iterative matching can lower the costs of matching in some
cases, because matching can abort early without fully matching each subpattern. If
independent matching of the subpatterns was employed, the full search space as
depicted in Figure 3.2 needs to be searched. However, we do not propose to order
the non-variable pattern arguments in a special way, we just take advantage of the
order if it already exists. In the worst case, the whole search space still has to be
explored.
Regular variables For every regular variable x ∈ X0, if the the surrounding function
is not associative, every mapping of subject arguments onto the variable needs to be
checked. The multiplicities of the variable and of each subject argument needs to be
taken into account, i.e. only arguments from Sx := {s ∈ S | piS(s) ≥ piP (x)} are used
to match the variable x. For every substitution that is checked, the corresponding
subject arguments are removed from the subject set temporarily, i.e. we set piS(s)←
piS(s) − piP (x). This process is applied iteratively again for every regular variable
shrinking the subject set at every step. Each step also involves backtracking to the
previous step after completing the match to choose a different variable substitution
for x from Sx. Again, each regular variable matching step is depending on the
previous one and needs to be repeated for every choice made in the previous step.
To illustrate the issue with multiplicities, examine the pattern fc(x, x, y∗) and the
subject fc(a, a, a, b, b, c). Only a and b are candidates for the variable x, since there
is only one c but two occurrences of x. Hence we have Sx = {a, b} in this case.
Assuming that a has been chosen as a substitution for x, we get an updated subject
set Ha, b, b, cI and proceed with matching y∗. After that is completed, we backtrack
and choose b as a substitution obtaining the remaining subject set Ha, a, a, cI. After
processing that, the matching is finally done because there are no more choices left
for x.
Sequence Variables Sequence variables are the most expensive part of matching,
as there can be exponentially many combinations between subject arguments and
sequence variables. In general, there can be up to nm different matches given n
sequence variables and m subject arguments. The algorithm for finding all sequence
variable matches is described in the next section.
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3.3.2 Sequence Variables
To enumerate all distributions of subjects onto sequence variables without duplicate
results, the problem is modeled with several disjoint linear diophantine equations.
For every sequence variable x and every symbol a, we have a variable xa in the
equations that determines how many a are contained in the solution multiset for x.
Hence, each non-negative integer solution to the equation system corresponds to a
valid substitution for the sequence variables.
As an example consider the multiset of remaining terms Ha, b, b, c, c, cI and the
variable multiset Hx∗, y+, y+I. This yields the following equations:
1 = xa + 2ya
2 = xb + 2yb
3 = xc + 2yc
We are looking for all non-negative solutions that satisfy the additional constraint
ya + yb + yc ≥ 1 (because y+ is a plus variable). Note that while these equations
have infinitely many integer solutions, there are only finitely many non-negative
solutions. For the above example there are three solutions:
xa = 1 ∧ xb = 2 ∧ xc = 1 ∧ ya = 0 ∧ yb = 0 ∧ yc = 1
xa = 1 ∧ xb = 0 ∧ xc = 3 ∧ ya = 0 ∧ yb = 1 ∧ yc = 0
xa = 1 ∧ xb = 0 ∧ xc = 1 ∧ ya = 0 ∧ yb = 1 ∧ yc = 1
These correspond to the substitutions
σ1 = {x 7→ Ha, b, b, cI, y 7→ HcI}
σ2 = {x 7→ Ha, c, c, cI, y 7→ HbI}
σ3 = {x 7→ Ha, cI, y 7→ Hb, cI}.
Formally we define the set of equations as follows:
Definition 3.1 (Sequence Variable Equations). Let S and V be the multisets of subject
terms and variables respectively, let s1, . . . , sn ∈ T and x1, . . . , xm ∈ X∗ ∪ X+ be the
distinct elements of S and V respectively, let di := piS(si) for i = 1, . . . , n, and let
cj := piV (xj) for j = 1, . . . ,m. Then the sequence variable equations for S and V are
d1 = c1X1,1 + · · · + cmX1,m
...
...
. . .
...
dn = c1Xn,1 + · · · + cmXn,m
with variables Xi,j for i = 1, . . . , n and j = 1, . . . ,m and the additional constraint
m∧
j=1
(
xj ∈ X+ →
n∑
i=1
Xi,j ≥ 1
)
.
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Each solution α : X → N to these equations corresponds to a substitution σα
where σα(xj) = Mα,j for the smallest multiset Mα,j with piMα,j (si) = α(Xi,j) for
i = 1, . . . , n and j = 1, . . . ,m.
Extensive research has been done on solving linear diophantine equations and
linear diophantine equation systems [42, 43, 44, 45, 46]. Our equation system is
however not a real system, because the equations are disjoint and can be solved
independently. Also, since we are only interested in the non-negative solutions,
these solutions can be found more easily. We implemented an algorithm that is
an adaptation of the algorithm used in SymPy [47, in sympy.solvers.diophantine].
The algorithm recursively reduces any linear diophantine equation to equations of
the form ax + by = d that can be solved efficiently with the Extended Euclidian
algorithm [48, see 2.107]. Then the solutions for those can be combined into a
solution for the original equation.
In all practical applications that we have considered, both the multiplicities of the
variables and the multiplicities of terms in commutative patterns are small. Hence,
for a sequence variable equation c1x1 + . . . cnxn = c, all coefficients ci and c are
usually small. Furthermore, the number n of distinct sequence variables in a pattern
is also typically small. Hence, the number of solutions for these equations is usually
also small and we can cache the results instead of recomputing them every time.
The number of distinct cases can be reduced by sorting the coefficients and hence
the storage for the caching can be reduced. This makes the time cost of enumerating
all distributions of the terms onto the sequence variables effectively linear per
distribution.
For each sequence variable substitution that is enumerated by the above method,
the compatibility with the existing substitutions is checked and the resulting union
is yielded as are result if they are compatible.
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4Many-to-One Pattern Matching
For many problems there is a fixed set of patterns which are all matched against
different subjects repeatedly. While this can be solved by matching each pattern
separately there is room for optimization. In this chapter we present data structures
and algorithms to do many-to-one matching more efficiently.
Definition 4.1 (Many-to-one Pattern Matching). Many-to-one pattern matching is
the process of matching a single subject against multiple patterns simultaneously.
4.1 Discrimination Net
For syntactic patterns, Discrimination Nets (DNs), also known as left-to-right tree
automata, have proven to be fast for many-to-one matching [24, 49, 50]. In this
section we discuss existing kinds of DNs and propose extensions which can match a
wider set of patterns.
4.1.1 Syntactic Discrimination Net
DNs are a specialized form of finite automata which can be either deterministic
or non-deterministic. A deterministic DN can match a subject of size n against all
its patterns in O(n). However, its size can potentially grow exponentially with the
number of patterns. Non-deterministic DNs take up smaller space (O(m) where m is
the sum of pattern lengths), but also have a worst case runtime of O(m). We mostly
focus on deterministic DNs for syntactic matching, because for the cases that we
considered they offer the best performance.
[24] also proposed the use of a flatterm representation instead of a tree based one.
This representation is based on the preorder traversal of the tree and hence speeds
up algorithms relying mostly on that. The flatterm representation of a term is a
word formed by the symbols as they are encountered in preorder traversal of the
tree structure, e.g. the flatterm for f(a, g(b, c)) would be f a g b c. This notation as
well as DNs in the literature only support function symbols with fixed arity. In the
implementation, additional pointers are used to preserve some of the tree structure
while providing fast preorder traversal.
Usually, the patterns are treated as if they were linear, i.e. variable symbols are all
treated the same and replaced with ω which acts as a general placeholder. Therefore,
in case of non-linear patterns, the equivalence of variable replacements has to be
checked in an extra step. Figure 4.1 gives an example of a DN for the pattern
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f(g(a), y)
f(x, b)
b
f(g(a), b)
f(x, b)
f(g(a), y)ωa
g
f(x, b)b
ω
f
Figure 4.1: Example of a Discrimination Net.
set {f(g(a), b), f(x, b), f(g(a), y), g(a)}. The leafs of the DN are labeled with the
matched patterns. Matching is done by interpreting the tree as an automaton and
run it on the flatterm representation of the subject. The initial state is the root of
the tree and the leafs are the final states. An ω transition covers all symbols for
which there is no other outgoing transition yet. Note that an ω transition skips the
whole subterm if a function symbol is read. If the automaton accepts, its final state
determines the set of matching patterns. Otherwise, none of the patterns match.
The construction of a deterministic DN is straight-forward and can be done by using
product automaton construction. For every pattern p = s1 . . . sn in flatterm form we
construct a simple linear net like in Figure 4.2. These can be combined with standard
DFA product construction while merging the pattern sets of each state. Other
(incremental) construction methods are described in [24, 49, 50]. While theoretically
the resulting DN can have exponentially many nodes1, for many practical pattern
sets this does not pose a problem (for an example, see Figure 5.7a).
q0 q1 qn−1 qn
psns1
Figure 4.2: Discrimination Net for a Single Pattern.
However, we cannot use this DN to match variadic functions as it cannot distinguish
between different terms having the same flatterm representation. Consider the
previous example but now f and g are variadic function symbols. Because e.g.
f(g(a), b) and f(g(a, b)) have the same flatterm representation f g a b, they are
treated the same by the DN. In the following section, a generalized version of the
DN which supports variadic function symbols.
4.1.2 Variadic Syntactic Discrimination Net
In order to use variadic function symbols with DNs, we include a special symbol “〉”
denoting the end of a compound term in the preorder traversal. We add this symbol
1 Consider the pattern set Pn := { f(x1, . . . , xi−1, a, xi+1, . . . , xn) | 1 ≤ i ≤ n } which contains
n patterns and results in 2n distinct leaf nodes as all patterns can match independently of each
other.
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as the last argument to every compound term, e.g. f(a, g(b), c) is transformed to
f(a, g(b, 〉), c, 〉) resp. f a g b 〉 c 〉 as a flatterm instead.
Definition 4.2 (Variadic Syntactic Discrimination Net). A Varidic Syntactic Discrimi-
nation Net (VSDN) D is defined similar to a DFA as D = (Q,Σ, δ, q0, F ) where
• Q is a finite set of states,
• Σ = F ∪ {〉} is the finite alphabet,
• δ : Q × Σ → Q × {0, 1} is the transition function where the second result
component is 1 iff an ω transition was used,
• q0 ∈ Q is the initial state, and
• F : Q→ 2T (F ,X ) which maps each (leaf) state to a set of patterns it covers.
A run of D on a term t is a sequence of states with positions ρ = (q1, ν1) . . . (qn, νn)
such that for every i = 2, . . . , n we have either
• δ(qi−1, h) = (qi, 0) where h = head(t|νi−1) and νi = next(t, νi−1), or
• δ(qi−1, h) = (qi, 1) and νi = skip(t, νi−1).
A pattern p matches a subject s in D iff there exists a run ρ = (q0, ) . . . (qn−1, νn−1)
(qn,>) on s where q0 is the initial state, νi ∈ Pos(p) for i = 0, . . . , n−1, and p ∈ F (qn).
In Figure 4.3, a VSDN net for the pattern set {f(a, x), f(a), f(y, b)} is shown. Note
that f is a variadic function symbol here and we added a “〈” to function symbols to
distinguish them from constant symbols.
f(a)
〉
f(a, x)
f(y, b)
〉b
f(a, x)〉
ωa
f(y, b)
〉b
ω
f〈
Figure 4.3: Example of a Variadic Syntactic Discrimination Net.
The VSDN could be extended to support sequence variables as well by adding ω-loops
to states. By interpreting the VSDN as a NFA, one can use -transitions and use
powerset construction to get a minimal VSDN for a pattern with sequence variables.
These individual VSDNs can be combined using product construction.
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Nonetheless, experiment with sequence variables have shown to increase the size
of the VSDN beyond the point where it is beneficial (see Figure 5.7b). A non-
deterministic approach is more suitable to deal with sequence variables and associa-
tivity. In the next section, such an approach is discussed.
4.1.3 Associative Discrimination Net
In this section we propose a new type of non-deterministic discrimination net that
supports sequence variables and associative function symbols. We can later use
multiple layers of this Associative Discrimination Net (ADN) to perform commutative
matching as well. Furthermore, in contrast to most existing work, non-linear patterns
are handled by the ADN itself, because that enables earlier backtracking when a
variable mismatch occurs.
Definition 4.3 (Associative Discrimination Net). An ADN A is a non-deterministic
extension of a VSDN which is defined as A = (Q,Σ, δ, q0, F ) where
• Q is a finite set of states,
• Σ = F ∪ X ∪ {〉} is the finite alphabet,
• δ ⊆ Q× Σ×Q,
• q0 ∈ Q is the initial state, and
• F : Q→ T (F ,X ) ∪ {∅} which maps each (leaf) state to the patterns it accepts.
A run of A on a term t is a sequence of states with positions and substitutions ρ =
(q1, ν1, σ1) . . . (qn, νn, σn) such that for every i = 2, . . . , n we have that σi−14σ′i, σi =
σi−1 unionsq σ′i, and either
• (qi−1, h, qi) ∈ δ where h = head(t|νi−1), νi = next(t, νi−1) and σ′i := ∅, or
• (qi−1, x, qi) ∈ δ for some x ∈ X , νi = skip(t, νi−1) and σ′i = {x 7→ t|νi−1}, or
• (qi−1, x, qi) ∈ δ for some x ∈ X∗, νi = νi−1 and σ′i = {x 7→ }, or
• (qi−1, x, qi) ∈ δ for some x ∈ X+ ∪ X∗, νi−1 = νpk < νpj ∈ Pos(t) for some
νp ∈ Pos(t) and k, j ∈ N, skip(t, νpj) = νi and σ′i = {x 7→ (t|νpk, . . . , t|νpj)}, or
• (qi−1, x, qi) ∈ δ for some x ∈ X0, νi−1 = νpk < νpj ∈ Pos(t) for some νp ∈
Pos(t) and k, j ∈ N, f = head(t|νp) is associative, skip(t, νpj) = νi and σ′i =
{x 7→ f(t|νpk, . . . , t|νpj)}.
A pattern p matches a subject s with a substitution σ in A iff there exists a run
ρ = (q0, , ∅) . . . (qn−1, νn−1, σn)(qn,>, σ) on s where q0 is the initial state, νi ∈ Pos(p)
for i = 0, . . . , n− 1, and p = F (qn).
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Furthermore, to support guards directly attached to subterms, we can extend the
definition of a run: In addition to allowing a transition (qi−1, s, qi) ∈ δ for some s, we
we also allow (qi−1, s if ϕ, qi) ∈ δ for some s and ϕ. For those guarded transitions it
is required that ϕ(σi) = true for them to be included in a valid run.
0 1
2
3
f(a)
〉
4 5
f(a, x∗)〉
x∗
a
6 7 8
f(y, b)
〉b
y
f〈
Figure 4.4: Example of an Associative Discrimination Net.
Figure 4.4 shows the same example as Figure 4.3, but as non-deterministic version
with non-linear variables. Given the subject f(a, b), both f(a, x∗) and f(y, b) match.
For f(a, x∗) we get the run
(0, , ∅)(1, 1, ∅)(2, 2, ∅)(4, 3, σ1)(5,>, σ1)
with σ1 = {x∗ 7→ (b)}. For f(y, b) we have the run
(0, , ∅)(1, 1, ∅)(6, 2, σ2)(7, 3, σ2)(8,>, σ2)
with σ2 = {y 7→ a}. When only syntactic pattern are used, the ADN specializes to a
non-deterministic VSDN. The advantage of the ADN emerges when patterns share
some common structure and contain sequence variables, as the non-deterministic
partitioning of terms among sequence variables needs only be done once. Because
the partitioning is the most expensive part of the (non-commutative) matching, this
improves the efficiency of the matching. In the worst case matching with an ADN is
equivalent to one-to-one matching, because the decision branches in Algorithm 3.2
and Algorithm 3.3 map directly to the structure of the ADN.
The construction of the ADN can be done by iteratively adding new patterns to it
starting from the initial state as outlined in Algorithm 4.1. In order to maximize the
potential similarity between patterns, their variables can be renamed to a position-
based canonical schema. We replace every variable x with a name based on its
first occurrence in t, i.e. replace x with a new variable xp1(x) for every x ∈ Var(t)
where
p1(x) := min{p ∈ Pos(t) | t|p = x}.
As an example, f(x, y, g(z)) would become f(x1, x2, g(x3 1)). This way, terms with
similar structure but differently named variables can still be combined in the dis-
crimination net. Note that this does not change that regular and sequence variables
still need to be handled differently. While f(x) and f(y) are treated as equivalent
by the ADN, f(x+) has different transitions and a distinct final state from the other
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Algorithm 4.1 Adding a pattern to an ADN
Input: Discrimination net A = (Q,Σ, δ, q0, F ) and pattern in flatterm representation
p = s1 . . . sn with si ∈ Σ for i = 1, . . . , n.
1 function ADDPATTERN(A, p)
2 q ← q0
3 for all i ∈ 1, . . . , n do
4 if ∃q′ ∈ Q : (q, si, q′) ∈ δ then
5 q ← q′
6 else
7 Create new state q′
8 Q← Q ∪ {q′}
9 δ ← δ ∪ {(q, si, q′)}
10 q ← q′
11 F ← F [q 7→ F (q) ∪ {p}]
two. After a match is found, the renaming of the variables is reverted to obtain the
correct substitution.
The matching with an ADN is done be trying all possible runs with backtracking.
For simplicity, the pseudo code for the algorithm assumes that every subterm has
a guard. If a term does not have a guard, we replace it with the equivalent term
that has a true guard, e.g. f(x, a) would become f(x if true, a if true) if true. This
reduces the number of cases that need to be distinguished for the pseudo code, but
in an implementation guards can easily be separated. In Algorithm 4.2, the pseudo
code for a many-to-one match function is listed. It yields the set of all matching pairs
of patterns and substitutions, i.e. ADNMATCH(A, s, q0, , ∅) yields all matches for a
subject s.
4.2 Many-to-one Matcher
In order to use the ADN for patterns with commutative function symbols as well, we
handle them in a separate step. For that we add a special state for every commutative
subpattern of a pattern and use another ADN to match its children. Finally, we find
matches for the whole commutative subpattern by finding maximum matchings in
a bipartite graph constructed from the matches for the subject’s subterms in the
ADN. This is similar to the approach of the AC discrimination nets described in [21],
but we perform the full non-linear matching directly at a commutative symbol state
instead of just using it as a filter.
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Algorithm 4.2 Matching with an ADN
Input: Discrimination net A = (Q,Σ, δ, q0, F ), subject s ∈ T , a state q ∈ Q, a
position ν ∈ Pos(s) and a substitution σ ∈ Sub.
1 function ADNMATCH(A, s, q, ν, σ)
2 if ν = > then return {(F (q), σ)}
3 else
4 m← ∅
5 h← head(s|ν)
. Symbol transition
6 if ∃q′ ∈ Q,∃ϕ : (q, h if ϕ, q′) ∈ δ and ϕ(σ) = true then
7 m← m ∪ ADNMATCH(A, s, q′, next(s, ν), σ)
8 for all (q, x if ϕ, q′) ∈ δ for some x ∈ X , q′ ∈ Q and ϕ do
. Variable transition matching a single term
9 if σ4{x 7→ s|ν} and ϕ(σ) = true then
10 m← m ∪ ADNMATCH(A, s, q′, skip(s, ν), σ unionsq {x 7→ s|ν})
. Star variable transition matching empty sequence
11 if x ∈ X∗ and σ4{x 7→ } and ϕ(σ) = true then
12 m← m ∪ ADNMATCH(A, s, q′, ν, σ unionsq {x 7→ })
13 if ν = νpk for some νp ∈ Pos(s) and k ∈ N then
. Parent term has position νp and current term is argument no. k
14 f ← head(s|νp)
15 if x ∈ X+ ∪ X∗ or f is associative then
16 j ← argmaxj∈N νpj ∈ Pos(s) . j is no. of last argument
17 for all i = k + 1 . . . j do
18 t← (s|νpk, . . . , s|νpi)
19 if x ∈ X0 and f is associative then
20 t← f(t) . Wrap regular variable in assoc. function
. Sequence variable transition matching
21 if σ4{x 7→ t} and ϕ(σ) = true then
22 m← m∪ ADNMATCH(A, s, q′, skip(s, νpi), σ unionsq{x 7→ t})
23 return m
4.2.1 Multilayer Discrimination Net
In Figure 4.5, a Multilayer Discrimination Net (MLDN) for the pattern set
{f(gc(a, x, x)), f(gc(a, h(x), h(a))), f(gc(h(b), h(x)))}
is shown. For the gc compound term, a special state containing another ADN is
added. The outgoing transitions from that state are labeled with a requirement
multiset that defines which subpatterns are required to match in order for the whole
gc term to match. These sets are later used to construct bipartite graphs to find all
valid matches.
As an example, consider the subject f(gc(a, h(a), h(a))). a and h(a) are both run
through the inner ADN. a matches both a and x (with a match set {1, 5}). h(a)
matches x, h(x), and h(a) (with a match set {1, 2, 4}).
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h(a)〉
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h(b)〉b
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h(x)〉
x
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x
x
f(gc(a, x, x))〉H1, 1, 5I
f(gc(a, h(x),
h(a)))
〉
H2, 4, 5I
f(gc(h(b),
h(x)))
〉H2, 3Igcf〈
Figure 4.5: Example of a Multilayer Discrimination Net.
To exclude patterns which cannot match from further processing, we check multiset
union of the match sets against each requirement multiset. The multiplicity of each
subpattern is used when building the multiset union. In the above example the
multiset union would be
P := {1, 5} unionmulti {1, 2, 4} unionmulti {1, 2, 4} = H1, 1, 1, 2, 2, 4, 4, 5I.
Note that the match set for h(a) is included two times since the term appears two
times in the subject. Hence, f(gc(h(b), h(x))) cannot match the subject, becauseH2, 3I 6⊆ P . For the other two patterns, we have both H1, 1, 5I ⊆ P and H2, 4, 5I ⊆ P
so both could match and need to be processed further.
To show that this check is not sufficient for determining whether a pattern matches
consider the subject f(gc(a, a, h(a))) with its multiset union P ′ = H1, 1, 1, 2, 4, 5, 5I.
Despite H1, 1, 5I ⊆ P , there is no match for f(gc(a, x, x)) because {x 7→ a} and
{x 7→ h(a)} are not compatible. Similarly, even though H2, 4, 5I ⊆ P , there is no
match for f(gc(a, h(x), h(a))) because multiple both h(x) and h(a) would have to be
covered by the single term h(a).
Therefore, confirming if one of the patterns actually matches requires a more involved
check. This is solved by constructing bipartite graphs from the match sets and
finding maximum bipartite matchings. However, the filtering step described above
can reduce the number of more expensive bipartite matching problems that need to
be solved.
4.2.2 Bipartite Graphs
We construct a bipartite graph where one set of nodes contains the distinct subpat-
terns and the other one consists of the distinct terms of the subject. Then the matches
found by running the terms through the ADN induce the edges, i.e. a subpattern
node and a term node are connected by an edge iff the subpattern matches the term.
We label the edge with the set of match substitutions. The resulting bipartite graph
for the previous example with subject f(gc(a, h(a), h(a))) is shown in Figure 4.6.
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ax
h(a)
h(x)
a
h(a)
Patterns Subjects
x 7→ a
x 7→ h(a)
∅
∅
x 7→ a
Figure 4.6: Full Bipartite Graph.
For matching the whole commutative pattern we use the subgraph induced by only
including the nodes of this particular pattern’s subpatterns. Furthermore, for terms
in the patterns or subject which occur multiple times, we need to duplicate the
corresponding nodes, e.g. for the above subject example the h(a) node would need
to be duplicated in the graph that is used to find the maximum matchings.
x1
x2
a3
h(a) 1
h(a) 2
a 3
Patterns Subjects
1
2 3
4
56
7
Figure 4.7: Induced Bipartite Graph.
In Figure 4.7 the induced graph for the pattern f(gc(a, x, x)) and the subject f(gc(a,
h(a), h(a))) is shown. The substitutions on the edges have been left out here for
readability, but they are the same as in the original graph. Instead we have labeled
every edge with a number for later reference. All nodes are also labeled with
consecutive natural numbers to distinguish duplicated nodes. Note that patterns
and subject are counted separately. The problem of finding all matches for a
commutative pattern and subject can be reduced to finding all maximum matchings
in the induced bipartite graph and checking that the substitutions of the matching
edges are compatible. The union of the matching edge substitutions then yields a
valid match for the whole commutative term.
However, because we duplicated some nodes, we have some redundant matchings
that result in the same substitution. Here we can use the additional number labels
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on the nodes to define a canonical maximum matching for every distinct match and
disregard non-canonical maximum matchings:
Definition 4.4 (Canonical Matching). Let P be a set of patterns and S be a set
of subjects. A matching M ⊆ E on an induced bipartite graph B with (directed)
edge set E ⊆ (P × N) × (S × N) over P and S is canonical iff ∀(p, np, s, ns) ∈
M, ∀(p′, n′p, s′, n′s) ∈M : (s = s′ ∧ np > n′p) =⇒ ns > n′s.
For example, in Figure 4.7, the edges 1, 4, 7 form a canonical maximum matching
while 2, 3, 7 do not. All other matchings are not maximal, so this matching yields the
only match with σ = {x 7→ h(a)}. For finding the first maximal matching we use the
Hopcroft-Karp algorithm [51], but any algorithm for finding a maximum matching
can be used. This initial matching can be found in O(m√n) where n is the number
of nodes and m the number of edges in the bipartite graph. Once an initial maximum
matching has been found, we can apply the algorithm described by Uno, Fukuda and
Matsui in [52, 53] to enumerate all maximum matchings. Each successive matching
can be found in O(n) so in total we have a time complexity of O(m√n + Nmn)
where Nm is the number of matchings. For every matching the compatibility and
every combination of substitutions in the matching the compatibility needs to be
checked and, if successful, a union substitution is created.
4.2.3 Sequence Variables
So far, we have only considered commutative patterns without sequence variables. In
this case, every maximum matching is also a perfect matching, because the number
of subterms in both pattern and subject must be exactly the same in order for a
match to exist. When we introduce sequence variables into a commutative pattern,
this constraint is loosened and we only need at least as many subterms in the subject
as we have non-sequence-variable terms in the pattern. The remaining subject terms
are distributed among the sequence variables.
Consider the pattern f(gc(a, x, x, y∗)), which is one of the previous examples ex-
cept for an additional sequence variable y∗. However, now it matches the subject
f(gc(a, a, a, h(a), h(a))), e.g. with {x 7→ h(a), y∗ 7→ Ha, aI}. For that purpose, once
a maximum matching in the bipartite graph is found, the remaining unmatched
terms are distributed among the sequence variables. If the resulting substitution is
compatible with the one from the matching, the union of the substitutions yields a
valid match. For finding the sequence variable matches, the algorithm discussed in
section 3.3.2 is used.
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5Experimental Results
This chapter contains a brief introduction of our implementation of the previously
described algorithms as well as a description of our experiments. Finally, the results
of those experiments are given and discussed.
5.1 Python Implementation
We have implemented the matching algorithms described in the previous chapters in
Python. The code is open source and licensed under the MIT license. It is hosted
on Github1. It has also been made available as the PyPI package MatchPy2 for easy
installation for anyone who wants to use it in their Python code. The documentation
for the code can be found on ReadTheDocs3.
The choice to use Python as a language had two main reasons. The first is simply
that the application in which the pattern matching was going to be used was written
in Python. The second reason is a powerful language construct in Python called
generators. Generators make writing code with backtracking easier.
Python does have a disadvantage in terms of speed compared to other languages
though: Typically, python programs are one or two magnitudes slower than programs
written in languages such as C or C++ [54]. Still, the simpler implementation and
easier integration outweighed the performance loss for us.
5.1.1 Generators
Generators are an extension of the iterator concept which a lot of languages support.
Usually, an iterator is an object that enables a user to loop over a set of values yielded
from it. This is often used to traverse data structures or to programmatically create
sequences of values. The programmer has to manage the state of the iterator object
to be able to return the correct next value upon request.
In Python, generators are special functions or methods, that use the yield keyword
instead of a regular return. Instead of just returning a value to the caller, the state
of the generator function is saved and the execution can resume from the same state
once the caller is done processing the yielded value. This way, multiple values can
be “returned” iteratively with additional processing in between. The main difference
1 https://github.com/HPAC/matchpy
2 https://pypi.python.org/pypi/matchpy
3 https://matchpy.readthedocs.io/
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compared to iterators in other languages is the management of state. In Python, the
state of the generator function is managed automatically between yields. In contrast,
regular iterators require manual state management by the programmer.
In addition, there is the yield from keyword in Python that allows passing all
values yielded by another generator on to the caller. This enabled us to implement
the algorithms described previously in a way that yields the matches one by one.
Therefore, not every match has to be enumerated if the consumer of the matches
decides that no further matches are needed. Generators also encapsulate the state
of each submatching step and make backtracking to the last choice point in the
exploration of the match search space easier.
Another advantage of generators is their lazy evaluation, i.e. the next match is only
computed if it is needed. Lazy AC pattern matching has previously been discussed
by Belkhir [55].
5.1.2 Terms
Terms are represented by classes that reflect the tree structure. For each function
symbol in the problem domain, a subclass needs to be created. The class structure
allows to store additional information specific to the problem domain along with
the terms. An example for this would be matrix dimensions in the linear algebra
domain.
In addition, we separate two distinct ideas which so far were united in the concept
a variable. First, we allow to give a name to any subpattern and capture whatever
it matches in the match substitution. Secondly, the ability to match anything is
implemented in so called wildcards. A regular wildcard can match any term and a
sequence wildcard can match a sequence of terms. A named wildcard is equivalent
to a variable. However, unnamed wildcards function as anonymous variables, i.e.
their values are not captured in the substitution. Assigning a variable name to terms
other than a wildcard is mostly a convenience feature that allows easier access to
complex matched terms from the substitution.
Furthermore, in some domains, symbols belong to disjoint classes. As an example,
in the domain of linear algebra, symbols can either be matrices, vectors, and scalars.
Since these need to be distinguished by patterns frequently, we decided to make this
kind of type constraint a first-class feature of the pattern matching: Users can create
symbol subclasses and use special symbol wildcards to match only symbols of that
type.
We always represent terms in their canonical form as described in sections 2.2.2 and
2.2.3. Hence, term arguments are flattened and sorted on creation if necessary.
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5.1.3 Constraints
Patterns can have any number of additional constraints imposed on them. Users can
create their own constraint subclasses or use anonymous functions as constraints.
Constraints can either be global, i.e. they are only applied after the whole matching
is completed, or they can be local. Local constraints must define the set of variables
upon which they depend, so that they can be evaluated once all those variables have
been assigned a substitution during the matching. This enables early backtracking
in case the constraint fails while freeing the user from having to decide when to
evaluate a constraint themselves. Local constraints are only evaluated once, unless a
substitution for one of their dependency variables changes.
5.2 Example Problems
We carried out experiments to compare the performance of one-to-one and many-
to-one pattern matching. For those experiments, we used two example problems
from two different domains. The first problem is finding subexpressions of linear
algebra expressions that match a kernel, i.e. a library function which can compute
the result of the subexpression efficiently. The second problem is based on Abstract
Syntax Trees (ASTs) of Python source code. It adapts a set of patterns used in the
Python tool 2to3 which is a tool used to translate Python source code from version
2 to 3. This translation is necessary, because there were significant changes between
those versions making them source-incompatible. In the following sections, those
problems and their respective patterns are discussed.
5.2.1 Linear Algebra
The terms of the linear algebra problem consist of the function symbols shown in
Table 5.1. Constant symbols can either be scalars, vectors or matrices. In addition,
matrices may have properties like being square, diagonal, triangular, etc. While
matrices and vectors have associated dimension information, it is not relevant for
the pattern matching.
Operation Symbol Arity Properties
Multiplication × variadic associative
Addition + variadic associative, commutative
Transposition T unary
Inversion −1 unary
Inversion and Transposition −T unary
Table 5.1: Operations for LinAlg.
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As an example for a pattern, consider
α×A×B + β × C
which describes an expression that can be computed using the dgemm routine in
the Basic Linear Algebra Subprograms [56, 57, 58] (BLAS). Here, α and β are
scalar variables and A, B, and C are matrix variables without special property
requirements. Similarly, the pattern
AT ×B if A is square and upper triangular
can be computed by with the dtrmm BLAS routine. To allow these pattern to match
any part of a sum or product, respectively, we add sequence variables capturing the
rest of the subject term:
α×A×B + β × C + c∗
c∗1 ×AT ×B × c∗2 if A is square and upper triangular
We call these added variables context variables.
For the experiments, a total of 199 distinct patterns similar to the ones above were
used. Out of those, 61 have an addition as outermost operation, 135 are patterns
for products, and 3 are patterns for single matrices. A lot of these patterns only
differ in terms of constraints, e.g. there are 10 distinct patterns matching A×B with
different constraints on the two matrices. Without the context variables, the product
patterns are syntactic except for the associativity of the multiplication. Because
those patterns only contain symbol variables, the associativity does not influence the
matching and we can consider them to be syntactic. In the following, we refer to
the set of patterns with context variables as LinAlg and the set of syntactic product
patterns as Syntactic.
For subjects, we used randomly generated terms with a specific number of operands.
For products, each operand has a probability to either be a scalar (∼16.67%), vector
(∼27.78%) or matrix (∼55.55%). Vectors have a 40% probability of being transposed,
while matrices have a 60% probability to be either transposed, inverted or both. The
matrices also have random properties, i.e. they can be square, diagonal, triangular,
and symmetric. Note that some of the properties imply or exclude each other, e.g.
every diagonal matrix is also triangular. Hence, only valid property combinations
were included in the experiments.
5.2.2 Abstract Syntax Trees
The lib2to3 module in python contains “fixers” that can translate some aspect
of Python 2 code to Python 3 code. These fixers utilize patterns to discover their
targets in the AST. Figure 5.1 shows an example of such a pattern as it is defined
in the custom language lib2to3 uses to express patterns. In that language, quoted
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strings denote atomic symbols, names with angle brackets correspond to function
symbols, any is a wildcard and variable names can be assigned with an equal sign.
The example pattern in Figure 5.1 matches a call to the builtin function isinstance
with a tuple as second argument. The fixer is used to clean up after other fixers, e.g.
to simplify isinstance(x, (int, int)) to isinstance(x, int).
power<
’ i s i n s t a n c e ’
t r a i l e r < ’ ( ’ a r g l i s t < any ’ , ’ atom< ’ ( ’
args=t e s t l i s t _ g e x p < any+ >
’ ) ’ > > ’ ) ’ >
>
Figure 5.1: Pattern for isinstance with a tuple of types.
To represent this pattern in our notation, we have to define the function sym-
bols power, trailer, arglist, atom, testlist_gexp ∈ F . Also, the constant symbols
sl, sr, sc, isinstance ∈ F0 are used to represent left parenthesis, right parenthesis,
command and isinstance, respectively. Finally, the variables x ∈ X0 and y+ ∈ X+
are used. The converted pattern for the above example then becomes
power(isinstance, trailer(sl, arglist(x, sc, atom(sl, testlist_gexp(y+), sr)), sr)).
The variables were renamed, but their names are not important for the experi-
ments.
The original patterns support some features thesis not covered in this thesis, i.e.
features similar to Mathematica’s Repeated and Alternatives (see section 2.3.1).
Therefore, some of the patterns could not be implemented in our pattern matching
framework. For patterns with alternative subpatterns, a separate pattern for every
alternative was generated. From the original 46 patterns, 36 could be converted.
Because of the heavy usage of nested alternatives, a total of 1223 patterns without
alternatives were generated.
Some features of our pattern matcher like commutative function symbols are not used
in these patterns. Nonetheless, the first-class support for symbol types is useful here.
AST symbols can have different types, e.g. names, string literals, number literals or
interpunctuation. Hence, symbol wildcards are used to distinguish between them.
For subjects, we used 613 examples extracted from the unit tests for the lib2to3
fixers. We concatenated all these example codes into a single file and parsed the AST
from it. Then each subexpression in that tree is used as a subject.
The goal of our experiments on this problem is not to perform better than the existing
problem specific implementation in lib2to3, but to show that pattern matching can
be adapted to different domains and to evaluate whether many-to-one matching
is beneficial in those cases as well. We did not compare the speed of our pattern
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matching and the pattern matching as implemented in lib2to3, since the features
of both are too different for a meaningful comparison. We will refer to this problem
as AST.
5.3 Comparisons
This section compares the performance of various matching algorithms on the
problems described in the previous section. First, we compare one-to-one match
and many-to-one matching. Then, the performance of discrimination nets vs. many-
to-one matching on syntactic patterns is compared. Finally, we evaluate whether
Mathematica contains any optimization for many-to-one matching.
All experiment were executed on an Intel Core i5-2500K 3.3 GHz CPU with 8GB
of RAM. Since the algorithms are not parallelized, only one core was used per
experiment. Nonetheless, multiple experiments were run in parallel on the same
machine. The experiments focus on the relative performance of the algorithms rather
than absolute performance.
5.3.1 One-to-One vs. Many-to-One
In the first series of experiments, the one-to-one matching algorithm was compared
to the many-to-one matching with regard to the size of the pattern set. A fixed
set of subjects was generated, containing 100 terms. Out of those, 30 were sums
and 70 were products, matching the distribution in the pattern set. The number of
operands was generated with a normal distribution with µ = 5 and σ = 53 . The size
of the pattern set was varied by choosing random subsets of the 199 patterns. Across
multiple subsets and repetitions per subject, the mean match and setup times were
measured.
The results for setup time (construction of the DN) and match time are shown in
Figure 5.2a and Figure 5.2b, respectively. The match time is the total time it takes
to match all patterns from the respective pattern set against a single subject. As
expected, the construction time for the many-to-one matcher and its MLDN increases
with the number of patterns. Likewise, the match time for one-to-one matching
increases linearly with the number of patterns, while the match time for the many-
to-one matcher increases significantly slower. This is also expected, because the
many-to-one matching can exploit similarities between the patterns to match more
efficiently. Therefore, the setup time of the many-to-one matcher and the match time
of the one-to-one matching is interesting, because those are influenced the most by
the increase in pattern set size. For repeated matching against the same pattern set,
the setup has to be done only once and the question is whether it outweighs the
matching in terms of time costs.
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Figure 5.2: Times for LinAlg.
In Figure 5.3a, the speedup of many-to-one matching over one-to-one matching
is shown depending on the pattern set size. In every case, many-to-one matching
is faster with a factor between five and 20. Therefore, when exceeding a certain
threshold for the number of subjects, many-to-one matching is overall faster than one-
to-one matching. However, the setup time needs to be amortized for many-to-one
matching to pay off.
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Figure 5.3: Results for LinAlg.
The plot in Figure 5.3b shows the break even point for many-to-one matching
depending on the number of patterns. The break even point is the solution n of
n · tmatch one−to−one = n · tmatch many−to−one + tsetup many−to−one.
If the matching is used at least n times, many-to-one matching is faster than one-to-
one matching. Otherwise, the setup time dominates the total time and one-to-one
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matching is faster. For example, when matching at least 9 times against the whole
pattern set, many-to-one matching is already faster than one-to-one matching. Every
additional match call is then about 18 times faster than using one-to-one matching.
With the AST patterns, similar results were observed. The speedup is even greater
as can be seen in Figure 5.4a. The significant speedup is most likely due to most
patterns not matching a given subject. While the many-to-one matcher can quickly
exclude most patterns at once, one-to-one matching needs to exclude every pattern
individually. However, as Figure 5.4b indicates, the setup time for the underlying
MLDN is also much higher, because it has substantially more states. Therefore, the
setup time outweighs the faster matching time until up to about 200 subjects. For
the 2to3 application, the python files will likely have hundreds of lines resulting in
thousands of nodes in the AST. Hence it is faster to use many-to-one matching here
in practice.
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Figure 5.4: Results for AST.
In terms of size, the MLDN for the full pattern set of LinAlg has about 300 states,
while the one for all AST patterns has about 5000 states. The growth of the MLDNs
is shown in Figure 5.5. Because a lot of the patterns for linear algebra only differ in
terms of constraints, the growth slows down with more patterns as there is more
overlap between patterns.
5.3.2 Many-to-One vs. Discrimination Net
In the second set of experiments, our many-to-one matching algorithm was compared
with deterministic discrimination nets for syntactic pattern matching. Again, subsets
of the 138 syntactic product patterns were used and matched against each of a set
of 200 subjects. Each subject had between one and three factors, because that is
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Figure 5.5: Average MLDN Sizes.
the range of the pattern operand counts. The factors were chosen as described in
section 5.2.1.
The results are displayed in Figure 5.6. The graph shows that the DN is about
twice as fast as the MLDN. However, it also has a higher setup time, because for
the construction of the product net is expensive. This is reflected by the break even
point for the VSDN which increases even though its speedup also increases with the
number of patterns. Nonetheless, with more than 120 match calls, the deterministic
VSDN is the fastest solution, with a speedup of about two over the many-to-one
matcher.
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Figure 5.6: Results for Syntactic.
In this case, there is no significant difference in the number of states between MLDN
and VSDN. This is because there is is not a lot of structural overlap between patterns,
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i.e. if two patterns match the same subject, the patterns must be equal except for
constraints. For example, there is never a situation where both x and yT could
match the same term (e.g. AT ), because both variables are symbol variables that
can only match a matrix symbol. For the syntactic subset of patterns from AST, the
resulting VSDN had 3985 states, while the MLDN had 2716 states which is about
32% less. Because of the deterministic structure used by the VSDN, its size can grow
exponentially in the worst case, while providing a speedup which scales linearly with
the number of patterns in the best case. Whether that is a useful tradeoff depends
on the application and the actual pattern set.
We also tried to use the VSDN with patterns that have sequence variables. While
it is possible, the size of the DN grows exponentially as illustrated in Figure 5.7b.
With just 15 patterns, we have more than a million states already. Therefore, it
is not feasible to use a deterministic DN for patterns with sequence variables that
overlap.
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Figure 5.7: Size of VSDN.
5.3.3 Mathematica
To see whether Mathematica implements any kind of optimization for many-to-
one matching, we converted the LinAlg patterns to the Wolfram Language. We
prefixed all our custom defined symbols with “LinAlg” to avoid collisions with existing
symbols.
For the matrix properties, we use an association that maps a matrix to a list of
properties. An association is similar to a dictionary or hashmap in other languages:
In[1]:= LinAlgProperties = <||>;
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We define the properties of the addition and multiplication symbols. Here Order-
less means commutative, Flat means associative, and OneIdentity means that an
operation with a single operand is equivalent to just that operand.
In[2]:= SetAttributes[LinAlgPlus, {Orderless, OneIdentity, Flat}];
SetAttributes[LinAlgTimes, {OneIdentity, Flat}];
We define shortcut functions for the symbol types, which we implemented using
LinAlgProperties, e.g. every matrix will have the property “Matrix”.
In[3]:= LinAlgIsMatrix[x_] := MemberQ[LinAlgProperties[x], "Matrix"]
LinAlgIsVector[x_] := MemberQ[LinAlgProperties[x], "Vector"]
LinAlgIsScalar[x_] := MemberQ[LinAlgProperties[x], "Scalar"]
Finally, we define the list of patterns as LinAlgPatterns. Every pattern is given as a
replacement rule, because the only way to get a list of all matches in Mathematica is
via the ReplaceList function. As an example, we will use the pattern for the dtrmm
BLAS routine again:
c∗1 ×AT ×B × c∗2 if A is square and upper triangular
In Mathematica, this is equivalent to this:
In[4]:= (LinAlgRoot[LinAlgTimes[ctx1___, LinAlgTranspose[A_?LinAlgIsMatrix], B_?
LinAlgIsMatrix, ctx2___]]
/; SubsetQ[LinAlgProperties[A], {"Square", "UpperTriangular"}])
-> {54, {{"ctx2", ctx2}, {"A", A}, {"B", B}, {"ctx1", ctx1}}}
We surround the whole pattern with “LinAlgRoot” to get the same behaviour in
Mathematica as in our implementation, i.e. that the pattern will only match at the
root of the expression, not anywhere. SubsetQ is used to check if the matrix A has
the right properties. The replacement contains a unique id that identifies the pattern
(54 here), and the substitution list.
For our subjects, we first set all the properties of the symbols:
In[5]:= AppendTo[LinAlgProperties, a0 -> {"Scalar"}];
AppendTo[LinAlgProperties, M0 -> {"Matrix", "UpperTriangular", "Square"
}];
...
Then, we define a list of subjects in LinAlgSubjects. As an example, a subject could
look like this:
In[6]:= LinAlgRoot[LinAlgTimes[M8, LinAlgTranspose[v3], M7, LinAlgTranspose[M4],
M5, v3, LinAlgInverse[M9]]]
With the list of 199 patterns and 100 subjects, we get a total of 178 matches:
In[7]:= AllMatches = Map[Function[s, ReplaceList[s, LinAlgPatterns]],
LinAlgSubjects];
NumTotalMatches = Length[Flatten[AllMatches, 1]]
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Out[7]= 178
Finally, this matching process can be repeated for different pattern set sizes:
In[8]:= ManyToOneTimingStep[n_][_] := (ps = RandomSample[LinAlgPatterns, n];
Table[First[AbsoluteTiming[ReplaceList[s, ps]]], {s,
LinAlgSubjects}]);
ManyToOneResults = Table[{n, Mean[Flatten[Map[ManyToOneTimingStep[n],
Range[100]]]]*1000}, {n, 10, Length[LinAlgPatterns], 10}];
ManyToOneTimingStep creates a table of the matching times for each subject for a
random pattern subset of size n. Note that all patterns are passed to ReplaceList at
once, making this the many-to-one case. The timing set is then repeated 100 times
for each subset size and the mean time is calculated. The times are converted to
milliseconds to be better comparable to the other results.
The same process is repeated for one-to-one matching:
In[9]:= OneToOneTimingStep[n_][_] := (ps = RandomSample[LinAlgPatterns, n];
Table[Total[Table[First[AbsoluteTiming[ReplaceList[s, {p}]]],
{p, ps}]], {s, LinAlgSubjects}]);
OneToOneResults = Table[{n, Mean[Flatten[Map[OneToOneTimingStep[n],
Range[100]]]]*1000}, {n, 10, Length[LinAlgPatterns], 10}];
The main difference lies in OneToOneTimingStep where every pattern is passed to
ReplaceList separately and the total sum of those times is averaged.
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Figure 5.8: Timing Results for Mathematica.
The resulting times are displayed in Figure 5.8. The matching time seems to be
growing linearly with the number of patterns. There is no notable difference between
the times of one-to-one and many-to-one matching. This indicates that there is no
many-to-one optimization implemented in Mathematica.
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6Conclusions and Future Work
6.1 Conclusions
In this thesis we presented algorithms for pattern matching with sequence variables
and associative/commutative functions for both one-to-one and many-to-one match-
ing. Because non-syntactic pattern matching is NP-hard, in the worst case the pattern
matching will take exponential time. Nonetheless, our experiments on real world
examples indicate that many-to-one matching can give a significant speedup over
one-to-one matching. However, the MLDN comes with a one-time construction cost
which needs to be amortized before it is faster than one-to-one matching. In our
experiments, the break even point for many-to-one matching was always reached
well within the magnitude of the pattern set size. Therefore, for applications that
match more than a few hundred subjects, many-to-one matching can result in a
compelling speedup.
For syntactic patterns, we also compared MLDNs with VSDNs. As expected, VSDNs
are faster at matching, but also have a significantly higher setup time. Furthermore,
their number of states can grow exponentially with the number of patterns, making
them unsuitable for some pattern sets.
Which pattern matching algorithm is the fastest for a given application depends on
many factors. Hence, it is not possible to give a general recommendation. Yet, the
more subjects are matched against the same pattern set, the more likely it is that
many-to-one matching pays off. A higher number of patterns increases the speedup
of the many-to-one matching. In terms of the size of the MLDN, the growth of the
net seems to be sublinear in practice. The efficiency of using MLDNs also heavily
depends on the actual pattern set, i.e. the degree of similarity and overlap between
the patterns.
The presented algorithms were implemented in the open-source Python library
MatchPy which is available as a PyPI package.1 We plan on extending the library
with more powerful pattern matching features to make it useful for an even wider
range of applications.
1 https://pypi.python.org/pypi/matchpy
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6.2 Future Work
There are many possibilities for extending the presented work. The greatest challenge
with additional features is likely to implement them for many-to-one matching.
Additional pattern features In the future, we plan to implement similar functionality
to the Repeated, Sequence, and Alternatives functions from Mathematica. These
provide another level of expressive power which cannot be replicated with the
current feature set of our pattern matching. Another useful feature are context
variables as described by Kutsia [25]. They allow matching subterms at arbitrary
depths which is especially useful for structures like XML. With context variables, our
pattern matching would be as powerful as XPath [59] or CSS selectors [60] for such
structures. Similarly, function variables that can match any function symbol would
also be useful for those applications.
SymPy integration Integrating MatchPy with the data structures of SymPy (a pop-
ular Python library for symbolic mathematics) would provide the users of SymPy
with more powerful pattern matching tools. However, in SymPy, associativity and
commutativity are implemented differently: Within a function some types of symbols
can commute and other do not. For example, in multiplications, scalars would be
commutative while matrices do not commute. Hence, equivalent functionality would
need to be added to MatchPy.
Performance Reimplementing the pattern matching in a more performance-ori-
ented language like C or C++ would likely result in a substantial speedup. While
Python is a useful language for prototyping, it tends to be significantly slower than
compiled languages. Alternatively, adapting the code to Cython [61] could be
another option to increase the speed. Furthermore, generating source code for a
pattern set similar to parser generators for formal grammars could improve matching
performance. While code generation for syntactic pattern matching has been the
subject of various works [62, 63, 64, 65], its application with the extended feature
set presented in this thesis is another potential area of future research.
Functional pattern matching Since Python does not have pattern matching as a
language feature, MatchPy could be extended to provide a syntax similar to other
functional programming languages. Furthermore, in addition to custom symbols,
MatchPy could be extended to match on native structures such as tuples and lists
inherently. This would permit writing code in a manner closer to functional lan-
guages.
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