Abstract-The main aim of this paper is to develop a community discovery scheme in a multi-dimensional network for data mining applications. In online social media, networked data consists of multiple dimensions/entities such as users, tags, photos, comments, and stories. We are interested in finding a group of users who interact significantly on these media entities. In a co-citation network, we are interested in finding a group of authors who relate to other authors significantly on publication information in titles, abstracts, and keywords as multiple dimensions/entities in the network. The main contribution of this paper is to propose a framework (MultiComm) to identify a seed-based community in a multi-dimensional network by evaluating the affinity between two items in the same type of entity (same dimension) or different types of entities (different dimensions) from the network. Our idea is to calculate the probabilities of visiting each item in each dimension, and compare their values to generate communities from a set of seed items. In order to evaluate a high quality of generated communities by the proposed algorithm, we develop and study a local modularity measure of a community in a multi-dimensional network. Experiments based on synthetic and real-world data sets suggest that the proposed framework is able to find a community effectively. Experimental results have also shown that the performance of the proposed algorithm is better in accuracy than the other testing algorithms in finding communities in multi-dimensional networks.
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INTRODUCTION
R ECENTLY, there are growing interests in studying and analyzing large networks, such as social networks, genetic networks and co-citation networks [1] , [2] , [3] , [4] , [5] . In these networks, each node is an item corresponding to a dimension or an entity in a network. Each edge indicates a relationship between two nodes, for instance, a contact between two users in a social network, an interaction between two genes in a genetic network, and a citation between two papers or two authors in a co-citation network. Analyzing these networks enable us to understand their topological properties and structural organization.
One of such objectives is to detect communities or modules in large networks. One approach is to partition the network into sub-networks so that nodes in each sub-network are densely connected while nodes in different subnetworks are loosely connected. For example, the concepts of edge between-ness [1] and modularity [6] , and the maximum-flow-minimum-cut theory [7] are used to divide the network. Spectral methods [8] , [9] , [10] , [11] are also proposed to partition the entire network to detect communities.
In some applications, the primary concern is to discover a specific community containing a set of nodes of interest rather than to partition the whole network into several groups. For example, we are interested in a particular sharing group in a social network, or a set of genes along a pathway in a genetic network. To find such community structure in a network, Bagrow and Bolt [12] developed an algorithm to search the structure of a network starting with a seed node. Clauset [13] proposed a local modularity measure and then developed a seed-based community discovery algorithm. In [14] , [15] , Luo et al. designed a new modularity measure and developed a KL-like algorithm to explore such community structure. However, these methods were developed for uni-dimensional networks.
In this paper, we are interested in developing such a seed-based community discovery scheme for a multidimensional network. There are many data mining and information retrieval applications in which there are several dimensions/entities in networks [16] , [17] . In online social media, networked data consists of multiple dimensions/ entities containing tags, photos, comments and stories [18] . We are interested to find a group of users who interact significantly on these media entities. In a co-citation network, we are interested to find a group of authors who cite/collaborate to each other (or a set of papers which are related to each other) significantly on publication information in titles, abstracts, and keywords as multiple dimensions/entities in the network [19] . Fig. 1a shows an example of an academic publication network where some concepts are labeled to papers, and each paper is associated with several keywords and authors. In this network, there are four dimensions/entities. However, items in three dimensions (author, keyword and paper) are related among themselves, and items in two dimensions (paper and concept) are related to each other. We can make use of a tensor and a matrix to represent their interactions, see Fig. 1b . For the detailed definition, we will discuss in Section 3. Multiple interactions among entities/dimensions should be incorporated and studied in order to identify useful and important community structure in such a multidimensional network.
The main aim of this paper is to propose an algorithm, MultiComm, to identify a seed-based community structure in a multi-dimensional network such that the involved items of the entities inside the community interact significantly, and meanwhile, they are not strongly influenced by the items outside the community. In our proposal, a community is constructed starting with a seed consisting of one or more items of the entities believed to be participating in a viable community. Given the seed item, we iteratively adjoin new items by evaluating the affinity between the items to build a community in the network. As there are multiple interactions among the items from different dimensions/entities in a multidimensional network, the main challenge is how to evaluate the affinity between the two items in the same type of entity (from the same dimension/entity) or in different types of entities (from different dimensions/entities). For example, in Fig. 2 , the affinity between a paper "A" and a paper "B" (the same type of entity), and the affinity between a paper "A" and a keyword "C" (different types of entities) are required in order to evaluate and decide the papers "A" and "B" or the paper "A" and the keyword "C" to put together in a community. On the other hand, we need a criterion in order to evaluate a high quality of generated communities by the proposed algorithm, and thus we study a local modularity measure of a community in a multi-dimensional network. Experiments based on synthetic and real-world data suggest that the proposed framework is able to find a community effectively. Experimental results have also shown that the performance of the proposed algorithm is better in accuracy than the other testing algorithms in finding communities.
The rest of the paper is organized as follows. In Section 2, we review the related work and give the motivations why the proposed algorithm is better than the other existing algorithms. In Section 3, we describe notation in this paper and present how to evaluate the affinity between items. In Section 4, we present the proposed framework and algorithm. In Section 5, we demonstrate the usefulness of the proposed algorithm by presenting the experimental results. In Section 6, we give some concluding remarks.
THE RELATED WORK
Community Discovery
In the literature, many methods have been proposed to extract community structures from uni-dimensional networks.
In [20] , Ding et al. proposed to find communities based on a minmax cut principle, i.e., minimize the connections between communities while maximize the connections within a community. Following this principle, it has been shown that the corresponding optimization problem can be relaxed and solved by finding the second lowest eigenvector of its Laplacian matrix. In [13] , Clauset proposed a local modularity measuring the sharpness of a subgraph boundary, and then developed a greedily-growing algorithm based on this modularity for exploring community structure. Later, Luo et al. designed a new local modularity based on the "indegree" and "outdegree" of a subgraph [14] , and then proposed three algorithms for the identification of communities [15] .
In 2006, Anderson and Lang investigated methods for growing communities by using random walk techniques [21] . Their basic idea is to generate communities by simulating a "truncated" random walk for a small number of steps starting from a distribution concentrated on the seed set. Recently, Mehler and Skiena [22] also proposed a general method for expanding network communities from input seed set. In this method, they studied several heuristic scoring criteria (neighbor count, juxtaposition count, neighbor ratio, etc.) to select the most promising next member for community expansion. During the expansion, part of seeds are kept aside as validation set to check when to stop. Based on the matrix blocking techniques, Chen and Saad proposed a method to extract dense subgraphs from sparse graphs for discovering dense communities [23] . Their basic idea is reordering the adjacency matrix to find dense diagonal blocks, each of which represents a dense community. However, all these methods were developed for uni-dimensional networks and thus may not be used to yield good performance for multi-dimensional networks.
As an example, we consider a network consisting of three entities/dimensions (A, B and C). Entity A includes five items {A 1 ; A 2 ; A 3 ; A 4 ; A 5 }, entity B includes six items {B 1 ; B 2 ; B 3 ; B 4 ; B 5 ; B 6 } and entity C includes four items {C 1 ; C 2 ; C 3 ; C 4 }. The interactions between them are represented as a tensor A of size 5 Â 6 Â 4. When items A i , B j and C k interact, ði; j; kÞ position of A is set to be 1, otherwise, it is a zero. Að:; :; 1Þ, Að:; :; 2Þ, Að:; :; 3Þ and Að:; :; 4Þ are given as follows: The representation of the multi-dimensional network in (a): a tensor is used to represent the interactions among items in three dimensions/entities: author, keyword and paper, and a matrix is used to represent the interactions between items in two dimensions/entities: concept and paper. respectively. In this example, we generate a community consisting of items fA 1 ; A 2 ; A 3 ; B 1 ; B 2 ; B 3 ; C 1 ; C 2 g in the network. In order to employ uni-dimensional network community discovery methods, we must change the above tensor data into the adjacency matrix data as follows:
where 1 in the above matrix refers to the interaction between the items. For instance, when items A i , B j and C k interact, the interactions between A i and B j , B j and C k , and A i and C k are shown in the matrix form. According to this example, we observe there are two disadvantages to handle this problem in matrix form. The first issue is that there is no direct interaction between the items of the same entity (all the diagonal blocks are zero). In order to group the items of same entity in the community, we must make use of the items in the other entities. The second issue is that some interactions are duplicated in the matrix form. For instance, the items A 1 , B 1 and C 1 interact and the items A 1 , B 1 and C 2 interact, thus A 1 and B 1 interact but we cannot differentiate the interaction, and capture the correlation between items in different dimensions/entities in the original tensor data. We report that the uni-dimensional based community discovery algorithms like Clauset cannot find the correct community in this example. The community discovered by Clauset is fA 1 ; A 2 ; A 3 ; B 1 ; B 2 ; B 3 ; C 2 ; C 4 g. In this paper, we propose a scheme to extract communities from tensor data arising from multi-dimensional networks.
MetaFac
In multi-dimensional network analysis, networks have more than two types of entities. Most existing methods are based on tensor factorization [18] , [24] , [25] . Tensor factorization is a generalized approach for analyzing multi-way interactions among entities.
In [18] , Lin et al. proposed MetaFac (MetaGraph Factorization), a framework that extracts community structures from various social contexts and interactions. In this method, the interactions between different entities are represented as a set of tensors, some of which have overlapping dimensions. Then it decomposes these tensors into matrices simultaneously using KL-divergence as a measure of approximation cost. Since the KL-divergence is used, the factorization matrices can represent the prior probabilities of different communities and the conditional probabilities of each item in these communities. Based on them, the posterior probability that each item belongs to a particular community can be computed and then the final community results can be obtained.
However, in this method, we need to select the number of decompositions (low-rank approximation) in the tensor factorization. The number of decompositions may not be known in advance. On the other hand, the computation of such tensor factorization may not be unique as there are several numerical methods (e.g., the alternating least squares procedure) used to compute such factorization and the factorization results depend on the initial guess. Different from this method, we compute visiting probabilities of items in different dimensions in a multi-dimensional network to calculate the affinity between the items, and to find a community. The analysis of such probability calculation will be studied and analyzed in the next section. By using the example in Section 2.1, we find that MetaFac detects the community fA 1 ; A 2 ; A 3 ; A 5 ; B 1 ; B 2 ; B 3 ; B 4 ; C 1 ; C 2 ; C 4 g which is not the correct one.
Random Walk with Restart
The proposed affinity calculation in Section 3 is based on the idea of random walk with restart. There are many applications using random walk and related methods such as image annotation [26] , connection subgraph identification [27] , cluster discovery [28] , and bi-relational network analysis [29] . The idea of random walk with restart is to consider a random particle that starts from node i, and the particle iteratively transmits to its neighborhood with the probability that is proportional to their edge weights. Also at each step, it has some probability a (0 < a < 1) to return to the node i. The relevance score of node j with respect to node i is defined as the steady-state probability p j that the particle will be at node j [30] :
where p ¼ ½p j is the steady-state probability referring to relevance scores of different nodes, W is the normalized weighted matrix associated with the graph, and e i is the starting vector with the ith element 1 and 0 for others. Here the relevance score can capture the global structure of the graph and multi-facet relationship between two nodes. However, random walk and related methods only deal with simple networks so far.
The main contribution of this paper to develop random walk and related methods based on tensors for finding communities in a multi-dimensional network. By using the proposed algorithm in Section 3, we can find the ground truth community fA 1 ; A 2 ; A 3 ; B 1 ; B 2 ; B 3 ; C 1 ; C 2 g exactly in the network example in Section 2.1.
THE MATHEMATICAL FORMULATION 3.1 Preliminary
In this section, we describe notations and present some preliminary knowledge on tensors for representing multidimensional networks.
Let IR be the real field. We call A ¼ ½aði 1 ; . . . ; i m Þ where
A positive (or nonnegative) vector means all its entries are positive (or non-negative). It is denoted by x > 0 (or x ! 0). For example, suppose that there are four dimensions/ entities (papers, authors, keywords and concepts), and there are n 1 papers, n 2 authors, n 3 keywords and n 4 concepts in the network shown in Fig. 1 . The network is represented by two tensors, i.e., S ¼ 2. A ð1Þ is an (n 1 Â n 2 Â n 3 )-dimensional tensor representing the interactions among the papers, authors and keywords, i.e., l 1 ¼ 3, j 1 ð1Þ ¼ 1, j 2 ð1Þ ¼ 2 and j 3 ð1Þ ¼ 3. A ð2Þ is an (n 1 Â n 4 )-dimensional tensor (matrix) representing the interactions between the papers and concepts, i.e., l 2 ¼ 2, j 1 ð2Þ ¼ 1 and j 2 ð2Þ ¼ 4. In this example, when the i j 1 ð1Þ th paper is related to the i j 2 ð1Þ th author and it contains the i j 3 ð1Þ th keyword, we set a ð1Þ ði j 1 ð1Þ ; i j 2 ð1Þ ; i j 3 ð1Þ Þ to be 1, otherwise we set it to be 0, when the i j 1 ð2Þ th paper is related to the i j 2 ð2Þ th concept, we set a ð2Þ ði j 1 ð2Þ ; i j 2 ð2Þ Þ to be 1, otherwise we set it to be 0.
As we consider the calculation of probabilities of the items of each dimension in a non-negative tensor arising from a multi-dimensional network, and study the likelihood that we will arrive at any particular item in a network, we construct an ðn j 1 ðsÞ Â n j 2 ðsÞ Â Á Á Á Â n j ls ðsÞ Þ-dimensional transition probability tensor P (1)
where X ðj u ðsÞÞ k is a random variable referring to the visit to any particular item of the j u ðsÞth dimension/entity at the time k. Here p ðs;tÞ ði j 1 ðsÞ ; i j 2 ðsÞ ; . . . ; i j ls ðsÞ Þ can be interpreted as the probability of visiting the i j t ðsÞ th item of the j t ðsÞth dimension in a network given that the i j u ðsÞ th item of the j u ðsÞth dimension is currently visited, where u ¼ 1; . . . ; l s except u 6 ¼ t.
We note that if a ðsÞ ði j 1 ðsÞ ; i j 2 ðsÞ ; . . . ; i j ls ðsÞ Þ is equal to 0 for all 1 i j t ðsÞ n j t ðsÞ , this is called the dangling node [32] 
We call P ðs;tÞ (t ¼ 1; 2 . . . ; l s ) transition probability tensors derived from A ðsÞ . P ðs;tÞ can be viewed as a high-dimensional analog of transition probability matrices in Markov chains [31] . It is necessary to know the connectivity among the items of the entities within a tensor. We remark that the concept of irreducibility has been used in the PageRank matrix in order to compute the PageRank vector [32] .
irreducible if for any j and j 0 (the other indices are fixed) the n j Â n j 0 matrices ½tð ...;i j ;...;i j 0 ;... Þ are irreducible. If T is not irreducible, then we call T reducible.
When A ðsÞ is irreducible, any two items in the same dimension or in different dimensions in a network can be connected via the other items. As we would like to make use of probability distributions to define an affinity between two items of the entities, irreducibility is a reasonable assumption that we will use in the following analysis and discussion. It is clear that when A ðsÞ is irreducible, the corresponding tensors P ðs;tÞ ðs ¼ 1; 2 . . . ; S and t ¼ 1; 2; . . . ; l s Þ are also irreducible.
According to (1) ½x j u ðsÞ i juðsÞ ¼ 1;
then the output vector P ðs;tÞ ls u¼1;u6 ¼t x juðsÞ is also a probability distribution vector.
By using the publication network in Fig. 1 as an example, we can calculate the probabilities of visiting the items in the "paper" dimension given the probabilities that the items in the "author" and "keyword" dimensions are visited in P ð1;1Þ derived from A ð1Þ :
x 1 ¼ P ð1;1Þ x 2 x 3 and
the probabilities of visiting the items in the "author" dimension given the probabilities that the items in the "paper" and "keyword" dimensions are visited in P ð1;2Þ derived from A ð1Þ :
x 2 ¼ P ð1;2Þ x 1 x 3 and
the probabilities of visiting the items in the "keyword" dimension given the probabilities that the items in the "author" and "paper" dimensions are visited in P ð1;3Þ derived from A ð1Þ :
x 3 ¼ P ð1;3Þ x 1 x 2 and
Similarly, we can calculate the probabilities of visiting the items in the "paper" dimension given the probabilities that the items in the "concept" dimension are visited in P ð2;1Þ derived from A ð2Þ :
In the above example, there is no overlapping dimension in A ð1Þ or A ð2Þ which refers to paper-author-keyword interactions or paper-concept interactions. In our model, we can handle the case where overlapping dimensions appear in a tensor, see the two examples in Experiment 3.
The Affinity between Two Items
A community is constructed starting with a seed consisting of one or more items of the entities believed to be participating in a viable community. Given the seed item, we iteratively adjoin new items by evaluating the affinity between the items to build a community in the network. In this section, we present how to evaluate the affinity between the two items in the same type of entity (from the same dimension/entity) or in different types of entities (from different dimensions/entities).
Our idea is to calculate the affinity based on calculation of probabilities of visiting other items in a network from a given set of items. Motivated by the idea of topic-sensitive PageRank [33] and random walk with restart [30] , we consider a random walker chooses randomly among the available interactions among the items in different dimensions, and makes a choice with probability a going back to a set of items in the current community. Based on this concept, we set the following tensor equations to calculate the required probabilities of visiting items in the vth dimension in the whole network ðv ¼ 1; 2; . . . ; mÞ:
where z v is a probability vector that is constructed by setting the entries that correspond to the seed items or the current items in the vth dimension in the community to be ones, and then normalizing it; the parameter 0 < a < 1 is to control the probability of a random jump to the items in the current community; and N v is the number of tensors involving the vth dimension in the network. As there is no prior knowledge in using a particular tensor in the network, we assume that we have equal chance to consider these N v tensors involving the vth dimension in the random walk, and the factor 1=N v is used in the calculation of probabilities. By using the publication network in Fig. 1 as an example, we calculate the following probabilities of visiting the items in the "paper" "author," "keyword" and "concept" dimensions with given initial probabilities vectors in these dimensions z 1 , z 2 , z 3 and z 4 by solving the following set of tensor equations with N 1 ¼ 2 and N 2 ¼ N 3 ¼ N 4 ¼ 1:
We note that only the "paper" dimension is involved in both A ð1Þ and A ð2Þ . In the theorem below, we state that (3) is solvable, and the proof is given in the Appendix, which can be found on the Computer Society Digital Library at http:// doi.ieeecomputersociety.org/10.1109/TKDE.2013.48. 
Next we present an efficient iterative algorithm to solve the tensor equations in (3) to obtain x v (v ¼ 1; 2; . . . ; m) for the probabilities of the items in the multi-dimensional network.
In the algorithm, the computations require several iterations, through the collection to adjust approximate probability values of items of the entities in the multidimensional network to more closely reflect their theoretical true values (underlying probability distributions fx v g m v¼1 ). The iterative method is similar to the power method for computing the eigenvector corresponding to the largest eigenvalue value of a matrix [32] . The main computational cost of the above algorithm depends on the cost of performing tensor operations in Step 3. Assume that there are OðNÞ nonzero entries (sparse data) in P ðs;tÞ , the cost of these tensor calculations are of OðNÞ arithmetic operations.
THE PROPOSED ALGORITHM
After solving a set of tensor equations in (3), we obtain the probability distributions of visiting each item in each dimension in the multi-dimensional network. These probability distributions fx v g m v¼1 can be viewed as an affinity vector because it indicates the affinity of the items in each dimension to the items in the current community. Based on their probability values, we can determine the candidate items in different dimensions that are closely related to the current items in the community. In the next section, we will define the goodness criterion in order to determine the "best" community.
Local Modularity in a Multi-Dimensional Network
In [13] , Clauset defined a measure of community structure for a graph. The idea is that a good community should have a sharp boundary, i.e., it will have few connections from its boundary to the other portion of the network, while having a greater proportion of connections from the boundary back into the community. Here we extend this idea to define a local modularity of a community in a multi-dimensional network. (4) is the number of connections with neither items outside the community. By considering the fraction of boundary connections which are internal to the community, we ensure that the measure of local modularity for the tensor A ðsÞ lies on the interval 0 r s < 1, where its value is directly proportional to sharpness of the boundary given by B B. Here we use the multi-dimensional network example in Section 2 to demonstrate the definition and computation of modularity. Assume that the current community that has been explored is fA 1 ; A 2 ; B 1 ; C 1 g. Then the boundary set B B is fA 1 ; A 2 ; B 1 ; C 1 g because we find based on the adjacency tensor A that these four items in the current community have connections to items outside of this community. In this case, we have the boundary adjacency tensor B where Bð:; :; 1Þ, Bð:; :; 2Þ, Bð:; :; 3Þ and Bð:; :; 4Þ are given as follows: respectively. We see dð1; 1; 1Þ ¼ 1 because the item B 1 is in the boundary set and the items A 1 and C 1 are in the current community. Similarly, dð2; 1; 1Þ ¼ 1 is because the item B 1 is in the boundary set and the items A 2 and C 1 are in the current community. Thus, the local modularity of this example is
When communities vary in different subsets of dimensions, we can make use of r s to identify which dimension of its corresponding item with the highest probability joins the community. In Algorithm 1, we summarize the MultiComm algorithm for finding a community in a multi-dimensional network.
We remark that after one community is determined, we can apply the MultiComm algorithm again to find another community. The proposed algorithm allows an item belonging to different communities.
EXPERIMENTAL RESULTS
In this section, we present experiments on both synthetic data sets and real data sets to demonstrate the performance of the proposed algorithm.
Data Sets and Evaluation Metrics
In the comparison, we study the results by using the MetaFac algorithm [18] , the Clauset algorithm [13] and the LWP algorithm [15] . There are three community discovery algorithms for LWP method and we implemented the KL-like algorithm since it has been shown in [15] that this algorithm leads to better performance than the other two algorithms.
For the Clauset algorithm and the LWP algorithm, we put all the items as nodes in a single graph and two nodes are connected if their corresponding items are interacted in the original multi-dimensional network. This setting cannot distinguish the interactions among different dimensions. MetaFac is to extract communities from a multi-dimensional network based on tensor factorization. The number of decompositions in the factorization is required to be specified.
We use three data sets to test the performance of MultiComm and the other three comparison algorithms. In the first two experiments, we test the performance based on two synthetic data sets. In the third experiment, we use two journal publication data sets to construct multidimensional networks to identify communities.
In this paper, two metrics are employed to evaluate the accuracy for the algorithms, i.e., F-measure and NMI (Normalized Mutual Information) [34] . Given a community identified, we compute the F-measure as follows:
where the precision and recall are calculated in terms of the ground-truth community. For NMI, we consider the community discovery problem as a binary class problem of whole items, and compute the normalized mutual information score between the identified partition p a and the ground-truth partition p b as follows: where n is the total number of items, n ðaÞ h , n ðbÞ l and n h;l represents the number of items in the hth class in the partition p a , the number of items in the lth class in the partition p b , and the number of items both in the hth class and the lth class respectively. Both F-measure and NMI are measured in between 0 and 1. When their values are higher, the accuracy of the algorithm is better.
Experiment 1
In this experiment, we generate a m-dimensional network represented by a tensor. We construct one "ground-truth" community and add noisy interactions in a tensor, and then check how different algorithms can recover this community. There are two parameters b and g to control the data generation. The parameter b is used to control how strong the interactions among items in the community. The parameter g is used to control how many noisy interactions in the network. More precisely, these two parameters are defined as follows:
where p 1 is the number of interactions between items in the community, q 1 is the number of interactions when items in the community are assumed to be fully connected, p 2 is the number of interactions between items in the community and outside of the community, q 2 is the number of interactions when all the items are fully connected. For example, we show in Fig. 3 three generated 2-dimensional networks, i.e., m ¼ 2. The two axes represent the two different dimensions/entities. Each value on the axis refer to an item in the corresponding dimension/entity. Here the number of items in each dimension is 200, and thus A is a (200 Â 200) 2-dimensional tensor, i.e., S ¼ 1. A point in the figure represents an interaction between two items. We see from Fig. 3a that the region ½1; 100 Â ½1; 66 in the generated network has more points concentrated together, and this region corresponds to a community in the network. The points sparsely distributed in the other parts refer to the noisy interactions among items of the two dimensions. When the value of b is large, the items in the community interact strongly, see Fig. 3a with b ¼ 0:5 and Fig. 3b with b ¼ 0:25. Also when the value of g is large, there are more noisy interactions among items, see Fig. 3c with g ¼ 0:4 and Fig. 3b with g ¼ 0:1. We note that in these 2-dimensional networks, the following tensor equations are required to solve in order to compute the required probabilities:
where P ð1;1Þ and P ð1;2Þ are two transition probability matrices of sizes 200 Â 200 from derived from A.
We also construct two "ground-truth" communities and add noisy interactions in the generated networks. The two communities can be overlapped, i.e., an item can belong two communities, see Fig. 4 . In the figure, we assume that 25 percent of items of each dimension in a community is overlapped. For the other generated multi-dimensional networks in Tables 1 and 2 , their corresponding tensor equations can be set up similarly.
In Fig. 5 , we show the changes of F-measure and NMI with respect to the values of a to the discovery of the community. We see that the values of F-measure and NMI increase when a increases up to around 0.4. For a > 0:4 the values of F-measure and NMI are about the same. Therefore, we set a ¼ 0:85 to be the default value in MultiComm in the following experiments. Tables 1 and 2 show the performance of four algorithms for several values of m, b and g. The accuracy results of Clauset, LWP and MultiComm are shown based on the averaged value of the ten runs of the corresponding algorithm with randomly selected seed items in the community. Since Metafac computes the tensor factorization, it is independent of seed items. In Metafac, we set the number of decompositions to be 2 for the tensors in Table 1 and select the community with the largest F-measure value from one of the decompositions. For the tensors in Table 2 , we set the number of decompositions to be 3, and select the two communities with the largest and the second largest F-measure values from the tensor decomposition. According to Tables 1 and 2 , we find
(c) Fig. 3 . The generated tensor with one community.
(a) (b) (c) Fig. 4 . The generated tensor with two overlapping communities.
that the performance of MultiComm is better than the other three algorithms. We note in Table 2 that 25 percent of items of each dimension in a community is overlapped in the generated multi-dimensional networks. We have also tested the performance of the four methods for different percentages of items to be overlapped in a community. The results show that MultiComm can give higher values of F-measure and NMI than those by the other three methods.
Moreover, Fig. 6 shows how the local modularity changes against the number of items joined in the community on two generated 3-dimensional networks. We see from the figure that the increase of local modularity is not significantly changed when more than 200 items (the size of the ground-truth community) are joined in the community. This phenomena indicates the local modularity can be used as a stopping criterion in the discovery of a community.
Experiment 2
In this experiment, we generate several tensors to represent a multi-dimensional network in order to test the performance of the proposed method. We consider a mdimensional network represented by S tensors. Similar to Experiment 1, we generate a "ground-truth" community in the network, and add noisy interactions randomly in the network. For example, we show in Fig. 7a three-dimensional network generated by two 2-dimensional tensors A ð1Þ and A ð2Þ with m ¼ 3, S ¼ 2, l 1 ¼ 2 (j 1 ð1Þ ¼ 1 and j 2 ð1Þ ¼ 2) and l 2 ¼ 2 (j 1 ð2Þ ¼ 1 and j 2 ð2Þ ¼ 3). In this example, the community is composed of items (from 1 to 100) in the first dimension, (from 1 to 66) in the second dimension and (from 101 to 166) in the third dimension. We see from the figure that the items (from 1 to 66) in the first dimension and the items (from 1 to 66) in the second dimension are strongly linked together in the first tensor, and the items (from 34 to 100) in the first dimension and the items (from 101 to 166) in the third dimension are strongly linked together in the second tensor. Here the following tensor equations are required to solve in MultiComm in order to compute the required probabilities:
where P ð1;1Þ and P ð1;2Þ are two transition probability matrices of sizes 200 Â 200 derived from A ð1Þ , and P ð2;1Þ
and P ð2;2Þ are two transition probability matrices of sizes 200 Â 200 derived from A ð2Þ . For the other generated multi-dimensional networks, their corresponding tensor equations can be set up similarly.
Tables 3 (S ¼
Sþ1 e. For example, when m ¼ 5 and S ¼ 2, l is equal to 3, i.e., for a five-dimensional network, there are two 3-dimensional tensors to represent the network. For Metafac, we set the number of decompositions to be 2 and select the community with the largest Fmeasure value from one of the decompositions. The accuracy results of Clauset, LWP and MultiComm are shown based on the averaged value of the ten runs of the corresponding algorithm with randomly selected seed items in the community. We see from the two tables that the performance of MultiComm is better than those of the other three methods for different settings.
In Section 2, we used a simple example to illustrate that MultiComm has some advantages over the other three algorithms (Metafac, Clauset and LWP) to handle multi-dimensional networks. In Experiments 1 and 2, we also show that MultiComm outperforms the other three algorithms. For Metafac, the computed tensor decomposition composition may not be unique. Therefore, it may suffer from the local minima problem. For Clauset and LWP, the multi-dimensional network data are required to change into a matrix form in order to apply the methods. In the matrix setting, there are two disadvantages: (i) one is that there is no direct interaction between the same entities; (ii) the second is that the interactions are duplicated in the matrix form. However, MultiComm has good theoretical properties, see Theorem 1 and the Appendix, available in the online supplemental material. Also MultiComm generates communities according to interactions 
TABLE 3
The Performance of Four Different Methods on Multi-Dimensional Networks Generated with S ¼ 2
TABLE 4
The Performance of Four Different Methods on Multi-Dimensional Networks Generated with S ¼ 3 in the multi-dimensional networks by using tensor representation directly. Thus the performance of MultiComm would be better than that of other three algorithms.
In addition, Fig. 8 shows how the local modularity changes with respect to the number of items joined in the community on two generated multi-dimensional networks. As each of these two multi-dimensional networks is represented by multiple tensors, here the local modularity refers to the average value of local modularities corresponding to these tensors. For instance, when S ¼ 3 we have three tensors A ð1Þ , A ð2Þ and A ð3Þ , and the local modularity is ðr 1 þ r 2 þ r 3 Þ=3 where r s is defined as in (4) . We see from the figures that the increase of local modularity is not significantly changed when more than 350 items in Fig. 8a , and when more than 450 items in Fig. 8b . These item numbers are indeed the size of the ground-truth community in the generated 5-dimensional network and 7-dimensional network respectively. These results demonstrate the usefulness of the local modularity designed in Section 4.1.
Experiment 3
In this experiment, we use the SIAM journal data and DBLP conference data to construct multi-dimension networks and test the performance of MultiComm. For SIAM journal data, we consider the papers published in SJMAEL (SIAM Journal on Matrix Analysis and Applications) from volume 18 to volume 32, in SJNAAM (SIAM Journal on Numerical Analysis) from volume 34 to volume 49, and in SJOCE3 (SIAM Journal on Scientific Computing) from volume 18 to volume 33. For DBLP data, we consider the papers published in KDD conference from 1999 to 2010 and in SIGIR from 2000 to 2010.
Journal/Conference-related Communities: We construct multi-dimensional networks as follows. The first step is to preprocess the data by keeping the authors that have at least two papers and their papers in the collection. We construct four tensors to represent multi-dimensional networks, namely, the paper-author-keyword tensor, the paper-paper citation tensor, the author-author collaboration tensor and the paper-category concept tensor. For the SIAM data set, the category concepts refer to the AMS codes in each paper. For the DBLP data set, the category concepts are provided in each paper. The description of these tensors in the multidimensional SIAM and DBLP networks are shown in In MultiComm, the following tensor equations are built to calculate the required probabilities:
where P ð1;1Þ , P ð1;2Þ and P ð1;3Þ are three transition probability tensors derived from tensor A ð1Þ , and P ð2;1Þ and P ð2;2Þ
are two transition probability tensors derived from A ð2Þ , and P ð3;1Þ is a transition probability tensor derived from A ð3Þ , and P ð4;1Þ and P ð4;2Þ are two transition probability tensors derived from A ð4Þ . We test the usefulness of MultiComm by evaluating the three journal communities (SJMAEL, SJNAAM and SJOCE3) discovered in the SIAM network and the two conference communities (KDD and SIGIR) in the DBLP network. We report the values of F-measure and NMI by computing the discovered communities and the groundtruth journal or conference labels according to the entity of paper. We remark that the ground-truth labels of the other entities are not available. The four methods are performed on the SIAM network and the DBLP network. For MetaFac, we set the number of decompositions to be 3 for the SIAM network and 2 for the DBLP network. Table 6 shows the results of four methods. For Clauset, LWP and MultiComm, we use 10 papers and 10 authors that are densely connected in the corresponding community as seed items. We see from the table that the performance of MultiComm is better 
TABLE 5 The Descriptions of SIAM Multi-Dimensional Network and DBLP Multi-Dimensional Network
The notation nz represents the number of nonzero entries in the corresponding tensor.
than those of the other three methods on both networks. We see that the LWP has extremely bad performance on real data compared to its performance on synthetic data in Experiments 1 and 2. This is because the real data contains many noisy interactions and the community structure is less clear compared with those in synthetic data. On the other hand, the LWP method stops too early as it cannot find items to move into or out the current community such that its modularity is increased. For example, it stops with a community of 66 items when we try to identify the KDD community on DBLP network.
Category Concept-Related Communities: In this setting, we construct the multi-dimensional networks by using the tensors A ð1Þ , A ð2Þ and A ð3Þ because we want to discover category concept-related communities. The corresponding tensor equations are required to solve in MultiComm: In MetaFac, we set the number of decompositions to be 10, and select the decomposition that corresponds to the largest F-measure for each testing category concept. Table 7 shows the results of four methods. Again, we see from the table that the performance of MultiComm method is better than those of the other three methods on both networks in discovery of category-concept related communities. Similarly, the performance of the LWP is bad because it stops too early.
CONCLUDING REMARKS
In this paper, we have proposed a framework (MultiComm) to determine communities in a multi-dimensional network based on probability distribution of each dimension/entity computed from the network. Both theoretical and experimental results have demonstrated that the proposed algorithm is efficient and effective.
On the other hand, in social networks, user actions are constantly changing and co-evolving. In the future work, it is required to adapt the proposed model to be timevarying. As probability distributions are non-stationary in this situation, we must consider and study statistically dependence in time-varying Markov chains [35] for items of different dimensions to obtain the affinities among them in order to find an evolution of communities across different time stamps. Yunming Ye received the PhD degree in computer science from Shanghai Jiao Tong University. He is currently a professor in the Shenzhen Graduate School, Harbin Institute of Technology. His research interests include data mining, text mining, and ensemble learning algorithms.
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