Randomness and differentiability in higher dimensions by Galicki, Alex & Turetsky, Daniel
ar
X
iv
:1
41
0.
85
78
v4
  [
ma
th.
LO
]  
26
 Se
p 2
01
5
RANDOMNESS AND DIFFERENTIABILITY IN HIGHER
DIMENSIONS
ALEX GALICKI AND DANIEL TURETSKY
Abstract. We present two theorems concerned with algorithmic randomness
and differentiability of functions of several variables. Firstly, we prove an effect-
ive form of the Rademacher’s Theorem: we show that computable randomness
implies differentiability of computable Lipschitz functions of several variables.
Secondly, we show that weak 2-randomness is equivalent to differentiability of
computable a.e. differentiable functions of several variables.
1. Introduction
1.1. Introduction. The main subject of this paper lies at the interface of com-
putable analysis ([20]) and algorithmic randomness ([11], [4]).
Intuitively, a real number is random if it does not have any exceptional properties.
This approach can be formalized via identifying exceptional properties with effective
null sets. To different types of effective null sets correspond different notions of
algorithmic randomness.
One of the most fruitful areas of research concerned with interconnections between
the two subjects is differentiability of effective functions. The main reason for this
is that sufficiently well-behaved functions are almost everywhere differentiable. In
this case the set of non-differentiability points of an effective function forms an ef-
fective null set and thus a test for algorithmic randomness. This makes it possible
to characterize different randomness notions in terms of sets of points of differ-
entiability of effective functions. Conversely, sets of points of differentiability for
functions of particular classes can be characterised in terms of algorithmic ran-
domness. The results of this kind are particularly compelling, since they show
non-trivial connections between two seemingly distant areas of mathematics.
In recent years, a number of results of that kind have been published (for ex-
ample, see [1, 9, 13, 6]). Most of them are concerned with functions of one variable.
Relatively few results are known about effective functions of several variables.
Our first result is concerned with Lipschitz functions, which are particularly well
behaved and enjoy a lot of attentions from mathematicians since they appear nat-
urally in various contexts. The following classical result is called Rademacher’s
Theorem (see Section 3.1 in [5]), it states that Lipschitz functions are almost every-
where differentiable.
Theorem 1.1.1 (Rademacher, [18]). Suppose U is an open subset of Rn and
f : U → Rm is a Lipschitz function. Then there exists a null set, such that f is
differentiable outside it.
We prove the following effective form of Rademacher’s Theorem.
1
2 GALICKI AND TURETSKY
Theorem 2.0.9. Let f : [0, 1]n → R be a computable Lipschitz function and let
z ∈ [0, 1]n be computably random. Then f is differentiable at z.
The one dimensional variant of effective Rademacher’s Theorem and its converse
have been proven in [6].
Theorem 1.1.2 (Theorem 4.2 in [6]). A real z ∈ [0, 1] is computably random ⇐⇒
each computable Lipschitz function f : [0, 1]→ R is differentiable at z.
Theorem 2.0.9 generalizes the ⇒ direction of the above result.
The question whether the converse of the classical Rademacher’s Theorem holds,
that is whether every Lebesgue null-set is contained in a set of non-differentiability
points of a Lipschitz function, has been answered very recently after several decades
of work by classical analysts (see [16] and [15]). The converse holds when m ≥ n
and does not hold otherwise.
To characterise differentiability sets of effective functions in terms of random-
ness in the usual way, those functions must be differentiable almost everywhere, for
otherwise the sets of non-differentiability do not form null sets and cannot be in-
terpreted as exceptional properties. This implies that the broadest possible class of
functions in this context is the class of almost everywhere differentiable functions.
For functions of one variable the following result is known:
Theorem 1.1.3 (Theorem 6.1 in [1] ). Let z ∈ [0, 1]. The following are equivalent:
(1) z is weakly 2-random, and
(2) all computable a.e. differentiable functions are differentiable at z.
Our final result is the the following generalization of that theorem.
Theorem 3.0.5. Let z ∈ [0, 1]n, then the following are equivalent:
(1) z is weakly 2-random,
(2) all partial derivatives exist for all computable a.e. differentiable f : [0, 1]n → R,
(3) each computable a.e. differentiable function is differentiable at z.
1.2. Structure of the paper. In the rest of this section we present relevant defin-
itions and facts and introduce some useful notation.
In Section 2 we prove an effective version of Rademacher’s Theorem. We start
the section by recalling some important facts about Lipschitz functions and then
proceed with the proof of the main result. The section ends with a discussion of a
relatively recent classical result of Maleva and Dore´ [3] and some of its implications.
In Section 3 we demonstrate that weak 2-randomness characterises differentiab-
ility points of computable a.e. differentiable functions.
The last section discusses some open problems related to this article.
1.3. Preliminaries.
1.3.1. Measure. We work exclusively with the Lebesgue measure on [0, 1]n. Slightly
abusing notation, we always denote it by λ.
1.3.2. Derivatives in higher dimensions. Let f : [0, 1]n → R be a function and let
x ∈ [0, 1]n. We say f is differentiable at x if for some linear map T the following
holds
lim
h→0
f(x+ h)− f(x)− T · h
||h||
= 0.
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Then, by definition, f ′(x) = T .
Let {ei : 1 ≤ i ≤ n} denote the standard basis for Rn. We denote partial derivatives
by Dif(x), lower and upper partial derivatives by Dif(x) and Dif(x), respectively.
Working with derivatives often means working with slopes. In our proofs we use
the following notation.
Fix coordinate i. For x ∈ [0, 1]n, h ∈ R, define
δif (x, h) =
f(x1, . . . , xi + h, . . . , xn)− f(x1, . . . , xi, . . . , xn)
h
,
and
δ1..nf (x, h) =
[
δ1f (x, h) . . . δ
n
f (x, h)
]
.
1.3.3. Computable real functions. There are multiple ways of formalizing comput-
ability of real functions, most of which turned out to be equivalent. We will rely
on the following definitions.
A sequence (qi)i∈N of elements of R
n is called a Cauchy name if the coordinates of
each qi are rational, and ‖qk− qn‖ ≤ 2−n for all n, k with k ≥ n. If limn→∞ qn = x,
then we say that (qi)i∈N is a Cauchy name for x.
We say x ∈ Rn is computable if there is a computable Cauchy name for x.
Definition 1.3.1. A function f : [0, 1]n → Rm is computable if:
(1) f(q) is computable (uniformly in q) where q has all dyadic rational coordin-
ates, and
(2) f is effectively uniformly computable, that is if there is a computable h : N→ N
such that ‖x− y‖ ≤ 2−h(i) implies ‖f(x)− f(y)‖ ≤ 2−i for all x, y ∈ [0, 1]n
and all i ∈ N.
A more intuitive understanding of the above definition is that f is computable
if there is an algorithm that, given a Cauchy name for x, computes a Cauchy name
for f(x).
1.3.4. Algorithmic randomness.
The most common method for defining a randomness notion is via effective null
sets. The following two randomness notions are of direct interest to us and are
defined in terms of avoidance of effective null sets.
Definition 1.3.2. Let z ∈ [0, 1]n. We say z is weakly random if there does not
exist a Π01 null set that contains z. Similarly, we say z is weakly 2-random if there
does not exist a Π02 null set that contains z.
An alternative approach to formalizing randomness notions is via effective bet-
ting strategies. An infinite binary string can be thought of as random if no (ef-
fective) betting strategy can succeed by betting on bits of that string. Betting
strategies are usually formalized as martingales (see [11], Chapter 7).
Definition 1.3.3. We say a function B : 2<ω → Q+ is a martingale if the following
condition holds for all σ ∈ 2<ω :
2B(σ) = B(σ0) +B(σ1).
B(σ) can be interpreted as the value of capital after betting on bits of σ. We say
B succeeds on Z ∈ 2ω if lim infnB(Z ↾n) =∞.
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Definition 1.3.4. We say Z ∈ 2ω is computably random if no computable martin-
gale succeeds on Z.
We say z = (0.Z1, . . . , 0.Zn) ∈ [0, 1]n is computably random if its binary expan-
sion, that is Z = Z1 ⊕ · · · ⊕ Zn, is computably random. Here 0.A denotes the real
number whose binary expansion is A ∈ 2ω.
It is known that weak 2-randomness implies computable randomness and comput-
able randomness implies weak randomness.
1.3.5. Preservation of computable randomness.
Definition 1.3.5. (cf. 7.1 in [?])
We say that φ : [0, 1]n → [0, 1]n is almost everywhere (a.e.) computable if there
exists a partial computable F : Nω → Nω and a Π02 subset A ⊆ [0, 1]
n with λ (A) = 1
such that:
(1) for all x ∈ A, given a Cauchy name of x, F computes a Cauchy name for
φ(x), and
(2) x ∈ A iff for all a, b, which are Cauchy names for x, both F (a) and F (b)
are Cauchy names for the same element.
We say that φ : [0, 1]n → [0, 1]n is an a.e. computable isomorphism if there exists
ψ : [0, 1]n → [0, 1]n such that φ◦ψ = id and ψ ◦φ = id almost everywhere and both
ψ, φ are measure preserving and a.e. computable.
We are interested in the above notions for the following property of computable
randomness proven by Rute.
Theorem 1.3.6 (Theorem 7.9 in [?]). Let T be an a.e. computable isomorphism.
Then for all x ∈ [0, 1]n, x is computably random if and only if T (x) is computably
random.
1.3.6. Uniform relative computable randomness.
Both the following definition and theorem are due to Miyabe and Rute ([10]).
Definition 1.3.7. A total computable function m : 2ω × 2<ω → R is a uniform
computable martingale if m(Z, ·) is a martingale for every Z ∈ 2ω.
We say A is computably random uniformly relative to B if there is no uniform
computable martingale m such that m(B, ·) succeeds on A.
Note that the above definition works for elements of [0, 1]n as well.
Theorem 1.3.8 (Theorem 1.3 in [10]). A ⊕ B is computably random if and only
if A is computably random uniformly relative to B and B is computably random
uniformly relative to A.
2. Effective form of Rademacher’s Theorem
In this section we prove a theorem which can be seen as an effective version of
Rademacher’s.
Theorem 2.0.9. Let f : [0, 1]n → R be a computable Lipschitz function and let
z ∈ [0, 1]n be computably random. Then f is differentiable at z.
Remark 2.0.10. An immediate consequence of the above theorem is that computable
randomness of z ∈ [0, 1]n is sufficient for differentiability of computable Lipschitz
functions form [0, 1]n to Rm for any n,m.
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Lipschitz functions are particularly well-behaved and have a number of properties
related to differentiability in general and to directional derivatives in particular.
Some of those properties will be used by us in the proof of the above theorem and
this is why we start this section by recalling some facts about Lipschitz functions
and by establishing some useful notation before proceeding to the proof.
2.1. Lipschitz functions.
A function f : Rn → Rm is Lipschitz if there exists L ∈ R+ such that
‖f(x)− f(y)‖ ≤ L · ‖x− y‖ for all x, y ∈ Rn.
The least such L is called the Lipschitz constant for f . We denote it by Lip(f).
Let Kn ⊂ Rn be defined as Kn = {(x1, . . . , xn) ∈ Rn : xi ≥ 0 for all i ≤ n}. We
say f : Rn → R is Kn-increasing if f(x + k) ≥ f(x) for all k ∈ Kn. f is called
Kn-monotone if either f or −f is Kn-increasing.
Remark 2.1.1. Every Lipschitz function f : Rn → R is a sum of two Kn-monotone
functions. To see this, let m = (Lip(f), . . . ,Lip(f)) ∈ Rn and note that
f = (f + 〈m,x〉) − 〈m,x〉, and that both summands are Kn-monotone.
2.2. Directional, Gaˆteaux and Fre´chet derivatives.
In order to exploit some of the properties of Lipschitz functions, we need to present
a more nuanced view of differentiability in higher dimensions.
Let f : Rn → R be a function, we define the Dini-directional derivatives of f at a
point x ∈ Rn with respect to a direction v ∈ Rn as
D+f (x; v) = lim sup
t↓0
f(x+ tv)− f(x)
t
and D+f (x; v) = lim inf
t↓0
f(x+ tv)− f(x)
t
.
When D+f (x; v) = D+f (x; v) is finite, we define one-sided directional derivative
by
D+f (x; v) = lim
t↓0
f(x+ tv)− f(x)
t
.
The two-sided directional derivative Df (x; v) is defined by
Df (x; v) = lim
t→0
f(x+ tv)− f(x)
t
.
To work with directional slopes, we need the following notation.
For x ∈ [0, 1]n, v ∈ Rn, and h ∈ R, define
δvf (x, h) =
f(x+ hv)− f(x)
h
.
If all two-sided directional derivatives of f at x exist and the function T given
by T (y) = Df (x; y) is linear, then f is said to be Gaˆteaux-differentiable at x.
The linear map T is called the Gaˆteaux derivative of f at x. Furthermore, if f is
Gaˆteaux-differentiable at x and if
lim
h→0
f(x+ h)− f(x)− T · h
||h||
= 0,
then f is said to be Fre´chet differentiable at x.
Thus, Fre´chet differentiability is equivalent to the usual differentiability.
The following observation is crucial for the main proof and justifies presenting
differentiability in this more elaborate way.
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Remark 2.2.1. For Lipschitz functions on Rn, Gaˆteaux and Fre´chet differentiability
coincide (for example, see Observation 9.2.2 in [17]).
Furthermore, it is known (see [2]) that for a Kn-monotone function f , both
D+f (x; ·) and D+f (x; ·) are continuous on the interior of Kn ∪ −Kn. Thus, for a
Lipschitz function f , both D+f (x; ·) and D+f (x; ·) are continuous everywhere.
The following property is a direct consequence of the above fact. Let A be a
dense subset of Rn, let f : [0, 1]n → R be a Lipschitz function and let x ∈ [0, 1]n,
then:
(⋆) if v 7→ D+f (x; v) is defined and is linear on A, then v 7→ D+f (x; v) is
defined everywhere and is linear.
This means that in order to show that a Lipschitz function f is differentiable at x,
it is sufficient to show that Df (x; ·) is defined and linear on a dense subset of
directions.
2.3. Overview of the proof.
The proof consists of three distinct steps.
(1) We show that all partial derivatives of f at z exist. Firstly, we prove an ana-
logous result for Kn−monotone functions and then use the fact that every Lipschitz
function is a sum of two Kn−monotone functions to prove the required result holds
for Lipschitz functions. The result for Kn−monotone functions is a consequence of
the following two facts: (i) a uniform relativization of the ⇒ implication of The-
orem 2.4.1 and (ii) a form of Van Lambalgen’s Theorem for computable randomness
proven by Miyabe and Rute [10].
(2) We use the above fact to show that all one-sided directional derivatives of f
at z exist. Since, by Remark 2.2.1, we are only required to show this for a dense
set of directions, we only consider computable directions v. Two observations play
a crucial role in this step: (a) computable randomness is preserved by computable
linear isometries, and (b) linear functions are Lipschitz. The above observations
are used to define a computable Lipschitz function gv : [0, 1]
n → R such that
D1gv(zˆ) = Df (z; v) for some computably random zˆ ∈ [0, 1]n. By the result proven
in the first step, D1gv(zˆ) does exist.
(3) Finally, we show that the function T (u) = D+f (z;u) is linear. Again, we
consider only computable directions. We show that any point where directional
derivative is not linear and the failure of linearity is witnessed by a computable
direction, belongs to a Π01 null set. Since z is computably random, this completes
the proof.
Showing the linearity ofD+f (z; ·) is the final step of our proof, because for Lipschitz
functions, Gaˆteaux differentiability implies (full) differentiability.
2.4. Existence of partial derivatives. Firstly, we show that computable ran-
domness is sufficient for all partial derivatives of computable Kn−monotone func-
tions to exist. An analogous result for computable Lipschitz functions is a simple
corollary of that.
To achieve the required result, we combine a variation of Van Lambalgen’s The-
orem for computable randomness, proven by Miyabe and Rute ([10]), with a vari-
ation of the ⇒ implication of the following result.
Theorem 2.4.1 (Theorem 4.1 in [1]). A real x is computably random ⇐⇒ f ′(x)
exists for each computable nondecreasing function f : [0, 1]→ R.
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Lemma 2.4.2. Let g : 2ω × [0, 1] → R be a total computable function such that
g(X, ·) is monotone for all X ∈ 2ω and let Z, Y ∈ 2ω. If Z ⊕ Y is computably
random, then g′Y (z) exists, where gY = g(Y, ·) and z = 0.Z.
The proof of Lemma 2.4.2 is a modification of the proof of Theorem 4 in [12].
Theorem 4 in [12] is a polynomial version of Theorem 2.4.1, but its proof is some-
what simpler and requires only a few modifications to yield the kind of uniform
relativization needed for the proof of Lemma 2.4.2. We will describe the required
changes without repeating the whole proof.
Proof. The proof is by contraposition. Let g : 2ω× [0, 1]→ R be a total computable
function such that g(X, ·) is monotone for all X ∈ 2ω. Let z ∈ [0, 1], let Z be the
binary expansion of z and let Y ∈ 2ω. Define gY = g(Y, ·) and suppose g′Y (z)
doesn’t exist. We need to exhibit a uniform computable martingale d such that
d(Y, ·) succeeds on Z.
In the ⇒ direction of the original proof, assuming f ′(x) does not exists (where
f : [0, 1] → R is a polynomial time computable monotone function), Nies con-
structed a (polynomial time) computable martingale that succeeds on the binary
expansion of x. The assumption that f is polynomial time computable was used to
show that the resulting martingale is polynomial time computable. If this assump-
tion is relaxed so that f is assumed to be computable, the resulting martingale
ends up being computable, rather than polynomial time computable. We need to
verify that a slightly modified proof works for demonstrating that there is a uniform
computable martingale d such that d(Y, ·) succeeds on Z.
Uniform relativization of the ⇒ implication of Theorem 4 in [12]. Here we use
the combined terminology from the original proof and the terminology required
for our proof. For the ⇒ direction of the proof of Theorem 4 in [12], Nies had to
consider two cases: D˜2f(x) < D˜f(x) and D˜f(x) < D˜ 2f(x). Nies constructed apair of computable martingales, L and L′, corresponding to the above mentioned
cases, such that either L succeeds on the binary expansion of x, or L′ succeeds
on the binary expansion of x − 1/3. Both L and L′ query the same martingale M
defined by M(σ) = Sf ([σ]). Since M : 2
ω × 2<ω → R defined by
M(Y, σ) = Sg(Y,·)([σ])
is a uniform computable martingale, it can be easily checked that constructions of
L and L′ can be naturally extended to define uniform computable martingales L
and L′ such that either
(1) L(Y, ·) succeeds on Z or
(2) L′(Y, ·) succeeds on the binary expansion of z − 1/3 (without loss of gene-
rality we may assume that z > 1/3).
The first case implies that Z is not computably random uniformly relative to Y
and thus Z ⊕ Y is not computably random.
Note that (x1, x2) 7→ (x1, x2 + 1/3 mod 1) is an a.e. computable isomorphism.
And since computable randomness is preserved by a.e. computable isomorphisms,
the second case implies that Z ⊕ Y is not computably random.

Remark 2.4.3. The original proof relied on a different preservation property of
computable randomness. It was using the fact that computable randomness is
base invariant. We could not use the result about base invariance in our proof
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immediately (since we have now multiple coordinates instead of one), hence we
chose to use another preservation property of computable randomness.
Lemma 2.4.4. Let z ∈ [0, 1]n be computably random and let f : [0, 1]n → R be a
computable Kn−increasing function. Then all partial derivatives of f at z exist.
Proof. Fix i ≤ n. The proof is by contraposition: suppose Dif(z) does not exist,
we will show that z is not computably random.
Let y = z− ziei and let Y be its binary expansion. Define g : 2ω × [0, 1]→ R by
g(X,h) = f(0.X + hei)
and let gy = g(Y, ·). Then g satisfies relevant assumptions of Lemma 2.4.2 and
g′y(zi) = Dif(z). Furthermore, we know that g
′
y(zi) does not exist. To show
z is not computably random, by Theorem 1.3.8, it is sufficient to show that Zi
is not computably random uniformly relative to Y (as this implies Zi not being
computably random uniformly relative to ⊕j 6=iZj). This follows from Lemma 2.4.2.

Lemma 2.4.5. Let z ∈ [0, 1]n be computably random and let f : [0, 1]n → R be a
computable Lipschitz function. Then all partial derivatives of f at z exist.
Proof. Similar to the Remark 2.1.1, letM = Lip(f) and letm = (M, . . . ,M) ∈ Rn,
then g(x) = f(x)+〈m, x〉 is a Kn−increasing computable function. Thus all partial
derivatives of g at z exist, and therefore all partial derivatives of f at z exist too. 
2.5. Existence of directional derivatives. We will use the previously proven
fact about existence of partial derivatives of Lipschitz functions to show that, in
fact, an analogous result holds for all one-sided directional derivatives. The main
idea relies on two simple observations:
(1) computable randomness is invariant under computable linear isometries,
and
(2) linear functions are Lipschitz.
For any u, v ∈ Rn with ‖v‖ = ‖u‖ = 1 and u 6= v, fix (say, via the Gram-Schmidt
process) two orthonormal bases Bu, Bv of R
n with v ∈ Bv and u ∈ Bu. Let
Θu→v : R
n → Rn denote a change of basis map (that takes Bu to Bv) such that
Θu→v(u) = v. This function is a linear isometry and it is computable when u, v are
computable.
The image of the unit cube [0, 1]n under functions of the form Θu→v : R
n → Rn
is not necessarily contained in [0, 1]n. To deal with this issue, we use the function
P1 : Rn → [0, 1]n defined by
P1(x1, . . . , xn) = (min{1, x1}, . . . ,min{1, xn}).
P1 is a computable Lipschitz function which coincides with the identity map on
the unit n-cube. For any function f : [0, 1]n → R, let fˆ = f ◦ P1, so that if f is
computable and a.e. differentiable, so is fˆ . Moreover, if f is Lipschitz, so is fˆ . Note
that fˆ is defined on the whole Rn.
Lemma 2.5.1. Let f : Rn → R be a function, let u, v, w ∈ Rn, x ∈ [0, 1]n and let
Θ = Θv→u. Then
D+f (x;u) = D+g (z; v)
where g = f ◦ (Θ + w) and z = Θ−1(x− w).
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Proof.
First, note that for any t > 0,
g(z + tv)− g(z)
t
=
f(Θ(z + tv) + w)− f(Θ(z) + w)
t
=
f(x+ tu)− f(x)
t
.
By taking the limits of both sides we get the required equality.

Lemma 2.5.2. Let f : [0, 1]n → R be computable Lipschitz and suppose x ∈ [0, 1]n
is computably random. Then D+f (x;u) exists for every u ∈ Rn.
Proof. It is sufficient to show that D+f (x;u) exists for each computable u with
‖u‖ = 1.
Let u be computable and let v = e1. By density we can find some computable
w ∈ Rn, so that z = Θ−1v→u(x− w) is contained in [0, 1]
n.
We apply Lemma 2.5.1 to fˆ , v, u, w and x, so that
D+f (x;u) = D+fˆ (x;u) = D+g (z; v)
where g is Lipschitz and computable and z ∈ [0, 1]n is computably random (again,
we use Theorem 1.3.6 here). The required result follows from the fact thatD+g (z; v) = D1g(z)
and we know that D1g(z) exists.

2.6. Linearity of directional derivatives.
In the last step of the proof, we need to show that D+f (z; ·) is linear on computable
elements (where f is computable Lipschitz and z is computably random).
Let f : [0, 1]n → R be a function. For u ∈ Rn, define
Kfu = {z | D+f (z;u) exists}.
For q ∈ Q+ and u, v ∈ Rn, define Lfu,v,q to be the set of points where linearity of
Df (z; ·) fails and the failure is witnessed by u, v and q. More formally, let
Lfu,v,q = K
f
u ∩ K
f
v ∩ K
f
u+v ∩ {z | |D+f (z;u+ v)−D+f (z;u)−D+f (z; v) | ≥ q}.
Lemma 2.6.1. Let f : [0, 1]n → R be a computable a.e. differentiable function. Let
v, u ∈ Rn be computable. Let z ∈ Lfv,u,q for some q ∈ Q. Then there exist a Π
0
1
null-set that contains z.
Proof. Since D+f (z; v) , D+f (z;u) and D+f (z; v + u) exist, there is p > 0 such
that
∣∣∣δvf (z, h) + δuf (z, h)− δv+uf (z, h)∣∣∣ ≥ q for all h ≤ p. Hence the set of all x such
that
∀h
(
h ≤ p =⇒
∣∣∣δvf (x, h) + δuf (x, h)− δv+uf (x, h)∣∣∣ ≥ q) ,
where h range over rationals, contains z. It is clearly a Π01 set and it is a null
set, since its complement contains all points of differentiability of f and f is a.e.
differentiable. 
So far, we have shown that computable randomness implies existence of directional
derivatives in and weak randomness is sufficient for linearity of directional derivat-
ives. This implies that computable randomness is sufficient for Gaˆteaux differenti-
ability and this completes the proof of Theorem 2.0.9 since Gaˆteaux differentiability
implies differentiability of Lipschitz functions on [0, 1]n.
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2.7. Compact universal null-sets. In the context of differentiability of Lipschitz
functions, a subset A of Rn is said to be universal if every real-valued Lipschitz
function on Rn is differentiable at some point of A. Since the early work od D. Pre-
iss [14], it is known that there exist universal Gδ null sets for n ≥ 2. Relatively
recently, Dore´ and Maleva constructed a family of compact universal null sets (see
[3]). The crucial idea in their construction is that a Lipschitz function is differenti-
able at points where a directional derivative is maximal in some specific sense and
that such points can be found on small line segments (see Lemmata 4.2 and 4.3 in
[3]). Their sets contain lots of such line segments and this is the reason they are
universal. The result implies (as will be shown shortly) the existence of a universal
Π01 null set and this has significant implications for tackling the question of which
randomness notion is implied by the Rademacher’s Theorem.
To characterise a randomness notion X ⊂ Rn via differentiability of computable
real-valued Lipschitz functions, it is sufficient to prove two statements:
(1) z ∈ X implies differentiability of all computable real-valued Lipschitz func-
tions at z, and
(2) differentiability of all computable real valued Lipschitz functions at z, im-
plies z ∈ X .
The second type of statements is usually proven by explicitly constructing a comput-
able function not differentiable at a given randomness test (for X). The existence
of a universal Π01 null set shows that such an approach cannot succeed even in
proving that differentiability of computable real-valued Lipschitz functions implies
weak randomness.
The construction in [3] is parameterized by two sequences. Below we verify that
with suitable parameters this construction yields a Π01 null set.
Construction by Dore´ and Maleva.
Let (Ni)i∈N be a sequence of odd integers such that N1 > 1, limiNi = ∞ and∑ 1
N2
i
= ∞. Let (pi)i∈N be a sequence of real numbers with 1 ≤ pi ≤ Ni and
limi pi/Ni = 0. Let d0 = 1 and for all i ≥ 1 let di =
∏
k≤iN
−1
k and define a lattice
in R2
Ci =
(
di−1
2
,
di−1
2
)
+ Z2.
Finally, define
W = R2 \
⋃
i≥1
⋃
c∈Ci
B∞(c, pidi/2),
where B∞(x, r) denotes an open ball in
(
R2, ‖ · ‖∞
)
.
W is a closed null set. Dore´ and Maleva proved [Corollary 5.2 in [3]] that for
any such W , any open neighbourhood of the set M = Rn−2 ×W contains a point
of differentiability of every Lipschitz function f : Rn → R. In particular, [0, 1]n∩M
contains a point of differentiability of every Lipschitz f : [0, 1]n → R.
It is easy to see that both (Ni)i∈N and (pi)i∈N can be taken to be computable
sequences and then [0, 1]n ∩M is a Π01 null set. (For example, take (Ni)i∈N to be
3, 3, 3, 5, 5, 5, 5, 5, 7, 7, 7, 7, 7, 7, 7, . . . and let pi = 4 for all i).
3. Characterizing weak 2-randomness in terms of differentiability
This section is devoted to proving Theorem 3.0.5, which characterises weak ran-
domness in terms of differentiability of computable functions of several variables.
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It is worth pointing out that while our result is a generalization of Theorem 1.1.3,
it is “stronger” in the sense that we show equivalence of three conditions, rather
than two. Recall that Theorem 1.1.3 shows weak 2-randomness is equivalent to
differentiability of computable a.e. differentiable functions. Somewhat surprisingly,
in higher dimensions, a seemingly weaker condition, the existence of all partial de-
rivatives for all computable a.e. differentiable functions, is also equivalent to weak
2-randomness.
We start the section with a fact of independent interest.
Lemma 3.0.1. Let f : [0, 1]n → R be a computable function. The set of points at
which f is differentiable is a Π03 set.
Proof. Recall that the definition of the derivative of a function of several variables
involves a nested limit. The main idea of this proof is that the set of points of
differentiability (for a given function), D, can be written as an intersection of two
sets, each of which can be described with only one limit. Specifically, we will show
thatD is the intersection of two Π03 sets, A and B, where A is the set of points where
all partial derivatives of f exist, and B is the set consisting of those x satisfying
lim
||h||→0,b→0
f(x+ h)− f(x) − δ1..nf (x, b) · h
||h||
= 0. (1)
Claim 3.0.2. A is a Π03 set that contains all points of differentiability of f .
Proof. Fix coordinate i. For q a rational, Dif(x) ≥ q is equivalent to the formula
∀p ∀δ ∃h
(
|h| < δ ∧
(
(p < q ∧ δ > 0) =⇒ δif (x, h) > p
))
.
By density, we can take p and δ to range over the rationals. By continuity of f , we
can take h to range over the rationals. Thus {x | Dif(x) ≥ q} is a Π02 set uniformly
in q. Symmetrically, so is {x | Dif(x) ≤ q}. Then the set of x such that Dif(x)
does not exist, is precisely the set{
x : ∀q[Dif(x) ≥ q] ∨ ∀q[Dif(x) ≤ q] ∨ ∃q∃p[Dif(x) ≤ q < p ≤ Dif(x)]
}
.
This is a Σ03 set and hence the set of points where at least on partial derivative does
not exist is also Σ03. Thus A is a Π
0
3 set. The other part of the claim is trivial.

Claim 3.0.3. B is a Π03 set that contains all points of differentiability of f .
Proof. By definition, lim|h|→0 δ
1..n
f (x, h) = Jf (x), the Jacobian of f at x (when this
exists).
The derivative of f exists at x if Jf (x) exists and
lim
||h||→0
f(x+ h)− f(x)− Jf (x) · h
||h||
= 0.
To see that B is a Π03 set, we can rewrite the condition (1) in the following form:
∀ǫ∃δ∀h∀b (δ > 0)∧
(ǫ > 0 ∧ ||h|| < δ ∧ |b| < δ) =⇒
∣∣∣f(x+ h)− f(x)− δ1..nf (x, b) · h∣∣∣
||h||
≤ ǫ
 .
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Here ǫ, δ, h and b are rationals, and h has rational coordinates.
Suppose x is a point at which f is differentiable. Fix ǫ > 0. Let δ be sufficiently
small that for all h with ||h|| < δ,
|f(x+ h)− f(x)− Jf (x) · h|
||h||
< ǫ/2,
and also for all b with |b| < δ,∣∣∣∣(δ1..nf (x, b)− Jf (x))T ∣∣∣∣ < ǫ/2.
Here we treat δ1..nf (x, b)−Jf (x) as a row vector. Then for any h and b with ||h|| < δ
and |b| < δ,∣∣∣f(x+ h)− f(x)− δ1..nf (x, b) · h∣∣∣
||h||
=
∣∣∣f(x+ h)− f(x)− Jf (x)h + Jf (x)h− δ1..nf (x, b) · h∣∣∣
||h||
≤
|f(x+ h)− f(x) − Jf (x) · h|
||h||
+
∣∣∣(Jf (x)− δ1..nf (x, b)) · h∣∣∣
||h||
< ǫ/2 +
∣∣∣∣∣∣(Jf (x)− δ1..nf (x, b))T ∣∣∣∣∣∣ ||h||
||h||
< ǫ/2 + ǫ/2 = ǫ.
Thus B contains every point at which f is differentiable.

Thus, A∩B contains all points of differentiability of f . Let’s show that the converse
inclusion holds.
Claim 3.0.4. f is differentiable at all elements of A ∩B.
Proof. Let x ∈ A ∩B. Fix ǫ > 0. Since x ∈ B, we can find δ such that
∀h∀b
(|b| < δ ∧ ||h|| < δ) =⇒
∣∣∣f(x+ h)− f(x)− δ1..nf (x, b) · h∣∣∣
||h||
< ǫ/2
 ,
and since all partial derivatives of f at x exist, we can find some b with |b| < δ such
that ∣∣∣∣(δ1..nf (x, b)− Jf (x))T ∣∣∣∣ < ǫ/2.
Then, for any h with ||h|| < δ,
|f(x+ h)− f(x)− Jf (x) · h|
||h||
=
∣∣∣f(x+ h)− f(x)− δ1..nf (x, b) · h+ δ1..nf (x, b) · h− Jf (x) · h∣∣∣
||h||
≤
∣∣∣f(x+ h)− f(x)− δ1..nf (x, b) · h∣∣∣
||h||
+
∣∣∣(δ1..nf (x, b)− Jf (x)) · h∣∣∣
||h||
< ǫ/2 + ǫ/2 = ǫ.
Thus f is differentiable at x. 

Theorem 3.0.5. Let z ∈ [0, 1]n. The following are equivalent:
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(1) z is weakly 2-random,
(2) all Dif(z) exist for all computable a.e. differentiable f : [0, 1]
n → R,
(3) each computable a.e. differentiable function is differentiable at z.
Proof (1) ⇒ (3). Suppose z is weakly 2-random and f is an a.e. differentiable com-
putable function.
Since z cannot be contained in any Σ03 set of measure 0, it must belong to all
Π03 sets of full measure. In particular, by Lemma 3.0.1, z belongs to the set of
differentiable points of f .

Proof (3) ⇒ (2). Trivial.
Proof (2) ⇒ (1). Suppose z = (z1, . . . , zn) ∈ [0, 1]n is not weakly 2-random.
We may assume that all coordinates of z are weakly 2-random, otherwise the
required conclusion follows from the one dimensional case. For suppose some
zj is not weakly 2-random. Then there is a computable a.e. differentiable func-
tion g : [0, 1] → R such that g′(zj) does not exist. Define γ : [0, 1]n → R as
γ(x1, . . . , xj , . . . xn) = g(xj). Then γ is a computable a.e. differentiable function
such that γ′(z) doesn’t exist.
In what follows, we ignore those elements of [0, 1]n that have at least one of its
coordinates rational.
Let (Gi)i∈N be a sequence of uniformly Σ
0
1 subsets of [0, 1]
n such that Gi+1 ⊆ Gi
for all i and G =
⋂
Gi is a null-set with z ∈ G. Since we ignore elements with
dyadic coordinates, we may assume that every Gi is an infinite union of basic dyadic
n−cubes.
Let (Dm,l)m,l∈N be an effective double sequence of (open) basic dyadic n−cubes
such thatGm =
⋃
iDm,i for eachm, and for all n, k there is an l withDn+1,k ⊆ Dn,l.
General idea of the proof. We will construct a computable double sequence (Cm,i)m,i∈N
of basic dyadic n−cubes with certain well-behaved properties. For every n−cube
Cm,i in the sequence we will define a tent function fm,i which is 0 outside Cm,i and
its graph forms a piecewise linear “tent” at Cm,i. See figure 1 for an illustration of
what a graph of a tent function on [0, 1]2 might look like.
Em,i is the subarea of Cm,i where |D1fm,i| 6= ±1. The tent functions are defined
in such a way that z belongs to only finitely many of Em,i. This is where our
assumption that all coordinates of z are not weakly 2-random is used. See figure 2.
Any point belonging to infinitely many Em,i, by pigeonhole principle, must have at
least one coordinate belonging to the (darker) corner areas (one-dimensional Ekm,i
sets). Our tent functions are defined in such a way that those areas form Π02 null
sets.
Then f : [0, 1]n → R will be defined as a sum of those fm,i for which we know
the first partial derivative on z is equal to ±1. This is used to show that D1f(z)
does not exist. The properties of (Cm,i)m,i∈N ensure that f is computable and a.e.
differentiable.
Construction of the double sequence (Cm,i)m,i∈N.
Suppose m = 0, or m > 0 and we have already defined (Cm−1,j)j∈N. Define
(Cm,j)j∈N as follows.
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(a1, b2)(a1, a2)
(b1, a2) (b1, b2)
Cm,i \ Em,i
ǫ ǫ
Figure 1. Two-dimensional graph of a tent function fm,i.
Cm,i \ Em,i
E
k
m,i
z
Figure 2. Two-dimensional projection of Cm,i
Let N ∈ N be the greatest number such that we have already defined Cm,i for
i ≤ N . When a new n−cube D = Dm,l is enumerated into Gm, if m > 0, we wait
until D is contained in a union of n−cubes
⋃
r∈F Cm−1,r, where F is finite. This is
possible since D is contained in a single cell of the form Dm−1, , that was handled
in a previous stage. If m = 0, let δ = λ (D), otherwise let
δ = min{λ (D) ,min{λ (Cm−1,r) : r ∈ F}}.
If N = 0, let ǫ = 8−mδ, otherwise let ǫ = min{8−mδ, λ (Cm,N−1)}.
Finally, partitionD into disjoint basic dyadic n−cubes Cm,i, i = N+1, . . . , N ′ < ∞,
with nonincreasing volume λ(Cm,i) ≤ ǫn, so that when m > 0, each of the cubes is
contained in one of Cm−1,r for some r ∈ F .
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The following claim summarizes all properties of (Cm,i)m,i∈N relevant to our
proof.
Claim 3.0.6. The double sequence (Cm,i)m,i∈N is computable and it verifies the
following properties:
i) Gm =
⋃
i∈N Cm,i,
ii) Cm,i ∩ Cm,k = ∅ and λ(Cm,i) ≥ λ(Cm,k) for all i < k,
iii) if B = Cm,i for m > 0, then there is an n−cube A = Cm−1,k such that
B ⊆ A and λ(B) ≤ 8−mλ(A), (2)
iv) for all m, k ∈ N
Dm,k = some finite union of n-cubes of the form Cm,i
with
Cm,i ⊆ Dm,k =⇒ dm,i ≤ 8
−mλ (Dm,k) (3)
where dm,i denotes the length of a side of Cm,i.
Proof. All of the listed properties are straightforward consequences of the construc-
tion of (Cm,i)m,i∈N. 
Tent functions fm,j.
Let m, j ∈ N. For all i ∈ N with 1 ≤ i ≤ n, define aim,j , b
i
m,j so that(
aim,j, b
i
m,j
)
= πi(Cm,j), where πi : R
n → R denotes the projection onto the
i−th coordinate.
Let ǫm,j = ǫ = 2
−m−j−1 · dm,j and define bim,j : [0, 1]→ R as
bim,j(x) =

x−aim,j
ǫ
if x ∈ [aim,j , a
i
m,j + ǫ],
1 if x ∈ (aim,j + ǫ, b
i
m,j − ǫ),
bim,j−x
ǫ
if x ∈ [bim,j − ǫ, b
i
m,j],
0 otherwise.
Define fm,j : [0, 1]
n → R as
fm,j(x1, x2, . . . , xn) = d
(
[0, 1] \
(
a1m,j , b
1
m,j
)
, x1
)
·
∏
n≥i≥2
bim,j(xi),
where d
(
[0, 1] \
(
a1m,j, b
1
m,j
)
, x1
)
denotes the distance from x1 to [0, 1]\
(
a1m,j , b
1
m,j
)
.
Note that fm,j is a computable (uniformly in m, j) a.e. differentiable function.
Lastly, define Em,j to be the subset of Cm,j where |D1fm,j| 6= 1 wheneverD1fm,j
exists, that is
Em,j = Cm,j \
(a1m,j, b1m,j)× ∏
n≥i≥2
(
aim,j + ǫ, b
i
m,j − ǫ
) .
The idea behind such definition of fm,j functions is that ǫm,j goes to 0 so quickly,
that |D1fm,j(z)| 6= 1 holds only for finitely many m, j ∈ N.
Claim 3.0.7. There exists N ∈ N such that for all i ∈ N and m > N, if z ∈ Cm,i
then |D1fm,i(z)| = 1.
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Proof. To prove this claim, we will use our assumption that all coordinates of z are
weakly 2−random. Specifically, we will show that if a point belongs to an infinitely
many Em,i, then one of its coordinates belongs to a Π
0
2 null set.
For every m, i, k ∈ N with 2 ≤ k ≤ n, let
Ekm,i =
(
akm,i, a
k
m,i + ǫm,i
)
∪
(
bkm,i − ǫm,i, b
k
m,i
)
.
Note the following property of those sets: if z ∈ Em,i then for some k, zk ∈ Ekm,i.
For every m, k ∈ N with n ≥ k ≥ 2, let Bkm =
⋃
i>m
⋃
j E
k
i,j . Let’s verify that
every Bk =
⋂
iB
k
i is a Π
0
2 null-set. Indeed, (B
k
i )i∈N is a uniformly computable
sequence of Σ01 sets with λ
(
Bkm
)
≤
∑
i>m
∑
j 2
−i−j · di,j ≤ 8−m for all m, k.
By the pigeonhole principe, if z belongs to infinitely many Em,j (for infinitely
manym), then for some k, zk belongs to infinitely many E
k
m,j . In that case zk ∈ B
k
and we get a contradiction.
Let N be such that zk /∈ BkN for all k and the required result follows. 
Definition of the function f .
Let
fm =
∞∑
i=0
4mfm,i
and
f =
∑
i>N
fm.
Claim 3.0.8. f is computable.
Proof. Fix m > 0. Note that every fm,i is bounded from above by dm,i/2 and
since all Cm,i are disjoint, fm is bounded from above by 4
m8−m/2 = 2−m−1 and it
follows that f is well defined everywhere.
Firstly, let’s show that f(q) is computable uniformly in rational q. Given m > 0,
since limi→∞ λ (Cm,i) = 0, we can find i
∗ such that
dk,i∗ ≤ 8
−m/(m+ 1) for each k ≤ m.
Since the dk,i is non-increasing in i and fk,i ≤ dk,i/2, we have
4kfk,i(q) ≤ 2
−m−1/(m+ 1) for all k ≤ m and i ≥ i∗.
Hence ∑
k≤m
∑
i≥i∗
4kfk,i(q) ≤ 2
−m−1.
Furthermore, ∑
k>m
fk(q) ≤
∑
k>m
2−k−1 = 2−m−1.
Therefore the approximation of f(q) at stage i∗ based only on the n−cubes of the
form Ck,i for k ≤ m and i < i∗ is within 2−m of f(q).
Secondly, we need to verify that f is effectively uniformly continuous. Suppose
‖x− y‖ ≤ dm,1 for some m. Then for k < m, we have |fk(x) − fk(y)| ≤ 4kdm,1/2.
For k ≥ m, we have fk(x), fk(y) ≤ 2−k−1. Thus
|f(x)− f(y)| ≤ dm,1
∑
k<m
4k +
∑
k≥m
2−k < 2−m+2.
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Define h(m) = ⌊− log2 dm,1⌋+1 so that 2
−h(m) ≤ dm,1. Note that h is a computable
order function. Then we get that ‖x− y‖ ≤ 2−h(m) implies |f(x)− f(y)| ≤ 2−m+2.

Claim 3.0.9. D1f(z) does not exist.
Proof. For all m > N, let dm = dm,im where im is such that z ∈ Cm,im . Note
that for all m > N we have either δ1fm
(
z, dm4
)
= ±4m or δ1fm
(
z,− dm4
)
= ±4m.
Without loss of generality we may assume that for infinitely many m, we have∣∣∣δ1fm (z, dm4 )∣∣∣ = 4m. Fix one such m > N . Note that for for every k ∈ N with
N < k < m we have
∣∣∣δ1fk (z, dm4 )∣∣∣ = 4k. Suppose k > m. Then we have
fk(x) ≤ 4
k8−k
dm
2
= 2−k−1dm
for all x ∈ Cm,l \ Em,l and thus we get∣∣∣∣δ1fk (z, dm4
)∣∣∣∣ ≤ 2 · 2−k−1dm∥∥dm
4 e1
∥∥ = 2−k+2.
Hence, for m > N we have∣∣∣∣δ1f (z, dm4
)∣∣∣∣ ≥
(
4m −
∑
N<k<m
4k −
∑
k>m
2−k+2
)
≥ 4m−1 − 4.
Therefore D1f(z) does not exist.

Claim 3.0.10. f is differentiable almost everywhere.
Proof. Let x ∈ [0, 1]n. There are three possible cases:
(1) f ′m,j(x) does not exist for some m, j,
(2) x belongs to the support of fm,j for infinitely many m, j, or
(3) x belongs to the support of fm,j for only finitely many m, j and all f
′
m,j(x)
exist. Note that this implies differentiability of f at x.
The first case corresponds to a null-set, since every fm,j is a.e. differentiable. The
second case corresponds to a null-set too, since it implies x ∈
⋂
iGi. The last case
implies differentiability of f at x and it must correspond to a set of full measure since
the cases (1) and (2) are captured by null-sets. Thus f is a.e. differentiable. 

4. Conclusion and future directions
Despite the obstacle described in the Subsection 2.7, we conjecture that comput-
able randomness, just like on the unit interval, characterises differentiability points
of all computable real-valued Lipschitz functions. Proving the converse to the ef-
fective version of Rademacher’s Theorem (that is, showing that differentiability of
computable Lipschitz functions implies computable randomness) remains an open
question of great interest.
There are quite a few results in classical analysis about differentiability of func-
tions of several variables that exhibit Lipschitz-like behaviour. Naturally, those
results are related to Rademacher’s Theorem. Studying effective versions of those
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will improve our understanding of interplay between computable analysis and al-
gorithmic randomness. Here we mention two such theorems that we feel are of
particular importance:
(1) Alexandrov’s theorem (see 6.4 in [5]) states that convex functions are twice
differentiable almost everywhere. Convex functions and monotone functions are
closely related: on the real line, a function is monotone if and only if it is a de-
rivative of a convex function. For functions of several variables, the relation is a
bit less straightforward (see [19]). Recently it has been shown that both twice-
differentiability of computable convex real valued functions on Rn and differentiab-
ility computable monotone functions on Rn correspond to computable randomness
(see [8, 7]).
(2) It is known that Kn-monotone functions of several variables are a.e. differ-
entiable (see [2]). Two of the three steps of our proof in Section 2 work for
Kn−monotone functions. The one that doesn’t work is the one in Subsection
2.5. It is not known whether computable randomness implies differentiability of
Kn−monotone computable functions, and what randomness notion is induced by
a.e. differentiability of computable Kn−monotone functions.
On the other hand, our result concerning weak 2-randomness is sharp: weak 2-
randomness does characterise differentiability sets of computable a.e. differentiable
functions of several variables. There are many other similar results in one dimen-
sion that characterise differentiability of effective functions in terns of algorithmic
randomness. Generalizing those results to higher dimensions (and, perhaps, to
more general spaces) will provide more insight into interactions between comput-
able analysis and algorithmic randomness.
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