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Resumo
Nesta dissertac¸a˜o foram desenvolvidos modelos dinaˆmicos para dados de contagem
quando estes apresentam quebras estruturais. Os me´todos aqui desenvolvidos sa˜o ba-
seados nos modelos de regressa˜o dinaˆmica proposto por McCormick et al. (2012),
e nos filtros de part´ıculas propostos por Chopin (2007), Fearnhead e Liu (2007) e
Caron et al.(2012). Inicialmente apresentam-se os principais aspectos metodolo´gicos
a respeito dos modelos dinaˆmicos, tais como os modelos dinaˆmicos lineares e os mo-
delos dinaˆmicos lineares generalizados. Posteriormente, sa˜o abordados os principais
me´todos existentes na literatura sobre filtros de part´ıculas.
A partir desses estudos, propomos, tambe´m, extenso˜es ine´ditas para o modelo de
regressa˜o dinaˆmica e para o filtro de part´ıculas de Chopin (2007) para a estimac¸a˜o
de paraˆmetros esta´ticos, ale´m dos estados do sistema. Tais algoritmos sa˜o denomi-
nados como Algoritmo de McCormick com paraˆmetros esta´ticos (McPE) e Filtro de
Chopin com Aprendizado de Part´ıculas (FChAP). Nesta dissertac¸a˜o desenvolvemos
extenso˜es para dados que apresentam superdispersa˜o e/ou inflac¸a˜o de zeros por meio
das distribuic¸o˜es Binomial Negativa, Poisson Inflacionada de zeros e Binomial Nega-
tiva Inflacionada de zeros. Tais modelos foram ilustrados por meio de dados simulados
e, posteriormente, foram feitas aplicac¸o˜es a cinco se´ries temporais reais de dados de
contagem.
Palavras Chave: modelos dinaˆmicos, filtro de part´ıculas, distribuic¸a˜o Poisson, dis-
tribuic¸a˜o Binomial Negativa, distribuic¸a˜o ZIP, distribuic¸a˜o ZINB, detecc¸a˜o dinaˆmica
de pontos de mudanc¸a, abordagem Bayesiana, se´ries temporais.
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Abstract
In this thesis were developed dynamic models for count data when they have
structural breaks, based on dynamic regression models proposed by McCormick et al.
(2012), and particle filters proposed by Chopin (2007), Fearnhead and Liu (2007) and
Caron et al. (2012). Initially we present the main methodological aspects about the
dynamic models such as Dynamic Linear Models and Generalized Linear Dynamic
Models. Subsequently, we present the main existing methods in the literature on
particle filters.
From these studies, we propose new extensions for dynamic regression model and
the particle filter methods proposed by Chopin (2007) for the estimation of static
parameters, in addition to the states. We named these new algorithms by McCormick
algorithm with static parameters (McPE) and Chopin Filter with Particles Learning
(FChAP). Based on McPE and FChAP, it was possible to develop extensions for data
that show overdispersion and / or zero inflation through the Negative Binomial, Zero
Inflated Poisson (ZIP) and Zero Inflated Negative Binomial (ZINB) distributions.
Those models were illustrated using both simulated data and five real counting
time series data.
Keywords: dynamic models, particle filter, Poisson distribution, Negative Bino-
mial distribution, ZIP distribution, ZINB distribution, dynamic changepoint detec-
tion, Bayesian approach, time series.
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Introduc¸a˜o
Podemos observar que o uso dos modelos dinaˆmicos em se´ries de tempo cresceu muito
ao longo dos anos. Tal crescimento se deve tanto a sua versatilidade quanto a sua
elegaˆncia e generalidade em descrever a correlac¸a˜o temporal entre as observac¸o˜es, ale´m
de permitir a inserc¸a˜o de covaria´veis ao processo de modelagem. Conforme afirmam
West e Harrison (1997), os modelos dinaˆmicos constituem uma classe mais geral de
modelagem, os quais teˆm como casos especiais os modelos de regressa˜o esta´tica e
alguns dos modelos mais difundidos em se´ries de tempo, como os modelos ARIMA
e GARCH. Os modelos dinaˆmicos permitem que os paraˆmetros evoluam de maneira
estoca´stica e tal evoluc¸a˜o e´ descrita por uma estrutura Markoviana.
Muitas se´ries, tais como sequeˆncias de DNA, prec¸o de estoques, poluic¸a˜o do ar
(Achcar et. al, 2008), se´ries de retornos de longa durac¸a˜o (Chopin, 2007), cresci-
mento bacteriolo´gico (Whittaker e Fruhwirth-Schatter, 1994) apresentam heteroge-
neidade temporal. Nesse contexto, uma abordagem usual consiste em segmentar uma
sequeˆncia de observac¸o˜es y1, y2, . . . , yT em m+1 segmentos, escolhendo uma sequeˆncia
de quantidades que indicam em que posic¸a˜o no tempo ocorreram mudanc¸as estrutu-
rais na se´rie 0 < τ1 < τ2 < . . . < τm < T , tal que as observac¸o˜es sejam homogeˆneas
dentro dos segmentos, no sentido de apresentarem a mesma estrutura de modelo, e
heterogeˆneos entre os segmentos.
A Figura 1 ilustra um exemplo de uma se´rie temporal sem mudanc¸a estrutural.
Ja´ a Figura 2 ilustra um exemplo de uma se´rie temporal com um ponto de mudanc¸a
estrutural.
O nu´mero de publicac¸o˜es relacionadas aos me´todos de ponto de mudanc¸as, desde
o trabalho seminal de Hinkley (1970), e´ extremamente grande. Achcar et al. (2008)
usaram uma abordagem via processo de Poisson na˜o homogeˆneo para modelar pon-
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Figura 1: Se´rie temporal sem mudanc¸a estrutural.
Figura 2: Se´rie temporal com um ponto de mudanc¸a estrutural.
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tos de mudanc¸as em dados sobre poluic¸a˜o de ar na cidade do Me´xico. Whittaker e
Fruhwirth-Schatter (1994) utilizaram modelos de multiprocessamento (West e Harri-
son 1997) para construir um modelo dinaˆmico de pontos de mudanc¸as para detectar
o in´ıcio do crescimento de infecc¸o˜es bacteriolo´gicas. Recentemente, foram propos-
tos modelos nos quais e´ utilizado filtro de part´ıculas para detectar a quantidade de
pontos de mudanc¸as e onde eles esta˜o localizados baseados no modelo de partic¸a˜o
produto proposto por Barry e Hartigan (1992). Chopin (2007), desenvolveu um fil-
tro de part´ıculas para detectar mudanc¸as em se´ries de longa durac¸a˜o, Fearnhead e
Liu (2007) utilizaram filtro de part´ıculas para modelar dados de DNA e Caron et
al. (2012) generalizaram o filtro proposto por Fearnhead e Liu (2007) para estimar
paraˆmetros esta´ticos, ale´m dos estados.
Existem outros me´todos que apenas se adaptam a mudanc¸as estruturais na se´rie,
mas na˜o permitem a detecc¸a˜o, ou seja, contam quantas sa˜o e localizam onde tais
mudanc¸as ocorreram. Esse e´ o caso dos modelos de regressa˜o dinaˆmica desenvolvidos
por Raftery et al. (2010) e McCormick et al. (2012). Nesses modelos, incorpora-se um
fator de desconto na variaˆncia da distribuic¸a˜o dos estados, que aumenta a incerteza
em per´ıodos de grande volatilidade. Tal paraˆmetro flexibiliza o modelo de uma tal
maneira que mudanc¸as bruscas na estrutura da se´rie sa˜o corretamente captadas pelo
modelo.
Nesta dissertac¸a˜o foram desenvolvidos modelos dinaˆmicos para dados de conta-
gem quando estes apresentam quebras estruturais, baseados nos modelos de regressa˜o
dinaˆmica proposto por McCormick et al. (2012), e nos filtros de part´ıculas propostos
por Chopin (2007), Fearnhead e Liu (2007) e Caron et al.(2012).
A partir desses estudos propomos novos algortimos representando extenso˜es ine´ditas
para o modelo de regressa˜o dinaˆmica e para o filtro de part´ıculas de Chopin (2007),
para a estimac¸a˜o de paraˆmetros esta´ticos, ale´m dos estados. Denominamos tais algo-
ritmos por como Algoritmo de McCormick com paraˆmetros esta´ticos (McPE) e Filtro
de Chopin com Aprendizado de Part´ıculas (FChAP). Sendo assim, foi poss´ıvel desen-
volver extenso˜es para dados que apresentam superdispersa˜o e/ou inflac¸a˜o de zeros por
meio das distribuic¸o˜es Binomial negativa, Poisson inflacionada de zeros e Binomial
negativa inflacionada de zeros.
Tais modelos foram ilustrados por meio de dados simulados e, posteriormente,
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foram feitas aplicac¸o˜es a cinco se´ries temporais reais de dados de contagem. A dis-
sertac¸a˜o esta´ organizada da seguinte forma:
No Cap´ıtulo 1 descreveu-se os principais aspectos teo´ricos relacionados aos mode-
los dinaˆmicos lineares normais univariado e multivariado. Tal cap´ıtulo e´ de suma im-
portaˆncia para o entendimento das principais caracter´ısticas dos modelos dinaˆmicos,
como o processo de estimac¸a˜o sequencial. Nesse cap´ıtulo apresentam-se, tambe´m, as
diferentes especificac¸o˜es dos modelos dinaˆmicos, como os modelos dinaˆmicos lineares
polinomiais, sazonais e de regressa˜o.
No Cap´ıtulo 2, apresenta-se o pacote dlm associado ao software R. Nesse cap´ıtulo
mostra-se como utilizar as func¸o˜es implementadas no pacote dlm para a simulac¸a˜o
e estimac¸a˜o das diferentes especificac¸o˜es dos modelos dinaˆmicos, ale´m de ilustrar
trechos de programas para fins dida´dicos.
No Cap´ıtulo 3 discutiu-se o modelo dinaˆmico linear generalizado (West et al.,
1985), para distribuic¸o˜es na famı´lia exponencial de Nelder e Wedderburn (1972).
Nesse cap´ıtulo descreve-se como se da´ o processo de estimac¸a˜o, exemplificando-o
pelo modelo dinaˆmico bina´rio. Descreve-se, tambe´m, o modelo dinaˆmico Poisson,
ilustrando o processo de estimac¸a˜o. Tal modelo constitui-se em um pre´-requisito
essencial para o entendimento dos modelos que sera˜o desenvolvidos nesta dissertac¸a˜o.
No Cap´ıtulo 4 descrevem-se as principais ideias relacionadas aos filtros de part´ıculas.
Primeiramente descreve-se o Filtro Bootstrap, FB, desenvolvido por Gordon et al.
(1993). Posteriormente, descreve-se o Filtro de Part´ıculas Auxiliar, FPA, desenvol-
vido por Pitt e Shephard (1999). Tais filtros constituem os filtros de part´ıculas ba´sicos
(Lopes e Tsay, 2011).
Em casos em que existem paraˆmetros esta´ticos a serem estimados pelos mode-
los dinaˆmicos lineares, faz-se necessa´rio o uso de um algoritmo que estime, ale´m dos
estados, os paraˆmetros esta´ticos. Existem treˆs filtros de part´ıculas amplamente di-
vulgados na literatura para a estimac¸a˜o dos estados e dos paraˆmetros esta´ticos. O
primeiro deles e´ o filtro de Liu e West (Liu e West, 2001), o segundo e´ o filtro de
Storvik (Storvik, 2002) e o terceiro filtro e´ o Particle learning (Carvalho et al., 2010).
Tais filtros sa˜o descritos no Cap´ıtulo 5.
No cap´ıtulo 6, descreve-se, de uma forma detalhada, o modelo de regressa˜o pro-
posto por McCormick et al. (2012), propomos o modelo de regressa˜o dinaˆmica Pois-
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son baseado no algoritmo de McCormick et al. (2012). Posteriormente, ilustramos o
modelo de regressa˜o dinaˆmica Poisson por meio de dados simulados.
No Cap´ıtulo 7 sa˜o descritos os filtros de Chopin (2007) e Caron et al. (2012).
Aplicamos os filtros para a distribuic¸a˜o Poisson, e posteriormente os ilustramos por
meio de dados simulados.
No Cap´ıtulo 8 descrevem-se duas extenso˜es ine´ditas que desenvolvemos durante
os trabalhos desta dissertac¸a˜o, para o modelo de regressa˜o dinaˆmica proposto por
McCormick et al. (2012), e para o filtro de part´ıculas de Chopin (2007) para a
estimac¸a˜o conjunta dos estados e dos paraˆmetros esta´ticos. Tais extenso˜es foram
denominadas como Algoritmo de McCormick com paraˆmetros esta´ticos (McPE) e
Filtro de Chopin com Aprendizado de Part´ıculas (FChAP).
No Cap´ıtulo 9 aplicou-se os novos algoritmos McPE e FChAP para o caso em que
os dados apresentam superdispersa˜o, onde utilizou-se a distribuic¸a˜o Binomial Nega-
tiva. Posteriormente, aplicaram-se os novos algoritmos para o caso em que os dados
apresentam superdispersa˜o e/ou inflac¸a˜o de zeros, para as distribuic¸o˜es Binomial Ne-
gativa Inflacionada de Zeros e Poisson Inflacionada de Zeros. Os algoritmos foram
ilustrados por meio de dados simulados para cada modelo.
No Cap´ıtulo 10 os modelos propostos nos Cap´ıtulos 6, 7, 8 e 9 foram aplicados a
cinco se´ries temporais reais de dados de contagem. Por fim, no Cap´ıtulo 11, fazemos
as considerac¸o˜es finais da dissertac¸a˜o e apontamos poss´ıveis trabalhos futuros.
A Tabela 1 traz um guia ao leitor sobre quais algoritmos foram criados, descric¸a˜o
e simulac¸o˜es e aplicac¸o˜es aos dados para cada modelo estudado nesta dissertac¸a˜o.
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Sec¸o˜es 7.1.3 e 7.2.5 Sec¸o˜es 10.2.1,
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Sec¸a˜o 10.1.1
BN com ponto de
mudanc¸a
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10.2.2, 10.2.3 e
10.2.4
ZIP McPE Sec¸a˜o 9.2.1.1 e
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Sec¸a˜o 10.1.1
ZIP com ponto de
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McPE e FChAP Sec¸a˜o 9.2.1.2 Sec¸o˜es 10.2.3 e
10.2.4
ZINB McPE Sec¸a˜o 9.2.2.1 e
apeˆndice F.3
Sec¸a˜o 10.1.1
ZINB com ponto de
mudanc¸a





Os modelos dinaˆmicos lineares representam um caso particular do que foi batizado
na literatura estat´ıstica como modelos dinaˆmicos. Ainda que o tema central desta
dissertac¸a˜o na˜o envolva a suposic¸a˜o de normalidade ou linearidade, entendemos que
diversas caracter´ısticas de interesse podem ser mais bem visualizadas a partir do
estudo do caso normal, para o qual os resultados sa˜o sempre mais simples. Nesse
sentido, optou-se por explorar, neste cap´ıtulo, os principais aspectos dos modelos
dinaˆmicos lineares a fim de descrever os fundamentos ba´sicos dessa classe de modelos.
Este cap´ıtulo se divide da seguinte forma: na Sec¸a˜o 1.1 sa˜o descritos os aspectos
teo´ricos a respeito do modelo dinaˆmico linear normal univariado, como estimac¸a˜o e
previso˜es. Na Sec¸a˜o 1.2 o modelo univariado e´ extendido para o caso multivariado.
A Sec¸a˜o 1.3 e´ responsa´vel por mostrar as diferentes espeficac¸o˜es do modelo dinaˆmico
linear normal. Atrave´s dessas especificac¸o˜es pode-se modelar se´ries temporais com
tendeˆncias polinomiais, se´ries que apresentam sazonalidade ou tambe´m ajustar um
modelo de regressa˜o dinaˆmica ou esta´tica.
Para as Sec¸o˜es de 1.1 a 1.3 os aspectos teo´ricos supo˜em que as variaˆncias sa˜o
conhecidas. Entrentanto, na pra´tica essa suposic¸a˜o e´ irreal e tais paraˆmetros devem
ser estimados. Sendo assim, na Sec¸a˜o 1.4 o modelo dinaˆmico linear normal e´ estendido
no sentido de permitir a estimac¸a˜o de paraˆmetros desconhecidos.
18
1.1 Modelo Dinaˆmico Linear Normal Univariado -
MDLNU
Segundo West e Harrison (1997), o modelo dinaˆmico linear (MDL) normal univa-
riado1 e´ a forma mais simples de um MDL, mas, apesar de sua simplicidade, traz
os principais conceitos sobre modelagem dinaˆmica. As ide´ias tratadas aqui sa˜o usa-
das em praticamente todos os modelos dinaˆmicos propostos na literatura. O Modelo
Dinaˆmico Linear Normal Univariado (MDLNU) e´ descrito pelas seguintes componen-
tes:
• Equac¸a˜o das observac¸o˜es:
yt = θt + vt, vt ∼ N(0, Vt); (1.1)
• Equac¸a˜o do sistema (ou evoluc¸a˜o):
θt = θt−1 + wt, wt ∼ N(0,Wt); (1.2)
• Informac¸a˜o inicial:
(θ0|D0) ∼ N(m0, C0),
A se´rie temporal observada, yt, modelada em func¸a˜o do processo latente ou na˜o
oservado, θt, e´ tal que os componentes aleato´rios vt e wt sa˜o assumidos serem inde-
pendentes entre si e de (θ0|D0). Os componentes wt controlam a evoluc¸a˜o da se´rie
atrave´s da variaˆncia Wt, de forma que valores pequenos dessa variaˆncia implicam em
uma evoluc¸a˜o mais suave da se´rie. Nos modelos dinaˆmicos, a raza˜o Wt/Vt possui
uma interpretac¸a˜o interessante acerca da trajeto´ria da se´rie. Quando esta raza˜o e´
relativamente pequena (Vt > Wt), isso implica que a maior parte do movimento da
se´rie se da´ pelas observac¸o˜es. Em contrapartida, para valores relativamente grandes
(Wt > Vt), o movimento da se´rie se da´, em parte pelas observac¸o˜es, mas tambe´m
devido a`s variac¸o˜es dos paraˆmetros de evoluc¸a˜o θt.
1Muitos autores tratam o modelo linear dinaˆmico normal univariado por modelo de primeira
ordem
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A equac¸a˜o (1.1) descreve um modelo linear polinomial de primeira ordem em que
as observac¸o˜es yt variam em torno de um n´ıvel localmente constante θt.
1.1.1 Processo de estimac¸a˜o do sistema e previsa˜o
Para a descric¸a˜o das principais ide´ias envolvidas no processo de estimac¸a˜o de um MDL
univariado, considere as variaˆncias Vt e Wt conhecidas. O processo de estimac¸a˜o e´
composto por treˆs componentes: (1) evoluc¸a˜o da se´rie, (2) previsa˜o de uma nova
observac¸a˜o e (3) atualizac¸a˜o dos paraˆmetros do sistema.
A evoluc¸a˜o do sistema se da´ pela equac¸a˜o do sistema (1.2). Nessa fase e´ utilizada
a distribuic¸a˜o preditiva de θt−1 para determinar a priori no tempo t. A previsa˜o a






Combinando a distribuic¸a˜o a priori no tempo t com a equac¸a˜o de verossimilhanc¸a no
tempo t, via teorema de Bayes, e´ feita a atualizac¸a˜o dos paraˆmetros2
Mais precisamente, busca-se obter as distribuic¸o˜es condicionais do sistema (θs|Dt)
para s < t (suavizac¸a˜o), s = t (filtragem) e s > t (previsa˜o do sistema), respectiva-
mente. Tais processos sera˜o detalhados nas po´ximas sec¸o˜es.
1.1.1.1 Processo de Filtragem
O processo de filtragem se da´ da seguinte maneira:
• Distribuic¸a˜o a posteriori no tempo t− 1:
Para uma me´dia mt−1 e uma variaˆncia Ct−1, ambos obtidos recursivamente,
(θt−1|Dt−1) ∼ N (mt−1, Ct−1) . (1.3)
• Distribuic¸a˜o a priori no tempo t:
2Distribuic¸a˜o a posteriori de θt.
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Figura 1.1: Ana´lise sequencial do processo de estimac¸a˜o do modelo dinaˆmico linear
(θt|Dt−1) ∼ N (at, Rt) , (1.4)
onde at = mt−1 e Rt = Ct−1 +Wt.
• Distribuic¸a˜o preditiva um passo a` frente:
(Yt|Dt−1) ∼ N (ft, Qt) , (1.5)
onde ft = at e Qt = Rt + Vt.
• Distribuic¸a˜o a posteriori no tempo t:
(θt|Dt) ∼ N (mt, Ct) , (1.6)
onde mt = at + Atet, Ct = Rt − A2tQt, At = Rt/Qt e et = Yt − ft.
Para demonstrar os resultados acima, pode-se recorrer ao teorema de Bayes ou a`s
propriedades da distribuic¸a˜o normal. Ambos os casos sa˜o demonstrados por West e
Harrison (1997).
A Figura 1.1 ilustra a ana´lise sequencial do processo de estimac¸a˜o associado ao
modelo dinaˆmico linear normal univariado.
E´ interessante notar que et, definido na equac¸a˜o (1.6) do processo de filtragem,
pode ser interpretado como o erro de previsa˜o, e At como um peso adaptativo dada
a` observac¸a˜o mais recente yt. Ale´m disso, mt pode ser reescrito como:










= Atyt + (1− At)mt−1,
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At tambe´m pode ser interpretado como o quadrado da correlac¸a˜o entre yt e θt, ou
como o quadrado do coeficiente de regressa˜o linear entre θt e yt. De fato, temos que
a covariaˆncia de yt e θt e´ dada por
Cov(yt, θt|Dt−1) = E(ytθt|Dt−1)− E(yt|Dt−1)E(θt|Dt−1) = E [(θt−1 + wt + vt) (θt−1 + wt) |Dt−1]
= E [θt−1 + wt + vt|Dt−1]E [θt−1 + wt|Dt−1]
= Ct−1 +Wt = Rt.
As variaˆncias de yt e θt sa˜o dadas por, respectivamente,
V (yt|Dt−1) = V (E(yt|Dt−1, θt)) + E(V (yt|Dt−1, θt)) = Ct−1 +Wt + Vt = Qt,
e
V (θt|Dt−1) = V (θt−1 + wt|Dt−1) = Ct−1 +Wt = Rt.












isso implica que ρ2yt,θt = Rt/Qt = At.
1.1.1.2 Suavizac¸a˜o
Em ana´lises de se´ries temporais, existe o interesse em reconstruir retrospectivamente
o comportamento de um sistema revisando infereˆncias relativas a tempos passados
valendo-se de toda a informac¸a˜o dispon´ıvel DT . Tal interesse pode ser u´til para
elucidar o entendimento sobre o que ocorreu de fato na se´rie.
Para um MDL definido no in´ıcio da Sec¸a˜o 1.1, as distribuic¸o˜es retrospectivas
(distribuic¸o˜es de suavizac¸a˜o) sa˜o todas gaussianas e, consequentemente, as me´dias
e variaˆncias podem ser facilmente calculadas recursivamente. Ou seja, se (θt+1|DT ) ∼
N(st+1, St+1), enta˜o (θt|DT ) ∼ N(st, St), onde




t+1(st+1 − at+1) (1.7)
St = Ct − CtG′t+1R−1t+1(Rt+1 − St+1)R−1t+1Gt+1Ct, (1.8)
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com valores iniciais sT = mT e ST = CT . A demonstrac¸a˜o pode ser encontrada em
Petris et al. (2012) pa´gina 61.
1.1.1.3 Previsa˜o
As previso˜es considerando h passos a` frente sa˜o baseadas em
E(yt+h|Dt) = E(θt+h + vt+h|Dt)









A incerteza relativa a` previsa˜o h passos a` frente, e´ dada por
V (yt+h|Dt) = V (θt+h + vt+h|Dt)











(Wt+j + Vt+j). (1.10)
Fazendo ft(h) = E(yt+h|Dt) e Qt(h) = V (yt+h|Dt), a distribuic¸a˜o preditiva h
passos a frente e´ dada por
(yt+h|Dt) ∼ N(ft(h), Qt(h)).
1.2 Modelo Dinaˆmico Linear Normal Multivariado-
MDLNM
No MDLNM, o paraˆmetro θt e´ substitu´ıdo por um vetor de paraˆmetros desconhecidos,
θt. O MDLNM e´ caracterizado pelas seguintes componentes:
• Equac¸a˜o das observac¸o˜es:
yt = F
′
tθt + vt, vt ∼ N(0, Vt); (1.11)
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• Equac¸a˜o do Sistema:
θt = G
′
tθt−1 + wt; wt ∼ N(0,Wt); (1.12)
• Informac¸a˜o inicial:
(θ0|D0) ∼ (m0, C0). (1.13)
Em que, Ft e θt sa˜o vetores de dimensa˜o p, com Ft conhecido e Gt e´ uma matriz
p×p que define a evoluc¸a˜o de θt. Novamente, assume-se que vt e wt sa˜o independentes
entre si e de (θ0|D0).
1.2.1 Processo de estimac¸a˜o
Assume-se que as matrizes Ft, Gt, Wt e Vt sa˜o conhecidas. O processo de estimac¸a˜o
se da´ de maneira ana´loga ao caso univariado:
• Distribuic¸a˜o a posteriori no tempo t− 1:
Para um vetor de me´dias mt−1 e uma matriz de covariaˆncias Ct−1, ambos co-
nhecidos,
(θt|Dt−1) ∼ Nn (mt−1, Ct−1) . (1.14)
• Distribuic¸a˜o a priori no tempo t:
(θt|Dt−1) ∼ Nn (at, Rt) , (1.15)
onde at = Gtmt−1 e Rt = GtCt−1G′t +Wt.
• Distribuic¸a˜o preditiva um passo a` frente:
(Yt|Dt−1) ∼ N (ft, Qt) , (1.16)
onde ft = F
′
tat e Qt = F
′
tRtFt + Vt.
• Distribuic¸a˜o a posteriori no tempo t:
(θt|Dt) ∼ Nn (mt, Ct) . (1.17)
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onde mt = at + Atet, Ct = Rt − AtQtA′t, At = RtFtQ−1t e et = Yt − ft.
1.3 Especificac¸a˜o do modelo
1.3.1 Modelos Dinaˆmicos lineares polinomiais
Os modelos dinaˆmicos lineares polinomiais sa˜o um caso particular dos MDL, e sa˜o
amplamente utilizados para descrever o n´ıvel e a tendeˆncia de uma se´rie temporal,
sendo que ambas as componentes (n´ıvel e tendeˆncia) captam variac¸o˜es locais da se´rie
temporal (Petris et al. 2010).
Um modelo polinomial de ordem n e´ um MDL com matrizes Ft e Gt constantes,
ou seja, Ft = F e Gt = G, e func¸a˜o de previsa˜o da forma
ft(m) = E(Yt+m|Dt) = at,0 + at,1m+ . . .+ at,n−1mn−1, m ≥ 0, (1.18)
em que at,0, at,1, . . . , at,n−1 sa˜o func¸o˜es lineares de mt = E(θt|Dt) e sa˜o independentes
de m. Na pra´tica, as matrizes F e G na˜o sa˜o unicamente especificadas, sendo a forma
canoˆnica a mais utilizada.
O MDL canoˆnico e´ descrito e termos da matriz Bloco de Jordan, definida por
Jn(λ) =

λ 1 0 0 . . . 0
0 λ 1 0 . . . 0




... . . .
...
0 0 0 0 . . . 1
0 0 0 0 . . . λ

.
Dentre os MDL polinomiais, treˆs submodelos se destacam:
• Modelo de n´ıvel local - Modelo de ordem 1: O modelo de n´ıvel local nada
mais e´ do que o MDL univariado definido pelas equac¸o˜es (1.1) e (1.2). Para
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esse caso, a distribuic¸a˜o preditiva m passos a frente e´ dada por
Yt+m|Dt ∼ N(mt, Qt(m)), m ≥ 1,
onde Qt(m) = Ct +
∑m
j=1Wt+j + Vt+m = Ct + mW + V e´ a incerteza sobre as
observac¸o˜es futuras. Pode-se observar que a` medida que m cresce (previso˜es
mais long´ıquas), a incerteza sobre tais valores tambe´m cresce. Sendo assim, os
intervalos de credibilidade tendem a ficar muito largos. Para este modelo, a
func¸a˜o de previsa˜o e´ dada por ft(m) = mt, que e´ localmente constante.
• Modelo de crescimento linear - Modelo de ordem 2: No modelo de cres-
cimento linear o vetor de estados e´ dado por θt = (µt, βt)
′, onde µt e´ usualmente
interpretado como o n´ıvel local (intercepto) e βt como a taxa de crescimento
local (coeficiente angular). O sinal de βt indica a direc¸a˜o do crescimento da
se´rie. Para esse caso, a func¸a˜o de previsa˜o e´ dada por
ft(m) = µˆt +mβˆt. (1.19)
Para maiores detalhes sobre o modelo de segunda ordem, o leitor interessado
deve consultar West e Harrison (1997), Cap´ıtulo 7.
• Modelo polinomial de ordem n: Os modelos de n´ıvel local e de crescimento
linear sa˜o casos especiais do modelo polinomial de ordem n. Tal modelo possui
um espac¸o de estados n-dimensional e e´ descrito pelas matrizes
F = (1, 0, . . . , 0);
G = Jn(1);
W = diag(W1,W2, . . . ,Wn). (1.20)
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Matematicamente, o modelo pode ser escrito como
Yt = θt,1 + vt
θt,j = θn−1,j + θt−1,j+1 + wt,j j = 1, . . . , n− 1
θt,n = θt−1,n + wt,n.
Portanto, para j = 2, . . . , n, o j-e´simo componente do vetor de estados, em
qualquer tempo t, representa o incremento da (j−1)-e´sima componente durante
o pro´ximo intervalo de tempo, enquanto que a primeira componente representa
a resposta me´dia, ou o n´ıvel da se´rie (Petris et. al. 2010). A func¸a˜o de previsa˜o
ft(m) e´ dada pela equac¸a˜o (1.18).
1.3.2 Modelos Dinaˆmicos lineares sazonais via Se´rie de Fou-
rier
Na pra´tica, nos deparamos com diversos casos em que os fenoˆmenos observados pos-
suem comportamentos c´ıclicos e perio´dicos bem definidos. Sendo assim, se faz ne-
cessa´rio construir um modelo matema´tico que possa reproduzir e prever esse compor-
tamento c´ıclico. No contexto dos MDL, existem duas maneiras t´ıpicas de descrever
sazonalidade, atrave´s de efeitos sazonais de forma livre ou atrave´s de representac¸o˜es
por se´rie de Fourier (West e Harrison 1997). Neste trabalho, no entanto, iremos focar
na abordagem por se´rie de Fourier.
Seja g(t) uma func¸a˜o real qualquer definida nos inteiros na˜o-negativos, t = 0, 1, . . ..
Dizemos que g(t) e´ c´ıclica se, para algum p > 1, e para todo t, n ≥ 0 implica em
g(t + np) = g(t). Assim, qualquer func¸a˜o perio´dica discreta assume valores somente
no conjunto ψ = (ψ1, . . . , ψp), onde ψt = g(i).
A ide´ia utilizada para a construc¸a˜o desses modelos e´ escrever o vetor ψ como
combinac¸a˜o linear de func¸o˜es trigonome´tricas necessariamentes perio´ridas. Sendo
assim, usando identidades trigonome´tricas, pode-se provar que quaisquer p nu´meros
reais ψ1, . . . , ψp podem ser representados por
ψj = a0 +
h∑
r=1
[arcos(αrj) + brsen(αrj)], (1.21)
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onde α = 2pi
p
e h e´ o maior inteiro na˜o superior a p
2
. As quantidades ar e br sa˜o
conhecidas como coeficientes de Fourier.
Usualmente, a me´dia da se´rie e´ modelada separadamente, resultando em a0 = 0.












1/2 e γr = arctan(−br/ar).
O termo Sr(.) e´ chamado de r-e´simo harmoˆnico. As quantidades Ar, αr e γr repre-
sentam a amplitude, a frequeˆncia e a fase de Sr(.) respectivamente.
Na visa˜o dos MDL, faz-se necessa´rio descrever cada Sr(t+ 1) em func¸a˜o de Sr(t).
Petris et al. (2009) mostram que os valores de r-e´simo harmoˆnico Sr(t) e seu respec-
tivo conjugado S∗r (t), determinam, conjuntamente, os valores de Sr(t+ 1) e S
∗
r (t+ 1),
ou seja, cria-se um paraˆmetro artificial adicional, S∗r (t), ao sistema, com a finalidade
de viabilizar a descric¸a˜o da evoluc¸a˜o de cada harmoˆnico na estrutura dos modelos
dinaˆmicos.
Quando p e´ par, Sp/2(t+ 1) = −Sp/2(t), de maneira que o u´ltimo harmoˆnico sim-
plesmente muda de sinal a cada passagem do tempo (Rodrigues, 2011). Sendo assim,
a inclusa˜o de seu conjugado no vetor de paraˆmetros do sistema traz redundaˆncia ao
modelo. Dessa forma, a paridade de p e´ importante na especificac¸a˜o das matrizes F
e G.
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
.
Um MDL na forma de Fourier e´, enta˜o, definido como sendo qualquer MDL na
forma {Fimpar,Gimpar, ., .} se p for ı´mpar, e {Fpar,Gpar, ., .} se p for par.
Posteriormente, no cap´ıtulo dedicado ao pacote estat´ıstico dlm do software R,
iremos ilustrar bem como simular e ajustar o modelo dinaˆmico linear sazonal.
Para facilitar o entendimento dos modelos dinaˆmicos lineares sazonais tratou-se o
caso em que os harmoˆnicos evoluem deterministicamente no tempo. Em contrapar-
tida, o analista pode especificar uma matriz W diferente de zero para incorporar a
natureza dinaˆmica da sazonalidade. Neste caso, e´ natural pensar em W como uma
matriz bloco diagonal. Vale ressaltar que a adic¸a˜o de erros na˜o nulos wt faz com
que os fatores sazonais na˜o sejam mais, de fato, perio´dicos. De qualquer maneira, a
func¸a˜o de previsa˜o m-passos a frente, independentemente da formulac¸a˜o esta´tica ou
dinaˆmica, e´ perio´dica, a depender, unicamente, de m e de E(θt|Dt) = mt.
1.3.3 Modelos Dinaˆmicos lineares de regressa˜o
Os modelos aprsentados ate´ o momento utilizam o vetor de paraˆmetros θt para des-
crever a evoluc¸a˜o temporal de uma varia´vel de interesse Yt. No entanto, em certos
casos, podem existir covaria´veis, digamos Xt, que ajudem a descrever essa evoluc¸a˜o.
Tais covaria´veis sa˜o incorporadas nos MDLs atrave´s da matriz Ft. Sendo assim, o
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MDL tambe´m pode ser visto como uma extensa˜o dos modelos de regressa˜o esta´ticos,
uma vez que, os paraˆmetros sa˜o dinaˆmicos.
Com base nisso, considere modelar a se´rie Yt utilizando uma colec¸a˜o de covaria´veis
independentes X1, . . . , Xn. O i-e´simo valor da covaria´vel Xt no tempo t e´ assumido
conhecido, e e´ denotado por Xit (i = 1, . . . , n e t = 1, . . .). Usualmente um termo
constante e´ inclu´ıdo no modelo, fazendo a primeira coluna da matriz de covaria´veis
igual a 1.
Para t = 1, . . ., seja Ft o vetor de regressa˜o dado por F
′
t = (X1t, . . . , Xnt). O
modelo linear dinaˆmico de regressa˜o e´ definido pela qua´drupla {Ft, I, Vt,Wt}, para
alguma variaˆncia observacional Vt e matrizes de variaˆncias da equac¸a˜o de evoluc¸a˜o Wt.
Considere a estrutura do modelo dinaˆmico linear normal multivariado com Gt = I.
Dessa forma, tem-se:
• Equac¸a˜o das observac¸o˜es:
Yt = F
′
tθt + vt, vt ∼ N(0, Vt);
• Equac¸a˜o do sistema:
θt = θt−1 + wt, wt ∼ N(0,Wt),
onde θt = (θ1t, . . . , θnt). Logo, a equac¸a˜o das observac¸o˜es pode ser escrita como
Yt = µt + vt,







Para ver que essa especificac¸a˜o e´ uma generalizac¸a˜o do modelo regressa˜o esta´tico,
se Wt = 0 para todo t, enta˜o na˜o existe um erro estoca´stico nos estados. Sendo assim,
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θt = θ, ou seja, os estados sa˜o constantes no tempo. Com isso, o modelo se reduz a
Yt = F
′
tθt + vt, vt ∼ N(0, Vt),
que nada mais e´ do que o modelo de regressa˜o esta´tico. Logo, como observado, o
MDL permite que seja adicionada uma dinaˆmica evolutiva no tempo para o vetor
dos paraˆmetros. Tal propriedade pode ser vista como uma grande vantagem, pois
com essa estrutura pode-se modelar dados estat´ısticos via amostragem aleato´ria, ou
realizar regressa˜o no tempo uma vez que o modelo capta essa dependeˆncia temporal.
Muitos modelos autoregressivos de se´ries temporais como os modelos ARMA e
ARIMA podem ser especificados como um MDL ao definir-se, de maneira adequada,
as matrizes Ft e Gt. Maiores informac¸o˜es a respeito dos modelos autoregressivos,
bem como outros tipos de modelos de regressa˜o, podem ser encontrados em West e
Harrison (1997), Cap´ıtulo 9.
1.4 Modelos dinaˆmicos com paraˆmetros desconhe-
cidos
Nas sec¸o˜es anteriores desenvolveu-se a teoria dos MDL’s supondo-se que a qua´drupla
{Ft, Gt, Vt,Wt} e´ completamente conhecida. Isso foi feito com o objetivo de simplificar
o estudo das principais propriedades dos modelos dinaˆmicos lineares. Na pra´tica, e´
raro o conhecimento completo dessa quadru´pla. Muitas vezes, as matrizes Ft e Gt,
que esta˜o relacionadas com a especificac¸a˜o do modelo, sa˜o totalmente conhecidas,
entretanto, as matrizes de covariaˆncias Vt e Wt, na˜o o sa˜o.
Nesta sec¸a˜o assume-se que as matrizes do modelo dependem de um vetor de
paraˆmetros desconhecidos ψ. Usualmente, esses paraˆmetros sa˜o esta´ticos no tempo,
mas existem casos em que essa matriz pode ser dinaˆmica ψt, e assim, me´todos recur-
sivos de estimac¸a˜o devem ser usados para sua estimac¸a˜o.
Nessa sec¸a˜o sera˜o ilustrados a abordagem cla´ssica e bayesiana para a estimac¸a˜o
do vetor de paraˆmetros esta´ticos ψ.
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1.4.1 Abordagem cla´ssica - Estimac¸a˜o por Ma´xima Verossi-
milhanc¸a
Suponha que temos n vetores aleato´rios, Y1, . . . , Yn, os quais suas respectivas distri-
buic¸o˜es dependem do paraˆmetro esta´tico ψ. A densidade conjunta das observac¸o˜es,
dado um valor particular de ψ, e´ denotada por p(y1, . . . , yn|ψ). Considerando que,
dado ψ, as observac¸o˜es sa˜o independentes, a func¸a˜o de verossimilhanc¸a e´ dada por













(yt − ft)′Q−1t (yt − ft), (1.24)
onde ft e Qt dependem, implicitamente, de ψ. O estimador de ma´xima verossimi-
lhanc¸a de ψ, e´ o valor do paraˆmetro que maximiza (1.23) ou (1.24), ou seja,
ψˆ = argmaxψl(ψ).
Sob certas condic¸o˜es de regularidade (Cox e Hinkley, 1974), a matriz de informac¸a˜o
de Fisher observada, ou a inversa da matriz Hessiana de (1.24), calculada no ponto
ψˆ, fornece a matriz de covariaˆncias para o estimador de ma´xima verossimilhanc¸a de
ψ.
1.4.2 Abordagem Bayesiana - Procedimentos online e oﬄine
de estimac¸a˜o
Formalmente, o modelo de espac¸o de estados consiste de uma se´rie temporal {θt}∞t=1
e uma outra se´rie temporal {Yt}∞t=1, satisfazendo as seguintes suposic¸o˜es (Petris et.
al 2010):
(A.1) {θt} e´ uma cadeia de Markov.
(A.2) Condicionalmente a θt, os Y
′
t s sa˜o independentes e dependem de θt, e tambe´m,
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para um caso mais geral, de um vetor de paraˆmetros esta´ticos ψ.
Na abordagem Bayesiana o vetor de paraˆmetro ψ e´ tratado como um vetor aleato´rio,
o conhecimento a priori sobre ψ e´ expresso por p(ψ). Portanto, para todo n ≥ 1, e
satisfazendo as condic¸o˜es (A.1)-(A.2), assume-se que
(θ0, θ1, . . . , θn, Y1, . . . , Yn, ψ) ∼ p(θ0|ψ)p(ψ)
n∏
t=1
p(yt|θt, ψ)p(θt|θt−1, ψ). (1.25)
Denotando-se os dados por Dt = (y1, . . . , yt), as infereˆncias sobre os estados θs
no tempo s e sobre os paraˆmetros ψ sa˜o feitas tomando como base a distribuic¸a˜o a
posteriori conjunta, isto e´,
p(θs, ψ|Dt) = p(θs|Dt−1, ψ)p(ψ|Dt−1). (1.26)
Pode-se estar interessado em descrever P (θs, ψ|Dt) quando, s = t, para problemas
de filtragem, quando s > t, para problemas de previsa˜o, ou quando s < t para
suavizac¸a˜o, conforme descrito na Sec¸a˜o 1.1. A distribuic¸a˜o marginal de θs, dado
Dt, pode ser obtida de (1.26), integrando P (θs, ψ|Dt) em relac¸a˜o a ψ. Portanto, a




Em alguns modelos simples e usando prioris conjugadas, a distribuic¸a˜o a posteriori
dos estados e´ obtida de forma fechada, aplicando-se recursivamente o teorema de
Bayes. Em geral, ca´lculos anal´ıticos sa˜o intrata´veis, sendo assim, os me´todos MCMC
(estimac¸a˜o oﬄine) e os me´todos Monte Carlo Sequeˆnciais (estimac¸a˜o online)3 apro-
ximam, de forma eficiente, as distribuic¸o˜es a posteriori de interesse.
Nos pro´ximos cap´ıtulos sera˜o abordados ambos os me´todos de estimac¸a˜o. Sendo
que, para o caso online, nos restringiremos a`s especificac¸o˜es das matrizes Wt e Vt. O
me´todo geral de estimac¸a˜o recursiva, baseada em filtros de part´ıculas sera´ abordado
posteriormente com maiores detalhes.
3Por exemplo, me´todos baseados em filtros de particulas.
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1.4.2.1 Especificac¸a˜o de Wt por fatores de desconto
A estrutura e a magnitude das matrizes de covariaˆncia Wt possuem um papel cru-
cial na determinac¸a˜o de como as observac¸o˜es passadas influenciara˜o a estimac¸a˜o dos
estados e previsa˜o. Por simplicidade, considere Wt uma matriz diagonal. Valores
grandes dos elementos da diagonal de Wt implicam em uma grande incerteza acerca
da evoluc¸a˜o dos estados, de modo que uma grande quantidade de informac¸a˜o da
amostra e´ perdida na evoluc¸a˜o de θt−1 para θt. As u´ltimas observac¸o˜es de Dt−1 da˜o
informac¸o˜es sobre θt, que, no entanto, tornam-se de pouca relevaˆncia na previsa˜o θt.
Nas recurso˜es do filtro de Kalman, a incerteza sobre θt−1 dado Dt−1 e´ resumida
pela matriz de covariaˆncia condicional V (θt−1|Dt−1) = Ct−1. A evoluc¸a˜o de θt−1
para θt atrave´s da equac¸a˜o de estado θt = Gtθt−1 + wt, implica em um aumento da
incerteza, uma vez que V (θt|Dt−1) = Rt = G′tCt−1Gt + Wt. Assim, se Wt = 0, tem-
se que Rt = V ar(Gtθt−1|Dt−1) = Pt, ou seja, Pt representa a incerteza associada a`
projec¸a˜o do sistema, livre de variac¸o˜es estoca´sticas, no tempo t. Neste sentido, Wt
expressa a perda de informac¸a˜o na evoluc¸a˜o de θt−1 para θt. Devido ao componente
de erro estoca´stico do estado na equac¸a˜o de evoluc¸a˜o, a perda depende da magnitude






onde δ ∈ (0, 1]. Segue que Rt = (1/δ)Pt. O paraˆmetro δ e´ chamado de fator de
desconto e pode ser interpretado como a proporc¸a˜o da informac¸a˜o que se mante´m
entre os per´ıodos t − 1 e t. Esse me´todo foi proposto por Harrison e Scott (1965)
com o objetivo de definir uma estrutura, para cada Wt, que depende unicamente de
quantidades conhecidas e do fator de desconto δ, uma vez que, na abordagem online,
a estimac¸a˜o de Wt e´ analiticamente intrata´vel.
Se δ = 1, enta˜o Wt = 0, e assim, na˜o ha´ perda de informac¸a˜o na evoluc¸a˜o de
θt−1 para θt. Na pra´tica, o valor do fator de desconto e´ usuamente fixo entre 0.9 e
0.99, ou e´ escolhido pelo diagno´stico para a selec¸a˜o de modelos, por exemplo, olhando
para o desempenho do modelo preditivo para diferentes valores de δ (Petris 2010).
Valores abaixo de 0.8 tendem a introduzir muita incerteza, produzindo intervalos de
predic¸a˜o muito largos. Em contrapartida, valores muito elevados tornam o sistema
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com mudanc¸as muito suaves (da-Silva et al., 2011).
1.4.2.2 Modelos Dinaˆmicos Lineares com Vt desconhecido
Tipicamente, os modelos dinaˆmicos lineares com variaˆncia observacional desconhe-
cida, Vt, sa˜o aplica´veis quando as matrizes de covariaˆncias Vt sa˜o consideradas esta´ticas,
ou seja, Vt = V . Tal suposic¸a˜o traz maior facilidade anal´ıtica e computacional para o
estudo. Seja φ = V −1 o paraˆmetro de precisa˜o das observac¸o˜es. Como de costume na
pra´tica Bayesiana, atribui-se priori Gama, ou Normal Inversa para φ, no caso univa-
riado. Para o caso em que deseja-se modelar V diretamente, usualmente e´ atribu´ıdo
a distribuic¸a˜o gamma inversa como priori. Para o caso univariado, essa distribuic¸a˜o e´
descrita por p(φ|D0). Para o caso multivariado, a distribuic¸a˜o empregada como priori
para φ e´ a correspondente da distribuic¸a˜o gama no caso multivariado, denominada
distribuic¸a˜o de Wishart.
O modelo dinaˆmico linear, para o caso univariado, com V constante e desconhe-
cido, pode ser representado pelas seguintes componentes (West e Harrison 1997, pa´g.
53):
• Equac¸a˜o das observac¸o˜es:
Yt = µt + vt vt ∼ N(0, V ),
• Equac¸a˜o do sistema:
µt = µt−1 + wt wt ∼ N(0, V W ∗t ),
• Informac¸a˜o inicial:














t , n0 e d0 conhecido.
De posse da estrutura do modelo apresentada acima, temos os seguintes resultados
distribucionais para t ≥ 1 (West e Harrison 1997, pa´g. 54):
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(a) Condicional em V :








t + 1, et = Yt − ft e At = R∗t /Q∗t .
Enta˜o
(µt−1|Dt−1, V ) ∼ N(mt−1, V C∗t−1),
(µt|Dt−1, V ) ∼ N(mt−1, V R∗t ),
(Yt|Dt−1, V ) ∼ N(ft, V Q∗t ),
(µt|Dt, V ) ∼ N(mt, V C∗t ),
com mt = mt−1 + Atet e C∗t = R
∗
t − A2tQ∗t = At.



















onde nt = nt−1 + 1 e dt = dt−1 + e2t/Q
∗
t .
(c) Incondicional a V :
Defina St−1 = dt−1/nt−1, Ct−1 = St−1C∗t−1, Rt = St−1R
∗





t e St = dt/nt. Enta˜o
(µt−1|Dt−1) ∼ Tnt−1(mt−1, Ct−1),
(µt|Dt−1) ∼ Tnt−1(mt−1, Rt),
(Yt|Dt−1) ∼ Tnt−1(ft, Qt),
(µt|Dt) ∼ Tnt(mt, Ct),
(d) Definic¸a˜o operacional das eqs. de evoluc¸a˜o: Defina Qt = Rt+St−1 e At = Rt/Qt.
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Enta˜o
mt = mt−1 + Atet,
Ct = (St/St−1)[Rt − A2tQt] = AtSt,
nt = nt−1 + 1,
dt = dt−1 + St−1e2t/Qt,
St = dt/nt.
As demonstrac¸o˜es sa˜o encontradas em West e Harrison (1997), pa´gs. 54 e 55. Todos
os passos da derivac¸a˜o Bayesiana do modelo Normal-Gamma sa˜o encontrados em
West e Harrison (1997), Sec¸a˜o 17.3.
1.4.2.3 Um modelo com fator de desconto para Vt varia´vel no tempo
A condic¸a˜o de variaˆncia constante Vt = V pode na˜o ser realista. Sendo assim, a
aplicac¸a˜o de fatores de desconto, descrita para espeficac¸a˜o da matriz Wt, tambe´m
pode ser aplicada ao paraˆmetro de precisa˜o φ ou para a matriz Vt. Nessa sec¸a˜o, essa
abordagem sera´ dada resumidamente.
Considere o MDL desenvolvido na sec¸a˜o anterior. Suponha que, no tempo t− 1,
a distribuic¸a˜o do paraˆmetro de precisa˜o seja dada por
(φt−1|Dt−1) ∼ Gamma(nt−1/2, dt−1/2). (1.29)
Atualizando para o tempo t, e´ deseja´vel reter a forma da distribuic¸a˜o gamma
para p(φt|Dt−1), uma vez que e´ conjugada com a verossimilhanc¸a para a evoluc¸a˜o do
sistema baseado na pro´xima observac¸a˜o Yt. Esta restric¸a˜o levou ao desenvolvimento
de um me´todo denominado variance descounting para modelar um decaimento da
informac¸a˜o sobre a precisa˜o, e, portanto a variaˆncia entre pontos no tempo, mantendo
a forma gamma para as distribuic¸o˜es a priori e posteriori. Com base na posteriori no
tempo t− 1, equac¸a˜o (1.29), suponha que φt e´ obtido a partir de φt−1 por um modelo
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onde 0 < δ < 1. Note que o valor esperado na˜o muda E(φt|Dt−1) = E(φt−1|Dt−1) =
nt−1/dt−1, enquanto que a variaˆncia e´ maior V (φt|Dt−1) = (1/δ)V (φt−1|Dt−1). Mai-
ores detalhes podem ser encontrados em West e Harrison (1997) Sec¸a˜o 10.8. As
fo´rmulas de recursa˜o do filtro de Kalman com fatores de desconto na variaˆncia sa˜o
encontrados em West e Harrison (1997), pa´g. 362.
No pro´ximo cap´ıtulo sera´ descrito o pacote dlm do software R. Tal pacote conte´m
func¸o˜es que permitem a simulac¸a˜o, o ajuste e previso˜es utilizando os modelos dinaˆmicos




Os modelos dinaˆmicos lineares sa˜o representados no pacote dlm como listas de nomes
como uma classe de atributos, o que torna-os objetos da classe ’dlm’ (R development,
2011). Objetos de classe dlm podem representar MDL’s constantes ou variantes no
tempo. Um MDL constante e´ completamente especificado, uma vez que as matrizes
de F, V, L,W,C0, e o vetor m0 sa˜o dados. No R, estes componentes sa˜o armazenados
em um objeto dlm como elementos de FF, V,GG,W,C0, e m0, respectivamente. O
pacote tambe´m oferece va´rias func¸o˜es que criam determinadas classes de MDL’s,
exigindo a especificac¸a˜o de poucas caracter´ısticas (inputs) pelo usua´rio.
O MDL geral univariado ou multivariado pode ser especificado usando a func¸a˜o
dlm. Esta func¸a˜o cria um objeto dlm a partir de seus componentes, realizando al-
gumas verificac¸o˜es nos inputs, tais como testar as dimenso˜es das matrizes para a
consisteˆncia. O input pode ser dado como uma lista de argumentos ou apenas com
um argumento. O pacote dlm permite fazer simulac¸o˜es, filtragens e suavizac¸o˜es.
Para ilustrar o uso do pacote, apresentam-se 3 exemplos com os co´digos respec-
tivos descritos no texto. No primeiro exemplo, simula-se um modelo dinaˆmico linear
polinomial, no segundo simula-se um modelo dinaˆmico linear sazonal e por u´ltimo,
simula-se um modelo dinaˆmico linear de regressa˜o. Maiores informac¸o˜es sobre mo-
delos dinaˆmicos utilizando o software R, ale´m de outras func¸o˜es implementadas no
pacote dlm, podem ser consultadas em Petris et. al. (2010).
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2.1 Exemplo 1 - MDL Polinomial
Nesta sec¸a˜o apresenta-se a simulac¸a˜o de um modelo dinaˆmico linear polinomial de
segunda ordem. Aqui fixamos os paraˆmetros do modelo como:
• m0 = (300, 0)
• C0 = diag(1, 2)
• V = 1000
• W = (10, 1)
Para definir o modelo utilizou-se a func¸a˜o dlmModPoly. Para simular desse modelo
utilizou-se a func¸a˜o dlmForecast (Petris et. al. 2010). De posse dos dados simulados,
utilizou-se a func¸a˜o dlmFilter para estimar o n´ıvel µt, para t = 1, . . . , 100. Atrave´s da
func¸a˜o dlmFilter, e´ poss´ıvel fazer previso˜es um passo a frente para a se´rie simulada
Yt. Observando os valores fixados para os paraˆmetros, vale ressaltar que escolheu-se
uma priori vaga (θ0|D0) ∼ N2(m0, C0). Por fim, utilizamos a func¸a˜o dlmSmooth
para suavizar os valores do n´ıvel.
A programac¸a˜o utilizada e´ apresentada abaixo. A Figura 2.1 mostra a se´rie
histo´rica yt em cinza, a me´dia µt em vermelho, as estimativas em linhas pretas e
os intervalos de credibilidade de 95% em linhas tracejadas para os modelos simula-
dos.
MDL Polinomial
1 #Modelo dina^mico polinomial




7 N <- 100
m0=rnorm(2,c(300 ,0))
9 mod <- dlmModPoly(order=2, dW=c(10,1), dV=1000, m0=m0, C0=diag (1,2))
11 aux <- dlmForecast(mod , nAhead=N, sampleNew =1)
y <- as.ts(aux$newObs [[1]])
13 mu.real <- as.ts(aux$newStates [[1]])
15 #Bloco 2: Filtragem
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17 mod$m0 <- rep(0,2)
mod$C0 <- 10000
19 filtro <- dlmFilter(y,mod)
C <- dlmSvd2var(filtro$U.C, filtro$D.C)
21 c1 <- sapply (2:(N+1), function(x) sqrt(C[[x]][1 ,1]))
z <- qnorm (0.975)
23 mu.filtro <- dropFirst(filtro$m[,1])
lim.inf.C <- mu.filtro -z*c1
25 lim.sup.C <- mu.filtro+z*c1
27 plot(y,type="o", lwd=3, col="gray", main="", ylab="")
lines(mu.real[,1], col="red", lwd =3)
29 lines(mu.filtro , col="black", lwd =3)
lines(lim.inf.C, col="black", lwd=2, lty =3)
31 lines(lim.sup.C, col="black", lwd=2, lty =3)
33 #Bloco 3: Previs~ao um passo a frente
35 raiz.Q <- dropFirst(residuals(filtro)$sd)
y.previsto <- dropFirst(filtro$f)[,1]
37 lim.inf.Q <- y.previsto -z*raiz.Q
lim.sup.Q <- y.previsto+z*raiz.Q
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plot(y,type="o", lwd=3, col="gray", main="", ylab="")
41 lines(mu.real[,1], col="red", lwd =3)
lines(y.previsto , col="black", lwd=3)
43 lines(lim.inf.Q, col="black", lwd=2, lty =3)





49 S <- dlmSvd2var(suave$U.S, suave$D.S)
s1 <- sapply (2:(N+1), function(x) sqrt(S[[x]][1 ,1]))
51 mu.suave <- dropFirst(suave$s[,1])
lim.inf.S <- mu.suave -z*s1
53 lim.sup.S <- mu.suave+z*s1
55 plot(y,type="o", lwd=3, col="gray", main="", ylab="")
lines(mu.real[,1], col="red", lwd =3)
57 lines(mu.suave , col="black", lwd =3)
lines(lim.inf.S, col="black", lwd=2, lty =3)
59 lines(lim.sup.S, col="black", lwd=2, lty =3)
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(a) Filtragem
(b) Previsa˜o um passo a frente
(c) Suavizac¸a˜o
Figura 2.1: Se´rie histo´rica yt em cinza, me´dia real µt em vermelho, estimativas em
linhas pretas e intervalo de credibilidade de 95% em linhas tracejadas. De cima para
baixo temos: Valores filtrados, valores previstos um passo a frente e valores suavizados
para µt respectivamente.
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2.2 Exemplo 2 - MDL Sazonal
Para exemplificar os principais aspectos metodolo´gicos discutidos na Sec¸a˜o 1.3.2 do
Cap´ıtulo 1 sobre os modelos dinaˆmicos lineares sazonais na forma de Fourier, ilustra-
remos como utilizar o pacote dlm para simular e ajustar dados sazonais. Para tanto,
considere o MDL definido pelas seguintes matrizesF = (1, 0, 1, 0)′ , G =
 J2(1, 2pi/5) 02×2
02×2 J2(1, 4pi/5)
 ,W = 10−4 × I4, V = 20
 .
Esta especificac¸a˜o retrata um modelo com 5 per´ıodos sazonais. Geramos uma se´rie
de tamanho 50, conforme descrito no Bloco 1 da programac¸a˜o abaixo. Utilizando
uma priori vaga para o sistema, estimamos as me´dias µ1, . . . , µ50 utilizando os dados
simulados. A programac¸a˜o completa e´ apresentada abaixo. A Figura 2.2 mostra a
se´rie histo´rica yt em cinza, a me´dia µt em vermelho, as estimativas em linhas pretas e
os intervalos de credibilidade de 95% em linhas tracejadas para os modelos simulados.
Note que os valores estimados pelo procedimento inferencial foram bem pro´ximos dos
valores reais.
MDL Sazonal




#Bloco 1: Gerac¸~ao dos dados
7
N <- 50
9 p <- 5
mod <- dlmModTrig(s=p, dW=rep(1e-4, p-1), dV=20, m0=rnorm(p-1), C0=diag(1,p-1))
11 aux <- dlmForecast(mod , nAhead=N, sampleNew =1)
y <- aux$newObs [[1]]
13 mu.real <- aux$newStates [[1]]
15 #Bloco 2: Filtragem
17 mod$m0 <- rep(0,p-1)
mod$C0 <- diag(1e+7,p-1)
19 filtro <- dlmFilter(y,mod)
C <- dlmSvd2var(filtro$U.C, filtro$D.C)
21 c1 <- sapply (2:(N+1), function(x) sqrt(mod$FF% *% C[[x]]% *% t(mod$FF)))
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z <- qnorm (0.975)
23 mu.filtro <- dropFirst(filtro$m[,1])
lim.inf.C <- mu.filtro -z*c1
25 lim.sup.C <- mu.filtro+z*c1
27 plot(y,type="b", lwd=3, col="gray", main="", ylab="")
lines(mu.real[,1], col="red", lwd =3)
29 lines(mu.filtro , col="black", lwd =3)
lines(lim.inf.C, col="black", lwd=2, lty =3)
31 lines(lim.sup.C, col="black", lwd=2, lty =3)
33 #Bloco 3: Previs~ao um passo a frente
35 raiz.Q <- dropFirst(residuals(filtro)$sd)
y.previsto <- dropFirst(filtro$f)[,1]
37 lim.inf.Q <- y.previsto -z*raiz.Q
lim.sup.Q <- y.previsto+z*raiz.Q
39
plot(y,type="b", lwd=3, col="gray", main="", ylab="", ylim=c(-20,20))
41 lines(mu.real[,1], col="red", lwd =3)
lines(y.previsto , col="black", lwd=3)
43 lines(lim.inf.Q, col="black", lwd=2, lty =3)





49 mod$C0 <- diag(1e+7,p-1)
aux <- dlmSmooth(y,mod)
51 mu.suave <- dropFirst(aux$s)
S <- dlmSvd2var(aux$U.S, aux$D.S)
53 z <- qnorm (0.975)
tmp <- sapply (2:(N+1), function(x) sqrt(mod$FF% *% S[[x]]% *% t(mod$FF)))
55 mu.suave <- mu.suave\% *\% t(mod$FF)
lim.inf.S <- mu.suave -z*tmp
57 lim.sup.S <- mu.suave+z*tmp
59 plot(y,type="b", lwd=3, col="gray", main="", ylab="")
lines(mu.real[,1], col="red", lwd =3)
61 lines(mu.suave , col="black", lwd =3)
lines(lim.inf.S, col="black", lwd=2, lty =3)
63 lines(lim.sup.S, col="black", lwd=2, lty =3)
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(a) Filtragem
(b) Previsa˜o um passo a frente
(c) Suavizac¸a˜o
Figura 2.2: Se´rie histo´rica yt em cinza, me´dia real µt em vermelho, estimativas em
linhas pretas e intervalo de credibilidade de 95% em linhas tracejadas. De cima para
baixo temos: Valores filtrados, valores previstos um passo a frente e valores suavizados
para µt respectivamente.
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2.3 Exemplo 3 - MDL de Regressa˜o
Nesta sec¸a˜o simula-se um modelo dinaˆmico linear de regressa˜o. Para tanto, simula-se
uma regressa˜o linear esta´tica simples com β0 e β1 iguais a` 1 e −2 respectivamente. Os
valores da covaria´vel sa˜o gerados segundo uma distribuic¸a˜o normal padra˜o, ou seja
xt ∼ N(0, 1). Logo, a matriz de planejamento do modelo e´ dada por
F = [1 x].
Fixando σ2 = 4, o erro foi gerado como t ∼ N(0, σ2). Com isso, yt foi gerado
utilizando-se
yt = β0 + β1xt + t,
ou ainda,
y = F′β + .
Feito isso, com o intuito de verificar se o MDL pode ser usado para ajustar modelos
de regressa˜o esta´ticos, os paraˆmetros foram estimados de maneira convencional, uti-
lizando o me´todo de mı´nimos quadrados ordina´rios (func¸a˜o lm). Apo´s a estimac¸a˜o,
esses valores foram usados para comparac¸a˜o com os valores estimados pelo MDL.
A func¸a˜o dlmFilter foi utilizada para estimar o mesmo modelo com base no filtro
de Kalman. O co´digo utilizado para elaborar esse exemplo e´ apresentado abaixo.
Note que os valores estimados para os paraˆmetros sa˜o exatamente os mesmos para as
diferentes func¸o˜es, com diferenc¸a entre as matrizes de variaˆncias estimadas. Assim,




1 #Modelo dina^mico de Regress~ao
3 #Bloco 1: Gerac¸~ao dos dados
5 N <- 100
X <- rnorm(N)
7 F <- cbind(rep(1,N),X)
beta.real <- c(1,-2)
9 epsilon <- rnorm(N,0,2)
11 y <- F% *% beta.real+epsilon
13 #Bloco 2: Estimac¸~ao via MQO
15 reg.lm <- lm(y~X)
coef(reg.lm)
17 vcov(reg.lm)
19 #Bloco 3: Estimac¸~ao via MDL












33 (Intercept) 0.056649826 0.005989684
X 0.005989684 0.047692976
35 > mod <- dlmModReg(X=X)
> filtro <- dlmFilter(y,mod)
37 > filtro$m[N+1,]
[1] 1.140798 -2.036467
39 > dlmSvd2var(filtro$U.C, filtro$D.C)[[N+1]]
[,1] [,2]






A classe dos modelos dinaˆmicos lineares generalizados (MDLG) foi introduzido por
West et. al. (1985). Nessa classe a suposic¸a˜o de normalidade das observac¸o˜es e´ rela-
xada, assumindo-se que a distribuic¸a˜o das observac¸o˜es pertence a` famı´lia exponencial
de Nelder e Weddeburn (1972), ou seja, sua func¸a˜o de probabilidade pode ser escrita
da seguinte forma
p(Yt|ηt, φt) = exp {φt [Ytηt − b(ηt)]} c(Yt, φt),
em que as func¸o˜es b(.) e c(., .) sa˜o func¸o˜es conhecidas, ηt e´ o paraˆmetro natural ou
canoˆnico e φt = V
−1
t e´ o paraˆmetro de precisa˜o da distribuic¸a˜o. Usando propriedades
da func¸a˜o escore1 e´ poss´ıvel mostrar que
E(Yt|ηt, φt) = b′(ηt) = µt,
e




Para descrever um MDLG, considere uma se´rie temporal Yt univariada com φt = φ
conhecido. O modelo dinaˆmico linear generalizado e´ caracterizado pelos seguintes
componentes:
1Primeira derivada da func¸a˜o de log-verossimilhanc¸a.
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• Equac¸a˜o das observac¸o˜es:
Yt|ηt = exp (φt [t(yt)ηt − b(ηt) + c(yt, φt)]) ; t = 1, 2, . . . (3.1)
• Func¸a˜o de Ligac¸a˜o:
g(ηt) = g(E(Yt|ηt)) = F′tθt = λt; (3.2)
• Equac¸a˜o do Sistema:
θt = G
′
tθt−1 + wt; wt ∼ (0,Wt); (3.3)
• Informac¸a˜o inicial:
θ0|D0 ∼ (m0, C0). (3.4)
Note que, diferentemente do caso normal, na˜o ha´ especificac¸a˜o funcional da dis-
tribuic¸a˜o de probabilidade do componente de erro da equac¸a˜o do sistema, wt, nem
da informac¸a˜o inicial θ0. Para essa modelagem faz-se apenas, a especificac¸a˜o de seus
momentos. Aqui e´ assumido que, dado ηt, as observac¸o˜es Yt sa˜o independentes entre
si e dos erros de evoluc¸a˜o wt.
Note, tambe´m, que da equac¸a˜o (3.2), existe uma relac¸a˜o determin´ıstica entre µt,
ηt e λt, ou seja, conhecido o valor de uma dessas componentes pode-se determinar os
valores das outras.
Este cap´ıtulo se divide da seguinte forma: A Sec¸a˜o 3.1 ilustra o passo a passo do
processo de estimac¸a˜o para os modelo lineares generalizados. Na Sec¸a˜o 3.2 tal processo
de estimac¸a˜o e´ exemplificado para o modelo dinaˆmico bina´rio, o qual assume que a
varia´vel resposta segue uma distribuic¸a˜o Binomial. Por fim, na sec¸a˜o 3.3, descreve-se
o modelo dinaˆmico Poisson e seu processo de estimac¸a˜o, o qual foi objeto de estudo
nessa dissertac¸a˜o.
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3.1 Processo de estimac¸a˜o
Assume-se que as matrizes Ft, Gt, Wt e o paraˆmetro de precisa˜o φt sa˜o conhecidos. O
processo inferencial tem o mesmo cara´cter sequencial dos DLM. Pore´m, alguns passos
adicionais sa˜o necessa´rios na estimac¸a˜o dos paraˆmetros do modelo. O procedimento
inferencial pode ser descrito da seguinte forma:
• Reconhecimento dos momentos a priori :
A distribuic¸a˜o a posteriori de θt−1 tem vetor de me´dias mt−1 e matriz de co-
variaˆncias Ct−1. Portanto, pela equac¸a˜o de evoluc¸a˜o, tem-se (θt−1|Dt−1) ∼
(at, Rt), onde at = Gt−1mt−1 e Rt = Gt−1Ct−1G′t−1 + Wt. Como λt = F
′
tθt, a
distribuic¸a˜o do preditor linear e´ parcialmente especificada por
(λt|Dt−1) ∼ (ft, qt), (3.5)
com ft = F
′
tat e qt = F
′
tRtFt.
• Especificac¸a˜o da priori :
Segundo West e Harrison (1997), a distribuic¸a˜o conjugada na escala de ηt possui
forma fechada e e´ normalmente a melhor opc¸a˜o. Na pra´tica pore´m, a especi-
ficac¸a˜o da distribuic¸a˜o a priori tem que ser analisada caso a caso. Por exemplo,
da-Silva et. al. (2011), ao desenvolverem o modelo dinaˆmico Beta, mostram
que ha´ vantagens em se definir uma priori na˜o conjugada.
Suponha, sem perda de generalidade, que o analista optou por estipular a dis-
tribuic¸a˜o a priori, definida pelos hiperparaˆmetros rt e st, diretamente para a
me´dia µt. O pro´ximo passo do ciclo inferencial e´, enta˜o, elicitar os valores de rt
e st em conformidade com a relac¸a˜o g(µt) = λt e com a equac¸a˜o (3.5). Isso e´,
resolve-se o seguinte sistema de equac¸o˜es
ft = E(g(ηt|Dt−1)) = h1(rt, st)
qt = V (g(ηt|Dt−1)) = h2(rt, st).
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• Atualizac¸a˜o da distribuic¸a˜o de ηt:
Uma vez obtida a observac¸a˜o Yt, a distribuic¸a˜o a posteriori de µt e´ obtida via
Teorema de Bayes
p(µt|Dt, φt) ∝ p(yt|µt, Dt−1, φt)p(µt|Dt−1) (3.6)
• Atualizac¸a˜o dos momentos de λt:
Uma vez atualizado os dois primeiros momentos de (ηt|Dt), faz-se o caminho
inverso para obter os momentos correspondentes, f ∗t e q
∗
t , da posteriori de λt.
Ou seja, resolve-se o sistema de equac¸o˜es
E(λt|Dt) = f ∗t = E(g(ηt|Dt))
V (λt|Dt) = q∗t = V (g(ηt|Dt)).
• Atualizac¸a˜o dos momentos de θt:
Para calcular os momentos (mt, Ct) usa-se o estimador conhecido como linear















a estimac¸a˜o dos momentos de (θt|λt, Dt−1) via linear Bayes e´ dada por
Eˆ(θt|λt, Dt−1) = at +RtFt(λt − ft)/qt; (3.8)
Vˆ (θt|λt, Dt−1) = Rt −RtFtF ′tRt/qt. (3.9)
Pelo teorema de Bayes, a distribuic¸a˜o a posteriori de θt e´ obtida pela relac¸a˜o
P (θt|Dt) =
∫
P (θt|λt, Dt−1)P (λt|Dt)dλt (3.10)
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Figura 3.1: Ana´lise sequencial do processo de estimac¸a˜o do modelo dinaˆmico linear
generalizado
Via regra de Bayes, P (θt|Dt) na˜o tem forma fechada conhecida, mas seus momen-





t − ft)/qt. (3.11)
Ct = V (θt|Dt)
= V [Eˆ(θt|λt, Dt−1)] + E[Vˆ (θt|λt, Dt−1)|Dt]
= Rt −RtFtF ′tRt(1− q∗t /qt)/qt. (3.12)
A Figura 3.1 mostra, de maneira ilustrativa, a ana´lise sequencial do processo
inferencial associado ao modelo dinaˆmico linear generalizado.
3.2 Exemplo: Modelo Dinaˆmico Bina´rio
Nessa subsec¸a˜o ilustramos um exemplo para o caso Binomial com a finalidade de
tornar claro o exposto acima. Seja Yt ∼ Bin(nt, pit)














Pode-se reescrever P (Yt|pit) na forma da famı´lia exponencial de Nelder e Wedderburn







φ−1t (ytηt − b(ηt)) + c(yt, φt)
)
, (3.14)
com b(ηt) = ntlog (1 + e











Com isso, a func¸a˜o de ligac¸a˜o e´ dada por





= F ′tθt (3.15)
A u´nica incerteza em relac¸a˜o a` distribuic¸a˜o de Yt dado a informac¸a˜o passada
Dt−1, e´ devido a` incerteza com respeito a ηt. A priori conjugada para ηt tambe´m e´
da famı´lia exponencial. Portanto, possui densidade da forma
P (ηt|Dt−1) = c(rt, st)exp(rtηt − stb(ηt)). (3.16)
Os paraˆmetros rt e st da priori conjugada devem satisfazer a`s seguintes condic¸o˜es:






= E(log(µt)|Dt−1)− E(log(1− µt)|Dt−1)
= ψ(st)− ψ(rt), (3.17)
e qt = V (ηt|Dt−1) = V (log(µt)|Dt−1) + V (log(1− µt)|Dt−1)
= ψ′(st) + ψ′(rt), (3.18)
onde ψ(z) = Γ
′(z)
Γ(z)
e´ a func¸a˜o digama.
Para valores grandes de rt e st, ψ ≈ log(z), enquanto que ψ′(z) ≈ z−1 (vide West






e st ≈ 1st + 1rt .
Desta forma, os paraˆmetros da priori conjugada Beta(rt, st) teˆm a seguinte forma:
53
st ≈ [1 + exp (ft)]/qt e rt ≈ [1 + exp (−ft)]/qt.
Reparametrizando o modelo P (Yt|pit) em func¸a˜o da me´dia µt:
P (Yt|µt) ∝ µytt (1− µt)nt−yt
∝ exp (ytlogµ)t+ (nt − yt)log(1− µt)) , (3.19)
a priori conjugada pode ser reescrita, tambe´m, em func¸a˜o de µt
P (µt|Dt−1) ∝ µst−1t (1− µt)rt−1. (3.20)
Logo (µt|Dt−1) ∼ Beta(st, rt). Portanto, a posteriori P (µt|Dt) e´ dada por
P (µt|Dt) ∝ µyt+st−1t (1− µt)nt+rt−yt−1. (3.21)
Logo, (µt|Dt) ∼ Beta(yt + st, nt + rt − yt). A previsa˜o 1 passo a frente e´ dada por
P (Yt|Dt−1) =
∫








Γ(yt + st)Γ(nt + rt − yt)
Γ(nt + st + rt)
. (3.22)
Desta forma, (Yt|Dt−1) segue a distribuic¸a˜o Beta-Binomial. Podemos resumir o
exemplo acima da seguinte maneira:
• Priori para µt: µt|Dt−1 ∼ Beta(st, rt)








Γ(yt + st)Γ(nt + rt − yt)
Γ(nt + st + rt)
; (3.23)
• Posteriori para µt: (µt|Dt−1) ∼ Beta(yt + st, nt + rt − yt).
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3.3 Modelo Dinaˆmico Poisson
Nesta sec¸a˜o sera´ detalhado o modelo dinaˆmico Poisson, uma vez que tal modelo e´
objeto de estudo neste trabalho de dissertac¸a˜o. Considere Y1, . . . , Yt contagens de um
determinado evento, com Yt ∼ Poisson(λt). Vale ressaltar que, dado λt, as contagens
Yt sa˜o independentes, ou seja, as contagens sa˜o condicionalmente independentes. O
modelo dinaˆmico Poisson e´ caracterizado pelas seguintes componentes
• Equac¸a˜o das observac¸o˜es:






• Distribuic¸a˜o a priori :
(λt|Dt−1) ∼ Gamma(αt, βt);
• Func¸a˜o de ligac¸a˜o: Logar´ıtmica
ηt = log(λt) = F
′
t θt;
• Equac¸a˜o do sistema:
θt = G
′
tθt−1 + wt; wt ∼ (0,Wt);
• Informac¸a˜o inicial:
θ0|D0 ∼ (m0, C0).
Note que distribuic¸a˜o a priori para λt e´ conjugada com a distribuic¸a˜o a posteriori,
ou seja, a distribuic¸a˜o a posteriori de λt e´ da famı´lia Gamma, conforme sera´ visto
na pro´xima sec¸a˜o. A escolha da priori conjugada implica em uma grande facilidade
computacional e, usualmente, e´ a melhor escolha (West e Harrison 1997). A func¸a˜o
de ligac¸a˜o log e´ uma func¸a˜o de ligac¸a˜o canoˆnica que na teoria dos MLG tambe´m
traz vantagens computacionais, principalmente no processo de estimac¸a˜o (Nelder e
McCullagh 1989).
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Uma caracter´ıstica do modelo de Poisson e´ que E(Yt|λt) = V ar(Yt|λt) = λt, o que
pode ser visto como uma limitac¸a˜o, pois dados de contagem podem apresentar varia-
bilidade maior do que a me´dia. Sendo assim, o modelo Poisson na˜o e´ capaz capturar
esse excesso de variabilidade tambe´m conhecida como superdispersa˜o ou sobredis-
persa˜o. Portanto toda variac¸a˜o observada que excede aquela predita pelo modelo e´
denominada superdispersa˜o ou sobredispersa˜o. Segundo Hinde e Deme´trio (1998) a
superdispersa˜o pode ser causada de va´rias maneiras, tais como: variabilidade do ex-
perimento, correlac¸a˜o entre respostas individuais, amostragem por cluster, agregac¸a˜o
em dados de n´ıvel ou omissa˜o de varia´veis na˜o observadas.
Para contornar o problema da superdispersa˜o, outros modelos foram introduzi-
dos na literatura, como o modelo dinaˆmico binomial negativo e o modelo dinaˆmico
Poisson-Lognormal. No primeiro destes, e´ introduzido um termo aleato´rio δt multipli-
cando o paraˆmetro λt, ou seja, Yt ∼ Poisson(λtδt). Sendo assim, o modelo dinaˆmico
binomial negativo e´ caracterizado pelas seguintes componentes:
• Equac¸a˜o das observac¸o˜es:
(Yt|λt, δt) ∼ Poisson(λtδt)
• Distribuic¸a˜o a priori :
(λt|Dt−1) ∼ Gamma(αt, βt);
δt ∼ Gamma(, ); (3.24)
• Func¸a˜o de ligac¸a˜o: Logar´ıtmica
ηt = log(λt) = F
′
t θt;
• Equac¸a˜o do sistema:
θt = G
′
tθt−1 + wt; wt ∼ (0,Wt);
56
• Informac¸a˜o inicial:
θ0|D0 ∼ (m0, C0).
Utilizando estas expresso˜es, pode-se mostrar que (Yt|δt, ) ∼ BN(, λt+). Portanto
tem-se que
E(Yt|λt, ) = λt
V ar(Yt|λt, ) = λt + λt

. (3.25)
Note que V ar(Yt|δt, ) > E(Yt|δt, ), portanto o modelo dinaˆmico binomial nega-
tivo e´ capaz de capturar a superdispersa˜o atrave´s de um termo aditivo positivo na
me´dia.
No segundo modelo, acrescenta-se um termo aleato´rio na func¸a˜o de ligac¸a˜o log,
ou seja, log(λt) = F
′
t θt + vt, com vt ∼ N(ξ, V ), mantendo-se a equac¸a˜o do sistema
(Schmidt e Pereira, 2011). Sendo assim, o modelo dinaˆmico Poisson-Lognormal e´
caracterizado pelas seguintes componentes:
• Equac¸a˜o das observac¸o˜es:
(Yt|λ∗t ) ∼ Poisson(λ∗t )
• Distribuic¸a˜o a priori :
(λ∗t |Dt−1) ∼ Gamma(αt, βt);
• Func¸a˜o de ligac¸a˜o: Logar´ıtmica
ηt = log(λ
∗
t ) = F
′
t θt + vt; vt ∼ (ξ, Vt);
• Equac¸a˜o do sistema:
θt = G
′
tθt−1 + wt; wt ∼ (0,Wt);
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• Informac¸a˜o inicial:
θ0|D0 ∼ (m0, C0).
Note que
λ∗t = exp(θt + vt) = exp(θt)exp(vt) = λtδt
(δt|V ) ∼ LN(ξ, V ),
onde LN representa a distribuic¸a˜o Lognormal. Utilizando as expresso˜es acima,
pode-se mostrar que












+ λtexp(2ξ + V )(exp(V )− 1).
Note que V ar(Yt|λt, ξ, Vt) > E(Yt|λt, ξ, Vt), portanto o modelo dinaˆmico Poisson-
Lognormal, assim como o modelo dinaˆmico binomial negativo, e´ capaz de capturar a
superdispersa˜o atrave´s de um termo aditivo positivo na me´dia.
Por fim, observe-se que na˜o foi assumida uma forma funcional para a distribuic¸a˜o
de wt e θ0, e somente os momentos foram especificados. Usualmente assume-se uma
distribuic¸a˜o normal para os termos aleato´rios do modelo, ou seja, wt ∼ N(0,Wt) e
(θ0|D0) ∼ N(m0, C0). Maiores informac¸o˜es a respeito do modelo dinaˆmico Poisson,
assim como suas extenso˜es, podem ser consultadas em Schimdt e Pereira (2011).
3.3.1 Processo de estimac¸a˜o
Baseado na descric¸a˜o do modelo feita na sec¸a˜o anterior, nas ideias descritas na Sec¸a˜o
3.1, e, novamente, assumindo conhecidas as matrizes Ft, Gt, Wt, o procedimento
inferencial do modelo de Poisson pode ser descrito atrave´s dos seguintes passos:
1. Reconhecimento dos paraˆmetros a priori de θt e ηt:
Como visto anteriormente, a distribuic¸a˜o a posteriori de θt possui vetor de
me´dias mt−1 e matriz de covariaˆncias Ct−1, isso implica que (θt|Dt−1) ∼ (at, Rt),
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onde at = Gtmt−1 e Rt = GtCt−1G′t+Wt. Como ηt = F
′
tθ, enta˜o sua distribuic¸a˜o
a priori e´ especificada pelos seguintes momentos
(ηt|Dt−1) ∼ (ft, qt),
com ft = F
′
tat e qt = F
′
tRtFt.
2. Obtenc¸a˜o dos paraˆmetros da priori de λt:
Utilizando os resultados da famı´lia exponencial em sua forma canoˆnica, pode-se
demostrar que
E(ηt|Dt−1) = E(log(λt)|Dt−1) = ψ(αt) + log(βt),
V (ηt|Dt−1) = V (log(λt)|Dt−1) = ψ′(αt),
onde ψ(z) = log(Γ(z)) e ψ′(z) sa˜o as func¸o˜es digamma e trigamma, respec-
tivamente. Utilizando-se uma expansa˜o de Taylor de primeira ordem pode-se
mostrar que ψ ≈ log(z) e ψ′(z) ≈ 1/z respectivamente. Utilizando tais apro-
ximac¸o˜es teˆm-se que









Resolvendo para αt e βt, teˆm-se que
αt ≈ 1/qt,
βt ≈ exp[−(ft + log(qt))].
Se outra func¸a˜o de ligac¸a˜o for escolhida, e´ poss´ıvel encontrar αt e βt via expansa˜o
de Taylor para a func¸a˜o f(λt) = g
−1(λt).
3. Atualizac¸a˜o dos paraˆmetros de λt:
Atrave´s do Teorema de Bayes pode-se derivar a distribuic¸a˜o a posteriori de λt,
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sua distribuic¸a˜o e´ dada por
P (λt|Dt) ∝ P (Yt|λt)P (λt|Dt−1)
∝ λytt e−λtλαt−1t e−βtλt
∝ λαt+yt−1t e−(βt+1)λt . (3.26)
Portanto (λt|Dt) ∼ Gamma(αt + yt, βt + 1), onde Dt = {Dt−1, Yt}.
4. Atualizac¸a˜o dos paraˆmetros de ηt:
Nessa etapa, obtem-se os paraˆmetros f ∗t e q
∗
t em func¸a˜o da me´dia e variaˆncia
da distribuic¸a˜o a posteriori de λt, satisfazendo as seguintes igualdades:
E(ηt|Dt) = E(g(λt)|Dt) = f ∗t ,
V (ηt|Dt) = V (g(λt)|Dt) = q∗t .
Atrave´s da func¸a˜o de ligac¸a˜o, tem-se
λt = g
−1(ηt) = exp(ηt),
usando a expansa˜o de Taylor de primeira ordem ao redor de f ∗t , temos
λt ≈ exp(f ∗t ) + (ηt − f ∗t )exp(f ∗t ).
Da´ı segue que
E(λt|Dt) = E (exp(ηt)|Dt) ≈ exp(f ∗t ) = λ˜t, (3.27)
e
V (λt|Dt) = V (exp(ηt)|Dt) ≈ (exp(f ∗t ))2q∗t = V˜t. (3.28)
Resolvendo as equac¸o˜es (3.27) e (3.28) em f ∗t e q
∗
t , obte´m-se







5. Atualizac¸a˜o dos paraˆmetros de θt:
Para completar o ciclo de atualizac¸a˜o, basta calcular os momentos mt e Ct
utilizando as equac¸o˜es (3.11) e (3.12), sendo assim, os momentos sa˜o dados por
mt = at +RtFt(f
∗
t − ft)/qt,
Ct = Rt −RtFtF ′tRt(1− q∗t /qt)/qt.
A atualizac¸a˜o dos paraˆmetros do sistema, descritos acima, torna via´vel o processo





























Pode-se reescrever a distribuic¸a˜o (3.29) da seguinte forma
P (yt|Dt−1) =
(










ou seja, a distribuic¸a˜o preditiva um passo a frente e´ uma Binomial negativa com
r = αt e p = βt/(1 + βt).
Note que tal integral poˆde ser calculada de forma anal´ıtica, mas isso nem sempre
e´ poss´ıvel. Nesses casos, deve-se usar me´todos de integrac¸a˜o nume´rica, aproximac¸o˜es
ou usar func¸o˜es especiais para representar essas integrais. Utilizando as propriedades
de esperanc¸a e variaˆncia condicional, pode-se calcular, de maneira direta, a me´dia e
variaˆncia da distribuic¸a˜o preditiva um passo a frente:
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E(Yt|Dt−1) = E(E(Yt|λt, Dt−1)) = αt
βt
,
V (Yt|Dt−1) = V (E(Yt|λt, Dt−1)) + E(V (Yt|λt, Dt−1)) = αt(1 + βt)
β2t
.
Tais momentos sa˜o u´teis para comparac¸o˜es do desempenho preditivo de modelos
candidatos. Ale´m disso, eles permitem, tambe´m, o monitoramento da adequabilidade
do modelo ao longo do tempo (da-Silva et al., 2014).
Para ilustrar o que foi exposto acima, simulamos 100 observac¸o˜es a partir do
modelo dinaˆmico Poisson utilizando m0 = 2, C0 = 2 e W = 0.001. Para a etapa de
filtragem foi escolhido uma priori vaga. A se´rie simulada e a filtragem esta˜o ilustrados
na Figura 3.2.
No pro´ximo cap´ıtulo, descreve-se com detalhes a teoria dos filtros de part´ıculas
bem como os filtros Bootstrap proposto por Gordon et al. (1993), e o Filtro de
part´ıculas auxiliar, proposto por Pitt e Shephard (1999).
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Figura 3.2: De cima para baixo temos: Se´rie histo´rica yt. Se´rie histo´rica yt em preto,
valor predito em vermelho, intervalo de credibilidade em linhas azuis.
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Cap´ıtulo 4
Filtros de Part´ıculas Ba´sicos
Neste cap´ıtulo descreveremos alguns me´todos alternativos de estimac¸a˜o online para a
estimac¸a˜o do vetor de estados e alguns paraˆmetros esta´ticos nos modelos dinaˆmicos.
E´ importante notar que, a suposic¸a˜o de normalidade, e/ou linearidade para a equac¸a˜o
das observac¸o˜es e para a equac¸a˜o do sistema e´ um tanto restritiva, e muitas vezes
inadequada.
Para modelos mais complexos, em que a equac¸a˜o das observac¸o˜es (e sistema) na˜o
e´ normal, ou a suposic¸a˜o de linearidade na˜o e´ va´lida, estimac¸o˜es o´timas para o mo-
delo de espac¸o de estados na˜o admitem soluc¸o˜es anal´ıticas, sendo necessa´rio o uso de
me´todos nu´mericos e aproximac¸o˜es para a resoluc¸a˜o de integrais. Nesse caso, me´todos
sofisticados e eficientes para a reamostragem de distribuic¸o˜es de probabilidades com-
plexas precisam ser utilizados.
Desde o trabalho seminal de Gordon et. al. (1993), os me´todos de estimac¸a˜o
via filtros de part´ıculas tornaram-se uma classe popular de algoritmos para resolver,
numericamente, os problemas de estimac¸a˜o apresentados pelos modelos de espac¸o de
estados, de uma forma geral, e em especial, dos modelos dinaˆmicos. Os filtros de
part´ıculas teˆm a vantagem de permitir a estimac¸a˜o online, isto e´, recursivamente,
quando uma nova observac¸a˜o se torna dispon´ıvel. Os filtros de part´ıculas sa˜o utili-
zados com muita frequeˆncia nas a´reas de econometria, navegac¸a˜o, robo´tica, dentre
outras.
Segundo Lopes e Tsay (2011), existem duas vertentes distintas na literatura de
filtros de part´ıcula. A primeira e´ definida pelo chamado Filtro Bootstrap (FB), intro-
64
duzido por Gordon et. al. (1993), o qual e´ baseado na amostragem por importaˆncia
com reamostragem (Amostragem/Reamostragem)1 introduzida por Smith and Gel-
fand (1992). A segunda vertente e´ definida pelo chamado Filtro de Part´ıcula Auxiliar
(FPA), introduzido por Pitt e Shephard (1999), o qual e´ baseado na reamostragem
com amostragem por importaˆncia (Reamostragem/Amostragem). Tais me´todos sera˜o
detalhados nas pro´ximas sec¸o˜es.
Para familiarizar o leitor com as notac¸o˜es utilizadas ao longo desse cap´ıtulo, consi-
dere o modelo dinaˆmico geral, no qual as suposic¸o˜es de normalidade e/ou linearidade
sa˜o relaxadas. Nesse cena´rio, as equac¸o˜es das observac¸o˜es e do sistema sa˜o escritas
da seguinte forma
• Equac¸a˜o das Observac¸o˜es:
(yt|θt) ∼ p(yt|θt).
• Equac¸a˜o do Sistema
(θt|θt−1) ∼ p(θt|θt−1), t = 1, 2, . . . .
Denote a densidade de probabilidade inicial para os estados por p(θ0). Neste cap´ıtulo,
os paraˆmetros esta´ticos, como as variaˆncias/covariaˆncias observacionais e do sistema,
V e W , no modelo normal, sa˜o assumidos conhecidos. O caso em que os paraˆmetros
esta´ticos sa˜o assumidos desconhecidos sera´ tratado no pro´ximo cap´ıtulo.









Na pra´tica, a integrac¸a˜o com respeito a θt em (4.1) e a implementac¸a˜o do teorema
de Bayes em (4.2) sa˜o ambas intrata´veis e/ou computacionalmente custosas.
1Em ingleˆs SIR - Sampling Importance Resampling
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De acordo com Lopes e Tsay (2011), os filtros de part´ıcula combinam a natureza
da estimac¸a˜o sequencial dos filtros de Kalman com a flexibilidade de modelagem dos
me´todos MCMC para aproximar e amostrar as distribuic¸o˜es (4.1) a (4.3).
De fato, o processo de filtragem pode ser empreendido por repetidas aplicac¸o˜es de
um procedimento em dois esta´gios (Pitt e Shephard, 1999). No primeiro esta´gio, a
densidade a posteriori atual deve ser propagada no futuro via densidade de transic¸a˜o,
definida pela densidade (4.1). No segundo esta´gio, o sistema deve ser atualizado, via
teorema de Bayes, conforme (4.3). Tal densidade e´ denominada densidade filtrada.
Em resumo, o processo de filtragem e´ obtido de acordo com o esquema:
Processo de Filtragem:
O processo de filtragem e´ feito em dois esta´gios:
Esta´gio I: A densidade atual p(θt|Dt) precisa ser propagada no futuro (predic¸a˜o
via densidade de transic¸a˜o p(θt+1|θt)) a fim de produzir-se a densidade preditiva














e´ a densidade preditiva a um passo a frente. As equac¸o˜es (4.5) e (4.6) indicam
que os dados podem ser processados sequencialmente, a` medida que novas ob-
servac¸o˜es sa˜o disponibilizadas, de modo a atualizar o conhecimento acerca dos
estados latentes.
O grande entrave na implementac¸a˜o dos esta´gios I e II e´ lidar com o ca´lculo
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das integrais envolvidas, uma vez que o suporte (espac¸o parame´trico dos estados)
e´ cont´ınuo. Caso o suporte fosse de um conjunto finito de pontos conhecidos, tal
problema seria trivial. Inu´meras tentativas teˆm sido propostas na literatura, de modo
a aproximar as densidades filtradas, entre estes: Gerlach, Carter e Kohn (1996), West
(1992), West e Harrison (1997, caps. 13 e 15), Gordon et al. (1993), Pitt e Shephard
(1999), entre outras.
De maneira formal, os filtros de part´ıculas constituem a classe de filtros, via si-
mulac¸a˜o, que aproximam recursivamente a varia´vel aleato´ria filtrada (θt|Dt), atrave´s
de part´ıculas θ1t , . . . , θ
M
t , a`s quais esta˜o associadas uma distribuic¸a˜o de probabilidade
discreta com probabilidades respectivas pi1t , . . . , pi
M
t .
Dessa forma, uma varia´vel aleato´ria cont´ınua pode ser aproximada por uma varia´vel
aleato´ria discreta com suporte aleato´rio. Estes pontos discretos (part´ıculas) sa˜o en-
tendidas como sendo amostras selecionadas a partir de p(θt|Dt), isto e´,
{θit, i = 1, . . . ,M} ≈ p(θt|Dt).
Na literatura (ate´ 1999) as probabilidades pijt eram assumidas serem todas iguais
a 1/M , com M muito grande, de tal forma que as part´ıculas tivessem densidade
p(θt|Dt) quando M →∞.
Nos filtros de part´ıculas trata-se o suporte discreto, gerado pelas part´ıculas, como
a verdadeira densidade filtrada p(θt|Dt). Isto permite produzir uma aproximac¸a˜o para
a densidade preditiva, p(θt+1|Dt), simplesmente ao usar um suporte discreto para as
part´ıculas. Denote por pijt = p(θt = θ
j




p(θt+1|θjt )pijt , (4.7)
que representa a densidade preditiva emp´ırica (uma mistura de distribuic¸o˜es), que e´
uma aproximac¸a˜o de (4.5).
Posteriormente, a densidade preditiva emp´ırica e´ combinada com a densidade
associada a` equac¸a˜o das observac¸o˜es, via teorema de Bayes, para produzir, a menos




p(θt+1|θjt )pijt , (4.8)
que e´ uma aproximac¸a˜o a` verdadeira densidade filtrada dada em (4.5).
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Genericamente, utilizando-se os filtros amostra-se a partir da densidade filtrada
atualizada em (4.8), para produzir novas part´ıculas θ1t+1, . . . , θ
M
t+1 com pesos pi
1
t+1, . . . , pi
M
t+1,
e, enta˜o, uma aproximac¸a˜o para pˆ(θt+2|Dt+2). Tal procedimento e´, enta˜o, iterado
atrave´s do tempo.
No caso do filtro de part´ıculas funcionar adequadamente, enta˜o e´ poss´ıvel estimar,
entre outras distribuic¸o˜es, a densidade preditiva a um passo a frente, p(yt+1|Dt), de





que e´ u´til na elaborac¸a˜o de medidas de diagno´stico.
Uma forma de amostrar a partir da densidade filtrada emp´ırica, (4.8), e´ via teo-
rema de Bayes, em que a priori (densidade preditiva) pˆ(θt+1|Dt) =
∑M
j=0 p(θt|θjt )pijt
e´ combinada com a verossimilhac¸a, pˆ(yt+1|θt+1), para produzir a posteriori. Dessa
forma, amostra-se a partir de pˆ(θt+1|Dt) ao estabelecer uma distribuic¸a˜o discreta
para θt, tal que p(θ
j
t ) = pi
j
t , j = 1, . . . ,M e, enta˜o, seleciona-se θ
j
t+1 a partir de
p(θt+1|θjt ), que e´ reponderado com pesos p(yt+1|θt+1), de modo a produzir part´ıculas
com densidade pˆ(θt+1|Dt+1).
Um me´todo u´til para amostrar a partir de p(θt+1|Dt+1) e´ o me´todo SIR (Rubin,
1988), que e´ detalhado nos apeˆndices.
Em resumo, o objetivo dos filtros de part´ıculas e´ selecionar um conjunto de M
part´ıculas independentes e identicamente distribu´ıdas (i.i.d) {θit}Mi=1 que aproximam
p(θt|Dt), comec¸ando com a gerac¸a˜o de um conjunto de M part´ıculas i.i.d {θit−1}Mi=1,
que aproximam p(θt−1|Dt−1) (Lopes e Tsay, 2011).
Os filtros de part´ıculas Bootstrap (FB) e de part´ıculas auxiliar (FPA) sera˜o deta-




O Filtro Bootstrap (FB) foi proposto por Gordon et. al. (1993), e e´ baseado na
aplicac¸a˜o sequencial do me´todo SIR2 de Rubin (1988).
Suponha que tem-se um conjunto de amostras aleato´rias {θt−1(i) : i = 1, . . . , N}
retiradas de uma populac¸a˜o com func¸a˜o densidade de probabilidade p(θt−1|Dt−1). O
FB e´ um algoritmo que propaga e depois atualiza essas part´ıculas para obter um
conjunto de valores {θt(i) : i = 1, . . . , N}, os quais sa˜o aproximadamente distribu´ıdos
de acordo com p(θt|Dt).
O FB ocorre nos dois esta´gios a seguir, que sa˜o decorrentes da expressa˜o





referente a` distribuic¸a˜o a posteriori conjunta de θt e θt−1, escrita em termos propor-
cionais.
1. Propagac¸a˜o: Cada part´ıcula θ
(i)
t−1 e´ propagada para o futuro, atrave´s da equac¸a˜o
do sistema, para obter-se part´ıculas da priori no tempo t (densidade preditiva).
Ao amostrar θ∗t (i) a partir de p(θt|θt−1). Dessa forma, com θ∗t (i) ∼ p(θt|θt−1 =
θt−1(i)), obte´m-se, na verdade, uma observac¸a˜o gerada a partir de p(θt|Dt−1).
2. Atualizac¸a˜o: Dada a observac¸a˜o obtida no tempo t, yt, calcula-se a verossi-
milhanc¸a de cada part´ıcula, avaliada em θ∗t (i), que foi gerada a partir da priori





Enta˜o defina uma distribuic¸a˜o discreta {θ∗t (i) : i = 1, . . . , N}, com massa de
probabilidade wi associada ao elemento i. Agora, reamostre cada part´ıcula com
probabilidade igual a wi, para gerar amostras {θt(i) : i = 1, . . . , N}, tal que para
qualquer j, p(θt(j) = θ
∗




As etapas de propagac¸a˜o e atualizac¸a˜o, descritas acima, formam uma simples
iterac¸a˜o do algoritmo recursivo. Para iniciar o algoritmo, N amostras θ∗t (i) sa˜o re-
tiradas de uma priori conhecida p(θ0|D0). Essas part´ıculas va˜o diretamente para o
esta´gio de atualizac¸a˜o do filtro. Espera-se que a amostra atualizada seja aproxima-
damente distribu´ıda de acordo com p(θt|Dt) (Gordon et al. 1993).
Em suma, com o algoritmo FB primeiro propaga-se as part´ıculas obtidas da poste-
riori no tempo t−1, afim de gerar-se part´ıculas da priori no tempo t. Posteriormente,
essas mesmas part´ıculas propagadas sa˜o reamostradas com peso proporcional a` suas
verossimilhanc¸as.
As justificativas de cada etapa do filtro foram dadas por Gordon et. al. (1993):
• Propagac¸a˜o: A fase de propagac¸a˜o (ou realocac¸a˜o) do algoritmo e´ intuitiva.
Se θt−1(i) e´ uma amostra obtida de p(θt−1|Dt−1) enta˜o, pela equac¸a˜o do sistema,
θ∗t (i) ∼ p(θt(i)|θt−1(i)). Logo as part´ıculas θ∗t (i) sa˜o distribu´ıdas independente-
mente como p(θt|Dt−1).
• Atualizac¸a˜o: A justificativa para a etapa de atualizac¸a˜o se baseia no resultado
dado por Smith e Gelfand (1992). Eles mostraram que o teorema de Bayes pode
ser implementado como um bootstrap ponderado. Suponha que as amostras
{θ∗t (i) : i = 1, . . . , N} sa˜o calculadas a partir de uma func¸a˜o densidade cont´ınua
G(x), e que essas amostras sa˜o obtidas de uma f.d.p proporcional a L(x)G(x),
onde L(x) e´ uma func¸a˜o conhecida. O teorema de Bayes diz que uma amostra
retirada de uma distribuic¸a˜o discreta sob {θ∗t (i) : i = 1, . . . , N}, com massa de
probabilidade L(θ∗t (i))/
∑
L(θ∗t (j)) em θ
∗
t (i), converge, em distribuic¸a˜o, para a
densidade desejada, quando N tende para o infinito. Se fazemos G(x) como
p(θt|Dt−1) (priori) e L(x) como p(yt|θt) (a verossimilhanc¸a), enta˜o o teorema
de Bayes justifica o procedimento de atualizac¸a˜o das part´ıculas.
O algoritmo FB, pode ser descrito atrave´s das seguintes etapas (Lopes e Tsay,
2011), e e´ ilustrado na Figura 4.1:
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Filtro Bootstrap
1. Propague {θit−1}Ni=1 para {θ˜it}Ni=1 via p(θt|θt−1).
2. Reamostre {θit}Ni=1 a partir de {θ˜it}Ni=1 com pesos proporcionais a` verossimilhanc¸a, isto e´,
wit ∝ p(yt|θ˜it).
Figura 4.1: Representac¸a˜o esquema´tica do filtro bootstrap sobre dois per´ıodos de
tempo. Os quadrados sa˜o yt+1 e yt+2. De cima para baixo, primeiro, segundo, quarto
e quinto conjunto de pontos representando as part´ıculas, enquanto o terceiro e sexto
conjunto de pontos representa os pesos das part´ıculas (Lopes e Tsay, 2011).
4.1.1 Limitac¸o˜es dos filtros de part´ıculas baseados no SIR
Pitt e Shephard (1999) citaram duas limitac¸o˜es ba´sicas relacionadas aos filtros de
part´ıculas baseados em amostragem por importaˆncia (SIR). A primeira limitac¸a˜o
ocorre quando existe um outlier. Na presenc¸a de valores extremos, a distribuic¸a˜o
dos pesos utilizada no processo de amostragem de importaˆncia conte´m componentes
com pesos muito desiguais, sendo necessa´rio o uso de um nu´mero, N , extremamente
grande de part´ıculas para que estas estejam pro´ximas das amostras geradas a partir
da densidade de filtragem emp´ırica.
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Logo, a primeira questa˜o que surge e´ como amostrar eficientemente a partir de
(4.2). Esse problema foi tratado no artigo de Pitt e Sherphard (1999) por meio de
varia´veis auxiliares, que sera˜o detalhadas na sec¸a˜o 4.2.
A segunda limitac¸ao ocorre em filtros de part´ıculas para os quais os pesos pij sa˜o
iguais. Quando N →∞, enta˜o os pesos amostrais podem ser usados para aproximar,
de maneira satisfato´ria, o centro da densidade (4.1). Entretanto, as caudas de (4.3)
na˜o sa˜o aproximadas de maneira satisfato´ria. Portanto a segunda questa˜o e´ como
melhorar o comportamento da densidade preditiva emp´ırica nas caudas. Tal problema
foi analisado por Pitt e Sherphard (1998).
4.2 Filtro de Part´ıculas Auxiliar
O Filtro de Part´ıculas Auxiliar (FPA) foi proposto por Pitt e Shephard (1999) e,
diferentemente do FB, este filtro reamostra part´ıculas, a partir da distribuic¸a˜o a
posteriori no tempo t− 1, com peso incorporando o valor da observac¸a˜o no tempo t,
yt. Posteriormente, propaga-se a part´ıcula reamostrada.
Sendo assim, os filtros de part´ıculas em geral amostram a partir da densidade
(4.2) para produzir novas part´ıculas {θjt}Nj=1 com pesos {pijt}Nj=1. Tal procedimento e´
iterado um nu´mero grande de vezes atrave´s do tempo.
Entretanto, os autores argumentam que essa estrutura de mistura da equac¸a˜o
(4.1) traz uma dificuldade computacional em se implementar o SIR ou MCMC. Pitt e
Shephard (1999) advogam que muito desses problemas sa˜o reduzidos quando realiza-
se a filtragem em uma dimensa˜o superior, isto e´, levando em conta a distribuic¸a˜o
conjunta de varia´veis que influenciam o processo.
Os autores propo˜em amostrar a partir da densidade conjunta p(θt, k|Dt), onde
k e´ um ı´ndice da mistura em (4.1). Pitt e Shephard (1999), definiram a seguinte
densidade,
p(θt, k|Dt) ∝ p(yt|θt)p(θt|θkt−1)pik, k = 1, . . . , N. (4.9)
Ao retirar-se amostras da densidade conjunta (4.9) e descartar-se o ı´ndice, enta˜o
produz-se uma amostra partir da densidade (4.2).
72
No me´todo SIR baseado no APF, a densidade (4.9) e´ aproximada por
g(θt, k|Dt) ∝ p(yt|µkt )p(θt|θkt−1)pik, k = 1, . . . , N,
onde µkt e´ a me´dia, mediana, moda ou algum outro valor associado com a densidade
de (θt|θkt−1). A densidade a posteriori do ı´ndice k e´ dada por
g(k|Dt) ∝ pik
∫
p(yt|µkt )p(θt|θkt−1)dθt = pikp(yt|µkt ). (4.10)
Portanto, pode-se amostrar pares (θt, k|Dt), a partir de g(θt, k|Dt), ao simular o ı´ndice
k com probabilidade λk ∝ g(k|Dt), e, enta˜o, amostrar θt a partir da densidade do
sistema dada pela mistura p(θt|θkt−1).
Pitt e Shephard (1999) denominam λk por peso do primeiro esta´gio. A vantagem
do procedimento exposto, segundo os autores, e´ que simulamos a partir de part´ıculas
associadas com verossimilhanc¸as preditivas altas.
Apo´s amostrar da densidade conjunta g(θt, k|Dt) N vezes, e´ realizado uma repon-
derac¸a˜o, atribuindo a` (θjt , k







, j = 1, . . . , R.
Espera-se que esses pesos sejam menos varia´veis que os pesos do me´todo SIR original.
O algoritmo pode ser descrito da seguinte forma (Lopes e Tsay, 2011):
Filtro de Part´ıculas Auxiliar:
1. Reamostre {θ˜it−1}Ni=1 a partir de {θit−1}Ni=1 com pesos proporcionais a
wit ∝ p(yt|g(θit−1)).
2. Propague {θ˜it−1}Ni=1 para {θ˜it}Ni=1 via p(θt|θ˜t−1).







Afim de ilustrar uma aplicac¸a˜o dos filtros acima, foram considerados dois exemplos.
4.3.1 Modelo Dinaˆmico Linear Gaussiano
O primeiro exemplo esta´ relacionado ao modelo dinaˆmico linear gaussinao (Vide
Cap´ıtulo 2). Foram simulados 3 modelos de tamanho 50 com m0 = 0 e C0 = 100,
τ 2 = 0.5 variando-se σ2 para os valores 0.25, 0.5, 1. As se´ries geradas esta˜o ilustradas
na Figura 4.2.
Figura 4.2: Da esquerda para a direita. A primeira se´rie foi gerada usando W = 0.001.
A segunda se´rie foi gerada usando W = 0.01. E, por fim, a terceira se´rie foi gerada
usando W = 0.1.
Os resultados do algoritmo FB esta˜o ilustrados na Figura 4.3, ja´ os resultados do
filtro APF esta˜o ilustrados na Figura 4.4.
A Figura 4.5 mostra a distribuic¸a˜o do erro quadra´tico me´dio entre os valores
simulados e os valores estimados pelo algoritmo FB.
A Figura 4.6 mostra a distribuic¸a˜o do erro quadra´tico me´dio entre os valores
simulados e os valores estimados pelo algoritmo FPA.
Para essas simulac¸o˜es nota-se que a distribuic¸a˜o do erro quadra´tico me´dio para
ambos os filtros sa˜o parecidos. Entretanto o filtro FB apresenta menos variabilidade
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Figura 4.3: Resultados do algoritmo FB. A linha preta representa os dados reais,
a linha cont´ınua vermelha representa o valor estimado (Mediana das part´ıculas) e
as linhas tracejadas representam o intervalo de credibilidade de 95% (quantis 2,5%





































































1 10 20 30 40 50
Figura 4.4: Resultados do algoritmo APF. A linha preta representa os dados reais, a
linha cont´ınua azul representa o valor estimado (Mediana das part´ıculas) e as linhas
tracejadas representam o intervalo de credibilidade de 95% (quantis 2,5% e 97,5%).



































Figura 4.5: Distribuic¸a˜o do erro quadra´tico me´dio para o valor da mediana, percentil
2.5% e percentil 97.5% para o algoritmo FB. Da esquerda para a direita temos W =
0.001, W = 0.01 e W = 0.1 respectivamente.
4.3.2 Modelo Dinaˆmico Poisson
O segundo modelo simulado foi um modelo dinaˆmico Poisson de primeira ordem, dado
por:
• Equac¸a˜o das observac¸o˜es:






• Func¸a˜o de ligac¸a˜o: Logar´ıtmica
ηt = log(λt) = θt;
• Equac¸a˜o do sistema:



































Figura 4.6: Distribuic¸a˜o do erro quadra´tico me´dio para o valor da mediana, percentil
2.5% e percentil 97.5% para o algoritmo FPA. Da esquerda para a direita temos
W = 0.001, W = 0.01 e W = 0.1 respectivamente.
• Informac¸a˜o inicial:
θ0|D0 ∼ N(m0, C0).
Foram simuladas 3 amostras de tamanho 200 com m0 = 0, C0 = 100, e W variando
tal que W = 0.03, 0.05, 0.1. As se´ries geradas esta˜o ilustradas na Figura 4.7.
Os resultados do algoritmo FB e FPA esta˜o ilustrados na Figura 4.8. Ja´ os
resultados do filtro FPA esta˜o ilustrados na Figura 4.9.
A Figura 4.10 mostra a distribuic¸a˜o do erro quadra´tico me´dio entre os valores
simulados e os valores estimados pelos algoritmos FB e FPA respectivamente.
Observando a Figura 4.10, nota-se que, para esse exemplo, o filtro FPA teve uma
melhor desempenho quando comparado com o filtro FB, pois possui menores erros
me´dios quadra´ticos.
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Figura 4.7: Se´ries simuladas segundo um modelo dinaˆmico Poisson.
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Figura 4.8: Resultados do algoritmo FB. A linha preta representa os dados reais, a
linha cont´ınua vermelha representa o valor estimado (Mediana das part´ıculas) e as
linhas tracejadas representam o intervalo de credibilidade de 95%.
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Figura 4.9: Resultados do algoritmo FPA. A linha preta representa os dados reais, a
linha cont´ınua azul representa o valor estimado (Mediana das part´ıculas) e as linhas
tracejadas representam o intervalo de credibilidade de 95%.
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(a) Filtro Bootstrap
(b) Filtro de Part´ıculas Auxiliar
Figura 4.10: Distribuic¸a˜o do erro quadra´tico me´dio entre os valores reais e os valores
estimados pelos filtros FB e FPA respectivamente. Da esquerda para a direita temos
W = 0.03, W = 0.05 e W = 0.1 respectivamente.
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Cap´ıtulo 5
Filtros de Part´ıculas com
paraˆmetros esta´ticos - Parameter
Learning
No Cap´ıtulo 4 introduziu-se o conceito de filtro de part´ıculas, onde assumiu-se que
os paraˆmetros esta´ticos sa˜o conhecidos. Pore´m, na pra´tica, essa suposic¸a˜o e´ muito
restritiva e irreal. Portanto, necessitamos estender a teoria desenvolvida no Cap´ıtulo
4 a fim de incorporar aos filtros de part´ıculas a estimac¸a˜o online dos paraˆmetros
esta´ticos do modelo.
Considere o modelo dinaˆmico geral. Trataremos explicitamente da estimac¸a˜o do
vetor de paraˆmetros esta´ticos desconhecidos Ψ do modelo de espac¸o de estados
• Equac¸a˜o das Observac¸o˜es:
(yt|θt,Ψ) ∼ p(yt|θt,Ψ);
• Equac¸a˜o do Sistema:
(θt|θt−1,Ψ) ∼ p(θt|θt−1,Ψ),
para t = 1, . . . , T , com densidade inicial p(θ0|D0,Ψ) e priori p(Ψ).
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Tipicamente, existem treˆs maneiras de tratar o problema de aprendizado de Ψ:
batch sampling1, amostragens online e um h´ıbrido entre as duas te´cnicas.
Aqui trataremos apenas dos me´todos online para a estimac¸a˜o do vetor Ψ. O leitor
interessado pode consultar, por exemplo, Chopin (2002) e Del Moral et. al. (2006),
para maiores informac¸o˜es e detalhes teo´ricos a respeito dos me´todos oﬄine, do tipo
MCMC, para a estimac¸a˜o do vetor Ψ. Outras refereˆncias importantes podem ser
encontradas no trabalho de Lopes e Tsay (2011).
Neste cap´ıtulo sera˜o introduzidos, brevemente, treˆs filtros amplamente difundidos
na literatura para amostrar, sequencialmente, θt e Ψ conjuntamente. O primeiro
me´todo e´ o filtro proposto por Liu e West (2001), o segundo me´todo e´ o filtro proposto
por Storvik (2002), e, por u´ltimo, o filtro proposto por Carvalho et al. (2010) e Lopes
et al. (2010), denominado de Parameter Learning filter.
5.1 Filtro de Liu e West
Liu e West (2001), combinaram duas ideias para desenvolver um filtro que permite
estimar os estados e o vetor de paraˆmetros desconhecidos e esta´ticos, Ψ, sequencial-
mente. Nessa abordagem, os autores combinaram me´todos que utilizam mistura de
normais multivariadas para aproximar a distribuic¸a˜o a posteriori de Ψ, p(Ψ|Dt−1),
com o ate´ enta˜o, inovador, Filtro de Part´ıculas Auxiliar proposto por Pitt e Shephard
(1999). Eles incorporaram, tambe´m, uma evoluc¸a˜o artificial para Ψ, que e´ o vetor de
paraˆmetros esta´ticos, sem a perda da informac¸a˜o associada.







que aproximam a distribuic¸a˜o
a posteriori conjunta p(θt−1,Ψ|Dt−1) tal que p(Ψ|Dt−1) pode ser aproximado, via





1amostragem oﬄine - Me´todos MCMC
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onde a me´dia mit−1 e´ dada por
mit−1 = aΨ
i

















onde δ e´ um fator de desconto, definido no intervalo (0, 1], que controla o n´ıvel de
suavizac¸a˜o do estimador do tipo kernel. O paraˆmetro a e´ conhecido como paraˆmetro






t−1 − Ψ¯)(Ψit−1 − Ψ¯)′
N
. (5.2)
O subscrito t em Ψt serve, apenas, para indicar que as amostras vieram de p(Ψ|Dt).
Uma vez que, em geral, como no APF, p(yt|θt−1,Ψ) e´ complicada e/ou p(θt|θt−1,Ψt, Dt)
na˜o e´ de fa´cil amostragem, enta˜o Liu e West (2001) reamostram as part´ıculas anti-
gas com pesos proporcionais a p(yt|µt−1,mt), onde µt = E(θt|θt−1,Ψ), e mt descrito
acima. Dessa forma, Ψt e´ propagado a partir da densidade de propagac¸a˜o p(Ψt|Ψt−1),
enquanto θt e´ propagado, condicionalmente a Ψt, a partir da densidade de evoluc¸a˜o
p(θt|θt−1,Ψt).
As part´ıculas propagadas (θt,Ψt) possuem pesos associados proporcionais a
wt ∝ p(yt|θt,Ψt)
p(yt|µt,mt) .
O algoritmo de Liu e West pode ser resumido da seguinte forma (Liu e West 2001):
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Algoritmo de Liu e West (2001)











t + (1− a)Ψ¯t.





e denote por k o ı´ndice amostrado.
3. Amostre um novo vetor de paraˆmetros Ψkt+1, a partir do k-e´simo componente da mistura
de normais, ou seja
Ψkt+1 ∼ N(.|mkt+1,Ψkt+1).
4. Calcule o valor do vetor de estados θkt+1, a partir da equac¸a˜o do sistema
p(.|xkt ,Ψkt+1).





6. Repita os passos (2)-(5), va´rias vezes, para produzir a aproximac¸a˜o final da distribuic¸a˜o
a posteriori (θkt+1,Ψ
k
t+1), com pesos w
k
t+1.
A escolha adequada do paraˆmetro a2 e´ de fundamental importaˆncia para uma
melhor aproximac¸a˜o da mistura de normais a` distribuic¸a˜o p(Ψ|Dt). Na pra´tica, uma
escolha comum para tal paraˆmetro e´ algo em torno de 0.98 ou mais (Lopes e Tsay,
2011).
2Na literatura esse paraˆmetro e´ chamado de tuning parameter.
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5.2 Filtro de Storvik
No algoritmo proposto por Storvik (2002) para a estimac¸a˜o da distribuic¸a˜o a poste-
riori do vetor de paraˆmetro esta´ticos Ψ, considera-se a distribuic¸a˜o condicional de Ψ
dado as informac¸o˜es e o vetor de estados, i.e, p(Ψ|θt, Dt), escrita em func¸a˜o de um
conjunto de baixa dimensionalidade, st, de estat´ısticas condicionalmentes suficientes.
Dessa forma, escreve-se P (Ψ|θt, Dt) em termos de P (Ψ|st), em que as estat´ısticas st
podem ser calculadas recursivamente em func¸a˜o da tripla (st, θt, yt). Sendo assim, o
algoritmo de Storvik e´ visto como uma extensa˜o do filtro bootstrap com alguns passos
adicionais de atualizac¸a˜o sequencial das estat´ısticas suficientes e amostragens de Ψ
(Lopes e Tsay 2010). O algoritmo e´ resumido da seguinte forma:



























3. Calcular as estat´ısticas suficientes st = S(st−1, θt, yt);
4. Amostrar Ψ a partir de p(θ|st).
Segundo Lopes e Tsay (2011), os exerc´ıcios de simulac¸o˜es feitos em Storvik (2002)
sa˜o baseados na regra de propagac¸a˜o a`s cegas (blind), i.e, sem contar com a informac¸a˜o
proveniente dos dados, ou seja, q(θt|θt−1,Ψ, Dt) = p(θt|θt−1,Ψ). No entanto, na etapa
da reamostragem, a propagac¸a˜o e´ feita com pesos wt ∝ p(yt|θt,Ψ), incluindo, assim,
informac¸a˜o sobre os dados. Como todo filtro de part´ıcula com propagac¸a˜o a`s cegas,
tal como o filtro bootstrap, este filtro sofre degenerac¸a˜o das part´ıculas que, por sua




Carvalho et al. (2010) descreveram me´todos para filtragem sequencial, particle lear-
ning (PL)3 e suavizac¸a˜o para o modelo de espac¸o de estados geral. Eles estenderam a
mistura de filtro de Kalman proposto por Chen e Liu (2000) permitindo a estimac¸a˜o
de paraˆmetros esta´ticos. Foram realizados va´rias simulac¸o˜es afim de verificar se o
algoritmo PL supera o algoritmo de Liu e West (2001) e o filtro de Storvik (2002).
Segundo os autores, a vantagem do algoritmo PL frente aos concorrentes e´ mais evi-
dente para se´ries longas de tempo.
O me´todo PL possui duas caracter´ıstica principais: primeiro, as estat´ısticas sufici-
entes st sa˜o usadas para representar a distribuic¸a˜o a posteriori de Ψ, e as estat´ısticas
suficientes para os estados latentes, sθt , sa˜o utilizadas sempre que a estrutura do mo-
delo permite. Isso implica na reduc¸a˜o da variaˆncia dos pesos amostrais, aumentando
a eficieˆncia do algoritmo.
Em segundo lugar, ao contra´rio de outras abordagens que primeiro propagam e
em seguida reamostram as part´ıculas, o algoritmo PL reamostra e depois propaga.
Isso evita a deteriorac¸a˜o da part´ıcula associada aos me´todos do tipo SIR.
O algoritmo PL pode ser resumido no seguintes passos (Carvalho et al., 2010;
Lopes e Tsay, 2011):
Algoritmo de Carvalho et al. (2010)
1. Reamostre (Ψ˜, s˜θt−1, s˜t−1) a partir de (Ψ, s
θ
t−1, st−1) com pesos wt ∝ p(yt|sθt−1,Ψ).
2. Amostre θt a partir de p(θt|s˜θt−1, Ψ˜, Dt).
3. Atualize as estat´ısticas suficientes do paraˆmetro, st, da seguinte maneira: st =
S(s˜t−1, θt, yt).
4. Amostre Ψ a partir de p(Ψ|st).
5. Atualize as estat´ısticas suficientes dos estados latentes: sθt = K(s˜
θ
t−1,Ψ, yt).
3Uma traduc¸a˜o razoa´vel para Particle Learning seria ”Aprendizado de Part´ıcula”. Aqui sera´
utilizado o nome em ingleˆs.
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5.4 Suavizac¸a˜o
Godsill, Doucet e West (2004) propuseram uma abordagem para realizar suavizac¸a˜o
em modelos de espac¸o de estados gerais para os quais os paraˆmetros esta´ticos Ψ sa˜o
conhecidos. Afim de obter representac¸o˜es amostrais de p(θ0:T |DT ), e´ usada a seguinte
fatorac¸a˜o
p(θ0:T |DT ) = p(θT |DT )
T−1∏
t=0
p(θt|θ(t+1):T , DT ) (5.4)
onde
p(θt|θ(t+1):T , DT ) = p(θt|θt+1, Dt) = p(θt|Dt)p(θt+1|θt)
p(θt+1|Dt)
∝ p(θt|Dt)p(θt+1|θt). (5.5)
Enta˜o, e´ poss´ıvel obter uma aproximac¸a˜o da part´ıcula modificada
















Sendo assim, tem-se o seguinte algoritmo para suavizac¸a˜o
Algoritmo de Godsill, Doucet e West (2004):
1. No tempo T escolha θ˜T = θ
(m)
T com probabilidade w
(m)
T .
2. Para t = (T − 1), (T − 2), . . . , 0.
(a) Calcule w
(m)
t|t+1 ∝ w(m)t p(θ˜t+1|θ(m)t ) para m = 1, . . . ,M ;
(b) Escolha θ˜t = θ
(m)
t com probabilidade w
(m)
t|t+1.
3. Tome θ˜0:T = (θ˜0, . . . , θ˜T ) como uma realizac¸a˜o aproximada da distribuic¸a˜o p(θ0:T |Dt).
Os passos 1 e 2 podem ser repetidos va´rias vezes para obter realizac¸o˜es de p(θ0:T |DT )
aproximadamente independentes entre si. Godsill, Doucet e West (2004) mostraram
a convergeˆncia, em erro quadra´tico me´dio, das trajeto´rias suavizadas, testaram esse
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me´todo em uma aplicac¸a˜o relacionada a processamento de sinais e fala, que foi re-
presentado por modelos autoregressivos parametrizados em termos de coeficientes de
correlac¸a˜o parciais varia´veis no tempo.
Carvalho et al. (2010) estenderam o algoritmo acima considerando os paraˆmetros
Ψ desconhecidos. O algoritmo e´ descrito a seguir:
Algoritmo de Carvalho et al. (2010)
1. No tempo T , escolha aleatoriamente (θ˜T , s˜T ) a partir da densidade p(θT , st|DT ), tais como
as obtidas pelo algotitmo PL descrito na sec¸a˜o anterior. Enta˜o, amostre Ψ˜ ∼ p(Ψ|s˜T ) .
2. Para t = (T − 1) : 0, escolha θ˜t = θ(m)t a partir das part´ıculas ponderadas filtradas
{(θt, wt|t+1)(m);m = 1 : M} com pesos, w(m)t|t+1 ∝ w(m)t p(θ˜t+1|θ(m)t , Ψ˜).
3. Tome θ˜0:T = (θ˜0, . . . , θ˜T ) como uma realizac¸a˜o aproximada da distribuic¸a˜o p(θ0:T |Dt).
Note que os ca´lculos realizados nos passos 2 e 3 acima tambe´m podem ser empre-
endidos se o processo de filtragem na˜o for feito por meio de algoritmos que utilizam
estat´ısticas suficientes, que e´ o caso do algoritmo de Liu e West (2001).
5.5 Exemplo
Aqui reproduziremos um exemplo apresentado por Lopes e Tsay (2011), no qual foi
comparado o desempenho dos 3 filtros de part´ıculas apresentados neste cap´ıtulo4. Os
dados utilizados para a construc¸a˜o desse exemplo foram simulados de um modelo de
n´ıvel local descrito pelas equac¸o˜es abaixo, para t = 1, . . . , T .
• Equac¸a˜o da observac¸a˜o:
yt = θt + vt, vt ∼ N(0, σ2);
• Equac¸a˜o do sistema (ou evoluc¸a˜o):
θt = α + βθt−1 + wt, wt ∼ N(0, τ 2);
4A programac¸a˜o utilizada foi disponibilizada pelo professor Hedibert Freitas Lopes enquanto
professor da Universidade de Chicago.
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O vetor de paraˆmetros esta´ticos a ser estimado pelos filtros e´ dado por Ψ =
(α, β, τ 2, σ2). A distribuic¸a˜o a priori de Ψ e´ p(Ψ) = p(σ2)p(τ 2)p(α, β|τ 2).
A se´rie simulada possui comprimento T = 200 e foi simulada usando Ψ = (0, 0.9, 0.5, 1)
e θ0 = 0. Os hiperparaˆmetros da distribuic¸a˜o a priori sa˜o m0 = 0, C0 = 10,
b0 = (0, 0.9)
′, B0 = I2, n0 = v0 = 10, τ 20 = 0.5 e σ
2
0 = 1. A escolha desses valo-
res para os hiperparaˆmetros reflete uma certa priori na˜o informativa. O desempenho
dos filtros e´ avaliado atrave´s da execuc¸a˜o de cada algoritmo R = 100 vezes, baseado
em N = 1000 part´ıculas. Um PL baseado em N = 100.000 part´ıculas foi executado
e usado como Benchmark para a comparac¸a˜o.
Seja q(γ, α, t) o percentil 100α de p(γ|Dt), onde γ e´ um elemento de Ψ. Como
medida de qualidade do ajuste dos filtros, Lopes e Tsay (2011) usaram a seguinte
versa˜o do erro quadra´tico me´dio
EQM(γ, α, f, t) =
∑
t,r
[q(γ, α, t)− qfr(γ, α, t)]2
R
,
para o filtro f (LW, STORVIK ou PL) e replicac¸a˜o r = 1, . . . , R. Por fim, uma
adaptac¸a˜o completa e´ implementada para os treˆs filtros. Em outras palavras, o filtro
LW difere do PL apenas por meio da estimac¸a˜o sequencial de Ψ, o filtro de Storvik
difere do PL apenas na medida em que o filtro Storvik primeiro propaga e depois
reamostra as part´ıculas, enquanto o filtro PL primeiro reamostra e depois propaga a
part´ıcula.
Os resultados esta˜o resumidos nas Figuras 5.1 e 5.2. Podemos observar que os
filtros Storvik e PL sa˜o significamente melhores que o filtro LW, enquanto que o filtro
PL e´ moderadamente melhor que o filtro Storvik, particulamente na estimac¸a˜o do
par (σ2, τ 2).
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Figura 5.1: Comparac¸a˜o entre os filtros LW, STORVIK e PL. Percentis de p(Ψ|Dt)
(2,5%, 50% e 97,5%) baseados em 100 replicac¸o˜es de cada filtro com 1000 part´ıculas
(Linhas cinzas). As linhas pretas sa˜o baseados em um filtro PL com 100.000
part´ıculas. As estimaticas do filtro LW esta´ ilustrada na coluna a esquerda, o fil-
tro do Storvik na coluna central e o filtro PL na coluna a direita De cima para baixo
temos os componentes Ψ = (α, β, τ2, σ
2) (Lopes e Tsay, 2011).
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Nos pro´ximos cap´ıtulos sera˜o descritos detalhadamente os me´todos que foram uti-
lizados para a criac¸a˜o dos algoritmos utilizados nesta dissertac¸a˜o, os quais incorporam
quebras estruturais nas se´ries temporais. Primeiramente, no Cap´ıtulo 6, sera´ descrito
o modelo de regressa˜o dinaˆmica proposto por McCormick et al. (2012). Em seguida,
no Cap´ıtulo 7, sera˜o descritos os filtros de part´ıculas proposto por Chopin (2007) e












































































Figura 5.2: Comparac¸a˜o entre os filtros LW, STORVIK e PL. Raiz do erro me´dio
quadra´tico de 100 replicac¸o˜es para cada filtro. Todos os filtros sa˜o baseados em 1000




Modelos de Regressa˜o Dinaˆmica
com Pontos de Mudanc¸a
Muitas se´ries, tais como sequeˆncias de DNA, prec¸os de estoques, poluic¸a˜o do ar
(Achcar et. al, 2008), se´ries de longa durac¸a˜o (Chopin 2007), crescimento bacte-
riolo´gico (Whittaker e Fruhwirth-Schatter 1994), entre outros, apresentam hetero-
geneidade temporal. Nesse contexto, uma abordagem usual consiste em segmentar
uma sequeˆncia de observac¸o˜es y1, y2, . . . , yT escolhendo uma sequeˆncia de quantida-
des que indicam em que posic¸a˜o, no tempo, ocorreram mudanc¸as estruturais na se´rie
0 < τ1 < τ2 < . . . < τm < T , tal que as observac¸o˜es sejam homogeˆneos dentro dos
segmentos, no sentido de apresentarem a mesma estrutura de modelo, e heterogeˆneos
entre os segmentos.
O nu´mero de publicac¸o˜es relacionadas com me´todos de ponto de mudanc¸as, desde
o trabalho seminal de Hinkley (1970), e´ extremamente elevado. Achcar et al. (2008)
utilizaram um processo de Poisson na˜o homogeˆneo para modelar pontos de mudanc¸as
em dados sobre poluic¸a˜o de ar na cidade do Me´xico. Whittaker e Fruhwirth-Schatter
(1994) utilizaram modelos de multiprocessamento (West e Harrison 1997) para cons-
truir um modelo dinaˆmico de pontos de mudanc¸as para detectar o in´ıcio do cresci-
mento de infecc¸o˜es bacteriolo´gicas.
Existem me´todos que apenas captam mudanc¸as estruturais na se´rie e na˜o contam
quantas ou localizam onde tais mudanc¸as ocorreram. Esse e´ o caso dos modelos de
regressa˜o dinaˆmico desenvolvidos por Raftery et al. (2010) e McCormick et al. (2012).
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Nesses modelos incorpora-se um fator de desconto na variaˆncia da distribuic¸a˜o dos
estados, que aumenta a incerteza em per´ıodos de grande volatilidade. Tal paraˆmetro
flexibiliza o modelo de uma tal maneira que mudanc¸as bruscas na estrutura da se´rie
sa˜o corretamente captadas pelo modelo.
Neste cap´ıtulo abordaremos os modelos de regressa˜o dinaˆmica propostos por Raf-
tery et al. (2010) e McCormick et al. (2012). Posteriormente aplicaremos a metodo-
logia descrita ao caso em que os dados seguem a distribuic¸a˜o de Poisson.
6.1 Modelo de regressa˜o dinaˆmica para problemas
de classificac¸a˜o
Nesta sec¸a˜o pretende-se descrever, de maneira generalizada e unificada, os modelos de
regressa˜o dinaˆmica propostos por Raftery et al. (2010) e McCormick et. al. (2012).
Utilizando um modelo de espac¸o de estados, Raftery et al. (2010) e McCormick
et al. (2012) propuseram um procedimento u´til para ajustar se´ries temporais em
que o processo gerador dos dados sofre mudanc¸as ao longo do tempo. Trabalhando
com se´ries temporais para dados bina´rios, os autores desenvolveram um processo
de estimac¸a˜o on-line que permite incorporar a incerteza com respeito ao modelo,
considerando-se um conjunto de K modelos, e as mudanc¸as dos paraˆmetros, ao longo
do tempo, de cada um dos modelos.
Apesar de tal metodologia na˜o tratar especificamente dos pontos de mudanc¸a, ela
e´ muito u´til como uma primeira abordagem ao problema de detecc¸a˜o de pontos de
mudanc¸a. Ale´m disso, as estimativas obtidas com tal metodologia podem servir como
valores iniciais para a estimac¸a˜o dos pontos de mudanc¸a de uma se´rie temporal via
filtro de part´ıculas.
O modelo proposto por McCormick et al. (2012) tem a grande vantagem de ser
muito simples, sem ser simplista, de permitir estimativas on-line para a imediata
atualizac¸a˜o dos paraˆmetros com a chegada de uma nova observac¸a˜o e de permitir a
acomodac¸a˜o de mudanc¸as estruturais na se´rie temporal ao considerar um mecanismo
auto-ajusta´vel atrave´s de um fator de desconto dinaˆmico.
McCormick et al. (2012) trabalharam com o caso espec´ıfico de se´ries temporais
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bina´rias. No entanto, as ide´ias do artigo podem ser extendidas para uma se´rie tem-
poral seguindo uma distribuic¸a˜o gene´rica.
O me´todo de estimac¸a˜o sequencial proposto por McCormick et al. (2012) e´ em-
preendido em dois passos: atualizac¸a˜o e predic¸a˜o. Para tanto, considere uma varia´vel
resposta, yt, e um conjunto de preditores xt = (x1,t, x2,t, . . . , xd,t), tais que, no tempo
t,
yt ∼ p(yt|µt) com µt = g(θ) = xTt θt,
sendo θt um vetor d-dimensional de coeficientes da regressa˜o e g(θt) e´ uma func¸a˜o
desses coeficientes1. Em um dado tempo t, o procedimento proposto por McCormick
et al. (2012) usa a moda a posteriori de θ a partir do tempo t− 1, utilizando-a para
construir a priori no tempo t, conforme visto ao longo de toda a dissertac¸a˜o. Isto e´
feito, primeiramente, usando-se a informac¸a˜o obtida no tempo t − 1, para construir
a estimativa dos paraˆmetros do tempo t, atrave´s da distribuic¸a˜o preditiva de θ. Essa
etapa e´ denominada de predic¸a˜o. A equac¸a˜o de predic¸a˜o e´, enta˜o, combinada com o
dado observado no tempo t, yt, na atualizac¸a˜o dos paraˆmetros estimados.
Etapa da Predic¸a˜o
Seja a equac¸a˜o do sistema descrrita por θt = θt−1 + wt, onde os w′ts sa˜o vetores
aleato´rios independentes N(0,Wt) (Raftery et al., 2010). Para toda a caracter´ıstica
observada no passado, Dt−1, e utilizando-se valores iniciais razoa´veis, a estimac¸a˜o
recursiva se inicia supondo que (McCormick et al. 2012)
(θt−1|Dt−1) ≈ N(θˆt−1, Σˆt).
Enta˜o, a predic¸a˜o e´ aproximada por






1Podemos enxergar essa func¸a˜o como uma func¸a˜o de ligac¸a˜o, em analogia aos modelos lineares
generalizados.
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O fator de desconto, λt, e´ especificado atrave´s equac¸a˜o (6.2), com 0 < λt < 1.
Conforme visto no Cap´ıtulo 2, sobre modelos dinaˆmicos lineares, o modelo pode ser
especificado, sem o desconto, utilizando-se a matriz de covariaˆncias Wt. Sendo assim,
tem-se Rt = Σˆt−1 +Wt. Essa abordagem, entretanto, requer a especificac¸a˜o de toda a
matriz de covariaˆncias Wt, e isso pode implicar em um grande esforc¸o computacional,
ale´m de aumentar a complexidade do modelo. Tais implicac¸o˜es tornam a metodologia
propsota por McCormick et al. (2012) muito atraente.
Atualizac¸a˜o
Uma vez realizada a etapa de predic¸a˜o, combina-se a equac¸a˜o de predic¸a˜o (6.1) com
a observac¸a˜o no tempo t, para atualizar as estimativas dos paraˆmetros. A distribuic¸a˜o
a posteriori das estimativas atualizadas, θt, pode ser escrita da seguinte forma
p(θt|Dt) ∝ p(yt|θt)p(θt|Dt−1). (6.3)
Portanto, a equac¸a˜o (6.3) e´ o produto da equac¸a˜o de predic¸a˜o e da verossimilhanc¸a
no tempo t. A expressa˜o do lado direito de (6.3) tipicamente na˜o possui forma fechada,
podendo ser aproximada utilizando-se me´todos MCMC. Entretanto, para viabilizar os
ca´lculos com baixo esforc¸o computacional, McCormick et al. (2012) aproximam o lado
direto de (6.3) por uma distribuic¸a˜o Normal, tendo, antes, tomado uma aproximac¸a˜o
Normal para a distribuic¸a˜o (θt|Dt−1). Dessa forma, toma-se
p(θt|Dt) ∝ p(yt|θt)N(θˆt−1, Rt). (6.4)
Considere






t − 2θˆTt−1R−1t θt
]
, (6.5)
e defina, via Newton-Raphson





em que Dl(θ) e´ a primeira derivada de l(θ) e D2l(θ) e´ a segunda derivada de l(θ).






Para a estimac¸a˜o do paraˆmetro de desconto λt, McCormick et al. (2012) propu-





Tal integral tipicamente na˜o possui forma fechada. Entretando, ela pode ser
aproximada, de maneira satisfato´ria, utilizando-se a aproximac¸a˜o de Laplace (Tierney
e Kadane, 1986), apresentada nos apeˆndices. Utilizando essa aproximac¸a˜o tem-se
f(yt|Dt−1) ≈ (2pi)d/2
∣∣∣∣[D2l(θˆt)]−1∣∣∣∣ p(yt|Dt−1, θˆt)p(θˆt|Dt−1). (6.8)
Para atualizar o paraˆmetro λt, para cada tempo t, escolhe-se o valor de λt que
maximiza a equac¸a˜o (6.8), ou seja
λt = arg maxλtf(yt|Dt−1). (6.9)
Uma vez que λt ∈ (0, 1], necessita-se de uma maximizac¸a˜o restrita para λt, segundo
McCormick (2012), uma alternativa a essa abordagem seria estimar λt de uma maneira
inteiramente Bayesiana (Sec¸a˜o 12.3 de West e Harrison, 1997) e maximizar a posteriori
completa. Entretanto, essa abordagem requer um grande esforc¸o computacional.
O procedimento descrito acima pode ser resumido no seguinte algoritmo:
Algoritmo de McCormick et al. (2012):
1. Inicie o algoritmo. Por exemplo, pode-se iniciar o algoritmo fixando-se: θˆ0 = g(y1 +
0.00001), yˆ1 = g
−1(x1θˆ0), λ1 = 0.99, Σ1 = 100, R1 = Σ1/λ1, Dl(θˆ0) e D2l(θˆ0);
2. Calcule yˆt = g
−1(xtθˆt−1);
3. Calcule Rt = Σˆt−1/λt−1;
4. Atualize Dl(θˆt−1) e D2l(θˆt−1);
5. Atualize o vetor de paraˆmetros θˆt de acordo com as equac¸o˜es (6.5) e (6.6);





7. De posse dos valores obtidos nos passos anteriores, maximize a equac¸a˜o (6.8), utilizando
me´todos de maximizac¸a˜o restrita, para obter o valor de λt;
8. Atualize, novamente, Rt = Σˆt−1/λt.
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6.1.1 Dynamic Model Averaging
Para o caso de multimodelos (Model Averaging) que permitem a incorporac¸a˜o de
mecanismos u´teis para que sejam levados em conta a incerteza a respeito do modelo
adotado, considere K modelos candidatos (M1, . . . ,MK). A principal caracter´ıstica
desse me´todo e´ que as probabilidades de cada modelo tambe´m sa˜o dinaˆmicas, permi-
tindo, assim, maior flexibilidade ao longo do tempo e tambe´m que eventuais sobrea-
justamentos de cada observac¸a˜o sejam evitados (McCormick et. al., 2012).
Seja Lt o indicador do modelo, tal que se Lt = k, o processo e´ governado pelo
modelo Mk no tempo t. Para o caso de multimodelos tem-se











Segundo Raftery et. al. (2010), atualiza-se θkt condicionalmente a Lt = k. Como
no caso de um u´nico modelo, o processo de estimac¸a˜o ocorre em dois passos: predic¸a˜o
e atualizac¸a˜o. Para o caso de multimodelos, entretanto, o espac¸o de estados em cada
tempo consiste agora do par (Lt, θt), onde θt = (θ
1
t , . . . , θ
K
t ). Agora a estimac¸a˜o
recursiva ocorre no par (Lt, θt)
K∑
l=1
p(θlt|Lt = l, Dt−1)p(Lt = l|Dt−1). (6.10)
Note que (6.10) e´ uma mistura de distribuic¸o˜es, sendo assim, os passos da predic¸a˜o
e da atualizac¸a˜o ocorrem, separadamente, para o modelo, Lt, e para os paraˆmetros
dentro do dado modelo. De acordo com McCormick et. al. (2012), o processo de
estimac¸a˜o e´ dado por
Processo de estimac¸a˜o:
• Passo 1: Predic¸a˜o para o modelo Lt.
A equac¸a˜o de predic¸a˜o do modelo e´ dada por
p(Lt = k|Dt−1) =
K∑
l=1
p(Lt−1 = l|Dt−1)p(Lt = k|Lt = l).
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Para evitar especificar uma matriz de transic¸a˜o K ×K para os termos p(Lt =
k|Lt = l), McCormick et. al. (2012) atualiza a matriz utilizando um fator de
desconto αt, em que 0 < αt ≤ 1,
p(Lt = k|Dt−1) = p(Lt−1 = k|Dt−1)
αt∑K
l=1 p(Lt−1 = l|Dt−1)αt
, (6.11)
O fator aumenta a incerteza, tornando a distribuic¸a˜o de Lt mais platicu´rtica.
Com essa proposta, apenas um paraˆmetro precisa ser especificado, ao inve´s da
matriz K ×K, simplificando, considera´velmente, a especificac¸a˜o do modelo.
• Passo 2: Atualizac¸a˜o do modelo. A equac¸a˜o de atualizac¸a˜o do modelo e´ dada
por








wlt = p(Lt−1 = l|Dt−1)f l(yt|Dt−1). (6.13)
O ajuste de αt e´ feito usando a verossimilhanc¸a preditiva entre todos os modelos




f l(yt|Dt−1)p(Lt = l|Dt−1),




f l(yt|Dt−1)p(Lt = l|Dt−1). (6.14)





onde yˆlt e´ a resposta predita para o modelo l no tempo t.
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6.2 Regressa˜o dinaˆmica Poisson Bayesiana
Nesta sec¸a˜o descreveremos o modelo de regressa˜o dinaˆmica Poisson bayesiana como
um caso particular do modelo de regressa˜o dinaˆmica desenvolvido na Sec¸a˜o 6.1 do
Cap´ıtulo 6. Para tanto, considere uma contagem como varia´vel resposta, yt, e um
conjunto de preditores xt = (x1,t, x2,t, . . . , xd,t), tais que, no tempo t,
yt ∼ Poisson(ξt) onde log(ξt) = xTt θt,
onde θt e´ um vetor d-dimensional de coeficientes da regressa˜o.
Conforme a Sec¸a˜o 6.1 do Cap´ıtulo 6, primeiramente desenvolvemos a equac¸a˜o de
predic¸a˜o e, como feito em Raftery et al. (2010), assumimos que a equac¸a˜o de evoluc¸a˜o
e´ dada por θt = θt−1 +wt, onde os w′ts sa˜o vetores aleato´rios independentes N(0,Wt).
Para toda a caracter´ıstica observada no passado, Dt−1, e valores iniciais, a estimac¸a˜o
recursiva se inicia supondo
(θt−1|Dt−1) ≈ N(θˆt−1, Σˆt).
Enta˜o a equac¸a˜o de predic¸a˜o e´ dada por






De acordo com a Sec¸a˜o 6.1 do Cap´ıtulo 6, a estimac¸a˜o de θt e´ feita utilizando o
me´todo de Newton-Raphson. Sendo assim, a atualizac¸a˜o de θt e´ dada por





onde l(θ) = log(p(yt|θ)p(θ|Dt−1)), Dl(θ) e´ a primeira derivada de l(θ) e D2l(θ) e´ a
segunda derivada de l(θ).
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Para o modelo Poisson, e considerando-se a aproximac¸a˜o Gaussiana de (θt|Dt−1),
tem-se






t − 2θˆTt R−1t θt
)
. (6.18)
De (6.18) tem-se que a primeira derivada de l(θ), avaliada em θˆt−1, e´ dada por
Dl(θˆt−1) = (yt − yˆt)xt.
em que yˆt = exp(x
T
t θˆt−1). A segunda derivada de l(θt), avaliada em θˆt−1, e´ dada por
D2l(θˆt−1) = −xtxTt yˆt −R−1t .
As demonstrac¸o˜es das identidades acima sa˜o apresentadas nos apeˆndices. Para





Para a estimac¸a˜o do paraˆmetro de desconto λt, McCormick et al. (2012) propu-





Atrave´s da aproximac¸a˜o de Laplace, a integral (6.19) pode ser aproximada por
f(yt|Dt−1) ≈ (2pi)d/2
∣∣∣∣[D2l(θˆt)]−1∣∣∣∣ p(yt|Dt−1, θˆt)p(θˆt|Dt−1). (6.20)
Para atualizar o paraˆmetro λt, para cada tempo t, escolhe-se o valor de λt que
maximiza a equac¸a˜o (6.20), ou seja
λt = arg maxλtf(yt|Dt−1). (6.21)
Uma vez que λt ∈ (0, 1], e´ necessa´rio uma maximizac¸a˜o restrita, no intervalo (0, 1],
da verossimilhanc¸a preditiva.
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Para a modelo Poisson, o algoritmo, descrito na sec¸a˜o anterior, pode ser resumido
da seguinte forma:
Regressa˜o dinaˆmica Poisson:
1. Inicie o algoritmo. Como exemplo, pode-se inicia´-lo como: θˆ0 = log(y1 + 0.00001), yˆ1 =
exp(x1θˆ0), λ1 = 0.99,Σ1 = 100, R1 = Σ1/λ1, Dl(θˆ0) e D
2l(θˆ0);
2. Calcule yˆt = exp(xtθˆt−1);
3. Calcule Rt = Σˆt−1/λt−1;
4. Atualize Dl(θˆt−1) e D2l(θˆt−1);
5. Atualize o vetor de paraˆmetros θˆt de acordo com a equac¸a˜o (6.17);





7. De posse dos valores obtidos nos passos anteriores, maximize a func¸a˜o (6.20), utilizando
me´todos de maximizac¸a˜o restrita, para obter o valor de λt;
8. Atualize, novamente, Rt = Σˆt−1/λt.
6.2.1 Ana´lise de dados simulados
Para ilustrar a flexibilidade em acomodar mudanc¸as estruturais de uma se´rie temporal
pela abordagem do me´todo proposto por McCormick et al. (2012), simulamos 3 bases
de dados, duas delas com diferentes mudanc¸as estruturais. Tambe´m simulamos uma
base de dados segundo um modelo Poisson esta´tico.
Para as duas primeiras simulac¸o˜es foram geradas bases de tamanho T = 2000,
para a terceira base fixou-se T = 1000 . As simulac¸o˜es podem ser resumidas como a
seguir
• Base de dados 1: Mudanc¸a na inclinac¸a˜o de θt:
θt =
 −1 + 2t/1000 : t < 10001− 2t/1000 : t ≥ 1000
Os dados simulados esta˜o ilustrados na Figura 6.1.
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A programac¸a˜o utilizada para gerar a base acima e´ dada por
Simulac¸a˜o - Base 1
n=1000
2 beta <- rep(0,n)
beta2 <- rep(0,n)
4 for (t in 1:n){
beta[t] = -1+2*t/n
6 beta2[t] = 1-2*t/n
}
8 beta1 <- beta
par(mfrow=c(2,1))





16 par <- rep(0,2*n)
lambda <- par
18 y=par
for (t in 1: length(par)){
20 if (t<= length(par)/2){
par[t] = theta1[t]
22 } else if (t>= length(par)/2){
par[t] = theta2[t -1000]
24 }
lambda[t] <- exp(par[t])
26 y[t] <- rpois(1,lambda[t])
}
28 par(mfrow=c(2,1))




A programac¸a˜o utilizada para ajustar o modelo aos dados acima e´ dada por
Ajuste - Base 1
exemplo1 <- poisson.uni(Y=y,X=NULL , lambda0 =0.95, c=0.95)
2 names(exemplo1)
4 par(mfrow=c(2,1))
plot(par , type="l", lty=2, lwd=2, ylab="Theta", xlab="Tempo")






abline(v=1000, lty=2, lwd =2)
A Figura 6.2 mostra as estimativas geradas pelo algoritmo detalhado ha´ pouco.
Pode-se observar que o algoritmo foi capaz de captar a mudanc¸a estrutural
ocorrida na se´rie.
• Base de dados 2: Mudanc¸a abrupta em θt, no tempo t = 1000. Os dados
simulados esta˜o ilustrados na Figura 6.3.
A programac¸a˜o utilizada para gerar a base acima e´ dada por
Simulac¸a˜o - Base 2
1 n=1000
beta <- rep(0,n)
3 beta2 <- rep(0,n)
for (t in 1:n){






11 plot(beta2 , type="l")
13 theta1=beta1
theta2=beta2
15 par <- rep(0,2*n)
lambda <- par
17 y=par
for (t in 1: length(par)){
19 if (t<= length(par)/2){
par[t] = theta1[t]
21 } else if (t>= length(par)/2){
par[t] = theta2[t -1000]
23 }
lambda[t] <- exp(par[t])
25 y[t] <- rpois(1,lambda[t])
}
27 par(mfrow=c(2,1))





A programac¸a˜o utilizada para ajustar o modelo aos dados acima e´ dada por
Ajuste - Base 2










11 abline(v=1000, lty=2, lwd =2)
A Figura 6.4 mostra as estimativas geradas pelo algoritmo detalhado ha´ pouco.
Pode-se ver que o algoritmo tambe´m foi capaz de captar a mudanc¸a estrutural
ocorrida na se´rie.
• Base de dados 3: Por fim, afim de mostrar que o modelo dinaˆmico Poisson
pode ser visto como uma generalizac¸a˜o do modelo de regressa˜o esta´tica Poisson,
simulou-se um modelo regressa˜o esta´tica Poisson, o qual, para t = 1, 2, . . . , 1000,
o preditor linear e´ dado por
log(λt) = 1 + 0.2xt,1 + 0.5xt,2,
em que X1, X2 ∼ U(0, 1) e yt ∼ Poisson(exp(1 + 0.2xt,1 + 0.5xt,2)).
A programac¸a˜o utilizada para gerar dados utilizando a formulac¸a˜o acima e´ dada
por
Simulac¸a˜o - Base 3
1 set.seed (456)
x1 <- runif (1000)
3 x2 <- runif (1000)
beta0 <- 1
5 beta1 <- -0.2
beta2 <- 0.5
7 y <- rep (0 ,1000)
eta <- exp(beta0+beta1*x1+beta2*x2)




A programac¸a˜o utilizada para ajustar o modelo aos dados acima e´ dada por
Ajuste - Base 3





lines(exemplo$estimates [,1]-2*exemplo$sderror [,1], col="blue")
7 lines(exemplo$estimates [,1]+2*exemplo$sderror [,1], col="blue")
9 plot(exemplo$estimates [,2],type="l")
lines(exemplo$estimates [,2]-2*exemplo$sderror [,2], col="blue")
11 lines(exemplo$estimates [,2]+2*exemplo$sderror [,2], col="blue")
13 plot(exemplo$estimates [,3],type="l")
lines(exemplo$estimates [,3]-2*exemplo$sderror [,3], col="blue")




A estimativa dos paraˆmetros no tempo T = 1000 e´ dada na Tabela 6.1, onde
encontram-se, tambe´m, as estimativas dos paraˆmetros obtido utilizando-se a func¸a˜o
glm, a qual ajusta um modelo de Poisson esta´tico. Pode-se observar que as estimativas
pontuais (e seus respectivos erros padra˜o) esta˜o muito pro´ximos entre os modelos e
tambe´m pro´ximos dos valores reais, indicando que o modelo de regressa˜o dinaˆmica
de Poisson tambe´m pode ser utilizado para analisar dados esta´ticos. Sendo assim,
esse modelo e´ uma generalizac¸a˜o do Modelo Linear Generalizado Poisson, que ajusta
dados esta´ticos e dinaˆmicos. A evoluc¸a˜o temporal das estimativas dos paraˆmetros
pode ser vista na Figura 6.5.
Tabela 6.1: Estimativa dos coeficientes do modelo Poisson esta´tico
Modelo COEFICIENTE ESTIMATIVA ERRO
ESTIMADO PONTUAL PADRA˜O
MLG Poisson dinaˆmico INTERCEPTO 1.018137 0.04895716
β1 -0.1897312 0.06073841
β2 0.4672894 0.06186289




No pro´ximo cap´ıtulo abordaremos os Filtros de Chopin (2007) e Caron et. al
(2012) e os aplicaremos para a distribuic¸a˜o de Poisson.
Figura 6.1: Dados simulados com mudanc¸a na inclinac¸a˜o de θt. A linha pontilhada
indica onde houve a mudanc¸a estrutural da se´rie yt.
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Figura 6.2: De cima para baixo tem-se: Se´rie histo´rica yt em preto, valor predito µt
em vermelho, intervalo de credibilidade em linhas azuis. Valor real de θt em preto,
estimativa θˆt em vermelho e intervalo de credibilidade em linhas azuis.
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Figura 6.3: Dados simulados com um ponto abrupto em θt. A linha pontilhada indica
onde houve a mudanc¸a estrutural da se´rie yt.
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Figura 6.4: De cima para baixo tem-se: Se´rie histo´rica yt em preto, valor predito µt
em vermelho, intervalo de credibilidade em linhas azuis. Valor real de θt em preto,
estimativa θˆt em vermelho e intervalo de credibilidade em linhas azuis.
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Figura 6.5: De cima para baixo tem-se: Evoluc¸a˜o temporal das estimativas do inter-
cepto, x1 e x2. Valor real de θt em linhas pontilhadas vermelhas, estimativa θˆt linhas
pretas e intervalo de credibilidade em linhas azuis.
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Cap´ıtulo 7
Modelos Dinaˆmicos para a
Detecc¸a˜o de Pontos de Mudanc¸a
via Filtro de Part´ıculas
Recentemente, foram propostos modelos nos quais sa˜o utilizados filtro de part´ıculas
para detectar a quantidade de pontos de mudanc¸as, e onde eles esta˜o localizados,
baseados no me´todo de Barry e Hartigan (1992). Chopin (2007) desenvolveu um
algortimo de filtro de part´ıculas para detectar mudanc¸as em se´ries de longa durac¸a˜o,
Fearnhead e Liu (2007) desenvolveram um filtro de part´ıculas para a detecc¸a˜o de
pontos de mudanc¸a baseados nas ideias de Chopin (2007) e o utilizaram para modelar
dados de DNA. Caron et al. (2012) generalizaram o filtro proposto por Fearnhead e
Liu (2007) para estimar paraˆmetros esta´ticos do modelo ale´m de detectar os pontos
de mudanc¸a.
Diferentemente da abordagem dada no cap´ıtulo anterior, aqui considera-se o pro-
blema de detectar pontos de mudanc¸as (mudanc¸as estruturais) sem o conhecimento
a priori da quantidade, e os locais onde ocorreram as mudanc¸as. Os algoritmos des-
critos neste cap´ıtulo sa˜o baseados em filtros de part´ıculas e suavizac¸a˜o de um modelo
de espac¸o de estados na˜o gaussianos.
Primeiramente sera´ descrito o algoritmo proposto por Chopin (2007). Este algo-
ritmo combina as principais ideias dos filtros de part´ıculas e dos me´todos MCMC1.
1Amostragem por rejeic¸a˜o e algoritmo de Metropolis-Hastings.
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Em segundo lugar sera´ descrito o algoritmo proposto por Caron et al. (2012).
Tal algoritmo e´ uma extensa˜o do filtro de part´ıculas proposto por Fearnhead e Liu
(2007), por permitir a estimac¸a˜o de paraˆmetros esta´ticos dos modelos.
Na terceira sec¸a˜o os algoritmos de Chopin (2007) e Caron et. al (2012) sera˜o
aplicados ao modelo Poisson por meio de dados simulados.
7.1 Algoritmo de Chopin (2007)
Chopin (2007), propoˆs um algoritmo h´ıbrido que combina as principais ideias dos
filtros de part´ıculas e dos me´todos MCMC para a detecc¸a˜o dinaˆmica dos pontos de
mudanc¸as, sem o conhecimento a priori dessas mudanc¸as.
Considere um modelo de se´rie temporal discreta indexada por um paraˆmetro de
mudanc¸a θt, t ≥ 1,
yt ∼ p(yt|Dt−1, θt), (7.1)
onde Dt−1 denota a subsequeˆncia y1, . . . , yt−1. Assume-se que o paraˆmetro de mu-
danc¸a, θt, segue um processo constante definido por partes, tal que
θt = k, sob a condic¸a˜o de
k−1∑
i=1




ou seja, para as δ1 primeiras observac¸o˜es, o valor de paraˆmetro e´ 1, para as δ2
observac¸o˜es seguintes o valor e´ 2 e assim por diante. A descric¸a˜o acima define a
equac¸a˜o das observac¸o˜es do modelo dinaˆmico.
Os δi’s e os k’s sa˜o desconhecidos, com densidades a priori piδ(.) e pi(.) respectiva-
mente. A densidade piδ(.) possui suporte nos inteiros positivos. Por simplicidade, as
densidade sa˜o assumidas, a priori, independentes e identicamente distribu´ıdas, mas
essa suposic¸a˜o pode ser relaxada (Chopin, 2007).
Chopin (2007), propoˆs uma reformulac¸a˜o desse modelo gene´rico para um modelo
de espac¸o de estados geral, ou seja um modelo de um processo observado (yt), para o
qual o comportamento e´ expresso condicionalmente a um processo de Markov oculto
(xt). Seja dt o tempo de durac¸a˜o, no tempo t, desde a u´ltima mudanc¸a, ou seja
dt = t− δ1 − . . .− δk−1, se o processo esta´ no regime k.
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Esquematicamente, o processo descrito por Chopin (2007) pode ser ilustrado de
acordo com a Figura 7.1
Figura 7.1: Representac¸a˜o esquema´tica do processo descrito por Chopin (2007).
Seja xt = (θt, dt), uma varia´vel latente estendida tal que, a equac¸a˜o do sistema e´
condicional a xt−1 = (θt−1, dt−1), descrita por
xt = (θt, dt) =
(θt−1, dt−1 + 1) com probabilidade piδ(δ ≥ dt−1 + 1|δ ≥ dt−1)(∗, 1) com probabilidade piδ(δ = dt−1 + 1|δ ≥ dt−1)
(7.2)
onde ∗ e´ amostrado, independentemente, da priori pi(.).
Em linhas gerais, na etapa de filtragem, que e´ uma sequeˆncia de derivac¸a˜o da den-
sidade p(xt|Dt−1), e´ feita uma estimac¸a˜o dinaˆmica do instante da u´ltima mudanc¸a e o
valor dos paraˆmetros. Em contrapartida, a etapa de suavizac¸a˜o permite a estimac¸a˜o
conjunta de todos os pontos de mudanc¸a e dos paraˆmetros de cada regime para todo
o conjunto de dado Dt.
Chopin (2007), descreveu va´rias propostas de algoritmos para o problema em
questa˜o. O primeiro filtro de part´ıculas consiste na gerac¸a˜o e atualizac¸a˜o de part´ıculas
x
(j)
t , j = 1, . . . , H, atrave´s dos passos iterativos descritos a seguir:
Algoritmo 1





onde p(xt|xt−1) descreve a densidade condicional da cadeia de Markov oculta {xt}.
• Passo 2: Pondere as part´ıculas, para j = 1, . . . ,H, onde os pesos sa˜o dados por
w
(j)
t = p(yt|Dt−1, x(j)t ),
em que p(yt|Dt−1, x(j)t ) define a verossimilhanc¸a condicional do processo observado yt.
• Passo 3: Reamostre as part´ıculas, isto e´, substitua o conjunto atual de part´ıculas por um
conjunto contendo n
(j)
t re´plicas de x
(j)
t , j = 1, . . . ,H, onde n
(j)
















• Passo 4: Fac¸a t = t+ 1 e va´ para o passo 1.
Segundo Chopin (2007), as transic¸o˜es Markovianas do modelo em questa˜o na˜o pos-
suem boa mistura, de modo que outras estrate´gias foram desenvolvidas para melhorar
o algoritmo inicial.
7.1.1 Algoritmo 2 - Rao-Blackwellizac¸a˜o do componente dis-
creto
Considere a simulac¸a˜o de x
(j)
t condicional a x
(j)
t−1 no passo 1 do algoritmo 1. Dada a
estrutura particular de p(xt|xt−1), isto envolve a simulac¸a˜o de um componente bina´rio
que designa se houve ou na˜o ponto de mudanc¸a no tempo t.
Como a probabilidade desse evento pode ser calculada exatamente, esse com-
ponente bina´rio pode ser ”Rao-Blackwellizado”, isto e´, as contas podem ser fei-
tas integrando com respeito a este (Marginalizando). Segundo Chopin (2007), a




t−1 = (, d) e crie duas part´ıculas, cada uma correspondendo a uma
das duas possibilidades, mesmo regime ou regime diferente, com pesos respectivos,
• x(j,1)t = (, d+ 1), w(j,1)t = piδ(δ ≥ d+ 1|δ ≥ d)p(yt|Dt−1, θt = ) - Mesmo regime.
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• x(j,2)t = (∗, 1), w(j,2)t = p(yt|Dt−1, θt = ∗) - Regime distinto.
• ∗ e´ gerado, independentemente, a partir de pi(.).
Desse modo, obte´m-se um conjunto com 2H part´ıculas, que podem ser amostradas




t , de modo a obter H part´ıculas.
As probabilidades, piδ(δ ≥ d + 1|δ ≥ d) e piδ(δ = d|δ ≥ d), na˜o necessitam estar
disponiveis em forma fechada. No entanto, note que
piδ(δ = d|δ ≥ d) = 1− piδ(δ ≥ d+ 1|δ ≥ d) = P ([δ = d] ∩ [δ ≥ d])
P (δ ≥ d)
=
P (δ = d)
P (δ ≥ d) =
P (δ = d)
1− P (δ ≤ d)
=
piδ(d)
1−∑d−1k=1 piδ(k) . (7.3)
Pode-se salvar as somas parciais
∑d−1
k=1 piδ(k) e reutiliza´-las quando necessa´rio.
Problema: O filtro Rao-Blackwellizado continua a ser altamente ineficiente, de-
vido a` falta de boas condic¸o˜es de mixing2 do processo latente xt.
Considerando o problema em questa˜o, ocasionado pelos paraˆmetros constantes in-
clu´ıdos no processo Markoviano oculto, Gilks e Berzuini (2001) propuseram a criac¸a˜o
de um ”efeito de rejuvenescimento”artifical com o movimento das part´ıculas feito
atrave´s de um processo de MCMC. Tal processo de MCMC precisa ser invariante a`
densidade alvo.
O leitor interessado no me´todo de Rao-Blackwellizac¸a˜o pode consultar Casella e
Robert (1996).
7.1.2 Nova proposta - Movimento fracional
Segundo Chopin (2007), o me´todo de Rao-Blackwellizac¸a˜o continua altamente inefici-
ente, com degenerac¸a˜o devida, principalmente, a` presenc¸a de paraˆmetros constantes
nos estados do modelo dinaˆmico, isto e´, nos θt’s, pois










2Devido a baixa variabilidade a integrac¸a˜o na˜o consegue varrer todo o espac¸o parame´trico.
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Chopin (2007), propo˜e que sejam feitos movimentos (passos de rejuvenescimento,







t ), atrave´s de um kernel MCMC com distribuic¸a˜o invariante dada por
P (θt = |dt = d(j)t , Dt) ∝ pi()
t∏
b=(t−d(j)t )+1
P (yb|Db−1, θb = ). (7.4)
Isso implica em implementar um passo MCMC com respeito ao modelo corres-
pondente ao per´ıodo atual, desde a u´ltima mudanc¸a. Isto e´ conceitualmente mais
simples e computacionalmente mais barato do que considerar o modelo completo
correspondente a`s observac¸o˜es ate´ o tempo t.
Na expressa˜o (7.4) considerou-se, apenas, as observac¸o˜es correspondentes aos tem-
pos b = (t − d(j)t ) + 1 ate´ t, isto e´, correspondente ao tempo atual, desde a u´ltima
mudanc¸a.
Sumarizando:
• A te´cnica de movimento fracional destina-se a ’oxigenar’ o filtro de part´ıculas de
modo a atenuar o problema da degenerac¸a˜o do processo. Dessa forma, introduz-
se variabilidade extra atrave´s de movimentos (pertubac¸o˜es) introduzidas via
MCMC, na parte esta´tica do processo. O processo degenerativo ocorre, princi-
palmente, devido a` parte esta´tica dos paraˆmetros desconhecidos.
• O kernel do MCMC e´ dado por
η
(j)
t = P (θt = |dt = d(j)t , Dt) ∝ pi()
t∏
b=(t−d(j)t )+1
P (yb|Db−1, θb = ). (7.5)
• Na expressa˜o acima considera-se no kernel proposto apenas a influeˆncia das
observac¸o˜es correspondentes ao tempo t atual, desde a u´ltima mudanc¸a.
Sendo assim, o filtro de part´ıculas Rao-Blackwellizado com movimento fracionado
pode ser resumido atrave´s dos seguintes passos (Chopin, 2007):
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Algoritmo 3:







t−1), crie duas part´ıculas, cada uma correspondendo as duas possibilida-











(j), 1), quando houve mudanc¸a.
2. Passo 2: Repondere as part´ıculas com pesos respectivos
w
(j,1)
t = piδ(δ ≥ d(j)t−1 + 1|δ ≥ d(j)t−1)p(yt|θt = θ(j)t−1, Dt−1),
w
(j,2)
t = piδ(δ = d
(j)
t−1|δ ≥ d(j)t−1)p(yt|θt = (j), Dt−1).




t , de forma a
obter H part´ıculas reamostradas.

















t e´ um kernel MCMC com distribuic¸a˜o invariante η
(j)
t como em (7.5).
5. Passo 5: Fac¸a t = t+ 1 e retorne ao passo 1.
A atualizac¸a˜o dos paraˆmetros no passo 4 do algoritmo dado acima se da´ por meio
de um passo utilizado o algoritmo Metropolis-Hastings Gaussiano, ou seja considera-
















































onde γ e´ uma paraˆmetro de ajuste. Segundo Chopin (2007), valores de γ entre 0.5 e
1 garantem uma melhor performance para o filtro. Para maiores detalhes do filtro,
bem como outras informac¸o˜es, o leitor interessado pode consultar Chopin (2007).
O procedimento via filtro de part´ıculas para a detecc¸a˜o de pontos de mudanc¸a pro-
posto por Chopin (2007), na˜o incorpora a possibilidade de haver paraˆmetros esta´ticos.
Tal como discutido no Cap´ıtulo 6, os modelos de espac¸o de estados que incorporam
paraˆmetros esta´ticos demandam sofisticadas metodologias para a estimac¸a˜o eficiente.
Nesta dissertac¸a˜o, propomos uma extensa˜o ao filtro de Chopin (2007) para in-
corporar a estimac¸a˜o de paraˆmetros esta´ticos. Tal modelo sera´ visto em detalhes na
Sec¸a˜o 8.2 do Cap´ıtulo 8.
Na pro´xima sec¸a˜o descreveremos, em detalhes, a te´cnica proposta por Caron et
al. (2012).
7.2 Algoritmo de Caron et al. (2012)
7.2.1 Modelo Estat´ıstico
De acordo com Fearnhead e Liu (2007), considere uma se´rie temporal observada zt,
t = 1, . . . , T , em que, para cada per´ıodo de tempo de i a j, para i < j, tem-se
zi:j = (zi, . . . , zj).
Suponha que a se´rie {zt} seja sujeita a heterogeneidade temporal de modo que mu-
danc¸as abruptas ocorram em determinados pontos no tempo. Uma abordagem bas-
tante utilizada em tais contextos, consiste em segmentar a sequeˆncia de observac¸o˜es
z1, . . . , zT de acordo com uma sequeˆncia de localizac¸o˜es dos pontos de mudanc¸a
0 < τ1 < τ2 < . . . < τm < T , tais que as observac¸o˜es sejam homogeˆneas dentro
de cada segmento e heterogeˆnea entre os segmentos.
Para os m pontos de mudanc¸a (PM) ha´ m+ 1 segmentos cont´ıguos:
z1:τ1 , zτ1+1:τ2 , zτ2+1:τ3 , . . . , zτm+1:T .
Modelo Espec´ıfico dos Pontos de Mudanc¸a
De acordo com Fearnhead e Liu (2007), considere um modelo de ponto de mudanc¸a
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em que as posic¸o˜es no tempo em que as mudanc¸as ocorrem sa˜o modeladas de acordo
com um processo Markoviano de modo que
Pr(O pro´ximo ponto de mudanc¸a ocorre em t2| A u´ltima mudanc¸a ocorreu em t1) =
= Pr(PM em t2| PM em t1) = h(t2 − t1). (7.7)
Dessa forma, a probabilidade da ocorreˆncia de um ponto de mudanc¸a depende,
apenas, do ”´ındice de distaˆncia”do ponto de mundac¸a anterior. Esse modelo e´ um caso
especial do modelo de partic¸a˜o produto para pontos de mudanc¸a (Barry e Hartigan,
1992).
Em (7.7), considere que h(.) descreve alguma distribuic¸a˜o de probabilidade com
suporte nos inteiros positivos. Adicionalmente, denote por H(.) a func¸a˜o de distri-





A f.d.a. H(.) sera´ utilizada na descric¸a˜o do processo de estimac¸a˜o.
Pressupostos do Modelo
Um pressuposto ba´sico na formulac¸a˜o do modelo e´ o da independeˆncia condicional
entre os pontos de mudanc¸a (Barry e Hartigan, 1992; Fearnhead e Liu, 2007): dada
a posic¸a˜o de um ponto de mudanc¸a, a data anterior a`quele ponto de mudanc¸a e´
independente da data posterior ao ponto de mudanc¸a.
Multimodelos
Para cada segmento de observac¸o˜es zτi+1:τi+1 , i = 0, 1, . . . ,m, assumes-se que exis-
tem M poss´ıveis modelos.
Distribuic¸a˜o a priori do modelo
Para cada modelo
r ∈ {1, 2, . . . ,M},
que ocorre com probabilidade a priori p(r), esta´ associado um conjunto Ψr de paraˆmetros
desconhecidos, com distribuic¸a˜o a priori pir.
121
A Figura 7.2 sumariza a hierarquia elaborada para modelar o segmento zτi+1:τi+1 .
Figura 7.2: Hierarquia de modelagem do segmento segundo Caron et al. (2012).
Distribuic¸a˜o de probabilidade de um segmento gene´rico zi:j
Tome i ≤ j. Condicionalmente a um dado modelo r ∈ {1, 2, . . . ,M}, a distri-
buic¸a˜o de probabilidade associada ao segmento zi:j, e´ dada por





A distribuic¸a˜o marginal associada ao segmento zi:j e´ dada por
P (i, j) =
M∑
r=1
P (i, j|r)p(r). (7.10)
Tal probabilidade pode ser calculada analiticamente para casos bem espec´ıficos
como, por exemplo, para prioris conjugadas. No entanto, tipicamente, tal integral e´
analiticamente intrata´vel e me´todos nume´ricos, como quadratura gaussiana, ou apro-
ximac¸o˜es, como a de Laplace, devem ser utilizadas. Um exemplo em que essa integral
e´ analiticamente trata´vel e´ quando considera-se o modelo em que yt ∼ Poisson(λt) e
λt ∼ Gamma(a, b). Sendo assim, tem-se que, para r = 1 e Ψ1 = (a, b), obtem-se










k=i yk e n
∗ = j − i+ 1.
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Detecc¸a˜o dos pontos de mudanc¸a
Seja o evento,
Ct = Tempo do ponto de mudanc¸a mais recente anterior no tempo t, (7.12)
que descreve o estado latente no tempo t.
Condicionalmente a Ct−1 = i, tem-se que as probabilidades de transic¸a˜o entre os
estados sa˜o descritas por
f(Ct = j|Ct−1 = i) =

p1 se j = i (Na˜o houve ponto de mudanc¸a no tempo t)
p2 se j = t− 1 (A mudanc¸a mais recente ocorreu em t− 1)
0 Na˜o houve PM algum anterior a t.
(7.13)
Fearnhead e Liu (2007) descrevem (7.13) como a seguir
f(Ct = j|Ct−1 = i) =

1−H(t−i−1)
1−H(t−i−2) se j = i
H(t−i−1)−H(t−i−2)
1−H(t−i−2) se j = t− 1
0 caso contra´rio
(7.14)
A prova da expressa˜o (7.14) e´ apresentada nos apeˆndices. Tal expressa˜o descreve,
de fato, a equac¸a˜o do sistema de um modelo dinaˆmico.
7.2.2 Infereˆncia Exata
Podemos reescrever esse modelo de ponto de mudanc¸a como um modelo de espac¸o de
estados seguindo as ide´ias de Chopin (2007) e Fearnhead e Liu (2007).
Formulac¸a˜o do problema via Modelos de Espac¸o de Estados
Como ja´ mencionado, Ct representa o estado latente no tempo t. A equac¸a˜o das
observac¸o˜es associada ao modelo dinaˆmico para pontos de mudanc¸a e´ descrita por
g(zt|Ct = j,Dt−1) = P (z1:t|Ct = j)
P (z1:t−1|Ct = j) ,
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mas, utilizando-se a propriedade da independeˆncia condicional, mencionada nos pres-
supostos do modelo,









P (t−1,t−1) se j = t− 1
, (7.15)
em que P (i, j) e´ dada pela equac¸a˜o (7.10).
Em resumo, o modelo de espac¸o de estados em questa˜o e´ dado por
• Equac¸a˜o das observac¸o˜es:
g(zt|Ct = j,Dt−1) =

P (j,t)
P (j,t−1) se j < t− 1
P (t− 1, t) se j = t− 1
, (7.16)
• Equac¸a˜o do Sistema:
f(Ct = j|Ct−1 = i) =

1−H(t−i−1)
1−H(t−i−2) se j = i
H(t−i−1)−H(t−i−2)
1−H(t−i−2) se j = t− 1
0 caso contra´rio.
(7.17)
A expressa˜o g(zt|Ct = j,Dt−1) tambe´m descreve o que Caron et al. (2012) designam
como densidade preditiva condicional.
Filtragem - obtenc¸a˜o da distribuic¸a˜o P (Ct|Dt)
A distribuic¸a˜o a posteriori (Filtrada) de (Ct|Dt), i.e, pode ser obtida recursiva-
mente. Seja
P (Ct|Dt) = P (Ct, Dt)∑t−1
i=0 P (Ct = i,Dt)
=
ξ(Ct, Dt)∑t−1




ξ(Ct, Dt) = g(zt|Ct, Dt−1)P (Ct|Dt−1), (7.18)
P (Ct = i|Dt−1) =
t−2∑
j=0




P (Ct = i|Ct−1 = j)P (Ct−1 = j|Dt−1) (7.19)
• No caso de i < t− 1, i.e, i ≤ t− 2, enta˜o o tempo da u´ltima mudanc¸a, anterior
ao tempo t−1, na˜o pode ter ocorrido para tempos inferiores a i e, muito menos,
para tempos superiores a i. Logo,
P (Ct = j, Ct−1 = i|Dt) =
0, se j < iP (Ct = j, Ct−1 = j|Dt−1), se j = i
Dessa forma, tem-se que (7.18) e´ descrita por
ξ(Ct = j,Dt) = g(zt|Ct = j,Dt−1)P (Ct = j|Ct−1 = j)P (Ct−1=j|Dt−1). (7.20)
• No caso de i = t − 1, enta˜o o tempo da u´ltima mudanc¸a, anterior ao tempo
t− 1, pode ter ocorrido em qualquer tempo j ≤ t− 2. Logo, a expressa˜o (7.19)
e´ descrita por
P (Ct = j|Dt) =

∑t−2
i=1 P (Ct = j|Ct−1 = i)P (Ct−1 = i|Dt−1), se j < t− 1
P (Ct = j|Ct−1 = i)P (Ct−1 = i|Dt−1), se j = t− 1
Dessa forma, a expressa˜o (7.18) e´ dada por
ξ(Ct = j,Dt) =
g(zt|Ct = j,Dt−1)f(Ct = j|Ct−1 = j)p(Ct = j|Dt−1) se j < t− 1g(zt|Ct = j,Dt−1)∑t−2i=0 f(Ct = j|Ct−1 = i)P (Ct = i|Dt−1) se j = t− 1(7.21)
Como as distribuic¸o˜es filtradas P (Ct|Dt) sa˜o armazenadas para todo t = 1, . . . , T ,
enta˜o pode-se simular a partir da distribuic¸a˜o conjunta a posteriori dos paraˆmetros
no tempo T usando a ideia de Chopin (2007)
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Simulac¸a˜o dos pontos de mudanc¸a a partir da distribuic¸a˜o conjunta a posteriori :
1. Simule τ1 de p(CT |DT ). Fac¸a k = 1.
2. Enquanto τk > 0, amostre τk+1 e fac¸a k + 1.
7.2.3 Estimativa recursiva dos paraˆmetros
Usualmente as probabilidades de transic¸a˜o f(Ct|Ct−1) e a densidade preditiva con-
dicional g(zt|Ct, Dt) dependem de alguns paraˆmetros θ ∈ <nθ que necessitam ser
estimados a partir dos dados. Caron et al. (2012) propuseram a estimac¸a˜o por
ma´xima verossimilhanc¸a recursiva de θ. O subscrito θ sera´ utilizado para enfatizar a
dependeˆncia sob os paraˆmetros da densidade de filtragem pθ(Ct|Dt), da probabilidade
de transic¸a˜o fθ(Ct|Ct−1) e da densidade preditiva condicional gθ(zt|Ct = j,Dt). A log
verossimilhanc¸a dos dados Z1:t e´ descrita por









Quando t → ∞ enta˜o limt→∞ lt(θ)t = l(θ). A estrate´gia consiste em encontrar
o ma´ximo local de l(θ). Sendo assim, utiliza-se um algoritmo de aproximac¸a˜o es-
toca´stica (Benveniste et al. 1990)
θt = θt−1 + γt∇logpθ1:t−1(zt|Dt−1), (7.22)
onde a sequeˆncia {γt} e´ na˜o crescente positiva tal que
∑∞





e ∇logpθ1:t−1(zt|Dt−1) e´ o gradiente da log verossimilhanc¸a preditiva calculada em
θt. O subscrito θ1:t−1 indica que esse gradiente e´ calculado utilizando as recurso˜es
atualizadas com θ = θk no tempo k + 1. Sob condic¸o˜es de regularidades (Benveniste
et al 1990) pode-se mostrar que θt converge para o ma´ximo local de l(θ). Para
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acelerar a taxa de convergeˆncia do algoritmo, pode-se usar o me´todo de Newton ou





j=0 ξθ(Ct = j,Dt)
. (7.23)
Calculando as derivadas de pθ(Ct|Dt) com respeito a θ, obte´m-se







O termo ∇ξθ(Ct, Dt) e´ obtido tomando-se as derivadas de (7.21)
∇ξθ(Ct = j,Dt) =
gθ(zt|Ct−1 = j,Dt−1)fθ(Ct = j|Ct−1 = j)pθ(Ct = j|Dt−1)pi
(j,j)
t se j < t− 1
gθ(zt|Ct = j,Dt−1)
∑t−2





t := ∇loggθ(zt|Ct = j,Dt−1) +∇logfθ(Ct = j|Ct−1 = i) +
+ ∇logpθ(Ct−1 = i|Dt−1). (7.26)
7.2.4 Infereˆncia Aproximada
O custo computacional para calcular as recurso˜es de pθ(Ct|Dt) e ∇logpθ(zt|Dt−1) em
cada tempo t e´ proporcional a t. Logo, a` medida que a base se torna grande, existe
um grande esforc¸o computacional que torna o procedimento exato proibitivo. Sendo
assim, Fearnhead e Liu (2007) e Caron et al. (2012) propuseram um esquema de
aproximac¸a˜o nume´rica para aproximar a densidade filtrada.
Em cada tempo t o algoritmo exato armazena o conjunto de probabilidades
pθ(Ct = j|Dt) para j = 0, 1, . . . , t − 1. Dado que muitas dessas probabilidades sa˜o
negligencia´veis, e´ razoa´vel aproximar a distribuic¸a˜o de filtragem por um conjunto pe-
queno Nt de pontos do suporte da distribuic¸a˜o c
(1)
t , . . . , c
(Nt)
t , chamado de part´ıculas,
com probabilidade associada w
(1)
t , . . . , w
(Nt)
t , chamada de pesos.
3Vide Poyiadjis et al. (2011) para uma aplicac¸a˜o dessa abordagem para o caso de modelos de
espac¸o de estados gerais.
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Para limitar o nu´mero de part´ıculas Nt no tempo t, Caron et al. (2012) adotaram
um esquema simples, onde todas as part´ıculas a`s quais os pesos esta˜o abaixo de
um limiar  sa˜o descartadas. Ja´ Fearnhead e Liu (2007) utilizaram reamostragem
estratificada o´tima proposta por Carpenter et al. (1999). No tempo t − 1, suponha



















(Ct−1) = 1 se Ct−1 = c
(i)
t−1 e 0 caso contra´rio, ou seja, w˜
(i)
t e´ uma aproximac¸a˜o
de ξθ(Ct−1 = c
(i)
t−1, Dt−1), enquanto w
(i)






























t−1 e´ uma aproximac¸a˜o de∇pθ(Ct−1 = c(i)t−1|Dt−1).
Sendo assim, β
(i)
t−1 pode ser visto como uma aproximac¸a˜o de∇logpθ(Ct−1 = c(i)t−1|Dt−1).






t = t− 1 para cada part´ıcula i = 1, . . . , Nt−1.
Para calcular uma aproximac¸a˜o de pθ(Ct−1|Dt−1) substitui-se a aproximac¸a˜o (7.27)
em (7.21) para se obter pesos na˜o normalizados para i = 1, . . . , Nt−1
w˜
(i)




t = gθ(zt|Ct = c˜(i)t , Dt−1)
Nt−1∑
i=1
fθ(Ct = t− 1|Ct−1 = c˜(i)t )w(i)t−1. (7.29)
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Similarmente, substituindo-se (7.27) em (7.25) obtem-se uma aproximac¸a˜o α˜
(i)
t de
∇ξθ(Ct = c˜(i)t , Dt), para i = 1, . . . , Nt−1, dada por
α˜
(i)
t = gθ(zt|Ct = c˜(i)t , Dt−1)fθ(Ct = c˜(i)t |Ct−1 = c˜(i)t )w(i)t−1 ×
×
[






t = gθ(zt|Ct = c˜(i)t , Dt−1)
Nt−1∑
i=1
fθ(Ct = t− 1|Ct−1 = c˜(i)t )w(i)t−1 ×
×
[













O algoritmo de Caron et al. (2012) pode ser resumido atrave´s dos seguintes passos:
Algoritmo de Caron et al. (2012):
• No tempo t = 1: Escolha θ0, c11 = 1, w11 = 1, β11 = 0 e N1 = 1.
• No tempo t ≥ 2: para i = 1, . . . , Nt−1 seja c˜it = cit−1 e fac¸a c˜Nt−1+1t = t− 1.
• Para i = 1, . . . , Nt−1 + 1 calcule w˜it usando (7.28)-(7.29) e θt−1.
• Para i = 1, . . . , Nt−1 + 1 calcule α˜it usando (7.30)-(7.31) e θt−1.
• Atualize o vetor de paraˆmetros utilizando









• Selec¸a˜o de Part´ıculas: Selecione as part´ıculas tal que seu peso normalizado seja w¯(i)t > .
Fac¸a Nt igual ao nu´mero de part´ıculas selecionadas.






























Tipicamente as estimativas dos paraˆmetros convergem antes de T para grandes
valores de T . Para o caso em que ha´ uma base de dados pequena, Caron et al.









T para j = 2, . . . , K, para se obter uma convergeˆncia.
7.3 Modelo Dinaˆmico Poisson com Ponto de Mu-
danc¸a
7.3.1 Modelo Dinaˆmico Poisson com Ponto de Mudanc¸a se-
gundo o filtro de Chopin (2007)
Nesta sec¸a˜o sera´ descrito o algoritmo de Chopin (2007) para a distribuic¸a˜o de Poisson.
Mas a abordagem adotada nesta dissertac¸a˜o segue a linha de Fearnhead e Liu (2007),
o qual ao inve´s de modelar o tempo de durac¸a˜o de cada segmento entre pontos de
mudanc¸a, como apresentado na sec¸a˜o, ele modela os tempos em que ocorreram as
mudanc¸as. A justificativa de se usar essa abordagem e´ que assim unificou-se a meto-
dologia para ambos os filtros de part´ıculas descritos nesta dissertac¸a˜o, o que facilitou
a implementac¸a˜o de ambos.
Para tanto, os pontos de mudanc¸a Ct no modelo seguem um processo de Mar-
kov com probabilidade de transic¸a˜o igual a equac¸a˜o definida em (7.14). Para esta
dissertac¸a˜o h(.) foi escolhida como uma distribuic¸a˜o geome´trica. Sendo assim, a pro-
babilidade de transic¸a˜o na equac¸a˜o (7.14) e´ simplificada, e e´ dada por
P (Ct = j|Ct−1 = i) =
1− p se j = i,p se j = t− 1. (7.33)
De posse dessas premissas e seguindo as ideias dadas em Fearnhead e Liu (2007), o
algoritmo de Chopin para a distribuic¸a˜o de Poisson, implementado nesta dissertac¸a˜o,
pode ser resumido nos seguintes passos:
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Filtro de part´ıculas Rao-Blackwellizado segundo Fearnhead e Liu (2007):












• Passo 2: Repondere as part´ıculas com pesos
w
(j,1)
t = p(yt|θt = θ(j)t−1, Dt−1)(1− p)
w
(j,2)
t = p(yt|θt = (j), Dt−1)p.
• Passo 3: Reamostre as 2H part´ıculas com pesos respectivos w(j,1)t , w(j,2)t , de forma a
obter H part´ıculas reamostradas.









t e´ um kernel MCMC com distribuic¸a˜o invariante η
(j)
t como em (7.5).
• Passo 5: Fac¸a t = t+ 1 e va´ ao passo 1.
O algoritmo para suavizac¸a˜o pode ser resumido nos seguintes passos
• Fac¸a k = T ;
• Enquanto k > 0
1. Amostre x
(j)
k a partir de p(xk|Dk), ou seja, reamostre, com reposic¸a˜o, a part´ıcula
x
(j)
k com peso proporcional a w
(j)
k ;
2. Fac¸a k ← c(j)k , para j = 1, 2, . . . ,H.
7.3.1.1 Ana´lise de dados simulados
Para ilustrar o filtro de part´ıculas de Chopin (2007), aplicado a` distribuic¸a˜o de Pois-
son, foi simulada a seguinte base de dados:
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• Simulou-se uma se´rie temporal de tamanho T = 600, tal que os segmentos sa˜o
dados por
1. Segmento 1: para 0 ≤ t ≤ 200 amostra-se de yt ∼ Poisson(λt = 3);
2. Segmento 2: para 201 ≤ t ≤ 400 amostra-se de yt ∼ Poisson(λt = 1);
3. Segmento 3: para 401 ≤ t ≤ 600 amostra-se de yt ∼ Poisson(λt = 3).
• Portanto, as mudanc¸as ocorrem em τ1 = 200 e τ2 = 400.
A base de dados foi gerada no software R, a programac¸a˜o utilizada para a gerac¸a˜o
da base e´ dada por
Simulac¸a˜o
1 #SIMULANDO UM MODELO POISSON COM PONTOS DE MUDANC¸A
set.seed (456)
3 T = 600
y <- rep(0,T)
5 d <- y
#Regimes (Pontos de mudanc¸as ocorrem em 200, 400)
7 tau = c(0, 200, 400, T)
#Valores dos para^metros em cada regime.
9 lambdat = c(3, 1, 3)
#simulando a se´rie
11 for (j in 1:( length(tau) -1)){
for (i in (tau[j]+2):(tau[j+1])){




abline(v=c(200, 400), col="red", lty=2)
Nesta dissertac¸a˜o foram criadas duas func¸o˜es chamadas ChopinF ilter e ChopinSmooth,
que foram utilizadas para ajustar o filtro de Chopin a dados de contagem e fazer a su-
avizac¸a˜o, respectivamente. O nu´mero de part´ıculas utilizado para a aplicac¸a˜o do filtro
foi H = 50000. As linhas de programac¸a˜o criadas para analisar os dados simulados
sa˜o dadas por
Ajuste
filt_poisson <- ChopinFilter(y=y, p=1e^-6, hiper =(2 ,1), NParticle =50000 ,
2 family=POISSON , gama =0.75)





8 abline(v=c(200, 400), col="red", lty=2)
10 #ESTADOS
plot(filt_poisson$thetaf ,lwd=1, lty=1, type="l",
12 ylim=c(min(filt_poisson$lthetaf), max(filt_poisson$uthetaf)),
main="filter")
14 lines(filt_poisson$lthetaf ,lty =2)
lines(filt_poisson$uthetaf ,lty =2)
16 abline(v=c(200, 400), lty=2, col="red")
18 # PROBABILIDADE A POSTERIORI DE MUDANC¸A
plot(smooth_poisson$prob , type="h", ylab="", lwd=2,
20 col="black",
xlab="Tempo", main="")
22 abline(v=c(200, 400), lty=2, col="red")
Os resultados sa˜o ilustrados graficamente na Figura 7.3.
Afim de verificar a consisteˆncia das estimativas, o filtro foi executado 40 vezes
utilizando 1000 part´ıculas, posteriormente construimos os histogramas dos estados
em cada segmento. Os resultados esta˜o ilustrados na Figura 7.4. Cada uma das 40
trajeto´rias foram plotadas em cinza com as trajeto´rias medianas plotadas em preto.
Nota-se que os histogramas esta˜o concentrados pro´ximos dos valores reais, marca-
dos pelas linhas tracejadas em azul. Dessa forma, pode-se ver que uma estrate´gia que
pode ser utilizada para se analisar dados reais via Filtro de Part´ıculas consiste em
executar o filtro mais de uma vez e utilizar a mediana das trajeto´rias como estimativa
final para os estados, o que garante uma melhor aproximac¸a˜o para o estado real.
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(a) Se´rie simulada yt















(c) Probabilidade a posteriori de ocorrer mudanc¸a
Figura 7.3: De cima para baixo, gra´fico da se´rie yt, as estimativas dos estados com
intervalo de confianc¸a de 95% e probabilidade a posteriori de ocorrer um mudanc¸a
no tempo t. As barras tracejadas verticais vermelhas mostram os pontos de mudanc¸a
simulados.
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(b) Densidade emp´ırica dos estados em cada segmento
Figura 7.4: De cima para baixo, trajeto´rias replicadas para cada execuc¸a˜o do filtro
com 1000 part´ıculas em cinza e trajeto´ria mediana em preto. Histograma dos estados
em cada segmento, os valores reais sa˜o representados pelas linhas tracejadas azul.
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7.3.2 Modelo Dinaˆmico Poisson com Ponto de Mudanc¸a se-
gundo o filtro de Caron et al. (2012)
Para a aplicac¸a˜o do filtro proposto por Caron et al. (2012) utilizou-se o modelo
Poisson-gamma, ou seja
yt ∼ Poisson(λt),
λt ∼ Gamma(a, b).
Conforme mostrado na equac¸a˜o (7.11), a distribuic¸a˜o do segmento zi:j, P (i, j|r),
e´ dada por










k=i yk e n
∗ = j− i+ 1. Tal como no filtro de Chopin (2007), a probabili-
dade de transic¸a˜o foi escolhida tal que h(.) siga uma distribuic¸a˜o geome´trica. Sendo
assim, a equac¸a˜o (7.14) se reduz a
P (Ct = j|Ct−1 = i) =
1− p se j = i,p se j = t− 1, (7.34)
Para a atualizac¸a˜o do paraˆmetro θt, vide equac¸a˜o (7.22), foi utilizado o me´todo de
Newton-Raphson conforme descrito em Poyiadis et al. (2011). Sendo assim
γt = ∇2logpθ1:t−1(zt|Dt−1). Afim de criar uma func¸a˜o mais geral, utilizou-se as deri-
vadas calculadas numericamente, apesar do modelo Poisson-gamma admitir o ca´lculo
das derivadas analiticamente.
De posse das premissas adotadas acima, a implementac¸a˜o do filtro para a distri-
buic¸a˜o de Poisson seguiu os passos do algoritmo geral resumidos na Sec¸a˜o 6.3.2 do
Cap´ıtulo 6.
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7.3.2.1 Ana´lise de dados simulados
Para ilustrar o filtro de part´ıculas de Caron et al. (2012), aplicado a distribuic¸a˜o de
Poisson, foram simuladas duas bases de dados
• Base de dados 1: Simulou-se uma se´rie de tamanho T = 400 com 3 pontos de
mudanc¸a nos pontos τ1 = 100, τ2 = 200 e τ3 = 300. O valor de λt varia dentro
de cada segmento da seguinte maneira:
1. Segmento 1: para 1 ≤ t ≤ 100 utilizou-se λt = 4;
2. Segmento 2: para 101 ≤ t ≤ 200 utilizou-se λt = 1;
3. Segmento 3: para 201 ≤ t ≤ 300 utilizou-se λt = 4;
4. Segmento 4: para 301 ≤ t ≤ 400 utilizou-se λt = 1.
• Base de dados 2: Simulou-se uma se´rie de tamanho T = 250 com 4 pontos
de mudanc¸a nos pontos τ1 = 50, τ2 = 100, τ3 = 150 e τ3 = 200. O valor de λt
varia dentro de cada segmento da seguinte maneira:
1. Segmento 1: para 1 ≤ t ≤ 50 utilizou-se λt = 4;
2. Segmento 2: para 51 ≤ t ≤ 100 utilizou-se λt = 1;
3. Segmento 3: para 101 ≤ t ≤ 150 utilizou-se λt = 4
4. Segmento 4: para 151 ≤ t ≤ 200 utilizou-se λt = 1;
5. Segmento 5: para 201 ≤ t ≤ 250 utilizou-se λt = 4.
As bases de dados foram geradas no software R, a programac¸a˜o utilizada para
a gerac¸a˜o de cada base e´ dada por
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– Base de dados 1:
Simulac¸a˜o - Base 1
1 k <- 100
y <- c(rpois(k, 4), rpois(k, 1), rpois(k, 4), rpois(k,1))
3 n <- length(y)
5 plot(y, type="l")
abline(v=c(100, 200, 300), col="red", lty=2, xlab="Time")
– Base de dados 2:
Simulac¸a˜o - Base 2
k <- 50




6 abline(v=c(50, 100, 150, 200), col="red", lty=2, xlab="Time")
Nesta dissertac¸a˜o foram criadas duas func¸o˜es chamadas caronFilter e caronSmooth,
em que a primeira delas ajusta o filtro de Caron et al. (2012) a dados de con-
tagem e a segunda faz a suavizac¸a˜o. As linhas de programac¸a˜o criadas para
analisar os dados simulados sa˜o dadas por
– Base de dados 1:
Ajuste - Base 1
#Ajustando o filtro de Caron
2 filter = caronFilter(y=y, p=0.001 , theta0=c(2,1), epsilon =0.00001)
smooth = caronSmooth(y=y, particles=filter$Particles , weight=filter$Weight
)
4
#Ajustando o filtro de Chopin
6 filt1 <- ChopinFilter(y=y, p=1e^-6, hiper =(2 ,1), NParticle =1000,
family=POISSON , gama =0.75)




12 plot(y, type="l", xlab="Tempo", main="Dados Poisson")
abline(v=c(50, 100, 150, 200), col="red", lty=2, xlab="Time")
14
# PROBABILIDADE A POSTERIORI DE OCORRER MUDANC¸A ESTRUTURAL PARA O ALGORITMO
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16 DE CARON
plot(smooth$prob , type="h", lwd=2, xlab="Tempo", ylab="Posteriori da
18 mudanc¸a",
main="Algoritmo Caron et. al. (2011)")
20 abline(v=c(50, 100, 150, 200), col="red", lty=2, xlab="Time")
22 #NU´MERO DE PARTI´CULAS UTILIZADO EM CADA ITERAC¸ ~AO DO
#ALGORITMO DE CARON ET AL. (2011)
24 plot(filter$NP,type="l", xlab="Tempo",
ylab="Nu´mero de partı´culas",
26 main="Nu´mero de partı´culas")
28 # PROBABILIDADE A POSTERIORI DE OCORRER MUDANC¸A ESTRUTURAL PARA O
#ALGORITMO DE CHOPIN
30 plot(smooth1$prob , type="h", ylab="Posteriori da mudanc¸a", lwd=2,
col="black",
32 xlab="Tempo", main="Algoritmo Chopin (2006)")
abline(v=c(50, 100, 150, 200), col="red", lty=2, xlab="Time")
– Base de dados 2:
Ajuste - Base 2
#Ajustando o filtro de Caron
2 filter = caronFilter(y=y, p=0.001 , theta0=c(2,1), epsilon =0.00001)
smooth = caronSmooth(y=y, particles=filter$Particles , weight=filter$Weight
)
4
#Ajustando o filtro de Chopin
6 filt1 <- ChopinFilter(y=y, p=1e^-6, hiper =(2 ,1), NParticle =1000,
family=POISSON , gama =0.75)




12 plot(y, type="l", xlab="Tempo", main="Dados Poisson")
abline(v=c(100, 200, 300, col="red", lty=2)
14
# PROBABILIDADE A POSTERIORI DE OCORRER MUDANC¸A ESTRUTURAL PARA
16 #O ALGORITMO DE CARON
plot(smooth$prob , type="h", lwd=2, xlab="Tempo",
18 ylab="Posteriori da mudanc¸a",
main="Algoritmo Caron et. al. (2011)")
20 abline(v=c(100, 200, 300, col="red", lty=2)
22 #NU´MERO DE PARTI´CULAS UTILIZADO EM CADA ITERAC¸ ~AO DO ALGORITMO DE
#CARON ET AL. (2011)




# PROBABILIDADE A POSTERIORI DE OCORRER MUDANC¸A ESTRUTURAL PARA O
28 #ALGORITMO DE CHOPIN
plot(smooth1$prob , type="h", ylab="Posteriori da mudanc¸a", lwd=2,
30 col="black",
xlab="Tempo", main="Algoritmo Chopin (2006)")
32 abline(v=c(100, 200, 300, col="red", lty=2)
Os resultados, bem como a se´rie simulada, esta˜o ilustrados nas figuras 7.5 e 7.6.
O tempo de processamento do filtro de Caron para a primeira base foi de,
aproximadamente, 5 segundos, enquanto que o filtro de Chopin, com H =
1000 part´ıculas, levou aproximadamente 12 segundos. Para a segunda base
o filtro de Caron levou aproximadamente 8 segundos contra 15 do filtro de
Chopin. Dessa forma, observa-se que o filtro de Caron possui um menor tempo
de processamento, por utilizar menos part´ıculas.
No pro´ximo cap´ıtulo sera´ ilustrado as novas extenso˜es propostas para o al-
goritmo de McCormick et. al (2012) e para o filtro de Chopin (2007). Tais
extenso˜es permitem que esses algoritmos estimem paraˆmetros esta´ticos, ale´m
dos estados.
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(a) Se´rie simulada yt















(b) Nu´mero de part´ıculas selecionadas















(c) Probabilidade a posteriori de ocorrer mudanc¸a
Figura 7.5: De cima para baixo, gra´fico da se´rie yt. Nu´mero de part´ıculas utilizadas
em cada iterac¸a˜o do filtro de Caron et al. (2012). Probabilidade a posteriori de
ocorrer um mudanc¸a no tempo t segundo filtro de Caron et al. (2012).
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(a) Se´rie simulada yt














(b) Nu´mero de part´ıculas selecionadas













(c) Probabilidade a posteriori de ocorrer mudanc¸a
Figura 7.6: De cima para baixo, gra´fico da se´rie yt. Nu´mero de part´ıculas utilizadas
em cada iterac¸a˜o do filtro de Caron et al. (2012). Probabilidade a posteriori de




Ao se analisar dados reais de contagem, frequentemente o analista depara-se
com superdispersa˜o e/ou excesso de zeros. Sendo assim, o modelo Poisson
passa a na˜o ser adequado e outros modelos para dados de contagem devem ser
utilizados. Nesta dissertac¸a˜o foram desenvolvidos dois algoritmos ine´ditos para
permitir a estimac¸a˜o conjunta dos estados e dos paraˆmetros esta´ticos, genera-
lizando os algoritmos propostos por McCormick et al. (2012) e Chopin (2007).
Estes algoritmos permitiram a criac¸a˜o dos modelos de regressa˜o dinaˆmica e
filtros de part´ıculas para a detecc¸a˜o de pontos de mudanc¸a para os modelos
Binomial Negativo, Poisson inflacionado de zeros (ZIP) e Binomial Negativo
inflacionado de zeros (ZINB), que sera˜o apresentados nos pro´ximos cap´ıtulos e
ilustrados por meio de dados simulados. Tais algoritmos sa˜o denominados como
Algoritmo de McCormick com paraˆmetros esta´ticos (McPE) e Filtro de Chopin
com Aprendizado de Part´ıculas (FChAP).
Este cap´ıtulo esta´ dividido da seguinte forma: Na Sec¸a˜o 8.1 apresentamos o
algoritmo McPE, que representa uma extensa˜o do algoritmo proposto por Mc-
Cormick et al (2012), de modo a permitir a estimac¸a˜o dos paraˆmetros esta´ticos.
Na Sec¸a˜o 8.2 apresentamos o filtro FChAP, no qual combinamos a metodologia
descrita por Chopin (2007) para a estimac¸a˜o dos estados de uma se´rie com pon-
tos de mudanc¸a, com aprendizado de part´ıculas, segundo o esquema proposto
por Liu e West (2001), na estimac¸a˜o de paraˆmetros esta´ticos.
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8.1 Algoritmo McPE (McCormick com paraˆmetros
esta´ticos)
Nesta sec¸a˜o apresentamos uma generalizac¸a˜o para o modelo de regressa˜o dinaˆmica
proposto por McCormick et al. (2012) que denominamos por McPE (Algoritmo
de McCormick com paraˆmetros esta´ticos), para a estimac¸a˜o conjunta dos esta-
dos e dos paraˆmetros esta´ticos. Para tanto, considere para t = 1, 2, . . . , T .
yt ∼ f(.|µt,Ψ),
µt = g(θt).
Aqui Ψ representa o vetor composto pelos paraˆmetros esta´ticos das equac¸o˜es
de observac¸a˜o. Como no algoritmo descrito na Sec¸a˜o 6.1, o procedimento de
estimac¸a˜o e´ feito em duas etapas: (1) predic¸a˜o e (2) atualizac¸a˜o. O processo de
estimac¸a˜o comec¸a supondo
θt−1|Dt−1 ∼ N(θˆt, Σˆt−1).
Enta˜o a equac¸a˜o de predic¸a˜o e´




. Para a etapa de atualizac¸a˜o, combina-se a equac¸a˜o de predic¸a˜o
e a observac¸a˜o adicional no tempo t. A distribuic¸a˜o a posteriori da estimativa
atualizada e´ dada por
p(θt|Ψ, Dt) ∝ p(yt|Ψ, θt)p(θt|Ψ, Dt−1). (8.2)
Novamente, o lado direito da equac¸a˜o (8.2) e´ aproximado por uma distribuic¸a˜o
Normal. Para a estimac¸a˜o do estado θt utiliza-se o me´todo de Newton-Raphson:






onde l(θ) = p(yt|θ,Ψ)p(θ|Dt−1). Para a estimac¸a˜o dos paraˆmetros esta´ticos Ψ




p(yt|θt, Dt−1)p(θt, Dt−1)dθt. (8.3)
Em muitos casos, essa integral na˜o pode ser calculada de forma fechada. Sendo
assim, usa-se a aproximac¸a˜o de Laplace:
f(yt|Ψ, Dt−1) ≈ (2pi)d/2|[D2(θˆt)]−1|p(yt|Ψ, θˆt, Dt−1)p(θˆt|Dt−1). (8.4)
Note que ∂
∂Ψ∂λt
f(yt|Ψ, Dt−1) = ∂∂λt∂Ψf(yt|Ψ, Dt−1) = 0. Logo, λt e Ψ sa˜o orto-
gonais e podem ser estimados separadamente. Para tanto, utilizou-se a seguinte
estrate´gia para a estimac¸a˜o de λt e Ψ:
– Passo 1: Dado λˆt−1 e θˆt, estime Ψ a partir de f(yt|Ψ, Dt−1) utilizando
estimac¸a˜o por ma´xima verossimilhanc¸a;
– Passo 2: Dado Ψˆ, estimado no passo 1, e θˆt, atualize λt como
λˆt = argmaxλtf(yt|Ψˆ, Dt−1).
Considerando o que foi apresentado ate´ o momento, a extensa˜o do algoritmo de
McCormick que permite a inclusa˜o de paraˆmetros esta´ticos pode ser resumida
da seguinte forma:
Algoritmo McPE:
1. Inicie o algoritmo. Como exemplo, pode-se inicia´-lo como: θˆ0 = g(y1 +
0.00001), Ψˆ0 = ΨEMV , yˆ1 = g
−1(x1θˆ0), λ1 = 0.99,Σ1 = 100, R1 = Σ1/λ1, Dl(θˆ0) e
D2l(θˆ0);
2. Calcule yˆt = g
−1(xtθˆt−1);
3. Calcule Rt = Σˆt−1/λt−1;
4. Atualize Dl(θˆt−1) e D2l(θˆt−1);
5. Atualize o vetor de paraˆmetros θˆt de acordo com a equac¸a˜o (6.6);
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6. Dado λt−1 e θˆt, estime Ψ a partir de f(yt|Ψ, Dt−1) utilizando o me´todo de ma´xima
verossimilhanc¸a;
7. Dado Ψˆ, estimado no passo anterior, e θˆt atualize λt como λˆt =
argmaxλtf(yt|Ψˆ, Dt−1);





9. Atualize, novamente, Rt = Σˆt−1/λt.
10. Fac¸a t = t+ 1 e volte ao passo 1.
Observac¸o˜es de cunho pra´tico:
1. Para os modelos que apresentam muitos paraˆmetros esta´ticos, podem ocor-
rer frequentes problemas nu´mericos nas maximizac¸o˜es das func¸o˜es. Sendo
assim, pode-se adotar um procedimento ad-hoc: para os paraˆmetros esta´ticos
relacionados com a variabilidade de yt, pode-se atualiza´-lo utilizando um
fator de desconto δ (por exemplo δ = 0.9999), ou seja, Ψt = Ψt−1/δ. Tal
procedimento sera´ ilustrado para o caso em que os dados seguem uma dis-
tribuic¸a˜o Binomial negativa inflacionada de zeros, para a qual o paraˆmetro
de dispersa˜o, k, e´ atualizado como kt = kt−1/δ. Iremos mostrar que,
mesmo escolhendo valores iniciais para k distantes do real, as estimativas
dos paraˆmetros de regressa˜o obtidas sa˜o muito pro´ximas dos verdadeiros.
2. Uma forma de se escolher paraˆmetros iniciais para os paraˆmetros esta´ticos
dos modelos e´ ajustar um modelo de regressa˜o esta´tico e escolher as esti-
mativas provenientes dessa modelagem e utiliza´-las como paraˆmetros ini-
ciais. A justificativa se da´ pela lei forte dos grandes nu´meros, que, mesmo
em dados correlacionados, garante que os estimadores de ma´xima veros-
similhanc¸a pontuais dos paraˆmetros convergem quase certamente para os
paraˆmetros reais (populacionais).
3. Para amostras pequenas, pode-se adotar o procedimento sugerido por Ca-









T , para j = 2, . . . , K, para se
obter convergeˆncia.
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4. As derivadas Dl(θˆ) e D2l(θˆ) podem ser calculadas numericamente, depen-
dendo da complexidade do modelo.
8.2 Algoritmo FChAP (Filtro de Chopin com
aprendizado de part´ıculas)
Nesta sec¸a˜o apresentamos uma generalizac¸a˜o do filtro de part´ıculas proposto
por Chopin (2007), de modo a permitir a estimac¸a˜o dos paraˆmetros esta´ticos
Ψ da equac¸a˜o das observac¸o˜es. Denominamos os novo algoritmo por FChAP
(Filtro de Chopin com aprendizado de part´ıculas). Para tanto, combinou-se o
filtro de Liu e West (2001), com o filtro de Chopin (2007), para a estimac¸a˜o
conjunta dos estados e dos paraˆmetros esta´ticos. E´ interessante (e lamenta´vel)
observar que Nemeth et al. (2014) se anteciparam em relac¸a˜o a no´s ao publica-
rem um artigo que traz, justamente, esse tipo de desenvolvimento. O algoritmo
de Chopin com aprendizado de part´ıculas pode ser resumido da seguinte forma
Algoritmo FChAP:
– Gere valores iniciais para θ
(i)
0 a partir de pi(.).
– Passo 1: Para i = 1, 2, . . . ,H, amostre
Ψ
(i)





– Passo 2: Fac¸a
x
(i,1)














t + (1− a)Ψ¯t
Σˆ
(i)








t = p(yt|θt = θ(j)t−1, Dt−1)(1− p)
w
(j,2)











t , de forma
a obter H part´ıculas reamostradas;

















t e´ um kernel MCMC com distribuic¸a˜o invariante η
(j)
t como em (7.5);




















– Passo 7: Fac¸a t = t+ 1 e va´ ao passo 1.
Para os modelos desenvolvidos nos pro´ximos cap´ıtulos, a probabilidade da
func¸a˜o de transic¸a˜o foi fixada em p = 1 × 10−6. No pro´ximo cap´ıtulo, apli-
caremos os algoritmos desenvolvidos aqui aos modelos Binomial Negativo, ZIP
e ZINB. Posteriormente ilustraremos os resultados por meio de dados simulados.
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Cap´ıtulo 9
Ana´lise de dados simulados
usando os novos
desenvolvimentos
Neste cap´ıtulo aplicaremos os algoritmos que foram desenvolvidos no cap´ıtulo
anterior para criar os modelos de regressa˜o dinaˆmica com pontos de mudanc¸a e
detecc¸a˜o de pontos de mudanc¸a para dados de contagem, com superdispersa˜o
e/ou inflac¸a˜o de zeros por meio das distribuic¸o˜es Binomial Negativa (BN),
Poisson inflacionado de zeros (ZIP) e Binomial Negativa inflacionada de zeros
(ZINB). Tais modelos sera˜o exemplificados por meio de dados simulados.
9.1 Modelos para dados de contagem com su-
perdispersa˜o e pontos de mudanc¸a: Modelo Bi-
nomial Negativo
Considere que Yt ∼ BN(k, µt) para t = 1, 2, . . . , T . A func¸a˜o de probabilidade
da varia´vel aleato´ria Yt e´ dada por











A me´dia e variaˆncia do modelo Binomial Negativo sa˜o dados por
E(Yt) = µt, (9.2)
V (Yt) = µt + kµ
2
t .
Note que k e´ um paraˆmetro esta´tico, que esta´ relacionado com a dispersa˜o
do modelo. Nas pro´ximas sec¸o˜es sera˜o ilustrados, atrave´s de dados simulados,
nossas propostas, McPE e FChAP, de extensa˜o dos algoritmos de McCormick
et al. (2012) e Chopin (2007), que permitem a inclusa˜o de paraˆmetros esta´ticos
no modelo, aplicados ao modelo Binomial Negativo. O apeˆndice F apresentam
uma aplicac¸a˜o do modelo baseado no algoritmo McPE a dados simulados de
regressa˜o esta´tica.
9.1.1 Ana´lise dos dados simulados via algoritmo McPE
Para ilustrar o algoritmo de McCormick com paraˆmetros esta´ticos (McPE) para
o modelo Binomial Negativo, simulou-se uma se´rie Binomial Negativa de tama-
nho T = 1000, na qual houve uma quebra estrutural no ponto t = 500. Essa
quebra se deu da seguinte forma: para 1 ≤ t ≤ 500 fixou-se µt = 2 e para
501 ≤ t ≤ 1000 enta˜o µt = 1.




3 beta <- rep(0,n)
beta2 <- rep(0,n)
5 for (t in 1:n){
beta[t] = 2
7 beta2[t] = 1
}
9 beta1 <- beta
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par(mfrow=c(2,1))







19 lambda <- par
y=par
21 for (t in 1: length(par)){
if (t<= length(par)/2){
23 par[t] = theta1[t]
} else if (t>= length(par)/2){
25 par[t] = theta2[t-n]
}
27 lambda[t] <- exp(par[t])
y[t] <- rnbinom(1,mu=lambda[t],size =1)
29 }
par(mfrow=c(2,1))
31 plot(par , type="l", ylim=c(0 ,2.5), xlab="Tempo")
abline(v=n, col="red", lty =2)
33 plot(y, type="l", xlab="Tempo")
abline(v=n, lty=2, col="red")
O dado simulado esta´ ilustrado na Figura 9.1.
A programac¸a˜o utilizada para a ana´lise do conjunto de dados, utilizando o
algoritmo McPE, e´ dadas por
Ajuste




6 plot(par , type="l", ylim=c( -1.5 ,2.5), lty=2, lwd=2, ylab="Theta",
xlab="Tempo")
8 lines(exemplo2$estimates[-c(1,2) ,1], col="red")
lines(exemplo2$estimates[-c(1,2) ,1]-2*exemplo2$sderror[-c(1,2)], col="blue")
10 lines(exemplo2$estimates[-c(1,2) ,1]+2*exemplo2$sderror[-c(1,2)], col="blue")
abline(v=500, lty=2, lwd=2)
12
plot(exemplo2$estimates[-c(1,2) ,2], type="l", ylab="dispers~ao",
14 xlab="Tempo")
abline(h=1, lty=2, lwd=2, col="red")
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Figura 9.1: De cima para baixo, estado real. Se´rie simulada, yt, Binomial Negativa
com quebra estrutural no ponto t = 500. A barra tracejada vertical vermelha indica
o ponto da quebra.
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Os resultados esta˜o ilustrados na Figura 9.2, em que observa-se que a metodo-
logia proposta e´ capaz de identificar o ponto de mudanc¸a.























Figura 9.2: Ana´lise da se´rie Binomial Negativa com quebra estrutural no tempo
t = 500 via algoritmo de McCormick com paraˆmetros esta´ticos (McPE)
9.1.2 Ana´lise de dados simulados via algoritmo FChAP
Para ilustrar o uso do filtro de Chopin com aprendizado de part´ıculas (FChAP)
para o modelo Binomial Negativo, foi simulada a seguinte base de dados:
– Simulou-se uma se´rie temporal de tamanho T = 600, tal que os segmentos
sa˜o dados por
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1. Segmento 1: para 0 ≤ t ≤ 200 amostra-se de yt ∼ BN(k = 2, µ = 3);
2. Segmento 2: para 201 ≤ t ≤ 400 amostra-se de yt ∼ BN(k = 2, µ =
1);
3. Segmento 3: para 401 ≤ t ≤ 600 amostra-se de yt ∼ BN(k = 2, µ =
3).
– Portanto, as mudanc¸as ocorrem em τ1 = 200 e τ2 = 400.
A programac¸a˜o utilizada para a gerac¸a˜o da se´rie e´ dada a seguir
Simulac¸a˜o
1 #SIMULANDO UM MODELO BINOMIAL NEGATIVO COM PONTOS DE MUDANC¸A
set.seed (456)
3 T = 600
y <- rep(0,T)
5 d <- y
7 #Regimes (Pontos de mudanc¸as ocorrem em 200 e 400)
tau = c(0, 200, 400, T)
9 #Valores dos para^metros em cada regime.
lambdat = c(3, 1, 3)
11 #simulando a se´rie
for (j in 1:( length(tau) -1)){
13 for (i in (tau[j]+2):(tau[j+1])){




abline(v=c(200, 400), col="red", lty=2)
A programac¸a˜o para o ajuste do modelo Binomial Negativo com pontos de
mudanc¸a, atrave´s do filtro FChAP, aos dados simulados, utilizando-se 50000
part´ıculas, e´ dada a seguir
Ajuste
filt_nb <- ChopinFilter(y=y, p=1e^-6, hiper =(2 ,1), tuning =0.975 , NParticle
=50000 ,
2 family=NB, shiper =(2,1), k0=1.5, gama =0.75)




abline(v=c(200, 400), col="red", lty=2)
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8#ESTADOS
10 plot(filt_nb$thetaf ,lwd=1, lty=1, type="l",
ylim=c(min(filt_nb$lthetaf), max(filt_nb$uthetaf)), main="filter")
12 lines(filt_nb$lthetaf ,lty =2)
lines(filt_nb$uthetaf ,lty =2)
14 abline(v=c(200, 400), lty=2, col="red")
16 #PARA^METRO DE DISPERS~AO




20 abline(h=1, lty=2, col="red")
22 # PROBABILIDADE A POSTERIORI DE OCORRER MUDANC¸A ESTRUTURAL NA SE´RIE
plot(smooth_nb$prob , type="h", ylab="", lwd=2, col="black",
24 xlab="Tempo", main="")
abline(v=c(200, 400), lty=2, col="red")
Os resultados, bem como a se´rie simulada, esta˜o ilustrados na Figura 9.3. Nota-
se que a me´dia filtrada muda de valor ao mudar o regime da se´rie se aproximando
dos valores verdadeiros. Nota-se, tambe´m, que a dispersa˜o e´ um pouco superes-
timada, mas seu valor encontra-se pro´ximo do verdadeiro. Ja´ as probabilidades
a posteriori de mudanc¸a sa˜o mais evidentes a` medida que o tempo se aproxima
dos pontos de mudanc¸a, logo o modelo acerta quantas e onde ocorreram as
mudanc¸as.
Afim de verificar a consisteˆncia das estimativas, o filtro foi executado 40 vezes
utilizando 1000 part´ıculas, posteriormente construimos os histogramas dos es-
tados em cada segmento. Os resultados esta˜o ilustrados na Figura 9.4. Cada
uma das 40 trajeto´rias foram plotadas em cinza com as trajeto´rias medianas
plotadas em preto.
Nota-se que os histogramas esta˜o concentrados pro´ximos dos valores reais, mar-
cados pelas linhas tracejadas em azul. Dessa forma, pode-se ver que uma
estrate´gia que pode ser utilizada para se analisar dados reais via Filtro de
Part´ıculas consiste em executar o filtro mais de uma vez e utilizar a medi-
ana das trajeto´rias como estimativa final para os estados, o que garante uma
melhor aproximac¸a˜o para o estado real e para os paraˆmetros esta´ticos.
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(a) Se´rie simulada yt


































(d) Probabilidade a posteriori de mudanc¸a
Figura 9.3: (a) Se´rie simulada yt. (b) Estimativas dos estados com intervalo de
credibilidade de 95%. (c) Estimativa do paraˆmetro de dispersa˜o com intervalo de
credibilidade de 95%. (d) Probabilidades a posteriori de ocorrer uma mudanc¸a no
tempo t via algortimo FChAP. As barras verticais vermelhas mostram os pontos de
mudanc¸a simulados.
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(a) Filtragem replicada para os estados









(b) Filtragem replicada para a dispersa˜o
theta























(c) Densidade emp´ırica dos estados em cada segmento
Figura 9.4: De cima para baixo, Trajeto´rias replicadas para cada execuc¸a˜o do filtro
com 1000 part´ıculas em cinza e trajeto´ria mediana dos estados em preto. Trajeto´rias
replicadas para o paraˆmetro de dispersa˜o. Histograma dos estados em cada segmento,
os valores reais sa˜o representados pelas linhas tracejadas azul.
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9.2 Modelos para dados inflacionados de zeros
e pontos de mudanc¸a: Modelos ZIP e ZINB
Em dados de contagem e´ poss´ıvel que ocorram alguns desvios do modelo Poisson,
que sa˜o devidos ou a ocorreˆncia excessiva de zeros, ou devidos a algum meca-
nismo sistema´tico, e/ou a ocorreˆncia de superdispersa˜o, em que a variaˆncia da
varia´vel observada excede o valor da me´dia correspondente. No caso do modelo
de Poisson, se x ∼ Poisson(λ), enta˜o E(X) = V (X) = λ. Na formulac¸a˜o de
um modelo com excesso de zeros, considere a fomulac¸a˜o descrita por Lambert
(1992). Em particular, para cada observac¸a˜o i, existem duas possibilidades
para o processo de gerac¸a˜o dos dados yi. O resultado de um ensaio de Bernoulli
determina qual processo sera´ utilizado. Para a observac¸a˜o i, o processo 1 e´
escolhido com probabilidade pi, e o processo 2 com probabilidade 1− pi.
O processo 1 gera contagens nulas, ou zeros estruturais, e, nesse caso, P (Yi =
0) = 1. Ja´ o processo 2 gera as contagens a partir de uma distribuic¸a˜o de
Poisson ou Binomial Negativa.
No caso do modelo com excesso de zeros, seja xi uma covaria´vel associada a`
observac¸a˜o i, que e´ utilizada na descric¸a˜o dos paraˆmetros do modelo, e defina
P (Yi = yi|pi) =

P (Yi = 0|processo 1)P (processo 1)+
+P (Yi = 0|processo 2)P (processo 2) se yi = 0
P (Yi = yi|processo 2)P (processo 2) se yi > 0.
=

pi + (1− pi)P (Yi = 0|processo 2) se yi = 0
(1− pi)P (Yi = yi|processo 2) se yi > 0.
(9.3)
Na pra´tica pode-se, tambe´m, utilizar covaria´veis, Zi, para explicar a proba-
bilidade pi associada ao processo gerador do excesso de zeros, utilizando uma
func¸a˜o de ligac¸a˜o apropriada para pi, g(pi|zi) = γ′zi. Sendo assim, a probabili-
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dade associada a (Yi = yi|γi, zi) e´ dada por
P (Yi = yi|γi, zi) =
p(γ
′
zi) + (1− p(γ′zi))p(0|xi) se yi = 0
(1− p(γ′zi))p(yi|xi) se yi > 0.
(9.4)
Nas pro´ximas sec¸o˜es sera˜o ilustrados, atrave´s de dados simulados, os algoritmos
McPE e FChAP, aplicados aos modelos ZIP e ZINB. O apeˆndice F apresentam
uma aplicac¸a˜o dos modelos baseados no algoritmo McPE a dados simulados de
regressa˜o esta´tica.
9.2.1 Modelo Poisson Inflacionado de Zeros - ZIP
O modelo ZIP e´ um caso especial da estrutura geral apresentada pela equac¸a˜o





, onde λt = log(x
T
t θt). Sendo assim, a distri-
buic¸a˜o de probabilidade e´ dada por
p(yt|p, λt) =
p+ (1− p)e






, se yt > 0.
A me´dia e a variaˆncia do modelo ZIP sa˜o dados por
E(Yt) = λt(1− p), (9.5)
V (Yt) = λt(1− p)(1 + λtp).
9.2.1.1 Ana´lise dos dados simulados via algoritmo McPE
Para ilustrar o algoritmo McPE para o modelo Poisson inflacionado de zeros,
simulou-se uma se´rie temporal ZIP de tamanho T = 1000, na qual foi criada
uma quebra estrutural em t = 500. Essa quebra se deu da seguinte forma: para
1 ≤ t ≤ 500 fixou-se λt = −0.5 + 2 tT . Para 501 ≤ t ≤ 1000 fixou-se λt = 1.
Fixou-se, tambe´m, o valor p = 0.1.





3 beta <- rep(0,n)
beta2 <- rep(0,n)
5 for (t in 1:n){
beta[t] = -0.5+2*t/n
7 beta2[t] = 1
}
9 beta1 <- beta
par(mfrow=c(2,1))





17 par <- rep(0,2*n)
lambda <- par
19 y=par
for (t in 1: length(par)){
21 if (t<= length(par)/2){
par[t] = theta1[t]




27 y[t] <- rZIP(1,mu=lambda[t],sigma =0.1)
}
29 par(mfrow=c(2,1))
plot(par , type="l", ylim=c( -1.5 ,2.5), ylab="Theta", xlab="tempo")
31 abline(v=n, col="red", lty =2)
plot(y, type="l", xlab="tempo")
33 abline(v=n, col="red", lty =2)
A se´rie simulada esta´ ilustrada na Figura 9.5.
A programac¸a˜o utilizada para a ana´lise da se´rie e´
Ajuste




5 plot(par , type="l", ylim=c( -1.5 ,2.5), lty=2, lwd=2, ylab="Theta",
xlab="Tempo")








plot(exemplo1$estimates[-c(1,2) ,2], type="l", ylab="Probabilidade",
15 xlab="Tempo", ylim=c(0,1))
abline(h=0.1, lty=2, lwd=2, col="red")
Os resultados do ajuste esta˜o ilustrados na Figura 9.6. Em que observa-se que
o algortimo McPE e´ capaz de captar a mudanc¸a de regime.


















Figura 9.5: De cima para baixo, estado real, se´rie ZIP simulada yt. A barra tracejada
vertical vermelha indica o ponto da quebra.
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Figura 9.6: De cima para baixo, estados estimados (linha vermelha), via algoritmo
McPE, com intervalo de confianc¸a de 95% (linhas azuis), estimativa do paraˆmetro
esta´tico p.
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9.2.1.2 Ana´lise de dados simulados via algoritmo FChAP
Para ilustrar o filtro FChAP para o modelo ZIP, foi simulada a seguinte base
de dados:
– Simulou-se uma se´rie temporal de tamanho T = 600, tal que os segmentos
sa˜o dados por
1. Segmento 1: para 0 ≤ t ≤ 200 amostra-se de yt ∼ ZIP(p = 0.2, µ =
3);
2. Segmento 2: para 201 ≤ t ≤ 400 amostra-se de yt ∼ ZIP(p =
0.2, µ = 1);
3. Segmento 3: para 401 ≤ t ≤ 600 amostra-se de yt ∼ ZIP(p =
0.2, µ = 3).
– Portanto, as mudanc¸as ocorrem em τ1 = 200 e τ2 = 400.
A programac¸a˜o utilizada para a gerac¸a˜o da se´rie e´ dada por
Simulac¸a˜o
require(gamlss.dist)
2 #SIMULANDO UM MODELO POISSON INFLACIONADO DE ZEROS COM PONTOS DE MUDANC¸A
set.seed (456)
4 T = 600
y <- rep(0,T)
6 d <- y
#Regimes (Pontos de mudanc¸as ocorrem em 200, 400)
8 tau = c(0, 200, 400, T)
#Valores dos para^metros em cada regime.
10 lambdat = c(3, 1, 3)
#simulando a se´rie
12 for (j in 1:( length(tau) -1)){
for (i in (tau[j]+2):(tau[j+1])){




abline(v=c(200, 400), col="red", lty=2)
A programac¸a˜o para o ajuste do modelo aos dados simulados, utilizando 50000
part´ıculas e o algoritmo FChAP e´ dada por:
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Ajuste
1 filt_ZIP <- ChopinFilter(y=y, p=1e^-6, hiper =(2,1), tuning =0.975 ,
NParticle =50000 ,
3 family=ZIP , shiper =(3,3,2,1), p0=0.15, gama =0.75)




abline(v=c(200, 400), col="red", lty=2)
9
#ESTADOS
11 plot(filt_ZIP$thetaf ,lwd=1, lty=1, type="l",
ylim=c(min(filt_ZIP$lthetaf), max(filt_ZIP$uthetaf)), main="filter")
13 lines(filt_ZIP$lthetaf ,lty =2)
lines(filt_ZIP$uthetaf ,lty =2)
15 abline(v=c(200, 400), lty=2, col="red")
17 # PROBABILIDADE DE OCORRER ZERO






# PROBABILIDADE A POSTERIORI DE OCORRER MUDANC¸A ESTRUTURAL NA SE´RIE
25 plot(smooth_ZIP$prob , type="h", ylab="Posteriori da mudanc¸a", lwd=2, col="black
",
xlab="Tempo", main="Algoritmo Chopin (2006)")
27 abline(v=c(200, 400), lty=2, col="red")
Os resultados, bem como a se´rie simulada, esta˜o ilustrados na Figura 9.7. Nota-
se que a me´dia filtrada muda de valor ao mudar o regime da se´rie se aproximando
dos valores verdadeiros. Nota-se, tambe´m, que a probabilidade de zero encontra-
se bem pro´ximo do verdadeiro. Ja´ as probabilidades a posteriori de mudanc¸a
sa˜o mais evidentes a` medida que o tempo se aproxima dos pontos de mudanc¸a,
logo o modelo acerta quantas e onde ocorreram as mudanc¸as.
Afim de verificar a consisteˆncia das estimativas, o filtro foi executado 40 vezes
utilizando 1000 part´ıculas, posteriormente construimos os histogramas dos es-
tados em cada segmento. Os resultados esta˜o ilustrados na Figura 9.8. Cada
uma das 40 trajeto´rias foram plotadas em cinza com as trajeto´rias medianas
plotadas em preto.
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Nota-se que os histogramas esta˜o concentrados pro´ximos dos valores reais, mar-
cados pelas linhas tracejadas em azul. Dessa forma, pode-se ver que uma
estrate´gia que pode ser utilizada para se analisar dados reais via Filtro de
Part´ıculas consiste em executar o filtro mais de uma vez e utilizar a medi-
ana das trajeto´rias como estimativa final para os estados, o que garante uma
melhor aproximac¸a˜o para o estado real e para os paraˆmetros esta´ticos.
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(a) Se´rie simulada yt




















(c) Paraˆmetro p filtrado














(d) Probabilidade a posteriori de ocorrer mu-
danc¸a
Figura 9.7: (a) Se´rie simulada yt. (b) Estimativas dos estados com intervalo de
credibilidade de 95%. (c) Estimativa do paraˆmetro esta´tico p com intervalo de credi-
bilidade de 95%. (d) Probabilidades a posteriori de ocorrer uma mudanc¸a no tempo t
via algoritmo FChAP. As barras verticais vermelhas mostram os pontos de mudanc¸a
simulados.
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(a) Filtragem replicada para os estados







(b) Filtragem replicada para o paraˆmetro p
theta

















(c) Densidade emp´ırica dos estados em cada segmento
Figura 9.8: De cima para baixo, trajeto´rias replicadas para cada execuc¸a˜o do filtro
com 1000 part´ıculas em cinza e trajeto´ria mediana dos estados em preto. Trajeto´rias
replicadas para a probabilidade de zero. Histograma dos estados em cada segmento,
os valores reais sa˜o representados pelas linhas tracejadas azul.
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9.2.2 Modelo Binomial Negativo inflacionado de Zeros -
ZINB
O modelo ZINB e´ um caso especial da estrutura geral descrita pela equac¸a˜o
(9.4) em que p(yi|xi) = Γ(yt+1/k)(kµt)ytΓ(yt+1)Γ(1/k)(1+kµt)yt+1/k e µt = log(xTt θt). Sendo assim, a
distribuic¸a˜o de probabilidade para o modelo ZINB e´ dada por
p(yt|p, k, µt) =
p+ (1− p)(1 + kµt)
−1/k, se yt = 0;
(1− p) Γ(yt+1/k)(kµt)yt
Γ(yt+1)Γ(1/k)(1+kµt)yt+1/k
, se yt > 0.
A me´dia e a variaˆncia do modelo ZINB sa˜o dados por
E(Yt) = µt(1− p), (9.6)
V (Yt) = µt(1− p)(1 + µt(p+ k)).
9.2.2.1 Ana´lise de dados simulados via algoritmo McPE
Para ilustrar o uso do algoritmo McPE para o modelo Binomial Negativo infla-
cionado de zeros, simulou-se um base de tamanho T = 1000, a partir do modelo
ZINB, na qual foi criada uma quebra estrutural t = 500. Essa quebra se deu da
seguinte forma, para 1 ≤ t ≤ 500 fixou-se λt = −0.5 + 1 tT . Para 501 ≤ t ≤ 1000
fixou-se λt = 1. Fixou-se, tambe´m, o valor p = 0.1 e k = 1.





3 beta <- rep(0,n)
beta2 <- rep(0,n)
5 for (t in 1:n){
beta[t] = -0.5+1*t/n
7 beta2[t] = 1
}
9 beta1 <- beta
par(mfrow=c(2,1))





17 par <- rep(0,2*n)
lambda <- par
19 y=par
for (t in 1: length(par)){
21 if (t<= length(par)/2){
par[t] = theta1[t]




27 y[t] <- rzinb(1,k=1,lambda=lambda[t],omega =0.1)
}
29 par(mfrow=c(2,1))
plot(par , type="l", ylim=c( -1.5 ,2.5), ylab="Theta", xlab="tempo")
31 abline(v=n, col="red", lty =2)
plot(y, type="l", xlab="tempo")
33 abline(v=n, col="red", lty =2)
A se´rie simulada ZINB com ponto de mudanc¸a esta´ ilustrada na Figura 9.9.
A programac¸a˜o utilizada para o ajuste do modelo e´ dada a seguir
Ajuste




5 plot(par , type="l", ylim=c( -1.5 ,2.5), lty=2, lwd=2, ylab="Theta",
xlab="Tempo")








plot(exemplo1$estimates [,3], type="l", ylab="p", xlab="Tempo", ylim=c(0,1))
15 abline(h=0.1, lty=2, lwd=2, col="red")
O resultado da ana´lise esta´ ilustrado na Figura 9.10. Nesse exemplo, utilizando
o algoritmo McPE, o paraˆmetro de dispersa˜o, k, foi atualizado utilizando o
paraˆmetro de desconto δ = 0.9999, ou seja, no tempo t o paraˆmetro de dispersa˜o
e´ atualizado como kt = kt−1/δ.

















Figura 9.9: De cima para baixo, estado real, se´rie ZINB simulada yt. A barra tracejada
vertical vermelha indica o ponto da quebra.
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Figura 9.10: De cima para baixo, estados estimados (linha vermelha), via algoritmo
McPE, com intervalo de confianc¸a de 95% (linhas azuis), estimativa do paraˆmetro
esta´tico p.
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9.2.2.2 Ana´lise de dados simulados via algoritmo FChAP
Para ilustrar o modelo, novamente simulou-se a seguinte base de dados:
– Simulou-se uma se´rie temporal de tamanho T = 600, tal que para os
segmentos sa˜o dados por
1. Segmento 1: para 0 ≤ t ≤ 200 amostra-se de yt ∼ ZINB(k = 2, p =
0.2, µ = 3);
2. Segmento 2: para 201 ≤ t ≤ 400 amostra-se de yt ∼ ZINB(k =
2, p = 0.2, µ = 1);
3. Segmento 3: para 401 ≤ t ≤ 600 amostra-se de yt ∼ ZINB(k =
2, p = 0.2, µ = 3).
– Portanto, as mudanc¸as ocorrem em τ1 = 200 e τ2 = 400.
A programac¸a˜o utilizada para a gerac¸a˜o da se´rie e´ dada a seguir:
Simulac¸a˜o
1 require(ZIM)
#SIMULANDO UM MODELO ZINB COM PONTOS DE MUDANC¸A
3 T = 600
y <- rep(0,T)
5 d <- y
7 #Regimes (Pontos de mudanc¸as ocorrem em 200, 400)
tau = c(0, 200, 400, T)
9
11 #Valores dos para^metros em cada regime.
lambdat = c(3, 1, 3)
13
#simulando
15 for (j in 1:( length(tau) -1)){
for (i in (tau[j]+2):(tau[j+1])){
17 y[i] <- rzinb(1, k=2,lambda=lambdat[j], omega =0.2)
}
19 }
A programac¸a˜o para o ajuste do modelo aos dados simulados, utilizando H =
50000 part´ıculas, e´ dada a seguir:
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Ajuste
filt_ZINB <- ChopinFilter(y=y, p=1e^-6, hiper =(2,1), tuning =0.975 ,
2 NParticle =50000 ,
family=ZINB , shiper =(3,3,2,1), p0=0.15, gama =0.75)




8 abline(v=c(200, 400), col="red", lty=2)
10 #ESTADOS
plot(filt_ZINB$thetaf ,lwd=1, lty=1, type="l",
12 ylim=c(min(filt_ZINB$lthetaf), max(filt_ZINB$uthetaf)), main="filter")
lines(filt_ZINB$lthetaf ,lty=2)
14 lines(filt_ZINB$uthetaf ,lty=2)
abline(v=c(200, 400), lty=2, col="red")
16
18 # PROBABILIDADE DE OCORRER ZERO




22 abline(h=0.1, lty=2, col="red")
24
#PARA^METRO DE DISPERS~AO
26 plot(filt_ZINB$dispf ,lwd=1, lty=1, type="l", main="filter", ylim=c(0, 8),
ylab="k")
28 lines(filt_ZINB$dispf ,lty =2)
lines(filt_ZINB$dispf ,lty =2)
30 abline(h=2, lty=2, col="red")
32 # PROBABILIDADE A POSTERIORI DE OCORRER MUDANC¸A ESTRUTURAL NA SE´RIE
plot(smooth_ZINB$prob , type="h", ylab=" ", lwd=2,
34 col="black",
xlab="Tempo", main=" ")
36 abline(v=c(200, 400), lty=2, col="red")
Os resultados, bem como a se´rie simulada, esta˜o ilustrados nas Figuras 9.11 e
9.12. Nota-se que a me´dia filtrada muda de valor ao mudar o regime da se´rie
se aproximando dos valores verdadeiros. Nota-se, tambe´m, que os paraˆmetros
esta´ticos, probabilidade de zero e dispersa˜o, encontram-se bem pro´ximos dos
verdadeiros. Ja´ as probabilidades a posteriori de mudanc¸a sa˜o mais evidentes a`
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medida que o tempo se aproxima dos pontos de mudanc¸a, logo o modelo acerta
quantas e onde ocorreram as mudanc¸as.
Afim de verificar a consisteˆncia das estimativas, o filtro foi executado 40 vezes
utilizando 1000 part´ıculas, posteriormente construimos os histogramas dos es-
tados em cada segmento. Os resultados esta˜o ilustrados na Figura 9.13. Cada
uma das 40 trajeto´rias foram plotadas em cinza com as trajeto´rias medianas
plotadas em preto.
Nota-se que os histogramas esta˜o concentrados pro´ximos dos valores reais, mar-
cados pelas linhas tracejadas em azul. Dessa forma, pode-se ver que uma
estrate´gia que pode ser utilizada para se analisar dados reais via Filtro de
Part´ıculas consiste em executar o filtro mais de uma vez e utilizar a medi-
ana das trajeto´rias como estimativa final para os estados, o que garante uma
melhor aproximac¸a˜o para o estado real e para os paraˆmetros esta´ticos.
De posse do aprendizado adquirido das ana´lise de dados simulados desse cap´ıtulo
e dos Cap´ıtulos 6 e 7, os algoritmos desenvolvidos nesta dissertac¸a˜o foram apli-
cados em 5 se´ries temporais reais afim de validar a teoria estudada ate´ aqui.
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(a) Se´rie simulada yt




















(c) Paraˆmetro p filtrado








Figura 9.11: (a) Se´rie simulada yt. (b) Estimativas dos estados com intervalo de credi-
bilidade de 95%. (c) Estimativa do paraˆmetro esta´tico p com intervalo de credibilidade
de 95%. (d) Estimativa do paraˆmetro de dispersa˜o com intervalo de credibilidade de
95%. As barras verticais vermelhas mostram os pontos de mudanc¸a simulados.
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Figura 9.12: Probabilidade a posteriori de ocorrer mudanc¸a.
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(a) Filtragem replicada para os estados







(b) Filtragem replicada para o paraˆmetro p







(c) Filtragem replicada para a dispersa˜o
theta

















(d) Densidade emp´ırica dos estados em cada segmento
Figura 9.13: De cima para baixo, trajeto´rias replicadas para cada execuc¸a˜o do filtro
com 1000 part´ıculas em cinza e trajeto´ria mediana dos estados em preto. Trajeto´rias
replicadas para a dispersa˜o. Trajeto´rias replicadas para a probabilidade de zero.




Aplicac¸o˜es a dados reais
Neste cap´ıtulo ajustaram-se os modelos propostos nos Cap´ıtulos 6, 7, 8 e 9
a cinco conjuntos de dados reais. Na Sec¸a˜o 10.1 aplicaram-se os modelos de
regressa˜o dinaˆmica utilizando o algoritmo de McCormick (2012) e o Algoritmo
de McCormick com paraˆmetros esta´ticos (McPE), utilizando as distribuic¸o˜es
Poisson, Binomial Negativa, Poisson Inflacionada de Zeros e Binomial Negativa
Inflacionada de Zeros, aos dados relacionados ao nu´mero de casos de S´ıfilis
no estado de Maryland - US. Os modelos foram comparados utilizando-se os
crite´rios de informac¸a˜o de Akaike (AIC), Akaike corrigido (AICC), Bayesiano
(BIC), DIC e foi calculado o Erro Quadra´tico Me´dio (EQM) afim de verificar o
poder de predic¸a˜o dos modelos.
Na Sec¸a˜o 10.2 aplicou-se os Filtros de Chopin (2007), Caron et al. (2012) e
o FChAP, utilizando as distribuic¸o˜es Poisson, Binomial Negativa, Poisson In-
flacionada de Zeros e Binomial Negativa Inflacionada de Zeros, aos dados so-
bre nu´mero de acidentes em mine´rios de carva˜o na Inglaterra, concentrac¸a˜o de
ozoˆnio na cidade do Me´xico, nu´mero de Leso˜es na Sau´de Ocupacional nos Esta-
dos Unidos e nu´mero de Casos de Poliomielite nos Estados Unidos, para identi-
ficar poss´ıveis pontos de quebras estruturais nas se´ries. Os modelos foram com-
parados utilizando-se os crite´rios de informac¸a˜o de Akaike (AIC), Akaike corri-
gido (AICC), Bayesiano (BIC), DIC e foi calculado, tambe´m, o Erro Quadra´tico
Me´dio (EQM) afim de verificar o poder de predic¸a˜o dos modelos.
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A estrate´gia utilizada para aplicac¸a˜o dos filtros de Chopin (2007) e FChAP foi
executa´-los 10 vezes utilizando 50000 part´ıculas. As estimativas foram calcula-
das utilizando o valor mediano das 10 trajeto´rias. A justificativa para se utilizar
essa estrate´gia se encontra na ana´lise de dados simulados, pois pode-se ver que
essa abordagem tornam as estimativas pro´ximas dos valores reais.
Conforme dito no Cap´ıtulo 7, o algoritmo de Caron et al. (2012) foi implemen-
tado apenas para o caso Poisson.
10.1 Aplicac¸o˜es utilizando o Algortimo de Mc-
Cormick et al. (2012)
10.1.1 Nu´mero de Casos de S´ıfilis no Estado de Mary-
land - US
Nesta sec¸a˜o ajustaram-se os modelos de regressa˜o dinaˆmica Poisson e Bino-
mial Negativa a dados relacionados ao nu´mero de Casos de s´ıfilis no Estado de
Maryland - US, ocorridos entre os anos de 2001 a 2011. Tais dados esta˜o dis-
ponibilizados no pacote ZIM do software R. A Figura 10.1 ilustra graficamente
a se´rie de casos de s´ıfilis.
Pela Figura 10.2, nota-se que existe uma grande frequeˆncia de zeros nos dados.
Sendo assim, ha´ indicac¸o˜es de que os modelos inflacionados de zeros sa˜o mais
adequados para descrever a evoluc¸a˜o da se´rie, se comparado aos modelos Poisson
e Binomial Negativo. Para tanto, aplicaram-se os algoritmos de McCormick et
al. (2012) e McPE utilizando os modelos Poisson, Binomial Negativo, Poisson
inflacionado de zeros e Binomial Negativo inflacionado de zeros. Os resultados
dos ajustes para os modelos de regressa˜o esta˜o ilustrados nas Figuras de 10.2 a
10.5.
A fim de verificar quais dos modelos ajustaram-se melhor aos dados, foram
calculados os crite´rios de informac¸a˜o de Akaike (AIC), Akaike corrigido (AICC),
crite´rio Bayesiano (BIC), DIC e o Erro Quadra´tico Me´dio (EQM). Os valores
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calculados esta˜o ilustrados na Tabela 10.1.
Tabela 10.1: Crite´rios de informac¸a˜o para os modelos estimados para o nu´mero de
casos de S´ıfilis em Maryland.
Modelo AIC AICC BIC DIC EQM
Poisson -271,455 -271,034 -254,707 -260,991 0,06732708
Binomial Negativo -270,165 -269,98 -258,999 -262,492 0,04788317
ZIP -276,514 -276,329 -265,348 -268,841 0,04149637
ZINB -278,543 -278,497 -272,96 -273,662 0,03304609
Observando a Tabela 10.1, nota-se que, de forma geral, os modelos inflacionados
de zeros ajustaram-se melhor aos dados se comparado com os modelos Poisson
e Binomial Negativo, por apresentarem os menores valores de AIC, DIC, BIC,
DIC e EQM.
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(b) Frequeˆncia das contagens da se´rie de s´ıfilis.
Figura 10.1: Se´rie temporal observada e distribuic¸a˜o de frequeˆncia para os dados de
ocorreˆncia de s´ıfilis.











Figura 10.2: Me´dia filtrada para a distribuic¸a˜o Poisson
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(a) Me´dia filtrada para a distribuic¸a˜o Binomial Negativa.











(b) Dispersa˜o filtrada para a distribuic¸a˜o Binomial Negativa.
Figura 10.3: Estimativas para os paraˆmetros do modelo Binomial Negativo.
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(a) Me´dia filtrada para a distribuic¸a˜o ZIP.











(b) Probabilidade de zero filtrada para a distribuic¸a˜o ZIP.
Figura 10.4: Estimativas para os paraˆmetros do modelo ZIP.
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(a) Me´dia filtrada para a distribuic¸a˜o ZINB.










(b) Dispersa˜o filtrada para a distribuic¸a˜o ZINB.









(c) Probabilidade de zero filtrada para a distribuic¸a˜o ZINB.
Figura 10.5: Estimativas para os paraˆmetros do modelo ZINB.
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10.2 Aplicac¸o˜es utilizando os filtros de Chopin
(2007), Caron et al. (2012) e FChAP
10.2.1 Desatres em mine´rios de carva˜o na Inglaterra
Nesta sec¸a˜o aplicou-se os filtros de Caron et al. (2012), Chopin (2007) e o
FChAP para analizar a se´rie temporal anual do nu´mero de desastres em mine´rios
de carva˜o na Inglaterra entre 1950 e 1962. Tais dados foram analisados por
Raftery e Akman (1986) e Lai e Xing (2011), os quais propuseram me´todos
alternativos para detectar, dinamicamente, poss´ıveis quebras estruturais nessa
se´rie. A Figura 10.6 ilustra graficamente a se´rie de desastres.
Observando a Figura 10.6 nota-se que a se´rie muda seu n´ıvel pro´ximo do ano de
1890, anteriormente a uma quantidade maior de desastres. Em contrapartida,
apo´s o ano de 1890, ocorre uma queda no nu´mero de desastres.
Para a ana´lise da se´rie aplicou-se o Filtro de Caron et al. (2012) utilizando a
distribuic¸a˜o Poisson, conforme Sec¸a˜o 7.2 do Cap´ıtulo 7. Aplicou-se, tambe´m, o
Filtro de Chopin (2007) utilizando a distribuic¸a˜o de Poisson, conforme Sec¸a˜o 7.1
do Cap´ıtulo 7. Finalmente, aplicou-se o Filtro FChAP utilizando a distribuic¸a˜o
Binomial Negativa, conforme Cap´ıtulos 8 e 9. Os resultados para os treˆs filtros
encontram-se ilustrados nas Figuras de 10.7 a 10.9 respectivamente.
De acordo com o resultado gerado pelo Filtro de Caron et al. (2012), Figura
10.7, nota-se que a mudanc¸a estrutural na se´rie ocorre em torno do ano de 1890.
Tal resultado foi obtido, tambe´m, por Raftery e Akman (1986).
Ja´ os resultados dos filtros de Chopin (2007) utilizando a distribuic¸a˜o de Poisson,
Figura 10.8, e FChAP utilizando a distribuic¸a˜o Binomial Negativa, Figura 10.9,
indicam que na˜o so´ houve mudanc¸a em torno de 1890, como tambe´m em torno
do ano de 1946, aproximadamente. Tais resultados tambe´m foram observados
por Lai e Xing (2011).
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Observando as me´dias estimadas por ambos os filtros, nota-se que houve uma
queda significativa de seu valor filtrado apo´s o ano de 1890, corroborando a
evideˆncia de quebra estrutural na se´rie apo´s esse ano. O paraˆmetro de dispersa˜o
filtrado, para a distribuic¸a˜o Binomial Negativa aumenta gradativamente e, apo´s
o ano de 1890, estabiliza-se pro´ximo do valor 2,4.
A Tabela 10.2 ilustra o tempo de processamento de cada algoritmo. Observa-se
que o filtro de Caron et al. (2012) leva menos tempo para ser executado.
Tabela 10.2: Comparac¸a˜o entre os tempos, aproximados, de processamentos dos al-
goritmos.
Algoritmo Tempo de processamento
Caron 5 segundos
Chopin - Poisson 20 segundos
FChAP - BN 30 segundos













1850 1870 1890 1910 1930 1950
Figura 10.6: Nu´mero de desastres em mine´rios de carva˜o na Inglaterra entre 1950 e
1962
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1850 1870 1890 1910 1930 1950
(a) Nu´mero de part´ıculas utilizadas em cada iterac¸a˜o.













1850 1870 1890 1910 1930 1950
(b) Probabilidade a posteriori de ocorrer mudanc¸a.
Figura 10.7: Estimativas para o filtro de Caron et al. (2012) utilizando a distribuic¸a˜o
Poisson.
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1850 1870 1890 1910 1930 1950
(a) Me´dia filtrada, utilizando o filtro de Chopin (2007), para a distribuic¸a˜o Poisson.









1850 1870 1890 1910 1930 1950
(b) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro de Chopin (2007) utili-
zando a distribuic¸a˜o Poisson.
Figura 10.8: Estimativas para o filtro de Chopin (2007) utilizando a distribuic¸a˜o
Poisson.
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1850 1870 1890 1910 1930 1950
(a) Me´dia filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o Binomial Negativa.









1850 1870 1890 1910 1930 1950
(b) Dispersa˜o filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o Binomial Negativa.






1850 1870 1890 1910 1930 1950
(c) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro FChAP utilizando a dis-
tribuic¸a˜o Binomial Negativa.
Figura 10.9: Estimativas para o filtro de Chopin (2007) utilizando a distribuic¸a˜o
Binomial Negativa.
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10.2.2 Concentrac¸a˜o de ozoˆnio na cidade do Me´xico
Nesta sec¸a˜o aplicou-se os filtros de Caron et al. (2012), Chopin (2007) e o
FChAP para analisar a se´rie temporal mensal do nu´mero de vezes em que a
concentrac¸a˜o de ozoˆnio ultrapassou o limite de 0.17 ppm (partes por milha˜o)na
cidade do Me´xico os anos de 1998 e 2004. Tais dados foram analisados por
Achcar et al. (2008), os autores utilizam processo de poisson na˜o homogeˆneo
para modelar o nu´mero de vezes em que a concentrac¸a˜o de ozoˆnio superou o
limiar estabelecido. A concentrac¸a˜o de ozoˆnio acima de 0.11 ja´ implica em
uma deteriorac¸a˜o da sau´de. Sendo assim, torna-se importante monitorar as
concentrac¸o˜es de ozoˆnio no ar, de modo a permitir que ac¸o˜es governamentais
sejam tomadas de modo a minimizar danos a` sau´de da populac¸a˜o. A Figura
10.10 ilustra a se´rie de concentrac¸o˜es de ozoˆnio.
Observando a Figura 10.10 nota-se que a se´rie muda seu n´ıvel a partir de dezem-
bro de 2012 (ponto 60 no gra´fico). Antes desse per´ıodo ha´ um grande nu´mero
de vezes em que a concentrac¸a˜o do ozoˆnio ultrapassou o valor de 0.17 ppm. Em
contrapartida, apo´s essa data, ocorre uma queda no nu´mero de vezes em que a
concentrac¸a˜o do ozoˆnio ultrapassou o limite.
Para a ana´lise da se´rie aplicou-se o Filtro de Caron et al. (2012) utilizando a
distribuic¸a˜o Poisson, conforme Sec¸a˜o 7.2 do Cap´ıtulo 7. Aplicou-se, tambe´m, o
Filtro de Chopin (2007) utilizando a distribuic¸a˜o de Poisson, conforme Sec¸a˜o 7.1
do Cap´ıtulo 7. Finalmente, aplicou-se o Filtro FChAP, utilizando a distribuic¸a˜o
Binomial Negativa, conforme Cap´ıtulos 8 e 9. Os resultados para os treˆs filtros
encontram-se ilustrados nas Figuras de 10.11 a 10.13 respectivamente.
De acordo com o resultado gerado pelo Filtro de Caron et al. (2012), Figura
10.11, nota-se que a mudanc¸a estrutural na se´rie ocorre em torno de dezembro
de 2012. Ja´ os resultados dos filtros de Chopin (2007), Figura 10.12, utilizando a
distribuic¸a˜o de Poisson, e FChAP utilizando a distribuic¸a˜o Binomial Negativa,
Figura 10.13, indicam, tambe´m, o mesmo per´ıodo em que ocorreu a quebra
estrutural da se´rie.
Observando as me´dias estimadas por ambos os filtros, nota-se que houve uma
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queda significativa de seu valor filtrado apo´s dezembro de 2012, corroborando a
evideˆncia de quebra estrutural na se´rie apo´s essa data. O paraˆmetro de dispersa˜o
filtrado, para a distribuic¸a˜o Binomial Negativa aumenta gradativamente e, apo´s
dezembro de 2012, estabiliza-se pro´ximo do valor 2.
A Tabela 10.3 ilustra o tempo de processamento de cada algoritmo. Observa-se
que o filtro de Caron et al. (2012) leva menos tempo para ser executado.
Tabela 10.3: Comparac¸a˜o entre os tempos, aproximados, de processamentos dos al-
goritmos.
Algoritmo Tempo de processamento
Caron 10 segundos
Chopin - Poisson 30 segundos
FChAP - BN 45 segundos










Figura 10.10: Nu´mero de vezes em que a concentrac¸a˜o de ozoˆnio utrapassou o limite
de 0.17 ppm (partes por milha˜o) na cidade do Me´xico os anos de 1998 e 2004.
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(a) Nu´mero de part´ıculas utilizadas em cada iterac¸a˜o.














(b) Probabilidade a posteriori de ocorrer mudanc¸a.
Figura 10.11: Estimativas para o filtro de Caron et al. (2012) utilizando a distribuic¸a˜o
Poisson.
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(a) Me´dia filtrada, utilizando o filtro de Chopin (2007), para a distribuic¸a˜o Poisson.






(b) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro de Chopin (2007) utili-
zando a distribuic¸a˜o Poisson.
Figura 10.12: Estimativas para o filtro de Chopin (2007) utilizando a distribuic¸a˜o de
Poisson.
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(a) Me´dia filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o Binomial Negativa.







(b) Dispersa˜o filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o Binomial Negativa.







(c) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro FChAP utilizando a dis-
tribuic¸a˜o Binomial Negativa.
Figura 10.13: Estimativas para o filtro de Chopin (2007) utilizando a distribuic¸a˜o
Binomial Negativa.
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10.2.3 Nu´mero de Leso˜es na Sau´de Ocupacional nos Es-
tados Unidos
Nesta sec¸a˜o aplicou-se os filtros de Chopin (2007) e o FChAP a dados relacio-
nados ao nu´mero de casos mensais de leso˜es na Sau´de Ocupacional nos Estados
Unidos no per´ıodo de Julho de 1988 a Outubro de 1995. Tais dados foram ana-
lisados por Yau et al. (2004) e esta˜o disponibilizados no pacote ZIM do software
R. A Figura 10.14 ilustra a se´rie de casos de leso˜es.
Pela Figura 10.14, nota-se que existe uma grande frequeˆncia de zeros nos dados.
Sendo assim, ha´ indicac¸o˜es de que os modelos inflacionados de zeros sa˜o mais
adequados para descrever a evoluc¸a˜o da se´rie, se comparado aos modelos Poisson
e Binomial Negativo.
Para tanto, se ajustou os Filtros de Chopin (2007), para a distribuic¸a˜o de Pois-
son, e o FChAP para as distribuic¸o˜es Binomial Negativa, ZIP e ZINB, aos dados.
Os resultados dos ajustes esta˜o ilustrados nas Figuras de 10.15 a 10.18. Tais
figuras ilustram a evoluc¸a˜o dos estados para o modelo Poisson, e a evoluc¸a˜o dos
estados e dos paraˆmetros esta´ticos para os modelos Binomial Negativo e ZIP e
ZINB.
Observando-se as Figuras de 10.15 a 10.18, nota-se que existem evideˆncias de
que tenha ocorrido uma quebra estrutural em torno de setembro de 1991. As
me´dias estimadas mostram que apo´s esse ano houve uma queda no valor filtrado,
reforc¸ando a evideˆncia de quebra estrutural nessa se´rie em torno desse per´ıodo.
A fim de verificar quais dos modelos ajustaram-se melhor aos dados, foram
calculados os crite´rios de informac¸a˜o de Akaike (AIC), Akaike corrigido (AICC),
crite´rio Bayesiano (BIC), DIC e o Erro Quadra´tico Me´dio. Os valores calculados
esta˜o ilustrados na Tabela 10.4.
Observando a Tabela 10.4, nota-se que, de forma geral, os modelos inflacionados
de zeros ajustaram-se melhor aos dados se comparado com os modelos Poisson
e Binomial Negativo, por apresentarem os menores valores de AIC, DIC, BIC,
DIC e EQM.
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Tabela 10.4: Crite´rios de informac¸a˜o para os modelos estimados para os dados de
leso˜es na sau´de ocupacional dos Estados Unidos.
Modelo AIC AICC BIC DIC EQM
Poisson -130,479 -130,416 -125,123 -126,841 0,06878054
Binomial Negativo -131,836 -128,293 -129,105 -130,4705 0,06182332
ZIP -140,482 -140,396 -135,353 -136,957 0,03923451
ZINB -147,699 -147,678 -145,135 -145,457 0,03073045
Tempo
y















0 1 2 3 4 6 8 9
(b) Frequeˆncia das contagens para a se´rie de leso˜es.
Figura 10.14: Nu´mero de casos mensais de leso˜es na Sau´de Ocupacional nos Estados
Unidos no per´ıodo de Julho de 1988 a Outubro de 1995.
196






(a) Me´dia filtrada, utilizando o filtro de Chopin (2007), para a distribuic¸a˜o Poisson.







(b) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro de Chopin (2007) utili-
zando a distribuic¸a˜o Poisson.
Figura 10.15: Estimativas para o filtro de Chopin (2007) utilizando a distribuic¸a˜o
Poisson.
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(a) Me´dia filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o Binomial Negativa.










(b) Dispersa˜o filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o Binomial Negativa.









(c) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro FChAP utilizando a dis-
tribuic¸a˜o Binomial Negativa.
Figura 10.16: Estimativas para o filtro FChAP utilizando a distribuic¸a˜o Binomial
Negativa.
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(a) Me´dia filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o ZIP.








(b) Probabilidade de zero filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o ZIP.









(c) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro FChAP utilizando a dis-
tribuic¸a˜o ZIP.
Figura 10.17: Estimativas para o filtro FChAP utilizando a distribuic¸a˜o ZIP.
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(a) Me´dia filtrada, utilizando o filtro FChAP,
para a distribuic¸a˜o ZINB.








(b) Dispersa˜o filtrada, utilizando o filtro
FChAP, para a distribuic¸a˜o ZINB.














(c) Probabilidade de zero filtrada, utilizando
o filtro FChAP, para a distribuic¸a˜o ZINB.
















(d) Probabilidade a posteriori de ocorrer mu-
danc¸a segundo filtro FChAP utilizando a dis-
tribuic¸a˜o ZINB.
Figura 10.18: Estimativas para o filtro FChAP utilizando a distribuic¸a˜o ZINB.
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10.2.4 Nu´mero de Casos de Poliomelite nos Estados Uni-
dos
Nesta sec¸a˜o aplicou-se os filtros de Chopin (2007) e o FChAP a dados relaciona-
dos ao nu´mero de casos mensais de Poliomielite nos Estados Unidos no per´ıodo
de 1970 a 1983. Tais dados foram analisados por Zeger (1988). A Figura 10.19
ilustra a se´rie de casos de Poliomielite.
Pela Figura 10.19, nota-se que existem uma grande frequeˆncia de zeros nos
dados. Sendo assim, ha´ indicac¸o˜es de que os modelos inflacionados de zeros sa˜o
mais adequados para descrever a evoluc¸a˜o da se´rie, se comparado aos modelos
Poisson e Binomial Negativo.
Para tanto, ajustaram-se os Filtros de Chopin (2007), para a distribuic¸a˜o de
Poisson, e o FChAP para as distribuic¸o˜es Binomial Negativa, ZIP e ZINB, aos
dados. Os resultados dos ajustes esta˜o ilustrados nas Figuras 10.20 a 10.23. Tais
figuras ilustram a evoluc¸a˜o dos estados para o modelo Poisson, e a evoluc¸a˜o dos
estados e dos paraˆmetros esta´ticos para os modelos Binomial Negativo, ZIP e
ZINB.
Observando-se as Figuras de 10.20 a 10.23, nota-se que existe evideˆncias de que
tenha ocorrido uma quebra estrutural em torno de dezembro de 1979 (ponto 120
nos gra´ficos). As me´dias estimadas mostram que, apo´s o ano de 1979, houve
uma queda no valor filtrado, reforc¸ando a evideˆncia de quebra estrutural nessa
se´rie nesse ano.
A fim de verificar quais dos modelos proporcionaram as mlehores descric¸o˜es
dos dados, foram calculados os crite´rios de informac¸a˜o de Akaike (AIC), Akaike
corrigido (AICC), crite´rio Bayesiano (BIC), DIC e o Erro Quadra´tico Me´dio
(EQM). Os valores calculados esta˜o sumarizados na Tabela 10.5.
De acordo com a Tabela 10.5, nota-se que, de forma geral, os modelos inflacio-
nados de zeros proporcionaram melhor ajuste aos dados se comparados com os
modelos Poisson e Binomial Negativo por apresentar menores valores de AIC,
AICC, BIC, DIC e EQM.
201
Tabela 10.5: Crite´rios de informac¸a˜o para os modelos estimados para os dados de
Poliomielite.
Modelo AIC AICC BIC DIC EQM
Poisson -235,559 -235,22 -222,096 -227,148 0,05387581
Binomial Negativo -241,352 -241,203 -232,377 -235,185 0,04649438
ZIP -246,02 -245,824 -236,296 -239,478 0,01989555
ZINB -262,862 -262,85 -259,738 -259,62 0,01614005
No pro´ximo cap´ıtulo sera˜o dadas as considerac¸o˜es finais para esta dissertac¸a˜o e
propostas de trabalhos futuros.
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(b) Frequeˆncia das contagens para a se´rie de Poliomielite.
Figura 10.19
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(a) Me´dia filtrada, utilizando o filtro de Chopin (2007), para a distribuic¸a˜o Poisson.












(b) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro de Chopin (2007) utili-
zando a distribuic¸a˜o Poisson.
Figura 10.20: Estimativas para o filtro de Chopin (2007) utilizando a distribuic¸a˜o
Poisson.
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(a) Me´dia filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o Binomial Negativa.







(b) Dispersa˜o filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o Binomial Negativa.












(c) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro FChAP utilizando a dis-
tribuic¸a˜o Binomial Negativa.
Figura 10.21: Estimativas para o filtro FChAP utilizando a distribuic¸a˜o Binomial
Negativa.
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(a) Me´dia filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o ZIP.








(b) Probabilidade de zero filtrada, utilizando o filtro FChAP, para a distribuic¸a˜o ZIP.
















(c) Probabilidade a posteriori de ocorrer mudanc¸a segundo filtro FChAP utilizando a dis-
tribuic¸a˜o ZIP.
Figura 10.22: Estimativas para o filtro FChAP utilizando a distribuic¸a˜o ZIP.
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(a) Me´dia filtrada, utilizando o filtro FChAP,
para a distribuic¸a˜o ZINB.






(b) Dispersa˜o filtrada, utilizando o filtro
FChAP, para a distribuic¸a˜o ZINB.














(c) Probabilidade de zero filtrada, utilizando
o filtro FChAP, para a distribuic¸a˜o ZINB.



























(d) Probabilidade a posteriori de ocorrer mu-
danc¸a segundo filtro FChAP utilizando a dis-
tribuic¸a˜o ZINB.
Figura 10.23: Estimativas para o filtro FChAP utilizando a distribuic¸a˜o ZINB.
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Cap´ıtulo 11
Conclusa˜o e trabalhos futuros
Nesta dissertac¸a˜o estudamos os principais aspectos relacionados aos modelos
dinaˆmicos lineares, dinaˆmicos lineares generalizados, ale´m dos filtros de part´ıculas
mais utilizados na pra´tica. Para o caso dos modelos dinaˆmicos lineares foram
estudados o processo de estimac¸a˜o, suas especificac¸o˜es, e, tambe´m, abordamos
como se da´ o processo de estimac¸a˜o na presenc¸a de paraˆmetros esta´ticos des-
conhecidos. Ilustramos, tambe´m, como utilizar essa metodologia no software R
atrave´s do pacote dlm.
Ale´m dos modelos dinaˆmicos lineares, descreveu-se, detalhadamente, os modelos
dinaˆmicos lineares generalizados, ale´m dos principais filtros de part´ıculas am-
plamente divulgados na literatura, como os filtros Bootstrap, filtro de part´ıculas
auxiliar, de Liu e West, de Storvik e Particle Learning.
Mostrou-se, tambe´m, o modelo de regressa˜o dinaˆmica proposto por McCormick
et al. (2012), e os filtros de part´ıculas propostos por Chopin (2007) e Caron et
al. (2012) para o estudo de se´ries temporais que apresentam pontos de mudanc¸a.
Tais algoritmos foram aplicados e ilustrados para a distribuic¸a˜o de Poisson.
Como dados de contagem podem apresentar superdispersa˜o e/ou inflac¸a˜o de ze-
ros, aplicou-se os algoritmos descritos no Cap´ıtulo 6 para as distribuic¸o˜es Bino-
mial Negativa, Binomial Negativa Inflacionada de Zeros e Poisson Inflacionada
de Zeros. Para tanto, como essas distribuic¸o˜es apresentam paraˆmetros esta´ticos,
viu-se a necessidade de estender os algoritmos existentes para a estimac¸a˜o dos
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estados e dos paraˆmetros esta´ticos. Sendo assim, nesta dissertac¸a˜o propusemos
duas extenso˜es ine´ditas, uma para o algoritmo de McCormick et al. (2012),
denominada McPE (Algoritmo de McCormick com Paraˆmetros Esta´ticos), e
outra, denominada FChAP, para o algoritmo de Chopin (2007).
Nos Cap´ıtulos 7, 9 e 10 foram realizados exerc´ıcios de simulac¸a˜o para ilustrar os
algoritmos propostos nesta dissertac¸a˜o. Para os algoritmos baseados na metodo-
logia proposta por McCormick et al. (2012) e McPE, viu-se que a incorporac¸a˜o
de um fator de desconto auxilia o processo de filtragem a se adaptar a poss´ıveis
mudanc¸as abruptas nas se´ries. Outro fato a ser observado e´ que esse algoritmo
tambe´m pode ser utilizado para estimar dados esta´ticos (vide apeˆndice F). Por-
tanto, os algoritmos de McCormick et al. (2012) e McPE podem ser vistos como
uma alternativa aos MDLG e podem ser vistos, tambe´m, como generalizac¸o˜es
dos modelos de regressa˜o esta´ticos (MLG, regressa˜o mu´ltipla).
Atrave´s dos dados simulados e de dados reais, observou-se que o Filtro proposto
por Caron et al. (2012) leva menos tempo para ser executado, se comparado
ao Filtro proposto por Chopin (2007) e ao FChAP. Entretanto, os Filtros de
Chopin (2007) e FChAP sa˜o mais robustos que o filtro de Caron et al. (2012), no
sentido da convergeˆncia, uma vez que o filtro de Caron et al. (2012) apresenta
certos problemas de convergeˆncia relacionados ao uso de func¸o˜es gama. Outro
fato que deve ser observado e´ que uma estrate´gia de ana´lise para os filtros de
Chopin (2007) e FChAP e´ executa´-los mais de uma vez e utilizar os valores
medianos das trajeto´rias como estimativas finais para os paraˆmetros esta´ticos e
para os estados. De maneira geral, os filtros apresentaram resultados similares,
no sentido de detectar os mesmos pontos de mudanc¸a em uma mesma regia˜o da
se´rie.
No Cap´ıtulo 10 aplicaram-se os algoritmos propostos nesta dissertac¸a˜o a cinco
se´ries reais de dados de contagem. Os resultados mostram ajustes que repre-
sentam boas descric¸o˜es dos dados. Como era de se esperar, para os dados
que apresentam superdispersa˜o e/ou inflac¸a˜o de zero, segundo os crite´rios AIC,
AICC, BIC e DIC, os modelos baseados nas distribuic¸o˜es Binomial Negativa,
Poisson inflacionada de zeros e Binomial Negativa inflacionada de zeros, apre-
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sentaram melhores ajustes, se comparados com o modelo Poisson. Para os dados
reais, os filtros de Chopin (2007) e Caron et al. (2012) apresentaram resultados
semelhantes. Entretanto, o filtro de Caron et al. (2012) necessita de menos
tempo de processamento, por utilizar menos part´ıculas.
Devido ao artigo de Caron et al. (2012) ser obscuro quanto a forma de imple-
mentac¸a˜o do filtro, e devido a problemas nume´ricos envolvendo a func¸a˜o gama,
foi implementado, nesta dissertac¸a˜o, o filtro de Caron et al. (2012) apenas
para o caso em que os dados seguem uma distribuic¸a˜o de Poisson. Pretende-se
estende-lo para os demais modelos utilizados nesta dissertac¸a˜o em trabalhos
futuros.
Sendo assim, as propostas de trabalhos futuros sa˜o:
– Aplicar o filtro de part´ıculas proposto por Caron et al. (2012) para as
distribuic¸o˜es Binomial Negativa, Binomial Negativa Inflacionada de Zeros
e Poisson Inflacionada de Zeros;
– Utilizar estimac¸a˜o Bayesiana para estimar os paraˆmetros esta´ticos no algo-
ritmo McPE, incorporando-se, no algoritmo, um passo MCMC, conforme
utilizado no Filtro de Chopin (2007);
– Incorporar covaria´veis para explicar a probabilidade de zeros estruturais
para os modelos Binomial Negativo e Poisson inflacionados de zeros. In-
corporar, tambe´m, covaria´veis para explicar o paraˆmetro de dispersa˜o no
modelo Binomial Negativo, tais incorporac¸o˜es devera˜o ser feitas no algo-
ritmo McPE;
– Estimar, dinamicamente, a probabilidade para o modelo geome´trico utili-
zado para modelar as probabilidades de transic¸a˜o nos Filtros de FChAP;
– Testar diferentes modelos para modelar as probabilidades de transic¸a˜o para
os Filtros de Chopin (2007), Caron et al. (2007) e o nosso filtro FChAP.
Por exemplo, pode-se utilizar a distribuic¸a˜o Binomial Negativa.
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Apeˆndices
A - Teoremas de Bayes
Para aqueles leitores na˜o familiarizados com estat´ıstica bayesiana, se faz ne-
cessa´rio a leitura desse apeˆndice. Aqui daremos o princ´ıpio ba´sico para o enten-
dimento da estat´ıstica bayesiana e consequentimente um melhor entendimento
sobre os MDLs.
Seja x1, . . . , xn uma amostra aleato´ria de observac¸o˜es com func¸a˜o densidade de
probabilidade indexada pelo paraˆmetro θ, p(xi|θ). De posse das observac¸o˜es, a
func¸a˜o de verossimilhanc¸a, que e´ uma func¸a˜o de θ, e´ dada por l(θ) = p(x1, . . . , xn) =
p(x|θ).
Diferentemente da estat´ıstica cla´ssica, no qual o paraˆmetro e´ considerado uma
constante, na estat´ıstica bayesiana existe uma incerteza sobre o paraˆmetro θ,
e essa incerteza e´ caracterizada por meio de uma func¸a˜o densidade de proba-
bilidade p(θ), tal densidade e´ chamada de distribuic¸a˜o a priori. Tal incerteza
corresponde ao conhecimento do analista a` respeito do paraˆmetro θ.
O foco da estat´ıstica bayesiana e´ revisar o conhecimento a respeito de θ apo´s
observar um fenoˆmeno, ou seja, apo´s observar x. Essa revisa˜o e´ dada pela










Usualmente e´ usado a seguinte notac¸a˜o para representar o ca´lculo da distri-
buic¸a˜o a posteriori
p(θ|x) ∝ p(x|θ)p(θ),
o sinal ∝ significa a menos de uma constante que na˜o depende de θ. Ou seja,
em alguns casos podemos caracterizar completamente a distribuic¸a˜o a poste-
riori apenas conhecendo a verossimilhanc¸a e a distribuic¸a˜o a priori, todas as
quantidades que na˜o depende de θ podem ser condensadas no sinal ∝.
B- Me´todo SIR
Para simplificar a explicac¸a˜o do me´todo SIR, denote por p(θ) a distribuic¸a˜o a
priori de θ, p(y|θ) a verossimilhanc¸a, e p(θ|y) = p(y|θ)p(θ)∫
p(y|θ)p(θ)dθ a distribuic¸a˜o a
posteriori de θ.
O SIR (Rubin, 1988) e´ um me´todo com o qual amostra-se θ1, . . . , θR a partir
da priori p(θ) e, enta˜o, associa, a cada um dos valores selecionados θj, um peso
pij, em que wj = p(y|αj) e pij = wj∑R
i=1 wi
, j = 1, . . . , R. Observe que podemos













Enta˜o, a amostra, ponderada pelos w′js, converge, quando R → ∞, para uma
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p(y|θ)p(θ)dθ = Eθ(p(y|θ)) ≈ 1R
∑R
j=1 p(y|θj).
C - Regressa˜o dinaˆmica Poisson bayesiana
Nesta sec¸a˜o sera˜o ilustrados os ca´lculos para obter-se as expresso˜es do Cap´ıtulo
















onde λ = exp(xtθt). As derivadas das densidades acima sa˜o dadas por
p′(yt|θt) = p(yt|θt) [ytxt − xtexp(xtθt)] ;
p′(θt|Dt) = −p(θt|Dt) 1
Rt
(θt − θˆt−1). (11.3)
Para obter-se as expresso˜es da Sec¸a˜o 6.2, devemos derivar duas vezes l(θt) =










Usando as equac¸o˜es (11.2) e (11.3), temos que









Fazendo θt = θˆt−1 temos
Dl(θˆt−1) = xt(yt − yˆt);
D2l(θˆt−1) = −xtx′tyˆt −R−1t ,
que sa˜o as expresso˜es obtidas na sec¸a˜o 7. Lembrando que yˆt = exp(xtθˆt−1).
D - Aproximac¸a˜o de Laplace




onde N e´ o tamanho da amostra. Utilizando-se da expansa˜o de Taylor de










No caso multivariado temos que
∫
exp(−Nh(x))dx ≈ exp(−Nh(xˆ))(2pi)d/2|Σ|1/2Nd/2,
com x d-dimensional, Σ = (D2h(xˆ))−11.
1D2h(xˆ) e´ a inversa da matriz Hessiana de h avaliada em xˆ
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logpi(θ) e utilzando a aproximac¸a˜o de Laplace,
podemos aproximar M da seguinte forma
M ≈ P (x|θˆ)pi(θˆ)(2pi)d/2|Σ|1/2N−d/2,
com θˆ = argmaxθh(θ).
E - Equac¸a˜o de Transic¸a˜o
Nesta sec¸a˜o iremos demonstrar a equac¸a˜o (7.14) localizada na Sec¸a˜o 7.2 do
Cap´ıtulo 7.
Para o caso em que j = i, e utilizando a expressa˜o (7.14), tem-se
P (Ct = i|Ct−1 = i) = P (Mudanc¸a em i e nenhuma ate´ t− 1)
P (Mudanc¸a em i e nenhuma ate´ t− 2
=
P (Nenhuma mudanc¸a ate´ t− 1|Mudanc¸a em i)P (Mudanc¸a em i)
P (Nenhuma mudanc¸a ate´ t− 2|Mudanc¸a em i)P (Mudanc¸a em i)
=
P (Mudanc¸a em t ou t+ 1 ou ...|Mudanc¸a em i)
P (Mudanc¸a em t− 1 ou t ou ...|Mudanc¸a em i)
=
∑∞
u=t P (Mudanc¸a em u|Mudanc¸a em i)∑∞











1−H(t− i− 2) . (11.7)
No caso em que i 6= j, tem-se que j = t− 1, sendo assim, tem-se que
P (Ct = t−1|Ct−1 = i) = 1−P (Ct = i|Ct−1 = i) = H(t− 1− i)−H(t− 2− i)




F - Modelos de regressa˜o esta´tica
F.1 - Modelo Binomial Negativo
Para ilustrar o algoritmo de McCormick com paraˆmetros esta´ticos (McPE) apli-
cado a um modelo de regressa˜o Binomial Negativa esta´tica, simulou-se um mo-
delo o qual, para t = 1, 2, . . . , 1000, o preditor linear e´ dado por
log(µt) = −0.3x+ 0.5,
em que X ∼ N(0, 1) e yt ∼ BN(k = 1, exp(−0.3x + 0.5)). Embora os dados
gerados sejam idependentes, utilizou-se o modelo de se´rie temporal para analiza´-
los.
A programac¸a˜o utilizada para a gerac¸a˜o dos dados e´ dada por
Simulac¸a˜o
x <- rnorm (500)
2 k=1
mu <- exp(-0.3*x+0.5)
4 y = NULL
ybin = NULL
6 for (i in 1:500){
y[i]= rnbinom(n=1, mu=mu[i], size=k)
8 #y[i]= rpois(n=1, lambda=mu[i])
}
A programac¸a˜o utilizada para a ana´lise do conjunto de dados, utilizando o
algoritmo McPE, e´ dada por
Ajuste




5 plot(exemplo$estimates [,1],type="l", ylim=c(-2,2))
lines(exemplo$estimates [,1]-2*exemplo$sderror [,1], col="blue")





11 lines(exemplo$estimates [,2]-2*exemplo$sderror [,2], col="blue")
lines(exemplo$estimates [,2]+2*exemplo$sderror[,2], col="blue")




Os resultados da ana´lise de regressa˜o esta´tica Binomial Negativa esta˜o ilustrados
na Figura 11.1. Nota-se que os paraˆmetros estimados convergem para os valores
pro´ximos dos verdadeiros.
A Tabela 11.1 obtidos com o modelo Binomial Negativo esta´tico mostra os
valores dos paraˆmetros estimados no ponto T = 500.
Tabela 11.1: Estimativa dos coeficientes do modelo BN esta´tico.
Modelo COEFICIENTE ESTIMATIVA ERRO
ESTIMADO PONTUAL PADRA˜O










































Figura 11.1: Estimativas dos paraˆmetros de regressa˜o Binomial Negativa esta´tica (li-
nhas pretas) com seus respectivos intervalos de credibilidade de 95% (linhas azuis).
As linhas tracejadas vermelhas indicam o valor dos paraˆmetros populacionais. Esti-
mativas obtidas com o aux´ılio do algoritmo McPE.
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F.2 - Modelo ZIP
Para ilustrar o algoritmo McPE para o modelo de regressa˜o Poisson inflacionado
de zeros esta´tico, simulou-se um modelo de tamanho T = 1000 com o seguinte
preditor linear
log(λt) = −0.2x− 1,
onde X ∼ U(0, 1) e yt ∼ ZIP(p = 0.1, λt = exp(−0.2x− 1)).
A programac¸a˜o utilizada para a gerac¸a˜o dos dados e´ dada por
Simulac¸a˜o
1 set.seed (456)
x <- runif (1000)
3 p=0.1
mu <- exp(-0.2*x-1)
5 y = NULL
ybin = NULL
7 for (i in 1:1000){
y[i]=rZIP(n=1, mu=mu[i], sigma=p)
9 }
A programac¸a˜o utilizada para a ana´lise dos dados e´ dada por
Ajuste




5 plot(exemplo$estimates [,1], type="l", ylim=c(-2,2), xlab="Tempo",
ylab="Intercepto")
7 lines(exemplo$estimates [,1]+2*exemplo$estimates [,1], col="blue")
lines(exemplo$estimates [,1]-2*exemplo$estimates [,1], col="blue")
9 abline(h=-1, col="red", lty=2)
11 plot(exemplo$estimates [,2], type="l", ylim=c(-2,2),xlab="Tempo", ylab="x")
lines(exemplo$estimates [,2]+2*exemplo$estimates [,2], col="blue")







O resultado da ana´lise da regressa˜o esta´tica Poisson inflacionado de zero esta´
ilustrado na Figura 11.2. Observa-se que as estimativas dos paraˆmetros obtidas para
o modelo esta´tico sa˜o razoa´veis e esta˜o pro´ximos dos valores verdadeiros.
A Tabela 11.2 traz os valores dos paraˆmetros estimados no ponto T = 1000. O
paraˆmetro esta´tico foi estimado por ma´xima verossimilhanc¸a.
Tabela 11.2: Estimativa dos coeficientes do modelo ZIP esta´tico
Modelo COEFICIENTE ESTIMATIVA ERRO
ESTIMADO PONTUAL PADRA˜O
MLG ZIP dinaˆmico INTERCEPTO -0.9776964 0.1123192
β -0.1819508 0.1892570
p 0.1018876 -




























Figura 11.2: Estimativas dos paraˆmetros de regressa˜o ZIP (linhas pretas), via algo-
ritmo McPE, com seus respectivos intervalos com 95% de confianc¸a (linhas azuis).
As linhas tracejadas vermelhas indicam o valor dos paraˆmetros populacionais.
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F.3 - Modelo ZINB
Para ilustrar o uso do algoritmo McPE para o modelo de regressa˜o Binomial Negativo
inflacionado de zeros esta´tico, simulou-se um modelo de tamanho T = 1000 com o
seguinte preditor linear
log(µt) = −0.2x− 1,
onde X ∼ N(0, 1) e yt ∼ ZINB(p = 0.15, k = 1, µt = exp(−0.2x− 1)).
A programac¸a˜o utilizada para a gerac¸a˜o dos dados e´ dada a seguir
Simulac¸a˜o
set.seed (456)
2 x <- rnorm (1000)
mu1 <- exp(-0.2*x-1)
4 y = NULL
ybin = NULL
6 for (i in 1: length(x)){
y[i]=rzinb(n=1, k=1, lambda=mu1[i], omega =0.15)
8 #y[i]= rpois(n=1, lambda=mu[i])
}
A programac¸a˜o utilizada para o ajuste do modelo e´ dada a seguir
Ajuste




5 plot(exemplo$estimates [,1], type="l", ylim=c(-2,2), xlab="Tempo",
ylab="Intercepto")
7 lines(exemplo$estimates [,1]+2*exemplo$estimates [,1], col="blue")
lines(exemplo$estimates [,1]-2*exemplo$estimates [,1], col="blue")
9 abline(h=-1, col="red", lty=2)
11 plot(exemplo$estimates [,2], type="l", ylim=c(-2,2),xlab="Tempo", ylab="x")
lines(exemplo$estimates [,2]+2*exemplo$estimates [,2], col="blue")








O resultado da ana´lise de regressa˜o esta´tica Binomial Negativa inflacionada de
zeros esta´ ilustrado na Figura 11.3, em que se observa um ajuste muito razoa´vel, ja´
que os paraˆmetros estimados esta˜o pro´ximos dos valores verdadeiros.
Na Tabela 11.3 apresenta-se os valores dos paraˆmetros estimados no ponto T =
1000. Os paraˆmetros esta´ticos foram estimados por ma´xima verossimilhanc¸a.
Tabela 11.3: Estimativa dos coeficientes do modelo ZINB esta´tico
Modelo COEFICIENTE ESTIMATIVA ERRO
ESTIMADO PONTUAL PADRA˜O




























Figura 11.3: Estimativas dos paraˆmetros de regressa˜o ZINB (Linhas pretas), via al-
goritmo McPE, com seus respectivos intervalos com 95% de confianc¸a (Linhas azuis).
As linhas tracejadas vermelhas indicam o valor dos paraˆmetros populacionais.
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