ABSTRACT
INTRODUCTION
Gene regulatory networks (GRNs) are biochemically dynamical systems describing the regulatory interactions between DNA, RNA and proteins. GRNs play an important role in cells' response to environmental stimuli and performing their complicated biological functions.
In recent years, the modelling and stability problem of gene networks has attracted many researchers in diverse disciplines (see for example [1] [2] [3] [4] [5] ). To describe the mechanism of gene regulations, different classes of mathematical models have been proposed. These models can be divided into three main categories, i.e., the Boolean models, the differential equation models and hybrid models. In Boolean models, each gene is considered to be in one of two logical states, ON or OFF. The logical state of each gene is determined as a function of relevant gene states ( [6, 7] ).In the differential equation models, the variables describe the concentration of mRNAs and proteins as continuous values ( [2] , [8] ).In addition to Boolean and differential equation models, there are hybrid models which combine the properties of two previous models [9] .
The existence of switching mechanisms in gene networks is a well-known fact [10] , [11] .By taking into account the stochastic behaviour of gene networks, authors in [12] , [13] and [14] have modelled the switching mechanisms in GRNs by means of finite state Markov chains. In order to increase the accuracy, [15] and [16] have proposed Markovian jump GRNs with emphasis on quantitatively describing of gene regulation.
Several recent studies such as [17] , [18] and [19] have shown that the time taken for gene expression to be completed is not negligible in the dynamics of GRNs. The synthesis of proteins by the ribosome is also time-consuming. As stated in [20] [21] [22] [23] , these delays are assumed to be time-varying functions in GRN dynamics. In [24, 25] , the conditions for stochastic stability of GRNs with time-varying delays have been established using free weighting matrix technique. Authors in [26] have applied integral inequality approach to reduce the conservatism of linear matrix inequalities. Recently, the stochastic stability of GRNs random delays are investigated in [27, 28] . The obtained linear matrix inequalities are dependent on delay probability distributions. From the viewpoint of biology, obtaining the gene network state components including the concentration of mRNA and protein is of a high importance. In [29] , the problem of filtering has been investigated for nonlinear gene regulatory networks where time delays are supposed to be deterministic and constant. The stochastic switching mechanisms in GRN parameters, however, have not been considered in the model. Authors in [23] have proposed a robust estimator for uncertain Markovian jump gene regulatory networks with time-varying delays.
In general problems of filtering, state estimation and control, the necessary outputs of the system usually are available in sampled form. It mainly rises from the discrete nature of measurement techniques as well as digital processing via computer systems. There are many works associated with the sampled data systems in the literature such as [30, 31] and references therein. [32] studies the problem of H∞ filtering for GRNs with sampled output based on input delay approach. Although there are no delays and Markovian switching considered in GRN dynamic. To the best knowledge of authors, the problem of state estimation and filtering of Markovian jump GRNs when output are sampled and held in a sampling period and the expression and translation delays are considered is not fully investigated.
In this paper, we aim to design a state estimator considering the sampled nature of the measurements. We also solve the problem of estimator design with respect to the presence of external disturbances. The delays are considered to be time-varying and limited by upper and lower bounds. The final stability conditions are also dependent on the bounds of delays and the upper amount of sampling interval time. Appropriate Lyapunov-Krasovskii functionals are used to find a sufficient condition in terms of linear matrix inequalities assuring the stochastic stability and the disturbance attenuation of the mixed GRN/estimator dynamics. By employing some freeweighting matrices and using some LMI techniques, we obtain less conservative delay dependent stability criteria. The estimator gains are then synthesized from the stability conditions which are all expressed in the terms of linear matrix inequalities. Finally, simulation examples are provided to show the effectiveness of our approach. This paper is organized as follows: Section II describes the model of Markovian jump Gene regulatory networks and the estimator structure and gives some preliminaries; Section III presents the main results on stability and the estimator design, section IV gives some simulation examples and finally Section V concludes the paper.
SYSTEM DESCRIPTION AND PRELIMINARIES
Gene regulatory networks are modeled by differential equations as follows [2] : 
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When f is differentiable, the above inequality is equivalent to 
g is a vector function of ( )
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For simplicity, we refer to ( ) 
As previously said, the problem of GRNs state estimation for the case of time-varying delays and sampled output data has not been fully investigated. Here, we assume that the sampled signal is generated by a zero-order hold function with a sequence of hold times 0, t1,…,tk,…. So the actual measurements of mRNA/Protein concentrations used by the state estimator are:
In which k t denotes the sampling point. Let the sampling interval to be bounded for all k, or
It can be realized that
Then, the structure of the considered estimator could be written as follows:
( )
t A x t B y t t K H x t d t H x t y t C y t D x t t K H x t d t H y t
Defining ( ) ( ) ( ) (2) and (11) , the estimation error dynamic becomes:
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and some simple calculations, the following augmented closed loop system can be obtained:
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The stochastic stability and the γ disturbance attenuation for GRNs system are defined in two following definitions:
Definition1: System (13) 
Also the mean square stability can be concluded from 
The following lemma is used in the proof of theorems in this paper:
Lemma1[31]:
Let Y be a symmetric matrix and H, E be given matrices with appropriate dimensions and F satisfying F T F<I, Then we have:
holds if and only if there exists a scalar ε > 0such that the following holds:
MAIN RESULTS
In this section, the main results ensuring the stochastic stability of stochastic GRNs and the estimator system with Markovian jumping parameters and time-varying delays are derived and then an approach for the synthesis of the estimator gains from LMIs is introduced. First, we consider the stochastic stability problem in the following theorem. 
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And X ji 's are introduced at the top of the next page. 
-Proof: Consider the following Lyapunov-Krasovskii functional:
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Based on (13) , we have: 
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According to (4) , it can be resulted that:
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or equivalently:
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.Now from (8) and ( (20)- (25)) we can deduce that: 
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In addition, there always exists the matrix i N with appropriate dimensions given in (17) so that in association with (27) we have:
Therefore, the complete derivative would be rewritten as:
On the other hand, we have: 
Now, by using Schur's complement it can be concluded that
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The rest of the proof is straightforward using Dynkin's formula and the Lyapunov stochastic stability theory. (See [31] ).
For the disturbance attenuation purpose, the function T J is defined as follows:
t x t y t y t t t dt
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and so the disturbance attenuation condition in definition2 is expressed as ( )
. The term T J can be rewritten in the following form:
and by using Dynkin's formula: 
Now that the conditions for stochastic stability of the mixed GRN-estimator system are obtained, we are in a position to give the main result on the design of the state estimator for the GRN system in (2). The following theorem gives the results on stochastic stability and γ disturbance attenuation of GRN/Estimator system.
Theorem 2:
System (11) is a state estimator with the disturbance attenuation level of γ for Markovian GRN system (2) if there exist symmetric and positive definite matrices 11i P , 13i
satisfying the following LMIs: 1  1  1  1  2  2  2  2   2  2  2  2  1  1  3  1  2  2 , , , 
The estimator gains then are obtained from:
Proof: It is easy to show by direct calculation that
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which are true for some constant values of 1i µ and 2i µ we can get (34) . Also it requires
. Then, by (38) we get:
So theorem 2 guarantees the γ disturbance attenuation for the state estimator.
SIMULATION RESULTS
In this section, we examine our results to show the effectiveness of our method. As the first example, consider a Markovian jump GRN system like (2) with two operating modes and the following parameters: 
The regulation function is assumed to be ( ) 
The system mode variation and the trajectories of ( ) ( ) ( ) ( ), . It can be noticed that with the pass of time, the error tends to zero. Therefore, the GRN-estimator system is stochastically stable in presence of disturbances. By LMIs, the minimum disturbance attenuation ratio is obtained to be 0.3. The disturbance attenuation ratio which is defined as: 
is shown in Figure 3 . It is obvious from Figure 3 that the disturbance attenuation ratio is always under 0.3 and the effectiveness of theorem 3 is proved. 
CONCLUSION
State estimation with disturbance attenuation for Markovian jump gene regulatory networks including sampled outputs was considered. The sampled-data GRN system is transformed to an augmented GRN/estimator system with time-varying delays. The LMI conditions for both stochastic stability and disturbance attenuation on a certain level were developed using Lyapunov-Krasovskii functionals. Synthesizing appropriate state estimator gains via some effective LMI derivation results in the desired tracking of protein and mRNA concentrations. The simulations show that it is useful to estimate the states of these types of GRNs in presence of disturbances and parameter uncertainties which are common in cell's environment.
