The goal of this paper is to give an overview of random tessellation models. We discuss the classic isotropic Poisson line tessellation in some detail and then move on to more complicated models, including Arak-Clifford-Surgailis polygonal Markov fields and their Gibbs field counterparts, crystal growth models such as the Poisson-Voronoi, Johnson-Mehl and Laguerre random tessellations, and the STIT nesting scheme. An extensive list of references is included as a guide to the literature.
Introduction
Random tessellations, also known as random mosaics or stochastic networks, are random partitions of the plane into disjoint regions. Mosaics arise naturally in many contexts. Examples include tilings, crystals, cellular structures, land use maps, galaxies, communication networks, crack patterns, foams, and so on. The use of tessellations has a long history in the geosciences-both as models in their own right and as spatial interpolation tools. See for example Thiessen's classic paper (Thiessen, 1911 ) on estimating regional rainfall or Harding's work (Harding, 1923) on the estimation of ore reserves. More recent work on related problems includes (Ju et al., 2011; Møller and Skare, 2001) . Note that supporting data structures are routinely implemented in GIS systems (Rigaux et al., 2001) .
Random tessellations are at the heart of stochastic geometry, the branch of mathematics that concerns itself with modelling and analysing complicated geometrical structures. The aim of this paper is to introduce this fascinating subject to the non-expert and to provide pointers to the literature. For simplicity, all models are described in the plane, but similar models exist in three dimensions. • C i ∩ C j = ∅ for i ̸ = j; • ∪ iCi = R 2 ;
• for any bounded set B ⊂ R 2 , the set {i : C i ∩ B ̸ = ∅} is finite.
HereC denotes the topological closure of C . In words, the 'tiles'C i fill the plane, their interiors do not overlap, and only finitely many of them are needed to cover a bounded region. Additional assumptions can be imposed, for example that the sets are non-empty, convex, bounded, or polygons. The C i are called the cells of the tessellation. Examples are shown in Figs. 2 and 4-6. Randomness can be generated in a number of ways. For example, one may draw a number of random lines and use them to delineate the boundaries of polygonal cells. Alternatively, a set of points may be generated from which regions or lines are grown until hit by other regions or lines. A pattern of lines may also be used as a skeleton on which to draw non-convex polygonal shapes. Furthermore, operations such as superposition and partitioning can be applied to the cells of a tessellation, either once or as part of an iterative scheme. Most of these mechanisms are briefly discussed in Chapters 10 (sic) of the textbooks (Stoyan et al., 1995; Schneider and Weil, 2008) on stochastic geometry, the lecture notes (Møller, 1994) and the monograph (Okabe et al., 2000) focus on region growing. From a historical perspective the charming booklet (Kendall and Moran, 1963) , in summarising classic theory on 'uniformly' distributed random geometrical objects and raising a number of open problems, stimulated research. A partial review of recent developments can be found in Calka (2010) .
The plan of this paper is as follows. We first consider Poisson line tessellations in Section 2, then move on to Arak-Clifford-Surgailis polygonal field models in Section 3. Ongoing research on discrete polygonal fields that promise to be useful for image classification and segmentation is touched upon. In Section 4.1, we describe crystal growth models including random Voronoi, Johnson-Mehl and Laguerre tessellations. The new class of stationary iteration stable random tessellations is discussed in Section 4.2. The paper closes with a summary and conclusion.
The isotropic Poisson line tessellation
The isotropic Poisson line tessellation is one of the fundamental models in stochastic geometry. In order to describe it, recall that a straight line in the plane can be parametrised by the signed length and orientation of the perpendicular joining the origin with the line; cf. Fig. 1 . More specifically,
dθ dp for E ⊆ [0, π ) × R is the unique measure up to a scalar factor that is invariant under rigid motions, that is,
for all f that are compositions of translations and rotations (Poincaré, 1912) . dθ dp = 2λπ r.
A similar reasoning shows that conditionally on n lines hitting the ball, their parameters are independent and identically distributed with probability density 1/(2π r) on [0, π)×[−r, r]; cf. Miles (1964) . A realisation of L ∩ [B] for λ = 1 and r = 3 is given in Fig. 2 .
Several equivalent definitions of an isotropic Poisson line process exist. An immediate consequence of Definition 1 is that the signed distances to the origin form a Poisson process with rate λπ on the line, and their orientations are independent and uniformly distributed on [0, π) (Miles, 1964) . Thus, one may construct the process by generating a Poisson process of radii on R + with rate 2λπ and, conditional on these radii ρ i , draw independent lines tangent to the corresponding discs ∂B(0, ρ i ) at uniformly chosen locations. Another definition is based on line transects (Wolfowitz, 1949; Miles, 1964) .
Theorem 1. Let ℓ be a fixed line and L an isotropic Poisson line process. Then the intersections of the lines parametrised by L with ℓ form a Poisson point process on ℓ with rate 2λ and the intersection angles made
with the line are independent and identically distributed with probability density
Note that Theorem 1 immediately leads to a third construction of L. Since the lines of L are mutually independent, one may replace the fixed line ℓ with one from L.
The isotropic Poisson line process induces a random tessellation whose cells are almost surely nonempty convex polygons. In order to describe its distribution, one may consider the cell that contains the origin. This cell is almost surely uniquely defined and known as the Crofton cell. Due to the fact that large cells are more likely to contain the origin, the Crofton cell is larger than a 'typical' cell defined through the Palm measure (Mecke, 1967; Møller, 1989) . More specifically, assign to each polygon C in the random tessellation induced by the isotropic Poisson line process L a unique centroid z(C ), for example the centre of the largest ball included in the polygon. Since L is stationary, so is the centroid process. Its rate is equal to β = π λ 2 ; see Stoyan et al. (1995, Chapter 10) for further details.
Definition 2. Let L be an isotropic Poisson line process with rate λ and B a set with finite area |B| > 0.
The typical polygon P L of the induced random tessellation satisfies the set of equations
for all integrable real-valued functions f .
The definition does not depend on the choice of B (Møller, 1989) . Intuitively speaking, each centroid falling in some set B is taken as the origin and the function values of the thus shifted polygons averaged to yield the Palm function value. Since (1) must hold for all f , the distribution of P L is uniquely specified.
Partial results on the distribution of P L are available. For example the distribution of the diameter of the largest ball contained in P L is exponentially distributed (Miles, 1964) .
Example 2. For a non-empty convex polygon C , write d(C ) for the diameter of the largest ball contained in C and z(C ) for the centre of this ball. Set f (C) = 1{d(C ) > r}. Note that f (C) = 1 if and only if no line parametrised by a member of L hits the closed ball centred at z(C ) with radius r/2. By Example 1, the probability of this event is exp(−λπ r). Consequently, d(P L ) is exponentially distributed with parameter λπ.
For a recent overview of further results in this direction, see Calka (2010) .
Arak polygonal Markov field models
In Section 2, we considered the isotropic Poisson line process L and saw that its induced tessellation consists of convex polygons. The goal of this section is to discuss a class of models that relaxes the convexity assumption while keeping some of the properties of L.
The idea is to use the Poisson lines as a skeleton to define polygonal fields. Each line cannot be used more than once, but many tessellations can be built on a single realisation of L. An illustration is given in Fig. 3 . (Arak, 1982; Arak and Surgailis, 1989) . 
Here l(γ ) denotes the total edge length of γ and the expectation is with respect to the distribution of L. Fig. 4 The extra term exp [l(∂D)] in Arak and Surgailis (1989, Theorem 4 .1) is due to the fact that in that paper the model is defined with respect to the unnormalised isotropic Poisson line measure.
The proof of Theorem 2 is based on a dynamic representation (Arak and Surgailis, 1989) , the main idea of which is to interpret the polygonal boundaries of the field as the traces left by particles travelling in two-dimensional time-space. In other words, coordinates (t, y) ∈ D are interpreted as the one-dimensional spatial location y of a particle at time t. Its progression is Markovian, explaining the nomenclature. For simplicity, assume that D is a rectangle.
In D, particles are born according to a Poisson point process with rate π . On the boundary ∂D, births occur according to a Poisson point process with rate 2 on the left side; on the top and bottom sides the constraint that particles must move forward in time reduces the rate to 1. Each birth site in D emits two particles, so its degree is 2 as required. The angle between the initial particle traces has probability density (sin θ)/2. Each boundary birth site emits a single particle with the same probability density for the angle between its trace and the border conditional on moving forward in time; cf. Theorems 1 and 2.
All particles evolve independently in time according to the following rules. Each particle moves with constant velocity for an exponentially distributed distance (rate 2), after which it changes velocity in such a way that the angle between its old and new traces in D has probability density (sin θ)/2, in accordance with the line transect property. In the case of a collision between two particles, that is, equal spatial coordinates y at some time t, both of them die; when a particle hits ∂D, its trace terminates there and then.
The model of Definition 3 is not the only consistent polygonal Markov field satisfying appealing properties similar to those outlined in Theorem 2. A characterisation of the full class seems to be an open problem, but a large family is presented in Arak et al. (1993) and Arak and Surgailis (1989) . Below, we give an example of a field exhibiting only vertices of degree 4 in D. For a model with vertices of degree 3 only, the reader is referred to Miles and Mackisack (2002) .
Example 3. In the dynamic representation described above, suppose that no births occur in D and a particle entering at ∂D sticks to its initial velocity until leaving D. Furthermore, suppose that upon a collision of two particles, they both survive and continue their trajectory. The resulting process satisfies the properties of Theorem 2. Note that its distribution coincides with that of the unit-rate Consistent polygonal Markov field models with both internal vertices of degree 2 and ones of degree 4 can be defined in a straightforward fashion. Simply let colliding particles die with probability p V in the dynamic representation and survive with the complementary probability p X = 1 − p V . In general, the distribution of the typical polygon in consistent polygonal Markov field models seems difficult to obtain. Partial results can be found in Schreiber (2005 Schreiber ( , 2008 .
To conclude this section, we describe polygonal Markov fields drawn on a fixed collection of lines T , for example a regular planar lattice (Schreiber and Lieshout, 2010) . We assume that every bounded • p 2 at each intersection point of two lines of T ;
• p/(1 + p) at each intersection of a line of T with ∂D; for some p ∈ (0, 1). Each birth site in D emits two particles unless some previously born particle hits the site in which case the birth does not occur; each birth site on the boundary emits one particle.
The initial traces of the emitted particles lie along the lines of T in the direction of time. All particles evolve independently in time as follows. When a particle moving along some line l 1 reaches a point of intersection with another line, say l 2 , it changes its direction and continues along l 2 with probability p and keeps moving along l 1 with the complementary probability 1 − p. As in the continuous case, particles die upon collisions.
The model described in Example 4 is consistent and properties similar to those outlined in Theorem 2 hold. In particular, the random set of intersections with a given straight line ℓ that does not pass through any intersection point of T is equal in distribution to the combined intersections with ℓ of the random subset of T obtained by selecting each line with probability p/(1 + p) independently of the others (Schreiber and Lieshout, 2010) . A typical realisation on a regular lattice with p = 0.5 is given in Fig. 6 . Furthermore, Example 4 can be generalised to allow for interior vertices of degrees 3 and 4 as well as 2 (Lieshout, 2012) . 
Other random tessellation models

Crystal growth models
The models described in Sections 2 and 3 are based on lines. In this section, we shall describe models that are based on region growing from a given set of centres or nuclei.
Let {x 1 , x 2 , . . .} be a collection of points in R 2 . We assume that every bounded set contains finitely many points, no four points are located on the boundary of a disc, and no three points are collinear. Realisations of stationary planar Poisson point processes, for instance, almost surely possess these properties. Since the cells cover the plane, their interiors form a tessellation. The dual triangulation that arises by placing edges between those x i and x j that share a common Voronoi border is known as the Delaunay tessellation (Okabe et al., 2000) .
To see how a Voronoi tessellation can be interpreted as a growth model, suppose that nuclei are placed at each of the x i and start growing simultaneously at a constant rate in all directions to form crystals; when a growing crystal meets another growing crystal in a certain direction, the growth stops, but it may continue in other directions until stopped by meeting another growing crystal. The crystals formed in this way are convex but may be unbounded, for example if the collection of nuclei is finite. If all crystals are bounded, they are convex polygons.
The only analytically tractable case seems to be that in which the nuclei are generated according to a stationary Poisson point process with rate λ > 0. By the Slivnyak-Mecke theorem, the Palm distribution of a Poisson point process amounts to adding an extra point to it. Hence we have the following result.
Theorem 3. The typical polygon of a Voronoi tessellation generated by a stationary Poisson point process
X with rate λ coincides in distribution with the polygon in the Voronoi tessellation generated by X ∪ {0} that contains 0. Its mean area is 1/λ, the mean number of vertices is 6 and the mean perimeter is 4λ −1/2 .
The mean values are due to Meijering (1953) and Miles (1970) . For more details, see Møller (1994 , Chapter 4) or Calka (2010 .2) and references therein.
Other crystal growth models can be defined by relaxing the assumptions. For example, allowing the nuclei to start growing at different times leads to the Johnson-Mehl tessellation. Note that in this case the crystals may be empty and not necessarily convex. Alternatively, assume that the growth rates may vary from crystal to crystal or depend on the direction. As for Voronoi tessellations, Laguerre tessellations are most tractable if the underlying set of points is generated by an independently marked stationary Poisson point process. Conditions have to be imposed on the mark distribution for the process to be well-defined. Analytic results can be found in Lautensack and Zuyev (2008) , including integral formulae for the mean values of the typical cell in the spirit of Theorem 3.
Iterated tessellation models
The last class of tessellation models that we describe is based on the concept of nesting. Suppose a random tessellation Y is given and has cells C i (cf. Section 1). Moreover, suppose that for every cell we have a random tessellation Y i , and assume that the sequence Y i , i ∈ N, is independent and identically distributed. Then a new tessellationỸ =Ỹ (Y , Y 1 , Y 2 , . . .) can be obtained by subdividing each C i through intersecting it with the cells of Y i (Stoyan et al., 1995) . The nesting operation may be iterated and combined with appropriate rescaling. Nagel and Weiss (2003) showed that such repeated nesting leads to a stationary limit tessellation if and only if the limit model is stable with respect to iteration (abbreviated STIT). In a follow-up paper (Nagel and Weiss, 2005) a characterisation and construction of the STIT tessellations in compact windows W of nonempty interior is given. Below we give the construction using the invariant measure µ introduced in Section 2. As before, [W ] which it is divided by a random line as before, and so on. The iteration is terminated after some fixed time has elapsed. Note that smaller cells tend to live longer than larger ones.
The output of the construction described in Definition 5 is a random tessellation of W into convex polygons, possibly chopped off by the boundary of W .
Theorem 4. The construction in Definition 5 is well-defined, almost surely contains a finite number of cells and is consistent.
Note that the degree of the vertices in the interior of W is 3. In this sense, the model is similar to models in Miles and Mackisack (2002) , but the latter are not STIT. The typical cell distribution for both models coincides with that for the isotropic Poisson line process described in Section 2, even though the vertices in the latter model all have degree 4! Geometric characteristics of STIT tessellations are discussed in a series of preprints by Schreiber and Thale (2010) .
Discussion
In this paper, we endeavoured to give an introduction to the field of random tessellations for the non-expert. We described in detail various equivalent constructions of the fundamental isotropic Poisson line process. We then moved on to the lesser known class of polygonal Markov fields and included sampled realisations to illustrate the variety in mosaics that can be obtained. We then discussed crystal growth models, and concluded our overview by presenting the relatively recently discovered class of random tessellations that are stable with respect to repeated nesting.
Most textbooks (Møller, 1994; Okabe et al., 2000; Schneider and Weil, 2008; Stoyan et al., 1995) concentrate on the classic random Voronoi and Poisson line process tessellations. Our focus has been more on skeleton models, reflecting our current research interest in tessellation based image segmentation. The idea of using polygonal Markov field models for this purpose can be traced back to Clifford and Middleton (1989) ; see also Clifford and Nicholls (1994) . Since the Monte Carlo methods employed at that time turned out to be rather onerous, the theme was not picked up again until the mid-2000s (Paskin and Thrun, 2005) when further theoretical results (Schreiber, 2005) motivated the development of conceptually and computationally easier algorithms (Kluszczyński et al., 2005 (Kluszczyński et al., , 2007 Schreiber and Lieshout, 2010; Lieshout, 2012) . In the meantime, Voronoi (Green, 1995; Heikkinen and Arjas, 1998; Møller and Skare, 2001 ) and triangulation (Nicholls, 1998) models had also been tried.
Recent years have seen renewed interest in random tessellation models, especially as regards the distribution of the typical cell, interactions between neighbouring cells and asymptotics. It is hoped that the introduction and overview given in this paper will help to motivate further research.
