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Heat kernel estimates for ∆ +∆α/2 under gradient
perturbation
Zhen-Qing Chen∗ and Eryan Hu†
Abstract
For α ∈ (0, 2) and M > 0, we consider a family of nonlocal operators {∆+ aα∆α/2, a ∈
(0,M ]} on Rd under Kato class gradient perturbation. We establish the existence and
uniqueness of their fundamental solutions, and derive their sharp two-sided estimates. The
estimates give explicit dependence on a and recover the sharp estimates for Brownian motion
with drift as a→ 0. Each fundamental solution determines a conservative Feller process X .
We characterize X as the unique solution of the corresponding martingale problem as well
as a Le´vy process with singular drift.
AMS 2010 Mathematics Subject Classification: Primary 60J35, 60H10, 35K08; Sec-
ondary 47G20, 47D07
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1 Introduction
Let B be a Brownian motion on Rd with E[(Bt−B0)2] = 2t, and Y be a rotationally symmetric
α-stable process on Rd that is independent of B. Here d ≥ 1 and α ∈ (0, 2). Then B + Y is a
symmetric Le´vy process that has both diffusive and jumping components. Let b be a bounded
R
d-valued function on Rd. Using Girsanov transform, it is easy to show that for every a > 0,
there is a strong Markov process Xa,b on Rd so that
dXa,bt = dZ
a
t + b(X
a,b
t )dt, (1.1)
where Za is a Le´vy process that has the same distribution as B+ aY . The goal of this paper is
to study the transition density function pa,b(t, x, y) of the strong Markov process Xa,b and its
two-sided sharp estimates.
Recall that a rotationally symmetric α-stable process on Rd is a Le´vy process Y so that
Ex[e
iξ(Yt−Y0)] = e−t|ξ|
α
for every x, ξ ∈ Rd and t > 0.
The infinitesimal generator of Y is ∆α/2 := −(−∆)α/2, which is a prototype of nonlocal operator
and can be written in the form
∆α/2f(x) = lim
ε→0
∫
|x−y|≥ε
A(d,−α)f(y) − f(x)|x− y|d+α dy, f ∈ C
2
c (R
d). (1.2)
Here A(d,−α) := α2α−1pi−d/2Γ((d+α)/2)Γ(1−α/2)−1 is a normalizing constant, with Γ(λ) :=∫∞
0 t
λ−1e−tdt. Using Itoˆ’s formula, one can see that the infinitesimal generator of Xa,b is
La,b = ∆+ aα∆α/2 + b · ∇.
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In this paper we will in fact study heat kernel estimates of Xa,b not only for bounded drift
function b but also for b in certain Kato class Kd,1 which can be unbounded; see Definition 1.1.
When b is in Kato class Kd,1, one can not obtain the strong Markov process X
a,b from B + aY
through Girsanov transform. So we will do it in the other way around. We first construct and
establish in Theorem 1.2 the uniqueness of the fundamental solution pa,b(t, x, y) for operator
La,b, and obtain its two-sided sharp estimates in Theorem 1.3. The heat kernel pa,b(t, x, y)
determines a conservative Feller process Xa,b. We then show in Theorem 1.5 that Xa,b satisfies
(1.1) through establishing the well-posedness of the martingale problem for (La,b, C∞c (Rd)) in
Theorem 1.4. Moreover, we derive sharp two-sided estimates for pa,b(t, x, y) in such a way that
gives the explicit dependence on a so that when a→ 0, we can recover the sharp two-sided heat
kernel estimates for Brownian motion with drift obtained in Zhang [17, 18].
Brownian motions with drifts, which have ∆+b·∇ as their infinitesimal generators, have been
studied by many authors under various conditions; see [13, 17, 18] and the references therein,
where b belongs to some suitable Kato class. In [4], a fundamental solution to ∆α/2 + b · ∇
on Rd with d ≥ 2 is constructed and its two-sided estimates derived. The uniqueness of the
fundamental solution, the well-posedness of the martingale problem for (∆α/2 + b · ∇, C∞c (Rd))
and its connection to stochastic differential equations are recently settled in [11]. We also
mention that relativistic stable processes with drifts have recently been studied in [12].
We now describe the main results of this paper in more details. The Le´vy process Za has
infinitesimal generator La := ∆ + aα∆α/2, and Le´vy intensity kernel
Ja(x, y) = aαA(d,−α)|x− y|−(d+α), (1.3)
The kernel Ja(x, y) determines a Le´vy system for Za, which describes the jumps of the process
Za. Let pa(t, x, y) := pa(t, x − y) be the transition density function of Za with respect to the
Lebesgue measure on Rd. Clearly, pa(t, z) is the smooth function determined by∫
Rd
pa(t, z)eiz·ξdz = e−t(|ξ|
2+aα|ξ|α), ξ ∈ Rd. (1.4)
The following sharp two-sided estimates on pa(t, z), as stated in [5, Theorem 1.1], follows directly
from [9, Theorem 1.4] (see also [16, Theorem 2.13]) by scaling. There exist constants Ci ≥ 1,
i = 1, 2, so that for all a ∈ (0,∞) and (t, z) ∈ (0,∞) × Rd,
C−11 (t
−d/2 ∧ (aαt)−d/α) ∧
(
t−d/2e−C2|z|
2/t + (aαt)−d/α ∧ a
αt
|z|d+α
)
≤ pa(t, z) ≤ C1(t−d/2 ∧ (aαt)−d/α) ∧
(
t−d/2e−|z|
2/(C2t) + (aαt)−d/α ∧ a
αt
|z|d+α
)
.
(1.5)
We can view La,b as the perturbation of La by b ·∇. So intuitively, the fundamental solution
pa,b(t, x, y) of La,b should be related to the fundamental solution pa(t, x, y) by the following
formula
pa,b(t, x, y) = pa(t, x, y) +
∫ t
0
∫
Rd
pa,b(t− s, x, z)b(z)∇zpa(s, z, y)dzds (1.6)
for t > 0 and x, y ∈ Rd. The above relation is a folklore and is called Duhamel’s formula
in literature. Just as in [4, 18], applying (1.6) recursively, it is reasonable to conjecture that∑∞
k=0 p
a,b
k (t, x, y), if convergent, is a solution of (1.6), where p
a,b
0 (t, x, y) = p
a(t, x, y) and
pa,bk (t, x, y) =
∫ t
0
∫
Rd
pa,bk−1(t− s, x, z)b(z)∇zpa(s, z, y)dzds for k ≥ 1. (1.7)
We now give the definition of Kato class Kd,1. For a function f = (f1, . . . , fk) : R
d → Rk
and d ≥ 2, define
Mf (r) = sup
x∈Rd
∫
|x−y|<r
|f(y)|
|x− y|d−1 dy for r > 0.
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Definition 1.1. A function f = (f1, . . . , fk) : R
d → Rk is said to be in Kato class Kd,1 if
limr↓0Mf (r) = 0 when d ≥ 2, and bounded if d = 1.
It is easy to see that any bounded function is in Kato class Kd,1 and, for d ≥ 2, Lp(Rd) ⊂ Kd,1
for any p > d by Ho¨lder inequality. On the other hand, any function in Kd,1 is locally integrable
on Rd.
For an integer k ≥ 1, let Ckc (Rd) denote the space of all continuous functions on Rd with
compact supports that have continuous derivatives up to and including kth-order, and set
C∞c (Rd) = ∩∞k=1Ckc (Rd). Denote by C∞(Rd) the space of continuous functions on Rd vanishing
at the infinity, equipped with supremum norm. The following are the first two main results of
this paper.
Theorem 1.2. Suppose that M > 0 and b = (b1, . . . , bd) ∈ Kd,1. For every a ∈ (0,M ], there is
a unique positive jointly continuous function pa,b(t, x, y) on (0,∞)×Rd×Rd that satisfies (1.6)
with pa,b(t, x, y) ≤ c1pa(t, x, y) both on (0, t0]× Rd × Rd for some constants c1, t0 > 0, and that
pa,b(t+ s, x, y) =
∫
Rd
pa,b(t, x, z)pa,b(s, z, y)dz for t, s > 0, x, y ∈ Rd. (1.8)
Moreover, the following hold.
(i) There is a constant t∗ = t∗(d, α,M, b) > 0, depending on b only via the rate at which
Mb(r) goes to zero, such that
pa,b(t, x, y) =
∞∑
k=0
pa,bk (t, x, y) on (0, t∗]×Rd × Rd, (1.9)
where pa,bk (t, x, y) is defined by (1.7).
(ii) pa,b(t, x, y) satisfies (1.6) on (0,∞) × Rd × Rd.
(iii) (Conservativeness)
∫
Rd
pa,b(t, x, y)dy = 1 for every t > 0 and x ∈ Rd.
(iv) for every f ∈ C∞c (Rd) and g ∈ C∞(Rd),
lim
t→0
∫
Rd
P a,bt f(x)− f(x)
t
g(x)dx =
∫
Rd
La,bf(x)g(x)dx, (1.10)
where P a,bt f(x) =
∫
Rd
pa,b(t, x, y)f(y)dy.
Here and after, the meaning of the phrase “depending on b only via the rate at which
Mb(r) goes to zero” is that the statement is true for any R
d-valued function b˜ on Rd with
Mb˜(r) ≤ Mb(r) for all r > 0. In this paper, we use := as a way of definition. For a, b ∈ R,
a ∧ b := min{a, b} and a ∨ b := max{a, b}. For constants a, β > 0, we define
qad,β(t, z) = t
−d/2 exp
(
−β|z|
2
t
)
+ t−d/2 ∧ a
αt
|z|d+α for t > 0, z ∈ R
d. (1.11)
Theorem 1.3. For every M > 0 and T > 0, there are constants Ci = Ci(d, α,M), i = 4, 6 and
Cj = Cj(d, α,M, T, b), j = 3, 5 depending on b only via the rate at which Mb(r) goes to zero,
such that for all a ∈ (0,M ] and (t, x, y) ∈ (0, T ]× Rd × Rd,
C3q
a
d,C4(t, x− y) ≤ pa,b(t, x, y) ≤ C5qad,C6(t, x− y). (1.12)
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The heat kernel upper bound estimate of pa,b(t, x, y) is obtained by estimating each pa,bk (t, x, y)
in (1.9). It relies on a key estimate obtained in Lemma 3.2, which can be regarded as an analogy
of the so called 3P estimate in [18, Lemma 3.1] and [4, Lemma 13]. However, unlike the case
in [18] where there is only Gaussian term coming from Brownian motion and the case in [4]
where there is only polynomial term coming from symmetric stable process, there are many new
difficulties to overcome as we have to deal with a mixture of them. It seems to be difficult to
establish the positivity of pa,b(t, x, y) directly from the estimates of pa,bk (t, x, y) as was done in [4]
for the symmetric stable process case. Following [10], we derive the positivity of pa,b(t, x, y) by
using the Hille-Yosida-Ray theorem when b is bounded and continuous. For general b in Kato
class Kd,1, we approximate b by a sequence of smooth bn. For the lower bound of p
a,b(t, x, y) in
Theorem 1.3, we identify and use the Le´vy system of the Feller process {Xa,bt , t ≥ 0,Pa,bx , x ∈ Rd}
associated with {P a,bt , t ≥ 0} to get the polynomial part (see Lemma 5.6), and use a chaining
argument to get the Gaussian part (see Lemma 5.7).
Let D([0,∞),Rd) be the space of right continuous Rd-valued functions on [0,∞) having left
limits equipped with Skorokhod topology, and let Xt be the coordinate map on D([0,∞),Rd).
A probability measure Q on D([0,∞),Rd) is said to be a solution to the martingale problem
for (La,b, C∞c (Rd)) with initial value x ∈ Rd if Q(X0 = x) = 1 and for every f ∈ C∞c (Rd) and
t > 0,
∫ t
0 |La,bf(Xs)|ds <∞ Q-a.s. and
Mft := f(Xt)− f(X0)−
∫ t
0
La,bf(Xs)ds
is a Q-martingale. The martingale problem for (La,b, C∞c (Rd)) with initial value x ∈ Rd is said
to be well-posed if it has a unique solution.
Theorem 1.4. The martingale problem for (La,b, C∞c (Rd)) is well-posed for every initial value
x ∈ Rd. These martingale problem solutions {Px, x ∈ Rd} form a strong Markov process
X, which has pa,b(t, x, y) of Theorem 1.2 as its transition density function with respect to the
Lebesgue measure on Rd.
We now connect the strong Markov process in Theorem 1.4 to solution of SDE (1.1).
Theorem 1.5. For each x ∈ Rd, SDE (1.1) has a unique weak solution with initial value x.
Moreover, weak solutions with different starting points can be constructed on D([0,∞),Rd), and
the process Za in (1.1) can be chosen in such a way that it is the same for all starting point
x ∈ Rd. The law of the weak solution to (1.1) is the unique solution to the martingale problem
for (La,b, C∞c (Rd)).
Remark 1.6. Brownian motion with measure-valued singular drift on Rd, where d ≥ 2 and the
R
d-valued drift b is replaced by a measure µ = (µ1, . . . , µd) in Kato class Kd,1, is introduced and
constructed in Bass and Chen [2]. With the two-sided heat kernel estimates from Theorem 1.3,
one can easily construct Le´vy process Za with singular measure-valued drift µ = (µ1, . . . , µd)
in the sense of [2] and obtain its sharp two-sided heat kernel estimates. The key is to note
that the two-sided heat kernel estimates in Theorem 1.3 depend on the drift b only through
its upper bound of Mb(r) so we can approximate the measure-valued drift µ by a sequence of
function-valued drifts whose Kato norms are uniformly controlled by that of µ. Here are the
details. Suppose µ = (µ1, . . . , µd) ∈ Kd,1, that is,
lim
r→0
Mµ(r) := lim
r→0
sup
x∈Rd
∫
|y−x|<r
1
|y − x|d−1 |µ|(dy) = 0.
Let ϕ ∈ C∞c (Rd) with ϕ ≥ 0 and
∫
Rd
ϕ(x)dx = 1. We can approximate µ by bn(x)dx =
ϕn ∗ µ(dx), where ϕn(x) = ndϕ(nx). Note that {bn;n ≥ 1} ⊂ Kd,1 with Mbn(r) ≤ Mµ(r)
for every n ≥ 1 and r > 0. Denote by pbn(t, x, y) and Xn the heat kernel for Lbn and its
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corresponding Feller process. The two-sided heat kernel estimate (1.12) holds uniformly in n
for pa,bn(t, x, y) on (0, 1] × Rd × Rd. Similar to that of [15, Theorem 3.9], one can show that
{pa,bn(t, x, y); t > 0, x, y ∈ Rd} converges locally uniformly to pa,µ(t, x, y). It is easy to verify
that pa,µ(t, x, y) is a positive kernel which enjoys the two-sided estimates (1.12). Moreover, it
satisfies the Chapman-Kolmogorov equation and
∫
Rd
pa,µ(t, x, y)dy = 1 for all t > 0 and x ∈ Rd.
The kernel pa,µ(t, x, y) determines a Feller process X. It is not hard to verify that it is a Le´vy
process Za with measure-valued drift µ in the sense of Bass and Chen [2]. See [15] for the case
when Za is a rotationally symmetric stable process on Rd.
The rest of this paper is organized as follows. In Section 2, we recall some properties of
pa(t, x, y) and derive its gradient estimates, as well as properties of functions in Kato class Kd,1.
In Section 3, we construct pa,b(t, x, y) using the series of pa,bk (t, x, y) and prove Theorem 1.2
through a series of lemmas except the positivity of pa,b(t, x, y). In addition, we derive the upper
bound of |pa,b(t, x, y)|. The positivity of pa,b(t, x, y) is shown in Section 4, where we use the fact
that {P a,bt , t ≥ 0} is Feller semigroup, that is, a strongly continuous semigroup in C∞(Rd). In
Section 5, we determine the Le´vy system of the Feller process Xa,b associated with the Feller
semigroup {P a,bt , t ≥ 0}. We then use it to derive the lower bound estimate of pa,b(t, x, y). In
Section 6, we prove Theorem 1.4 and Theorem 1.5.
For convenience, in the rest of this paper, we assume d ≥ 2. When d = 1, it can be treated in
a similar but simpler way as the drift b would be bounded. Throughout this paper, unless stated
otherwise, we use C1, C2, · · · , to denote positive constants whose value are fixed throughout the
paper, while using c1, c2, · · · , to denote positive constants whose exact value are unimportant
and whose value can change from one appearance to another. We use notation c = c(d, α, · · · )
to indicate that this constant depends only on d, α, · · · . For two non-negative functions f, g,
the notation f
c
. g means that f ≤ cg on their common domains of definition while f c≍ g
means that c−1g ≤ f ≤ cg. We also write mere . and ≍ if c is unimportant or understood.
For reader’s convenience, we summarize the notation of functions that will appear many times
throughout this paper. For t > 0 and x, y ∈ Rd,
pa(t, x, y) = pa(t, x− y) : the transition density function of B + aY
gd,β(t, x, y) = gd,β(t, x− y) := t−d/2 exp
(
−β|x− y|
2
t
)
, (1.13)
gd(t, x, y) = gd(t, x− y) := (4pi)−d/2gd,1/4(t, x− y),
qad,β(t, x, y) = q
a
d,β(t, x− y) := gd,β(t, x− y) + t−d/2 ∧
aαt
|x− y|d+α . (1.14)
2 Preliminaries
The following is a direct consequence of (1.5); see [5, Corollary 1.2].
Theorem 2.1. For any M > 0 and T > 0, there exist constants Ci, i = 8, 10 and Cj =
Cj(d, α,M, T ), j = 7, 9 such that for all a ∈ (0,M ] and (t, x) ∈ (0, T ]× Rd,
C7q
a
d,C8(t, x) ≤ pa(t, x) ≤ C9qad,C10(t, x).
It is easy to see that for any θ > 0, there is a positive constant c1 = c1(d, β, θ) such that
gd,β(t, x) ≤ t−d/2 ∧ c1t
θ
|x|d+2θ , t > 0 and x ∈ R
d, (2.1)
which will be frequently used in the rest of this paper.
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Recall the definition of qad,β(t, x) in (1.11). There is a constant C11 = C11(α,M, T, β) such
that for all a ∈ (0,M ] and all (t, z) ∈ (0, T ]× Rd,
qad,β(t, z)
C11≍ gd,β(t, z) + a
αt
|z|d+α 1{|z|2≥t}. (2.2)
Indeed, t−d/2 ∧ aαt|z|d+α ≤ t−d/2 ≤ eβgd,β(t, z) when |z|2 < t. Thus
qad,β(t, z)
eβ+1
. gd,β(t, z) +
aαt
|z|d+α 1{|z|2≥t} for a, t > 0 and z ∈ R
d. (2.3)
On the other hand, for a ∈ (0,M ] and t ∈ (0, T ],
aαt
|z|d+α ≤M
αt−d/2+1−α/2 ≤MαT 1−α/2t−d/2 if |z|2 ≥ t,
and so
gd,β(t, z) +
aαt
|z|d+α1{|z|2≥t}
MαT 1−α/2∨1
. qad,β(t, z). (2.4)
The claim (2.2) now follows from (2.3) and (2.4) with C11 = (e
β + 1) ∨ (MαT 1−α/2 ∨ 1).
When there is no danger of confusion, for x ∈ Rd and integer k ≥ 1, for simplicity, we write
qad+k,β(t, x) for q
a
d+k,β(t, x˜), where x˜ := (x, 0, . . . , 0) ∈ Rd+k. Same convention will apply to
function gd,β(t, x).
The following theorem gives the two-sided estimate of |∇xpa(t, x)|. In this paper, only its
upper bound will be used.
Theorem 2.2. For any M > 0 and T > 0, there is a positive constant C12 = C12(d, α,M, T )
such that for all a ∈ (0,M ] and (t, x) ∈ (0, T ]× Rd,
2piC7q
a
d+2,C8(t, x)|x| ≤ |∇xpa(t, x)| ≤ C12qad+1,3C10/4(t, x).
Proof. It is well-known that, for each t > 0, x 7→ pa(t, x) attains its maximum at x = 0
so we have ∇pa(t, 0) = 0. So it suffices to consider x ∈ Rd \ {0}. Recall that gd(t, z) =
(4pit)−d/2e−|z|
2/(4t), which is the transition density function of Brownian motion B. Let St be
the α/2-stable subordinator at time t, independent of B, and ηat (u) be the density function of
a2St. The Le´vy process Z
a can be realized as a subordination of Brownian motion B; that is,
{Zat ; t ≥ 0} has the same distribution as {Bt+a2St ; t ≥ 0}. Thus
pa(t, x) =
∫ +∞
t
gd(u, x)P(t+ a
2St ∈ du) =
∫ +∞
t
gd(u, x)η
a
t (u− t)du,
and so
∇xpa(t, x) = ∇x
∫ ∞
t
gd(u, x)η
a
t (u− t)du.
Let ej = (0, · · · , 0, 1, 0, · · · , 0), where 1 is on jth place. Let x ∈ Rd \ {0} and set s ∈
(−|x|/2, |x|/2). By the mean-value theorem, there exists ξ ∈ (−|s|, |s|) such that∣∣∣∣gd(u, x+ sej)− gd(u, x)s
∣∣∣∣ = ∣∣∣∣ ∂∂xj gd(u, x+ ξej)
∣∣∣∣ = ∣∣∣∣xj + ξ2u gd(u, x+ ξej)
∣∣∣∣
≤ |x|gd(u, x/2)
u
≤ c(d)|x|−d−1,
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where c(d) is a positive constant depending only on d. Since
∫∞
t c(d)|x|−d−1ηt(u − t)du < ∞,
we have by the dominated convergence theorem
∇xpa(t, x) =
∫ ∞
t
∇xgd(u, x)ηat (u− t)du =
∫ ∞
t
−xgd(u, x)
2u
ηat (u− t)du = −2pixpa(d+2)(t, x˜),
(2.5)
where x˜ := (x, 0, 0) ∈ Rd+2 and pad+2(t, x˜) is the transition density function of Za in dimension
d+ 2. Thus, by Theorem 2.1, we have
2piC7q
a
d+2,C8(t, x)|x| ≤ |∇xpa(t, x)| ≤ 2piC9qad+2,C10(t, x)|x|. (2.6)
Note that for all t > 0 and x ∈ Rd,
t−(d+2)/2 exp
(
−C10|x|
2
t
)
|x| = t−(d+1)/2 exp
(
−3C10
4
|x|2
t
)
· |x|
t1/2
exp
(
−C10
4
|x|2
t
)
≤
√
2
C10e
t−(d+1)/2 exp
(
−3C10
4
|x|2
t
)
.
This together with (2.2) and (2.6) proves the theorem with C12 := 2piC9C11
(√
2/(C10e) ∨ 1
)
.
For β > 12 and a function f on R
d, define for r > 0 and x ∈ Rd,
Hβ(r, x) =
1
|x|d−1 ∧
rβ
|x|d−1+2β and H
β
f (r, x) =
∫
Rd
|f(y)|Hβ(r, x− y)dy.
Lemma 2.3. Assume β > 12 . There is a constant C13 = C13(d, β) so that
Mf (
√
r) ≤ Hβf (r, x) ≤ C13Mf (
√
r), (2.7)
for every r > 0, x ∈ Rd and for every f on Rd. Consequently, f ∈ Kd,1 if and only if
lim
r↓0
sup
x∈Rd
Hβf (r, x) = 0.
The lower bound in (2.7) is trivial. The proof of the upper bound in (2.7) is almost the
same as that for [4, Lemma 11 and Corollary 12] except with 2 in place of α there. So we omit
its details.
Let
Nβ(r, x) =
∫ r
0
gd+1,β(s, x)ds =
∫ r
0
s−(d+1)/2 exp
(
−β|x|
2
s
)
ds, r > 0, x ∈ Rd.
Lemma 2.4. f ∈ Kd,1 if and only if
lim
r↓0
sup
x∈Rd
∫
Rd
|f(y)|Nβ(r, x − y)dy = 0 for all β > 0. (2.8)
Proof. Condition (2.8) is introduced in [17]. Its equivalence to the Kd,1 condition is proved in
[14, Proposition 2.3]. For reader’s convenience, we give a short proof here.
By a change of variable t = β|x|2/s, we have
Nβ(r, x) =
1
β(d−1)/2|x|d−1
∫ ∞
β|x|2/r
t(d−3)/2e−tdt. (2.9)
Thus
c1(d, β)
1
|x|d−1 1{|x|≤
√
r} ≤ Nβ(r, x) ≤ c2(d, β)H1(r, x) (2.10)
The equivalence now follows from Lemma 2.3.
7
3 Construction and upper bound estimates
By [18, Lemma 3.1] and its proof, we have the following lemma. Recall that gd,β(t, x, y) :=
gd,β(t, x − y) is defined by (1.13), and define Hβ(r, x, y) = Hβ(r, x − y) and Nβ(r, x, y) =
Nβ(r, x − y).
Lemma 3.1. For any 0 < β1 < β2 < ∞, there exist constants Cg = Cg(d, β1/β2) and Cβ =
min{β2 − β1, β1/2} such that for all t > 0 and x, y, z ∈ Rd,∫ t
0
gd,β1(t− s, x, z)s−1/2gd,β2(s, z, y)ds ≤ Cg(NCβ (t, x, z) +NCβ (t, z, y))gd,β1(t, x, y).
In the rest of this paper, we assume b ∈ Kd,1 and let γ = (1+α∧1)/2. The following lemma
plays an important role in this paper and it is an analogy of [4, Lemma 13] or [18, Lemma 3.1].
Lemma 3.2. Suppose M > 0 and T > 0. For any 0 < β1 < β2 <∞, there is a positive constant
C14 = C14(d, α,M, T, β1, β2) such that for all a ∈ (0,M ] and (t, x, y, z) ∈ (0, T ]×Rd×Rd×Rd,∫ t
0
qad,β1(t− s, x, z)qad+1,β2(s, z, y)ds ≤ C14(Hγ(t, x, z) +Hγ(t, z, y))qad,β1(t, x, y). (3.1)
Consequently, there is a positive constant C15 = C15(d, α,M, T ) such that for all a ∈ (0,M ] and
(t, x, y) ∈ (0, T ] × Rd × Rd,∫ t
0
∫
Rd
qad,β1(t− s, x, z)|b(z)|qad+1,β2(s, z, y)dzds ≤ C15Mb(
√
t)qad,β1(t, x, y), (3.2)
Proof. We first verify (3.1). By (2.2), for all (t, x, y) ∈ (0, T ] × Rd × Rd, there is a constant
c1 = c1(α,M, T, β1, β2) such that
I :=
∫ t
0
qad,β1(t− s, x, z)qad+1,β2(s, z, y)ds
c1
.
∫ t
0
(
gd,β1(t− s, x, z)+
aα(t− s)
|x− z|d+α1{|x−z|2≥t−s}
)(
gd,β2(s, z, y)
s1/2
+
aαs
|z − y|d+1+α1{|z−y|2≥s}
)
ds
=
∫ t
0
gd,β1(t− s, x, z)
gd,β2(s, z, y)
s1/2
ds+
∫ t
0
gd,β1(t− s, x, z)
aαs
|z − y|d+1+α1{|z−y|2≥s}ds
+
∫ t
0
aα(t− s)
|x− z|d+α1{|x−z|2≥t−s}
gd,β2(s, z, y)
s1/2
ds
+
∫ t
0
aα(t− s)
|x− z|d+α1{|x−z|2≥t−s}
aαs
|z − y|d+1+α1{|z−y|2≥s}ds
=: I1 + I2 + I3 + I4.
We will treat each term separately. First, by Lemma 3.1, there are constants c2 = c2(d, β1/β2)
and c3 = c3(β2 − β1), β1/2) such that I1 ≤ c2 (N c3(t, x, z) +N c3(t, z, y)) gd,β1(t, x, y), while
I2 =
(∫ t/2
0
+
∫ t
t/2
)
gd,β1(t− s, x, z)
aαs
|z − y|d+1+α1{|z−y|2≥s}ds
2d+αMα
. t−d/2
∫ (t/2)∧|z−y|2
0
s
|z − y|d+1+α ds
+t−d/21{|z−y|2≥t/2}
∫ t/2
0
s−d/2 exp
(
−β1|x− z|
2
s
)
t1−α/2
|z − y|ds
2
. t−d/2
(
1
|z − y|d−3+α ∧
t2
|z − y|d+1+α
)
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+t−d/2+1−α/2
∫ t/2
0
s−(d+1)/2 exp
(
−β1|x− z|
2
s
)
ds
T 1−α/2
. t−d/2
(
1
|z − y|d−1 ∧
t(1+α)/2
|z − y|d+α
)
+ t−d/2Nβ1(t, x, z)
= t−d/2
(
Nβ1(t, x, z) +H(1+α)/2(t, z, y)
)
. (3.3)
On the other hand, if |x− z| ≥ |z − y|, then 2|x− z| ≥ |x− z|+ |z − y| ≥ |x− y|, and so
I2
c4(d,α,β1)
.
∫ t∧|z−y|2
0
(t− s)α/2
|x− z|d+α
aαs
|z − y|d+1+α ds
c5(d,α)
.
aαt
|x− y|d+α
∫ t∧|z−y|2
0
tα/2−1
s
|z − y|d+1+α ds
2
.
aαt
|x− y|d+α t
α/2−1 t
2 ∧ |z − y|4
|z − y|d+1+α
≤ a
αt
|x− y|d+αH
1+α/2(t, z, y). (3.4)
If |x− z| < |z − y|, then 2|z − y| ≥ |x− y| and
I2
2d+α
.
aα
|x− y|d+α
∫ t
0
gd,β1(t− s, x, z)
√
sds
=
aαt
|x− y|d+α
∫ t
0
√
s
√
t− s
t
(t− s)−(d+1)/2 exp
(
−β1|x− z|
2
t− s
)
ds
≤ a
αt
|x− y|d+αN
β1(t, x, z). (3.5)
Thus we have by (3.3)-(3.5)
I2
c6(d,α,β1,M,T )
.
(
t−d/2 ∧ a
αt
|x− y|d+α
)(
Nβ1(t, x, z) +H(1+α)/2(t, z, y)
)
.
Similarly, we have
I3
c7(d,α,β2,M,T )
.
(
t−d/2 ∧ a
αt
|x− y|d+α
)(
H1+α/2(t, x, z) +Nβ2(t, z, y)
)
.
It remains to estimate I4. If |x − z|2 ≥ t − s and |z − y|2 ≥ s, then |x − z| ∨ |z − y| ≥
√
t/2.
Since |x− z| ∨ |z − y| ≥ |x− y|/2, we have |x− z| ∨ |z − y| ≥ 12(
√
t ∨ |x− y|). Therefore
t− s
|x− z|d+α
s
|z − y|d+1+α
=
1
(|x− z| ∨ |z − y|)d+α
1
(|x− z| ∧ |z − y|)d+α
(t− s)s
|z − y|
2d+α
.
1
(
√
t ∨ |x− y|)d+α
(t− s)s
(|x− z| ∧ |z − y|)d+1+α
≤
(
t−d/2+1−α/2 ∧ t|x− y|d+α
)
(t− s)s
t
(
1
|x− z|d+1+α +
1
|z − y|d+1+α
)
(T∨1)1−α/2
.
(
t−d/2 ∧ t|x− y|d+α
)(
t− s
|x− z|d+1+α +
s
|z − y|d+1+α
)
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Thus,
I4 = a
2α
∫ t
0
1{|x−z|2≥t−s}1{|z−y|2≥s}
t− s
|x− z|d+α
s
|z − y|d+1+α ds
c8(d,α,T )
. a2α
(
t−d/2 ∧ t|x− y|d+α
)∫ t
0
1{|x−z|2≥t−s}1{|z−y|2≥s}
×
(
t− s
|x− z|d+1+α +
s
|z − y|d+1+α
)
ds
Mα(M∨1)α
.
(
t−d/2 ∧ a
αt
|x− y|d+α
)∫ t
0
1{|x−z|2≥t−s}1{|z−y|2≥s}
×
(
t− s
|x− z|d+1+α +
s
|z − y|d+1+α
)
ds. (3.6)
Notice that∫ t
0
t− s
|x− z|d+1+α1{|x−z|2≥t−s}ds =
1
|x− z|d+1+α
∫ t∧|x−z|2
0
r dr
≤ 2−1t1−α/2
(
1
|x− z|d−1 ∧
t1+α/2
|x− z|d+1+α
)
≤ 2−1T 1−α/2H1+α/2(t, x, z). (3.7)
Similarly, ∫ t
0
s
|z − y|d+1+α1{|z−y|2≥s}ds ≤ 2
−1T 1−α/2H1+α/2(t, z, y). (3.8)
We have by (3.6), (3.7) and (3.8),
I4 ≤ c9(d, α,M, T )
(
t−d/2 ∧ a
αt
|x− y|d+α
)(
H1+α/2(t, x, z) +H1+α/2(t, z, y)
)
.
Hence by (2.10) and the fact that β 7→ Hβ(t, x, y) is decreasing, we have
I
C14(d,α,β1,β2,M,T )
. (Hγ(t, x, z) +Hγ(t, z, y))
(
gd,β1(t, x, y) + t
−d/2 ∧ a
αt
|x− y|d+α
)
.
This completes the proof of (3.1). Multiplying the both sides of (3.1) by |b(z)|, we get∫ t
0
∫
Rd
qad,β1(t− s, x, z)|b(z)|qad+1,β2(s, z, y)dzds
C14
.
∫
Rd
qad,β1(t, x, y)|b(z)| (Hγ(t, x, z) +Hγ(t, z, y)) dz
2
. qad,β1(t, x, y) sup
x∈Rd
Hγb (t, x)
C13
. Mb(
√
t)qad,β1(t, x, y).
This proves the lemma with C15 = 2C14C13.
For t > 0 and x, y ∈ Rd, we define
|p|a,b0 (t, x, y) = pa(t, x, y),
|p|a,bk (t, x, y) =
∫ t
0
∫
Rd
|p|a,bk−1(t− s, x, z)|b(z)||∇zpa(s, z, y)|dzds, for k ≥ 1.
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For every M > 0 and T > 0, we can verify by induction that
|p|a,bk (t, x, y) ≤ C9(C12C15Mb(
√
t))kqad,C10/2(t, x, y), a ∈ (0,M ], (t, x, y) ∈ (0, T ]×Rd×Rd. (3.9)
Indeed, (3.9) holds for k = 0. Assume (3.9) holds for k. Then by assumption and (3.2),
|p|a,bk+1(t, x, y) ≤ C9(C12C15Mb(
√
t))kC12
∫ t
0
∫
Rd
qad,C10/2(t− s, x, z)|b(z)|qad+1,3C10/4(s, z, y)dzds
≤ C9(C12C15Mb(
√
t))kC12C15Mb(
√
t)qad,C10/2(t, x, y)
≤ C9(C12C15Mb(
√
t))k+1qad,C10/2(t, x, y).
Thus for every k ≥ 1, t ∈ (0, T ], pa,bk (t, x, y) of (1.7) is well defined and has bound
|pa,bk (t, x, y)| ≤ |p|a,bk (t, x, y) ≤ C9(C12C15Mb(
√
t))kqad,C10/2(t, x, y) <∞. (3.10)
Lemma 3.3. Suppose M > 0. For every a ∈ (0,M ] and k ≥ 0, pa,bk (t, x, y) is jointly continuous
on (0,∞) × Rd × Rd.
Proof. We will use induction in k to prove this lemma. Obviously, pa,b0 (t, x, y) = p
a(t, x, y) is
jointly continuous on (0,∞)×Rd×Rd. Assume pa,bk (t, x, y) is jointly continuous. By (2.1) with
θ = 1,
qad,C10/2(t, x, y) ≤ t−d/2 ∧
c1t
|x− y|d+2 + t
−d/2 ∧ a
αt
|x− y|d+α , t > 0, x, y ∈ R
d, (3.11)
for some positive constant c1 depending only on d. Suppose T > 1 and 0 < ε < 1/(2T ).
For t ∈ [T−1, T ] and s ∈ [ε, t − ε], we have by (3.10) and (3.11) that there is a constant
c2 = c2(d, α,M, T, b) such that
|pa,bk (t− s, x, z)| ≤ C9(C12C15Mb(
√
t))kqad,C10/2(t− s, x, z) ≤ 2c2(t− s)−d/2 ≤ 2c2ε−d/2, (3.12)
|∇zpa(s, z, y)| ≤ C12qad+1,3C10/4(s, z, y) ≤ 2C12s−(d+1)/2 ≤ 2C12ε−(d+1)/2, (3.13)
|pa,bk (t− s, x, z)| ≤ 2c2
1
|x− z|d+α , if |x− z| ≥ 1.
Then for R ≥ 1,
sup
x∈Rd
∫ t−ε
ε
∫
|x−z|≥R
|pa,bk (t− s, x, z)||b(z)||∇zpa(s, z, y)|dzds
≤ sup
x∈Rd
4c2C12ε
−(d+1)/2T
∫
|x−z|≥R
|b(z)|
|x− z|d+α dz,
which goes to zero as R → ∞. On the other hand, since x 7→ pa,bk (t − s, x, z) is continuous by
assumption and pa(t, x, y) is smooth, we have for any r > 0, by (3.12-3.13), the local integrability
of b and the dominated convergence theorem,
(x, y) 7→
∫ t−ε
ε
∫
|x−z|<R
pa,bk (t− s, x, z)b(z)∇zpa(s, z, y)dzds
is continuous on B(0, r)×B(x, r). Thus, we can conclude that
(t, x, y) 7→
∫ t−ε
ε
∫
Rd
|pa,bk (t− s, x, z)||b(z)||∇zpa(s, z, y)|dzds (3.14)
11
is jointly continuous on [T−1, T ] × B(0, r) × B(0, r). Since r is arbitrary, (3.14) is jointly
continuous on [T−1, T ]× Rd × Rd. On the other hand, by (3.13) and (3.10),
sup
t∈[1/T,T ]
sup
x,y∈Rd
∫ t
t−ε
∫
Rd
|pa,bk (t− s, x, z)||b(z)||∇zpa(s, z, y)|dzds
≤ sup
t∈[1/T,T ]
sup
x∈Rd
sup
s∈[t−ε,t],z,y∈Rd
|∇zpa(s, z, y)|
∫ t
t−ε
∫
Rd
|pa,bk (t− s, x, z)||b(z)|dzds
≤ sup
s∈[1/(2T ),T ],z,y∈Rd
|∇zpa(s, z, y)| sup
x∈Rd
∫ ε
0
∫
Rd
|pa,bk (s, x, z)||b(z)|dzds
≤2C12(2T )(d+1)/2C9(C12C15Mb(
√
ε))k
· sup
x∈Rd
(∫ ε
0
∫
Rd
√
ε|b(z)|gd,C10/2(s, x, z)
s1/2
dzds+
∫ ε
0
∫
|x−z|2≥s
|b(z)| a
αs
|x − z|d+α dzds
)
≤2C12(2T )(d+1)/2C9(C12C15Mb(
√
ε))k
·
(√
ε sup
x∈Rd
∫
Rd
|b(z)|NC10/2(ε, x, z)dz + sup
x∈Rd
∫
Rd
aα|b(z)|ε
2 ∧ |x− z|4
|x− z|d+α dz
)
≤2C12(2T )(d+1)/2C9(C12C15Mb(
√
ε))k
(
c3C13
√
εMb(
√
ε) + aαε(3−α)/2C13Mb(
√
ε)
)
,
which goes to zero as ε→ 0. Similarly, by (3.12),
sup
t∈[1/T,T ]
sup
x,y∈Rd
∫ ε
0
∫
Rd
|pa,bk (t− s, x, z)||b(z)||∇zpa(s, z, y)|dzds
≤2c2(2T )d/2C9(C12C15Mb(
√
ε))k
(
c3C13Mb(
√
ε) + aαε1−α/2C13Mb(
√
ε)
)
,
which goes to zero as ε→ 0. Therefore,
pa,bk+1(t, x, y) =
∫ t
0
∫
Rd
pa,bk (t− s, x, z)b(z)∇zpa(s, z, y)dzds
is jointly continuous on [T−1, T ]× Rd × Rd for every T > 0. This completes the proof.
Lemma 3.4. Suppose M > 0. There are two positive constants t∗(d, α,M, b) > 0 depending
on b only via the rate at which Mb(r) goes to zero and C16 = C16(d, α,M) > 0 such that for all
t ∈ (0, t∗] and x, y ∈ Rd,∣∣∣∣∣
∞∑
k=0
pa,bk (t, x, y)
∣∣∣∣∣ ≤
∞∑
k=0
|pa,bk (t, x, y)| ≤ C16qad,C10/2(t, x, y). (3.15)
Moreover, for all |x− y|2 < t ≤ t∗,
∞∑
k=0
pa,bk (t, x, y) ≥ C−116 t−d/2. (3.16)
Proof. Let C9, C12, C15 be the constants in (3.10) with T = 1 and C7, C8 be the constants in
Theorem 2.2 with T = 1. Since b ∈ Kd,1, there is a constant 0 < t∗ < 1 such that for all
t ∈ (0, t∗]
C12C15Mb(
√
t) ≤ 1
2
∧ C7e
−C8
8C9
,
and so by (3.10) with T = 1,
∞∑
k=1
|pa,bk (t, x, y)| ≤C9
C12C15Mb(
√
t)
1−C12C15Mb(
√
t)
qad,C10/2(t, x, y)
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≤2C9C12C15Mb(
√
t)qad,C10/2(t, x, y), x, y ∈ Rd. (3.17)
Thus, by Theorem 2.1 with T = 1 and (3.17), we have for all (t, x, y) ∈ (0, t∗]× Rd × Rd,∣∣∣∣∣
∞∑
k=0
pa,bk (t, x, y)
∣∣∣∣∣ ≤
∞∑
k=0
|pa,bk (t, x, y)| ≤ 2C9qad,C10/2(t, x, y),
which gives (3.15). On the other hand, if |x− y|2 < t ≤ t∗, then
pa(t, x, y) ≥ C7e−C8t−d/2 and qad,C10/2(t, x, y) ≤ 2t−d/2.
Thus, by (3.17) again, we have for (t, x, y) ∈ (0, t∗]× Rd × Rd with |x− y|2 ≤ t,
∞∑
k=0
pa,bk (t, x, y) ≥pa(t, x, y)−
∞∑
k=1
|pa,bk (t, x, y)| ≥ C7e−C8t−d/2 −
C7e
−C8
2
t−d/2
=
C7e
−C8
2
t−d/2.
In the remainder of this paper, we fix t∗. By Lemma 3.4, the series
∑∞
k=0 p
a,b
k (t, x, y) abso-
lutely converges on (0, t∗]×Rd × Rd. For every a ∈ (0,M ], define
pa,b(t, x, y) =
∞∑
k=0
pa,bk (t, x, y), 0 < t ≤ t∗ and x, y ∈ Rd. (3.18)
Lemma 3.5. Suppose M > 0. For every a ∈ (0,M ], pa,b(t, x, y) is jointly continuous on
(0, t∗]× Rd × Rd.
Proof. For any 0 < t1 < t∗, we have
sup
[t1,t∗]×Rd×Rd
qad,C10/2(t, x, y) ≤ 2t
−d/2
1 <∞.
By Lemma 3.4 and inequality (3.10), the series
∑∞
k=0 p
a,b
k (t, x, y) converges uniformly on [t1, t∗]×
R
d × Rd. Since t1 is arbitrary, the result follows from Lemma 3.3.
Theorem 3.6. Suppose M > 0. For every a ∈ (0,M ], 0 < s, t ≤ t∗ with s + t ≤ t∗ and
x, y ∈ Rd, we have
pa,b(t+ s, x, y) =
∫
Rd
pa,b(t, x, z)pa,b(s, z, y)dz. (3.19)
Proof. Note that for s, t > 0 with s+ t ≤ t∗,
pa,b(t, x, z)pa,b(s, z, y) =
( ∞∑
m=0
pa,bm (t, x, z)
)( ∞∑
k=0
pa,bk (s, z, y)
)
=
∞∑
k=0
k∑
m=0
pa,bm (t, x, z)p
a,b
k−m(s, z, y).
So it suffices to prove that for any k ≥ 0,
pa,bk (t+ s, x, y) =
k∑
m=0
∫
Rd
pa,bm (t, x, z)p
a,b
k−m(s, z, y)dz, (3.20)
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which will be done inductively. When k = 0, (3.20) is clearly true since pa,b0 (t, x, y) = p
a(t, x, y).
Suppose (3.20) holds when k = l and we have
pa,bl+1(t+ s, x, y) =
∫ t+s
0
∫
Rd
pa,bl (t+ s− τ, x, w)b(w)∇wpa,b0 (τ, w, y)dwdτ
=
(∫ s
0
+
∫ t+s
s
)∫
Rd
pa,bl (t+ s− τ, x, w)b(w)∇wpa,b0 (τ, w, y)dwdτ
=
∫ s
0
∫
Rd
l∑
m=0
∫
Rd
pa,bm (t, x, z)p
a,b
l−m(s − τ, z, w)dzb(w)∇wpa,b0 (τ, w, y)dwdτ
+
∫ t+s
s
∫
Rd
pa,bl (t+ s− τ, x, w)b(w)∇w
∫
Rd
pa,b0 (τ − s,w, z)pa,b0 (s, z, y)dzdwdτ
=
l∑
m=0
∫
Rd
pa,bm (t, x, z)
∫ s
0
∫
Rd
pa,bl−m(s− τ, z, w)b(w)∇wpa,b0 (τ, w, y)dwdτdz
+
∫
Rd
∫ t
0
∫
Rd
pa,bl (t− τ, x, w)b(w)∇wpa,b0 (τ, w, z)dwdτpa,b0 (s, z, y)dz
=
l∑
m=0
∫
Rd
pa,bm (t, x, z)p
a,b
l+1−m(s, z, y)dz +
∫
Rd
pa,bl+1(t, x, z)p
a,b
0 (s, z, y)dz,
where in the second to the last equality, we used Fubini’s theorem since for (t, x, y) ∈ (0, t∗] ×
R
d × Rd and any m, l ∈ Z+, by (3.9) and Lemma 3.2,∫ s
0
∫
Rd
∫
Rd
|pa,bm (t, x, w)||pa,bl (s− τ, w, z)||b(z)||∇zpa(τ, z, y)dwdzdτ
=
∫
Rd
|pa,bm (t, x, w)|
∫ s
0
∫
Rd
|pa,bl (s− τ, w, z)||b(z)||∇zpa(τ, z, y)dzdτdw
≤
∫
Rd
|pa,bm (t, x, w)||pa,b|l+1(s,w, y)dw <∞.
We have also used the fact that due to Theorem 2.1 and the dominated convergence theorem,
∇zpa(τ, z, y) =
∫
Rd
∇zpa(τ − s, z, w)pa(s,w, y)dw.
In view of Theorem 3.6, the definition of pa,b(t, x, y) can be uniquely extended to all t > 0 so
that (1.8) holds for all s, t > 0. Suppose pa,b(t, x, y) has been well defined on (0, kt∗]×Rd ×Rd
for integer k ≥ 0 and (1.8) holds for all s, t > 0 with s + t ≤ kt∗. For t ∈ (kt∗, (k + 1)t∗], we
define
pa,b(t, x, y) =
∫
Rd
pa,b(kt∗, x, z)pa,b(t− kt∗, z, y)dz, x, y ∈ Rd. (3.21)
One can verify easily that the Chapman-Kolmogorov equation (1.8) holds for every t, s > 0 with
t+ s ≤ (k + 1)t∗. This proves that (1.8) holds for all t, s > 0.
Theorem 3.7. Suppose M > 0. For every a ∈ (0,M ], pa,b(t, x, y) is continuous on (0,∞) ×
R
d × Rd and ∫
Rd
pa,b(t, x, y)dy = 1 for every t > 0 and x ∈ Rd.
Proof. The continuity of pa,b(t, x, y) for all t > 0 follows from Lemma 3.5, (3.21) and the
dominated convergence theorem.
It follows from (2.5) that
∫
Rd
∇xpa(t, x, y)dy = 0 for all t > 0 and x ∈ Rd. Thus for every
k ≥ 1, by Lemma 3.2, (1.7), (3.10) and Fubini’s theorem,∫
Rd
pa,bk (t, x, y)dy =
∫
Rd
∫
Rd
∫ t
0
pa,bk−1(t− s, x, z)b(z) · ∇zpa(s, z, y)dsdzdy
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=∫
Rd
∫ t
0
pa,bk−1(t− s, x, z)b(z) ·
∫
Rd
∇zpa(s, z, y)dydsdz = 0.
In view of (3.10) and the dominated convergence theorem, we have for all t ∈ (0, t∗] and x ∈ Rd,∫
Rd
pa,b(t, x, y)dy =
∞∑
k=0
∫
Rd
pa,bk (t, x, y)dy =
∫
Rd
pa(t, x, y)dy = 1,
which extends to all t > 0 by (3.21).
For bounded measurable function f on Rd, t > 0 and x ∈ Rd, we define operator P a,bt
P a,bt f(x) =
∫
Rd
pa,b(t, x, y)f(y)dy.
It follows from (3.19) that P a,bs P
a,b
t = P
a,b
t+s.
The following theorem tells us that the generator of {P a,bt , t ≥ 0} is La,b in the weak sense.
The proof is almost the same to part of the proof of [4, Theorem 1]. We give the details of
the proof for completeness. For any compact set K ⊂ Rd and r > 0, let Kr = {y ∈ Rd : ∃x ∈
K such that |x− y| < r} be the r-neighborhood of K.
Theorem 3.8. Suppose M > 0. For every a ∈ (0,M ] and for all f ∈ C∞c (Rd), g ∈ C∞(Rd),
lim
t→0
∫
Rd
P a,bt f(x)− f(x)
t
g(x)dx =
∫
Rd
La,bf(x)g(x)dx.
Proof. Note that for all t ∈ (0, t∗],∫
Rd
P a,bt f(x)− f(x)
t
g(x)dx =
1
t
∫
Rd
(∫
Rd
pa,b0 (t, x, y)f(y)dy − f(x)
)
g(x)dx
+
1
t
∫
Rd
∫
Rd
(
pa,b1 (t, x, y) +
∞∑
k=2
pa,bk (t, x, y)
)
f(y)g(x)dydx.
Since pa,b0 (t, x, y) = p
a(t, x, y) we have
lim
t→0
1
t
∫
Rd
(∫
Rd
pa,b0 (t, x, y)f(y)dy − f(x)
)
g(x)dx =
∫
Rd
(
∆+ aα∆α/2
)
f(x)g(x)dx.
For t ∈ (0, t∗], let I(t) = t−1
∫
Rd
∫
Rd
pa,b1 (t, x, y)f(y)g(x)dx. We claim that I(t) converges to∫
Rd
(b(x) · ∇f(x))g(x)dx as t→ 0. By (1.7), Fubini’s theorem and integration by parts,
I(t) =
∫
Rd
∫
Rd
∫
Rd
∫ t
0
1
t
pa(t− s, x, z)pa(s, z, y)ds(b(z) · ∇f(y))g(x)dzdydx.
Since g(x)∇f(y) is uniformly continuous and bounded, for every ε > 0, there is δ > 0 so that
|g(x)∇f(y)− g(z)∇f(w)| < ε for |x− z| < δ and |y −w| < δ. Let M0 = supx,y∈Rd |g(x)∇f(y)|,
and K be the support of ∇f . Recall that K1 denotes the 1-neighborhood of K. Clearly
|I(t)−
∫
Rd
(b(z) · ∇f(z))g(z)dz|
≤
∫
Rd
∫
Rd
∫
Rd
∫ t
0
1
t
pa(t− s, x, z)pa(s, z, y)ds|b(z)| |g(x)∇f(y) − g(z)∇f(z)|dxdydz
=
(∫
(K1)c
∫
Rd×Rd
∫ t
0
+
∫
K1
∫
(B(z,δ)×B(z,δ))c
∫ t
0
+
∫
K1
∫
B(z,δ)×B(z,δ)
∫ t
0
)
· · · dsdxdydz
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= : J1 + J2 + J3.
We estimate J1, J2 and J3 separately. Note that if x ∈ K and z ∈ (K1)c, then |x− z| ≥ 1 and
so by Theorem 2.1, for x, y ∈ Rd and 0 < s < t,
pa(t− s, x, z) ≤ C9qad,C10(t− s, x, z) ≤ C9c1
t− s
|x− z|d+α .
where c1 is a positive constant depending only on d, α,M . Thus,
J1 =
∫
(K1)c
∫
K×Rd
∫ t
0
1
t
pa(t− s, x, z)pa(s, z, y)ds|b(z)| |g(x)∇f(y)|dxdydz
≤M0
∫
(K1)c
∫
K
∫ t
0
(∫
Rd
pa(s, z, y)dy
)
1
t
pa(t− s, x, z)|b(z)|dsdxdz
≤M0C9c1
∫
(K1)c
∫
K
∫ t
0
1
t
t− s
|x− z|d+α |b(z)|dsdxdz
≤ tM0C9c1|K| sup
x∈Rd
∫
|x−z|≥1
|b(z)|
|x− z|d+α dz
≤ tM0C9c1|K| sup
x∈Rd
H
(3−α)/2
b (1, x),
which tends to zero as t → 0. Similarly, if (x, y) ∈ (B(z, δ) × B(z, δ))c, then |x − z| ≥ δ or
|y − z| ≥ δ. Since b is locally integrable, we have
J2 ≤ 2tM0C9c1
∫
K1
∫
|x−z|≥δ
|b(z)| 1|x − z|d+α dxdz ≤ 2tM0C9c1δ
−d−2
∫
K1
|b(z)|dz → 0
as t→ 0.
J3 ≤ ε
∫
K1
∫
Rd
∫
Rd
∫ t
0
1
t
pa(t− s, x, z)pa(s, z, y)ds|b(z)|dxdydz ≤ ε
∫
K1
|b(z)|dz.
Since ε is arbitrary, we have limt→0 I(t) =
∫
Rd
(b(z) · ∇f(z))g(z)dz.
By (1.7), Lemma 3.4 and the dominated convergence theorem, we have
∞∑
k=2
pa,bk (t, x, y) =
∫
Rd
∫ t
0
( ∞∑
k=1
pa,bk (t− s, x, z)
)
b(z) · ∇zpa(s, z, y)dsdz.
Similar to the estimate of I(t), by Fubini’s theorem, integration by parts and (3.17), we have
for all t ∈ (0, t∗]
1
t
∣∣∣∣∣
∫
Rd
∫
Rd
( ∞∑
k=2
pa,bk (t, x, y)
)
f(y)g(x)dydx
∣∣∣∣∣
=
1
t
∣∣∣∣∣
∫
Rd
∫
Rd
∫
Rd
∫ t
0
( ∞∑
k=1
pa,bk (t− s, x, z)
)
pa(s, z, y)(b(z) · ∇f(y))g(x)dsdzdydx
∣∣∣∣∣
≤2C9C12C15Mb(
√
t)
t
∫
Rd
∫
Rd
∫
Rd
∫ t
0
qad,C10(t− s, x, z)pa(s, z, y)|b(z)||g(x)∇f(y)|dsdzdydx
≤2C9C12C15Mb(
√
t)
(
2C8
C10
)d/2
C−17
× 1
t
∫
Rd
∫
Rd
∫
Rd
∫ t
0
pa(
2C8
C10
(t− s), x, z)pa(s, z, y)|b(z)||g(x)∇f(y)|dsdzdydx,
which goes to zero as t→ 0. This completes the proof.
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4 Uniqueness and Positivity
Theorem 4.1. Suppose M > 0. There are constants C17 = C17(d, α,M), C18 = C18(d, α,M, b)
such that for all a ∈ (0,M ],∣∣∣pa,b(t, x, y)∣∣∣ ≤ C17eC18tpa(2C8t/C10, x, y), t > 0 and x, y ∈ Rd. (4.1)
Consequently, for any T > 0, there is a constant C19 = C19(d, α,M, T ) such that∣∣∣pa,b(t, x, y)∣∣∣ ≤ C19eC18tqad,C210/(2C8)(t, x, y), t ∈ (0, T ] and x, y ∈ Rd.
Proof. Note that by the expression of qad,C10/2(t, x, y) and the lower bound of p
a(t, x, y) in The-
orem 2.1 with T = 1,
qad,C10/2(t, x, y) ≤
(
2C8
C10
)d/2
qad,C8(2C8t/C10, x, y) ≤
(
2C8
C10
)d/2
C−17 p
a(2C8t/C10, x, y). (4.2)
Recall that t∗ is the constant in Lemma 3.4. If t < t∗, by (3.15) and Theorem 2.1,∣∣∣pa,b(t, x, y)∣∣∣ ≤ C16qad,C10/2(t, x, y) ≤ c1pa(2C8t/C10, x, y),
where c1 =
C16(2C8)d/2
C7C
d/2
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depends only on d, α,M . It remains to consider the case t > t∗. Let
k = ⌊t/t∗⌋+ 1, then t/k ∈ (0, t∗). Combining (4.2), (1.8) and (3.15), we have∣∣∣pa,b(t, x, y)∣∣∣ ≤ ∫
Rd(k−1)
ck1p
a(
2C8
C10
t
k
, x, x1) · · · pa(2C8
C10
t
k
, xk−1, y)dx1 · · · dxk−1
= ck1p
a(2C8t/C10, x, y)
≤ c1c
t
t∗
1 p
a(2C8t/C10, x, y),
which gives the first conclusion with C17 = c1 and C18 =
1
t∗ ln c1. Furthermore, by the upper
bound of pa(t, x, y) in Theorem 2.1, for t ∈ (0, T ] and x, y ∈ Rd
pa(2C8t/C10, x, y) ≤ C9qad,C10/2(2C8t/C10, x, y) ≤
2C8C9
C10
qad,C210/(2C8)
(t, x, y).
Combining the last two displays, we finish the proof by setting C19 = c1((2C8C9/C10)∨ 1).
Theorem 4.2. Suppose that M > 0 and b ∈ Kd,1. For every a ∈ (0,M ], pa,b(t, x, y) satisfies
(1.6) for all t > 0 and x, y ∈ Rd.
Proof. Recall that t∗ is the constant in Lemma 3.4. We first prove that pa,b(t, x, y) satisfies (1.6)
for all t ∈ (0, t∗] and x, y ∈ Rd. Indeed, by (3.18), (3.17), Theorem 2.2, (3.2) and the dominated
convergence theorem, we have for all t ∈ (0, t∗],
pa,b(t, x, y) =
∞∑
n=0
pa,bn (t, x, y)
= pa(t, x, y) +
∞∑
n=1
∫ t
0
∫
Rd
pa,bn−1(t− s, x, z)b(z)∇zpa(s, z, y)dzds
= pa(t, x, y) +
∫ t
0
∫
Rd
∞∑
n=1
pa,bn−1(t− s, x, z)b(z)∇zpa(s, z, y)dzds
= pa(t, x, y) +
∫ t
0
∫
Rd
pa,b(t− s, x, z)b(z)∇zpa(s, z, y)dzds.
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Now, we use induction in k to prove (1.6) for all t > 0. Suppose that (1.6) is true for t ∈
(0, 2kt∗](k ≥ 0) and for all x, y ∈ Rd. We will prove (1.6) is true for t ∈ (2kt∗, 2k+1t∗]. Setting
s = t/2 ∈ (2k−1t∗, 2kt∗], by (1.8), Theorem 4.1, (3.2) and Fubini’s theorem, we have
pa,b(t, x, y) =
∫
Rd
pa,b(s, x, z)pa,b(s, z, y)dz
=
∫
Rd
pa,b(s, x, z)
(
pa(s, z, y) +
∫ s
0
∫
Rd
pa,b(s− r, z, w)b(w)∇wpa(r, w, y)dwdr
)
dz
=
∫
Rd
pa(s, x, z)pa(s, z, y)dz
+
∫
Rd
(∫ s
0
∫
Rd
pa,b(s − r, x, u)b(u)∇upa(r, u, z)dudr
)
pa(s, z, y)dz
+
∫
Rd
pa,b(s, x, z)
(∫ s
0
∫
Rd
pa,b(s− r, z, w)b(w)∇wpa(r, w, y)dwdr
)
dz
= pa(t, x, y) +
∫ s
0
∫
Rd
pa,b(s − r, x, u)b(u)
(∫
Rd
∇upa(r, u, z)pa(s, z, y)dz
)
dudr
+
∫ s
0
∫
Rd
(∫
Rd
pa,b(s, x, z)pa,b(s− r, z, w)dz
)
b(w)∇wpa(r, w, y)dwdr
= pa(t, x, y) +
∫ s
0
∫
Rd
pa,b(s − r, x, u)b(u)∇upa(r + s, u, y)dudr
+
∫ s
0
∫
Rd
pa,b(2s− r, x,w)b(w)∇wpa(r, w, y)dwdr
= pa(t, x, y) +
∫ 2s
s
∫
Rd
pa,b(2s− r, x, u)b(u)∇upa(r, u, y)dudr
+
∫ s
0
∫
Rd
pa,b(2s− r, x,w)b(w)∇wpa(r, w, y)dwdr
= pa(t, x, y) +
∫ t
0
∫
Rd
pa,b(t− r, x, z)b(z)∇zpa(r, z, y)dzdr,
where in the forth equality, we can change the order of integral and ∇, since for any t1, t2 ∈
(0,∞) and x, y ∈ Rd,
∇xpa(t1 + t2, x, y) =
∫
Rd
∇xpa(t1, x, z)pa(t2, z, y)dz,
which can be proved by Theorem 2.2 and the dominated convergence theorem.
Theorem 4.3. Suppose that M > 0 and b ∈ Kd,1. For every a ∈ (0,M ], pa,b(t, x, y) is
the unique continuous heat kernel that satisfies the Chapman-Kolmogorov equation (1.8) on
(0,∞) × Rd × Rd, Duhamel’s formula (1.6) on (0, t0] × Rd × Rd for some constant t0 > 0 and
that for some c1 > 0,∣∣∣pa,b(t, x, y)∣∣∣ ≤ c1pa(t, x, y) for t ∈ (0, t0] and x, y ∈ Rd. (4.3)
Proof. Suppose that p(t, x, y) is any continuous heat kernel that satisfies Duhamel’s formula
(1.6) and (4.3) for (t, x, y) ∈ (0, t0]×Rd×Rd. Without loss of generality, we may and do assume
that t0 ≤ t∗. Firstly, let R1(t, x, y) =
∫ t
0
∫
Rd
p(t− s, x, z)b(z)∇zpa(s, z, y)dzds and
Rn(t, x, y) =
∫ t
0
∫
Rd
Rn−1(t− s, x, z)b(z)∇zpa(s, z, y)dzds, n ≥ 2.
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Similar to the arguments that lead to (3.10), by (4.3), we can recursively verify that Rn(t, x, y)
is well defined. Furthermore, we have the upper bound of |Rn(t, x, y)|:
|Rn(t, x, y)| ≤ c1(C12C15Mb(
√
t))nqad,C10/2(t, x, y).
On the other hand, using Duhamel’s formula (1.6) inductively, we have for every n ≥ 1,
p(t, x, y) =
n−1∑
j=0
pa,bj (t, x, y) +Rn(t, x, y),
where pa,bj (t, x, y) is defined by (1.7). Note that for all (t, x, y) ∈ (0, t0]×Rd ×Rd, by the proof
of Lemma 3.4, C12C15Mb(
√
t) ≤ 1/2 and so
|Rn(t, x, y)| ≤ c12−nqad,C10/2(t, x, y) <∞,
which goes to zero as n→∞. Thus, we have
p(t, x, y) =
∞∑
k=0
pa,bk (t, x, y) = p
a,b(t, x, y), for all (t, x, y) ∈ (0, t0]× Rd × Rd.
Since both p and pa,b satisfy the Chapman-Kolmogorov equation (1.8) on (0,∞)×Rd×Rd, we
have p = pa,b on (0,∞) × Rd × Rd.
Unlike that in [4], it is not easy to show the positivity of pa,b(t, x, y) directly from its
construction. We show pa,b(t, x, y) ≥ 0 by adopting the approach from [10], using Hille-Yosida-
Ray theorem when b is bounded and continuous and then using approximation for general b.
Lemma 4.4. Suppose M > 0. For every a ∈ (0,M ] and every t > 0, P a,bt maps bounded func-
tions to continuous functions. Furthermore, {P a,bt , t ≥ 0} is a strongly continuous semigroup in
C∞(Rd).
Proof. By Theorem 4.1 and Theorem 3.7, one can easily verify that P a,bt maps bounded functions
to continuous functions for every t > 0. For every f ∈ C∞(Rd) and t > 0, by Theorem 4.1,
lim
|x|→∞
∣∣∣P a,bt f(x)∣∣∣ ≤ lim|x|→∞
∫
Rd
C19e
C18tqad,C210/(2C8)
(t, x, y)f(y)dy
≤ lim
|x|→∞
∫
Rd
C19e
C18tqad,C210/(2C8)
(t, 0, y)f(x + y)dy = 0,
which shows P a,bt f ∈ C∞(Rd). Moreover, since f is uniformly continuous on Rd, for every ε > 0,
there is a constant δ > 0 such that |f(x)− f(y)| ≤ ε for all x, y ∈ Rd with |x− y| ≤ δ. And so
by (3.11),
lim
t→0
sup
s≤t
sup
x∈Rd
∫
|x−y|≥δ
|pa,b(s, x, y)|dy
≤ lim
t→0
sup
s≤t
sup
x∈Rd
∫
|x−y|≥δ
C19e
C18sqad,C210/(2C8)
(s, x, y)dy
≤ lim
t→0
sup
x∈Rd
∫
|x−y|≥δ
C19e
C18tc1
(
t
|x− y|d+2 +
t
|x− y|d+α
)
dy = 0,
where c1 is some positive constant depending only on d, α,M . Thus, we have
lim
t→0
sup
s≤t
sup
x∈Rd
|P a,bs f(x)− f(x)| = lim
t→0
sup
s≤t
sup
x∈Rd
∣∣∣∣∫
Rd
pa,b(s, x, y)f(y)dy − f(x)
∣∣∣∣
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≤ lim
t→0
sup
s≤t
sup
x∈Rd
∫
|x−y|<δ
|pa,b(s, x, y)||f(x)− f(y)|dy
≤ lim
t→0
sup
s≤t
sup
x∈Rd
∫
|x−y|<δ
C17e
C18tpa(2C28s/C
2
10, x, y)|f(x) − f(y)|dy
≤εC17,
which shows that limt→0 ‖P a,bt f − f‖∞ = 0.
Lemma 4.5. Suppose M > 0 and the function b is bounded and continuous on Rd. Then, for
every a ∈ (0,M ],
pa,b(t, x, y) ≥ 0, t > 0 and x, y ∈ Rd.
Proof. Denote the Feller generator of {P a,bt , t ≥ 0} in C∞(Rd) by L̂a,b, which is a closed operator.
For every f ∈ C2c (Rd), since b is continuous, it is easy to see that La,bf ∈ C∞(Rd). Similar to
Theorem 3.8, we claim that (P a,bt f − f)/t uniformly converges to La,bf as t → 0. Indeed, for
any t ∈ (0, t∗],
‖(P a,bt f − f)/t− La,bf‖∞
= sup
x∈Rd
∣∣∣∣∣1t
(∫
Rd
∞∑
k=0
pa,bk (t, x, y)f(y)dy − f(x)
)
−
(
∆+ aα∆α/2 + b · ∇
)
f(x)
∣∣∣∣∣
≤ sup
x∈Rd
∣∣∣∣1t
(∫
Rd
pa,b0 (t, x, y)f(y)dy − f(x)
)
−
(
∆+ aα∆α/2
)
f(x)
∣∣∣∣
+ sup
x∈Rd
∣∣∣∣1t
∫
Rd
pa,b1 (t, x, y)f(y)dy − b(x)∇f(x)
∣∣∣∣
+ sup
x∈Rd
∣∣∣∣1t
∫
Rd
∞∑
k=2
pa,bk (t, x, y)f(y)dy
∣∣∣∣
=I1 + I2 + I3.
It follows that I1 goes to zero as t → 0 since ∆ + aα∆α/2 is the generator of Za. We next
treat I2 as we did with I in the proof of Theorem 3.8. Let M0 = supx∈Rd |b(x)∇f(x)|. Since
f ∈ C2c (Rd), for any ε > 0, there is constant δ > 0 such that |b(z)∇f(y) − b(x)∇f(x)| < ε for
all x ∈ Rd and (z, y) ∈ B(x, δ) × B(x, δ). On the other hand, for (z, y) ∈ (B(x, δ) × B(x, δ))c,
either |z − x| ≥ δ or |z − y| ≥ δ. Hence by (3.11),
I2 ≤ sup
x∈Rd
∫ t
0
∫
Rd
∫
Rd
1
t
pa(t− s, x, z)pa(s, z, y) |b(z)∇yf(y)− b(x)∇xf(x)| dzdyds
≤ sup
x∈Rd
∫
B(x,δ)×B(x,δ)
∫ t
0
1
t
pa(t− s, x, z)pa(s, z, y)|b(z)∇yf(y)− b(x)∇xf(x)|dsdzdy
+ sup
x∈Rd
∫
(B(x,δ)×B(x,δ))c
∫ t
0
· · · dsdzdy
≤ε+ 2M0 sup
x∈Rd
∫
|x−z|≥δ
∫ t
0
c1
(
t− s
|x− z|d+2 +
t− s
|x− z|d+α
)
dsdz
≤ε+M0c1ωd(δ−2/2 + δα/α)t.
where c1 is some positive constant depending only on d, α,M . Since ε is arbitrary, I2 goes to
zero as t→ 0. Similar to I2, we can prove that I3 goes to zero as t→ 0. Thus we have
C2c (R
d) ⊂ D(L̂a,b) and L̂a,bf = La,bf for all f ∈ C2c (Rd). (4.4)
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On the other hand, for λ > C18, by Theorem 4.1,
sup
x∈Rd
∫ ∞
0
e−λt|P a,bt f(x)|dt ≤ sup
x∈Rd
∫ ∞
0
e−λt
∫
Rd
|pa,b(t, x, y)||f(y)|dydt
≤‖f‖∞
∫ ∞
0
C17e
−(λ−C18)tdt = cλ‖f‖∞,
(4.5)
where cλ = C17/(λ−C18). Consider the strongly continuous semigroup {e−C18tP a,bt , t ≥ 0} with
its generator L̂a,b −C18. By (4.5), the resolvent set ρ(L̂a,b −C18) of L̂a,b −C18 contains (0,∞).
Moreover, L̂a,b −C18 satisfies the positive maximum principle in view of (4.4) and [1, Theorem
3.5.3]. Therefore, {e−C18tP a,bt , t ≥ 0} is a positivity preserving semigroup on C∞(Rd) by Hille-
Yosida-Ray theorem (see [1, Theorem 3.5.1]). Since {e−C18tP a,bt , t ≥ 0} has a continuous kernel
e−C18tpa,b(t, x, y), we have pa,b(t, x, y) ≥ 0 for all (t, x, y) ∈ (0,∞) × Rd × Rd.
In the rest of this section, we show by an approximation argument that Lemma 4.5 continues
to hold for b ∈ Kd,1. Let ϕ be a non-negative function in C∞c (Rd) with supp(ϕ) ⊂ B(0, 1) and∫
Rd
ϕ(x)dx = 1. For n ≥ 1, define ϕn(x) := ndϕ(nx) and
bn(x) =
∫
Rd
ϕn(x− y)b(y)dy, x ∈ Rd.
For any compact set K ⊂ Rd and r > 0, recall that Kr is the r-neighborhood of K. For any
0 ≤ r1 ≤ r2 ≤ +∞ and β ≥ 0, we have
sup
x∈K
∫
|x−y|∈[r1,r2)
|bn(y)|
|x− y|d−1+2β dy ≤ supx∈K
∫
|x−y|∈[r1,r2)
∫
Rd
ϕn(y − z)|b(z)|
|x− y|d−1+2β dzdy
= sup
x∈K
∫
|x−y|∈[r1,r2)
∫
|z|<1/n
ϕn(z)|b(y − z)|
|x− y|d−1+2β dzdy
= sup
x∈K
∫
|z|<1/n
ϕn(z)
∫
|x−z−y|∈[r1,r2)
|b(y)|
|x− z − y|d−1+2β dydz
≤
∫
|z|<1/n
ϕn(z) sup
x∈K1
∫
|x−y|∈[r1,r2)
|b(y)|
|x− y|d−1+2β dydz
= sup
x∈K1
∫
|x−y|∈[r1,r2)
|b(y)|
|x− y|d−1+2β dy.
(4.6)
In particular, for every r > 0 and n ≥ 1, by setting r1 = 0, r2 = r and β = 0, we have
Mbn(r) ≤Mb(r). (4.7)
Recall that γ = (1 + α ∧ 1)/2.
Lemma 4.6. Hγb−bn(t, x) converges to 0 uniformly on compact subsets of (0,+∞) × Rd as
n→∞.
Proof. Let [t0, T0]×K ⊂ (0,+∞) × Rd be an arbitrary compact set. Then, we have
sup
(t,x)∈[t0,T0]×K
Hγb−bn(t, x) ≤ sup
x∈K
∫
Rd
(
1
|x− y|d−1 ∧
T γ0
|x− y|d−1+2γ
)
|b(y)− bn(y)|dy
≤ sup
x∈K
(∫
|x−y|<r
+
∫
r≤|x−y|<R
+
∫
|x−y|≥R
)
· · · dy
= : I1 + I2 + I3,
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where 0 < r < R <∞. Taking r1 = 0, r2 = r and β = 0 in (4.6), we have
I1 ≤ 2 sup
x∈K1
∫
|x−y|<r
|b(y)|
|x− y|d−1 dy.
Since b ∈ Kd,1, for any ε > 0, we can choose r small enough such that I1 ≤ 2 · ε4 = ε2 . Taking
r1 = R, r2 =∞ and β = γ in (4.6), we have
I3 ≤ 2T γ0 sup
x∈K1
∫
|x−y|≥R
|b(y)|
|x− y|d−1+2γ dy.
Fix a point x0 ∈ K1 and take R > diam(K1). Note that for x ∈ K1 with |x− y| ≥ R, we have
|x0 − y| ≥ |x− y| − |x− x0| ≥ R− diam(K1),
|x0 − y|
|x− y| ≤
|x0 − x|+ |x− y|
|x− y| ≤
diam(K1)
R
+ 1 ≤ 2,
and so
I3 ≤ 2d+2T γ0
∫
|x0−y|≥R−diam(K1)
|b(y)|
|x0 − y|d−1+2γ dy.
By Lemma 2.3 and the dominated convergence theorem, we can choose R large enough such
that I3 <
ε
2 . Now, we fix the above r,R. Let R1 > 0 so that K
1 ⊂ B(0, R1). Since b ∈ L1loc(Rd),
lim
n→∞ I2 ≤ limn→∞ r
−(d−1)/2
∫
|y|<R1+R
|b(y)− bn(y)|dy = 0.
Then, we have
lim
n→∞ sup(t,x)∈[t0,T0]×K
Hγb−bn(t, x) ≤
ε
2
+
ε
2
+ 0.
This proves the lemma since ε is arbitrary.
Lemma 4.7. Suppose M > 0 and T > 0. There exist positive constants C20 = C20(d, α,M, T )
and C21 = C21(d, α,M, T ) so that for every n ≥ 1, j ≥ 1 and all a ∈ (0,M ], (t, x, y) ∈
(0, T ]× Rd × Rd,
|pa,bnj (t, x, y)− pa,bj (t, x, y)| ≤ C20
(
C21Mb(
√
t)
)j−1 (
(Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y).
(4.8)
Proof. We prove (4.8) inductively in j. Since β 7→ qad,β(t, x, y) is decreasing, by Theorem 2.1,
for all 0 < s < t ≤ T and x, z ∈ Rd,
pa(t− s, x, z) ≤ C9qad,C10(t− s, x, z) ≤ C9qad,C10/2(t− s, x, z).
We have by (1.7), Theorem 2.2 and (3.1) with β1 = C10/2 and β2 = 3C10/4,
|pa,bn1 (t, x, y) − pa,b1 (t, x, y)|
=
∣∣∣∣ ∫ t
0
∫
Rd
pa(t− s, x, z)(b(z) − bn(z))∇zpa(s, z, y)dzds
∣∣∣∣
≤
∫ t
0
∫
Rd
pa(t− s, x, z)|b(z) − bn(z)||∇zpa(s, z, y)|dzds
C9C12
.
∫ t
0
∫
Rd
qad,C10/2(t− s, x, z)|b(z) − bn(z)|qad+1,3C10/4(s, z, y)dzds
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=∫
Rd
|b(z) − bn(z)|
(∫ t
0
qad,C10/2(t− s, x, z)qad+1,3C10/4(s, z, y)ds
)
dz
C14
.
(∫
Rd
|b(z) − bn(z)| (Hγ(t, x, z) +Hγ(t, z, y)) dz
)
· qad,C10/2(t, x, y)
=
(
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y).
This proves (4.8) for j = 1. Assume (4.8) is true for j = k ≥ 1. By (1.7),
|pa,bnk+1(t, x, y) − pa,bk+1(t, x, y)|
≤
∫ t
0
∫
Rd
|pa,bnk (t− s, x, z) − pa,bk (t− s, x, z)||bn(z)||∇zpa(s, z, y)|dzds
+
∫ t
0
∫
Rd
|pa,bk (t− s, x, z)||b(z) − bn(z)||∇zpa(s, z, y)|dzds
= : I1 + I2.
Let C20 = C9C12C14 and C21 = 2
d+3C13C12C14. Then
I1
C20C12
.
∫ t
0
∫
Rd
(
C21Mb(
√
t− s))k−1 (Hγb−bn(t− s, x) +Hγb−bn(t− s, z))
× qad,C10/2(t− s, x, z)|bn(z)|qad+1,3C10/4(s, z, y)dzds
≤
(
C21Mb(
√
t)
)k−1 ∫
Rd
(
Hγb−bn(t, x) +H
γ
b−bn(t, z)
) |bn(z)|
×
(∫ t
0
qad,C10/2(t− s, x, z)qad+1,3C10/4(s, z, y)ds
)
dz
C14
.
(
C21Mb(
√
t)
)k−1 ∫
Rd
(
Hγb−bn(t, x) +H
γ
b−bn(t, z)
) |bn(z)|
× (Hγ(t, x, z) +Hγ(t, z, y)) qad,C10/2(t, x, y)dz
≤
(
C21Mb(
√
t)
)k−1 [
Hγb−bn(t, x)
(
Hγbn(t, x) +H
γ
bn
(t, y)
)
+
∫
Rd
Hγb−bn(t, z)|bn(z)| (Hγ(t, x, z) +Hγ(t, z, y)) dz
]
qad,C10/2(t, x, y)
≤
(
C21Mb(
√
t)
)k−1 [
2C13Mb(
√
t)Hγb−bn(t, x) +
∫
Rd
∫
Rd
|b(w) − bn(w)||bn(z)|
×Hγ(t, z, w) (Hγ(t, x, z) +Hγ(t, z, y)) dzdw
]
qad,C10/2(t, x, y)
Note that
Hγ(t, z, w) ∧Hγ(t, x, z)
=
(
1
|w − z|d−1 ∧
tγ
|w − z|d−1+2γ
)
∧
(
1
|z − x|d−1 ∧
tγ
|z − x|d−1+2γ
)
2d+1
.
(
1
|w − x|d−1 ∧
tγ
|w − x|d−1+2γ
)
= Hγ(t, x, w).
Similarly,
Hγ(t, z, w) ∧Hγ(t, y, z)
2d+1
. Hγ(t, y, w).
Thus ∫
Rd
∫
Rd
|b(w) − bn(w)||bn(z)|Hγ(t, z, w) (Hγ(t, x, z) +Hγ(t, z, y)) dzdw
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2d+1
.
∫
Rd
∫
Rd
|b(w) − bn(w)||bn(z)|
[
Hγ(t, x, w) (Hγ(t, z, w) +Hγ(t, x, z))
+Hγ(t, y, w) (Hγ(t, z, w) +Hγ(t, y, z))
]
dzdw
=
∫
Rd
|b(w) − bn(w)|
[
Hγ(t, x, w)
(
Hγbn(t, w) +H
γ
bn
(t, x)
)
+Hγ(t, y, w)
(
Hγbn(t, w) +H
γ
bn
(t, y)
) ]
dw
2C13
. Mb(
√
t)
∫
Rd
|b(w) − bn(w)| (Hγ(t, x, w) +Hγ(t, y, w)) dw
= Mb(
√
t)
(
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
.
Therefore
I1
C20
.
(
C21Mb(
√
t)
)k−1
2C13C12C14Mb(
√
t)
×
[
Hγb−bn(t, x) + 2
d+1
(
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)]
qad,C10/2(t, x, y)
≤
(
2C13C12C14Mb(
√
t)
)k
2(d+2)(k−1)(2d+1 + 1)
(
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y).
On the other hand, by (3.10),
I2
C9C12
.
(
2C13C12C14Mb(
√
t)
)k ∫ t
0
∫
Rd
qad,C10/2(t− s, x, z)|b(z) − bn(z)|qad+1,3C10/4(s, z, y)dzds
C14
.
∫ t
0
∫
Rd
|b(z)− bn(z)| (Hγ(t, x, z) +Hγ(t, x, z)) qad,C10/2(t, x, y)dz
=
(
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y).
Thus
|pa,bnk+1(t, x, y)− pa,bk+1(t, x, y)|
C20
.
(
2C13C12C14Mb(
√
t)
)k (
2(d+2)(k−1)(2d+1 + 2)
) (
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y)
≤
(
C21Mb(
√
t)
)k (
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y).
This completes the proof of the lemma.
Lemma 4.8. Suppose M > 0 and T > 0. For every a ∈ (0,M ], 0 < T0 < T and compact set
K ⊂ Rd, pa,bn(t, x, y) converges to pa,b(t, x, y) uniformly in [T0, T ]×K ×K as n→∞.
Proof. We divide the proof into two parts. In the first part, we show this lemma holds on
[T0, T1]×K ×K for some T1 > 0. In the second part, we prove that for any k ≥ 1, pa,bn(t, x, y)
converges to pa,b(t, x, y) uniformly in [kT1/2, (k + 1)T1/2] × K × K as n → ∞. Taking k =
2⌊T/T1⌋+ 1 then yields the claim of the lemma.
(i) By (3.18) and Lemma 4.7 with T = 1, for all t ∈ (0, t∗] and x, y ∈ K,
|pa,bn(t, x, y)− pa,b(t, x, y)| ≤
∞∑
k=1
|pa,bnk (t, x, y)− pa,bk (t, x, y)|
≤ C20
∞∑
k=1
(
C21Mb(
√
t)
)k (
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y).
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Since b ∈ Kd,1, there is a constant 0 < T1 < t∗ so that C21Mb(
√
T1) ≤ 1/2. Then for all t ≤ T1
and x, y ∈ Rd,
|pa,bn(t, x, y)− pa,b(t, x, y)| ≤ C20
∞∑
k=1
2−(k−1)
(
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y)
≤ 2C20
(
Hγb−bn(t, x) +H
γ
b−bn(t, y)
)
qad,C10/2(t, x, y).
(4.9)
Without loss of generality, we may and do assume T0 < T1/2. Note that q
a
d,C10/2
(t, x, y) ≤
2T
−d/2
0 for T0 ≤ t ≤ T1 and x, y ∈ Rd. By (4.9) and Lemma 4.6,
lim sup
n→∞
sup
t∈[T0,T1]
sup
x,y∈K
|pa,bn(t, x, y)− pa,b(t, x, y)|
≤ 4T−d/20 C20 lim sup
n→∞
sup
x,y∈K
(
Hγb−bn(T1, x) +H
γ
b−bn(T1, y)
)
= 0.
(4.10)
(ii) We prove this part inductively in k. Indeed, it is true when k = 1 by Step I. Assume
that for any compact set K˜ and 1 ≤ k ≤ j, pa,bn(t, x, y) converges to pa,b(t, x, y) uniformly in
[kT1/2, (k + 1)T1/2] × K˜ × K˜ as n→∞.
Let t1 = T1/2. By Chapman-Kolmogorov equation (1.8), For every t ∈ [(j+1)T1, (j+2)T1/2],
|pa,bn(t, x, y) − pa,b(t, x, y)| ≤
∫
Rd
|pa,bn(t− t1, x, z)− pa,b(t− t1, x, z)||pa,bn(t1, z, y)|dz
+
∫
Rd
|pa,b(t− t1, x, z)||pa,bn (t1, z, y) − pa,b(t1, z, y)|dz
= : I1 + I2.
By Theorem 4.1 and (4.7), for every t ∈ [(j + 1)T1, (j + 2)T1/2],
|pa,bn(t− t1, x, z)| ≤ C19eC18(t−t1)qad,C210/(2C8)(t− t1, x, z) ≤ 2C19e
C18(j+1)T1/2(jT1/2)
−d/2,
|pa,b(t− t1, x, z)| ≤ 2C19eC18(j+1)T1/2(jT1/2)−d/2,
and, for any ε > 0, there is a constant R0 > 0 such that for all n ≥ 1 and y ∈ Rd,∫
|z−y|≥R0
|pa,bn(t1, z, y)|dz < ε
8C19eC18(j+1)T1/2(jT1/2)−d/2
.
On the other hand, pa,bn(t, x, y) converges to pa,b(t, x, y) uniformly in [jT1/2, (j + 1)T1/2] ×
KR0 ×KR0 as n→∞ since KR0 is bounded. Note that t− t1 ∈ [jT1/2, (j + 1)T1/2]. Then for
all large enough n,
sup
x,z∈KR0
|pa,bn(t− t1, x, z) − pa,b(t− t1, x, z)| < ε
2C17eC18t1
,
while by Theorem 4.1,∫
Rd
|pa,bn(t1, z, y)|dz ≤ C17eC18t1
∫
Rd
pa(2C8t1/C10, z, y)dz = C17e
C18t1
for all y ∈ Rd. Thus we have for all (x, y) ∈ K ×K
I1 ≤
(∫
|z−y|≥R0
+
∫
|z−y|<R0
)
|pa,bn(t− t1, x, z) − pa,b(t− t1, x, z)||pa,bn(t1, z, y)|dz
≤4C19eC18(j+1)T1/2(jT1/2)−d/2 · ε
8C19eC18(j+1)T1/2(jT1/2)−d/2
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+∫
KR0
|pa,bn(t− t1, x, z) − pa,b(t− t1, x, z)||pa,bn(t1, z, y)|dz
≤ε
2
+ C17e
C18t1 · ε
2C17eC18t1
= ε.
Similarly, we can get I2 < ε for large enough n. Thus, we have proved that p
a,bn(t, x, y) converges
to pa,b(t, x, y) uniformly in [(j + 1)T1, (j + 2)T1/2]×K ×K as n→∞.
Lemma 4.5 and Lemma 4.8 immediately yield the following.
Lemma 4.9. Let M > 0. For every a ∈ (0,M ],
pa,b(t, x, y) ≥ 0, t > 0 and x, y ∈ Rd.
Proof of Theorem 1.2. Theorem 1.2 follows from (3.18), Theorem 3.7, Lemma 4.9, Theorem
3.8 and Theorem 4.3.
5 Lower bound estimates
In this section, we derive the sharp lower bound of the heat kernel pa,b(t, x, y). By Lemmas 4.4
and 4.9, P a,b is a Feller semigroup in C∞(Rd). Therefore there is a conservative Feller process
Xa,b = {Xa,bt , t ≥ 0,Px, x ∈ Rd} so that
Ex
[
f(Xa,bt )
]
= P a,bt f(x) =
∫
Rd
pa,b(t, x, y)f(y)dy for x ∈ Rd and f ∈ C∞(Rd).
The following lemmas will be used to derive the Le´vy system of Xa,b.
Lemma 5.1. For every f ∈ Kd,1, limt→0 supx∈Rd
∫ t
0 P
a,b
s |f |(x)ds = 0.
Proof. By Theorem 4.1 and (2.2), for 0 < t < 1 and x ∈ Rd,∫ t
0
P a,bs |f |(x)ds ≤C19eC18t
∫ t
0
∫
Rd
qad,C210/(2C8)
(s, x, y)f(y)dyds
≤C11C19eC18t
(√
t
∫
Rd
|f(y)|NC210/(2C8)(t, x, y)dy +
∫ t
0
∫
|x−y|2≥s
aαs|f |(y)
|x− y|d+α dyds
)
≤C11C19eC18t
(√
tsup
x∈Rd
∫
Rd
|f(y)|NC210/(2C8)(t, x, y)dy + t(3−α)/2H(1+α)/2|f | (t, x)
)
.
Thus, by Lemma 2.4
lim
t→0
sup
x∈Rd
∫ t
0
P a,bs |f |(x)ds ≤ lim
t→0
C11C19
(√
tN
C210/(2C8)
|f | (t) + t
(3−α)/2 sup
x∈Rd
H
(1+α)/2
|f | (t, x)
)
= 0.
Using Lemma 4.4, Lemma 5.1 and Theorem 3.8, the proof of the following result is very
similar to that of [6, Theorem 2.5] so it is omitted.
Lemma 5.2. Suppose M > 0. For every a ∈ (0,M ], x ∈ Rd and every f ∈ C∞c (Rd),
Mft := f(X
a,b
t )− f(Xa,b0 )−
∫ t
0
La,bf(Xa,bs )ds
is a martingale under Px.
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Using above lemma, the proof of next theorem is very similar to that for [7, Lemma 4.7]
and [8, Appendix A]; see [6, Theorem 2.6] for some details.
Theorem 5.3. For M > 0 and every a ∈ (0,M ], Xa,b has the same Le´vy system as Za,
that is for any x ∈ Rd, any non-negative measure function f on R+ × Rd × Rd vanishing on
{(s, x, y) ∈ R+ × Rd × Rd : x = y} and stopping time S (with respect to the filtration of Xa,b),
Ex
∑
s≤S
f(s,Xa,bs− ,X
a,b
s )
 = Ex [∫ S
0
∫
Rd
f(s,Xa,bs , y)J
a(Xa,bs , y)dyds
]
,
For an open set U ⊂ Rd, define
τa,bU := inf{t > 0 : Xa,bt /∈ U} and σa,bU = inf{t ≥ 0 : Xa,bt ∈ U}.
Lemma 5.4. For each M > 0 and R0 > 0, there is a constant κ = κ(d, α,M,R0 , b) < 1
depending on b only via the rate at which Mb(r) goes to zero such that for all a ∈ (0,M ],
r ∈ (0, R0] and all x ∈ Rd,
Px
(
τa,b
B(x,r)
≤ κr2
)
≤ 1
2
. (5.1)
Proof. By the strong Markov property of Xa,b (See [3, Exercise (8.17), pp. 43-44]), for x ∈ Rd
and t > 0, we have
Px
(
τa,bB(x,r) ≤ t
)
=Px
(
τa,bB(x,r) ≤ t,X
a,b
t ∈ B(x, r/2)
)
+ Px
(
τa,bB(x,r) ≤ t,X
a,b
t ∈ B(x, r/2)c
)
≤Ex
[
P
Xa,b
τ
a,b
B(x,r)
(∣∣∣∣Xa,bt−τa,b
B(x,r)
−Xa,b0
∣∣∣∣ ≥ r/2) , τa,bB(x,r) ≤ t]
+ Px
(∣∣∣Xa,bt −Xa,b0 ∣∣∣ ≥ r/2)
≤2 sup
s≤t
sup
x∈Rd
Px
(∣∣∣Xa,bs −Xa,b0 ∣∣∣ ≥ r/2) .
By (4.1) with T = R20, for t ∈ (0, R20], there are positive constants ci, i = 1, 2, 3 depending only
on d, α,M,R0 such that
sup
s≤t
sup
x∈Rd
Px
(∣∣∣Xa,bs −Xa,b0 ∣∣∣ ≥ r/2)
c1e
c2R
2
0
. sup
s≤t
sup
x∈Rd
∫
|x−y|≥r/2
(
s−d/2 exp
(
−c3|x− y|
2
s
)
+ s−d/2 ∧ a
αs
|x− y|d+α
)
dy
ωd
. sup
s≤t
∫ ∞
r
2
√
s
(
e−c3ρ
2
+ 1 ∧ M
αs1−α/2
ρd+α
)
ρd−1dρ
≤
∫ ∞
r
2
√
t
(
e−c3ρ
2
+ 1 ∧ M
αR2−α0
ρd+α
)
ρd−1dρ.
Setting t = κr2 in the last display, where κ ∈ (0, 1) is undetermined, we have
Px
(
τa,bB(x,r) ≤ κr2
)
≤2c1ec2R20ωd
∫ ∞
1
2
√
κ
(
e−c3ρ
2
+ 1 ∧ M
αR2−α0
ρd+α
)
ρd−1dρ,
which goes to 0 as κ→ 0. Thus we can choose κ < 1 so that (5.1) holds.
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Lemma 5.5. For each M > 0 and R0 > 0, there is a constant c1 = c1(d, α,M,R0, b) depending
on b only via the rate at which Mb(r) goes to zero, such that for all r ∈ (0, R0] and x, y ∈ Rd
with |x− y| ≥ 2r,
Px
(
σa,bB(y,r) < κr
2
)
≥ c1rd+2 a
α
|x− y|d+α .
Proof. By Lemma 5.4,
Ex
[
κr2
2
∧ τa,bB(x,r)
]
≥ κr
2
2
Px
(
τa,bB(x,r) ≥
κr2
2
)
≥ κr
2
4
.
By Theorem 5.3, we have
Px
(
σa,bB(y,r) < κr
2
)
≥ Px
(
Xa,b
κr2
2
∧τa,b
B(x,r)
∈ B(y, r)
)
= Ex
∫ κr22 ∧τa,bB(x,r)
0
∫
B(y,r)
Ja(Xa,bs , u)duds

≥ 2−(d+α)Ex
[
κr2
2
∧ τa,bB(x,r)
] ∫
B(y,r)
aα
|x− y|d+α du
≥ Ωd
4 · 2d+ακr
d+2 a
α
|x− y|d+α ,
where Ωd is the volume of unit ball in R
d, and in the second to the last inequality, we have used
the fact that for u ∈ B(y, r), |u−Xa,bs | ≤ 2r + |x− y| ≤ 2|x− y|.
Lemma 5.6. For every M > 0, there is a constant C22 = C22(d, α,M, b) depending on b only
via the rate at which Mb(r) goes to zero, such that for all t ∈ (0, t∗], a ∈ (0,M ] and x, y ∈ Rd
pa,b(t, x, y) ≥ C22
(
t−d/2 ∧ a
αt
|x− y|d+α
)
.
Proof. By (3.16), for t ∈ (0, t∗] and x, y ∈ Rd, with |x− y|2 ≤ t
pa,b(t, x, y) ≥ C−116 t−d/2 ≥ C−116
(
t−d/2 ∧ a
αt
|x− y|d+α
)
.
It remains to consider the case |x− y|2 > t. For any t ∈ (0, t∗], by the strong Markov property,
Lemma 5.4 and Lemma 5.5 with R0 =
√
t∗ and r =
√
t/4, we have |x− y| > √t > 2r and
Px
(
Xa,bκt/16 ∈ B(y,
√
t/2)
)
≥ Px
(
Xa,b hits B(y,
√
t/2) before time κt/16 and stays there for at least κt/16 units of time
)
≥ Px
(
σa,b
B(y,
√
t/4)
≤ κt/16, τa,b
B(y,
√
t/2)
◦ θ
σa,b
B(y,
√
t/4)
≥ κt/16
)
≥ Px
(
σa,b
B(y,
√
t/4)
< κt/16
)
inf
z∈B(y,√t/4)
Pz
(
τa,b
B(y,
√
t/2)
≥ κt/16
)
≥ Px
(
σa,b
B(y,
√
t/4)
< κt/16
)
inf
z∈B(y,√t/4)
Pz
(
τa,b
B(z,
√
t/4)
≥ κt/16
)
≥ c1t(d+2)/2 a
α
|x− y|d+α ,
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for some constant c1 = c1(d, α,M, b) > 0. Combining this with Lemma 5.4 and Chapman-
Kolmogorov equation (1.8), we have for t ∈ (0, t∗]
pa,b(t, x, y) =
∫
Rd
pa,b(κt/16, x, z)pa,b((1− κ/16)t, z, y)dz
≥
∫
B(y,
√
t/2)
pa,b(κt/16, x, z)pa,b((1− κ/16)t, z, y)dz
≥ inf
z∈B(y,√t/2)
pa,b((1 − κ/16)t, z, y)Px
(
Xa,bκt/16 ∈ B(y,
√
t/2)
)
≥c2t−d/2t(d+2)/2 a
α
|x− y|d+α
=c2
aαt
|x− y|d+α ≥ c2
(
t−d/2 ∧ a
αt
|x− y|d+α
)
,
where c2 = c2(d, α,M, b) is a positive constant and in the third to the last inequality, we have
used the fact that κ < 1 and for z ∈ B(y,√t/2), |z − y|2 < t/4 < (1− κ/16)t.
Lemma 5.7. Suppose M > 0. For all a ∈ (0,M ], t ∈ (0, t∗] and x, y ∈ Rd, there are constants
Ci = Ci(d, α,M) > 0, i = 23, 24 such that
pa,b(t, x, y) ≥ C23t−d/2 exp
(
−C24|x− y|
2
t
)
.
Proof. By (3.16), for all t ∈ (0, t∗] and x, y ∈ Rd with |x− y|2 < t, we have
pa,b(t, x, y) ≥ C−116 t−d/2. (5.2)
Next, we consider the case |x−y|2 > t. We fix x, y ∈ Rd with |x−y|2 ≥ t. Let k be the smallest
integer such that 9|x−y|2/t < k. Set ξj = x+ j−1k (y−x), 1 ≤ j ≤ k−1 and A =
∏k−1
j=1 B(ξj,
√
t
3
√
k
).
For any (x1, · · · , xk−1) ∈ A, we have |x− x1| <
√
t
3
√
k
<
√
t√
k
,
max
1<j≤k−1
|xj − xj−1| = max
1<j≤k−1
∣∣∣∣xj − ξj + ξj−1 − xj−1 + y − xk
∣∣∣∣ < √t3√k +
√
t
3
√
k
+
√
t
3
√
k
=
√
t√
k
and |xk−1 − y| = |xk−1 − ξk−1 + ξk−1 − y| <
√
t√
k
. Hence by Lemma 4.9, Chapman-Kolmogorov
equation (1.8) and (5.2),
pa,b(t, x, y) =
∫
Rd(k−1)
pa,b(
t
k
, x, x1) · · · pa,b( t
k
, xk−1, y)dx1dx2 · · · dxk−1
≥
∫
A
pa,b(
t
k
, x, x1) · · · pa,b( t
k
, xk−1, y)dx1dx2 · · · dxk−1
≥ C−k16
(
t
k
)−dk/2
Ωk−1d
( √
t
3
√
k
)d(k−1)
= t−d/2
kd/2
C16
(
kd/2
C16
Ωd
3dkd/2
)k−1
=
kd/2
C16
t−d/2
(
Ωd
C163d
)k−1
≥ 3
d
C16
t−d/2 exp
(
− ln C163
d
Ωd
9|x− y|2
t
)
,
where Ωd is the volume of unit ball in R
d. This together with (5.2) proves the lemma with
C23 :=
3d
C16
and C24 := 9 ln
C163d
Ωd
.
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Proof of Theorem 1.3. The upper bound of pa,b(t, x, y) is shown by Theorem 4.1 and Lemma
4.9. We need only to show the lower bound. Without loss of generality, we assume T > t∗. If
t ∈ (0, t∗], by Lemma 5.6 and Lemma 5.7, there is a constant c1 = c1(d, α,M, b) > 0 such that
for x, y ∈ Rd
pa,b(t, x, y) ≥1
2
(
C23t
−d/2 exp
(
−C24|x− y|
2
t
)
+C22
(
t−d/2 ∧ a
αt
|x− y|d+α
))
≥c1
(
t−d/2 exp
(
−C24|x− y|
2
t
)
+ t−d/2 ∧ a
αt
|x− y|d+α
)
=c1q
a
d,C24(t, x, y).
(5.3)
If t ≥ t∗, we let k be the smallest integer such that t∗k ≥ t > (k − 1)t∗. Note that by Theorem
2.1, for t ∈ (0, T ] and x, y ∈ Rd,
qad,C24(t, x, y) ≥
(
C10
C24
)d/2
qad,C10(
C10t
C24
, x, y) ≥
(
C10
C24
)d/2
C−19 p
a(
C10t
C24
, x, y).
Using this, (1.8), (5.3) and Theorem 2.1, we have
pa,b(t, x, y) ≥ c−k1
∫
Rd(k−1)
qad,C24(
t
k
, x, x1) · · · qad,C24(
t
k
, xk−1, y)dx1 · · · dxk−1
≥ c−k1
(
C10
C24
)dk/2
C−k9
∫
Rd(k−1)
pa(
C10
C24
t
k
, x, x1) · · · pa(C10
C24
t
k
, xk−1, y)dx1 · · · dxk−1
= c−k1
(
C10
C24
)dk/2
C−k9 p
a(
C10t
C24
, x, y)
≥ C10C7
c1C7
(
C10
c1C7
)d(k−1)/2
qad,C8(
C10t
C24
, x, y)
≥ C10C7c2
c1C7
(
C10
c1C7
)dt/(2t∗)
qad,C8C24/C10(t, x, y)
≥ C10C7c2
c1C7
(
C10
c1C7
)dT/(2t∗)
qad,C8C24/C10(t, x, y).
where c2 = c2(d, α,M, b) is a positive constant. This completes the proof.
6 Martingale problem and Le´vy process with drift
Following the approach in [11], we can show that the martingale problem for (La,b, C∞c (Rd)) is
well-posed, and there is a unique weak solution to SDE (1.1).
For a > 0 and λ > 0, define
uaλ(x) =
∫ ∞
0
e−λtpa(t, x)dt, x ∈ Rd.
Lemma 6.1. There is a constants C25 = C25(d) such that for all a > 0, λ ≥ 1 and x ∈ Rd, we
have
uaλ(x) ≤ C25(1 ∨ aα)

1
|x|d−1 ∧
λ−
α+1
2
|x|d+α , d = 2,
1
|x|d−2 ∧
λ−
α+2
2
|x|d+α , d > 2,
(6.1)
and
|∇uaλ(x)| ≤ C25(1 ∨ aα)
(
1
|x|d−1 ∧
λ−
α+2
2
|x|d+1+α
)
. (6.2)
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Proof. Note that for each θ > 0, the function ψ(t) = tθe−t on [0,∞) is bounded by θθe−θ. By
(1.5), we have
uaλ(x) ≤ C1
∫ ∞
0
e−λt
(
t−d/2e−C2|x|
2/t + (aαt)−d/α ∧ a
αt
|x|d+α
)
dt
≤ c1
∫ ∞
0
e−λt
(
t
|x|d+2 +
aαt
|x|d+α
)
dt
= c1λ
−2
(
1
|x|d+2 +
aα
|x|d+α
)
≤ c1(1 ∨ aα)λ−2
(
1
|x|d+2 +
1
|x|d+α
)
.
(6.3)
Since λ ≥ 1, if |x|2 ≥ 1/λ,
uaλ(x) ≤ 2c1(1 ∨ aα)
λ−
α+2
2
|x|d+α . (6.4)
When |x|2 < 1/λ, similar to (6.3), we have∫ |x|2
0
e−λtpa(t, x)dt ≤ c1
∫ |x|2
0
(
t
|x|d+2 +
aαt
|x|d+α
)
dt ≤ c1
2
(
1
|x|d−2 +
aα
|x|d−4+α
)
≤ c1(1 ∨ a
α)
|x|d−2
(6.5)
and ∫ ∞
|x|2
e−λtpa(t, x)dt ≤ C1
∫ ∞
|x|2
e−λtt−d/2dt
≤ C1

1
|x|
∫ ∞
|x|2
e−tt−1/2dt ≤
√
pi
|x| if d = 2,∫ ∞
|x|2
t−d/2dt =
2
d− 2
1
|x|d−2 if d > 2.
(6.6)
Therefore, (6.1) follows from (6.4)-(6.6). Finally, (6.2) follows from (2.5) and (6.1).
For a > 0 and λ > 0, define the resolvent operator Uaλ by
Uaλg(x) =
∫
Rd
uaλ(x− y)g(y)dy =
∫
Rd
uaλ(y)g(x − y)dy, g ∈ Cb(Rd), x ∈ Rd.
Let C∞∞(Rd) be the collection of the smooth functions on Rd that together with their partial
derivatives of any order vanish at infinity.
Lemma 6.2. For every a > 0 and λ ≥ 1, Uaλ and ∇Uaλ are bounded operators on C∞(Rd).
Moreover, Uaλf ∈ C∞∞(Rd) for every f ∈ C∞∞(Rd).
Proof. By (6.2), we have for every a > 0, λ ≥ 1, f ∈ C∞(Rd) and x ∈ Rd,∫
Rd
|∇uaλ(y)| |f(x− y)|dy ≤ C25(1 ∨ aα)‖f‖∞
∫
Rd
1
|y|d−1 ∧
λ−
α+2
2
|y|d+1+α dy <∞.
Combining this with the fact that uaλ in continuously differentiable off the origin and the dom-
inated convergence theorem, we have
∇Uaλf(x) =
∫
Rd
∇uaλ(x− y)f(y)dy =
∫
Rd
∇uaλ(y)f(x− y)dy.
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Since both uaλ and ∇uaλ are integrable over Rd and f(x− y) converges to 0 as |x| → ∞, we have
that both Uaλf and ∇Uaλf are in C∞(Rd) and
‖Uaλf‖∞ ≤ C25(1 ∨ aα)‖f‖∞, and ‖∇Uaλf‖∞ ≤ C25(1 ∨ aα)‖f‖∞,
where C25 is the constant from Lemma 6.1. Similarly, by the dominated convergence theorem,
for f ∈ C∞∞(Rd), we have
∂k1x1 · · · ∂kdxdUaλf(x) =
∫
Rd
uaλ(y)∂
k1
x1 · · · ∂kdxdf(x− y)dy,
which shows that Uaλf ∈ C∞∞(Rd).
Lemma 6.3. Suppose that M > 0 and b ∈ Kd,1. There is a constant λ0 = λ0(d, α,M, b) ≥ 1
with the dependence on b only via the rate at which Mb(r) goes to zero such that for every
a ∈ (0,M ], λ ≥ λ0 and f ∈ C∞(Rd),
‖∇Uaλ (bf)‖∞ ≤
1
2
‖f‖∞.
Proof. By (2.7)(with β = α+22 ) and (6.2), we have for a ∈ (0,M ], λ ≥ λ0 and f ∈ C∞(Rd),
‖∇Uaλ(bf)‖∞ ≤ C25(1 ∨ aα) sup
x∈Rd
∫
Rd
(
1
|x− y|d−1 ∧
λ−
α+2
2
|x− y|d+1+α
)
|b(y)||f(y)|dy
≤ C25c1‖f‖∞(1 ∨Mα)Mb(λ−1/2).
Since b ∈ Kd,1, we can choose λ0 ≥ 1 such that C25c1(1∨Mα)Mb(λ−1/2) ≤ 1/2 for every λ > λ0.
This completes the proof.
By (4.1) for λ > C18C10/(2C8),
Ex
[∫ ∞
0
e−λt|b(Xt)|dt
]
≤ C17C10/(2C8)
∫
Rd
∫ ∞
0
e−(λ−C18C10/(2C8))tpa(t, x, y)dt|b(y)|dy
= C17C10/(2C8)
∫
Rd
uaλ−C18C10/(2C8)(x− y)|b(y)|dy.
Similar to Lemma 6.3, by (6.1), there is a constant C26 > C18C10/(2C8) ∨ 1 so that for every
a ∈ (0,M ] and λ > C26,
sup
x∈Rd
Uaλ |b|(x) = sup
x∈Rd
Ex
[∫ ∞
0
e−λt|b(Xt)|dt
]
<∞. (6.7)
By increasing the value of λ0 in Lemma 6.3 if needed, we may and do assume that λ0 ≥ C26.
Theorem 6.4 (Uniqueness). For each x ∈ Rd and a ∈ (0,M ], Px is the unique solution to the
martingale problem for (La,b, C∞c (Rd)) with initial value x.
Proof. Recall that Xt be the coordinate map on D([0,∞),Rd). Using Lemmas 6.1-6.3 and (6.7),
we can finish the proof by repeating the arguments in the proof of [11, Theorem 2.3] except
using the following Itoˆ’s formula in place of that in Step (ii) of [11, Theorem 2.3]:
e−λtf(Xt) = f(X0) +
∫ t
0
e−λsdMfs +
∫ t
0
e−λs
(
∆f(Xs) + a
α∆α/2f(Xs) + b(Xs) · ∇f(Xs)
)
ds
−λ
∫ t
0
e−λsf(Xs)ds.
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Proof of Theorem 1.4. Theorem 6.4 implies that the martingale problem for (La,b, C∞c (Rd))
is well-posed. The rest follows from Theorem 1.2.
The following theorem establishes the existence of the weak solution of SDE (1.1).
Theorem 6.5 (Existence). For every a > 0, there is a process Za defined on Ω so that all its
paths are right continuous and admit left limits, and
Xa,bt = x+ Z
a
t +
∫ t
0
b(Xa,bs )ds, t ≥ 0.
Proof. The proof is almost the same to that of [11, Theorem 3.1], except that we use the
following arguments instead of those at the beginning of Page 13 in [11]: for any f ∈ C∞c (Rd),∫ t
0
b(Xa,bs )∇f(Xa,bs )ds+
∫ t
0
∆f(Xa,bs )ds
=
∫ t
0
∇f(Xa,bs )dAs +
1
2
d∑
i,j=1
∫ t
0
∂2f
∂xi∂xj
(Xa,bs )d〈M i,M j〉s,
which implies that
At =
∫
t
b(Xa,bt )ds and 〈M i,M j〉t = δijt.
Here δij = 1 if i = j and δij = 0 if i 6= j.
Proof of Theorem 1.5. The existence of weak solution to SDE (1.1) follows from Lemma 6.5.
Every weak solution to (1.1) solves the martingale problem for (La,b, C∞c (Rd)) by Itoˆ’s formula.
Then, the rest follows from Theorem 1.4.
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