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Abstract-The multi-grid method which employs a sequence of nested grids in the solution process is a 
general numerical technique for solving continuous problems. Implementation of multi-grid algorithm can 
result in higher accuracy and efficiency than methods with the fixed-grid size and fixed-order of ap- 
proximation. and specific tests of this are considered in the present study. 
An introduction to the implementation of the multi-grid method in the solution of time dependent partial 
differential equation is presented. Multi-grid solutions for the advection equation are compared with 
published results using the usual fixed-grid method. 
I. INTRODUCTION 
In fluid mechanics we usually deal with a system of nonlinear partial differential equations 
(continuity equation, momentum equation, etc.). The usual approach to such problems uses 
either finite-difference or finite-element method with fixed-grid size and fixed-order of ap- 
proximation in the solution processes, i.e. with a constant mesh size and without a correction to 
the solution. Much computational time can be wasted in solving an unnecessarily large system 
of algebraic equations, even when the accuracy of the solutions is maintained rather low. In 
more recent years, nonlinear ordinary differential equations in which the independent variable 
is time have been solved by methods with adaptive step size and variable order of ap- 
proximation, such as those by Gear[l], Winslow[2], etc. To solve partial differential boundary 
value equations with high accuracy and efficiency, the multi-level adaptive technique has been 
developed by Brandt [3]. The method presented in this paper for the time dependent problems is 
an extension of that kind and, since it uses a sequence of nested grids in the solution process, 
can be aptly described as the time dependent multi-grid method. First, the problem is 
discretized at each time step either using finite-element or finite-difference approximations on a 
sequence of grids G’, G’, . . . G”, where G’ is the coarsest grid. Typically they have mesh size 
hk = 2hk+, where hA represents the grid size of the G’ grid. Then the system of discrete 
equations corresponding to the finest grid G” for solving the partial differential equations 
LC = F is as follows: 
L”.“pK = F”.” (1) 
where C”.” is the exact discrete solution on the G” grid at time step n. If we assume 
c”.” = *“.” + pn (2) 
where x”.” is an approximation to the solution of the partial differential equation on G” grid 
and E”,” is the error between the exact solution C”.” and the approximation solution x”,“. Then 
we have the residual equation: 
Ln.mp.m = pm _ ~n.m~n,rn = ~n.m (3) 
where R”.” is the residual associated with the approximation x”.“’ on the G” grid at time step n. 
i”., is in general different from L”.” in the nonlinear case. The question is whether we can 
solve the equation (3) by interpolation from solutions on a coarser G”-’ grid. If the residual 
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R”.” with a wavelength larger than 4h, fluctuates over the G” grid, these fluctuations can be 
approximated by a coarser G”-’ grid. Thus, the residual equation on the coarser G”-’ grid is 
constructed as follows: 
Ln.m-I en.m-l = I;-1Rn.m (4) 
where en,m-’ is an approximated solution to the equation (3) on the G”-’ grid at time step n and 
I:-’ represents an interpolation operator which interpolates residuals from the G” to G”-‘. 
After solving equation (4). an interpolated approximation to the solution of equation (4). 
I;-, en,m-‘, provides correction to x”.” and thus forms an improved approximation at time step 
n: 
(f.m)New = (x”~“)~~~ + Il_len~m-‘. (5) 
Note that before the approximation I,,,“-’ R”.” is constructed, the residual fluctuations with 
a wavelength less than 4h, in R”*” should be reduced. In the multi-grid process, this is 
performed by a relaxation procedure. When the residual on G” grid is smooth it can be 
approximated on the coarser Gm-’ grid and if the convergence is obtained, a similar procedure 
is applied to the Cm-* grid level and so on, until the coarsest G’ grid is arrived at. This new 
approximation to the G’ level is then interpolated and added to the current approximate 
solution of the G* level and back up until finally the G” level is reached. One can repeat his 
entire procedure until the desired accuracy is obtained at each time step. 
2. NUMERICALEXAMPLE 
Consider the two dimensional model equation with the constant flow field ( U, VI, 
!$+U-$+V$j=F (6) 
The finite difference equation of equation (6) is 
V 
+ 2h,w;-” -C’~~‘l)+(l-a)(C;j+l + C:,-1)] = F (7) 
in which a = 1 is for the fully implicit scheme and (Y = l/2 is for the Crank-Nicolson scheme; h, 
and h, are the time and space increments, respectively, and n and i or j are the time and space 
indices (t = nh, ; x = ih, ; y = jh,), respectively. The key idea we must next introduce is how the 
residual equation on a coarse grid is formed from the problem. 
Let xn+‘.l be the approximated solution from the iteration procedure on a find grid f at 
current time step n + 1: 
C”“,’ = x”+‘.f + E”“.’ (8) 
where Cn+‘*f is the exact discrete solution to equation (6) on a fine grid and E”+‘,f is the error 
fluctuation. 
Then we have the residual equation for equation (6) on a fine grid: 
E n+l.f _ E”.f 
h 
+ ufyf I vfdE$f = pf _(X”+“;-X”“+ &$+ vfg) = R”.‘. 
(9) 
I 
If the R”vf is smooth, the residual equation (9) can be solved on a coarse grid c. Thus we can 
write 
(10) 
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where en+‘.c is an approximated solution to the equation (9) on a coarse grid at time step n + 1. 
The equation (IO) can be rewritten 
X 
t3-cl.C 
- X”‘< 
h, 
where Xft+l.C = en+l.C + I,Cx”+I.‘. Therefore, we can correct our approximated solution xn+‘*’ 
through equation (5) after solving equation (1 l), i.e. 
(Xn+IJ)New = (Xn+if)O,d + I,/ en+‘.c 
= (Xn+Lf)O,d + z,‘(x”+‘.c - qxn+‘J) . (12) 
Now the main problem is to solve equation (11) on a coarse grid. The natural way to do this is by 
further application of the same technique until the coarsest grid is reached. 
It is noted in equation (11) that only the equation on a coarse grid needs to be solved rather 
than the equation of a find grid as might be the case if the conventional methods with the 
fixed-grid size and fixed-order of approximation are used. 
3. NUMERICAL EXPERIMENTS 
In order to implement and test the application of the multi-grid technique for the time 
dependent problem we performed the calculation of the two-dimensional dvection equation 
(F = 0 in equation (6)) using alternatively the fully implicit and Crank-Nicolson scheme for 
discretizations of the spatial derivatives. However, the pseudospectral pproach [4,5] has been 
shown to be useful for evaluation of spatial derivatives in place ofconventional finite difference 
or finite element algebraic expressions. Therefore, the pseudospectral technique in spatial 
derivatives has been adapted to the multi-grid solution process and is also applied here for 
comparison. The test was a rotation of a conical distribution with a constant angular velocity on 
a mesh with finest 33 x 33 grid points. The maximum tangential velocity was lOms_‘. The 
time-step, h,, was 2 min, and the finest grid spacing was chosen to be 2500 m ( = h, = h,). The 
Fig. 1. Distribution of the maximum values of a two-dimensional rotating cone. 
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