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SOLUCIO´N NUME´RICA DE UNA ECUACIO´N DIFERENCIAL
USANDO EL ME´TODO DE GALERKIN Y WAVELETS B-SPLINES
CARDINALES∗
RONALD LEO´N NAVARRO∗∗
Resumen. En el presente art´ıculo, resolvemos nume´ricamente una ecuacio´n diferencial ordinaria
el´ıptica con condiciones de frontera tipo Dirichlet. El tratamiento nume´rico se realiza usando el cla´sico
me´todo de Galerkin y un tipo especial de bases wavelets; estas son wavelets B-splines cardinales. Los
resultados de la experimentacio´n nume´rica realizada muestran que, au´n considerando coeficientes, y
funcio´n en el segundo miembro, de la ecuacio´n diferencial, como funciones discontinuas con salto finito
grande, el sistema que se genera es estable si se aplica precondicionamiento y la solucio´n nume´rica
es suficientemente exacta para bajos niveles de aproximacio´n.
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1. Introduccio´n. Una forma de definir una wavelet ([11]) es mediante una fun-
cio´n ψ de promedio cero: ∫ +∞
−∞
ψ(t)dt = 0,
la cual es dilatada con un para´metro s, y trasladada por u:
ψu,s(t) =
1√
s
ψ(
t− u
s
).
Existen muchas otras formas de definir tal funcio´n, en forma expl´ıcita como antes o
impl´ıcitamente, o a trave´s de otra funcio´n (“funcio´n escala”); lo cierto es que, funda-
mentalmente estas funciones deben ser bien localizadas en “tiempo” y “frecuencia”,
y dependiendo de la base de funciones que se desee construir para algu´n tipo de re-
presentacio´n funcional que se quiera realizar, se adicionan otras propiedades. En la
historia, se conoce que Alfred Haar, en 1910, construyo´ la primera wavelet, despue´s
aparecieron el ana´lisis de Fourier como una alternativa a la transformada de Fourier
esta´ndar, y en las u´ltimas dos de´cadas del siglo pasado y el primero de este siglo, po-
demos encontrar a numerosos matema´ticos, f´ısicos e ingenieros que han contribuido a
enriquecer la teor´ıa de wavelets.
Por otro lado, el me´todo de Galerkin es uno de los mejores me´todos para resolver
nume´ricamente ecuaciones diferenciales. Este me´todo consiste en hallar una base fun-
cional para el espacio solucio´n de la ecuacio´n, luego proyectar la solucio´n sobre la base
funcional, y minimizar el “residual” respecto a la base funcional.
Las traslaciones de una wavelet para todas las dilataciones forman una base ortonor-
mal incondicional de L2(R) ([6]) y las traslaciones de una funcio´n escala para todas
las dilataciones forman una base ortonormal incondicional para Vj ⊂ L2(R), lo cual es
una gran mejora sobre bases de polinomios esta´ndar o bases trigonome´tricas para el
me´todo de Galerkin. As´ı es explicable que, el uso de esquemas nume´ricos basados en
wavelets hayan tenido un crecimiento significativo en las u´ltimas dc´adas. Adema´s, las
wavelets tienen varias propiedades que son especialmente u´tiles para representar so-
luciones de ecuaciones diferenciales (EDs), tal como ortogonalidad, soporte compacto
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2y representacio´n exacta de polinomios de un cierto grado. Su capacidad de represen-
tar datos en diferentes niveles de resolucio´n permiten al ca´lculo eficiente y estable de
funciones con gradientes grandes o singularidades, que necesitar´ıan una malla densa
o elementos del mas alto orden en un ana´lisis de Elemento Finito ([14]).
En el presente trabajo aplicamos una versio´n del cla´sico me´todo de Galerkin usando
bases wavelets B-splines cardinales centralizadas para hallar una solucio´n aproxima-
da de una ecuacio´n diferencial ordinaria el´ıptica con condiciones de frontera tipo
Dirichlet. Las wavelets B-splines tienen una estructura muy simple y propiedades
especiales que nos permitieron obtener resultados con un alto orden de exactitud y
algoritmos asociados con una complejidad baja.
2. El me´todo de Galerkin y eficiencia computacional. Los modelos ma-
tema´ticos que aparecen en la ciencia e ingenier´ıa usualmente toman la forma de una
ecuacio´n operador
(2.1) Tf = g
donde T : X −→ Y es un operador lineal entre ciertos espacios funcionales X y Y . Sin
embargo, no siempre es posible resolver (2.1) exactamente. As´ı, se tiene que depender
de me´todos de aproximacio´n que sean computacionalmente los mas simples de mane-
jar; el me´todo de Galerkin tiene estas caracteristicas y es muy usado en ecuaciones
diferenciales.
2.1. El me´todo de Galerkin. Como un primer paso para resolver (2.1) busca-
mos una aproximacio´n f de f que se encuentre en cierto subespacio de dimensio´n finita
de X. As´ı, suponemos que X y Y son espacios producto interno con bases ortonor-
males enumerables {ϕ1, ϕ2, ...} y {ψ1, ψ2, ...}, respectivamente ([3, 8]). Considerando
que la ecuacio´n (2.1) tiene una u´nica solucio´n, se deber´ıa buscar una aproximacio´n de
la solucio´n f en
XM := gen{ϕ1, ..., ϕM}.
De la ecuacio´n (2.1) obtenemos:
(2.2) 〈Tf, ψi〉 = 〈g, ψi〉 ∀i ∈ Z.
Sin embargo, necesitamos buscar un f ∈ XM tal que
(2.3) 〈Tf, ψi〉 = 〈g, ψi〉 ∀i ∈ {1, ...,M}.
Escribiendo
(2.4) f :=
M∑
j=1
αjϕj ,
obtenemos
(2.5) Tf =
M∑
j=1
αjTϕj
tal que (2.3) es igual a
(2.6)
M∑
j=1
〈Tϕj , ψi〉αj = 〈g, ψi〉, i ∈ {1, ...,M}
3Luego, llegamos al problema de resolver una ecuacio´n matricial
(2.7) Ax = b
donde A := [aij ] es la matriz de M × M con ij-e´sima entrada aij = 〈Tϕj , ψi〉 y
b = [bi] es el M -vector con i-e´sima entrada bi = 〈g, ψi〉. Una vez que la ecuacio´n (2.7)
es resuelta, f es tomada como en (2.4).
El procedimiento anterior de obtener una solucio´n aproximada para (2.1) es llamado
el me´todo de Galerkin.
Para problemas que se representan en ecuaciones diferenciales, usualmente se tiene
que resolver una ecuacio´n de la forma
(2.8) Lf = g
donde L : X0 ⊆ X −→ X es un operador no acotado definido densamente. Usualmente
X0 es un espacio de Hilbert con respecto a otro producto interno 〈., .〉0 el cual induce
una norma fuerte ‖ . ‖0; es decir, existe c0 > 0 tal que
‖ f ‖≤ c0 ‖ f ‖0 ∀f ∈ X0.
Tambie´n se tienen condiciones de la forma
|〈Lu, v〉| ≤ c1 ‖ u ‖0‖ v ‖0 ∀u, v ∈ X0,
〈Lu, u〉 ≥ c2 ‖ u ‖2 ∀u ∈ X0,
para algunas constantes positivas c1, c2. Observar que
a(u, v) := 〈Lu, v〉, u, v ∈ X0,
define una forma bilineal acotada sobre X0 × X0, tal que las condiciones anteriores
asegurara´n, usando el teorema de representacio´n de Riesz, que para cada g ∈ X, existe
una u´nica u ∈ X0 tal que
〈Lu, v〉 = 〈g, v〉 ∀v ∈ X0.
La u´ltima ecuacio´n es la formulacio´n de´bil de (2.7).
ejemplo 1. Consideremos el problema de valor de frontera de Dirichlet:
(Lu)(t) := − d
dt
(
p(t)
du
dt
)
+ q(t)u(t) = g(t), α ≤ t ≤ β,
u(α) = 0 = u(β).
En este caso, X = L2(α, β), y
X0 = H
1
0 := {f ∈ L2[α, β]/fes absolutamente continua, f ′ ∈ L2, f(α) = f(β)}
con producto interno dado por
〈u, v〉0 := 〈u, v〉+ 〈u′, v′〉, u, v ∈ H10 ,
4a(u, v) := 〈Lu, v〉 =
∫ β
α
[p(t)u′(t)v′(t) + q(t)u(t)v(t)]dt.
Suponiendo que p(.) y q(.) satisfacen
0 < a0 ≤ p(t) ≤ a1, 0 < q(t) ≤ b0 ∀t ∈ [α, β],
puede ser probado ([10]) que
c20a0 ‖ u ‖2H10≤ a(u, u), |a(u, v)| ≤ ma´x{a0, b0} ‖ u ‖H10 ‖ v ‖H10 ,
donde c0 > 0 es tal que ‖ u ‖0≤ c0 ‖ u ‖. Entonces, el me´todo de Galerkin para el
problema (2.1) corresponde a la ecuacio´n matricial (2.6) con A := [aij ] y b = [bi],
donde
aij = a(ϕj , ψi), bi = 〈g, ψi〉L2
Adema´s, tambie´n
(2.9) ‖ f − f ‖≤ c ı´nf
ϕ∈XM
‖ f − ϕ ‖,
donde c > 0 es una constante independiente de f y M . En consecuencia, la apro-
ximacio´n Galerkin f es la mejor entre todas las aproximaciones de XM , hasta una
constante positiva.
2.2. Algunas propiedades deseables. Mientras investigamos el problema de
resolver la ecuacio´n matricial (2.6), tomando aspectos computacionales en cuenta, no
es suficiente que pueda ser resuelto u´nicamente. Nos gustar´ıa resolver la ecuacio´n (2.6)
eficientemente lo que resultar´ıa en pequen˜os errores computacionales, e incurrir´ıa en
menor costo computacional. Tal deseable situacio´n aparece si:
A tiene un nu´mero condicio´n pequen˜o, y
A es dispersa.
El nu´mero condicio´n de una matriz es medido en te´rminos de la norma de la matriz.
Debemos recordar que, si ‖ . ‖ es una norma natural definida sobre Rn, entonces la
correspondiente norma natural de la matriz A, de n× n, es
‖ A ‖:= sup
{‖ Ax ‖
‖ x ‖ : x ∈ R
n, x 6= 0
}
.
Una importante propiedad de esta norma es que
‖ Ax ‖≤‖ A ‖‖ x ‖ ∀x ∈ Rn,
con ‖ I ‖= 1, donde I es la matriz identidad.
El nu´mero condicio´n de una matriz invertible A, es dado por
KA :=‖ A ‖‖ A−1 ‖ .
A diferencia del nu´mero condicio´n, no hay una definicio´n precisa para una matriz
dispersa. Sin embargo, significa que “la mayor´ıa de sus entradas” son ceros. Es claro
que los ca´lculos realizados con una matriz “ma´s dispersa” deber´ıan ser mucho menores
que aquellos realizados con una matriz “menos dispersa”.
Veamos como un nu´mero condicio´n alto influencia en errores de ca´lculo.
5Para vectores b, b˜ ∈ Rn, consideremos x y x˜ tales que Ax = b y Ax˜ = b˜. Entonces,
tenemos
x− x˜ = A−1(b− b˜)
tal que
‖ x− x˜ ‖≤‖ A−1 ‖‖ b− b˜ ‖ .
Adema´s, tenemos que ‖ b ‖=‖ Ax ‖≤‖ A ‖‖ x ‖, tal que
(2.10)
‖ x− x˜ ‖
‖ x ‖ ≤‖ A ‖‖ A
−1 ‖ ‖ b− b˜ ‖‖ b ‖ = κA
‖ b− b˜ ‖
‖ b ‖ .
En efecto, existen x, x˜, b, b˜ tales que la igualdad ocurre en (2.10). Para observar esto,
sean x y u vectores diferentes de cero tales que
‖ Ax ‖=‖ A ‖‖ x ‖, ‖ A−1u ‖=‖ A−1 ‖‖ u ‖
y sean
b = Ax, ˜b = b+ u, x˜ = x+A−1u.
Entonces, tenemos:
‖ x− x˜ ‖
‖ x ‖ =
‖ A−1u ‖
‖ x ‖ =
‖ A−1 ‖‖ u ‖
‖ x ‖ =
‖ A ‖‖ A−1 ‖‖ u ‖
‖ Ax ‖ =‖ A ‖‖ A
−1 ‖ ‖ b− b˜ ‖‖ b ‖ .
Por lo tanto, au´n si el error relativo en b es pequen˜o, un nu´mero condicio´n grande
puede conducir a un error relativo grande en la solucio´n x.
3. Wavelets B-splines. Existen varias familias de wavelets que se pueden cla-
sificar segu´n conformen bases ortonormales, semiortonormales o biortogonales. Ellas
pueden ser generadas desde un Ana´lisis Multiresolucio´n; a continuacio´n estudiaremos
solo una clase de ellas.
3.1. Ana´lisis Multiresolucio´n.
Definicio´n 1. Un Ana´lisis Multiresolucio´n (AMR) de L2(R) es una sucesio´n de
subespacios cerrados enlazados (Vj)j∈Z de L2(R) tales que
1. ∩j∈ZVj = 0, y ∪j∈ZVj es denso en L2(R).
2. f(x) ∈ Vj ⇐⇒ f(2x) ∈ Vj+1.
3. Existe una funcio´n φ ∈ V0, tal que {φ(.− k)}k∈Z forma una base de Riesz de
V0.
La funcio´n φ, en la definicio´n anterior, es llamada generador o funcio´n escala del
AMR. Definamos ahora las funciones
φjk(x) = 2
j/2φ(2jx− k)
y φk = φ0k. Entonces, {φjk}k∈Z forma una base de Riesz de Vj . El subespacio Wj es
definido como el complemento ortogonal de Vj con respecto a Vj+1,
(3.1) Vj+1 = Vj ⊕Wj , Wj ⊥ Vj .
El espacio L2(R), por tanto, tiene una descomposicio´n L2(R) = ⊕j∈ZWj . Ha sido
probado ([5]) que existe una funcio´n ψ ∈W0 tal que {ψjk}k∈Z forma una base de Wj
6y por lo tanto {ψjk}(j,k)∈Z2 es una base de L2(R). La funcio´n ψ es llamada wavelet
semi-ortogonal dado que
〈ψjk, ψj′k′〉 = 0, j 6= j′.
Llamaremos {ψjk}(j,k)∈Z2 una Base Wavelet de L2(R).
Ana´logamente, ψ es llamada una wavelet ortonormal si
〈ψjk, ψj′k′〉 = δjj′δkk′ ,
y la base {ψjk}(j,k)∈Z2 generada por una wavelet ortonormal ψ es llamada una Base
Wavelet Ortonormal de L2 (R).
Observacio´n 1. Algunas veces, el subespacio Wj definido por (3.1) no necesita
satisfacer la condicio´n Wj ⊥ Vj. Entonces, la correspondiente wavelet ψ no es semi-
ortogonal. En este caso, una funcio´n ψ? ∈ L2 (R) es llamada wavelet dual de ψ con
respecto a L2 (R) si 〈
ψjk, ψ
∗
j′k′
〉
= δjj′δkk′ .
El par de (ψ,ψ∗) es llamado biortogonal.
Observacio´n 2. Un ana´lisis multiresolucio´n y bases wavelet para otros espacios
diferentes a L2 (R) pueden ser definidos en forma similar a la definicio´n anterior. Es
claro que la funcio´n escala φ satisface la funcio´n de refinamiento
φ (x) =
∑
k∈Z
pkφ (2x− k)
donde la sucesio´n (pk) es llamada la ma´scara de φ y la serie de Laurent p (z) =
1
2
∑
k∈Z pkz
k es llamada el s´ımbolo de φ. En la mayor´ıa de aplicaciones, se necesita
que φ sea compactamente soportada o tenga un decaimiento exponencial.
3.2. Wavelets splines. Los splines son buenos ejemplos de funciones escala,
especialmente los B-splines cardinales que definimos a continuacio´n.
Sea χ la funcio´n caracter´ıstica del intervalo unitario [0, 1).
Definicio´n 2. Sea m ∈ Z+. La funcio´n Nm : R −→ R recursivamente definida
por
Nm (x) := (Nm−1 ∗N1) (x) =
∫ 1
0
Nm−1 (x− t) dt
donde N1 (x) = χ[0,1) (x), es llamada B-spline cardinal de orden m.
En aplicaciones, es comu´n usar los splines con orden par. En este trabajo, suponemos
tambie´n que el spline siempre es de orden par. Algunas veces omitiremos el sub´ındice
m de las notaciones como Nm si eso no induce a alguna confusio´n.
Varias de las propiedades de las B-splines se resumen en la siguiente proposicio´n, cuya
demostracio´n se puede ver en [5, 16].
Proposicio´n 1. Los B-splines Cardinales tienen las siguientes propiedades:
a) Ellos son compactamente soportados con sopNm ⊂ [0,m] .
b) Los B-splines son no-negativos, i.e. Nm (x) ≥ 0 y Nm (x) > 0 para x ∈ (0,m) .
c) Ellos forman una particio´n de la unidad; es decir,∫
R
Nm (x) dx = 1,
∑
k∈Z
Nm (x− k) = 1.
7d) Nm ∈ Cm−2 (R) y N ′m (x) = Nm−1 (x)−Nm−1 (x− 1) .
e) Los B-splines Cardinales son refinables con Nm (x) = 2
1−m∑m
k=0
(
m
k
)
Nm (2x− k) .
f) Nm
(
m
2 + x
)
= Nm
(
m
2 − x
)
.
g) Nm (x) =
x
m−1Nm−1 (x) +
m−x
m−1Nm−1 (x− 1) .
h) Se cumple:
Nm (x) =
1
(m− 1)!
m∑
k=0
(−1)k
(
m
k
)
(x− k)m−1+ ,
donde xn+ := (x+)
n = χ[0,∞)(x)xn.
Figura 3.1. B-splines cardinales de orden 1, 2 y 4
La transformada de Fourier de N(x) es
Nˆ(ω) =
(
1− e−iω
ω
)m
.
Se verifica que N(x) satisface la ecuacio´n de refinamiento
(3.2) N(x) = 21−m
m∑
k=0
(
m
k
)
N(2x− k).
El B-spline N(x) genera un AMR de L2(R), es decir, los espacios splines Vk :=
closL2(gen{Nm;k,j : j ∈ Z}), k ∈ Z, constituyen un ana´lisis multiresolucio´n de L2
en el sentido que
8(i) ... ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ ...;
(ii) closL2 (∪k∈ZVk) = L2;
(iii) ∩k∈ZVk = {0};
(iv) para cada k, {Nm;k,j : j ∈ Z} es una base incondicional de Vk;
(v) Vk+1 = Vk ⊕Wk, para toda k ∈ Z;
(vi) Wk ⊥Wj , para toda k 6= j;
(vii) L2 = ⊕k∈ZWk.
Observacio´n 3. La importancia de las propiedades de aproximacio´n (ii)-(iii) y
las propiedades (v)-(vi) es que cada funcio´n f en L2 puede ser aproximada tan cerca
como se desee por algu´n fk ∈ Vk, para un valor suficientemente grande de k, y que fk
tiene una (u´nica) descomposicio´n ortogonal
(3.3) fk = gk−1 + ...+ gk−l + fk−l
donde gj ∈Wj , j = k − l, ..., k − 1, y fk−l ∈ Vk−l, y l es un entero positivo arbitra-
riamente grande, tal que ‖ fk−l ‖2 es tan pequen˜o como se desee. Llamaremos a (3.3)
una descomposicio´n wavelet de fk.
3.3. Wavelets splines sobre intervalos finitos. Ahora construimos una base
semi-ortogonal del espacio L2(I), donde I es un intervalo finito.
Sin pe´rdida de generalidad, suponemos que I = [0,M ],M ∈ N y que {Vj}j∈Z es un
AMR generado por el B-spline cardinal N de orden m. Adema´s, sea V Ij ⊂ L2(R) el
subespacio que contiene las restricciones sobre I de las funciones en Vj . Luego {V Ij }j≥0
es un AMR de L2(I) y dimVj = m+ 2
jM − 1. Para construir la base de Vj , hacemos
N Ijk = NjkχI , y Sj = {2−jk : sop{Njk} ∩ I 6= ∅}. As´ı se tiene que |Sj | = dimVj y
algunos resultados que mostramos a continuacio´n.
Proposicio´n 2. {N Ijk}2−jk∈Sj forma una base de V Ij , y existen dos constantes
positivas C1 y C2 independientes de j tales que
C1
∑
2−jk∈Sj
|cjk|2 ≤ ‖
∑
2−jk∈Sj
cjkN
I
jk ‖2 ≤ C2
∑
2−jk∈Sj
|cjk|2.
En la resolucio´n de ecuaciones diferenciales parciales (EDP), las soluciones algunas
veces deben satisfacer ciertas condiciones de frontera homoge´neas. As´ı, necesitamos
que las bases wavelets este´n en el espacio
Hs0(I) = {f ∈ Cs−10 (I); f (s−1) ∈ L2(I)}, 0 ≤ s ≤ m− 1
Convenimos que H00 (I) = L
2(I). Dado que los B-splines truncados no esta´n en el es-
pacio Hs0(I), s ≥ 1, tenemos que adaptar aquellos construidos sobre todo R a aquellos
definidos sobre I tal que pertenezcan al espacio Hs0(I). Los B-splines con mu´ltiples
nodos son las herramientas apropiadas para tal adaptacio´n.
Sea [x1, ..., xn]f la diferencia dividida de f en x1, ..., xn. Denotamos la sucesio´n de
nodos
m︷ ︸︸ ︷
0, 0, ..., 0, 1, 2, ...,
m︷ ︸︸ ︷
M,M, ...,M
por {ti}m+M−1i=m+1 , y definimos
(3.4) φIk(x) = [tk−m2 , tk+1, ..., tk+m2 ](.− x)m−1+ , −
m
2
+ 1 ≤ k ≤M − 1 + m
2
9El soporte de φIk es [tk−m2 , tk+m2 ], y φ
I
k(x) = Nk−m2 (x),
m
2 ≤ k ≤ M − m2 . Por
conveniencia, el AMR de Hs0(I) au´n es denotado por {V Ij }∞j=0.
Proposicio´n 3. Φ0 := {φIk}
M−1−s+m2
k=s+1−m2 es una base de V
I
0 , 0 ≤ s ≤
mı´n{m − 1, [m+M2 ] − 1}. Cuando m2 ≤ k ≤ M − m2 , φIk es la traslacio´n del B-
spline central; es decir, φIk = N(x− k + m2 ).
Para construir las bases de V Ij , dilatamos las funciones escala en Φ0. Definimos
φIjk(x) = 2
j/2φIk(2
jx) para s+1−m2 ≤ k ≤ m2 −1 y 2jM−m2 +1 ≤ k ≤ 2jM−1−s+m2 ;
definimos φIjk(x) = 2
j/2N(2jx− k − m2 ) para m2 ≤ k ≤ 2jM − m2 . Entonces,
(3.5) Φj := {φIjk}2
jM−1−s+m2
k=s+1−m2
es una base de V Ij . Escribimos S
L
j = 2
−j{s+1−m2 , ..., m2 −1}, SCj = 2−j{m2 , ..., 2jM−
m
2 }, SRj = 2−j{2jM− m2 +1, ..., 2jM−1−s+ m2 }. Entonces, ΦLj := {φIjk : 2−jk ∈ SLj }
contiene las funciones escala con frontera izquierda en Φj , mientras que Φ
R
j := {φIjk :
2−jk ∈ SRj } contiene las funciones escala de frontera derecha en Φj . Las funciones
escala centrales esta´n en ΦCj := {φIjk : 2−jk ∈ SCj }. Cuando s = m− 1, ΦLj y ΦRj son
vac´ıos. Haciendo Sj = S
L
j ∪ SCj ∪ SRj , obtenemos una aplicacio´n inyectiva Sφ de Φj a
Sj tal que Sφ(φ
I
jk) = 2
−jk ∈ Sj .
Bases wavelets semi-ortogonales del espacio Hs0(I). Sea W
I
j el subespacio
wavelet de Hs0(I) tal que W
I
j ⊕ V Ij = V Ij+1 y W Ij ⊥ V Ij . Haciendo Sj = (Sj+1 \ Sj) ∩
[0,M ], obtenemos dimW Ij = |Sj |. El conjunto Sj es sime´trico con respecto a M2 , es
decir, si d ∈ Sj , entonces M − d ∈ Sj . Sin pe´rdida de generalidad, solo discutiremos
la construccio´n de la base wavelet de W I . (Por conveniencia, cualquier subindice 0
sera´ omitido). Se verifica que dimW I = min(M, (2M + m − 2s − 1)+). La base de
W I no es u´nica. En aplicaciones, dos propiedades principales son usualmente necesa-
rias. Primera, los soportes de los elementos en bases wavelets de W I son requeridos
tan pequen˜os como sea posible. Segunda, las bases son esperadas que tengan cierta
simetr´ıa.
Ahora descomponemos el conjunto Sj en la forma
(3.6) Sj = S
L
j ∪ S
C
j ∪ S
R
j ,
donde S
C
j = {m− 12 ,m+ 12 , ...,M −m+ 12}, S
L
j = Sj ∩ (0,m− 1], y S
R
j = Sj ∩ [M −
m+ 1,M). Observar que si M < 2m− 1, entonces SCj = ∅. Puede ser verificado que
la matriz
A = (< φIl , φ
I
1k >)l∈S, k2∈S1
es una matriz de rango completo. La ecuacio´n lineal Ad = 0 tiene M soluciones
linealmente independientes d1, ...,dM . Ahora escribimos S = {k1, ..., kM}, donde
k1 < ... < kM , y hacemos ψ
I
kl
= (dl)TΦ1. Entonces {ψId}d∈S es una base de W I . Selec-
cionando cuidadosamente vectores d1, ...,dM , podemos hacer ψId(x) = ψ
I
M−d(M − x)
para d ∈ SL y ψId(x) =
√
2w(2(x− d) +m− 12 ) para d ∈ S
C
donde w es definido por
ŵ(ω) =
(
1−e−iω/2
2
)m∏
m(e
−iω/2)N̂(ω/2)
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con
∏
m(z) :=
∑2m−2
k=0 N2m(k + 1)z
k y N es un B-spline de orden m; w as´ı definido
es una wavelet semi-ortogonal con respecto a N .
ejemplo 2. Considerar bases wavelet del espacio Hm−10 (I). En este caso, las
bases de W I pueden ser construidas de la siguiente forma.
1. Si M < m − 1, entonces V I = {0} y V I1 = W I . Una base de V I1 es tambie´n
una base de W I .
2. Si m ≤ M ≤ 2m − 2, entonces, para cualquier d ∈ S con d ≤ M2 , podemos
hallar (qkl )
M−m+1+k
l=k tal que la funcio´n
(3.7) ψId =
M−m+k−1∑
l=k
qkl φ1l, k = 2d
es ortogonal al espacio V I1 y ‖ ψId ‖2= 1. Definimos ψId(x) = ψIM−d(M − x)
para d ∈ S con d > M2 . Entonces {ψId}d∈S es una base de W I .
3. Si M ≥ 2m−1, tenemos SL = {m4 , m4 + 12 , ..., m2 − 12}∪{m+12 , m+32 , ..., 2m−32 }.
Hagamos K = min{M, 3m− 3}. Es posible verificar que la matriz
A = (< φk, φ1l >)
K−m2 ,K+m2 −1
k,l=m2
es de rango completo. Por lo tanto, la ecuacio´n Ac = 0 tiene m−1 soluciones
independientes cl, 1 ≤ l ≤ m − 1. Podemos elegir cl tal que sus u´ltimas
(m− 1− l) componentes sean ceros. Sea ψId = Φ1cl, donde
d =
{
m
4 +
l−1
2 , 1 ≤ l ≤ m2
l − 12 , m2 + 1 ≤ l ≤ m− 1
Entonces el soporte de ψId es
sopψId = [0,
K + l
2
] ⊂ [0, K − 1 +m
2
].
Consideremos ψId(x) = ψ
I
M−d(M −x) para d ∈ S
R
y sea ψId(x) =
√
2w(2(x−
d) +m− 12 ), para d ∈ S
C
. As´ı, el conjunto {ψId}d∈S forma una base de W I .
Observacio´n 4. Si I es un intervalo dia´dico, por ejemplo I = [2−Jk, 2−J(k +
l)], para J fijo, la construccio´n de la base de funciones escala de V Ij y la base de
wavelets de W Ij es ana´logo. Definimos los conjuntos Sj y Sj de la misma forma como
anteriormente lo hicimos. Consecuentemente, tenemos au´n que dimW Ij = |Sj |. Una
evidente modificacio´n se necesita realizar para la construccio´n de la base de wavelets
de W Ij .
4. Solucio´n Nume´rica de una ecuacio´n diferencial mediante el me´todo
Galerkin y wavelets B-splines cardinales. Es de conocido que en los me´todos
de Galerkin el sistema discreto para la resolucio´n nume´rica de problemas el´ıpticos en
un dominio acotado es mal condicionado, si se usan me´todos de elementos finitos o
diferencias finitas. Usualmente, el nu´mero condicio´n del sistema discreto para un pro-
blema el´ıptico de segundo orden en dos dimensiones es del orden O(1/h2); utilizando
me´todos de pre-condicionamiento, podemos reducir el nu´mero condicio´n a O(1/h).
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Sin embargo, si las bases wavelets son utilizadas, el precondicionamiento alcanza un
nu´mero condicio´n de orden O(1), por lo cual, los me´todos wavelet conducen a estabi-
lizaciones nume´ricas en la resolucio´n de tales EDs. Adema´s, los algoritmos iterativos
son muy populares en la resolucio´n nume´rica de las ecuaciones diferenciales, especial-
mente en las PDEs, y el me´todo wavelet puede acelerar la convergencia de algoritmos
iterativos.
A continuacio´n realizamos una aplicacio´n del me´todo de Galerkin en la resolu-
cio´n de una ecuacio´n diferencial el´ıptica unidimensional con condiciones de frontera
tipo Dirichlet utilizando bases wavelet B-splines cardinales. Consideramos el siguiente
Problema de Dirichlet.
(4.1) −u′′(x) + cu(x) = f(x), x ∈ (0, 1), c ≥ 0, u(0) = u(1) = 0,
donde f ∈ L2(0, 1).
En seccio´n “Me´todo de Galerkin” establecimos, como un primer paso del procedi-
miento, elegir el espacio que contenga la solucio´n del problema planteado, al que
llamaremos espacio muestral (al espacio de llegada del operador que define la ecua-
cio´n diferencial se le llama espacio test), luego formulamos el problema variacional
asociado. Realizada esta formulacio´n, debemos garantizar que existe una solucio´n del
problema. Finalmente, utilizamos bases wavelet B-splines cardinales para construir
soluciones aproximadas del problema variacional y consecuentemente del problema
original.
4.1. Formulacio´n Variacional. Sea el espacio de funciones Test:
C∞0 ((0, 1)) := {v ∈ C∞((0, 1)) : v(0) = v(1) = 0}.
Multiplicando ambos lados de la ecuacio´n diferencial con una funcio´n test φ ∈ C∞0 ((0, 1))
y aplicando integracio´n por partes, considerando que φ(0) = φ(1) = 0, obtenemos:
(4.2)
∫ 1
0
f(x)φ(x)dx =
∫ 1
0
u′(x)φ′(x)dx+ c
∫ 1
0
u(x)φ(x)dx
Observamos que esta u´ltima ecuacio´n esta´ bien definida si u y φ esta´n en el espacio
de Sobolev H10 ((0, 1)), definido por:
H10 ((0, 1)) = {v ∈ H1((0, 1)), v(0) = v(1) = 0}
donde H1((0, 1)) = {v ∈ L2((0, 1)) : v′ ∈ L2((0, 1))}. Utilizando como espacio mues-
tral y Test a X := H10 ((0, 1)), la formulacio´n variacional (o de´bil) se enuncia como
sigue:
Hallar u ∈ X tal que
(4.3) a(u, v) = (f, v)0;(0,1), v ∈ X,
donde a : X ×X −→ R es la forma bilineal definida por
a(u, v) := (u′, v′)0;(0,1) + c(u, v)0;(0,1)(4.4)
=
∫ 1
0
[u′(x)v′(x) + cu(x)v(x)]dx.(4.5)
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Definicio´n 3. Sea u ∈ L2((0, 1)). Una funcio´n v ∈ L2((0, 1)) es llamada derivada
de´bil de u, es decir, v = u′ si
(4.6)
∫ 1
0
v(x)φ(x)dx = −
∫ 1
0
u(x)φ′(x)dx
para todas las funciones test φ ∈ C∞0 ((0, 1)).
Definicio´n 4. Sea m ∈ N.
a) El espacio de Sobolev de orden m es definido por
Hm((0, 1)) := {v ∈ L2((0, 1)) : v(k) ∈ L2((0, 1)), 1 ≤ k ≤ m},
donde las derivadas son entendidas en sentido de´bil. Una norma sobre Hm((0, 1))
es definida por
‖u‖m;(0,1) := (
m∑
k=0
‖u(k)‖20;(0,1))1/2,
la cual es inducida por el producto interno
〈u, v〉m;(0,1) :=
m∑
k=0
〈u(k), v(k)〉0;(0,1).
b) El espacio de Sobolev con condiciones de frontera de Dirichlet homoge´neas
generalizadas es definido por
Hm0 ((0, 1)) := clos‖.‖m;(0,1)(C
∞
0 ((0, 1))).
4.2. Existencia y unicidad. Para averiguar si existe una u´nica solucio´n del
problema planteado, debemos analizar las propiedades de la forma bilineal a(., .), an-
tes definida, como veremos a continuacio´n.
Primero, usando la desigualdad de Ho¨lder se demuestra que a(., .) es acotada; es
decir,
(4.7) a(u, v) ≤ C‖u‖1;Ω‖u‖1;Ω.
Segundo, debemos demostrar que la forma bilineal a es coerciva; es decir,
(4.8) a(u, v) ≥ α‖u‖21;Ω
Las constantes C y α son tambie´n conocidas como constantes de continuidad y coer-
cividad, respectivamente. Una forma bilineal que es coerciva y acotada es llamada
el´ıptica. Para demostrar que se cumple la u´ltima desigualdad necesitamos el siguiente
resultado, conocido como la desigualdad de Poincare´ - Friedrichs.
Proposicio´n 4. Para cualquier intervalo acotado Ω := [a, b], existe una constante
CΩ = (b− a) > 0 tal que
(4.9) ‖v‖0;Ω ≤ CΩ‖v′‖0;Ω
para toda v ∈ H10 (Ω). Demostracio´n: Consideremos una funcio´n φ ∈ C∞0 (Ω). Por el
teorema fundamental del ca´lculo, tenemos
φ(x) = φ(0) +
∫ x
a
φ′(ξ)dξ =
∫ x
a
φ′(ξ)dξ.
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Utilizando la desigualdad de Cauchy-Schwarz se obtiene∫ b
a
|φ(x)|2dx ≤
∫ b
a
[
∫ x
a
12dξ][
∫ x
a
|φ′(ξ)|2dξ]dx
≤ (b− a)2
∫ b
a
|φ′(ξ)|2dξ = (b− a)2‖φ′‖20;Ω.(4.10)
Desde que, por definicio´n, el espacio de Sobolev H10 (Ω) es la clausura de C
∞
0 (Ω), el
espacio C∞0 (Ω) es denso en H
1
0 tal que la desigualdad anterior se extiende tambie´n
para φ ∈ H10 (Ω) lo cual prueba la proposicio´n.
Con esta preparacio´n, (3,8) es fa´cilmente probado. En efecto,
a(u, u) = ‖u′‖20;Ω ≥
1
2C2Ω
‖u‖20;Ω +
1
2
‖u′‖20;Ω ≥ mı´n{
1
2
,
1
2C2Ω
}‖u‖21;Ω,
i.e., se obtiene (4.8) con α := mı´n{ 12 , 12C2Ω }.
Con estas propiedades y aplicando el Teorema de Lax-Milgram aseguramos la exis-
tencia de una u´nica solucio´n del problema variacional formulado.
4.3. Discretizacio´n. Consideremos subespacios finito-dimensionales XΛ ⊂ X,
dimXΛ = |Λ| <∞, donde Λ es el conjunto de grados de libertad, el cual es supuesto
a ser finito para poder ser capaces de tratar el correspondiente problema nume´rico.
Luego, la versio´n discreta de (4.3) se enuncia:
Hallar uΛ ∈ XΛ tal que
(4.11) a(uΛ, vΛ) = 〈f, vΛ〉0;(0,1), vΛ ∈ XΛ.
Aunque este problema no es completamente accesible en una computadora, cuenta el
hecho de tener una base de XΛ para manipular, digamos
XΛ = genΘΛ, ΘΛ = {ϑλ : λ ∈ Λ},
y ΘΛ es una familia de elementos linealmente independientes de X. Entonces la solu-
cio´n de (4.11) puede ser escrita como
(4.12) uΛ =
∑
λ∈Λ
uλϑλ =: u
T
ΛΘΛ, uΛ := (uλ)λ∈Λ,
donde ahora el vector de coeficientes uΛ necesita ser determinado por
(4.13) a(uΛ, ϑµ) =
∑
λ∈Λ
uλa(ϑλ, ϑµ) = (f, ϑµ)0;(0,1), µ ∈ Λ
Esto puede ser formulado equivalentemente en la forma matriz-vector
(4.14) AΛuΛ = fΛ
donde AΛ := (a(ϑλ, ϑµ))λ,µ∈Λ es la matriz de rigidez y el vector fΛ := ((f, ϑµ)0;(0,1))µ∈Λ
es parte derecha de la igualdad.
Observar en (4.11), que el espacio test y el espacio muestral coinciden, es decir, ambos
son XΛ; esto es comu´n en el me´todo cla´sico de Galerkin.
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4.4. Estabilidad. Antes de tratar con la solucio´n nume´rica de (4.11), investi-
gamos sobre la estabilidad y propiedades de aproximacio´n del me´todo de Galerkin. A
continuacio´n observamos un estimado.
Proposicio´n 5. La solucio´n de (3.11) es estable independiente de la eleccio´n del
subespacio XΛ, es decir,
‖uΛ‖X ≤ 1
α
‖f‖X′ .
Demostracio´n: Elegir vΛ = uΛ en (3.3) y usar la elipticidad para obtener
α‖uΛ‖2X ≤ a(uΛ, uΛ) = 〈f, uΛ〉 ≤ ‖f‖X′‖uΛ‖X
lo que prueba la asercio´n.
4.5. Estimaciones de error. Ahora, sea u ∈ V la solucio´n de (4.3) y uΛ ∈ VΛ
la solucio´n de (4.11), es decir,
a(u, v) = 〈f, v〉 ∀v ∈ X,
a(uΛ, vΛ) = 〈f, vΛ〉 ∀vΛ ∈ XΛ.
Dado que XΛ ⊂ X, podemos tambie´n satisfacer la primera ecuacio´n para vΛ ∈ XΛ.
As´ı, restando miembro a miembro ambas ecuaciones obtenemos:
(4.15) a(u− uΛ, vΛ) = a(u, vΛ)− a(uΛ, vΛ) = 〈f, uΛ〉 − 〈f, uΛ〉 = 0.
Esta ecuacio´n es llamada Ortogonalidad de Galerkin.
A continuacio´n enunciamos, sin demostracio´n, el Lema de Ce´a, el cual muestra que el
orden de aproximacio´n de un me´todo de Galerkin depende de la potencia de aproxi-
macio´n de los espacios de prueba XΛ. As´ı, necesitamos construir apropiados espacios
XΛ de tal forma que se pueda alcanzar un orden o´ptimo de aproximacio´n con un
mı´nimo nu´mero de grados de libertad N.
Teorema 1. Sea a(., .) el´ıptica. Entonces, se cumple
(4.16) ‖u− uΛ‖X ≤ C
α
ı´nf
vΛ∈XΛ
‖u− vΛ‖X .
El te´rmino
(4.17) EΛ(u) := ı´nf
vΛ∈XΛ
‖u− vΛ‖X
es conocido como el error de la mejor aproximacio´n en XΛ.
A partir del Lema de Ce´a se derivan una serie de estimaciones del error de aproxima-
cio´n para el me´todo de Galerkin que no los usamos en el presente trabajo.
5. Resultados. En esta parte, utilizamos un Ana´lisis Multiresolucio´n (AMR)
para la discretizacio´n Galerkin de problemas con valor de frontera. En la literatura,
esto es algunas veces llamado Me´todo Wavelet-Galerkin.
5.1. Discretizacio´n multiescala y precondicionamiento. Es conocido hace
algu´n tiempo que las soluciones de muchos problemas de valor en la frontera exhiben
comportamientos que se detectan en escalas de longitud ligeramente diferentes. Se ha
demostrado que esquemas nume´ricos que usan esta informacio´n pueden ser altamente
eficientes [urban]. En consecuencia, nos interesamos en discretizaciones multiescala.
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Estas son usualmente realizadas considerando una familia completa de espacios mues-
trales y Test
X0 ⊂ X1 ⊂ . . . ⊂ Xj ⊂ Xj+1 ⊂ . . . ⊂ X.
El intercambio entre estos espacios para diferentes valores de j es la clave para la
eficiencia del me´todo resultante.
En me´todos cla´sicos tales como discretizaciones con diferencias finitas o elemento
finito, la jerarquia multiescala puede fa´cilmente ser formada mediante un para´metro de
taman˜o de malla hj → 0 para j →∞ (por ejemplo, hj = 2−j) y Xj como un espacio de
elemento finito correspondiente a una malla de taman˜o hj . Luego, me´todos conjugado
gradiente (cg) tipo precondicionado BPX o me´todos multigrid tienen un rendimiento
o´ptimo, lo que significa que el problema de Galerkin sobre Xj puede ser resuelto en
O(dimXj) operaciones; es decir, complejidad lineal. En este trabajo usamos un AMR
generado por un B-spline cardinal centralizado S = {Vj}j∈N0 para la discretizacio´n,
esto es,Xj := Vj . El esquema resultante es llamado Me´todo multiresolucio´n - Galerkin,
tambie´n abreviado como MGM o me´todo MG. Describimos el me´todo con un poco
de mas detalle. Suponemos que los espacios Test y muestral son dados en te´rminos de
bases, es decir,
Xj = Vj = gen{Φj}, Φj := {ϕj,k : k ∈ Ij}.
As´ı, la sucesio´n Ij representa conjuntos de grados de libertad, |Ij |, tal que |Ij | −→ ∞
para j −→∞, t´ıpicamente en una forma exponencial, es decir,
|Ij | ∼ 2j .
Por lo tanto, el nu´mero de operaciones para la multiplicacio´n matriz-vector con
Aj = AVj crece (exponencialmente) cuando crece j. Usando un esquema iterati-
vo, esto t´ıpicamente significa que la cantidad de trabajo por paso es O(|Ij |). En orden
de tener un mejor esquema nume´rico posible en mano, es deseable que el nu´mero de
iteraciones del esquema sea acotado independiente de j, tal que aumente el mismo
nu´mero de iteraciones para reducir el error mediante un factor dado independiente
de cuan fina sea la discretizacio´n. Teniendo el estimado del error, por ejemplo para
el me´todo CG, esto significa que el nu´mero condicio´n deber´ıa tambie´n ser acotado
independiente de j, esto es, cond2(Aj) = O(1), j →∞.
Para una base de funciones escalas, esto no es alcanzable. Se necesitara´ un precondi-
cionador Dj a Aj tal que
Dj sea sime´trico y definido positivo;
la aplicacio´n de D
−1/2
j a un vector dado vj puede ser realizado en O(|Ij |)
operaciones;
cond2(D
−1/2
j AjD
−1/2
j ) = O(1) para j →∞.
5.2. Una aplicacio´n Galerkin - Wavelets B-splines. En esta parte presen-
tamos los resultados de experimentacio´n nume´rica realizada. Hemos aplicado una dis-
cretizacio´n multiescala multiresolucio´n a casos especiales; utilizamos funciones escala
y bases wavelets B-splines cardinales centralizaods para realizar las correspondientes
discretizaciones. Si bien la teor´ıa desarrollada nos garantiza u´nicas soluciones para el
problema de Dirichlet homoge´neo cuando c es una constante positiva, consideramos
el caso cuando c es una funcio´n constante por tramos con soporte, el intervalo [0, 1].
Esta experimetacio´n nume´rica nos permite verificar algunos de los resultados obteni-
dos y discutidos en las secciones anteriores. El problema que se eligio´ para realizar la
experimentacio´n nume´rica es el siguiente:
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(5.1)
{ −u”(x) + c(x)u(x) = f(x), x ∈ Ω = (0, 1)
u(0) = u(1) = 0
donde:
c(x) =
 1, si x ∈ [0; 0,5)−R, si x ∈ [0,5; 1)
0 en caso contrario
y adema´s
f(x) =
 −4x
2 + 4x− 8, si x ∈ [0; 0,5)
4Rx2 − 4Rx− 8, si x ∈ [0,5; 1)
0 en caso contrario
Se tiene entonces un Problema de Dirichlet donde el coeficiente c(x) y la funcio´n
f(x) son funciones discontinuas. Se trata de hacer variar el para´metro R y ver como
es el comportamiento de la solucio´n. Como es de nuestro intere´s, las bases wavelets
elegidas para aproximar la solucio´n son las wavelets B-splines cardinales centralizadas
de orden 2 y 4, respectivamente. Se utilizo´ el me´todo de Galerkin para discretizar el
problema y se determino´ si los sistemas resultantes son bien condicionados o no, a
trave´s de los nu´meros condicio´n de la matrices de coeficientes. Mostramos resultados
para los sistemas sin precondicionamiento y con precondicionamiento. El me´todo que
se utilizo´ para resolver los sistemas de ecuaciones lineales generados fue el de Con-
jugado Gradiente y Conjugado Gradiente Precondicionado, dadas las caracter´ısticas
de los sistemas a resolver; es decir, sistemas con matrices de coeficientes sime´tricas y
definidas positivas.
A continuacio´n presentamos un listado de los resultados obtenidos (ver Cuadro 5.1,
Cuadro 5.2 y Cuadro 5.3); solo presentamos para los casos de R = 10 y R = 500,
los cuales son casos extremos. Dado que se cuenta con la solucio´n expl´ıcita ha sido
posible obtener informacio´n que permite comparar el comportamiento de la solucio´n
aproximada obtenida con la exacta y los errores correspondientes.
Nivel j Error res. Error l2 Nro. iter
4 6.48982e-14 9.72701e-02 15
6 6.55582e-13 2.55338e-02 63
8 9.74582e-11 6.46227e-03 255
10 2.83888e-09 1.61521e-03 1023
Cuadro 5.1
Errores de aproximacio´n residual y l2 usando B-splines de orden 2, R=10, sin precondiciona-
miento
6. Conclusiones. De lo investigado, podemos establecer las siguientes conclu-
siones:
El me´todo de Galerkin involucra la eleccio´n de una base del espacio que con-
tiene la solucio´n, la formulacio´n del Problema Variacional, la determinacio´n
de la existencia de una solucio´n del problema y la formulacio´n del Problema
Discreto.
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Nivel j Error res. Error l2 Nro. iter
4 5.80149e-11 7.57413e-01 17
6 4.60217e-10 3.51286e+00 68
8 1.50453e-09 3.28961e-01 262
10 7.99947e-09 7.65207e-02 1048
Cuadro 5.2
Errores de aproximacio´n residual y l2 usando B-splines de orden 2, R=500, sin precondiciona-
miento
Nivel j Error res. Error l2 Nro. iter
4 5.5351e-14 7.57413e-01 1
6 4.52399e-10 3.51286e+00 65
8 1.38431e-09 3.28961e-01 109
10 3.11206e-09 7.65207e-02 131
Cuadro 5.3
Errores de aproximacio´n residual y l2 usando B-splines de orden 2, R=500, con precondicio-
namiento
Un B-spline cardinal genera un Ana´lisis Multiresolucio´n.
Es posible construir una base con B-splines cardinales de L2(I) adaptando la
base con B-splines cardinales de L2(R).
Aplicando el me´todo de Galerkin al problema (4.1), se determino´ que el Pro-
blema Variacional obtenido tiene u´nica solucio´n y es estable.
El orden de aproximacio´n correspondiente a un me´todo de Galerkin depende
de la potencia de aproximacio´n de los espacios Test; en nuestro caso, los
espacios wavelets.
Usando bases wavelet con B-splines cardinales centralizados de orden 2, y
por la experimentacio´n nume´rica realizada, se determino´ que las aproxima-
ciones tienen bajo error y tienden a decrecer cuando se incrementa el nivel
de resolucio´n j; es decir, cuando se trabaja en espacios de mayor resolucio´n.
Dado que la matriz de coeficientes del sistema, correspondiente al problema
discreto, es mal condicionada, los resultados con alto orden de exactitud se
obtienen con un nivel j relativamente alto; sin embargo, cuando se usa pre-
condicionamiento, el error decrece exponencialmente, logrando altos niveles
de exactitud con un nivel de resolucio´n bajo.
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