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Abstract. In this paper will be considered standard forms of generalized inverses for matrices in the shape 
of block representations {1, 2, 3, 4, 5, 5k}-inverse. Especially will be considered Moore-Penrose inverse and the 
group inverse. Results from Rhode’s technique are used and methods for calculating some inverse are shown 
on examples.  
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1. Introduction 
The concept of generalized inverse for matrices was considered by E.H. Moore (1920.) and R. 
Penrose (1955.)  [1], [2] and [3]. The generalized form of {1, 2, 3, 4, 5, 5k}-inverse as well as some 
combination (the Moore-Penrose inverse, the group inverse, the Drazin inverse) play major role in 
solving problems in various areas of sciences, such as fuzzy mathematics, linear regression,... The 
combinations {1,3} and {1,4} of generalized inverses and also Moore-Penrose inverse have minimax 
properties and it can be applied in solving linear systems. Also, combination {1,2,3} of generalized 
inverses can be used for finding least squared solution of linear system. The group inverse has many 
applications in singular differential equations; Markov chains iterate methods and so on. The 
generalized inverses have application in linear statistical modeling, especially in solving singularity of 
covariance matrix. Application of {2}-inverse is using in Newton methods for solving systems of 
nonlinear equations. The Drazin inverse is using for solving singular linear difference equations. The 
overview of applications can be found in textbooks [2] and [3]. Presentations of various forms of 
generalized inverse are given according to method of C.A. Rhode [4]. This method is also presented 
in [5] and [6]. The Rhode’s method is applied in many fields. It can be used for finding solution of 
matrix equation ܣܺܤ ൌ ܥ where solution is described in the terms of the Rhode’s general form of the 
{1}-inverse [6], [7], [8],  [9], [10]; see also [11]. This method is also applicable for solving matrix 
equation ܣܺܤ ൌ ܥ	using Penrose’s general solution  [12]. The aim of this paper is to describe 
generalized form of {1, 2, 3, 4, 5, 5k}-inverse using Rhode’s method. Consequently, we obtain forms 
of the Moore-Penrose inverse, the group inverse and the Drazin inverse. Using block representations 
of generalized inverse of matrix, we got detailed structure of generalized inverses. In this way, we can 
approach parts of generalized inverse and modify it to do better, which will our future plan.  All 
relevant theorems and methods for pseudoinverses in this paper are presented by appropriate 
examples. 
 
2. Block representations 
For the matrix ܣ ∈ ࡯௠ൈ௡	system of four Penrose’s equations is consider: 
ܣܺܣ ൌ ܣ                                                                        (1) 
ܺܣܺ ൌ ܺ                                                                        (2) 
ሺܣܺሻ∗ ൌ ܣܺ                                                                     (3) 
ሺܺܣሻ∗ ൌ ܺܣ                                                                     (4) 
where matrix ܺ ∈ ࡯௡ൈ௠ is unknown. For square matrix, we add matrix equations: 
ܣܺ ൌ ܺܣ                                                                     (5) 
ܣ௞ܺܣ ൌ ܣ௞                                                                     (6)    
where ݅݊݀ሺܣሻ ൌ ݇ is index of the matrix A. 
Definition 1. The index k of matrix A is smallest non-negative number such that the equality 
rܽ݊݇൫ܣ௞൯ ൌ 	ݎܽ݊݇	ሺܣ௞ାଵሻ is true. 
Solutions of matrix equations (1), (2), (3), (4), (5) and (6) we defined as {1}, {2}, {3}, {4}, {5} 
and {5k} generalized inverse of the matrix A.  
Let ࡯௥௠ൈ௡	be a set of all matrices over set of complex numbers of order ݉ ൈ ݊ with a rank r. For 
the matrix ܣ ∈ ࡯௥௠ൈ௡	  we can make expanded matrix ൤ܣ ܫ௠ܫ௡ 0 ൨  which can be transformed, by  
elementary transformations on the columns and rows, in equivalent matrix: 
൤ܣ ܫ௠ܫ௡ 0 ൨~…~ ቂ
ܧ௥ ܳܲ 0ቃ                                                             (7) 
where ܧ௥ ∈ ࡯௥௠ൈ௡ is matrix with r ones on first r places of the main diagonal and zeros on the all 
other places. The matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡  are regular and the following equality is true:  
	ܳܣܲ ൌ ܧ௥ ൌ ቂܫ௥ 00 0ቃ .                                                               (8) 
Definition 2. The generalized inverses of the matrix ܣ ∈ ࡯௥௠ൈ௡	 , which satisfy some of matrix 
equations (1) 	െ  (4), and also (5)െ (6) in the case of square matrix, can be defined as block 
representations: 
ܺ ൌ ܲ ∙ ൤ܺ଴ ଵܺܺଶ ܺଷ൨ ∙ ܳ                                                                 (9) 
where ܺ଴ ∈ ࡯௥ൈ௥,	 ଵܺ ∈ ࡯௥ൈሺ௠ି௥ሻ,	ܺଶ ∈ ࡯ሺ௡ି௥ሻൈ௥, ܺଷ ∈ ࡯ሺ௡ି௥ሻൈሺ௠ି௥ሻ are appropriate submatrices.  
        In the next section are presented some essential theorems for block representations. Concretely, 
specifying theorems we describe block representations of {1, 2, 3, 4, 5, 5k} inverses. Likewise, using 
corollaries we describe combinations of these inverses, which are unique. The details of proofs of 
these theorems are shown in [2], [3], [4], [5] and [6]. 
 
Theorem 1. (Generalized {1} – inverse) For the matrix ܣ ∈ ࡯௥௠ൈ௡ ,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8). The matrix X of the shape (9) 
satisfies matrix equation (1) if and only if: 
ܺ ൌ ܲ ∙ ൤ ܫ௥ ଵܺܺଶ ܺଷ൨ ∙ ܳ                                                            (10) 
where ଵܺ ∈ ࡯௥ൈሺ௠ି௥ሻ, ܺଶ ∈ ࡯ሺ௡ି௥ሻൈ௥, and ܺଷ ∈ ࡯ሺ௡ି௥ሻൈሺ௠ି௥ሻ are arbitrary submatrices. 
In the case when m=r, then the matrix A is matrix of full rank by rows, hence submatrices ଵܺ and ܺଷ 
dissapear by dimension. Therefore, the matrix X from (10) has the shape 
ܺ ൌ ܲ ∙ ൤ ܫ௥ܺଶ൨ ∙ ܳ                                                                   (11) 
In the case when n=r, then the matrix A is matrix of full rank by columns, hence submatrices ܺଶ and 
ܺଷ	dissapear by dimension. Therefore, the matrix X from (10) has the shape 
ܺ ൌ ܲ ∙ ሾܫ௥ ଵܺሿ ∙ ܳ                                                             (12) 
 
Theorem 2. (Generalized {2} – inverse) For the matrix ܣ ∈ ࡯௥௠ൈ௡ ,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8). The matrix X of the shape (9) 
satisfies matrix equation (2) if and only if submatrices ܺ଴ ∈ ࡯௥ൈ௥ , ଵܺ ∈ ࡯௥ൈሺ௠ି௥ሻ , ܺଶ ∈
࡯ሺ௡ି௥ሻൈ௥	ܽ݊݀		ܺଷ ∈ ࡯ሺ௡ି௥ሻൈሺ௠ି௥ሻ		satisfy matrix equations: 
ܺ଴ଶ ൌ ܺ଴	, ܺ଴	 ଵܺ ൌ ଵܺ	, ܺଶ	ܺ଴ ൌ ܺଶ	, ܺଶ	 ଵܺ ൌ ܺଷ	.	                                       (13) 
 
Corollary 1. (Generalized {1, 2} – inverse) For the matrix ܣ ∈ ࡯௥௠ൈ௡,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8). The matrix X of the shape (9) 
satisfies matrix equations (1) and (2) if and only if: 
ܺ ൌ ܲ ∙ ൤ ܫ௥ ଵܺܺଶ ܺଶ ଵܺ൨ ∙ ܳ                                                        (14) 
where ଵܺ ∈ ࡯௥ൈሺ௠ି௥ሻ and ܺଶ ∈ ࡯ሺ௡ି௥ሻൈ௥ are arbitrary submatrices. 
 
In the case of m=r the matrix A is matrix of full rank by rows, hence submatrix ଵܺ dissapears by 
dimension. Therefore, the matrix X from (14) has the shape 
ܺ ൌ ܲ ∙ ൤ ܫ௥ܺଶ൨ ∙ ܳ                                                                (15) 
In the case of n=r the matrix  A is matrix of full rank by columns, hence submatrix ܺଶ dissapears by 
dimension. Therefore, the matrix X from (14) has the shape 
ܺ ൌ ܲ ∙ ሾܫ௥ ଵܺሿ ∙ ܳ                                                      (16) 
 
To detect {3} and {4} inverses of matrix A in the shape of block, it is necessary to make square 
block matrices: 
ܳ ∙ ܳ∗ ൌ ൤ ଵܵ ܵଶܵଷ ܵସ൨ 		and		ܲ
∗ ∙ ܲ ൌ ൤ ଵܶ ଶܶ
ଷܶ ସܶ
൨                                             (17) 
with appropriate submatrices ଵܵ ∈ ࡯௥ൈ௥, ܵଶ ∈ ࡯௥ൈሺ௠ି௥ሻ, 	ܵଷ ∈ ࡯ሺ௠ି௥ሻൈ௥, 	ܵସ ∈ ࡯ሺ௠ି௥ሻൈሺ௠ି௥ሻ and ଵܶ ∈
࡯௥ൈ௥ , ଶܶ ∈ ࡯௥ൈሺ௡ି௥ሻ, ଷܶ ∈ ࡯ሺ௡ି௥ሻൈ௥, ସܶ ∈ ࡯ሺ௡ି௥ሻൈሺ௡ି௥ሻ.	  Matrices ܳ ∙ ܳ∗ ∈ ࡯௠ൈ௠  and ܲ∗ ∙ ܲ ∈ ࡯௡ൈ௡ 
are Hermitian.  According to [4] hold: 
ଵܵ∗ ൌ ଵܵ, ܵଶ∗ ൌ ܵଷ, 	ܵସ∗ ൌ ܵସ, ଵܶ∗ ൌ ଵܶ, ଶܶ∗ ൌ ଷܶ, 	 ସܶ∗ ൌ ସܶ                          (18) 
and also square matrices ܵସ and ସܶ	are invertible. 
Definition 3. The matrix matrix ܣ ∈ ࡯௠ൈ௠ is Hermitian if  ܣ ൌ ܣ∗. 
 
Theorem 3. (Generalized {3} – inverse) For the matrix ܣ ∈ ࡯௥௠ൈ௡ ,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8) and let square matrix ܳ ∙ ܳ∗ be 
in the shape (17). The matrix X of the shape (9) satisfies matrix equation (3) if and only if 
submatrices	ܺ଴ ∈ ࡯௥ൈ௥, and ଵܺ ∈ ࡯௥ൈሺ௠ି௥ሻ satisfy: 
ሺ ଵܵ െ ܵଶܵସି ଵܵଶ∗ሻܺ଴∗ ൌ ܺ଴ሺ ଵܵ െ ܵଶܵସି ଵܵଶ∗ሻ   and  ଵܺ ൌ െܺ଴ܵଶܵସି ଵ                        (19) 
where ܺଶ ∈ ࡯ሺ௡ି௥ሻൈ௥	ܽ݊݀		ܺଷ ∈ ࡯ሺ௡ି௥ሻൈሺ௠ି௥ሻ	are arbitrary submatrices .  
 
Corollary 2. (Generalized {1, 3} – inverse)  For the matrix ܣ ∈ ࡯௥௠ൈ௡,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8) and let square matrix ܳ ∙ ܳ∗ be 
in the shape (17). Matrix X of the shape (9) satisfies matrix equations (1) and (3) if and only if: 
ܺ ൌ ܲ ∙ ൤ ܫ௥ െܵଶܵସି ଵܺଶ ܺଷ ൨ ∙ ܳ	                                                  (20)  
where ܺଶ ∈ ࡯ሺ௡ି௥ሻൈ௥	ܽ݊݀		ܺଷ ∈ ࡯ሺ௡ି௥ሻൈሺ௠ି௥ሻ are arbitrary submatrices.  
 
In the case of m=r the matrix A is matrix of full rank by rows, hence submatrices ܵଶ, ܵସ and ܺଷ 
dissapear by dimension. Therefore, the matrix X from (20) has the shape 
ܺ ൌ ܲ ∙ ൤ ܫ௥ܺଶ൨ ∙ ܳ                                                              (21) 
In the case of n=r, then the matrix  A is matrix of full rank by columns, hence submatrices ܺଶ and ܺଷ	 
	dissapear by dimension. Therefore, the matrix X from (20) has the shape 
ܺ ൌ ܲ ∙ ሾܫ௥ െܵଶܵସି ଵሿ ∙ ܳ                                                    (22) 
 
Corollary 3. (Generalized {1, 2, 3} – inverse) For the matrix ܣ ∈ ࡯௥௠ൈ௡,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8) and let square matrix ܳ ∙ ܳ∗ be 
in the shape (17). The matrix X of the shape (9) satisfies matrix equations (1), (2) and (3) if and only 
if: 
ܺ ൌ ܲ ∙ ቈ ܫ௥ െܵଶܵସି
ଵ
ܺଶ ܺଶ ∙ ሺെܵଶܵସି ଵሻ቉ ∙ ܳ                                            (23) 
where ܺଶ ∈ ࡯ሺ௡ି௥ሻൈ௥ is arbitrary submatrix. 
 
In the case of m=r the matrix A is matrix of full rank by rows, hence submatrices ܵଶ and ܵସ dissapear 
by dimension. Therefore, the matrix X from (23) has the shape 
ܺ ൌ ܲ ∙ ൤ ܫ௥ܺଶ൨ ∙ ܳ                                                                   (24) 
In the case of n=r the matrix A is matrix of full rank by columns, hence submatrix ܺଶ dissapears by 
dimension. Therefore, the matrix X from (23) has the shape 
ܺ ൌ ܲ ∙ ሾܫ௥ െܵଶܵସି ଵሿ ∙ ܳ                                                       (25) 
 
Theorem 4. (Generalized {4} – inverse) For the matrix ܣ ∈ ࡯௥௠ൈ௡ ,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8) and let square matrix ܲ∗ ∙ ܲ be 
in the shape (17). Matrix X of the shape (9) satisfies matrix equation (4) if and only if submatrices 
ܺ଴ ∈ ࡯௥ൈ௥ and ܺଶ ∈ ࡯ሺ௡ି௥ሻൈ௥  satisfy: 
 ܺ଴∗ሺ ଵܶ െ ଶܶ ସܶି ଵ ଶܶ∗ሻ ൌ ሺ ଵܶ െ ଶܶ ସܶି ଵ ଶܶ∗ሻܺ଴  and   ܺଶ ൌ െ ସܶି ଵ ଷܶܺ଴                           (26) 
where ܺ଴ ∈ ࡯௥ൈ௥ and  ܺଶ ∈ ࡯ሺ௡ି௥ሻൈ௥ are arbitrary submatrices. 
 
Corollary 4. (Generalized {1, 4} – inverse)  For the matrix ܣ ∈ ࡯௥௠ൈ௡,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8)  and let square matrix ܲ∗ ∙ ܲ be 
in the shape (17). The matrix X of the shape (9) satisfies matrix equations (1) and (4) if and only if: 
ܺ ൌ ܲ ∙ ൤ ܫ௥ ଵܺെ ସܶି ଵ ଷܶ ܺଷ൨ ∙ ܳ                                                (27) 
where  ଵܺ ∈ ࡯௥ൈሺ௠ି௥ሻ	ܽ݊݀		ܺଷ ∈ ࡯ሺ௡ି௥ሻൈሺ௠ି௥ሻ are arbitrary submatrices. 
 
In the case of m=r the matrix A is matrix of full rank by rows, hence submatrices ଵܺ and ܺଷ	dissapear 
by dimension. Therefore, the matrix X from (27) has the shape 
ܺ ൌ ܲ ∙ ൤ ܫ௥െ ସܶି ଵ ଷܶ൨ ∙ ܳ                                                        (28) 
In the case of n=r the matrix A is matrix of full rank by columns, hence submatrices ଷܶ, ସܶ and ܺଷ 
dissapear by dimension. Therefore, the matrix X from (27) has the shape 
ܺ ൌ ܲ ∙ ሾܫ௥ ଵܺሿ ∙ ܳ                                                         (29) 
 
Corollary 5. (Generalized {1, 2, 4} – inverse)  For the matrix ܣ ∈ ࡯௥௠ൈ௡,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	 let there 
be given regular ܳ ∈ ࡯௠ൈ௠ and ܲ ∈ ࡯௡ൈ௡ such as to satisfy (8) and let square matrix ܲ∗ ∙ ܲ be in 
the shape (17). The matrix X of the shape (9) satisfies matrix equations (1), (2) and (4) if and only if: 
ܺ ൌ ܲ ∙ ൤ ܫ௥ ଵܺെ ସܶି ଵ ଷܶ ሺെ ସܶି ଵ ଷܶሻ ∙ ଵܺ൨ ∙ ܳ                                     (30) 
where  ଵܺ ∈ ࡯௥ൈሺ௠ି௥ሻ is arbitrary submatrix. 
 
In the case of m=r the matrix A is matrix of full rank by rows, hence submatrix ଵܺ dissapears by 
dimension. Therefore, the matrix X from (30) has the shape 
ܺ ൌ ܲ ∙ ൤ ܫ௥െ ସܶି ଵ ଷܶ൨ ∙ ܳ                                                      (31) 
In the case of n=r the matrix A is matrix of full rank by columns, hence submatrices ଷܶ	and	 ସܶ 
dissapear by dimension. Therefore, the matrix X from (30) has the shape 
ܺ ൌ ܲ ∙ ሾܫ௥ ଵܺሿ ∙ ܳ                                                        (32) 
 
Corollary 6. (Generalized {1, 3, 4} – inverse) For the matrix ܣ ∈ ࡯௥௠ൈ௡,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be 
given regular matrices ܳ ∈ ࡯௠ൈ௠  and ܲ ∈ ࡯௡ൈ௡  such that satisfy (8) and let square matrices ܳ ∙
ܳ∗	ܽ݊݀ ܲ∗ ∙ ܲ have the shape (17). The matrix X of the shape (9) satisfies matrix equations (1), (3) 
and (4) if and only if: 
ܺ ൌ ܲ ∙ ቈ ܫ௥ െܵଶܵସି
ଵ
െ ସܶି ଵ ଷܶ ܺଷ ቉ ∙ ܳ                                            (33) 
where  ܺଷ ∈ ࡯ሺ௡ି௥ሻൈሺ௠ି௥ሻ is arbitrary submatrix. 
 
In the case of m=r the matrix A is matrix of full rank by rows, hence submatrices ܵଶ, ܵସ	 and ܺଷ	 
dissapear by dimension. Therefore, the matrix X from (33) has the shape 
ܺ ൌ ܲ ∙ ൤ ܫ௥െ ସܶି ଵ ଷܶ൨ ∙ ܳ                                                        (34) 
In the case when n=r, then the matrix A is matrix of full rank by columns, hence submatrices ଷܶ, ସܶ 
and ܺଷ	 dissapear by dimension. Therefore, the matrix X from (33) has the shape 
ܺ ൌ ܲ ∙ ሾܫ௥ െܵଶܵସି ଵሿ ∙ ܳ                                                  (35) 
 
For the matrix ܣ ∈ ࡯௥௠ൈ௡ system of matrix equations (1), (2), (3) and (4) has unique solution that 
is denoted by ܣற and known as Moore-Penrose inverse of matrix. From above theorems we presente 
the block representation of  Moore-Penrose inverse:  
 
 
Theorem 5. (Moore-Penrose inverse) For the matrix ܣ ∈ ࡯௥௠ൈ௡,	ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	let there be given 
regular matrices ܳ ∈ ࡯௠ൈ௠	and ܲ ∈ ࡯௡ൈ௡ such that satisfy (8) and let square matrices ܳ ∙ ܳ∗	ܽ݊݀ 
ܲ∗ ∙ ܲ have the shape (17). Unique solution of matrix equations (1), (2), (3) and (4) is given with 
ܣற ൌ ܲ ∙ ቈ ܫ௥ െܵଶܵସି
ଵ
െ ସܶି ଵ ଷܶ ସܶି ଵ ଷܶܵଶܵସି ଵ቉ ∙ ܳ                                                (36) 
 
In the case of m=r the matrix A is matrix of full rank by rows, hence submatrices ܵଶ and ܵସ	 dissapear 
by dimension. Therefore, the matrix ܣற from (36) has the shape 
ܣற ൌ ܲ ∙ ൤ ܫ௥െ ସܶି ଵ ଷܶ൨ ∙ ܳ                                                        (37) 
In the case of n=r the matrix A is matrix of full rank by columns, hence submatrices ଷܶ	and	 ସܶ 
dissapear by dimension. Therefore, the matrix ܣற from (36) has the shape 
ܣற ൌ ܲ ∙ ሾܫ௥ െܵଶܵସି ଵሿ ∙ ܳ                                                  (38) 
In the case that the matrix A is regular and square, m=n=r, the Moore-Penrose inverse ܣற of the 
matrix ܣ is equal with  ܣିଵ. In that case, the matrix ܣற	from (36) has the shape 
   ܣற ൌ ܣିଵ ൌ ܲ ∙ ܳ                                                          (39) 
In next example, determination of the Moore-penrose inverse of matrix in a shape of block is 
presented. 
Example 1. For the  matrix  ܣ ൌ ൥
1 2 3
4 5 6
7 8 9
൩ calculate the Moore-Penrose inverse .  
Solution. Using elementary transformations by columns and rows of expanded matrix ൤ܣ ܫଷܫଷ 0൨ we can 
determine regular matrices P and Q: 
ܲ ൌ ൥
1 0 1
0 1 ‐ 2
0 0 1
൩  and  ܳ ൌ ൦
‐ ହଷ
ଶ
ଷ 0
ସ
ଷ ‐
ଵ
ଷ 01 ‐ 2 1
൪ 
such that ܳܣܲ ൌ ܧଶ. By making product of matrices  
ܳ ∙ ܳ∗ ൌ ൦
ଶଽ
ଽ ‐
ଶଶ
ଽ ‐ 3
‐ ଶଶଽ
ଵ଻
ଽ 2‐ 3 2 6
൪		 and  ܲ∗ ∙ ܲ ൌ ൥
1 0 1
0 1 ‐ 2
1 ‐ 2 6
൩ 
we obtain submatrices ܵଶ ൌ ቂ‐ 32 ቃ , ܵସ ൌ ሾ6ሿ , ଷܶ ൌ ሾ1 ‐ 2ሿ , ସܶ ൌ ሾ6ሿ  based on which we can 
determine submatrices െܵଶܵସି ଵ ൌ ቎
ଵ
ଶ
‐ ଵଷ
቏, െ ସܶି ଵ ଷܶ ൌ ቂ‐ ଵ଺
ଵ
ଷቃ, ሺ ସܶି ଵ ଷܶሻሺܵଶܵସି ଵሻ ൌ ቂ‐
଻
ଷ଺ቃ. Therefore, the 
Moore-Penrose inverse of matrix A, according to theorem 5, is given by 
 
 
ܣற ൌ ܲ ∙
ۏ
ێ
ێ
ێ
ێ
ۍ 1 0 12
0 1 ‐ 13
‐ 16
1
3 ‐
7
36ے
ۑ
ۑ
ۑ
ۑ
ې
∙ ܳ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ‐ 2336 ‐
1
6
11
36
‐ 118 0
1
18
19
36
1
6 ‐
7
36ے
ۑ
ۑ
ۑ
ۑ
ې
 
                                                                                                                                                                ᇞ 
 
 
 
Block representations of generalized inverses of squared matrices  
 
In this part of paper shall be considered block representations of generalized inverses of the 
square matrix ܣ ∈ ࡯௥௡ൈ௡. Let the matrix A be square matrix with index ݅݊݀ሺܣሻ ൌ ݇, and let given 
minimal polynomial be ߤሺݔሻ. Then: 
ߤሺݔሻ ൌ ݔ௠ ൅ ܿ௠ିଵݔ௠ିଵ ൅ ⋯൅ ܿ௞ݔ௞,			ܿ௞ ് 0.                                            (40) 
Using to minimal polynomial we can form q–polynomial: 
ݍሺݔሻ ൌ െ ଵ௖ೖ ∙(ݔ
௠ି௞ିଵ ൅ ܿ௠ିଵݔ௠ି௞ିଶ ൅ ⋯൅ ܿ௞ାଵሻ.                                         (41) 
Relation between minimal polynomial (40) and q – polynomial (41) can be defined by: 
ߤሺݔሻ ൌ ܿ௞ݔ௞ሺ1 െ ݔݍሺݔሻሻ                                                               (42) 
 
Definition 4. Let is matrix ܣ ∈ ࡯௥௡ൈ௡ with index ݅݊݀ሺܣሻ ൑ 1. Then system of matrix equations (1), 
(2) and (5) has unique solution denoted by ܣ# and known as the group inverse. 
If the matrix A has ݅݊݀ሺܣሻ ൌ 0, then it is regular and hold ܣ# ൌ ܣିଵ.  
 
Theorem 6. (Group inverse)  For the square matrix ܣ ∈ ࡯௥௡ൈ௡ with index ݅݊݀ሺܣሻ ൌ 1 and adequate 
q–polynomial ݍሺݔሻ, the matrix q(A) represents one {1}-inverse of matrix A. Unique solution of system 
of matrix equations (1), (2) and (5) given by  q–polynomial is 
ܣ# ൌ ܣሺݍሺܣሻሻଶ .                                                                (43) 
 
Next theorem is shown and proved in [13]. According to block representation of the group inverse of 
square matrix can be obtained without determining q–polynomial. 
 
Theorem 7. (Group inverse) For square matrix ܣ ∈ ࡯௥௡ൈ௡ , ݎ ൏ ݉݅݊ሼ݉, ݊ሽ,	 with index ݅݊݀ሺܣሻ ൌ
1		let there be given regular matrices ܳ, ܲ ∈ ࡯௡ൈ௡ such that satisfy (8). Let block decomposition 
ܳ ∙ ܲ ൌ ൤ ଵܸ ଶܸ
ଷܸ ସܸ
൨                                                                      (44) 
is true under assumptation that the submatrix ସܸ ∈ ࡯ሺ௡ି௥ሻൈሺ௡ି௥ሻ is regular. Unique solution of system 
of matrix equations (1), (2) and  (5) is given by block representation  
ܣ# ൌ ܲ ∙ ቈ ܫ௥ െ ଶܸ ସܸି
ଵ
െ ସܸି ଵ ଷܸ ସܸି ଵ ଷܸ ଶܸ ସܸି ଵ቉ ∙ ܳ                                          (45) 
 
The theorems 6 and 7 are illustrated by next example. 
 
Example 2. For the matrix  ܣ ൌ ൥
1 2 3
4 5 6
7 8 9
൩  calculate the group inverse. 
Solution. Minimal polynomial and q–polynomial of the matrix A are ߤሺݔሻ ൌ ݔଷ െ 15ݔଶ െ 18ݔ and 
ݍሺݔሻ ൌ ௫ଵ଼ െ
ହ
଺ respecivly. The index of matrix A is ݅݊݀ሺܣሻ ൌ 1.	The group inverse of the matrix A, 
according to theorem 6, is  
 
ܣ# ൌ ܣሺݍሺܣሻሻଶ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ‐ 2336 ‐
1
6
11
36
‐ 118 0
1
18
19
36
1
6 ‐
7
36ے
ۑ
ۑ
ۑ
ۑ
ې
 
 
Above result can be reached using theorem 7. By use of the elementary transformation on columns 
and rows of expanded matrix ൤ܣ ܫଷܫଷ 0൨ we can determine regular matrices P and Q:  
ܲ ൌ ൥
1 0 1
0 1 ‐ 2
0 0 1
൩ ,   ܳ ൌ ൦
‐ ହଷ
ଶ
ଷ 0
ସ
ଷ ‐
ଵ
ଷ 01 ‐ 2 1
൪  
such that ܳܣܲ ൌ ܧଶ.	From product of matrices 
 
ܳ ∙ ܲ ൌ
ۏ
ێێ
ێ
ۍ‐ 53
2
3 ‐ 34
3 ‐
1
3 21 ‐ 2 6 ے
ۑۑ
ۑ
ې
 
 
 
we can determine submatrices: ଵܸ ൌ ቎
‐ ହଷ
ଶ
ଷ
ସ
ଷ ‐
ଵ
ଷ
቏,	 ଶܸ ൌ ቂ‐ 32 ቃ, 	 ଷܸ ൌ ሾ1 ‐ 2ሿ, 	 ସܸ ൌ ሾ6ሿ. Next, according 
to | ସܸ| ൌ 6 ് 0, we get 
ܣ# ൌ ܲ ∙ ቈ ܫ௥ െ ଶܸ ସܸି
ଵ
െ ସܸି ଵ ଷܸ ସܸି ଵ ଷܸ ଶܸ ସܸି ଵ቉ ∙ ܳ ൌ ܲ ∙
ۏێ
ێێ
ۍ 1 0 ଵଶ
0 1 ‐ ଵଷ
‐ ଵ଺
ଵ
ଷ ‐
଻
ଷ଺ے
ۑۑ
ۑې ∙ ܳ ൌ
ۏێ
ێێ
ۍ‐ ଶଷଷ଺ ‐
ଵ
଺
ଵଵ
ଷ଺
‐ ଵଵ଼ 0
ଵ
ଵ଼
ଵଽ
ଷ଺
ଵ
଺ ‐
଻
ଷ଺ے
ۑۑ
ۑې 
 
 
Given solutions according to theorem 6 and theorem 7 are the same. ᇞ 
 
Definition 5. The square matrix ܣ ∈ ࡯௥௡ൈ௡ with index ݅݊݀ሺܣሻ ൌ ݇, system of matrix equations (2), 
(5) and (6) has unique solution denoted by ܣ஽ and known as the Drazin inverse of matrix.  
 
Theorem 8. (Drazin inverse)  For the square matrix ܣ ∈ ࡯௥௡ൈ௡ with index ݅݊݀ሺܣሻ ൌ ݇ and adequate 
q–polynomial, unique solution of system of matrix equations (2), (5) and (6) is given with 
ܣ஽ ൌ ܣ௞ሺݍሺܣሻሻ௞ାଵ                                                     (46) 
 
If ݇ ൌ 	݅݊݀ሺܣሻ ൑ 1, then ܣ஽ = ܣ#.  
 
Theorem 9. [3] For the square matrix ܣ ∈ ࡯௥௡ൈ௡ holds  ܣܣ஽ܣ ൌ ܣ  if and only if 	݅݊݀ሺܣሻ ൑ 1. 
 
Definition 6. The square matrix ܣ ∈ ࡯௥௡ൈ௡ for which holds true that	ܣற ൌ ܣ஽ is called EP–matrix.  
According to theorem 8, for EP–matrices holds 	ܣற ൌ ܣ஽ ൌ ܣ#.	 At the end of this section, next 
theorem determines one characterisation of EP–matrices: 
 
Theorem 10. [13] Square matrix ܣ ∈ ࡯௥௡ൈ௡	is EP–matrix if and only if one of equivalent condition 
satisfied: 
1. ܰሺܣሻ ൌ ܰሺܣ∗ሻ. 
2. ܴሺܣሻ ൌ ܴሺܣ∗ሻ. 
3. ࡯௡ ൌ ܰሺܣሻ⊕ ܴሺܣሻ. 
4. There exist regular matrices ܲ ∈ ࡯௡ൈ௡	and  ܣ௥ ∈ ࡯௥ൈ௥ such that:  
ܣ ൌ ܲ ⋅ ቂܣ௥ 00 0ቃ ⋅ ܲ
ିଵ                                                (47) 
 
Corollary 6. Every square singular symmetrical matrix ܣ ∈ ࡯௥௡ൈ௡	is EP–matrix.  
 
Based on previous two theorems here we give one example of computing Moore-Penrose inverse of 
EP– matrix. 
 
Example 3. Calculate the Moore-Penrose inverse of matrix: 
ܣ ൌ
ۏێ
ێێ
ۍ1 1 1 0 01 2 0 1 1
1 0 2 ‐ 1 ‐ 1
0 1 ‐ 1 1 1
0 1 ‐ 1 1 1 ے
ۑۑ
ۑې 
Solution. Let us note that the matrix A is symmetrical and singular (|ܣ| ൌ 0ሻ. It is meaning that 
matrix A is one EP–matrix with index	݅݊݀ሺܣሻ ൌ 1. So, 	ܣற ൌ ܣ஽ ൌ ܣ#, and we can applied theorem 
7. By applying elementary transformations on columns and rows of expanded matrix ൤ܣ ܫହܫହ 0൨ we can 
obtain regular matrices P and Q:  
ܲ ൌ
ۏێ
ێێ
ۍ1 0 ‐ 2 1 10 1 1 ‐ 1 ‐ 1
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1 ے
ۑۑ
ۑې  and  ܳ ൌ
ۏێ
ێێ
ۍ 2 ‐ 1 0 0 0‐ 1 1 0 0 0
‐ 2 1 1 0 0
1 ‐ 1 0 1 0
1 ‐ 1 0 0 1ے
ۑۑ
ۑې 
such that ܳܣܲ ൌ ܧଶ.	 From the product of matrices 
ܳ ∙ ܲ ൌ
ۏێ
ێێ
ۍ 2 ‐ 1 ‐ 5 3 3‐ 1 1 3 ‐ 2 ‐ 2
‐ 2 1 6 ‐ 3 ‐ 3
1 ‐ 1 ‐ 3 3 2
1 ‐ 1 ‐ 3 2 3 ے
ۑۑ
ۑې 
we can determine the submatrices ଵܸ ൌ ቂ 2 ‐ 1‐ 1 1 ቃ , ଶܸ ൌ ቂ
‐ 5 3 3
3 ‐ 2 ‐ 2ቃ , ଷܸ ൌ ൥
‐ 2 1
1 ‐ 1
1 ‐ 1
൩	  and 
	 ସܸ ൌ ൥
6 ‐ 3 ‐ 3
‐ 3 3 2
‐ 3 2 3
൩. Then, according to  | ସܸ| ൌ 12 ് 0, we get 
ܣற ൌ ܣ# ൌ ܲ ∙ ቈ ܫ௥ െ ଶܸ ସܸି
ଵ
െ ସܸି ଵ ଷܸ ସܸି ଵ ଷܸ ଶܸ ସܸି ଵ቉ ∙ ܳ  ൌ ܲ ∙
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ1 0 ଻ଵଶ ‐
ଵ
ସ ‐
ଵ
ସ
0 1 ଵସ ‐
ଵ
ସ
ଵ
ସ
ଵ
ଷ
ଵ
ଵଶ
ଶହ
ଵସସ ‐
ଵ
ଵ଺ ‐
ଵ
ଵ଺
0 ଵସ ‐
ଵ
ଵ଺
ଵ
ଵ଺
ଵ
ଵ଺
0 ଵସ ‐
ଵ
ଵ଺
ଵ
ଵ଺
ଵ
ଵ଺ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
∙ ܳ, 
and 
ܣற ൌ
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ۍଵଽ
ଵ
ଽ
ଵ
ଽ 0 0
ଵ
ଽ
ଶହ
ଵସସ
଻
ଵସସ
ଵ
ଵ଺
ଵ
ଵ଺
ଵ
ଽ
଻
ଵସସ
ଶହ
ଵସସ ‐
ଵ
ଵ଺ ‐
ଵ
ଵ଺
0 ଵଵ଺ ‐
ଵ
ଵ଺
ଵ
ଵ଺
ଵ
ଵ଺
0 ଵଵ଺ ‐
ଵ
ଵ଺
ଵ
ଵ଺
ଵ
ଵ଺ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
         
                             
ᇞ 
3. Conclusion 
 
In this paper were presented theorems for obtaining Moore-Penrose inverse of matrices based on 
block representations. In addition, one part of this paper was dedicate to EP matrices. Clases {1,3} 
and {1,4} of generalized inverses and Moore-Penrose inverse have some minimax properties which 
can be applied on linear systems. Described procedure for detecting block representations of 
generalized inverses of matrices can be used in image reconstruction [14]. In the future, this will be 
subject of the further research. 
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