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A SEEGER-SOGGE-STEIN THEOREM FOR BILINEAR FOURIER
INTEGRAL OPERATORS
SALVADOR RODRI´GUEZ-LO´PEZ, DAVID RULE, AND WOLFGANG STAUBACH
Abstract. We establish the regularity of bilinear Fourier integral operators with bilin-
ear amplitudes in Sm1,0(n, 2) and non-degenerate phase functions, from L
p × Lq → Lr
under the assumptions that m 6 −(n − 1)(| 1
p
− 1
2
| + | 1
q
− 1
2
|) and 1
p
+ 1
q
= 1
r
. This
is a bilinear version of the classical theorem of Seeger-Sogge-Stein concerning the Lp
boundedness of linear Fourier integral operators. Moreover, our result goes beyond the
aforementioned theorem in that it also includes the case of non-Banach target spaces.
1. Introduction
Given a function a(x, ξ) ∈ C∞(Rn ×Rn) with compact support in the x-variable, satis-
fying the estimate
(1) |∂αξ ∂βxa(x, ξ)| 6 Cα,β(1 + |ξ|)m−|α|
for m ∈ R, and each multi-index α, β, and given ϕ(x, ξ) ∈ C∞(Rn× (Rn \ {0})), positively
homogeneous of degree one in the ξ variable with det ∂2x,ξϕ(x, ξ) 6= 0 on the support of
a(x, ξ), L. Ho¨rmander [14] defined a Fourier integral operator (FIO for short) Tϕa acting
a-priori on Schwartz class functions f , by setting
(2) Tϕa f(x) =
∫
a(x, ξ)f̂(ξ)eiϕ(x,ξ) d¯ξ.
Here d¯ is Lebesgue measure normalised by the factor (2pi)−n and
f̂(ξ) =
∫
f(x)e−ix.ξ dx
is the Fourier transform of f . The function a : Rn×Rn → C is called the amplitude of Tϕa
and ϕ : Rn × (Rn \ {0})→ R is called the phase function.
The study of the regularity (i.e. boundedness) of local FIOs in Lp spaces for 1 < p <∞
goes back, in the case of p = 2, to the pioneering work of Ho¨rmander where the L2
boundedness was proven when the amplitude verifies (1) with m = 0. The optimal Lp
boundedness of FIOs is due to A. Seeger, C. Sogge and E. Stein [20] who showed that the
operator is Lp-bounded for 1 < p <∞ provided that m 6 (n− 1)|1p − 12 | in (1).
The main goal of this paper is to prove the bilinear analogue of the aforementioned
result of Seeger-Sogge-Stein. To this end, let a(x, ξ, η) be a smooth function with compact
support in the x variable satisfying the estimate
(3) |∂αξ ∂βη ∂γxσ(x, ξ, η)| 6 Cα,β,γ(1 + |ξ|+ |η|)m−|α|−|β|
for m ∈ R and each triple of multi-indices α, β and γ. Let the phase functions ϕj(x, ξ) ∈
C∞(Rn× (Rn \ {0})) be homogeneous of degree one in the frequency variable ξ, and verify
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the non-degeneracy condition
(4) det ∂2x,ξϕj(x, ξ) 6= 0
for j = 1, 2. Our goal is to prove that
(5) Tϕ1,ϕ2a (f, g)(x) =
∫∫
a(x, ξ, η)f̂(ξ)ĝ(η)eiϕ1(x,ξ)+iϕ2(x,η) d¯ξ d¯η,
defines a bounded bilinear operator on a product of Lp or Hp spaces were the target
space could either be a Banach or a non-Banach Lp space, whenever the phases verify
the same conditions as in the Seeger-Sogge-Stein theorem. Therefore, our theorem is a
bilinear version of this result. This can also be seen as an extension of the results of R.
Coifman and Y. Meyer [1], and L. Grafakos and R.Torres for bilinear pseudodifferential
operators, which can be regarded as particular examples of operators of the type (5) with
linear phases φj(x, ξ) = x · ξ.
We shall briefly review what is known about the boundedness of bilinear FIOs of the
type (5). The first result in this direction was proven by L. Grafakos and M. Peloso in
[8] where the authors showed the boundedness of Tϕ1,ϕ2a from Lp × Lq → Lr under the
assumptions that m < −(n− 1)(|1p − 12 |+ |1q − 12 |), 1p + 1q = 1r and 1 6 p, q 6 2. In [18], S.
Rodr´ıguez-Lo´pez and W. Staubach extended this theorem to the full range of exponents
1 6 p, q 6∞. The main result of this paper, namely Theorem 2.7, extends this bounded-
ness to the endpoint m = −(n− 1)(|1p − 12 |+ |1q − 12 |).
It turns out that proving our main theorem is a technical task and requires some heavy
machinery from various parts of harmonic analysis. To clarify why the situation becomes
complicated, one could consider operators with phases ϕj(x, ξ) = x · ξ + λj(x, ξ) with
λj(x, ξ) ∈ C∞(Rn × Rn \ {0}), positively homogeneous of degree 1 in ξ. We will illus-
trate here that operators with such phases and amplitudes satisfying (3) cannot easily
be understood with previously available techniques without slightly artificial additional
assumptions which will require more decay from the symbol and rather un-natural re-
strictions on the phase functions. Following the freezing of the variables argument of
Coifman-Meyer (see [1] page 157), one introduces the function
F (x, y) = χ(x)χ(y)
∫∫
eiλ1(y,ξ)+iλ2(y,η) σ(x, ξ, η)f̂(ξ)ĝ(η)eix·(ξ+η) d¯ξ d¯η
where χ(x) is a smooth cut-off function. Using Sobolev’s embedding theorem we have
that |F (x, x)| . ∑|α|6n+1 ∫ |∂αy F (x, y)| dy and the desired Lp × Lq → Lr (say for r > 1)
boundedness of the Fourier integral operator with phases x · ξ + λj(x, ξ) would follow
by estimating the Lr norm of F (x, x) with an upper bound in terms of the Lp and Lq
norms of f and g repectively. Given the smoothness and the compact support in y, this
in turn amounts to obtaining the aforementioned upper bound for ‖∂αy F (x, y)‖Lrx . Now
using Leibniz’s rule and the chain rule, matters reduce to the study of Lrx boundedness of
operators of the form
χ(x)∂α1y χ(y)
∫∫
[∂α2y (λ1(y, ξ) + λ2(y, η))]
k σ(x, ξ, η) eiλ1(y,ξ)+iλ2(y,η)×
fˆ(ξ) gˆ(η)eix·(ξ+η) d¯ξ d¯η,
(6)
where k ∈ Z+ and |α2| > 1. The operator in (6) is a bilinear pseudodifferential operator
with symbol
ay(x, ξ, η) := χ(x)∂
α1
y χ(y)[∂
α2
y (λ1(y, ξ) + λ2(y, η))]
k σ(x, ξ, η) eiλ1(y,ξ)+iλ2(y,η),
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where y is considered as a parameter. If for m 6 −nmax{12 , 1p , 1q , 1 − 1r , 1r − 12} one has
the estimates
sup
x,ξ,η
|∂αx ∂βξ ∂γησ(x, ξ, η)| 6 Cα,β,γ(1 + |ξ|+ |η|)m, for all α , β and γ
sup
x,ξ
|∂αx ∂βξ λj(x, ξ)| 6 Cα,β, for all |α| > 1 , β and γ,
then in light of a recent result of A. Miyachi and N. Tomita [16], the Lp × Lq → Lr
boundedness with 1p +
1
q =
1
r is indeed valid. But if we for instance and for the sake
of comparison consider the case of the L2 × L2 → L1 boundedness for operators that
satisfy (3) with m = 0, then the conditions above on the phase λj are not in general
enough to yield the desired boundedness. However, in this paper we are able to apply our
L2 × L2 → L1 result to operators with amplitudes satisfying (3) with m = 0 and phases
that are for example of the form
ϕj(x, ξ) = x · ξ + (u · ξ)〈x〉, u ∈ Rn and |u| < 1,
where the notation 〈·〉 stands for (1+|·|2)1/2. Observe that that if we set λj(x, ξ) = (u·ξ)〈x〉
then it is clear that estimate |∇xλj(x, ξ)| 6 C is not valid and so even if the amplitude
of the operator did satisfy (3) with m = −n2 , the discussion above doesn’t apply to the
corresponding bilinear operator in order to prove the L2 × L2 → L1 boundedness. An
attempt to eliminate the growth in x by replacing 〈x〉 in the example above would not
always reduce the operator to one which could be treated by the bilinear pseudodifferential
theory. For example, consider an operator in dimension one given by
Tε(f, g)(x) =
∫∫
R2
a(x, ξ, η)eiεξ sinxf̂(ξ)ĝ(η)eix(ξ+η) d¯ξ d¯η for ε ∈ (0, 1).
Once again, viewing this operator as a bilinear pseudodifferential operator, we observe
that it has the symbol a(x, ξ, η)eiεξ sinx which at best belongs to the class S00,1(1, 2) (again
see Definition 2.1 below). This is not a favourable class of symbols to study, even for linear
operators. Moreover setting λ(x, ξ) = εξ sinx, we still will not have the boundedness of
∂xλ and therefore not even the boundedness result sketched above could be applied to this
case. But once again, our result applies in this case and yields the L2×L2 → L1 regularity.
To show the Lp×Lq → Lr boundedness of bilinear FIOs we shall prove the boundedness
on L2 × L2 → L1, L2 × L∞ → L2, L∞ × L2 → L2, L∞ × L∞ → BMO, H1 × L∞ → L1,
L∞ × H1 → L1, L2 × H1 → L 23 , H1 × L2 → L 23 and finally H1 × H1 → L 12 . In the
investigation of each case, there are certain technical difficulties that need to be overcome,
and in tackling these we have taken a more abstract attitude to proving propositions and
lemmas that could be useful even outside the context of the specific case. Bilinear inter-
polation yields then the desired result for the full range of exponents p and q.
In proving these boundedness results, we start by decomposing the operator into low
and high frequency parts. In Section 3, we analyse the problem when the operators are
localized in one of the frequency variables (see Theorem 3.2).
Then in Section 4, in order to study the high frequency part of the operator when the
target space is Banach, we will introduce a continuous version of the symbol decomposition
for bilinear paraproducts due to A. Caldero´n and Coifman-Meyer, which we have adapted
to the study of bilinear FIOs.
Thereafter, using commutators and our parameter dependant composition formula for
pseudodifferential and Fourier integral operators (Theorem 4.2 below), we reduce the study
of bilinear FIOs to the analysis of main terms and error terms.
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The error terms of the commutators can be mainly handled by applying known results
concerning boundedness of linear FIOs. The analyses of the main terms, however, need to
be carried out as separate case studies, where in some cases it behoves us to assume that
the dimension of the space is at least two.
In the case of L2 × L2 → L1, the main term can be reduced to a composition of a
bilinear paraproduct and two linear FIOs. For the L2 × L∞ → L2, L∞ × L2 → L2
cases we use kernel estimates, quadratic estimates and Carleson measure estimates. For
L∞ × L∞ → BMO, we use once again Carleson measure estimates, the Fefferman-Stein
theory of real Hardy spaces and the Stein-Weiss theory of harmonic functions on Rn+1+ . In
the cases of H1×L∞ → L1 and L∞×H1 → L1, we use Goldberg’s theory of local Hardy
and bmo spaces. These are all carrried out in subsection 4.1.
It is rather surprising that some of the endpoint results above actually fail in dimension
one (in which case the order of the amplitude is m = 0). Indeed in Section 5, we provide
counterexamples to the L∞×L∞ → BMO, L∞×H1 → L1 and L∞×Lp → Lp (1 < p <∞)
boundedness of one dimensional bilinear FIOs. This means that, for the order m < 0,
the one dimensional results in [18] concerning the boundedness in L∞ × L∞ → L∞ and
L∞ × L1 → L1 are sharp.
For the cases L2 ×H1 → L 23 , H1 × L2 → L 23 and H1 ×H1 → L 12 , we are outside the
realm of Banach spaces, and therefore we will need to use a discrete decomposition of the
operator. Thereafter we use Peetre’s maximal function, the Fefferman-Stein vector-valued
maximal function estimates and the theory of Triebel-Lizorkin spaces. It is worth men-
tioning that the method we use to prove the first two boundedness results does not rely on
any atomic decomposition of H1 which is the standard approach in establishing regularity
in Hardy spaces. These non-Banach results are established in a more general setting in
Section 6.
Finally, Section 7 is devoted to the proof of Theorem 4.2, concerning composition of
parameter dependant pseudodifferential and Fourier integral operators.
2. Main results
Here we recall some definitions and tools from the linear and bilinear theory of Fourier
integral operators which will be needed in what follows. The basic definition of amplitudes
and symbols goes back to Ho¨rmander [13].
Definition 2.1. Let m ∈ R, 0 6 δ 6 1, 0 6 ρ 6 1 and d ∈ {1, 2}. A function σ ∈
C∞(Rn × Rdn) belongs to the class Smρ,δ(n, d), if for all multi-indices α and β, there exist
constants Cα,β such that
|∂αΞ∂βxσ(x,Ξ)| 6 Cα,β〈Ξ〉m−ρ|α|+δ|β|, for all (x,Ξ) ∈ Rn × Rdn.
In the sequel, we shall use the notation Smρ,δ instead of S
m
ρ,δ(n, 1). These are the most
common classes of amplitudes.
Definition 2.2. A function ϕ(x, ξ) ∈ C∞ (Rn × (Rn \ {0})) is called a non-degenerate
phase function if it is real-valued, positively homogeneous of degree one in ξ and for ξ 6= 0
verifies
det
(
∂2ϕ
∂x∂ξ
)
6= 0,
for x in the spatial support of the amplitude.
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Definition 2.3. A linear Fourier integral operator Tϕσ is an operator which is defined to
act on a Schwartz function f by the formula
(7) Tϕσ f(x) =
∫
Rn
eiϕ(x,ξ)σ(x, ξ)f̂(ξ) d¯ξ,
where d¯ is Lebesgue measure normalised by the factor (2pi)−n and
f̂(ξ) =
∫
f(x)e−ix.ξ dx
is the Fourier transform of f .
We shall also deal with the class L∞Sm% of rough symbols/amplitudes introduced by C.
Kenig and W. Staubach in [15].
Definition 2.4. Let m ∈ R and 0 6 % 6 1. A function a(x, ξ) which is smooth in the
frequency variable ξ and bounded measurable in the spatial variable x, belongs to the symbol
class L∞Sm% , if for all multi-indices α it satisfies
sup
ξ∈Rn
〈ξ〉−m+%|α|‖∂αξ a(· , ξ)‖L∞(Rn) < +∞.
In the following theorem we collect the boundedness results for linear FIOs which will
be used throughout the paper. In what follows, we shall use the notation
a(tD)f(x) :=
∫
Rn
a(tξ)f̂(ξ)eix·ξ d¯ξ,
for t > 0 and a in a suitable symbol class. Whenever t = 1 we shall simply write a(D).
Given a bump function Θ̂ supported in a ball near the origin, such that Θ̂(0) = 1, the
Hardy space Hp is the class of tempered distributions f such that
‖f‖Hp =
(∫
sup
t>0
∣∣∣Θ̂(tD)f(x)∣∣∣p dx) 1p < +∞.
The local Hardy space hp for 0 < p < ∞, is the space of tempered distributions f such
that
(8) ‖f‖hp =
(∫
sup
0<t<1
∣∣∣Θ̂(tD)f(x)∣∣∣p dx) 1p < +∞.
We should also mention that these definitions do not depend on the choice of Θ. It is
known (see e.g. [5, 22]) that
‖f‖Hp ≈
(∫
sup
t>0
sup
|x−y|<t
∣∣∣Θ̂(tD)f(y)∣∣∣p dx) 1p .
A similar characterisation is valid for the local Hardy space hp, namely
(9) ‖f‖hp ≈
(∫
sup
0<t<1
sup
|x−y|<t
∣∣∣Θ̂(tD)f(y)∣∣∣p dx) 1p .
In particular it is clear that Hp is a subspace of hp and, for any f ∈ Hp, ‖f‖hp 6 ‖f‖Hp .
It is also well-known that, for 1 < p < ∞, Hp coincides with Lp and the two norms are
equivalent.
We refer the reader to the work of D. Goldberg [7] and the paper of C. Fefferman and
E.M. Stein [5] for further properties of hp and Hp respectively.
The dual of h1 is the space bmo which is the space of locally integrable functions for
which
(10) ‖f‖bmo := ‖f‖BMO +
∥∥∥Θ̂(D)f∥∥∥
L∞
< +∞,
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see e.g. [6,24]. Moreover, as in the definition of the h1 norm, different choices of Θ produce
equivalent norms.
Theorem 2.5. Let Tϕσ be a Fourier integral operator given by (7) with an amplitude σ(x, ξ)
which is compactly supported in the x variable and a non-degenerate phase function ϕ(x, ξ)
as above. If 0 < p 6 ∞, m 6 −(n − 1)
∣∣∣12 − 1p ∣∣∣ and σ(x, ξ) ∈ Sm1,0, then there exists a
constant C > 0 such that
T.1 ‖Tϕσ f‖Lp 6 C‖f‖Lp when 1 < p <∞,
T.2 ‖Tϕσ f‖BMO 6 C‖f‖L∞ when p =∞,
T.3 ‖Tϕσ f‖L1 6 C‖f‖H1 when p = 1, and
T.4 ‖Tϕσ f‖hp 6 C‖f‖hp when 0 < p 6 1.
If σ(x, ξ) ∈ L∞Sm1 and m < −(n− 1)
∣∣∣12 − 1p ∣∣∣, then
T.5 ‖Tϕσ f‖Lp 6 C‖f‖Lp when 1 6 p 6∞.
Proof. Statements T.1, T.2, T.3 are classical results of A. Seeger, C. Sogge and E. Stein
[20]. The case p = 2 is due to L. Ho¨rmander [14]. Assertion T.4 is proved by M. Peloso
and S. Secco in [17].
For T.5 observe that if K denotes the x-support of the amplitude, the continuity,
homogeneity and non-degeneracy of the phase function yield
(11) inf
(x,ξ)∈K×(Rn\{0})
∣∣∣∣det( ∂2ϕ∂x∂ξ
)∣∣∣∣ = cK > 0.
For the same reason, for any pair of multi-indices α and β, there exists a positive constant
Cα,β such that
sup
(x, ξ)∈K×(Rn\{0})
|ξ|−1+|α||∂αξ ∂βxϕ(x, ξ)| 6 Cα,β.
Now a careful examination of the proofs of Theorems 2.1.1, 2.2.1 and 2.3.1 in the paper
of D. Dos Santos Ferreira and W. Staubach [3] yield the desired boundedness. 
Definition 2.6. A bilinear oscillatory integral operator Tϕ1,ϕ2σ is an operator which is
defined to act on Schwartz functions f and g by the formula
(12) Tϕ1,ϕ2σ (f, g)(x) =
∫∫
σ(x, ξ, η)f̂(ξ)ĝ(η)eiϕ1(x,ξ)+iϕ2(x,η) d¯ξ d¯η.
Now we state the main theorem of this paper.
Theorem 2.7. Let 1 6 p, q 6 ∞ and 0 6 r 6 ∞ be such that 1/r = 1/p + 1/q. Suppose
that
(13) m 6 −(n− 1)
(∣∣∣∣12 − 1p
∣∣∣∣+ ∣∣∣∣12 − 1q
∣∣∣∣) ,
σ ∈ Sm1,0(n, 2) is compactly supported in the spatial variable and ϕ1, ϕ2 are non-degenerate
phase functions. Then there exists a constant C, depending only on a finite number of
derivatives of σ, such that
(14) ‖Tϕ1,ϕ2σ (f, g)‖Lr(Rn) 6 C‖f‖Lp(Rn)‖g‖Lq(Rn), for 1 < p, q <∞
and all Schwartz functions f and g. In particular, if m = 0 we have
(15) ‖Tϕ1,ϕ2σ (f, g)‖L1(Rn) 6 C‖f‖L2(Rn)‖g‖L2(Rn).
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Moreover, if n > 2, one has the extremal estimates
‖Tϕ1,ϕ2σ (f, g)‖L2(Rn) 6 C‖f‖L∞(Rn)‖g‖L2(Rn),(16)
‖Tϕ1,ϕ2σ (f, g)‖L2(Rn) 6 C‖f‖L2(Rn)‖g‖L∞(Rn),(17)
‖Tϕ1,ϕ2σ (f, g)‖L 23 (Rn) 6 C‖f‖L2(Rn)‖g‖H1(Rn),(18)
‖Tϕ1,ϕ2σ (f, g)‖L 23 (Rn) 6 C‖f‖H1(Rn)‖g‖L2(Rn),(19)
for m = −(n− 1)/2, and
‖Tϕ1,ϕ2σ (f, g)‖BMO(Rn) 6 C‖f‖L∞(Rn)‖g‖L∞(Rn),(20)
‖Tϕ1,ϕ2σ (f, g)‖L1(Rn) 6 C‖f‖L∞(Rn)‖g‖H1(Rn),(21)
‖Tϕ1,ϕ2σ (f, g)‖L1(Rn) 6 C‖f‖H1(Rn)‖g‖L∞(Rn),(22)
‖Tϕ1,ϕ2σ (f, g)‖L 12 (Rn) 6 C‖f‖H1(Rn)‖g‖H1(Rn),(23)
for m = −(n− 1). Except (15), (18),(19) and (23), the previous estimates do not hold in
general in the case n = 1.
 0
 1  0
 1
 0
 1
− mn−1
1
p
1
2
1
2
1
2 1
q
Figure 1. Surface −mn−1 =
∣∣∣12 − 1p ∣∣∣+ ∣∣∣12 − 1q ∣∣∣.
In light of the results in [18], it is enough to prove the theorem for the case where we
have an equality in (13) (see Figure 1). The proof will proceed by considering separately
the low and high frequency parts of the amplitude.
The estimates on the low frequency part can more or less all be handled at the same
time (see Section 3).
The estimates for the high frequency parts when n > 2 will be carried out by obtaining
the endpoint estimates (15)-(23), which correspond to the vertices of the surface depicted
in Figure 1. Figure 2 shows the level sets of the surface for the three main values of m
corresponding to the endpoints above. Complex interpolation techniques then yield the
intermediate cases.
In dimension n = 1 the boundedness L∞ × Lp → Lp, Lp × L∞ → Lp for 1 < p < ∞,
L∞ × H1 → L1, H1 × L∞ → L1 and L∞ × L∞ → BMO all fail for general amplitudes
of order m = 0 (see Section 5 for counterexamples in these cases). The positive results in
this case are actually a consequence of the boundedness of bilinear paraproducts. Indeed,
our method will reduce the study of one-dimensional bilinear Fourier integral operators to
that of a composition of a bilinear paraproduct with two linear FIOs.
We will divide our analysis of the high frequency parts into two: First, the cases where
the target space is Banach, i.e. (15), (16), (17), (20), (21) and (22) (see Section 4) and
secondly the cases where the target spaces are non-Banach, i.e. (18). (19) and (23).
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However, before proceeding with the detailed study, we shall describe how these end-
point estimates yield the general result. Real interpolation yields the Lp × Lq → Lr
boundedness in the cases that m = −(n− 1),−(n− 1)/2 and 0, whenever p, q satisfy
m = −(n− 1)
(∣∣∣∣12 − 1p
∣∣∣∣+ ∣∣∣∣12 − 1q
∣∣∣∣)
and 1/r = 1/p + 1/q (see Figure 2). For the other values of m, the result follows by
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Figure 2. Level sets for the surface −mn−1 =
∣∣∣12 − 1p ∣∣∣+ ∣∣∣12 − 1q ∣∣∣.
bilinear complex interpolation. Here we only mention briefly how this works in the case
L2 × Lq → Lr with 2 6 q 6∞. The other cases are treated in a similar way.
We fix −(n − 1)/2 < m < 0 and σ ∈ Sm1,0(n, 2), and let q be such that m = −(n −
1)
(
1
2 − 1q
)
. As in the case of linear FIOs, one defines an analytic family of operators {Tz}
on the strip 0 < Re (z) 6 1 by
Tz(f, g)(x) =
∫∫
σz(x, ξ, η)f̂(ξ)ĝ(η)e
iϕ1(x,ξ)+iϕ2(x,η) d¯ξ d¯η,
where σz(x, ξ, η) = σ(x, ξ, η)
(
1 + |ξ|2 + |η|2
) γ(z)
2
, γ(z) = −m − z(n−1)2 . Now, when
Re (z) = 0 and Re (z) = 1, one has that σz ∈ S01,0(n, 2) and σz ∈ S
−(n−1)
2
1,0 (n, 2) respectively.
In both cases, the seminorms depend polynomially on |Im z|. Using the L2 × L2 → L1
boundedness for Re (z) = 0, the L2 × L∞ → L2 boundedness for Re (z) = 1 and the
interpolation theorem for analytic families of multilinear operators by L. Grafakos and M.
Masti lo [11, Theorem 1.1], the desired L2 × Lq → Lr boundedness follows.
We should mention that [11, Theorem 1.1] also applies to multilinear interpolation in
the case of non-Banach Lp spaces.
Now we shall turn to the proof of the aforementioned end-point estimates. Since the
phase functions ϕj are smooth, homogeneous and non-degenerate, the mean value theorem
yields that there exists a constant C1 > 0 such that
|∇xϕj(x, ξ)| 6 C1 |ξ| for any ξ ∈ Rn \ {0} and x ∈ K.
On the other hand, the strong non-degeneracy condition on the phases, yields that there
exists a constant C2 > 0
C2 |ξ| 6 |∇xϕj(x, ξ)| for any ξ ∈ Rn \ {0} and x ∈ K.
Therefore, there exists 0 < λ 6 1 such that for any ξ ∈ Rn and x ∈ K
(24) λ|ξ| 6 |∇xϕj(x, ξ)| 6 λ−1|ξ| for j = 1, 2,
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We will prove Theorem 2.7 in the following few sections. To this end, we introduce
a smooth function µ : Rn → R such that µ(ξ) = 0 for |ξ| 6 1/(4λ) and µ(ξ) = 1 for
|ξ| > 1/(3λ), where λ is as in (24). Observe that
(25)
Tϕ1,ϕ2σ (f, g) = T
ϕ1,ϕ2
σ (µ(D)f, µ(D)g) + T
ϕ1,ϕ2
σ (µ(D)f, (1− µ)(D)g)
+ Tϕ1,ϕ2σ ((1− µ)(D)f, g).
3. The low frequency cases
To estimate the Lp-norm of the last two terms in (25) we can make use of linear bounded-
ness results by viewing the bilinear operator as an iteration of linear operators. We confine
ourselves to the proof for the third term of (25) since the second term is treated similarly.
Before proceeding with the analysis of the low frequency portion of the operator, we state
and prove the following lemma.
Lemma 3.1. Let a ∈ BMO(Rn) be such that it is supported in the cube QR = [−R,R]n.
Then, for any 1 6 q <∞ there exists a constant cR,q,n depending only on R, q and n such
that
‖a‖Lq(Rn) 6 cR,q,n ‖a‖BMO(Rn) .
Proof. Observe that∣∣∣∣ 1|QR|
∫
QR
a(x) dx− 1|Q2R|
∫
Q2R
a(x) dx
∣∣∣∣ 6 1|QR|
∫
QR
∣∣a(x)−AvgQ2Ra∣∣ dx
6 2
n
|Q2R|
∫
Q2R
∣∣a(x)−AvgQ2Ra∣∣ dx 6 2n ‖a‖BMO(Rn) .
On the other hand, since a is supported in QR,∣∣∣∣ 1|QR|
∫
QR
a(x) dx− 1|Q2R|
∫
Q2R
a(x) dx
∣∣∣∣ = ∣∣∣∣∫
QR
a(x) dx
∣∣∣∣ ∣∣∣∣ 1|QR| − 1|Q2R|
∣∣∣∣ = ∣∣AvgQR a∣∣ (1−2−n),
which yields ∣∣AvgQR a∣∣ 6 22n2n − 1 ‖a‖BMO(Rn) .
Therefore, for every 1 6 q <∞,
‖a‖q 6
(∫
QR
∣∣a(x)−AvgQRa∣∣q dx)1/q + ∣∣AvgQRa∣∣ |QR|1/q
6 |QR|1/q
(
sup
Q
(
1
|Q|
∫
Q
∣∣a(x)−AvgQa∣∣q dx)1/q + ∣∣AvgQRa∣∣
)
6 |QR|1/q (cq + cn) ‖a‖BMO(Rn) .

Remark. Observe that the constant cq in the proof of the last theorem blows up as q
goes to infinity (see [7, p. 528]) .
Next we prove the regularity of the frequency-localised part of the operator.
Theorem 3.2. Let 1 6 p, q 6 ∞, 0 < r 6 ∞ and m be as in (13) and suppose that
σ ∈ Sm1,0(n, 2) is compactly supported in the spatial variable x and in one of the frequency
variables. Assume that ϕ1, ϕ2 are real-valued C
∞(Rn× (Rn \{0})) functions homogeneous
of degree one in the frequency variable on the support of σ and satisfy the non-dengeneracy
condition. Then there exists a constant C such that
‖Tϕ1,ϕ2σ (f, g)‖Lr(Rn) 6 C‖f‖Lp(Rn)‖g‖Lq(Rn)
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for all Schwartz functions f and g. If p or q are equal to 1, the above inequality holds with
the Lebesgue space L1 replaced by and H1.
Proof. Without loss of generality we assume that the amplitude σ(x, ξ, η) is compactly
supported in the x and ξ variables. Let ψ be a smooth cut-off function that is equal to
one on the ξ support of σ. We can write Tϕ1,ϕ2σ (f, g) as
Tϕ1,ϕ2σ (f, g)(x) =
∫ (∫
σ(x, ξ, η)ĝ(η)eiϕ2(x,η) d¯η
)
ψ(ξ)f̂(ξ)eiϕ1(x,ξ) d¯ξ
=
∫
ag(x, ξ)f̂(ξ)e
iϕ1(x,ξ) d¯ξ = Tϕ1ag (f)(x),
where ag(x, ξ) = ψ(ξ)
∫
σ(x, ξ, η)ĝ(η)eiϕ2(x,η) d¯η.
We need to show that
‖Tϕ1ag (f)‖Lr(Rn) . ‖f‖Lp(Rn)‖g‖Lq(Rn).
Let Q be a closed cube of side-length L such that supp ξag(x, ξ) ⊂ Int(Q). We ex-
tend ag(x, ·)|Q periodically with period L to a˜g(x, ξ) ∈ C∞(Rnξ ). Let ζ(ξ) be in C∞0 with
supp ζ ⊂ Q and ζ = 1 on ξ-support of ag(x, ξ). Clearly, we have ag(x, ξ) = a˜g(x, ξ)ζ(ξ).
Now if we expand a˜g(x, ξ) in a Fourier series, then setting fk(x) = f(x − 2pikL ) for any
k ∈ Zn we can write the FIO Tϕ1ag as
(26) Tϕ1ag f(x) =
∑
k∈Zn
ak(x)T
ϕ1
ζ (fk)(x),
where
ak(x) =
1
Ln
∫
Rn
ag(x, ξ)e
−i 2pi
L
〈k,ξ〉 d¯ξ,
and Tϕ1ζ (v)(x) :=
1
(2pi)n
∫
ζ(ξ)eiϕ1(x,ξ)v̂(ξ) d¯ξ. Then integration by parts yields
ak(x) =
cn,N
|kl|N
∫
Rn
∂Nξl ag(x, ξ)e
−i 2pi
L
〈k,ξ〉 d¯ξ,
for l = 1, . . . , n.
Assume first that p 6= 2, then m < −(n− 1)
∣∣∣1q − 12 ∣∣∣. Since σ ∈ Sm1,0(n, 2),
sup
x,ξ,η∈Rn
〈η〉−m+|β||∂αξ ∂βη ∂γxσ(x, ξ, η)| . 1.
So, by T.1 in Theorem 2.5 and taking into account that the x and ξ supports of ag are
compact, we find that for any M 6 0
(27) sup
ξ∈Rn
〈ξ〉−M‖∂αξ ag(·, ξ)‖Lq(Rn) 6 cα‖g‖Lq(Rn), if 1 6 q 6∞.
Therefore
max
s=0,...,N
∫
Rn
∥∥∂sξlag(·, ξ)∥∥Lq(Rn) d¯ξ 6 cn,N ‖g‖Lq(Rn) ,
which yields
(28) ‖ak‖Lq 6 cn,N,q ‖g‖Lq(Rn) (1 + |k|)−N ,
for any N > 0. Let χ be a smooth cut-off function in the x variable such that is equal to
1 on the support of all the ak(x). Assume first that r > 1. By the Minkowski and Ho¨lder
inequalities, we have∥∥∥Tϕ1ag f∥∥∥Lr(Rn) 6 ∑
k∈Zn
∥∥∥akTϕ1ζ (fk)∥∥∥
Lr(Rn)
6
∑
k∈Zn
‖ak‖Lq(Rn)
∥∥∥χTϕ1ζ (fk)∥∥∥
Lp(Rn)
.(29)
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Since χ(x)ζ(ξ) ∈ S−∞(n, 1) with compact x and ξ support, T.1 yields∥∥∥χTϕ1ζ (fk)∥∥∥
Lp
. ‖fk‖Lp = ‖f‖Lp , for 1 6 p 6∞.
Thus (28) and (29) yield
‖Tϕ1,ϕ2σ (f, g)‖Lr(Rn) . ‖g‖Lq(Rn)
∑
k∈Zn
(1 + |k|)−N ‖f‖Lp(Rn) . ‖g‖Lq(Rn) ‖f‖Lp(Rn) .
For r < 1, following the same argument, one can prove that∥∥∥Tϕ1ag f∥∥∥rLr(Rn) 6 ∑
k∈Zn
∥∥∥akTϕ1ζ (fk)∥∥∥r
Lr(Rn)
6
∑
k∈Zn
‖ak‖rLq(Rn)
∥∥∥χTϕ1ζ (fk)∥∥∥r
Lp(Rn)
,
and arguing in a similar way we obtain the result.
Now, if p = 2 then m = −(n−1)
∣∣∣1q − 12 ∣∣∣, hence by Theorem 2.5 we have for any M 6 0
sup
ξ∈Rn
〈ξ〉−M‖∂αξ ag(·, ξ)‖Lq(Rn) 6 cα‖g‖Lq(Rn) if 1 < q <∞,(30)
sup
ξ∈Rn
〈ξ〉−M‖∂αξ ag(·, ξ)‖L1(Rn) 6 cα‖g‖H1(Rn) if q = 1, and(31)
sup
ξ∈Rn
〈ξ〉−M‖∂αξ ag(·, ξ)‖BMO(Rn) 6 cα‖g‖L∞(Rn) if q =∞.(32)
The case 1 6 q < ∞ can now be treated in the same way as before (where if q = 1 we
replace the L1 norm of g by its H1 norm), with (30)-(32) replacing (27).
It remains to prove the case q =∞. To this end we observe that by (32), we have
max
s=0,...,N
∫
Rn
∥∥∂sξlag(·, ξ)∥∥BMO(Rn) d¯ξ 6 cn,N ‖g‖L∞(Rn) .
Therefore, using Lemma 3.1 with q = 4 yields
(33) ‖ak‖L4 6 cn,N ‖g‖L∞(Rn) (1 + |k|)−N ,
for any N > 0. By the Minkowski and Ho¨lder inequalities,∥∥∥Tϕ1ag f∥∥∥L2(Rn) 6 ∑
k∈Zn
∥∥∥akTϕ1ζ (fk)∥∥∥
L2(Rn)
6
∑
k∈Zn
‖ak‖L4(Rn)
∥∥∥χTϕ1ζ (fk)∥∥∥
L4(Rn)
.(34)
Let s = n/4, and observe that χ(x)ζ(ξ)〈ξ〉 s2 ∈ S−∞(n, 1). Then T.5 in Theorem 2.5 and
the Sobolev embedding theorem yield∥∥∥χTϕ1ζ (fk)∥∥∥
L4(Rn)
=
∥∥∥∥χTϕ1ζ〈·〉 s2 ((1−∆)− s2 fk)
∥∥∥∥
L4(Rn)
.
∥∥∥(1−∆)− s2 fk∥∥∥
L4(Rn)
. ‖f‖L2(Rn) .
Therefore (33) and (34) yield
‖Tϕ1,ϕ2σ (f, g)‖L2(Rn) . ‖g‖L∞(Rn)
∑
k∈Zn
(1 + |k|)−N ‖f‖L2(Rn) . ‖g‖L∞(Rn) ‖f‖L2(Rn) .

4. The high frequency case: Banach endpoints
To deal with the term Tϕ1,ϕ2σ (µ(D)f, µ(D)g) from (25) let us introduce two smooth
cut-off functions χ, ν : R2n → R, such that χ(ξ, η) = 1 for |(ξ, η)| 6 1 and χ(ξ, η) = 0 for
|(ξ, η)| > 2, and ν(ξ, η) = 0 for λ2|ξ| 6 16|η| and ν(ξ, η) = 1 for 64|η| 6 λ2|ξ|.
Defining
σ1(x, ξ, η) = (1− χ(ξ, η))ν(ξ, η)σ(x, ξ, η) and
σ2(x, ξ, η) = (1− χ(ξ, η))(1− ν(ξ, η))σ(x, ξ, η),
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we have that σ1, σ2 ∈ Sm1,0(n, 2) and we can decompose
(35) Tϕ1,ϕ2σ (µ(D)f, µ(D)g) = T
ϕ1,ϕ2
σ1 (µ(D)f, µ(D)g) + T
ϕ1,ϕ2
σ2 (µ(D)f, µ(D)g).
One introduces an even real-valued smooth function ψ whose Fourier transform is sup-
ported on the annulus {ξ | 1/2 6 |ξ| 6 2} such that
(36)
∫ ∞
0
|ψ̂(tξ)|2 dt
t
= 1
for ξ 6= 0. Let θ be another real-valued smooth function whose Fourier transform is equal
to one on the ball {ξ | |ξ| 6 1/8} and supported in {ξ | |ξ| 6 1/4}. Here and in the sequel
we denote K = supp xσ.
We have that
(37)
Tϕ1,ϕ2σ1 (µ(D)f, µ(D)g)(x)
=
∫∫∫ ∞
0
σ1,t(x, tξ, tη)
(
ψ̂(t∇xϕ1(x, ξ)) |∇xϕ1(x, ξ)|m µ(ξ)f̂(ξ)eiϕ1(x,ξ)
)
×
×
(
θ̂(t∇xϕ2(x, η))µ(η)ĝ(η)eiϕ2(x,η)
) dt
t
d¯ξ d¯η,
for
σ1,t(x, ξ, η) := t
mσ1(x, ξ/t, η/t) |∇xϕ1(x, ξ)|−m ψ̂(∇xϕ1(x, ξ))θ̂(∇xϕ2(x, η)).
We define
(38) σ˜1(t, x, ξ, η) := σ1,t(x,Ψ1(x, ξ),Ψ2(x, η)),
where
Ψj(x, ξ) = (∇xϕj (x, ·))−1 (ξ), j = 1, 2,
whose existence follows from the assumption of compact support in x, homogeneity of
degree one in ξ and the non-degeneracy.
Lemma 4.1. For any multiindices α, β and γ,
sup
0<t<1
sup
x∈K
sup
ξ,η∈Rn\{0}
∣∣∣∂αξ ∂βη ∂γx σ˜1(t, x, ξ, η)∣∣∣ . 1.
Proof. Consider the map (x, ξ, η) 7→ (x,Θ(x, ξ, η)) where Θ = (Ψ1(x, ξ),Ψ2(x, η)), which
is a smooth map, positively homogeneous of degree 1 in (ξ, η) and is such that
|ξ|+ |η| ≈ |Θ(x, ξ, η)| for all x ∈ K, ξ, η ∈ Rn \ {0}.
Since σ1(x, ξ, η) ∈ Sm1,0(n, 2), Proposition 1.1.7 in [14] yields∣∣∣∂αξ ∂βη ∂γxσ1(x,Θ(x, ξ, η))∣∣∣ . (1 + |ξ|+ |η|)m−|α|−|β| for all x ∈ K, ξ, η ∈ Rn \ {0}.
Therefore, chain rule yields∣∣∣∂αξ ∂βη ∂γx (σ1(x, t−1Θ(x, ξ, η)))∣∣∣ . t−|α|−|β|(1 + t−1(|ξ|+ |η|))m−|α|−|β| 6 t−m |ξ|m−|α|−|β| .
The result follows by applying the Leibniz rule to the definition (38) of σ˜1, and using the
above estimate and the assumption of the compact support on ξ and η. 
Using the Fourier inversion formula,
(39) σ˜1(t, x, ξ, η) =
∫∫
eiξ·u+iη·vm(t, x, u, v)
du dv
(1 + |u|2 + |v|2)N
where
(40) m(t, x, u, v) :=
∫∫
e−iξ·u−iη·v
[
(1−∆ξ −∆η)N σ˜1(t, x, ξ, η)
]
d¯ξ d¯η
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for any large fixed N ∈ N. Since the (ξ, η)-support of σ˜1 is contained in a compact set
independent of t and x, Lemma 4.1 yields that for all multi-indices γ
(41) sup
0<t<1
sup
x∈K
sup
u,v∈Rn
|∂γxm(t, x, u, v)| < +∞.
Then, we can write
(42) σ1,t(x, ξ, η) =
∫∫
ei∇xϕ1(x,ξ)·u+i∇xϕ2(x,η)·vm(t, x, u, v)
dudv
(1 + |u|2 + |v|2)N .
Combining (37) and (42) we arrive at the representation
(43)
Tϕ1,ϕ2σ1 (µ(D)f, µ(D)g)(x) =
∫∫∫ ∞
0
Tϕ1
νt,u1
(f)(x)Tϕ2
µt,v1
(g)(x)
m(t, x, u, v)
(1 + |u|2 + |v|2)N
dt
t
dudv
for any large fixed N ∈ N. Here
µt,v1 (x, η) = µ(η)e
it∇xϕ2(x,η)·v θ̂(t∇xϕ2(x, η))χ(x),(44)
νt,u1 (x, ξ) = µ(ξ) |∇xϕ1(x, ξ)|m eit∇xϕ1(x,ξ)·uψ̂(t∇xϕ1(x, ξ))χ(x),(45)
where χ ∈ C∞0 (Rn) and is equal to 1 for x ∈ K.
Since µ(ξ) = 0 for |ξ| 6 1/(4λ) and ψ̂(t∇xϕ1(x, ξ)) = 0 when |t∇xϕ1(x, ξ)| > 1/4, then
µ(ξ)ψ̂(t∇xϕ1(x, ξ)) = 0 for t > 1. Consequently we know Tϕ1µt,v1 (f)(x) = 0 for t > 1. Using
this fact, (43) reduces to
(46)
Tϕ1,ϕ2σ1 (µ(D)f, µ(D)g)(x)
=
∫∫∫ 1
0
Tϕ1
νt,u1
(f)(x)Tϕ2
µt,v1
(g)(x)
m(t, x, u, v)
(1 + |u|2 + |v|2)N
dt
t
dudv
and, repeating the argument for σ2,
(47)
Tϕ1,ϕ2σ2 (µ(D)f, µ(D)g)(x)
=
∫∫∫ 1
0
Tϕ1
µt,u2
(f)(x)Tϕ2
νt,v2
(g)(x)
m(t, x, u, v)
(1 + |u|2 + |v|2)N
dt
t
dudv,
where
µt,u2 (x, ξ) = µ(ξ)e
it∇xϕ1(x,ξ)·uθ̂0(t∇xϕ1(x, ξ)))χ(x),(48)
νt,v2 (x, η) = µ(η) |∇xϕ2(x, η)|m eit∇xϕ2(x,η)·vψ̂(t∇xϕ2(x, η)))χ(x),(49)
where θ̂0 is supported on a ball centred at the origin, but unlike the support of θ̂ this ball
may be large compared to the support of ψ̂.
Since the target space Lr is Banach, it is enough to see the desired boundedness for
the inner integrals in (46) and (47), with norm growing at most polynomially in |u| and
|v|. Observe that if we where in the pseudodifferential case, the amplitudes above would
reduce to Fourier multipliers and both inner integrals in (46) and (47), could essentially
be expressed as paraproducts.
Therefore, our initial goal is to reduce matters to the study of paraproducts. However as
we shall see later, this is only possible in dimension one and in the case of the L2×L2 → L1
boundedness of operators of order zero.
A useful tool for this reduction is the following theorem, which is a parameter depend-
ent version of Ho¨rmander’s result on the composition of pseudodifferential and Fourier
integral operators (see e.g. [14]). The advantage here over Ho¨rmander’s classical result,
which cannot be obtained directly from the latter, is that we are able to get a favourable
estimate of the dependence on the parameter for those terms beyond the highest order
term, which is of utmost importance in implementing the arguments we use in the proof
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of the main theorem. Furthermore, this theorem also improves substantially on the com-
position formula in [19], since all the terms (with the exception of the main one) in the
resulting expansion are also symbols with better decay compared to the main term.
Theorem 4.2. Let m 6 0, ε ∈ (0, 1/2) and Ω = Rn × {|ξ| > 1}. Suppose that (x, ξ) 7→
at(x, ξ) belongs to S
m
1,0(n, 1) uniformly in t ∈ (0, 1) and it is supported in Ω, (x, ξ) 7→ ρ(ξ)
belongs to S01,0(n, 1) and ϕ ∈ C∞(Ω) is such that
(i) for constants C1, C2 > 0, C1|ξ| 6 |∇xϕ(x, ξ)| 6 C2|ξ| for all (x, ξ) ∈ Ω, and
(ii) for all |α|, |β| > 1 |∂αxϕ(x, ξ)| . 〈ξ〉 and |∂αξ ∂βxϕ(x, ξ)| . |ξ|1−|α| , for all (x, ξ) ∈ Ω.
Let us consider the parameter dependant Fourier multiplier and the FIO
ρ(tD)f(x) =
∫
ρ(tξ)f̂(ξ)eix·ξ d¯ξ and Tϕat(f)(x) =
∫
at(x, ξ)f̂(ξ)e
iϕ(x,ξ) d¯ξ.
Let σt be the amplitude of the composition operator ρ(tD)T
ϕ
at = T
ϕ
σt given by
σt(x, ξ) :=
∫∫
at(y, ξ)ρ(tη)e
i(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) d¯η dy.
Then, for each M > 1, we can write σt as
(50) σt(x, ξ) = ρ(t∇xϕ(x, ξ))at(x, ξ) +
∑
0<|α|<M
t|α|
α!
σα(t, x, ξ) + t
Mεr(t, x, ξ)
for t ∈ (0, 1). Moreover, for all multi-indices β, γ one has
(51)
∣∣∣∂γξ ∂βxσα(t, x, ξ)∣∣∣ . t|α|(ε−1)〈ξ〉m−|α|( 12−ε)−|γ| for 0 < |α| < M,
and
(52) sup
t∈(0,1)
|∂γξ ∂βx r(t, x, ξ)| . 〈ξ〉m−M(
1
2
−ε)−|γ|.
Remark 4.3. It is worth mentioning that although in the applications of the above the-
orem, the operator ρ(tD) will be a Littlewood-Paley operator (i.e. ρ(ξ) will be either ball-or
annulus-supported), Theorem 4.2 doesn’t put any conditions on the support of ρ. Therefore,
the parameter t and the frequency variable ξ are entirely independent of each other.
Notation. We shall use the notation
(53) Qut := Ψ̂
u (tD) and P ut := Θ̂
u (tD) ,
where
Ψ̂u(ξ) := ψ̂(ξ)eiξ·u, Θ̂u(ξ) := θ̂(ξ)eiξ·u,
and ψ̂, θ̂ ∈ C∞0 (Rn) are any functions supported in an annulus and in a ball respectively.
In the case that u = 0 we shall omit the superscript in the above notation.
4.1. Boundedness of Tϕ1,ϕ2σ1 : Endpoint Banach cases. From now on, we confine
ourselves to the study of the boundedness of the operator Tϕ1,ϕ2σ1 . Indeed, in the frequency
support of Tϕ1,ϕ2σ1 , one has |η| . |ξ|, and since the situation is reversed for Tϕ1,ϕ2σ2 , the
boundedness of the latter will follow from that of the former and symmetry considerations.
Taking Theorem 4.2 (whose proof is postponed until Section 7) for granted, we shall
now proceed with the proof of the main theorem for Tσ1 . To this end let
m1 = −(n− 1)
∣∣∣∣1p − 12
∣∣∣∣ , and m2 = −(n− 1) ∣∣∣∣1q − 12
∣∣∣∣ .
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Theorem 4.2 yields
Tϕ1
νt,u1
(f)(x) =
∫
µ(ξ) |∇xϕ1(x, ξ)|m eit∇xϕ1(x,ξ)·uψ̂(t∇xϕ1(x, ξ)))χ(x)f̂(ξ)eiϕ1(x,ξ) d¯ξ
= t−m2Qut T
ϕ1
νm1
f + t−m2E1t (f)
(54)
where the symbol of Qut is given by
|tξ|m2 ψ̂(tξ)eitu·ξ ∈ S,
Tϕ1νm1 is an FIO with phase ϕ1 and amplitude
(55) νm1(x, ξ) = µ(ξ)χ(x) |∇xϕ1(x, ξ)|m1 ∈ Sm11,0 .
The operator E1t is an FIO with the same phase and has an amplitude in S
m1−( 12−ε)
1,0 with
seminorms bounded by the product of tε for ε ∈ (0, 1/2) with a polynomial expression in
|u|.
When m2 6= 0, let θ̂1 be a compactly supported smooth bump function that is equal to
1 on the support of θ̂. When m2 = 0 we will take θ̂1 to be identically equal to 1.
Applying Theorem 4.2 we have
(56) t−m2Tϕ2
µt,v1
(g)(x) = P vt T
ϕ2
µt1
g + E2t (g)(x),
where the symbol of P vt is given by θ̂(tη)e
itv·η, which belongs to S01,0 (uniformly in t ∈ (0, 1])
with seminorms that behave polynomially in |v|, the operator Tϕ2
µt1
is an FIO with phase
function ϕ1 and amplitude
(57) µt1(x, η) = µ(η)χ(x)θ̂1(t∇xϕ2(x, η))t−m2 ∈ Sm21,0 ,
uniformly in t ∈ (0, 1], and E2t is an FIO with the same phase and an amplitude in
S
m2−( 12−ε)
1,0 with seminorms bounded by the product of t
ε and a polynomial in |v|.
Therefore, using (54) and (56) in (43) we obtain that∫ 1
0
Tϕ1
νt,u1
(f)(x)Tϕ2
µt,v1
(g)(x)m(t, x)
dt
t
=
∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
P vt T
ϕ2
µt1
g(x)
)
m(t, x)
dt
t
+
+
∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
) (
E2t (g)(x)
)
m(t, x)
dt
t
+
∫ 1
0
E1t (f)(x)t
−m2
(
Tϕ2
µt,v1
(g)(x)
)
m(t, x)
dt
t
= I1 + I2 + I3,
where we have set m(t, x) = m(t, x, u, v) for brevity.
From now on, we shall denote by C(u), C(v) and C(u, v) universal constants which
depend polynomially on |u| and |v|.
Now we claim that for any ε > 0,
(58) sup
t∈(0,1]
∥∥∥t−m2+ ε2Tϕ2
µt,v1
(g)
∥∥∥
Lq
6 C(v) ‖g‖Lq , for 1 6 q 6∞.
Indeed
t−m2+
ε
2 eitξ·v θ̂(tη) ∈ Sm2−ε/21,0 ,
uniformly in t ∈ (0, 1] with seminorms depending polynomially on |v|. Then, using [14,
Prop. 1.1.7] we get that
t−m2+
ε
2µt,v1 (x, η) ∈ Sm2−ε/21,0 ,
which by T.5 in Theorem 2.5 is sufficient to prove the claim. Moreover, it follows from
the properties of the amplitude of E1t and T.5 that for any fixed ε ∈ (0, 12)
(59)
∥∥E1t f∥∥Lp 6 C(u)tε ‖f‖Lp .
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Since 1 6 r 6∞, the Minkowski integral inequality, (41), (58) and (59) yield
‖I3‖Lr .
∫ 1
0
∥∥E1t (f)∥∥Lp t−ε2 ∥∥∥t−m2+ ε2Tϕ2µt,v1 (g)
∥∥∥
Lq
dt
t
. C(u, v)
(∫ 1
0
t
ε
2
−1 dt
)
‖f‖Lp ‖g‖Lq .
To deal with I2 assume first that 1 < p < ∞. In this case, the Minkowski integral
inequality and T.1 in Theorem 2.5 yield
(60)
∥∥∥Qut Tϕ1νm1f∥∥∥Lp . ‖f‖Lp ,
uniformly in t. Therefore, combining this with the analogue of (59) for E2t , the Minkowski
integral inequality and Ho¨lder’s inequality imply
‖I2‖Lr .
∫ 1
0
tε−1 dt ‖f‖Lp ‖g‖Lq . ‖f‖Lp ‖g‖Lq .
With minor modifications to the above argument, one proves that ‖I2‖L1 . ‖f‖H1 ‖g‖L∞ .
For the case p =∞, we observe that the result would follow if one has that
(61)
∥∥∥Qut Tϕ1νm1f∥∥∥L∞ 6 C(u) ‖f‖L∞ ,
uniformly in t. But the latter is a consequence of T.2 in Theorem 2.5 and the following
lemma, whose proof can be found in [22, p. 161].
Lemma 4.4. Given f ∈ BMO there exists a constant C such that for any t > 0
(62) ‖Qtf‖L∞ 6 C ‖f‖BMO ,
and by duality, for any f ∈ L1,
(63) ‖Qtf‖H1 6 C ‖f‖L1 .
Finally, we need to deal with the boundedness of the term I1. To this end we need to
consider several cases separately.
Case I: m = 0. In particular, m2 = 0, so in this case, we have taken θ̂1 to be the constant
function equal to 1 in (57). Thus we have
(64) I1 =
∫ 1
0
Qut
(
Tϕ1νm1
f
)
P vt
(
Tϕ2µ1 g
)
m(t, x)
dt
t
,
where µ1(x, η) = µ(η)χ(x) ∈ S01,0. That is, I1 is the composition of a bilinear paraproduct
with two FIOs.
In this connection, for the sake of completeness we would like to state and prove a
lemma, which although somewhat implicit in the literature, is useful for what follows.
Lemma 4.5. Consider the bilinear paraproduct
Π(f, g)(x) =
∫ 1
0
Qut (f)P
v
t (g) m(t, x, u, v)
dt
t
,
with P ut and Q
v
t as in (53) and m(t, x, u, v) smooth satisfying (41). This operator is
a bilinear pseudodifferential operator with symbol in S01,0(n, 2) and seminorms depending
polynomially on |u| and |v|.
Proof. Observe that one can easily write
Π(f, g)(x) =
∫∫
λ(x, ξ, η)f̂(ξ)ĝ(η)eix·(ξ+η) d¯ξ d¯η,
where
λ(x, ξ, η) =
∫ 1
0
ψ̂(tξ)eitξ·v θ̂(tη)eitη·um(t, x, u, v)
dt
t
.
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Then since t ≈ |ξ|−1, |η| . |ξ| and 1 . |ξ|, we have
|λ(x, ξ, η)| .
∫
t∼|ξ|−1
dt
t
≈ 1,
and for |α|+ |β| > 1,∣∣∣∂αξ ∂βη ∂γxλ(x, ξ, η)∣∣∣ . C(u, v) |ξ|−|α|−|β| . C(u, v) (1 + |ξ|+ |η|)−|α|−|β| .

Remark 4.6. As is well-known, bilinear pseudodifferential operators with symbols in
S01,0(n, 2) are examples of bilinear Caldero´n-Zygmund operators, see e.g. [12]. There-
fore, Π(f, g) satisfies all the boundedness properties that are listed in [9, Theorem 1.1].
These include boundedness on products of Banach spaces such as Lp, H1 and BMO.
Thus we can write (64) as
(65) I1 = Π(T
ϕ1
ν1 f, T
ϕ2
µ1 g).
Since m = 0, then either n = 1 or p = q = 2. If p = q = 2, the L2 × L2 → L1
boundedness of Tϕ1,ϕ2σ1 (µ(D)f, µ(D)g) follows from the previous lemma and the L
2 → L2
boundedness given by T.1 in Theorem 2.5. Observe that in dimension n = 1, the matters
reduce to the study of (65) with
µ1(x, ·) = ν1(x, ·) = χ(x)µ(·).
This means that the boundedness of the bilinear FIO in the case Lp × Lq → Lr for
1 < p, q < ∞ follows from Lemma 4.5 and T.1 in Theorem 2.5. It will be shown in
Section 5 that the endpoint results for the one dimensional bilinear FIOs are false. So,
from now on we shall assume that n > 2.
Remark 4.7. Observe that by a similar argument to above, if m = −(n − 1)
∣∣∣1p − 12 ∣∣∣ for
1 < p < ∞ and m2 = 0, we can obtain the Lp × L2 → Lr boundedness of the operator
Tϕ1,ϕ2σ1 (µ(D)f, µ(D)g). Moreover, since paraproducts map BMO × L2 → L2 (see e.g.
[1, Proposition 2]), by T.2 in Theorem 2.5 we would have the L∞×L2 → L2 boundedness
of Tϕ1,ϕ2σ1 (µ(D)f, µ(D)g) for m = −n−12 .
Case II: m < 0. By the previous remark, from now on, we can assume that m2 < 0.
In order to continue the proof of the theorem we introduce another Littlewood-Paley
partition of unity of the type
(66) 1 =
∫ ∞
0
ψ̂(s∇xϕ2(x, η))2 ds
s
, ∀η 6= 0, x ∈ Rn.
In this way
Tµt1g(x) =
∫ ∞
0
St,sg(x)
ds
s
where
St,sg(x) =
∫
χ(x)µ(η)θ̂1(t∇xϕ2(x, η))t−m2ψ̂(s∇xϕ2(x, η))2ĝ(η)eiϕ2(x,η) d¯η.
The support properties of θ̂1 and ψ̂ imply that there exist positive constants κ1, κ2 such
that, for any t ∈ (0, 1],
κ2t . s 6 κ1.
Without loss of generality we can take κ1 > 1.
Hence, if we define κ = κ2/κ1,
Tµt1g(x) =
∫ κ1
κ2t
St,sg(x)
ds
s
=
∫ 1/t
κ
St,tsκ1g(x)
ds
s
.
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Observe now that
St,tsκ1g(x) =
∫
χ(x)µ(η)θ̂1(t∇xϕ2(x, η))t−m2ψ̂(tsκ1∇xϕ2(x, η))2 ĝ(η)eiϕ2(x,η) d¯η
= sm2
∫
χ(x)µ(η)θ̂1(t∇xϕ2(x, η))Ψ̂(ts∇xϕ2(x, η)) |∇xϕ2(x, η)|m2 ĝ(η)eiϕ2(x,η) d¯η
where
(67) Ψ̂(η) = ψ̂(κ1η)
2 |η|−m2 .
Now if P1,t denotes the multiplier operator with symbol θ̂1(tη), then Theorem 4.2 yields
St,tsκ1g(x) = s
m2P1,t
[∫
χ(·)µ(η)Ψ̂(ts∇xϕ2(·, η)) |∇xϕ2(·, η)|m2 ĝ(η)eiϕ2(·,η) d¯η
]
(x)
+ sm2
∫
R1t (x, η) ĝ(η) e
iϕ2(x,η) d¯η,
where R1t (x, η) ∈ S
m2−( 12−ε)
1,0 with seminorms bounded by t
ε with ε ∈ (0, 1/2) and compact
spatial support.
Observe that, since ts 6 1, Ψ̂(tsη) ∈ S01,0 unifomly in ts, Theorem 4.2 yields∫
χ(x)µ(η)Ψ̂(ts∇xϕ2(x, η)) |∇xϕ2(x, η)|m2 ĝ(η)eiϕ2(x,η) d¯η =
= Qts
[∫
χ(·)µ(η) |∇xϕ2(·, η)|m2 ĝ(η)eiϕ2(·,η) d¯η
]
+
∫
R2ts(x, η) ĝ(η) e
iϕ2(x,η) d¯η,
where R2ts(x, η) ∈ S
m2−( 12−ε)
1,0 with seminorms bounded by (ts)
ε with ε ∈ (0, 1/2) and
compact spatial support. Hence
St,tsκ1g(x) = s
m2P1,tQts
(
Tϕ2γ g
)
(x) + sm2P1,t
[∫
R2ts(·, η) ĝ(η) eiϕ2(·,η) d¯η
]
+ sm2
∫
R1t (x, η) ĝ(η)e
iϕ2(x,η) d¯η
= S1s,tg(x) + S
2
s,tg(x) + S
3
s,tg(x),
where γ(x, η) = χ(x)µ(η) |∇xϕ2(x, η)|m2 ∈ Sm21,0 .
Then
I1 =
∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
P vt T
ϕ2
µt1
g(x)
)
m(t, x)
dt
t
=
∑
j=1,2,3
∫ ∞
κ
∫ 1
0
χ(0,1)(st)
(
Qut T
ϕ1
νm1
f(x)
)(
P vt S
j
s,tg(x)
)
m(t, x)
dt
t
ds
s
Observe that ∥∥PtS3s,tg∥∥Lq . sm2tε ‖g‖Lq ,∥∥PtS2s,tg∥∥Lq . sm2+εtε ‖g‖Lq ,
and ∥∥QtTνm1f∥∥Lp . ‖f‖Lp .
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for 1 < p 6∞ and ∥∥QtTνm1f∥∥L1 . ‖f‖H1 . Then, for 1 < p 6∞∥∥∥∥∫ ∞
κ
∫ 1
0
χ(0,1)(st)
(
Qut T
ϕ1
νm1
f(x)
) (
P vt S
3
s,tg(x)
)
m(t, x)
dt
t
ds
s
∥∥∥∥
Lr
.
∫ ∞
κ
∫ 1/s
0
sm2tε
dt
t
ds
s
‖f‖Lp ‖g‖Lq . ‖f‖Lp ‖g‖Lq .
For p = 1, one has similar bound with H1 instead of L1. Moreover if n > 2,∥∥∥∥∫ ∞
κ
∫ 1
0
χ(0,1)(st)
(
Qut T
ϕ1
νm1
f(x)
) (
P vt S
2
s,tg(x)
)
m(t, x)
dt
t
ds
s
∥∥∥∥
Lr
.
∫ ∞
κ
∫ 1/s
0
sm2+εtε
dt
t
ds
s
‖f‖Lp ‖g‖Lq . ‖f‖Lp ‖g‖Lq .
Hence it only remains to prove the desired bound for
(68)
∫ ∞
κ
sm2
∫ 1
0
χ(0,1)(st)
(
Qut T
ϕ1
νm1
f(x)
) (
P vt P1,tQtsT
ϕ2
γ g(x)
)
m(t, x)
dt
t
ds
s
.
Let us define
(69) Rt(G)(x) :=
∫ 1/t
κ
sm2Qts(G)(x)
ds
s
=
∫
Kt(x− y)G(y) dy,
where
(70) Kt(z) =
∫ 1/t
κ
sm2Ψ
( z
ts
)
(ts)−n
ds
s
.
Lemma 4.8. The function Kt defined above is such that
(71)
∫
Kt(z) dz = 0
and for each 0 < δ < −m2 we have the estimates
(72) |Kt(x− y)| . t−n
(
1 +
|x− y|
t
)−n−δ
and
(73)
∣∣Kt(x− y)−Kt(x− y′)∣∣ . t−n−1 ∣∣y − y′∣∣
for all x, y, y′ ∈ Rn and 0 < t < 1
Proof. The first assertion follow from the fact that
∫
Ψ dz = 0. For the second one, since
Ψ ∈ S and 0 < δ < −m2 we have that
|Kt(z)| 6
( |z|
t
)−n−δ
t−n
∫ 1/t
κ
sm2+δ
ds
s
.
( |z|
t
)−n−δ
t−n.
Moreover
|Kt(z)| 6 t−n
∫ 1/t
κ
sm2−n−1 ds . t−n.
These estimates yield (72). Estimate (73) follows from the mean value theorem and the
fact that
|∇zKt(z)| =
∣∣∣∣∣
∫ 1/t
κ
t−n−1s−n−1+m2 (∇Ψ)
( x
ts
) ds
s
∣∣∣∣∣ . t−n−1.

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Proposition 4.9. The operator Rt defined above satisfies
(74) sup
t>0
‖Rtf‖Lq . ‖f‖Lq , 1 6 q 6∞,
and
(75) sup
t>0
‖Rtf‖L∞ . ‖f‖BMO .
Proof. The first assertion is a consequence of the Minkowski integral inequality and (72).
For the second assertion, using (71) and (72)
|Rtf(x)| .
∫
t−n
(
1 +
|x− y|
t
)−n−δ ∣∣∣f(y)−AvgB(x,t)f ∣∣∣ dy.
By a change of variables, if Ft,x(y) = f(ty + x) then,
|Rtf(x)| .
∫
(1 + |y|)−n−δ
∣∣∣Ft,x(y)−AvgB(0,1)Ft,x∣∣∣ dy . ‖f‖BMO ,
where the last inequality follows from [7, Proposition 7.1.5] and the dilation and translation
invariance of the BMO norm. 
Now, it suffices to see that
(76)
∣∣∣∣∫ ∫ 1
0
h(x)
(
Qut T
ϕ1
νm1
f(x)
)(
P˜ vt RtT
ϕ2
γ g(x)
)
m(t, x)
dt
t
dx
∣∣∣∣ . ‖f‖Lp ‖g‖Lq ‖h‖Lr′ ,
where h ∈ Lr′ has support contained in the x support of m, 1/r′ = 1 − 1/p − 1/q and
P˜ vt = P
v
t P1,t. Now we decompose P˜
v
t = P
2,v
t + Q
2,v
t where P
2,v
t has symbol a smooth
function of the type θ̂2(tξ)e
itξ·v with supp θ̂2 contained in a sufficiently small ball, and the
symbol of Q2,vt is (θ̂(tξ)− θ̂2(tξ))eitξ·v. We take the support of θ̂2 small enough to assure
that, for a suitable smooth radial function ψ̂2(ξ) supported in an annulus, we can write(
Qut T
ϕ1
νm1
f(x)
)(
P 2,vt RtT
ϕ2
γ g(x)
)
= Q˜t
((
Qut T
ϕ1
νm1
f
)(
P 2,vt RtT
ϕ2
γ g
))
(x),
where Q˜t is the multiplier operator with symbol ψ̂2(tξ). Furthermore, we can find a smooth
radial function θ̂3 supported in a ball such that(
Qut T
ϕ1
νm1
f(x)
)(
Q2,vt RtT
ϕ2
γ g(x)
)
= P˜t
((
Qut T
ϕ1
νm1
f
)(
Q2,vt RtT
ϕ2
γ g
))
(x),
where P˜t has symbol θ̂3(tξ). Then, the left hand side of (76) is equal to
I + II :=
∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
P 2,vt RtT
ϕ2
γ g(x)
)
Q˜t((hm(t, ·))(x) dt
t
dx
+
∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
Q2,vt RtT
ϕ2
γ g(x)
)
P˜t((hm(t, ·))(x) dt
t
dx
Define Mm by Mm(f)(x) = m(t, x)f(x). Observe that
I = I4 + I5 =
∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
P 2,vt RtT
ϕ2
γ g(x)
)
Q˜th(x)m(t, x)
dt
t
dx
+
∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
P 2,vt RtT
ϕ2
γ g(x)
) [
Q˜t,Mm
]
h(x)
dt
t
dx
Then we could apply T.1 in Theorem 2.5, (74) and the Minkowski integral inequality
to obtain
(77)
∥∥∥P 2,vt RtTϕ2γ g∥∥∥
Lq
6 C(v) ‖g‖Lq ,
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whenever 1 < q <∞. Similarly
(78)
∥∥∥P 2,vt RtTϕ2γ g∥∥∥
L1
6 C(v) ‖g‖H1 ,
For q =∞, (75) and T.2 in Theorem 2.5 yield that for any t > 0,
(79)
∥∥∥P 2,vt RtTϕ2γ g∥∥∥
L∞
.
∥∥RtTϕ2γ g∥∥L∞ . ∥∥Tϕ2γ g∥∥BMO . ‖g‖L∞ .
For the analysis of I5 we observe that, by the mean-value theorem, we have that
|m(t, y, u, v)−m(t, x, u, v)| . |y − x|
with an implicit constant that by (41), is independent of t, u and v. Using this, we compute
|[Q˜t,Mm](f)(x)| .
∣∣∣∣∫ t−nψ(x− yt
)(
m(t, y, u, v)−m(t, x, u, v))f(y) dy∣∣∣∣
. t
∫ ∣∣∣∣t−nψ(x− yt
)∣∣∣∣ |x− y|t |f(y)| dy.
Therefore
(80)
∥∥∥[Q˜t,Mm]h∥∥∥
Lr′
. t ‖h‖Lr′ .
Similar estimate holds for the commutator
[
P˜t,Mm
]
.
Then, (60), (61), (77) and (80), imply that |I5| 6 C(u, v, ε) ‖f‖Lp ‖g‖Lq ‖h‖Lr′ for
1 < q <∞. For q = 1, (61) (78) and (80) yield |I5| 6 C(u, v, ε) ‖f‖L∞ ‖g‖H1 ‖h‖L∞ . For
q =∞, (60), (61), (79) and (80) yield
|I5| . ‖f‖Lp ‖g‖L∞ ‖h‖Lr′ ,
for p > 1, and |I5| . ‖f‖H1 ‖g‖L∞ ‖h‖L∞ , for p = 1.
Arguing in a similar way,
II = I6 + I7 =
∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
Q2,vt RtT
ϕ2
γ g(x)
)
P˜th(x)m(t, x)
dt
t
dx
+
∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
Q2,vt RtT
ϕ2
γ g(x)
) [
P˜t,Mm
]
h(x)
dt
t
dx
with |I7| 6 C(u, v, ε) ‖f‖Lp ‖g‖Lq ‖h‖Lr′ and the obvious modifications for the extremal
cases. So we have reduced the problem to prove the desired estimates for
(81) |I4| =
∣∣∣∣∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
P 2,vt RtT
ϕ2
γ g(x)
)
Q˜th(x)m(t, x)
dt
t
dx
∣∣∣∣ ,
(82) |I6| =
∣∣∣∣∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
Q2,vt RtT
ϕ2
γ g(x)
)
P˜th(x)m(t, x)
dt
t
dx
∣∣∣∣ .
At this point we proceed by studying four subcases.
Case II.a: m = −(n−1)/2. Using Remark 4.7, it is enough to consider the L2×L∞ → L2
case. Therefore let us assume that f, h ∈ L2, g ∈ L∞. Observe that we can assume,
without loss of generality, that ‖g‖L∞ = 1. Then, by the Cauchy-Schwarz inequality and
(41) we have
|I4| .
(∫ ∫ 1
0
∣∣∣Qut Tϕ1νm1f(x)∣∣∣2 dtt dx
) 1
2
(∫ ∫ 1
0
∣∣∣P 2,vt RtTϕ2γ g(x)∣∣∣2 ∣∣∣Q˜th(x)∣∣∣2 dtt dx
) 1
2
.
A standard quadratic estimate together with the L2 boundedness of Tϕ1νm1 given by T.1 in
Theorem 2.5 yield that the first factor on the right hand side is bounded by C(u) ‖f‖L2 . For
the second factor, a quadratic estimate and (79) yield that it is bounded by ‖g‖L∞ ‖h‖L2 .
Therefore |I4| . C(u) ‖f‖L2 ‖g‖L∞ ‖h‖L2 .
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In order to deal with I6, let us recall that a Borel measure dµ on Rn+ is called a Carleson
measure if
‖dµ‖C = sup
>0
sup
y∈Rn
1
n
∫ 
0
∫
|x−y|<
d |µ| (x, t) < +∞.
The quantity ‖dµ‖C is called the Carleson norm of dµ. We shall also need the following
lemma, whose proof is a modification of an argument which goes back to A. Uchiyama.
Lemma 4.10. For any Carleson measure dµ and Kt satisfying (72) for some δ > 0,
dµ˜(x, t) :=
(∫
|Kt(x− y)| dµ(y, t)
)
dx,
defines a Carleson measure and ‖ dµ˜‖C . ‖dµ‖C .
Proof. Let  > 0 and y ∈ Rn. First, we cover Rn with balls of radius √n/2 and centre
y + k, with k ∈ Zn. Then changing the order of integration followed by a change of
variables yield
I(, y) :=
∫ 
0
∫
|x−y|<
(∫
|Kt(x− z)| dµ(z, t)
)
dx
6
∑
k∈Zn
∫ 
0
∫
|x−y|<
(∫
|z−y−k|<
√
n
2
|Kt(x− z)| dµ(z, t)
)
dx
=
∑
k∈Zn
∫ 
0
∫
|z−y−k|<
√
n
2
(∫
|z−y+u|<
|Kt(u)| du
)
dµ(z, t).
(83)
Using the triangle inequality we have that |u+ k| 6 
(
1 +
√
n
2
)
, and therefore we have
|u| > 
(
|k| −
(
1 +
√
n
2
))
.
Now if |k| > 2 +√n then |u| >  |k| /2 and for such k’s, (72) yields that(∫
|z−y+u|<
|Kt(u)| du
)
. |k|−n−δ
(
t

)δ
6 |k|−n−δ ,
for t 6 . Then, enlarging the domain of integration as necessary (depending on the
dimension) we have∑
|k|>2+√n
∫ 
0
∫
|z−y−k|<
√
n
2
(∫
|z−y+u|<
|Kt(u)| du
)
dµ(z, t)
. n
∑
|k|>2+√n
|k|−n−δ ‖ dµ‖C . n ‖ dµ‖C .
On the other hand, using once again (72)(∫
|z−y+u|<
|Kt(u)| du
)
.
∫ (
1 +
|u|
t
)−n−δ
t−n du . 1.
Hence, again enlarging the domain of integration as necessary,∑
|k|<2+√n
∫ 
0
∫
|z−y−k|<
√
n
2
(∫
|z−y+u|<
|Kt(u)| du
)
dµ(z, t) . n ‖ dµ‖C .
Putting the estimates together we obtain the desired result. 
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Observing that the commutator [Rt, Q
2,v
t ] = 0 and returning to I6, we claim that
(84)
∣∣∣RtQ2,vt Tϕ2γ g(x)∣∣∣2 dtt dx,
is a Carleson measure with norm bounded by a constant times ‖g‖2L∞= 1. Indeed, it is
well-known (see e.g. [22]) that, for any f ∈ BMO
(85) dµ(x, t) =
∣∣∣Q2,vt f(x)∣∣∣2 dtt dx,
is a Carleson measure and
‖dµ‖C . ‖f‖2BMO .
The Cauchy-Schwarz inequality and (72) yield∣∣∣RtQ2,vt Tϕ2γ g(x)∣∣∣2 6 (∫ |Kt(y)| dy)(∫ |Kt(x− y)| ∣∣∣Q2,vt Tϕ2γ g(y)∣∣∣2 dy)
.
∫
|Kt(x− y)|
∣∣∣Q2,vt Tϕ2γ g(x)(y)∣∣∣2 dy.
Therefore, T.2 in Theorem 2.5 and Lemma 4.10 prove that (84) is a Carleson measure.
Proceeding as in the analysis of I4 we have
|I6| .
(∫ ∫ 1
0
∣∣∣Qut Tϕ1νm1f(x)∣∣∣2 dtt dx
) 1
2
(∫ ∫ 1
0
∣∣∣P˜th(x)∣∣∣2 ∣∣∣Q2,vt RtTϕ2γ g(x)∣∣∣2 dtt dx
) 1
2
.
The first factor is treated as before using a standard quadratic estimate and for the second
factor we use (84), [5, Theorem 4] and the boundedness of the non-tangential maximal
operator to obtain that
|I6| . ‖f‖L2 ‖g‖L∞ ‖h‖L2 .
Case II.b: m = −(n− 1) and L∞ × L∞ → BMO boundedness. In this case we need to
estimate I4 and I6 with m1 = m2 = −(n − 1)/2, for f, g ∈ L∞ and h ∈ H1. Without
loss of generality, we can assume that ‖f‖L∞ = ‖g‖L∞ = 1. To control I4 we need the
following proposition.
Proposition 4.11. Let F ∈ H1, v ∈ L∞t,x, and Tt be the convolution operator given by
Tt(f)(x) =
∫
f(x− y) dνt(y),
with {νt}t be finite measures such that for some δ > 0 and for any t > 0,
(86)
∫ (
1 +
|x− y|
t
)−n−δ
d |νt| (y) .
(
1 +
|x|
t
)−n−δ
.
Let G(t, x) be a measurable function on Rn+1+ such that dµG(t, x) = |G(t, x)|2 dtt dx is a
Carleson measure. Then∣∣∣∣∫ ∫ ∞
0
QtTtF (x)G(t, x)v(t, x)
dt
t
dx
∣∣∣∣ 6 C ‖F‖H1 ‖dµG‖ 12C ‖v‖L∞t,x .
Proof. By a density argument (see [21, pp. 231-232]) it is enough to prove the result for
F ∈ H1 with compact frequency support away from the origin. Let ψ̂ be the multiplier
associated to Qt. Since ψ is supported in an annulus we can write
ψ̂(ξ) = − |ξ| e−|ξ|û(ξ),
where û ∈ C∞0 (Rn) and is supported in the same annulus as ψ̂. Then
ψ̂(tξ) = −t |ξ| e−t|ξ|û(tξ) = t∂t
(
P̂t(ξ)
)
û(tξ)
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where Pt stands for the Poisson kernel of Rn+1+ . Therefore, if Q˜t stands for the convolution
operator associated to the symbol û(tξ), using the commutativity of multipliers we have
QtTtF (x) = Q˜tTt (t∂tPtF ) (x).
Let At = Q˜tTt. Then
I =
∫ ∫ ∞
0
QtTtF (x)G(t, x)v(t, x)
dt
t
dx =
∫ ∫ ∞
0
t∂tPtF (x)A∗t (G(t, ·)v(t, ·))
dt
t
dx.
Let Φ be the generalised Cauchy-Riemann system for F i.e.
Φ = (PtF,R1PtF, . . . ,RnPtF ) ,
where Rj denotes the j-th Riesz transform given by
Rj(f)(x) = −i
∫
Rn
ξj
|ξ| f̂(ξ)e
ixξ d¯ξ.
For further information see e.g. [23]. It is known (see [22]) that Φ satisfies
|∂tPtF |2 . |∇t,xΦ|2 ≈ |Φ|∆t,x |Φ| .
Now, the Cauchy-Schwarz inequality yields
(87) |I| .
(∫ ∫ ∞
0
t∆t,x |Φ|dt dx
)1/2(∫ ∫ ∞
0
|Φ| |A∗t (G(t, ·)v(t, ·))|2
dt
t
dx
)1/2
.
Integrating by parts, the first factor in the previous inequality becomes(∫
|Φ(x, 0)| dx
) 1
2
. ‖F‖1/2
H1
.
By the hypothesis of the proposition, |G(t, x)|2 dtt dx is Carleson measure, therefore we
have that |G(t, x)v(t, x)|2 dtt dx is also a Carleson measure with norm bounded by ‖v‖2L∞t,x ‖dµG‖C .
Now, by the hypothesis (86) and the fact that u ∈ S, the kernel of At, which we denote
by Kt, satisfies the condition (72). So we can apply Lemma 4.10 to deduce that∫
|Kt(x− y)| |(G(t, ·)v(t, ·)) (y)|2 dy dt
t
dx
is a Carleson measure. Since supt ‖Kt‖L1 < +∞ and
|A∗t (G(t, ·)v(t, ·)) (x)| .
(
sup
t
‖Kt‖L1
)1/2(∫
|Kt(x− y)| |(G(t, ·)v(t, ·)) (y)|2 dy
)1/2
,
we deduce that
(88) |A∗t (G(t, ·)v(t, ·)) (x)|2
dt
t
dx,
is a Carleson measure with norm bounded by a constant times ‖dµG‖C ‖v‖2L∞t,x . Therefore,
the second term in (87) is bounded by
‖dµG‖1/2C ‖v‖L∞t,x
(∫
sup
t>0
sup
|x−y|<t
|Φ(t, y)| dx
)1/2
. ‖F‖1/2
H1
‖dµG‖1/2C ‖v‖L∞t,x .
So, putting this all together
|I| . ‖F‖H1 ‖dµG‖1/2C ‖v‖L∞t,x ,
which concludes the proof. 
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Corollary 4.12. There exists a constant C such that for any F ∈ H1, G ∈ BMO and
v ∈ L∞t,x, ∣∣∣∣∫ ∫ ∞
0
QtF (x) Q˜tG(x) v(t, x)
dt
t
dx
∣∣∣∣ 6 C ‖F‖H1 ‖G‖BMO ‖v‖L∞t,x .
Proof. Put G(t, x) = Q˜tG(x), νt = δ0 in Proposition 4.11 and use (85). 
We wish to apply Corollary 4.12 with F = h, G = Tϕ1νm1f and
(89) v(t, x) = P 2,vt RtT
ϕ2
γ g(x)m(t, x).
By (41) and (79) we have supt,x |v(t, x)| . ‖g‖L∞ , and by T.2 in Theorem 2.5 we have
Tϕ1νm1f ∈ BMO. Consequently we can indeed apply Corollary 4.12 to obtain
(90) |I4| .
∥∥∥Tϕ1νm1f∥∥∥BMO ‖h‖H1 ‖g‖L∞ . ‖f‖L∞ ‖h‖H1 ‖g‖L∞ .
For I6, since
(91)
∣∣∣(Qut Tϕ1νm1f(x))(Q2,vt RtTϕ2γ g(x))∣∣∣ 6 12
(∣∣∣Qut Tϕ1νm1f(x)∣∣∣2 + ∣∣∣Q2,vt RtTϕ2γ g(x)∣∣∣2
)
.
and both terms on the right hand side define a Carleson measure by (85) and (84) respect-
ively, we have that
dµ(x, t) =
(
Qut T
ϕ1
νm1
f(x)
)(
Q2,vt RtT
ϕ2
γ g(x)
)
dx
dt
t
,
is a Carleson measure and ‖dµ‖C . ‖f‖2L∞ + ‖g‖2L∞ = 2. Now [5, Theorem 4] and (41)
imply that
|I6| .
∫ ∫ 1
0
∣∣∣P˜th(x)∣∣∣ d |µ| (x, t) . ∫ sup
0<t<1
sup
|x−y|<t
∣∣∣P˜th(y)∣∣∣ dx . ‖h‖H1 .
Case II.c: m = −(n − 1) and H1 × L∞ → L1 boundedness. In this case, it remains to
estimate I4 and I6 with m1 = m2 = −(n− 1)/2, for f ∈ H1 g, h ∈ L∞.
At this point, we shall recall some facts from the theory of local Hardy spaces useful for
our current purposes. It is shown in [6] that a function f belongs to the local Hardy space
h1 if, and only if f ∈ L1 and Rj((1− θ̂)(D)f) ∈ L1 where θ̂ is a bump function supported
near the origin and Rj denotes the j-th Riesz transform. Moreover
‖f‖h1 ≈ ‖f‖L1 +
n∑
j=1
∥∥∥Rj((1− θ̂)(D)f)∥∥∥
L1
≈
∥∥∥θ̂(D)f∥∥∥
L1
+
∥∥∥(1− θ̂)(D)f∥∥∥
H1
,(92)
where the last estimate follows from the well-known characterization of the H1 norm (see
e.g. [21, p. 221]). We would like to mention that different choices of θ yield equivalent
norms.
Since the frequency support of the symbol associated to Qut is supported in an annulus,
we can find a smooth compactly supported bump function θ̂ such that, for any 0 < t < 1
Qut = Q
u
t
((
1− θ̂
)
(D)
)
.
Then one can write
I4 =
∫ ∫ 1
0
(
Qut
(
(1− θ̂)(D)Tϕ1νm1f(x)
))(
P 2,vt RtT
ϕ2
γ g(x)
)
Q˜th(x)m(t, x)
dt
t
dx.
Taking F = (1 − θ̂)(D)Tϕ1νm1f , G = h and v(t, x) as in (89), and applying Corollary 4.12,
(92) and the natural embedding of L∞ into BMO, one has that
|I4| .
∥∥∥(1− θ̂)(D)Tϕ1νm1f∥∥∥H1 ‖g‖L∞ ‖h‖BMO . ∥∥∥Tϕ1νm1f∥∥∥h1 ‖g‖L∞ ‖h‖L∞ .
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Finally, applying T.4 in Theorem 2.5 and the embedding of H1 into h1, one obtains
|I4| . ‖f‖H1 ‖g‖L∞ ‖h‖L∞ .
To control I6 we observe that a similar analysis to that of I4 allows us to write
I6 =
∫ ∫ 1
0
(
Qut
(
(1− θ̂)(D)Tϕ1νm1f(x)
))(
Q2,vt RtT
ϕ2
γ g(x)
)
P˜th(x)m(t, x)
dt
t
dx.
Taking v(t, x) = P˜th(x)m(t, x), F = (1 − θ̂)(D)Tϕ1νm1f(x), G(t, x) = Q
2,v
t RtT
ϕ2
γ g(x) and
νt = δ0, and applying Proposition 4.11 and the fact that |G(t, x)|2 dx dt/t is a Carleson
measure (see (84)) yields
|I6| .
∥∥∥(1− θ̂)(D)Tϕ1νm1f∥∥∥H1 ‖g‖L∞ ‖h‖BMO . ‖f‖H1 ‖g‖L∞ ‖h‖L∞ .
Case II.d: m = −(n − 1) and L∞ × H1 → L1 boundedness. In this case g ∈ H1,
f, h ∈ L∞ and m1 = m2 = −(n − 1)/2. Without loss of generality we can assume that
‖f‖L∞ = ‖h‖L∞ = 1.
Arguing as in the previous case, we can find a smooth compactly supported bump
function θ̂ such that
(93) I6 =
∫ ∫ 1
0
(
Qut T
ϕ1
νm1
f(x)
)(
Q2,vt Rt(1− θ̂)(D)Tϕ2γ g(x)
)
P˜th(x)m(t, x)
dt
t
dx.
Then, we use Proposition 4.11 with v(t, x) = P˜th(x)m(t, x), G(t, x) = Q
u
t T
ϕ1
νm1
f(x), F =
(1 − θ̂)(D)Tϕ2γ g(x) and dνt(x) = Kt(x) dx, where Kt is the kernel of Rt defined in (70).
We obtain
|I6| .
∥∥∥Tϕ1νm1f∥∥∥BMO ∥∥∥(1− θ̂)(D)Tϕ1νm1g∥∥∥H1 ‖h‖L∞ . ‖f‖L∞ ‖g‖H1 ‖h‖L∞ ,
where the last estimate follows from (92), T.2 and T.4 in Theorem 2.5.
In order to control I4, take G(t, x) =
(
Qut T
ϕ1
νm1
f(x)
)
Q˜th(x)m(t, x), which, by a similar
argument to that for (91), it is seen to give rise to a Carleson measure with norm bounded
by a constant (here we use that ‖f‖L∞ = ‖h‖L∞ = 1). Then
I4 =
∫ ∫ 1
0
(
P 2,vt T
ϕ2
γ g
)
(x)R∗t (G(t, ·)) (x)
dt
t
dx.
By Lemma 4.10, R∗t (G(t, ·)) (x) gives rise to a Carleson measure, so we can apply [7,
Corollary 7.3.6] to obtain
|I4| .
∫
sup
0<t<1
sup
|x−y|<t
∣∣∣P 2,vt Tϕ2γ g(x)∣∣∣ dx . ∥∥Tϕ2γ g∥∥h1 . ‖g‖H1 ,
where the second inequality follows from the definition of the h1 norm in (9) in such a
way that the implicit constant depends polynomially on v, and the last estimate follows
from T.4 in Theorem 2.5.
5. Endpoint cases for n = 1
In this section we provide counterexamples in dimension n = 1 to some of the endpoint
results which are valid in dimension two and higher.
Let us start by discussing the failure of the L∞ × L∞ → BMO boundedness.
Proposition 5.1. There exist f, g ∈ L∞c and σ ∈ S01,0(n, 2) such that Tϕ1,ϕ2σ (f, g) 6∈ BMO
where ϕ1(x, ξ) = xξ + |ξ| and ϕ2(x, η) = xη.
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Proof. Consider σ(x, ξ, η) = χ(x) ∈ S01,0(n, 2), with χ ∈ C∞0 (Rn) supported in (−2, 2),
equal to 1 in [−1, 1] and even. Then for any f and g we have that
(94) Tϕ1,ϕ2σ (f, g)(x) = χ(x)T
ϕ1
1 (f)(x)g(x),
where
Tϕ11 (f)(x) :=
∫
f̂(ξ)ei|ξ|+ixξ d¯ξ =
f(x+ 1) + f(x− 1)
2
+ i
Hf(x+ 1)−Hf(x− 1)
2
,
and H stands for the Hilbert transform. Recall now that Hχ[−1,1](x) = 1pi log
∣∣∣x+1x−1 ∣∣∣.
Therefore
Tϕ11 (χ[−1,1])(x) = S(x) +
i
2pi
log
∣∣∣∣(x+ 2)(x− 2)x2
∣∣∣∣ ,
where S(x) = 12
(
χ[−2,0](x)− χ[0,2](x)
)
, which is trivially bounded by 1. Define
h(x) = Tϕ11 (χ[−1,1])(x)− S(x).
Now observe that for any 0 < ε < 1,
−2pii
∫ ε
0
h(x) dx = ε (log(ε+ 2) + log(2− ε)− 2 log ε) + 2 (log(ε+ 2)− log(2− ε)− 2) .
Then, if we define h+(x) = h(x)χ[0,1](x),∣∣∣Avg(−ε,ε)h+∣∣∣ = 14pi
∣∣∣∣log (2 + ε)(2− ε)ε2 − 2ε
(
2− log 2 + ε
2− ε
)∣∣∣∣ ,
which yields
lim
ε→0+
∣∣∣Avg(−ε,ε)h+∣∣∣ = +∞.
But then since
1
2ε
∫ ε
−ε
∣∣∣h+(x)−Avg(−ε,ε)h+∣∣∣ dx > 12ε
∫ 0
−ε
∣∣∣Avg(−ε,ε)h+∣∣∣ dx = 12 ∣∣∣Avg(−ε,ε)h+∣∣∣ ,
it follows that h+ 6∈ BMO, and therefore, since S ∈ L∞,
Tϕ1,ϕ2σ (χ[−1,1](x), χ[0,1]) = T
ϕ1
1 (χ[−1,1])(x)χ[0,1](x) 6∈ BMO.

Corollary 5.2. The operator Tϕ1,ϕ2σ defined in (94) is not bounded from L∞×H1 → L1.
Proof. Observe that by the definition of the operator, for any f, g, h
〈Tϕ1,ϕ2σ (f, g), h〉 = 〈Tϕ1,ϕ2σ (f, h), g〉.
Then, since BMO = (H1)∗, Tϕ1,ϕ2σ : L∞ ×H1 → L1 is equivalent to Tϕ1,ϕ2σ : L∞ × L∞ →
BMO. But as we saw in Proposition 5.1, this is impossible, and therefore Tϕ1,ϕ2σ is not
bounded from L∞ ×H1 → L1 
Proposition 5.3. The operator Tϕ1,ϕ2σ defined in (94) is not bounded from L∞×Lp → Lp
for any 1 < p <∞.
Proof. Assume on the contrary that there exists 1 < p < ∞ such that the operator is
bounded. In particular, taking f = χ[−1,1] and gε(x) = χ[0,ε](x) with 0 < ε < 1, yields
‖Tϕ1,ϕ2σ (f, g)‖pLp =
∫ ε
0
|Tϕ11 (f)(x)|p dx 6 Cε
with C independent on ε. This would imply in particular that
1
ε
∫ ε
0
|log x|p dx 6 C
uniformly in ε. But letting ε tend to zero, we will reach a contradiction. 
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Remark 5.4. We recall that when the phases ϕ1(x, ξ) = xξ and ϕ2(x, η) = xη, i.e. when
we are dealing with one dimensional bilinear pseudodifferential operators, then all the end-
point estimates discussed above are actually valid and there are no counterexamples in
these cases, see e.g. [9], [12]. Thus, the phenomenon observed above concerning the lack
of boundedness at the end points in dimension one, is a feature of bilinear FIOs.
6. The high frequency case: Non-Banach endpoints
The fact that the dual of Lp spaces for 0 < p < 1 is trivial precludes the use of duality
arguments as in the previous sections. Nevertheless, the proof of the non-Banach results
follows a similar line of thought as the Banach case, albeit with some modifications. In
this section, we confine ourselves to indicating the main differences in the argument to be
made for obtaining the desired boundedness results.
Proceeding similarly to the analysis of the Banach case, we can decompose the original
operator as in (35). Replacing (36) by its discrete version and using the fact that σ˜1 in
(38) has fixed compact support in (ξ, η), we can expand σ˜1 in a Fourier Series. This will
reduce matters to the study of an operator that is of the type
(95)
∑
u,v∈Zn
∑
k∈Z
Tϕ1
νt,u1
(f)(x)Tϕ2
µt,v1
(g)(x)
m(t, x, u, v)
(1 + |u|2 + |v|2)N ,
which can be regarded as a discrete counterpart of (46). In this expression N is a suf-
ficiently large integer. For the sake of brevity and to facilitate the comparison with the
Banach case, we shall from now on set t = 2−k for k ∈ Z.
One also has a similar expression for Tϕ1,ϕ2σ2 , but once again, it will be enough to prove
the boundedness of the part corresponding to σ1. Thus, the study reduces to proving the
estimates for an operator of the type
T (F,G)(x) =
∑
k>0
Tϕ1
νt,u1
(f)(x)Tϕ2
µt,v1
(g)(x)m(t, x, u, v)
with polynomial bounds in |u| and |v|.
To obtain the desired boundedness, we shall first consider the case n > 2. For any fixed
−(n− 1) 6 m < 0, we let 0 < α < 2 be such that m = −(n− 1) ( 1α − 12). We claim that
the operator T defined above satisfies
(96) T : Hα × L2 → Lβ and T : L2 ×Hα → Lβ,
whenever 1β =
1
α +
1
2 = 1− mn−1 . These yield the same boundedness for Tσ1 .
By the results of the previous section, one has
Tσ1 : H
p ×Hq → L1 and Tσ1 : Hq ×Hp → L1,
with
1
p
=
3
4
− 1
2α
=
1
2
+
m
2(n− 1) , and
1
q
=
1
2
− m
2(n− 1) .
Using these results, assuming that (96) holds, and applying complex interpolation gives
us that
Tσ1 : H
p ×Hq → Lr
boundedly providedm = −(n−1)
(∣∣∣1p − 12 ∣∣∣+ ∣∣∣1q − 12 ∣∣∣) and 1r = 1p+1q > 1 and 1 6 p, q 6∞.
In an abuse of notation, we identify H∞ with L∞ in the previous expressions.
In order to prove (96), by a similar argument to the Banach case, but using sums instead
of integrals, one reduce matters to the study of operators
(97) I1 =
∑
k>0
(
Qut T
ϕ1
νm1
f(x)
)(
P vt T
ϕ2
µt1
g(x)
)
m(t, x),
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where the error terms can be handled routinely as in the Banach case, where we use the
well-known inequality (∑
k
|ak|
)r
6
∑
k
|ak|r , for 0 < r 6 1,
instead of the Minkowski integral inequality.
Let us start by proving the Hα×L2 → Lr boundedness, in which case we have m1 = m
and m2 = 0 in (97). We observe that µ
t
1 is actually independent of t. Therefore I1 is a
composition of a paraproduct Π˜(F,G) =
∑
k>0 (Q
u
t F (x)) (P
v
t G(x))m(t, x, u, v), satisfying
similar properties as those considered in Lemma 4.5, and two FIOs. In particular, Π˜ is a
bilinear pseudodifferential operator with symbol
λ(x, ξ, η) =
∑
k>0
ψ̂(tξ)eitξ·v θ̂(tη)eitη·um(t, x, u, v),
belonging to S01,0(n, 2) with seminorms depending polynomially on |u| and |v|. Then,
[9, Theorem 1.1] yields that this paraproduct is Hα×L2 → Lr bounded. Since 0 < t < 1,
there exists a smooth bump function θ̂ such that Qut = Q
u
t
(
(1− θ̂)(D)
)
. Therefore,
[6, Lemma 4] yields that Π˜ maps hp × L2 → Lr and T.1, T.4 in Theorem 2.5 yield the
result.
For proving the L2 ×Hα → Lr boundedness, one proceeds as in the Banach case and
matters reduce to giving the desired estimate for∑
k>0
(
Qut T
ϕ1
νm1
f(x)
)(
P˜ vt RtT
ϕ2
γ g(x)
)
m(t, x, u, v),
which is the discrete counterpart of (68), where m1 = 0, m2 = m and Rt is the discrete
analogue of (69). More precisely, Rt(G)(x) =
∫
Kt(x− y)G(y) dy, with
Kt(z) =
∑
− log2 κ6j6k
2jm2Ψ
(
2k−jz
)
2n(k−j),
and as in (67)
(98) Ψ̂(η) = ψ̂(κ1η)
2 |η|m2 := ψ̂(κ1η) ̂˜Ψ(η),
where ψ̂ is smooth, radial and positive with
supp ψ̂ ⊂ {ξ : 2−2 6 |ξ| 6 1} ,
and ∑
j∈Z
ψ̂(2jη)2 = 1 for any η 6= 0.
Hence, the desired boundedness would follow if we establish that the operator given by
S(F,G)(x) =
∑
k>0
(Qut F (x))
(
P˜ vt RtG(x)
)
m(t, x, u, v)
is L2 × hα → Lr bounded. Observe also that there exists a smooth bump function θ̂
such that Rt = Rt
(
(1− θ̂)(D)
)
. Then [6, Lemma 4] implies that it is enough to prove
the L2 ×Hα → Lr boundedness of the operator S(F,G) defined above. To this end, the
Cauchy-Schwarz inequality yields
|S(F,G)(x)| .
∑
k>0
|Qut F (x)|2
1/2∑
k>0
|P vt RtG(x)|2
1/2 .
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Therefore, using Ho¨lder’s inequality and standard quadratic estimates, we have
‖S(F,G)‖Lr . ‖F‖L2
∫
∑
k>0
|P vt RtG(x)|2
α/2 dx

1/α
.
Observe now that by (98)
PtRtG(x) =
∑
− log2 κ6j6k
sm2
∫ (
θt ∗ Ψ˜ts
)
(y)
(
ψtsκ1 ∗G
)
(x− y) dy
where we set s = 2j . Then for any b > 0 (to be later determined)
|PtRtG(x)| 6
∑
− log2 κ6j6k
sm2
∫ ∣∣∣θt ∗ Ψ˜ts(y)∣∣∣ (1 + |y|
ts
)b
dyM∗∗b (G,ψtsκ1)(x),
where
M∗∗b (G,ψu)(x) := sup
y∈Rn
|ψu ∗G(x− y)|(
1 + |y|u
)b ,
denotes Peetre’s maximal function, see [25].
Now [25, p. 16] yields
M∗∗b (G,ψu)(x) .
[
M
(
|ψu ∗G|
b
n
)
(x)
]n
b
,
for any x ∈ Rn and any u > 0, where M stands for the Hardy-Littlewood maximal
operator. Moreover, by the results in [7, Appendix K], one has for any N > n+ b∣∣∣θt ∗ Ψ˜ts(y)∣∣∣ . (tmax (s, 1))−n(1 + |y|
tmax (s, 1)
)−N
,
which in turn implies that
sup
0<t<1,κ<s<1/t
∫ ∣∣∣θt ∗ Ψ˜ts(y)∣∣∣ (1 + |y|
ts
)b
dy . 1.
Thus, we have the pointwise inequality
|PtRtG(x)| .
∑
− log2 κ6j6k
sm2
[
M
(
|ψstκ1 ∗G|
b
n
)
(x)
]n
b
.
Therefore, for any q > max
(
b
n , 1
)
∑
k>0
|PtRtG(x)|q
1/q . ∞∑
j=− log2 κ
sm2
∑
k>j
[
M
(
|ψstκ1 ∗G|
b
n
)
(x)
] qn
b
 1q
6 Cm2
∑
k>0
[
M
(
|ψtκ1 ∗G|
b
n
)
(x)
] qn
b
 1q
where Cm2 =
∑∞
j=− log2 κ s
m2 =
∑∞
j=− log2 κ 2
jm2 < +∞, and we have used the fact that
st = 2j−k, which allows us to re-index the sum.
Hence, for any p > bn the boundedness of the vector-valued maximal operator∥∥∥∥∥∥∥
∑
k>0
|Mfk(·)|
qn
b
 bqn
∥∥∥∥∥∥∥
L
pn
b (Rn)
.
∥∥∥∥∥∥∥
∑
k>0
|fk(·)|
qn
b
 bqn
∥∥∥∥∥∥∥
L
pn
b (Rn)
,
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(proved by Fefferman-Stein in [4, Theorem 1]) yields∥∥∥∥∥∥∥
∑
k>0
|PtRtG|q
1/q
∥∥∥∥∥∥∥
Lp(Rn)
.
∫
∑
k>0
|ψtκ1 ∗G(x)|q

p
q
dx

1
p
.
Now if we define δκ1G(y) = G(κ1y), a change of variables yields that the last term is equal
to ∫
∑
k>0
|ψt ∗ δκ1G(x)|q

p
q
dx

1
p
κ
n
p
1 . ‖δκ1G‖F 0p,q .
where F 0p,q stands for the corresponding Triebel-Lizorkin space (see [25] for the general
definition and further properties of these spaces). In particular, taking b < αn < 2n,
q = 2 and using the identification of the Triebel-Lizorkin space F 0α,2 given in [25, Theorem
1, p. 92], we obtain
‖S(F,G)‖Lr . ‖F‖L2 ‖δκ1G‖hα .
But this yields the desired result because
‖δκ1G‖hp 6 ‖δκ1G‖Hα ≈ ‖G‖Hα ,
where the last equality follows from the fact that
‖δκ1G‖αHα =
∫
sup
t>0
∣∣∣Θ̂(tD)δκ1G(x)∣∣∣α dx = ∫ sup
t>0
∣∣∣Θ̂(κ1tD)G(κ1x)∣∣∣α dx = κ−n1 ‖G‖αHα .
The case n = 1 is simpler, in the sense that, as in the previous case, matters reduce
to the study of an operator of the type (97) with µt1 independent of t. That is, I1 is the
composition of the paraproduct Π˜ defined above and two FIOs. In particular, Theorem
2.5 and the boundedness of the paraproducts [9, Theorem 1.1] yield
Tσ1 : H
p ×Hq → Lr,
provided m = 0, 1 6 1r =
1
p +
1
q and p, q <∞.
7. A composition formula
In this section we prove the Theorem 4.2 concerning composition of a pseudodifferential
operator and an FIO.
Let χ ∈ C∞(Rn) such that 0 6 χ 6 1, χ(z) = 1 for |z| < /2 and χ(z) = 0 for |z| > 
where 0 <  < C1/(4C0), with C0 = sup(x,ξ)∈Ω sup|α|=2 (|∂αxϕ(x, ξ)| /〈ξ〉) and C1 is the
constant in (i). We decompose σt(x, ξ) into two parts I1(t, x, ξ) and I2(t, x, ξ) where
I1(t, x, ξ) =
∫∫
at(y, ξ)ρ(tη) (1− χ(x− y)) ei(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) d¯η dy,
and
I2(t, x, ξ) =
∫∫
at(y, ξ)ρ(tη)χ(x− y) ei(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) d¯η dy.
We begin by analysing I1(t, x, ξ). We claim that
(99) sup
x∈Rn
∣∣∣∂γx∂βξ I1(t, x, ξ)∣∣∣ . 〈ξ〉m−M( 12−ε)−|γ|tMε.
To simplify the exposition, we are going omit the estimates in the x-derivatives, that is
we only study the case γ = 0, as this argument contains the main ideas of the proof.
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The chain rule and Leibniz formula tell us that ∂βξ I1(t, x, ξ) is a finite linear combination
of elements of the type∫∫
∂β1ξ at(y, ξ)ρ(tη) (1− χ(x− y))
k∏
j=1
∂
bj
ξ (ϕ(y, ξ)− ϕ(x, ξ)) ei(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) d¯η dy.
with β1 + β2 = β, b1 + . . . + bk = β2 and, if β2 6= 0, |bj | > 1 for each j. Since
∂
bj
ξ (ϕ(y, ξ)− ϕ(x, ξ)) =
∫ 1
0 ∇x∂
bj
ξ ϕ(x + s(y − x), ξ)) ds · (y − x), we can express each
of these terms as a finite linear combination of terms of the type∫∫
∂β1ξ at(y, ξ)ρ(tη) (1− χ(x− y)) gk,β2(x, y, ξ)(x− y)κei(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) d¯η dy,
for some multi-index κ, with |κ| = k and gk,β2 an smooth function satisfying∣∣∂γx∂νy gk,β2(x, y, ξ)∣∣ . 〈ξ〉k−|β2|.
Integrating by parts in η, the previous expression becomes a linear combination of terms
like
(100) tk
∫∫
∂β1ξ at(y, ξ)(∂
κρ)(tη) (1− χ(x− y)) gk,β2(x, y, ξ)ei(x−y)·η+iϕ(y,ξ)−iϕ(x,ξ) d¯η dy.
To estimate these terms, we introduce now the differential operators
tLη = −i
n∑
j=1
xj − yj
|x− y|2∂ηj and
tLy =
1
|∇yϕ(y, ξ)|2 − i∆yϕ(y, ξ)(1−∆y).
Now integration by parts yields that the term (100) is equal to
tk
∫∫
LN2y
[
e−iy·η(1− χ(x− y))∂β1ξ at(y, ξ)gk,β2(x, y, ξ)LN1η [(∂κρ)(tη)]
]
eix·η+iϕ(y,ξ)−iϕ(x,ξ) d¯η dy,
which is a linear combination of terms of the type
(101) tk+N1
∫∫
Λ(x, y, ξ, η,N1, N2)(∂
κ+γρ)(tη) eix·η+iϕ(y,ξ)−iϕ(x,ξ) d¯η dy,
with Λ(x, y, ξ, η,N1, N2) = L
N2
y
[
e−iy·η(1− χ(x− y))∂β1ξ at(y, ξ)gk,β2(x, y, ξ) (x−y)
γ
|x−y|2N1
]
and
|γ| = N1. Observe that since t 6 1 and ε < 1/2,
tk+N1
∣∣(∂κ+γρ)(tη)∣∣ . tk+N1〈tη〉−k−N1(1−ε) 6 tN1ε〈η〉−k−N1(1−ε) 6 tN1ε〈η〉−N1/2.
Because of (i) one has
| |∇yϕ(y, ξ)|2 − i∆yϕ(y, ξ)| > |∇yϕ(y, ξ)|2 & |ξ|2 .
Then, one can show that
|Λ(x, y, ξ, η,N1, N2)| . 〈η〉2N2〈ξ〉m−|β1|〈ξ〉k−|β2| |x− y|−N1 〈ξ〉−2N2 .
Therefore, the term in (101) is bounded by
tN1ε〈ξ〉m−|β|〈ξ〉|β|−2N2
∫∫
|x−y|>
〈η〉2N2−N1/2|x− y|−N1 d¯η dy.
Thus, taking N1 = 4N2 +M + 2n and N2 > (|β|+M)/2, claim (99) follows.
We now proceed to the analysis of I2(t, x, ξ). First we make the change of variables
η = ∇xϕ(x, ξ) + ζ in the integral defining I2(t, x, ξ) and then expand ρ(tη) in a Taylor
series to obtain
ρ(t∇xϕ(x, ξ) + tζ) =
∑
06|α|<M
t|α|
ζα
α!
(∂αξ ρ)(t∇xϕ(x, ξ)) + tM
∑
|α|=M
Cαζ
αrα(t, x, ξ, ζ),
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where rα(t, x, ξ, ζ) =
∫ 1
0
(1− s)M−1(∂αξ ρ)(t∇xϕ(x, ξ) + stζ) ds. Then, setting
Φ(x, y, ξ) = ϕ(y, ξ)− ϕ(x, ξ) + (x− y) · ∇xϕ(x, ξ),
we can write
I2(t, x, ξ) =
∑
|α|<M
t|α|
α!
σα(t, x, ξ) + t
M
∑
|α|=M
CαRα(t, x, ξ),
where
σα(t, x, ξ) = (∂
α
ξ ρ)(t∇xϕ(x, ξ))∂αy
[
eiΦ(x,y,ξ)at(y, ξ)χ(x− y)
]∣∣∣
y=x
and
Rα(t, x, ξ) =
∫∫
ei(x−y)·ζeiΦ(x,y,ξ)ζαχ(x− y) at(y, ξ) rα(t, x, ξ, ζ) dy d¯ζ.
We start by the study of σα, for |α| > 1. Faa-Di Bruno’s formula yields that for any
multi-indices β, γ,
(102)
∣∣∣∂βx∂γξ ((∂αξ ρ)(t∇xϕ(x, ξ)))∣∣∣ . |γ|+|β|∑
j=1
tj〈tξ〉−j−|α|(1−ε)〈tξ〉−|α|ε〈ξ〉j−|γ|.
Since t 6 1 we have that
〈tξ〉−j−|α|(1−ε)〈tξ〉−|α|ε 6 t−j−|α|(1−ε)〈ξ〉−j−|α|(1−ε),
which yields
(103)
∣∣∣∂γξ ∂βx ((∂αξ ρ)(t∇xϕ(x, ξ)))∣∣∣ . t|α|(ε−1)〈ξ〉−|α|(1−ε)−|γ|.
We claim that, for any multi-indices β, γ and any ξ ∈ Rn,
(104)
∣∣∣∣∂γξ ∂βx (∂αy [eiΦ(x,y,ξ)at(y, ξ)χ(x− y)]∣∣∣y=x
)∣∣∣∣ . 〈ξ〉|α|/2−|γ|+m.
Observe that the last two estimates together imply that σα satisfies (51). In order to prove
the claim, observe first that, since χ = 1 in a neighbourhood of the origin, ∂αχ(0) = 0 for
|α| > 1. This yields
∂αy
[
eiΦ(x,y,ξ)at(y, ξ)χ(x− y)
]∣∣∣
y=x
= ∂αy
[
eiΦ(x,y,ξ)at(y, ξ)
]∣∣∣
y=x
,
which is equal to
(105) ∂αx at(x, ξ) +
∑
α1+α2=α,|α1|>2
Cα1,α2 ∂
α1
y
[
eiΦ(x,y,ξ)
]∣∣∣
y=x
∂α2at(x, ξ),
since ∇yΦ(x, y, ξ)|y=x = 0. Faa-Di Bruno’s formula yields, for |γ| > 1,
∂γy e
iΦ(x,y,ξ) =
∑
γ1+···+γk=γ
Cγ(∂
γ1
y Φ(x, y, ξ)) · · · (∂γky Φ(x, y, ξ)) eiΦ(x,y,ξ),
where the sum ranges of γj such that |γj | > 1 for j = 1, 2, . . . , k and γ1 + · · ·+ γk = γ for
some k ∈ N. Taking into account that Φ(x, x, ξ) = 0 and ∂yΦ(x, y, ξ)|y=x = 0, we have
that
∂γy e
iΦ(x,y,ξ)
∣∣∣
y=x
=
∑
γ1+···+γk=γ,|γj |>2
Cγ(∂
γ1
x ϕ(x, ξ)) · · · (∂γkx ϕ(x, ξ)).
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Since
∑k
j=1 |γj | 6 |γ|, we actually have 2k 6 |γ|, which yields∣∣∣∣∂νξ ∂βx [∂γy eiΦ(x,y,ξ)∣∣∣y=x
]∣∣∣∣ . |ξ|k−|ν| 6 〈ξ〉 |γ|2 −|ν|.
Thus, using the above estimates and (105), we have that∣∣∣∣∂νξ ∂βx [∂αy eiΦ(x,y,ξ)at(x, ξ)∣∣∣y=x
]∣∣∣∣ . 〈ξ〉m−|ν| |α|∑
j=2
〈ξ〉 j2 . 〈ξ〉 |α|2 +m−|ν| for |α| > 2,
and ∣∣∣∣∂νξ ∂βx [∂αy eiΦ(x,y,ξ)at(x, ξ)∣∣∣y=x
]∣∣∣∣ = ∣∣∣∂νξ ∂β+αx at(x, ξ)∣∣∣ . 〈ξ〉m−|ν| for |α| = 1,
which imply (104).
Let α with |α| = M . To estimate the remainder Rα we observe that it is sufficient to
control a term of the type
R˜α(t, s, x, ξ) =
∫∫
ei(x−y)·ζeiΦ(x,y,ξ)at(y, ξ)χ(x− y)ζα (∂αρ) (t∇xϕ(x, ξ) + stζ) dy d¯ζ
=
∫∫
ei(x−y)·ζDαy
[
eiΦ(x,y,ξ) χ(x− y)at(y, ξ)
]
(∂αρ) (t∇xϕ(x, ξ) + stζ) dy d¯ζ
=: RIα(t, s, x, ξ) +R
II
α(t, s, x, ξ)
(106)
uniformly in s ∈ (0, 1), where RIα(t, s, x, ξ) is the integral expression given by∫∫
ei(x−y)·ζDαy
[
eiΦ(x,y,ξ) χ(x− y)at(y, ξ)
]
g
(
ζ
〈ξ〉
)
(∂αρ) (t∇xϕ(x, ξ) + stζ) dy d¯ζ,
RIIα = R˜α−RIα and g ∈ C∞0 (Rn) such that g(x) = 1 for |x| < r/2 and g(x) = 0 for |x| > r,
for some small 8C0 < r < C1/2, where C1 is the constants appearing in the assumption
(i) and C0 is defined above.
We claim that
(107) sup
0<s<1
sup
x∈Rn
∣∣∣∂γx∂βξ RIα(t, s, x, ξ)∣∣∣ . t−|α|(1−ε)〈ξ〉m−|α|( 12−ε)−|β|.
As we did before, we are going omit the estimates in the x-derivatives to simplify the
exposition. To control RIα we observe that assumption (i) on ϕ yields
|∇xϕ(x, ξ) + sζ| 6(C2
√
2 + r) |ξ| and
|∇xϕ(x, ξ) + sζ| >|∇xϕ| − |ζ| > (C1 − r) |ξ| ,
for any s ∈ [0, 1]. Therefore, |∇xϕ(x, ξ) + sζ| and |ξ| are equivalent uniformly in s ∈ [0, 1].
Arguing as in the derivation of (103), this yields that for |ζ| 6 r〈ξ〉∣∣∣∂κζ ∂βx∂γξ ((∂αρ)(t∇xϕ(x, ξ)) + stζ)∣∣∣ . s|κ|t−|α|(1−ε)〈ξ〉−|α|(1−ε)−|κ|−|γ|.
On the other hand observe that∣∣∣∣∂γξ ∂κζ g( ζ〈ξ〉
)∣∣∣∣ . 〈ξ〉−|γ|−|κ|.
We define
bα,α2(x, y, ξ, ζ, s, t) = ∂
α2
y at(y, ξ)g
(
ζ
〈ξ〉
)
(∂αρ) (t∇xϕ(x, ξ) + stζ)).
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It follows from the previous estimates that
(108) sup
0<s<1
∣∣∣∂κζ ∂βx∂γξ ∂νy bα.α2(x, y, ξ, ζ, s, t)∣∣∣ . t−|α|(1−ε)〈ξ〉m−|α|(1−ε)−|κ|−|γ|.
Observe that RIα(t, s, x, ξ) is a finite linear combination of expressions of the type∫∫
ei(x−y)·ζ ∂α1y χ(x− y) bα,α2(x, y, ξ, ζ, s, t)
k∏
j=1
∂
aj
y (Φ(x, y, ξ)) e
iΦ(x,y,ξ) dy d¯ζ,
where α1 + α2 + α3 = α, a1 + . . . + ak = α3 with 0 6 k 6 |α3| such that if α3 6= 0 then
|aj | > 1 for j = 1, . . . , k. Therefore, ∂βξ RIα can be expressed as a finite linear combination
of terms of the form∫∫
∂α1y χ(x− y) ∂β1ξ bα,α2(x, y, ξ, ζ, s, t)
k∏
j=1
∂
bj
ξ ∂
aj
y (Φ(x, y, ξ))
l∏
j=1
∂
dj
ξ Φ(x, y, ξ)
× eiΦ(x,y,ξ)+i(x−y)·ζ dy d¯ζ,
where β1 + β2 + β3 = β, b1 + . . .+ bk = β2, d1 + . . .+ dl = β3 and if β3 6= 0 then |dj | > 1
for j = 1, . . . l with l 6 |β3|. Observe that
Φ(x, y, ξ) = (x− y)T ·
∫ 1
0
∫ 1
0
u(∇2xϕ)(x+ uv(y − x), ξ) dudv · (x− y).
Thus
∣∣∣∂dξΦ(x, y, ξ)∣∣∣ . |ξ|1−|d| |x− y|2, which implies that
(109)
∣∣∣∣∣∣
l∏
j=1
∂
dj
ξ Φ(x, y, ξ)
∣∣∣∣∣∣ . |ξ|2l |x− y|2l |ξ|−|β3|−l 6 (1 + |ξ| |x− y|)2|β3| |ξ|−|β3| .
We have also that, for |a| = 1,
(110) ∂ayΦ(x, y, ξ) =
∫ 1
0
(∇x∂ax)φ(x+ u(y − x)), ξ) du · (y − x) = ga(x, y, ξ) · (x− y),
with ga smooth satisfying
(111)
∣∣∣∂bξ∂γy ga (x, y, ξ)∣∣∣ . |ξ|1−|b| .
On the other hand, if |a| > 2,∣∣∣∂bξ∂ayΦ(x, y, ξ)∣∣∣ = ∣∣∣∂bξ∂ayϕ(y, ξ)∣∣∣ . |ξ|1−|b| .
To continue with the proof, first assume that k 6 |α| /2. Then the previous estimates
yield
(112)
∣∣∣∣∣∣
k∏
j=1
∂
bj
ξ ∂
aj
y (Φ(x, y, ξ))
∣∣∣∣∣∣ . |ξ|k−|β1| |x− y|k′ 6 |ξ||α|/2 (1 + |ξ| |x− y|)|α|/2 |ξ|−|β1| ,
where k′ 6 k is the cardinality of the set of indices j such that |aj | = 1. Let
(113) Lζ =
(1− 〈ξ〉2∆ζ)
1 + 〈ξ〉2|x− y|2 , so L
N
ζ e
i(x−y)·ζ = ei(x−y)·ζ .
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Integration by parts with Lζ yields that ∂
β
ξ R
I
α can be written as a linear combination of
terms of the type∫∫
ei(x−y)·ζ ∂α1y χ(x− y) ∂β1ξ bα,α2(x, y, ξ, ζ, s, t)
∏k
j=1 ∂
bj
ξ ∂
aj
y Φ(x, y, ξ)
∏l
j=1 ∂
dj
ξ Φ(x, y, ξ)
(1 + 〈ξ〉2|x− y|2)N
× 〈ξ〉|κ|∂κζ eiΦ(x,y,ξ) dy d¯ζ.
Taking absolute values and using (108), (109) and (112) we have that the previous expres-
sion is bounded by
t−|α|(1−ε)〈ξ〉m−|α|( 12−ε)−|β|
∫
|ζ|6r〈ξ〉
∫
|x−y|<
(1 + |ξ| |x− y|)|α|/2+2|β|
(1 + 〈ξ〉2|x− y|2)N dy d¯ζ,
. t−|α|(1−ε)〈ξ〉m−|α|( 12−ε)−|β|〈ξ〉n
∫
|z|<
(1 + 〈ξ〉2|z|2)|α|/2+2|β|−N dz
. t−|α|(1−ε)〈ξ〉m−|α|( 12−ε)−|β|,
provided N is large enough.
Suppose now that k > |α| /2. Recalling that k′ denotes the cardinality of the set of
indices j such that |aj | = 1, set k0 = k − k′, which is the cardinality of the set of j such
that |aj | > 2. We must have 2k0 + k′ 6 |α|, so therefore 2k − |α| 6 k′. Hence (110) and
(111) yield
(114)
k∏
j=1
∂
bj
ξ ∂
aj
y (Φ(x, y, ξ)) =
|α|∑
|γ|>2k−|α|
gγ(x, y, ξ)(x− y)γ with |gγ(x, y, ξ)| . |ξ|k−|β2|.
This allows us to integrate by parts and reduce the problem of estimating ∂βξ R
I
α to that
of controlling an expression of the type∫∫
ei(x−y)·ζ ∂α1y χ(x−y)gγ(x, y, ξ) ∂β1ξ bα,α2(x, y, ξ, ζ, s, t)
l∏
j=1
∂
dj
ξ Φ(x, y, ξ)∂
γ
ζ e
iΦ(x,y,ξ) dy d¯ζ,
for 2k−|α| 6 |γ| 6 |α|. Integration by parts with the operator Lζ defined in (113), allows
us to reduce the problem to control terms of the type∫∫
∂α1y χ(x− y)gγ(x, y, ξ) ∂β1ξ bα,α2(x, y, ξ, ζ, s, t)
∏l
j=1 ∂
dj
ξ Φ(x, y, ξ)
(1 + 〈ξ〉2|x− y|2)N
× 〈ξ〉|κ|∂γ+κζ eiΦ(x,y,ξ)+i(x−y)·ζ dy d¯ζ.
Taking absolute values and using (108), (109), (114) and the fact that k > |α| /2 we obtain
that this term is bounded by
t−|α|(1−ε)〈ξ〉m−|α|(1−ε)+(k−|γ|)−|β|
∫
|ζ|6r〈ξ〉
∫
|x−y|<
(1 + |ξ| |x− y|)2|β3|
(1 + 〈ξ〉2|x− y|2)N dy d¯ζ,
. t−|α|(1−ε)〈ξ〉m−|α|( 12−ε)−|β|,
provided N is large enough. Thus, altogether this implies (107).
We claim now that
(115) sup
0<s<1
sup
x∈Rn
∣∣∣∂γξ ∂βxRIIα(t, s, x, ξ)∣∣∣ . t−|α|(1−ε)〈ξ〉m−|α|(1−ε)−|γ|.
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As we did before, to simplify the exposition, we are going omit the estimates in the x-
derivatives. To prove the estimates on RIIα(t, x, ξ) one defines
Ψ(x, y, ξ, ζ) = (x− y) · ζ + Φ(x, y, ξ) = (x− y) · (∇xϕ(x, ξ) + ζ) + ϕ(y, ξ)− ϕ(x, ξ).
The assumptions (i) and (ii) on the phase function ϕ, that fact that we have chosen
 < r/8C0, |x− y| <  in the support of χ and that we are in the region |ζ| > r2〈ξ〉 imply
that
|∇yΨ| = | − ζ +∇yϕ−∇xϕ| 6 2C2(|ζ|+ 〈ξ〉), and
|∇yΨ| > |ζ| − |∇yϕ−∇xϕ| > 1
2
|ζ|+
(r
4
− C0|x− y|
)
〈ξ〉 > C(|ζ|+ 〈ξ〉).
Arguing as before, RIIα can be expressed as a finite linear combination of terms of the form∫∫
eiΨ(x,y,ξ,ζ) ∂α1y χ(x− y)
k∏
j=1
∂
aj
y (Φ(x, y, ξ)) cα,α2(x, y, ξ, ζ, s, t) dy d¯ζ,
where α1 + α2 + α3 = α and a1 + . . .+ ak = α3, with |aj | > 1 provided α3 6= 0, and
cα,α2(x, y, ξ, ζ, s, t) =
(
1− g
(
ζ
〈ξ〉
))
∂α2y at(y, ξ) (∂
αρ) (t∇xϕ(x, ξ) + stζ)).
So, cα,α2 is supported in |ζ| > 〈ξ〉 and arguing as in (108), one has that
(116) sup
0<s<1
∣∣∣∂βx∂γξ ∂νy cα.α2(x, y, ξ, ζ, s, t)∣∣∣ . t−|α|(1−ε)〈ξ〉m−|α|(1−ε)−|γ|.
Therefore ∂γξR
II
α can be written as a finite linear combination of terms of the type∫∫
eiΨ(x,y,ξ,ζ) ∂α1y χ(x−y)
k∏
j=1
∂
bj
ξ ∂
aj
y (Φ(x, y, ξ))
l∏
j=1
∂
dj
ξ Φ(x, y, ξ) ∂
γ2
ξ cα,α2(x, y, ξ, ζ, s, t) dy d¯ζ,
For the differential operator defined via the expression tLy = i|∇yΨ|−2
∑n
j=1(∂yjΨ)∂yj ,
induction shows that LNy has the form
LNy =
1
|∇yΨ|4N
∑
|ν|6N
Pν,N∂
ν
y , where Pν,N =
∑
|µ|=2N
cνµλj (∇yΨ)µ∂λ1y Ψ · · · ∂λNy Ψ,
|µ| = 2N , |λj | > 1 and
∑N
M |λj | + |ν| = 2N . It follows from assumption (ii) on ϕ that
|Pν,N | 6 C(|ζ| + 〈ξ〉)3N . Now Leibniz’s rule yields that ∂γξRIIα can be written as a finite
linear combination of terms of the type∫∫
eiΨ(x,y,ξ,ζ)|∇yΨ|−4NPν,N (x, y, ξ, ζ)
k∏
j=1
∂
aj+cj
y ∂
bj
ξ Φ(x, y, ξ)
l∏
j=1
∂
ej
y ∂
dj
ξ Φ(x, y, ξ)
× ∂ν2y ∂γ2ξ cα,α2(x, y, ξ, ζ, s, t)∂α1+ν1y χ(x− y) dy d¯ζ
with |ν| 6 N . These terms are bounded by t−|α|(1−ε)〈ξ〉m−|α|(1−ε)−|γ| times∫
|ζ|> r
2
〈ξ〉
∫
|x−y|<
(|ζ|+ 〈ξ〉)−N 〈ξ〉|α|+|γ| dy d¯ζ . 〈ξ〉|α|+|γ|
∫
|ζ|> r
2
〈ξ〉
|ζ|−N d¯ζ . 〈ξ〉|α|+|γ|+n−N .
That is ∣∣∣∂γξRIIα(t, x, ξ)∣∣∣ . t−|α|(1−ε)〈ξ〉m−|α|(1−ε)−|γ|〈ξ〉|α|+|γ|+n−N ,
which implies (115) (with β = 0) if we take N >M + |γ|+ n.
From these estimates it readily follows that the term r(t, x, ξ) in the statement of The-
orem 4.2 belongs to the class L∞Sm−M(1/2−ε)1 with seminorms bounded by t
Mε. Demon-
stration of the fact that r(t, x, ξ) ∈ Sm−M(1/2−ε)1,0 amounts to control the x derivatives of
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∂γξ R˜α(t, x, ξ) where R˜α is as in (106), but since the estimates involved are carried out in
a similar way as in the case of σα(t, x, ξ), we shall leave the details of this verification to
the interested reader. This concludes the proof of Theorem 7.
Remark 7.1. The fact that r(t, x, ξ) ∈ L∞Sm−M(1/2−ε)1 is actually enough for proving
our main Theorem 2.7. Indeed by T.5 in Theorem 2.5, the FIOs with such amplitudes are
bounded on Lp spaces with 1 6 p 6∞.
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