The stringent performance requirements of distributed realtime embedded systems often require highly optimized implementations of middleware services. Performing such optimizations manually can be tedious and error-prone. This paper proposes a model-driven approach to generate customized implementations of event ordering services in the context of component based systems. Our approach is accompanied by a number of tools to automate the customization. Given an application App, an event ordering service Order and a middleware platform P , we provide tools to analyze high-level specifications of App to extract information relevant to event ordering and to use the extracted application information to obtain a customized service, Order(App), with respect to the application usage.
Introduction
Event service middleware has been used extensively to implement event communication and is well suited for component based systems as it is anonymous in nature; that is, producers and consumers are not aware of one another [5, 4, 6] . In the context of these middleware services, different types of ordering requirements such as FIFO, causal and total ordering have been studied in the literature, and algorithms for implementing them have been proposed [2, 9] . Consider the integration of an event ordering algorithm, say Order Alg, into an event service. In performing such an integration, designers are faced with two opposing choices. The first is to create a generic, reusable service by embedding Order Alg into the event service as shown in Figure 1(a) and enhancing the event service interface to allow specification of ordering requirements. Second, the stringent application requirements such as those of DRE systems may force the designers to an develop optimized version of the service, customized to the specific application contexts. Therefore, to use generic, reusable services, techniques to customize them for specific applications and platforms are needed. Such customization techniques based on static analysis can be applied to DRE systems as they are often closed systems, wherein the set of components and their interconnections, as well as the target platform are known in advance. For small systems, such optimization opportunities can be identified and performed manually. However, for large systems, this exercise can be tedious and error prone. Therefore, automated techniques to optimize implementations based on the application usage are needed.
To address this problem, we propose a model-driven approach to customize event ordering algorithms. As shown in Figure 1 , our approach starts with the designer specifying the application, App. We provide tools to extract the application's event communication topology from its specification, which not only includes the inter-component communication edges but also intra-component dependencies specifying when events are generated. To illustrate our approach, we use two existing algorithms, Causal IDR and T otal Sequencer, for causal ordering and total ordering respectively. We provide techniques to generate optimized versions of Causal IDR and T otal Sequence with respect to App. For each case, we present an analysis algorithm to determine aspect/functionality of the algorithm which is redundant with respect to the given application and provide techniques to optimize the algorithm by eliminating this redundant functionality. For Causal IDR, the redundancy is in terms of dependency information which never gets used in the application, and for T otal Sequencer, it is the ordering already performed by the application itself (which is used to avoid the algorithm from redoing this work). It is known that application semantics and network topology information can be exploited to improve performance, and several techniques such as integrated layer processing [1] and partial evaluation [8] have been proposed for specific classes of programs. One of our main contributions is to provide the infrastructure support to automate the toolchain for enabling such optimizations. This includes techniques to represent application information in intermediate representations amenable to analysis and tools to configure 
Component-based systems
Component based systems in our framework are specified in Cadena which is an integrated modeling environment for modeling and building component-based systems [3] . In Cadena, a system is realized as a set of components and the port connections. The first step in the specification of components which involves defining the data and event ports for each component. The next step is to assemble a system by identifying the instances of the component types and the interconnections between the ports. The final step is the deployment phase which involve code generation and the deployment of the application on a target platform. To implement the event connections, the deployment phase uses an event service, which is a middleware service to broker communication between producers and consumers [5, 4, 6] . A component can register with the event service as a producer of an event or as a subscriber of an event. Whenever a producer produces an event, all current subscribers for that event are notified of the event occurrence. A detailed description of the application modeling in Cadena and the structure of the event service is given in [10] . Cadena provides an end-to-end automated tool chain which starts at the modeling level and ends with deployable implementations. The tool-chain exposes several intermediate representations and configurable metadata at various points in the chain. The optimization techniques discussed in the following sections essentially are used to plug in analysis algorithms in the tool-chain which leverages the intermediate presentations to generate metadata to configure the middleware for the purpose of optimizing the implementations.
Event Ordering Specification
For an event e, we source e.src to denote the port that published e, e.pub to denote the event of e being published and e.deliver(p) to denote the event of e being delivered on port p. We use p, q to denote the connection from an output port p to an input port q. Let → denote the happens before relation defined in [7] . The causal ordering requirement is as follows: Let p 1 , . . . , p n be the input ports of a component.
• Causal(p 1 , . . . , p n ): For any events e1 and e2 received on ports p i and p j respectively, where
Informally, this semantics requires causally related events to be delivered in the order of occurrence. The total ordering requirement, on the other hand, guarantees the following property: Let p 1 , . . . , p n be a set of input ports belonging to a set of components.
• Total(p 1 , . . . , p n ): For any events e1 and e2 received on all ports
Informally, total ordering requires that the common set of events received on ports p 1 , . . . , p x be delivered in the same order on all ports. Although one can require all events to be delivered in causal or total order, the ordering requirements in a DRE application may vary for each component. In many systems, for example, data values in the events often have a validity interval associated with them. In such cases, ee may relax the causal ordering requirement by allowing components to use older values. To allow this flexibility, we allow the designer to selectively specify ordering constraints for specific components using the predicates Causal and T otal discussed above.
Existing algorithms and problem motivation
To illustrate our model-driven approach, we study two existing algorithms, one for causal ordering and the other for total ordering. Causal ordering is typically implemented by propagating dependency information in the events [2, 9] . In particular, [9] proposed an algorithm, which we refer to as Causal IDR, based on computing the immediate dependency relation (IDR). In this algorithm, each event e only carries the set IDR(e) containing its immediate predecessors. When e is received by a component, its delivery is delayed until all events in IDR(e) have been delivered. We will illustrate the main aspects of the algorithm using an example. Consider the scenario shown in Figure 2 (a) where e1 is published on the reception of e0, and e2 is published on the reception of e1. In this example, when e1 is sent, its IDR set will contain e0. When e2 is sent, B includes e1 in IDR(e2). However, e0 is not included in IDR(e2) since it does not immediately precede e2. Since IDR(e1) includes e0, delivery of e 1 before e 2 will ensure that e 0 is delivered before e 2 . However, to compute the IDR set, O(N 2 ) integers may have to be sent along with each event in the worst case, where N is the number of components (this involves information about the destination set of each event and the set of known concurrent events from other sites). Thus, a straightforward use of this algorithm can result in a large amount of information being propagated, especially in applications with a large number of components.
Total ordering on events can be implemented using a central sequencer site to order the events. In this algorithm, which we refer to as Total Sequencer, each event to be ordered is sent to all components, including a central sequencer site. The sequencer site assigns timestamps in a linear order to all events it receives, and sends the timestamp of each event to all components. The events are then delivered in the timestamp order to all components. For example, in Figure 2 , both A and B send events e1 and e2 respectively to C and D. Since e1 reaches the sequencer site first, it is assigned timestamp 1 whereas e 2 is assigned timestamp 2. Thus, even though e 2 reaches C before e 1 , it is delayed until e 1 is delivered. DRE systems often have stringent QoS constraints and require highly optimized implementations, and a straightforward of Causal IDR and Total Sequencer may not satisfy these requirements. This mismatch in efficiency can be attributed to the fact that algorithms Causal IDR and Total Sequencer do not make any assumptions regarding the application structure. As a result, some of the ordering performed by the algorithms may be redundant. For instance, [9] gives an example of a case where the algorithm may propagate dependency information which is never used.
Similarly, the total ordering algorithm may perform redundant work in ordering events that are already sent in a specific order by the application. Both of the sources of inefficiency can be eliminated if the application structure is known in advance. This is typically the case in DRE systems as they are often closed systems; even though components may be switched in and out, the possible set of components and how they will be interconnected is known in advance. Given the application structure and the middleware platform, it may be possible to identify and perform optimizations manually for small scenarios. However, for scenarios involving a large number of components, this can be tedious and error prone. Hence, automated tools are needed to configure the application. To address these issues, we propose a model-driven approach to optimize middleware for event ordering. The approach offers tools to derive application context information and tools for optimizing ordering algorithms with respect to the application structure.
Derivation of the application structure in Cadena
A port topology graph (PTG) of an application is defined as a graph (V, E), where each vertex in V denotes an event source or a sink port of a component. There is an edge (v1, v2) in a PTG if (a) v 1 is a source port of a component and v 2 is a sink port of another component and v 1 is connected to v 2 (intercomponent edge), or (b) v 1 and v 2 are sink and source ports of the same component respectively, and the receipt of an event on v 1 can cause an event to be published on v 2 (intra-component edge).
The intra-component edges are further classified into two types, deterministic and non-deterministic. An edge (v 1 , v 2 ) in component C is deterministic if in all executions, whenever an event is received on v 1 , C publishes an event on v 2 without awaiting the occurrence of any other event. Otherwise, the edge is labeled non-deterministic. We have developed an algorithm to derive the PTG from the application specification. This algorithm derives the information from the abstract syntax tree, a data structure that stores the application structural information, and the component property specification files that captures the dependencies between the ports of the components. Given this information, we next describe how it is used to customize the causal and total ordering algorithms.
Causal ordering algorithm
The algorithm for causal ordering in [9] works by generating and propagating dependency information in the events. We have modified the algorithm, which we refer to as Causal IDR Optimized (CIO), which now uses two tables as input, a generation rule table and a propagation rule table, to compute and propagate dependency information respectively. These tables are defined for each component separately. We have developed a set of rules to add the tuples to the tables which are necessary to preserve causality (see full paper for details [10] ). CIO only propagates information as specified by these tables. This eliminates the propagation of redundant dependency information. Since the original algorithm Causal IDR does not make any assumptions regarding the application, it always propagates the dependency information in all cases. At run time, however, Causal IDR attempts to reduce the dependency information using additional data sent along each event. For the example in Figure 2 (a), along with e 1 , the destination set {B, C} is also sent. From this information, B knows that C also received e 1 ; hence, when e 2 is sent to C, B includes e 1 in the IDR(e 2 ) so that causality can be enforced at C. Our analysis algorithm, on the other hand, use the PTG to perform such optimizations statically. Furthermore, at runtime, one cannot determine whether some dependency information will be needed in the future and hence, one has to operate conservatively. However, in our framework, we eliminate some of this information statically by analyzing the PTG.
Total ordering algorithm
As discussed in Section 3, the total ordering requirement is specified as a set of predicates of the form T otal(p 1 , . . . , p x ).
For each such predicate tp, let source(tp) denote the set of source ports from which events are to be delivered in a total order to all ports p 1 , . . . , p x . The algorithm T otal Sequencer takes the set source(tp) as its input and imposes a total order on the events issued by ports in source(tp). In the modified algorithm, T otal Sequencer Opt (TSO), the input to the algorithm is source(tp), ⇒ instead, where ⇒ is the triggers relation satisfying the following properties:
(T a): For each port p j , there exists at most one port p i such that p i ⇒ p j , and (T b): The relation ⇒ is acyclic. Informally, p x triggers p y if the occurrence of an event on port p x always causes an event on p y to occur. We will now use a small example to illustrate the concepts in TSO. Let source(tp) = {p 1 , p 2 , p 3 }, and assume that p 1 triggers p 2 . Thus, after each event publication on p 1 , an event is subsequently published on p 2 ; however, events on p3 can be issued concurrently with those from p1 and p2. In TSO, we take advantage of this information as follows. We first partition the set source(tp) into a set of domains, where all ports within a domain are related by ⇒. From properties T a and T b, each domain has a single root port which is not triggered by any other port. To enforce a total order on the delivery of the events, TSO only orders the events issued by the root ports. That is, only these events are sent to the sequencer site and are assigned the timestamp. Events from other ports are sent directly to all components and are ordered with respect to the root events using a "deterministic merge" mechanism which merges events from different domains in a deterministic manner. We have developed an algorithm that derives of ⇒ from the PTG (see [10] for details). This information is then used by TSO for optimizing the performance.
Conclusion
We have presented a model-driven approach to customize event ordering middleware. Our approach involves extracting application information in the form of data structures amenable to analysis, algorithms to analyze these data structures to optimize the ordering services with respect to application usage, and techniques to optimize the implementations with respect to the underlying platform. We have demonstrated the use of this approach in optimizing algorithms for event ordering. Analysis algorithms to optimize causal ordering and total ordering algorithms have been implemented. The infrastructure is general in nature and allows analysis algorithms for various types of optimizations to be plugged in.
