In this article we propose using small area estimators to improve the estimates of both the small and large area parameters. When the objective is to estimate parameters at both levels accurately, optimality is achieved by a mixed sample design of fixed and proportional allocations. In the mixed sample design, once a sample size has been determined, one fraction of it is distributed proportionally among the different small areas while the rest is evenly distributed among them. We use Monte Carlo simulations to assess the performance of the direct estimator and two composite covariant-free small area estimators, for different sample sizes and different sample distributions. Performance is measured in terms of Mean Squared Errors (MSE) of both small and large area parameters. It is found that the adoption of small area composite estimators open the possibility of 1) reducing sample size when precision is given, or 2) improving precision for a given sample size.
Introduction
This study stems from the need to answer a very practical issue. The Institut d'Estadística de Catalunya (IDESCAT) had to develop an Industrial Production Index (IPI) for the Catalan autonomous community. The Instituto Español de Estadística (INE) did not produce any regional IPI for Spain, just a national one. The IDESCAT did not count with a budget that could support a Catalan monthly survey. Instead of tha t, the IDESCAT estimated a Catalan general IPI using the Spanish IPI of 150 industrial branches, weighted according to their relative importance in Catalonia. This Catalan IPI was a synthetic estimator and was accepted very well by the analysts of the Catalan economy.
Actually, the statisticians of the IDESCAT had performed a test prior to publishing the new index. They knew that the Instituto Vasco de Estadística (Eustat) conducted their own regional survey in the Basque Country and published a Basque IPI. The IDESCAT created a synthetic index for the Basque Country, using the same methodology applied to the Catalan index. This index was compared to the Eustat's IPI and the results of such comparison were successful. Both the level value of the synthetic IPI and its rate of variation were very useful in order to follow the Basque economic situation (see Costa and Galter 1994) . Based on those results the IDESCAT produced a synthetic IPI for Catalonia. This index was so successful that, just a few months la ter, the INE decided to apply the same methodology to obtain a distinct IPI for each of the seventeen Spanish autonomous communities.
However, the method used by the IDESCAT was by no means a standard one in the Spanish official statistics. The synthetic IPI was criticized within some fields, even when it worked well in Catalonia. Some studies (see Clar, Ramon and Surinach 2000) showed that the synthetic IPI works well in those regions that possess a significant and quite diversified industry, such as Catalonia. But it does not work well in the rest of the Spanish regions. This observation encouraged the IDESCAT to investigate the theoretical basis of its synthetic IPI framing it into the context of the small area estimation methodology. A joint research project with statisticians of the Universitat Pompeu Fabra was started.
There is a varied methodology on small area estimation. The reader can consult Platek, Rao, Särndal and Singh (1987) , Isaki (1990) , Ghosh and Rao (1994) , and Singh, Gambino and Mantel (1994) to gain an overview of them. Some of the methods use auxiliary information from related variables in the estimation of area level parameters. Here we concentrate on what we call covariate-free methods, which use sample information solely from the variables whose area parameters are being estimated. These covariate-free methods include direct and indirect estimators and their combinations. Traditional direct estimators use only data from the small area being examined. Usually they are unbiased, but their exhibit a high degree of variation. Indirect, composite and model-based estimators are more precise since they also use observations from related or neighboring areas. Indirect estimators are obtained through unbiased large area estimators. Based on them, it is possible to derive estimators for smaller areas under the assumption that they exhibit the same structure (with regard to the phenomenon being studied) as the initial large area. If this condition is not met, biased estimators could result. Covariate-free composite estimators are linear combinations of direct and indirect estimators.
More information on small area estimation can be obtained from Cressie (1995) , Datta et al. (1999) , Farrell, MacGibbon and Tomberlin (1997) , Longford ( 2001) , Pfeffermann and Barnard (1991) , Raghunathan (1993) , Singh, Mantel and Thomas (1994) , Singh, Stukel and Pfeffermann (1998) , and Thomas, Longford and Rolph (1994) . In Spain, recent work of Morales, Molina and Santamaría (2003) deals with small area estimation with auxiliary variables and complex sample designs.
The research program on small area estimation carried out jointly by IDESCAT and researchers of the Universitat Pompeu Fabra is characterized by its focus on covariatefree models. We believe that an estimator that is based on using auxiliary information from other variables at hand is, in some respect, subjective. We think that the covariatefree small area estimators are the only ones that are readily usable in the present stage of our official statistics framework.
In a first article, Costa, Satorra and Ventura (2002) worked with a survey that included direct regional estimations of the Spanish work force. They studied three small area estimators: a synthetic one, a direct one and a composite one. The study concluded that the composite estimator and the synthetic estimator were almost the same in Catalonia, due to the fact that this region's economy is very large relative to the whole Spanish economy, and the bias of the synthetic estimator was found to be very small for Catalonia.
In a second study, Costa, Satorra and Ventura (2003) used Monte Carlo methods (with both an empirical 1 and a theoretical population) to compare the performance of several small area estimators: one direct, one synthetic, and three composite estimators. The difference between those three composite estimators lies in the way the relative weights of the direct and synthetic estimators are calculated. One of the composite estimators used theoretical weights (that is we assume that bias and variances are known). The other two use estimated weights and differ depending on whether we assume homogeneous or heterogeneous biases and variances across the small areas. We compared the mean and median of the MSE of the estimators across small areas. We concluded that, given the usual sample sizes used in official statistics, the best possible estimator was the composite estimator based on the assumption of heterogeneity of biases and variances.
Often the statistician is interested on the estimation of both small and large area parameters. In this case, classical estimation methods use sample designs that vary according to the assignment of sample size to the small areas. The following sample designs are considered: a) a proportional design, in which the sample size of each area is proportional to the size of the area in the population; b) uniform design, in which all the areas share the same sample size, irregardless of the population size of the area and, c) the mixed design, that uses a weighted combination of strategies a) and b). Clearly, design a) will be optimal when we focus on estimating accurately the large area parameter; while design b) will be chosen when we want to obtain accurate estimates of the small area parameters.
In the present paper we show that small area estimation, in combination with a mixed design achieves optimality when we need accurate estimates of both level parameters.
In this case, the adoption of small area composite estimators opens the possibility of either reducing sample size, when precision is given; or, improving precision, when sample size is fixed.
Small area estimation without covariates
Suppose that a large area (population) is divided into 1,2,, jJ = K small area domains. Let N be the size of the population, and N 1 , N 2 ,K , N J be the sizes of the J small areas.
Let X be a one-dimensional variable that varies on each individual, 1,, j kN = K , in each small area, 1,2,, jJ = K , with values denoted as kj x . Suppose we are interested in estimating the mean (or the total) of X for each of the J domains, as well as the mean (total) over all the population. Let j θ be the mean of X in the domain j , and * θ be the mean of X in the population. The variance of X restricted to area j is denoted as . Furthermore, assume a distribution for the mean of area j,
is a variance parameter that (possibly) varies with j.
Typically, in practice, the design of the survey attends only to the objective of ensuring precision when estimating the parameters at the population parameters, large area level. That is, typically, * θ is unbiased for * θ and 2 * σ is very small. Often, however, the sample survey has the secondary use of providing information for parameters at the small area level. A typical problem for this secondary use of the survey is that the sample size of each small area domain is too small, may even be null, to drawn accurate inferences for the mean of the small area on the basis of the direct estimate ˆj θ . That is, even though ˆj θ is an unbiased estimate for j θ , its variance 2 j σ is too large to provide an accurate estimation of the small area level parameter.
In this context it is advisable to use composite estimators. These estimators combine the direct estimator and a synthetic (indirect) estimator in a linear fashion. It is well known that the best linear composite estimator of j θ (in the sense of minimizing the MSE) is In practice, the values of the variance 2 j σ and squared bias 2 j b are unknown (they are population-based parameters), and therefore they must be estimated if we wish to approach the optimal value of j π in (3).
There are several procedures for estimating these population parameters, all of which lead to different small area estimators. In the present study we use two estimators, which we call the "classic composite" and the "alternative composite". These estimators are further investigated in Costa, Satorra and Ventura (2003) .
Classic composite estimator.
The classic composite estimator assumes that the small areas share the same withinarea variance (of the baseline data) and a common estimate for the squared bias. Specifically, we assume .
Here we use a weighted mean of the sample variances from each area as an estimate of the baseline data variance. Thus we define the pooled within -variance
where n is the size of the entire sample, j n is the sample size of the small area and 2 j s is the sample variance of the baseline data of the small area j . If we assume that 22 j σσ = for all of j , the estimator of 2 j σ is 2 s .
For the squared bias ( ) 2 * j θθ − , we define the common estimator ( )
i.e., the mean squared difference of the direct and indirect estimators.
Thus, the estimator of j π is:
and the composite estimator with weights estimated using the sample data is
Alternative composite estimator
An alternative for the above classic composite estimator is based on direct estimators of each area's variance and bias. In this way the estimator of j π is: 
If necessary, the weight ˆa j π is truncated to one.
Survey design with small areas
The behavior of the direct estimators depends on the size of the sample and the survey design strategy. Here, we examine the behavior of the direct estimators and the two composite estimators under different survey designs.
Assume we want to extract a sample of size n of the whole population. A purely proportional sur vey design distributes the sample units across the small areas in a way such that 1 J j j nn = = ∑ (10) and 1,2.,
where j n is the size of the sample belonging to area j .
A purely fixed survey design assigns the same sample size to each small area. Therefore 1 for 1,2,, and n jj j
A mixed survey design distributes a fraction of the whole sample in a proportional way among the different areas, with the rest of the sample distributed evenly among the areas. Let k be the fraction of the sample to be assigned to the proportional design.
It is known that a pure proportional sample design minimizes MSE for the estimate of the large area parameter, while a pure fixed design minimizes MSE of the estimates at the small area level. In the present paper we use Monte Carlo methods to explore the performance of a mixed design strategy when the interest is in minimizing MSE of estimates of both the population and small area parameters. For that we consider different sample sizes, different survey design strategies, and different estimators.
Monte Carlo simulations
In this section we conduct a Monte Carlo simulation study in which we extract multiple samples from a known population. To do this, we use data from the Labor Force Census of Enterprises affiliated with the Social Security system in Catalonia. This census contains data on the number of employees from each enterprise surveyed who are registered with Social Security. The census was carried out in each of the four quarters between the years 1992 and 2000 (inclusive). We limit the analysis to one year, 2000.
This database contains 243,184 observations from year 2000, divided into 12 groups according to the economic sector, and 41 counties (Catalan "comarques"), the location of a few enterprises was not clarified, they have been excluded from this analysis.
We have eliminated the sector-based classification and have focused solely on the division by counties. Table 1 shows the number of enterprises per county and the mean and variance of individual affiliates per enterprise. The distribution of enterprises is quite uneven, as it is mainly concentrated in densely populated areas. The mean of the affiliates for the whole Catalonia is 9.04 Table A .3 in the appendix shows the small area sample sizes in each of those 4 by 5 = 20 scenarios and sample size 4,100. Due to the small population size in some of the counties (especially for the proportional design), we used sampling with replacement. The number of Monte Carlo replications is 1,000.
The simulation exercises let us obtain small area direct, classic composite and alternative composite estimators for each of the 41 counties as well as for the whole Catalonia.
Direct vs. Composite Estimators: MSE performance functions.
We have computed the MSE of the different small area estimators. Table 2 shows a summary of descriptive statistics. The mean, median, va riance, minimum and maximum values of the MSE of the small area estimators across the 1,000 replications are presented. Table A .1 in the appendix shows the mean value of the small area estimators in the simulations that we have performed, for a sample size of 4,100. Table A .2 in the appendix offers the MSE values for each small area in our simulations, also for a sample size of 4,100 2 . Also in this section, Table 3 offers a different way to evaluate the relative performance of the three alternative estimators considered. In that table we calculate the percentage of counties for which the MSE of a particular estimator (in the leftmost column) is lower than the MSE of a different estimator (in the top row).
There are several useful criteria to evaluate the p erformance of the small area estimations. In a previous study (see Costa, Satorra and Ventura 2003) we have observed that the distribution of the MSE across the Catalan counties is asymmetric. It also exhibits extreme values and it is very disperse. This is the reason why we used the median, in addition to the mean, as the median has the advantage of not being affected by the presence of extreme values. On the other hand, sometimes we are interested on putting a limit to how bad any individual small area estimation can be. If this is the case we might be looking at the maximum MSE of the counties. To keep things simple and easy to read, we have chosen to present our graphical results using the median evaluation criterion. However, Tables 2 and 3 The horizontal axis corresponds to the MSE of Catalonia across the 1,000 replications, that is * () MSE θ . The vertical axis corresponds to the median of the 41 counties MSE. The figures show the behavior of the three estimators considered as we try different total sample sizes and alternative sample designs. In figure 4 we overlap the curves of three of the estimators considered, the direct, classical composite and alternative composite. For the sake of simplicity of the graph, we only draw the curves for sample sizes 4,100 and 8,200. We observe the following results, some of which are corroboration of what was to be expected form a priory grounds:
• As expected, the MSE for Catalonia is smaller when 1 k = and larger when 0 k = . Contrarily, the median county MSE is smaller when 0 k = and larger when 1 k = . This result is valid for the three estimators considered: direct, classic composite and alternative composite. It also holds when we consider the average county MSE instead of the median county MSE, although the differences between small and large area MSE are magnified.
• Both the MSE for Catalonia and the median county MSE diminish as the total sample size increases, independently of which estimator we are considering. The same result holds when we consider other statistics such as the average county MSE, or the maximum values of MSE. See figures 5 and 6.
• Figure 4 shows how, on average, the alternative composite estimator is best in the sense of providing the lower MSE of Catalonia and median county MSE for any sample size and any sample design. There are some not very noticeable exceptions when the total sample sizes are large and we use a fixed sample survey design. In this figure we report only sample sizes n = 4100 and n = 8200, just to make the figure more readable.
• When we look at Table 3 we conclude that the two composite estimators are almost always better than the direct estimator. There are some exceptions when the total sample size is large. We also observe that the direct estimator improves its behavior as the total sample size increases, independently of the survey design.
• Also in Table 3 we observe that the alternative composite estimator is better than the classical one except in the case in which we consider k = 0 or k = 0.25 (non proportional survey designs) and the sample size increases.
• If the statistician wants to achieve a particular combination of a small MSE for the large area jointly with small median or average small area MSE, a mixed sampling strategy survey might be a good choice. The desired combination will depend on the preferences of the statistician. This observation suggests that we could borrow some elements from the economic theory of consumption in order to explain the statistician decision-making process. In any case, it is certainly clear that the use of composite estimators offers very interesting improving opportunities for both small area estimation and sample design. This can be observed in Figure 4 and it is discussed in the next section.
Discussion: improving survey design through small area estimation
The results we have showed in the previous section suggest some clear guidelines to improve both the sampling design and the estimation results. We will examine them now.
Let us assume that we start with a predetermined sample size and a mixed sampling design strategy, partly proportional and partly of equal sample sizes. More specifically, suppose that our statistician's budget allows him to extract a sample of size n = 8,200. A fraction of these observations (for example 35%) are distributed proportionally among the small areas. The remaining 65% observations are distributed evenly. That means that each of our Catalan counties would have a minimum of 0.65*8200/41 = 130 observations. Some counties with a large population weight would add up to 500 more observations, while others would not surpass 150 observations.
If the statistic ian decides to calculate a direct estimator of each small area as well as for the whole large area, he will obtain a combination of MSE for large and small areas that would correspond approximately to point A (k = 0.35) in figure 5. This figure shows that using the composite alternative estimator (we could have chosen the classical composite estimator instead), improves estimation. There is a set of possible choices between points B and C that allows varying the sample design and obtaining lower or equal MSE for the large and the small areas. In point B (k = 0.35), the sample distribution across small areas remains unchanged. The improvement provided by the use of the composite estimator is focused on the reduction of the median of the MSE of the counties. But as we move towards point C, we may redesign the sample distribution to make it more proportional and we will be able to improve both the median MSE of the estimators of the counties and the MSE of the estimator for the whole Catalonia. Point C with k = 0.65 represents the limit to the proportionality of the sample distribution such that the initial direct county estimation does not become worse.
A more interesting possibility is illustrated in Figure 6 . Here the composite estimator is used to reduce the sample size, and therefore the cost of the survey. It is possible to keep the reliability of the estimations, in terms of MSE for Catalonia and its counties, and still reduce the sample size. Point A can be reached in two different ways. One way is through direct estimators with some large sample size (in this example the sample size is 8200). The other one is by using composite estimators with a smaller sample size and a more proportional distribution of observations across counties (here the sample size is 6150, a reduction of a 25%). The increase in proportionality is needed to compensate the loss in precision that the whole large area suffers when reducing the total sample size. It is obvious that a reduction in sample size without a change in sample distribution would not be acceptable (point B' with k = 0.35). Instead, the natural way to improve the estimation (that is, reaching a point inside the shadowed triangle) would be to combine a reduction in sample size with the use of small area composite estimators and a more proportional distribution of the sample across counties. 
Improvement opportunities

