In this issue of Neuron, Rossi-Pool et al. (2017) show that the complex and heterogeneous response profiles of individual neurons in the dorsal premotor cortex during comparison of tactile temporal patterns can be understood in terms of two robust activity patterns that emerge across the population.
Decades of research have investigated how representations of simple sensory stimuli are put to use in the control of behavior. Among various experimental approaches, studies of perceptual decision making that combine electrophysiology with psychophysics and computational models have emerged as particularly insightful. Some of the most profound insights into the neural mechanisms of decision making come from examination of single-neuron activity in different brain areas in animal models trained to perform various detection, discrimination, and categorization tasks.
Two particularly influential sets of experiments deserve highlighting. First is the body of research that followed the early work of Shadlen and Newsome (1996) . These researchers trained monkeys to discriminate the direction of motion in noisy visual stimuli and examined neural activity downstream of directionselective neurons in areas such as the lateral intraparietal cortex (area LIP). By combining computational theories of perceptual decision making with neurophysiology and cleverly designed psychophysical experiments, this line of work has found that single neurons in multiple sensorimotor areas carry a representation of accumulated momentary evidence that directly informs ongoing motor plans. This simple two-stage model (sensory representation followed by motor decision) powerfully and parsimoniously explains the computational principles that govern simple perceptual decisions at the level of single neurons. However, important questions remain. For example, many task-modulated neurons in these areas have response profiles that are not accounted for in terms of evidence accumulation (Meister et al., 2013) . Furthermore, many decisionrelated neurons signal additional cognitive factors, such as urgency, prior expectations, and reward contingencies, highlighting more elaborate circuit-level computations (Shadlen and Kiani, 2013) . Finally, it is not clear how this simple framework can be extended to explain mnemonic representations that support more complex decisions, which do not directly map a simple sensory feature to a simple motor command.
Second is the work of Romo and colleagues, who characterized neural activity in primary sensory, prefrontal, premotor, and motor cortices during a battery of detection and discrimination tasks involving vibrotactile stimuli (Romo et al., 2012) . Careful and systematic characterization of neural signals in these areas indicates that faithful sensory Neuron Previews representations across single neurons in early sensory areas become progressively more mnemonic, abstract, and task relevant. For example, when animals are asked to detect a stimulus, early sensory areas seem to faithfully represent the stimulus and not the animal's perceptual experience. As the neuronal responses travel across this processing chain from primary somatosensory cortex to premotor and motor cortical areas, they become increasingly correlated with the monkeys' perceptual reports (de Lafuente and Romo, 2006) . Similarly, when monkeys are asked to discriminate two vibrotactile stimuli, early sensory neurons provide a simple representation of the two stimuli. However, single-neuron responses in premotor areas are typically highly diverse and may show tuning to a stimulus, hold the memory of a stimulus, represent the difference between stimuli, represent a perceptual category, and finally reflect the animal's impending motor plan. These experiments support the notion that the coding principle in early sensory areas may indeed be understood at the level of a individual neurons with invariant response properties. However, single neurons in higher premotor areas appear to be highly heterogeneous, even for such simple and highly structured tasks as detecting and discriminating fixed tactile stimuli. Therefore, it seems prudent to take this diversity seriously and embrace novel approaches that go beyond classification of single neurons based on intuitive reasoning about what types of signals one might expect to see in the brain.
The promiscuity and heterogeneity of single-neuron representations goes beyond decision-making tasks. In the motor system, it has proven challenging to characterize single neurons in terms of their tuning properties to various dynamic and kinematic variables . For example, a single neuron in the premotor cortex may have different tuning properties during the preparation and execution of a simple reaching movement. In supplementary motor areas, single neurons may change their response profile dramatically depending on when an animal is asked to initiate a movement (Wang et al., 2017) . Finally, in contextdependent decision tasks, neurons in prefrontal cortical areas develop complex selectivity profiles embedded in highly heterogeneous patterns of neural activity that seem to lack a simple organization at the level of single neurons (Mante et al., 2013) .
These observations indicate that, despite early promises in relating single neurons to simple decisions, as we move toward more complex experimental paradigms, we may not be able to straightforwardly infer computational principles from the activity of single neurons. What else could we do? One possibility is that the heterogeneity would be resolved if we knew more about the physiology and anatomy of neurons. If so, the solution may be to interrogate the system at a more microscopic level and classify neurons based on their genetic identity and anatomical connections. It is highly likely that this approach will help explain some of the variance by capturing similarities among cell types and signaling pathways. However, it is not certain that we would see the forest through the trees more vividly if we begin to further divide the trees to tree types (Jazayeri and Afraz, 2017) . Indeed, more microscopic information may make it harder to infer computational principles. Another solution may be to search for structure and invariant representations at a more macroscopic level. This approach has led to some insights in the motor and prefrontal cortex and seems particularly appealing if our aim is to move toward more complex tasks that are certain to involve numerous brain areas, circuits, and cell types.
The study by Romo and colleagues in this issue of Neuron (Rossi-Pool et al. 2017 ) is an important effort to identify response structure using the latter approach, i.e., moving to a more complex task and looking for coding principles that emerge at the population level. Monkeys had to discriminate between two vibrotactile stimuli that had different temporal structures, but the same overall frequency. In particular, one stimulus, referred to as Extended (E), was comprised of five equidistant beats (b 1 --b 2 --b 3 --b 4 --b 5 ), and the other, referred to as Grouped (G), had the same number of beats, but the second and fourth beats were shifted toward the third beat (b 1 ---b 2 b 3 b 4 ---b 5 ). The logic of the task can be described with an example. Imagine a friend taps two rhythms on the back of your hand and asks you to judge whether they were the same or not. This task demands the following operations: feel the first rhythm (E or G), hold it in memory, feel the second rhythm (G or E), compare it to the memory of the first rhythm, hold your decision about same/ different in mind, and when prompted, say ''same'' or ''different.' ' Rossi-Pool et al. (2017) analyzed the activity of numerous independently recorded neurons in the dorsal premotor cortex of monkeys performing this task to investigate how various task-relevant variables emerge at the level of population of neurons.
Individual neurons had highly heterogeneous activity patterns. In particular, responses of each neuron could be explained in terms of various combinations of the following components: phasic or persistent response to the first stimulus, inactive or modulated during the interval between the stimuli, phasic or persistent response to the second stimulus, selective for specific pairs of stimuli (E-E, E-G, G-E, and G-G), and active for a specific final choice. As many groups have done previously, one might attempt to explain these results by classifying neurons based on their activity patterns. Fruitful as it may be, in this study, Rossi-Pool et al. (2017) took a different approach and asked whether the apparent complexity can be resolved at the population level.
To analyze population responses, Rossi-Pool et al. (2017) used numerous interrelated approaches, including principal-component analysis (PCA) and demixed principal-component analysis (dPCA), to assess whether the activity across the full population could be understood in terms of a limited set of patterns that encoded task-relevant variables more parsimoniously. Techniques such as PCA and dPCA allow one to identify patterns across the populations that capture most variance in the full dataset (PCA) or within specific coding dimensions (dPCA). Identifying these patterns provides a powerful visualization of data and could, in principle, lead to novel hypotheses about the underlying computational principle, albeit at the cost of abandoning the inherent cellular organization that characterizes the neurobiological substrate.
This abstraction away from single neurons afforded an intriguing observation. Despite the complexity of responses of individual neurons, the key task-relevant information was evident along a strikingly small number of dimensions. In particular, a two-dimensional decoder could explain the entire computations related to encoding the first stimulus, comparing the two stimuli, and making a final categorical decision. Activity along one readout dimension (corresponding to one principal component, PC 1 ) encoded the first stimulus transiently. Activity level in the second dimension (corresponding to another principal component, PC 2 ) provided a representation of the first stimulus persistently until the presentation of the second stimulus. The second stimulus elicited PC 1 transiently, but this time, the activity encoded the result of the comparison between the two stimuli. This information was then followed by the reactivation of PC 2 , which provided a persistent representation of the final choice. Notably, the same general trends were present in a small number of individual neurons, but it was not possible to identify these neurons as representatives of the underlying computations without a comprehensive analysis of the population activity.
The application of dimensionality reduction techniques to population data is relatively new and could benefit from rigorous validation. One of the notable features of the study of Rossi-Pool et al. (2017) is the thoroughness with which they have analyzed population activity. They looked at patterns of activity across all trials, across trials that animals performed correctly, and across missed trials. These analyses confirmed the main conclusions: patterns remained low dimensional even for correct trials, and error trials were characterized by expected reversal of the observed patterns. They also analyzed the activity patterns by looking at neural data across the entire trial, across specific task epochs, and during specific time points. These results were also highly informative. In particular, they were able to directly compare the similarity between dominant patterns at different time points. Again, results confirmed the original conclusion: one pattern represented the first stimulus and the outcome of the comparison after the second stimulus, and a second pattern persistently encoded the first stimulus, and subsequently the final choice. They also compared these observations to a control task that involved the same sensory and motor patterns, but the animal did not have to attend the stimuli. As expected the key coding patterns observed in the original task were missing in the control task. The comprehensiveness of these analyses indicates that the coding patterns discovered across the population are highly robust and deserve further scrutiny.
The work of Rossi-Pool et al. (2017) leads the way to a number of important, exciting, and unresolved questions. First, what do analyses across the population tell us about the underlying neurobiology? Are population-level inferences reflective of certain fundamental neurobiological constraints or are they a convenient description of the computational algorithms? These questions pertain to a growing number of studies that have begun to focus on population-level activity patterns. To answer these questions, we need to investigate whether the nervous system uses the inferred task-relevant patterns of neural activity. We also need to move beyond simple tasks that engage low-dimensional patterns of activity and design more complex tasks where the utility of low-dimensional population responses could be rigorously validated.
Second, the stimuli used by Rossi-Pool et al. (2017) were temporal patterns whose analysis by the brain requires far more sophisticated mechanisms than is typical of stimuli used in perceptual decision-making tasks. This is a fascinating area of investigation that we know nearly nothing about. We do not know how neurons represent temporal patterns and how they hold information about a rhythm in memory. The current study does not go so far as answering these questions despite using temporally patterned stimuli. Indeed, since the two patterns used by Rossi-Pool et al. (2017) differ in their first inter-beat interval (b 1 --b 2 versus b 1 ---b 2 ), they may be categorized without a full consideration of their temporal structure. To understand how neurons encode temporal patterns, we need to move away from simple categorization and other decision tasks in which higher brain areas are encouraged to collapse the entire richness of the stimulus to a binary choice. Instead, we may have to utilize tasks that require animals to perceive and reproduce temporal patterns so that the mnemonic representations encode the entire temporal pattern and not binary choices.
In sum, Rossi-Pool et al. (2017) present a rigorous analysis demonstrating how dimensionality reduction techniques can be used to identify relatively invariant and robust task-relevant variables at the level of neuronal populations, and by doing so, contribute to the growing critical perspective on traditional neural coding hypothesis at the level of single neurons.
