A PGD-based multiscale formulation for non-linear solid mechanics under small deformations by El Halabi, F. et al.
A PGD-based Multiscale Formulation for Non-Linear
Solid Mechanics Under Small Deformations
F. El Halabia, D. Gonzálezc,, J. A. Sanz-Herrerad, M. Doblaréb,d
aResearch Centre for Energy Resources and Consumption (CIRCE)
Universidad de Zaragoza, CIRCE Building, Campus Río Ebro, Zaragoza, Spain
bGroup of Structural Mechanics and Materials Modelling (GEMM)
Aragon Institute of Engineering Research (I3A), University of Zaragoza, Spain
cAragon Institute of Engineering Research (I3A), University of Zaragoza, Spain
dAbengoa Research, Sevilla , Spain
Abstract
Model reduction techniques have became an attractive and a promising eld
to be applied in multiscale methods. The main objective of this work is to for-
mulate a multiscale procedure for non-linear problems based on parametrized
microscale models. The novelty of this work relies in the implementation of
the model reduction technique known as Proper Generalized Decomposition
for solving the high dimensional parametrized problem resulting from the
microscale model. The multiscale framework here proposed is formulated to
non-linear problems, specically to material non-linearities, where material
response is governed by a strain dependent evolution law. Two strategies to
deal with this kind of problem under small deformations are detailed in this
work. Both strategies based on parametrized microscale models solved by
PGD have been applied to a problem with a rate-dependent isotropic dama-
ge model. First, a procedure where the problem is solved by uncoupling the
equilibrium equation to the state variable expression has been explored. In
order, to alleviate the parametrized microscale problem, a second strategy
for problems with material non-linearity has been proposed, incorporating a
parametrized microscale problem at each macroscale increment (FE-PGD).
The basis of those procedures are described and compared, highlighting the
solution accuracy and computer time consumption in comparison to a tradi-
tional nite element analysis.
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1. Introduction
Multiscale modelling is aimed to alleviate computational costs in prob-
lems where local solution involves phenomena with a short length of variation
in space and/or time, that are generally prohibitive if a brute computational
force is used by meshing the whole domain, including all heterogeneities.
Multiscale methodologies try to solve this kind of problems by computing
material properties or system behavior on a coarse scale using information
or models from ner scales. On each scale, particular approaches are used
for describing the system and consequently to reduce the computational cost.
In the literature many classications of multiscale approaches can be
found. Usually, they are classied into two main families, namely hierar-
chical and concurrent [1, 2]. In hierarchical approaches, the behavior at the
macroscale is obtained from the solution of a boundary value problem solved
at the microscale, represented by a representative volume element of the ma-
terial. This behavior can be determined under the form of macroscopic con-
stitutive relations whose eective properties are identied from the solution
of the microscopic problem. In this category micromechanical approaches
can be found [3]. The microscopic solution can also be incorporated into the
macroscopic problem through dierent numerical schemes. It can be con-
densed at the macroscale as in the case of the variational multiscale method
[4], or within a decomposition domain framework for structural mechanics
applications [5]. One of the major feature of hierarchical approaches is that
the microscopic problems can be solved once for all, and consequently that
only a nite number of microscopic solutions have to be known, that is the
case of asymptotic homogenization theories [6].
By contrast, in concurrent approaches the microscopic and macroscopic
scales are solved simultaneously. This is required when the macroscopic be-
havior can not be obtained explicitly, which occurs as soon as microscopic
nonlinear behavior is involved. These methods were reviewed in [7] in the
continuum mechanics framework. The most popular approach is the Multi-
level Finite Element method (FE2) initiated by Feyel in [8], which has also
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be named later as computational homogenization. As noticed in [1], both
the hierarchical and concurrent simulation approaches oer cost savings over
large scale direct numerical simulation of the microstructure. However, ef-
forts are directed towards improving their numerical eciency.
For linear problems, asymptotic homogenization theories with periodic
boundary conditions have become into the most used and successful ap-
proach enabling obtaining both the local state in the RVE and the global
solution in the two scales [6, 9, 10]. This method however presents several
drawbacks. First, a strong accuracy reduction might be expected when ac-
tual periodicity of the microstructure is lost; second, the boundary regions
where the material cannot be homogenized require special attention [11, 9]
and, nally, its application to non-linear material behavior is costly. As a
matter of fact, extending this theory to microstructure evolving nonlinear
problems implies the need of modelling the whole domain and each RVE for
each load (or time) step, thus obtaining the homogenized (averaged) macro-
scopic material properties at each local point and time [12, 13, 14, 15]. After
solving the macroscopic problem, the values of the connecting variables are
transferred (restricted) to the micro-RVE that is then solved and, if needed,
its microstructure and properties updated. This procedure is often denoted
as computational homogenization or, when using nite element approxima-
tion, multi-level nite element method (FE2).
The multiscale procedure here proposed is based on the technique pre-
sented in [16] where the solution is represented through an additive splitting
of displacement eld between the macroscale solution and a microscale one
with homogeneous boundary conditions. Furthermore, no homogenization
operator is needed, but, as in Variational Multiscale [4], the microstructure
domain RVE is identied with an element of the macroscale discretization.
As in [16], the novelty lies in the fact that the microscale problem is here
solved in a previous "o-line" step in which a reference RVE is solved for any
possible set of geometry, material properties and restricted variables. The
resulting solution is used as microscale information and then "prolonged"
(averaged) for any possible set of geometry or restricted variables, thus ob-
taining all variables needed at the macroscale without the need of explicitly
solving each RVE during the microscale stage of the FE2 approach, since it
is solved in advance.
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Two dierent multiscale strategies based on microscale models solved by
the PGD technique (section 2) for small deformation non-linear problems
are formulated in section 3. Finally, a problem with rate-dependent isotropic
damage model solved through the proposed multiscale strategies is presented
in section 4, which results have been compared with those obtained through
a traditional nite element procedure.
2. The Proper Generalized Decomposition (PGD) technique
The PGD technique aims to approximate the solution by means of a sum
of products (sometimes called nite sum decomposition) of separated func-
tions depending on each of the problem dimension or parameter. The PGD
method can be found in dierent contexts: parametrized PDEs [17, 18, 19],
parametric modeling and structural optimization [20], separation of coordi-
nate variables in multi-dimensional PDEs [21, 22, 23, 24], among some others.
Recently, pioneers authors of this technique proposed several formulations
applying this scheme to multiscale problems [25, 26, 27, 28]. Furthermore, a
time multiscale procedure based in PGD was proposed in [27] to deal with
problems where a very ne time discretization is demanded.
As mentioned before, the approximation of the variable function by means
of PGD is constructed by means of a sum of products of separated one-
dimensional functions depending on each of the problem dimensions or pa-
rameters. Each of these functions is determined by an iterative approach,
with no initial assumption on their global form, although most of the times,
they are expressed as piecewise functions with small support as in stan-
dard one-dimensional nite elements. Let  (z) be a scalar function of z =
(z1; z2;    ; zD) 2 
 =
QD
k=1[lk; Lk]. In the PGD approach, this function is
approximated as:
 (z) 
IX
i=1
DY
k=1
F ki (zk) (1)
with F ki (zk) the i   th one-dimensional function of the k   th variable zk,
that has to be determined along the process, D the number of independent
variables (dimensions) and I the number of summands (terms) of the approx-
imation. As commented, each of the functions F ki (zk) is usually expressed in
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discrete form, as in one-dimensional nite elements, by means of a piecewise
linear (or any higher order) interpolation as:
F ki (zk) =
MkX
n=1
Nn(zk)F
k
in (2)
with Nn(zk) the standard linear one-dimensional spline shape function with
value 1 at the associated node n and zero at the rest of the Mk nodes of the
chosen discretization in the interval [lk; Lk], F
k
in represents the nodal value
of the function F ki at node n. From (1), solving a D-dimensional problem
with M nodes discretizing each dimension (M = Mk (k = 1; : : : ; D), without
loss of generality), the total number of unknowns involved in the solution is
M  D  I, where I is the number of terms of the separated representation,
instead of the MD degrees of freedom involved in mesh based discretiza-
tions. As it can be noticed in the expression of the separated representation,
the complexity scales linearly with the dimension of the space in which the
model is dened, from which advantage can be taken for building more e-
cient parametrized models. In general, for many models, the number of terms
I in the nite sum is quite reduced (few tens) [28], the number of terms of
the nite sum is strongly associated to the number of separated variables
(problem dimension) and to problem non-linearity.
3. Microscale Parametrized Models for Non-linear Analysis
Problems that present material non-linearity, history dependency or where
the behavior parameters vary at each point with the local level of deforma-
tion, need an incremental procedure for its resolution. In this work, two
dierent procedures to solve problems with material non-linearities based on
microscale parametrized models are formulated. First, a general formula-
tion based on uncoupling the non-linear set of equations is presented. Thus,
material governing and equilibrium equations are parametrized in a general
sense at an o-line microscale step. Then, the microscale parametrized re-
sults can be particularized at the macroscale for a specic set of independent
variables. In the second strategy, an alleviation of the microscale o-line
step is achieved by incorporating into the macroscale incremental analysis
a reduced microscale parametrized problem. This has been denoted as a
FE  PGD procedure. In the subsequent subsections both formulations are
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detailed.
3.1. 1st Strategy: Micro-step Uncoupling Equilibrium and Evolution Equa-
tions
The goal of the proposed multiscale strategy is to formulate and solve in
an o-line step, parametrized microscale models to alleviate the computa-
tional cost of the macroscale problem. The microscale parametrized model
has to be able to accurately compute the resulting displacement eld for
dierent material properties (internal variable) distributions and boundary
conditions associated to a specic state. For instance, let us consider the
following equilibrium problem with a material non-linearity:
r D(("))  "(u) + f = 0 (3)
F(D((")) = 	(";) (4)
Here, u, " and  represent the displacement vector, strain and internal
variable at a point x 2 
, respectively. D and f represent the stiness matrix
and body force vector (force per unit volume), respectively. Function 	 de-
nes the relation between the elastic property and the strain state of point x.
Small deformation is considered in the microscale parametrized prob-
lem where the equilibrium problem and material characteristic behavior are
solved uncoupled. Thus, both expressions can be parametrized separately
in o-line steps to then be particularized at the macro problem for each
RVE. Consequently, the boundary value problem for the microscale model
must be parametrized for a sucient generic distribution of the desired in-
ternal variable (), that will be governed by the stain/stress state. The
problem can be solved by considering the material property/internal vari-
able in each microscale node or spatial region as an additional variable in the
parametrization. Then the material property/internal variable function will
be approximated in an interpolation manner over the microdomain:
E(x) = NT E^ (5)
taking each nodal value description E^i as an extra parameter.
The microscale parametrized problem is built in such a manner that the
displacement eld distribution over the micro model for any combination
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(within a predene range) of displacement boundary condition and material
property/internal variable distribution can be computed. For instance, con-
sidering an isotropic material which matrix of elasticityD can be represented
as:
D(x;) = E(x;) ~D (6)
where, E(x;) is the a spatial and internal variable dependent elastic modu-
lus. For this case, the displacement variable will be approximated as follows
u =
IX
i=1
ai(x)
DY
k=1
Gki (zk)
PY
p=1
Hpi (ep) (7)
where ai(x) represents the n-dimensional i-th function of the approximation
that depends on the coordinates vector x. This basis function will be approx-
imated again as in typical nite elements [29]. Gki (zk) are the i-th function of
the approximation that depends on the k-th variable, D is assumed to be the
number of variables associated to the Dirichlet boundary condition approxi-
mation [16]. Hpi (ep) are the i-th function of the approximation that depends
on the p-th variable, here, P represents the number of variables associated
to the nodal material property. Note that if a nite element approximation
of material property distribution is used, thus, P is equal to the number of
nodes in the RVE discretization. The material property/internal variable
is approximated as a sum of separated functions describing in each one the
spatial dependency and parametrized range value of the material property
distribution, then this approximation can be written as,
E(x; eP ) =
PX
p=1
Ep(x; ep) =
PX
p=1
cp(x)Lp(ep) (8)
In (8), functions cp active node p in each sum that will be associated
to function Lp(ep), i.e., the spatial distribution for a bidimensional problem,
E(x; eP ) can be written in a separated format as,
PX
p=1
cp(x)Lp(ep) = c1  L1 +   + cp  Lp =
0@ 11
0
1A  L1 +
0BBBB@
0
0
1
1
0
1CCCCA  L2 +   +
0@ 01
1
1A  LP
(9)
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where c is a bidimensional basis function, which discrete form is a (ndof 
1) vector with ndof the number of degree of freedom. In consequence, the
vectors 0 in Eq. (9) have the appropriate number of elements to fulll the
c discrete vector size. Here, function Lp depends on the p-th variable asso-
ciated to the material property of node/parameter p. This spatial format of
the material property/internal variable is forwardly integrated into the weak
form of the boundary value problem. A multidimensional PGD procedure
is implemented for the microscale problem as described in [16], where an
additive split of the displacement eld is introduced [4, 30, 16], which writes:
u = uM + um (10)
being uM and um the macroscale and microscale related variables of the
displacement eld, respectively. The functional space of uM is denoted by
LM and the one of um by Lm. The direct sum of these spaces is specied as
L = LM
L
Lm. The test function, , is similarly decomposed into micro and
macro components M and m.
(x) = M(x) + m(x) (11)
Then the weak form of the microscale parametrized problem is written
as: Z


("M + "m)TD(";)("M + "m)d
 =
Z


(M + m)T f d
 (12)
where D represents the matrix of elasticity, " and " are the actual strain
vector and the virtual strain associated to the test function v, respectively.
Here the variable to be parametrized is the microscale displacement um,
which will be solved for homogeneous boundary condition, hence, uM should
approximate the solution u with sucient accuracy at microscale domain
@
m. The u
M is written in a separated format as:
uM =
SX
s=1
aMs (x
m)
DY
k=1
Gk
M
s (zk)
PY
p=1
Hp
M
s (ep) (13)
A predened approximation of the boundary displacement for the mi-
croscale domain had to be established, through which the number of variables
related to boundary conditions (Gk(zk) for k = 1; : : : ; D) is dened. Con-
sidering a 2D voxel domain for the microscale model and a linear boundary
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approximation, then 8 variables are needed, representing the displacement
in x and y directions for each vertex node. Consequently, the macroscale
displacement eld in the RVE can be dened by the standard bilinear inter-
polation, although, more complex interpolations may be used.
uM = (1  xm)(1  ym)uM1 + xm(1  ym)uM2 + xmymuM3 + (1  xm)ymuM4
(14)
Note that (14) already has a separated structure, however, for non trivial
separated function, a Singular Value Decomposition (SVD) [23] or Parallel
Factors Decomposition (PARAFAC) [39] procedure can be implemented to
obtain a separated format of the macroscale function. Reader can refer to
[16] for a detailed description of boundary conditions parametrization in a
separated format.
The numerical scheme to solve the problem consists in the iterative proce-
dure proposed in [21, 27]. Let us assume I terms of the nite sum for the um
variable already computed, and the current approximation is not suciently
accurate (the convergence check is not fullled) [21, 23, 16], a new functional
product I + 1 is added to the nite sum. In this enrichment stage [21, 23]
the approximation of um can then be written as follows:
um =
IX
i=1
ami (x)
DY
k=1
Gk
m
i (zk)
PY
p=1
Hp
m
i (ep) + r(x)
DY
k=1
Mk(zk)
PY
p=1
Op(ep) (15)
For example, the microscale strain vector in terms of the displacement
eld approximation (15) for a 2-D case in the standard nite element frame-
work, writes:
" =
0BBBBBB@
PI
i=1
@ai
m
x
@x
ORV + @rx
@x
NRV
PI
i=1
@ai
m
y
@y
ORV + @ry
@y
NRV
PI
i=1(
@ai
m
x
@y
+
@ai
m
y
@x
) ORV + (@rx
@y
) + @ry
@x
) NRV
1CCCCCCA =
=
IX
i=1
Bai
m ORV +Br NRV
(16)
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where,
ORV =
DY
k=1
Gk
m
i (zk)
PY
p=1
Hp
m
i (ep)
NRV =
DY
k=1
Mk(zk)
PY
p=1
Op(ep)
(17)
The strain related to the macroscale is xed when computing um, there-
fore, the associated test function M and "M vanish, while m can be ex-
pressed as:
m = r
DY
k=1
Mk(zk)
PY
p=1
Op(ep) + r
DY
k=2
M1

(z1)M
k(zk)
PY
p=1
Op(ep) +   
  + r
D 1Y
k=1
Mk(zk)(zk)M
D(zD)
PY
p=1
Op(ep) + r
DY
k=1
Mk(zk)
PY
p=2
O1

(e1)O
p(ep)+
  + r
DY
k=1
Mk(zk)
P 1Y
p=1
Op(ep)O
P (eP )
(18)
the same procedure of m is followed for "m denition.
Considering the stiness matrix decomposition and a nite element for-
mulation, the alternate direction algorithm starts computing function r(xm)
assuming Mk and Op known, so Mk

and Op

vanish. Introducing equations
(6), (8), (13), (15), (16) and (18) in the weak form (12) gives:
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Z


rBT
DY
k=1
Mk(zk)
PY
p=1
Op(ep)
 
D
QX
q=1
c^q(x)Lq(eq)

  SX
s=1
BaMs (x)
DY
k=1
Gk
M
s (zk)
PY
p=1
Hp
M
s (ep)+
+
IX
i=1
Bami (x)
DY
k=1
Gk
m
i (zk)
PY
p=1
Hp
m
i (ep) +Br(x)
DY
k=1
Mk(zk)
PY
p=1
Op(ep)

d
 =
=
Z


rNT
DY
k=1
Mk(zk)
PY
p=1
Op(ep)fd

(19)
Rearranging (19) and separating the microscale spatial integral from the
rest, the following expression arises, the linear system based in Eq. (19) can
be explicitly written as:
Kr  r = pr   t1   t2 (20)
where,
Kr =
QX
q=1
r
 Z

msp
BTDBc^q(x)d

m
sp

r
DY
k=1
Z

k
Mk(zk)M
k(zk)d
k

PY
p=1
Z

p
Op(ep)O
p(ep)Lq(eq)d
p
t1 =
QX
q=1
SX
s=1
r
 Z

msp
BTDBc^q(x)d

m
sp

aMs
DY
k=1
Z

k
Mk(zk)G
kM
s (zk)d
k

PY
p=1
Z

p
Op(ep)H
pM
s (ep)Lq(eq)d
p
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t2 =
QX
q=1
IX
i=1
r
 Z

msp
BTDBc^q(x)d

m
sp

ami
DY
k=1
Z

k
Mk(zk)G
km
s (zk)d
k

PY
p=1
Z

p
Op(ep)H
pm
i (ep)Lq(eq)d
p
pr = r
 Z

msp
NTNd
msp

fsp(xm)
DY
k=1
Z

k
Mk(zk)fk(zk)d
k

PY
p=1
Z

p
Op(ep)fp(ep)d
p
Note that the body force term is written in a separated representation f =
f sp(xm)
QD
k=1 fk(zk)
QP
p=1 fp(ep). Note also that the integral
R

msp
BTDBd
msp
in the latter equation is the standard stiness matrix for the macroscale nite
element.
This procedure is repeated for the rest of dimensions, and stops when
each of these vectors reach a x value, see Algorithm 1. Notice that complex
microscale domain (RVE) can be handle by this formulation because no sep-
aration of the microscale coordinate is done.
Once the parametrization of the displacement eld is obtained for the
microscale model, the macroscale problem can be then solved by an explicit
or implicit procedure. For example, recalling the Newton Raphson (N-R)
implicit procedure, where we assumed solved the state at t and wish to up-
date state to (t + 4t) of the problem. For ith N-R iteration displacement
increment is dened as:
K(ut+4ti )(ui+1) =  	(ut+4ti ) (21)
where K is the tangent stiness matrix. The N-R starts with an initial guess
of ut+4ti for the macroscale problem, from which a distribution of the material
property/internal variable E(ut+4ti ) is computed by its governing equation
with a microscale model resolution. The internal force and tangent modulus
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Algorithm 1 Microscale Step Algorithm
1: while Res > TOL do
2: Initialize rk k = 1; : : : ; D (with rk initial k-th parameter function of
the new sum.)
3: while e_enrk > TOLk do
4: for k = 1 : D do
5: Compute rnk
6: Compute e_enrk
7: end for
8: Set rk = r
n
k
9: Set n = n+ 1
10: end while
11: Set fik = rk
12: Compute Res
13: Set i = i+ 1
14: end while
matrix are obtained for each macroscale element from the displacement eld
distribution obtained by particularizing the o-line results for the elastic
property/internal variable distribution and displacement boundary condi-
tions as shown in Appendix A. Note that no further boundary value problem
is needed for each RVE as in traditional multilevel nite element (FE2). A
scheme of this multiscale strategy is presented in Fig. 1.
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Figure 1: Multiscale strategy scheme: Micro-step Uncoupling Equilibrium and Evolution
Equations.
3.2. 2nd Strategy: Microscale parametrization within the macroscale problem
Another way to deal with material non-linearities, thought to alleviate
the parametrized microscale problem, is by incorporating the microscale
parametrized problem into the macroscale incremental problem. This can be
achieved by building and solving by PGD a parametrized microscale problem
for the actual material property/internal variable distribution associated to
the actual macroscale load increment. Then, the microscale displacement dis-
tribution over the RVE is parametrized only with respect to the microscale
coordinates, boundary conditions approximation and macroscale element.
The scheme followed in this strategy is depicted in Fig. 2.
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Figure 2: Multiscale strategy scheme: Microscale parametrization within the macroscale
problem.
The material property/internal variable is now approximated as a sum
of separated functions describing in each one the microscale spatial depen-
dency and the corresponding macroscale element, this approximation can be
written as,
E(xm; elM) =
PX
p=1
cp(x
m)Hp(el
M) (22)
where, cp(x
m) and Hp(el
M) are the p-th function of the approximation that
depend on the microscale coordinate and the macroscale element (elM) va-
riable, respectively. Here, the parametrization is solved for the total number
of macroscale elements. For which a separated representation of the distri-
bution can be derived through SVD [23].
The proposed methodology can be labeled as FE   PGD, where a -
nite element approach is implemented to solve the macroscale problem and a
PGD parametrized microscale problem is solved for each time increment.
The o-line step is suppressed for this methodology, since the reduced
parametrized microscale problem is solved directly along the process. The
advantage over the traditional multilevel nite element approach FE2 relies
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in substituting the dierent boundary condition problem for each RVE by
a multiparametric RVE problem solved by PGD. Each stiness matrix and
internal forces vector is computed by means of algebraic operations particu-
larizing the parametrized problem results as resumed in Appendix A.
As in the rst strategy, the displacement eld approximation is again split
into a macro and micro displacement and represented in a separated format
as,
4u = 4uM +4um (23)
4uM =
SX
s=1
aMs (x
M)SMs (el
M)
DY
k=1
Gk
M
s (zk) (24)
4um =
IX
i=1
ami (x
m)Smi (el
M)
DY
k=1
Gk
m
i (zk) (25)
where, Gki (zk) the k-th variable, D is assumed to be the number of variables
associated to the Dirichlet boundary condition approximation [16] and S rep-
resents the number of terms for the predened displacement approximation
dened by the macroscale displacement term4uM . The macroscale displace-
ment term can be implemented as in the previous strategy. For each time
increment of the macroscale problem, a parametrized microscale boundary
value problem for the spatial distribution of the material property/internal
variable given by (22) is solved. Recalling the numerical scheme to solve the
parametrized problem through PGD, and assuming I terms of the nite sum
for the um variable already computed, and the current approximation is not
suciently accurate, a new functional product I + 1 is added to the nite
sum. Then um can then be written as follows:
4um =
IX
i=1
ami (x
m)Smi (el
M)
DY
k=1
Gk
m
i (zk) + r(x
m)M(elM)
DY
k=1
Ok(zk) (26)
The weak form of the parametrized problem (12) after introducing the
displacement, test functions (as shown in (18)) and material property (22)
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approximations can be expressed as:Z


rBTM(elM)
DY
k=1
Ok(zk)
 
D
PX
p=1
cp(x
m)Hp(el
M)

  SX
s=1
aMs (x
M)SMs (el
M)
DY
k=1
Gk
M
s (zk) +
IX
i=1
ami (x
m)Smi (el
M)
DY
k=1
Gk
m
i (zk)+
+ r(xm)M(elM)
DY
k=1
Ok(zk)

d
 =
Z


rNT
DY
k=1
Mk(zk)
PY
p=1
Op(ep)fd

(27)
The x point procedure to solve the problem as described in section 3:1 is
implemented. An incremental explicit multiscale procedure for the FE-PGD
formulation is summarized in Algorithm 2.
Algorithm 2 Incremental Explicit Multiscale Procedure for the FE-PGD
Formulation
1: Initialize E (Elastic modulus/Internal variable distribution)
2: for 4t = 1! ninc do
3: Compute separated expression for E(xm; elM)
4: Parametrized microscale problem (PGD) with E(xm; elM)
5: Compute 4pext (Macroscale nodal external forces vector)
6: Initialize u (Nodal displacement vector for macroscale problem)
7: for c = 1! elM do
8: Compute microdisplacement eld for macroelement c by particular-
izing the PGD step
9: Compute 4pcint (Microscale loop)
10: Compute Kc (Microscale loop)
11: end for
12: Assemble 4pint and K
13: Compute displacement increment K4u = 4pext  4pint
14: Set u = u+4u
15: Update E by the governing equation.
16: end for
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4. Numerical Example: Non-Linear 2-D Example with Rate-De-
pendent Damage Model.
An example to check the performance of both multiscale strategies for
non-linear problems has been analyzed. A multiscale problem with periodic
voids and boundary conditions described in Fig. 3 is analyzed for a rate-
dependent damage model. A load in x direction of 1300N over one edge is
applied in a total time of 9:4s. An incremental scheme has been applied for
the analysis with a time increment of 0:2s. The macroscale problem with a
rectangular geometry x 2 [0; 4mm] and y 2 [0; 3mm] is then computed by the
multiscale procedures here proposed with 192 regular quadrilateral elements
of side 0:25mm, which represent the problem RVE. The parametrized RVE
for this problem was discretized with 39 linear quadrilateral elements and 56
nodes. Results were compared with a traditional FE model discretized by
8425 linear quadrilateral elements, which represents the discretization of the
problem if the RVE discretization is used.
Figure 3: Boundary conditions and edge force for the periodic voids 2-D example.
For instance, let us consider a rate-dependent isotropic damage law. The
damage model employs irreversible thermodynamics and the internal state
variables theory. To introduce the scalar damage behavior, let us consider
the eective stress concept through equilibrium considerations, whereby
("; !) = [1  !]0(") = [1  w]D0" (28)
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where,  and " represent the Cauchy stress and strain tensors, respectively.
The subscript ()0 represents magnitudes of an undamaged (virgin) material
and ! denotes the isotropic damage parameter. The function G( Y ) which
characterizes the damage process in the material is chosen as an exponential
function, which described most damage models found in literature, such as
the three-parameter Weibull distribution [31] which expression enables it to
capture a wide range of material behaviors [32]. This function reads
G( Y ) = 1  exp

 
 Y (")
p1
p2
(29)
where, p1 and p2 are non-dimensional scale and shape parameter, respectively.
Here, Y (") denotes the thermodynamic force (damage energy release rate)
Y (") =
1
2
"Df" (30)
Df is the elastic stiness of micro-material .
The damage evolution model taken as example is based on the one pro-
posed in [33] for particulate composite materials and known as viscous da-
mage model [36, 37]. In particular, the evolution equation for _w that governs
the visco-damage behavior assuming a linear viscous damage mechanism can
be written as:
_! = g (31)
where,  denotes the damage viscosity coecient. The state of damage in
the material is governed by the following criterion:
g( Y ; ) = G( Y )  t  0 t  R+ (32)
where t denotes the softening parameter usually set as 0=0 [33], and will
be considered for this work as t = !.
To integrate the evolution equation to solve the damage problem in the
traditional FEM framework, the implicit backward Euler integration scheme
has be employed. Thus the equations of evolution are solved incrementally
over a sequence of given time steps [tn; tn+1]  R+, n = 0; 1; 2; : : : with initial
conditions f; !gjt=tn = fn; !ng. The time step is given by 4t = tn+1  tn.
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The rate-dependent damage integration into the problem is described in Al-
gorithm 3.
Algorithm 3 Rate-dependent damage integration algorithm.
1: Compute Yn+1 =
1
2
"n+1Df"n+1
2: Check g = G( Yn+1)  !n > 0?
No ! no damage within this time step EXIT
Yes ! rate-dependent damage loading CONTINUE
3: Compute !n+1
!n+1 = !n(1 4t) +4tG( Yn+1)
4: Update stress
0n+1 = D0"n+1
n+1 = (1  !n+1)0n+1
If an implicit scheme is used to solve this non-linear problem, a consistent
linearization is important if one wants to keep quadratic rate of convergence,
when Newton's type algorithm is employed. The linearized term associated
with the damage law for computing the tangent elastic matrix is given by
@D
@u
=
@[(1  !)D0]
@u
=
@G( Y )
@ Y
@ Y
@"
@"
@u
D0 (33)
where for the incremental scheme
@G( Y )
@ Yn+1
=
p24t
p1
exp

 
 Yn+1
p1
p2 Yn+1
p1
p2 1
(34)
4.1. 1st Strategy
For the multiscale procedure based on the uncoupled strategy, the para-
metrized microscale problem is built considering internal variables associated
to each node of the microscale mesh as an extra variable. Taking as exam-
ple the rate-dependent isotropic damage problem presented before, the rst
step to construct the microscale parametrized model is to dene the desired
parameters that will be considered extra variables of the original problem
and which will dene the dimension of the problem. The total dimensions of
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the parametrized problem is 65, represented by the micro spatial coordinates
(1), Dirichlet boundary condition approximation in both directions (8) and
isotropic damage value in each node(56). Therefore, the displacement eld
can be obtained particularizing the o-line step results for a specic dis-
placement boundary condition and nodal distribution of internal variable.
For the present example, the predened range and discretization of the
scalar damage parameter associated to each node were set to ! = [0; 0:8] and
4! = 0:02, respectively. The range and discretization considered for the
variables associated to the boundary condition are shown in Table 1.
Independent Variable Discretization
Variable Interval [mm] Size [mm]
ux2 u
x
3 u
x
4 [ 0:05,0:05] 0:001
uy2 u
y
3 u
y
4 [ 0:05,0:05] 0:001
Table 1: Boundary condition variables ranges and element size for the rate-independent
damage model analyzed in the periodic void problem.
For the microscale solution validation, results of the displacement eld
approximation were compared to those obtained by an incremental explicit
FEA. Two states of deformation were chosen for validation as shown in Table
2 and considering relative L2 norm errors as
err =
sPn
i=1(dfi)
2Pn
i=1(u
t
i)
2
(35)
where df is the dierence between the standard FE with a very ne dis-
cretization and the numerical results.
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Case ux2 u
x
3 u
x
4 u
y
2 u
y
3 u
y
4
[mm] [mm] [mm] [mm] [mm] [mm]
1 0.001 0.0094 0.004 0.003 -0.005 -0.0045
2 0.01 -0.005 0.0 0.0 0.01 0.0034
Table 2: Independent variables values for the microscale step verication for each case in
the example with the rate-dependent damage material model analyzed with the uncoupled
microscale problem procedure.
Due to the dimensionality of the problem a high number of terms for
the approximation were needed for convergence of the PGD technique. In
Fig. 4(a) the L2 relative norm errors (35) of the displacement vector against
the number of terms in the approximation were plotted for the boundary
condition case 1 shown in Table 2, furthermore, the scalar damage nodal
distribution plotted is shown in Fig. 4(b). It can be observed how the con-
vergence curve in Fig. 4(a) shows a quasi stationarity behaviour from a
certain number of terms. This demonstrates that there is a limit of terms
for the approximation from which low or no improvements of the solution
is achieved. The latter limit depends on parameter discretization in the
parametrized problem and on the separability of the solution. Furthermore,
introducing modes computed via Proper Orthogonal Decomposition (POD)
[35] to dene the distribution of the isotropic damage could be advantageous,
not only for ensuring independency of the distribution approximation, but
also the number of parameters for the isotropic damage distribution approx-
imation would be lower. This has been recently applied to initial conditions
approximations for dynamic problems as shown in [34], where a solution has
been introduced by an o-line/on-line strategy in which a reduced-order ba-
sis, obtained via POD, is employed, thus guaranteeing the parametrization
of the space of initial conditions with a minimum of variables. Even with
this ecient approach for the initial conditions, the number of parameters
usually reaches some tens for spatial 3-D problems.
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(a) (b)
Figure 4: (a)L2 relative norm errors (35) compared to a standard FE of the incremental
displacement vector against the number of terms in the approximation for the microscale
parametrized problem of 65 dimensions (b) Damage internal variable distribution over the
RVE for the parametrization problem validation.
The displacement eld in both directions (Figs. 5(a) and 5(c)) over the
microscale model for the boundary displacement case 1 (Table 2) and the
random isotropic damage distribution shown in Fig. 4(b) were compared to
the results obtained through an explicit FE analysis with the same increment
size. L2 norm relative errors (35) of 1:710 3 and 2:510 3 were computed
for x and y displacements, respectively. Relative errors (36) between both
results were plotted in Figs. 5(b) and 5(d) for directions x and y, respectively.
The relative error for the i  th node is computed as,
dfi =
juFEi   uPGDi j
juFEi j
(36)
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(a) (b)
(c) (d)
Figure 5: Microscale results for the rate-dependent damage model for case of deformation
1 (Table 2) with a isotropic damage distribution plotted in Fig. 4(b). (a) and (c) displace-
ment eld distribution in x and y directions, respectively. (b) and (c) relative displacement
error distribution compared to the standard FE analysis under the same conditions in x
and y directions, respectively.
Computer time for the o-line microscale step for the 65-dimensional
problem is plotted vs. the number of terms for the approximation in Fig. 6.
Also a 101-dimensional micro problem parametrization was computed with 92
extra variables associated to each node in a rened RVE discretization. The
corresponding computer time is also shown in Fig. 6. The post-processing
time for particularizing the displacement eld approximation over the RVE
for a predened displacement boundary condition and damage distribution
is around 0:012s for a 2600-terms approximation, which represents the 8%
of the computer time (0:15s) needed for solving the micro problem through
the standard FE procedure.
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Figure 6: Computer time for the o-line microscale step vs. the number of terms for the
approximation for a 65 and 101 dimensions problem.
The macroscale problem is then solved through an explicit scheme using
the o-line parametrized results. The internal variable evolution was com-
puted by the traditional implicit backward Euler scheme. L2 norm relative
errors (35) at the macroscale displacement eld for x and y directions were
3:610 3 and 5:810 3, respectively. The localized microscale displacement
eld over the macroscale model was compared to that computed through the
incremental explicit FE procedure, relative errors results are shown in Fig.
7. Moreover, the resultant isotropic damage distribution over the geometry
at the microscale level for the nal state of deformation was computed and
the associated relative error with respect to the damage distribution through
the standard FE analysis is shown in Fig. 7(c), where a L2 norm relative
error of 0:041 was obtained. As expected, higher deviations in the isotropic
damage distribution was observed, due to the non-linear dependency on the
derivative of the displacement eld as shown in (30).
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(a)
(b)
(c)
Figure 7: Relative error distribution in displacements between the results obtained through
the multiscale approach by the uncoupled problem scheme and with the standard FE
analysis with 8425 elements for x (a) and y (b) directions. (c) Isotropic damage relative
error distribution compared to the traditional explicit FE analysis.
Computer time of the macroscale problem was compared to that ob-
tained with a traditional FE approach. For this, the FE analysis have been
implemented within MATLAB for a fair comparison. Macroscale step took
about 298s, validating the strong reduction got when compared to the 1100s
required to solve the problem with a standard FE procedure and the corre-
sponding much higher computer memory requirement.
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4.2. 2nd Strategy
Again the problem described in Fig. 3 has been analyzed for the rate-
dependent damage model presented before. Firstly, the same load condition
and total time of 1300N and 9:4s, respectively, were used for comparison
purposes. An incremental scheme has been applied with a time increment of
0:2s.
Displacement elds in the macroscale mesh were compared to those ob-
tained by the traditional FE analysis, observing a L2 relative norm error (35)
of 2:2  10 3 and 3:3  10 3 for the x and y directions, respectively. Fur-
thermore, the localization of the microscale displacement eld was computed
for all the macroscale elements and compared to the detailed FE analysis.
The relative errors (36) for both directions have been plotted in Figs. 8(a)
and 8(b), and the same error for the isotropic damage distribution compared
to that obtained through the standard FE analysis was represented in Fig.
8(c). A second case has been checked changing the time increment to 0:5s
and keeping the rest of parameters. For this case, the L2 relative norm er-
rors (35) for the x and y direction were 3:510 3 and 8:310 3, respectively.
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(a)
(b)
(c)
Figure 8: Relative error distribution in displacements between the results obtained through
the multiscale approach by the FE-PGD scheme and with the standard FE analysis with
8425 elements for x (a) and y (b) directions. (c) Isotropic damage relative error distribution
compared to the traditional explicit FE analysis.
Localized stress distribution for the periodic voids example obtained thro-
ugh the multiscale approach by the FE-PGD scheme (with a time increment
of 0:2s) for x and y directions are plotted in Figs. 9(a) and 9(b), respectively.
In addition, the stress distribution obtained by the standard FE analysis with
8425 elements for x (c) and y (d) directions are shown in Figs. 9(c) and 9(d),
respectively. L2 relative norm error (35) of 3:5 10 2 and 4:9 10 2 for the
stress variable in x and y directions have been computed, respectively.
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(a) (b)
(c) (d)
Figure 9: Localized stress distribution for the periodic voids example obtained through
the multiscale approach by the FE-PGD scheme for x (a) and y (b) directions and stress
distribution obtained by the standard FE analysis with 8425 elements for x (c) and y (d)
directions.
Computer time of the macroscale problem was again compared to that
obtained with the FE approach. Macroscale step took about 710s, that is
again lower than the time for a traditional FE incremental scheme under
the same conditions 1100s. The microscale parametrized step within each
increment in the macroscale problem was about 10s to achieve a mean of
50 terms in each incremental displacement eld approximation. The com-
puter time comparison becomes more representative when a more discretized
microscale model is used. For this, the microscale model was rened from
39 to 92 quadrilateral elements, and under the same conditions a total time
of 1140s for the macroscale problem was achieved. Meanwhile, the detailed
discretization FE analysis for the same microscale elements size results in
12864 elements, for which a total time of 2520s and a considerable higher
computer memory was required.
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5. Conclusions
A multiscale formulation for problems with material non-linearities in
small deformation regimes has been presented. Two dierent options based
on parametrized microscale models solved by PGD have been applied to a
problem with a rate-dependent isotropic damage model. First, a procedure
where the problem is solved by uncoupling the equilibrium equation and the
state variable expression has been explored. For this, a predened spatial
distribution approximation of the state variable is considered, assuming the
dierent variables of state of that approximation as extra parameters at the
parametrized microscale problem. In this work, the microscale internal va-
riable distribution has been parametrized for the state variables at each node
of the microscale discretization, thus a standard FE spatial approximation of
the state variable is considered. A lower dimensional problem can be consi-
dered by approximating this spatial distribution, by regions and not for each
node. This uncoupled procedure, gives the possibility to compute the state
variable evolution by dierent ways at the macroscale problem. The main
limitation of the uncoupled option is the large number of dimensions due to
the parametrization with respect to the state variable associated to each node,
and in consequence high numbers of terms for an accurate approximation of
the parametrized displacement eld over the RVE. However, this option is
more exible for the internal variable distribution at each increment of the
macroscale problem due to the uncoupled nature of the procedure. This op-
tion can be implemented in problems where loading and unloading paths are
dierent, and the microscale parametrized problem is totally independent of
the state variable evolution/behavior.
To alleviate the parametrized microscale problem, a second option for pro-
blems with material non-linearity has been proposed, incorporating a para-
metrized microscale problem at each macroscale increment (FE-PGD). This
option becomes advantageous when a large number of RVEs have to be ana-
lyzed for the macroscale problem, for example, substituting all the boundary
value problems associated to each RVE by a single parametrized microscale
problem, for further particularizations associated to a given RVE. This pro-
blem has a lower dimensionality compared to previous methods, because it
is not parameterized with respect to the increment of time or state variables,
but with respect to the RVEs at the macroscale discretization. The FE-PGD
option can represent a suitable option for computer time saving when a very
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Option Macro Disp. Macro Disp. CPU Time CPU Time
x L2 error y L2 error Macroscale [s] o-line[hrs]
Uncoupled 3:6 10 3 5:8 10 3 360 17 (1000 terms)
FE-PGD 2:2 10 3 3:3 10 3 710 
Table 3: Macroscale errors compared to a standard FE and computer time of the dierent
schemes proposed for problems that present material nonlinearity.
ne discretization of the microscale model is required. As in the rst op-
tion, this scheme is independent of the nature or expression that denes the
variables of state behavior.
A comparison between the dierent schemes presented in this chapter is
summarized in Table 3, where the same example for an isotropic damage
model has been analyzed. Similar L2 norm relative errors in displacement
over the macroscale model for both directions have been observed for the
three proposed schemes. These errors are due to the truncation of the appro-
ximation and the linear displacement approximation over the RVE boundary.
Slightly lower relative errors have been computed for the FE-PGD option,
this can be induced by the lower dimensionality of the microscale problem
and therefore, a better PGD approximation for a relative low number of
terms.
Computer time for the macroscale incremental problem for the uncoupled
scheme was about 30% of the time it would take in a traditional FE. For the
FE-PGD option, computer time for the same problem problem was 65% of
the time for a full FE analysis, however, rening the microscale model from 39
to 92 elements, computer time reach 44% of the total time taken for a full FE
analysis, besides an important reduction in computer memory requirement.
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Appendix A: Micro-Macro Transition
After performing the microscale step, the approximation of the displace-
ment eld over the RVE is obtained from the resulting basis function as:
u =
IX
i=1
ai(x)
DY
k=1
Gki (zk) (37)
The micro-macroscale information transmission is solved in the same
manner as described in [16]. The internal force vector (pint) and the stiness
matrix (K) are computed for each macroscale element with no more than par-
ticularizing the result of the parametrized microscale problem for values of
the coordinates xm, the nodal displacements of the macroscopic RVE which
represent the boundary conditions and of any other variable considered in the
parametrization. Without loss of generality and to simplify the formulation,
bilinear square elements have been considered here, although any other type
of triangular or irregular quadrilateral may be also used after appropriate
choice of the geometrical and displacement (boundary conditions) parame-
ters. The expression for the internal force vector, we have:
pint =
Z

Mel
BM
T
Meld
Mel =
NmX
n=1
Z

mn
BM
T
D" d
mn (38)
where the strain operator matrix (BM) in this equation refers to the macroscale
element and Nm represents the number of elements in the microscale domain.
Substituting the strain approximation " associated to the displacement eld
computed from the microscale step for a general microscale element n, we
obtain:
" = Bm(uM + um) =
IX
i=1
Bmain
DY
k=1
Gikn(zk) (39)
Here Bm is the strain operator matrix referring to the microscale element.
Integrating now (38) onto each microscale element numerically (for exam-
ple by using a Gauss-Legendre quadrature [38]) and assuming again square
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shaped microscale elements we have:
pint =
NmX
n=1
npX
p=1
nqX
q=1
BM
T
(Mp ; 
M
q )D(x
M
p ; y
M
q )
 IX
i=1
Bm(mp ; 
m
q )a
i
n(x)
DY
k=1
Gikn(zk)WpWq
jJmn j
(40)
where np and nq are the number of integration points selected in each direc-
tion  and , respectively. mp and 
m
q are the Gaussian microscale coordinates
dened in a normalized reference element for each Gaussian point (p; q); Wp
and Wq represent the corresponding weights. As mentioned before, B
M is
dened in the corresponding macroscale element, therefore, it must be eval-
uated in the global microscale coordinates (Mp and 
M
q ) for each integration
point. If the stiness matrix D is spatially dependent, it must be evaluated
in the global macroscale coordinate (xMp ; y
M
q ) corresponding to the integra-
tion point (p; q), so that (see Fig. 10):
D(xMp ; y
M
q ) = D(x
M
1 + 
M
p ; y
M
1 + 
M
q ) (41)
Figure 10: Macro and micro scale reference systems for the 2-D structural problem.
The explicit expression for the strain vector of a four node quadrilateral
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microscale element n is:
" =
IX
i=1
0@ @N1@x 0 @N2@x 0 @N3@x 0 @N4@x 00 @N1
@y
0 @N2
@y
0 @N3
@y
0 @N4
@y
@N1
@y
@N1
@x
@N2
@y
@N2
@x
@N3
@y
@N3
@x
@N4
@y
@N4
@x
1A
0BBBBBBBBBBBB@
ax
i
1
ay
i
1
ax
i
2
ay
i
2
ax
i
3
ay
i
3
ax
i
4
ay
i
4
1CCCCCCCCCCCCA
DY
k=1
Gik
(42)
where I represents the number of terms in the approximation. Here ax
i
nel
is
the component of vector ai corresponding to the degree of freedom dened
in x direction of local microelement node nel. The rest of functions Gk are
obtained by evaluating the corresponding function obtained through the pa-
rametrized micro problem for the k-th parameter value, i.e. Gux2 (u0) is the
value of the function associated to the displacement in x of vertex 2 evaluated
for displacement u0.
After computing the internal force vector for all macroscale elements
by (40) and assembling them into the global internal force vector of the
macroscale model, the stiness matrix K is then computed in the same man-
ner as in [16]. For bilinear quadrilateral elements we have:
KelM =

@pint
@ux1
@pint
@uy1
@pint
@ux2
@pint
@uy2
@pint
@ux3
@pint
@uy3
@pint
@ux4
@pint
@uy4

(43)
The derivative of the internal force vector with respect to displacements
dierent from ux1 and u
y
1 can be obtained as follows: let us consider, for
example, the derivative with respect to ux2 , substituting the internal force
expression (38) with the strain expression (39) in @pint=@u
x
2 and considering
the variables chosen for the displacement approximation, the stiness matrix
column associated to the derivative with respect to ux2 for a macroscale ele-
ment can be expressed as:
@pint
@ux2
=
NmX
n=1
Z

mn
BT
M
D
IX
i=1
Bmain(x)
@C1i(u
x
2)
@ux2

C2i(ux3)C3i(ux4)B1i(uy2)B2i(uy3)B3i(uy4)
(44)
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The functions depending on the vertex displacements of the microscale
domain (RVE) are expressed in discrete form; therefore, the derivative of
function @C1l(u
x
2)=@u
x
2 at a value u
x0
2 can be expressed as:
@C1i(u
x0
2 )
@ux2
=
C1i(u
xz+1
2 )  C1i(uxz2 )
`0n
(45)
where, as shown in Fig. 11, ux
z+1
2 and u
xz
2 are the nodal values of C1i asso-
ciated to the one-dimensional element in the ux2 discretization to which u
x0
2
belongs to.
Figure 11: One-dimensional piecewise linear representation of function C1(ux2).
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