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Consistance d’un estimateur de minimum de variance e´tendue
Consistency of a least extended variance estimator
Joseph Rynkiewicz a
aSAMOS/MATISSE, Universite´ de ParisI, 72 rue Regnault 75013 Paris, France, Te´l. et Fax : 01-44-07-87-05
Abstract
We consider a generalization of the criterion minimized by the K-means algorithm, where a neighborhood structure
is used in the calculus of the variance. Such tool is used, for example with Kohonen maps, to measure the quality
of the quantification preserving the neighborhood relationships. If we assume that the parameter vector is in
a compact Euclidean space and all it components are separated by a minimal distance, we show the strong
consistency of the set of parameters almost realizing the minimum of the empirical extended variance. To cite this
article:
Re´sume´
On conside`re une ge´ne´ralisation du crite`re minimise´ par l’algorithme des K-moyennes [K-means], ou` une structure
de voisinage est introduit dans le calcul de la variance. Un tel outil est utilise´, par exemple avec des cartes de
Kohonen, pour mesurer la qualite´ de la quantification respectant les structures de voisinage. Si on suppose que
le vecteur parame`tre est dans un compact d’un espace euclidien et que toutes ses composantes sont se´pare´es par
une distance minimale, on montre la consistance forte de l’ensemble des parame´tres assez proches du minimum
de variance e´tendue. Pour citer cet article :
1. Introduction
Nous conside´rons une ge´ne´ralisation de la variance intra-classe qui est conside´re´e comme le principal
crite`re de mesure de qualite´ des cartes de Kohonen (cf Kohonen [4]), bien que l’algorithme de Kohonen
ne minimise pas exactement ce crite`re (cf Cottrell et al. [1]). La variance e´tendue est la somme de la
variance intra-classe et d’un terme qui de´pend des classes voisines. Sa minimisation permet notamment
d’obtenir une classification qui respecte les relations de voisinage et qui donne lieu a` des interpre´tations
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aise´es, puisque la proximite´ des classes correspond a` la proximite´ des donne´es re´elles repre´sente´es par ces
classes.
Nous conside´rons dans toute la suite que les observations i.i.d. sont dans le compact [0, 1]d, qu’elles ont
pour mesure de probabilite´ P qui admet une densite´ par rapport a` la mesure de Lebesque, borne´e par
une constante B. Dans la suite, on appelera “centro¨ıde” un vecteur de [0, 1]
d
qui repre´sente une classe
d’observations ω.
De´finition 1.1 Pour e ∈ N∗, e ≤ d, soit un ensemble fini I ⊂ Ze et Λ la fonction de voisinage de´finie de
I − I := {i− j, i, j ∈ I} dans [0, 1] telle que Λ(k) = Λ(−k) et Λ(0) = 1.
De´finition 1.2 Notons ‖.‖ la norme euclidienne, soit
DδI :=
{
x := (xi)i∈I ∈
(
[0, 1]
d
)I
tels que ‖xi − xj‖ ≥ δ, si i 6= j
}
l’ensemble des centro¨ıdes xi se´pare´s par une distance d’au moins δ.
De´finition 1.3 La tessellation de Vorono¨ı (Ci(x))i∈I est de´finie par
Ci(x) :=
{
ω ∈ [0, 1]d tels que ‖xi − ω‖ < ‖xj − ω‖ si j 6= i
}
En cas d’ex-aequo, on assigne ω ∈ Ci(x) graˆce a` l’ordre lexicographique sur I. On remarquera alors que
(Ci(x))i∈I est une partition bore´lienne dont l’inte´rieur coincide avec la mosa¨ıque de Vorono¨ı ouverte.
Re´ciproquement, l’indice de la tesselation de Vorono¨ı pour une observation ω est de´finie par
C−1x (ω) := i ∈ I tel que ω ∈ Ci(x)
De´finition 1.4 La variance e´tendue est : V (x) := 12
∑
i,j∈I Λ(i− j)
∫
Ci(x)
‖xj − ω‖2dP (ω)
De meˆme, lorsqu’il y a un nombre fini n d’observations, on de´finit la variance e´tendue empirique :
Vn(x) :=
1
2n
∑
i∈I
∑
ω∈Ci(x)
(∑
j∈I Λ(i− j)‖xj − ω‖2
)
Si une observation se trouve sur un hyperplan me´diateur entre deux centro¨ıdes, tout de´placement d’un de
ces deux centro¨ıdes entrainera un saut de la variance e´tendue a` moins que la mesure de cette observation
ne soit nulle (par exemple, si la mesure ne charge pas les traces d’hyperplan). La fonction de variance
e´tendue empirique Vn(x) n’est donc pas continue et il n’existe pas, en ge´ne´ral, d’ensemble de centro¨ıdes
re´alisant son minimum. Cependant, si on conside`re les suites xn telles que Vn(x
n) soit suffisamment proche
de son minimum, on peut se demander si ces suites convergent vers l’ensemble des centro¨ıdes minimisant
la variance the´orique V (x). Pour cela, nous proce´dons selon le meˆme sche´ma de de´monstration que Pollard
[5] et nous commenc¸ons par montrer que les fonctions de variance e´tendue ve´rifient une loi uniforme des
grands nombres.
2. Loi uniforme des grands nombres
Soit la famille de fonctions
G :=

gx(ω) :=
∑
j∈I
Λ
(
C−1x (ω)− j
) ‖xj − ω‖2 pour x ∈ DδI


Pour montrer la loi uniforme des grands nombres, il suffit de montrer que
sup
x∈Dδ
I
∣∣∣∣
∫
gx(ω)dPn(ω)−
∫
gx(ω)dP (ω)
∣∣∣∣ p.s.−→ 0 (1)
2
puisque, pour toute mesure de probabilite´ Q sur [0, 1]d :∫
gx(ω)dQ(ω) =
∫ ∑
j∈I
Λ
(
C−1x (ω)− j
) ‖xj − ω‖2dQ(ω) = 1
2
∑
i,j∈I
Λ(i− j)
∫
Ci(x)
‖xj − ω‖2dQ(ω)
d’apre`s Gaenssler et Stute [3], une condition suffisante pour que l’e´quation (1) soit ve´rifie´e est que :
∀ε > 0, ∀x0 ∈ DδI il existe un voisinage S(x0) de x0 tel que∫
gx0(ω)dP (ω)− ε <
∫ (
inf
x∈S(x0)
gx(ω)
)
dP (ω) ≤
∫ (
sup
x∈S(x0)
gx(ω)
)
dP (ω) <
∫
gx0(ω)dP (ω) + ε
On peut d’abord prouver le re´sultat suivant, en utilisant une technique similaire a` la preuve du lemme
11 de Fort et Page`s [2].
Lemme 2.1 Soit x ∈ DδI et λ la mesure de Lebesgue sur [0, 1]d. Notons Ec le comple´mentaire de l’ensem-
ble E dans [0, 1]d et |I| le cardinal de l’ensemble I. Pour 0 < α < δ2 , soit
Uαi (x) =
{
ω ∈ [0, 1]d/∃y ∈ DδI , xj = yj si j 6= i et ‖xi − yi‖ < α et ω ∈ Cci (y) ∩ Ci(x)
}
l’ensemble des ω changeant de cellule de Vorono¨ı lorsque le centro¨ıde xi se de´place d’une distance d’au
plus α. Alors
supx∈Dδ
I
λ (Uαi (x)) < (|I| − 1)
(
2α
δ
+ α
)(√
2
)d−1
Conside´rons maintenant x0 ∈ DδI et S(x0) un voisinage de x0 inclus dans une boule de rayon α, pour
la distance euclidienne sur DδI . Soit W (x
0) l’ensemble des ω restant dans leur cellule de Vorono¨ı lorsque
on de´place x0 vers n’importe quel x ∈ S(x0). Pour tout ω ∈W (x0) on a
inf
x∈S(x0)
gx(ω) ≥ gx0(ω)−
∑
j∈I
Λ
(
C−1
x0
(ω)− j)(‖x0j − ω‖2 − inf
x∈S(x0)
‖x0j − ω‖2
)
≥ gx0
j
(ω)−
∑
j∈I
(
‖x0j − ω‖2 − inf
x∈S(x0)
‖x0j − ω‖2
)
Pour tout ω ∈ [0, 1]d, on a, pour α suffisamment petit, (‖x0j − ω‖2 − infx∈S(x0) ‖xj − ω‖2) < ε2B|I| ainsi∫
W (x0)
∑
j∈I
(
‖x0j − ω‖2 − inf
x∈S(x0)
‖xj − ω‖2
)
dP (ω) <
ε
2
et
∫
W (x0)
(
gx0(ω)− inf
x∈S(x0)
gx(ω)
)
<
ε
2
Soit, maintenant W (x0)c, l’ensemble des ω changeant de cellule de Vorono¨ı quand les centro¨ıdes vont
de x0 vers un x ∈ Sx0 . Si α < δ2|I| , alors en de´plac¸ant se´quentiellement les composantes x0i de x0 vers xi
de x, chaque configuration interme´daire reste dans D
δ
2
I . Comme, pour tout i ∈ I, ‖xi−ω‖2 est borne´ par
1 sur [0, 1]d, le lemme 2.1, assure alors que∫
W (x0)c
gx(ω)dP (ω) < B|I|(|I| − 1))
(
4α
δ
+ α
)(√
2
)d−1
Finalement, si on choisit α suffisamment petit pour que B|I|(|I| − 1)) ( 4α
δ
+ α
) (√
2
)d−1
< ε2 , on obtient∫
Dδ
I
gx0(ω)dP (ω)− ε <
∫
Dδ
I
(
inf
x∈S(x0)
gx(ω)
)
dP (ω)
3
Exactement de la meˆme fac¸on, pour α suffisamment petit, on obtient :∫
Dδ
I
(
sup
x∈S(x0)
gx(ω)
)
dP (ω) <
∫
Dδ
I
gx0(ω)dP (ω) + ε
Ainsi, la condition suffisante pour la loi uniforme des grands nombres est vraie pour la variance e´tendue.
3. Consistance
On veut montrer la consistance des centro¨ıdes qui minimisent “presque” la variance e´tendue dans DδI .
Soit l’ensemble des “quasi-estimateurs” de minimum de variance e´tendue :
χ¯βn :=
{
x ∈ DδI tels que Vn(x) < inf
x∈Dδ
I
Vn(x) +
1
β(n)
}
avec β(n) une fonction strictement positive tel que limn→+∞ β(n) = ∞. Soit χ¯ = argminx∈Dδ
I
V (x)
l’ensemble qui minimise la variance e´tendue the´orique, comme la fonction x 7−→ V (x) est continue et non
constante sur DδI , pour tout voisinage N de χ¯, il existe η (N ) > 0 tel que
∀x ∈ DδI\N , V (x) > min
x∈Dδ
I
V (x) + η (N )
Pour montrer la consistance forte, il suffit de montrer que pour tout voisinage N de χ¯ on a
lim
n→∞
χ¯βn
p.s⊂ N ⇐⇒ lim
n→∞
V
(
χ¯βn
)− V (χ¯) p.s.≤ η (N )
avec V (E)− V (F ) := sup {V (x) − V (y) pour x ∈ E et y ∈ F}.
Par de´finition Vn
(
χ¯βn
) p.s.≤ Vn (χ¯) + 1β(n) , de plus la loi uniforme des grands nombres assure que
limn→∞ Vn (χ¯) − V (χ¯) p.s= 0, on obtient ainsi limn→∞ Vn
(
χ¯βn
) p.s.≤ V (χ¯) + η(N )2 , de meˆme on aura
limn→∞ V
(
χ¯βn
)− Vn (χ¯βn) p.s.= 0 et
lim
n→∞
V
(
χ¯βn
)− η (N )
2
p.s.
< lim
n→∞
Vn
(
χ¯βn
) p.s.≤ V (χ¯) + η (N )
2
finalement limn→∞ V
(
χ¯βn
) − V (χ¯) p.s.≤ η (N ) ce qui prouve la consistance forte du quasi-estimateur de
minimum de variance e´tendue.
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