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Figure 1: 10(2x2 + y2 + z2 − 1)3 − x2z3 − 10y2z3 = 0,
mathematics with heart1
1The heart is displayed by using the Singular library LIB"surf.lib"; (cf. [13]).
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Preface
Polynomial systems arise in many applications: robotics, kinematics, chem-
ical kinetics, computer vision, truss design, geometric modeling, and
many others. Many polynomial systems have solutions sets, called alge-
braic varieties, having of multiple irreducible components. A fundamental
problem of the numerical algebraic geometry2 is to decompose such an
algebraic variety into its irreducible components. The witness point sets are
the natural numerical data structure to encode irreducible algebraic varieties.
The software in the area of numerical algebraic geometry is as young as
the area itself. For the purpose of numerical irreducible decomposition
there exist at least two software options: Bertini (cf. [4]) that we use
to compute the solutions of the homotopy function and PHCpack (cf. [37]).
Sommese, Verschelde and Wampler represented the irreducible algebraic
decomposition of an affine algebraic variety X as a union of finite disjoint
sets ∪di=0Wi = ∪di=0(∪dij=1Wij) called numerical irreducible decomposition
(cf. [25],[26],[28],[29],[30],[32],[33],[34]). The Wi correspond to the pure
i-dimensional components, and the Wij present the i-dimensional irreducible
components. The numerical irreducible decomposition is implemented in
Bertini (cf. [4]).
We modify this concept using partially Gro¨bner bases, triangular sets,
local dimension, and the so-called zero sum relation. We present in the
second chapter the corresponding algorithms and their implementations in
Singular (cf. [13]). We give some examples and timings, which show that
the modified algorithms are more efficient if the number of variables is not
too large. For a large number of variables Bertini is more efficient.
2The relationship of numerical algebraic geometry to algebraic geometry is similar to
the relationship of numerical linear algebra to linear algebra. It was first proposed by
Sommese and Wampler (cf. [34]).
iii
iv
Leykin presented in [18] an algorithm to compute numerically a pri-
mary decomposition of an algebraic variety depending on the concept of
the deflation of an algebraic variety, and the corresponding algorithms
(cf. [25],[26],[28],[29],[30],[33],[34]); they compute the numerical irreducible
decomposition.
Depending on the modified algorithm, Algorithm 5 Numerical Irreducible
Decomposition in the Chapter 2, we will represent in the third chapter an
algorithm and its implementation in Singular to compute the numerical
primary decomposition.
The encoding of the irreducible decomposition of algebraic varieties
allows us to formulate in the fourth chapter some numerical algebraic
algorithms.
Let X, Y ⊂ CN be algebraic varieties defined by the polynomial sys-
tems f = {f1, ..., fn}, g = {g1, ..., gm} ⊂ C[x1, ..., xN ] respectively. Let
p̂ be the numerical approximate value of a point p on X. The following
algorithms:
1. Incl(X, Y ) tests if X is a subset of Y .
2. Equal(X, Y ) tests whether X is equal to Y .
3. Degree(X, i) computes the degree of a pure i-dimensional component
of X.
4. NumLocalDim(X, p̂) computes the local dimension of X at p denoted
by dimpX.
In the last chapter, Chapter 5, we present two libraries. The first library is
used to compute the numerical irreducible decomposition and the numeri-
cal primary decomposition of an algebraic variety defined by a polynomial
system. The second library contains the procedures of the algorithms in the
Chapter 4 to test the inclusion, the equality of two algebraic varieties defined
by polynomial systems, and to compute the degree of a pure i-dimensional
component, and the local dimension.
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Chapter 1
General Preliminaries
1.1 Some Definitions and Properties in the
Algebraic Geometry
Definition 1.1.1. Let < be a fixed monomial ordering on Monn = {xα, α ∈
Nn} and f ∈ C[x1, ..., xn] written in a unique way as a sum of non-zero terms
f = aαx
α+aβx
β+...+aγx
γ, where xα > xβ > ... > xγ, and aα, aβ, ..., aγ ∈ C.
We define:
1. < is called a global ordering if 1 < xα, for all α 6= (0, 0, ..., 0);
2. < is called a local ordering if xα < 1, for all α 6= (0, 0, ..., 0);
3. the leading monomial of f , denoted by LM(f), is xα;
4. the leading exponent of f , denoted by LE(f), is α;
5. the leading term of f , denoted by LT (f), is aαx
α.
Example 1.1.1. The monomial ordering < is called
• lexicographical ordering if and only if
xα < xβ ⇔ ∃i ∈ {1, ..., n} : α1 = β1, ...., αi−1 = βi−1, and αi < βi ;
• degree reverse lexicographical ordering if and only if
xα < xβ ⇔ deg(xα) < deg(xβ) or
(if deg(xα) = deg(xβ)⇒ ∃i ∈ {1, ..., n} : αn = βn, ..., αi+1 = βi+1, and
αi > βi).
5
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• negative degree reverse lexicographical ordering if and only if
xα < xβ ⇔ deg(xα) > deg(xβ) or
(if deg(xα) = deg(xβ) and ∃i ∈ {1, ..., n} : αn = βn, ..., αi+1 = βi+1,
and αi > βi).
The lexicographical ordering and the degree reverse lexicographical ordering
are global monomial orderings. The negative degree reverse lexicographical
ordering is a local monomial ordering.
Definition 1.1.2. Let I be an ideal defined by the polynomial system f =
{f1, ..., fn} ⊂ C[x1, ..., xN ], and < be a global monomial ordering.
• The set of all leading terms of elements of I generates the so-called
leading term ideal of I, denoted by LT (I).
• A finite set G = {g1, g2, ...., gl} ⊆ I is called a Gro¨bner basis of I if
< LT (g1), LT (g2), ...., LT (gl) >= LT (I).
• A set T = {g1, ..., gN} of polynomials in C[x1, ..., xN ] is called triangular
set if for each i
1. gi ∈ C[xN−i+1, ..., xN ],
2. LM(gi) = x
mi
N−i+1, for some mi > 0.
Hence, g1 depends only on xN , g2 on xN−1, xN and so on, until gN
which depends on all variables x1, ..., xN .
Remark 1.1.1. The triangular sets are used in the Singular library
”solve.lib” to compute the solutions of a given polynomial system f =
{f1, ..., fn} ⊂ C[x1, ..., xN ], where the system f has only finitely solutions
(cf. [13], [14]).
Theorem 1.1.1. Let X be a pure n-dimensional algebraic variety in CN .
Then there is a dense Zariski open set U of m-dimensional linear spaces
L ⊂ CN such that
1. If n+m ≥ N , then L ∩X is of dimension n+m−N ;
2. If n+m < N , then L ∩X is empty.
Proof. (cf. [33])
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Remark 1.1.2. The set of all m-dimensional linear subspaces of CN is called
the Grassmannian and denoted by G(m,N). A general point in G(m,N) is
a general slicing plane with respect to the pure n-dimensional component X.
Definition 1.1.3. A continuous map f : X → Y between topological spaces
is called proper if f−1(Z) is compact for all Z ⊂ Y compact.
An algebraic map f : X → Y between quasiprojective algebraic sets is called
a proper algebraic map if f is proper as a continuous map in the complex
topology.
Proposition 1.1.1. Let f : X −→ Y be a surjective proper algebraic map
between quasiprojective algebraic sets. Assume that X and Y are pure k-
dimensional. Then there is a Zariski dense open set U ⊂ Y such that f :
f−1(U) −→ U is finite.
Proof. (cf. [15],[33])
Definition 1.1.4. Let f = {f1, ..., fn} ⊂ C[x1, ..., xN ] be a system of n
polynomials on CN . The rank of the polynomial system f , rankf , is defined
to be the dimension of the closure of the image f(CN) ⊂ Cn.
Theorem 1.1.2. Let f = {f1, ..., fn} ⊂ C[x1, ..., xN ] be a system of n poly-
nomials on CN . Then all irreducible components of the algebraic variety X
defined by the system f have dimension at least equal to N − rankf .
Proof. (cf. [33])
Proposition 1.1.2. Let ϕ : X → Y be a holomorphic map between complex
spaces X, Y . Then1every point p ∈ X has a neighbourhood U ⊂ X such that
dimxXϕ(x) ≤ dimpXϕ(p) for all x ∈ U.
Proof. (cf. [15])
1.2 Basic Idea of the Homotopy Continuation
Method
The homotopy continuation method is used to solve nonlinear equations
(cf.[9],[12],[24],[35],[37],[38]). We assume that the number of equations and
the number of unknowns are equal. The ideal of the homotopy continuation
method is represented as follows.
1Xa := ϕ−1(a).
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• Let
F (x1, ..., xN) =

F1(x1, ..., xN)
.
.
.
FN(x1, ..., xN)

be a system of N polynomials with complex coefficients in N unknowns.
• This method defines a system G(x) ⊂ C[x1, ..., xN ], whose solutions are
known. The set of the solutions of G(x) is called a start solution set
denoted by S0.
• Define the homotopy function:
H : CN × [0, 1] 7→ CN , H(x, t) = (1− t).F (x) + t.G(x).
• H(x, t) defines paths x(t) as t goes from 1 to 0.
• The paths satisfy the Davidenko equation:
0 =
dH(x(t), t)
dt
=
N∑
i=1
∂H
∂xi
.
dxi
dt
+
∂H
∂t
.
• To compute the paths:
– Use ”ODE” methods to predict.
– Use Newton’s method to correct.
• The system G(x) known as a start system is chosen correctly if it has
the following properties
– Triviality: the solutions of G(x) are known;
– Smoothness: the set of the solutions of H(x(t), t) = 0 for 0 ≤ t ≤
1 consists of a finite number of smooth paths, each parameterized
by t in (0, 1];
– Accessibility: every isolated solution of H(x(t), 0) = 0 can be
reached by some path originating at t = 1. It follows that this
path starts at a solution of H(x(t), 1) = 0.
• For every start point x0 ∈ S0, we trace a path c(x(t), t) ∈ H−1(0) from
a starting point (x0, 1) such that H(x0, 1) = G(x0) = 0 to an endpoint
(x1, 0) as t goes from 1 to 0.
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Example 1.2.1. Let
F (x, y) =
(
f1
f2
)
be the system of polynomials in C2, where f1 = (y − x + 1)(x − 1), f2 =
(y − x+ 1)(y − 2).
• Define the start system G(x, y) as a system of polynomials as follows
G(x, y) =
(
g1
g2
)
,
where g1 = x
2 − 4, g2 = y2 − 4. The start solution set S0 =
{(2, 2), (2,−2), (−2, 2), (−2,−2)} is known.
• The homotopy function is defined as
H(x, y, t) = (1− t).
(
f1
f2
)
+ t.
(
g1
g2
)
.
Where H(x, y, 1) = G(x, y) = 0, and H(x, y, 0) = F (x, y) = 0.
• The homotopy continuation method computes the set of the solutions
of F (x, y) = 0 as t goes from 1 to 0.
• Using the computer algebra system Bertini (cf. [4]) we obtain the set
of the solutions S1 = {(1, 2), (−0.5, 0.5), (3, 2)} of the system F (x, y) =
0.
1.3 Basic Idea of the Coefficient-Parameter
Theory
The using parameter continuation for polynomial systems is that if we can
find all solutions to a general member of a family, then we can find all solu-
tions to any other member of that same family.
Theorem 1.3.1. (Basic Parameter Continuation) Let F (x, q) be a
system of polynomials in n variables and M parameters,
F (x, q) : Cn × CM → Cn,
F (x, q) := {F1(x, q), ..., Fn(x, q)},
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each Fi(x, q) is polynomial in both x and q. Let N(q) denote the number of
nonsingular solutions as a function of q:
N(q) := ]{x ∈ Cn | F (x, q) = 0, det(∂F
∂x
(x, q)) 6= 0}.
Then
• N(q) is finite, and it is the same, say N, for almost all q ∈ CM ;
• For all q ∈ CM , N(q) ≤ N;
• The subset of CM where N(q) = N is a Zariski open set. That is, the
exceptional set Q := {q ∈ Cn | N(q) < N} is an affine algebraic variety
contained within an algebraic variety of dimension n-1;
• The homotopy function F (x, λ(t)) = 0 with λ(t) : [0, 1] → CM \Q has
N continuous nonsingular solution paths x(t) ∈ Cn;
• As t goes from 1 to 0, the limits of the solution paths of the homotopy
function F (x, λ(t)) = 0 with λ(t) : [0, 1] → CM and λ(t) not in Q for
t ∈ (0, 1] include all the nonsingular roots of F (x, λ(0)) = 0.
Proof. (cf. [33])
Lemma 1.3.1. Fix a point q0 ∈ Cn and a proper algebraic set A ⊂ Cn. For
almost all q1 ∈ Cn, the one-real-dimensional open line segment
L(t) := tq1 + (1− t)q0, t ∈ (0, 1],
is contained in Cn \ A.
Proof. (cf. [33])
Remark 1.3.1. The lemma 1.3.1 and item 5 of the theorem 1.3.1 above
imply that for a given target set of parameters q0 almost any starting set of
parameters q1 will give a homotopy function F (x, tq1 + (1− t)q0) = 0 whose
solution paths include all the nonsingular solutions of F (x, q0) = 0 at their
endpoints as t goes from 1 to 0 on the real line.
Example 1.3.1. Let l(t) = tq1 + (1− t)q0 be the one-real dimensional open
line segment. Where the linear space L0 defined by the linear polynomial
l0 = x + 3y − 2 is the target set of parameters q0 , and the linear space
L1 defined by the linear polynomial l1 = x + y − 1 is the starting set of
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parameters q1 as t goes from 1 to 0. Then we can define F (x, y, t) as a
system of polynomials in 2 variables x, y and one parameter t,
F (x, y, t) : C2 × C→ C2,
F (x, y, t) =
(
(x2 + y2 − 5)(x− y)
tl1 + (1− t)l0
)
=
(
(x2 + y2 − 5)(x− y)
x+ (3− 2t)y + t− 2
)
.
Particularly, F (x, y, t) is a homotopy function written as follows
F (x, y, t) = t.
(
(x2 + y2 − 5)(x− y)
x+ y − 1
)
+ (1− t).
(
(x2 + y2 − 5)(x− y)
x+ 3y − 2
)
.
with the start system {(x2 + y2 − 5)(x + y), x − y + 1} and the start solu-
tion set {(2,−1), (−1, 2), (1
2
, 1
2
)}. The set of the solutions V (F (x, y, q0)) =
{(2, 2346,−0.0782), (−1.8346, 1.2782), (0.5, 0.5)} is computed using the com-
puter algebra system Bertini (cf. [4]) as t goes from 1 to 0 on the one-real
dimensional line l(t).
1.4 Basic Idea of the Monodromy Action on
an Algebraic Variety
Definition 1.4.1. Let X be a topological space.
• Let x0 be a point of X and f : [0, 1] −→ X be a continuous function. f
is called loop with base x0 if it has the property f(0) = f(1) = x0.
• Any two loops, say f and g, are considered equivalent if there is a contin-
uous function h : [0, 1]×[0, 1] −→ X with property that for all t ∈ [0, 1],
h(t,0)=f(t), h(t,1)=g(t) and h(0, t) = x0 = h(1, t). Such a function h is
called a homotopy from f to g, and the corresponding classes are called
homotopy classes.
• The set of all homotopy classes of loops with base point x0 forms the
fundamental group of X at point x0, which is denoted by Π1(X, x0).
Monodromy Action on an Algebraic Variety
Let X ⊂ CN be a pure k-dimensional algebraic variety, and G(N − k,N)
denote the Grassmannian of linear spaces in the projective space PN . We
close X to get a pure k-dimensional projective algebraic variety X ⊂ PN .
Let R := {(LN−k, x) ∈ G(N−k,N)×X | x ∈ LN−k∩X} be the family of the
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intersections LN−k ∩X for k-dimensional linear spaces LN−k ⊂ PN , which it
is a projective algebraic set. Then we have two maps p : R −→ G(N − k,N)
and q : R −→ X induced by the product projections on G(N − k,N)×X.
A generic linear space LN−k intersects X in a set of d distinct points, where
d is the degree of X. From ”Proposition 1.1.1” there is a Zariski open dense
set U ⊂ G(N − k,N) such that pp−1(U) : p−1(U) −→ U is a finite covering.
Fix a general point in U , say L as base point, then we have the monodromy
action of the fundamental group Π1(U,L) on the set p
−1(L).
Lemma 1.4.1. If Xi is an irreducible component of X, then the above mo-
modromy action acts transitively on the set Xi ∩ p−1(L).
Proof. (cf. [33])
Example 1.4.1. Let X be the algebraic variety of dimension one in C2
defined by the polynomial f(x, y) = (x2+y2−5)(x−2y−3). Let L1 ⊂ C2 be the
linear space of dimension one defined by the linear polynomial l1 = x+y−3.
Define the homotopy function :
h(t, x(t), y(t)) =
(
α(t)
f(x(t), y(t))
)
,
where α : [0, 1] −→ p−1(L) is given by
α(t) = (1− t)l0 + tl1 = x(t) + y(t)− 2t− 1.
Let L0 be the 1-dimensional linear space defined by the polynomial l0 = x +
y − 1. Then α(t) moves on X and maps a point in L1 ∩ X to a point in
L0 ∩X as t goes from 1 to 0.
Definition 1.4.2. A linear projection pi : CN −→ CM is a surjective affine
map given by
pi(x1, ..., xN) = (L1(x1, ..., xN), ..., LM(x1, ..., xN)), where M ≤ N and
Li(x1, ..., xN) := ai0 +
N∑
j=1
aijxj.
for i = 1, ..., N , j = 0, 1, ...,M and aij ∈ C. pi is called a generic linear
projection if the coefficients aij are chosen randomly.
Proposition 1.4.1. Let X be a reduced pure k-dimensional algebraic set in
CN , and X = ∪ri=1Xi be an irreducible decomposition of X. Let pi : CN −→
Ck denote a generic linear projection, and x, y ∈ Ck be general points, with
1.4 Basic Idea of the Monodromy Action on an Algebraic Variety 13
L := pi−1(x) ⊂ CN a general linear space of dimension N − k intersecting X
in the set W := X ∩ L.
For all i = 1, ..., r, set Wi := Xi ∩ L and let di be the cardinality of the set
Wi. Let d denote the cardinality of W , i.e, d :=
∑r
i=1 di.
Let U denote the Zariski open set of the line l ⊂ Ck containing x, y, consisting
of the u ∈ l such that pi−1(u) is transverse to X. Let Sym(W ) (respectively
Sym(Wi)) denote the symmetric group of all permutations of W (respectively
Wi) . Considering L as a base point of U , then the image in Sym(W ) of
the monodromy action of the fundamental group Π1(U,L) on W is the direct
sum ⊕ri=1Sym(Wi).
Proof. (cf. [25])
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Chapter 2
Numerical Irreducible
Decomposition of an Algebraic
Variety
The algebraic irreducible decomposition of an affine algebraic variety is rep-
resented as a union of finite disjoint sets W = ∪di=0Wi = ∪di=0(∪dij=1Wij)
called numerical irreducible decomposition denoted by ”N.I.D” (cf.
[25],[26],[28],[29],[30],[32],[33],[34]).
Modifying this concept by using partially Gro¨bner bases, triangular sets, local
dimension, and the so-called ”zero sum relation” we present in this chapter
modified algorithms and their implementation in Singular (cf. [13]) to
compute the numerical irreducible decomposition. We will give some exam-
ples and timings, which show that the modified algorithms are more efficient
if the number of variables is not too large. For a large number of variables
Bertini (cf. [4]) is more efficient1.
Definition of ”N.I.D”
Given a system of n polynomials in the polynomial ring C[x1, ..., xN ],
f(x1, ..., xN) =

f1(x1, ..., xN)
.
.
.
fn(x1, ..., xN)
 . (2.1)
1Note that each step of the numerical irreducible decomposition is parallelizable. For
our comparisons we did not use the parallel version of Bertini resp. the parallel version
of Singular .
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Let X = V (f) ⊂ CN be the algebraic variety defined by the system above.
X has a unique algebraic decomposition into d pure i-dimensional compo-
nents Xi, X = ∪di=0Xi. Where Xi = ∪dijiXij is empty or the union of di
i-dimensional irreducible components.
Definition 2.0.3. The union X = ∪di=0Xi is called the algebraic irreducible
decomposition of X. Here d is the dimension of X, Xi := ∪j∈JiXij is a
finite union of i-dimensional irreducible components of X, called the pure
i-dimensional component of X.
Definition 2.0.4. The numerical irreducible decomposition denoted by
N.I.D of X is defined as a union of finite disjoint sets W = ∪di=0Wi =
∪di=0(∪dij=1Wij). The Wi are called the i-witness point sets of the pure i-
dimensional components Xi of X, and the finite sets Wij are called irreducible
i-witness point sets of irreducible components Xij of dimension i. Where the
irreducible witness point sets have the following properties:
1. Wij ⊂ Xij ,
2. ](Wij) = deg(Xij) ,
3. Wij ∩Wil = ∅ for j 6= l .
Example 2.0.2. Let X be the algebraic variety defined by the polynomial
system
f(x, y, z) =
 (x2 + y2 + z2 − 6)(x− y)(x− 1)(x2 + y2 + z2 − 6)(x− z)(y − 2)
(x2 + y2 + z2 − 6)(x− y)(x− z)(z − 3)
 .
The algebraic irreducible decomposition of X is presented as the union
X = ∪2i=0Xi, where Xi is a union of i-dimensional irreducible components of
X as follows.
• X0 := X01, where X01 = {(1, 2, 3)},
• X1 := X11 ∪ X12 ∪ X13, where X11 = {(2, 2, z) | z ∈ C}, X12 =
{(1, y, 1) | y ∈ C}, and X13 = {(x, x, x) | x ∈ C},
• X2 := X21, where X21 = {(x, y, z) ∈ CN | x2 + y2 + z2 = 6}.
The numerical irreducible decomposition of X is given as the union W =
∪2i=0Wi, where Wi is a union of irreducible i-witness point sets as follows.
• W0 := W01, where W01 = {(1, 2, 3)} represents X01,
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• W1 := W11 ∪W12 ∪W13, where W11 = {(2, 2,−2)}, W12 = {(1, 0, 1)},
and W13 = {(23 , 23 , 23)} represent X11, X12, and X13 respectively,
• W2 = W21, where W21 = {(−1, 2, 1), (1, 2,−1)} represents X21.
Figure 2.1: Flow Diagram of the Example 2.0.2.
The numerical irreducible decomposition proceeds in four steps:
1. The first step reduces the polynomial system to a system of N polyno-
mials in N variables (cf. [26],[33],[34]).
2. The second step computes a finite set Ŵi called witness point super set
for each non-empty pure i-dimensional component Xi. Ŵi consists of
points of Xi and Ji a set of points on components of larger dimension,
the so-called junk point set (cf. [26],[28],[33]).
3. The third step removes the points of Ji from Ŵi to obtain a subset Wi
of the pure i-dimensional component Xi (cf. [33]).
4. The fourth step breakups Wi into irreducible witness point sets repre-
senting the i-dimensional irreducible components of X (cf. [25],[32]).
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In the first section of this chapter we reduce the polynomial system to a
system of N polynomials in N variables (cf. [26],[33],[34]). In [26],[28],[33]
the cascade algorithm is used to compute the witness point super sets Ŵi.
In the second section of this chapter we modify this algorithm replacing the
use of the homotopy function by Gro¨bner basis computations at certain levels.
In [33] the parameter continuation for polynomial systems is used to
remove junk points from Ŵi to obtain the i-witness point set Wi. In the third
section of this chapter we give a modified algorithm using local dimension,
Gro¨bner bases in the zero-dimensional case, and the homotopy function to
compute the i-witness point set Wi.
The breakup of the witness point set Wi into irreducible witness point sets
is achieved using two algorithms (cf. [25],[32]). The first algorithm computes
the points on the same irreducible component in the witness point set using
path tracking techniques. The second algorithm computes a linear trace for
each component which certifies the decomposition. In the fourth section of
this chapter we explain how to use the zero sum relation (cf. [10]) and the
monodromy action on the algebraic variety to breakup Wi into irreducible
witness point sets. In the last section of this chapter we give examples and
timings to compare the implementations of Bertini and Singular .
2.1 Reduction to the Square System
The computation of the numerical irreducible decomposition uses numerical
homotopy continuation methods . It is usually convenient, and sometimes
requires that the number n of polynomials of a given polynomial system is
equal to the number N of variables (cf. [36],[37],[33]). Therefore we reduce
the polynomial system f(x), (2.1), to a system of N polynomials in N vari-
ables which is known as a square system of f(x).
Let Λ ∈ CN×n be a generic N × n matrix. We will form a square system
Λ.f(x) =

λ11f1(x) + ...+ λ1nfn(x)
.
.
.
λN1f1(x) + ...+ λNnfn(x)
 , (2.2)
of the polynomial system f(x), (2.1), as follows.
If N = n, then Λ is invertible, the system f(x) = Λ−1Λ.f(x) = 0
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and the system Λ.f(x) = 0 are equivalent.
If N > n, we may break Λ ∈ CN×n into two submatrices by rows;
the matrix Λ1 formed from the first n rows is an invertible matrix. Let Λ2
be the remaining (N − n)× n matrix formed from the last N − n rows of Λ.
Define
Γ =
(
Λ−11 0n×(N−n)
−Λ2.Λ−11 IN−n
)
to be a matrix in CN×n. Γ is invertible and Λ.f(x) = 0 is equivalent to
Γ.Λ.f(x) =
(
Λ−11 0n×(N−n)
−Λ2.Λ−11 IN−n
)(
Λ1
Λ2
)
.

f1(x)
.
.
.
fn(x)
 =
(
IN×1
0(N−1)×1
)
.

f1(x)
.
.
.
fn(x)
 =

f1(x)
.
.
.
fn(x)
0(N−1)×1
 = 0.
If N < n, we break Λ into two submatrices as Λ =
(
Λ1 Λ2
)
. Where Λ1 is
invertible N ×N submatrix of Λ and Λ2 is a N × (n−N) submatrix of Λ.
The system Λ.f(x) = 0 is equivalent to the system
Λ−11 Λ.f(x) = Λ
−1
1
(
Λ1 Λ2
)
.

f1(x)
.
.
.
fn(x)
 =
=

f1(x)
.
.
.
fN(x)
+ Λ−11 Λ2.

fN+1(x)
.
.
.
fn(x)
 = ( IN×N Λ˜ ) .f(x) = 0;
where Λ˜ := Λ−11 Λ2 is N × (n−N) matrix.
We note that only in case N < n this construction interesting.
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The following theorem explains the relation between the irreducible
components of the algebraic variety X = V (f) defined by the system (2.1)
and irreducible components of the algebraic variety V (Λ.f(x)) defined by
the system (2.2).
Theorem 2.1.1. Let
f(x) =

f1(x1, ..., xN)
.
.
.
fn(x1, ..., xN)
 = 0
be a system of polynomials on CN and k ≤ N be an integer. Assume that
X ⊂ CN is an irreducible affine algebraic set. Then there is a nonempty
Zarisiki open set U of k × n matrices Λ ∈ Ck×n such that for Λ ∈ U the
following hold:
• if dim X > N − k, then X is an irreducible component of V (f) if and
only if it is an irreducible component of V (Λ.f);
• if dim X = N −k, then X is an irreducible component of V (f) implies
that X is also an irreducible component of V (Λ.f) ;
• if X is an irreducible component of V (f), its multiplicity as a compo-
nent of Λ.f(x)=0 is greater than equal to its multiplicity as a component
of f(x) = 0, with equality if either multiplicity is one.
Proof. (cf. [26],[33],[34]).
Remark 2.1.1. Theorem 2.1.1 shows that
• the positive dimensional irreducible components of V (f) are the same
as the positive dimensional irreducible components of V (Λ.f);
• the zero dimensional irreducible components of V (f) are contained in
the set of the isolated components of irreducible components of V (Λ.f).
Example 2.1.1. Let Z = V (F ) ⊂ C2 be an algebraic variety defined by the
system F = {(x − 1)(x + y + 1), (x − 1)xy, (x − 1)y} of 3 polynomials in 2
variables. We note that Z is decomposed in the 1-dimensional irreducible
component Z1 = V (x−1) and zero dimensional component Z0 = V (x+1, y).
The square system f of the system F is given as follows
f =
(
(x− 1)(x+ y + 1)
(x− 1)xy
)
+
(
1
2
)
.
(
(x− 1)y ) =
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=
(
(x− 1)((x+ 2y + 1)
y(x− 1)(x+ 2)
)
.
Let X = V (f) be the algebraic variety defined by the square system
f = {(x− 1)((x+ 2y + 1), y(x− 1)(x+ 2)}.
Then X is decomposed into 1-dimensional irreducible X1 = V (x − 1)
and zero dimensional components X01 = V (x+ 1, y), X02 = V (x+ 2, 2y− 1).
Listing 1 Reduction to Square System: Re2SquaSys(F )
Input: F = {F1, ..., Fn} ⊂ C[x1, ..., xN ] system of n polynomials in N vari-
ables.
Output: f = {f1, ..., fN} ⊂ C[x1, ..., xN ] square system of N polynomials in
N variables.
if N = n then
set f1 := F1, ..., fN = FN ;
else
if N > n then
for i = 1 to N do
if i ≤ n then
fi := Fi;
else
fi := 0;
else
for i = 1 to N do
set fi := fi +
∑n
j=N+1 λijfj, where λij ∈ C are generic;
return f = {f1, ..., fN} ;
SINGULAR Example:
LIB"NumerDecom.lib";
ring r= 0,(x,y,z),dp;
poly f1= x^2+ y+z;
poly f2= xy+yz;
ideal I=f1, f2;
def S=re2squ(I);
setring S;
J;
==> J[1]= x^2+ y+z;
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==> J[2]= xy+yz;
==> J[3]= 0;
ideal I=J,x+y+z-2, xy-z;
def S=re2squ(I);
setring S;
J;
==> J[1]= y^2+y
==> J[2]= xy+x
==> J[3]= x^2+y
2.2 Witness Point Super Set
We do not know an algorithm for directly computing the i-witness point
set Wi of a pure i-dimensional component Xi of the algebraic variety X.
Therefore we present in this section an algorithm to compute a larger set Ŵi
that contains Wi known as a witness point super set of a pure i-dimensional
component Xi (cf. [33]).
Definition 2.2.1. Let X be an affine algebraic variety in CN defined by the
polynomial system f(x) of N polynomials with N unknowns and Xi be a
pure i-dimensional component of X. Let Li be a generic linear space in CN
of dimension N − i. A finite set Ŵi ⊂ CN is called i-witness point super set
of Xi if
Xi ∩ Li ⊂ Ŵi ⊂ X ∩ Li.
The union Ŵ of all i-witness point super set is called a witness point super
set for X.
The computation of the witness point super set is based on the following
idea. A generic linear space Li of dimension N − i defined by i generic linear
polynomials will intersect a pure i-dimensional component in finite set of
points Wi and meet pure j-dimensional components of the algebraic variety
X in some points for j = i+ 1, ..., N . We can choose the Li such that
L0 := CN ⊃ L1 ⊃ ... ⊃ Li−1 ⊃ Li ⊃ ... ⊃ LN−1.
In [26],[33] an embedding of the system f(x) into a family of systems of
polynomials depending on 2N variables (x, z) ∈ C2N and a large space of
parameters is given. Then one singles out N + 1 of the systems, Ωi(x, z) for
i from N to 0 choosing particular values of the parameters and a homotopy
function Hi going from a start system Ωi to Ωi−1 from i = N − 1 to i = 1,
using the homotopy continuation method (cf. [2],[21],[36],[37]).
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Using Gro¨bner bases we will show that the modified algorithm below
starts with d ≤ N − 1 and does not need to define a start system, whose
solutions are known, for the homotopy function Hi going from a start system
Ωi to Ωi−1:
• The algebraic variety X is defined by the system of N polynomials
f(x) =

f1(x1, .., xN)
.
.
fN(x1, .., xN)
 on CN .
• The generic linear space Li is defined by i linear equation
lj := aj + aj1x1 + ...+ ajNxN .
for j = 1, ..., i and aj, aj1, .., ajN ∈ C are randomly chosen.
• Fix linear coordinates z1, z2, ..., zN on CN .
Define the family Ωi(f) for i = 0, 1, ..., N as follows:
– Ω0(f)(x, z) := f(x).
– For i >0, choose λkj at random in C, where k = 1, ..., N ,
j = 1, ..., i.
– Define Ωi(f) as a system of polynomials
Ωi(f)(x, z1, ..., zi) =:

f1(x) +
∑i
j=1 λ1jzj
.
.
fN(x) +
∑i
j=1 λNjzj
l1 + z1
.
.
li + zi

on CN×i.
– We note that the solutions (x, z1, ..., zi) ∈ CN × Ci of
Ωi(f)(x, z1, ..., zi) = 0 are naturally identified with the solutions
(x, z1, .., zi, 0, .., 0) ∈ CN × CN of the system Ωi(f)(x, z1, ..., zd) =
0.
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– We note that the Ωi(f)(x, z1, ..., zi) depends on the choice of the
parameters
a1 a11 . . a1N λ11 . . λN1
a2 a21 . . a2N λ12 . . λN2
. . . . .
. . . . .
ai ai1 . . aiN λ1i . . λNi
 ∈ Ci×(N+1) × Ci×N .
(2.3)
Example 2.2.1. • Let
f(x, y, z) =
 (x2 + y2 + z2 − 4)(x− y)(x− 1)(x2 + y2 + z2 − 4)(x− z)(y − 1)
(x2 + y2 + z2 − 4)(x− y)(x− z)(z − 1)

be a system of polynomial in C[x, y, z].
• Define a generic linear space V (L2) ⊂ C3 defined by the system
L2 =
(
l1
l2
)
, where l1 = 1 + x+ y + z, l2 = 1 + 2x+ y + z.
• Choose λ11 = λ12 = 1, λ21 = 2, λ22 = 1, λ31 = 1, λ32 = 3.
Fix linear coordinates z1, z2 on C2.
• The specified set of parameters
Y2 :=
(
1 1 1 1 1 2 1
1 2 1 1 1 1 3
)
∈ C2×4 × C2×3.
•
Ω2(f) :=

(x2 + y2 + z2 − 4)(x− y)(x− 1) + z1 + z2
(x2 + y2 + z2 − 4)(x− z)(y − 1) + 2z1 + z2
(x2 + y2 + z2 − 4)(x− y)(x− z)(z − 1) + z1 + 3z2
1 + x+ y + z + z1
1 + 2x+ y + z + z2
 .
• Define a generic Linear space V (L1) ⊂ C3 defined by the system L1 of
the linear polynomial l1. The specified set of parameters
Y1 =
(
1 1 1 1 1 2 1
) ∈ C1×4 × C1×3.
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•
Ω1(f) :=

(x2 + y2 + z2 − 4)(x− y)(x− 1) + z1
(x2 + y2 + z2 − 4)(x− z)(y − 1) + 2z1
(x2 + y2 + z2 − 4)(x− y)(x− z)(z − 1) + z1
1 + x+ y + z + z1
 .
•
Ω0(f) :=
 (x2 + y2 + z2 − 4)(x− y)(x− 1)(x2 + y2 + z2 − 4)(x− z)(y − 1)
(x2 + y2 + z2 − 4)(x− y)(x− z)(z − 1)
 .
Lemma 2.2.1. There is a nonempty Zariski open set U of points
a1 a11 . . a1N λ11 . . λN1
a2 a21 . . a2N λ12 . . λN2
. . . . .
. . . . .
. . . . .
aN aN1 . . aNN λ1N . . λNN
 ∈ C
N×(N+1) × CN×N
such that for each i = 1, ..., N :
• The solutions of Ωi(f)(x, z1, ..., zi) = 0 with (z1, ..., zi) 6= 0 are isolated
and nonsingular.
• Let X be an irreducible component of Z = V (f) ⊂ CN of dimension i,
the set of isolated solutions of Ωi(f)(x, z1, ..., zi) = 0, with (z1, ..., zi) =
0, contains deg(Xred) generic points of Xred, where Xred is the reduction
of X.
• The solutions of Ωi(f)(x, z1, ..., zi) = 0 with (z1, ..., zi) 6= 0 are the same
as the solutions of Ωi(f)(x, z1, ..., zi) = 0 with zi 6= 0.
Proof. (cf. [26],[33]).
So far this is the approach which can be found in [26],[33] to compute the
witness point super sets. Now we give some modifications.
• Compute d := dim(X) to be the dimension of X using Gro¨bner bases
(cf.[13],[17]).
• Since X is of dimension d, then X has no component of dimension
greater than d, i.e. Li ∩ X = ∅ for i > d. Therefore the modified
algorithm below starts at d ≤ N − 1.
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• We note that the algebraic set Td := V (Ωd(f)(x, z1, ..., zd)) ⊂ CN×d is
0-dimensional. Then Td is computed using a solver based on triangular
sets (cf.[13],[17]).
• Breakup the set Td into two sets
Sd := {(x1, ..., xN , z1, ..., zd) ∈ Td | ∃j ∈ {1, ..., d} such that zj 6= 0},
Ŵd := {(x1, ..., xN) ∈ CN | (x1, ..., xN , z1, ..., zd) ∈ Td \ Sd}.
• For i = d− 1, ..., 0
– Define the homotopy function
Hi(x, z1, ..., zi, t) = t.Ωi+1(f) + (1− t).
(
Ωi(f)
zi+1
)
.
– Compute Ti := V (Hi(x, z1, ..., zi, t)) ⊂ CN×i using the homotopy
continuation method with the start system Ωi+1 and the start
solution set Si+1 as t goes from 1 to 0.
– Breakup the set Ti into two sets
Si := {(x1, ..., xN , z1, ..., zi) ∈ Ti | ∃j ∈ {1, ..., i} such that zj 6= 0},
Ŵi := {(x1, ..., xN) ∈ CN | (x1, ..., xN , z1, ..., zi) ∈ Ti \ Si}.
We will illustrate our modifications of the Algorithm 2 by an example.
Example 2.2.2. Let X ⊂ C3 be the algebraic variety defined by the polyno-
mial system
f(x, y, z) =
 (x3 + z)(x2 − y)(x3 + y)(x2 − z)
(x3 + z)(x3 + y)(z2 − y)
 .
The dimension of X is 1.
The algorithm in [26],[33] starts at level 2, while the modified algorithm starts
at level 1 to compute the witness point super set Ŵ for the algebraic variety
X as follows.
• L = {l1} the set of 1 generic linear polynomials, where l1 = x+y+z−1;
•
Ω0(f)(x, y, z) := f(x, y, z) =
 (x3 + z)(x2 − y)(x3 + y)(x2 − z)
(x3 + z)(x3 + y)(z2 − y)
 ;
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• λ11 := 1, λ12 := 5, λ13 := 18,
Ω1(f)(x, y, z, z1) :=

(x3 + z)(x2 − y) + z1
(x3 + y)(x2 − z) + 5z1
(x3 + z)(x3 + y)(z2 − y) + 18z1
x+ y + z − 1 + z1
 ;
• compute T1 = {t1, ..., t29} ⊂ C4 the set of solutions of Ω1(f)(x, y, z, z1)
using the library ”solve.lib” in Singular ;
• Ŵ1 = {w1, ..., w7 | ∃ti ∈ T1 : ti = (wi, 0), i = 1, ..., 7} ⊂ C3 the
1-witness point super set corresponding to the pure 1-dimensional com-
ponent of X;
• S1 = T1 \ {(x, y, z, z1) ∈ T1 | z1 = 0};
• compute
T0 = V (t.Ω1(f)(x, y, z, z1) + (1− t).
(
Ω0(f)(x, y, z)
z1
)
),
using the homotopy function technique implemented in Bertini with
the start system Ω1(f)(x, y, z, z1) and the start solution set S1 as t goes
from 1 to 0.
• Ŵ0 = T0 ⊂ C3 the 0-witness point super set corresponding to the pure
0-dimensional component of X;
• Ŵ = {Ŵ0, Ŵ1} the witness point super set for X.
We note that we did not need to define a start system (with given solutions)
to compute the witness point super set.
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Figure 2.2: Flow Diagram of the Example 2.2.2, the modified algorithm,
Algorithm2, uses triangular sets in the first level therefore it does not need
to define a start system, whose solutions are known. While the algorithm in
[26],[33] starts with level two and uses the homotopy continuation method
therefore it needs to define a start system, whose solutions are known.
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Listing 2 Witness Point Super Set: WitSupSet(F)
Input: F = {F1, ..., Fn} ⊂ C[x1, ..., xN ].
Output: {f1, .., fN}, {Ŵr, .., Ŵd}, L. {f1, .., fN} a square system, Ŵi a
witness point super set corresponding to a pure i-dimensional component
of V (f1, ..., fN), L a set of generic linear polynomials.
f = {f1, ..., fN} reduction of F = {F1, ..., Fn} to a square system (cf. [26],
[28],[33]);
d = dim(V (f1, ..., fN)) (using Gro¨bner basis cf. [13],[17]);
r = N − rank(f), rank(f) the rank of the Jacobian matrix of the system
f at a generic point;
L = {l1, ..., ld} a set of d generic linear polynomials;
if d = r then
compute Td = V (f1, ..., fN , l1, ..., ld) (using a solver based on triangular
sets cf. [13],[17]);
Ŵd = {(x1, ..., xN) | (x1, ..., xN) ∈ Td, (x1, ..., xN) ∈ V (F )};
return {f1, ..., fN}, {Ŵd}, L ;
else
for i = r to d do
if i = 0 then
Ωi(f)(x) = f ;
else
Ωi(f)(x, z1, ..., zi) =:

f1(x) +
∑i
j=1 λ1jzj
.
.
fN(x) +
∑i
j=1 λNjzj
l1 + z1
.
.
li + zi

λkj ∈ C generic, k = 1, ..., N , j = 1, ..., i;
for i = d to r do
if i = d then
compute Ti = V (Ωi(f)(x, z1, ..., zi)) (using a solver based on
triangular sets cf. [13],[17]);
else
compute Ti = V (Ωi(f)(x, z1, ..., zi)) (using a homotopy function
with Ωi+1(f)(x, z1, ..., zi, zi+1) as start system and Si+1 as start
solution set cf. [26],[28],[33]);
Ŵi = {(x1, ..., xN) | (x1, ..., xN , 0, ..., 0) ∈ Ti, (x1, ..., xN) ∈ V (F )};
Si = Ti \ {(x1, ..., xN , z1, ..., zi) ∈ Ti | z1 = .... = zi = 0};
return {f1, ..., fN}, {Ŵr, ..., Ŵd}, L ;
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Remark 2.2.1. With the notations of the algorithm the following facts prove
its correctness and explain our modification:
1. The positive dimensional irreducible components of V (F1, ..., Fn) are
the same as the positive dimensional irreducible components of
V (f1, ..., fN). Isolated points of V (F1, ..., Fn) are isolated points of
V (f1, ..., fN). (cf. Theorem 2.1.1)
2. It follows from Theorem 1.1.2 that the algebraic variety V (f1, ..., fN)
has no components of dimension smaller then r := N−rank(f). There-
fore the modified algorithm starts at dimension r.
3. Since V (f1, ..., fN) is of dimension d, the witness point super sets in
dimension greater than d are empty. Therefore the modified algorithm
can stop at dimension d.
4. For i = 0, 1, ..., d, it follows from Lemma 2.2.1 above that the sets Ŵi
are witness point super sets for the pure i-dimensional components of
V (F1, ..., Fn).
5. In [26],[28],[33] the cascade algorithm is used to compute Ŵi. It
starts with i = N − 1 to compute the witness point super sets
Ŵi. It needs to define a start system G(x) = 0 for the homotopy
continuation method and to know its solutions. We use a Gro¨bner
basis of the ideal defining V (F1, ..., Fn) to compute the dimension d of
V (F1, ..., Fn), then use the cascade algorithm which starts with i = d−1.
Example 2.2.3. Let X be the algebraic variety defined by the system
f(x, y) =
(
(x2 + y2 − 5)(x− 1)
(x2 + y2 − 5)(y − 2)
)
,
which is of dimension 1. Define a generic linear space L1 by the linear
polynomial l1 = x+ y − 1.
•
Ω1(f) =
 (x2 + y2 − 5)(x− 1) + z(x2 + y2 − 5)(y − 1) + 2z
x+ y − 1 + z
 .
• compute T1 := V (Ω1(f)) = {(2,−1, 0), (−1, 2, 0),
(0.8524, 0.4048,−0.5572), (1.7513, 2.5027,−3.254),
(−0.8037,−2.6075, 4.4113)} using the library ”solve.lib” in the com-
puter algebra system Singular .
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• Ŵ1 := {(2,−1), (−1, 2)} the witness point super set of 1-dimensional
component of X.
• S1 := {(0.8524, 0.4048,−0.5572), (1.7513, 2.5027,−3.254),
(−0.8037,−2.6075, 4.4113)} the start solution set of the following ho-
motopy function.
•
H1(x, y, z, t) = t.Ω1(f) + (1− t).
(
Ω0(f)
z
)
=
t.
 (x2 + y2 − 5)(x− 1) + z(x2 + y2 − 5)(y − 1) + 2z
x+ y − 1 + z
+ (1− t).
 (x2 + y2 − 5)(x− 1)(x2 + y2 − 5)(y − 1)
z

• compute T0 = {(1, 1, 0)} using the homotopy function in the computer
algebra system Bertini .
• Ŵ0 = {(1, 1)} the witness point super set of 0-dimensional component
of X.
SINGULAR Example :
LIB"NumerDecom.lib";
ring ring r=0,(x,y,z),dp;
poly f1=(x^3+z)*(x^2-y);
poly f2=(x^3+y)*(x^2-z);
poly f3=(x^3+z)*(x^3+y)*(z^2-y);
ideal I= f1, f2, f3;
list W=WitSupSet(I);
def A=W[1];
setring A;
L;
L[1]=6*x+3*y+8*z+11
W(0);
[1]: [2]:
[1]: [1]:
1 -1
[2]: [2]:
1 1.834387
[3]: [3]:
1 1.834387
W(1);
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[1]: [2]:
[1]: [1]:
0 -1
[2]: [2]:
0 1
[3]: [3]:
-1.375 -1
[3]: [4]:
[1]: [1]:
-1 0
[2]: [2]:
-4.33333333333 -3.66666666666
[3]: [3]:
1 0
[5]:
[1]:
1.18016638435673168
[2]:
-1.6437271187400354618
[3]:
-1.6437271187400354618
[6]:
[1]:
(-0.59008319217836584+I*0.7064983903871864045)
[2]:
(-0.678136440629982269-I*0.385362758393010766)
[3]:
(-0.678136440629982269-I*0.385362758393010766)
[7]:
[1]:
(-0.59008319217836584-I*0.7064983903871864045)
[2]:
(-0.678136440629982269+I*0.385362758393010766)
[3]:
(-0.678136440629982269+I*0.385362758393010766)
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2.3 Remove Junk Points to Compute Wit-
ness point sets
The Algorithm 2 computes the witness point super set Ŵ for the algebraic va-
riety X ⊂ CN using the embedding of the generic slicing in a space of dimen-
sion N+d , where d is the dimension of X. If Xi is a pure i-dimensional com-
ponent of the algebraic variety X ⊂ CN , then a generic (N − i)-dimensional
linear space Li will meet Xi in a finite set Wi (cf. Theorem1.1.1 ) and pos-
sible components of dimension greater then i. Particularly, Ŵi is a union of
an i-witness point set Wi ⊂ Xi and may be some points on components of
the dimension j > i,
Ŵi = Wi ∪ Ji, (2.4)
where the finite set Ji ⊂ ∪dj=i+1Xj is called junk point set of the component
Xi.
The algorithm in [33] uses only homotopy continuation method to
remove the junk point set Ji from Ŵi. In this section we will modify this
algorithm by using partially Gro¨bner bases, triangular sets, local dimension
and homotopy continuation method to compute the witness point set Wi as
follows.
Proof (The correctness of the Algorithm 3).
1. Since the witness point super set Ŵi is the union of points on the i-
dimensional component and points on components of dimension greater
then i, then Ŵd has no junk points, i.e. Wd := Ŵd. From the definition
of the witness point set it follows that sd := ]Wd is the degree of the
d-dimensional component of V (f1, ..., fn).
2. The witness point super sets are computed numerically, that means
w ∈ Ŵi is an approximate value of a point v on X.
Let Z ⊂ CN × CN be the algebraic variety defined by the polynomial
system {f1 − t1, ..., fN − tN}, t := (t1, ..., tN) ∈ CN with ‖t‖ ≤ 10−16.
Define the map ϕ : Z ⊂ CN ×CN → CN by ϕ(x, t) = t. Then we have
Zϕ(v,0) = V (f1, ..., fN) ⊂ CN and
Zϕ(x,f1(w),...,fN (w)) = V (f1 − f1(w), ..., fN − fN(w)) ⊂ CN .
2w is the numerical approximate solution of the system f = {f1, ..., fn}, i.e. we consider
f(w) = 0 numerically.
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Listing 3 Remove Junk Point: WitSet(F)
Input: {f1, .., fN} ⊂ C[x1, .., xN ], {Ŵr, .., Ŵd} a list of witness point su-
per sets, L = {l1, .., ld} a set of generic linear polynomials (Output of
Algorithm 1).
Output: {f1, ..., fN}, {Wr, ..,Wd}, L = {l1, ..., ld}. Wi a witness point set
corresponding to a pure i-dimensional component of V (f1, ..., fN).
Wd = Ŵd, sd = ]Wd;
for i = d− 1 to r do
Wi = Ŵi;
for each point w ∈ Wi do
compute t = dimwZ for Z = V (f1 − f1(w), ..., fN − fN(w)) (using a
Gro¨bner basis cf. [13],[17]);
if t > i then
Wi = Wi \ {w};
for each point2 w ∈ Wi do
if i = 0 then
choose A ⊂ Cd×N a generic matrix and a generic  ∈ CN ,
‖‖ < 10−16;
compute S = V ({f1, ..., fN , A(x− w)}), T = V ({f1, ..., fN , A(x−
w − )}) (using a solver based on triangular sets cf. [13],[17]);
if ]S = ]T then
Wi = Wi \ {w};
for j = i+ 1 to d do
choose A ⊂ Cj×N a generic matrix;
if j = d then
compute S = V ({f1, ..., fN , A(x− w)}) (using a solver based on
triangular sets cf. [13],[17]);
if ]S = sd then
Wi = Wi \ {w};
else
compute S = V ({f1, ..., fN , A(x− w)}) (using a homotopy
function with the start system {f1, .., fN , l1, .., lj} and the start
solution Wj cf. [33]);
if w ∈ S then
Wi = Wi \ {w};
return {f1, ..., fN}, {Wr, ...,Wd}, L ;
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It follows (cf. Proposition 1.1.2)
t := dimwV (f1 − f1(w), ..., fN − fN(w)) ≤ dimvV (f1, ..., fN).
If t > i, then w must be the approximate value of a point v on a
component of dimension greater then i. That means that w ∈ Ji.
3. w ∈ Ŵi is the numerical approximate solution of the system f =
{f1, ..., fn}. Then we consider f(w) = 0 numerically with approxi-
mation 10−16; ‖f(w)‖ ≤ 10−16.
• If i = 0, i.e. w ∈ Ŵ0, then an (N − d)-dimensional generic lin-
ear space V (A(x−w)) meets the algebraic variety V (f1, ..., fN) in
a finite set S. If the (N − d)-dimensional generic linear space
V (A(x − w − )) passing through a neighborhood of w meets
V (f1, ..., fN) in a set T of the same cardinality, then there ex-
ists a neighborhood U of w such that U ∩ X \ {w} 6= ∅. This
implies that w is not an isolated point in V (f1, ..., fN), i.e. w is
on a component of positive dimension. This implies that w ∈ Ji.
• In case of i > 0 the test whether w is on a component of dimension
j ∈ {d, d− 1, ..., i+ 1} is as follows.
(a) If j = d, the degree of the pure d-dimensional component
is sd. The d-dimensional generic linear space V (A(x − w)T )
through w meets V (f1, ..., fN) in a finite set S of cardinality
greater or equal to sd. If ]S = sd, then w is on the pure
d-dimensional component. It implies that w ∈ Ji.
(b) If j < d, we use the homotopy function to remove the junk
points (cf. [33]). In particularly S is given as a slicing of
L(t) = t.V (l1, ..., lj) + (1− t).V (A(x−w)T ) and V (f1, ..., fN)
as t goes from 1 to 0. Since Lj := V (l1, ..., lj) is a generic lin-
ear space, then L(t) is a general point in the Grassmannian
G(N,N − j) (cf. Lemma 1.3.1) as t goes from 1 to 0, i. e,
L(t) ∈ G(N,N − j) \G? where G? ⊂ G(N,N − j) is a proper
algebraic subset of non-generic slicing planes with respect to
Xj. Since the witness point set Wj := Lj ∩ Xj is the start
solution set of L(t) where Xj is a pure j-dimensional compo-
nent, then the solution paths Xj∩L(t) include all nonsingular
solutions of Xj ∩ V (A(x − w)T ) at their endpoints as t goes
from 1 to 0 (cf. Remark 1.3.1). If w ∈ S, then w is on the
j-dimensional component. This implies that w ∈ Ji.

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Example 2.3.1. Let X be the algebraic variety defined by the system
f(x, y) =
(
(x2 + y2 − 5)(x− 1)
(x2 + y2 − 5)(y − 1)
)
,
which is of dimension 1 (cf. Example 2.2.3). The output of the algorithm,
Algorithm 2, is f = {f1, f2}, L = {l1} and the witness point super set Ŵ =
{Ŵ0, Ŵ1}, where f1 = (x2 + y2 − 5)(x − 1), f2 = (x2 + y2 − 5)(y − 1),
l1 = x + y − 1, Ŵ0 = {(1, 1)}, Ŵ1 = {(2,−1), (−1, 2)}. The witness point
sets of X are computed as follows.
• W1 := Ŵ1 = {(2,−1), (−1, 2)}, s1 = ]W1 = 2.
• i = 0, w = (1, 1) ∈ W0 := Ŵ0 = {(1, 1)}
– Z := V (f1 − f1(w), f2 − f2(w)),
– t := dimwZ = 0,
– t = i, then W0 := W0.
• i = 0, w = (1, 1) ∈ W0 = {(1, 1)}
– L1 := V (
(
1 2
)
.
(
x− 1
y − 1
)
) = V (x + 2y − 3) ⊂ C2 generic
linear space through w of the dimension 1,
– compute S = X ∩ L1 = {(2.2, 0.4), (1, 1), (−1, 2)}, ]S = 3,
– L2 := V (
(
1 2
)
.
(
x− 1− 10−8
y − 1− 10−8
)
) = V (x+2y−3(1+10−8)) ⊂
C2 generic linear space passing through a neighborhood of w,
– compute T = X ∩ L2 = {(2.2, 0.4000000002), (−0.99999999, 2)},
]T = 2,
– ]T 6= ]S, then W0 := {(1, 1)},
• j = 1,
– L := V (
(
1 2
)
.
(
x− 1
y − 1
)
) = V (x+2y−3) ⊂ C2 generic linear
space through w of the dimension 1,
– compute S = X ∩ L = {(2.2, 0.4), (1, 1), (−1, 2)}, ]S = 3,
– ]S 6= s1, then W0 := {(1, 1)},
• Return W = {W0,W1} the witness point set for X, where W0 :=
{(1, 1)}, W1 := Ŵ1 = {(2,−1), (−1, 2)}.
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SINGULAR Example :
LIB"NumerDecom.lib";
ring ring r=0,(x,y,z),dp;
poly f1=(x^3+z)*(x^2-y);
poly f2=(x^3+y)*(x^2-z);
poly f3=(x^3+z)*(x^3+y)*(z^2-y);
ideal I= f1, f2, f3;
list J=WitSet(I);
def A=J[1];
setring A;
L;
L[1]=6*x+3*y+8*z+11
W(0);
[1]:
[1]:
1
[2]:
1
[3]:
1
W(1);
[1]: [2]:
[1]: [1]:
0 -1
[2]: [2]:
0 1
[3]: [3]:
-1.375 -1
[3]: [4]:
[1]: [1]:
-1 0
[2]: [2]:
-4.33333333333 -3.66666666666
[3]: [3]:
1 0
[5]:
[1]:
1.18016638435673168
[2]:
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-1.6437271187400354618
[3]:
-1.6437271187400354618
[6]:
[1]:
(-0.59008319217836584+I*0.7064983903871864045)
[2]:
(-0.678136440629982269-I*0.385362758393010766)
[3]:
(-0.678136440629982269-I*0.385362758393010766)
[7]:
[1]:
(-0.59008319217836584-I*0.7064983903871864045)
[2]:
(-0.678136440629982269+I*0.385362758393010766)
[3]:
(-0.678136440629982269+I*0.385362758393010766)
2.4 Partition Witness Point Sets
In this section we show that the monodromy action on an algebraic variety
Z and the zero sum relation are sufficient to find the breakup of the
k-witness point set Wk into irreducible k-witness point sets. We present here
a modified version of the algorithms described in [25],[32].
Let Z be a pure k-dimensional algebraic variety in CN , and Z = ∪ri=1Zi
be the irreducible decomposition of Z. Let pi : CN −→ Ck be a generic
projection and let l ⊂ Ck be a general line. Consider
• Wl := pi−1(l) ∩ Z a set of r different curves in CN .
• U the non-empty open subset of l consisting of all points x ∈ l with
pi−1(x) transversal to Z.
• W := pi−1(x) ∩ Z for a generic element x ∈ U , and V a non-empty
subset of W.
• Wi := pi−1(x)∩Zi for an irreducible k-dimensional component Zi of Z.
• λ : CN −→ C a linear function, one-to-one on W .
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• For y ∈ U , let Vy be a subset of pi−1(y) ∩ Z defined by
Vy := {z | z on a curve inWl through a point of V }.
We define a function s : U −→ C by
s(y) =
∑
z∈Vy
λ(z),
Vy
Vx
x ly
Wl
Theorem 2.4.1. Let l, U , W , V , Wi for i = 1, ..., r, and the functions λ, s
be as above.
If the function s is continuous and V ∩Wi 6= ∅ for some i ∈ {1, ..., r}, then
Wi ⊆ V .
Before proving the theorem we illustrate it by an example.
Example 2.4.1. Let Z be the curve in C2 defined by the polynomial f(x, y) =
(x2 + y2 − 5)(x− 2y− 3). Let L1 be the line in C2 defined by the polynomial
l1 = x+ y − 3. We define a homotopy function :
h(t, x(t), y(t)) :=
(
α(t)
f(x(t), y(t))
)
.
α(t) = (1− t)l0 + tl1 = x+ y − 2t− 1, where l0 = x+ y − 1 .
Then with conditions above α(t) maps a point in L1 ∩Z to a point in L0 ∩Z
as t goes from 1 to 0, L0 the line defined by l0.
Proof (Theorem 2.4.1). Assume that Wi * V . Since Wi ∩ V 6= ∅, then
there are a, b ∈ Wi such that a is not in V and b in V . Let a1, ..., ar denote
the points of the set V \ {b}. By Proposition 1.4.1, there is a loop α in the
fundamental group Π1(U, pi
−1(x)) with α(0) = α(1) which takes aj to aj for
all j=1,...,r, and interchanges a and b.
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Since α is a continuous loop and s : U −→ C is continuous, the composition
s ◦ α : [0, 1] −→ C is continuous and
s(α(1)) = s(α(0))
λ(a) +
r∑
j=1
λ(aj) = λ(b) +
r∑
j=1
λ(aj),
as t goes from 1 to 0. This implies that λ(a) = λ(b). But this contradicts
the fact that λ is one-to-one on W. Thus Wi is a subset of V . 
Example 2.4.2. Let Z be the curve in C2 defined be the polynomial f(x, y) =
(y−x)(y−2x)(y−3x), and Z = Z1∪Z2∪Z3 be the irreducible decomposition.
Let pi : C2 −→ C be the projection given by pi(x, y) = x, and λ : C2 −→ C,
λ(x, y) = y.
Note that the restriction of pi to Z, piZ is proper and generically three-to-one
with degree 3 equal to the degree of Z. λ is one-to-one on the fiber pi−1(y) =
{(x, x), (x, 2x), (x, 3x)}. Let L be the line defined by the linear polynomial
l(x, y) = x+y−2. L intersects Z in the finite set W := {(1, 1), (2
3
, 4
3
), (1
2
, 3
2
)}.
Let V := {(1, 1), (2
3
, 4
3
)} ⊂ W . The function ∑v∈V λ(v) given by λ(x, x) +
λ(x, 2x) = x+ 2x = 3x is continuous. By the theorem above if an irreducible
1-witness point set W1 contains {(1, 1)} or {(23 , 43)}, then W1 is a subset of
V .
Now we will explain our modification of the algorithm to compute the
irreducible witness point sets.
Let Zk = ∪ri=1Zki be the union of the irreducible k-dimensional components
of the algebraic variety Z = V (f1, ..., fn) and Lk be the linear space in CN
defined by k generic linear polynomials
lj = cj0 + cj1x1 + ...+ cjNxN .
for j = 1, .., k and i = 0, 1, ..., N , cij ∈ C.
We use the generic linear space Lk to define a projection
pi : CN −→ Ck+1, pi(x1, ..., xN) := (z1, ..., zk, zk+1) as follows:
x1
.
.
.
.
xN
 7→

z1
.
.
.
zk
zk+1
 :=

c11 c12 . . c1N
c21 c22 . . c1N
. . . . .
. . . . .
ck1 ck2 . . ckN
p1 p2 . . pN
 .

x1
.
.
.
.
xN
 ,
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p1, ..., pN ∈ C randomly chosen.
Set λ(x1, ..., xN) := zk+1 and l := V (z1, ..., zk−1) ⊂ Ck the coordinate axis zk
as in the theorem above. Let Lk,y be the linear space defined by the linear
polynomials l1, ..., lk−1 and lk,y := y+ck1x1+ ...+ckNxN . Let Wy := Lk,y∩Zk
be the k-witness point set. For y = ck0, we fix a non-empty subset V = Vy ⊂
Wy. In general let Vy be the subset of Wy consisting of all points which are
on a curve in pi−1(l) ∩ Zk through a point of V . To compute Vy we use the
homotopy function
H(x(t), t) = t.

l1
.
.
lk
f1
.
.
fn

+ (1− t).

l1
.
.
lk − ck0 + y
f1
.
.
fn

as t goes from 1 to 0 using V as start solution set. Note that ]Vy = ]V .
Define the function s : C −→ C by
s(y) :=
∑
(x1,...,xN )∈Vy
λ(x1, ..., xN).
To test the linearity of s, we take three values of y in C, say a, b, c.
If there exist A,B ∈ C such that
(s(a) = Aa+B, s(b) = Ab+B) =⇒ s(c) = Ac+B, (2.5)
then s is linear.
So far this is the approach which can be found in [25]. We now explain a
modification.
The condition (2.5) of the linearity above is equivalent to the following equa-
tion
s(a)(b− c) + s(b)(c− a) + s(c)(a− b) = 0. (2.6)
If Wkj ∩ Va 6= ∅ for some j ∈ {1, ..., r} and the condition (2.5) is true, then
Wkj ⊆ Va (cf. Theorem 2.4.1). Let
Z(y) := {z =
N∑
t=1
ptvt | v = (v1, ..., vN) ∈ Vy, p = (p1, ..., pN) ∈ CN}.
Then
s(y) =
∑
v∈Vy
λ(v) =
∑
v∈Vy
(
N∑
t=1
ptvt) =
∑
z∈Z(y)
z.
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The continuation of the homotopy function implies that the i-th points
in the sets Va, Vb and Vc are on the same irreducible component. Let
Va := {v1, ..., vm}, Vb := {v1, ..., vm} and Vc := {vˆ1, ..., vˆm} be the sets
computed by using the homotopy function above . Let Z(a) := {a1, ..., am},
Z(b) := {b1, ..., bm} and Z(c) := {c1, ..., cm} be the sets corresponding to the
set Va, Vb and Vc respectively.
From (2.6) we obtain an equivalent condition to (2.5)
(b− c)
m∑
i=1
ai + (c− a)
m∑
i=1
bi + (a− b)
m∑
i=1
ci = 0. (2.7)
The condition (2.7) is called zero sum relation (cf. [10]) of a given subset
Va ⊆ W denoted by ZSR(Va). The sets Va, Vb and Vc have distinct points
and the same cardinality m, then obviously
ZSR(Va) =
∑
ai∈Va
ZSR({ai}). (2.8)
where ZSR({ai}) = (b − c)ai + (c − a)bi + (a − b)ci is defined as the zero
sum relation of a given point in Va.
The following algorithm, Algorithm 4, computes irreducible witness
point sets, where its correctness follows from Theorem 2.4.1.
We give an example, Example 2.4.3 below, of a pure 2-dimensional
variety Z which is a union of two 2-dimensional irreducible components
Z1 and Z2. Z1 is of degree three and Z2 is of degree two. The 2-witness
point set W for Z is given as a finite subset of Z consisting of five points
{w1, w2, w3, w4, w5}. Z1 should contain three points W1 := {w1, w2, w3}
and the remaining points W2 := {w4, w5} are on Z2. The algorithms (cf.
[25],[32]) use the homotopy function at least nine times to breakup W into
W1 and W2. We will show below that we do not need more than five times
to use the homotopy function to breakup W into W1 and W2.
Example 2.4.3. Let Z be the algebraic variety of dimension two in C3
defined by the polynomial f(x, y, z) = (x3 + z)(x2 − y). Let L be the
linear space of dimension one in C3 defined by the linear equations l1 =
4x+7y+2z+6, l2 = 5x+7y+3z+6. Then W := L∩Z = {w1, w2, w3, w4, w5},
3the i− th point in R corresponds to the i− th point in Wa;
4smallest subset with respect to the cardinality.
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Listing 4 IrrWitnessPointSet
Input: {f1, ..., fN} ⊂ C[x1, ..., xN ] system of polynomials, {Wr, ...,Wd} list
of witness point sets, L = {l1, ..., ld} set of generic linear polynomials.
Where Wk = {w1, ..., wmk} are witness point sets for a pure k-dimensional
component Zk of Z = V (f1, ..., fN), k = r, ..., d (output of Algorithm 2).
Output: {{Wr1, ...,Wrtr}, ..., {Wd1, ...,Wdtd}}, Wkrk irreducible witness
point sets corresponding to a k-dimensional irreducible component Zkrk
of Zk.
for k = r to d do
a:=ck0;
define Lka to be the linear space defined by the subset {l1, ..., lk} ⊂ L;
choose b, c ∈ C generic, define Lkb, Lkc as above;
Wa = Wk, Wb = ∅, Wc = ∅, R = ∅;
choose p1, ..., pN ∈ C;
for i = 1 to mk do
compute {vi} ⊂ Z ∩ Lk,b and {v̂i} ⊂ Z ∩ Lk,c (using the homotopy
function with {f1, ..., fN , l1, ..., lk−1, lk,a} as start system and {wi}
as start solution);
compute the zero sum relation3of {wi}
ri = (a− b)(
N∑
j=1
pj v̂ij) + (b− c)(
N∑
j=1
ptwij) + (c− a)(
N∑
j=1
ptvij);
R = R ∪ {ri};
tk = 0;
while R 6= ∅ do
if
∑
t∈T t = 0 and T is a smallest subset
4 of R then
tk = tk + 1;
define Wktk ⊂ Wa consisting of the points corresponding of the
points
of T ;
R = R \ T ;
return {{Wr1, ...,Wrtr}, ..., {Wd1, ...,Wdtd}} ;
44 Chapter 2. Numerical Irreducible Decomposition of an Algebraic Variety
where5 w1 = (1,−1.1428571429,−1), w2 = (0,−0.8571428571, 0),
w3 = (−0.1428571429 + i ∗ 0.9147320339,−0.8163265306− i ∗ 0.2613520097,
0.1428571429− i ∗ 0.9147320339),
w4 = (−1,−0.5714285714, 1),
w5 = (−0.1428571429− i ∗ 0.9147320339,−0.8163265306 + i ∗ 0.2613520097,
0.1428571429 + i ∗ 0.9147320339).
We now illustrate the Algorithm 4:
• Use the linear space L1 to define the linear projection pi : C3 −→ C3 as
follows
pi(x, y, z) :=
 4 7 25 7 3
1 2 3
 xy
z
 = (4x+7y+2z, 5x+7y+3z, x+2y+3z),
where p1 = 1, p2 = 2 and p3 = 3.
• Define the linear space L1,c of dimension one in C3 by the linear equa-
tions l1 = 4x+ 7y+ 2z+ 6, lc = 5x+ 7y+ 3z+ c, where c is generically
chosen in C. Then
piZ∩L1,c(x, y) = (−6,−c, x+ 2y + 3z).
• Define the linear function λ : C2 −→ C by λ(x, y, z) := x+ 2y + 3z.
• For a = 6, let V1 = Va := {w11 = (1,−1.1428571429,−1)} ⊂ W ,
L1,a := L the linear space defined by l1 = 4x + 7y + 2z + 6, la =
5x + 7y + 3z + 6. Then6 Z(a) = {∑v∈Va λ(v) = w11[1] + 2(w11[2]) +
3(w11[3])} = {−4.2857142858}.
• Let b = 9, L1,b the linear space defined by l1 = 4x + 7y + 2z + 6, lb =
5x + 7y + 3z + 9. Compute Vb := (tL1,a + (1 − t)L1,b) ∩ Z = {w12 =
(1.67169988165715,−0.477628537616333,−4.67169988165716)} as t
goes from 1 to 0, using Va as the start solution. By the using the
homotopy method in the computer algebra system Bertini . Then
Z(b) = {w12[1] + 2(w12[2]) + 3(w12[3])} = {−13.2986568385470012}.
• Let c=63, L1,c the linear space defined by l1 = 4x + 7y + 2z + 6, lc =
5x + 7y + 3z + 63. Compute Vc := (tL1,a + (1 − t)L1,c) ∩ Z = {w13 =
5Note that the values of wi are approximate values. The following equalities are there-
fore to interpret as approximations of the points wi.
6we use the notation wij = (wij [1], wij [2], wij [3]) for i = 1, .., 5, j = 1, 2, 3.
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(3.935100643260828, 14.30425695906836,−60.93510064326094)} as t
goes from 1 to 0, using Va as the start solution. By the using the
homotopy method in the computer algebra system Bertini . Then
Z(c) = {w13[1] + 2(w13[2]) + 3(w13[3])} = {−150.261687368385272}.
r1 :=
∑
a∈Z(a)
(b− c) +
∑
b∈Z(b)
(c− a) +
∑
c∈Z(c)
(a− b) =
= −75.8098062588232524.
The zero sum relation set of V1 = {(1,−1.1428571429,−1)} is
R1 := {r1 = −75.8098062588232524}.
• Let a = 6, Va := {w11 = (0,−0.8571428571, 0)} ⊂ W , L1,a := L
the linear space defined by l1 = 4x + 7y + 2z + 6, la = 5x + 7y +
3z + 6. Then Z(a) = {∑v∈Va λ(v) = w11[1] + 2(w11[2]) + 3(w11[3])} ={−1.7142857142}.
• Let b = 9, L1,b the linear space defined by l1 = 4x + 7y + 2z + 6, lb =
5x + 7y + 3z + 9. Compute Vb := (tL1,a + (1 − t)L1,b) ∩ Z = {w12 =
(−0.8358499408285809 + i ∗ 1.046869318849985, 0.2388142688081706−
i∗0.2991055196714253,−2.164150059171436− i∗1.046869318849981)}
as t goes from 1 to 0, using Va as the start solution. Z(b) =
{w12[1] + 2(w12[2]) + 3(w12[3])} = {−6.8506715807265477 − i ∗
2.6919496770428086}.
• Let c = 63, L1,c the linear space defined by l1 = 4x+ 7y + 2z + 6, lc =
5x+ 7y + 3z + 63. Compute Vc := (tL1,a + (1− t)L1,c) ∩ Z =
{w13 = (−1.967550321630417 + i ∗ 3.257877039491183,
15.99072866332302− i ∗ 0.9308220112831772,
−55.03244967836969− i ∗ 3.257877039491242); } as t goes from 1 to 0,
using Va as the start solution. Z(c) = {w13[1]+2(w13[2])+3(w13[3])} =
{−135.083442030093447− i ∗ 8.3773981015488974}.
r2 :=
∑
a∈Z(a)
(b− c) +
∑
b∈Z(b)
(c− a) +
∑
c∈Z(c)
(a− b) =
= 107.3334745556671221− i ∗ 128.308937286793398.
The zero sum relation set of V2 = {(0,−0.8571428571, 0)} is
R2 := {r2 = 107.3334745556671221− i ∗ 128.308937286793398}.
• For the other points V3 = {w3}, V4 = {w4} and V5 = {w5}, we
found the zero sum relations R3 := {r3 = −9.38237104997583366 +
i ∗ 127.0170767088},
R4 := {r4 = −31.5236682999307779 + i ∗ 128.3089372867945956} and
R5 := {r5 = 9.382371038077068− i ∗ 127.0170767088}, respectively.
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• The set of zero sum relation for all points of W is R = ∪5j=1Rj =
{r1, r2, r3, r4, r5}, where i-th point in W corresponds i-th point in R.
• Find the smallest subset T of R with ∑t∈T t = 0, which corresponds
an irreducible witness point set of W . Then we get T1 = {r3, r5}, T2 =
{r1, r2, r4} corresponding to the irreducible witness point sets W1 =
{w3, w5}, W2 = {w1, w2, w4} respectively.
Remark 2.4.1. The points of a witness point set are computed approximately
by using the homotopy continuation method. Therefore the result of the zero
sum relation is only almost zero.
2.5 Algorithm of the Numerical Irreducible
Decomposition
Combining the algorithms 1, 2, 3 and 4, we obtain the complete algorithm,
Algorithm 5, to compute the numerical irreducible decomposition of an al-
gebraic variety defined by a polynomial system as follows.
Listing 5 Numerical Irreducible Decomposition: NumIrrDe-
com(F)
Input: F = {F1, ..., Fn} ⊂ C[x1, ..., xN ] system of n polynomials in N vari-
ables.
Output: (f,W, L), where f = {f1, ..., fN} ⊂ C[x1, ..., xN ] square system of
N polynomial in N variables, W the list of irreducible witness point sets
ordered by the dimension of the components of V (F ) and L the list of
generic linear polynomials.
f :=re2squ(F) reduction to a system of N polynomials and N variables;
(f, Ŵ , L) :=WitSupSet(f), Ŵ list of witness point super sets for V (F ), L
list of generic linear polynomials;
(f,W,L) :=WitSet(f,Ŵ ,L), W list of witness point sets for V (F );
(f,W, L) :=IrrWitnessPointSet(f,W,L);
return (f,W, L);
SINGULAR Example:
LIB"NumerDecom.lib";
ring ring r=0,(x,y,z),dp;
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poly f1=(x^3+z)*(x^2-y);
poly f2=(x^3+y)*(x^2-z);
poly f3=(x^3+z)*(x^3+y)*(z^2-y);
ideal I= f1, f2, f3;
list W=NumIrrDecom(I);
===========================================
===========================================
Dimension
0
Number of Components
1
===========================================
===========================================
Dimension
1
Number of Components
5
The generic Linear Space L
L[1]=6*x+3*y+8*z+11
def A(1)=W[1];
setring A(1); \\ corresponded to 0-dimensional components
w(1);
[1]:
1
[2]:
1
[3]:
1
def A(2)=W[2];
setring A(2); \\ corresponded to 1-dimensional components
w(1); w(2);
[1]: [1]:
0 -1
[2]: [2]:
0 1
[3]: [3]:
-1.375 -1
w(3); w(4);
[1]: [1]:
-1 0
[2]: [2]:
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-4.33333333333 -3.66666666666
[3]: [3]:
1 0
w(5);
[1]:
[1]:
1.18016638435673168
[2]:
-1.6437271187400354618
[3]:
-1.6437271187400354618
[2]:
[1]:
(-0.59008319217836584+I*0.7064983903871864045)
[2]:
(-0.678136440629982269-I*0.385362758393010766)
[3]:
(-0.678136440629982269-I*0.385362758393010766)
[3]:
[1]:
(-0.59008319217836584-I*0.7064983903871864045)
[2]:
(-0.678136440629982269+I*0.385362758393010766)
[3]:
(-0.678136440629982269+I*0.385362758393010766)
2.6 Examples and timings with Singular and
Bertini
In this section we provide examples with timings of the algorithm, Algo-
rithm 5 Numerical Irreducible Decomposition, implemented in Singular
to compute7 the numerical irreducible decomposition of a given algebraic
variety defined by a polynomial system and compare them with the results
of Bertini .
We tested to versions of the implementations in Bertini using the
cascade algorithm and using the regenerative cascade algorithm. Timings
are conducted by using the 32-bit version of Singular 3-1-1 (cf. [13]) and
7The Singular implementation uses Bertini to compute the solutions of the homo-
topy function.
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Bertini 1.2 (cf. [4]) on an Intel R© Core(TM)2 Duo CPU P8400 @ 2.26
GHz 2.27 GHz, 4 GB RAM under the Kubuntu Linux operating system.
Let Z be the algebraic variety defined by the following polynomial
system:
Example 2.6.1. (cf. [28]).
f(x, y, z) =
 (y − x2)(x2 + y2 + z2 − 1)(x− 12)(z − x3)(x2 + y2 + z2 − 1)(y − 1
2
)
(y − x2)(z − x3)(x2 + y2 + z2 − 1)(z − 1
2
)

Example 2.6.2. (cf. [33],Example 13.6.4).
f(x, y, z) =
(
x(y2 − x3)(x− 1)
x(y2 − x3)(y − 2)(3x+ y)
)
Example 2.6.3.
f(x, y, z) =
 (x3 + z)(x2 − y)(x3 + y)(x2 − z)
(x3 + z)(x3 + y)(z2 − y)

Example 2.6.4.
f(x, y, z) =
 x(y2 − x3)(x− 1)x(3x+ y)(y2 − x3)(y − 2)
x(y2 − x3)(x2 − y)

Example 2.6.5.
f(x, y, z) =
 (x− 1)((x3 + z) + (x2 − y))(x3 + z)(x2 − y)
(x3 + z)(x2 − 1)

Example 2.6.6.
f(x, y, z) =
 (y − x2)(x2 + y2 + z2 − 1)(x− 12) + x5(z − x3)(x2 + y2 + z2 − 1)(y − 1
2
) + y4
(y − x2)(z − x3)(x2 + y2 + z2 − 1)(z − 1
2
) + z6

Example 2.6.7.
f(x1, x2, x3, x4, x5) =

x25 + x1 + x2 + x3 + x4 − x5 − 4
x24 + x1 + x2 + x3 − x4 + x5 − 4
x23 + x1 + x2 − x3 + x4 + x5 − 4
x22 + x1 − x2 + x3 + x4 + x5 − 4
x21 − x1 + x2 + x3 + x4 + x5 − 4

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Example 2.6.8.
f(a, b, c, d, e, f, g) =

a2 + 2de+ 2cf + 2bg + a
2ab+ e2 + 2df + 2cg + b
b2 + 2ac+ 2ef + 2dg + c
2bc+ 2ad+ f 2 + 2eg + d
c2 + 2bd+ 2ae+ 2fg + e
2cd+ 2be+ 2af + g2 + f
d2 + 2ce+ 2bf + 2ag + g

Example 2.6.9.
f(x, y) =

−3568891411860300072x5 + 1948764938x4+
3568891411860300072x2y2 − 1948764938xy2
−5105200242937540320x5y − 1701733414312513440x4y2
+11692589628x5 + 3897529876x4y+
5105200242937540320x2y3 + 1701733414312513440xy4−
11692589628x2y2 − 3897529876xy3

Example 2.6.10.
f(x, y, z) =

−356737285367005125x5 − 92300457164036000x3y+
1121648050080163317x2z + 290209720279281056yz
−356737285367005125x5 + 887060318883271500x3z+
1121648050080163317x2y − 2789081819567309964yz
−356737285367005125x5z2 + 356737285367005125x5y+
887060318883271500x3z3 − 887060318883271500x3yz+
1121648050080163317x2z3 − 1121648050080163317x2yz−
2789081819567309964z4 + 2789081819567309964yz2

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Example 2.6.11.
f(x, y, z) =

x5y2 + 2x3y4 + xy6 + 2x3y2z2 + 2xy4z2 + xy2z4 − x4y2
−2x2y4 − y6 − x5z − 2x3y2z − xy4z − 2x2y2z2 − 2y4z2−
2x3z3 − 2xy2z3 − y2z4 − xz5 − 3x3y2 − 3xy4 + x4z+
2x2y2z + y4z − 3xy2z2 + 2x2z3 + 2y2z3 + z5 + 3x2y2+
3y4 + 3x3z + 3xy2z + 3y2z2 + 3xz3 + 2xy2 − 3x2z − 3y2z−
3z3 − 2y2 − 2xz + 2z
x6y + 2x4y3 + x2y5 + 2x4yz2 + 2x2y3z2 + x2yz4−
5x6 − 10x4y2 − 5x2y4 − x4yz − 2x2y3z − y5z − 10x4z2−
10x2y2z2 − 2x2yz3 − 2y3z3 − 5x2z4 − yz5 − 3x4y−
3x2y3 + 5x4z + 10x2y2z + 5y4z − 3x2yz2 + 10x2z3+
10y2z3 + 5z5 + 15x4 + 15x2y2 + 3x2yz + 3y3z + 15x2z2
+3yz3 + 2x2y − 15x2z − 15y2z − 15z3 − 10x2 − 2yz + 10z
x6y2z + 2x4y4z + x2y6z + 2x4y2z3 + 2x2y4z3+
x2y2z5 − 7x6y2 − 14x4y4 − 7x2y6 − x6z2 − 17x4y2z2−
17x2y4z2 − y6z2 − 2x4z4 − 11x2y2z4 − 2y4z4 − x2z6−
y2z6 + 7x6z + 18x4y2z + 18x2y4z + 7y6z + 15x4z3+
27x2y2z3 + 15y4z3 + 9x2z5 + 9y2z5 + z7 + 21x4y2+
21x2y4 − 4x4z2 + 13x2y2z2 − 4y4z2 − 11x2z4 − 11y2z4−
7z6 − 21x4z − 40x2y2z − 21y4z − 24x2z3 − 24y2z3 − 3z5−
14x2y2 + 19x2z2 + 19y2z2 + 21z4 + 14x2z + 14y2z+
2z3 − 14z2

Example 2.6.12.
f(x, y, z) =
(
x(y2 − x3)(x− 1) + y2
x(y2 − x3)(y − 2)(3x+ y) + x3
)
Example 2.6.13.
f(x, y, z) =
 (x3 + z)(x2 − y) + x4(x3 + y)(x2 − z) + y3
(x3 + z)(x3 + y)(z2 − y) + z5

Example 2.6.14. cyclic 4-roots problem.(cf.[7],[8]).
Example 2.6.15. cyclic 5-roots problem.(cf.[7],[8]).
Example 2.6.16. cyclic 6-roots problem.(cf.[7],[8]).
Example 2.6.17. cyclic 7-roots problem.(cf.[7],[8]).
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Example 2.6.18. cyclic 8-roots problem.(cf.[7],[8]).
Example 2.6.19.
f(x11, x12, x13, x14, x15, x21, x22, x23, x24, x25, x31, x32, x33, x34, x35) =
=

−x12x21 + x11x22
−x13x22 + x12x23
−x14x23 + x13x24
−x15x24 + x14x25
−x22x31 + x21x32
−x23x32 + x22x33
−x24x33 + x23x34
−x25x34 + x24x35

Table 2.1 summarizes the results of the timings to compute the numerical
decomposition8.
Remark 2.6.1. The timings show that for an increasing number of variables
the original method of (cf. [25],[26],[28],[32],[33]) becomes more efficient.
One reason is that the computation of triangular sets which is used in Sin-
gular for solving polynomial systems is expensive in this case. Therefore
the algorithms, Algorithm 2 and Algorithm 3, become slow in this situation.
This is not true for the Algorithm 4.
Replacing the solving of polynomial system using triangular sets by homotopy
function methods but keeping the computation of the dimension and starting
in this dimension is more efficient in a case of a large number of variables.
8(re) means using the regenerative cascade algorithm instead of the cascade algorithm
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Example Bertini Bertini (re) Singular
2.6.1 134.45s 39s 36.07
2.6.2 3.08s 2.5s 1.49s
2.6.3 1min 21.28s 27.4s 4.02s
2.6.4 18.56s 2.7s 1.77s
2.6.5 15.36s 8.6s 1.29s
2.6.6 4min 13s 15min 2s 2min 27s
2.6.7 4.73s 6s 0.37s
2.6.8 5.84s 8s 1s
2.6.9 16s 7s 2s
2.6.10 2min 57s 28s 2min 35s
2.6.11 44min 56s 2min 37s 4min 3s
2.6.12 1.83s 1.6s 0.39s
2.6.13 3min 29s 10min 43s 1.69s
2.6.14 1.43s 4.3s 0.79s
2.6.15 3.54s 10s 0.57s
2.6.16 3min 23.26s 2min 29s 1.43s
2.6.17 2h 11min 57s 32min 17s stopped after 5h
2.6.18 19h48min 17s 6h45min2s stopped after 50h
2.6.19 1min 57s 51s stopped after 3h
Table 2.1: Total running times for the computing a numerical irreducible
decomposition of the examples above
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Chapter 3
Numerical Primary
Decomposition of Algebraic
Varieties
The numerical primary decomposition of an algebraic variety is computed
in [18] depending on the algorithms in [25],[26],[28],[29],[30],[33],[34]; they
compute the numerical irreducible decomposition. Depending on the mod-
ified algorithm, Algorithm 5 Numerical Irreducible Decomposition, we will
formulate in this chapter an algorithm and give some examples in Singular
to compute the numerical primary decomposition.
3.1 Definition of Numerical Primary Decom-
position
Definition 3.1.1. Let I be an ideal in the polynomial ring R := C[x1, ..., xN ].
• The primary decomposition denoted by ”P.D” of I is defined as a finite
set {J1, ..., Jr} of primary ideals such that I = ∩ri=1Ji. ”P.D” is called
minimal if ∩j 6=iJj " Ji and
√
Ji 6=
√
Jj for i 6= j.
• The set Ass(I) = {P | P ∈ spec(R), ∃f ∈ R : P = (I : f)} is defined
as a set of associated primes of I. Where spec(R) is the set of all prime
ideals of R.
• The set Min(I) = {P ∈ Ass(I) | @Q ∈ Ass(I) : Q  P} is defined as
a set of isolated primes of I.
• The set Emb(I) = Ass(I) \ Min(I) is defined as a set of embedded
primes of I.
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Definition 3.1.2. Let I be an ideal in the polynomial ring R := C[x1, ..., xN ].
Let Ass(I) = {P1, ..., Pr} be the set of associated primes of I.
• The set Irr(V (I)) = {V (P ) | P ∈ Ass(I)} is defined as a set of the
associated components of V (I).
• The set Min(V (I)) = {Y | Y ∈ Irr(V (I)) @Z ∈ Irr(V (I)) : Y  Z}
is defined as a set of the isolated components of V (I).
• The set Emb(V (I)) = Irr(V (I)) \Min(V (I)) is defined as a set of the
embedded components of V (I).
• The numerical primary decomposition of I denoted by ”N.P.D” is de-
fined as a finite set {W1, ...,Wr} with the following properties, for
i = 1, ..., r:
1. ]Wi <∞,
2. Wi ⊆ V (Pi),
3. ]Wi = deg(V (Pi)).
Remark 3.1.1. The concept of ”N.P.D” of an ideal I describes all com-
ponents Y ∈ Irr(V (I)) in terms of witness point sets, such a witness set W
for a component Y describes Y : one can sample the component, determines
its degree.
Example 3.1.1. Let I be an ideal defined by the polynomial system f =
{x2, xy}. The numerical primary decomposition of the ideal I is given as the
set W = {W1,W2}. Where W1 = {(0, 0)},W2 = {(0,−2.25)} describing the
components Y1 := {(x, y) ∈ C2 | x = y = 0} and Y2 := {(x, y) ∈ C2 | x =
0} respectively.
3.2 Deflation of Ideals
Definition 3.2.1. Let I be an ideal generated by the polynomial system f =
{f1, ..., fn} in the polynomial ring R := C[x1, ..., xN ] and d be a positive
integer.
• The deflation matrix A(d)(x1, ..., xN) of order d of a polynomial sys-
tem f = {f1, ..., fn} is a matrix with elements in R. The rows
of A(d)(x1, ..., xN) are indexed by x
αfj, where |α| < d and j =
1, 2, ..., n. The columns are indexed by partial differential operators
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∂β = ∂
|β|
∂x
β1
1 ...∂x
βN
N
where β 6= 0 and |β| ≤ d.
The element at row xαfj and column ∂
β is given as
∂β(xαfj) =
∂|β|(xαfj)
∂xβ11 ...∂x
βN
N
.
• The deflation of I is defined as an ideal I(d) generated by the entries
A(d)(x1, ..., xN).(a1, ..., aB(N,d))
T and {f1, ..., fn} in the polynomial ring
R(d) := C[x1, ..., xN , a1, ..., aB(N,d)]. Where B(N, d) :=
(
N + d
N
)
− 1.
Remark 3.2.1. • A(d)(x1, ..., xN) has Nr rows and Nc columns. Where
Nr := n.
(
N + d− 1
N
)
and Nc :=
(
N + d
N
)
− 1.
• For d = 1, the deflation matrix A(1)(x1, ..., xN) is the Jacobian matrix
of the polynomial system f = {f1, ..., fn}.
Proposition 3.2.1. The algebraic variety X(d) := V (I(d)) ⊂ CN+B(N,d) is
well defined.
Proof. (cf. [18])
Example 3.2.1. Let I be an ideal defined by the polynomial system f =
{x2, xy} in R = C[x, y].
The deflation matrix of order d = 1 of the system f is the matrix
A(1)(x, y) =
(
2x 0
y x
)
The deflation ideal of order d = 1 of I is the ideal I(1) generated by the
system {x2, xy, 2xx1, yx1+xx2} in the polynomial ring R(1) := C[x, y, x1, x2].
The deflation matrix of order d = 2 of the system f is
A(2)(x, y) =

2x 0 2 0 0
y x 0 1 0
3x2 0 6x 0 0
2xy x2 2y 0 0
2xy x2 2y 0 0
y2 2xy 0 2y 2x

The deflation ideal of order d = 2 of I is the ideal I(2) generated by the system
{x2, xy, 2xx1 + 2x3, yx1 +xx2 +x4, 3x2x1 + 6xx3, 2xyx1 +x2x2 + 2yx3, y2x1 +
2xyx2 + 2yx4 + 2xx5} in the polynomial ring R(2) := C[x, y, x1, x2, x3, x4, x5].
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Definition 3.2.2. Let X be an algebraic variety defined by the ideal I in
CN and X(d) ⊂ CN+B(N,d) be the algebraic variety defined by the deflation of
order d of the ideal I. Let Irr(V (I)) be the set of associated components of
X.
• The map pid : X(d) → X is the natural projection induced by the pro-
jection pid : CN+B(N,d) → CN , which maps (x, a) 7→ x.
• The deflation of order d of a component Y ∈ Irr(V (I)) is defined
as the subset Y (d) := pi−1d (Y ◦) of X
(d). Where Y ◦ is the subset of
generic smooth points that do not belong to other components that do
not contain Y .
• The component Y ∈ Irr(V (I)) is called visible at order d, if Y (d) is an
isolated component of X(d).
Theorem 3.2.1. Every component Y ∈ Irr(V (I)) is visible at some order
d.
Proof. (cf. [18])
Remark 3.2.2. Let I ⊂ C[x1, ..., xN ] be an ideal, and Y be a component in
Irr(V (I)).
• The deflation of order d of Y is an irreducible subvariety of Xd.
• If Y is visible at order dˆ then it is visible at any order d ≥ dˆ. Therefore
there is an order d such that all components in Irr(V (I)) are visible at
d.
3.3 Algorithm
Depending on the concept of the deflation and the numerical irreducible
decomposition using the modified algorithm, Algorithm 5 Numerical Irre-
ducible Decomposition, we formulate an algorithm to compute the numerical
primary decomposition of algebraic varieties as follows.
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Listing 6 Numerical Primary Decomposition:NumPrimDecom(F, d)
Input: I ideal defined by the polynomial system F = {f1, ..., fn} ⊂
C[x1, ..., xN ], d positive integer.
Output: W = {W1, ...,Wr} a finite set, where Wi is the witness point set
corresponded a component Y ∈ Irr(V (I)).
compute A(d)(x1, ..., xN) the deflation matrix of order d of the system f ;
compute B(N, d) :=
(
N + d
N
)
− 1;
let g1, ..., gs be the entries of A
(d)(x1, .., xN).(a1, .., aB(N,d))
T . Define
I(d) :=< f1, .., fn, g1, ..., gs >C[x1,..,xN ,a1,..,aB(N,d)]
the deflation ideal of I;
compute W (d) := {W (d)1 , ...,W (d)t } the numerical irreducible decomposition
of I(d);
set W := ∅;
for i = 1 to t do
compute Wi = pid(W
(d)
i );
for w ∈ Wi do
if f(w) 6= 0 then
Wi := Wi \ {w};
W = W ∪ {Wi};
return W ;
Proof. The correctness of the Algorithm 6 follows from Theorem 3.2.1.
Example 3.3.1. Let I be an ideal defined by the polynomial system f =
{x2, xy} in R := C[x, y].
• A(1)(x, y) =
(
2x 0
y x
)
deflation matrix of f ;
• B(2, 1) =
(
3
2
)
− 1 = 2;
• The deflation ideal of order 1 of I is I(1) generated by the system
{x2, xy, 2xx1, yx1 + xx2} in R(1) := C[x, y, x1, x2] (cf. Example 3.2.1);
• The numerical irreducible decomposition of I(1) is W (1) =
{W (1)1 ,W (1)2 } ⊂ C4, where W (1)1 = {(0, 0, 0.473,−3.052)}, W (1)2 =
{(0,−2.25, 0, 0.5)};
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• The projection of the components from C4 to C2 is given as pi1(W (1)1 ) =
{(0, 0)} ⊂ V (I), pi1(W (1)2 ) = {(0,−2.25)} ⊂ V (I);
• The ”N.P.D” of I by the deflation of order 1 is W =
{{(0, 0)}, {(0,−2.25)}}.
The numerical primary decomposition ”N.P.D” of I by the deflation of order
2:
• B(2, 2) =
(
4
2
)
− 1 = 5;
• The deflation ideal of order 1 of I is I(2) generated by the sys-
tem {x2, xy, 2xx1 + 2x3, yx1 + xx2 + x4, 3x2x1 + 6xx3, 2xyx1 + x2x2 +
2yx3, y
2x1 + 2xyx2 + 2yx4 + 2xx5} in the polynomial ring R(2) :=
C[x, y, x1, x2, x3, x4, x5] (cf. Example 3.2.1);
• The numerical irreducible decomposition of I(2) is
W (2) = {W (2)1 ,W (2)2 } ⊂ C7, where W (2)1 =
{(0, 1.0264, 0,−6.6574, 0, 0,−2.1885)}, W (2)2 =
{(0, 0,−1.1417,−4.1942, 0, 0, 0.5887)};
• The projection of the components from C7 to C2 is given as pi1(W (2)1 ) =
{(0,−2.25)} ⊂ V (I), pi1(W (2)2 ) = {(0, 0)} ⊂ V (I);
• The ”N.P.D” of I by the deflation of order 2 is W =
{{(0,−2.25)}, {(0, 0)}}.
We note that the deflation of the order 1 is sufficient to compute all compo-
nents.
SINGULAR Example:
LIB"NumerDecom.lib";
ring r=0,(x,y,z),dp;
poly f1=z^2;
poly f2=z*(x^2+y);
ideal I=f1,f2;
list W=NumPrimDecom(I,1); // the order of the deflation is 1
def A=W[1];
setring A;
w(1);
==> [1]:
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[1]:
3.041019955654102
[2]:
-3.1321306188268494
[3]:
0
w(2);
==>
[1]:
[1]:
1.8982822066675845
[2]:
-3.6034753361507541
[3]:
0
[2]:
[1]:
-2.3107519248876534
[2]:
-5.3395744583719952
[3]:
0
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Chapter 4
Some Numerical Algebraic
Algorithms
We present in this chapter some numerical algorithms, which are based
on the concept of the numerical irreducible decomposition of an algebraic
variety.
Let X, Y ⊂ CN be algebraic varieties defined by the polynomial sys-
tems f = {f1, ..., fn}, g = {g1, ..., gm} ⊂ C[x1, ..., xN ] respectively. The
following algorithms:
1. Incl(X, Y ) tests whether X is a subset of Y .
2. Equal(X, Y ) tests if X is equal to Y .
3. Degree(X, i) computes the degree of a pure i-dimensional component
of X using the definition of the witness point set.
4. Let p̂ be the numerical approximate value of a point p on X.
NumLocalDim(X, p̂) computes the local dimension of X at p denoted
by dimpX.
In [33] the inclusion test and the computation of the degree depend on the
algorithms in [25],[26],[28],[29],[30],[33],[34]; they compute the numerical
irreducible decomposition. Depending on the modified algorithm, Algorithm
5 Numerical Irreducible Decomposition, we will present algorithms to test
the inclusion of two algebraic varieties and to compute the degree of a pure
i-dimensional component.
The algorithm in [28],[32],[33] showed that the local dimension dimpX could
be determined by choosing an appropriate family Lt of linear spaces using
the homotopy continuation method.
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The other algorithm in [5] used the Dayton-Zeng method (cf. [11]) for com-
puting multiplicity structures to compute numerically the local dimension
of the algebraic variety X at the point p.
Depending on the modified algorithm, Algorithm 5 Numerical Irre-
ducible Decomposition, local dimension, Gro¨bner basis and triangular sets,
we will present an algorithm to compute numerically the local dimension
dimpX.
4.1 Inclusion
Consider X, Y ⊂ CN reduced algebraic varieties defined by the polynomial
systems f = {f1, ..., fn}, g = {g1, ..., gm} ⊂ C[x1, ..., xN ] respectively.
The algorithm Incl(X, Y ) gives a criterion for deciding inclusion of X, Y as
follows.
Listing 7 Inclusion: Incl(X, Y )
Input: f = {f1, ..., fn}, g = {g1, ..., gm} ⊂ C[x1, ..., xN ] polynomial systems
defining two algebraic varieties X, Y respectively.
Output: t = 1 if X ⊂ Y , otherwise t = 0.
compute Ŵ = {Ŵ0, ..., Ŵd} a witness point super set for X (output of the
algorithm witness point super set (cf. Algorithm 2));
for i = 0 to d do
if Ŵi 6= ∅ then
if (∃ŵ ∈ Ŵi : 1 ‖g(ŵ)‖ > 10−16) then
return (0);
return (1) ;
Proof. The correctness of the algorithm Incl(X, Y ):
Since the sets Ŵ0, ..., Ŵd are sets of generic points on X (cf. Definition 2.2.1
), then we can write
X * Y if and only if (∃i ∈ {0, 1, ..., d}, ∃ŵ ∈ Ŵi : g(ŵ) 6= 0).
1Note that the point ŵ ∈ Ŵi is a numerical approximate value of a point v on X, where
‖f(ŵ)‖ ≤ 10−16.
4.2 Equality 65
4.2 Equality
The inclusion test leads to an equality testing algorithm of two algebraic
varieties X, Y , as follows.
Listing 8 Equality: Equal(X, Y )
Input: f = {f1, ..., fn}, g = {g1, ..., gm} ⊂ C[x1, ..., xN ] polynomial systems
defining two algebraic varieties X, Y respectively.
Output: t = 1 if X = Y , otherwise return t = 0.
compute t1 = Incl(X, Y ), t2 = Incl(Y,X);
return (t1.t2);
SINGULAR Example :
LIB"NumerAlg.lib";
ring ring r=0,(x,y,z),dp;
poly f1=(x^2+y^2+z^2-6)*(x-y)*(x-1);
poly f2=(x^2+y^2+z^2-6)*(x-z)*(y-2);
poly f3=(x^2+y^2+z^2-6)*(x-y)*(x-z)*(z-3);
ideal I= f1, f2, f3;
poly g1=(x^2+y^2+z^2-6)*(x-1);
poly g2=(x^2+y^2+z^2-6)*(y-2);
poly g3=(x^2+y^2+z^2-6)*(z-3);
ideal J= g1, g2, g3;
def T=Incl(I,J);
==>
Inclusion:
1
def T=Incl(J,I);
==>
Inclusion:
0
def T=Equal(J,I);
==>
Equality:
0
def T=Equal(J,J);
==>
Equality:
1
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4.3 Degree of a pure i-dimensional compo-
nent of an algebraic variety
The degree of a pure i-dimensional component Xi of an algebraic variety
X ⊂ CN is defined to be the number of points of a generic slicing of a linear
space Li ⊂ CN of dimension N − i with Xi.
Listing 9 Degree of a pure i-dimensional component: Deg(X, i)
Input: f = {f1, ..., fn} ⊂ C[x1, ..., xN ] a polynomial system defining the
algebraic variety X, i a positive integer.
Output: di degree of the pure i-dimensional component of X.
compute W = {W0, ...,Wd} a witness point set for X (output of the
algorithm witness point set (cf. Algorithm 3));
if Wi = ∅ then
di :=
2 − 1;
else
di := ]Wi;
return di ;
Remark 4.3.1. The correctness of the algorithm Degree(X, i) follows from
the definition of the witness point set (cf. Definition 2.0.4). The witness
point sets Wi of a pure i-dimensional component Xi of an algebraic variety
X are computed as a generic slicing of a generic linear space Li ⊂ CN of
dimension N − i with Xi.
SINGULAR Example :
LIB"NumerAlg.lib";
ring ring r=0,(x,y,z),dp;
poly f1=(x^2+y^2+z^2-6)*(x-y)*(x-1);
poly f2=(x^2+y^2+z^2-6)*(x-z)*(y-2);
poly f3=(x^2+y^2+z^2-6)*(x-y)*(x-z)*(z-3);
ideal I= f1, f2, f3;
def T=Degree(I,1);
==>
The Degree of Component:
3
def T=Degree(I,2);
2If Wi is empty set then the algebraic variety X has no i-dimensional component.
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==>
The Degree of Component:
2
4.4 Local Dimension Computed Numerically
Let X ⊂ CN be an algebraic variety defined by the polynomial system
f = {f1, ..., fn} ⊂ C[x1, ..., xN ]. Let p̂ be the numerical approximate value
of a point p on X. The maximum dimension of irreducible components of
X containing p is called the local dimension of X at p, denoted by dimpX.
The following algorithm, Algorithm 10, computes the local dimen-
sion of an algebraic variety X defined by the polynomial system
f = {f1, ..., fn} ⊂ C[x1, ..., xN ] at a point p. Where ‖p̂− p‖ is small.
Proof (The correctness of the algorithm NumLocalDim(X, p̂)).
• If f(p̂) = 0, then we can use Gro¨bner basis to compute t := dimp̂X the
local dimension of X at p̂ considering numerically that p̂ and p on the
same component of X.
• Since d := dim(X) is the dimension of X, then dimpX ≤ d.
– The local dimension of X̂ at p̂ is less or equal then the local
dimension of X at p, where p̂ is the numerical approximate value
of a point p on X. If t̂ = d, then t = d. Since t̂ := dimp̂X̂ ≤ t :=
dimpX ≤ d ( cf. item 2 in the proof of the Algorithm 3 ).
– Since the genericity of the matrices A,⊂ Cd×N , B ⊂ C1×d, then
the d-dimensional linear space V (A.(x)T + BT ) meets only the
pure d-dimensional component Xd of X in a finite set S of the
cardinality equal to the degree of Xd, and the d-dimensional linear
space V (A.(x− p̂)T ) meets X in a finite set T (cf. Theorem 1.1.1).
If ]T = ]S, then V (A.(x− p̂)T ) meets only Xd. That implies p is
on Xd, i.e. dimpX = d.
– The points of the witness point set W0 are numerical approximate
values of the points of the 0-dimensional component X0 of X.
3If p̂ is the numerical approximation solution of the system f = {f1, ..., fn}, then we
consider p = p̂ and f(p̂) = 0 numerically.
4ŵ is a numerical approximate value of an isolated point in X. Then p̂ is near a point
p on X, if ‖p̂− ŵ‖ ≤ 10−16, i.e. numerically p̂ = ŵ.
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Listing 10 Numerical Local Dimension: NumLocalDim(X, p̂)
Input: f = {f1, ..., fn} ⊂ C[x1, ..., xN ] polynomial system defining algebraic
variety X, p̂ numerical approximate value of a point p on X.
Output: t := dimpX local dimension of X at p.
if f(p̂) = 0 then
compute t := dimp̂X (using Gro¨bner basis);
else
compute d := dim(X) dimension of X (using Gro¨bner basis);
compute t̂ := dimp̂X̂ the local dimension of X̂ at p̂, where X̂ := V (f1−
f1(p̂), ..., fn − fn(p̂)) (using Gro¨bner basis);
if t̂ = d then
t := t̂;
else
compute3S := V (f1, ..., fn, A.(x)
T +BT ), T := V (f1 − f1(p̂), ..., fn−
fn(p̂), A.(x− p̂)T ) (using a solver based on triangular sets, where
A ⊂ Cd×N , B ⊂ C1×d generic matrices);
if ]S = ]T then
t := d;
else
computeW = {W0, ...,Wd} a witness point set forX, L = {l1, ..., ld}
a set of generic linear polynomials (output of Algorithm 3);
if ∃ŵ ∈ W0 : ŵ near4 p̂ then
t := 0;
else
for i = d− 1 down to t̂ do
if Wi 6= ∅ then
compute S := V (f1, ..., fn, A(x− p̂)T ) (using homotopy
function with the start solution Wi and the start system
{f1, ..., fn, l1, ..., li});
if ∃s ∈ S : s near p̂ then
t := i;
i := d+ 1;
return t ;
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Numerically we consider W0 = X0. Then dimpX = 0 if and only
if W0 contains a numerical approximate value of p̂, i.e, if there
exists a point ŵ ∈ W0 such that ‖ŵ − p̂‖ is small.
– For t̂ ≤ i < d: In particular, S is the generic slicing L(t) :=
tq1 + (1 − t)q0 (cf. Lemma 1.3.1) with V (f) as t goes from 1
to 0, where q1 ∈ V (l1, ..., li) and q0 ∈ V (A(x − p̂)T ). Since the
witness point set Wi := Xi ∩ V (l1, ..., li) of the pure i-dimensional
component Xi is the start solution set of the homotopy function
H(x(t), t) := t.

f
l1
.
.
li
+ (1− t).
(
f
A(x− p̂)T
)
,
then the solution paths of H(x(t), t) = 0 include the set S =
Xi∩A(x− p̂)T at their endpoints as t goes from 1 to 0 (cf. Remark
1.3.1). If ∃s ∈ S : ‖s− p̂‖ ≤ 10−16 small, then p is on Xi, i. e, the
local dimension of X at p is i. 
We now illustrate the Algorithm 10 by an example.
Example 4.4.1. Let X ⊂ C3 be an algebraic variety of dimension 2 defined
by the polynomial system
f(x, y, z) =
 (x2 + y2 + z2 − 6)(x− y)(x− 1)(x2 + y2 + z2 − 6)(x− z)(y − 2)
(x2 + y2 + z2 − 6)(x− y)(x− z)(z − 3)
 .
Let p̂1 = (−1.99999, 1, 1), p̂2 = (1.99999, 2, 2), p̂3 = (1, 2, 2.9999999) ∈ C3 be the
numerical approximate values of points p1, p2, p3 on X, respectively.
The local dimension of X at p1 is computed as follows.
• Let
A =
(
1 2 3
4 5 6
)
⊂ C2×3, B = ( 1 2 ) ⊂ C1×2
be the generic matrices.
• compute S := V (f,
(
1 2 3
4 5 6
)
.
 xy
z
T + ( 1 2 )T ) =
V (f, x + 2y + 3z + 1, 4x + 5y + 6z + 2) =
{(−0.93669, 1.8733,−1.270031), (1.047809,−2.0956, 0.714476)};
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• compute5 T := V (f,
(
1 2 3
4 5 6
)
.
 x+ 1.99999y − 1
z − 1
) =
V (f, x + 2y + 3z − 300001100000 , 4x + 5y + 6z − 7500125000 ) =
{(−1.99999, 1.00001, 0.99999), (−0.99998,−1.000006, 2.000003)};
• ]S = ]T = 2. This implies that the numerical local dimension of X at
p1 is dimp1X = 2.
The local dimension of X at p2 :
• Let
A =
(
1 2 3
4 5 6
)
⊂ C2×3, B = ( 1 2 ) ⊂ C1×2
be the generic matrices.
• compute S := V (f,
(
1 2 3
4 5 6
)
.
 xy
z
T + ( 1 2 )T ) = V (f, x + 2y + 3z +
1, 4x+5y+6z+2) = {(−0.93669, 1.8733,−1.270031), (1.047809,−2.0956, 0.714476)}
• compute T := V (f,
(
1 2 3
4 5 6
)
.
 x− 1.99999y − 2
z − 2
) =
V (f, x + 2y + 3z − 1199999100000 , 4x + 5y + 6z − 74999925000 ) =
{(1.000001, 3.999998, 1.000001), (1.999996, 2.000007, 1.999996),
(2.000001+i*1.000001,1.999997− i ∗ 2.000002, 2.000001 + i ∗ 1.000001), (2.000001−
i ∗ 1.000001, 1.999997 + i ∗ 2.000002, 2.000001− i ∗ 1.000001)};
• ]S 6= ]T . This implies that the point p̂2 is not near a point on a pure
2-dimensional component of X.
• compute the witness point set W = {W0,W1,W2} and the set of
the generic linear polynomials L = {l1, l2} using the Algorithm 3,
where W0 = {(1, 2, 3)}, W1 = {(2, 2, 0), (43 , 43 , 43), (3,−2, 3)}, W2 ={(2, 1, 1), (1, 2, 1)}, l1 = x+ y + z − 4, l2 = x+ y + 2z − 5;
– W0 has no point ŵ near p̂2, then dimp2X 6= 0;
– compute6 S := V (f,
(
1 2 3
4 5 6
)
.
 x− 1.99999y − 2
z − 2
) =
V (f, x + 2y + 3z − 1199999100000 , 4x + 5y + 6z − 74999925000 ) = {(2, 2, 1.999999)};
– S has a point s = (2, 2, 1.999999) such that ‖p̂2 − s‖ small;
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– then dimp2X = 1.
The local dimension of X at p3 :
• we do the same as above to compute S, T , we will find ]S 6= ]T , then
p3 is not on 2-dimensional component of X;
• compute the witness point set W = {W0,W1,W2} and the set of
the generic linear polynomials L = {l1, l2} using the Algorithm 3,
where W0 = {(1, 2, 3)}, W1 = {(2, 2, 0), (43 , 43 , 43), (3,−2, 3)}, W2 ={(2, 1, 1), (1, 2, 1)}, l1 = x+ y + z − 4, l2 = x+ y + 2z − 5;
– W0 has the point ŵ = (1, 2, 3) such that ‖ŵ − p‖ is small;
– then dimp3X = 0;
SINGULAR Example :
LIB"NumerAlg.lib";
int e=12;
ring r=(complex,e,I),(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal J=f1,f2,f3;
list p1=0.999999999999+I*0.000000000001,2,3+I*0.000000000001;
def D1=NumLocalDim(J,p1,e);
==>
The Local Dimension:
0
list p2=-1,0.999999999998,2+I*0.000000000001;
def D2=NumLocalDim(J,p2,e);
==>
The Local Dimension:
2
list p2=5+I,4.999999999999+I,5+I;
def D2=NumLocalDim(J,p2,e);
5T is computed by using the library ”solve.lib” (Singular 3-1-1) in real ring with 5
digits precision.
6S is computed by using the homotopy function (Bertini ) with start solution W1 and
start system {f, l1 = x + y + z − 4}.
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==>
The Local Dimension:
1
Remark 4.4.1. The points p1, p2 and p3 in the Singular Example above
are numerical approximate values of points q1, q2 and q3 on the algebraic
variety V (J) respectively with the approximation 10−12, i.e, ‖pi−qi‖ ≤ 10−12
for i = 1, 2, 3.
Chapter 5
Libraries
The Singular implementation uses Bertini (cf. [4]) to compute the solu-
tions of the homotopy functions. Therefore the use of the following libraries
requires to install Bertini .
5.1 Library ”NumerDecom.lib”
LIBRARY: NumerDecom.lib Numerical Decomposition of Ideals
OVERVIEW:
The library contains procedures to compute numerical irreducible
decomposition, and numerical primary decomposition of an algebraic
variety defined by a polynomial system. The use of the library req-
uires to install Bertini (www.nd.edu/~sommese/bertini/thedownload)
PROCEDURES:
re2squ(ideal I); reduction to square system
UseBertini(ideal H,string sv);
use Bertini to compute the solutions of the homotopy function H
Singular2betini1(list L);
adopt the list to be a read file in Bertini as a start solution set
bertini2Singular(string snp, int q);
adopt the file of solutions of the homotopy function to be a list in
SINGULAR
ReJunkUseHomo(ideal I, ideal L, list W, list w);
remove junk points using the homotopy function
JuReTopDim(ideal J,list w,int tt, int d);
remove junk points that are on top-dimensional component
JuReZeroDim(ideal J,list w, int d);
remove junk points from 0-dimensional component
WitSupSet(ideal I); witness point super set
WitSet(ideal I); witness point set
NumIrrDecom(ideal I); numerical irreducible decomposition
defl(ideal I, int d); deflation of ideal I
NumPrimDecom(ideal I, int d); numerical primary decomposition
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LIB "solve.lib";
LIB "matrix.lib";
//////////////////////////////////////////////////////////////////////////
//////////////////////////////////////////////////////////////////////////
proc re2squ(ideal I)
"USAGE: re2squ(ideal I);I ideal in a polynomial ring of N unknowns
RETURN: J ideal defined by a system of N polynomials
EXAMPLE: example re2squ;shows an example
"
{
def S=basering;
int n=nvars(basering);
ideal J;
poly p;
int N=size(I);
int i,j;
if(n==N)
{
J=I;
}
else
{
if(N<n)
{
for(i=1;i<=n;i++)
{
if(i<=N)
{
J[i]=I[i];
}
else
{
J[i]=0;
}
}
}
else
{
for(i=1;i<=n;i++)
{
p=0;
for(j=N-n;j<=N;j++)
{
p=p+random(1,101)*I[j];
}
J[i]=I[i]+p;
}
5.1 Library ”NumerDecom.lib” 75
}
}
export(J);
setring S;
return(S);
}
example
{ "EXAMPLE:";echo = 2;
ring r=0,(x,y,z),dp;
ideal I= x3+y4,z4+yx,xz+3x,x2y+z;
def D=re2squ(I);
setring D;
J;
}
//////////////////////////////////////////////////////////////////////////
proc Singular2betini1(list L)
"USAGE: Singular2betini1(list L); L a list
RETURN: text file called start that is used as a start solution set
NOTE: adopting the list L to be as a start solution of the homptopy
function
EXAMPLE: Singular2betini1;shows an example
"
{
write("start",string(size(L)));
int i,j;
number a,b;
string s;
list LLL;
for(i=1;i<=size(L);i++)
{
LLL=L[i];
for(j=1;j<=size(LLL);j++)
{
a=repart(LLL[j]);
b=impart(LLL[j]);
s=string(a)+" "+string(b)+";";
write("start",s);
}
}
return(0);
}
example
{ "EXAMPLE:";echo = 2;
ring r=(complex,16,I),(x,y,z),dp;
list L=list(1,2,3),list(4,5,6+I*2);
def D=Singular2betini1(L);
}
//////////////////////////////////////////////////////////////////////////
proc UseBertini(ideal H,string sv)
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"USAGE: UseBertini(ideal H,string sv);
H ideal, sv string of the variable of ring
RETURN: text file called input used in Bertini to compute the solutions
of the homotopy function H that is existed in file input.text
NOTE: Need to define a start solution of H
EXAMPLE: example Use;shows an example
"
{
int ii,j,k, ph;
ph=size(H);
string sff,sf;
link l=":w ./input";
write(l,"");
write(l,"CONFIG");
write(l,"");
write(l,"USERHOMOTOPY: 1;");
write(l,"");
write(l,"END;");
write(l,"");
write(l,"INPUT");
write(l,"");
for( ii=1;ii<=size(sv);ii++)
{
if((sv[ii]=="(")||(sv[ii]==")"))
{
sv=sv[1,ii-1]+sv[ii+1,size(sv)];
}
}
write(l,"variable "+sv+";");
sff="function";
if(ph!=1)
{
for( ii=1;ii<=ph-1;ii++)
{
sff=sff+" f"+string(ii)+",";
}
sff=sff+"f"+string(ph)+";";
}
else
{
sff=sff+" f"+string(1)+",";
}
write(l,sff);
write(l,"pathvariable t;");
write(l,"parameter s;");
write(l,"constant gamma;");
write(l,"");
write(l,"gamma = 0.8 + 1.1*I;");
write(l,"");
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write(l,"s=t;");
write(l,"");
short=0;
for( ii=1;ii<=ph;ii++)
{
sf=string(H[ii]);
k=find(sf,newline);
for( j=1;j<=size(sf);j++)
{
if(sf[j]=="(")
{
if(sf[j+2]==")")
{
sf[j]=" ";
sf=sf[1,j-1]+sf[j+1,size(sf)];
sf[j+1]=" ";
sf=sf[1,j]+sf[j+2,size(sf)];
}
}
}
write(l,"f"+string(ii)+"="+sf+";");
}
write(l,"END;");
system(("sh","bertini<./input"));
return(0);
}
example
{ "EXAMPLE:";echo = 2;
ring r=0,(x,y,z),dp;
ideal I= x3+y4,z4+yx,xz+3x,x2y+z;
string sv=varstr(basering);
def A=UseBertini(I,sv);
}
//////////////////////////////////////////////////////////////////////////
proc bertini2Singular(string snp, int q)
"USAGE: bertini2Singular(string snp, int q);
snp string, q=nvars(basering) integer
RETURN: re list of the solutions of the homotopy function
EXAMPLE: example bertini2Singular;shows an example
"
{
def S=basering;
int nn=nvars(basering);
int n=q;
execute("ring R=(complex,18,I),("+varstr(S)+"),dp;");
number r1,r2;
list re,ru;
string sss=read(snp);
sss=sss+"";
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int i,j,k,m,p;
string ss;
ss=sss[1];
i=2;
while(sss[i]!=" ")
{
ss=ss+sss[i];
i++;
}
execute("m="+ss+";");
for(i=1;i<=size(sss);i++)
{
if(sss[i]=="e")
{
if(!((sss[i+1]=="+")||(sss[i+1]=="-")))
{
ss=sss[i+1,size(sss)];
sss=sss[1,i];
sss=sss+"+"+ss;
}
}
}
j=1;
j=find(sss,newline,j)+1;
while(sss[j]==newline){j++;}
for(q=1;q<=m;q++)
{
for(p=1;p<=n;p++)
{
k=find(sss,newline,j);
ss=sss[j,k-j];
i=find (ss," ");
execute("r1="+ss[1,i-1]+";");
execute("r2="+ss[i+1,size(ss)-i+1]+";");
ru[p]=r1+I*r2;
j=k+1;
}
j=j+1;
re[size(re)+1]=ru;
}
export(re);
setring S;
return(R);
}
example
{ "EXAMPLE:";echo = 2;
ring r = 0,(a,b,c),ds;
int q=nvars(basering);
def T=bertini2Singular("nonsingular_solutions",q);
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re;
}
//////////////////////////////////////////////////////////////////////////
proc WitSupSet(ideal I)
"USAGE: WitSupSet(ideal I);I ideal
RETURN: list of Witness point Super Sets W(i) for i=1,...,dim(V(I)),
L list of generic linear polynomials and N(0) list of a polynomial
system of the same number of polynomials and unknowns.
NOTE: if W(i) = x, then V(I) has no components of dimension i
EXAMPLE: example WitSupSet;shows an example
"
{
def S=basering;
int n=nvars(basering);
ideal II=I;
int dd=dim(std(I));
if(n==1)
{
ERROR("n=1");
}
else
{
if(dd==0)
{
execute("ring R=0,("+varstr(S)+"),dp;");
int i,j;
ideal I=imap(S,I);
list V(dd),W(dd);
def T(dd+1)=solve(I,"nodisplay");
setring T(dd+1);
W(dd)=SOL;
ideal N(dd)=imap(S,I);
export(N(dd));
ideal LL;
export(LL);
int c(0);
c(0)=0;
export(c(0));
export(dd);
list w(1..size(W(dd)));
for(i=1;i<=size(W(dd));i++)
{
w(i)=W(dd)[i];
export(w(i));
}
"===========================================";
"===========================================";
"Dimension";
dd;
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"Number of Components";
size(W(dd));
setring S;
return(T(dd+1));
}
else
{
matrix MJJ=jacob(I);
int rn=rank(MJJ);
I=imap(S,II);
def rs=re2squ(I);
setring rs;
I=J;
if((n-rn)!=dd)
{
execute("ring R=0,("+varstr(S)+",z(1..dd)),dp;");
ideal I=imap(rs,I);
ideal H(0..n),L,LL,L(1..dd),LL(1..dd),h(1..dd),N(0..dd);
poly p,p(0..n),e;
int i,j,k,kk,q,qq,t,m,d,jj,rii,c(0),ii;
for(i=1;i<=dd;i++)
{
p=0;
for(j=1;j<=n;j++)
{
p=p+random(1,2*n+7)*var(j);
}
if(i<dd)
{
LL[i]=random(2*n+7,4*n+1)+p;
}
else
{
c(0)=random(4*n+1,5*n+13);
LL[i]=c(0)+p;
}
}
export(c(0));
p(0)=0;
for(t=1;t<=n;t++)
{
for(j=1;j<=dd;j++)
{
p(j)=p(j-1)+random(1,2*n+10)*var(n+j);
h(j)[t]=I[t]+p(j);
}
}
for(q=1;q<=dd;q++)
{
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for(i=1;i<=q;i++)
{
L(q)[i]=LL[i]+var(n+i);
}
}
for(i=1;i<=dd;i++)
{
N(i)=h(i),L(i);
}
for(i=1;i<=n;i++)
{
N(0)[i]=I[i];
}
ideal JJ=N(0);
if(dim(std(N(dd)))!=0)
{
"Try Again";
}
else
{
def T=solve(N(dd),100,"nodisplay");
setring T;
execute("ring T(dd+1)=(complex,16,I),("+varstr(S)+"),dp;");
list M,Y;
list W(dd),V(dd);
list SOL=imap(T,SOL);
Y=SOL;
number rp,ip,rip;
for( i=1;i<=size(SOL);i++)
{
M=Y[i];
for(j=dd;j>=1;j--)
{
rp=repart(M[n+j]);
ip=impart(M[n+j]);
rip=rp^2 + ip^2;
if(rip<0.0000000000000001)
{
M=delete(M,n+j);
Y[i]=M;
}
}
}
k=1;
kk=1;
for( i=1;i<=size(Y);i++)
{
if(size(Y[i])==n)
{
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W(dd)[k]=Y[i];
k=k+1;
}
else
{
V(dd)[kk]=Y[i];
kk=kk+1;
}
}
ideal JJ=imap(S,II);
k=1;
number al,ar,ai,ri;
for(j=1;j<=size(W(dd));j++)
{
ri=0;
al=0;
ai=0;
ar=0;
for(ii=1;ii<=size(JJ);ii++)
{
for(i=1;i<=n;i++)
{
JJ[ii]=subst(JJ[ii],var(i),W(dd)[j][i]);
}
al=leadcoef(JJ[ii]);
ar=repart(al);
ai=impart(al);
ri=ar^2+ai^2+ri;
}
if(ri<=0.000000000000000001)
{
W(dd)[k]=W(dd)[j];
k=k+1;
}
}
ideal L(dd)=imap(R,L(dd));
export(L(dd));
export(W(dd));
export(V(dd));
string sff,sf,sv;
int nv(dd)=size(V(dd));
int nv(0..dd-1);
if(size(W(dd))<size(Y))
{
def SB(dd)=Singular2betini1(V(dd));
}
for( q=dd;q>=n-rn+1;q--)
{
if(nv(q)!=0)
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{
int w(q-1)=0;
execute("ring D(q)=(0,s,gamma),("+varstr(S)+",z(1..q)),dp;");
string nonsin(q),stnonsin(q);
ideal H(1..q);
ideal N(q)=imap(R,N(q));
ideal N(q-1)=imap(R,N(q-1));
for(j=1;j<=n+q-1;j++)
{
H(q)[j]=s*gamma*N(q)[j]+(1-s)*N(q-1)[j];
}
H(q)[n+q]=s*gamma*N(q)[n+q]+(1-s)*var(n+q);
ideal H=H(q);
export(H(q));
string sv(q)=varstr(basering);
sv=sv(q);
def Q(q)=UseBertini(H,sv);
system("sh","rm start");
nonsin(q)=read("nonsingular_solutions");
if(size(nonsin(q))>=52)
{
def T(q)=bertini2Singular("nonsingular_solutions",
nvars(basering));
setring T(q);
list C=re;
list B,X,A,G;
for(i=1;i<=size(C);i++)
{
B=re[i];
B=delete(B,n+q);
C[i]=B;
}
X=C;
if(q>=2)
{
for(j=q-1;j>=1;j--)
{
for(i=1;i<=size(X);i++)
{
A[i]=X[i];
G=A[i];
G=delete(G,n+j);
A[i]=G;
}
X=A;
}
}
else
{
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X=C;
}
list W(q-1),V(q-1);
ideal JJ=imap(S,II);
k=1;
poly tj;
number al,ar,ai,ri;
for(j=1;j<=size(C);j++)
{
ri=0;
al=0;
ai=0;
ar=0;
for(i=1;i<=size(JJ);i++)
{
tj=JJ[i];
for(i=1;i<=n;i++)
{
tj=subst(tj,var(i),X[j][i]);
}
al=leadcoef(tj);
ar=repart(al);
ai=impart(al);
ri=ar^2+ai^2+ri;
}
if(ri<=0.000000000000000001)
{
W(q-1)[k]=X[j];
k=k+1;
}
else
{
nv(q-1)=nv(q-1)+1;
V(q-1)[nv(q-1)]=C[j];
}
}
if(nv(q-1)==size(C))
{
list W(q-1)=var(1);
}
if(q>=2)
{
if(nv(q-1)!=0)
{
def SB(qq-1)=Singular2betini1(V(q-1));
}
else
{
for(qq=q-1;qq>=1;qq--)
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{
execute("ring T(qq)=(complex,16,I),("+varstr(S)+",z(1..qq)),
dp;");
list W(qq-1)=var(1);
}
q=1;
}
}
}
else
{
for(qq=q;qq>=1;qq--)
{
int w(qq-1);
execute("ring T(qq)=(complex,16,I),("+varstr(S)+",z(1..qq)),
dp;");
list W(qq-1)=var(1);
}
}
}
else
{
for(qq=q;qq>=1;qq--)
{
execute("ring T(qq)=(complex,16,I),("+varstr(S)+",z(1..qq)),
dp;");
list W(qq-1)=var(1);
}
}
}
execute("ring D=(complex,16,I),("+varstr(S)+"),dp;");
for(i=0;i<=dd;i++)
{
list W(i)=imap(T(i+1),W(i));
export(W(i));
}
ideal L=imap(R,LL);
export(L);
ideal N(0)=imap(R,N(0));
export(N(0));
setring S;
return(D);
}
}
else
{
execute("ring R=0,("+varstr(S)+"),dp;");
int i,j,c(0);
poly p;
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ideal LL;
for(i=1;i<=dd;i++)
{
p=0;
for(j=1;j<=n;j++)
{
p=p+random(1,100)*var(j);
}
if(i<dd)
{
LL[i]=random(101,200)+p;
}
else
{
c(0)=random(201,300);
LL[i]=c(0)+p;
}
}
ideal I=imap(S,I);
ideal N(dd)=I,LL;
def T=solve(N(dd),100,"nodisplay");
setring T;
list W(0..dd);
W(dd)=SOL;
export(W(dd));
for(i=0;i<=dd-1;i++)
{
W(i)=var(1);
export(W(i));
}
ideal L=imap(R,LL);
export(L);
ideal N(0)=imap(S,I);
export(N(0));
setring S;
return(T);
}
}
}
}
example
{ "EXAMPLE:";echo = 2;
ring r=0,(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal I=f1,f2,f3;
def W=WitSupSet(I);
setring W;
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W(2);
// witness point super set of a pure 2-dimensional component of V(I)
W(1);
// witness point super set of a pure 1-dimensional component of V(I)
W(0);
// witness point super set of a pure 0-dimensional component of V(I)
L;
// list of generic linear polynomials
}
//////////////////////////////////////////////////////////////////////////
proc ReJunkUseHomo(ideal I, ideal L, list W, list w)
"USAGE: ReJunkUseHomo(ideal I, ideal L, list W, list w); I ideal,
L list of generic linear polynomials {l_1,...,l_i}, W list of a
subset of the solution set of the generic slicing V(L) with V(J),
w list of a point in V(J)
RETURN: t=1 if w on an i-dimensional component of V(I),
otherwise t=0. Where i=size(L)
EXAMPLE: example ReJunkUseHomo;shows an example
"
{
def S=basering;
int n=nvars(basering);
int ii,i,in,j,jjj,jj,k,zi,a,kk,kkk;
string sf,sff,sv;
i=size(W);
in=size(w);
ideal LL;
jjj=size(L);
poly pp;
for(jj=1;jj<=jjj;jj++)
{
for(ii=1;ii<=in;ii++)
{
pp=random(1,3*n+1)*(var(ii)-w[ii])+pp;
}
LL[jj]=pp;
}
export(LL);
execute("ring R=(complex,16,I),("+varstr(S)+",gamma,s),dp;");
ideal L=imap(S,L);
ideal LL=imap(S,LL);
ideal I=imap(S,I);
list w=imap(S,w);
zi=size(I);
ideal H;
for(a=1;a<=zi;a++)
{
H[a]=s*gamma*I[a]+(1-s)*I[a];
}
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for(kk=1;kk<=jjj;kk++)
{
H[kk+zi]=s*gamma*L[kk]+(1-s)*LL[kk];
}
list W=imap(S,W);
def SB1=Singular2betini1(W);
sv=varstr(S);
def Q=UseBertini(H,sv);
system("sh","rm start");
string nonsin=read("nonsingular_solutions");
if(size(nonsin)>=52)
{
def TT=bertini2Singular("nonsingular_solutions",nvars(basering)-2);
setring TT;
list w=imap(S,w);
list C=re;
list ww,v;
number rp,ip,rp(1..size(w)),ip(1..size(w)),irp,t;
for(k=1;k<=size(C);k++)
{
ww=re[k];
for(jj=1;jj<=size(w);jj++)
{
rp(jj)=(repart(ww[jj])-repart(w[jj]))^2;
ip(jj)=(impart(ww[jj])-impart(w[jj]))^2;
rp=rp+rp(jj);
ip=ip+ip(jj);
}
irp=ip+rp;
if(irp<=0.000000000000000000000001)
{
t=1.0;
}
else
{
t=0.0;
}
}
}
else
{
execute("ring TT=(complex,16,I),("+varstr(S)+"),dp;");
list w=imap(S,w);
number t=1.0;
}
export(t);
setring S;
return(TT);
}
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example
{ "EXAMPLE:";echo = 2;
ring r=(complex,16,I),(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal J=f1,f2,f3;
poly l1=15x+16y+6z+17;
poly l2=2x+14y+4z+18;
ideal L=l1,l2;
list W1=list(0.5372775295412116,-0.7105339291010922,
-2.2817700129167831+I*0),
list(0.09201175741935605,-1.7791717821935455,
1.6810953589677311);
list w=list(2,2,-131666666/10000000);
def D=ReJunkUseHomo(J,L,W1,w);
setring D;
t;
}
//////////////////////////////////////////////////////////////////////////
proc JuReTopDim(ideal J,list w,int tt, int d);
"USAGE: JuReTopDim(ideal J,list w,int tt, int d); J ideal,
w list of a point in V(J), tt the degree of d-dimensional
component of V(J), d dimension of V(J)
RETURN: t=1 if w on a d-dimensional component of V(I), otherwise t=0.
EXAMPLE: example JuReTopDim;shows an example
"
{
def S=basering;
int n=nvars(basering);
int i,j,k;
list iw,rw;
for(k=1;k<=n;k++)
{
rw[k]=repart(w[k]);
iw[k]=impart(w[k]);
}
execute("ring R=real,("+varstr(S)+",I),dp;");
list iw=imap(S,iw);
list rw=imap(S,rw);
ideal J=imap(S,J);
execute("ring RR=0,("+varstr(S)+",I),dp;");
ideal J=imap(R,J);
list iw=imap(R,iw);
list rw=imap(R,rw);
ideal L;
poly p;
for(i=1;i<=d;i++)
{
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p=0;
for(j=1;j<=n;j++)
{
p=p+random(1,100)*(var(j)-rw[j]-I*iw[j]);
}
L[i]=p;
}
ideal JJ;
for(i=1;i<=size(J);i++)
{
p=J[i];
for(j=1;j<=n;j++)
{
p=subst(p,var(j),rw[j]+I*iw[j]);
}
JJ[i]=p;
}
poly pp;
pp=I^2 +1;
ideal T=L,J,pp;
int di=dim(std(T));
if(di==0)
{
def T(d)=solve(T,10,"nodisplay");
setring T(d);
number t,ie,re,rt;
int zi=size(SOL);
list iw=imap(S,iw);
list rw=imap(S,rw);
if(zi==2*tt)
{
t=1.0/1;
}
else
{
t=0.0/1;
}
}
else
{
execute("ring T(d)=(complex,16,I),("+varstr(S)+"),dp;");
"Try Again";
-----
}
export(t);
setring S;
return(T(d));
}
example
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{ "EXAMPLE:";echo = 2;
ring r=(complex,16,I),(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal J=f1,f2,f3;
list w=list(0.5372775295412116,-0.7105339291010922,
-2.2817700129167831);
def D=JuReTopDim(J,w,2,2);
setring D;
t;
}
//////////////////////////////////////////////////////////////////////////
proc JuReZeroDim(ideal J,list w, int d);
"USAGE: JuReZeroDim(ideal J,list w, int d);J ideal,
w list of a point in V(J), d dimension of V(J)
RETURN: t=1 if w on a positive-dimensional component of V(I),
i.e w is not isolated point in V(J)
EXAMPLE: example JuReZeroDim;shows an example
"
{
def S=basering;
int n=nvars(basering);
int i,j,k;
list iw,rw;
for(k=1;k<=n;k++)
{
rw[k]=repart(w[k]);
iw[k]=impart(w[k]);
}
execute("ring R=real,("+varstr(S)+",I),dp;");
list iw=imap(S,iw);
ideal J=imap(S,J);
list rw=imap(S,rw);
execute("ring RR=0,("+varstr(S)+",I),dp;");
list iw=imap(R,iw);
ideal J=imap(R,J);
list rw=imap(R,rw);
ideal LL;
poly p;
for(i=1;i<=d;i++)
{
p=0;
for(j=1;j<=n;j++)
{
p=p+random(1,100)*(var(j)-rw[j]-I*iw[j]);
}
LL[i]=p;
}
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poly pp;
pp=I^2 +1;
ideal TT=LL,J,pp;
def TT(d)=solve(TT,16,"nodisplay");
setring TT(d);
int zii=size(SOL);
execute("ring RR1=0,("+varstr(S)+",I),dp;");
list iw=imap(R,iw);
ideal J=imap(R,J);
list rw=imap(R,rw);
ideal L;
poly p;
for(i=1;i<=d;i++)
{
p=0;
for(j=1;j<=n;j++)
{
p=p+random(1,100)*(var(j)-rw[j]-I*iw[j]-1/100000000000000);
}
L[i]=p;
}
poly pp;
pp=I^2 +1;
ideal T=L,J,pp;
int di=dim(std(T));
if(di==0)
{
def T(d)=solve(T,16,"nodisplay");
setring T(d);
number t;
int zi=size(SOL);
list iw=imap(S,iw);
list rw=imap(S,rw);
if(zi==zii)
{
t=1.0/1;
}
else
{
t=0.0/1;
}
}
else
{
execute("ring T(d)=(complex,16,I),("+varstr(S)+"),dp;");
"Try Again";
-----
}
export(t);
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setring S;
return(T(d));
}
example
{ "EXAMPLE:";echo = 2;
ring r=(complex,16,I),(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal J=f1,f2,f3;
list w1=list(0.5372775295412116,-0.7105339291010922,
-2.2817700129167831);
def D1=JuReZeroDim(J,w1,2);
setring D1;
t;
}
//////////////////////////////////////////////////////////////////////////
proc WitSet(ideal I)
"USAGE: WitSet(ideal I); I ideal
RETURN: lists W(0..d) of witness point sets of i-dimensional components
of V(J) for i=0,...d respectively, where d the dimension of V(J),
L list of generic linear polynomials
NOTE: if W(i)=x, then V(J) has no component of dimension i
EXAMPLE: example WitSet;shows an example
"
{
def S=basering;
int n=nvars(basering);
int ii,i,j,b,bb,k,kk,dt;
def TJ(0)=WitSupSet(I);
setring TJ(0);
ideal LL=L;
int d=size(LL);
if(d==0)
{
setring S;
return(TJ(0));
}
else
{
for( i=0;i<=d;i++)
{
list Ww(i)=W(i);
int z(i)=size(W(i));
export(Ww(i));
}
for(i=d-1;i>=0;i--)
{
list W(i)=imap(TJ(0),Ww(i));
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if(size(W(i)[1])>1)
{
for(j=1;j<=z(i);j++)
{
execute("ring Rr(j+i)=(complex,106,I),("+varstr(S)+"),ds;");
list W(i)=imap(TJ(0),Ww(i));
list w=W(i)[j];
ideal J=imap(TJ(0),N(0));
ideal J(j),K(j);
for(k=1;k<=size(J);k++)
{
J(j)[k]=J[k];
for(kk=1;kk<=n;kk++)
{
J(j)[k]=subst(J(j)[k],var(kk),w[kk]);
}
K(j)[k]=J[k]-J(j)[k];
}
poly p(1..n);
for(k=1;k<=n;k++)
{
p(k)=var(k)+w[k];
}
map f(j)=Rr(j+i),p(1..n);
ideal JJ=f(j)(K(j));
if(dim(std(JJ))>i)
{
execute("ring A(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w(j)=var(1);
}
else
{
if(i==0)
{
execute("ring RR(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w=W(i)[j];
ideal J=imap(TJ(0),N(0));
def AA(j)=JuReZeroDim( J,w,d);
setring AA(j);
list W(i)=imap(TJ(0),Ww(i));
if(t<1)
{
execute("ring A(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w(j)=W(i)[j];
}
else
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{
execute("ring RRR(j)=(complex,106,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w=W(i)[j];
ideal J=imap(TJ(0),N(0));
def AAA(j)=JuReTopDim( J,w, z(d),d);
setring AAA(j);
number ts=t;
list W(i)=imap(TJ(0),Ww(i));
if(ts<1)
{
dt=d-1;
}
else
{
dt=d;
}
if(dt>i)
{
for(ii=i+1;ii<=dt;ii++)
{
execute("ring RRRR(ii+j)=(complex,106,I),("+varstr(S)+"),ds;");
list Ww(ii)=imap(TJ(0),Ww(ii));
if(size(Ww(ii)[1])>1)
{
execute("ring RRRRR(ii+j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w=W(i)[j];
list Ww(ii)=imap(TJ(0),Ww(ii));
ideal J=imap(TJ(0),N(0));
ideal L=imap(TJ(0),LL);
ideal L(ii);
for(k=1;k<=ii;k++)
{
L(ii)[k]=L[k];
}
def AAA(ii+j)=ReJunkUseHomo(J,L(ii),Ww(ii),w);
setring AAA(ii+j);
number ts=t;
list W(i)=imap(TJ(0),Ww(i));
if(ts>0)
{
execute("ring A(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w(j)=var(1);
ii=d+1;
}
else
{
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if(ii==dt)
{
execute("ring A(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
}
list w(j)=W(i)[j];
}
}
}
}
else
{
execute("ring A(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w(j)=W(i)[j];
}
}
}
else
{
execute("ring RRRRRRR(j)=(complex,106,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w=W(i)[j];
ideal J=imap(TJ(0),N(0));
def Aaa(j)=JuReTopDim( J,w,z(d),d);
setring Aaa(j);
list W(i)=imap(TJ(0),Ww(i));
number ts =t;
if(ts<1)
{
dt=d-1;
}
else
{
dt=d;
}
if(dt>i)
{
for(ii=i+1;ii<=dt;ii++)
{
execute("ring RRRRRRRR(ii+j)=(complex,106,I),("+varstr(S)+"),
ds;");
list Ww(ii)=imap(TJ(0),Ww(ii));
if(size(Ww(ii)[1])>1)
{
execute("ring R1(ii+j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w=W(i)[j];
list Ww(ii)=imap(TJ(0),Ww(ii));
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ideal J=imap(TJ(0),N(0));
ideal L=imap(TJ(0),LL);
ideal L(ii);
for(k=1;k<=ii;k++)
{
L(ii)[k]=L[k];
}
def AA(ii+j)=ReJunkUseHomo(J,L(ii),Ww(ii),w);
setring AA(ii+j);
number ts=t;
list W(i)=imap(TJ(0),Ww(i));
if(ts>0)
{
execute("ring A(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w(j)=var(1);
ii=d+1;
}
else
{
if(ii==dt)
{
execute("ring A(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
}
list w(j)=W(i)[j];
}
}
}
}
else
{
execute("ring A(j)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i)=imap(TJ(0),Ww(i));
list w(j)=W(i)[j];
}
}
}
if(j==z(i))
{
execute("ring R(i)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i),w;
int k(i)=0;
for(k=1;k<=z(i);k++)
{
w=imap(A(k),w(k));
if(size(w)>1)
{
k(i)=k(i)+1;
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W(i)[k(i)]=w;
}
}
if(k(i)==0)
{
W(i)=var(1);
}
}
}
}
}
execute("ring T=(complex,16,I),("+varstr(S)+"),dp;");
int bt=0;
for(i=0;i<=d-1;i++)
{
list Ww(i)=imap(TJ(0),W(i));
if(size(Ww(i)[1])>1)
{
list W(i)=imap(R(i),W(i));
}
else
{
list W(i)=Ww(i);
}
export(W(i));
}
list W(d)=imap(TJ(0),W(d));
export(W(d));
ideal L=imap(TJ(0),LL);
export(L);
ideal N(0)=imap(TJ(0),N(0));
export(N(0));
setring S;
return(T);
}
}
example
{ "EXAMPLE:";echo = 2;
ring r=0,(x,y,z),dp;
poly f1=(x3+z)*(x2-y);
poly f2=(x3+y)*(x2-z);
poly f3=(x3+y)*(x3+z)*(z2-y);
ideal I=f1,f2,f3;
def W=WitSet(I);
setring W;
W(1);
// witness point set of a pure 1-dimensional component of V(I)
W(0);
// witness point set of a pure 0-dimensional component of V(I)
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L;
// list of generic linear polynomials
}
//////////////////////////////////////////////////////////////////////////
static proc ZSR1(ideal I, ideal L, list W )
"USAGE: ZSR1(ideal I, ideal L, list W );I ideal,
L ideal defined by generic linear polynomials,
W list of a point in the generic slicing of V(I) and V(L)
RETURN: ts number;zero sum relation of W
EXAMPLE: example ZSR1;shows an example
"
{
def S=basering;
int n=nvars(basering);
int c(1)=5*n;
int c(2)=23*n;
int iii=size(L);
execute("ring R=(complex,16,I),("+varstr(S)+"),ds;");
number c(0);
ideal LL=imap(S,L);
c(0)=leadcoef(LL[iii]);
string sv=varstr(S);
int j,ii,jj,k,a,b,te,zi,si;
string sf,sff;
list VV;
list W=imap(S,W);
VV[1]=W;
def SB1=Singular2betini1(VV);
execute("ring R=(complex,16,I),("+varstr(S)+",gamma,s),dp;");
ideal I=imap(S,I);
zi=size(I);
ideal LL=imap(S,L);
ideal H, ll;
for(a=1;a<=zi;a++)
{
H[a]=s*gamma*I[a]+(1-s)*I[a];
}
if(iii>1)
{
for(k=1;k<=iii-1;k++)
{
ll[k]=LL[k];
H[k+zi]=s*gamma*LL[k]+(1-s)*ll[k];
}
ll[iii]=LL[iii]+c(1)-c(0);
H[iii+zi]=s*gamma*LL[iii]+(1-s)*ll[iii];
}
else
{
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ll[iii]=LL[iii]+c(1)-c(0);
H[iii+zi]=s*gamma*LL[iii]+(1-s)*ll[iii];
}
def Q(1)=UseBertini(H,sv);
string siaa=read("singular_solutions");
string saa=read("nonsingular_solutions");
def TT(1)=bertini2Singular("nonsingular_solutions",nvars(basering)-2);
setring TT(1);
list wr=re;
if(size(wr)==0)
{
execute("ring TT(2)=(complex,16,I),("+varstr(S)+"),dp;");
number tte, ts;
tte=11;
ts=0;
export(ts);
export(tte);
}
else
{
execute("ring R1=(complex,16,I),("+varstr(S)+",gamma,s),dp;");
ideal I=imap(S,I);
si=size(I);
ideal LL=imap(S,L);
ideal H, ll;
for(a=1;a<=si;a++)
{
H[a]=s*gamma*I[a]+(1-s)*I[a];
}
if(iii>1)
{
for(k=1;k<=iii-1;k++)
{
ll[k]=LL[k];
H[k+si]=s*gamma*LL[k]+(1-s)*ll[k];
}
ll[iii]=LL[iii]+c(2)-c(0);
H[iii+si]=s*gamma*LL[iii]+(1-s)*ll[iii];
}
else
{
ll[iii]=LL[iii]+c(2)-c(0);
H[iii+si]=s*gamma*LL[iii]+(1-s)*ll[iii];
}
def Q(2)=UseBertini(H,sv);
string saaa=read("nonsingular_solutions");
string siaaa=read("singular_solutions");
if(size(saaa)<52)
{
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if(size(siaaa)<52)
{
"ERROR( Try again try);";
}
}
if(size(saaa)>=52)
{
def TT(2)=bertini2Singular("nonsingular_solutions",nvars(basering)-2);
setring TT(2);
list wwr=re;
list wr=imap(TT(1),wr);
list W=imap(S,W);
list w,ww,www;
number s(0),s(1),s(2),ts;
zi=size(W)/n;
for(jj=1;jj<=zi;jj++)
{
s(0)=0;
s(1)=0;
s(2)=0;
w=W;
ww=wr[jj];
www=wwr[jj];
for(j=1;j<=n;j++)
{
s(0)=s(0)+j*w[j];
}
for(j=1;j<=n;j++)
{
s(1)=s(1)+j*ww[j];
}
for(j=1;j<=n;j++)
{
s(2)=s(2)+j*www[j];
}
}
ts=s(0)*(c(1)-c(2))+s(1)*(c(2)-c(0))+s(2)*(c(0)-c(1));
}
else
{
def TT(2)=bertini2Singular("singular_solutions",nvars(basering)-2);
setring TT(2);
list wwr=re;
list wr=imap(TT(1),wr);
list W=imap(S,W);
list w,ww,www;
number s(0),s(1),s(2),ts;
zi=size(W)/n;
for(jj=1;jj<=zi;jj++)
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{
s(0)=0;
s(1)=0;
s(2)=0;
w=W;
ww=wr[jj];
www=wwr[jj];
for(j=1;j<=n;j++)
{
s(0)=s(0)+j*w[j];
}
for(j=1;j<=n;j++)
{
s(1)=s(1)+j*ww[j];
}
for(j=1;j<=n;j++)
{
s(2)=s(2)+j*www[j];
}
}
ts=s(0)*(c(1)-c(2))+s(1)*(c(2)-c(0))+s(2)*(c(0)-c(1));
}
}
execute("ring e=(complex,16,I),("+varstr(S)+"),dp;");
number ts=imap(TT(2),ts);
export(ts);
number tte;
tte=11;
export(tte);
system("sh","rm start");
setring S;
return (e);
}
example
{ "EXAMPLE:";echo = 2;
ring r=(complex,16,I),(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal J=f1,f2,f3;
ideal L=2*x+7*y+3*z+29;
list W=2,1.999999999999999,-15.6666666666664;
def D=ZSR1(J,L,W );
setring D;
ts;
}
//////////////////////////////////////////////////////////////////////////
static proc perSumZ(list A)
"USAGE: perSumZ(list A);A list of different complex numbers
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RETURN: all subsets of A, whose sum of their elements is zero
EXAMPLE: example perSumZ;shows an example
"
{
list B, C;
int i, j;
number t,tr;
if(size(A)==0)
{
B[1]=A;
}
if(size(A)==1)
{
if(((repart(A[1]))^2+(impart(A[1]))^2)<=0.000000000000001)
{
B[1]=A;
}
}
for(i=1;i<=size(A);i++)
{
t=t+A[i];
}
if(((repart(t))^2+(impart(t))^2)<=0.000000000000001)
{
B[1]=A;
}
for(i=1;i<=size(A);i++)
{
C=delete(A,i);
C=perSumZ(C);
for(j=1;j<=size(C);j++)
{
if(size(C[j])>0)
{
B[size(B)+1]=C[j];
}
}
}
return(B);
}
example
{ "EXAMPLE:";echo = 2;
ring r=(complex,16,I),x,lp;
list A=1,-1,2-I,I,-2;
def D=perSumZ(A);
D;
}
//////////////////////////////////////////////////////////////////////////
static proc ZSROFWitSet(ideal I)
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"USAGE: ZSROFWitSet(ideal I);I ideal
RETURN: ZSR(i) lists of the zero sum relation of witness point
sets W(i) for i=1,...dim(V(I))
EXAMPLE: example ZSROFWitSet;shows an example
"
{
def S=basering;
int n=nvars(basering);
def T(0)=WitSet(I);
setring T(0);
ideal LL=L;
int dd=size(LL);
int a=c(0);
if(a==0)
{
return(T(0));
}
else
{
int i,j,ii,jj,k,sv(0..dd),j(0..dd),kk;
string sv;
for(i=1;i<=dd;i++)
{
jj=0;
list V(i)=imap(T(0),W(i));
if(size(V(i)[1])>1)
{
if(size(V(i))==1)
{
execute("ring L(i)(1)=(complex,16,I),("+varstr(S)+"),dp;");
list W(i),ZSR(i);
list V(i)=imap(T(0),W(i));
W(i)=V(i);
ZSR(i)[1]=0.000;
}
else
{
if(i>1)
{
execute("ring ee(i)=(complex,16,I),("+varstr(S)+"),dp;");
list V(i)=imap(T(0),W(i));
}
sv(i)=size(V(i));
for(j=1;j<=sv(i);j++)
{
ideal N=imap(T(0),N(0));
ideal LLL=imap(T(0),LL);
ideal L;
for(kk=1;kk<=i;kk++)
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{
L[kk]=LLL[kk];
}
def L(i)(j)=ZSR1(N,L,V(i)[j]);
setring L(i)(j);
if(j==1)
{
list W(i),ZSR(i);
}
else
{
list W(i)=imap(L(i)(j-1),W(i));
list ZSR(i)=imap(L(i)(j-1),ZSR(i));
export(ZSR(i));
}
list V(i)=imap(T(0),W(i));
jj=jj+1;
ZSR(i)[jj]=ts;
W(i)[jj]=V(i)[j];
}
}
}
}
execute("ring Q=(complex,12,I),("+varstr(S)+"),dp;");
list W(0)=imap(T(0),W(0));
export(W(0));
for(jj=1;jj<=dd;jj++)
{
number pt(jj);
list V(jj)=imap(T(0),W(jj));
if(size(V(jj)[1])>1)
{
sv(jj)=size(V(jj));
if(jj>0)
{
list ZSR(jj)=imap(L(jj)(sv(jj)),ZSR(jj));
export(ZSR(jj));
list W(jj)=imap(L(jj)(sv(jj)),W(jj));
export(W(jj));
}
}
else
{
list ZSR(jj)=var(1);
export(ZSR(jj));
list W(jj)=var(1);
export(W(jj));
}
}
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ideal L=imap(T(0),LL);
export(L);
export(dd);
system("sh","rm singular_solutions");
system("sh","rm nonsingular_solutions");
system("sh","rm real_solutions");
system("sh","rm raw_solutions");
system("sh","rm raw_data");
system("sh","rm output");
system("sh","rm midpath_data");
system("sh","rm main_data");
system("sh","rm input");
system("sh","rm failed_paths");
setring S;
return(Q);
}
}
example
{ "EXAMPLE:";echo = 2;
ring r = 0,(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal J=f1,f2,f3;
def D=ZSROFWitSet(J);
setring D;
ZSR(1);
W(1);
ZSR(2);
W(2);
}
//////////////////////////////////////////////////////////////////////////
static proc ReWitZSR(list A, list W, int di)
"USAGE: ReWitZSR(list A, list W, int di); A ideal of complex numbers,
W list of points on di-dimensional component,
di integer
RETURN: tw(di) integer, list Z(size(Z));
if tw(di)>0, else Z(0), list Z1(tw1(di))
EXAMPLE: example ReWitZSR;shows an example
"
{
def S=basering;
execute("ring e=(complex,16,I),("+varstr(S)+"),dp;");
list A=imap(S,A);
list W=imap(S,W);
list D, B(1..size(A)),C(1..size(A)),D(1..size(A)),Z1(1..size(A)),
Z(1..size(A)),Z,Y,ZY,ZZ;
int i,j,k,tw(di),tw1(di),tw2(di),tw3(di),tr,tc;
list AA;
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list WW;
for(i=1;i<=size(A);i++)
{
if(((repart(A[i]))^2+(impart(A[i]))^2)<=0.0000000000000001)
{
tc=tc+1;
tw1(di)=tw1(di)+1;
ZY[i]=A[i];
Z1(tw1(di))=W[i];
export(Z1(tw1(di)));
}
else
{
tr=tr+1;
tw2(di)=tw2(di)+1;
AA[tr]=A[i];
WW[tr]=W[i];
}
}
A=AA;
W=WW;
if(size(A)>0)
{
def B=perSumZ(A);
for(i=1;i<=size(A);i++)
{
tc=0;
B(i)=A[i];
for(j=1;j<=size(B);j++)
{
tr=0;
for(k=1;k<=size(B[j]);k++)
{
if(B(i)[1]==B[j][k])
{
tr=tr+1;
}
}
if(tr>0)
{
tc=tc+1;
C(i)[tc]=B[j];
}
}
for(j=1;j<=size(C(i));j++)
{
D(i)=C(i)[j];
for(k=1;k<=size(C(i));k++)
{
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if(size(D(i))<size(C(i)[k]))
{
D(i)=D(i);
}
else
{
D(i)=C(i)[k];
}
}
}
}
for(i=1;i<=size(A);i++)
{
Z[i]=D(i);
}
for(i=1;i<=size(Z);i++)
{
if(size(Z[i])>0)
{
D=Z[i];
for(k=size(Z);k>0;k--)
{
if(size(Z[k])>0)
{
B=Z[k];
if(i!=k)
{
if(D[1]==B[1])
{
Z=delete(Z,k);
}
}
}
}
}
}
for(j=1;j<=size(Z);j++)
{
tr=0;
D=Z[j];
for(i=1;i<=size(A);i++)
{
for(k=1;k<=size(D);k++)
{
if(A[i]==D[k])
{
tr=tr+1;
tw(di)=tw(di)+1;
Z(j)[tr]=W[i];
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}
}
}
export(Z(j));
}
export(Z);
}
if(tw1(di)==0)
{
list Z1(0);
Z1(0)="Empty set";
export(Z1(0));
}
if(tw(di)==0)
{
list Z(0);
Z(0)="Empty set";
export(Z(0));
}
export(tw1(di));
export(tw(di));
setring S;
return (e);
}
example
{ "EXAMPLE:";echo = 2;
ring r=(complex,16,I),(x,y,z),dp;
list A= 3.7794571034732007+I*21.1724850800421247,
-3.7794571034752664-I*21.1724850800419908;
list W=list(-2.0738016397747976,1.29520655909919,
-0.1476032795495952),
list(-1.354769788796631,-1.5809208448134761,
1.2904604224067381);
int di=1;
def D=ReWitZSR(A,W,di);
setring D;
tw(di);
Z(size(Z));// if tw(di)>0, else Z(0);
Z1(tw1(di));
}
//////////////////////////////////////////////////////////////////////////
proc NumIrrDecom(ideal I) Numerical Irreducible Decomposition
"USAGE: NumIrrDecom(ideal I);I ideal
RETURN: w(1),..., w(t) lists of irreducible witness point sets of
irreducible components of V(J)
EXAMPLE: example NumIrrDecom;shows an example
"
{
def S=basering;
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int i,ii;
def WW=ZSROFWitSet(I);
setring WW;
if(c(0)==0)
{
setring S;
return(WW);
}
else
{
int d=size(L);
for(i=0;i<=d;i++)
{
int co(i)=0;
if(i==0)
{
execute("ring q(i)=(complex,16,I),("+varstr(S)+"),dp;");
list V(i)=imap(WW,W(i));
list W(0..size(V(i)));
if(size(V(i)[1])>1)
{
co(i)=size(V(i));
for(ii=1;ii<=size(V(i));ii++)
{
list w(ii)=V(i)[ii];
export(w(ii));
}
}
else
{
W(1)[1]="Empty Set";
}
}
else
{
list WW(i);
list V(i)=imap(WW,W(i));
list a(i)=imap(WW,ZSR(i));
if(size(V(i)[1])>1)
{
def q(i)=ReWitZSR(a(i),V(i),i);
setring q(i);
if(tw1(i)>0)
{
for(ii=1;ii<=tw1(i);ii++)
{
WW(i)[ii]=Z1(ii);
}
co(i)=tw1(i);
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}
if(tw(i)>0)
{
for(ii=1;ii<=size(Z);ii++)
{
if(size(Z[ii])>1)
{
co(i)=co(i)+1;
WW(i)[ii+tw1(i)]=Z(ii);
}
}
}
for(ii=1;ii<=size(WW(i));ii++)
{
list w(ii);
w(ii)=WW(i)[ii];
}
}
else
{
execute("ring q(i)=(complex,16,I),("+varstr(S)+"),dp;");
WW(i)[1]="Empty Set";
}
}
}
for(i=0;i<=d;i++)
{
execute("ring qq(i)=(complex,16,I),("+varstr(S)+"),dp;");
for(ii=1;ii<=co(i);ii++)
{
list w(ii)=imap(q(i),w(ii));
export w(ii);
}
"===========================================";
"===========================================";
"Dimension";
i;
"Number of Components";
co(i);
number cco(i)=co(i)/1;
export(cco(i));
}
ideal L=imap(WW,L);
export(L);
"The generic Linear Space L";
L;
return(qq(0..d));
}
}
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example
{ "EXAMPLE:";echo = 2;
ring r=0,(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal I=f1,f2,f3;
list W=NumIrrDecom(I);
==>
Dimension
0
Number of Components
1
Dimension
1
Number of Components
3
Dimension
2
Number of Components
1
def A(0)=W[1];
// corresponding 0-dimensional components
setring A(0);
w(1);
// corresponding 0-dimensional irreducible component
==> 0-Witness point set (one point)
def A(1)=W[2];
// corresponding 1-dimensional components
setring A(1);
w(1);
// corresponding 1-dimensional irreducible component
==> 1-Witness point set (one point)
w(2);
// corresponding 1-dimensional irreducible component
==> 1-Witness point set (one point)
w(3);
// corresponding 1-dimensional irreducible component
==> 1-Witness point set (one point)
def A(2)=W[3];
// corresponding 2-dimensional components
setring A(2);
w(1);
// corresponding 2-dimensional irreducible component
==> 1-Witness point set (two points)
}
//////////////////////////////////////////////////////////////////////////
proc defl(ideal I, int d)
"USAGE: defl(ideal I, int d); I ideal, int d order of the deflation
5.1 Library ”NumerDecom.lib” 113
RETURN: deflation ideal DI of I
EXAMPLE: example defl; shows an example
"
{
def S=basering;
int n=nvars(basering);
int i,j;
for(i=1;i<=d;i++)
{
def R(i)=symmetricBasis(n,i,"x");
setring R(i);
ideal J(i)=symBasis;
export(J(i));
}
execute("ring RR=0,(x(1..n),"+varstr(S)+"),dp;");
for(i=1;i<=d;i++)
{
ideal J(i)=imap(R(i),J(i));
for(j=1;j<=n;j++)
{
J(i)=subst(J(i),x(j),var(n+j));
}
}
execute("ring R=0,("+varstr(S)+"),dp;");
ideal I=imap(S,I);
if(d>1)
{
for(i=1;i<=d-1;i++)
{
ideal J(i)=imap(RR,J(i));
for(j=1;j<=size(I);j++)
{
ideal I(j);
for(k=1;k<=size(J(i));k++)
{
I(j)[k]=J(i)[k]*I[j];
}
export(I(j));
}
}
ideal J(d)=imap(RR,J(d));
ideal D(d)=J(1..d);
ideal II(d)=I,I(1..size(I));
matrix T(d)=diff(D(d),II(d));
matrix TT(d)=transpose(T(d));
export(TT(d));
}
else
{
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ideal J(d)=imap(RR,J(d));
ideal D(d)=J(d);
ideal II(d)=I;
matrix T(d)=diff(D(d),II(d));
matrix TT(d)=transpose(T(d));
export(TT(d));
}
int zc=size(D(d));
export(zc);
execute("ring DR=0,("+varstr(S)+",x(1..zc)),dp;");
matrix TT(d)=imap(R,TT(d));
ideal I=imap(S,I);
vector v=[x(1..zc)];
ideal DI=I,TT(d)*v;
export(DI);
export(I);
setring S;
return(DR);
}
example
{ "EXAMPLE:"; echo = 2;
ring r=0,(x,y,z),dp;
poly f1=z^2;
poly f2=z*(x^2+y);
ideal I=f1,f2;
def D=defl(I,1);
setring D;
DI;
}
//////////////////////////////////////////////////////////////////////////
static proc NIDofDI(ideal I)
"USAGE: NIDofDI(ideal I); I ideal
RETURN: numerical irreducible decomposition of I
EXAMPLE: NIDofDI; shows an example
"
{
def S=basering;
int i,ii;
def WW=ZSROFWitSet(I);
setring WW;
if(c(0)==0)
{
setring S;
return(WW);
}
else
{
int d=size(L);
for(i=0;i<=d;i++)
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{
int co(i)=0;
if(i==0)
{
execute("ring q(i)=(complex,16,I),("+varstr(S)+"),dp;");
list V(i)=imap(WW,W(i));
list W(0..size(V(i)));
if(size(V(i)[1])>1)
{
co(i)=size(V(i));
for(ii=1;ii<=size(V(i));ii++)
{
list w(ii)=V(i)[ii];
export(w(ii));
}
}
else
{
W(1)[1]="Empty Set";
}
}
else
{
list WW(i);
list V(i)=imap(WW,W(i));
list a(i)=imap(WW,ZSR(i));
if(size(V(i)[1])>1)
{
def q(i)=ReWitZSR(a(i),V(i),i);
setring q(i);
if(tw1(i)>0)
{
for(ii=1;ii<=tw1(i);ii++)
{
WW(i)[ii]=Z1(ii);
}
co(i)=tw1(i);
}
if(tw(i)>0)
{
for(ii=1;ii<=size(Z);ii++)
{
if(size(Z[ii])>1)
{
co(i)=co(i)+1;
WW(i)[ii+tw1(i)]=Z(ii);
}
}
}
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for(ii=1;ii<=size(WW(i));ii++)
{
list w(ii);
w(ii)=WW(i)[ii];
}
}
else
{
execute("ring q(i)=(complex,16,I),("+varstr(S)+"),dp;");
WW(i)[1]="Empty Set";
}
}
}
for(i=0;i<=d;i++)
{
execute("ring qq(i)=(complex,16,I),("+varstr(S)+"),dp;");
list ww(i);
if(co(i)>0)
{
for(ii=1;ii<=co(i);ii++)
{
list v(ii)=imap(q(i),w(ii));
ww(i)=v(ii)[1];
if(size(ww(i))==1)
{
list w(ii);
w(ii)[1]=v(ii);
}
else
{
list w(ii)=v(ii);
}
export(w(ii));
}
}
else
{
list w(1);
w(1)[1]=var(1);
export(w(1));
}
number cco(i)=co(i)/1;
export(cco(i));
}
ideal L=imap(WW,L);
export(L);
return(qq(0..d));
}
}
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example
{ "EXAMPLE:"; echo = 2;
ring r=0,(x,y,z),dp;
poly f1=z^2;
poly f2=z*(x^2+y);
ideal I=f1,f2;
list DD=NIDofDI(I);
def D(0)=DD[1];
setring D(0);
w(1); // w(1)= x, i.e. no components
def D(1)=DD[2];
setring D(1);
w(1);
def D(2)=DD[3];
setring D(2);
w(1);
}
//////////////////////////////////////////////////////////////////////////
proc NumPrimDecom(ideal I,int d)
"USAGE: NumPrimDecom(ideal I,int d); I ideal, d order of the deflation
RETURN: lists of the numerical primary decomposition
EXAMPLE: example NumPrimDecom; shows an example
"
{
def S=basering;
int n=nvars(basering);
int i,Dd,j,k,jj;
def D=defl(I,d);
setring D;
ideal J=DI;
Dd=dim(std(DI));
list W=NIDofDI(J);
for(i=0;i<=Dd;i++)
{
def A(i+1)=W[i+1];
setring A(i+1);
if(cco(i)>0)
{
for(j=1;j<=cco(i);j++)
{
list W(j)=w(j);
for(k=1;k<=size(w(j));k++)
{
for(jj=size(W(j)[k]);jj>=n+1;jj--)
{
W(j)[k]=delete(W(j)[k],jj);
}
W(j)[k]=W(j)[k];
}
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}
}
else
{
list W(1)=var(1);
}
}
execute("ring R=(complex,16,I),("+varstr(S)+"),dp;");
jj=0;
for(i=0;i<=Dd;i++)
{
number cco(i)=imap(A(i+1),cco(i));
if(cco(i)>0)
{
for(j=1;j<=cco(i);j++)
{
jj=jj+1;
list w(jj)=imap(A(i+1),W(j));
export(w(jj));
"===========================================";
"===========================================";
"Numerical Primary Component";
w(jj);
}
}
}
return(R);
}
example
{ "EXAMPLE:"; echo = 2;
ring r=0,(x,y),dp;
poly f1=yx;
poly f2=x2;
ideal I=f1,f2;
def W=NumPrimDecom(I,1);
setring W;
w(1);
==> 1-Witness point set (one point)
w(2);
==> 1-Witness point set (one point)
}
//////////////////////////////////////////////////////////////////////////
//////////////////////////////////////////////////////////////////////////
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5.2 Library ”NumerAlg.lib”
LIBRARY: NumerAlg.lib Numerical Algebraic Algorithm
OVERVIEW:
The library contains procedures to test the inclusion and the equality
of two ideals defined by polynomial systems, compute the degree of a
pure i-dimensional component of an algebraic variety defined by a pol-
ynomial system, compute the local dimension of an algebraic variety
defined by a polynomial system at a point computed as an approximate
value. The use of the library requires to install Bertini
(www.nd.edu/~sommese/bertini/thedownload)
PROCEDURES:
Incl(ideal I, ideal J); test if I containes J
Equal(ideal I, ideal J); test if I equals to J
Degree(ideal I, int i); computes the degree of a pure i-dimensional
NumLocalDim(ideal I, p); computes local dimension numerically at a point computed as
an approximate value
LIB "NumerDecom.lib";
///////////////////////////////////////////////////////////////////////////
//////////////////////////////////////////////////////////////////////////
proc Degree(ideal I,int i)
"USAGE: Degree(ideal I,int i); I ideal, i positive integer
RETURN: the degree of the pure i-dimensional component of the algebraic
variety defined by I
NOTE: if the degree is -1 , i.e, no components of dimension i
EXAMPLE: example Degree; shows an example
"
{
def S=basering;
def W=WitSet(I);
setring W;
int j;
if(size(W(i)[1])>1)
{
j=size(W(i));
}
else
{
j=-1;
}
"The Degree of Component";
j;
setring S;
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return (W);
}
example
{ "EXAMPLE:"; echo = 2;
ring r=0,(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal I=f1,f2,f3;
def W=Degree(I,1);
==>
The Degree of Component
3
def W=Degree(I,2);
==>
The Degree of Component
2
}
//////////////////////////////////////////////////////////////////////////
proc Incl(ideal I, ideal J)
"USAGE: Incl(ideal I, ideal J); I, J ideals
RETURN: t=1 if the algebraic variety defined by I contains the algebraic
variety defined by J, otherwise t=0
EXAMPLE: example Incl; shows an example
"
{
def S=basering;
int n=nvars(basering);
int i,j,ii,k,z,zi,dd;
if(dim(std(I))==0)
{
def W=solve(I,"nodisplay");
setring W;
ideal J=imap(S,J);
ideal I=imap(S,I);
list w;
poly tj;
number al,ar,ai,ri,jj;
zi=size(SOL);
for(j=1;j<=zi;j++)
{
w=SOL[j];
for(k=1;k<=size(J);k++)
{
tj=J[k];
for(ii=1;ii<=n;ii++)
{
tj=subst(tj,var(ii),w[ii]);
}
5.2 Library ”NumerAlg.lib” 121
al=leadcoef(tj);
ar=repart(al);
ai=impart(al);
ri=ar^2+ai^2;
if(ri>0.000000000000001)
{
jj=0;
k=size(I)+1;
j=zi+1;
}
else
{
jj=1;
ri=0;
}
}
}
}
else
{
def W=WitSupSet(I);
setring W;
ideal J=imap(S,J);
ideal I=imap(S,I);
list w;
number al,ar,ai,ri,jj;
poly tj;
dd=size(L);
for(i=0;i<=dd;i++)
{
z=size(W(i)[1]);
zi=size(W(i));
if(z>1)
{
for(j=1;j<=zi;j++)
{
w=W(i)[j];
for(k=1;k<=size(J);k++)
{
tj=J[k];
for(ii=1;ii<=n;ii++)
{
tj=subst(tj,var(ii),w[ii]);
}
al=leadcoef(tj);
ar=repart(al);
ai=impart(al);
ri=ar^2+ai^2;
if(ri>0.000000000000001)
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{
jj=-1;
k=size(J)+1;
j=zi+1;
z=0;
i=dd+1;
}
else
{
jj=1;
ri=0;
}
}
}
}
}
}
if(ri>0.000000000000001)
{
jj=0;
}
else
{
jj=1;
}
"================================================";
"Inclusion:";
jj;
"================================================";
export(jj);
export(J);
export(I);
system("sh","rm singular_solutions");
system("sh","rm nonsingular_solutions");
system("sh","rm real_solutions");
system("sh","rm raw_solutions");
system("sh","rm raw_data");
system("sh","rm output");
system("sh","rm midpath_data");
system("sh","rm main_data");
system("sh","rm input");
system("sh","rm failed_paths");
setring S;
return (W);
}
example
{ "EXAMPLE:"; echo = 2;
ring r=0,(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
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poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal I=f1,f2,f3;
poly g1=(x2+y2+z2-6)*(x-1);
poly g2=(x2+y2+z2-6)*(y-2);
poly g3=(x2+y2+z2-6)*(z-3);
ideal J=g1,g2,g3;
def W=Incl(I,J);
==>
Inclusion:
0
def W=Incl(J,I);
==>
Inclusion:
1
}
//////////////////////////////////////////////////////////////////////////
proc Equal(ideal I, ideal J)
"USAGE: Equal(ideal I, ideal J); I, J ideals
RETURN: t=1 if the algebraic variety defined by I equals to the algebraic
variety defined by J, otherwise t=0
EXAMPLE: example Equal; shows an example
"
{
def S=basering;
int n=nvars(basering);
def W1=Incl(J,I);
setring W1;
number j1=jj;
execute("ring q=(real,0),("+varstr(S)+"),dp;");
ideal I=imap(W1,I);
ideal J=imap(W1,J);
execute("ring qq=0,("+varstr(S)+"),dp;");
ideal I=imap(S,I);
ideal J=imap(S,J);
def W2=Incl(I,J);
setring W2;
number j2=jj;
number j;
number j1=imap(W1,j1);
if(j2==1)
{
if(j1==1)
{
j=1/1;
}
else
{
j=0/1;
124 Chapter 5. Libraries
}
}
else
{
j=0/1;
}
"================================================";
"Equality:";
j;
"================================================";
setring S;
return (W2);
}
example
{ "EXAMPLE:"; echo = 2;
ring r=0,(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal I=f1,f2,f3;
poly g1=(x2+y2+z2-6)*(x-1);
poly g2=(x2+y2+z2-6)*(y-2);
poly g3=(x2+y2+z2-6)*(z-3);
ideal J=g1,g2,g3;
def W=Equal(I,J);
==>
Equality:
0
def W=Equal(J,J);
==>
Equality:
1
}
//////////////////////////////////////////////////////////////////////////
proc NumLocalDim(ideal J, list w, int e)
"USAGE: NumLocalDim(ideal J, list w, int e); J ideal,
w list of an approximate value of a point v in the algebraic
variety defined by J, e integer
RETURN: the local dimension of the algebraic variety defined by J at v
EXAMPLE: example NumLocalDim; shows an example
"
{
def S=basering;
int n=nvars(basering);
int sI=size(J);
int i,j,jj,t,tt,sz1,sz2,ii,ph,ci,k;
poly p,pp;
list rw,iw;
for(i=1;i<=sI;i++)
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{
p=J[i];
for(j=1;j<=n;j++)
{
w[j]=w[j]+I*0;
rw[j]=repart(w[j]);
iw[j]=impart(w[j]);
p=subst(p,var(j),w[j]);
}
pp=pp+p;
}
number u=leadcoef(pp);
if((u^2)==0)
{
execute("ring A=(real,e-1),("+varstr(S)+",I),ds;");
ideal II=imap(S,J);
list rw=imap(S,rw);
list iw=imap(S,iw);
poly p(1..n);
for(j=1;j<=n;j++)
{
p(j)=var(j)+rw[j]+I*iw[j];
}
map f=A,p(1..n);
ideal T=f(II);
tt=dim(std(T));
t=tt-1;
}
else
{
int d=dim(std(J));
execute("ring R=(complex,e-1,I),("+varstr(S)+"),ds;");
list w=imap(S,w);
ideal II=imap(S,J);
ideal JJ;
poly p, p(1..n);
for(i=1;i<=sI;i++)
{
p=II[i];
for(j=1;j<=n;j++)
{
p=subst(p,var(j),w[j]);
}
JJ[i]=II[i]-p;
}
for(j=1;j<=n;j++)
{
p(j)=var(j)+w[j];
}
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map f=R,p(1..n);
ideal T=f(JJ);
tt=dim(std(T));
if(tt==d)
{
execute("ring A=(complex,e,I),("+varstr(S)+"),dp;");
t=tt;
}
else
{
execute("ring RR=(real,e-2),("+varstr(S)+",I),dp;");
ideal II=imap(S,J);
list rw=imap(S,rw);
list iw=imap(S,iw);
ideal L,LL,H,HH;
poly l(1..d),ll(1..d);
int c;
for(i=1;i<=d;i++)
{
for(j=1;j<=n;j++)
{
c=random(1,100);
l(i)=l(i)+c*(var(j));
ll(i)=ll(i)+c*(var(j)-rw[j]-I*iw[j]);
}
l(i)=l(i)+random(101,200);
L[i]=l(i);
LL[i]=ll(i);
}
poly pi=I^2+1;
H=L,II,pi;
ideal JJ;
poly p, p(1..n);
for(i=1;i<=sI;i++)
{
p=II[i];
for(j=1;j<=n;j++)
{
p=subst(p,var(j),rw[j]+I*iw[j]);
}
JJ[i]=II[i]-p;
}
HH=LL,JJ,pi;
if(dim(std(H))==0)
{
def M=solve(H,100,"nodisplay");
setring M;
sz1=size(SOL);
execute("ring RRRQ=(real,e-1),("+varstr(S)+",I),dp;");
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ideal HH=imap(RR,HH);
if(dim(std(HH))==0)
{
def MM=solve(HH,100,"nodisplay");
setring MM;
sz2=size(SOL);
}
}
else
{
sz1=1;
}
if(sz1==sz2)
{
execute("ring A=(complex,e,I),("+varstr(S)+"),dp;");
t=d;
}
else
{
execute("ring RQ=(real,e-1),("+varstr(S)+"),dp;");
ideal II=imap(S,J);
def RW=WitSet(II);
setring RW;
list v;
list w=imap(S,w);
number nr,ni;
if(tt<0)
{
tt=0;
}
for(ii=tt;ii<=d;ii++)
{
list W(ii)=imap(RW,W(ii));
if(size(W(ii)[1])>1)
{
if(ii==0)
{
for(i=1;i<=size(W(0));i++)
{
v=W(ii)[i];
nr=0;
ni=0;
for(j=1;j<=n;j++)
{
nr=nr+(repart(v[j])-repart(w[j]))^2;
ni=ni+(impart(v[j])-impart(w[j]))^2;
}
if((ni+nr)<1/10^(2*e-3))
{
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execute("ring A=(complex,e,I),("+varstr(S)+"),dp;");
list W(ii)=imap(RW,W(ii));
t=0;
i=size(W(ii))+1;
ii=d+1;
}
}
}
else
{
def SS=Singular2betini1(W(ii));
execute("ring D=(complex,e,I),("+varstr(S)+",s,gamma),dp;");
string nonsin;
ideal H,L;
ideal J=imap(RW,N(0));
ideal LL=imap(RW,L);
list w=imap(S,w);
poly p;
for(j=1;j<=ii;j++)
{
p=0;
for(jj=1;jj<=n;jj++)
{
p=p+random(1,100)*(var(jj)-w[jj]);
}
L[j]=p;
}
for(jj=1;jj<=size(J);jj++)
{
H[jj]=s*gamma*J[jj]+(1-s)*J[jj];
}
for(jj=1;jj<=ii;jj++)
{
H[size(J)+jj]=s*gamma*LL[jj]+(1-s)*L[jj];
}
string sv=varstr(S);
def Q(ii)=UseBertini(H,sv);
system("sh","rm start");
nonsin=read("nonsingular_solutions");
if(size(nonsin)>=52)
{
def T(ii)=bertini2Singular("nonsingular_solutions",
nvars(basering)-2);
setring T(ii);
list C=re;
ci=size(C);
number tr;
list w=imap(S,w);
for(jj=1;jj<=ci;jj++)
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{
tr=0;
for(k=1;k<=n;k++)
{
tr=tr+(repart(w[k])-repart(C[jj][k]))^2+(impart(w[k])-
impart(C[jj][k]))^2;
}
if(tr<=1/10^(2*e-3))
{
execute("ring A=(complex,e,I),("+varstr(S)+"),dp;");
t=ii;
ii=d+1;
jj=ci+1;
}
}
}
}
}
}
system("sh","rm singular_solutions");
system("sh","rm nonsingular_solutions");
system("sh","rm real_solutions");
system("sh","rm raw_solutions");
system("sh","rm raw_data");
system("sh","rm output");
system("sh","rm midpath_data");
system("sh","rm main_data");
system("sh","rm input");
system("sh","rm failed_paths");
}
}
}
"=============================================";
"The Local Dimension:";
t;
setring S;
return(A);
}
example
{ "EXAMPLE:"; echo = 2;
int e=14;
ring r=(complex,e,I),(x,y,z),dp;
poly f1=(x2+y2+z2-6)*(x-y)*(x-1);
poly f2=(x2+y2+z2-6)*(x-z)*(y-2);
poly f3=(x2+y2+z2-6)*(x-y)*(x-z)*(z-3);
ideal J=f1,f2,f3;
list p0=0.99999999999999+I*0.00000000000001,2,3+I*0.00000000000001;
list p2=1,0.99999999999998,2;
list p1=5+I,4.999999999999998+I,5+I;
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def D=NumLocalDim(J,p0,e);
==>
The Local Dimension:
0
def D=NumLocalDim(J,p1,e);
==>
The Local Dimension:
1
def D=NumLocalDim(J,p2,e);
==>
The Local Dimension:
2
}
//////////////////////////////////////////////////////////////////////////
//////////////////////////////////////////////////////////////////////////
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