Abstract. In this work, we shall give the degree of approximation for functions belonging to Hölder class by matrix summability method of multiple Fourier series in the Hölder metric.
Introduction and some Notations
Suppose that f (x, y) is integrable in the sense of Lebesgue over the square and the coefficients η mn , µ mn , ρ mn and ζ mn are calculated by the formulas
f (x, y) cos mx cos nydxdy,
f (x, y) sin mx cos nydxdy,
f (x, y) cos mx sin nydxdy, (1.1)
f (x, y) sin mx sin nydxdy, where A ≡ (a m,i ) and U ≡ (b n,j ) are lower triangular infinite matrices such that:
a n,j = 1. 
where K is a positive constant, not necessarily the same at each occurrence. It is known that H α is a Banach space(see Prösdorff, [7] ) with the norm · α defined by
where
by convention ∆ 0 f (x, y) = 0 and
The metric induced by the norm (1.5) on H α is called the Hölder metric. Prösdorff has been studied the degree of approximation in the Hölder metric and proved the following theorem:
where σ n (f ) is Fejér means of the Fourier series of f . The case β = 0 in Theorem A is owing to Alexits [1] . Chandra obtained a generalization of Theorem A in the Woronoi-Nörlund transform [2] . In [6] , Mohapatra and Chandra considered the problem by matrix means of the Fourier series of f ∈ H α . In the one-dimensional case, these problems have been studied in detail. Naturally, similar problems are considered for the periodic functions with two variables. Stepanets investigated the problem of the approximation of functions f (x, y), 2π-periodic with respect to each of the variables by the partial sums of their Fourier sums and under the some conditions in [9, 10] . In [5] , Lal studied the approximation of functions belonging to Lipschitz class by matrix summability method for double Fourier series under the uniform norm.
The Hölder class for f (x, y) continuous functions periodic in both variables with period 2π is defined as 
by convention ∆ 0,0 f (x, y; z, w) = 0 and
Moreover, a function f in Lip(α, β) is said to belong to the little Lipschitz class lip(α, β) if lim
z→x, w→y
uniformly in (x, y). The aim of this paper is as follows. First, the approximation to functions f (x, y) belonging to these Lipschitz classes is given by matrix summability method of double Fourier series in accordance with the norm in (1.7). Later the approximation is generalized to the N -multiple Fourier series. Throughout this paper, we shall also use the following notations:
In Case of Double Fourier Series
The approximation by matrix means for double Fourier series is as follows with respect to Hölder metric. 
For small Lipschitz class, the analogy of the Theorem can be written if "O" is replaced by "o" as m, n → ∞ independently one another, and f ∈ Lip(α, β) is replaced by f ∈ lip(α, β) for 0 < α, β < 1. We don't enter in details.
Furthermore, double matrix summability method gives us the following means for some important cases:
for all i and j, respectively [3] ;
• (H, 1, 1) means, when a m,i = 1 (m − i + 1) log m and b n,j = 1 (n − j + 1) log n [8] .
Taking into account the first two case above, we write the following results. 
for m, n = 0, 1, 2, . . ., where 
for m, n = 0, 1, 2, . . ., where
Before giving the proof of Theorem 2.1, we need the following auxiliary results. 
. This is easily proved by an elementary calculation. 
Proof of the Theorem 2.1
Proof. We know that
Taking into account (3.1) and τ mn (x, y) that double matrix means of s mn (x, y) , we write
Let us estimate that
Therefore, from (1.8) and Lemma 2.4, we obtain
for 0 < α, β ≤ 1. By using Lemma 2.4, Lemma 2.5 and again (1.8), then we have
is monotonic increasing. Similarly, we can prove that
By combining (3.3)-(3.7), we obtain (3.2). On the other hand, we know that from [5] (3.8)
for m, n = 0, 1, 2, . . . . Since log e < log(m + 1)π and log e < log(n + 1)π, we omit the number "e" in the formula (3.8). Therefore, according to (3.2) and (3.8), the proof of Theorem 2.1 is completed. 
where c m1,m2,...,m N is the Fourier coefficients of f (see, [11, p. 300] ). The series is denoted by S[f ] and the partial sums of it are given by
where D mj (t j ) are the Dirichlet kernels for each j. Moreover, similar to the twodimensional, we can write
are lower triangular infinite matrices such that:
The condition of regularity for N -multiple matrix summability means are given by
. . . (α 1 , α 2 , . . . , α N )(or H (α1,α2,...,α N ) ) for some α 1 , α 2 , . . . , α N ≥ 0 if there exists a constant K 1 such that |f (x 1 , . . . , x N ; y 1 , . . . , y N )| := |f (x 1 , . . . , x N ) − f (y 1 , . . . , y N 
The function space H (α 1 ,α 2 ,...,α N ) is a Banach space with respect to the norm · α1,α2,...,α N defined by
Now as an extension of Theorem 2.1, we write the following theorem. ∈ H (α 1 ,α 2 ,...,α N ) is replaced by f ∈ lip(α 1 , α 2 , . . . , α N ) .
N -multiple matrix summability method gives us the (C, 1, 1 
