Abstract-Scheduling is one of the core steps to efficiently exploit the capabilities of heterogeneous computing systems. The problem of mapping meta-tasks to a machine is shown to be NP-complete. The NP-complete problem can be solved only using heuristic approach. There are a number of heuristic algorithms that were tailored to deal with scheduling of independent tasks. Different criteria can be used for evaluating the efficiency of scheduling algorithms. The most important of them are makespan, flowtime and resource utilization. In this paper, a new heuristic algorithm for scheduling meta-tasks in heterogeneous computing system is presented. The proposed algorithm improves the performance in both makespan and effective utilization of resources by reducing the idle time of the machine. The performance analyses show that the proposed algorithm has a better resource utilization rate and reduced makespan than the other known algorithms.
I. INTRODUCTION
Grid computing and distributed computing, dealing with large scale and complex computing problems, is a hot topic in the computer science and research. Mixed-machine heterogeneous computing (HC) environments utilize a distributed suite of different machines, interconnected with computer network, to perform different computationally intensive applications that have diverse requirements [1] . Miscellaneous resources should be orchestrated to perform a number of tasks in parallel or to solve complex tasks atomized to variety of independent subtasks [2] . To exploit the different capabilities of a suite of heterogeneous resources, a resource management system (RMS) allocates the resources to the tasks and the tasks are ordered for execution on the resources. At a time interval in HC environment a number of tasks are received by RMS. Task scheduling is mapping a set of tasks to a set of resources to efficiently exploit the capabilities of such. It has been shown, that an optimal mapping of computational tasks to available machines in an HC suite is a NP-complete problem [3] and as such, it is a subject to various heuristic and meta-heuristic algorithms.
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heuristic, Sufferage heuristic, Work queue heuristic and others [1, 4, 5] . Different criteria can be used for evaluating the efficiency of scheduling algorithms. The most important of them are makespan, flowtime and resource utilization. Makespan is the time when HC system finishes the latest task, and flowtime is the sum of execution times of all the tasks. An optimal scheduling will be the one that minimizes the flowtime and makespan. The objectives of scheduling algorithm are increasing the system throughput measure [6, 7] , reducing task completion time, better resource utilization rate and balancing the load well. This paper presents a new scheduling algorithm for static mapping to achieve better performance. The proposed heuristic approach was tested using the benchmark model of Braun et al [1] .
II. RELATED WORK
A set of heuristic algorithms has been designed to schedule meta-tasks to heterogeneous computing systems. It is assumed that the heuristic derive mapping statically for the collection of independent meta-task. The scheduling problem is computationally hard even though there are no data dependencies among the jobs.
A.
OLB
Opportunistic Load Balancing (OLB) assigns each task, in arbitrary order, to the next machine that is expected to be available, regardless of the task's expected execution time on that machine. The intuition behind OLB is to keep all machines as busy as possible [8, 9] .
B. MET
In contrast to OLB, Minimum Execution Time (MET) assigns each task, in arbitrary order, to the machine with the best expected execution time for that task, regardless of that machine's availability. The motivation behind MET is to give each task to its best machine. This can cause a severe load imbalance across machines.
C. MCT
Minimum Completion Time (MCT) assigns each task, in arbitrary order, to the machine with the minimum expected completion time for that task. This causes some tasks to be assigned to machines that do not have the minimum execution time for them [1] .
D. Min-min
Min-min heuristic uses minimum completion time (MCT) as a metric, meaning that the task which can be completed the earliest is given priority. This heuristic begins with the set U of all unmapped tasks. Then the set of minimum completion times (M), is found. 
M consists of one entry for each unmapped task. Next, the task with the overall minimum completion time from M is selected and assigned to the corresponding machine and the workload of the selected machine will be updated. And finally the newly mapped task is removed from U and the process repeats until all tasks are mapped [1, 9, 10] .
E. Max-Min
The Max-min heuristic is very similar to Min-min and its metric is MCT too. It begins with the set U of all unmapped tasks. Then, the set of minimum completion times (M) is found as mentioned in previous section. Next, the task with the overall maximum completion time from M is selected and assigned to the corresponding machine and the workload of the selected machine will be updated. And finally the newly mapped task is removed from U and the process repeats until all tasks are mapped [1, 9] .
F. LJFR-SJFR
LJFR-SJFR heuristic begins with the set U of all unmapped tasks. Then the set of minimum completion times is found the same as Min-min. Next, the task with the overall minimum completion time from M is considered as the shortest job in the fastest resource (SJFR). Also the task with the overall maximum completion time from M is considered as the longest job in the fastest resource (LJFR). At the beginning, this method assigns the m longest tasks to the m available fastest resources (LJFR). Then this method assigns the shortest task to the fastest resource, and the longest task to the fastest resource alternatively [4, 11] .
G. Sufferage
In this heuristic for each task, the minimum and second minimum completion time are found in the first step. The difference between these two values is defined as the sufferage value. In the second step, the task with the maximum sufferage value is assigned to the corresponding machine with minimum completion time [4, 12] .
H. Work Queue
This heuristic is a straightforward and adaptive scheduling algorithm for scheduling sets of independent tasks. In this method, the heuristic selects a task randomly and assigns it to the machine as soon as it becomes available (in other word, machine with minimum workload) [4, 13] .
I.

Maximum Standard Deviation
In Maxstd heuristic, the task having the highest standard deviation of its expected execution time is scheduled first. The task having low standard deviation of task execution has less variation in execution time on different machines and hence, its delayed assignment for scheduling will not affect overall makespan much. Hence the task having high standard deviation is assigned to the machine which has minimum completion time [14] .
J. SA Simulated Annealing (SA) is an iterative technique that considers only one possible mapping for each meta-task at a time. Simulated annealing uses a procedure that probabilistically allows poorer solutions to be accepted to attempt to obtain a better search of the solution space based on a system temperature [15] .
K. GSA
The Genetic Simulated Annealing (GSA) heuristics is a combination of the GA and SA heuristics. GSA follows the procedures similar to the GA. For the selection process, GSA uses the SA cooling schedule and system temperature [16] .
L. Tabu
Tabu search is a solution space search that keeps track of the regions of the solution space to avoid repeating a search near the areas that have already been searched. A mapping of meta-tasks uses the same representation as a chromosome in the GA approach. The implementation of Tabu search begins with a random mapping, generated from a uniform distribution [17] .
Though the above stated heuristic algorithms have advantages, they do have their own disadvantages. OLB leads to poor makespan since it does not consider the expected execution time while mapping the meta-tasks to the machines and it is also hard to achieve dynamic load balance of jobs. MET results in severe load imbalance across the machines. The experimental results from [1, 4, 12, 18, 19] show that OLB, MET, Work Queue, SA, GSA and Tabu do not produce good mappings. In contrast, others are able to deliver good performance and more, only they are intended. Fig. 1 shows the geometric mean of makespan for the 10 considered cases using Braun et al. benchmark described in section IV. Among the stated algorithms, Min-min is the simple and fastest algorithm. 
III. PROBLM DEFINITION
A heterogeneous computing environment is composed of computing resources where these resources can be a single PC, a cluster of workstations or a supercomputer. The main goal of the task scheduling in HC environments is the efficiently allocating tasks to machines. The efficiency means that we are interested to allocate tasks as fast as possible and optimizing the makespan and execution time objectives. Tasks are originated from different users/applications, are independent. We use the ETC (Expected Time to Compute) matrix model introduced by Shoukat et al. for formulating the problem [20] . It is assumed that an accurate estimate of the expected execution time for each task on each machine is known prior to execution and contained within an ETC matrix. Each row of the ETC matrix contains the estimated execution times for a given task on each machine. Similarly, each column of the ETC matrix consists of the estimated execution times of a given machine for each task. ETC [i,j] is the expected execution time of task i in machine j. For the simulation studies, characteristics of the ETC matrices were varied in an attempt to represent a range of possible heterogeneous environments. Using the ETC matrix model, the scheduling problem can be defined as follows:
A number of independent tasks to be allocated to the available resources. Because of Non-preemptive scheduling, each task has to be processed completely in a single machine.
Number of machines is available to participate in the allocation of tasks.
The workload of each task (in millions of instructions)
The Computing capacity of each resources (in MIPS)
Ready[m] represents the ready time of the machine after completing the previously assigned tasks.
ETC matrix of size m n × , where n represents the number of tasks and m represents the number of machines.
A. The Proposed Algorithm
A meta-task is defined as a collection of independent task (i.e. task doesn't require any communication with other tasks) [21] . Tasks derive mapping statically. For static mapping, the number of tasks, n and the number of machines, m is known a priori. Assume that is the completion time for performing ith task in jth machine and { } 
The steps of the proposed algorithm are as follows: In the first step, heuristic begins with the set of all unmapped tasks. Then the set of minimum completion times is found, same as Min-min heuristic. In the second step, for each task, the minimum, second minimum completion time and minimum execution time are found. Then the difference between these two minimum completion time values is multiplied by the amount of minimum completion time and minimum execution time divided. The task which its value is maximum, will be selected and remove from set of unmapped tasks. The sequence of the execution of the proposed heuristic scheduling algorithm is as follows: The intuition behind this heuristic is that select pair machines and tasks from the first step that the machine can executes its corresponding task effectively with a lower execution time in comparison with other machines and also, the assistance of the suffer value makes the algorithm stronger. The results discussed below were obtained on a PC with 2 GHz processor and 2 GB of RAM. Proposed heuristic has asymptotic complexity of O( 2 mn ), as the Min-min, and executed for less than 1s per ETC matrix.
IV. EXPERIMENTAL RESULTS
In this section, after the benchmark description, various heuristic scheduling algorithms were compared with the proposed algorithm. These heuristics are implemented using Matlab environment and run on 12 different types of ETC matrices. For each heuristic and each type of ETC matrix, the results were averaged over 100 different ETC matrices of the same type (i.e., 100 mappings).
A. Benchmark Description
In this paper, we used the benchmark proposed in [1] . The simulation model is based on expected time to compute (ETC) matrix for 512 tasks and 16 machines. The instances of the benchmark are classified into 12 different types of ETC matrices according to the three following metrics: task heterogeneity, machine heterogeneity, and consistency. In ETC matrix, the amount of variance among the execution times of tasks for a given machine is defined as task heterogeneity. Machine heterogeneity represents the variation that is possible among the execution times for a given task across all the machines. Also an ETC matrix is said to be consistent whenever a machine 
-yy indicates the heterogeneity of the tasks; hi means high and lo means low -zz represents the heterogeneity of the machines; hi means high and lo means low.
For example, u-c-lohi means low heterogeneity in tasks, high heterogeneity in machines, and consistent environment.
B. Makespan and Flowtime
The obtained makespan and flowtime using mentioned heuristics are compared in Tables ΙI and ΙΙI respectively; in each instance the best cases are bold. The results are obtained as an average of 100 simulations. Fig. 2 and Fig. 3 show the geometric mean of makespan and flowtime for the 12 considered cases. Finally, Fig. 4 shows the graphical representation of Table II . Among most popular and extensively studied optimization criterion is the minimization of the makespan. Small values of makespan mean that the scheduler is providing good and efficient planning of tasks to resources. Another important optimization criterion is that of flowtime, which refers to the response time to the user submissions of task executions. Minimizing the value of flowtime means reducing the average response time of the HC system. In general, the makespan value is more important. As shown in Fig. 2 and Fig. 3 , the new algorithm is better than all in makespan value and second best in flowtime value. Min-min gave the second best result (after new algorithm) in makespan and best in flowtime value. However the drawback of Min-min is that, it is unable to balance the load because it usually assigns the small task first and few larger tasks, while at the same time, several machines sit idle, which leads to poor utilization of resources. The proposed algorithm retains the advantage of Min-min and reduces the idle time of the resources, which in turn leads to better makespan. In the next section, this case is explained completely and the important advantage of the new algorithm is seen. Table II C. Resource Utilization Maximizing the resource utilization of the HC system is another important objective. This criterion is gaining importance due to the economic aspects of HC systems. The heuristics should improve the utilization of resources by reducing the idle time of the machines. One possible definition of this parameter is to consider the average utilization of resources. For instance, in the ETC model, it can be defined as follows:
We aim at maximizing this value over all possible schedules [22] . Table Ι shows the mean of utilization values for mentioned heuristics. Be noted that the new algorithm among all has the best resource utilization rate. V. CONCLUSION Scheduling in HC environments is an NP-complete problem. Therefore, using heuristic algorithms is a suitable approach in order to cope with its difficulty in practice. In this paper, we have presented a new scheduling algorithm for scheduling in HC environments. The goal of the scheduler in this paper is minimizing makespan, flowtime and maximizes resources utilization. The implementation of proposed heuristic scheduling algorithm and various existing algorithm are tested using the benchmark simulation model for distributed heterogeneous computing systems by Braun et al. The experimental results show that proposed algorithm performs better than the existing heuristic algorithm in various systems and settings and also it delivers improved makespan and resource utilization on various heterogeneous environments such as job heterogeneity (high, low), machine heterogeneity (high, low), and consistency (consistent, inconsistent, semi-consistent or partially-consistent). The future research will be directed towards the factors such as CPU workload, communication delay and so on.
