Abstract-Combinatorial optimization over continuous and integer variables is a useful tool for solving complex optimal control problems of hybrid dynamical systems formulated in discretetime. Current approaches are based on mixed-integer linear (or quadratic) programming (MIP), which provides the solution after solving a sequence of relaxed linear (or quadratic) programs. MIP formulations require the translation of the discrete/logic part of the hybrid problem into mixed-integer inequalities. Although this operation can be done automatically, most of the original symbolic structure of the problem (e.g., transition functions of finite state machines, logic constraints, symbolic variables, etc.) is lost during the conversion, with a consequent loss of computational performance. In this paper, we attempt to overcome such a difficulty by combining numerical techniques for solving convex programming problems with symbolic techniques for solving constraint satisfaction problems (CSP). The resulting "hybrid" solver proposed here takes advantage of CSP solvers for dealing with satisfiability of logic constraints very efficiently. We propose a suitable model of the hybrid dynamics and a class of optimal control problems that embrace both symbolic and continuous variables/functions, and that are tailored to the use of the new hybrid solver. The superiority in terms of computational performance with respect to commercial MIP solvers is shown on a centralized supply chain management problem with uncertain forecast demand.
I. INTRODUCTION

O
VER the last few years, we have witnessed a growing interest in the study of dynamical processes of a mixed continuous and discrete nature, denoted as hybrid systems, both in academia and in industry. Hybrid systems are characterized by the interaction of continuous models, describing continuous variables governed by differential or difference equations, and of discrete models, describing symbolic variables governed by logic rules, switching mechanisms, and other discrete behaviors. Hybrid systems can switch between many operating modes where each mode is governed by its own characteristic continuous dynamical laws. Mode transitions may be endogenous (variables crossing specific thresholds), or exogenous (discrete commands directly given to the system). The interest in hybrid systems is mainly motivated by the large variety of practical situations where physical processes interact with digital controllers, as for instance in embedded control systems. Despite the fact that one of the first papers on hybrid systems appeared in the 1960s [1] , only in recent years several modelling frameworks for hybrid systems were proposed; we refer the interested reader to [2] , [3] , and references therein. Several authors focused on the problem of solving optimal control problems for hybrid systems. For continuous-time hybrid systems, most of the literature either studied necessary conditions for a trajectory to be optimal, or focused on the computation of optimal/suboptimal solutions by means of dynamic programming or the maximum principle [4] - [6] (see also the survey paper [7] ).
The hybrid optimal control problem becomes less complex when the dynamics is expressed in discrete time, as the main source of complexity becomes the combinatorial (yet finite) number of possible switching sequences. In particular for discrete-time hybrid systems, in [8] - [10] the authors have solved optimal control problems by transforming the hybrid model into a set of linear equalities and inequalities involving both real and (0-1) variables, so that the optimal control problem can be solved by a mixed-integer programming (MIP) solver [11] . Examples of applications where hybrid modeling and optimal control based on MIP were employed are reported in [12] - [16] .
An MIP solver provides the solution after solving a sequence of relaxed standard linear (or quadratic) programs (LP, QP). A potential drawback of MIP is 1) the need for converting the discrete/logic part of the hybrid problem into mixed-integer inequalities, therefore, losing most of the original discrete structure, and 2) the fact that its efficiency mainly relies upon the tightness of the continuous LP/QP relaxations.
Such drawbacks are not suffered by techniques for solving CSP, i.e., the problem of determining whether a set of constraints over discrete variables can be satisfied. Under the class of CSP solvers we mention constraint logic programming (CLP) [17] and SAT solvers [18] , the latter specialized for the satisfiability of Boolean formulas.
While CSP methods are superior to MIP approaches for determining if a given problem has a feasible (discrete-valued) solution, the main drawback is their inefficiency for solving optimization, as they do not have the ability of MIP approaches to solve continuous relaxations (e.g., linear programming relaxations) of the problem in order to get upper and lower bounds to the optimum value. For this reason, it is extremely interesting to integrate the two approaches into one single cooperative solver. Some efforts have been done in this direction [19] - [23] , showing that such "hybrid" solution methods have a tremendous performance in solving mathematical programs with continuous (quantitative) and discrete (logical/symbolic) components, compared to MIP or CSP individually. Such successful results have stimulated also the industrial interest of worldwide leaders in commercial software for combinatorial optimization: ILOG Inc. is currently distributing optimization programming language (OPL), a modeling and programming language which allows the formulation and solution of optimization problems, using both MIP and CSP techniques, combining to some extent the advantages of both approaches; Dash Optimization is releasing Xpress together with Xpress-CP, an interface to the constraint engine COSYTEC SA, which allows the user to combine different solvers. The study on cooperative solvers was also stimulated in the context of supply chain management; we quote here the main motivations which lead to the funding of the European project Large Scale Integrated Supply Chain Optimization Software (LISCOS): "Formulating production planning and other similar problems in terms of mixed integer programming (MIP) has the advantages of simplicity of modelling and the use of powerful existing solvers for the canonical form (typically a matrix representation) of the resulting numerical instance of the model. However, a straightforward conversion of a MIP formulation into a canonical representation leads to a loss of the semantics of the problem, which is often required for effective solution even when using sophisticated cutting plane identification and clarification." (source: http://www.liscos.fc.ul.pt/approach.html).
In light of the aforementioned promising attempts at combining numerical and symbolic techniques, done in the interdisciplinary field of artificial intelligence and operations research and in a few application domains, in this paper, we propose an original cooperative approach of MIP and CSP techniques that combines convex programming (e.g., linear, quadratic, etc. [24] ) for optimization over real variables, and of SAT solvers or CLP techniques for determining the satisfiability of Boolean formulas (or logic constraints), and apply it in the context of optimal control of hybrid dynamical systems.
Based on the benefits and drawbacks of the previous work in [8] - [10] for solving control and stability/safety analysis problems for hybrid systems using MIP techniques, here we build up a new modeling approach directly tailored to the use of a "hybrid" MIP+CSP solver and show its computational advantages over pure MIP methods. Preliminary results along this direction appeared in the conference papers [25] - [27] .
The paper is organized as follows. Discrete-time hybrid models are introduced in Section II. In Section III, the optimal control problem is formulated and, in Section IV, it is reformulated in a suitable way for the combined MIP-CSP approach. Section V introduces the new solution algorithms. Section VI extends the optimal control setting to the case of uncertainty in the references and in the constraint bounds. An application example showing the benefits of this technique, compared to pure MIP approaches [8] , [10] is shown in Section VII.
II. DISCRETE-TIME HYBRID AUTOMATA Several class of hybrid dynamical system models were proposed in the literature, each usually tailored to solve a particular problem. Timed automata [28] and linear hybrid automata [29] were proved successful for formal verification, whereas mixed logical dynamical (MLD) models [8] or piecewise affine models (PWA) [30] were proved suitable for control and analysis purposes. Here, we focus on the class of discrete hybrid automata (DHA) introduced in [10] . A DHA is the interconnection of an automaton (AUT), which models the discrete dynamics of the hybrid system, with a discrete-time switched affine system (SAS), which models the continuous dynamics of the hybrid system, through an event generator (EG) and a mode selector (MS) (see Fig. 1 ). For convenience, we briefly recall the DHA formalism in the following and refer the reader to [10] for details.
A. Automaton
The discrete dynamics of a hybrid system is modeled as an automaton (or finite state machine). We refer here to "synchronous automata," as we assume transitions are clocked and synchronous with the sampling time of the continuous dynamics. The automaton evolves according to the following logic state update function: (1) where is the time index, is the logic state, is the exogenous logic input, is the endogenous input coming from the EG defined in Section II-C, and is a deterministic Boolean function. An automaton can be represented as a directed graph. In the sequel, with a slight abuse of notation, we will refer to the codomain of Boolean functions both as {0,1} and as . In the context of Boolean functions and formulas, the equal sign should be interpreted as an if-and-only-if condition .
B. Switched Affine System
The continuous dynamics is modeled by a discrete-time switched affine system (SAS). A SAS is a collection of affine systems (2) where is the continuous state vector, is the exogenous continuous input vector, is the "mode" in which the SAS is operating, is the number of elements of , and is a collection of matrices of opportune dimensions. The mode is generated by the MS, as described in Section II-D. A SAS of the form (2) preserves the value of the state when a switch occurs. However, resets can be modeled in the present discrete-time setting as detailed in [10] .
C. Event Generator
An event generator is a mathematical object that generates a binary signal according to the satisfaction of a linear affine constraint (3) where the subscript denotes the th component of the vector, and , , and define a linear guard (i.e., a hyperplane) in the space of continuous states and inputs.
D. Mode Selector (MS)
The dynamic mode of the SAS is selected through a mode selector (MS) (4) where is a Boolean function of the logic state , of the logic input , and of the logic event signal
. We say that a mode switch occurs at step if . Note that contrary to continuous time or discrete-event hybrid models, where switches can occur at any time, in our discrete-time setting a mode switch can only occur at sampling instants.
III. OPTIMAL CONTROL
A finite-time optimal control problem for the class of hybrid systems introduced in Section II can be formulated as follows: • Dynamical constraints (5b). They represent the discrete-time dynamics of the hybrid automaton. They may also include other constraints such as saturation of continuous input variables that are embodied in the variable domain .
• Design constraints (5c).
These are artificial constraints imposed by the designer to fulfill the required specifications. Examples of such constraints may be state limits where and are bounds that the designer wants to impose on continuous states . • Ancillary constraints (5d).
These constraints provide an a priori additional and auxiliary information for determining the optimal solution. They do not change the solution itself, rather help the solver by restricting the set of feasible combinations, and, therefore, the size of the decision tree in a branch a bound strategy. For example, as detailed in Section IV-C, one may precompute all possible mode transitions of the SAS dynamics using reachability analysis, and impose reachability constraints whenever a transition from the th mode to the th mode is not possible.
IV. PROBLEM REFORMULATION
Problem (5) can be solved via MILP when the costs are convex piecewise linear functions, for instance (6) where and are full-rank matrices and denotes the infinity-norm ( , where is the th row of ), or via mixed integer quadratic programming (MIQP) when where and are positive-semidefinite matrices [11] . As described in [8] and [10] , by adopting the so-called "big-M" technique the event generator (3) can be equivalently expressed as
where are known upper and lower bounds, respectively, on , and
. From a computational viewpoint, it is convenient to have a set of inequalities without strict inequalities, so we follow the common practice [31] of replacing the strict inequality (7) as (7c) where is a small positive scalar, e.g., the machine precision, although the equivalence does not hold for [i.e., for the numbers in the interval that cannot be represented in the machine]. The continuous state update equation of the SAS dynamics (2) 
where , . The SAS representation (8) can be translated into a set of constraints by also using the big-M technique [31] (9a)
where and are known upper and lower bounds on , , , , and , the superscript denotes the th component or row , , and is the time index. Note that the binary mode vector is subject to the logical "exclusive or" condition (10) In this paper, we wish to solve problem (5) by using MIP and CSP techniques in a combined approach, taking advantage of CSP algorithms for dealing with the purely logic part of the problem. Contrary to the MLD approach of [8] and [10] , where also the automaton and MS parts of the hybrid system are converted to (mixed) integer linear inequalities, here we keep their symbolic description as a set of Boolean functions that can be either directly managed by a CLP algorithm [32] , or translated into conjunctive normal form (CNF) in case SAT algorithms are employed [33] .
A. Alternative Relaxations of DHA
DHA is a mathematical representation of other equivalent computation-oriented and domain-specific frameworks such as mixed logical dynamical (MLD) systems [8] , piecewise affine (PWA) systems [30] , and other frameworks [34] . In this section, we propose a new alternative approach to obtain tighter relaxations than the big-M relaxations (7), (9) by using disjunctive programming ideas [35] , and the fact that DHA can be converted to PWA models [36] .
Consider piecewise affine (PWA) systems described in discrete-time by the relations (11) for , where (12) are convex polytopes in the input+state space. and are matrices of appropriate dimensions and are real vectors for all . Standard disjunctive programming techniques were used in [37] to model piecewise affine systems (11) . We take a different route here and assume that polyhedral cells are given in V-representation (that is, as the convex hull of vertices and positive combination of extreme rays), rather than in H-representation (intersection of half spaces defined by hyperplanes) (13) The problem of transforming a V-to a H-representation (or vice versa) is known in computational geometry as the problem of vertex enumeration, and several tools are available (see e.g., [38] ).
Lemma 1: Given a collection of (possibly unbounded) polyhedra in V-representation (13) and an arbitrarily large box for some , introduce binary variables and define the set
where each is defined as the solution of the following linear program:
It holds that i) ; ii) if all polyhedra are bounded, then ; iii) let be defined as in (14) , which in turn implies that . iii) By (14c) and (14e), it follows that . Then, by (14a), . Remark 1: The PWA form obtained by translating a DHA system with the procedure described in [36] is always bounded, as the MLD representation used in an intermediate step is always bounded. For this reason, we do not need to define variables in (16) , and we will restrict our attention to polytopes under the implicit assumption that the domain of validity of the PWA dynamics in the -space is bounded.
Assume the DHA dynamics (1)- (4) is converted to the PWA form (11) , (12), e.g., by using the procedure described in [36] , and that the H-representation (12) is converted to the V-representation (13) . Then, by exploiting Lemma 1, it is easy to prove the following proposition.
Proposition 1: System (11) and (13) can be equivalently described by the relations
where is the current mode of the hybrid dynamics rewritten in PWA form.
Equation (16) is an alternative representation of the DHA dynamics (1)-(4). Accordingly, the optimal control problem (5) can be reformulated by changing (5b) into "dynamics (16) , where represents the -th row of matrix , and is the -th element of vector , and come back to closed polyhedra by replacing the strict inequality as where is a small positive scalar, e.g. the machine precision, as observed earlier.
B. Logic-Based Form of the Optimal Control Problem
By using the transformations into mixed integer inequalities based on the big-M relaxations (7), (9), problem (5) can be cast as the mixed-integer convex program
where are the continuous optimization variables, are the binary optimization variables, , are a given initial state, constraints (17b) and (17c) represent the EG and SAS parts (7a), (7c), (8b), and (9), and the purely continuous or mixed constraints from (5c) and (5d), while (17d) collects the automaton (1), the MS (4), possible purely Boolean constraints from (5c) and (5d), as well as the exclusive or condition (10) . Matrices , , are obtained by the big-M representations (7) and (9) .
The alternative formulation using the disjunctive programming relaxations (16) admits an optimal control formulation similar to (17) (18), collects all the continuous variables ( , , ), the auxiliary variables (or ) needed for expressing the SAS dynamics, possibly slack variables for upper bounding the cost function in (17a) [9] , while collects the integer variables that appear in mixed constraints ( , , , ), and collects the integer variables such as and that only appear in logic constraints.
C. Reachability Constraints
The formulation of the control optimization problem (17) [or equivalently (18) ] can be improved by considering a PWA representation of the hybrid model, and by adding ancillary constraints related to reachability analysis.
Proposition 2: For any , let and be polyhedral cells of the PWA dynamics (11) . If the following set of linear inequalities: (19) is infeasible, then (20) or, equivalently (21) for all .
Remark 3: Constraints of the form (21) involve only integer variables, and can be, therefore, directly handled in (18d) by the CSP part of the hybrid solver described in Section V.
Remark 4: In principle, one could augment the number of possible reachability constraints (21) by subdividing the cells into smaller subcells. In fact, the larger the number of cells, the smaller the volume of the cells, and, therefore, the more likely is that transitions between cells are infeasible, i.e., the larger is the number of reachability constraints (20) that can be included in the optimization problem. However, one must keep in mind that the number of integer variables is also , so there is a tradeoff between the advantage of having more reachability constraints (20) 
V. LOGIC-BASED BRANCH&BOUND
A. Constraint Satisfaction and Optimization
CSP and optimization are similar enough to make their combination possible, and yet different enough to make it profitable. The two fields evolved more or less independently until a few years ago. However, they have complementary strengths, and the last few years have seen growing efforts to combine them [19] - [21] , [39] , [40] . CSP, for example, offers a more flexible modeling framework than mathematical programming. It not only permits more succinct models, but the models allow one to exploit the structure of the problem itself to direct the search. CSP relies on logic-based methods such as domain reduction and (Boolean) constraint propagation to accelerate the search for the feasible solution. Conversely, optimization exploits a number of specialized techniques for highly structured problem classes, such as linear programming problems, and converges to optimality by using a wide range of relaxations. These may be based on polyhedral analysis, in which case they take the form of cutting planes, or on the solution of Lagrangean dual methods.
The recent interaction between CSP and optimization promises to affect both fields. In the following sections, we illustrate two approaches for merging them into a single problem-solving technology; in particular, in the first algorithm we will combine convex optimization and satisfiability of Boolean formulas (SAT) and in the second, linear programming with CLP.
1) SAT Problems: An instance of a satisfiability (SAT) problem is a Boolean formula that has three components
• a set of variables: ; • a set of literals; a literal is a variable or a negation of a variable ; • a set of distinct clauses: ; each clause consists of only literals combined by just logical "or" connectives. The goal of the satisfiability problem is to determine whether there exists an assignment of truth values to variables that makes the following conjunctive normal form (CNF) formula satisfiable: where is the logical "and" connective. For a survey on SAT problems and related solvers the reader is referred to [18] . SAT solvers are much more efficient than MIP solvers for solving satisfiability problems. To support this statement, we compared the time spent for solving a feasibility problem with a SAT solver and with an MIP solver on the equivalent mixedinteger formulation, obtained by translating the CNF formula into a set of linear inequalities [10, Sec. IV-A]. In Table I , the state-of-the-art SAT solver zCHAFF [33] is compared with the state-of-the-art commercial mixed-integer linear programming solver CPLEX [41] on a set of uniform random 3CNF benchmarks (taken from http://www.satlib.org), where the 3SAT instances are all in the phase transition region. 1 2) CLP Problems: An instance of a CLP problem consists of the following elements:
• a set of integer variables and their corresponding finite domains ; • a set of linear (in)equalities; • a set of logic constraints defined by the logic operators and , or , not , implication , and equivalence connecting valid propositions, e.g., and . The goal of the CLP problem is to find a feasible assignment to variables that satisfies the set of constraints. For a survey on CLP problems and related solvers the reader is referred to [42] . The efficiency of CLP is based on constraint propagation and choice points. Constraint propagation is an inference rule for finite domain problems that progressively narrows the domains of the variables. However, constraint propagation is not a complete solution method. A problem is split into complementary cases, by defining choice points, once constraint propagation cannot advance further. By iterating between propagation and choice points the solutions of the problem are finally determined. For more details, we refer the reader to the book [17] .
B. A SAT-Based Hybrid Algorithm
The basic ingredients for an integrated approach are 1) a solver for convex problems obtained from relaxations over continuous variables of mixed integer convex programming problems of the form (18a)-(18c), and 2) a SAT solver for testing the satisfiability of Boolean formulas of the form (18d). The relaxed model is used to obtain a solution that satisfies the constraint sets (18b) and (18c) and optimizes the objective function (18a). The optimal solution of the relaxation may fix some of the (0-1) variables to either 0 or 1. If all the (0-1) variables in the relaxed problem have been assigned (0-1) values, the solution of the relaxation is also a feasible solution of the mixed integer problem. More often, however, some of the (0-1) variables have fractional parts, so that further "branching" and solution of further relaxations is necessary. To accelerate the search of feasible solutions one may use the fixed (0-1) variables to "infer" new information on the other (0-1) variables by solving a SAT problem obtained by constraint (18d). In particular, when an integer solution of is found from convex programming, an SAT problem then verifies whether this solution can be completed with an assignment of that satisfies (18d).
The basic branch&bound (B&B) strategy for solving mixed integer problems can be extended to the present "hybrid" setting where both convex optimization and SAT solvers are used. In a B&B algorithm, the current best integer solution is updated whenever an integer solution with an even better value of the objective function is found. In the hybrid algorithm, an additional SAT problem is solved to ensure that the integer solution obtained for the relaxed problem is feasible for the constraints (18d) and to find an assignment for the other logic variables that appear in (18d). It is only in this case that the current best integer solution is updated.
The B&B method requires the solution of a series of convex subproblems obtained by branching on integer variables. Here, the noninteger variable to branch on is chosen by selecting the variable with the largest fractional part (i.e., the one closest to 0.5), and two new convex subproblems are formed with that variable fixed at 0 and at 1, respectively. When an integer feasible solution of the relaxed problem is obtained, a satisfiability problem is solved to complete the solution. The value of the objective function for an integer feasible solution of the whole problem is an upper bound (UB) of the objective function, which may be used to rule out branches where the optimum value attained by the relaxation is larger than the current upper bound.
Let denote the set of convex and SAT subproblems to be solved. The proposed SAT-based B&B method can be summarized as follows.
1) Initialization.
and . The convex subproblem is generated by using (18a)-(18c) along with the relaxation , and the SAT subproblem is generated by using (18d). 2) Node selection. If then go to 7); otherwise, select and remove a problem from the set ; The criterion for selecting a problem is called node selection rule.
3) Logic inference. Solve problem SAT. If it is infeasible go to step 2). 4) Convex reasoning. Solve the convex problem , and a) if the problem is infeasible or the optimal value of the objective function is greater than UB, then go to step 2); b) if the solution is not integer feasible, then go to step 6). 5) Bounding. Let be the integer part of the optimal solution found at step 4); to extend this partial solution, solve the SAT problem finding such that . If the SAT problem is feasible then update UB; otherwise, add to the LP problems of the set the "no-good" cut [19] where , , and . Go to step 2). 6) Branching. Among all variables that have fractional values, select the one closest to 0.5. Let be the selected noninteger variable, and generate two subproblems and , and add them to set ; go to step 2). 7) Termination. If , then the problem is infeasible. Otherwise, the optimal solution is the current value UB.
Remark 5:
At each node of the search tree, the algorithm executes a three-step procedure: Logic inference, solution of the convex relaxation, and branching. The first step and the attempted completion of the solution do not occur in MIP approaches but they are introduced here by the distinction of mixed (0-1) variables and pure (0-1) variables . The logic inference and the attempted completion steps do not change the correctness and the termination of the algorithm but they improve the performance of the algorithm because of the efficiency of the SAT solver in finding a feasible integer solution.
Remark 6: The class of problems (18) is similar to the mixed logical/linear programming (MLLP) framework introduced by Hooker in [43] (22a) (22b) (22c) where , , , (22b) is the continuous part, and (22c) is the logic part. If we consider as the only discrete variables and a liner cost function, constraints (18b) and (18c) represent the linearization of (22b), and constraints (18d) are equivalent to (22c).
There are, however, a few differences between frameworks (18) and (22) . First, the relaxation problem of (18) is the same for each node in the search tree, while in (22) the relaxation depends on which left-hand side of (22b) is true. Second, in the class of problems (18) constraints of type cannot be introduced and they have to be converted into inequalities, becoming part of constraints (18c). Inference is done only in the logic part, by the SAT solver, and no information is derived by the continuous part. In the MLLP framework, instead, inferences are made in both ways.
Remark 7:
Due to the finite number of (0-1) variables in (18) the number of possible combinations is finite. Moreover, in the B&B strategy, no (0-1) variable is assigned twice in a same path of the tree, so that at each assignment (branch) the number of possible combinations will reduce. Therefore, the algorithm will always terminate in finite time with a solution, if one exists, or reporting infeasibility.
C. A CLP-Based Hybrid Algorithm
The CLP-based hybrid algorithm is very similar to the SATbased algorithm. In this case, we assume the cost function (18a) is linear [this is for instance the case when the cost terms (6) are used in the optimal control problem formulation, see (23)]. The basic ingredients for an integrated approach of MIP and CLP are 1) a linear program (LP) obtained by relaxing a mixed integer linear programming (MILP) problem and 2) a CLP feasibility problem. The relaxed MILP model is used to obtain a solution that satisfies the constraint sets (18b) and (18c) and optimizes the objective function (18a). The optimal solution of the relaxation may fix some (0-1) variables to an integer value. If all the (0-1) variables in the relaxed problem have been assigned the solution of the relaxation is also a feasible solution for the MILP problem. More often, however, some (0-1) variables are not assigned and, in these cases, further "branching" and solution of further relaxations is necessary. To accelerate the search of feasible solutions, one may use the fixed (0-1) variables to "infer" new information on the other (0-1) variables by applying a constraint propagation phase on constraints (18d): When an integer solution of is found, a CLP then verifies whether this solution can be used to find an assignment of that satisfies (18d).
In this CLP-based algorithm, an additional CLP problem is solved to ensure that the integer solution obtained for the relaxed MILP problem is feasible for the constraints (18d) and to find an assignment for the other logic variables that appear in (18d). It is only in this case that the current best integer solution for the relaxed MILP problem is updated. If it cannot be extended, then the best current integer solution is not updated.
The B&B method requires the solution of a series of LP subproblems obtained by branching on integer variables. The noninteger variable to branch on is chosen by defining a choice point, after assigning integer values which are consistent with the current solution of the MILP. The difference in the various LP subproblems is only in the upper and lower bounds for all integer variables updated by the constraint propagation phase. The value of the objective function for any feasible solution of the problem is a UB of the objective function. After an integer feasible solution of the MILP relaxed problem is obtained, a feasibility problem is solved via CLP to complete the solution.
Let denote the set of LP subproblems to be solved. The logic-based B&B method can be summarized as follows.
1) Initialization.
and . The LP subproblem is generated by using (18a)-(18c) and possibly removing some of the (0-1) variables after a constraint propagation phase. 2) Select a node. Select and remove an LP problem from the set ; if , then go to 5). The criterion for selecting an LP is called node selection rule.
3) Linear reasoning. Solve the LP problem , and
• if the LP is infeasible or the optimal value of the objective function is greater than UB, then go to step 2); • if the solution is not integer feasible, then go to step 4); • if the solution has integral values for all the integer variables, then we solve the following CLP problem to extend this partial solution: Find . If the CLP problem is feasible, then update UB; otherwise, go to step 2). 4) Branch on a variable. Among all variables that have been assigned nonintegral values, select one according to some specified branching variable selection rule (e.g., the variable with the largest fractional part). Let be the selected noninteger variable, and by using choice points define the constraint . Generate two LP subproblems and , apply constraint propagation to attempt to fix the other (0-1) variables, and add and to set . Go to step 2). 5) Termination. If , then the problem is infeasible. Otherwise, the optimal solution corresponds to the current value UB.
Remark 8:
In the above algorithm, there is no cutting strategy since at each node of the search tree infeasible solutions are removed by the constraint propagation phase. Therefore, CLP helps to find infeasible paths in the search tree (paths with the terminal node infeasible) faster than a classical B&B procedure.
Remark 9: The role of constraint propagation is obviously to reduce as much as possible the domain sets of the variables that appear in the constraints managed by the CLP solver. In this way, the constraint propagation can reduce the search space removing some branches in the search tree that cannot have feasible solutions. The SAT solver behaves in a similar way to the CLP solver. SAT inference is a feasibility check. If a partial assignment of the variables is infeasible for the set of constraints (18d), SAT is able to find the infeasibility easier and more quickly than a CLP solver when dealing with purely Boolean constraints. SAT solvers are also more efficient for finding a feasible assignment for the variables with respect to CLP solvers. However, the efficiency of SAT solvers relies upon the representation of the logic part of the problem: While CLP can be used both with logic formulas and linear constraints, as well as global constraints, SAT turns out to be useful only with Boolean constraints.
Remark 10: The same considerations of Remark 7 can be repeated here for showing the termination of the CLP-based algorithm.
VI. OPTIMAL CONTROL UNDER REFERENCE UNCERTAINTY
In this section, we extend the optimal control approach developed in the previous sections to handle the case of uncertain references. We restrict the analysis to the case of optimal control problems that lead to linear cost functions. To this end, assume the cost function (5a) is expressed as in (6) as a weighted sum of the infinity norms of the state and input tracking errors. Then, as shown in [9] and [11] , the optimal control problem can be transformed into an optimization problem with the linear cost function (23a) under the additional constraints
, where is a column vector of one of length , and (23b) must be considered in a component-wise sense.
It is a quite typical situation that the references and in (5a) are not known exactly, as they may derive from forecasts or extrapolations of past references. We assume here that, while the hybrid dynamics and design/ancillary constraints have no uncertainty, we only know that the references , for , and , for , and for all . The objective is to minimize the cost function (24) with the idea in mind of maintaining the tracking error as small as possible whatever the reference is within the given range.
A. Bertsimas-Sym's Approach to Robust Linear Programming
Consider the following mixed-integer linear optimization problem: (25) where , , , , and
. Without loss of generality we assume that data uncertainty only affects the elements of and but not of . 2 Assume we have reasonable estimates for the mean value of the coefficients and their range , without a statistical information about the distribution of these coefficients. Similarly, assume we have estimates for the cost coefficients and an estimate of their range . Specifically, the model of data uncertainty we consider is as follows.
Uncertainty for matrix A. 2 In fact, in case b it is uncertain [as it would be in linear constraints generated . is assumed to be integer, while , is not necessarily an integer. The role of parameter in the constraints is to adjust the robustness of the solution against its level of conservatism.
is called the protection level of the constraint . The parameter controls the level of robustness in the objective.
Problem (25) can be reformulated as follows [44] : (26) for which the following theorem holds. Theorem 1 ([44] ): Problem (26) has the equivalent MILP formulation (27) While the original problem (25) involves variables and constraints, its robust counterpart (26) has variables, where is the number of uncertain coefficients, and constraints. All the new variables introduced in (27) are continuous variables.
Theorem 2 ([45]):
Let be an optimal solution of Problem (27) . Suppose that the data in matrix are subject to the model of uncertainty , the probability that the th constraint is violated satisfies: (28) where , , and . Moreover, the bound is tight.
Remark 11: The bound in (28) is independent of . Coming back to the hybrid optimal control problem under uncertain references, it is apparent that the formulation in (27) is easily embedded in the logic-based problem (18) . The role of the parameters is to adjust the level of conservatism of the optimal solution, as something that has a probability to be the worst case is minimized, rather than the worst-case itself.
The setup of this section can be easily extended to the case of uncertainty in the design constraints imposed on the model.
VII. APPLICATION EXAMPLE
In this section, we test the ideas developed in the previous sections on a finite-horizon optimal management of a supply chain. Supply chain management (SCM) is the planning and execution of supply chain activities, ensuring a coordinated flow within the enterprise and among integrated companies [46] , [47] . These activities include the sourcing of raw materials and parts, manufacturing and assembly, warehousing and inventory tracking, order entry and order management, distribution across all channels, and, ultimately, delivery to the customer. The primary objectives of SCM are to reduce supply costs, improve product margins, increase manufacturing throughput, and improve return on investment [48] , [49] .
A. Problem Description
• There are factories; products can be produced in each factory; there are retailers in which products are sold (assumption:
).
• delay represents the delay time for delivering to retailer from factory . If no connection exists, then delay (in computations, is replaced by a finite big number). Since we are working in discrete time, we assume delay to be integer number.
• is the set of initial levels of product in the retailer .
• out is the quantity of product the factory is able to produce at each instant time (we assume it is not a time varying quantity).
• sell is the sell forecast of product at time .
• is the deviation from the nominal coefficient sell ; if there is no deviation. The following quantities represent the variables of the problem:
• : A retailer sells a product at time iff (0, otherwise).
• : A product is produced in the factory at time iff (0, otherwise). • : A retailer is connected to the factory at time iff (0, otherwise).
• : The quantity of product stored in retailer at time .
• : The quantity of product that must be sold from retailer at time . The following constraints are included in the supply chain problem.
1) Mixed Integer Constraints:
• Discrete-time continuous dynamics of the retailers sell
, , and , where delay out (30) represents the amount of product produced at time by all the factories committed to the production of and delivered to retailer . Obviously, depends on the delays of the delivers. Equation (30) , and .
• Every factory can produce at most one product at time (33) and . . A retailer is in a black list of a factory if the retailer is not able to sell the products produced in two instant times. In this case the factory stops the connection with the retailer for two instant times: (38) More appreciated products on the market. is an appreciated product from the market if (0, otherwise). If product is an appreciated product by the market, it has to be produced by at least a factory (39)
B. Cost Function
We want to track as much as possible the demand forecast on a -step horizon:
We assume uncertainty on the sell forecasts; namely sell takes value in sell sell , where represents the deviation from the nominal coefficient sell .
C. Numerical Results
We consider an instance of the problem with two factories, three products, and four retailers and a variable planning horizon . Problem data are reported in Table II , where time invariant sells are considered (sell sell , ). Each retailer cannot store more than unit of products; at most products can be sold by a retailer; a factory can serve at most retailers; and a retailer has to be served by at least factories. The supply chain problem can be viewed as a hybrid system in DHA form: (29) , (31b) represent the (discrete-time) continuous dynamics of the retailers which are selected at each instant time by (31a) (the MS); the automaton part is described by the logic constraints (37), (38) , and (39) . All the previous constraints represent the dynamical constraints (5b) in the finite-time optimal control problem (5), whereas constraints (32), (33) , (34) , (35) , and (36) represent the design constraints (5c), and (40) is the cost function (5a).
The SCM problem at hand can be solved by using the logic-based approaches described in Section V. Each part of the supply chain problem is managed by either the SAT/CLP solver or the LP solver: The cost function (40) , the constraints (29), (31b), (32) , (33) , (34) , (35) , and (36), the additional constraints coming form the robust reformulation are managed by the LP solver, and the logic part (31a), (37) , (38) , and (39) is managed by the SAT/CLP solver. 3 In all our simulations we adopted depth-first search as the node selection rule, to reduce the amount of memory used during the search.
For the initial condition reported in Table II and for different optimization horizons, we solved the optimal control problem stated above. The results are summarized in Table III (the optimal solution is clearly the same both using SAT-based B&B, CLP-based B&B, and MILP).
The performances of SAT-based B&B and CLP-based B&B are always better than the one of the commercial MILP solver of CPLEX. As the logic-based B&B strategy is implemented in Matlab interpreted code, in Table III , we also compare the performance of a "naive MILP" solver implemented in Matlab, that is obtained from the SAT-based B&B code by simply disabling SAT inference. The increase of performance introduced by SAT inference is evident. The main reason is that the SAT/CLP B&B algorithms solve a much smaller number of LPs than the MILP solver. In the SAT-based solver the "cuts" performed, i.e., the infeasible SAT problems, obtained at step 3) of the algorithm are very useful to exclude subtrees containing no integer feasible solution, see Fig. 2 . Moreover, the time spent for solving the integer feasibility problem at the root node of the search tree described as SAT problem is much smaller than solving a pure integer feasibility problem (see Table I ). In the CLP-based solver the efficiency is obtained through the constraint propagation phase which is applied at each node of the search tree [step 4) of the CLP algorithm]. Constraint propagation removes at each node infeasible values (that is, values which violate some constraints in the CLP problem) and this is equivalent to introduce cuts. Constraint propagation can be considered as a cutting generation procedure and this explains the reduced number of LPs solved by the algorithm. A very interesting comparison is between the SAT-based and CLP-based algorithms. For short horizons, the CLP algorithm results faster than the SAT-based as constraint propagation is more effective on a small number of constraints (as explained by the smaller number of LPs solved with respect to the SAT-based). However, for larger horizons, the SAT algorithm results more effective to remove infeasible solutions. This does not mean that the CLP approach is worst for longer horizons. The main reason is that constraint propagation is more effective on set of linear integer inequalities than of pure logic constraints. In the problem at hand, we do not exploit the information coming from constraints (33)- (36) in the CLP part. This should improve the performance of the CLP-based algorithm but it would require also a specific tuning for the problem in order to understand which constraints make the constraint propagation phase effective.
VIII. CONCLUSION
In this paper, we have provided a new framework for formulating and solving problems of optimal control of hybrid dynamical systems that takes advantage of the combined use of numerical and symbolic solution techniques. Through computational experiments on a nontrivial optimal supply chain management problem, we have shown the superiority of the approach in terms of computational performance with respect to previous techniques based on mixed-integer optimization. We believe that the proposed approach opens up the use of hybrid system modeling and control methodologies to a large variety of complex application problems where both dynamical/continuous and purely discrete building blocks need to be taken into account in automatic decision making.
