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0. INTRODUCTION 
In this paper, we prove 11 identities from Ramanujan’s lost notebook 
[R2]. These concern seven functions, defined by q-series, which we call 
sixth order mock theta functions. To state these identities, we need some 
notation: Suppose q and x are complex numbers and n is an integer. If 
n > 0 we define 
n-l 
(xl, = k 4L = n (I- qix); 
i=O 
(O-0) 
if n < 0 and x does not equal q, q*, . . . . or q-“, then 
(x),=(x;q),= fi (l-q-ix)-‘. 
i=l 
If 141 < 1, we let 
(0.1) 
(xl, = lx; 4L = jimm (xl, = fl (1 - dx) 
i>O 
and, more generally, 
(x I, . . . . xr; 4L = (XI L . . . (xr)cc 
= iyo (1 - qix,) . . . (1 - qixr). 
(0.2) 
(0.3) 
For x#O and 14) < 1, 
Ax, 4) = (4 q/x, 4; 4L = 1 ( - 1)” q(% 
n 
(0.4) 
the final equation follows from Jacobi’s triple product identity [H-W, 
p. 2821. (Here, and in most sums in this paper, summation indices run 
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through all integers, or through all integers satisfying the conditions listed 
under the summation sign. We will also use the notation Cf: = u c,, defined 
for a>b to be --C”,:L+, c,.) 
Ramanujan defines [R2, p. 131 
#(q)= c ( - 1 Y 4%7; q2L 
II20 (-4)2n 
and 
4+(q)= c (- 1)” qCn+lj2(q; qyn 
I, 2 0 (-4L+1 . 
(0.5), 
(0.61, 
(We use a subscript R to indicate an equation from the lost notebook.) He 
then states two identities which express combinations of 4 and $ as 
O-functions : 
(O-7), &?) - e(q) - q-34w) = “f-yg;;“;;;;) 2 9 
rcl(wq) - rc/(w2q) = A - 47 q4) A -d q3%q3; @x. 
(w-w2hl A - q3, 4’2) 
(o *) . R 
(We have replaced q by q3 in Ramanujan’s identities to avoid fractional 
exponents.) Here, and throughout this paper, w  denotes a primitive cube 
root of 1. Ramanujan also gives four identities expressing multiples of 4 
and $ as generalized Lambert series: 
(q)m $5(q) = 1 - 2 c “:‘;‘;;:::” 
n 
+2x q 
n(6n + I ) 
n>l 1 - q” + q2” (0.9), 
A-4, q3) 4(q) = 2 c q;‘l;;:ll 
n (O.lO), 
3n(n + 1)/2 
A-q3dB(d=~ ;+q3n+’ 
(n+1)(3n+2)/2 
A-q, q3hw=c 
n 
q 1 +q3n+l . 
(O.ll), 
(0.12), 
(These are the second equation on page 2 and the fifth-seventh on page 4 
of [R2].) Finally, he states five identities relating d and + to other q-series. 
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These series are 
P(4)= c qr: l)( -4) n>O (4; q2)n+1  (0.13) 
(0.14) 
A(q)= 1 ( - 1)” 4”(4; q2), 
?I,0 (-4)n 
P(q)= c 
( - 1)” (4; q2L 
n>O (--4)n 
(0.15) 
(0.16) 
(0.17) 
(It should be noted that the series in (0.16) does not converge. However, 
the sequence of even partial sums converges, as does the sequence of odd 
partial sums; we define p(q) as the average of these two values.) With slight 
rearrangements of terms, the last four identities on page 13 of [R2] and the 
first one on page 17 state 
4-‘vw12)+P(d= C-4; q2E A-q, 47 (0.18)~ 
d(q2) + 20(q) = C-4; q2)2m A -cl39 47 (0.19), 
W(q2) - a4 -4) = c-q; q2E A -q3, 47 (0*20), 
2q-‘~(q2)+~(-q)=(-q;q2)z,j(-q,q6) (0.21 JR 
&J(q) = 34(q) - ,:(yfJ). 9 @.22), 
Except for y, the functions occur in pairs; the members of each pair have 
similar definitions and satisfy similar identities. We have been unable to 
find a function which corresponds to y in this way. 
To prove these results, we combine two techniques, the Bailey pair 
method developed in [A3, A5, A6], and the constant term method 
developed in [A2, A7, Hl, H2]. This combination of techniques is proving 
to be quite useful for establishing many of Ramanujan’s identities. 
In Section 1 we present some notation and results concerning 
&functions, and prove some specific e-identities which will be needed later. 
In Section 2 we describe the Bailey pair method, prove a particular Bailey 
pair, and then use special cases of it to derive Hecke type identities for the 
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sixth order functions. We then apply the constant term method to these 
identities in Sections 3 and 4, thereby deriving a number of identities, 
including those given by Ramanujan. In Section 5 we discuss the 
asymptotics of the functions for q near a root of unity. Finally, in Section 6 
we give an alternate proof of (0.9),-(0.1 l)R. 
We must comment on our use of the label “sixth order mock 
e-functions.” In his last letter to Hardy [Rl, pp. 354-355; R2, 
pp. 127-1311, Ramanujan explained what he meant by a mock &function. 
It is a function f(q) defined by a q-series which converges for (q) < 1 and 
which satislies the following two conditions: 
(0) For every root of unity [, there is a o-function d,(q) such that the 
difference f(q) - B,(q) is bounded as q + i radially. 
(1) There is no single e-function which works for all 5; i.e., for every 
B-function 8(q) there is some root of unity c for which f(q)-f?(q) is 
unbounded as q + 5 radially. 
Unfortunately, no one has ever proved that mock #-functions exist. 
Ramanujan gave a list of 17 functions which he claimed satisfied condition 
(0), and this claim was proved by Watson [Wl, W23 and Selberg [S]. 
However, Ramanujan was unable to prove (1 ), and no proof has ever been 
given. Watson [Wl ] proved a weak form of (1) for the “third order” 
functions, namely that they are not equal to &functions. 
The situation for the sixth order functions is similar. We prove in 
Section 5 that they satisfy (0), and it can probably be proved that they are 
not &functions in the same way that Watson proved this for the third 
order functions. But we have no proof of (1). 
Our use of the term “sixth order” is based on combinatorial interpreta- 
tions of the coefficients of 4(q) and $(q) proved in [A4, Sect. 63, to which 
the reader is referred for details. (Note that 4(q) and t/(q) are called 46(q) 
and qt+b6(q) there.) Ramanujan divided his list of functions into “third 
order, ” “fifth order,” and “seventh order” functions, but did not say what 
he meant. Known identities for them make it clear that they are related to 
the numbers 3, 5, and 7, but we still have no formal definition of “order.” 
So for now we must regard the orders of mock &functions merely as 
convenient labels, which may or may not have a deeper significance. 
1. THETA FUNCTIONS 
Our applictions of the constant term method rely on several properties 
of &functions. For most of these we refer to Section 1 of [HI], but we will 
also need some identities not proved there. 
607/89/l-5 
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DEFINITION 1.0. If a and m are integers with m 2 1, then 
J a, * = A@, q”), (1.0) 
L. M = j( -q”, q”), (1.1) 
and 
Jm = Jm 3m = (q’? cf’?m~ (1.2) 
DEFINITION 1.1. For r 2 0, a &product of the variables q, xl, . . . . x, is an 
expression of the form 
cqexf r . . . xfrLf’ . . . L f”, (1.3) 
where C is a complex number, s > 0, e, fi, and gi are integers, and each L, 
has the form 
j(Dqhxf’ . . . x2, iq”) (1.4) 
for some complex number D, integers h, ki, . . . . k,, and m > 1, and a root 
of unity c. A &function is a sum of finitely many &products. 
This definition appears more general than that given in [Hl, Defini- 
tion 1.11, where [ was required to be f 1. But in fact the two definitions 
are equivalent: It can be shown that if c is a primitive nth root of unity 
then 
I-K:; j(Wx, 4”) my2 AW, 47 
J3’“- 1)/z 
if n is odd 
, 
Ax, 14) = 
n 
l-J;/=‘1 ’ j([iq’, q”) n;:; j(iiqix, q”) 
(1.5) 
Jn/2J2nJ:‘2-4 
if n is even, 
so a factor of the form (1.4) can be expressed in terms of such factors with 
c= 1. 
As exemplified by (1.5), the representation of a &product in the form 
(1.3) is not unique. Many rearrangements of e-products can be verified by 
the method described in [Hl 1; we will use such rearrangements without 
proof. However, we will also need some less trivial identities of this type: 
THEOREM 1.0. Zf 141 < 1 and w  is a primitive cube root of unity, then 
Ao,q)=(l-o)J,, (1.6) 
J, 2Js j(-w,q)=(l+o)A 
J, ’ (1.7) 
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and 
J:J, 6 Aq, wq2) .A43 02q2) = JJ. 
2 3.18 
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(1.8) 
Proof. We have 
= (l-o) n (1 -oq’)(l -dq’)(l-qi) 
i> I 
=(1-w) n (1-q3i)=(1-w)J3, 
i,l 
proving (1.6). Similarly, 
j(-w,q)=(l+o) ,II, (1+wq’)(l+w2q’)(l-qi) 
./ 
(1-q’y(1-q6’) 
=(l +O) ipl (1 -q2i)(l -q3i) 
=(1+(j)) gL 
2 3 
(1 +o) y, 
3 
proving (1.7). Next, note that 
(ox, fi12x, oq6x- l, dq6x-$ q6)m 
=iFo (1 -wq6ix)(l -dq6’x)(l -coq6’f6x-~)(l -&q6’++1) 
= ig ‘l(;;;;-;;; 1 $y6yfl)i) = y$;6y. 
Hence 
A43 oq2) A43 w2q2) 
= (93 %I, oq2; wq2), (4, 02q, 02q2; 02q2), 
= (4, mq3, 02q5, wq, 02q3, q5, wq2, w2q4, q6, 
Q, 02q3, ml59 w2q, wq3, q5, w2q2, wq4, q6; q6), 
= J:, 6tw% W2% W5, w2q5; &cc (oq2, 02q2, oq4, w2q4; q6), 
’ t0q33 w2q3, %j3, 02q3; q& 
=J:,6) J,J3 18 J6J6 18 5659 18 J:J, 6 Ld=L 
JIM JL 6 JmJ,, 6 J,,J,, 6 Jz J,, 18’ 
which is (1.8). 1 
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In most of our work with &functions, we will treat q and all but one of 
the xis as fixed, and will think of a &function as a function of one variable, 
say F(z). Such a function is meromorphic for z # 0, so it is given by a 
Laurent series in any annulus which avoids the poles. The &functions we 
will work with satisfy functional equations of the form 
F(q”z) = Cz-V(z) (1.9) 
for some integers m > 1 and k and some complex number C; such equa- 
tions are derived by applying the identity 
j(q”z,q)=(-l)“q-(;)z-“j(z,q) (1.10) 
to the factors of the form (1.4). (Of course, by adding &products which 
satisfy incompatible functional equations we can construct f&functions 
which satisfy no such equation; however, such functions rarely arise in 
practice.) If F(z) has no poles, we can substitute its Laurent series into 
(1.9) to obtain a great deal of information about F(z). The proof of the 
next theorem illustrates this technique. 
THEOREM 1.1. Ifn is a positive integer, 0-c 141 < 1, and neither x nor z 
is 0 or an integral power of q, then 
J: j(xz, q) j(Y, q”) np ’ xk j(qkxnz, q”) 
Ji Ax9 4) AZ, 4) =k?, i(qk4 4”) ’ 
(1.11) 
Proof: Let n, q, and x be fixed. Denote the left side of (1.11) by L(z) 
and the kth term on the right by Rk(z), and let 
n-1 
v(z)=-@)- 1 Rk(Z); 
k=O 
(1.12) 
we wish to show that V(z) = 0. Obviously &(qz) =xPIRk+ 1(z) for 
0 < k < n - 2, while 
R- l(qz) = x 
“--l j(qnxnz, q”) 
j(qnz qn) = x-‘R,(z). 
3 
Also, L(qz) = x-‘L(z), so 
V(qz)=x-‘V(z). (1.13) 
Clearly V(z) is meromorphic for z # 0 with, at most, simple poles at z = qk 
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for integers k. At z= 1 we find, by Theorem 1.3 of [Hl], that L(z) and 
R,(z) have residue 
Ax”, 4”) - 
J: ’ 
while &(z) is analytic for 1 <k d n - 1. Hence V(z) has residue 0 at z = 1; 
i.e., it is analytic there. By (1.13), V(z) is analytic at all powers of q and so 
for all z # 0. Let the Laurent expansion of V(z) for z # 0 be 
V(z) = c Vnz”. (1.14) 
n 
Substituting this in (1.13) gives V,q” = x-r V, for all n. Since x is not a 
power of q, this implies that V, =0 for all n. Hence Y(z) = 0, as 
required. 1 
The next two results also express &products as sums of B-products. Their 
proofs are more direct, using rearrangements of sums given by the triple 
product identity. 
THEOREM 1.2. Zf n is u positive integer, 0 < 1 q1 < 1, and x # 0, then 
n-1 
j(x,q)= C (-l)"g(l;)~~j((-l)~+'q(l)+~~~~,q~'). (1.15) 
k=O 
Proof By the triple product identity, 
j(x, q) = C ( - 1)’ ,(;)xr. 
Letting r = k + ns with 0 < k < n, this becomes 
n-1 
kFo T  (-f)k+nsq(k:“s)Xk+ns 
= $1 (-l)kq(:)Xk C (-~)~~~‘*(~)+[(~)+~~l’~~~ 
s 
n-1 
= kFo (-l)kq(:)xkj((-l~+1q(z)+kflxn,qn2). 1 
THEOREM 1.3. Zfn is a positive integer, 0 < 141 < 1, x # 0, and y #O, then 
j(x,q) j(y,q”)= i (-l)kq(~)xkj((-l)“q(~)+k”xn,y,qn(n+l)) 
k=O 
XA-4 
I-kx-ly, q+l). (1.16) 
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Proof The left-hand side equals 
1 (-~)‘qG~x’~ (-lyq”qq (_l)~+~q(;)+~(s)x~ys. (1.17) 
r=O s r, s 
We break the double sum into n + 1 parts, depending on the value of r + s 
modn+l. In the r+s=k (modn+l) part, we write r=nu-u+k and 
s=u+u; (1.17) becomes 
k$o ; (-l) 
(nu-v+k)+(u+u) q(“ -~+k)+,(u:“)X.u-U+kyUCU 
x9 
(“+U(;)+(l-ki~~),~ > 
which equals the right-hand side of (1.16). 1 
We next prove some more specific identities of this type. 
THEOREM 1.4. 
J - 9, 18 QJ,, 18 = J~,z (1.18) 
233,9 + do, 9 = Jo, 1 (1.19) 
JzJ, 
59, 18 + ~J~,ILI = - 
J 1. 6 
(1.20) 
4JiJ, 6 
J:, z + 3J;, 18 = JJ. (1.21) 
2 3,18 
Proof: Equations (1.18) and (1.19) follow from Theorem 1.2 with n = 3: 
For (1.18) replace x and q by q and q2; for (1.19) let x= -1. Equa- 
tion (1.20) follows from the quintuple product identity; in Theorem 1.0 of 
[Hl], replace x and q by q and q6. 
To prove (1.21), we apply Theorem 1.2 with n = 3 and x and q replaced 
by q and cog2 and then use (1.18): 
As mq2) = J9,18 -(l+o)qJ,,,,=t(-o’J,,z+(l-o)J9.18). 
Replacing w  by w2 and multiplying, we obtain 
Aq, mq2) Aq> &?2) = t(J:, 2 + 3J;, d 
Equation (1.21) now follows from (1.8). 1 
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We close this section by defining two functions which will simplify some 
of our equations. 
DEFINITION 1.2. If n is an integer then 
i 
1 
%@I= -1 
if n 20, 
if n < 0. 
DEFINITION 1.3. If z is a complex number with 1zI # 1 then 
i 
1 
4z)= -1 
if lzl < 1, 
if IzI > 1. 
(1.22) 
(1.23) 
The function sg(n) arises in two ways in our work. First, it allows us to 
convert between the two types of summation notation which we use: 
sg(n - a) c,. (1.24) 
“=a n 
sg(b-n)=sg(n-an) 
Second, the function l/( 1 -z) has different Laurent expansions in the 
regions lzl < 1 and IzJ > 1; using sg(n) and E(Z) we can 
equation which includes both [Hl, Eq. (1.28)]: 
1 
-= 1 sg(n)z” 
1-z n 
sg(n)=c(z) 
provided that lzl # 1. 
By combining (1.25) with Ramanujan’s ,+,-summation, we can derive 
the following important o-function expansion [HI, Theorem 1.51: For 
14 < I-4 < 1 and 14 < IYI < 1, 
write a single 
(1.25) 
c ibw 4) 
AX? 4) Ax 9) 
= c sg( r) qrsxrys. 
sg(r) = sp(s) 
(1.26) 
This equation is the foundation of the constant term method; by multiply- 
ing instances of it (and its consequences, Eqs. (1.30) and (1.32) of [Hl ] ) 
by instances of the triple product identity, we obtain certain Hecke type 
double sums as Laurent coefficients of f+functions. See Theorem 3.0 and 
Eqs. (4.4) and (4.16) below for examples. 
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2. BAILEY PAIRS 
In this section we derive Hecke type identities for the sixth order mock 
theta functions. These will be obtained by the method of Bailey pairs. We 
begin by reviewing this method, developed in [A3, A5, A6]. 
DEFINITION 2.0. Two sequences {cl,,} and {B,}, n 2 0, form a Bailey 
pair relative to a number a if 
(2.0) 
for all n 2 0. 
Clearly the M’S are uniquely determined by the /?‘s. In fact, by [A6, 
Eq. (2.7)], {cln> and {/3,,} form a Bailey pair if and only if 
c&=(1-aq2”) c 
n (aq)n+j-I (-l)n-iq(“;‘) B, 
(4)n- j 
.I 
j=O 
(2.1) 
for all n Z 0. 
THEOREM 2.0 (Bailey’s Lemma). Suppose (a,} and {pn} form a BaiZey 
pair relative to a. Let p1 and p2 be nonzero complex numbers. Then {a:} and 
{j?:} form a Bailey pair relative to a, where 
and 
a, = (Pl), (P2L (4PlP2)” a” 
n 
(aqlp I 1, (aqlp2L 
(2.2) 
p;= l 
(aq/Pl)n ('q/P*)n 
i fPl)j(P2)j(aq/P~P2)~-,faq/P~P2)-'~j 
j=O (4)n-j 
(2.3) 
for n > 0. 
COROLLARY 2.1. If {a,,} and {Pn}f orm a Bailey pair relative to a, then 
c (PI), (Pz), (4P,P*Y %I 
FIT0 (adpI), fw/p2)n 
(@7), (cdP,P*)m 
= (@l/PI), (W/P*), n20 C h), (P*)” (adp,p,)~ 8,, (2.4) 
provided that both sums converge absolutely. 
A proof of Bailey’s Lemma may be found in [A5, Theorem 3.31; the 
corollary follows by letting n -+ 00. 
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It is often necessary to apply Bailey’s Lemma with one or both of pi and 
pz replaced by 0 or co or the corollary with one or both replaced by co. 
To derive these limiting cases, we need only note that 
lim O,=(-l)nq(‘;) 
*-cc xn 
and 
lim (x), = 1; 
X-+0 (2.6) 
both of these follow easily from the definition of (x),. 
Proofs of identities using the Bailey pair method proceed as follows: We 
begin with some Bailey pair which is relatively easy to prove. We then 
apply Bailey’s Lemma zero or more times, thus obtaining a “Bailey chain,” 
a sequence of Bailey pairs in which each is related to the next by Bailey’s 
Lemma. (It is not necessary to use the same p1 and p2 at each step. Also, 
some work may be required to obtain /?i in a convenient form.) Finally, we 
apply Corollary 2.1 to obtain the desired identity. 
To find such a proof, we work backwards. We begin with either an iden- 
tity which we wish to prove, or with a function delined by an infinite series 
for which we wish to find and prove some identity. In the first case, we try 
to choose a, pl, pz, and a Bailey pair {LX,} and {a,} so that the identity 
has the form (2.4). In the second case, we choose a, pi, p2, and (j?,,> (or 
a, pl, pz, and (Us}) so that the function equals the right-hand side (resp. 
left-hand side) of (2.4). We then compute the first few CL,% (resp. fl,,‘s), in 
the hope that they will have some simple form. If not, then we try a 
different choice. 
Once we have found a Bailey pair which implies our identity, we must 
prove that it really is a Bailey pair. If we can’t do so directly, then we try 
to find another Bailey pair which implies the one we want via Bailey’s 
Lemma. We repeat this process until we find a Bailey pair which we can 
prove. 
For this to work, we need a way to “back up” in Bailey’s Lemma, i.e., 
to compute a, and j?, from X: and PA. Fortunately, this is easy to do. If we 
apply Bailey’s Lemma to aA and j?k with p1 and pz replaced by aq/p, and 
aq/p,, then it is clear from (2.2) that we get back a, and fi,. Thus 
a = (wlplL (aq/p2), (plp21aq)” 4 
n 
(PI), (PA 
and 
(2.7) 
A= l 
(PI), (PIIn 
i (aq/pl)j (aqlpd, (PI P*/aq)+j (PlP2/aqYpJA l2 8J 
j=O (q)n-.j 
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We now turn to the specific Bailey pairs which are needed for the 6th 
order mock theta functions. All of these will be derived as special cases of 
Theorem 2.3 below. We begin with a simpler Bailey pair, to which Bailey’s 
Lemma will be applied once. 
THEOREM 2.2. Let a, b, c, and q be complex numbers with a # 1, b # 0, 
c # 0, q # 0, and neither a/b nor a/c of the form qdk with k > 0. For n > 0, 
define 
4 = A,&, b, c, q) 
4 n2-nan( 1 - aq*“) n = 
l-a 
c (-I)‘(1 -aq*‘-‘)(a)j-1 (b)j(c)j 
q(‘)(bc)’ (q)j (a/b)j (alclj 
(2.9) 
j=O 
and 
4, = &(a, h c, 9) = (albc), 
(qh (a/b), (a/CL 
(2.10) 
Then the sequences {A,) and {B,} form a Bailey pair relative to a. 
ProoJ We substitute Bj for pi in (2.1): 
n (aq),+j-l (-l)‘-jq(“;‘) B, 
(l-a9*") 1 
(4)n- j  
J 
j=O 
=(-l)“9(~)(l-a92”)09),-l (q-“)j (aq”)j (a/bc)j 9’ 
(4)n 
f: 
(q)j (afblj (a/c)j ’ j=O 
(2.11) 
To show that this equals A,, we apply the q-analog of Whippie’s formula 
[Bl, p. 69, Eq. (2)] with a, c, d, e, and f replaced by a/q, b, c, q-“, and 
Aq”, respectively, and then let A + a and g + 0; we obtain 
i (- 1)’ (1 - aq2j-1)(a)j- 1 (b)j (c)~ 
j=O q({)(bc)j (q)j (a/b)j (a/c). J 
(q-“)j (aq”)j (albc)j 4’ 
(q)j (a/b)j (a/c)j ’ 
(2.12) 
Hence (2.11) equals A,,, as required. 1 
THEOREM 2.3. Let a, b, c, and q be complex numbers with a # 1, b # 0, 
c # 0, q # 0, and none of aJb, a/c, qb, and qc of the form qFk with k 2 0. For 
n > 0, define 
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A:, = AXa, b, c, q) 
= qn2(Wn (1 - ~q’“Wb)n (a/c), 
Cl- a)(qbL (qc)n 
n (-l)‘(l -aq2’-‘)(a)j_, (b)j(c)j 
XC 
j=O q(:‘)(bc)’ (q), (Ulb)j (dc)j 
1 
BI, = %(a, h C, 4) = (qb), (qc),. 
(2.13) 
Then the sequence {A;} and { Bk} form a Bailey pair relative to a. 
Proof: We apply Bailey’s Lemma with p1 = a/b and p2 = a/c to the 
Bailey pair in Theorem 2.2. Let (Ah} and (Bk} be the resulting pair. 
Clearly AA is given by (2.13). Also, substituting (2.10) into (2.3) gives 
1 n (u/bc)j (qbc/a)j (qbcla)n-j 
B’ = (+I,, (qc), i=o 
c 
(4)j (4)n- j ’ 
For Jz( < 1 and /qbcz/u) < 1, the sum here equals the coefficient of zn in 
c (a/bc)j (ddu)’ c (Wah zk 
j>O (4)j k>O (S)k 
(SZL (qbczb), 1 
= (qbcz/u), (z), =- 1 -z’ 
by two applications of the q-binomial theorem [Al, Theorem 2.11. Since 
this coefficient is 1, we obtain (2.14). 1 
We will also need the limiting cases of Theorem 2.3 when c = 0 or a = 1. 
The first is easily derived using (2.5) and (2.6) and yields a simplified ver- 
sion of Theorem 4 of [A6]. The case a = 1 is somewhat messier. Equa- 
tion (2.13) fails in this case because of the factor 1 -a in the denominator. 
However, the jth term of the sum has the factor (a)j-, , which is divisible 
1 - a for j > 2. The sum of the j = 0 and j = 1 terms is also divisible by 
1 -a. Dividing through by 1 -a and taking the limit as a --f 1 leads to 
A, (1 b c q)= qn2(W” Cl- q*“N/bL (l/c), 
n 9 > 7 
(qb), (qc), 
rb+c+u 
I 
-2-qbc 
(1 -q(l--b)(l -c) 
n 
+ 1 (j) 
(-l)‘(l -q2j-‘)(b)j(c)j 1 (2.15) j=2 q * (bc)j(l -qj-I)(1 -qj)(l/b),i(l/c)j 
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for n 2 1, while Ab(l, b, c, q) = 1. This formula can be rewritten in a more 
convenient form: We split the sum into two parts, using 
1 -q2j-k 1 j-l 
(l-qj-l)(l-qj)=l-q’+14qj-l, 
and replace j by j+ 1 in the latter part. The sum in (2.15) becomes 
n 
c (9 
( - 1)’ (b)j (c)j 
j=2 q 2 (bc)’ (1 - qj)( l/b)j (l/~)~) 
n-1 
+c 
(-1)“’ lb),+1 (c)j+1 4’ 
j=1 ,(‘Z’) 
(bcf’+ ’ (1 -q’)(llb)j+ 1 (l/c)j+ 1 
(bh (c)I 
= Ml -q)(W), (llch + 
(- 1)” (b), (c)n 
q(%W’ (1 -q”)(llb), (l/c), 
‘--l (-l)‘(b)j(c)j(l+q’)(bc-l) 
+C 
j=l q($)(bc)j+’ (l/b)j+l (l/c). . J+l 
Substituting this in (2.15) and simplifying gives 
+ q’%V (1 - q2”NW, (l/c), (bc - 1) 
(qb), W), 
n-1 
C-1)’ (b)j (c)j Cl+ 4’) 
+ C (j) 
(2.16) 
j= 1 q 2 (bc)‘+ ’ (l/b)j+ 1 1 (l/c)j+ 1 
for nal. 
Equations (2.13) and (2.16) express AA as a sum of n + 1 terms. Since 
substituting Bj for /Ii in (2.1) also gives Ah as such a sum, it might seem 
that we haven’t gained anything. However, for many particular values of a, 
b, and c, most of the factors in the jth term of (2.13) cancel; the resulting 
formulas for AL are much simpler than those given by (2.1). 
Table I lists the cases which we will need. In this table and the rest of the 
section, we let 
s,= f (-l)jq-jz (2.17) 
,= --n 
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a b C 4 fin A:, 
1 -1 -q-’ 
q2 -1 -q 
4 JY -& 
4=& -vG 
1 -1 0 
4 -1 0 
q2 -1 0 
1 0 CB* 
4= - 1 ( -qLn 4 2n~+tlS”-q2n~-n~n~, (n>l) 
q2 - 1 4 
( -q2hn 
2n?+y -q2”+L)s 
l-q ” 
1 
4- 
(4 3; 47” 
1 
4- 
(q3; q2)n 
(-l)“qn*+n(T,+T,-,) 
(-l)“q”2+“(l-q*“+2)T 
l-q2 n 
1 4 
4 - 
(3). 
13n2+n)/2(l-q2n+l)S 
l-q ” 
1 
4 - 
c-4)” 
-,l’,;;~;2, [q3~~~+~l/2~~+ql~+~~~~n+Z~/Z~~+,] 
(4). 
4- 
(q3; S3)” 
3(-l)“q(“%+q”) (n>l) 
1 +qn+q2” 
Note. In each of the three entries for which a = 1, the formula for AL is invalid for n = 0; 
we always have A(, = 1. 
and 
T,= i q-(‘:‘). (2.18) 
j=o 
Except for the first and seventh, each entry in Table I follows easily by 
substituting the given values of a, b, c, and q in either (2.13) or (2.16). For 
the first entry, direct substitution in (2.16) gives 
-al, -1, -4-1, q2) 
=2(-l)“q n2++-l(l +q) 
1 +q2”-l 
+4 
1-q n-1 *n2-,(l -q*y 1 +q 
[ 
-+2 c 
(-l)‘(l-q2) 
j=l q”-1’2(1+q”-‘)(l +q2j+l) 1 . 
The summation equals 
n-1 
I[ 
(-l)j+l q-jz+ (-l)’ 
(-l)j+l 
j=l 
q(~-lP(l +q*j-l)-qj2(1 +q*j+l) ’ 1 
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The last two terms yield a telescoping sum, and we obtain 
411-L --4-l, q2) 
=wwl n2++1(1 +q) 
1 +q2"-l 
[ 
n-1 
+4 2n2-n(lmq2n) -1-z 1 (-l)jq-j2- 
2(-l)” 
j=l 4 
(n-1)2(1+q2n-I) 1 
=2(-l)“q”2+“-q*“2--(l-q2n)Sn_1 
= 2n2+nS”-q2n2-“S,-I, 4 
as claimed. 
Similarly, (2.13) gives 
A;(q2, -LO, 4) = 29 
W+W(1 +q”+l)(l -q*n+2) 
(1 -q)(l -cl21 
n (-l)j(l -q*j+l) 
xj?o qj2+j(i +qj)(i +qj+l)’ 
The summation equals 
Again the last two terms telescope, and we obtain the formula given in the 
table. 
We can now apply Corollary 2.1 with various values of p, and p2 to the 
special cases listed in Table I, and others. In this way, we obtain a large 
number of identities relating q-series to Hecke sums and generalized Lam- 
bert series. These include the Hecke type identities proved in [A61 for the 
fifth order mock theta functions, Watson’s identities for the third order 
mock theta functions [Wl, pp. 64-661, and others. The ones related to the 
sixth order functions are listed in the following theorem. 
THEOREM 2.4. 
J,/&q)=C (-l)nqjn2+n f (-l)‘q-j2 
n j= --n 
.&&(q)= 1 (-l)nq3n2+3n+’ i (-l)‘q-j2 
PZPO j= -n 
(2.19) 
(2.20) 
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.I,, *p(q) = 1 (- 1)” q3n@+ l)‘* j$o cl-(‘:‘) (2.21) 
n 
J,,,~(~)=c (-l)nq(n+1)(3n+*)/* j$o q-(‘:‘) (2.22) 
” 
J,,4qq)= c (-l)nq3n(n+1)/* i (-l)jq-j2 
PI>0 j= -n 
2J,,,p(q)=C (-l)nqn(3n+l)l* i (-1)jq-j2 
n j= -” 
(2.23) 
(2.24) 
n n(3n + 1)/2 
Jdw=C 3yqa+q2n . 
n 
(2.25) 
Proof. In each case, we apply Corollary 2.1 with appropriate values of 
pi and p2 to one of the Bailey pairs in Table I. We prove (2.19) and (2.24) 
in detail and merely list the parameters for the other identities. 
Apply Corollary 2.1 with q replaced by q*, a = 1, pi = q, and p2 + co to 
,4;(1, -1, -q-l, q*) and B;(l, -1, -q-l, q*). This gives 
l+ 1 (-l)~q~2[q2nZ+“S,-q2n2--~“--ll= (q.q*) (!I*; q*LJ ($qq)* 
?I>1 ) cc 
Since 
s,-, = -s-,, (2.26) 
this implies 
1,,‘&(q)=l+ 1 (-1)“q3”*+Ysn- 1 (-1)“q3”‘-n(-S+J 
n,l II>1 
=,Fo (-l)“qj”*+n&+ 1 (-l)nq3n2+Ys11 
nC -1 
which implies (2.19). 
For (2.20), replace q by q*, let a = q*, b = -1, c = -4, p1 = q, and 
p2 + co, and multiply the resulting identity by q. 
For (2.21), let a = q, b = &, c = -&, pi = -4, and p2 + co, and use 
the fact that 
T,-, = -T-,-,. (2.27) 
78 ANDREWS AND HICKERSON 
For (2.22), let a = q2, b = &, c = -&, pr = -4, and p2 -+ co, multiply 
by q(l - q), and use (2.27) with n replaced by n + 1. 
For (2.23), let a=q, b= -1, c+O, pr =&, and pz= -&. 
Formally, we can obtain (2.24) by letting a = 1, b = -1, c -P 0, p, = &, 
and p2= -&, and using (2.26). However, the nonconvergence of the 
series defining p(q) makes this difficult to justify, so we give an alternate 
proof: Letting a = q’, b = - 1, c + 0, p1 = &, and p2 = -& and mufti- 
plying by q( 1-t q)( 1 - q2)/( 1 - q3) gives 
JL4 “& (-l) 
” 2n+ %I; q2L 
;lmq), 
=-- 
c 
(-1)“(1+q)(l-q2”+2) 
n,O (1 -qZn+l)(l -q2”+3) 
x c4 
(3n2+7n+2)/2~n+q(3n2+9n+4)/2~n+1] (2.28) 
To relate this to p(q), note that the sum of the kth and (k + 1)st partial 
sums of (0.16) is 
l+i [ 
(-1)“(4;42)n+(-1)“+,1 (4;q2)“+1 
n=O (-9)n (-4hl+1 1 
k (-1)“(q;q2),(qn+1+q2n+1) =l+ 1 
n=O (-q)“+l ’ 
which converges as k + a3. Hence 
2Aq)= l+ c (-1)“(q;q2),(qn+‘+q2”+‘) 
iI,0 (-4L+1 
=l+ 1 
n20 [ 
(-l)nq2n+l 
(4; c12)“- (- vi1 4”+%& q2Lz+1 
t-4)” (-sL+, 1 
=2+ 1 
(-1)“421+1(4;42)._~(q) 
t-4)” 
9 
II30 
(2.29) 
so the left-hand side of (2.28) is 
J,.4(&(q) + A(q) - 2). 
We split the right-hand side of (2.28) into two parts using 
(1 +q)(l -q2”+2) 1 
(1 -q2n+1)(1 -q2n+3)= 1 -q2n+l + 1 _,4n+3, 
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replace n by n - 1 in the second part, and recombine. We obtain 
J1,4Md + A(q) - 2) 
= c (-1)” 
n>O 1 -qZnfl 
x c4 (3n*+n)/2~,, _ 1 + q(3n2+ 3n)/2sn _ qC3n2+ 7n+2)/2~ _ n 4 (3nZ+9n+41/2s n+l , 
=,F; [(- 1)” (q(3n2+n)/2 + qt3nz+3W2 + q(3nZ+5n+2)/2) s, _ 2q(n2+M3 
= Jo ( - 1)” (q(Q+ n)P + q (3n2+5n+2)‘2)Sn+J1,4~(q)-2J1,4, 
by (2.23). Hence 
2J,,,p(q)= c (-1)nq(3~2+~)‘2Sn+ n;. (-I)“4 (3n2+5n+2)/2s n. 
n>O 
Replacing n by -n - 1 in the final sum gives (2.24). 
Finally, to obtain (2.25), let a= 1, b = o, c = CD’, p1 -+ co, and 
Pz-+W. I 
3. b(4) AND ‘b(q) 
We will now apply the constant term method to (2.19) and (2.20) to 
obtain identities for j(.z, q3) 4(q) and j(z, q3) $(q). Special cases of these 
identities will then be used to prove (0.7),(0.12),. 
We begin by rewriting (2.19) and (2.20). Applying (1.24) to the inner 
sum in (2.19) and letting r=n+j and s=n-j gives 
Jl,44(4) = 1 
n, i 
sg(n -j) = sg(n +j) 
= c sg(r)(-l)‘qf+( r+s+l 2 ). 
se(r) = sg(s) 
rzs(mod2) 
We can drop the condition r - s (mod 2) here, since for r f s (mod 2), the 
r, s term cancels the s, r term. Thus 
Jl,4&?) = c 
r+s+l 
sg(r)( - l)‘q*‘+( 2 ), 
%(r)=%(s) 
Now consider (2.20). By (2.26), if m = -1 - n then 
(3.0) 
t-l)"4 
3mZ+3m+l f (-1)jq-j2=(-l)nq3n2+3n+l i (-1)jq-j2. 
j= --m j= -n 
607/89/l-6 
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Consequently, replacing 
doubles the value, so 
the sum over n 20 in (2.20) by a sum over all n 
2J,,,+(q)=~ (-l)nq3n2+3n+l c (-l)‘q-j2. 
n j= -n 
Transforming this as we just did for d(q) gives 
2.&,‘&(q)= 1 sg(r)(-l)‘qrS+(r+;+2). 
so(r) = Sk?(S) 
(3.1) 
(3.2) 
We can now obtain 4 and II/ as coefficients of a &function. 
DEFINITION 3.0. For 141 < 1 and z neither 0 nor an integral power of q, 
let 
A(z)=A(z, q)= zJ:2A-z2Y 4) 
AZ9 4) . 
(3.3) 
THEOREM 3.0. In the annulus 141 c IzI < 1, the coefficient of z” in A(z) is 
2$(q) and the coefficient of z-’ is 4(q). 
Proof: By (1.26) with x= -z and y=z, we have, for 191 < /zI c 1, 
I,, J(Z) = z m-z2, 4) . 
j(-z,q)j(z,q)J(-z3q) 
=z 1 sg(r)( -l)‘qrszr+s 1 q(‘:l)z-I. (3.4) 
sg(r) = Q(J) f 
The coefficients of z” and z1 are obtained by setting t = r + s + 1 and 
t = r + S, respectively. By (3.2) and (3.0) these coefficients equal 21,, 4$(q) 
and f,, 4$(q). Dividing by I,, 4 gives the theorem. 1 
Using (1.10) and the identity 
jW1, 4) = -z-‘AZ, 41, (3.5) 
it is easy to verify that A(z) satisfies the functional equations 
A(qz) = -zF3A(z) (3.6) 
and 
A(z-1) = -z-3A(z). (3.7) 
If the Laurent expansion of A(z) were valid for all z # 0, then we could 
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substitute it in these equations and obtain a relation between the coef- 
ficients of z”, z”+~, and z3-“. Hence, Theorem 3.0 would tell us all the coef- 
ficients, and we would obtain an identity relating A(z), 4(q), and $(q). 
However, A(z) has a pole at z = qk for every integer k, so this doesn’t work. 
To deal with this problem, we introduce another function L(z) which has 
the same poles and residues as ,4(z) and which satisfies the same functional 
equations. The difference between A(z) and L(z) will then be analytic for 
all z # 0, so the process just described will work. 
Let 
L(z)=2 c C-1)’ ;ryr’3r+2 
r 
(3.8) 
and 
V(z) = A(z) -L(z). (3.9) 
It is easy to see that V(z) is meromorphic for z # 0 with, at most, simple 
poles at the points z = qk, and satisfies the functional equations (3.6) and 
(3.7). To show that V(z) is actually analytic for z #O, we compute its 
residue at z= 1. First, by Theorem 1.3 of [Hl], the residue of ,4(z) is 
l.G,*j(-12,q) -$ = -2. 
( > 1 
The residue of L(z) is given by the r = 0 term in (3.9): As z + 1, 
L(z) = ~+W)=~+o(l), 
so the residue is -2. Hence the residue of V(z) is ( - 2) - ( - 2) = 0; that is, 
V is analytic at z = 1. The functional equation (3.6) then shows that V is 
analytic at z = qk for all integers k and hence for all z # 0. 
Let the Laurent series expansion of V(z) for z # 0 be 
V(z) = c Vnz”. 
n 
By Theorem 1.8(a) of [Hl], 
V(z) = V. j(z3, q3) + Vlzj(qz3, q3) + V2z2j(q2z3, q3). 
(3.10) 
Substituting (3.10) in (3.7) shows that V,= --I’,, so 
V(z) = V, j(z3, q3) + V,[zj(qz3, q3) - z2j(q2z3, q3)]. (3.11) 
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Now restrict z to the annulus 141 c IzI < 1. By Theorem 3.0, the coef- 
ficients of z” and z1 in A(z) are 21/l(q) and 4(q), respectively. Also, (q’z( < 1 
if and only if r > 0, so .s(qrz) = sg(r) and 
L(z)=2 c sb’(r)( - 1)’ 4 
r(3r+1)/2+rsZ3r+s+2 
%(‘I = sg(s) 
But for sg(r) = sg(s), 3r + s + 2 is either > 2 or < -2, so the coefficients of 
z” and z’ in L(z) are 0. Hence V, = 2$(q) and V, = d(q). Substituting these 
in (3.11) gives the following result: 
THEOREM 3.1. For 0 < 141 c 1, z # 0, and z not an integral power of q, 
A(z) = 4(dCZAP3? q3) -z2Aq2z3, q3)1 
+ W(q) AZ37 q3) 
+2 c (-l)‘q’(3’+1)/2z3r+2 
I 1 -q’z ’ 
(3.12) 
We next obtain separate identities for 4(q) and 11/(q). We let 
A(z) = Ao(z3) + ZA l(Z3) + z2A2(z3), (3.13) 
where A,, A r, and A, are single-valued. This decomposition is obviously 
unique. Since 
1 1 + q’z + q2rz2 
-= 
1 -q’z 1 - q3’Z3 ’ 
the right-hand side of (3.12) gives 
Ao(z3)=2~(q)i(z3,q3)+2 c 
r 3r(r+ 1)/2z3r+3 
(--l) p-q3,z3 (3.14) 
r 
and 
A2(z3) = --4(q) Aq2z3, q3) + 2 c 
(-I)‘4 r(3r + 1)/2z3r 
1 - q3’z3 . 
(3.15) 
r 
On the other hand, applying Theorem 1.1 with n, X, and z replaced by 
3, z- ‘, and -z3 and multiplying by 
z3J:J: 2 A -z3, 4) 
J: AZ39 q3) 
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gives 
A(z) = J:J:,*A-z3Y 4) 
J: AZ37 q’) 
[ 
Z3.f Z21 
X 0, 3 1.3 
%,3 
j(-z3,q3)+j(-qz:q3)+j(-q2z3,q3) ’ 1 (3.16) 
from which we find 
Ao(z3) = 
JX,2j(-z3,q) Z'JO,, 
J: j(z3, q3) A-z39 q3) 
~2z3JlJl~6~~-qz3~q3~~(-q2z3,q3) 
J2Az3, q3) 
(3.17) 
and 
A2(z3) = J:J:,2c-z3~ 4) A.3 
J: Az3, q3) A - 4z3, q3) 
=J1J3.6A-z3yq3)j(-q2z3,q3) 
J2 Az3, q3) ’ 
(3.18) 
Equating the two expressions for Ao(z3) (resp. A2(z3)) and replacing z3 by 
z (resp. qz) gives: 
THEOREM 3.2. Let /q( c 1 and z # 0. If z is not of the form q3k, then 
j(z q3)~(q~=zJ1Jd(-qz,q3)A-q2z9q3) > 
JZ .i(z, q3) 
-c (-l)rq3r(r+lu2Zr+l 
r 1 -q3’z . 
(3.19) 
If z is not of the form q3k+2, then 
AZ, q3) b(q) = 
JlJ3,6A-z, q’)A-qz, q3) 
J2 Aqz, q3) 
-2 c (~l)~q3~(~+1v2zr+1 
l-q3r+lz . (3.20) I 
Note. Similarly considering A,(z3) leads to an identity equivalent to 
(3.20). 
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We will now use special cases of Theorem 3.2 to prove the first six of 
Ramanujan’s identities. Letting z = -1, -9, -q2, and q in (3.19) gives 
3r(r + 1 J/2 
Jo,3m)= -f JL+C q1 +q3’ (3.21) 
I 
J1,311/(q)=c “‘;;)J::” (3.22) 
I 
(3.23) 
(3.24) 
Letting 2 = -q-l, - 1, -4, and q in (3.20) gives 
4 r(3r + 1 y.2 
J*,3(d(q)=2; 1+q3’ (3.25) 
Jo,3ffv4)-2 7 4 
3r(r + 1 J/Z 
1+q3’+, 
.&,3~(q)=JfJ+2 c “‘;‘:$::” 
r 
J: 6 J,$d(q)=7-2C (-I) 
r (Pf 1)(3r+ 2)/Z 
q 
I,2 7 1-43r+2 * 
(3.26) 
(3.27) 
(3.28) 
Equations (O.lO),, (O.ll),, and (0.12), follow immediately from (3.25), 
(3.26), and (3.22). To obtain (0.9), from (3.28) is more difficult: We have 
J: 6 2J3.i A=- 
J 
3- I.34 1 4’ 
1,2 JlJO.3 r 1 + qJr’ 
by Theorem 1.4 of [HI ] with q, x, and y replaced by q3, q, and - 1. So 
(3.28) gives 
(3.29) 
To derive (0.9), we begin by rewriting the first sum on the right: 
r(6r+ 1) 
=I+2 c q ---T+a 
g’( 1 - q”‘) 
r#rJ l+q I l+q3’ . 
(3.30) 
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We break the penultimate sum into two parts depending on the sign of r, 
and replace r by -r in the negative part: 
Next, 
=,;1 q’(6r+O(1 +q’)= c q*(6*+l) 1 +q3’ rg, l-9’fP’ (3.31) 
1 -F 2’-1 -= ST0 (-l)SqJ’S= 
1 + q3’ 
c sg(s)( - 1)” 93” 
s 
sg(s) = sg(2r - 1 -s) 
so the final sum in (3.30) is 
c 4’( 1 - P2) = 1 + q3’ c sg(s)( - 1)” q@ + I). r so(s) = sg(2r - 1 -s) 
Letting r = n + 1 + Ls/2 J and noting that sg(2r - l-s) = sg(r - 1 - j-s/2]), 
this becomes 
c 
sg(s)( _ 1 )s q(n+ 1 +L~~JK~s+ 1) 
sg(*) = %3(n) 
=c (-I)“4 
(1 +Ls/21)(3s+ 1) 
c sg(s) q@ + ‘b 
5 n 
%(n)=%(s) 
=c (_l)sqCl+Ls/2J)(3s+l) 
s 1 -93s+1 . 
Writing s = 2r or 2r + 1, we obtain 
q’( 1 - q6’*) (I+ 1)(6r+ I) 
c 1 + q3’ = T  ‘1 _ q6r+ 1 -1 9:‘1;6:::1’ 
(3.32) 
r ’ 
Now consider the final sum in (3.29). We split it into two parts depending 
on whether r is even or odd, replacing r by - 2r - 2 in the even part and 
by - 2r - 1 in the odd part: 
c (-1)‘q(‘+‘)W+W2= _ 
1 -q3’+2 cq 
(2r+3)(3r+2) 
+c 
9’*+ lN6’+ I) 
’ r 
1 Bq6’+4 , leq6’+l . (3.33) 
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Combining (3.29)-(3.33) gives 
q 
r(6r + 1) 
-2x4 
(r+ 1X6,+4) 
--4 
(Zr+3)(3,+2) 
1-q’+q2’ , 
1 _ q6,+4 
q 
,(6r+ 1) 
=1+2 1 q”+ 1K6r+4) 
,a, l-q’+q2’ 
-2c , 1+q3,+2 . 
Replacing r by - 1 - r in the final sum gives (0.9),. 
Next we derive (0.8), from (3.21). By (1.18), (3.21) becomes 
Replacing q by oq and w2q and subtracting gives 
Jo, dI(/(W) - ‘h’J2dl = 2J3, d(o - w2) qJ,, 18 - (m2 - 0) q2J3, IS] 
= 2(0 - a2) qJ,, 
J,J, 
18 7, 
1, 6 
by (1.20). Hence 
‘h(Oq) - +b2d =%, 1sJ2J6 
(-W*)q &,3J,,6 ’ 
which implies (0.8),. 
Finally, we prove (0.7),. We begin by rewriting (3.21): 
&,v4d+; J:,z=c ’ 
3,(, + 1 j/2( 1 _ q3, + q6,) 
I 1 + q9’ 
(3.34) 
Replacing r by -r in the final sum gives 
3r(r + 5)/2 
7 q1 +q9, = T  q;l;;:~ 
so (3.34) equals 
a4 
3,(r+ 1)/2 
4 
3r(, + 3)/2 
, 1 +q9’ -; l+q9’ 
(3.35) 
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Now split each of these sums into three parts according to the value of r 
mod 3, replacing r by 3r, 3r + 1, and 3r + 2; (3.35) becomes 
2cq 
9r(3r+ 1)/2 
+2q3c q 
27r(r + 1)/2 
4 
9(r + 1)(3r + 2)/2 
r 1 + qZTr r l+q27’+9 
+2 F 1 +q27r+18 
27r(r + I)/2 
-F q1 +q27’ -q-3 c q;r;;;;r;y 
r 
4 
9(r + 1~3~ + 4V2 
-q-3 7 1+~27’+18 ’ 
These six sums are obtained by replacing q by qg in the series in 
(3.25)-(3.27) and (3.21b(3.23), so (3.36) equals 
19, 274(q9) + q3jo, 274q9) + u9, 27d(q9) -Ji. 181 
= c~~.27~~~9~+~J~~181-~-3J9,27~~~g~-~-3~9,27~~q9~ 
= c2j9.27 + q3jo, 271 [b(q’) - q-3’&g)l - ;J;, 18. (3.37) 
Equating (3.34) and (3.37) and applying (1.19) with q replaced by q3 gives 
J~,3~(4)+~Jz2=~~,3c~(qg)-~-3~(qg)l -=P;,1s, 
so 
((q9)--(q)-61$(qg)=~ CJ:,2+3J;d 
0, 3 
1 4J;J1 6 =- 1 
2.fo, 3 JZJXM ’ 
by (1.21). This is equivalent to (0.7),. 
4. THE OTHER FUNCTIONS 
We now apply the constant term method to the other five functions, in 
order to prove (0.18),-(0.22),. The proofs are very similar to those in 
Section 3, so we leave out most of the details. 
We begin with p and a. Noting that 
(4.0) 
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and letting r= -n-j-2 and s= j-n- 1, Eq. (2.21) implies 
251, *P(4) = 1 sg(r)(-~)(r+~+l)/2qrs/2+(r+~+3)2/4-l 
sg(r) = SO(S) 
rfs(mod2) 
Similarly, with I = n + j+ 1 and s = n -j, Eq. (2.22) gives 
2J,,2a(q)= 1 sg(r)(-1)(‘+S+‘)/2qrs/2+(I+S+1)2/4. 
ss(r) = ss(s) 
r#s(mod2) 
Now let 
B(z) = 
z2Jf, 4 A4z2, q2) 
AZ, q2) * 
(4.1) 
(4.2) 
(4.3) 
By Eq. (1.32) of [Hl] with q, x, and y replaced by q”‘, z112, and z112, we 
have, for 141 < IzI < 1, 
25,, 2 B(z) = z3’2 2z”2Jl, 211.4 j(qz2, q2) 
AZ, 4) 
A% q2) 
sg(r) q@z(r+s+3)‘2 1 (- 1)’ qfZz--, (4.4) 
%3(r) = %3(s) f 
rfs(mod2) 
in which the coefficients of z” and z1 are -2qJ,,,p(q) and -25,. 2a(q), by 
(4.1) and (4.2). Proceeding as in the proof of Theorem 3.1, we obtain 
B(z) = 4q)C-zAq2z3, q6) + z2j(q4z3, q6)l 
-w(q) Az3, q6) 
+c (-1yqr(3r+UZ3r+2 
r 1 - q2’z . 
On the other hand, applying Theorem 1.1 with n, q, x, and z replaced by 
3, q2, z-l, and qz3 and multiplying by 
z4Ji Aqz3, q2) 
J,, 2 Az3, 8) 
gives 
B(z) = JZ i(qz39 q2) z3J3, 6 z2J1, 6 
J,, 2 AZ’, q6) Ap3, q6) + Aq3z3, q6) + Aq5z3, 8) 1 ’ (4.6) 
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Proceeding as in the proof of Theorem 3.2, we find 
r 3r(r+ l)y+ 1 
q~(z,q6)P(q)=-;J:l)$.y43~+~ (-l) q  
1 - qhrz 1,2 z9 r 
(4.7) 
and 
AZ, 47 4q) zJ:J1, 6 j(qz, q2) = - 
JL 2 A% 47 Jwz, 97 
(4.8) 
Setting z = -q2 in (4.7) gives 
qJ:.f, 2 (r+ 1)(3r+2) 
d2,6dq) = 
L-1 q 
J1,2J1,3 r 1+q6’+2 ’ 
Combining this with (3.22) with q replaced by q2 yields 
I, 2]1 6 =u 
J2 ' 
(4.9) 
implying (0.18),. Similarly, combining (4.8) with z = -1 and (3.26) with q 
replaced by q2 gives 
- - 
&q2) + 2a(q) = *, 
2 
(4.10) 
implying (0.19),. 
Other special cases of (4.7) and (4.8) give identities for p(q) and a(q) 
similar to (0.9),-(0.12),. We mention only 
and 
(4.11) 
(4.12) 
obtained by setting z = q. 
Turning to 1 and ,u, we have, by Eqs. (2.23) and (2.24), 
%,4n(q) = 1 sg(r)( - l)‘qrs+( 
(I + S; 4w 1 ~ 1 (4.13) 
%3(r) = Q(S) 
rEs(mod2) 
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and 
sg(r)( - 1)’ qr=+ 
((r+y)/2 
? (4.14) 
%5-(r) =%2(s) 
rss(mod2) 
Let 
C(z) = zJ,,2j(-z, d2 
AZ, q2) * 
(4.15) 
By Theorem 1.6 of [Hl] with x= -z~/~ and y=z112, 
J c(z)~zJI.2J2,4~(-qz~q2~~(z2~q4) 
I,4 
.ik q2j2 
A-z, 4) 
(4.16) 
=z c 
sg@)( _ 1)’ qrsz(r+3)12 c ,v: lJz-’ 
%3(r) = MS) f 
rss(mod2) 
for 1q12 c IzI c 1; the coefficients of z” and z1 are 2qJ,,,il(q) and 211,4p(q). 
Proceeding as before, we find 
C(z) = 2cl(q)Czj(q2z3, 47 - z2Aq4z3, q6)1 
+ W(q) Az3, 49 
+4 c (-l)rqr(3r+1)z3’+2 
I 1 - q2rz . 
(4.17) 
Splitting C(z) into three parts in order to isolate ~1 and 1 is more difficult 
than for A(z) and B(z). We begin by applying Theorem 1.2 of [Hl] with 
x= -z-’ and y = z and multiplying by 
z2J, 2 -d. 
AZ, q2)’ 
this gives 
C(z) = 2A(z, q2) -F j(z, q) j(qz, q2). 
134 
(4.18) 
We can now split each term on the right into three parts, by using (3.16) 
with q replaced by q2 together with Theorem 1.3 with n = 2, x= z, and 
y=qz. Combining this with (4.17) gives 
qj(z, s6) J(q) = 2~52 Jz, ~i( -q2z, @I A -q4zv @I J4 AZ, d? 
+qJyJ3*12 j(z, q6)-2 C (-1)14q6,z 
r 3r(r+l)Zr+l (4.19) 
1, 4 r 
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and 
W? 47 P(4) = 2JzJ6,12 j( -z, d? j( -q2Z, ct) J4 Aq2z, @? 
- + j(,, q6) - 4 1 
(-11’4 3r(r+1)z’+l 
1. 4 I 1 - q6r+2z . (4.20) 
Combining (3.19) with q replaced by q2 and (4.19) gives 
q~(q)-2~(q’)=qJ~J3,,2; 
1, 4 
(4.21) 
replacing q by -q implies (0.21),. Similarly, (3.20) and (4.20) give 
which implies (0.20), . 
Finally, we consider 
24(q2) JI 2.71 3 - 2/J(4) = 7 (4.22) 
1, 4 
y(q). For 141 c IzI c 1 we have, by two applications 
of Theorem 1.4 of [Hl] and by Eq. (1.6), 
c 32’ 
I 1 + q’ + q2’ 
=(l-w2); &+(l-w)C & 
r 
= (l-02) J: A,,, 4) +(1-o) J: Aw2z, q) 
i(w 9) AZ> 4) AU2> 4) AZ, 4) 
=-- 
9 q) b2A~Z~ 4) + wl~2z? 411. 
(4.23) 
Hence, by (2.25), J,y(q) is the coefficient of z” in 
c 32’ c (-1)“4 
I l+qr+qzr s 
s(3s + 1 )/2z - s 
J: Aw q3) = - 
J3 AZ, q) 
b2A~Z, 4) + W(u2z, 4)l 
for 141 < IzI < 1. So y(q) is the coefficient of z” in 
D(z) = _ J: As q3) 
J3 .ik 4) 
Cu2j(wz, 4) + W(w2z, 411. (4.24) 
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Incidentally, D(z) can be defined without using complex numbers: By 
the triple product identity, 
02j(c!E, q) + oj(w2z, q) = c (- 1)” q(+0n+2 + 0J2”+l) z” 
=3 c (-lyqmz”-~ (-lyq(az” 
nEI(mod3) ” 
= -3zj(q6z3, q9) -j(z, q). (4.25) 
From (4.24) we find 
r r(3r+ 5)/2y+ 1 
m)=Aqz43Md+3 c (-l) p-q3’z . 
* 
(4.26) 
In this case, it is not necessary to split D(z) into three parts; replacing z by 
q2z-’ in (4.26) gives 
Az,q3Md= -4;;;; ~w~(w2z,q)+02j(oz,q)] 
3 3 
-3 c (-l)‘q3dr+wZr+1 
I 
1-q3r+1z . 
(4.27) 
Letting z = -1 and using (3.26) gives 
Jo, 3L-&J(q) - V(q)1 = - % [oj( -0.3, q) + 02j( -0, q)]. 
3 0,l 
By (1.7), this implies (0.22),. 
5. ASYMPTOTICS 
We will now show that the sixth order functions satisfy condition (0) in 
Section 0. Our proof of this closely follows that given by Watson for the 
fifth order functions [W2, Sect. 61. We first show that certain of the func- 
tions are bounded near certain roots of unity, and then use the identities 
relating them to obtain the desired e-function approximations. 
THEOREM 5.0. Let N be a positive integer, [ a primitive Nth root of 
unity, and q=rc for O<r< 1. Then: 
(a) If N is even then p(q) and a(q) are boundedfor 0~ r< 1. 
(b) Zf N is odd then 4(q) and $(q) are bounded for 0 < r < 1. 
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These results are suggested by the fact that the defining series reduce to 
finite sums when r = 1. To prove them, we will show that the series are 
absolutely and uniformly convergent for 0 d r < 1. This will be done using 
a variant of the ratio test. For r near 1, the ratio of consecutive terms in 
each series fluctuates with n, so we consider instead the ratio of the nth 
term and the (n + N)th term; this tends to average out the fluctuations. We 
begin with some lemmas: 
LEMMA 5.1. Suppose that, for each n > 0, u,,(r) is a bounded function for 
a 6 r <b. Suppose further that there exist integers N > 1 and K > 0 and a 
positive real number tl< 1 such that 
foralln~Kanda<r<b. Then 
(5.1) 
converges and is bounded for a < r < 6. 
Proof: For O<n c K, let M, be the supremum of [u,(r)1 for a< r < b. 
For n 2 K, there is a unique representation n = k + Nm with K < k < K + N; 
let 44, be am multiplied by the supremum of juk(r)l. By (5.0), lu,(r)l <IV,, 
for all na0 and a<r<b. But CnaO M, converges, since it equals the sum 
of its first K terms plus the sum of N geometric series with ratio c1 c 1. 
Consequently (5.1) converges and is bounded. 1 
LEMMA 5.2. Let 0 -C R’ Q R < 1 and 1.~1 = 1. Then 
Ii + RZ~ G JR/R’ 11 + R'z~. 
Proof Letting z = cos 6 + i sin 8, we have 
I1 + Rz(’ 
=R+~+2cosBCR+2cos8= 
11 + R’zl’ 
R R’ ’ 
since R + 1/R is a decreasing function for 0 < R < 1. 1 
LEMMA 5.3. If a > 0, b > 0, and 0 < r G 1, then 
(5.2) 
b 
r”(l-r*)<- 
a+b’ (5.3) 
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Proof: By standard methods, the maximum of the left-hand side occurs 
when rb = ~/(a + b) and equals 
Proof of Theorem 5.0. (a) Let 
u,(r) = 
qr:l)(-q)n 
(4; q2)n+ 1 . 
Then 
Iu n+h’@)l =’ 
Nn+(Nz’) I(-q”“hl lu (r)l 
1(~2”+3;~2) , n ’ 
N 
For the moment assume that 0 c r < 1. By Lemma 5.2 with R = rn+p, 
R’=r”+N, and z=c”+P, 
I(-qn+l)NI= i Il+rn+p~“+pl 
p=l 
<i;r 
(p--N)/2 11 +rn+N(n+~l 
p=l 
= ,A’(1 - NV4 pfil (1 +rn+Nl?+p)i. 
As p ranges from 1 to N, in+” runs through the Nth roots of 1, therefore 
l+r n+N[n+p runs through the roots of the polynomial 
(x- ~)J”-~N(~+J”). (5.4) 
The product of these roots is (- l)N multiplied by the coefficient of x0 in 
(5.4); since N is even, this equals 1 - rN(“+ N), so 
i(-q”+l)Ni Gr NC1 -N/4 1 _ +n + NJ ( 1. 
Similarly, by Lemma 5.2 with Rc~“‘+~, R’~r”‘+~+~p, and 
z= --c 2n+3+2p , 
N-l 
I(4 
2n+3; q2)N~ = n 11 +2n+3+2~(2n+3+2~/ 
p=o 
N-l 
2 n r~ 11 mr2n+3c2n+3+2pl 
p=o 
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As p ranges from 0 to N- 1, 1 -r2”+3[2n+3+2p runs twice through the 
roots of the polynomial 
(x- 1)W + (_ l)“/* ,.Wn+3)/2~ 
The product of these roots is 1 + rN(2n+3)‘2 > 1, so 
I(4 2n+3; q2)Nl ,,(a. 
Hence, for 0 < r < 1, 
Iu n+Ntr)l Gr N(4~+5-N)/4 ( 1 +Wt+Nl) I~,(~)I 
by Lemma 5.3, provided that n 2 N; that is clearly true for r = 0 also. By 
Lemma 5.1, CnaO [u,(r)/ is bounded for 06 rd 1. It follows that p(q) = 
c naO u,(r) and a(q)=C,2, qn+lu,(r) are bounded. 
(b) Let 
u 
” 
(r) = ( - 1)” 4”%& q*Li 
(6q)*n . 
Then 
b,+drh = 
r2NnfN2 l(q2”+1i q*)Nl Iu (r)l 
I(-q2”+1)2NI n ’ 
Proceeding as before, we find 
N-l 
I(4 2n+1;q2)NI = I-I 11 ~r2n+I+2p~2n+I+2p~ 
p=o 
N-l 
< l-J ,.p+l-N 11 -r2n+2N-1~2n+1+2p~ 
p=o 
since 1 - rZn+ 2N- 1j2n+ ’ + 2P runs through the roots of 
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Next, 
I(++1 )2NI = fy 11 +P+p[*n+pl 
p=l 
2N 
>nr 
(P--1)/2 11 +p+ly+Pl 
p=l 
=rN2-W 
pi-il (1 +r 2”+ 112n+p) 
=r N*-N/2(1 +rN(2n+l))2 
> rN2 - NJ2 
/ , 
since 1 + r2n+ 1c2n+p runs twice through the roots of 
Hence 
(x- l)N-rN(*n+l). 
Iv n+N(r)l G r W+*-W/*(1 -,JW+*N--1)) iv,(r)1 
for n>N. Hence CnaO Iv,(r)1 is bounded, so b(q)=CnPO v,,(r) is 
bounded. Finally, 
4 
2n+l 
+(4Mo 1 +q2”+l v,(r). 
Since q = r[ and the multiplicative order of 5 is odd, there exists C > 0 such 
that 11 + q 2”+112C for all n>O and O<r<l. (In fact, we may take 
C=sin(rr/N) for N>3, C= 1 for N= 1.) Hence 
4 2n+l 
I I 
1 
6--, 
l+q2”+i c 
so $(q) is bounded. 1 
We now show that a(q) satisfies condition (0). Again let [ be a primitive 
Nth root of unity and let q = r[ with 0~ r < 1. If N is even, then o(q) is 
bounded by Theorem 5.0, so we may take O,(q) = 0. If N is odd, then [* is 
also a primitive Nth root, so Theorem 5.0 implies that tj(q2) is bounded; by 
(4.10) we may let 
I1 2j3 6 
&(4) = 7. 
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Combining (4.10) and (4.22) shows that 2a(q)+p(q) is a O-function; 
since o(q) satisfies (0), so does p(q). The functions p(q) and l(q) are dealt 
with in the same way, using (4.9) and (4.21). 
Proving that d(q) satisfies (0) is slightly harder. Combining (4.10) and 
the same equation with q replaced by -q gives 
Four applications of Theorem 1.2 with n = 2 imply that this equals 
12,24 + q3&, 24) + @4,. 8 - d0, 8)(& 24 - q3&, 2411 
= f (j4, L&2.24 + q4&, &, 24). 
2 
Replacing q by q112 gives 
d(q) + a(q”2) + a( -q”*) = f (&,,c&, 12 + q2-&,, 4-t,. 4. 
1 
(5.5) 
Now let q = rc as before. If N is odd, then &q) is bounded, so we may take 
O&q) = 0. If N is even, then both j112 and - j112 are primitive 2Nth roots 
of unity. By Theorem 5.0, o(q112) and G( -q”*) are bounded, so we may let 
O,(q) be the B-function on the right-hand side of (5.5). Hence d(q) satisfies 
condition (0). A similar proof works for t,b(q). Finally, (0.22), takes care of 
Y(4). 
6. ALTERNATE PROOF OF (0.9),(0.11), 
If we try to prove (0.9), by the Bailey pair method, the most natural 
approach is to pick fi, so that d(q) is given by the “/I” sum in (2.4). As we 
saw, this leads not to (0.9), but rather to the Hecke type identity (2.19). 
Another approach is to pick ~1, so that the right-hand side of (0.9), is 
given by the “CI” sum in (2.4). The resulting sequence of p’s is not as simple 
as we might hope; nevertheless we can obtain (0.9), in this way, as we will 
show in this section. After presenting this proof, we will derive (O.lO), and 
(0.1 l)R from (0.9), by using some transformations of basic bilateral 
hypergeometric series due to Bailey [B2]. 
In applications of Bailey’s Lemma with a = 1 , the formula for a, often 
gives the wrong value for n = 0. (This is true, for example, for the three 
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pairs in Table I with a = 1.) For this reason, it is often convenient to 
reformulate Bailey’s Lemma using a bilateral sequence of CL’s 
We say that two sequences {a,}, n E Z, and { fl,,}, n Z 0, form a bilateral 
Bailey pair if 
for n 2 0. Then we have: 
THEOREM. 6.0. If (an} and {/?,}f orm a bilateral Bailey pair and p1 and 
pz are nonzero complex numbers, then {a: > and {b:} form a bilateral Bailey 
pair, where 
a, = (PlL (P2)n (dPlP2Y an 
n 
(cl/P1 )n (q/P*)n 
(6.1) 
for all n and 
p:,= l 
i (Pl)j (P2)j (qlPlP*)n-j (q/PlP*YPj 
(4/Pl)n (q/P)n j-0 (4)n- j  
(6.2) 
for n>O. 
COROLLARY 6.1. If {a,} and {a,} f orm a bilateral Bailey pair, then 
1 (PlLl (P2)n (dPlP2Y an 
n (4/P* )n (4/P*)n 
(qL (q’p1p2L 1 (Pl), (P2) WP1P*)“L = (dPlL3 (dP*L n>O (6.3) 
provided that both sums converge absolutely. 
To prove these, we note that {a,} and {PO} form a bilateral Bailey pair 
if and only if {a,} and (8,) f orm a Bailey pair relative to 1, where 
a, = 
1 
a0 if n =O, 
a, + a-, if n> 1, 
(6.4) 
and apply Theorem 2.0 and Corollary 2.1. 
In bilateral Bailey pairs, the a’s are not uniquely determined by the p’s; 
only the sums a, + a-, are determined. In applications where we start with 
the B)s, we can compute the corresponding a’s by (2.1); there is often an 
obvious choice for a, which makes (6.4) true. (For example, in the first 
entry in Table I, we may take a, = q2n2+“S,,.) 
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In the present case we will start with the a’s, by bilateralizing the right- 
hand side of (0.9),. We have 
(6.5) 
since, for n> 1, the nth and -nth terms on the right combine to give the 
nth term on the left. So the right-hand side of (0.9), equals 
(6.6) 
where 
1 
1 if n-0 (mod3), 
en= -1 if II- 1 (mod3), 
0 if nr2 (mod3). 
We now state the relevant Bailey pair. 
(6.7) 
LEMMA 6.2. The sequences {a,} and {B,,} form a bilateral Bailey pair, 
where 
for all n, and 
a, = e, qn(n - 1116 (6.8) 
p = C-l)” 1 4’(4-“)j 
n (q2i q2)?l j*O (4)j(q;q2)j (6.9) 
for n 2 0. 
Note that the sum in (6.9) is finite; the jth term is 0 for j> n. 
We will prove Lemma 6.2 later, but first we derive (0.9), from it. Letting 
pi = -1 and p2 -+ co, Corollary 6.1 implies 
c 
2q(n: ‘1 (4L 1 q(“:l)(-l),p,. 
n 1 a”=o, n>O 
(6.10) 
Multiplying by (-dm/(s), and substituting the pair from Lemma 6.2 
gives 
e,q”(2”+‘)/3 2( -q)oo 
c 
(4)‘x n 1 +q” 
=.;o 
(- 1)” q(“T’)( - 1)” i q’(q-“)j 
w; q2)n . j=O (4)j (4; q2)j' 
(6.11) 
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Replacing n by n + j, this equals 
C 4’(- l)j 
c (-l)“q(“ll)(-qj), 
iSO (q)*j ~30 (4L (-d+‘)” 
- (qL c 4’(-llj (-4)j 
(-4)co j>O (q)*j 
(by [Al, Corollary 2.41, a = -qj, b + CO, c = -qj+l) 
(-l)“qm* (-q*m+l)m 
= (qL x0 (q2. q2) 3 m 
(q2”+‘) 
cc 
(by [Al, Theorem2.11, a= -1, t=q2m+1) 
= (-41, d(q)* (6.12) 
Combining (6.6), (6.11), and (6.12) gives (0. 9)R. 
We now turn to the proof of Lemma 6.2. We will need the Gaussian 
polynomials 
n 
[I 
(4)n 
j = (4)j (4)n- j’ (6.13) 
defined for 0 < j < n, and their generating function 
G(x, z) = 1 (6.14) 
O<I:m 
which converges for )ql< 1, 1x1 < 1, and lxzl < 1. Well known properties of 
the Gaussian polynomials [Al, Theorem 3.21 imply that 
and 
(1 - xz) G(x, z) = 1 + xG(x, qz) (6.15) 
G(x, z) = G(xz, z-l). (6.16) 
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Define a,, and b, by (6.8) and (6.9) and let 
&I= 1 2n [ I a r. Irl<n n--r (6.17) 
To show that {a,> and (pn) f orm a bilateral Bailey pair, it suffices to show 
that B, = (q)2n /I,,; that is, 
B, = (- 1)" (q; q2)n 1 "('-% 
j,O (4)j (9; S')j' 
(6.18) 
Let 
f(z) = C a,z’. 
r 
(6.19) 
Then f(z) is analytic for z # 0 and satisfies 
f(z) = 4z3m4 (6.20) 
and 
f(z) = -zf(z-‘). (6.21) 
(This can be checked directly, or by using the quintuple product identity 
[C-S] to prove that f(z) = j(z, q) j(qz’, q2)/J, .) 
Define H and B by 
H(x, z) =f(z) G(x, z) = 1 B(m, n) xmzn. (6.22) 
m, n 
WI20 
Note that B(2n, n) is the coeficient of xZnzn in 
c 
m 
a,z’ c [I xmzs, I 
02iPl 
s 
so B(2n, n) = B,. 
Combining the functional equations for f and G gives 
(I- xz) H(x, z) = qxz3H(x, qz) +f(z) 
and 
H(x, z) = -zH(xz, z - ‘). 
Consequently, B satisfies the initial condition 
B(O,n)=a,, 
(6.23) 
(6.24) 
(6.25) 
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the recursion 
B(m+1,n)=B(m,n-1)+q”PZB(m,n-3) 
and the antisymmetry condition 
(6.26) 
B(m, n) = -B(m, m + 1 -n) (6.27) 
for m 2 0. By combining these, we will obtain a set of recursion relations 
for one-dimensional “slices” of B parallel to the line of antisymmetry. First, 
recall that B, = B(2n, n). Next, note that B(2n - 1, n) = 0, by (6.27). Now 
define 
B,* = B(2n, n + 2), (6.28) 
C,,=B(2n+l,n+2), (6.29) 
and 
D,=B(2n+l,n+3). (6.30) 
We find from (6.26) and (6.27) that 
B,=qn-lD,-l 
B,*=(l-q”)C,-, 
C, = -B, - q”B,* 
D, = B,* + q”+ IB,,. 
Consequently, 
B,*+ 1 = (q”+’ - l)(B, + q”B,*) (6.31) 
and 
B Tl+1= q*” + ‘B, + q”B,* (6.32) 
for n > 0. The sequences B, and B,* are uniquely defined by these recursion 
relations along with the initial conditions B, = 1 and B,f = 0. 
We wish to prove (6.18). We shall prove simultaneously that 
B,*=(-l)n+’ (q;q2)n 1 q’+l(q--n)i+l 
j>O (S)j (4; q2)j+ 1' 
(6.33) 
Denote the right-hand sides of (6.18) and (6.33) by 6, and b,*. Since b,= 1 
and b,* =O, it suffices to show that b, and b,* satisfy (6.31) and (6.32). 
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First, 
b,*+ I - (cl”+ 1 - 1 Mb, + c?“b,*) 
=(-1)n(q;q2)n 1 (qpnpl)i+* 
~20 (4)j (4; q2)j+ 1 
where we define l/(q)-, = 0. This sum telescopes to 0, so b, and b,* satisfy 
(6.31). 
Next, replacing j by j- 1 in the right-hand side of (6.33) gives 
b,*=(-,)"+I (q;q2)n 1 q'(l-Y')(q-")j, 
j>O (4)j (4; q2)j 
(6.34) 
so 
b ?7+1 -4 2n+‘b,-qnb,T 
=(-lY+1 (4;q2L c 
(q-")J 
j>O (q)j (4; 4*)j 
= q’(l-q2”+‘)(1 -q-“-l) 
[ 1 pqJP-l 
+q2n+i+*Lq~+i(l -qj) 
1 
=(-1)““(q;q2)n z. [(q~J~~:bii),-oJ(4(2):ig:)j-l] 
= 0, 
and b, and b,* satisfy (6.31). This completes the proof of Lemma 6.2. 1 
Note. This proof also implies that the sequences {a,, 2} and 
{B,*/(q)2n) form a bilateral Bailey pair. From this we can derive the 
identity 
J*bw=C q 
6nZ+4n+l(1 -q3n+l) 
n l+q3”+’ ’ 
(6.35) 
which can be shown to be equivalent to (3.24). 
We next show that (0.9), implies (O.lO), and (0.1 l)R. First, replacing q, 
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a, c, d, e, and f by q3, q, -q3/t, -4, - 1, and - q2/t and letting t -b co in 
Eq. (3.2) of [B2] gives 
Replacing n by --n on the left and in the first sum in the brackets and 
using (0.9), and (6.5) gives (O.lO),. 
Finally, in Eq. (2.2) of [B2], replace q, a, 6, c, b’, and c’ by q3, q ~ ‘, -4, 
-qt, - 1, and -qt and let t + 0. We obtain 
Y”:‘) (-q3 -q3.q3) 
(l+q)T Iq+q3”+‘=(-q2.-q4:q3~p c 2qlny;3”‘, 
9 7 mn 
so (O.lO), implies (O.ll),. 
CAlI 
CA21 
CA31 
CA41 
CA51 
CA61 
CA71 
CBll 
CJQI 
cc-s1 
CHll 
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