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1 Chapter 1
Introduction
It is well known that for finite-dimensional Noetherian or Pru¨fer domains the
valuative dimension coincides with the Krull dimension (i.e., Jaffard domains).
However, it is still an open problem to compute the valuative dimension of an
arbitrary finite-dimensional Krull domain.
Bouvier’s conjecture [17] sustains that
“there is a Krull domain (or UFD) R with
1 + dim(R)  dim(R[X]) < ∞.” In [11], a diagram puts this conjecture in
its spectral context and hence shows how it naturally arose. In particular, it
reveals how the classes of Noetherian domains, Pru¨fer domains, UFDs, Krull
domains, and PVMDs interact with the notion of Jaffard domain as well as
with the spectrum-related S-domain properties of Kaplansky. See Figure 1.
For more details about the above concepts, we refer to [2, 9, 26, 27, 30]. Any
unreferenced material is standard, as in [18, 28, 31].
Since Seidenberg’s work on the dimension of polynomial rings, we know that
Noetherian domains are Jaffard (1952-54), so that one has to dig beyond the
classic context of Noetherianness. However, non-Noetherian finite-dimensional
Krull domains are rare in the literature [4, 10, 14, 19, 32, 38, 39], and all happen
to be (locally) Jaffard [11]. Some of them arise as symbolic blow-up algebras
and symbolic Rees algebras [14, 38, 39]. Our purpose in this MS thesis is to
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2
have a close look at various works on this subject, towards a better under-
standing of non-Noetherian finite-dimensional Krull structures; particularly,
those issued from blow-up and Rees algebras.
In 1958, Rees constructed in [37] a first counter-example to the Zariski-Hilbert
problem also called the generalized 14th problem of Hilbert (initially posed at
the Second International Congress of Mathematicians at Paris in 1900). His
construction gave rise to (what is now called) Rees algebras. Since then, these
special graded algebras has been capturing the interest of many mathemati-
cians, particularly commutative algebraists and geometers.
Let A be an integral domain, t an indeterminate over A, and P ∈ Spec(A).
For each n ∈ Z, set P (n) := P nAP ∩ A, the nth symbolic power of P , where
P n := A for each n ≤ 0. We define the following graded algebras:
• ⊕n∈N P ntn = A[Pt, ..., P ntn, ...] the blow-up algebra of P ,
• ⊕n∈N P (n)tn = A[P (1)t, ..., P (n)tn, ...] the symbolic blow-up algebra of P ,
• ⊕n∈Z P ntn = A[t−1, P t, ..., P ntn, ...] the Rees algebra of P ,
• ⊕n∈Z P (n)tn = A[t−1, P (1)t, ..., P (n)tn, ...] the symbolic Rees algebra of P .
In 1970, based on Rees’ work, Eakin and Heinzer constructed in [14] a (first
example of a) 3-dimensional non-Noetherian Krull domain. It arose as a sym-
bolic Rees algebra. It is proved in [9] that this construction yields locally
Jaffard domains.
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In 1973, Hochster studied in [22] criteria for P n to equal the symbolic power
P (n) (i.e., P n primary) for each positive integer n within Noetherian contexts.
One of his applications asserts that P (n) = P n when P is a prime ideal of R
generated by an R-sequence. One has then to go beyond these contexts to
avoid a collapse between blow-up or Rees algebras and symbolic blow-up or
Rees algebras.
In 1985, Roberts constructed in [38] a second counter-example to the gener-
alized 14th problem of Hilbert which also answered an open question (due to
Cowsik) about the existence of regular local rings in which the symbolic blow-
up of a prime ideal is not finitely generated over the ground ring. In 1990,
Roberts in [39] provided a new counter-example to the generalized 14th prob-
lem of Hilbert with, in addition, a solution to Cowsik’s question in a complete
regular local ring. His example arose as a symbolic blow-up algebra that is a
3-dimensional non-Noetherian Krull domain. The problem of whether these
settings yield (locally) Jaffard domains is treated in details in [9].
An integral domain R satisfies PIT (resp., GPIT) if every minimal prime over
a principal (resp., n-generated) ideal has height ≤ 1 (resp., ≤ n). Here PIT
stands for “Principal Ideal Theorem” and GPIT for “ Generalized Principal
Ideal Theorem.” Both Noetherian and Krull domains satisfy PIT. Moreover,
while Noetherian rings satisfy GPIT (by Krull’s altitude theorem), Krull do-
mains don’t. Eakin-Heinzer’s symbolic Rees algebra (mentioned above) pro-
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vided a first counter-example in this regard, which was later developed by
Anderson-Dobbs-Eakin-Heinzer in 1990 [3].
This MS thesis traverses five sections along with an introduction and a pre-
liminaries section. Each section is devoted to an original research paper. Sec-
tion 3 studies Jaffard domains (see definition above). First, we present transfer
results to ring extensions associated with the basic ring. Then we examine the
possible transfer of the Jaffard property to various pullback contexts. The
study is then backed with examples and counter-examples. Section 4 deals
with the GPIT property (see definition above). Three paragraphs subsequently
investigate this notion in the contexts of integral extensions, homomorphic im-
ages , and monoid domains. A fourth paragraph builds an example (mentioned
above) of a local three-dimensional Krull domain not satisfying GPIT, hence
not Noetherian. Section 5 studies the n-symbolic powers of prime ideals (see
definition above). It investigates criteria for symbolic powers of a prime ideal
to collapse to the ordinary powers. In this case, Symbolic Rees or blow-up alge-
bras merely reduce to Rees or blow-up algebras. Sections 6 and 7 examines in
details the Rees-Eakin-Heinzer’s construction and Roberts’ construction (men-
tioned above), respectively. We close the thesis with some open problems and
conjectures.
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2 Chapter 2
Preliminaries
In this section, we treat different categories of rings, namely Krull rings,
graded rings, complete regular local rings, Rees algebras and blow-up algebras,
and application of (Krull) dimension theory to theses rings. Then we will
give formulas which relate the dimension of a Noetherian ring with any of
its extension, and finish up with formulas to compute the dimension of the
associated graded rings as well as Rees algebras and blow-up algebras.
2.1 Krull rings
Definition 2.1 ([31]) . Let A be an integral domain and K its field of frac-
tions. We write K? for the multiplicative group of K. We say that A is a Krull
ring if there is a family F = {Rλ}λ∈Λ of DVRs of K such that the following
two conditions hold, where we write vλ for the normalized additive valuation
corresponding to Rλ:
(1) A =
⋂
λRλ,
(2) for every x ∈ K?, there are at most a finite number of λ ∈ Λ such that
vλ(x) 6= 0.
Example 2.2 (1) Any UFD is a Krull ring.
(2) If R is a Krull ring, then R[X] and R[[X]] are Krull rings.
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(3) If K is a field and {Xi}∞i=1 is a collection of indeterminates over K, then
K[{Xi}∞i=1] is a Krull ring.
Proposition 2.3 . Let R be a Noetherian domain such that its localization at
any prime is integrally closed. Then R is a Krull ring.
Proof. See [31, Theorem 12.4]. 
Proposition 2.4 ([31, Theorem 12.4]) . Let A be an integral domain, K
its field of fractions and L an extension field of K. If {Ai}i∈I is a family of
Krull rings contained in L and satisfying the two conditions:
(1) A =
⋂
Ai and
(2) given any 0 6= a ∈ A, we have aAi = Ai for all, but finitely many i,
then A is a Krull ring.
Proof. For each i, Ai ∩K is a Krull ring, so that A =
⋂
(Ai ∩K) =
⋂
Aij,
where Aij are DVRs of K. Next, Condition (2) shows that any a ∈ A is a
non-unit in a finite number of Ai; therefore there exists a finite number of j
such that vij(a) 6= 0. So, if b = b1b2 ∈ K?, then vij(b) = vij(b1)− vij(b2) 6= 0 for
a finite number of i and j. 
2.2 Graded ring, Hilbert function, and Samuel function
Definition 2.5 ([31]) Let G be an abelian semigroup with identity element
0. A graded (or G−graded) ring is a ring R together with a direct sum de-
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composition of R as an additive group R =
⊕
i∈GRi satisfying RiRj ⊂ Ri+j.
Similarly, a graded R−module is an R−module M together with a direct sum
decomposition M =
⊕
i∈GMi satisfying RiMj ⊂ Mi+j. An element x ∈ M is
homogeneous of degree i if it belongs toMi. A submodule ofM is homogeneous
(or graded) if it can be generated by homogeneous elements.
Lemma 2.6 ? Let R be a graded ring andM a Noetherian (resp., an Artinian)
graded R−module. Then Mn is
a Noetherian (resp., an Artinian) R0−module for all n.
Proof. We will give a proof only for the Noetherian case. But before, notice
that if R is a graded ring, M a graded R−module and N an R0−submodule of
Mn for some n, then RN ∩Mn = N. Indeed, N ⊂ RN since 1 ∈ R; so that
N ⊂Mn ∩RN .
Let z ∈ Mn ∩ RN and assume that z ∈ Mn \ N . Then z ∈ RN implies that
z =
∑
rini, ri ∈ R and ni ∈ N . Since Mn is homogeneous, each rini ∈Mn so
that rini ∈Mn ∩RN. Let rjnj be the first term of z not in N . Then rj /∈ R0.
But nj ∈ N ⊂Mn implies that rjnj /∈Mn, which contradicts the assumption.
Now, let N1 ⊂ N2 ⊂ . . . be an ascending chain of
R0−submodules of Mn. Then RN1 ⊂ RN2 ⊂ . . . is an ascending chain of
R−submodules of M and so must stabilize. Contracting back to Mn, we
conclude that the chain N1 ⊂ N2 ⊂ . . . stabilizes. 
Proposition 2.7 ([1, Proposition 10.7]) An
8
N−graded ring R = ⊕Rn is Noetherian if and only if R0 is Noetherian and
R is finitely generated as a ring over R0.
Proof. If R0 is Noetherian and R is a f.g. R0−algebra, then R is Noetherian
by Hilbert basis theorem. Conversely, R+ =
⊕
n>0Rn is an ideal of R; so
that it is f.g. by homogeneous elements y1, y2, . . . , yk, with deg yi = si. Then
R0 ∼= RL
n>0Rn
is Noetherian. Let
s = max{s1, s2, . . . , sk} and put N = R1⊕R2⊕ . . .⊕Rs. By Lemma 2.6, each
Ri is Noetherian R0−module and so N is finitely generated as R0−module.
Since N is homogeneous, let x1, x2, . . . , xt be the homogeneous generators of
N . Clearly,
(x1, x2, . . . , xt)R = (y1, y2, . . . , yk)R = R+. Next, we show that R0[R+] =
R0[x1, x2, . . . , xt]. Since both are homogeneous it will be sufficient to show that
they have the same component in each degree n. n = 0 is a trivial case. Assume
that the equality holds for all components of degree less than or equal to n−1.
Let r ∈ (R0[R+])n. If n ≤ s, then r ∈ R0x1 + . . . + R0xt ⊂ R0[x1, . . . , xt].
If n > s, then since r ∈ R+R = (x1, . . . , xt)R, there exists homogeneous
elements u1, . . . , ut ∈ R such that r =
∑
uixi. Therefore, deg ui + deg xi = n
for all i, i.e., deg ui = n − deg xi ≤ n, and the inductive hypothesis implies
that ui ∈ R0[x1, . . . , xt]. Hence r ∈ (R0[x1, . . . , xt])n. The reverse inclusion is
trivial and since R = R0[R+], we obtain our desired result. 
Lemma 2.8 ? Let R be a graded ring and M a graded R−module. Then M
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is simple as an R−module if and only if M is simple as an R0−module.
Proof. Suppose that M is simple as an R−module. Since M is cyclic, we
haveM ∼= R/N as a graded R−module, for some homogeneous maximal ideal
N = Ann(M). But then N = . . .⊕R−2 ⊕R−1 ⊕m⊕R1 ⊕R2 ⊕ . . . for some
maximal ideal m of R0. Thus, M ∼= R/N ∼= R0/m and so M is simple as
R0−module. The converse is straightforward. 
Lemma 2.9 ? Let R be a graded ring and M a graded R−module such that
`(M) = n. Then there exists a chain M = M0 ⊃ M1 ⊃ M2 ⊃ . . . ⊃ Mn = (0)
of submodules of M such that Mi/Mi+1 is simple and Mi is graded for all i.
Proof. If n = 0, 1 the result is trivial, so suppose n > 1. By induction, it
is enough to show that there exists a non-zero proper graded submodule of
M . Let x ∈ M be a non-zero homogeneous element. If xR 6= M , we are
done, so suppose that Rx = M. Then M ∼= R/I as graded R−module, where
I = (0 :R x). Thus, `(R/I) = n and so R/I is Artinian. All the maximal ideals
of R/I are homogeneous (since they are minimal). If the only maximal ideal
of R/I is (0), then n = `(R/I) = 1, a contradiction. Therefore, there exists a
non-zero homogeneous element r ∈ R \ I such that r+ I is not a unit in R/I.
Set y = rx and N = Ry. Then N is a non-zero proper graded submodule of
M . 
Lemma 2.10 ? Let R be a graded ring and M a graded R−module. Then
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`R(M) = `R0(M) =
∑
n `R0(Mn).
Proof. If `R(M) = ∞, then `R0(M) = ∞ since M is also an R0−module.
Suppose that `R(M) = n <∞. Then by Lemma 2.9, there exists a composition
series
M = M0 ⊃ M1 ⊃ M2 ⊃ . . . ⊃ Mn = (0), where Mi/Mi+1 are graded simple
R−modules. By Lemma 2.8, these modules are simple R0−modules. Hence
`R0(M) = n. Now, let M+ =
⊕
n≥0Mn and M− =
⊕
n<0Mn, then 0 −→
M− −→ M −→ M+ −→ 0 is an exact sequence and since the length is an
additive function, it follows that `(M) = `(M−) + `(M+). For each integer k,
Mn<−k
−→ Mn≤−k −→ M−k −→ 0 and Mn>k −→ Mn≥k −→ Mk −→ 0 are exact
sequences, so that `(Mn≥k) = `(Mk) + `(Mn>k) and `(Mn≤−k) = `(M−k) +
`(Mn<−k). Letting k vary in N, we obtain the second equality. 
Lemma 2.11 ? Let R be a Z−graded ring which is not a field and assume that
the only homogeneous ideals of R are (0) and R. Then R = K[t−1, t], where
K = R0 is a field and t is a homogeneous element of R that is transcendental
over K.
Proof. If u is a non-zero homogeneous element of R, then (u) = R (i.e., there
exists v ∈ R such that uv = 1). It follows that every non-zero homogeneous
element of R is a unit. So R0 is a field. As R is not a field, then R 6= R0.
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So there exists some 0 6= t ∈ Rn (n 6= 0). Since t is a unit, t−1 ∈ R−n.
Assume that n is the smallest integer such that Rn 6= 0. Notice that if R is
a reduced graded ring, where R0 is a field, and if u ∈ Rn \ {0} with n 6= 0,
then u is transcendental over R0. Indeed, if
∑
aku
k = 0 for ak ∈ R0, then
aku
k = 0 ∀ k i.e., uk = 0 since ak is a unit. But this is not possible since
R has no nilpotent element. Thus t is transcendental over R0. Now, we show
that any homogeneous element of Rm has the form ct
i for some i and some
c ∈ R0. The case 0 ≤ m < n is trivial (if m < n, then 0 = 0ti). If x ∈ Rn,
then xt−1 ∈ R0 i.e., xt−1 = r0 and x = r0t. Assume inductively that the result
is true for all indices ≤ m − 1 with m > n. Let u ∈ Rm. Then t−1u ∈ Rm−n
and 0 ≤ m − n < m. Thus, ut−1 = cti. Multiplying by t, we get the desired
result. We argue similarly for elements of negative degree. 
Suppose that M is a graded R−module and N is an R−submodule of M .
We denote by N? the R−submodule of M generated by all the homogeneous
elements contained in N .
Lemma 2.12 ([44, Lemma 3]) . Let R be a Z−graded ring and P a non-
homogeneous prime ideal of R. Then P ? is prime and there are no prime ideals
properly between P and P ?.
Proof.? Let x, y be homogeneous elements in R such that xy ∈ P ? and x /∈ P ?.
Since P ? ⊂ P , then y ∈ P and therefore y ∈ P ? because it is homogeneous.
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Now, let x, y be non homogeneous such that xy ∈ P ? and x, y /∈ P ?. Set
x =
∑
xi and y =
∑
yi. Let i0 and i1 be respectively the first indices such
that xi0 /∈ P ? and yi1 /∈ P ?. Then xy ∈ P ? implies that xi0yi1 ∈ P ?, so that
xi0 or yi1 must be in P
?; which is absurd. Thus P ? is prime. By passing
to R/P ?, we may assume that R is a domain and P ? = (0). Let S be the
set of all non-zero homogeneous elements of R. Since P ∩ S = ∅, PRS is a
non-zero prime ideal of RS. Thus, in the local graded ring RS =
⊕
(RS)n,
where (RS)n = { rs ∈ RS | r and s are homogeneous and deg r−deg s = n}, the
non-zero homogeneous elements are units. By Lemma 2.11, RS = K[t
−1, t].
Since dim(K[t−1, t]) = 1, there are no primes properly between (0) and PRS.
Contracting back to R, we get the desired result. 
Theorem 2.13 ((Matijevic-Roberts) [31, Exercise 13.6]) . Let R be a
graded ring and P a non-homogeneous prime ideal of R. then if ht(P ) < ∞,
ht(P ) = ht(P ?) + 1.
Proof. Assume that ht(P ?) = n <∞ and argue by induction on n. If n = 0,
then Lemma 2.12 gives the result. Suppose that n > 0 and let Q ⊂ P ∈
Spec(R). It suffices to prove that ht(Q) ≤ n. We have Q? ⊆ Q and P ? ⊆ P .
If Q? = P ?, then Q = P ? by Lemma 2.12. Otherwise ht(Q?) ≤ n − 1. By
induction hypothesis ht(Q) ≤ n. 
Corollary 2.14 ?: Let R be a graded ring and M a finitely generated graded
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R−module. Let P be an element of the support of M , where P is not homoge-
neous. Then dim(MP ) = dim(MP ?) + 1.
Proof. As MP is a finitely generated RP−module,
dim(MP ) = dim(RP/Ann(MP )) = dim(R/Ann(M))P . By passing to
R/AnnR(M), we may assume that Ann(M) = 0. Thus, dim(MP ) = dim(RP ) =
ht(P ) ∀ P ∈ Supp(M). 
Corollary 2.15 ?: Let R be an N−graded ring. then if R is locally finite
dimensional, dim(R) = Max{ht(M) |M a homogeneous maximal ideal}.
Proof. Let N be a non-homogeneous maximal ideal of R. Then ht(N?) =
ht(N) − 1, by Theorem 2.13. Since N? is homogeneous and R is N−graded,
N? is contained in a homogeneous maximal ideal M (such maximal can be
obtained by considering any maximal of R0 which contains N
? ∩ R0). But
M 6= N? implies that ht(M) ≥ ht(N?) + 1 = ht(N). 
Definition 2.16 ([31]) . Let R be a Noetherian
N−graded ring and M a finitely generated
graded R−module. Suppose that R0 is Artinian. Then `R0(Mn) < ∞ for
all n. We define the Hilbert function HM : N −→ N of M by HM(n) =
`R0(Mn) for all n and the Poincare´ series (or Hilbert series) ofM by P (M, t) =∑
n∈N
HM(n)t
n ∈ Z[[t]].
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Proposition 2.17 ?: Let R = K[X1, . . . , Xd] be a polynomial ring over a field
K and degXi = 1 for all i. Then HR(n) = C
d−1
n+d−1 for all n ≥ 0.
Proof. We use induction on n+ d. If n = 0 or d = 1, then the result is trivial
since in the first case dimK(K) = 1 and in the second one Rn = K < X
n >
and C0n = 1. Suppose that n > 0 and d > 1. Let S = K[X1, . . . , Xd−1] and
consider the exact sequence
0 −→ Rn−1 Xd−→ Rn −→ Sn −→ 0, where Xd is the multiplication by Xd(a
group homomorphism). Then using [1, Proposition 6.10] and the fact that the
length is additive, we get:
HR(n) = dimK(Rn) = dimK(Rn−1) + dimK(Sn)
= Cd−1n+d−2 + C
d−2
n+d−2
= Cd−1n+d−1.

Theorem 2.18 . Let R =
⊕
n≥0Rn be a Noetherian graded ring and let M
be a finitely generated
graded R−module. Suppose that R = R0[x1, . . . , xr] with xi of degree di,
and that R0 is Artinian and P (M, t) is the Hilbert series. Then P (M, t) =
f(t)
r∏
i=1
(1− tdi)
, where f(t) is a polynomial with coefficients in Z.
Proof. [1, Theorem 11.1]. 
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Many information on the value of `(Mn) can be obtained from the above theo-
rem. A simple case is when d1 = . . . = dr = 1, so that R is generated over R0 by
elements of degree 1. In this case, Theorem 2.18 gives P (M, t) = f(t)(1− t)−d
with d ≥ 0 and f(1) 6= 0 if d > 0. We then write d = d(M).
Since (1− t)−1 = 1+ t+ t2 + . . ., we can repeatedly differentiate both sides to
get
(1− t)−d =∑∞n=0Cd−1n+d−1tn. If f(t) = a0 + a1t+ . . .+ asts, then the identifica-
tion after rewriting f(t)(1− t)−d gives `(Mn) = a0Cd−1d+n−1 + a1Cd−1n+d−2 + . . . +
asC
d−1
n+d−s−1, where we set C
d−1
m = 0 for m < d− 1.
So `(Mn) can be arranged as a polynomial in n with rational coefficients, say
ϕ(n). Then
ϕ(X) = f(1)
(d−1)!X
d−1+(terms of lower degree). As Cd−1m =
m(m−1)...(m−d−2)
(d−1)! for
m ≥ 0, we get the following Corollary:
Corollary 2.19 ([31]) . If d1 = . . . = dr = 1 in Theorem 2.18 and d = d(M)
is defined as above, then there is a polynomial ϕM(X) of degree d − 1 with
rational coefficients such that for n ≥ s + 1 − d, we have `(Mn) = ϕM(n),
where s is the degree of the polynomial (1− t)dP (M, t).
Definition 2.20 ([31]) . The polynomial ϕM in Corollary 2.19 is called the
Hilbert polynomial of the graded module M .
Definition 2.21 ([1]) . A chainM =M0 ⊇M1 ⊇ . . . ⊇Mn ⊇ . . ., where the
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Mn are R−submodules of M , is called a filtration of M and denoted by (Mn).
It is a q−filtration, where q is an ideal of R, if qMn ⊆ Mn+1 for all n, and a
stable q−filtration if qMn =Mn+1 for all sufficiently large n.
Proposition 2.22 ([1, Proposition 11.4]) . Let (R,m) be a Noetherian lo-
cal ring and q an m−primary ideal. Suppose that M is a finitely generated
R−module with a stable q−filtration (Mn). Then:
(1) M/Mn has finite length for each n ≥ 0.
(2) For all sufficiently large n this length is a polynomial g(n) of degree ≤ s,
where s is the least number of generators of q.
(3) The degree and leading coefficient of g(n) depend only on M and q, but
not on the filtration.
Proof. (1) Let G(R) =
⊕
qn/qn+1 and
G(M) =
⊕
Mn/Mn+1. Since m is the unique minimal prime of q, dim(R/q) =
0 and thusR/q is Artinian. By [1, Proposition 10.22], eachGn(M) =Mn/Mn+1
is a Noetherian R/q−module. Notice that a f.g. R−module E with annihi-
lator A satisfies a.c.c (resp., d.c.c) if and only if R/A satisfies the same con-
dition. Thus, by [1, Proposition 6.10], `(Mn/Mn+1) < ∞. Hence `(M/Mn) =∑n
r=1 `(Mr−1/Mr) <∞.
(2) Let q = (x1, . . . , xs). Then G(R) = (R/q)[x1, . . . , xs], where xi ∈ q/q2
; thus of degree 1. By Corollary 2.19, `(Mn/Mn+1) = ϕ(n) for large n, with
degϕ ≤ s − 1. But `(M/Mn+1) = `(M/Mn0) +
∑
i≥n0 `(Mi/Mi+1). Each
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`(Mi/Mi+1), i ≥ n0 is a polynomial and by (1) `(M/Mn0) is a constant.
(3) Let (M˜n) be another stable q−filtration of M and let g˜(n) = `(M/M˜n) .
By [1, Lemma 10.6], ∃ n0 ∈ N such that Mn+n0 ⊆ M˜n and M˜n+n0 ⊆Mn ∀ n ≥
0. Thus, g˜(n) ≤ g(n + n0) and g(n) ≤ g˜(n + n0). So g(n)g(n+n0) ≤
g(n)
g˜(n)
≤ g˜(n+n0)
g˜(n)
and limn−→∞
g(n)
g˜(n)
= 1. 
More generally, let R be a Noetherian semilocal ring, and J the Jacobson
radical of R. Let I be an ideal of R such that Jν ⊂ I ⊂ J for some ν > 0. We
call I an ideal of definition. The I−adic and J−adic topologies then coincide.
If we set grI(M) =
⊕
n≥0 I
nM/In+1M , then grI(M) is a graded module over
grI(R) =
⊕
n≥0 I
n/In+1. For brevity, write grI(R) = R
′ and grI(M) = M ′.
Then the ring R′0 = R/I is Artinian. If I =
∑r
i=1 xiR and ξi is the image of
xi in I/I
2, then R′ = R′0[ξ1, . . . , ξr]. Indeed, if Q ∈ Spec(R/I), then Q = P/I
for some P ∈ Spec(R), with I ⊂ P . Then Jν ⊂ P , which implies that P = m,
for some maximal m. Then R/I is Artinian since dim(R/I) = 0. If also
M =
∑s
i=1Rwi, then M
′ =
∑
R′wi (where wi is the image of wi in M/IM).
Indeed, for any k, l ∈ N, (Ik/Ik+1)(I lM/I l+1M) ⊂ Ik+lM/Ik+l+1M so that∑
R′wi ⊆ M ′. Now, if z ∈ M ′, then z =
∑
zn, where zn ∈ InM/In+1M .
Let zn be a representative of zn, then z =
∑
r,j,k βjkα
r1
njα
r2
nj . . . α
rn
njwk, where
βjk ∈ R,αrinj ∈ I and
∑
ri = n. The class of z will then be obtained by taking
the product of the classes of each αrinj mod I
2 and wk mod IM.
Set χIM(n) = `(M/I
n+1M). Then χmM(n) = χM(n) is called the Samuel func-
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tion of the R−module M .
In what follows (R,m) is a Noetherian local ring. Let q be an m−primary
ideal of R. Set δ(R) = least number of generators of q and d(R) =degree of
the polynomial g(n) in Proposition 2.22(2), for M = R. This degree does not
depend on the m− primary ideal q.
Proposition 2.23 ([1, Proposition 11.7]) . δ(R) ≥ d(R).
Proof. It follows from Proposition 2.22 (2) with R =M . 
Proposition 2.24 ([1, Proposition 11.8]) . Let M be a finitely generated
R−module and x ∈ R a non-zero-divisor in M . Set M ′ = M/xM . Then
d(M ′) ≤ d(M)− 1.
Proof. Set N = xM . Then N ∼= M . By [1, Proposition 10.9], (Nn =
N ∩ qnM) is a q−filtration of N . Next, consider the induced exact sequence
0 −→ N/Nn −→ M/qnM −→ M ′/qnM ′ −→ 0. Since the length is additive,
`(N/Nn)−χqM(n)+χqM ′(n) = 0. By Proposition 2.22 (3), `(N/Nn) and χqM(n)
have the same leading monomial. 
Corollary 2.25 ([1, Corollary 11.9]) . Let x be a non-zero divisor in R.
Then d(R/(x)) ≤ d(R)− 1.
Proposition 2.26 ([1, Proposition 11.10]) . d(R) ≥ dim(R).
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Proof. By induction on d(R) = deg `(R/mn). Assume that d(R) = 0.
Then `(R/mn) is constant for all large n. From `(R/mn+1) = `(R/mn) +
`(mn/mn+1), we get `(mn/mn+1) = 0. Then mn = mn+1 for large n, so that
by Nakayama’s Lemma, mn = 0 and R is an Artinian ring. Now, suppose
that d(R) > 0. Then let P0 ⊂ P1 ⊂ . . . ⊂ Pr be any chain of prime ideals
in R. Choose x ∈ P1 \ P0 and let x 6= 0 ∈ R/P0 = R′. By Corollary 2.25,
d(R′/(x)) ≤ d(R′)−1. Letm′ be the maximal ideal of the local ring R′ and con-
sider R
φ
 R′ and R/mn
ψ
 R′/(m′)n. From `(kerψ)+`(R′/(m′)n) = `(R/mn),
we get `(R′/(m′)n) ≤ `(R/mn), i.e., d(R′) ≤ d(R). Thus, d(R′/(x)) ≤
d(R′) − 1 ≤ d(R) − 1. By induction hypothesis dim(R′/(x)) ≤ d(R′/(x)).
Therefore dim(R′/(x)) ≤ d(R) − 1. Since there exists a one-to-one corre-
spondence between primes of R′ and those of R which contain x, we have
r− 1 ≤ d(R)− 1. Since r is arbitrarily chosen, it follows that dim(R) ≤ d(R).

Proposition 2.27 ([1, Proposition 11.13]) . If dim(R) = d, then there
exists an
m−primary ideal in R generated by d elements x1, . . . , xd and therefore dim(R) ≥
δ(R).
Proof. We are going to construct inductively the elements xi with the property
that every prime ideal which contains (x1, . . . , xk) has height ≥ k. Let x1 be an
element not contained in any minimal prime of R and suppose for k > 0 that
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x1, . . . , xk−1 are constructed. Let Pj (1 ≤ j ≤ s) be the minimal prime ideals
(if any) of (x1, . . . , xk−1) which have height exactly k − 1. Since R is local,
then m 6= Pj (1 ≤ j ≤ s) so that m 6=
⋃s
j=1 Pj. But
⋃
Pj is an ideal so that we
can find xk ∈ m \
⋃
Pj. Now, let Q be a prime ideal containing (x1, . . . , xk).
then Q contains a minimal prime of (x1, . . . , xk−1) say, q. If q = Pj for some
j ≤ s then we are done. If q 6= Pj ∀j ≤ s, then by induction hypothesis
ht(q) > k − 1 and we are done. Now, if P is a minimal prime of (x1, . . . , xd),
then ht(P ) ≥ d. So P = m and P is m−primary since m is maximal. 
Theorem 2.28 . Let (R,m) be a Noetherien local ring. Then δ(R) = dim(R) =
d(R).
Proof. Proposition 2.22, 2.23, 2.26 and 2.27. 
2.3 Inverse limit, completion, and regular local rings
A directed set is a partially ordered (say, by≤) set Ω such that for any λ, µ ∈ Ω,
there exists ν ∈ Ω with λ ≤ ν and µ ≤ ν. Let Ω be a directed set and assume
that for each element λ ∈ Ω, we associate an R−module Mλ, and whenever
λ ≤ ν, there is an R−linear map fνλ : Mν −→ Mλ such that fλλ = 1 and
fλν ◦ fνµ = fλν for µ ≤ ν ≤ λ.
If these conditions hold, we say that F = {Mλ; fλµ} is an inverse system. Next,
let ϕ be a map from a set M∞ to F i.e., a family of maps ϕλ : M∞ −→ Mλ
satisfying fλν ◦ϕν = ϕλ for ν ≤ λ. M∞ will be called inverse limit or projective
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limit of F, and we write
M∞ = lim←−
Mλ,
if for any set X and any map ψ = {ψλ} : X −→ F, there exists a unique map
h : X −→M∞ such that ψλ = ϕλ ◦ h for all λ.
Now, assume that F is an inverse system and each Mλ ∈ F is a submodule
of M such that λ ≤ µ implies that Mλ ⊇ Mµ. Then taking F as a system of
neighborhoods of 0 makes M into a topological group under addition. This
topology is separated if and only if
⋂
λMλ = 0 andM/
⋂
λMλ is called the sep-
arated module associated with M . If ϕλµ :M/Mµ −→M/Mλ is the canonical
map, then {M/Mλ;ϕλµ} is an inverse system of R−modules. Its inverse limit
is called the completion of M and it is written Mˆ . If I is an ideal of R and
Mλ = I
λM, λ ∈ N, then F is called the I−adic topology on M . If in addition,
we give R the I−adic topology, then Rˆ and Mˆ are the I−adic completions.
Theorem 2.29 . Let R be a Noetherian ring and let m = (a1, . . . , an) be an
ideal of R. Let Rˆ = Rˆmbe the completion of R with respect to m.
(1) If M is a finitely generated R−module, then the natural map
Rˆ⊗RM −→ lim←−M/m
jM := Mˆ
is an isomorphism. In particular, if S is a ring that is finite as an R−module,
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then Rˆ⊗R S is the completion of S with respect to the powers of the ideal mS.
(2) Rˆ is flat as an R−module.
(3) Rˆ ∼= R[[X1, . . . , Xn]]/(X1 − a1, . . . , Xn − an).
Proof. See [15, Theorem 7.2] and [31, Theorem 8.12]. 
Theorem 2.30 . Let R be a Noetherian local ring of dimension d, m its
maximal ideal and K = R/m. Then the following statements are equivalent:
(i) grm(R) ∼= K[t1, . . . , td], where the ti are independent indeterminates;
(ii) dimK(m/m
2) = d;
(iii) m can be generated by d elements.
Proof. See [1, Proposition 11.22]. 
A local ring satisfying the conditions of Theorem 2.30 is called a regular local
ring.
2.4 Dimension of extension rings
Let ϕ : A −→ B be a homomorphism of rings. For P ∈ Spec(A), write
K(P ) = AP/PAP ∼= AP ⊗A A/P . Then the ring B ⊗A K(P ) will be called
the fibre ring over P and Spec(B ⊗A K(P )) the fibre of ϕ over P . For more
details on the following propositions refer to [31, Section 15].
Proposition 2.31 Let ϕ : A −→ B be a homomorphism of Noetherian rings.
Let P be a prime ideal of B and p = P ∩ A. Then:
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(1) ht(P ) ≤ ht(p) + dim(BP/pBP ).
(2) If ϕ is flat, or more generally if the going-down theorem holds between A
and B, then equality holds in (1).
Proof. (1) From ht(p) = dim(Ap), we can assume that (A,M) and (B,N ) are
local withMB ⊂ N and have to show that dim(B) ≤ dim(A)+dim(B/MB).
Let x1, . . . , xr be a system of parameters of A and y1, . . . , ys in B such that
their images in B/MB form a system of parameters of B/MB. Then∑xiA
and
∑
yiB+MB are respectivelyM−primary and N/MB−primary. By [1,
Proposition 7.14], there exist µ and ν such thatMν ⊂∑xiA (MνB ⊂∑xiB)
and N µ ⊂∑ yiB +MB. Thus, for suitable µ and ν, N µν ⊂∑xiB +∑ yiB;
which implies that N ⊂ √∑xiB +∑ yiB ⊂ N ; so that ∑xiB +∑ yiB is
N−primary and dim(B) ≤ r + s.
(2) if B is a flat A−algebra, then the going-down theorem holds between A
and B. Now, let dim(B/MB) = s and let N = p0 ⊃ p1 . . . ⊃ ps ⊃ MB be a
chain of prime ideals. By [1, Theorem 1.17], M⊂Mec i.e., M⊂ (MB)c; so
that pi ∩ A = M for 0 ≤ i ≤ s (since M is maximal). Let dim(A) = s and
M = p0 ⊃ p1 ⊃ . . . ⊃ pr be a strictly decreasing chain of prime ideals of A.
By the going-down theorem, we can construct a strictly decreasing chain of
primes of B Ps ⊃ . . . ⊃ Ps+r such that Ps+i ∩ A = pi. Thus, dim(B) ≥ r + s.
From (1) we get dim(B/MB) + dim(A) ≤ dim(B) ≤ dim(A) + dim(B/MB).

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Proposition 2.32 . Let ϕ : A −→ B be a homomorphism of Noetherian
rings and suppose that the going-up theorem holds between A and B. If p and
q are prime ideals such that p ⊃ q, then dim(B ⊗A K(p)) ≥ dim(B ⊗A K(q)).
Proof. Set r = dim(B ⊗ K(q)) and ht(p/q) = s. Next, let q = p0 ⊂ p1 ⊂
. . . ps = p be a strictly increasing chain of primes of A. From B ⊗ K(q) =
B ⊗ Aq/qAq ∼= B/qB, we can find a chain qB ⊂ Q0 ⊂ Q1 ⊂ . . . ⊂ Qr of
primes in B. As B is considered as a Aq−module, qB ∩ Aq = qAq; so that
all the primes in the preceding chain lie over q. By GU, there exists a chain
Qr ⊂ Qr+1 ⊂ . . . ⊂ Qr+s of prime ideals of B such that Qr+i ∩ A = pi. Then
Qr+s ∩ A = ps = p and ht(Qr+s/qB) ≥ r + s. Applying Theorem 2.31 to
ϕ# : A/q −→ B/qB, we get r + s ≤ ht(Qr+s/qB) ≤ s + dim(BQr+s/pBQr+s).
Thus, r ≤ dim(BQr+s/pBQr+s) ≤ dim(B ⊗K(p)). 
Proposition 2.33 . Let ϕ : A −→ B be a homomorphism of Noetherian rings
and suppose that the going-down theorem holds between A and B. If p and q
are prime ideals of A with p ⊃ q, then dim(B ⊗A K(p)) ≤ dim(B ⊗A K(q)).
Proof. We may assume that ht(p/q) = 1. It is enough to prove that, given a
chain P0 ⊂ P1 ⊂ . . . ⊂ Pr of primes of B lying over p such that ht(Pi/Pi+1) = 1,
we can construct a chain of prime ideals Q0 ⊂ Q1 ⊂ . . . ⊂ Qr of B lying over
q such that Qi ⊂ Pi (0 ≤ i ≤ r) and ht(Qi/Qi+1) = 1. By GD, we can find
Q0 since P0 ∩ A = p. If r ≥ 1, then take x ∈ p \ q and let T1, . . . , Ts be the
minimal prime divisors of Q0+xB. Since Q0 ∈ Spec(B), we get ht(Ti/Q0) = 1
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and ht(P1/Q0) ≥ 2. Hence we can choose y ∈ P1 \ (∪Ti). Let Q1 be a minimal
prime divisor of Q0 + yB contained in P1 (This is possible by [28, Theorem
10]). Then ht(Q1/Q0) = 1, Q1 6= Ti ∀ i (since y /∈ Ti) and ϕ(x) /∈ Q1 .
Indeed, if ϕ(x) ∈ Q1 then Q0 + xB ⊂ Q1, i.e., Q1 will be one of the Ti.
Therefore Q1 ∩ A 6= p (since x ∈ p and ϕ(x) /∈ Q1). Since ht(p/q) = 1 and
q ⊆ Q1 ∩ A ∈ Spec(A) we must have Q1 ∩ A = q. To construct Q2, let
T1, . . . , Tl be the minimal prime divisors of Q1+ xB. Then ht(Ti/Q1) = 1 and
ht(P2/Q1) ≥ 2. We choose z ∈ P2 \ (
⋃
Ti). Then (z) + Q1 ⊂ P2; so that P2
contains a minimal prime Q2 of Q1 + (z). Then htQ2/Q1) = 1, Q2 6= Ti since
z /∈ Ti and ϕ(x) /∈ Q2. But q ⊆ Q1 + (z) ∩ A ⊆ Q2 ∩ A ⊂ P2 ∩ A = p and
ht(p/q) = 1 implies that Q2 ∩ A = q.
Likewise, we construct the other Qi. 
Proposition 2.34 . Let A be a Noetherian ring and X1, . . . , Xn indetermi-
nates over A. Then dim(A[X1, . . . , Xn]) = dim(A) + n.
Proof. Since A[X, Y ] = A[X][Y ] and using the Hilbert basis theorem, it is
enough to consider the case n = 1.
If B is an A−module and A[X] is the polynomial ring over A, then B⊗AA[X] ∼=
B[X]. Indeed, the map A[X]× B −→ B[X], (aXk, b) 7→ abXk is bilinear; so
that there exists a unique A−linear map A[X] ⊗ B Ψ−→ B[X], aXk ⊗ b 7→
abXk. Next, B[X]
Φ−→ A[X] ⊗ B, bXk 7→ Xk ⊗ b is A−linear and we have,
Φ ◦ Ψ = IdA[X]⊗B and Ψ ◦ Φ = IdB[X]. Thus, ∀ P ∈ Spec(A), dim(A[X] ⊗A
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K(P )) = dim(K(P )[X]) = 1 if we set B = A[X] . For a maximal ideal m of
A, A[X]/mA[X] ∼= (A/m)[X] = K(m)[X]. As A[X] is faithfully flat over A,
by Proposition 2.31 (2), dim(A[X])
= dim(A) + 1. 
Proposition 2.35 . Let A be a Noetherian integral domain and B an exten-
sion ring of A which is an integral domain. Let P ∈ Spec(B) and p = P ∩ A.
Then:
ht(P ) + t. d.K(p)K(P ) ≤ ht(p) + t. d.AB, where t. d.AB is the transcendental
degree of the field of fractions of B over that of A.
Proof. If t. d.AB =∞, then there is nothing to prove.
If t. d.AB + ht(p) < ∞, then we may assume B finitely generated over A.
Indeed, let m and t be in N? such that m ≤ ht(P ) and t ≤ t. d.K(p)K(P ).
Then there is a chain of prime ideals P0 = P ⊃ P1 ⊃ . . . ⊃ Pm in B. For
each i < m, choose ai ∈ Pi \ Pi+1 and let c1, . . . , ct ∈ B such that their images
modulo P are algebraically independent over (the field of fraction of ) A/p.
Set C = A[{ai, ci}]. Then C ⊂ B. If the theorem holds for C, then we have
m+ t ≤ ht(p) + t. d.AC. Letting m and t vary we obtain the desired result.
By induction, we may assume that B is generated over A by a single element.
Replacing A by Ap and B by Bp = Ap[x], we can assume that A is local
with maximal ideal p. Set k = A/p and B = A[X]/Q (since every finitely
generated algebra is isomorphic to a quotient of the polynomial ring). If Q =
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(0), then B = A[X]; which is faithfully flat over A, hence by Proposition 2.31,
ht(P ) = ht(p) + ht(P/pB). B/pB = A/p[X] = k[X]; thus one-dimensional
and therefore P = pB or ht(P/pB) = 1. If P = pB then ht(P/pB) = 0 and
qf(B/P ) = qf(B/pB) = qf(K[X]) = K(X). Thus, t. d.K(p)K(P ) = 1. If P 6=
pB, then ht(P/pB) = 1 and qf(B/P ) = BP/pBP . Thus t. d.K(p)K(P ) = 0.
In either cases ht(P/pB) = 1 − t. d.K(p)K(P ); so that equality holds in the
theorem.
If Q 6= (0), then x is algebraic over A, i.e., B is an algebraic extension and
t. d.AB = 0. Since A is a subring of B, then Q ∩ A = (0). If K is the field of
fractions of A, then ht(Q) = ht(QK[X]) = 1. Let P ′ be the reciprocal image
of P in A[X]. Then P ′/Q = P and K(P ) = K(P ′)
ht(P ) ≤ ht(P ′)− ht(Q) = ht(P ′)− 1
= ht(p) + 1− t. d.K(p)K(P )− 1
= ht(p)− t. d.K(p)K(P ).

2.5 The Rees algebra and the blow-up algebra
Let R be a ring, I an ideal of R and t an indeterminate over R. We obtain
a graded ring R+ ⊂ R[t] by setting R+ = R+(R, I) = {
∑
cnt
n |cn ∈ In} =⊕
n I
ntn ⊂ R[t].
We notice first that if I = (a1, . . . , ar), thenR+ can be writtenR+ = R[a1t, . . . , art];
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so that R+ is Noetherian if R is Noetherian. Now, let u = t
−1 and consider
R[t, u] as a Z−graded ring in the natural way. The Rees algebra of R with
respect to I is the graded R−subalgebra of R[t, u]
R = R(R, I) = R+[u] =
{∑
cnt
n | n ∈ I
n for cn ≥ 0
cn ∈ R for n ≤ 0
}
.
The blow-up algebra of I in R is the R−algebra
BIR = R ⊕ I ⊕ I2 ⊕ . . . ∼= R[tI] via the correspondence aki 7−→ aki tk for all
a ∈ Ik and all k ≥ 1.
Proposition 2.36 ([15, Exercise 13.8]) . Let R be a Noetherian ring, I a
proper ideal, R = R(A, I) and G = grI(R). Then:
(1) dim(R) = 1 + dim(R).
(2) dim(BI(R)) = max{dim(R/P ), dim(R/Q) + 1, where P ranges over the
minimal primes containing I and Q over the minimal primes not containing
I}.
(3) dim(G) = max{dim(RP ) | P is a maximal ideal of R containing I}.
Proof.? First notice that in a Z−graded ring R, if M is a homogeneous max-
imal ideal of R, then
M = . . .
⊕
R−2
⊕
R−1
⊕
m
⊕
R1
⊕
. . ., where m is a maximal ideal of R0.
In the case of N−graded the equivalence holds. Indeed, R/M is graded and
its component of degree n is (R/M)n = (Rn + Mn)/Mn ∼= Rn/Rn ∩ M =
0 ∀ n 6= 0 since in a field only the 0 degree component is 6= ∅. Thus,
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Rn = Rn ∩M ∀ n 6= 0 ; so that M =
∑
Rn ∩M =
∑
n6=0Rn
⊕
R0 ∩M .
Further, (R/M)0 = R/M = (R0+M0)/M0 ∼= R0/R0 ∩M ; so that R0 ∩M is a
maximal ideal. In the case of N−graded, M = m⊕∑i>0Ri is a homogeneous
ideal. If it is not maximal, then it is contain in some homogeneous maximal
M′ = m′⊕Ri. Thus, m′ ⊃ m, which is absurd.
(1) First, we show that the minimal primes ofR are of the form PR[t, t−1]∩R,
where P is a minimal prime of R. Indeed, if we set S = {tk | k ∈ N},
then S is a multiplicative subset of R[t] which does not meet P[t]; so that
P [t, t−1] ∩R is a prime of R. If it were not minimal, then it contains a prime
Q whose contraction in R will be equal to P . Then extending back to R gives
a contradiction. Next, if I ′ = IR[t, t−1] ∩ R, then I ′ ∩ R = I. Therefore, if
I 6= J then I ′ 6= J ′. Now, Suppose that P ∈ Spec(R) with P ∩R = p. Let p′0i
be a minimal prime of R contained in P such that ht(P/p′0i) = ht(P ). Then
R/p′0i ⊃ R/p0i and we can apply Proposition 2.35 to get ht(P ) = ht(P/p0i) ≤
ht(p/p0i)+1− t. d.K(p)K(P ) ≤ ht(p)+1. Hence, dim(R) ≤ dim(R)+1. Since
RS = R[t, t−1], we get dim(R) ≥ dim(R[t, t−1]) = dim(R) + 1.
(2) The minimal primes of BI(R) are of the form PR[t] ∩ BI(R), where
P is a minimal prime of R. Indeed, the extension of a prime in the poly-
nomial ring is prime and the contraction of any prime is also prime. If
PR[t] ∩ BI(R) ) Q, then Qc ∈ Spec(R) and Qc ( P ; which is impossible.
Since R is Noetherian, if I = (a1, . . . , ar), then BI(R) = R[a1t, . . . , art]; so that
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dim(BI(R)) = max{dim(R[a1t, . . . , art]/Q), where Q ranges over the minimal
primes of R[a1t, . . . , art]}. Now, let Q be a minimal prime of R[a1t, . . . , art].
If Q contains I, then ai = 0. Hence R[a1t, . . . , art]/Q ∼= R/P , where Q ∩
R = P . Assume that Q does not contain I. We have R[a1t, . . . , art]/Q ∼=
(R/P )[a1t, . . . , art]. But R/P
is Noetherian, then, by [18, Theorem 30.11],
dim(BI(R)/Q) ≤ dim(R/P ) + d, where d is the transcendence degree of
BI(R)/Q over the quotient field of R/P . Since d = 1 we get that dim(BI(R)) ≤
dim(R/P ) + 1. Now, let P be a minimal prime ideal of R not containing I.
Then there exists an integer i ≤ r such that ait 6= 0. Then 1 + dim(R/P ) ≤
dim(R/P [ait]) ≤ dim(BI(R)).
(3) By Corollary 2.15, dim(G) = max{ht(M) | M is homogeneous maximal
ideal of G}. Then M = m⊕∑ Ik/Ik+1, where m is a maximal ideal of R/I,
i.e., m = M/I , M ∈ Max(R). Now, let (0) ⊂ P1 ⊂ . . . ⊂ I ⊂ Pr ⊂ . . . ⊂ Pu
be a saturated chain of prime ideals in R. Then (0) ⊂ P1
⊕
n>0 I
n/In+1 ⊂
. . . ⊂ Pr
⊕
n>0 I
n/In+1 ⊂ . . . ⊂ Pu
⊕
n>0 I
n/In+1 is saturated chain of prime
ideals in G. Therefore
htR(M) = dim(RM) ≤ dim(G). The reverse inequality is trivial so that equal-
ity holds. 
Corollary 2.37 ([31, Theorem 15.7]) . Let R be a Noetherian ring, I a
proper ideal and G = grI(R). Then dim(G) ≤ dim(R). If in addition R is
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local, then dim(G) = dim(R).
Proof. A consequence of Proposition 2.36(3). 
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3 Chapter 3
Jaffard Domains
In general, ifX1, X2, . . . , Xr are indeterminates over a ring R and if dim(R) <
∞, then
r + dim(R) ≤ dim(R[X1, . . . , Xr]) ≤ r + (r + 1) dim(R) (see [41] and [42])
for each positive integer r. In the case where R is a Noetherian domain or
a Pru¨fer domain, Krull and Seidenberg proved respectively that the equality
dim(R[X1, . . . , Xr]) = dim(R) + r holds. The aim of this section is to study
the class of rings, besides these two classes, for which this equality holds.
We define the valuative dimension of a ring and study its relation with the
Krull dimension. For the valuative dimension, it is known that the equality
dimv(R[X1, . . . , Xr]) = dimv(R) + r holds for any ring R and any positive
integer r (see [26]). We will show that the class of rings satisfying the equality
dim(R[X1, . . . , Xr]) = dim(R) + r, for any positive integer r, are those with
the property dim(R) = dimv(R). Examples will be given. Throughout this
section, the use of dimension without any specification should be taken for
Krull dimension and all rings are assumed to be integral domains.
Theorem 3.1 Let R be a domain which is not a field, K the quotient field of
R, L an algebraic extension field of K, and n a positive integer. The following
conditions are equivalent:
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(i) Each (L−)valuation overring of R has dimension at most n, and there
exists an (L−)
valuation overring of R having dimension n;
(ii) Each (L−)overring of R has dimension at most n, and there exists an
(L−)overring of R having dimension n;
(iii) dim(R[X1, . . . , Xn]) = 2n;
(iv) dim(R[X1, . . . , Xr]) = r + n for all r ≥ n− 1.
Proof. See [18, Theorem 30.9]. 
If the above conditions hold, R is said to have valuative dimension n (in
short dimv(R) = n). If there exists no positive integer n satisfying (i)− (iv),
R is said to have infinite valuative dimension (in short dimv(R) = ∞). For
the sake of completeness, each field is assigned valuative dimension 0.
For any ring R, dim(R) ≤ dimv(R). If V is a valuation ring, then dim(V ) =
dimv(V ) (since any overring of V is a localization of V ). For any ring R, it is
known that dimv(R[X1, . . . , Xr]) = dimv(R) + r (see [26, Theorem 2]).
Definition 3.2 ([2, Definition 0.2]) . A domain R is said to be a Jaf-
fard domain if dim(R) = dimv(R) < ∞; equivalently, if dim(R) < ∞ and
dim(R[X1, . . . , Xr]) = dim(R) + r for all r ≥ 1.
Example 3.3 .Finite-dimensional Noetherian domains and Pru¨fer domains
are Jaffard.
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3.1 Transfer results
Proposition 3.4 ([2, Proposition 1.1]) . Let R ⊂ S be an integral exten-
sion of domains. Then S is a Jaffard domain if and only if R is a Jaffard
domain.
Proof. The integrality condition implies that dim(R) = dim(S) and dimv(R) =
dimv(S); so that the result follows. 
Proposition 3.5 ([2, Proposition 1.2]) . (1) If R is a Jaffard domain, then
R[X1, . . . , Xr] is also a Jaffard domain for each positive integer r.
(2) Let R be a domain with dimv(R) = n <∞. Then R[X1, . . . , Xr] is a Jaffard
domain for each positive integer r ≥ n− 1.
Proof. (1) R is Jaffard implies that dim(R) <∞; so that a.c.c on prime ideals
holds in R. By [18, Corollary 30.3], a.c.c on prime ideals holds in R[X]. Let
dim(R) = n. We have n + r ≤ dim(R[X1, . . . , Xr]) ≤ dimv(R[X1, . . . , Xr]) =
r+dimv(R) = r+n. Thus, dim(R[X1, . . . , Xr]) = dimv(R[X1, . . . , Xr]) = n+r.
(2) dimv(R[X1, . . . , Xr]) = dimv(R) + r = r + n
= dim(R[X1, . . . , Xr]), where the last equality is obtained by Theorem 3.1(iv).

The Jaffard property is not preserved under localization (see Example 3.33).
In order to study those rings for which the Jaffard property is locally preserved,
we introduce the following definition.
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Definition 3.6 ([2, Definition 1.4]) . A domain R is said to be locally Jaf-
fard if RP is a Jaffard domain for each P ∈ Spec(R).
Proposition 3.7 ([2, Proposition 1.5]) . Let R be a domain with dimv(R) <
∞. Then:
(1) R is locally Jaffard if and only if S−1R is a Jaffard domain for each mul-
tiplicative closed subset S of R.
(2) If R is locally Jaffard, then R is a Jaffard domain.
Proof.? (1) We only need to prove the ”only if” assertion. Let S be a mul-
tiplicative closed subset of R. dimv(S
−1R) = sup{dimv((S−1R)S−1P ) | P ∈
Spec(R) and P ∩ S = ∅} = sup{dimv(RP ) | P ∩ S = ∅} = sup{dim(RP ) | P ∩
S = ∅} = dim(S−1R) ≤ dimv(S−1R).
(2)
dimv(R) = sup{dimv(RP )|P ∈ Spec(R)}
= sup{dim(RP ) | P ∈ Spec(R)}
= dim(R)

Definition 3.8 ([2]) . A domain R is said to be equicodimensional if all its
maximal ideals have the same height.
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Definition 3.9 ([31]) . A ring R is catenarian if for any prime ideals P ⊂ P ′,
all saturated chains of prime ideals between P and P ′ have the same length.
For valuative dimension, we always have dimv(RP ) + dimv(R/P ) ≤ dimv(R)
for any prime P (see [26, Proposition 2]).
Proposition 3.10 ([2, Proposition 1.8]) . Let R be a finite-dimensional
equicodimensional catenarian domain. Then R is locally Jaffard if and only if
R is a Jaffard domain.
Proof. Assume that R is Jaffard and let P ∈ Spec(R). Since all chains
between any minimal prime ideal and any maximal ideal have the same length,
we have dim(R) = dim(RP ) + dim(R/P ) ≤ dimv(RP ) + dimv(R/P ) ≤
dimv(R) = dim(R). Thus, dim(RP ) = dimv(RP ). The converse follows from
Proposition 3.7. 
In what follows the rings are not necessarily domains. Let T be a cancellative
monoid and set G = T×T/ ∼, where (a, b) ∼ (a′, b′) if and only if a+b′ = a′+b.
Let [a, b] denote the class of (a, b). Then G is an abelian group with zero
element [s, s], s ∈ T , under the operation [a, b] + [a′, b′] = [a + a′, b + b′]. G is
called the quotient group of T . If R is a ring, then R[T ] is a monoid ring and
the group ring R[G] is its quotient. Thus, dim(R[G]) ≤ dim(R[T ]). Let S be
a submonoid of T . An element t ∈ T is said to integral over S if there exists
n ∈ N such that nt ∈ S. If f ∈ R[S], then f = ∑ fiXsi and we define the
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support of f to be the set Supp(f) = {si}.
Proposition 3.11 ([20, Theorem 12.4]) . Let T be a cancellative monoid,
S a submonoid of T and R a ring. Then, T is integral over S if and only if
R[T ] is integral over R[S].
Proof. Let us assume that T is integral over S and suppose
∑
fiX
ti ∈ R[T ].
Then for each ti there exists ni ∈ N such that niti ∈ S. Therefore (fiX ti)ni ∈
R[S] and fiX
ti is integral over R[S]. Since the set of integral elements is a
ring, it follows that
∑
fiX
ti is integral over R[S]. Conversely, let show that t is
integral over S if X t is integral over R[S]. Let Xnt+αn−1X(n−1)t+ . . .+α0 = 0,
with αi ∈ R[S]. Then not all the αi are zero and therefore, for some i < n, nt ∈
Supp(αiX
it). Consequently, nt = s+ it for some s ∈ S and by the cancellation
low on T , (n− i)t = s ∈ S. 
Proposition 3.12 ([19, Proposition 1]) . Let R be a commutative ring
with identity, {Xλ} be a set of indeterminates over R, and A = R[{Xλ, X−1λ }, λ ∈
Λ]. Then dim(A) = dim(R[{Xλ}]).
Proof. If R is infinite-dimensional, then it is clear that both A and R[{Xλ}]
are infinite-dimensional. Indeed, ∀ P ∈ Spec(R), P [X] ∈ Spec(R[X]) and
P [X]∩S = ∅, where S = {Xk | k ∈ N} ⊂ R[X]. Thus a chain of prime ideals in
R extends to a chain of prime ideals in A. Next, A is a localization of R[{Xλ}]
so that dim(A) ≤ dim(R[{Xλ}]). Now, if R is finite-dimensional and Λ is
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infinite, then R[{Xλ}] and A are infinite-dimensional. For, ifM is a maximal
ideal of R and {Xλi}∞i=1 is an infinite subset of {Xλ}, then (M, Xλ1 − 1) ⊂
(M, Xλ1 − 1, Xλ2 − 1) ⊂ . . . is an infinite saturated chain of prime ideals in
R[{Xλ}] with respect to the multiplicative system generated by {Xλ}. If R is
finite-dimensional and Λ = {1, 2, . . . , k} is finite, then dim(A) ≤ dim(R[{Xλ}])
(since A is a localization of R[{Xλ}]). On the other hand, it is shown in [5],
that dim(R[{Xλ}]) = ht(M[{Xλ}]) + k, for some maximal ideal M of R.
Hence, if P0 ⊂ P1 ⊂ . . . ⊂ Pt =M[{Xλ}] is a chain of prime ideals of R[{Xλ}]
of length t = ht(M[{Xλ}]), then P0 ⊂ P1 ⊂ . . . ⊂ Pt ⊂ Pt + (X1 − 1) ⊂
. . . ⊂ Pt + (X1 − 1, . . . , Xk − 1) is a chain of primes in R[{Xλ}], and each of
these prime ideals extends to a proper ideal of A since none of them meets S.
Consequently, dim(A) ≥ dim(R[{Xλ}]) and the equality holds. To show that
Pt + (Xλ1 − 1, . . . , Xλi − 1) is a prime ideal, first we observe that none of the
variable Xλi belongs to Pt and R[{Xλ}]/Pt is an integral domain. The ring-
homomorphism R[{Xλ}]/Pt ϕ−→ R/M;Xλj 7→ 1 is surjective with ker(ϕ) =
((Xλ1 − 1), . . . , (Xλi − 1)). The result follows from (R[{Xλ}]/Pt)/ ker(ϕ) ∼=
R[{Xλ}]/Pt + ker(ϕ) 
Corollary 3.13 ([19, Corollary 1]) . Let R be a commutative ring with
identity and G a torsion-free abelian group with rank α. Then dim(R[G]) =
dim(R[{Xλ}λ∈Λ]), where |Λ| = α.
Proof. Let {Yi}i∈Λ be a minimal free subset of G and let H =
∑
i∈Λ ZYi
39
be the subgroup of G generated by {Yi}. Then G ∼= H ⊕ Gtor as Z−module
and G is integral over H. Thus by Proposition 3.11, R[G] is integral over
R[H] and dim(R[G]) = dim(R[H]) = dim(R[{Xλ, X−1λ }λ∈Λ]). Indeed, if H =
Z < Yi >i∈Λ, then R[H] ∼= R[{Xλ, X−1λ }λ∈Λ] since z ∈ R[H] implies that
z =
∑
fiX
P
λiYi =
∑
fi(X
Yi)λi . Set then Xλ = X
Yλ . If α = ∞, then
dim(R[H]) = dim(R[Xλ]) = ∞ since (X1) ⊂ (X1, X2) ⊂ (X1, X2, X3) ⊂ . . . is
an infinite chain of prime ideals in R[H]. 
Definition 3.14 ([36]) .Let Γ be a grading monoid, i.e., a commutative and
associative monoid, with neutral element, which satisfies the cancellative low.
The law of composition is written as addition and the neutral element is de-
noted by 0. The grading monoid Γ is said to be torsionless if from nγ = nγ′,
where n is an integer and γ, γ′ belong to Γ, follows γ = γ′.
Proposition 3.15 ([20, Theorem 8.1]) . Let R be a non-trivial ring and S
be a semigroup. Then, the semigroup ring R[S] is an integral domain if and
only if R is an integral domain and S is torsion-free and cancellative.
Proposition 3.16 ([20, Theorem 21.4]) . Let R be a unitary ring, S a
cancellative monoid, and G the quotient group of S. Then dim(R[G]) =
dim(R[S]).
Proposition 3.17 ([2, Proposition 1.14]) . Let R be a domain and let S
be a torsionless grading monoid with quotient group G. If rank(G) = r, then
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dim(R[S]) = dim(R[G]) = dim(R[X1, . . . , Xr]) =
dim(R[X1, X
−1
1 , . . . , Xr, X
−1
r ]).
Proposition 3.18 ([2, Lemma 1.15]) . If R is a domain, then
dimv(R[X1, . . . , Xr]) = dimv(R[X1, . . . , Xr, X
−1
1 , . . . , X
−1
r ]) for each positive
integer r.
Proof. R[X1, . . . , Xr, X
−1
1 , . . . , X
−1
r ] is an overring of R[X1, . . . , Xr], so
dimv(R[X1, . . . , Xr, X
−1
1 , . . . , X
−1
r ]) ≤ dimv(R[X1, . . . , Xr]). For the
reverse inequality, we have
dimv(R[X1, . . . , Xr, X
−1
1 , . . . , X
−1
r ]) ≥ sup{dim(A[X1, . . . , Xr, X−11 , . . . , X−1r ]) |
A is an overring of R}
= sup{dim(A[X1, . . . , Xr]) |
A is an overring of R}
≥ sup{dim(A) + r | A overring of R}
= sup{dim(A) | A overring of R}+ r
= dimv(R) + r
= dimv(R[X1, . . . , Xr]),
as desired. 
Proposition 3.19 ([2, Proposition 1.17]) .
Let R be a domain with dimv(R) < ∞ and S a torsionless grading monoid
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with quotient group G such that rank(G) = r < ∞. Then dimv(R[S]) =
dimv(R[G]) = dimv(R[X1, . . . , Xr]) = dimv(R) + r.
Proof. Let F be a finitely generated free abelian subgroup of G with rank
r. Then G = F + Gtor and G/F is a torsion group. ∀g ∈ G, ∃ n ∈ N,
ng ∈ F ; i.e., G is integral over F as monoid and therefore by Proposition 3.11,
R[G] is integral over R[F ]. R[F ] = R[Y1, Y
−1
1 , . . . , Yr, Y
−1
r ] for some family
of indeterminates {Y1, Y2, . . . , Yr}. Indeed, if F = Z < a1, . . . , ar >, then
∀ y ∈ R[F ], y = ∑XPλiai = ∑(Xa1)λ1 . . . (Xar)λr . Set Yi = Xai . Let
D = R[Y1, Y2, . . . , Yr]. Then dim(R[S]) = dim(R[G]) = dim(R[F ]) = dim(D).
Moreover, by integrality
dimv(R[G]) = dimv(R[F ]). By Proposition 3.18,
dimv(R[F ]) = dimv(D) = r + dimv(R). Now, R[G] is an overring of R[S], so
dimv(R[G]) ≤ dimv(R[S]). Let V be a valuation overring of R[S]. Then for
each i ≤ r, Yi ∈ V or Y −1i ∈ V ; hence, by replacing Yi by Y −1i if necessary,
we may assume that D ⊂ V and then V is a valuation overring of D so that
dim(V ) ≤ dimv(D). Hence dimv(R[S]) ≤ dimv(D) = dimv(R[G]), concluding
the proof. 
Theorem 3.20 ([2, Corollary 1.18]) . Let R be a domain and let S be a
torsionless grading monoid with quotient group G such that rank(G) = r <∞.
Then the following statements are equivalent:
(i) R[S] is a Jaffard domain;
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(ii) R[G] is a Jaffard domain;
(iii) R[X1, . . . , Xr] is a Jaffard domain;
(iv) R[X1, X
−1
1 , . . . , Xr, X
−1
r ] is a Jaffard domain.
Proof. It is a consequence of Propositions 3.17 and 3.19. 
Proposition 3.21 ([2, Corollary 1.19]) . Let R be a domain and let S be
a torsionless grading monoid with quotient group G.
(1) If R is a Jaffard domain, then R[S] is a Jaffard domain if and only if
rank(G) <∞.
(2) If dimv(R) <∞, then R[S] is a Jaffard domain if dimv(R)−1 ≤rank(G) <
∞.
Proof. (1) Let rank(G) < ∞. By Proposition 3.5, R[X1, . . . , Xr] is a Jaffard
domain for any positive integer r and by Theorem 3.20, R[S] is a Jaffard do-
main. Conversely, if R[S] is a Jaffard domain, then by Theorem 3.20, R[G] is
a Jaffard domain, i.e., dimv(R[G]) <∞ and so rank(G) <∞.
(2) If rank(G) is finite and dimv(R) − 1 ≤rank(G) < ∞, then by Proposi-
tion 3.5(2), R[X1, . . . , Xr] is a Jaffard domain and R[S] is therefore a Jaffard
domain by Theorem 3.20. 
3.2 Pullbacks
In this paragraph, we determine necessary and sufficient conditions for certain
”pullback-type” constructions to Jaffard domains.
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Lemma 3.22 ([2, Lemma 2.1]) . Let consider the pullback determined by
the following diagram of commutative rings:
R −→ D
↓ ↓
T
ϕ
 K
where T is a domain, ϕ is a homomorphism from T onto a field K with
ker(ϕ) =M, D is a proper subring of K, and R = ϕ−1(D). Then:
(1) M = (R : T ) and R/M∼= D.
(2) If T is local, then M is a divided prime ideal of R (i.e., MRM =M) and
so each prime ideal of R is comparable toM. If, in addition, K is the quotient
field of D, then RM = T.
(3) If T is local, then dim(R) = dim(T ) + dim(D).
(4) For each P ∈ Spec(R) with M * P , there is a unique Q ∈ Spec(T ) such
that Q ∩R = P and Q satisfies TQ = RP .
(5) If P ∈ Spec(R) and P ⊃ M, then there is a unique Q ∈ Spec(D) such
that P = ϕ−1(Q). Moreover, the diagram
RP −→ DQ
↓ ↓
TM  K
is a pullback diagram.
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(6) T is integral over R if and only if D is a field and K is algebraic over D.
Lemma 3.23 ([2, Lemma 2.2]) . If R is a domain and M a divided prime
ideal of R, then
ht(Q[X1, . . . , Xr]) = ht(Q[X1, . . . , Xr]/M[X1, . . . , Xr]) + ht(M[X1, . . . , Xr]),
for each positive integer r and each prime ideal Q of R such that Q ⊃M.
Proposition 3.24 ([2, Proposition 2.3]) . Let (T,M, K) be a local domain
and ϕ : T  K the canonical surjection. Let R = ϕ−1(D), where D is a proper
subring of K with quotient field K. Then:
(1) dim(R[X1, . . . , Xr]) = dim(D[X1, . . . , Xr]) +
dim(T [X1, . . . , Xr])− dim(K[X1, . . . , Xr]), ∀r ∈ N.
(2) dimv(R) = dimv(D) + dimv(T ).
(3) R is a Jaffard domain if and only if D and T are Jaffard domains.
Proof. (1) Set X = {X1, . . . , Xr}. Since dim(R) = dim(D) + dim(T ); then
dim(R) < ∞ if and only if dim(D) < ∞ and dim(T ) < ∞. Assume that
each domain is finite-dimensional. By [5, Corollary 2.9], there exists a max-
imal ideal Q of R[X] such that dim(R[X]) = ht(Q) = ht(q[X]) + r, where
q = Q ∩ R ∈ Max(R). By Lemma 3.22, M is comparable to every ideal of R.
If q ⊂M then q[X] $M[X] and ht(q[X]) + r < ht(M[X]) + r ≤ dim(R[X]);
which is impossible. Thus,M⊆ q. Since q and Q are maximal, then q = q/M
and (Q/M[X]) are maximal in D and D[X], respectively. Since M is a di-
vided prime ideal ofR, by Lemma 3.23 ht(q[X]) = ht(q[X]/M[X])+ht(M[X]).
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Hence,
dim(R[X]) = ht(Q) = ht(q[X]/M[X]) + ht(M[X]) + r. Since K = qf(D), we
get from Lemma 3.22 that T = RM. Thus, htR[X](M[X]) =
htRM[X](MRM[X]) = htT [X](MT [X]). By [5, Corollary 2.10], ht(M[X]) +
r = dim(T [X]). dim(D[X]) = ht(Q/M[X]) = ht(q[X]/M[X]) + r. Since
K is Noetherian, dim(K[X1, . . . , Xr]) = dim(K) + r = r. Consequently
dim(R[X]) = dim(D[X]) + dim(T [X])− r.
(2) Assume that dimv(R) < ∞. Then dim(T ) + dim(D) = dim(R) < ∞.
Since R ⊂ T with qf(R) = qf(T ), dimv(T ) < dimv(R) < ∞. If B is an
overring of D, then ϕ−1(B) = A is an overring of R and Lemma 3.22 yields
dim(A) = dim(B)+dim(T ) since B ( K and T is local. So dim(B) ≤ dim(A),
hence dimv(D) ≤ dimv(R) < ∞. Thus, dimv(D) and dimv(T ) are both fi-
nite. Let r ∈ N such that r + 1 ≥ max{dimv(R), dimv(D), dimv(T )}. By
Theorem 3.1(iv), dim(R[X]) = dimv(R) + r, dim(D[X]) = dimv(D) + r
and dim(T [X]) = dimv(T ) + r. Substituting in (1) we get dimv(R) + r =
dimv(D) + r + dimv(T ) + r − r = dimv(D) + dimv(T ) + r. Now, assume that
both dimv(D) and dimv(T ) are finite and let r+1 ≥ max{dimv(D), dimv(T )}.
By (1) and Theorem 3.1(iv), dim(R[X]) = dim(D[X]) + dim(T [X]) − r =
dimv(D) + r + dimv(T ) + r − r = dimv(D) + dimv(T ) + r. Identifying with
Theorem 3.1(iv) , we get that dimv(R) = dimv(D) + dimv(T ) is finite, com-
pleting the proof.
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(3) If D and T are Jaffard, then dimv(R) = dimv(D) + dimv(T ) = dim(D) +
dim(T ) ≤ dim(R). Conversely, assume that R is Jaffard. We have dim(R) =
dimv(R) = dimv(D)+dimv(T ) = dim(T )+dim(D). So (dim(T )−dimv(T ))+
(dim(D) − dimv(D)) = 0 and each parentheses must be equal to zero, as
desired. 
Proposition 3.25 ([2, Proposition 2.5]) .
Let (T,M, K) be a local domain which is not a field and let ϕ : T  K be the
canonical surjection. Let R = ϕ−1(F ), where F is a subfield of K. Then:
(1) dimv(R) = dimv(T ) + t. d.(K/F ).
(2) R is a Jaffard domain if and only if T is a Jaffard domain and K is
algebraic over F .
Proof. If t. d.(K/F ) =∞, the induction below proves that dimv(R) =∞. If
dimv(T ) =∞ and t. d.(K/F ) <∞, then dimv(R) =∞. Indeed, if dimv(R) <
∞, then each K−overring of R has dimension at most dimv(R), i.e, dimv(T ) <
∞; which is absurd. Thus, we may assume that dimv(T ) and t. d.(K/F ) are
both finite. We may also assume that K is a purely transcendental extension
of F . Indeed, let {Y1, . . . , Yd} be a transcendental basis of K over F and put
L = F (Y1, . . . , Yd). Since K is algebraic over L. By Lemma 3.22, T is integral
over A = ϕ−1(L), by dimv(A) = dimv(T ). Also t. d.(K/F ) = t. d.(L/F ).
Therefore, we can replace T by A and K by L.
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(1) Let argue by induction on d = t. d.(K/F ). If d = 0, then because of our
assumption of purely transcendence, we have K = F and R = ϕ−1(F ) = T . If
d = 1, then write K = F (Y ) for some Y = ϕ(y), y ∈ T \M (y /∈M since Y is
invertible). We claim that R[y] = ϕ−1(F [Y ]). Indeed, since ϕ(y) = Y ∈ F [Y ]
and ϕ(R) = F we get that R[y] ⊂ ϕ−1(F [Y ]). Let x ∈ ϕ−1(F [Y ]), then
ϕ(x) ∈ F [Y ], i.e., ϕ(x) = ∑αkY k = ∑αkϕ(y)k = ∑αkϕ(yk) = ϕ(z), where
z =
∑
βky
k ∈ R[y] and ϕ(βk) = αk. So x− z ∈ ker(ϕ) =M ⊂ R. Thus, x ∈
z + R ⊂ R[y] and hence ϕ−1(F [Y ]) ⊂ R[y]. Similarly, ϕ−1(F [Y −1]) = R[y−1].
By Proposition 3.24(2), these equalities lead to dimv(R[y]) = dimv(F [Y ]) +
dimv(T ) and dimv(R[y
−1]) = dimv(F [Y −1]) + dimv(T ). Since F is a field,
dimv(F [Y ]) = dimv(F [Y
−1]) = 1, dimv(R[y]) = dimv(R[y−1]) = 1 + dimv(T ).
Let B be any valuation overring of R. Since y ∈ T ⊆ qf(R), this implies that
y ∈ B or y−1 ∈ B, i.e., R[y] ⊂ B or R[y−1] ⊂ B. Thus B is an overring of R[y]
or of R[y−1] and dimv(R) = max{dimv(R[y]), dimv(R[y−1])} = dimv(T ) + 1.
Now, suppose that the equality asserted in (1) holds whenever the transcen-
dental degree is less than d. Let K = F (Y1, . . . , Yd); K = F (Y1, . . . , Yd−1) and
B = ϕ−1(K). By induction hypothesis dimv(R) = dimv(B) + t. d.(K/F ) =
dimv(B) + (d − 1). Since K = K(Yd), applying the case d = 1 we get
dimv(B) = dimv(T ) + 1 and the equality in (1) follows.
(2) By Lemma 3.22, we have dim(R) = dim(F ) + dim(T ) = dim(T ). From
(1) dimv(R) = dimv(T ) + t. d.(K/F ) = dim(R) = dim(T ) if and only if
48
t. d.(K/F ) = 0 and dimv(T ) = dim(T ). 
Theorem 3.26 ([2, Theorem 2.6]) . Let (T,M, k) be a local domain which
is not a field and T
ϕ
 k the canonical surjection. Let R = ϕ−1(D), where D
is any subring of k. Let F be the quotient field of D. Then:
(1) dimv(R) = dimv(D) + dimv(T ) + t. d.(k/F ).
(2) R is a Jaffard domain if and only if D and T are each Jaffard domains
and k is algebraic over F .
Theorem 3.27 ([2, Theorem 2.11]) . Let T be a domain with maximal
ideal M, K = T/M and ϕ : T  K the canonical surjection. Let D
be a proper subring of K with quotient field F . Put R = ϕ−1(D) and d =
t. d.(K/F ). Then:
(1) dim(R) = max{dim(T ), dim(D) + dim(TM)}.
(2) dimv(R) = max{dimv(T ), dimv(D) + dimv(TM) + d}.
Proof. (1) dim(R) = max{sup{dim(RP ) | M
* P}, sup{dim(RP ) | M ⊂ P}}. If M ⊂ P , then by Lemma 3.22(5), there
exists Q ∈ Spec(D) with P = ϕ−1(Q) and since TM is local dim(RP ) =
dim(TM) + dim(DQ). As P varies, Q also varies in the same order and
taking the sup yields dim(R) = dim(D) + dim(TM). If M * P , then by
Lemma 3.22(4), there exists Q ∈ Spec(T ) with RP = TQ and therefore
dim(R) = dim(T ). Finally the equality in (1) follows.
(2) dimv(R) = max{sup{dimv(RP )
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| M * P}, sup{dimv(RP ) | M ⊂ P}}. If M * P , then dimv(RP ) = dimv(TQ)
and taking the sup gives dimv(R) = dimv(T ). If M ⊂ P , then apply-
ing Theorem 3.26(1) to the diagram in Lemma 3.22(5) yields dimv(RP ) =
dimv(TM)+dimv(DQ)+t. d.(k/F ). Making P vary give dimv(R) = dimv(D)+
dimv(TM) + d, completing the proof. 
Corollary 3.28 ([2, Corollary 2.12]) . With the same hypothesis as in The-
orem 3.27:
(1) R is a locally Jaffard domain if and only if D and T are locally Jaffard
domains and K is algebraic over F .
(2) If T is a locally Jaffard domain with dimv(T ) <∞, D is a Jaffard domain,
and K is algebraic over F , then R is a Jaffard domain.
Proof. (1) Let assume that R is locally Jaffard and consider P ∈ Spec(T ).
Then
RP∩R  DS
↓ ↓
TP  K
, where S = (K \ ϕ(P )) ∩ D is a pullback diagram, so by Lemma 3.22(3),
dim(RP∩R) = dim(TP ) + dim(DS). Since R is locally Jaffard, this is equal
to dimv(RP∩R) and then by Theorem 3.26(1), dimv(RP∩R) = dimv(DS) +
dimv(TP ) + t. d.(K/F ). Therefore, we must have
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t. d.(K/F ) = 0, dimv(TP ) = dim(TP ) and dimv(DS) = dim(DS). Now, if Q ∈
Spec(D), then ϕ−1(Q) ∈ Spec(T ) and the above argument applies. Conversely,
let P ∈ Spec(R). If P ⊃ M, then applying Theorem 3.26(1) to the pull-
back diagram in Lemma 3.22(5), we get dimv(RP ) = dimv(DQ)+ dimv(TM)+
t. d.(K/F ). Since T , D are locally Jaffard and t. d.(K/F ) = 0, Lemma 3.22(3)
implies that R is locally Jaffard. If P + M, then by Lemma 3.22(4), there
exists Q ∈ Spec(T ) such that TQ = RP and since T is locally Jaffard it follows
that R is locally Jaffard.
(2) By Proposition 3.7(2) and Theorem 3.27(2),
dimv(R) = max{dim(T ), dim(D) + dim(TM)} = dim(R). 
Proposition 3.29 ([2, Proposition 2.14]) . Let V be a non trivial valua-
tion domain of the form V = K+M, where K is a field andM is the maximal
ideal of V . Let R = D +M, where D is a proper subring of K. Let F be the
quotient field of D and let d = t. d.(K/F ). Then:
(1) dimv(R) = dimv(D) + dim(V ) + d.
(2) R is a Jaffard domain if and only if D is a Jaffard domain, V is finite-
dimensional and K is algebraic over F .
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Proof.? (1) Let consider the diagram of pullbacks
R −→ D
↓ ↓
A = F +M −→ F
↓ ↓
V −→ K
By Proposition 3.24, dimv(R) = dimv(D) + dimv(A) and by Proposition 3.25,
dimv(A) = dimv(V ) + t. d.(K/F ) = dim(V ) + dim(K/F ), proving (i) .
(2) Follows from (1) and Lemma 3.22(3). 
Proposition 3.30 ([2, Proposition 2.15]) . Let K be a field, D a subring
of K with quotient field F , R = D +XK[X], and d = t. d.(K/F ). Then:
(1) dim(R) = dim(D) + 1.
(2) dimv(R) = dimv(D) + d+ 1.
(3) R is a Jaffard domain if and only if D is a Jaffard domain and K is
algebraic over F .
Proof.? Consider the diagram
R −→ D
↓ ↓
K[X] −→ K
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(1) and (2) are consequences of Theorem 3.27 and Proposition 3.10, if we set
M = XK[X], T = K[X] and observe that dim(K[X]) = dim(K[X](X)) = 1.
(3) dim(R) = dimv(R) if and only if dim(D) + 1 = dimv(D) + d + 1, i.e.,
dim(D) = dimv(D) + d. Since dim(D) ≤ dimv(D), the equality dim(D) =
dimv(D) + d will hold if and only if d = 0 and dim(D) = dimv(D). 
3.3 Applications and Examples
Example 3.31 ([2, Example 3.1 (a)]) . For each positive integer n, there
exists a finite-dimensional non-Jaffard domain R such that dimv(R)− dimR =
n.
Proof. Let X1, X2, . . . , Xn+1 be n + 1 indeterminates over a field K. Let
L = K(X1, . . . , Xn), V = L[Xn+1](Xn+1) = L+Xn+1V . Put M = Xn+1V and
R = K +M. We claim that R is the required ring. Indeed, V is a discrete
valuation domain. Spec(V ) = Spec(R). Indeed, R is a subring of V so that
every prime ideal of V contract to a prime ideal in R. On the other hand, let
P ∈ Spec(R). Let show that P is an ideal of V . Let x0 ∈ M \ P , z ∈ V and
y ∈ P . zx0 ∈M ⊂ R implies that (zx0)y = x0(zy) ∈ P . But x0 /∈ P and P is
prime. Therefore zy ∈ P , as desired. Now, let x, y ∈ V such that xy ∈ P . If
x or y is not in M, then x−1 or y−1 is in V . So x−1(xy) = y or y−1(xy) = x
is in P . If x ∈ M and y ∈ M, then x, y ∈ R and since P is a prime ideal
in R we have x ∈ P or y ∈ P , as desired. Thus dim(V ) = dim(R) = 1. By
Proposition 3.25, dimv(R) = dimv(V ) + t. d.(L/K) = dim(V ) + n = 1 + n.
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Thus, dimv(R)− dim(R) = n, as desired. 
Example 3.32 ([2, Example 3.1 (b)]) . There exists a domain R such that
dim(R) = 1 and dimv(R) =∞.
Proof. Let Y,X1, X2, . . . be indeterminates over a field K. Put
L = K(X1, X2, . . .); so that t. d.(L/K) =∞. Set V = L[Y ](Y ) = L+ Y V and
R = K + Y V. By Proposition 3.25, dimv(R) = dimv(V ) + t. d.(L/K) = ∞.
But dim(R) = dim(V ) + dim(K) = 1. 
Example 3.33 ([2, Example 3.2]) . There exists a two-dimensional Jaffard
domain R such that R is not locally Jaffard.
Proof. Let k be a field and X1, X2, Y indeterminates over k. Set V1 :=
k(X1, X2)[Y ](Y ) = k(X1, X2) +M1 and A := k(X1) +M1, where M1 = Y V1.
Let (V,M) be a one-dimensional valuation domain of the form V = k(Y )+M
such that k(Y [X1, X2]) ⊂ V ⊂ k(X1, X2, Y ). Consider the two-dimensional
valuation ring V2 := k[Y ](Y )+M = k+M2 with maximal idealM2 = Y k[Y ](Y )+
M (M is a prime ideal of V2 which is strictly contained in M2). V1 and V2
are incomparable. First, notice that V1 is local and Bezout and therefore is a
valuation with dim(V1) = 1. If V1 and V2 were comparable, then we must have
V1 = (V2)M . Y /∈ M and Y ∈ V2 implies that 1Y ∈ (V2)M , but 1Y /∈ V1. By
[34, Theorem 11.11] and [28, Theorem 64], B := V1 ∩ V2 is a two-dimensional
Pru¨fer domain domain with two maximal ideals, say N1 and N2, BN1 = V1
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and BN2 = V2. Finally, put R := A ∩ V2. R ⊂ B is an integral ring extension.
Indeed, if z ∈ B, then ∑nk=0 λkzk = 0, where λk ∈ B. If λk is a unit in V2,
then λk ∈ k ⊂ k(X1) ⊂ A. If λk is not a unit in V2, then λk ∈ M1 ∩M2 ⊂ A.
Thus R has exactly two maximal ideals M1 = N1 ∩ R and M2 = N2 ∩ R
with RM1 = AM1 ∩ BM1 = A ∩ BN1 = A and RM2 = V2. By Lemma 3.22,
dim(A) = 1 and therefore dim(R) = max{dim(RM1), dim(RM2)} = 2 and
dimv(R) = max{dimv(RM1), dimv(RM2)} = 2. Thus R is Jaffard but not
locally Jaffard, since dim(RM1) = dim(A) = 1 6= dimv(RM1) = dimv(A) = 2.

Proposition 3.34 ([2, Proposition 3.3]) . Let X1,
. . . , Xr be finitely many indeterminates over a domain R which is not a field.
Assume that dimv(R) = n <∞. Then:
(1) If R[X1, . . . , Xr] is a Jaffard domain, then r ≥ n−dim(R)dim(R) .
(2) Assume that dim(R) = 1. Then R[X1, . . . , Xr] is a Jaffard domain if and
only if r ≥ n− 1.
Proof. (1) For every r ≥ 0 we have dim(R[X1, . . . , Xr]) ≤ r+ (r+1) dim(R).
Since dimv(R[X1, . . . , Xr]) =
dim(R[X1, . . . , Xr]) = dimv(R)+ r ≤ r+(r+1) dim(R), then n−dim(R)dim(R) ≤ r, as
desired.
(2) If dim(R) = 1, then r ≥ n−1 by (1). Conversely if r ≥ n−1, R[X1, . . . , Xr]
is a Jaffard domain by Proposition 3.5(2). 
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Example 3.35 ([2, Example 3.4 ]) . For each positive integer r, there ex-
ists a finite-dimensional non-Jaffard domain R such that r is the least positive
integer m for which the polynomial ring R[X1, . . . , Xm] is a Jaffard domain.
Proof. We consider the ring R in Example 3.31 with dim(R) = 1. Thus,
dimv(R) = r + 1. R[X1, . . . , Xm] is a Jaffard domain if and only if m ≥
dimv(R)− 1 = r by Proposition 3.34. 
Example 3.36 ([2, Example 3.5 ]) . There exists a non-Jaffard domain T
with n = dimv(T ) < ∞ and a positive integer r < n − 1 such that the
polynomial ring T [X1, . . . , Xr] is a Jaffard domain.
Proof. Consider the ring R of Example 3.31 with
dim(R) = 1 and dimv(R) = 3. Consider indeterminates Y, Y1, . . . , Yr over
R and put T = R[Y ]. By [2, Theorem 1.10], R is not a strong S−domain.
In this case, dim(T ) = dim(R[Y ]) = 3 since 2  dim(R[Y ]) ≤ 3 (see [28,
Theorem 38]). By Theorem 3.1, ∀ r ≥ dimv(R)− 1 = 2, dim(R[Y1, . . . , Yr]) =
r + dimv(R) = r + 3. For r ≥ 1, dim(T [Y1, . . . , Yr]) = dim(R[Y, Y1, . . . , Yr]) =
(r+ 1) + 3 = r+ 4. Further, dimv(T ) = dimv(R[Y ]) = 1 + dimv(R) = 4 > 3 =
dim(T ). Thus, T is not Jaffard. Since dim(T [Y1]) = dim(R[Y, Y1]) = 5, and
dimv(T [Y1]) = dimv(R[Y, Y1]) = 2 + dimv(R) = 5; then T [Y1] is Jaffard. 
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4 Chapter 4
On the Generalized Principal Ideal Theorem and Krull
Domains
An integral domain R satisfies PIT (resp., GPIT) if every minimal prime over
a principal (resp., n-generated) ideal has height ≤ 1 (resp., ≤ n). Here PIT
stands for “Principal Ideal Theorem” and GPIT for “ Generalized Principal
Ideal Theorem.” Both Noetherian and Krull domains satisfy PIT. Moreover,
while Noetherian rings satisfy GPIT (by Krull’s altitude theorem), Krull do-
mains don’t. Eakin-Heinzer’s symbolic Rees algebra (mentioned above) pro-
vided a first counter-example in this regard, which was later developed by
Anderson-Dobbs-Eakin-Heinzer in 1990 [3]. A ring R of dimension 2 satisfies
GPIT if and only if it satisfies PIT. Indeed, it is obvious that GPIT implies
PIT. Conversely, if P is minimal over (a1, . . . , an), then two cases are possible:
(1) If n ≥ 2, then ht(P ) ≤ dim(R) = 2 ≤ n.
(2) If n = 1, then we are done by PIT.
4.1 GPIT and integrality
In this paragraph, we study the stability of GPIT under integral extension.
Proposition 4.1 ([3, Proposition 2.1]) . Let R ⊂ T be an extension of
domains. Then:
(1) Suppose R ⊂ T satisfies LO, INC and GD. If T satisfies GPIT, then R
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satisfies GPIT.
(2) Suppose R ⊂ T satisfies GU and INC. If T satisfies GPIT, then R satisfies
GPIT.
(3) If T is integral over R and T satisfies GPIT, then R satisfies GPIT.
Proof.? (1) Let I = (a1, . . . , an)R be an n−generated ideal of R and P a
minimal prime ideal of I. By LO, there existsQ ∈ Spec(T ) such thatQ∩R = P
and Q is minimal over the n−generated ideal IT . Since T satisfies GPIT,
ht(Q) = m ≤ n. Let Q ⊃ Qm−1 ⊃ . . . ⊃ Q0 = (0) be a saturated chain of
prime ideals in T . By GD, there exists a chain P ⊃ Pm−1 ⊃ . . . ⊃ P0 = (0) in
R such that Pi = Qi∩R. Moreover, this chain is saturated since the extension
R ⊂ T satisfies INC. Thus ht(P ) ≤ n, as desired.
(2) It follows from (1) since GU implies LO.
(3) It is a consequence of (2) since an integral extension satisfies INC and GU.

Proposition 4.2 ([3, Theorem 2.2]) . For a domain R, the following con-
ditions are equivalent:
(i) If u1, . . . , un are finitely many elements of a domain which contains R and
is integral over R, then R[u1, . . . , un]
′ satisfies GPIT.
(ii) If R is a subring of a domain T which is integral over R, then T satisfies
GPIT.
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Proof. (ii) =⇒(i) by setting T = R[u1, . . . , un]′. Suppose that the con-
verse fails. Then there exists P ∈ Spec(T ) such that P is minimal over some
n−generated ideal J of T and ht(P ) > n. Let J = (u1, . . . , un)T . We replace
R with R[u1, . . . , un] and set I =
∑n
i=1Rui. Then J = IT and T is integral
over R. In order to reach a contradiction, we have to show that R′ does not
satisfy GPIT. Let P = P0 ⊃ P1 ⊃ . . . ⊃ Pn+1 be a saturated chain of prime
ideals in T . Since R ⊂ T is an integral extension, if ϕ denotes the projection
qf(R) −→ T , then the extension ring, S = R′T = ϕ(R′), inside qf(T ) is inte-
gral over ϕ(R) ⊂ T (see [34, Theorem 10.13]). Thus T ⊂ S verifies LO, GU
and INC and so there exists a chain N = N0 ⊃ . . . ⊃ Nn+1 of prime ideals in
S lying over the given chain {Pi} with N minimal over
∑
Sui = IS = JS.
Put Qi = Ni ∩ R′ ∈ Spec(R′). Since S is integral over R′, it follows via INC
that {Qi} consists of n+ 2 distinct primes of R′, whence ht(Q0) > n. By [34,
Theorem 10.13], R′ ⊂ S satisfies GD. As N is minimal over ∑Sui, it now
follows via GD that Q0 is minimal over
∑
R′ui. In particular, R′ does not
satisfy GPIT, as desired. 
Lemma 4.3 Let R be a domain. Then R satisfies GPIT if and only if RM
satisfies GPIT for each maximal ideal M of R.
Proof.? Let M be a maximal ideal of R and
J = (a1
s1
, . . . , an
sn
)RM an n−generated ideal of RM . Consider the ideal I =
(a1, . . . , an)R, then IRM = J and by assumption, ht(I) ≤ n. Next, none of the
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ai is inside R\M , so that if P is a minimal prime of I, then PRM is a minimal
prime of J and therefore htRM (J) = htRM (PRM) = htR(P ) ≤ n. Conversely,
let Q be a minimal prime ideal over (b1, . . . , br)R. Then Q ⊆ M for some
maximal ideal M of R and QRM ∈ Spec(RM) is minimal over ( b11 , . . . , br1 )RM .
Therefore
htR(Q) = htRM (QRM) ≤ r. 
Proposition 4.4 ([3, Corollary 2.3]) . If R ⊂ T is an integral extension of
domains and R is Noetherian, then T satisfies GPIT.
Proof. By Proposition 4.2, it suffices to show that R[u1, . . . , un]
′ satisfies
GPIT if u1, . . . , un are integral elements of a domain containing R.
As R[u1, . . . , un] is Noetherian, we may replace R by R[u1, . . . , un], and then
only show that the integral closure R′ = Tof R satisfies GPIT. Without loss of
generality, we may assume that R is local. Hence, by [21, Chapter 0, Corollary
23.2.5], R has a finitely generated (integral) overring S such that the canonical
map Spec(T ) −→ Spec(S) is injective. Since S is Noetherian and T = S ′, we
may replace R with S. Consider a prime ideal P of T such that P is minimal
over a finitely generated ideal (v1, v2, . . . , vk) of T and put A = R[v1, v2, . . . , vk].
Since R ⊂ A ⊂ T and Spec(T ) −→ Spec(R) is injective, then Spec(T ) −→
Spec(A) is injective. For, if two different primes of T contract to the same
prime in A, they must contract to the same prime in R, which is impossible.
Since T is integral over A, the extension A ⊂ T satisfies LO and GU. The GD
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holds between A and T . Indeed, let p ⊂ q in Spec(A) and Q ∈ Spec(T ) such
that Q∩A = q. Then by LO, there exists P ∈ Spec(T ) with P ∩A = p and by
GU, there exists Q′ ∈ Spec(T ) such that P ⊂ Q′ and Q′ ∩ A = q. Now, since
Spec(T ) ↪→ Spec(A) is injective, Q′ ∩ A = Q ∩ A = q implies that Q = Q′.
Hence Q = P ∩ A is minimal over ∑Avi. As A is Noetherian, it satisfies
GPIT, so that ht(Q) ≤ k. By [28, Theorem 45], ht(P ) ≤ k. Hence T satisfies
GPIT. 
Thus, the integral closure of a Noetherian domain satisfies GPIT. The fol-
lowing example points out the importance of the Noetherian hypothesis.
Example 4.5 ([3, Example 2.4]) . There exists a local two-dimensional do-
main R satisfying GPIT and an element u such that R′ = R[u] and R′ does
not satisfy (G)PIT.
Proof. Let x and y be algebraically independent indeterminates over a field
K. Put D = K[x, y](x−1,y−1) andM1 = (x−1, y−1)D. Then D/M1 ∼= K and
clearly D = K +M1. Next, consider the rank 2 valuation v of K(x, y) over
K, with value group Z⊕ Z lexicographically ordered, defined by v(x) = (1, 0)
, v(y) = (0, 1). The corresponding valuation ring is V = K[y](y) + xK[x, y](x),
which can be written as V = K+M2, whereM2 = yV is the maximal ideal of
V . Indeed, K[y](y) is a valuation ring since it is local and Bezout. Therefore V
is also a valuation since V ⊂ K(y) + xK[x, y](x) and qf(K[y](y)) = K(y). Let
W be the valuation ring associated to v. Then V ⊆ W , i.e., W = VQ, where
61
Q ∈ Spec(V ). Note that dim(V ) = 2. Let (0) ⊂ P ⊂ m be a saturated chain
of prime ideals in V . Then Q 6= (0) since W is not a field. If Q = P , then
dim(W ) = 1 and in that case rank(W ) = 1; which is not the case. So Q = m
and it follows that W = V , as desired. Put J =M1 ∩M2 and R = K + J .
R is the required ring. First, note that R′ = D ∩ V . Indeed, since D and V
are integrally closed and contain R, R′ ⊆ D ∩ V . For the reverse inclusion, it
suffices to show that each t ∈ D∩V is integral over R. We observe that J is a
common ideal for D∩V and R, so that D∩V is an overring of R. This assure
us that D∩V ⊆ qf(R). Let t = a1+m1 = a2+m2, with ai ∈ K and mi ∈Mi,
i = 1, 2. Then (t − a1)(t − a2) = m1m2 ∈ M1 ∩M2 = J ⊂ R, and so t is a
root of the monic polynomial Z2 − (a1 + a2)Z + a1a2 −m1m2 ∈ R[Z]. Hence
D ∩ V ⊆ R′. Next, we show that R is local with maximal ideal J . Let r ∈ J .
Then since D and V are local rings, (1+r) is invertible in each of them; so that
we can write (1+r)−1 = 1−r(1+r)−1 ∈ 1+J so that (1+r) is a unit of R, and
r ∈ J(R), the Jacobson radical of R. Since J is maximal in R, then J = J(R),
as desired. Consider the primes P1 = M1 ∩ R′ and P2 = M2 ∩ R′. We have
P1∩R =M1∩D∩V ∩R =M1∩(K+M1)∩(K+M2)∩R = J sinceMi∩K = ∅.
Similarly, P2 ∩R = J . As each of these meets R in J , it follows via integrality
that P1 and P2 are maximal in R
′ since they contract to the maximal ideal J
of R. Moreover, P1 6= P2 since x ∈ P2 \ P1. Next, we prove that R′P1 = D and
R′P2 = V . For any multiplicatively closed subset S of R
′, we have R′S = DS∩VS.
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Let Si denote R
′ \ Pi, then DS1 = (K[x, y](x−1,y−1))S1 = D and VS2 = V and
the result will follow if we show that VS1 = DS2 = K(x, y). Consider any
nonzero g ∈ K[x, y]. If v(g) = (i, j), then v( g
xiyj
) = v(g) − iv(x) − jv(y) = 0;
so that g
xiyj
is a unit and gV = xiyjV . Further, V [(xy)−1] = K(x, y); for, if
h
g
∈ K(x, y), then g = αxiyj, where α is a unit in V . So h
g
= α
−1h
xiyj
∈ V [(xy)−1].
As xy ∈ R′ \ P1 = S1, we have VS1 = K(x, y) as desired (because if we set
S = {(xy)n, n ∈ N}, then S ⊂ S1 and K(x, y) = VS ⊆ VS1 ⊆ K(x, y)).
Moreover, for g as above, h = g(xiyj)−1 ∈ (V \ M2) ∩ D = S2, since gxiyj
is a unit in V and xiyj /∈ (x − 1, y − 1). Therefore h is invertible in DS2
and g−1 = (xiyj)−1h−1 ∈ DS2 . Thus, DS2 = K(x, y), as desired. Since V
is a two-dimensional valuation domain, V does not satisfy PIT (indeed, let
(0) ⊂ Q ⊂ M2 be the Spectrum of V and choose an element a ∈ M2 \ Q
such that M2 is minimal over the ideal (a)). As R′P2 = V , it follows from
[7, Proposition 3.1(a)] that R′ does not satisfy PIT. Since x ∈ R′ \ R we
have R 6= R′. Moreover, x(x − 1) = m ∈ M1 ∩ M2 = J ⊂ R so that
x is a solution of Z2 − Z + m = 0. We claim that R[x] = R′ (in other
words, u = x satisfies the assertion): From the equality R′P1 = D, we get
K ∼= D/M1 = R′P1/P1R′P1 ∼= R′/P1 (since P1 is maximal in R′). Whence
R′ = K + P1. Similarly, R′P2 = V leads to K
∼= V/M2 ∼= R′/P2 and R′ =
K + P2. Since xP1 ⊂ xM1 ⊂ M1 and xP1 ⊂ M2V = M2 (x ∈ M2 and
P1 ⊂ R′ ⊂ V ), we have xP1 ⊂ J , so that xR′ = xK + xP1 ⊂ xR + J ⊂ R[x].
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As (x−1) ∈ R′∩M1 = P1 and P1P2 ⊂ P1∩P2 =M1∩M2∩R′ = J ∩R′ = J ,
we also have (x− 1)R′ = (x− 1)K + (x− 1)P2 ⊂ R[x] + P1P2 = R[x]. Hence,
R′ ⊂ xR′ + (x − 1)R′ ⊂ R[x]. So R[x] = R′ as claimed. Since R′ is integral
over R, any maximal ideal M of R′ meets R in J = M1 ∩ M2 = P1 ∩ P2
(See [31, Lemma 2]). It follows that M contains (and hence equals to) one
of the ideals P1 or P2. Thus, P1 and P2 are the only maximal ideals of R
′,
and so dim(R′) = sup{dim(R′P1), dim(R′P2)} = sup{dim(D), dim(V )} = 2. By
integrality, dim(R) = dim(R′) = 2. Next, we show that R satisfies GPIT.
Since R is a two-dimensional, it is sufficient to show that R verifies PIT. This
amount to show that J is not minimal over any nonzero principal ideal Rs
with s ∈ J \ {0}. In the Noetherian ring D, the prime ideal P1D = P1R′P1
has height 2 and contains s, but cannot be minimal over Ds by PIT. Hence
Ds ⊂ QD $ P1D for some primeQ ofR′. By INC, we haveQ∩R $ P1∩R = J .
As s ∈ QD ∩R = Q ∩R, J is not minimal over Rs. 
4.2 GPIT and homomorphic images
Proposition 4.6 ([3, Proposition 3.1]) . If R is a ring such that R/P sat-
isfies GPIT for each minimal prime P of R, then R satisfies GPIT.
Proof. Suppose the assertion fails. Then there exist Q ∈ Spec(R) such that
Q is minimal over some n−generated ideal I of R and ht(Q) = k > n. Pick
a chain Q = P0 ⊃ P1 ⊃ P2 . . . ⊃ Pk = P of distinct primes in R. Then P is
a minimal prime. Since the ring R/P satisfies GPIT and its prime Q = Q/P
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is minimal over the n−generated ideal (I + P )/P , it follows that ht(Q) ≤
n. However, the chain {Pi/P} of distinct primes reveals that ht(Q) > n, a
contradiction. 
If R is a ring and n is a non-negative integer, we shall say that R satisfies
n−PIT in case ht(P ) ≤ n for each P ∈ Spec(R) which is minimal over an
n−generated ideal of R. Evidently, R satisfies GPIT if and only if R satisfies
n−PIT for al n ≥ 0.
Lemma 4.7 ([3, Lemma 3.4]) . Let R be a ring satisfying k−PIT for some
k > 0. Let I be an ideal of R generated by an R−sequence y1, y2, . . . , yn for
some n < k. Then R = R/I satisfies (k − n)−PIT.
Proof. We proceed by induction on n. If n = 1, then y1 been a nonzerodivisor,
it lies in no minimal prime of R (cf. [28, Theorem 84]). Assume that R/(y1)R
does not satisfy (k− 1)−PIT, i.e., there exists a prime ideal P in R such that
ht(P/(y1)) > k−1 and P/(y1) is minimal over (x1, . . . , xk−1), where xi denotes
the class of xi in R/(y1). Let P ⊃ P1 ⊃ . . . ⊃ Pk ⊃ . . . ⊃ Pl be a chain of
distinct primes in R containing y1 and Pl be a minimal prime ideal. Then
htR(P ) ≥ k + 1, which is impossible since P is minimal over (x1, . . . , xk−1, y1)
and R satisfies k−PIT. Now, assume the result is true for all integers r < n.
Let I = (y1, . . . , yn)R be an ideal of R generated by an R−sequence. Set
A = R/(y1, . . . , yn−1). Since y1, . . . , yn is anR−sequence, yn is a nonzerodivisor
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in A. Since for any ideal L and J of A, (A/L)/(J/L) ∼= A/L + J , we obtain
from the case n = 1 that R/I satisfies (k − n)- PIT. 
Proposition 4.8 ([3, Theorem 3.3]) . If a ring R satisfies GPIT and I is
an ideal of R generated by an
R−sequence, then R/I satisfies GPIT.
Proof. Let I = (y1, . . . , ym) be an ideal of R generated by an R−sequence and
n ∈ N. As R satisfies GPIT, it satisfies (m + n)−PIT and so by Lemma 4.7,
R/I satisfies n−PIT. Since n was arbitrarily chosen, the desired result follows.

4.3 GPIT and monoid domains
Proposition 4.9 ([3, Theorem 4.2]) . Let G be a nonzero torsion-free abelian
group with finite rank n and let R be a domain. Then the following conditions
are equivalent:
(i) R[X1, . . . , Xn] satisfies GPIT;
(ii) R[X1, X
−1
1 , . . . , Xn, X
−1
n ] satisfies GPIT;
(iii) R[G] satisfies GPIT.
Proof. Let S be a multiplicatively closed subset of R and J = (a1
s1
, . . . , an
sn
)RS.
Consider the ideal I = (a1, . . . , an) of R. Then htRS(IRS) = htRS(J) =
htRS(PRS) = htR(P ), where P ∈ Spec(R), P ∩ S = ∅ and P minimal over I.
Thus GPIT is preserved under localization and so (i) implies (ii) .
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(ii) =⇒(iii) Suppose that B = R[G] does not satisfy GPIT. Then there exist
f1. . . . , fr ∈ B and a prime ideal P of B with ht(P ) > r such that P is minimal
over (f1, . . . , fr)B. Let G = F + Gtor, where F is a free abelian subgroup of
G with rank(F ) = n and f1, . . . , fr ∈ A = R[F ]. Set Q = P ∩ A. Then since
B is integral over A, we have ht(Q) > r. By (ii) , A satisfies GPIT and so
there exists a prime ideal Q1 ∈ Spec(A) with (f1, . . . , fr)A ⊂ Q1 ( Q. B is a
flat A−module so that the extension A ⊂ B satisfies GD. Thus there exists a
prime ideal P1 of B with (f1, . . . , fr)B ⊂ P1 ( P , contradicting the minimality
of P .
(iii) =⇒(ii) Let G = F + Gtor, where F is a free abelian subgroup of G with
rank(F ) = n. ThenG/F is a torsion group, andA = R[X1, X
−1
1 , . . . , Xr, X
−1
r ]
∼=
R[F ] ⊆ R[G]. Moreover, the extension R[F ] ⊆ R[G] is integral. By Proposi-
tion 4.1(3), A satisfies GPIT, as desired.
(ii) =⇒(i) Set A = R[X1, . . . , Xr] and let I = (f1, . . . , fr)A be an ideal of A
with minimal prime ideal P . We may assume that Xi /∈ P for 1 ≤ i ≤ r.
Otherwise, apply the translation Xi 7→ Xi + ai for 0 6= ai ∈ R. Let B =
R[X1, X
−1
1 , . . . , Xr, X
−1
r ]. Then since B is a localization of A, PB is minimal
over IB and therefore ht(P ) = ht(PB) ≤ r. 
Proposition 4.10 ([3, Corollary 4.3]) . Let R be a domain. Then R[G]
satisfies GPIT for each torsionfree abelian group G if and only if R[X1, . . . , Xn]
satisfies GPIT for each positive integer n.
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Proof. The ”only if” part is a consequence of Proposition 4.9. Conversely,
suppose that R[G] does not satisfy GPIT, for some torsion free abelian group
G. Then there exist f1, f2, . . . , fr in R[G] and a prime ideal P of R[G] such that
P is minimal over (f1, f2, . . . , fr) with ht(P ) > r. Let Q
′ Spec(R[G]) such that
P ( Q′ and let g ∈ Q′\P . Write fk =
∑
λjkX
P
i lijkaijk and g =
∑
βjX
P
i hijbij .
Consider F = Z < aijk , bij >. Then F is finitely generated subgroup of
G with finite rank, say rank(F ) = n such that f1, f2, . . . , fr ∈ A = R[F ].
Q = P ∩ A is minimal prime over (f1, . . . , fr)A with ht(Q) > r since the
extension R[F ] ⊆ R[G] satisfies INC. By Proposition 4.9, R[X1, . . . , Xn] does
not satisfy GPIT, which contradicts our assumption. 
Proposition 4.10 may be used to construct examples of non-Noetherian do-
mains which satisfy GPIT. In particular, the group ring k[G] satisfies GPIT
for any field k and torsionfree abelian group G. In [20, Section 14] and [19,
Theorem 2], this result has been used to construct finite-dimensional non-
Noetherian UFD’s. Note that a consequence of [20, Theorems 16.2, 14.7,
14.10 and 14.15] is that, k[G] is a Krull domain ⇐⇒ k[G] is a UFD ⇐⇒ each
rank-one subgroup of G is cyclic. Thus, any non-Noetherian Krull domains
constructed as group ring over a field satisfy GPIT.
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4.4 A Krull domain not satisfying GPIT
By Proposition 4.4, any Krull ring obtained as the integral closure of a Noetherian
normal domain satisfies GPIT. In this paragraph we will give the construction
of a local three-dimensional Krull domain whose maximal idealM is the rad-
ical of a 2-generated ideal. Thus, this domain does not satisfy GPIT.
Example 4.11 ([3, Example 5.1]) . We take (R,M) to be a two-dimensional
integrally closed Noetherian local domain having a height 1 prime ideal P
such that P is not the radical of a principal ideal. By [31, Theorem 11.2],
R/P is a DVR. Let P (n) = P nRP ∩ R denote the nth symbolic power of P .
Set B = R[t−1, P t, . . . , P (n)tn, . . .], the symbolic Rees ring with respect to P .
Then B is a three-dimensional non-Noetherian Krull ring. Let us show that
N = (M, t−1, P t, . . . , P (n)tn, . . .) is a height 3 maximal ideal of B. Since B is a
Z−graded domain with the homogeneous terms of degree n consisting of P (n)tn
if n > 0 and Rtn if n ≤ 0, it follows that N is a maximal ideal of B. Consider
the multiplicatively closed subset S = R \ P. By [31, Theorem 11.2], RP is a
DVR with maximal ideal PRP = (pi), with pi ∈ P ; so that P nRP = (pin) for
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all n ≥ 1 and hence BS = RP [t−1, pit]. Let
ϕ :RP [u, v] −→ RP [t−1, pit]
u 7−→ t−1
v 7−→ pit
r 7−→ r, ∀r ∈ RP .
Then ϕ is a surjective RP−homomorphism . Indeed, for any
∑
ri(t
−1)αi(pit)βi ,
there exists
∑
riu
αivβi ∈ RP [u, v] which is its preimage by ϕ. Next, ϕ(uv −
pi) = 0, so that (uv−pi) ⊆ ker(ϕ). On the other hand, let∑ ri(t−1)αi(pit)βi = 0.
This can be rewritten as
∑
ri(pi)
βitγi = 0 (?), where γi ∈ Z. Let γ = sup{γi}.
Then by multiplying (?) by t−γ and setting g(uv) = f(u, v) =
∑
ri(uv)
βi , we
have g(pi) = 0, i.e., f = g ∈ (uv − pi). Now, observe that ∑ ri(t−1)αi(pit)βi =
h(u, v), where h(u, v) = f(u, v)(uγ). Thus ker(ϕ) = (uv − pi) and BS ∼=
RP [u, v]/(uv − pi). Since RP is a Noetherian ring, it satisfies GPIT and
therefore ht(uv − pi) ≤ 1. Moreover, this height is exactly one since RP
ia a domain and uv − pi 6= 0. Now, RP [u, v]/(uv − pi) ∼= RP [t−1, pit] im-
plies that dim(RP [u, v]/(uv − pi)) = dim(RP [t−1, pit]) = 2 since RP [t−1] ⊆
RP [t
−1, pit] ⊆ RP [t, t−1] and RP is a Jaffard domain with dim(RP ) = 1. Now,
since P ( M, (t−1, pit)B ⊂ N is a saturated chain of primes in B. Thus,
ht(N ) ≥ 3. Next, R[t−1] ⊆ B ⊆ R[t, t−1] so that dim(B) ≤ dimv(B) ≤
dimv(R[t
−1]) = dimv(R[t, t−1]) = 3 and therefore ht(N ) = 3. BN is the re-
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quired ring. In order to conclude the proof, we need to show that N is the
radical of a 2-generated ideal. Set I = (t−1)B, a homogeneous ideal. We
have A = B/(t−1)B = R/P ⊕ P/P (2) ⊕ . . . ⊕ P (n)/P (n+1) ⊕ . . . is graded
(An = Bn/(I)n = Bn/Bn ∩ I = P (n)tn/P (n+1)tn). Let K = RP/PRP be the
quotient field of R/P . Then AS = BS/IBS = (RP [u, v]/(uv − pi))/((u, uv −
pi)/(uv − pi)) ∼= RP [u, v]/(u, uv − pi) = RP [u, v]/(u, pi) ∼= RP [v]/(pi)[v] =
RP [v]/PRP [v] = K[v] since (u, v) = (u, uv − pi). Thus, we have (R/P )[v] ⊂
A ⊂ K[v]. But then An = K < vn > ∩A; so that A = ⊕Fnvn, where
Fn = {x ∈ K| xvn ∈ A} = (A : vn) is a fractional ideal of R/P . Let x = x+P
generate the maximal ideal of R/P , for some x ∈ M. aFn = (xsi) for some
integer si. If a is a unit in R/P , then Fn = (x
si); if not Fn = (x
si−sj).
Let Fn = (x
−dn). Then the Fn are all comparable (precisely they form an
increasing sequence with respect to inclusion) and the sequence {dn} is non-
decreasing. We will show that the maximal ideal of A, namely N/(t−1) is the
radical of xA. It will therefore follow that N = radB(t−1, x), as desired. It
suffices to show that Fnv
n ⊂ rad(x) for each n ≥ 1, for as A is an N−graded
ring, (x)
⊕
n>0 Fnv
n ⊆ rad(x) is a maximal homogeneous ideal and therefore
rad(xA) = (x)R/P
⊕
Fnv
n. Let Fnmv
nm = (x−dnm)vnm and Fnvn = (x−dn)vn,
then x−1(Fnvn)m = (x−mdn−1)vnm. We claim that there exists m ≥ 1 such that
x−1(Fnvn)m ⊂ Fnmvnm. Notice that our claim is equivalent to ∃ m ≥ 1 such
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that −mdn − 1 ≥ −dnm. Indeed, if this is not the case, then for each m ≥ 1,
mdn + 1 > dnm ⇐⇒ mdn ≥ dnm ⇐⇒ Fnm ⊆
(Fn)
m ⊆ (Fnm).
Thus (Fn)
m = Fnm. For n = 1, Fm = (F1)
m, ∀ m ≥ 1, so that A =
(R/P )[F1v]. For n = 2, F2m = (F2)
m, ∀ m ≥ 1. Form < k < 2m, 2m−k > m
and we have F2m−k ⊆ F2m ⊆ (F2)m and v2m−k = (vm)qvr with 0 ≤ r < m. For
2m < k < 2(m+1), we have k = (2m)+ r with r < m so that Fk ⊆ F2(m+1) =
(F2)
m+1 and vk = (v2)mvr. In all cases, Fkv
k ⊂ A = (R/P )[F1v, F2v2]. The
same calculation applies to any integer n to give A = (R/P )[{Fivi : 1 ≤ i ≤
n}]. But R/p is Noetherian so that A is Noetherian, a contradiction.
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5 Chapter 5
The nth Symbolic Power of a Prime Ideal
Throughout this paragraph, R is a Noetherian domain and P is a proper
prime ideal. We will give some conditions under which the equality P (n) = P n,
where P (n) = P nRP ∩ R, holds for all integer n in R. As an application, we
will show that this is always the case if the prime ideal P is generated by an
R−sequence.
5.1 Criteria for equality of ordinary and symbolic power
If Q ∈ Spec(R) such that P n ⊂ Q, then P ⊂ Q; so that P is the minimal
prime ideal of P n. This shows that the P−primary component of P n is the
same in all minimal primary decomposition of P n. If P n = q1 ∩ q2 ∩ . . . qr is
a primary decomposition of P n, where qi is pi−primary, then since P is the
minimal prime ideal of P n, localizing at S = R \ P and contracting back to R
implies that P (n) is the P−primary component in the primary decomposition
of P n. As a first criteria we get:
P (n) = P n if and only if P n is P - primary. The following example shows that
P n is not always P−primary.
Example 5.1 ([35, Example 3]) . Let K be a field and let
P= {f(x, y, z) ∈ K[x, y, z] | f(t3, t4, t5) = 0}. Let
ϕ : K[x, y, z] −→ K[t] defined by f(x, y, z) = f(t3, t4, t5). Then K[x, y, z]/P ∼=
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ϕ(K[x, y, z]) ⊂ K[t] and P is prime (since K[t] is an integral domain). Let
f1 = y
2 − xz; f2 = yz − x3; f3 = z2 − x2y.
Claim P = (f1, f2, f3). ∀ f ∈ K[x, y, z], f = g mod (f1, f2, f3), where g =
x2A(z) + xyB(z) + xC(z) + yD(z) + E(z) ∈ K[y, z][x]. Indeed, consider f
as an element of T [x], T = K[y, z]. Then f2 ∈ T [x] and the Euclidean
division gives f = (x3 − yz)g + r, with r = 0 or degx r ≤ 2. So if r 6= 0,
we can write r = A2(y, z)x
2 + A1(y, z)x + A0(y, z) with Ai(y, z) ∈ K[y, z].
Similarly, f1 ∈ B[y], B = K[x, z] and the Euclidean division gives Ai(y, z) =
(y2 − xz)gi + ri(x, z) with degy(ri) ≤ 1 in K[x, z][y] and degx(ri) ≤ 1. Thus
r = (x2g2+xg1+g0)f1+ r2x
2+ r1x+ r0. We have ri = (ai(z)x+ bi(z))y+ ci(z)
and r = (a2(z)x+ b2(z))yx
2+ c2(z)x
2+(a1(z)x+ b1(z))yx+ c1(z)x+(a0(z)x+
b0(z))y+c0(z). Using either of x
2yai(z) = ai(z)z
2−f3ai(z), x3ai(z) = yzai(z)−
f2ai(z), x
2ybi(z) = bi(z)z
2 − f3bi(z) or x3bi(z) = yzbi(z)− f2bi(z), we get the
desired result. Now, if f ∈ P then f(t3, t4, t5) = 0, i.e., t6A(t5) + t7B(t5) +
t3C(t5)+ t4D(t5)+E(t5) = 0 and this new polynomial in t is zero only if all its
coefficients are zero. Thus A = . . . = E = 0. The reverse inclusion is trivial;
so that f ∈ (f1, f2, f3). Now, f 22 − f1f2 = x(x5 − 3x2yz + xy3 + z3) ∈ P 2. But
xn /∈ P ∀ n. Thus, if P 2 is P−primary, then (x5 − 3x2yz + xy3 + z3) would be
an element of P . But no element in P 2 has degree less than 4, i.e., P (2) 6= P 2.
Let S = R[x1, . . . , xk], where xi are algebraically independents over R and
let P = (p1, . . . , pk) be a prime ideal of R. Set J =
⋃
Jn(v) where v denotes
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the k−tuple p1, . . . , pk and Jn(v) the increasing sequence of ideals of S defined
recursively as follows : J0(v) = (0) and Jn+1(v) = (
∑k
i=1 sixi ∈ S/
∑k
i=1 sipi ∈
Jn(v)).
Proposition 5.2 ([22, Theorem 1]) . The following conditions on a prime
ideal P =
∑k
i=1 piR in a Noetherian domain R are equivalent:
(i) P n = P (n) ∀n ∈ N and the associated graded ring of RP is a domain;
(ii) PS+J is prime;
(iii) For some integer n ≥ 0, PS + Jn is a prime of height k. In this case
PS + Jn = PS + J ;
(iv) There is a rank k prime Q of S such that Q ⊂ PS + J . In this case,
Q = PS + J ;
(v) z is a prime element in the subring R[z, p1/z, . . . , pk/z] of R[z, 1/z].
Proof. If
∑
sixi ∈ J1, then
∑
sipi = 0 ∈ J1; so that
∑
sixi ∈ J2. If∑
sixi ∈ J2, then
∑
sipi ∈ J1 ⊂ J2 and J2 ⊂ J3. Recursively, we show
that Jn ⊂ Jn+1. We notice that every element of R[z, 1/z], is uniquely ex-
pressible as a polynomial including possibly both positive and negative powers
of z with coefficients in R. If f =
∑
rjz
j, then f ∈ R[z, P/z] if and only if for
each j < 0, rj ∈ P−j; so f ∈ zR[z, P/z] if and only if for j ≤ 0, rj ∈ P−j+1.
(i) =⇒(v) Given x ∈ RP , we denote by v(x) the largest integer n such that
x ∈ P nRP and for x ∈
⋂
n P
nRP = {0}, v(0) = +∞. If x is a unit in RP , then
v(x) = 0. We define G(x) to be the residue class of x in P v(x)RP/P
v(x)+1RP
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and G(0) = 0. xy ∈ P v(x)+v(y)+1RP implies that v(xy) > v(x) + v(y), which is
equivalent to G(x)G(y) = 0. Indeed,
(P v(x)RP/P
v(x)+1RP )(P
v(y)RP/P
v(y)+1RP ) ⊂
P v(x)+v(y)RP/P
v(x)+v(y)+1RP . Now, let f, g /∈ zR[z, P/z], i.e., ∃ m,n, with
m,n ≤ 0 such that rf /∈ P−m+1 = P (−m+1), rg /∈ P−n+1, for some coefficients
rf and rg of f and g. We may assume that we have subtract off the monomials
rzj of f, g which are in zR[z, P/z] and therefore assume that rfz
n, rgz
m are
the lowest degree terms. Therefore, rfrgz
m+n will be the lowest degree term in
fg. To show that fg /∈ zR[z, P/z], we will show that rfrg /∈ P−m−n+1RP .
But rf /∈ P−m+1RP implies that rf /∈
⋂
n P
nRP = {0}, since RP is lo-
cal. Then G(rf ) 6= 0. Similarly, G(rg) 6= 0 and G(rf )G(rg) 6= 0; so that
rfrg /∈ P−m−n+1RP .
(v) =⇒(i) ∀ n ∈ N, P n ⊂ P (n). Let q ∈ P (n)\P n. Since q /∈ P n, then we can
find an integer t < n and an appropriate a ∈ R\P such that q ∈ P t\P t+1
and aq ∈ P n. Then q
zt
∈ R[z, P/z]\zR[z, P/z] since q ∈ P t\P t+1. Also
a /∈ zR[z, P/z]. But aq
zt
∈ zR[z, P/z] and this is impossible by the assumption
that zR[z, P/z] is prime. So P n = P (n)∀ n. If the associated graded ring of
RP is not a domain, then RP/ ∩ P nRP is not a domain by [44, Theorem 1].
Therefore there is a ∈ PmRP \ Pm+1RP and b ∈ P nRP \ P n+1RP , such that
ab ∈ Pm+n+1RP . By suitable multiplication we can choose our elements in R.
Thus, ab ∈ Pm+n+1. Then ab
zm+n
∈ zR[z, P/z], but a
zn
and b
zm
/∈ zR[z, P/z]
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which is assumed to be prime. Thus, a contradiction.
Let Φ be the R[z]− homomorphism T = R[z][x1, . . . , xk]
ϕ
 R[z][P
z
]; xi 7→ pi/z
and denote by I = kerΦ. Then Φ induces a homomorphism
S ∼= S[z]/zS[z] ϕ R[z, Pz ]/zR[z, Pz ];xi 7→ ϕ(xi). Then J? = ker(ϕ) =
(I + zT )
⋂
S. Indeed, let y ∈ S be an element of ker(ϕ). Then ϕ(y) = 0,
i.e., y ∈ ker(ϕ) = I or ϕ(y) ∈ zR[z, P
z
]. Then ϕ(y) = zϕ(y1) = ϕ(zy1) with
y1 ∈ T . So y − zy1 ∈ I. In both cases y ∈ I + zT ; and since y ∈ S, we get the
desired equality.
(v) ⇐⇒ J? is prime. Indeed, S/J? ∼= R[z, Pz ]/zR[z, Pz ].
Claim J? = PS + J . ∀ n ∈ N let In = (
∑k
i=1(pi − xiz)T : (znT )) =
(
∑k
i=1(pi − xiz)T : (zn−1T )) : zT ) =
(In−1 : zT ) and set I∞ =
⋃
n≥0 In, the stable value of In. Thus, I0 = (p1 −
x1z, . . . , pk−xkz)T . Let ψ be theR[z, 1z ]− homomorphism T [1z ] −→ R[z, 1z ]; xi 7→
pi/z. Then ker(ψ) = I0T [
1
z
] and I = I∞. Indeed, it is trivial that I ⊆ I∞. If
x ∈ In, then xzT ⊂ In−1, i.e., xz2 ⊂ In−2, xznT ⊂ I0 or xT ⊂ I0zn . ∀ 0 6= t ∈ T ,
ψ(xt) = ψ(x)ψ(t) = 0 and since R is a domain, we must have ψ(x) = 0. Now,
∀ n ∈ N, In = I0+JnT and (In+zT )
⋂
S = PS+Jn. It follows that I = I0+JT
and J? = PS + J . Notice that if this result is admitted, then (In+ zT )
⋂
S =
I0
⋂
S + (JnT )
⋂
S + zT
⋂
S = PS + Jn and I = I∞ =
⋃
In = I0+
⋃
(Jn)T =
I0+JT . Therefore J
? = (I+ zT )
⋂
S = (I0+JT + zT )
⋂
S = PS+J . Let us
prove the equality In = I0+JnT ∀ n ∈ N.We proceed by induction on n. The
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case where n = 0 is an obvious. Assume that the result is true for n and let us
show that In+1 = I0 + Jn+1T . Let y ∈ I0 + Jn+1T , y = i0 + jn+1 with jn+1 =∑r
j=1 λj
∑k
i=1 sijxi,
∑k
i sijpi ∈ Jn and λj ∈ T . Then
∑
i≥0 sij(pi−xiz) ∈ I0 im-
plies that z(
∑
i xisij) ∈
∑
i≥0 sijpi+ I0 ⊂ I0+JnT = In. So z(
∑
i≥0 sijxi) ∈ In
implies that
∑
i≥0 xisij ∈ In+1. Thus, y ∈ In+1 since I0 ⊂ In+1. On the other
hand, suppose that f ∈ In+1, then zf ∈ In = I0 + JnT and we can write it as
zf =
∑
i(giz+si)(pi−xiz)+ j, where j =
∑
i jiz
i ∈ Jn[z]; each ji ∈ Jn, si ∈ S
and gi ∈ S[z]. zf = z
∑
i gi(pi−xiz)+
∑
i sipi+j0−
∑
i sixiz+
∑
i jiz
i. The con-
stant term on the right must be therefore equal to 0, i.e.,
∑
i sipi = −j0 ∈ Jn;
so that
∑
i sixi ∈ Jn+1. Then f =
∑
i gi(pi − xiz) −
∑
i sixi +
∑
i≥1 jiz
i−1 ∈
I0 + Jn+1T. This proves (ii) ⇐⇒(v) .
Now, we show that any minimal prime of J? = PS + J has rank k. This
shows that ht(J?) = k since it is prime. (ii) implies (iii) since J?0 ⊂ J?1 ⊂
. . . ⊂ J?n = J?n+1 = J?n+2 = . . .. Necessary J?n = PS + Jn = J?. (iv) is ob-
tained by putting Q = J?n. (iv) implies (v) since Q = PS + J = J
? and
S/J? ∼= R[z,P/z]zR[z,P/z] . Let P1 be a minimal prime of J? and put ht(P1) = r.
Then ht(P1S[z] + zS[z]) ≥ r + 1 because T/P1S[z] + zS[z] ∼= S/P1; so that
P1S[z] + zS[z] is prime. T/P1S[z] =
S[z]
P1S[z]
∼= (S/P1)[z] which is integral .
Thus, P1S[z] is prime. By [28, Theorem 37], ht(P1S[z] + zS[z]) = r + 1. It
is minimal over J?S[z] + zS[z] = ((I + zT )
⋂
S)T + zS[z] = I + zT . But,
ht(I) = k. Indeed, I
⋂
(S = {1, z−1, z−2, . . .}) = ∅. Thus, htT (I) = htTS(IS) =
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ht(IS[z, 1
z
]) = ht(I0T [1/z]) = k. 
Example 5.3 ([22, Application and Example]) . If P = (a1, a2, . . . , ak)
such that a1, . . . , ak is an R−sequence and if P is prime, then P (n) = P n for
all n. Indeed, in this case PS+J = PS is prime (since Jn(v) = 0 for all n and
the extension of a prime in the polynomial ring is also prime) and the result
follows from (ii) =⇒(i) .
Proposition 5.4 ? Let R be an integral domain.
If P ∈ Spec(R) is an invertible ideal, then P (n) = P n for all integer n.
Proof. First, notice that if M,N are R−module and M f−→ N is an R−
isomorphism, then S−1M
S−1f−→ S−1N is also an isomorphism for any multi-
plicatively closed subset S of R. So it is sufficient to show the equality in
RM , where M is a maximal ideal of R. But P invertible implies that PRM is
invertible. Moreover PRM is principal in RM . Therefore without loss of gen-
erality, we may assume that R is local and P is principal, say P = (x)R. In
this case x is a prime element in R. Now, let z ∈ P (n). z = λxm, with m ≥ n
and λ = a
s
∈ RP , i.e., zs = axm and therefore z = z1x (since x does not divide
s). This reduces to z1s = ax
m−1 and inductively we see that z ∈ (xn) = P , as
desired. 
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6 Chapter 6
Finite-Dimensional non-Noetherian Krull Domains I:
Rees-Eakin-Heinzer’s construction
If K is a field and {Xi}∞i=1 a collection of indeterminates over K, then
K[{Xi}∞i=1] is a Krull ring. Thus, Krull rings need be neither finite-dimensional
nor
Noetherian. Our purpose in this section is to give a method to construct finite-
dimensional, non-Noetherian Krull rings. An analysis of such method reveals
conditions under which the rings may be Noetherian. We make use of these
conditions to give an example of a non-Noetherian, two-dimensional Krull ring.
6.1 A non-Noetherian three-dimensional symbolic Rees algebra
Let R be a Noetherian Krull domain, P a height 1 prime ideal of R and v the
valuation, with value group Z, associated with P. Let t be an indeterminate
over R. Let B = {∑qi=−p citi |ci ∈ R and if i > 0, then v(ci) ≥ i}. If
z = cit
i ∈ B, i > 0, then v(ci) = l ≥ i > 0. Let PRP = (x) with v(x) = 1.
Then ci ∈ (PRP )l ∩ R = P (l), so that B is a graded ring with P (i)ti as
the set of homogeneous elements of degree i for i > 0 and Rti the set of
homogeneous elements of deg i if i ≤ 0. Then B = R[Pt, P (2)t2, . . . , t−1] is
a Krull ring. Consider the ring A′ = R[Pt, t−1], where Pt = {pt | p ∈ P}.
By Hilbert basis theorem, A′ is Noetherian, so that its integral closure A is
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a Krull ring. Let p1, p2, . . . , pr be the finite set of height one prime ideals in
A for which vPj(t
−1) > 0. Now, let v? be the valuation on the quotient field
of A defined by setting v?(
∑
cit
i) = inf{v(ci) − i} for any element
∑
cit
i of
B since A′ ⊂ B. Let R? denote the valuation ring of v?. Then R? is a Krull
ring. To show this, we will show that the maximal ideal of R? has height
one and thus R? will be a DVR. Let m? be the maximal ideal of R. Then
T = RP [Pt, t
−1] ⊆ Am? . Set P ′ = m?Am? ∩ T . Then TP ′ ⊆ Am? . Since T is
a Noetherian ring, if we show that P ′ is a minimal prime ideal, then it will
follow that Am? is an overring of a one-dimensional Noetherian ring; thus a
one-dimensional Noetherian ring itself. Since T is Noetherian, it verifies PIT;
so that it is sufficient to show that P ′ is principal. v?(t−1) = 1 > 0 implies
that t−1T ⊆ P ′. Next, if x = ∑ aiti ∈ P ′, then v?(aiti) > 0 for each i.
Hence ait
i ∈ P ′. But v?(aiti) = v(ai) − i implies aiti = av(ai)t ti−v(ai) ∈ t−1T .
Thus P ′ = t−1T , as desired. R[t, t−1] = R[t]S, where S = {tk, k ∈ N}, is
a Krull ring, since R is a Krull ring. By [40], B = R? ∩ R[t, t−1] is a Krull
ring. Let v′ denotes the canonical extension of the valuation v to R[t−1] (i.e.,
v′(
∑r
i=0 cit
i) = inf{v(ci)}). Let Q denote the center of the essential valuation
v′ on B, i.e., Q = B ∩Q′, where Q′ is the maximal ideal of the valuation ring
of v′.
Lemma 6.1 ([14, Lemma 2.3]) . Let m be a positive integer such that m! ≥
m3. If s is a positive integer such that s ≥ 2(m!) and if s = s1+2s2+ . . .+msm
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where each si is a nonegative integer, then m! = t1 + 2t2 + . . . +mtm, where
each ti is an integer such that 0 ≤ ti ≤ si.
Proposition 6.2 ([14, Theorem 2.2]) . The following statements are equiv-
alent:
(i) There exists a positive integer m such that for each integer s > m:
P (s) =
∑
n1+n2+...+nt=s
1≤ni≤m
P (n1)P (n2) . . . P (nt)
(ii) There exists a positive integer k such that for n ≥ 1
P (nk+l) = ((P (k))n−1)(P (k+l)) with 0 ≤ l ≤ k.
(iii) B is a finite ring extension of R.
(iv) B is Noetherian.
(v) The minimal prime ideal Q of B has a finitely generated primary ideal.
Proof. (i) =⇒ (ii) Note that s1 + 2s2 + . . .+msm = 1 + 1 + . . .+ 1︸ ︷︷ ︸
s1times
+
2 + 2 + . . .+ 2︸ ︷︷ ︸
s2times
+ . . .+m+m+ . . .+m︸ ︷︷ ︸
smtimes
, so that P (s) =
∑
Tα, where each Tα
has the form
(P (1))s1(P (2))s2 . . . (P (m))sm with s = s1 + 2s2 + . . . + msm. Let k = m!,
where m is an integer such that m! > m3. Then by Lemma 6.1, for any
s ≥ 2(m!), s =∑mi=1 isi we have m! =∑mi=1 iti, 1 ≤ ti ≤ si. Thus, si = ti+ li,
for some integer li, and
Tα = (P
(1))t1(P (2))t2 . . . (P (m))tm(P (1))s1−t1 . . . (P (m))sm−tm . Since k = m! > m,
by (i) , P (k) =
∑
n1+...+nu=k
P (n1) . . . P (nu); which
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contains (P (1))t1 . . . (P (m))tm . Similarly, since s − k > m, we have P (s−k) =∑
n1+...+nv=s−k
P (n1) . . . P (nv); which contains (P (1))s1−t1 . . . (P (m))sm−tm . Thus,
Tα ⊆ P (k)P (s−k) and P (s) = P (k)P (s−k) since the reverse inclusion is trivial. If
(s − k) ≥ 2k, we apply this conclusion to P (s−k) to get P (s−k) = P (k)P (s−2k)
and this procedure continues till we reach an exponent less than 2k, in which
case, we will have P (s) = (P (k))uP (k+v), where v = s − (u + 1)k, (ii) then
follows.
(ii) =⇒ (iii) For any m > k, m = nk + l with 0 ≤ l < k, so that P (m) =
(P (k))n−1︸ ︷︷ ︸
⊂P (k)
P (k+l). Next, as R is Noetherian, each P (i) is finitely generated and
therefore
B = R[Pt, P (2)t2, . . . , P (2k)t2k, t−1] is a finite extension of R.
(iii) =⇒ (iv) Follows from Hilbert basis Theorem.
(iv) =⇒ (v) Trivial since any ideal of B is finitely generated.
(v) =⇒ (i) Let first show that in the Krull ring B, if ht(Q) = 1, then the set
{Q(n)}∞n=1 of symbolic powers of Q is precisely the set of Q−primary ideals.
It is clear that for any integer n, Q(n) is Q−primary. On the other hand,
let P ′ be a Q−primary ideal of B. Then P ′ ⊂ Q, so that P ′BQ ⊂ QBQ.
Since BQ is a DVR, there exists an integer k such that P
′BQ = (ξ)k = QkBQ,
where QBQ = (ξ). Contracting back to B, we get P
′ ⊆ P ′BQ ∩ B = Q(k).
Let z ∈ P ′BQ ∩ B, z = xs , where x ∈ P ′ and s /∈ Q. Then zs ∈ P ′ which
is Q−primary. Since P ′ ⊂ Q, then sn /∈ P ′ for all n, so that z ∈ P ′. It
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follows that P ′ = P ′BQ ∩ B = Q(k), as desired. Note that if A  B is a
surjective homomorphism of rings and I an ideal of A, then I has a primary
decomposition if and only if Ie has a primary decomposition. Now, since
B −→ BQ is surjective and BQ is Noetherian it follows that Qn has a primary
decomposition. Next, since Q is a minimal prime ideal it is homogeneous, so
that Qn is also homogeneous. Thus all the primary components of Qn can be
chosen to be homogeneous and therefore Q(n) is homogeneous. Let z be an
element of degree m in Q(n). Since z is an element of degree m in B, then z =
ctm, where c ∈ P (m). By (v) , if Q(n) is finitely generated, then it has a finite
basis formed by homogeneous elements, say c1t
n1 , c2t
n2 , . . . , crt
nr . Let m =
max{n1, n2, . . . , nr, n}. For s > m, P (s)ts is the set of homogeneous elements
of degree s in Q(n), so that P (s)ts ⊂ Q(n) = ∑ri=1 citniB and thus P (s)ts ⊆∑r
i=1 cit
niP (s−ni)ts−ni , ci ∈ P (ni). Hence, P (s) ⊆
∑
i+j=s
P (i)P (j) and 1 ≤ i ≤ m
for each i. If j ≥ m, then we apply the same argument to P (j) to get P (j) ⊆∑
u+v=j
P (u)P (v) with 1 ≤ u ≤ m. We continue to iterate this argument till we
reach P (s) ⊆
∑
n1+n2+...+nt=s
P (n1) . . . P (nr). The reverse inclusion is trivial if we
observe that for any i, j, P (i)P (j) = [(PRP )
i]c[(PRP )
j]c ⊂ [(PRP )i(PRjP )]c =
[(PRP )
i+j]c. 
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6.2 A non-Noetherian two-dimensional Krull ring
Let k be a field of characteristic p. Let K be an extension of k, x1, x2, . . . , xn ∈
K and B a subset of K. We say that x1, x2, . . . , xn are p−independent over
k if [Kp(k, x1, . . . , xn) : K
p(k)] = pn, and B is p−independent over k if any
finite subset of B is p−independent. If, in addition, K = Kp(k,B), then B is
called a p−basis of the extension K/k.
Let K be field of characteristic 2 with a countably infinite two-basis {pj}∞j=0
over its subfield k where K2 ⊂ k. Partition {pj} into two disjoint collections
{bj}∞j=0 and {cj}∞j=0. Now, inductively define the fields Ki by K0 = k and
Ki+1 = Ki(bi, ci). Then Ki ⊂ Ki+1 and [Ki+1 : Ki] = 4. Moreover, if x ∈ Ki,
then x2 ∈ k.
Example 6.3 ([14, Example 3.1]) .
Let x and y be transcendental over K and denote by R? the power series
ring K[[x, y]]. Denote the subring K0[[x, y]] by R and the element bix+ ciy by
di. Then T = R[{di}] is a non-Noetherian, local two-dimensional Krull ring.
First, we observe that R? is integral over T . Indeed, if x ∈ R? then the
coefficients of x2 are in K2 ⊂ k; so that x is zero of F (Z) = Z2 − x2 ∈ T [Z].
Then dim(T ) = dim(R?) = 2. By integrality, T is local since any maximal
ideal of T must the contraction of some maximal of R?. Next, R? is a UFD, so
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that it is Krull. Since qf(T ) ⊂ qf(R?), if we show that T is integrally closed,
then we will have T = R? ∩ qf(T ), and therefore a Krull ring.
Lemma 6.4 ([14, Lemma 3.2]) . The ring Ki[[x, y]][di] is integrally closed.
Proof. Let Ai = Ki[[x, y]] and Fi the quotient field of Ai. Each Ai is integrally
closed since it is a power series over a field. If z ∈ Ai+1, then z =
∑
αi1i2x
i1yi2 ,
where αi1i2 ∈ Ki+1. 1, bi, ci and bici form a free module basis for Ai+1 over Ai.
Suppose that a is an element of Fi(di) which is integral over Ai[di]. Since
Ai[di] ⊂ Ai+1 and Ai+1 is integrally closed, it must be true that a ∈ Ai+1.
Further, di ∈ Ai ⊂ Fi, so di is algebraic over Fi. Therefore F [di] = F (di) and
[F (di) : Fi] = 2 since Ai ⊂ k[[x, y]] = R ⊂ R?. Thus 1, di is a basis of F (di)
over Fi and a has two representations:
a = g1+g2(di)
g3
(a = λ1 + λ2di, λi ∈ Fi, i.e., λi = uivi with ui, vi ∈ Ki[[x, y]]) ; and
a = g4 + big5 + cibig6 + cig7, where each gi ∈ Ai. Since 1, bi, cibi and ci are
linearly independent over Ai, we can equate coefficients and get:
g1 = g3g4, xg2 = g3g5 and yg2 = g3g7. Thus, g1/g3 ∈ Ai and g3g5g7 = xg2g7 =
yg2g5, i.e., xg7 = yg5 in a UFD. This implies that g5 ∈ (x); so that g2/g3 =
g5/x ∈ Ai. Hence a ∈ Ai[di]. 
Let T0 = R and define inductively Ti+1 = Ti[di]. Then each Ti is integrally
closed. Notice that T = ∪∞i=1Ti. Indeed, if i = 0, the result is trivial. As-
sume that Tn is integrally closed and let us show that Tn+1 is integrally closed.
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For each i, Ti ⊂ Ki[[x, y]] so that Tn+1 ⊂ Kn[[x, y]][dn] which is integrally
closed by Lemma 6.4. Suppose that ξ is an element of the quotient field of
Tn+1 which is integral over Tn+1. ξ ∈ qf(Tn+1) = qf(Tn[dn]) = qf(Tn)(dn)
so that ξ = λ1 + λ2dn with λi ∈ qf(Tn). Thus λi = uivi , ui, vi ∈ Tn ⊂
Kn[[x, y]]. Therefore ξ =
fn+1+f ′n+1dn
gn+1
, where fn+1, f
′
n+1, gn+1 ∈ Kn[[x, y]] and
fn+1/gn+1 and f
′
n+1/gn+1 are in qf(Tn). ξ ∈ Kn[[x, y]][dn] since qf(Tn+1) ⊂
qf(Kn[[x, y]][dn]), i.e.,
fn+1
gn+1
,
f ′n+1
gn+1
∈ Kn[[x, y]] since 1, dn form a basis over
Kn[[x, y]]. Also Kn[[x, y]] is integral over Tn. But Tn is integrally closed by
assumption so that fn+1/gn+1, f
′
n+1/gn+1 are in Tn and ξ is in Tn+1. Therefore
T =
⋃
Ti is integrally closed. To complete the proof we will prove that T is
not Noetherian.
Lemma 6.5 ([14, Lemma 3.3]) . Suppose that R and S are domains with
R integrally closed and S integral over R. Let L denote the quotient field of
R and suppose {yi}∞i=0 is a collection of elements of S such that [L({yi}) :
L({yi}i6=j)] = [L(yj) : L] > 0. If D = R[{yi}] and B denotes the ideal of D
generated by the collection {yi}, then B has a finite basis if and only if B = D.
R is integrally closed and R? is integral over R. Since 1, di is a basis of
K[[x, y]][dn] over K[[x, y]], it follows that [F0(di) : F0] = 2. Moreover since
{di} is a sub-family of a two-basis, we have [F0({di}) : F0({di}i6=j)] = 21. Now,
if T is Noetherian, by Lemma 6.5, it would be equal to the ideal generated by
the collection {di}. But T is local with maximal ideal containing
∑
diT since
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each di is a non-unit elements, so that the equality cannot hold.
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7 Chapter 7
Finite-Dimensional non-Noetherian Krull Domains II:
Roberts’ construction
Hilbert’s fourteenth problem, in a modern terminology, can be stated as
follows: let F be a field of characteristic zero, let R denote the polynomial
ring in n variables, and let K be a subfield of the field of fractions of R. Then
the question is whether or not the ringK∩R is a finitely generated algebra over
F . The problem was generalized by Zariski, who asked whether the conclusion
was true when the condition that R be a polynomial ring was weakened to the
assumption that R be an integrally closed domain which is finitely generated
over F . The first counterexample on this question was given by Rees, who
solved the problem using a symbolic blow-up of a prime ideal. The aim of this
section is to build an example of a prime ideal in a complete local ring whose
symbolic blow-up is not finitely generated.
7.1 A non finitely generated blow-up algebra
Let F be a field of characteristic zero, X, Y, Z, S, T, U, V indeterminates over
F . Let R0 = F [X, Y, Z] and m0 = (X, Y, Z) a maximal ideal of R0. Set
R = R0[S, T, U, V ]. Then R is a graded ring with Rn, the set of homo-
geneous elements of degree n, formed by the monomials of degree n. Let
Rˆ0 = F [[X, Y, Z]] with maximal ideal mˆ0 = (X, Y, Z) and Iˆ the ideal of Rˆ0
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generated by X t+1, Y t+1, Zt+1, X tY tZt, where t is an integer greater than or
equal to 2. Let Rˆ = Rˆ0[[S, T, U, V ]]. If Rˆi denote the part of degree i in
S, T, U, V of Rˆ, then we have Rˆ =
∏
i≥0 Rˆi (since any power series is an infi-
nite sequence) and each Rˆi is an Rˆ0−module. Moreover Rˆ1 is free with basis
S, T, U, V . For each non-negative integer n, we let Iˆn denote the nth power of Iˆ,
and let R̂(Iˆ) =
∏
i≥0 Iˆ
n denote the completed Rees ring of Iˆ. Then Rˆ1/Mˆ ∼= Iˆ
for some Rˆ0−submodule Mˆ of Rˆ1 and this extends to an algebra homomor-
phism ψˆ from Rˆ onto R̂(Iˆ). Let Pˆ = ker(ψˆ). Since (̂RIˆ) is a domain and
R̂(Iˆ) ∼= Rˆ/Pˆ , we get that Pˆ is prime. LetM be the kernel of the R0−module
homomorphism R1
ψ
 I. We agree that, in the sequel all notations without the
ˆwill refer to the non-complete case. Let Sn(M) = {α ∈ Rn| mk0α ⊆ Sn(M)
for some integer k}.
Lemma 7.1 Let F be a field and X, Y, Z, S, T, U, V be indeterminates over F .
Let R0 = F [X, Y, Z],
I = (X t+1, Y t+1, Zt+1, X tY tZt)R0 and R1 = R0S + R0T + R0U + R0V . Con-
sider the homomorphism of free R0-modules ϕ : R1 −→ I such that ϕ(S) =
X t+1, ϕ(T ) = Y t+1, ϕ(U) = Zt+1 and ϕ(V ) = X tY tZt. Then M := ker(ϕ) =
R0(X
t+1T − Y t+1S) +R0(X t+1U −Zt+1S) +R0(Y t+1U −Zt+1T ) +R0(XV −
Y tZtS) +R0(Y V −X tZtT ) +R0(ZV −X tY tU).
Proof. It suffices to show that M ⊆ R0(X t+1T − Y t+1S) + R0(X t+1U −
Zt+1S)+R0(Y
t+1U−Zt+1T )+R0(XV −Y tZtS)+R0(Y V −X tZtT )+R0(ZV −
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X tY tU). Let H = fS+gT +hU+ lV ∈M with f, g, h, l ∈ R0. Then fX t+1+
gY t+1 + hZt+1 + lX tY tZt = 0 (*). Then f(X, Y, 0)X t+1 + g(X, Y, 0)Y t+1 = 0.
So f(X, Y, 0) = Y t+1f ′(X, Y ) and g(X, Y, 0) = −X t+1f ′(X, Y ). We have
f = f(X, Y, 0) + Zf1(X, Y, Z) and g = g(X, Y, 0) + Zg1(X, Y, Z), hence H =
f(X, Y, 0)S+Zf1S+g(X, Y, 0)T +Zg1T +hU+ lV = Y
t+1f ′(X,Y )S+Zf1S−
X t+1f ′(X, Y )T+Zg1T+hU+lV = f ′(X,Y )(Y t+1S−X t+1T )+Zf1S+Zg1T+
hU+ lV . Applying again ϕ we get Zf1X
t+1+Zg1Y
t+1+hZt+1+ lX tY tZt = 0.
Then f1X
t+1+g1Y
t+1+hZt+lX tY tZt−1 = 0. Applying a similar method as to
(*), we obtain Zf1S+Zg1T+hU+lV = Zf
′
1(X, Y )(Y
t+1S−X t+1T )+Z2f2S+
Z2g2T+hU+lV , and thusH = f
′′(X,Y, Z)(Y t+1S−X t+1T )+Z2f2S+Z2g2T+
hU+lV . We can iterate this process until we obtain H = F1(X, Y, Z)(Y
t+1S−
X t+1T ) + Ztf2S + Z
tg2T + hU + lV . Applying ϕ and canceling Z
t, we get
f2X
t+1 + g2Y
t+1 + hZ + lX tY t = 0. Then f2(X, 0, Z)X
t+1 + h(X, 0, Z)Z = 0.
Then f2(X, 0, Z) = Zf
′
2(X,Z) and h(X, 0, Z) = −f ′2(X,Z)X t+1. Hence H1 =
Ztf2S + Z
tg2T + hU + lV = Z
t(f2(X, 0, Z) + Y f3)S + Z
tg2T + (h(X, 0, Z) +
Y h1)U + lV = f
′
2(X,Z)(Z
t+1S − X t+1U) + Y Ztf3S + Ztg2T + Y h1U + lV .
Iterating this process as above, we obtain H1 = F2(X, Y, Z)(Z
t+1S−X t+1U)+
Y tZtf4S + Z
tg2T + Y
th2U + lV . Applying ϕ to H1 we get Y
tZtf4X
t+1 +
Ztg2Y
t+1 + Y th2Z
t+1 + lX tY tZt = 0, and thus f4X
t+1 + g2Y + h2Z + lX
t =
0. Then g2(0, Y, Z)Y + h2(0, Y, Z)Z = 0, so that g2(0, Y, Z) = Zg
′
2(Y, Z)
and h2(0, Y, Z) = −Y g′2(Y, Z). Hence H2 = Y tZtf4S + Ztg2T + Y th2U +
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lV = Y tZtf4S + Z
t(g2(0, Y, Z) + Xg3)T + Y
t(h2(0, Y, Z) + Xh3)U + lV =
Y tZtf4S + g
′
2(Y, Z)(Z
t+1T − Y t+1U) + XZtg3T + XY th3U + lV . We iterate
this process until we get H2 = Y
tZtf4S + G2(X, Y, Z)(Z
t+1T − Y t+1U) +
X tZtg4T+X
tY th4U+lV . Now, let H3 = Y
tZtf4S+X
tZtg4T+X
tY th4U+lV .
Applying ϕ and canceling X tY tZt we get f4X + g4Y + h4Z + l = 0, so that
l = −f4X − g4Y − h4Z. It follows that H3 = f4(Y tZtS −XV ) + g4(X tZtT −
Y V )+h4(X
tY tU−ZV ). Consequently, H ∈ R0(X t+1T−Y t+1S)+R0(X t+1U−
Zt+1S)+R0(Y
t+1U−Zt+1T )+R0(XV −Y tZtS)+R0(Y V −X tZtT )+R0(ZV −
X tY tU), as desired.

Let S(M) denote the R0−subalgebra generated by M. Then S(M) =
F [X, Y, Z](M) = F [X,Y, Z,X t+1T−Y t+1S,X t+1U−Zt+1S, Y t+1U−Zt+1T,XV−
Y tZtS, Y V − X tZtT, ZV − X tY tU ] and regarded as a graded ring we can
rewrite it as S(M) =⊕i≥0 Si(M). Let K be the field of fraction of S(M).
Proposition 7.2 ([39, Theorem 1]) . With the notation above, the ring
K ∩R is not finitely generated as an algebra over F .
Lemma 7.3 ([39, Lemma 1]) . With the notation
above, we have K ∩R =⊕n≥0 Sn(M).
Proof. If α ∈ Sn(M), then , in particular, Xmα ∈ Sn(M) for some m. Since
X ∈ S(M) and Xm = XnXm−n, this implies that α ∈ K. Sn(M) ⊆ R by
definition. On the other hand, suppose that some element α of R is in K. let
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S = {Xk, k ∈ N} be a multiplicative closed subset of R. Note thatMX =MS
is a (free) direct summand of the free module R1X . In fact, localizing with X
the exact sequence 0 −→ M −→ R1 −→ I −→ 0, we get the exact sequence
0 −→ MX −→ (R1)X −→ R0 −→ 0. Next, R0 is projective (since free) and
therefore we obtain (R1)X =MX ⊕R0. Likewise, we get a similar result when
localizing by inverting the elements Y and Z. Moreover, S(M)X = (R0)X [M],
X t+1(Y t+1U−Zt+1T ) = Zt+1(Y t+1S−X t+1T )+Y t+1(X t+1U−Zt+1S),X(Y V−
X tZtT ) = Y (XV − Y tZtS) − Zt(X t+1T − Y t+1S) and X(ZV − X tY tU) =
Z(XV −Y tZtS)−Y t(X t+1U−Zt+1S). We have α
1
∈ S(M)X , i.e., some power
of X times α belongs to S(M). Since the same applies when we localize by
inverting the element Y or Z, we conclude that for some k ∈ N sufficiently
large mk0α ⊆ S(M) and α ∈ S(M), as desired. 
Thus, Proposition 7.2 will be obtained if we show that
⊕
Sn(M) is not
finitely generated. This will be done if we show that for each n there is an ele-
ment of Sn(M) which is not in the subalgebra generated by all the Si(M) for
i < n. Consider the R0−module homomorphism Rn φn−→ Rn−1 defined by eval-
uating to reduce degree. For example for n = 1, φ1 is the map from R1 to R0
which maps the generators of R1 onto the generators of I defined above. Then
for n > 1 we define φn by letting φn(m1 . . .mn) =
∑n
j=1m1 . . . φ1(mj) . . .mn.
This map is well-defined since Rn is the nth symmetric power of R1.
In terms of monomials, φn is defined by letting S
aT bU cV d go to the element
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a(X t+1)Sa−1T bU cV d + b(Y t+1)Sa
T b−1U cV d + c(Zt+1)SaT bU c−1V d + d(X tY tZt)SaT bU cV d−1. This new expres-
sion of φn defines a matrix which represents φn. To simplify this matrix, we
give a third representation of φn in terms of divided powers. Since the ground
field has characteristic zero, an alternative basis for Rn is obtained by replacing
the monomial SaT bU cV d by its multiple ( 1
a!b!c!d!
)SaT bU cV d, which we denote
by S(a)T (b)U (c)V (d). Thus, φn(S
(a)T (b)U (c)V (d)) =
(X t+1)S(a−1)T (b)U (c)V (d) + (Y t+1)S(a)T (b−1)U (c)V (d) +
(Zt+1)S(a)T (b)U (c−1)V (d) + (X tY tZt)S(a)T (b)U (c)V (d−1).
The advantage is that all the integer coefficient in the matrix of φn are replaced
by ones.
Let T1 := Y
t+1S − X t+1T , T2 := X t+1U − Zt+1S and T3 := XV − Y tZtS.
Then MX = (R0)XT1 + (R0)XT2 + (R0)XT3. Further Y t+1U − Zt+1T, Y V −
X tZtT, ZV−X tY tU ∈ (R0)X [T1, T2, T3]. It follows that S(M)X = (R0)X [T1, T2, T3]
(*). It is then easy to see that RX = S(M)X [S]. Set T4 := SXt+1 . Hence
RX = (R0)X [T1, T2, T3, T4] (**) with T1, T2, T3 form a basis of MX . Conse-
quently, K ∩ RX = K ∩ S(M)X [S] = S(M)X since S is transcendental over
K (easy to see by (*) and (**) and t. d.(R : R0) = 4). Also, note that since
S(M)X = R0X [T1, T2, T3], we have Sn(M)X = R0X [T1, T2, T3] ∩RnX .
Lemma 7.4 ker(φn) = Sn(M).
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Proof. Let φnX : RnX −→ R(n−1)X be the module homomorphism obtained
after localization. From the above discussion, we have RX = R0X [T1, T2, T3, T4]
with T1, T2, T3 form a basis ofMX and φnX(T4) = 1. Then φnX is simply par-
tial differentiation with respect to T4 (in fact, φnX(T
a
1 T
b
1T
c
3T
d
4 ) = dT
a
1 T
b
1T
c
3T
d−1
4
since T1, T2, T3 ∈ ker(φ1)). It follows that ker(φnX) = R0X [T1, T2, T3] ∩ RnX .
On the other hand,
Sn(M)X = {α ∈ RnX : mk0α ⊆ Sn(M)X for some k ∈ N}
= {α ∈ RnX : mk0α ⊆ R0X [T1, T2, T3]}
= {α ∈ RnX : α ∈ R0X [T1, T2, T3]}
= R0X [T1, T2, T3] ∩RnX
= Sn(M)X .
Hence ker(φnX) = Sn(M)X = Sn(M)X . Similarly, we get ker(φnY ) = Sn(M)Y =
Sn(M)Y and ker(φnZ) = Sn(M)Z = Sn(M)Z . Now, let α ∈ Sn(M). Then
α ∈ (Sn(M))X = ker(φnX). Thus there exists an integer r such that Xrα ∈
ker(φn), so that X
rφn(α) = 0 since α ∈ Rn. Hence φn(α) = 0 and thus α ∈
ker(φn). Conversely, let α ∈ ker(φn). Then α ∈ ker(φnX)∩ker(φnY )∩ker(φnZ).
Then α ∈ Sn(M)X ∩ Sn(M)Y ∩ Sn(M)Z . It follows that there exists an in-
teger r such that Xrα, Y rα,Zrα ∈ Sn(M). Thus m3r0 α ⊆ Sn(M). Then
α ∈ Sn(M), as desired.
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Lemma 7.5 ([39, Lemma 2]) . For all n > 0, we have Sn(M) ⊆ m0Rn,
where m0 is the maximal ideal of R0.
Proof. By contraposition, let ξ ∈ Rn\m0Rn with φn(ξ) = 0.We will show that
this is not possible. Let α ∈ m0Rm0Rn ∩ Rn. Then there exists f ∈ R0 −m0
such that fα ∈ m0Rn. Thus f(0, 0, 0)α(0, 0, 0, S, T, U, V ) = 0. Since f 6∈ m0,
we get f(0, 0, 0) 6= 0 and hence
α(0, 0, 0, S, T, U, V ) = 0. Then α ∈ m0Rn. It follows that m0Rm0Rn ∩ Rn =
m0Rn. Consequently, it suffices to show that Sn(M)m0Rm0 ⊆ m0Rm0Rn, in
other words we may suppose that (R0,m0) is local. Then we may assume that
one of the monomials of ξ has coefficient 1. Let SaT bU cV d be a monomial
of ξ whose coefficient is 1. Suppose for example that a > 0, since a + b +
c + d ≥ 1. In φn(ξ), the monomial Sa−1T bU cV d will comme from different
monomials of degree n and so will have coefficient [laX t+1+(something in
the ideal (Y t+1, Zt+1, X tY tZt))], l ∈ N. Since the variables S, T, U, V are
algebraically independent over R0, φn(ξ) = 0 will imply that X
t+1 is in the
ideal (Y t+1, Zt+1, X tY tZt), which is not true. Similarly, if we assume the other
exponents to be positive, then we reach a contradiction. 
Lemma 7.6 ([39, Lemma 3]) . For all n there is an element of Sn(M)
whose V n coefficient is X.
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Proposition 7.7 ([39, Theorem 2]) The symbolic blow-up
⊕
i≥0 Pˆ
(i) is not
finitely generated algebra over Rˆ.
Proof. Since Pˆ is homogeneous prime ideal, an element of Rˆ =
∏
Rˆn is in
Pˆ if and only if each Rˆn−component is in Pˆ . Next, we have Pˆ ∩ Rˆ0 = 0 and
Pˆ ∩ Rˆ1 = Mˆ. Indeed, since we have an R0−homomorphism, only the element
zero in Rˆ0 is mapped to zero. The second equality is a consequence of the
algebra extension. Now, if α ∈ P n, then α = ∑i αi1 . . . αin, where αij ∈ P.
Thus, since P ∩ R0 = (0), deg(α) ≥ n and P n has non-zero components only
in degree greater than or equal to n. Moreover, P n ∩ Rˆn = Sn(Mˆ). Indeed,
α ∈ P n ∩ Rn implies that α =
∑
i α
i
1 . . . α
i
n, α
i
j ∈ Rˆ1 and so α ∈ Sn(Mˆ). On
the other hand, if α ∈ Sn(Mˆ) which is the R0−algebra generated by Mˆ, then
α =
∑
i λαi1 . . . αin , αij ∈ Mˆ ⊂ Rˆ1 and λ ∈ R0. Thus α ∈ (Rˆ1)n ⊂ Rˆn. The
result then follows since Mˆ ⊂ Pˆ . After localizing at X, Y or Z, P is generated
by a regular sequence, so that its symbolic powers are equal to its ordinary
powers; hence an element α of Rˆn is in P
(n) if and only if after localizing at
X, Y or Z the image of α in the localization is in P n, i.e., some power of mˆ0
times α is in P n. Then P (n)∩ Rˆn = Sn(M). Now, if an element α of P (n)∩ Rˆn
were in the subalgebra of
⊕
i≥0 P
(i) generated by the P (i) for i < n, then
α =
∑
1≤ij<n
axi1xi2 . . . 5xir , where a ∈ R0 and xij ∈ P (ij), i.e., its belongs to a
finitely generated R−algebra, which is a UFD (thus integrally closed and f.g.
R−module). If α ∈ R < λ1, . . . , λr >, with degree λi ∈ P (ni), ni < n, then
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α ∈∑λi(⊕P (i)) =∑λiP (n−ni). then we could write it as a sum of elements
in the ideals P (i)P (j), where 0 < i, j < n and i + j = n. Since P (i) ∩ Rˆk = 0
for k < i, and similarly for j, the only elements that could give a non-zero
contribution are those in (P (i) ∩ Rˆi)(P (j) ∩ Rˆj) = Si(Mˆ) (Sj(Mˆ)). taking the
contraposition of this implication, we see that an element of Sn(Mˆ) which is
not in the subalgebra of
⊕
i≥0 S
i(Mˆ) generated by components of degree less
than n also gives an element of P (n) which is not in the subalgebra of
⊕
i≥0 P
(i)
generated by components of lower degree, so
⊕
i≥0 P
(i) is not finitely generated
algebra over Rˆ. 
98
References
[1] M. F. Atiyah, I. G. MacDonald Introduction to Commutative Alge-
bra, Westview Press.
[2] D. F. Anderson, A. Bouvier, D. E. Dobbs, M. Fontana, and S.
Kabbaj, On Jaffard domains, Exposition. Math. 6 (2) (1988), 145–175.
[3] D. F. Anderson, D. E. Dobbs, P. M. Eakin, and W. J. Heinzer,
On the generalized principal ideal theorem and Krull domains, Pacific J.
Math. 146 (2) (1990), 201–215.
[4] D. F. Anderson and S. B. Mulay, Noncatenary factorial domains,
Comm. Algebra 17 (5) (1989), 1179–1185.
[5] J. T. Arnold and R. Gilmer, The dimension sequence of a commuta-
tive ring, Amer. J. Math. 96 (1974), 313-326.
[6] J. T. Arnold and Gilmer, Two questions concerning dimension se-
quences, Arch. Math. 29 (1977), 497-503.
[7] V. Barruci, D.F. Anderson and D.E. Dobbs, Coherent Mori do-
mains and the principal ideal theorem, Comm. Algebra, 15 (1987), 1119-
1156.
[8] N. Bourbaki, Commutative Algebra, Chapters 1-7, Springer-Verlag,
Berlin, 1998.
99
[9] A. Bouvier and S. Kabbaj, Examples of Jaffard domains, J. Pure
Appl. Algebra 54 (2-3) (1988), 155–165.
[10] J. W. Brewer, D. L. Costa, and E. L. Lady, Prime ideals and
localization in commutative group rings, J. Algebra 34 (1975), 300–308.
[11] S. Bouchiba and S. Kabbaj, Subalgebras of finitely generated algebras
and Bouvier’s conjecture, Preprint, 2004.
[12] D. E. Dobbs and Fontana, Locally pseudo-valuation domains, Ann.
Mat. Pura Appl. 134 (1983), 147-168.
[13] D. E. Dobbs, M. Fontana, and S. Kabbaj, Direct limits of Jaffard
domains and S-domains, Comment. Math. Univ. St. Paul. 39 (2) (1990),
143–155.
[14] P. Eakin and W. Heinzer, Non finiteness in finite dimensional Krull
domains, J. Algebra 14 (1970), 333–340.
[15] D. Eisenbud, Commutative Algebra with a View Toward Algebraic
Geometry, Graduate Texts in Mathematics, vol. 150, Springer-Verlag,
New York, 1995
[16] M. Fontana, Topologically defined classes of commutative rings, Ann.
Mat. Pura Appl. 123 (1980), 331-355.
100
[17] M. Fontana and S. Kabbaj, Essential domains and two conjectures in
dimension theory, Proc. Amer. Math. Soc. 132 (2004), 2529–2535.
[18] R. Gilmer, Multiplicative Ideal Theory, Pure and Applied Mathematics,
No. 12. Marcel Dekker, Inc., New York, 1972.
[19] R. Gilmer, A two-dimensional non-Noetherian factorial ring, Proc.
Amer. Math. Soc. 44 (1974), 25–30.
[20] R. Gilmer, Commutative Semigroup Rings, Chicago Lectures in Mathe-
matics, The University of Chicago Press
[21] A. Grothendieck, Elements de Geometrie Algebrique.
[22] M. Hochster, Criteria for equality of ordinary and symbolic power of
primes, Math. Z. 133 (1973), 53-65.
[23] J. R. Hedstrom and E.G. Houston, Pseudo-valuation domains, Pa-
cific J. Math. 75 (1978), 137-147.
[24] J. R. Hedstrom and E.G. Houston, Pseudo-valuation domains,II,
Houston J. Math. 4 (1978), 199-207.
[25] T. W. Hungerford, Algebra, Graduate Texts in Mathematics,
Springer-Verlag.
[26] P. Jaffard, The´orie de la Dimension dans les Anneaux de Polynoˆmes,
Me´m. Sc. Math. 146, Gauthier-Villars, Paris, 1960.
101
[27] S. Kabbaj, Sur les S-domaines forts de Kaplansky, J. Algebra 137 (2)
(1991), 400–415.
[28] I. Kaplansky, Commutative Rings, The University of Chicago Press,
Chicago, 1974.
[29] S. Lang, Algebra, Gradute Texts in Mathematics, Revised third edition,
Springer.
[30] S. Malik and J. L. Mott, Strong S-domains, J. Pure Appl. Algebra
28 (3) (1983), 249–264.
[31] H.Matsumura, Commutative Ring Theory, Second Edition, Cambridge
Studies in Advanced Mathematics, 8. Cambridge University Press, Cam-
bridge, 1989.
[32] K. R. Nagarajan, Groups acting on Noetherian rings, Nieuw Arch.
Wisk. 16 (3) (1968), 25–29.
[33] M. Nagata, On the fourteenth problem of Hilbert, in “Proceedings of
the International Congress of Mathematicians, 1958,” pp. 459–462, Cam-
bridge University Press, London-New York, 1960.
[34] M. Nagata, Local Rings, Robert E. Krieger Publishing Co., Huntington,
N.Y., 1975.
102
[35] D. Northcott, Ideal Theory, Cambridge Tracts No 42 London: Cam-
bridge University Press 1953.
[36] D. Northcott, Lessons on Rings, Modules and Multiplicities, Cam-
bridge at the University Press 1968.
[37] D. Rees, On a problem of Zariski, Illinois J. Math. 2 (1958), 145–149.
[38] P. Roberts, A prime ideal in a polynomial ring whose symbolic blow-up
is not Noetherian, Proc. Amer. Math. Soc. 94 (1985), 589–592.
[39] P. Roberts, An infinitely generated symbolic blow-up in a power series
ring and a new counterexample to Hilbert’s fourteenth problem, J. Algebra
132 (1990), 461–473
[40] P. Samuel, Lectures on unique factorization domains, Tata Institute of
Fundamental Research, Bombay, India, 1960.
[41] A. Seidenberg A note on the dimension theory of rings, Pacific J. Math.
3 (1953), 505-512.
[42] A. Seidenberg On the dimension theory of rings (II), Pacific J. Math. 4
(1954), 603-614.
[43] Y. Sharp, Steps in Commutative Algebra, 2nd Edition, London Mathe-
matical Society Student Texts (No 51).
103
[44] O. Zariski and P.Samuel, Commutative Algebra, Graduate Texts in
Mathematics, vol II, Springer-Verlag, New-York, 1960
104
VITA
• Sogome, Suraizou
• Born in Togo on September 1, 1975.
• Received B.Sc. Degree in Mathematics from University of Lome´, Togo in
2000.
• 2000-2002 Lecturer at Lyce´e de tokoin, Lome´, Togo.
• 2001-2003 Lecturer at Grand College du Plateau, Lome´, Togo.
• Received M.Sc. Degree in Mathematics in December, 2005.
email: ssogome@kfupm.edu.sa
105
