have proposed and demonstrated an approach to model specification and estimation in structural equation modeling (SEM) using Bayesian methods. Their contribution builds on previous work in this area by (a) focusing on the translation of conventional SEM models into a Bayesian framework wherein parameters fixed at zero in a conventional model can be respecified using small-variance priors and (b) implementing their approach in software that is widely accessible. We recognize potential benefits for applied researchers as discussed by Muthén and Asparouhov, and we also see a tradeoff in that effective use of the proposed approach introduces increased demands in terms of expertise of users to navigate new complexities in model specification, parameter estimation, and evaluation of results. We also raise cautions regarding the issues of model modification and model fit. Although we see significant potential value in the use of Bayesian SEM, we also believe that effective use will require an awareness of these complexities.
have proposed and demonstrated an approach to model specification and estimation in structural equation modeling (SEM) using Bayesian methods. Their implementation of Bayesian structural equation modeling (BSEM) addresses some long-standing issues and limitations in conventional SEM and may prove to offer significant benefits for empirical application. Although we recognize this potential value, we also suggest that there is a tradeoff inherent in BSEM relative to conventional likelihood-based SEM in that implementation of BSEM in practice may be subject to a variety of difficulties and uncertainties. The Bayesian approach to SEM introduces complexities in model specification and estimation that may not be familiar to users of likelihood-based SEM; most obvious are the specification of priors along with the complexity of Markov chain Monte Carlo (MCMC) computational methods.
1 Moreover, how users deal with these complexities can have consequences regarding the model itself and the success of the estimation process. In addition, there are interesting open questions regarding issues such as model fit and model modification.
In this commentary, we first discuss benefits we see in BSEM and then move on to raise and examine some areas of concern. Our objective is not to criticize the contribution of Muthén and Asparouhov (2012) or to discourage the use and study of these new methods. Indeed, we welcome their contribution to the Bayesian SEM literature and their efforts to make these methods more accessible, and we hope that BSEM methods will be proven to perform well in practice. We also hope to draw attention to some important issues so that prospective applied researchers can make informed decisions about implementing BSEM in their own work and so that methodological researchers might focus attention on some relevant questions involving performance of BSEM methods.
Benefits of BSEM
We agree with Muthén and Asparouhov (2012) about a number of potential benefits of BSEM compared with conventional likelihood-based SEM. Their contribution represents a novel and significant step in the evolution of Bayesian methods for SEM that has been ongoing for much of the past 2 decades (see, e.g., Jedidi & Ansari, 2001; Lee, 2007; Palomo, Dunson, & Bollen, 2007; Scheines, Hoijtink, & Boomsma, 1999 ). Muthén and Asparouhov 1 Throughout this article, we reserve footnotes to clarify terms that may not be familiar to readers with limited experience with Bayesian statistics. The prior distribution for a parameter reflects one's belief, before collecting data, as to likely values of that parameter. A noninformative or vague prior lets the data determine likely values of the parameter. The stronger, or more informative, a prior is, the more the analyst's final belief (posterior) about plausible values for a parameter will resemble the prior and the less it will be influenced by the data. For a more detailed discussion of priors, see Chapter 5 in Gill (2008). have contributed their own refinements of computational methods and made important progress toward increasing accessibility of BSEM for applied researchers. Most importantly, they have taken advantage of BSEM methods to address significant limitations in model specification in conventional likelihood-based SEM. In models evaluated in typical SEM studies, large numbers of parameters are fixed at zero. It has long been recognized that it is implausible that all of these fixed-zero parameters are actually equal to zero in the population, meaning that this aspect of specification is one source of model error. In Muthén and Asparouhov's approach, these fixed zeros can be replaced by smallvariance priors, which in turn will yield nonzero estimates of such parameters. (Note that Muthén & Asparouhov, 2012 , use the acronym BSEM to refer to this specific Bayesian approach of using informative small-variance priors, rather than for general Bayesian SEM, which has a considerable history; for convenience, we use the BSEM acronym in the same fashion as Muthén & Asparouhov, 2012.) Importantly, this approach takes into account the approximate nature of the specified model and the corresponding imprecision regarding prior theory about parameter values. The resulting parameter estimates naturally yield a reduction in lack of fit associated with model error, meaning improved overall fit. Muthén and Asparouhov emphasized the benefit of allowing specification of models that would be unidentified in a likelihoodbased approach (e.g., factor analysis models where all secondary loadings are given small-variance priors or where all unique factor covariances are specified similarly). An additional benefit discussed by Muthén and Asparouhov is the potential of BSEM for producing evidence about one kind of model misspecification. That is, for parameters assigned small variance priors, a finding of posterior 2 estimates with credibility intervals 3 not covering zero could indicate that prior theory about those parameters was incorrect, suggesting model modification and re-estimation.
In summary, we recognize significant potential benefits in BSEM regarding more realistic model specification and, in turn, alleviation of some degree of misfit. We are hopeful that these advances in BSEM methodology will benefit applied researchers who can successfully implement BSEM methods. At the same time, we have some concerns about the prospective use of BSEM methods in practice, and we turn now to a discussion of those concerns.
Potential Problematic Issues in Implementing BSEM

Specification of Priors
A key step in model specification in BSEM is the designation of priors on model parameters. Under Muthén and Asparouhov's (2012) approach, at least some of the fixed zeros from a conventional likelihood-based specification would be replaced by smallvariance priors, whereas free parameters from the conventional specification would be replaced by large-variance priors. Any remaining parameters that are to be fixed at zero in BSEM could be viewed as having a degenerate prior distribution with mean and variance of zero. 4 In translating a conventional model into one with small-variance priors assigned to previously fixed zero parameters, the user faces two decisions that may affect results. One is choosing which parameters, from among the conventionally fixed zeros, to respecify using small-variance priors. We set aside this issue temporarily and consider it in a later section on strategies for model specification because even if we assume that reasonable choices can be made, the user must still confront the related task of choosing numerical values for the (hyper-)parameters of those informative priors.
5
Unfortunately, the specification of these priors is not necessarily a simple matter that can be approached mechanically. In the present context, although it may appear that specification of smallvariance priors for parameters such as cross-loadings or residual covariances may be straightforward, we suggest that there are issues inherent in this process that cannot be safely ignored. The user's choice of priors may have implications for model specification that are not desirable or even meaningful, and choice of priors may also affect the performance of the MCMC algorithm as well as the results themselves. We first consider some known problems associated with specification of priors for variance or covariance components. Conventional structural equation models contain a large number of variance or covariance component parameters. Indeed, even factor loadings can be thought of as (co)variance component parameters, albeit reparameterized. It is well-known in the Bayesian random-effects modeling literature (e.g., Natarajan & Kass, 2000) that the specification of priors on (co)variance components is not straightforward in general. Standard choices such as diffuse conjugate priors 6 or normal invariant priors can, under some conditions, result in improper posteriors, 7 unidentified models, and computational breakdowns that may be difficult to recognize. An alternative approach, reference (objective) priors, can be too complicated for routine use. 8 The difficulty with prior specification is compounded when substantive information about the covariance components is available and needs to be introduced into the model.
We next note that the interpretation of prior distributions, which strongly influences their specification, could change dramatically depending on the parameterization of the model, particularly when 2 Whereas a frequentist solution provides a point estimate and standard error for each model parameter, a Bayesian solution provides a posterior distribution for each parameter. The posterior distribution is the product of the prior distribution and data (likelihood). The mean (or mode) of the posterior is commonly used as a point estimate of the parameter, and the posterior standard deviation is used as a standard error.
3 Credible intervals are the Bayesian analog to confidence intervals. 4 Degenerate prior distributions are single points (i.e., parameter values). Because there is no mass in the distribution beyond that single value, the posterior distribution will be the same as the prior. This is a way to specify fixed values for certain parameters in the Bayesian framework.
5 Imagine a normal distribution is used as a prior distribution. The normal distribution has a mean that, as another parameter, could also be viewed as coming from yet another distribution. This distribution (of the mean) would have parameters, which are called hyper-parameters.
6 Diffuse in this context is another way to say vague or uninformative. A prior is said to be conjugate if, given a particular likelihood, choosing it determines the family of the posterior distribution.
7 Improper posteriors do not conform to any known distributional family. 8 Objective priors are an attempt to remove the subjective component of choice in priors from the data analyst. the parameters have natural boundary restrictions.
9 Moreover, priors assigned to selected parameters can imply or induce priors for other parameters when parameters are not completely a priori independent. For example, in a confirmatory factor analysis model with orthogonal factors, the sum of squared common factor loadings for a manifest variable is the communality and, when combined with the unique factor variance, equals the total observed variance, which is fixed for given observed data. This equality is exact in maximum likelihood (ML) analysis and remains a key to model building in Bayesian analysis. Because the communality (or, in turn, factor loadings) and the unique variance are closely related, a prior on the factor loadings may induce prior influence on the unique variance, even in the absence of additional independent priors on the unique variance. Furthermore, because the communality is a nonlinear function of the loadings, a symmetric prior on the factor loading metric may induce prior influence on the unique variance that is asymmetric. Figure 1 contains a histogram showing the shape of the induced prior on a unique variance by a mild normal prior with a mean of zero and standard deviation of .25 imposed on a factor loading. As can be seen, the induced prior is asymmetric and places most of the probability mass near the upper end of the unit interval. Ideally, consideration of such induced priors should be part of a careful model specification in BSEM.
We also note that the joint effect of a set of independent small variance normal priors for factor cross-loadings on the covariance between a pair of observed variables may also differ quite markedly from the effect of a univariate normal prior directly imposed on the residual covariance (i.e., Method 3 in Muthén & Asparouhov, 2012) . For simplicity, consider p orthogonal factors indicated by an independent cluster solution. In the absence of any prior assigned to the cross-loadings, the implied covariance is zero for any two observed variables not loading on the same common factor. However, when the N(0,) prior is imposed on all (otherwise zero) cross-loadings in the factor pattern matrix, the induced prior on the covariance between a pair of observed variables not loading on the same common factor has a mean of zero but variance equal to (p Ϫ 1) 4 . For instance, when p is 5 and is .10, the induced prior on each such covariance has a mean of zero and a standard deviation equal to .02. Consideration of this induced prior may be more informative than the prior assigned to crossloadings, which does not depend on p.
Ideally, the priors chosen not only should produce proper posterior distributions that make substantive sense but also should produce posterior-based inference that has well-calibrated frequency properties (Little, 2006) . These two goals are sometimes hard to reconcile, especially when more and more prior information is introduced. Managing all of these issues in practice can be challenging, especially for users not well versed in Bayesian methods. We therefore urge users of BSEM to try and experiment with a variety of priors and assess sensitivity of results to different specification of priors (as recommended also by Muthén & Asparouhov, 2012) . In addition, a comprehensive approach would include careful examination of the induced priors on relevant parameters, appraisal of models using both prior and posterior predictive checking, and use of replications to verify frequency coverage of key scientific estimates derived from the posterior. 10 We recognize the implied burden on users of BSEM, but we caution that ignoring these issues or treating them mechanically may increase risks of unintended consequences (e.g., problematic induced priors) and computational difficulties, which leads to our second general caution.
Computational Issues With MCMC Algorithms
MCMC is a complex and computationally intense estimation method. Although some of the central ideas underlying MCMC have been around for over 50 years (Metropolis, Rosenbluth, Rosenbluth, Teller, & Teller, 1953; Metropolis & Ulam, 1949) , it is only in the past few decades that computing power has made these methods practical to implement. MCMC methods have been particularly important to Bayesians, as the integral-heavy methods that Bayesians prefer benefit immensely from MCMC. Aside from the philosophical differences separating Bayesians from frequentists (see Efron, 2005 , for an excellent review), there are practical matters of implementation to consider. Muthén and Asparouhov's (2012) novel use of narrow variance priors is an outgrowth of more general efforts to promote Bayesian computation of relevant quantities in SEM. The benefits to such an approach are stated elsewhere in more detail than we could hope to achieve here (see, e.g., Lee, 2007) , so we focus instead on some words of caution. There are three particular elements of MCMC that we touch on here: (a) to some extent, the goals of MCMC and ML are not the same; (b) MCMC requires more expertise and effort on behalf of the user to 9 For example, a variance cannot be negative and thus has a natural boundary restriction at zero. 10 Predictive checking refers to the process of comparing data simulated from the model with the observed data. Posterior predictive checking uses the posteriors to provide plausible values for parameters of the model from which data are simulated. Prior predictive checking uses the prior distributions. The better the model fits, the more similar the generated data should be to the observed data. Most social science researchers are familiar with frequentist methods and ML-based estimation. The usual result of an application of ML estimation is a series of point estimates and accompanying standard errors. Indeed, the only criterion that is considered in traditional ML estimation is in finding the set of parameter estimates that maximizes the likelihood function. With some exceptions, this (hopefully) unique point on the likelihood surface is the focus of all efforts and inferences. This is not so in Bayesian statistics, as MCMC is not simply trying to find the mode of the likelihood. MCMC is designed to explore the entire posterior distribution and to provide an accurate representation of that distribution. This objective in and of itself is not a problem. What can be an issue is the interaction of this goal of MCMC with some peculiarities of latent variable models. For example, consider a one-factor confirmatory factor analysis with five indicators, each with a factor loading of 0.6. There is an identically good model (in terms of the likelihood) where all the factor loadings are Ϫ0.6 (for other examples related to this issue, see Loken, 2005) . In ML estimation, we are able to choose one such mode in the likelihood with start values (or we recognize that the signs can always all be reversed for simple cases like this). MCMC, left to its own devices, will often try to explain to the user that the posterior has two modes (at least). An informed user of MCMC will take the time to assess the individual posteriors and recognize what has happened. However, someone with limited (or no) previous exposure to MCMC may mechanically take the mean of the posterior as a point estimate, in which case the value would be somewhere between the two modes and not a very good summary of the posterior. There are a number of steps that can be taken to prevent this from occurring (e.g., constraining certain factor loadings to be positive), but we note the existence of the phenomenon here to alert potential users to the issue. The phenomenon just described can and does occur in more complex models and in forms that would not necessarily be easy to recognize by inexperienced users.
This observation leads to our second area of concern involving the complexity of MCMC-that the experience of the user plays a much more important role in effective use of MCMC methods than it plays in likelihood-based methods. MCMC estimates are from (approximately) the target distribution 11 only after the chain has converged.
12 Thus, there is a large number of diagnostics aimed at assessing convergence (see Cowles & Carlin, 1996 , for some examples). None are flawless, and the problem of assessing convergence takes on the flavor of assessing model fit. Unlike assessment of overall model fit, though, convergence must be assessed for every parameter being estimated under MCMC, which can be cumbersome for multivariate latent variable models. Convergence is tied to the issue of burn-in, or how many draws from the chain to discard as they are believed to have happened prior to the chain converging to its target distribution. Another similar issue involves the tuning parameters used in the Metropolis-Hastings algorithms, which drive the acceptance rate. It is often the case that these must be tested and tuned to land within acceptable ranges (see Gelman, Carlin, Stern, & Rubin, 2004, p. 306 , for more on this issue). Yet another issue is that the draws from the Markov chain are dependent draws from the target distribution. Several methods exist to deal with this issue, but a common one is called thinning, where only every kth draw from the chain is saved. Because the posterior standard deviation will substitute for the traditional frequentist standard error, the accuracy with which it is estimated can be quite important. The autocorrelation function plot may also be a helpful aid in determining the behavior of the sampler. For complex latent variable models, the sampling scheme would typically also include additional tuning parameters (e.g., proposal dispersion for Metropolis sampling) that must be chosen on a case-by-case basis. For models that are relatively simple to estimate, clear-cut choices can be made, and two researchers examining the same set of convergence diagnostics may arrive at the same decision. However, for more complex modeling contexts, which are precisely where the need for MCMC is the greatest, the information provided by the convergence diagnostics may be less clear-cut.
Aside from the complexity associated with obtaining valid estimates from a Bayesian approach using MCMC, it is also worth mentioning that the Bayesian approach outlined by Muthén and Asparouhov (2012) further complicates the issue of identification. Model identification is a complex topic, one that we believe many substantive researchers are not entirely comfortable with. In the ML-based tradition, it is possible to apply relatively simple rules to assess identification. The approach discussed by Muthén and Asparouhov does not follow the same rules-this is both an advantage and a disadvantage. On the positive side, it broadens the scope of models for which researchers can obtain valid parameter estimates. On the negative side, it becomes more difficult to determine at what point a model is no longer identified. As noted by Muthén and Asparouhov, the model in their Table 1 with small variance priors on the cross-loadings would be identified in the Bayesian context-but only to a point. At some point, as the variance of the priors increases, the model ceases to be identified.
Model Specification and Modification
We return now to an issue mentioned earlier. When implementing BSEM instead of conventional likelihood-based SEM, the user must choose which of the possibly many fixed zero parameters in the model to respecify using informative priors and which to leave as fixed zeros. The parameters in question typically fall into natural subsets, such as cross-loadings, residual correlations, and coefficients in the structural model. In their examples, Muthén and Asparouhov (2012) took several approaches to designating subsets of parameters that are assigned informative priors. In one of their factor analysis examples, informative priors are assigned to crossloadings; in the other, informative priors are assigned to residual correlations. In their example involving a structural model, informative priors are assigned in separate models to various subsets, or combinations of subsets, of parameters. In that last example, the final model (Model 8, Table 16 of Muthén & Asparouhov, 2012) assigns informative priors to all parameters that had been fixed at zero in the original model.
All of these examples and results are interesting and informative, while also giving rise to questions about appropriate or 11 The target distribution is most commonly the posterior of a parameter of interest.
12 A chain is the sequence of values generated for one target distribution by the MCMC process. A chain is said to have converged when the values it generates behave as if they had come from the target distribution. optimal strategy in practice. In general terms, it would be desirable for there to be some clear principles to guide applied researchers in this matter. Such principles might derive from a close consideration of exactly what is to be gained, or what risks or consequences may be introduced, by organizing the parameters into subsets and running models in which each subset in turn, and various subsets in combination, are assigned small-variance priors. We are not proposing any such principles here. Rather, we are citing what we view to be needed. Muthén and Asparouhov (2012) seem to have alluded to such a need when they mentioned that in their last example, where they run a series of eight models, their last model in which all parameters initially fixed at zero are assigned informative priors could have been treated as their first model. Indeed, might it be appropriate in general to always run a model of this nature, where all fixed zeros are converted to parameters assigned small-variance priors? Although such a general model might seem to be of primary interest, it may introduce difficulties associated with more burdensome evaluation of results and increased risk associated with specification of priors as discussed earlier in this article. Our concern is that without effective guiding principles, there may arise relatively haphazard strategies of application of BSEM with unknown consequences.
A specific result of interest within any such application would be a finding of one or more parameters that would have been fixed at zero in a conventional SEM but for which credibility intervals obtained under BSEM do not cover zero. Muthén and Asparouhov (2012) suggested respecifying such parameters using noninformative (large variance) priors and re-estimating the model. This approach represents a kind of model modification and, in our view, merits careful thought and close examination. Within conventional SEM, model modification is typically driven by modification index (MI) values associated with each fixed-zero parameter. Users hoping to improve the fit of their model can often identify large MI values and then alter their model by sequentially converting the corresponding parameters to free parameters and refitting the model. This technique in effect drops the prior theory about the values of the parameters in question and redefines the model so that estimates of those parameters are determined by the data. Although still common in practice, this approach is notorious for problems and failures, including invalidity of modifications (MacCallum, 1986; Steiger, 1990) and capitalization on chance (MacCallum, Roznowski, & Necowitz, 1992) .
In terms of implications of a model modification procedure under BSEM, the conversion from informative to noninformative priors for specified parameters is philosophically parallel to the conversion from fixed to free parameters in conventional SEM. In BSEM, estimates of parameters specified with small-variance priors are driven primarily by prior theory and to a lesser degree by data, whereas estimates of parameters with large-variance priors are driven essentially completely by data. Conversion from the former to the latter implies dropping prior theory and relying completely on data to obtain estimates of parameters in question. Muthén and Asparouhov (2012) suggested that such model modification may be more effective under BSEM than under conventional SEM. Their primary basis for this view is that under BSEM one is working in a context where many of the fixed-zero parameters from conventional SEM have been redefined as approximate zeros and that the user can examine degree of deviation of any number of these parameters from zero simultaneously, rather than relying on the one-at-a-time MIs under conventional SEM. We find this conjecture to be plausible in that we view many of the documented problems associated with the use of MIs to arise from their one-at-a-time nature. Even so, we are not completely comfortable with possible routine introduction of model modifications under BSEM. We recognize that Muthén and Asparouhov offer only preliminary concepts and examples, which we do not challenge here by any means. We do, however, urge caution. One issue of possible consequence involves whether model modifications or respecifications under BSEM might depend on which subsets of parameters have been set to have small-variance priors. As noted earlier, users will have choices in this matter, and we would not be surprised if BSEM results under different such choices yielded different evidence for respecification of parameters. In addition, we suggest that issues raised regarding model modification in conventional SEM will need to be examined closely under BSEM. These include questions as to the validity of modifications, the risk of capitalizing on chance, and the need for substantive interpretability of any decisions to drop prior theory about selected parameter values and to allow estimates to be determined completely by data.
The Mixed Blessing of Improved Model Fit
As discussed by Muthén and Asparouhov (2012) and as we noted earlier in this article, model fit will be enhanced in a model that assigns informative priors to parameters that would be fixed at zero in a conventional SEM model. This alternative specification of such parameters serves to reduce model error that is associated with the highly restrictive assumption that all of these parameters are zero in the population. (Note that Muthén & Asparouhov, 2012 , compared fit of a conventionally specified model to a BSEM version by specifying the conventional model in BSEM using degenerate priors for the fixed-zero parameters and then comparing models within the BSEM framework.)
As attractive as this improved fit might be, it comes with a price. It is achieved through the relaxing of restrictions on the parameters, much as fit would be improved in a conventional ML approach to SEM by converting some fixed parameters into free parameters. The estimation of additional parameters brings with it an increase in estimation error in the sense that parameters are estimated with less precision as their number increases. The degree and impact of this increased estimation error will be ameliorated, at least in part, by the imposition of small variance on the priors for these new parameters, but it will not be eliminated. In addition, such an increase in estimation error raises in turn the possibility that stability and generalizability could be reduced. It is well recognized in conventional SEM that cross-validity of solutions is reduced as the number of free parameters increases (Browne & Cudeck, 1989; Cudeck & Browne, 1983; Cudeck & Henly, 1991) . We anticipate that the same thing would occur in the BSEM approach, with degree and consequences remaining an open question for now.
This observation raises another point of interest in that the concept and methods of cross-validation might need to be reconsidered in the context of BSEM. In conventional SEM, crossvalidation assesses the generalizability of point estimates of free parameters. However, in BSEM there are posterior distributions of parameters, and there are various options as to how one might assess generalizability of those posteriors. Finally, we can in turn recognize other familiar issues in model evaluation in conventional SEM that may require reframing in BSEM. One example is model complexity. It has been recognized that models of higher complexity, in terms of features such as number of parameters or functional form, have a higher capacity for fitting data but often have poorer generalizability (Myung, 2000; Preacher, 2006) . Defining and studying the issue of complexity in BSEM introduces some complications. For example, one form of increased complexity might involve the specification of higher variances for priors. Many such issues may change form and invite new examination in the jump from conventional SEM to BSEM.
Summary and Conclusion
None of the issues raised here are insurmountable, and the power of the BSEM methods makes the additional costs worthwhile in some cases. However, the current generations of substantive researchers (and, indeed, many quantitative researchers) are not generally well versed in Bayesian methods or MCMC in particular. Undoubtedly training practices will slowly shift over time to accommodate new methods, but in the intervening decades, great care must be taken to provide or obtain the knowledge to use these methods wisely alongside the tools themselves. We hope that our comments raise awareness of this need rather than function to discourage use of these methods.
The contributions by Muthén and Asparouhov (2012) to the use of Bayesian methods in SEM represent significant steps forward in SEM methodology. Benefits of this approach in applied research may be substantial. Our intention in this commentary is twofold: First, we urge prospective users to be cautious. One of the main contributions of the approach outlined by Muthén and Asparouhov is its implementation in more user-friendly software than has traditionally been available. This enhanced accessibility will provide a vehicle for application as well as more efficient and effective methodological study of these methods. However, we are concerned about risks associated with automating such a complex computational method for general use. We suggest that some computational problems will not be unusual but may be difficult to recognize for many users. In conjunction with this concern, we believe that effective use of these methods places high demands on users in terms of specification of models and evaluation of results. Second, we emphasize that there are many open questions involving BSEM methods and their use. Some of the issues to be studied and understood more completely include matters of sensitivity of results to users' choices in model specification (priors) and computational options (MCMC controls), effects of different strategies for model specification, potential use of posteriors for model modification, and effects on cross-validity of solutions. We hope we have helped to alert prospective users to some of these issues and also to urge them to educate themselves so that they can use these powerful methods properly and effectively. We encourage careful application of BSEM methods in practice along with methodological research on performance of these methods, and we look forward to seeing results of such work.
