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Abstract
In this paper we collect some results recently obtained by the authors, in vari-
ous settings for inverse problems arising from a phase-field model of parabolic and
parabolic-hyperbolic type with memory kernels. In each case we present results of
existence, together with results of uniqueness (more common in literature of inverse
problems) of solutions.
1 Introduction
This paper contains some of the recent results about identification problems for a phase-
field model recently obtained by the authors. We do not intend to give the detailed proofs
of our main results (for this we refer the reader to [16] and [17]), but we want to give an
overview of them.
Without claiming at completeness, we mention the following papers [1], [2], [3], [4], [5],
[6], [7]
$\}$
$[8]$ , [9], [10], [11], [12] for phase field problems, and, for phase-field models with
memory [13], [14], [18], [19] and the literature there in. In [15] there is a unified approach
for a class of nonlinear parabolic inverse problems.
Keywords: Phase-field system with memory, heat equation, Cahn-Hilliard type equation, inverse
problem.
AMS(MOS): primary $35\mathrm{R}3\mathrm{G},$ $45\mathrm{K}05$ ; secondary $45\mathrm{N}05,80\mathrm{A}20$
1436 2005 66-87
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If we consider phase- ield models with memory, the thermal memory is taken into account
modifying the Fourier’s heat conduction law by the introduction of a convolution kernel $k$ ,
that takes memory effects into account Unfortunately, $k$ cannot be measured directly, but
it can be recovered only with additional measurements of the temperature. Consequently,
we have to face the problem to determine the temperature 0, the phase-field $\chi$ (which
takes approximately value +1 in the solid and -1 in the liquid) and $k$ simultaneously,
i.e., we have to solve an identification problem.
The model we have introduced and studied in [17] and [16] is the same and leads to a
system which is of parabolic type (see (3.57) and (4.7)): it has two unknown convolution
kernels, but the inverse problems we have solved are different and are set (concerning the
space variables), in continuous functions and $L^{P}$ respectively. In both cases the tempera-
tur, the phase- ield and the two convolution memory kernels are assumed to be unknown,
but, the problems differ as follows: in [17] the heat source is considered (partially) un-
know $\mathrm{n}$ , while in [16] the fifth unknown is the instantaneous conductivity, while the heat
source is given.
More interestingly, in order to determine all the unknowns, the continuous space set-
ting, used in [17], has the advantage to allow to make additional measurements of the
temperature which can, in principle, be carried out on the boundary, while in the $L^{p}$
setting, for technical reasons, one is compelled to look for further measurements of the
temperature inside the body, which are clearly more difficult to carry out. This can
be seen comparing the additional conditions (3.58) (continuous functions spaces) and
(4.1)(L spaces): in the first case $\mu_{j}(1\leq j\leq 3)$ is a Borel function in $\overline{\Omega}$, for example a
surface integral in an, the second case, $\phi_{j}(1\leq j\leq 2)$ is an element of $IP’(\Omega)$ .
On the other hand, the $L^{p}$ setting has the good property of requiring less strong
compatibility conditions and regularity on the data.
Finally, we shall consider a (formally) slight variation of the two previous systems.
The main difference lies in the fact that we assume that the instantaneous conductivity
vanishes. This has the effect (under suitable assumptions) to transform the first equation
of the system into a hyperbolic equation, so that we have a hyperbolic equation combined
with a parabolic one. So the analysis is quite different and more difficult and, for the sake
of simplicity, we have considered only the determination of a single convolution kernel.
In this note we report the main results in [21].
In each case, our aim is to find conditions such that the inverse problems we define
are well-posed problem in the sense of Hadamard, in the sense that, for each choice of
(appropriate) data we get a unique solution in a suitable class, depending continuously
on them. We point out that it is not common, for inverse problem, to study existence
together with uniqueness. In general many results we can find in the literature deal only
with this second aspect.
To conclude, the plan of the paper is the following.
$\bullet$ In Section 2 we introduce the model.
$\bullet$ In Section 3 we consider the parabolic case in spaces of continuous functions.
$\bullet$ In Section 4 we consider the parabolic case in $L^{p}$ spaces.
$\bullet$ In Section 5 we consider the hyperbolic-parabolic case
88
2 The model
In this section we suppose that $\Omega$ is an open bounded set in $\mathbb{R}^{3}$ with sufficiently regu-
lar boundary $\partial\Omega$ occupied by an isotropic, rigid and homogeneous heat conductor, We
consider only small variations of the absolute temperature and its gradient. A material,
which exhibits phase transitions due to the temperature variations, is described by two
state variables: the absolute temperature $\Theta$ and the phase-field $\chi$ at each point $x\in\Omega$
and $t\in[0, T]$ for $T>0$ , where $\chi$ takes approximately value -1 in the liquid and -t-l in
the solid.
We now recall the models introduced in [19]. We work with the temperature variational
field 0 defined by:
$\theta=\frac{\Theta-\Theta_{c}}{\mathrm{O}-_{c}}$ , (2.1)
where $\Theta_{\mathrm{c}}$ is the reference temperature at which the transition occurs.
Following Novick-Cohen [24], we assume that the phase-field is ruled by aCahn-
Hilliard type equation of the form (see [3], [7], [23])
$\partial_{t}\chi(t, x)=\triangle[-\triangle\chi(t, x)+\chi(t, x)^{3}+\gamma’(\chi(t, x))-\lambda’(\chi)\theta(t, x)]$, $t\in[0, T]$ , $x\in\Omega_{7}$
(2.2)
where $\gamma$ and A are smooth given functions. Let us come to the evolution equation for the
temperature. The energy balance equation is
$\partial_{t}\mathcal{E}(t, x)+\nabla$ . $\mathrm{J}(t, x)=\mathcal{F}(t, x)$ , (2.3)
where $\mathcal{E}$ is the internal energy, $\mathrm{J}$ is the heat flux and $\mathcal{F}$ is the external heat supply. Taking
into account a linearized version of the Coleman-Gurtin theory, we assu me, as in [10] and
[18], the constitutive equations:
$\mathcal{E}(t, x)=e_{c}+c_{vc}\mathrm{O}-\theta(t, x)+\oint_{0}^{t}h(s)\theta(t-s, x)ds+\mathrm{O}\sim_{\mathrm{C}}\lambda(\chi(t, x))$ , (2.4)
$\mathrm{J}=-\mathcal{K}\nabla\theta(t, x)-l^{t}k(s)\nabla\theta(t-s, x)ds$ , (2.5)
where $h$ and $k$ account the memory effects, $e_{c}$ , $c_{v}$ and 7( are the internal energy at
equilibrium, the specific heat and the instantaneous conductivity, respectively. Moreover,
A is the already mentioned regular given function. By (2.3), $(2,4)$ and (2.5) we get
$\partial_{t}(-\nabla$
$e_{c}+c_{v} \Theta_{\mathrm{c}}\theta(t, x)+\int_{0}^{t}h(s)\theta(t-s, x)ds+6\mathrm{c}\mathrm{A}(\mathrm{x}(\mathrm{t}, x)))$
. $( \mathcal{K}\nabla\theta(t, x)+\int_{0}^{t}k(s)\nabla\theta(t-s, x)ds)=\mathcal{F}(t, x)$ .
(2.2)
In several papers it is often assumed that A and $\gamma’$ are linear functions of their arguments
and we set the physical constants equal to one for the sake of simplicity. We get the
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. following system with the initial-boundary conditions:
$\{$
$\partial_{t}(\theta(t, x)+\chi(t, x)+(h*\theta)(t, x))$
$=\mathcal{K}\Delta\theta(t, x)+k*\triangle\theta(t, x)+\mathcal{F}(t, x)$ , $t\in[0, T]$ , $x\in\Omega$ ,
$\partial_{t}\chi(t, x)=-\triangle^{2}\chi(t, x)+$ A$[\chi^{3}(?, x)-\chi(t, x)-\theta(t, x)]7t\in[0, T]$ , $x\in\Omega$ ,
$\theta(0, x)=\theta_{0}(x)$ , $x\in\Omega$ ,
$\chi(0, x)=\chi_{0}(x)$ , $x\in\Omega$ ,
$D_{\nu}\theta(t, x)=0$ , $t\in[0_{?}T]$ , $x\in$ an,
$D_{\nu}\chi(t, x)=D_{\nu}\Delta\chi(t, x)=0$ , $t\in[0, T]$ , $x\in$ an,
(2.7)
where $D_{\iota/}$ denotes the outward unit normal vector to an and the symbol $*$ denotes the
convolution with respect to the time. We suppose that $\theta_{0}$ , $\chi_{0}$ : $\Omegaarrow \mathbb{R}$ are known
functions.
3 The parabolic case in spaces of continuous func-
tions
In this section we shall study an abstract version of problem (2.7). We shall assume that
$\mathcal{F}(t, x)=f(t)g(x)$ , (3.1)
with $g$ known and $f$ unknown. We shall try to determine 0, $\chi$ , $h$ , $k$ , $f$ , while the other
terms will be considered as known. We start by introducing some notations. Let $X$ be a
Banach space with the norm $||\cdot||$ and let $T>0$ . We denote by $C([0, T];X)$ the space of
continuous functions with values in $X$ equipped with the norm:
$||u||_{0,T,X}= \sup_{t\in[0,T]}||u(t)||$
. (3.2)
For $\beta\in(0,1)$ we define
$C^{\beta}([0, T];X)$ $=\{u\in C([0, T];X)$ : $|u|_{\beta,T,X}$ (3.3)
$= \sup_{0\leq s<t\leq T}(t-s)^{-\beta}||u(t)-u(s)||<\infty\}$ ,
and we endow it with the norm
$||u||_{\beta,T,X}=||u(0)||+|u|_{\beta,T,X}$ . (3.4)
If $k\in \mathrm{N}$ , we set
$C^{k+\beta}([0, T];X)$ $:=\{u\in C^{k}([0, T];X) : u^{(k)}\in C^{\beta}([0, T];X)\}$ . (3.5)
If $f\in C^{k+\beta}([0, T];X)$ , we define
$||u||k+ \beta,\tau,x.--\sum_{j=0}^{k}||u^{(j)}(0)||+|u^{(k)}|_{\beta,T,X}$ . (3.6)
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For any pair of Banach spaces $X$ and $X_{1}$ , $L(X;X_{1})$ denotes the space of all bounded
linear operators from $X$ to $X_{1}$ equipped with the $\sup$ norm When $X=X_{1}$ , we set
$L(X)=\mathcal{L}(X;X)$ and we denote by $X’$ the space of all bounded and linear functionals
on $X$ . We now give the definition of sectorial operator in order to introduce analytic
semigroups.
Definition 3.1. Let A : $D(A)$ $\subset Xarrow X$ , be a lirtecvr operator, possibly with $\overline{D(A)}\neq X$ .
Operator A is said to be sectorial if it satisfies the following assumptions:
1. there exist two constants $R$ $>0$ and $\phi\in(\pi/2, \pi)$ such that any $\lambda\in \mathbb{C}$ with $|\lambda|\geq R$
and $|\arg\lambda|\leq\phi$ belongs to the resolvent set of $A$ ;
2. there exists $M>0$ such that $||\lambda(\lambda I-A)^{-1}||_{\mathcal{L}(X)}\leq M$ for any $\lambda\in \mathbb{C}$ with $|\lambda|\geq R$ ,
$|\arg\lambda|\leq\phi$ .
The fact that the resolvent set of A is not void implies that $A$ is closed, so that $D(A)$
endowed with the graph norm
$||x||_{D(A)}:=||x||+||Ax||$ (3.7)
becomes a Banach space.
If $A$ satisfies Definition 3.1, it is possible to define the semigroup $\{e^{tA}\}_{t\geq 0}$ of bounded
linear operators in $L(X)$ so that $tarrow e^{tA}$ is an analytic function from $(0, \infty)$ to $\mathcal{L}(X)$ (for
more details see [22], [25], [26], [27], [28] $)$ . Let us define the family of interpolation spaces
$D_{A}(\beta, \infty)$ , $\beta\in(0, 1)$ , between $D(A)$ and $X$ by
$\prime D_{A}(\beta, \infty)=\{x\in X$ : $|x|_{D_{A}(\beta,\infty)}:= \sup_{0<t<1}t^{1-\beta}||Ae^{tA}x||<\infty\}$ , (3.8)
equipped with the norms
$||x||_{D_{A}(\beta,\infty)}=||x||+|x|_{D_{A}(\beta,\infty)}$ (3.9)
that make $\prime D_{A}(\beta, \infty)$ Banach spaces. The continuous inclusions
$D(A)\underline{\subseteq}D_{A}(\beta, \infty)\subseteq X$ (3.10)
hold for every $\beta\in$ $(0, 1)$ . We remark that $D_{A}(\beta, \infty)$ coincides with the real interpolation
space $(X, D(A))_{\beta,\infty}$ , with equivalent norms.
We are now in the position to state the inverse problem in the desired abstract setting:
Problem 3.1. (Inverse Abstract Problem (LAP)). Let $X$ be a Banach space. Determine
five functions 0 : $[0_{7}T]arrow X$ , $\chi$ : $[0, T]arrow X_{J}f$ : $[0, T]arrow \mathbb{R}$ , $h$ : $[0, T]arrow \mathbb{R}$ and








with the additional conditions
$\Phi_{j}[\theta(t)]=b_{j}(t)$ , $\forall t\in[0, T]$ , $j=1,2,3$ , (3.12)
where $A$ : $D(A)$ $arrow X$ and $B$ : $D(B)$ $arrow X$ are linear, closed, not necessarily commuting
operators, and $\theta_{0}$ , $\chi_{0}$ , $g$ , $F$ , $\Phi_{j;}b_{j}(j=\mathit{1},\mathit{2},\iota?)$ are given data whose properties are listed in
the sequel.
(HI) $X,$ $D(A)$ and $D(B)$ are Banach spaces with the following continuous embedding
$D(B)\simeq+D_{B}(\gamma, \infty)\mathrm{c}arrow D(A)arrow\succ X$ , for some $\gamma\in(0, 1)$ .
(H2) $A$ : $D(A)arrow X$ and $B$ : $D(B)$ $arrow X$ are linear, sectorial operators in $X$ .
(H3) $F\in C^{2}(D_{B}(\gamma, \infty),$ $X)$ and $F’$ is uniformly Lipschitz continuous from $D_{B}(\gamma, \infty)$ to
$\mathcal{L}(D_{B}(\gamma, \infty)$ , $L(D_{B}(\gamma, \infty),$ $X))$ in every bounded subset of $D_{B}(\gamma, \infty)$ .
(H4)
$\theta_{0}\in D(A)$ , $\chi_{0}\in D(B)$ ,
(3.13)
$v_{0}.--B\chi_{0}+F(\chi_{0})-A\theta_{0}\in D(B)$ .
(H5) $g$ , $A\theta_{0}\in\overline{D(A)}$ (closure in $X$ ).
(H6) $\Phi_{j}\in X’$ , $j=1$ , 2, 3.
(H7) $b_{j}\in C^{2+\beta}([0, T])$ , $\beta\in(0,1)$ , for $j=1,2,3$ .
(H8) rank(N) $=rank(\overline{N})$ $=2$ , where
$N:=\ovalbox{\tt\small REJECT}$ $\Phi_{3}(\theta_{0})\Phi_{2}(\theta_{0})\Phi_{1}(\theta_{0})$ $-\Phi_{3}(g)-\Phi_{2}(g)-\Phi_{1}(g)\ovalbox{\tt\small REJECT}$
$)$
(3.14)
$\overline{N}:=\ovalbox{\tt\small REJECT}$ $\Phi_{3}(\theta_{0f}^{\backslash }\Phi_{2}(\theta_{0})\Phi_{1}(\theta_{0})$ $-\Phi_{1}(g)-\Phi_{2}(g)-\Phi_{3}(g)$ $\Phi_{2}[A\theta_{0}]-\Phi_{2}[v_{0}]-b_{2}’(0)\Phi_{1}[A\theta_{0}]-\Phi_{1}[v_{0}]-b_{1}’(0)\Phi_{3}[A\theta_{0}]-\Phi_{3}[v_{0}]-b_{3}’(0)\ovalbox{\tt\small REJECT}$ . (3.15)
As a consequence of H5 and H8, the system
$\Phi_{j}(\theta_{0})h_{0}-\Phi_{j}[g]f_{0}=\Phi_{j}[A\theta_{0}]-\Phi_{j}[v_{0}]-b_{j}’(0))$ $j=1,2,3$ .
has a unique solution $(h_{0}, f_{0})$ .
(H9) $u_{0}:=A\theta_{0}+f_{0}g-v_{0}-h_{0}\theta_{0}\in D(A)$ .
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(H1O) $DetM\neq 0$ where
$M:=\ovalbox{\tt\small REJECT}$ $\Phi_{3}(\theta_{0})\Phi_{2}(\theta_{0})\Phi_{1}(\theta_{0})$ $-\Phi_{3}(A\theta_{0})-\Phi_{2}(A\theta_{0})-\Phi_{1}(A\theta_{0})$ $-\Phi_{3}(g)-\Phi_{2}(g)-\Phi_{1}(g)\ovalbox{\tt\small REJECT}$ . (3.16)
Now we set
$v_{1}:=[B+F’(\chi_{0})]v_{0}-Au_{0}$ . (3.17)
As a consequence of H1O, the linear system
$b_{j}’(0)+\Phi_{j}[v_{1}]=\Phi_{j}[Au_{0}+k_{0}A\theta_{0}]$ (3.18)
$+\Phi_{j}[z_{0}g-h_{0}u_{0}-w_{0}\theta_{0}]$ , $j=1,2$ , 3
has a unique solution $(w_{0}, k_{0}, z_{0})$ .
(Hll) $[2A-h_{0}]u_{0}-[B+F’(\chi_{0})]v_{0}-w_{0}\theta_{0}+k_{0}A\theta_{0}+z_{0}g\in D_{A}(\beta_{1}\infty)$.
(H12) $v_{1}\in D_{B}’(\beta, \infty)$ .
(H13) $\Phi_{j}[\theta_{0}]=b_{j}(0)$ , $\Phi_{j}[u_{0}]=b_{j}’(0)$ , $j=1_{7}2,3$ .
We state a local in time existence result (giving a sketch of the proof) for the Inverse
Abstract Problem and a global in time uniqueness result for the same problem. Then we
give an application of the above mentioned theorems to the concrete case.
Theorem 3.1. (Existence local in time). Let the assumptions Hl-H13 hold for $\beta\in(0,1)$ .
Then there exists $\tau\in(0, T]$ such that problem $(3\mathrm{A}1)-(3.12)$ has a solution $(\theta, \chi, h, k, f)_{J}$
with
$\theta\in C^{2+\beta}([0, \tau];X)\cap C^{1+\beta}([0, \tau];D(A))$ , (3.19)
$\chi\in C^{2+\beta}([0, \tau];X)$ $\cap C^{1+\beta}([0, \tau];D(B))$ , (3.20)
$h\in C^{1+\beta}([0, \tau])$ , (3.21)
$k\in C^{\beta}([0, \tau])$ , (3.22)
$f\in C^{1+\beta}([0, \tau])$ . (3.23)
Sketch of the proof. For a complete proof, see Section 6 in [17]. Here we give only a
sketch. Assume that the conditions $H1-$ $\# 13$ are satisfied and a solution $(\theta, \chi, h, k, f)$ ,
satisfying the regularity assumptions (3.19) – (3.23) in some interval $[0, \tau]$ , exists.
We observe that, from the second equation in (3.11), we get
$\chi’(0)=v_{0}$ . (3.24)
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Applying $\Phi_{j}(1\leq j\leq 3)$ to the first equation in (3.11) and using the last for $t=0$ , we
get
$b_{j}’(0)+\Phi_{j}(v_{0})+h(0)\Phi_{j}(\theta_{0})=\Phi_{J}-(A\theta_{0})+f(0)\Phi_{j}(g)$ , $j=1$ , 2, 3.
Rom H8 it follows
$h(0)=h_{0}$ , $f(0)=f_{0}$ . (3.25)
Using again the first equation in (3.11) for $t=0$ , we get
$\theta’(0)=u_{0}$ . (3.26)
Now we set
$u(t):=\theta’(t)\in C^{1+\beta}([0, \tau],X)$ $\cap C^{\beta}([0, \tau], D(A))$ ,
$v(t):=\chi’(t)\in C^{1+\beta}([0, \tau], X)\cap C^{\beta}([0, \tau], D(B))_{?}$
(3.27)
$w(t):=h’(t)\in C^{\beta}([0, \tau])$ ,
$z(t):=f’(t)\in C^{\beta}([0, \tau])$ ,








From (3.28), we have that
$v’(0)=v_{1}$ . (3.29)




Because of condition H1O, we get $w(0)=w_{0}$ , $z(0)=z_{0}$ and $k(0)=k_{0}$ . Using now the
second equation in (3.28), we get
$\{u’(t),=(2.,A-h_{0},)u(t)-[B+F’(\chi_{0})]v,(t)-[F’(\chi_{0}+1*v,(t))v’(t)=[B+F(\chi_{0})]v(t)-Au(t)+[F(\chi_{0}+1*v(t))-F(\chi_{0})]v(t)u(0)=u_{0}v(0)=v_{0}-F(\chi_{0})]v(t)-w(t)\theta_{0}+k(t)A\theta_{0}+k*Au(t)+z(t)g-w*u(t)$ (3.31)
Now we consider the system
$\{$






We introduce the following linear operator $A$ in the space $X\mathrm{x}$ $X$ :
$D(A).–D(A)><D(B)$ , (3.33)
$A(u, v):=([2A-h_{0}]u-[B+F’(\chi_{0})]v, -Au+[B+F’(\chi_{0})]v)$ . (3.34)
One can show that the operator $A$ is sectorial in $X\mathrm{x}X$ . Using the assumptions H4,
H9, Hll, H12, one can show also that (3.32) has a unique solution $(\mathcal{U}_{0}, \mathcal{V}_{0})$ belonging to
$(C^{1+\beta}([0, T];X)\cap C^{\beta}([0, T];D(A)))\mathrm{x}$ $(C^{1+\beta}([0, T];X)\cap C^{\beta}([0, T];D(B)))$ . We introduce
the semigroup
$e^{tA}:=\ovalbox{\tt\small REJECT}$ $S_{21}(t)S_{11}(t)$ $S_{12}(t)S_{22}(t)]$ , (3.33)
and define the operators
$N_{1}(u, v, w, \ , z)(t)$ $:=$ $\int_{0}^{t}S_{11}(t-s)\{(w_{0}-w(s))\theta_{0}+(k(s)-k_{0})A\theta_{0}+(z(s)-z_{0})g$
$-[F’(\chi_{0}+1*v(s))-F’(\chi_{0})]v(s)+k*Au(s)-w*u(s)\}ds$
$+I_{0}^{t}$ S12 $(\mathrm{t}-s)[F’(\chi_{0}+1*v(s))-F’(\chi_{0})]v(s)$ is,
(3.36)
$N_{2}(u, v, w, k_{?}z)(t)$ $:=$ $\int_{0}^{t}S_{21}(t-s)\{(w_{0}-w(s))\theta_{0}+(k(s)-k_{0})A\theta_{0}+(z(s)-z_{0})g$
$-[F’(\chi_{0}+1*v(s))-F’(\chi_{0})]v(s)+k*Au(s)-w*u(s)\}ds$
$+I_{0}^{t}$ S12 $(\mathrm{t}-s)[F’(\chi_{0}+1*v(s))-F’(\chi 0)]v(s)ds$ .
(3.37)
Then, from (3.31), we get (for $t\in[0,$ $\tau]$ ):
$\{$
$u(t)=\mathcal{U}_{0}(t)+N_{1}(u, v, w, k, z)(t)$ ,
$v(t)=V_{0}(t)+N_{2}(u, v, w, k, z)(t)$ .
(3.38)
We now set, for sake of simplicity
$\overline{B}:=B+F’(\chi_{0})$ . (3.39)
Applying $\Phi_{j}(1\leq j\leq 3)$ to the first equation in (3.31), we have also
$b_{j}’(t)=\Phi_{j}[(2A-h_{0})u(t)]-\Phi_{j}[\overline{B}v(t)]-\Phi_{j}[[F’(\chi_{0}+1*v(t))-F’(\chi_{0})]v(t)]$
$-w(.t)\Phi_{j}[\theta_{0}]+k(t)\Phi_{j}[A\theta_{0}]+\Phi_{j}[k*Au](t)+z(t)\Phi_{j}[g]-\Phi_{j}[w*u](t)$ , $j=1$ , 2, 3
(3.40)
which implies
$w(t)\Phi_{j}[\theta_{0}]-k(t)\Phi_{j}[A\theta_{0}]-z(t)\Phi_{j}[g]=\Gamma_{0j}(t)+\Gamma_{j}(u_{1}v, w_{7}k, z)(t)$, (3.41)
where we have set:
$\Gamma_{0j}(t):=-b_{j}’(t)+\Phi_{j}[[2A-h_{0}]\mathcal{U}_{0}(t)]-\Phi_{j}[\tilde{B}(\mathcal{V}_{0})(t)]$ , (3.32)
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$\Gamma_{j}(u_{7}v, w, k, z)(t)$ $:=$ $\Phi_{j}[[2A-h_{0}]N_{1}(u, v, w, k, z)(t)]-$ $j $[\overline{B}N_{2}(u, v, w, k, z)(t)]$
$-\Phi_{j}[[F’(\chi_{0}+1*v(t))-F’(\chi_{0})]v(t)]+\Phi_{j}[k*Au](t)$
$+\Phi_{j}[w*u](t)$ , $j=1,2,3$ .
(3.43)
From assumption H1O, we obtain
$\ovalbox{\tt\small REJECT}$ $w(t)k(t)z(t)$ $\ovalbox{\tt\small REJECT}$ $=\ovalbox{\tt\small REJECT}_{\overline{\tilde{\frac{\Gamma\Gamma}{\Gamma}}}}0002(t)13(t)(t)$ $\ovalbox{\tt\small REJECT}$ $+[\overline{\frac{\Gamma}{\frac{\Gamma}{\Gamma}}}23(u,v,w,k,z)(t)1(u,v,w,k,z)(t)(u,v,w, k, z)(t)$ $\ovalbox{\tt\small REJECT}$ , (3.44)
with
$\ovalbox{\tt\small REJECT}\overline{\tilde{\frac{\Gamma}{\Gamma}}}\Gamma_{1}(w,k_{\mathrm{J}}z,u,v)32(w,kz,u,v)(w, k,z,u,v)\rangle$ $\ovalbox{\tt\small REJECT}$ $:=M^{-1}[\Gamma_{2}(w,k,z,u, v)\Gamma_{1}(w,k,z,u\}\Gamma_{3}(w,k,z,u,v)v)$ $\ovalbox{\tt\small REJECT}$ , (3.45)
$\ovalbox{\tt\small REJECT}_{\overline{\frac{\frac{\Gamma}{\Gamma}}{\Gamma}}}0001((2t)3(tt\rangle)$ $\ovalbox{\tt\small REJECT}$ $:=M^{-1}\ovalbox{\tt\small REJECT}$ $\Gamma_{03}(t)\Gamma_{02}(t)\Gamma_{01}(t)$ $\ovalbox{\tt\small REJECT}$ . (3.46)
Then we can consider the system (3.38)-(3.44), which can be (locally ) solved through
a fixed point argument. $[]$
Theorem 3.2. (Uniqueness global in time). Let the assumptions HI-H13 hold for $\beta\in$
$(0, 1)$ . If $(\theta_{1}, \chi_{1_{7}}h_{1}, k_{1}, f_{1})$ and $(\theta_{2}, \chi_{2_{\mathrm{J}}}h_{2}, k_{2}, f_{2})$ are solutions of (3.11)-(3.12) both satis-
fying the regularity conditions
$\theta_{j}\in C^{2+\beta}([0, \tau];X)$ $\cap C^{1+\beta}([0, \tau];D(A))$ , (3.47)
$\chi_{j}\in C^{2+\beta}([0, \tau];X)$ $\cap C^{1+\beta}([0, \tau];D(B))$ , (3.48)
$h_{j}\in C^{1+\beta}([0, \tau])$ , (3.49)
$k_{j}\in C^{\beta}([0, \tau])$ , (3.50)
$f_{j}\in C^{1+\beta}([0, \tau])$ , (3.51)
for $j=1,2$ and for some $\tau\in(0, T]$ , Then they coincide.
Proof See Section 6 in [17]. $\square$
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3-1 An application of the abstract results





$D(A)= \{\theta\in\bigcap_{1\leq p<+\infty}W^{2,p}(\Omega) : \triangle\theta\in C(\overline{\Omega}), D_{\nu}\theta|_{\partial\Omega}=0\}$ ,




$D(B)= \{\chi\in\bigcap_{1\leq p<+\varpi}W^{4,p}(\Omega) : \Delta^{2}\chi\in C(\overline{\Omega}), D_{\nu}\chi|_{\partial\Omega}=D_{\nu}\Delta\chi|_{\partial\Omega}=0\}\}$
$B\chi:=-\Delta^{2}\chi$ , $\forall\chi\in D(B)$ .
(3.54)
We recall the following characterizations concerning the interpolation spaces related to $A$
and $B$ (see [22]):
$D_{A}(\beta, \infty)=\{$
$C^{2\beta}(\overline{\Omega})$ , if $0<\beta<1/2$ ,
$\{u\in C^{2\beta}(\overline{\Omega}) : D_{\nu}u|_{\partial\Omega}=0\}$ , if $1/2<\beta<1$ , (3.55)
$D_{B}(\gamma_{?}\infty)=\{$
$C^{4\gamma}(\overline{\Omega})$ , if $0<\gamma<1/4$ ,
$\{u\in C^{4\gamma}(\overline{\Omega}) : D_{\nu}u|_{\partial\Omega}=0\}$ , if $1/4<\gamma<3/4$ , $\gamma\neq 1/2$ ,
$\{u\in C^{4\gamma}(\overline{\Omega}) : D_{\nu}u|_{\partial\Omega}=D_{\iota},\triangle u|_{\partial\Omega}=0\}$ , if $3/4<\gamma<1$ .
(3.56)
We consider the following system:
$\{\begin{array}{l}--\Delta\theta\partial_{t}(t_{\gamma}x+k*\triangle\theta)(t,x)+f(t)g(x))(t,x),t\in[0,T],x\in\Omega\partial_{t}\chi(t,x)=-\triangle^{2}\chi(t,x)+\Delta[\phi \mathrm{o}\chi-\theta](t,x),t\in[0,T],x\in\Omega\theta(0,x)=\theta_{0}(x),x\in\Omega\chi(0x))=\chi_{0}(x),x\in\Omega_{7}D_{\nu}\theta(t,x)=0,t\in[0_{7}T],x\in\partial\Omega D_{\nu}\chi(t,x)=D_{\nu}\Delta\chi(t,x)=0,t\in[0,T],x\in\partial\Omega\end{array}$ (3.57)
which, for $\phi(\chi)=\chi^{3}-\chi$ , is exactly system (2.7) with $\mathcal{K}=1$ . The functions: $\phi$ : $\mathbb{R}arrow \mathbb{R}$ ,
and $\theta_{0}$ , $\chi_{0}$ : $\Omega\overline{r}\mathbb{R}$ are known and their properties will be specified in the sequel. Now
we prescribe the further measurements of 0 already mentioned in the introduction:
$\Phi_{j}[\theta(t, .)]:=\oint_{\overline{\Omega}}\theta(t, x)\mu_{j}(dx)=g_{j}(t)$ , $t$ $\in[0, \tau]$ , (3.58)
for $j=1,2,3$, where $\mu_{j}$ is a Borel measure in $\overline{\Omega}$ and $g_{\dot{j}}$ is a known function of domain
$[0, T]$ .
To apply the abstract theorems we have to verify that conditions Hl-H 13 are satisfied
in this case. We make the following assumptions, which imply HI-H13, as it is proved in
[17]:
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(K1) $\Omega$ is an open bounded set in $\mathbb{R}^{n}$ , lying on one side of its boundary on, which is a
sub-manifold of $\mathbb{R}^{n}$ of class $C^{4}$ .
(K2) We set
$F(\chi):=\triangle(\phi 0\chi)$ , (3.59)
and we assume that $\phi\in C^{4}(\mathbb{R})$ with $\phi^{(4)}$ Lipschitz continuous on bounded subsets
of R.
(K3) $\theta_{0}\in D(A)$ (defined in (3.53)), $\chi_{0}\in D(B)$ (defined in (3.54)).
(K4) $v_{0}:=-\triangle^{2}\chi_{0}+\triangle(\phi 0\chi_{0})-\triangle\theta_{0}\in D(B)$ .
(K5) $g\in C(\overline{\Omega})$ .
(K6) $\mu_{j}$ is a Borel measure in $\overline{\Omega}$, for $j=1,2,3$ .
(K7) $b_{j}\in C^{2+\beta}([0, T])$ , for $j=1,2,3$ .
(K8) Set, for $\phi\in C(\overline{\Omega})$ ,
$\Phi_{j}[\phi]:=\int_{\overline{\Omega}}\phi(x)\mu_{j}(dx)$ , for $j=1,2,3$. (3.60)
Now, taking into account $(3,60)$ , $K3$ , $K5$ , $K7$, we can consider the matrices $N$ and
$\tilde{N}$ defined in (3.14) and (3.15), respectively. We require that H8 holds. This allows
to introduce $h_{0}$ and $f_{0}$ (as in $\mathrm{H}\mathrm{S}$ ).
(K9) $u_{0}\in D(A)$ , with $u_{0}$ defined as in $H9$ and $D(A)$ defined as in (3.53) $)$ .
Next, we can consider the matrix $M$ as in (3.16), and we require that:
(K1O) condition H1O holds.
Now we can introduce $w_{0}$ , $k_{0}$ , $z_{0}$ as in H1O.
(Kll) Suppose that Hll, H12 and H13 hold.
(K12) For $j=1,2,3$ ,
$\int_{\overline{\Omega}}\theta_{0}(x)\mu_{j}(dx)=b_{j}(\mathrm{O})$ , $\acute{J}=1,2,3$ , (3.61)
$\int_{\overline{\Omega}}u_{0}(x)\mu_{j}(dx)=b_{j}’(0)$ , $j=1,2,3$ . (3.62)
So, applying Theorems 3.1 and 3.2, we can conclude that
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Theorem 3.3. (Existence local in time) . Suppose that Kl-Kl2 hold. Then there exists
$\tau$ , such that the inverse problem (3.57) and (4.1), has a solution $(\theta, \chi,$h, k,$f)_{f}$ with
$\theta\in C^{2+\beta}([0, \tau];C(\overline{\Omega}))\cap C^{1+\beta}([0, \tau];D(A))$ , (3.63)
$\chi\in C^{2+\beta}([0, \tau];C(\overline{\Omega}))\cap C^{1+\beta}([0, \tau]_{7}.D(B))$, (3.64)
$h\in C^{1+\beta}([0, \tau])$ , (3.65)
$k\in C^{\beta}([0, \tau])$ , (3.66)
$f\in C^{1+\beta}([0, \tau])$ . (3.67)
Theorem 3.4, (Uniqueness global in time). Suppose that KI-K12 hold.
If $(\theta_{1}, \chi_{1}, h_{1}, k_{1}, f_{1})$ and $(\theta_{2}, \chi_{2}, h_{2}, k_{2}, f_{2})$ are solutions of the inverse problem (3.57) and
(3.58) both satisfying the regularity conditions
$\theta_{j}\in C^{2+\beta}([0, \tau];C(\overline{\Omega}))\cap C^{1+\beta}([0, \tau];D(A))$ , (3.68)
$\chi_{j}\in C^{2+\beta}([0, \tau];C(\overline{\Omega}))\cap$ $C^{1+\beta}([0, \tau];D(B))$ , (3.69)
$h_{j}\in C^{1+\beta}([0, \tau])$ , (3.70)
$k_{j}\in C^{\beta}([\mathrm{O}, \tau])$ , (3.71)
$f_{j}\in C^{1+\beta}([0, \tau])$ (3.72)
$j=1,2$, for some $\tau\in(0, T]_{\mathrm{Z}}$ Then they coincide.
4 The case of $L^{p}$ Spaces
In this section we consider another inverse problem related to (2.7) in the framework of
$Ii$ spaces. We start by introducing some notations.
$\bullet$ If $s\in \mathbb{Z}$ , $s\geq 2$ , $W_{B}^{s,p}(\Omega):=$ $\{f\in W^{s,p}(\Omega) : D_{\nu}f\equiv 0\}$ .
$\bullet$ If $s\in \mathbb{Z}$ , $s\geq 4$ , $W_{BB}^{s,p}(\Omega):=\{f\in W^{s\mathrm{p}}(\Omega) : D_{\nu}f\equiv D_{\nu}\triangle f\equiv 0\}$.
$\bullet$ $B_{p,q}^{s}(\Omega)$ $(s>0,1\leq p, q\leq+\infty)$ are the Besov spaces.
$\bullet$ $(., .)_{\theta,p}$ is the real interpolation functor $(0<\theta<1,1\leq p\leq+\infty)$ .
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$\bullet$ If $p\in[1$ , -t-oo), $T\in \mathbb{R}^{+},$ $m\in \mathrm{N}_{0}$ , $X$ Banach space, $f\in W^{m,p}(0, T;X)$ , we set
$||f||_{W^{m,p}(0,T;X)}:= \sum_{j=0}^{m-1}||f^{(j)}(0)||_{X}+||f^{(m)}||_{L^{\mathrm{p}}(0,T;X)}$ ,
where $W^{m,p}(0, T;X)$ is the vector valued Sobolev space.
We consider additional measurements on the temperature which can be represented as
$\Phi_{j}(\theta)(t):=\int_{\Omega}\phi_{j}(x)\theta(t, x)dx$ , $\forall t\in[0, T]$ , $j=1,2$ . (4.1)
With the above notations we state our inverse problem.
Definition 4.1. Let p $\in(1, +\infty)$ . Determine $\theta_{f}\chi$ , h, k, and $\mathcal{K}$ utith
$\theta\in W^{2,p}(0, \tau,\cdot L^{p}(\ ))$ $\cap W^{1,p}(0, \tau;W^{2,p}(\Omega))$ (4.2)
$\chi\in W^{2,p}(0, \tau;L^{p}(\Omega))\cap W^{1,p}(0, \tau\cdot, W^{4,p}(\Omega))$ , (4.3)
$h\in W^{1,p}(0,\tau)$ , (4.4)
$k\in L^{p}(0,\tau)$ , (4.5)




$-\Delta[\mathcal{K}\theta(t, x)+k*\theta](t, x)=F(t, x)$ , $(t, x)\in[0, \tau]\rangle\langle\Omega$ ,
$D_{t}\chi(t, x)=\Delta[-\triangle\chi+\gamma’(\chi)-\theta](t, x)$ , $(tx)\}\in[0, \tau]\mathrm{x}$ $\Omega$ ,
$D_{\nu}\theta(t, x’)=D_{\nu}\chi(t, x’)=D_{\nu}\Delta\chi(t, x’)=0$ , $(t, x’)\in[0, \tau]\cross$ an,
$\theta(0, x)=\theta_{0}(x)$ , $x\in\Omega$ ,
$\chi(0, x)=\chi_{0}(x))$ $x\in\Omega$ ,
$\Phi_{j}[\theta(t)]=g_{j}(t)$ , $j\in\{1,2\}$ , $t$ $\in[0, \tau]$ ,
(4.7)
under suitable regularity and compatibility conditions on the data, where we have set
$\lambda’(\chi)=1$ in (2.2).
Let us introduce the set of conditions that allow us to make this reformulation:
(C1) $\Omega$ is an open bounded subset of $\mathbb{R}^{n}$ , lying on one side of its boundary an, which is
a submanifold of $\mathbb{R}^{n}$ of class $C^{4}$ .
(C2) $p\in(1, +\infty)$ , $n\in \mathrm{N}$ , $n<4p$ .
(C3) $\gamma\in C^{\infty}(\mathbb{R})$ .
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(C4) $\chi_{0}\in W_{BB}^{4,p}(\Omega)$ .
(C5) $\theta_{0}\in W_{B}^{2,p}(\Omega)$ .
(C6) for some $T\in \mathbb{R}^{+}$ , $\mathcal{F}$ $\in W^{1,p}(\mathrm{O}, T;L^{p}(\Omega))$ .
(C7) for $j\in\{1,2\}$ , $u\in L^{p}(\Omega)$ , $\Phi_{j}[u\mathrm{J}=f_{\Omega}\phi_{j}(x)u(x)dx$ , with $\phi_{j}\in L^{p’}(\Omega)$ .
(C8) for $j\in\{1,2\}$ , $g_{j}\in W^{2,p}(\mathrm{O}, T)$ .
(C9) $v_{0}.--$ A $[-\triangle\chi_{0}+\gamma’(\chi 0)-\theta_{0}]\in(L^{p}(\Omega), W_{BB}^{4,p}(\Omega))_{1-1/p,p}$ .
(C1O) $\chi^{-1}:=\Phi_{2}[\theta_{0}]\Phi_{1}[\triangle\theta_{0}]-\Phi_{1}[\theta_{0}]\Phi_{2}[\triangle\theta_{0}]\neq 0$.
(Cll) $\mathcal{K}_{0}:=\chi[\Phi_{1}[\theta_{0}]\{\Phi_{2}[\mathcal{F}(0, .)-v_{0}]-g_{2}’(\mathrm{O})\}-\Phi_{2}[\theta_{0}]\{\Phi_{1}[\mathcal{F}(0, .)-v_{0}]-g_{1}’(0)\}]\in \mathbb{R}^{+}$ .
(C12) $\Phi_{j}(\theta_{0})=g_{j}(0)$ , $j\in\{1, 2\}$ .
(C13) $u_{0}:=\mathcal{F}(0, .)\backslash$ $-v_{0}-a_{0}\theta_{0}+\mathcal{K}_{0}\triangle\theta_{0}\in(L^{p}(\Omega), W_{B}^{2,p}(\Omega))_{1-1/p,p}$ , with
$a_{0}:=\chi[\{\Phi_{2}[\mathcal{F}(0, .)-v_{0}]-g_{2}’(0)\}\Phi_{1}[\theta_{0}]-\{\Phi_{1}[\mathcal{F}(0, .)-v_{0}]-g_{1}’(0)\}\Phi_{2}[\theta_{0}]]$ .
Remark 4.1. From Theorem 3.5 in [20], we have that, for $p\in$ ( $1,$ -too),
$(L^{p}(\Omega), W_{B}^{2,p}(\Omega))_{1-1/p{}_{7}\mathrm{P}}=\{$
$B_{p,p}^{2(1-1/p)}(\Omega)$ if $1<p<3$ ,




$B_{p,p}^{4(1-1/p)}(\Omega)$ if $1<p<5/3$ ,
$\{f\in B_{p,p}^{4(1-1/p)}(\Omega) : D_{\nu}f\equiv 0\}$ if $5/3<p<5$ ,
$\{f\in B_{p,p}^{4(1-1/p\}}(\Omega) : D_{\nu}f\equiv D_{\nu}\triangle f\equiv 0\}$ if $5<p<+\infty$ .
(4.9)
Now we can state the main result of this section.
Theorem 4.1. Assume that conditions $C1-C13$ are satisfied. Then there exists $-\in$
$(0, T]$ such that the problem (4.7) has a unique solution $(\theta, \chi, h, k, \mathcal{K})$ satisfying the con-
ditions $($4. $\mathit{2})-(\mathit{4}\cdot \mathit{6})$ .
The idea of the proof of Theorem 4.1 is not so different from the idea of the proof
of Theorem 3.1. There are, of course, some technical differences. Here we limit our-
selves to state the main result concerning the linerized parabolic system which gives the
fundamental estimate to apply fixed point argument to the non linear problem
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Theorem 4.2. Let p $\in(1, +\infty)$ , $\mathcal{K}_{0}\in \mathbb{R}^{+}$ . Then the following the problem
$\{$
$D_{t}u(tx)\}+D_{t}v(t,\cdot x)=\mathcal{K}_{0}\Delta u(t, x)-a_{0}u(t, x)+f(t, x)$, $(t, x)\in[0, T]\mathrm{x}$ $\Omega$ ,
$D_{t}v(t_{?}x)=-\Delta^{2}v(t, x)-$ Au(t, $x$ ) $+g(t_{7}x)$ , $(t, x)\in[0, T]\mathrm{x}$ $\Omega$ ,
$D_{\nu}u(t, x’)=D_{\nu}v(t, x’)=D_{\nu}\Delta\chi(t, x’)=0$ , $(t, x’)\in[0, T]\cross$ $\partial\Omega$ ,
$u(0, x)=u_{0}(x)$ , $x\in\Omega$ ,
$v(0, x)=v_{0}(x)$ , $x\in$ Q.
(4.10)
has a unique solution $(u, v)\in(W^{1,p}(0, T\mathrm{j}L^{p}(\Omega))\cap L^{p}(0, T;W^{2,p}(\Omega)))\rangle\langle(W^{1,p}(0, T;L^{\mathrm{p}}(\Omega))\cap$
$L^{p}(0, T;W^{4,p}(\Omega)))$ if and only if the following conditions holds:
(1) $f$, $g\in L^{p}(0, T;L^{p}(\Omega))f$.
(II) $u_{0}\in(L^{p}(\Omega), W_{B}^{2,p}(\Omega))_{1-1/p,p\mathrm{i}}$
$(I)$ $v_{0}\in(L^{p}(\Omega), W_{BB}^{4,p}(\Omega))_{1-1/p,p}$ .




5 A parabolic-hyperbolic system




$=k*\Delta\theta(t, x)+\mathcal{F}(t, x)$ , $t\in[0, T]$ , $x\in\Omega$ ,
$\partial_{t}\chi(t, x)=-\Delta^{2}\chi(t, x)+\Delta[\sigma’(\chi(t, x))-\theta(t, x)]$ , $t\in[0, T]$ , $x\in\Omega$ ,
$\theta(0, x)=\theta_{0}(x)$ , $x\in\Omega$ ,
$\chi(0, x)=\chi_{0}(x)$ , $x\in\Omega$ ,
$D_{\nu}\theta(t, x)=0$ , $t\in[0, T]$ , $x\in$ an,
$D_{\nu}\chi(t, x)=D_{\mu}\triangle\chi(t, x)=0$ , $t\in[0, T]$ , $x\in\partial\Omega$ ,
(5.1)
with the supplementary condition
$\Phi[\theta(t, .)]:=\int_{\Omega}\phi(x)\theta(t, x)dx=g(t)$ , $t\in[0, \tau]$ , (5.2)
where we have set $\lambda’(\chi)=1$ and we have defined $\chi^{3}-\gamma’(\chi)$ $:=\sigma(\chi)$ in (2.2) , The inverse
problem is: determine $\theta$ , $\chi$ and $k$ satisfying system (5.1)-(5.2) under suitable conditions
on the data.
To state our result we introduce the following notations:
$\bullet$ we shall indicate with $V’$ the dual spa $\mathrm{c}$ of $H^{1}(\Omega)$ ;
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$\bullet$ we introduce the following operator $B$ :
$\{$
$B$ : $H_{B}^{3}(\Omega)arrow V’$ ,
$(Bu, v)= \int_{\Omega}\nabla(\Delta u)(x)$ . $\overline{\nabla v(x)}dx$ , $\forall v\in H^{1}(\Omega)$ .
Then the following theorem holds (see [21]):
Theorem 5.1. Assume that the following conditions hold:
(D1) $\Omega$ open, bounded in $\mathbb{R}^{+}$ , an of class $C^{4}$ .
(D2) $n\leq 7$ .
(D3) $\sigma\in C^{\infty}(\mathbb{R})$ .
(D4) $p\in[2,$ $+\infty[$ .
(D5) $T\in \mathbb{R}^{+}$ , $\mathcal{F}$ $\in W^{3,p}(0, T;H^{1}(\Omega))$ .
(D6) $\phi\in H^{1}(\Omega)$ .
(D7) $\theta_{0}\in H_{B}^{3}(\Omega)$ .
(D8) $\chi_{0}\in H_{BB}^{4}(\Omega)$ .
(D9) $v_{0}:=-\triangle_{x}^{2}\chi_{0}+\triangle_{x}[\sigma’(\chi_{0})-\theta_{0}]\in H_{BB}^{4}(\Omega)$ .
$(D10)$ $u_{0}:=\mathcal{F}(0$ , . $)$ $-v_{0}\in H_{B}^{3}(\Omega)$ .
(Dll) $v_{1}:=-\triangle_{x}^{2}v_{0}+\triangle_{x}[\sigma’(\chi_{0})v_{0}-u_{0}]\in(H_{B}^{3}(\Omega), H_{BB}^{4}(\Omega))_{1-\frac{1}{\mathrm{p}},p}$ .
(Dl ) $g\in W^{4,p}(0, T)$ .
(Dl ) $\Phi[\triangle_{x}\theta_{0}]\neq 0$ .
(Dl ) $b_{0}:=[g’’(0)+\Phi[v_{1}]-\Phi[D_{t}\mathcal{F}(0, .)][\Phi[\triangle_{x}\theta_{0}]^{-1}\in \mathbb{R}^{+}$ .
(D1O) $u_{1}:=b_{0}\triangle_{x}\theta_{0}+D_{t}\mathcal{F}(0, .)-v_{1}\in H_{B}^{2}(\Omega)$ .
(D16) $\int_{\Omega}\phi(x)\theta_{0}(x)dx=g(0)$ , $\int_{\Omega}\phi(x)u_{0}(x)dx=g’(0),$ $\int_{\Omega}\phi(x)u_{1}(x)dx=g’(0)$ .
$(Dl 7)v_{2}:=Bv_{1}+\triangle_{x}[\sigma^{(3)}(\chi_{0})v_{0}^{2}+\sigma’(\chi_{0})v_{1}]-\triangle_{x}u_{1}\in(V’, H_{B}^{3}(\Omega))_{1-\frac{1}{\mathrm{p}},p}$ .
Then, there exists $\tau\in(0,$ $T_{\rfloor j}^{\rceil}$ such th at a unique solution $(\theta, \chi, b)$ ofproblem $(5\mathrm{J})-(5.2)$
of domain $[0, \tau]$ exists, with
$\theta\in W^{4,p}(0, \tau;V’)\cap C^{3}([0, \tau];H^{1}(\Omega))\cap C^{2}([0, \tau];H^{2}(\Omega))\cap C^{1}$ ( [0, $\tau];H^{3}$ (S1)),
$\chi\in W^{4,p}(0, \tau,\cdot V’)\cap W^{3,p}(0, \tau;H^{3}(\Omega))\cap W^{2\mathrm{p}}(0, \tau;H^{4}(\Omega))$ ,
$k\in W^{2,p}(0, \tau)$ .
Remark 5,1. We explain why we think of the first equation in (5.1) as a hyperbolic
equation: if we differentiate it twice with respect to $t$ and set $u:=D_{t}\theta$ , $v.–D_{t}\chi$ ,
$h:=D_{t}k$ , we get
$D_{t}^{2}u+D_{t}^{2}v=k(0)\triangle u+h\triangle\theta_{0}+h*\triangle u+D_{t}^{2}\mathcal{F}$. (5.3)
It turns out that $k(0)=b_{0}$ (see (D14)). So, owing to (D14), (5.3) is hyperbolic in the
unknown $u$ .
Remark 5.2, We characterize the interpolation spaces appearing in (Dll) and (D17).
To this aim, we introduce the operator $S$ in $L^{2}(\Omega)$ defined as follows
$\{$
$D(S)=\{v\in H^{2}(\Omega) : D_{\nu}v\equiv 0\}$ ,
$Sv=(1-\Delta)v$ , $v\in D(S)$ . (5.4)
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It turn sout that $S$ is a positive self-adjoint operator and that $S^{1/2}$ , with domain $H^{1}(\Omega)$ ,
can be extended to a linear bounded operator from $L^{2}(\Omega)$ to $V’$ , which we shall continue
to indicate with $S^{1/2}$ .
The following identities hold:








$B_{2,p,B}^{3-\frac{4}{p}}(\Omega)$ if $\frac{8}{3}<p<+\infty$ .
(5.6)
Sketch of the proofofTheorem 5.1. Assume that a solution $(\theta, \chi, k)$ with the required
properties exists. Then, differentiating with respect to $t$ the first equation in (5.1), we
obtain, for $(t, x)\in[0, \tau]\mathrm{x}$ $\Omega$ ,
$D_{t}^{2}\theta(t, x)+D_{t}^{2}\chi(t, x)=k(0)\triangle_{x}\theta(t, x)+(k’*\triangle_{x}\theta)(t, x)+D_{t}\mathcal{F}(t, x)$ . (5.7)
Differentiating again (5.7) and the second equation in (5.1) and setting
$u:=$ Dt07 $v:=D_{t}\chi$ , $h:=Dtk$ , (5.5)
we get
$D_{t}^{2}u(t, x)+D_{t}^{2}v(t, x)=k(0)\triangle_{x}u(t,x)+h(t)\triangle_{x}\theta_{0}(x)$ $(t, x)\in[\mathrm{O}, \tau]\mathrm{x}$ $\Omega$ , (5.9)
$+(h*\triangle_{x}u)(t, x)+D_{t}^{2}\mathcal{F}(t, x)$ ,
and
$DtT(t, x)-\triangle_{x}[-\triangle_{x}v+\sigma’(\chi)v-u](tx)\}=0$ . $(t, x)\in[0, \tau]\mathrm{x}$ $\Omega_{7}$ (5.10)
Moreover,
$v(0, .)$ $=D_{t}\chi(0$ , . $)$ $=v_{0}$ , (5.11)
$u(0, .)$ $=\mathcal{F}(0$ , . $)$ $-D_{t}\chi(0$ , . $)$ $=u_{0}$ , (5.12)
$D_{t}^{2}\chi(0, .)$ $=D_{t}v(0$ , . $)$ $=v_{1}$ . (5.1)
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If $w\in L^{2}(\Omega)$ , we set
$\Phi[w]:=\int_{\Omega}w(x)\phi(x)dx$ (5.14)
so that (5.2) can be written in the form
$\Phi[\theta(t, .)]=g(t)$ , $t\in[0, \tau]$ .
Applying $\Phi$ to (5.7), we obtain
$g’(t)+\Phi[D_{t}^{2}\chi(t, )]$ $=k(0)\Phi[\triangle_{x}\theta(t, .)]$ $+\Phi[(h*\triangle_{x}\theta)(t, .)]$ $+\Phi[D_{t}\mathcal{F}(t, .)]$ $t\in[0, \tau]$ ,
and, for $t=0$ ,
$g’(0)+\Phi[v_{1}]=k(0)\Phi[\triangle_{x}\theta_{0}]+\Phi[D_{t}\mathcal{F}(0, .)]$ .
It follows from (D13) that
$k(0)= \frac{g’(0)+\Phi[v_{1}]-\Phi[D_{t}\mathcal{F}(0,.)]}{\Phi[\triangle_{x}\theta_{0}]}=b_{0}$ . (5.15)
Next,
$D_{t}u(0, .)$ $=$ $D_{t}^{2}\theta(0, .)$





Dvv{t, $x$ ) $\equiv \mathrm{D}\mathrm{v}\mathrm{v}\{\mathrm{t},$ $x$ ) $\equiv \mathrm{D}\mathrm{v}$ $\mathrm{v}\{\mathrm{t},$ $x$ ) $\equiv 0$ , $($ ?, $x)\in[0, \tau]\mathrm{x}$ an. (5.17)
From these consideration, if $(\#, \chi, k)$ solves (5.1)-(5.2) and satisfies the required conditions
of regularity, the triple $(\mathrm{w}, v, h)$ is such that
$(\alpha)u\in W^{3,p}(0, \tau;V’)\cap C^{2}([0, \tau];H^{1}(\Omega))\cap C^{1}([0, \tau];H_{B}^{2}(\Omega))\cap C([0, \tau];H_{B}^{3}(\Omega))$ ;
$(\beta)v\in W^{3,p}(0, \tau,\cdot V’)\cap W^{2,p}([0, \tau];H_{B}^{3}(\Omega))\cap W^{1,p}([0, \tau];H_{BB}^{4}(\Omega))$ ;
$(\sigma)h\in W^{1,p}(0, \tau)$
and solves the system
$\{$
$D_{t}^{2}u(t, .)+D_{t}^{2}v(t$ , . $)$ $=-b_{0}Au(t, )$ $-h(t)A\theta_{0}$ , $t\in[0, \tau]$ ,
-($h*$ Au)(t, $.$ ) $+D_{t}^{2}\mathcal{F}(t, ,)$ ,
$D_{t}v(t, .)-Bv(t, .)+A[\sigma’((\chi_{0}+1*v)(t, .))v(t, .)]-$Au(t, $.$ ) $=0$ , $t\in[0, \tau]$ ,
$u(0, .)=u_{0}$ ,
$D_{t}u(0, .)$ $=u_{1}$ ,
$v(0, .)$ $=v_{0}$ ,
$g^{(3)}(t)+\Phi[D_{t}^{2}v(t, .)]=-b_{0}\Phi[Au(t, .)]-h(t)\Phi[A\theta_{0}]$ , $t\in[0, \tau]$ .





$D(A)=\{v\in H^{2}(\Omega) : D_{\nu}v\equiv 0\}$ ,
$Av=-\Delta v_{7}$ $v\in D(A)$ , (5.19)
$\{$
$D(B)=\{v\in H^{4}(\Omega) : D_{\nu}v\equiv D_{\nu}(\Delta v)\equiv 0\}$ ,
$Bv=-\Delta^{2}v$ , $v\in D(B)$ . (5.20)
Given $\tau\in(0T$]} and $(U, V, H)$ , such that
$(\alpha’)U\in W^{3,p}(0, \tau;V’)\cap C^{2}([0, \tau];H^{1}(\Omega))\cap C^{1}([0, \tau];H_{B}^{2}(\Omega))\cap C([0, \tau];H_{B}^{3}(\Omega))$ ,
$U(0)=u_{0}$ , $D_{t}U(0)=u_{1}$ ,
$(\beta’)V\in W^{3,p}(0, \tau;V’)\cap W^{2,p}([0, \tau];H_{B}^{3}(\Omega))\cap W^{1,p}([0, \tau];H_{BB}^{4}(\Omega))$,
$V(0)=v_{0}$ , $D_{t}V(0)=v_{1}$ , $D_{t}^{2}V(0)=v_{2}$ ,
$(\sigma’)h\in W^{1,p}(0, \tau)$ , $h(0)=h_{0}$ ,
consider the problem
$\{$
$D_{t}^{2}u(t$ , . $)$ $+b_{0}Au(t, )$ $=-D_{t}^{2}V(t$ , . $)$ $-H(t)A\theta_{0}$ $t\in[0, \tau]$ ,
$-(H*\mathrm{V})(\mathrm{t}$, . $)$ $+D_{f}^{2}F(t, .)$ ,
$D_{t}v(t, .)-Bv(t$ , . $)$ $=-A[\sigma^{\prime t}((\chi_{0}+1*V)(t, .))V(t, .)]$ $+AU(t$ , . $)$ , $t\in[0, \tau]$ ,
$u(0, .)$ $=u_{0}$ ,
$D_{t}u(0, .)$ $=u_{1_{7}}$
$v(0, .)$ $=v_{0}$ ,
$h(t)\Phi[A\theta_{0}]=-g^{(3)}(t)-\Phi[D_{f}^{2}V(t, .)]-b_{0}\Phi[AU(t, .)]$ , $t\in[0, \tau]$ .
$-\Phi[(H*AU)(t_{7}.)]$ $+\Phi[D_{t}^{2}\mathcal{F}(t, .)]$ .
(5.21)
Then one can show that (5.21) has a unique solution $(u, v, h)$ such that (o), $(\beta)$ , $(\sigma)$ hold.
We set $S(U, V, H):=(u, v, h)$ . Then one can show that, if $\tau$ is sufficiently small, $\mathrm{S}$ has a
unique fixed point. El
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