In this paper, we propose a method to smooth the general lower-order exact penalty function for inequality constrained optimization. We prove that an approximation global solution of the original problem can be obtained by searching a global solution of the smoothed penalty problem. We develop an algorithm based on the smoothed penalty function. It is shown that the algorithm is convergent under some mild conditions. The efficiency of the algorithm is illustrated with some numerical examples.
Introduction
We consider the following nonlinear constrained optimization problem: is the penalty parameter. It was shown in [] that the exact penalty parameter corresponding to k ∈ (, ] is substantially smaller than that of the classical l  exact penalty function.
In [] , the lower-order penalty functions
have been introduced and shown to be exact under some conditions, but its smoothing does not discussed for k ∈ (, ). When k =   , we have the following function:
Its smoothing has been investigated in [, ] and [] . The smoothing of the lower-order exact penalty function (.) has been investigated in [] and [] . In this paper, we aim to smooth the lower-order penalty function (.). The rest of this paper is organized as follows. In Section , a new smoothing function to the lower-order penalty function (.) is introduced. The error estimates are obtained among the optimal objective function values of the smoothed penalty problem, the nonsmooth penalty problem and the original problem. In Section , we present an algorithm to compute an approximate solution to [P] based on the smooth penalty function and show that it is globally convergent. In Section , three numerical examples are given to show the efficiency of the algorithm. In Section , we conclude the paper.
Smoothing exact lower-order penalty function
We consider the following lower-order penalty problem:
In order to establish the exact penalization property, we need the following assumptions as given in [] .
Assumption  f (x) satisfies the following coercive condition:
Under Assumption , there exists a box X such that G([P]) ⊂ int(X), where G( [P] ) is the set of global minima of problem [P] , int(X) denotes the interior of the set X. Consider the following problem:
) is a finite set.
Then for any k ∈ (, ), we consider the penalty problem of the form
We know that the lower-order penalty function ϕ q,k (x)(k ∈ (, )) is an exact penalty function in [] under Assumption  and Assumption . But the lower-order exact penalty function ϕ q,k (x) (k ∈ (, )) is a nondifferentiable function. Now we consider its smoothing.
For any > , let
It is easy to see that p ,k (u) is continuously differentiable on R. Furthermore, we see that Let Then ϕ q, ,k (x) is continuously differentiable on R n . Consider the following smoothed optimization problem:
Lemma . For any x ∈ X, > , we see that
We get
Thus we see that
This completes the proof.
Theorem . Let { j } →  + be a sequence of positive numbers and assume that x j is a solution to min x∈X ϕ q, j ,k (x) for some q > , k ∈ (, ). Letx be an accumulation point of the sequence {x j }. Thenx is an optimal solution to min x∈X ϕ q,k (x).
Proof Because x j is a solution to min x∈X ϕ q, j ,k (x), we see that
By Lemma ., we see that
and
It follows that
Let j → ∞, we see that
Proof By Lemma ., we see that 
We say that the pair (x * , λ * ) satisfies the second-order sufficiency condition in [] if
where
and 
Furthermore, ifx q, ,k be an -feasible solution of problem [P], then we see that
Proof By Corollary . in [], we see that x * ∈ X is a global solution of problem [LOP ] k .
Then by Theorem ., we see that
By (.) and (.), we see that (.) holds. Furthermore, it follows from (.) and (.) that
From (.) and the fact thatx q, ,k is an -feasible solution of problem [P], we see that
Then it follows from (.) and (.) that
Theorem . means that an approximately optimal solution to [SP] is an approximately optimal solution to [P] if the solution to [SP] is -feasible.

A smoothing method
We propose the following algorithm to solve [P].
Algorithm .
Step  Choose an initial point x  , and a stoping tolerance > . Given  > , q  > ,  < η < , and σ > , let j =  and go to Step .
Step  Use x j as the starting point to solve min x∈R n ϕ q j , j ,k (x). Let x * j be the optimal solution obtained (x * j is obtained by a quasi-Newton method and a finite difference gradient).
Step  If x * j is -feasible to [P], then stop and we have obtained an approximately optimal solution x * j of the original problem [P]. Otherwise, let q j+ = σ q j , j+ = η j , x j+ = x * j , and j = j + , then go to Step .
From  < η <  and σ > , we can easily see that the sequence { j } is decreasing to  and the sequence {q j } is increasing to +∞ as j − → +∞. Now we prove the convergence of the algorithm under some mild conditions. 
And by step  in Algorithm . and (.), we see that
for any x ∈ G  , which contradicts with q j → +∞. Then we see thatx ∈ G  .
(ii) For any x ∈ G  , we have
Numerical examples
In this section, we solve three numerical examples to show the applicability of Algorithm .. 
Example . (Example . in [], Example . in [] and Example . in [])
, we obtain the results by Algorithm . shown in Table  .
, we obtain the results by Algorithm . shown in Table  . When k = / and k = /, numerical results are given in Table  and Table  , respectively. It is clear from Table  and Table  that Table  . Table 4 Numerical results for Example 4.2 with x 0 = (0, 4) Table 5 Numerical results for Example 4.2 with x 0 = (1.0, 1.5) Table , Table  and Table , It is clear that x * j is -feasible to (P) when e j < . 
Concluding remarks
In this paper, we propose a method for smoothing the nonsmooth lower-order exact penalty function for inequality constrained optimization. We prove that the algorithm based on the smoothed penalty functions is convergent under mild conditions. According to the numerical results given in Section , we can obtain an approximately optimal solution of the original problem [P] by Algorithm ..
Finally, we give some advices on how to choose parameter in the algorithm. Usually, the initial value of q  may be , , , ,  or , and σ = , ,  or . The initial value of  may be , ., . or ., and η = ., ., . or ..
