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サコア 2基とメモリコントローラや SMPバスをチップ上に併せて搭載する IBM
の POWER6[FMJ+07]や，8つのスレッドを実行可能なコアを 8基搭載し，計 64









































るPPE（Power Processor Element）1基と SIMD演算により高速な処理を可能と




































































































































































た場合では，汎用コア 2基・アクセラレータを 2 基使用した場合で 14.55倍，汎用
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ルーチン，すなわち第 1階層（1st Layer）を 3種類のMTに分割し，その種類に
応じて第 2階層（2nd Layer），第 3階層（3rd Layer）と階層的にMTを定義する
様子を示している．
MT生成後，各階層においてMT間のコントロールフローおよびデータ依存を











































































第 2 章 コンパイラ協調型ヘテロジニアスマルチコアプロセッサアーキテクチャ
す．図 2.4はPEを 8基持ったシステムに対する例となっている．図中の最上位階
層であるMTG1では粗粒度並列性が 2程度であるため，システムの第 1階層（1st
Layer）では 8基のPEが 4基ずつPG1 0とPG1 1の 2つのPGにグルーピングさ
れ，MTG1内の各MTが PG1 0または PG1 1にスケジューリングされる．ある
ときに粗粒度並列性を持つMTG1 2を内包するMT1 2が PG1 0上で実行される
とすると，その間PG1 0はMTG1 2内部の並列性に応じて階層的にグルーピング
される．ここでは，MTG1 2の粗粒度並列性が 2程度であるため，第 2階層（2nd
Layer）においてPG1 2 0とPG1 2 1の二つのPGにグルーピングされている．同
様に，粗粒度並列性が 4程度であるMTG1 5を内包するMT1 5が PG1 1上で実












































































transfer time t ij
t = 0
on the same PE




if Ti and Tj are 
if Ti  and Tj are 
<< LU Decomposition >>
1)  u12 = a12 / I11
2)  u24 = a24 / I22
3)  u34 = a34 / I33
4)  I54 = I52 * u24
5)  u45 = a45 / I44
6)  I55 = a55 / I54 * u45
<< Forward Substitution >>
7)  y1 = b1 / I11
8)  y2 = b2 / I22
9)  b5 = b5 / I52 * y2
10) y3 = b3 / I33
11) y4 = b4 / I44
12) b5 = b5 / I54 * y4
13) y5 = b5 / I55
<< Backward Substitution >>
14) x4 = y4 / u45 * y5
15) x3 = y3 / u34 * x4
16) x2 = y2 / u24 * x4





































































・DTU : Data Transfer Unit
・FVR : Frequency/Voltage Control Register
・LPM : Local Program Memory
・LDM : Local Data Memory
・DSM : Distributed Shared Memory

























































































・DTU : Data Transfer Unit
・FVR : Frequency/Voltage Control Register
・LPM : Local Program Memory
・LDM : Local Data Memory
・DSM : Distributed Shared Memory




















































































































































































ピングの例を示す．なお，図 3.2は，汎用コア PE4基，DRPあるいは DSPを搭
載するアクセラレータ PEをそれぞれ 2基ずつ持つヘテロジニアスマルチコアプ
ロセッサに対する例である．図 3.2では，汎用コアはプログラムの第 1階層（1st



















































第 3 章 ヘテロジニアスマルチコアプロセッサ向け並列化コンパイル手法
とで粗粒度タスク並列処理が行われている．ある時刻において，PG1 0に内部に
粗粒度並列性を持つMTであるMT1 2が割り当てられている場合，このMTを実
行している間，PG1 0はさらに第 2階層（2nd Layer）で 1プロセッサずつの 2つ








































































































Step 6: 割当て可能なもののうち，最も終了予測時刻の早い汎用コア PGあるい
はアクセラレータPEに対象MTを割り当て，その際のデータ転送タイミン
グを採用する．



































































RBによるアクセラレータ PE占有の例を図 3.4に示す．図 3.4は汎用コア PE
（CPU）2基およびアクセラレータ PE（DRP）を 1基搭載するヘテロジニアスマ
ルチコアプロセッサに対するスケジューリング例である．なお，図中のMTをグ
ローバルCP長の大きいものから列挙すると，fMT1 1，MT1 2，MT1 3，MT1 5,









はMT1 5である．MT1 5はこのとき IDLEとなっているCPU1に割り当てられる


























































図 3.4: RBによるアクセラレータ PEの占有
51






























































































































































































































































































































































































の概要を示す．なお，図 4.3はメインループ 1イタレーションあたり 4フレームに
67



















































































































































































































































































図 4.9: MP3エンコーダを用いた評価結果（OnChip CSM）
75

















































成で 7.25倍，2CPU+1DRPで 8.81倍，1CPU+2DRPで 11.42倍，2CPU+2DRP
で 14.55倍，4CPU+2DRPで 17.46倍，2CPU+4DRPで 22.64倍，4CPU+4DRP
で 25.20倍のスピードアップが得られており，アクセラレータPEを有効に利用す
ることで，大幅に性能を向上させることができた．また，ホモジニアス構成の場合

















第 4 章 ヘテロジニアスマルチコアプロセッサ向けコンパイル手法を用いた MP3 エンコーダの並列処理
さらに，従来の研究で行われた手動による並列化およびスケジューリングを適
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図 4.11: 4CPU+4DRP（O®Chip CSM，3本バス）構成に対するスケジューリン
グ結果
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図 4.12: 8CPU（O®Chip CSM，3本バス）構成に対するスケジューリング結果
データ転送を分散して行うようにスケジューリングされている．

















































































































































































































































































































































































































































































































































図 4.13: 2CPU+2DRP（O®Chip CSM）構成に対する実行トレース
　






































































































第 4 章 ヘテロジニアスマルチコアプロセッサ向けコンパイル手法を用いた MP3 エンコーダの並列処理
で 7.67倍，2CPU+1DRPで 9.19倍，1CPU+2DRPで 10.92倍，2CPU+2DRPで
14.34倍，4CPU+2DRPで 17.56倍，2CPU+4DRPで 24.72倍，4CPU+4DRPで
26.05倍のスピードアップとなり，また図 4.15より，O®Chip CSMの場合では，
2CPUの構成で 2.00倍，4CPUで 4.00倍，8CPUで 8.00倍，1CPU+1DRPで 7.66
倍，2CPU+1DRPで9.19倍，1CPU+2DRPで10.92倍，2CPU+2DRPで14.34倍，



























































































































































































































































































































































DRP0 MT35 MT41 MT45 MT49 MT147 MT152 MT156 MT160
DRP1 MT36 MT39 MT43 MT47 MT148 MT153 MT157 MT161
DRP2 MT37 MT40 MT44 MT48 MT149 MT151 MT155 MT159





図 4.16: 2CPU+4DRP（O®Chip CSM，3本バス）構成に対するスケジューリン
グ結果
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DRP0 MT35 MT41 MT45 MT49 MT155 MT148 MT160 MT161
DRP1 MT36 MT39 MT43 MT48 MT157 MT156 MT158 MT159
DRP2 MT37 MT40 MT44 MT47 MT149 MT153 MT150 MT162
DRP3 MT38 MT42 MT46 MT50 MT154 MT147 MT152 MT151























評価の結果，汎用コア 2基・アクセラレータを 2基使用した場合で 14.55倍，汎





















































有メモリを用いた場合に SH4A 4コアの構成で 3.99倍，SH4A 2コアとDRP
2コアの構成で 14.55倍，SH4A 4コアとDRP 4 コアの構成で 25.20倍のス
ピードアップを得られることが確かめられた．また，オフチップ集中共有メ
モリを用いた場合においても，SH4A 4コアの構成で 3.99倍，SH4A 2コア
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