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Abstract: 25
The importance of social hierarchies has led to the development of many techniques for inferring 26 social ranks, leaving researchers with an overwhelming array of options to choose from. Many of 27 our research questions involve longitudinal analyses, so we were interested in a method that 28 would provide reliable ranks across time. But how does one determine which method performs 29
best? 30
We attempt to answer this question by using a training-testing procedure to compare 13 different 31 approaches for calculating dominance hierarchies (seven methods, plus 6 analytical variants of 32 these). We assess each method's performance, its efficiency, and the extent to which the 33 calculated ranks obtained from the training dataset accurately predict the outcome of observed 34 aggression in the testing dataset. 35
We found that all methods tested performed well, despite some differences in inferred rank 36 order. With respect to the need for a "burn-in" period to enable reliable ranks to be calculated, 37 again, all methods were efficient and able to infer reliable ranks from the very start of the study 38 period (i.e., with little to no burn-in period). Using a common 6-month burn-in period to aid 39 comparison, we found that all methods could predict aggressive outcomes accurately for the 40 subsequent 10 months. Beyond this 10-month threshold, accuracy in prediction decreased as the 41 testing dataset increased in length. The decay was rather shallow, however, indicating overall 42 rank stability during this period. 43
In general, a training-testing approach allows researchers to determine the most appropriate 44 method for their dataset, given sampling effort, the frequency of agonistic interactions, the 45 steepness of the hierarchy, and the nature of the research question being asked. Put simply, we 46 INTRODUCTION 6 common approach has been to compare hierarchies across different periods, or before and after 116 specific events, such as the integration of a new individual (Arseneau-Robar et al. 2017). 117
However, this still fails to track any potential continuous variation in the rank order of subjects 118
(c.f. Neumann et al. 2011; Newton-Fisher 2017) . At the same time, breaking down the 119 assessment of rank hierarchies into shorter time windows is itself problematic, as shorter 120 sampling periods may result in a lack of data from which to infer a reliable hierarchy (Goffe, 121 Fischer & Sennhenn-Reulen 2018). The I&SI method has an additional downside in that it seeks 122 to produce a linear rank order, regardless of whether the society in question is expected to show a 123 linear hierarchy, or whether the data fit the assumption of linearity. These methodological flaws 124 have led to the emergence of two alternative approaches. 125 7 sparse datasets. With this in mind, he introduced the Elo-rating method (method 4), derived from 139 its application in competitive games, and famous for its use in rating chess-players (Elo 1978) . 140
This method enables the rating process to continue despite changes in group-composition, thus 141 circumventing one of the other drawbacks of matrix-based methods (viz. I&SI, DS and P&C). In 142 other words, Elo-ratings are based on the sequence in which interactions occur, with ranks 143 continuously updated. This has the advantage of allowing ratings to span changes in group-144 composition. 145 146 Despite these improvements, Elo-rating also has its limitations. One fundamental 147 problem is that, in the absence of any knowledge of prior dominance relationships, the method 148 assigns all individuals the same initial Elo-rating score, which is then updated as interactions are 149 added across the observation period. Consequently, a "burn-in" period is necessary so that this process might take, probably because the duration of the burn-in will vary with the 154 frequency of agonistic interactions (Newton-Fisher 2017). 155
156
Another issue with Elo-rating is the assumption that all agonistic interactions entered into 157 the model are equivalent in their potential influence on rank trajectories. In rating subjects, the 158 variable k is used to determine the degree to which each interaction influences the future rank 159 trajectory of both winner and loser. In other words, it determines the number of rating points that 160 an individual gains or loses after a single encounter (Neumann et al. 2011 (2017) showed that incorporating even limited prior knowledge of dominance ranks substantially 174 reduced the required burn-in period and improved the effectiveness of Elo-rating in resolving 175 hierarchical structure. In addition, allowing k to vary further improved the Elo-rating models. 176
Taking another approach to the limitations of the burn-in period, Goffe, Reulen (2018) used "partial pooling", which rests on the assumption that all initial ratings are 178 sampled from the same distribution with a shared variation parameter σ. This Bayesian Inference 179 (BI) approach (method 6) facilitates the estimation of initial ratings, as well as the value of k. 180
181
Finally, one of the aims of the original Elo-rating was to track dynamic changes in rank. 182
However, most behavioural studies assume that individual dominance rank is relatively stable 183 over time (e.g. Poisbleau, Guillon & Fritz 2010) . With this in mind, Sánchez-Tójar, Schroeder & 184 Farine (2018) suggested a modification to the original Elo-rating based on randomizing the order 185 in which interactions occurred: the randomized Elo-rating method (method 7). They showed that 186 randomizing the order in which interactions occurred (1000 times), and estimating mean 187 individual ranks, improved performance compared to the original Elo-rating, particularly when 188 hierarchies were not unduly steep. This finding supports the idea that randomizing interaction 189 order has a beneficial effect when species' social dynamics are relatively stable and rank Farine (2018) argue that, while cases where two or more methods closely match one-another 200 could signify that they are robust, it might also mean that they suffer from a common bias and, if 201 so, such comparisons can provide no information about their accuracy. Consequently, they 202 recommend simulating artificial datasets containing individuals of known rank, as well as 203 simulating interactions among those individuals under different scenarios of known steepness, 204 and then testing the validity of the method(s) by correlating the inferred hierarchy to the known 205
hierarchy. 206
Here we take an alternative, but complementary, approach. Using agonistic data from a 207 long-term study of vervet monkeys (Chlorocebus pygerythrus), we generate training-testing 208 datasets in order to determine the efficiency of the seven listed methods (along with several 209 variants of particular methods). The notion that dominance hierarchies reduce uncertainty about 210 the outcomes of contests between group members (Beaulieu et al., 2014; Mendonça-Furtado et 211 al., 2014) assumes that the state of the hierarchy at a given time will be predictive of future 212 interactions (Strauss & Holekamp, 2019) . We test this assumption by assessing whether 213 individual ranks, obtained from the training dataset, can predict the future aggressive outcomes 214 that occur in the testing dataset. We proceed as follows. 215
First, we explore each method's performance by determining the proportion of accurate 216 predictions in aggressive outcomes across the testing dataset. That is, we assess whether the 217 ranks obtained from a large training dataset are in agreement with the outcomes of aggressive 218 interactions present in our testing dataset. Given that, over time, groups undergo changes in their 219 social dynamics due to changes in the social and ecological environment, both of which may 220 underpin shifts in rank, we predict that interaction sequence-based approaches will perform 221 better in deducing ranks than the matrix-based ones, as the former methods take into account the 222 temporal dynamics of the social hierarchy (Neumann et Following this investigation, we assess each method's efficiency in terms of the amount 225 of data needed to obtain accurate estimations. A burn-in period is necessary for sufficient 226 observations to accumulate and enable a stable rank position to be calculated. However, an 227 excessive amount of data may not give a representative picture of the current state of play within 228 a group, because old, and potentially out-of-date, information will be included in the 229 calculations. In order to find the right trade-off, we determine the necessary duration of the burn-230 in phase for each method by repeatedly reducing the length of training dataset size by 2-month 231 increments. To allow for comparison, we kept the testing dataset constant. To put this in concrete 232 terms, we maintain the same end date for the training dataset, while varying its start date. Thus, 233
as the training dataset decreases in size, only the most recent observations are included. At each 234 reduction in length, individual ranks are calculated and tested against the testing dataset. We 235 expect to see the reliability of predicted ranks to increase with the amount of data used until a 236 threshold is reached (representing the accuracy limits of older information being included in the 237 calculation), following which ranks should decrease in their reliability. 238
Finally, we analyze how well future aggressive outcomes can be predicted by values 239 calculated during an earlier period. To do this, we reversed the above process, keeping the 240 training dataset constant, while sequentially extending the testing dataset size by 2-month 241 increments, until we achieved a 30-month testing dataset. Our interest here was to assess the 242 length of time it would be possible to use previously calculated ranks with minimal loss of 243 accuracy. As mentioned above, rank positions within a hierarchy can change over time due to 244 temporal variation in demographic and ecological conditions. Thus, we expect that aggressive 245 outcomes will be predicted with high accuracy initially and will then manifest a constant decay 246 as the accuracy of ranks decreases through time. 247
After investigating these seven methods, we conclude our study by proposing our own 248 modification to the modified Elo-rating that helps to improve its performance. 249
METHODS 250 a. Study site and subjects 251
Data used for these analyses were collected between January 2015 and December 2017 as 252 part of a long-term field project at the Samara Private Game Reserve, South Africa (32o22'S, 253
24o52'E). We used data from one of our three study groups (RBM). All animals were fully 254 habituated and individually recognisable. The study group occupied semi-arid riverine woodland 255 (Pasternak et al. 2013 ). Group composition varied across the study period (Males: 20-6, Females: 256 13-8; Juveniles: 33-9; Infants: 11-2). 257
b. Behavioural data collection 258
Agonistic behaviours, identities of participants and interaction outcomes were recorded 259 ad libitum on all group members (i.e., across all sex and age categories). In order to make use of 260 the most diverse and complete dataset, we included agonistic encounters with juveniles and 261 infants and also those that involved coalitions (i.e., where one or more animal comes to the aid of 262 another against a common opponent). Unknown outcomes were discarded. Agonistic behaviours 263 included displacements, threats, chases and bites. The visibility of the habitat, together with the 264 modal presence of more than one observer (McFarland et al. 2014, Henzi at al. 2013), means it is 265 unlikely that there was any systematic bias in the recording of agonism. We recorded 11 323 266 agonistic interactions between 66 individuals across the 36-month period. The initial training 267 dataset comprised 8 292 interactions, with the testing dataset accounting for the remaining 3 031 268 interactions. 269
c. Methods used to infer ranks 270
We assessed the performance of three commonly used methods for inferring longitudinal 271 hierarchies: the I&SI method, David's scores (DS) and the Elo-rating method. We also 272 evaluated the performance of P&C, as well as the three methods derived from Elo-ratings: the BI 273 approach, the randomized Elo-rating and the modified Elo-rating approach (see Table 1 for a 274 summary of the methods) to give a total of seven methods. As noted above, several different 275 statistical packages and options are available for the David Determining the method's performance 283
We divided our dataset, using the first 80% (2.1.2015 -25.4. 2017) to train the methods, 284 with testing undertaken on the remaining 20% (26.4.2017 -31.12. 2017)( Figure 2 ). This ensured 285 that we always had a training dataset with sufficient observations to infer reliable ranks. 286
This approach is taken from machine learning where it is a common strategy to split data into 287 training and evaluation subsets, usually with a ratio of 70-80 percent for training and 20-30 288 percent for evaluation. The two datasets are thus distinct as we are only interested in predicting 289 future outcomes and not interpolating ranks. For each method, we calculated dominance 290 hierarchies from our training data. 291
292
It is important to note that, in our case, each model (i.e., ranking method) is fit to the data while a 293 withheld dataset is used to assess the models. As we are interested in the reliability of rank 294 estimates across time, this approach proves to be useful with time series data as it lets us make 295 estimates of how well each model performs in forecasting (i.e., predicting future interaction 296 outcomes). Here, we make the assumption that the process model is the same between the two 297 time periods (i.e., training and testing) and we make "small world" predictions about which 298 method is best for our particular dataset. 299 300 301 302 303
We first chose to use visualisation to examine how the rank order inferred by each 304 method differs. Given that the percentage of accurately predicted outcomes results from the 305 inferred rank order, knowing the extent to which rank order varies can help to better understand 306 each method's performance. To do so, we implemented a hierarchical clustering approach that 307 assembled our results according to their similarity. Initially, each method was assigned to its own 308 cluster. The algorithm then proceeds iteratively, at each stage joining the two most similar 309 clusters, and continuing until there is just a single cluster. In this way, methods that are most 310 similar to each other are combined into branches that are themselves fused higher up in the 311 clustering process. Euclidean distance is used to measure the dissimilarity between each pair of 312 methods. As the estimated ranks were measured on different scales, we standardized the data and 313 used the hclust R function (stats package) to generate this hierarchical clustering. 314
315
The obtained ranks for each method were then converted into ordinal ranks to enable 316 comparison across methods. The ordering of these ranks was used to assess how well they 317 matched the outcome of aggressive interactions for each interaction in the testing dataset (yes =1 318 or no=0). The proportion of accurately predicted outcomes was then translated into a percentage 319 allowing us to assess which methods (if any) outperformed others. We expected more accurate 320 predictions using the more dynamic approaches given changes in the social dynamics of our 321 study group. We excluded from analysis animals that were only present during the testing phase 322 of the dataset, but retained those individuals present only in the training dataset, as they were 323 able to provide information about their opponents. 324
ii.
Determining the optimal burn-in period 325
We assessed the methods' efficiency by estimating the necessary burn-in period. As 326 noted above, we kept our testing dataset constant while modifying the length of the training 327 dataset. Our original training dataset comprised 28 months, which we reduced sequentially by 328 two months, until only two months were left. To do so, we truncated the dataset starting from 329 January 2015 towards April 2017 (Figure 3) . 330
332
At each reduction in size, we computed ranks and assessed these against the testing dataset. The 333 same procedure outlined above was used to calculate the percentage of accurately predicted 334 outcomes. These percentages were then plotted in order to determine the amount of data needed 335 to predict reliable and stable ranks. 336 337 iii.
Determining rank stability and predictability across time 338
339
Here, our aim was to determine the length of time over which obtained ranks would 340 continue to accurately predict aggressive outcomes. To do so, we gradually increased our testing 341 dataset size and looked at its impact on the percentage of accurately predicted outcomes. Based 342 on the burn-in period results (see below), we calculated the average optimal training dataset 343 length across all methods. Using the average in this way allowed us to keep the training dataset 344 constant, easing comparisons between the different methods. We then used the remaining data as 345 our testing dataset, and systematically varied its length. We began with the 2-month period that 346 followed on directly from the training phase (July-September 2015) and then sequentially 347 increased the testing dataset by 2 months until the 30-months limit was reached in December 348 2017 ( Figure 4) . Rather than arbitrarily attribute k values to aggressive categories, we used an 359 unsupervised way to assign them. The idea here is to find the values to fit each of the aggressive 360 categories in our dataset. As we are seeking to find the optimised k values that fit best our data, 361 we performed an optimization. We used the DEoptim package (Mullen et al. 2011 ). The 362
DEoptim function searches for the global optimum of the objective function (fn) between lower 363 and upper bounds on each parameter to be optimized. It is important to emphasize that the result 364 of DEoptim is a random variable, i.e., different results may be obtained when the algorithm is 365 run repeatedly with the same settings. In our case, the function fn with the highest percentage of 366 accurately predicted outcomes was kept, along with the optimized parameters that corresponded 367 to our four different categories of threat. We assigned to these parameters the lower bound of 0 368 and the upper bound of 500. Once the optimal parameter values had been extracted, individual 369 ranks were calculated with the modified Elo-rating function provided by Newton-Fisher (2017). 370
The use of this optimization led us to modify our training/testing approach into a 371 training/validation/testing one. Specifically, we divided the original 80% training dataset in two 372 datasets, commonly called training and validation. The training dataset (i.e., the first 80%) was 373 used to attribute k values, leading to the calculation of individual ranks based on these values 374 ( Figure 5 ). The remaining 20%, the validation dataset, allowed us to see how well these ranks 375 did in predicting the aggressive outcomes. Depending on the percentage of accurately predicted 376 outcomes, k values were updated accordingly in the training dataset. Once the optimised k values 377 were obtained, they were used to calculate the ranks from the original 80% training dataset. The 378 testing dataset then allowed us to test the efficiency of the calculated ranks in predicting future 379 aggressive outcomes. Elo-rating appears to be most different from the others, followed by the modified Elo-rating and 394 then the I&SI method. The green cluster comprising the David's scores method is the most 395 similar in its outputs followed by the P&C method and then by the BI and randomized Elo-rating 396 cluster. 397
398
The violin plot, which shows the percentage of accurately predicted outcomes in the testing 399 dataset, presents interesting results when combined with the dendogram (Figure 6b) . While the 400 dendogram shows how similar the methods are in their outputs (rank order), the violin plots 401
show the variance in the percentage of accurate predictions produced by each method, i.e., they 402
give us a sense of the "uncertainty" in the rank outputs produced. Looking at the blue cluster (BI 403 and the randomized Elo-rating), we can see that both methods produce similar outputs (Fig 6a)  404 and, yet, differ in their performance: the BI approach has a higher percentage of accurate 405 predictions than the modified Elo-rating (Fig. 6b) . Interestingly, the blue cluster of the 406 BI/randomized Elo-rating and the modified Elo-rating (orange cluster) differ in their outputs (Fig  407   6a ), but the randomized Elo-rating method's performance is more similar to the modified one 408 than the BI method (Fig 6b) . The percentages of accurately predicted outcomes for each method are given in Table 2 . 417
These indicate that all methods performed well in inferring reliable ranks (ranging from 77.5% to 418 82.9%). The I&SI method provided the best fit to our data, accurately predicting 82.9% of 419 aggressive outcomes, with the BI approach producing an almost identical value of 82.6%. The 420
David's score obtained from the three different packages, and via the two different functions (Dij 421 and Pij), were the lowest performing with the percentage of accurate prediction ranging from 422 77.5% to 79.9%, as well as the modified Elo-rating with a percentage of predicted outcomes of 423 79.9. The David's scores from the "EloRating" package and the ones from the "steepness" 424 package (Pij and Dij function) gave the exact same percentage outcomes. Compared to Dij 425 function, the Pij predicted a higher number of accurate outcomes across all three packages used. 426 Moreover, the "compete" package with Pij has the same efficiency as the k modified Elo-rating 427 approach (79.91%). The I&SI method apart, the interaction-based approaches outperformed the 428 matrix-based ones. Taken together, these results show that, despite these methods differing in 429 their approach and the nature of their outputs, they all show a high level of efficiency in 430 predicting future outcomes of aggressive interactions in our dataset. We sought to find a balance between using too few and too many data in our training 437 dataset. We expected to see that, as the length of our training dataset increased, so the percentage 438
of accurately predicted aggressive outcomes should also increase. However, as the training 439 dataset begins to accumulate older aggressive interactions, we expected the accuracy of the 440 percentage of predicted outcome to decrease. This assumption was borne out by our results to a 441 certain extent (Figures 7 and 8) . For the most part, however, accuracy of predicted outcomes was 442 not greatly affected by the length of the training dataset. 443
For ease of presentation and interpretation, we chose to look at the dynamic and static 444 approaches separately. Figure 7 presents the dynamic approaches and shows that the length of 445 the training dataset does not have any impact on three of the four methods: the original Elo-446 rating, the BI and the modified Elo-rating. In fact, these three methods perform very well 447 regardless of the length of the training dataset. There is some evidence to suggest, however, that 448 the BI approach and original Elo-rating method produce slightly better predictions once the 449 training dataset has exceeded four months. As for the randomized Elo-rating method, this shows 450 a more acute sensitivity to the amount of data in the training set. A first peak in accurate 451 prediction appears at training set lengths between 4 and 8 months. Past 8 months, the accuracy in 452 outcome prediction decreases as the training dataset length increases. sensitivity, a maximum in prediction accuracy can be found for each of these methods. On 460 average, these peaks occur at 6 months, which we suggest represents the optimal length of burn-461 in period needed to accurately predict future outcomes in the data. As the number of months in 462 the training dataset increases, we also see more of a decay in accurate prediction compared to the 463 more dynamic methods (as one would expect). Moreover, the I&SI method displays a higher 464 percentage of accurately predicted outcomes compared to the dynamic methods when the 465 training dataset spans the period of 2 to 12 months. To construct our training dataset for this analysis, the start date was determined by the 471 average optimal burn-in period obtained from the previous analysis. With the exception of P&C, 472 all methods from the static approaches had an optimal percentage of accurate prediction with a 6-473 month burn-in period. The dynamic approaches reached saturation sooner, between 2 and 4 474 months, the randomized Elo-rating being the exception with an 8-month burn-in period. We 475 therefore used a 6-month burn-in period as this represents the best compromise in terms of 476 enabling comparison across all methods. Shortening the burn-in period in this manner this 477 manner gave us a larger testing dataset of 30 months in total (2.5 years). 478
28
The percentage of accurate predictions for each testing dataset length is plotted in Figure 9a -c. 479
All methods show the same pattern. First, a decline in outcome predictability occurs at 4 months, 480 which is then followed by a peak in prediction accuracy corresponding to a testing dataset of 8-481 10 months in length (Fig.9a ). Past 10 months, the accuracy of predicted outcomes shows a 482 constant and slow decay. These fluctuations are more or less marked depending on the method 483 used. This pattern (i.e., where the curve's fluctuation is more marked) is picked up by all 484 dynamic approaches, while some of the static ones (I&SI and P&C) display the same pattern in 485 fluctuations for the first 10 months, but this is much less pronounced. The I&SI, as well as the 486 P&C approach, stand out as the methods producing a set of ranks that will lead to the highest 487 percentage of accurately predict outcomes over the whole testing dataset's length (Figure 9 .a), 488 followed by the BI approach that presents an overall slower decay in prediction. The rest of the 489 methods are clustered with a lower percentage of accurately predicted outcomes throughout the 490 testing dataset's length. 491
In order to examine these patterns in more detail, we separated the dynamic and static 492 approaches ( Fig. 9 b and c) . With respect to dynamic approaches, as mentioned above, the BI 493 and the original Elo-rating display the general pattern described above. The randomized and the 494 modified Elo-rating show lower performance overall but, following the peak in prediction 495 accuracy at 10 months, the accuracy of the randomized Elo-rating then remains constant, while 496 the modified Elo-rating produces an increasing percentage of accurately predicted outcomes as 497 the length of the testing dataset increases. With regard to the static approaches, both the I&SI and 498 P&C methods display the same pattern as the BI and the original Elo-rating. The David's score 499 shows a smoother curve, with a constant decrease in accuracy once past a testing dataset of 2 500 months. The "compete" package appears to perform better than the "steepness" and "EloRating" 501 packages, which produce equivalent curves. Finally, the I&SI and P&C methods display a 502 higher percentage of accurately predicted outcomes compared to the dynamic methods 503 throughout the whole testing dataset length, except for P&C with maxLength 2 past 26-months 504 of the testing dataset. attributed to the aggression categories are represented in Table 3 . 512 30 513 Table 3 : k values attributed to the four types of aggressive categories for the two different 514 methods 515
With these new k values, 84.3% of accurately predicted outcomes were obtained over the 8-516 month testing dataset. This alternative approach thus offers the best performance among all the 517 tested methods. The use of the optimisation enabled us to increase its performance by nearly 5%. 518
DISCUSSION 519
520
The short answer to our original question is that there is no best method per se. Rather, all 521 methods performed well. Given this, it seems tempting to conclude that it is possible to simply 522 flip a coin or otherwise choose a method randomly. This would be the wrong conclusion, 523 however, as our analyses forced us to the realisation that the best method will always be a 524 dataset-specific phenomenon. The true value of our analyses lies in the demonstration that a 525 training-testing procedure provides researchers with the tool they need to guide their choice of 526 method. In other words, although we have failed to identify the best method, we have generated 527 a means by which researchers can find the best method for them. 528 More specifically, the training-testing procedure we used here not only enables 529 informative comparisons to be made between different methods, but also gives researchers 530 important insights into the length of the burn-in period needed to produce accurate rank 531 predictions, as well as the future duration over which a given set of ranks can be used in analysis. 532
In this way, researchers can determine which will be the most appropriate method, given 533 sampling effort, the frequency of agonistic interactions, the steepness of the hierarchy, and the 534 nature of the research question being asked. 535
The use of this procedure also allows researchers to probe the social dynamics of their 536 study species in more depth. For example, when comparing ranks and outcomes, our assumption 537 was that any mismatches represented a rank being wrongly attributed. However, it would be 538 interesting (and possible) to look at the outcomes of aggressive encounters that do not match the 539 ranks assigned to each participant, when both were extracted on the same day. This would give 540 us a better idea of the true degree of outcome unpredictability, allowing us to assess whether 541 uncertainty in rank assignment is due to the nature of the aggressive interaction itself or whether 542 it reflects something about the context in which it takes place. Indeed, in cases of high outcome 543 predictability and rank stability (i.e., where rank challenges would seem unprofitable), it may be 544 the initiation and/or escalation of aggressive interactions that is unpredictable and linked to the 545 broader ecological and social context. The procedure can also be used to assess the rate at which 546 immature animals integrate into the adult hierarchy. In other words, the training/testing approach 547 enables researchers to investigate dynamic pattern of hierarchy formation and maintenance, and 548 is not simply a means of determining the most appropriate ranking method. Indeed, it can also be 549 used to investigate temporal aspects of the aggressive outcome prediction at a dyadic level, 550 rather than the whole group, and could thus offer a better understanding of the detailed social 551 dynamics of a given study species. Another way to look at social dynamics is offered by Strauss 552 & Holekamp (2019) who propose the concept of a longitudinal hierarchy to estimate the 553 dynamics (∆) of dominance hierarchies. 554
More generally, our findings demonstrate how researchers can use the training-testing 555 procedure to choose the most appropriate method for their needs, given the amount of data they 556 have at their disposal, and the nature of their study question. We acknowledge, however, that the 557 use of empirical data does not allow us to distinguish between the two sources of error that could 558 explain the methods' performance: (i) inadequacies of the method, and (ii) real biological 559 change. Thus our findings on how different methods compare are only valid with respect to our 560 data and cannot be assumed to apply to other datasets. Within our dataset, we feel it is safe to 561 assume that variation in a method's performance compared to others reflects something about the 562 method itself, given that we tested all methods on the same training/testing datasets such that any 563
biological changes within the dataset should have be detected by all methods equally. 564 This is where the usefulness of simulated data comes into play as this allows one to tease 565 apart these two sources of error more effectively, as well as gaining some more general insights 566 into each method (Sánchez-Tójar, Schroeder & Farine, 2018). For example, Goffe, Fischer & 567 Sennhenn-Reulen's (2018) advocate running simulation approaches to test how well Elo-ratings 568 reflect the (simulated) true structure and how sensitive the rating is to true changes in the 569 hierarchy. Nevertheless, we believe the training-testing procedure is valuable empirically for 570 those interested in determining how much the methods vary when run on the exact same dataset, 571 and why this might be. It is also the case that, although simulated data provide insight into how 572 well a given method is able to recover the true hierarchy, simulated data are also much tidier and 573 "well behaved" compared to actual field data, so one should still be cautious about proclaiming 574 any one method better than the others, as it may be sensitive to qualities of empirical data that do 575 not occur in simulations. 576
577
With respect to our specific dataset, our main finding is that all methods tested performed 578 well, despite some differences in inferred rank order. With respect to the required burn-in period, 579 again, all methods appear to be efficient in inferring reliable ranks from the very start (i.e., with 580 little to no burn-in period), but all showed improvement as the burn-in period increased. In 581 general, we found that dynamic methods were less sensitive to the amount of data present in the 582 training dataset compared to the static approaches. As a result, dynamic approaches show a 583 constant efficiency regardless the length of the training dataset compared to the static 584 approaches. This is not unexpected given that methods dynamic approaches track rank variations 585 continuously and update the ranks after each interaction. We should also highlight that, when the 586 training dataset did not exceed 12 months, it was the static I&SI and P&C methods that produced 587 the highest percentage of accurately predicted outcomes. 588 589 When we adopted a common 6-month burn-in period, all methods could predict 590 aggressive outcomes accurately for the subsequent 10 months. Past this 10-month threshold, 591 however, accuracy in prediction decreased as the testing dataset increased in length, but the 592 decay was rather shallow, and there was a high predictability in aggressive outcomes across time, 593 indicating overall rank stability during this period. This is not to say, however, that rank 594 predictability did not fluctuate as the length of the training period increased, with the degree of 595 fluctuation was dependent on the length of the method used. This suggests that real rank shifts 596
were occurring in the study group during particular periods, and that the training-testing 597
