Strong normalization results are obtained for a general language for collection types. An induced normal form for sets and bags is then used to show that the class of functions whose input has height (that is, the maximal depth of nestings of sets/bags/lists in the complex object) at most i and output has height at most o de nable in a nested relational query language without powerset operator is independent of the height of intermediate expressions used. Our proof holds regardless of whether the language is used for querying sets, bags, or lists, even in the presence of variant types. Moreover, the normal forms are useful in a general approach to query optimization. Paredaens and Van Gucht proved a similar result for the special case when i = o = 1. Their result is complemented by Hull and Su who demonstrated the failure of independence when powerset operator is present and i = o = 1. The theorem of Hull and Su was generalized to all i and o by Grumbach and Vianu. Our result generalizes Paredaens and Van Gucht's to all i and o, providing a counterpart to the theorem of Grumbach and Vianu.
Introduction
In Breazu-Tannen, Buneman, and Wong 7] , a nested relational calculus and a nested relational algebra based on structural recursion 6, 5] and on monads 34, 22] were proposed. In this report, we describe relative set abstraction as a third nested relational query language. This query language is similar to the well-known list comprehension mechanism in functional programming languages such as Miranda 31] and KRC 30] . This language is equivalent to the two earlier query languages both in terms of semantics and in terms of equational theories. This strong sense of equivalence allows these three query languages to be freely combined into a nested relational query language, called NRL, and allows one to prove many properties about it by looking only at one of the original languages. In particular, we show that every expression of relative set abstraction can be reduced to a normal form. This normal form has an immediately apparent property: an expression in normal form does not have any subexpression with set height exceeding the set height of the type of the expression. Here, the set height of a complex object refers to the maximal depth of nesting of sets in that object, and similarly for object types. For functions from objects to objects, the set height of the function type is the maximum of the set height of the input and output types. Let NRL i;o;k denote the class of functions whose input has set height at most i and whose output has set height at most o and are de nable in NRL using intermediate expressions whose set heights are at most k max(i; o). Then this result says that for any i, o, k max(i; o), NRL i;o;k coincides with NRL i;o;k+1 as a class. In other words, NRL i;o;k+1 is a conservative extension of NRL i;o;k as a language. Consequently, the class NRL i;o;k is independent of k. Thus the ability to use intermediate expressions of great height does not increase expressive power. As an example of the conservative extension property, let us consider several possible ways to test whether every drinker likes the same selection of beers. Let R : fdrinker beerg tabulate which drinker likes what beers. One way is to rst group by the beers around each invidual drinker and then test whether these groups are all identical. Another way to express the same query is to test whether the cartesian product of all drinkers and beers in R is equal to R itself. The rst method results in an intermediate set having one extra level of nesting | the set containing the groups of beers. On the other hand, the second method needs nothing more than at relations. Having the conservative extension property means that any query, such as the drinker-and-beer problem above, that is expressible using some deeply-nested intermediate data, such as the rst method above, can always be expressed using intermediate data that is less deeply nested, such as the second method above. A third method is to produce the groups of beers liked by each individual drinker one at a time and perform an on-the-y test to see if the current group contains all the beers mentioned in R. This last method corresponds to the optimization idea known as pipelining and it also does not need nested relations. All three methods can be expressed as queries in NRL. The conservative extension property in this paper is essentially proved by showing that queries like the rst method can always be optimized into queries like the third method, if NRL is the query language.
This research complements work by other researchers. To begin with, Paredaens and Van Gucht 25] showed that the nested relational algebra of Thomas and Fischer 27] is conservative with respect to at relational algebra in the sense we have described. Since the language of Thomas and Fischer is equivalent to ours 36], this result implies that NRL i;o;k+1 is conservative with respect to NRL i;o;k when i = o = 1. Our result generalizes this to conservativeness for all i and o. Hull and Su proposed a nested relational query language in which powerset is expressible and studied its expressive power 13]. One of their results is that it is not conservative with respect to the at relational algebra in this sense. Adding the powerset operator to NRL gives us a language equivalent to Hull and Su's. Hence NRL(powerset) i;o;k+1 is not conservative with respect to NRL(powerset) i;o;k when i = o = 1. Grumbach and Vianu 10] proved that the language of Hull and Su is not conservative with respect to set height of input/output at all, implying the failure of conservativeness in NRL(powerset) for all i and o. In contrast, our language cannot express powerset and is conservative with respect to set height of input/output. The general conservative extension result can be further improved in two ways. Firstly, many modern data models possess an additional data structuring mechanism known variously as coproducts, variant types, sum types, or tagged unions; see Abiteboul and Hull 3] and Hull and Yap 14] . However, many papers on expressive power do not consider this feature 13, 10, 2]. We extend the nested relational calculus of Breazu-Tannen, Buneman, and Wong 7] with variant types and prove that the extended calculus remains conservative with respect to height of input/output. Secondly, the proof we give for relative set abstraction relies on a set-based semantics. This is in line with the work of many researchers as reported in Abiteboul et. Gucht 12] . But our languages can also be given interpretations based on bags and lists. It is desirable to know whether the main result holds when the languages are used to manipulate nested lists and bags. We prove that it does. Moreover, the proof is uniform across these semantics. The organization of this paper is as follows. Section 2 introduces relative set abstraction and the nested relational calculus of Breazu-Tannen, Buneman, and Wong 7] . We establish translations between these languages that preserve semantics, preserve set heights, and preserve and re ect equational theories. Section 3 presents a strongly normalizing rewrite system. It is then used to show the main result that the query language is conservative with respect to set height of input/output. The two improvements mentioned above are presented in the Section 4.
Relative Set Abstraction
First let us sketch the calculus of Breazu-Tannen, Buneman, and Wong 7] (or NRC for short). Note that they simulated the Booleans using f()g and fg for reason of conceptual economy. In this paper, we use real Booleans for reason of readability.
Types. A type in NRC is either an object type s or is a function type s ! t where s and t are both object types. The object types are given by the grammar: s; t ::= unit j bool j b j s t j fsg
The semantic of a complex object type is just a set of complex objects. The type unit has precisely one object which we denote (). The type bool has as objects the two Boolean values, true and false. There are also some unspeci ed base types b. An object of type s t is a pair whose rst component is an object of type s and whose second component is an object of type t. An object of type fsg is a nite set whose elements are objects of type s. Expressions. The expressions of NRC are formed according to the rules in Figure 1 The expression c denotes a constant of base type b. The expression e 1 = b e 2 is the equality test restricted to base type b. As will be shown later, the equality tests at all complex object types are de nable in terms of = b using NRC as the ambient language. Finally, the expression empty e is the emptiness test restricted to the unit type. Testing for emptiness of sets e 0 at other types can be expressed as emptyf() j x 2 e 0 g. Shorthands. The following shorthands are very intuitive and we use them whenever possible.
The \expression" not e is to be interpreted as if e then false else true. The \expression" e 1 and e 2 is to be interpreted as if e 1 then e 2 else false.
Examples. Let X and Y denote sets having types fs ftgg and ft 0 g respectively. Then S f S ff(x; y)g j x 2 Xg j y 2 Y g has type f(s ftg) t 0 g and denotes the cartesian product of the sets denoted by X and Y ; while S f S ff( 1 x; y)g j y 2 2 xg j x 2 Xg has type fs tg and denotes the unnesting of the set denoted by X. Wadler and Trinder argued that list/set/bag comprehensions is a natural query notation 29, 28, 35] . They also demonstrated that this notation does not hamper query optimization. In the remainder of this section we present a query language based on the comprehension syntax that is equivalent to NRC. We call this query language Relative Set Abstraction (or RSA for short). Types. The types in RSA are the same as those in NRC. Expressions. These are the same as NRC, but with the S fe j x 2 e 0 g construct replaced by the set comprehension construct fe j x 1 2 e 1 ; : : : ; x n 2 e n g whose typing rule is given in Figure   2 . Note that the e in the comprehension construct is not required to be a set. e 1 : fs 1 g : : :
e n : fs n g e : t fe j x s 1 1 2 e 1 ; : : : ; x sn n 2 e n g : ftg Figure 2 : Set comprehension in RSA.
The lexical ordering of x 1 2 e 1 ; : : : ; x n 2 e n in fe j x 1 2 e 1 ; : : : ; x n 2 e n g is signi cant, since x i can be used in e j , for j > i. It must be pointed out that, as in the S fe 1 j x 2 e 2 g construct, the x i 2 e i in the comprehension construct is not a set membership test. It is the introduction of a variable binding, similar to that of lambda abstraction x:e. It is to emphasize this point that we call this language relative set abstraction.
We use the notation as a shorthand for x 1 2 e 1 ; : : : ; x n 2 e n . The scope of a set abstraction variable x i in fe j ; x i 2 e i ; 0 g is 0 and e. There is a close syntactic similarity between RSA and the traditional at relational calculus. In fact, the lexical ordering constraint mentioned above can be seen as a straightforward device for guaranteeing safety. This simple constraint, though apparently more restrictive than those safety constraints imposed on relational calculus, does not lead to a loss in expressive power.
Semantics. The meaning of fe j x 1 2 e 1 ; : : : ; x n 2 e n g is the set f(o 1 ) : : : f(o m ), where f is the function such that f(x 1 ) = fe j x 2 2 e 2 ; : : : ; x n 2 e n g and fo 1 ; : : : ; o m g is the set e 1 . For the base case, the meaning of fe j g is just the singleton set feg. Thus, the semantics can be de ned in terms of NRC as follows: fe j x 1 2 e 1 ; g = ffe j g j x 1 2 e 1 g This, with the semantics of the base case, provides a recursive de nition of comprehensions purely in terms of the S fe 1 j x 2 e 2 g construct. Shorthand. The following shorthand is very intuitive and we use it whenever possible. The \expression" fe j 1 ; e 0 ; 2 g, where e 0 has type bool, is to be interpreted as fe j 1 ; x 2 (if e 0 then f()g else fg); 2 g, where x is a fresh variable.
Examples. Let X and Y denote sets having types ffsgg and ftg respectively. Then f(x; y) j x 2 X; y 2 Y g has type ffsg tg and denotes the cartesian product of the sets denoted by X and Y . As a second example, fy j x 2 X; y 2 xg has type fsg and denotes the attening of the set denoted by X. For a more ambitious example, let W denote a set having type fs tg. We rst present a rewrite system for RSA that is strongly normalizing. The normal forms induced by this rewrite system are then used to prove that every de nable function is de nable using subexpressions whose set height is at most the set height of the input/output of the function. The set height ht(s) of a type s is de ned by induction on the structure of type:
Note that every expression of our languages has a unique typing derivation. The set height of expression e is de ned simply as ht(e) = maxfht(s) j s occurs in the type derivation of eg. Then the theorem expresses a very general conservative property. It says that to process information (that is, input/output) of set height n, no operators whose set height exceed n is required. In other words, if a function whose input/output has height n is de ned by an expression e whose height exceeds n, we can nd an alternative expression e 0 whose height does not exceed n to implement it.
As an illustration, let us consider the rst method mentioned earlier for testing if all drinkers like the same beers. ; not e 1 ; x 2 e 3 ; 2 g. It is given the more complicated form above in order to guarantee the termination of the system. In the next section, we present a strikingly simpler system based on NRC.
Rule 5 is not really needed for proving the conservative extension theorem in this section. It is included here to provide a correspondence to a more general rule used in proving the more general result of the next section. It is of course also a useful simpli cation rule in its own right.
As an illustration of these rules, let us consider the rst method for testing if all drinkers like the same beers: emptyf() j z 2 ff 2 y j y 2 R; ( 1 y = drinker 1 x)g j x 2 Rg; not (z = fbeerg f 2 w j w 2 Rg)g. As discussed earlier, it has set height 2. It can be rewritten using Rule 10 to give the expression empty f() j x 2 R; not (f 2 y j y 2 R; ( 1 y = drinker 1 x)g = fbeerg f 2 w j w 2 Rg)g, which has height 1 and is the third method mentioned earlier. The di erence between these two expressions is simple. The original expression generates all the grouping of beers ff 2 y j y 2 R; ( 1 y = drinker 1 x)g j x 2 Rg before testing that each group f 2 y j y 2 R; ( 1 y = drinker 1 x)g is the same as all the beers mentioned in R. The new expression generates one group f 2 y j y 2 R; ( 1 y = drinker 1 x)g and tests it before going on to the next group, avoiding the need to keep all groups simultaneously. Note that the expression can be further reduced because = fbeerg is a compound expression de ned in terms of = beer as given by Proposition 2.2. However, these subsequent rewrite steps do not change the height of expressions. This rewrite system is sound. That is, Proof of Claim V. With Claim II and Claim IV in our possession, the proof is a routine analysis on e 1 ; e 2 . We provide the two most interesting cases for illustration.
Case fe k j x 1 2 e 0 ; : : : ; x k 2 e k?1 g ; fe 0 k j x 1 2 e 0 0 ; : : : ; x k 2 e 0 k?1 g fe 00 k j x 1 2 e 00 0 ; : : : ; x k 2 e 00 k?1 g, where e n is e 0 n e 00 n for a certain xed n < k; and e i , e 0 i , and e 00 i are identical for i 6 = n. Let ' 0 = ' and ' i+1 = ' i ke i k' i =x i+1 ]. Let ' 0 0 = ' and ' 0 i+1 = ' 0 i ke 0 i k' 0 i =x i+1 ]. Let ' 00 0 = ' and ' 00 i+1 = ' 00 i ke 00 i k' 00 i =x i+1 ]. Then we calculate kfe k j x 1 2 e 0 ; : : : ; x k 2 e k?1 gk' = ke 0 k' 0 : : : ke k k' k = (ke 0 k' 0 : : : ke n?1 k' n?1 ) (1 + ke 0 n k' n + ke 00 n k' n ) (ke n+1 k' n+1 : : : ke k k' k ) > 1 + (ke 0 k' 0 : : : ke 0 n k' n : : : ke k k' k ) + (ke 0 k' 0 : : : ke 00 n k' n : : : ke k k' k ) 1 + (ke 0 0 k' 0 0 : : : ke 0 n k' 0 n : : : ke 0 k k' 0 k ) + (ke 00 0 k' 00 0 : : : ke 00 n k' 00 n : : : ke 00 k k' 00 k ) By II. = kfe 0 k j x 1 2 e 0 0 ; : : : ; x k 2 e 0 k?1 g fe 00 k j x 1 2 e 00 0 ; : : : ; x k 2 e 00 k?1 gk' Case fe k j x 1 2 e 0 ; : : : ; x k 2 e k?1 g ; fe 0 k j x 1 2 e 0 ; : : : ; x n 2 e n?1 ; y 1 2 e 00 0 ; : : : ; y m 2 e 00 m?1 ; x n+2 2 e 0 n+1 ; : : : ; x k 2 e 0 k?1 g, where e n is fe 00 m j y 1 2 e 00 0 ; : : : ; y m 2 e 00 m?1 g for a certain xed n < k; and e 0 i is e i e 00 m =x n+1 ] for i > n. Let = kfe 0 k j x 1 2 e 0 ; : : : ; x n 2 e n?1 ; y 1 2 e 00 0 ; : : : ; y m 2 e 00 m?1 ; x n+2 2 e 0 n+1 ; : : : ; x k 2 e 0 k?1 gk'
As a consequence of Claim V, we know that rewriting at the top level is strongly normalizing. To complete the theorem, we need to show that rewriting at the subexpression level is also strongly normalizing. Let C ] denotes a context; that is, an expression with a \hole." Let C e] be the expression obtained by \plugging" e into the hole of C ], provided C e] is well formed. Note that plugging an expression into a hole is di erent from the normal notion of substitution; the former allows free variable to be captured by the context, the latter does not. (See Gunter 11] : : : e 00 n ) else empty(e 000 1 : : : e 000 n ), where e 00 j is e j if j 6 = i and is B if j = i, and e 000 j is e j if j 6 = i and is C if j = i. This rewrite process clearly terminates.
Note that if every free variable of e has height 0, then the nal expression would contain no empty( ). However, if some free variable of e has height greater than 0, then each e i in each empty(e 1 : : : e n ) of the nal expression must have the forms fg or : : : x, where x is a free variable of e. It should also be remarked that if all the free variables in the original expression e have height greater than 0, the above additional rewrite steps can be skipped. Let e 0 be the nal result of the above rewrite process. We verify its height by structural induction on it. Let k be the maximum height of the free variables in e 0 , which is no more than that of e.
Case e 0 : s is x, fg, true, false, c, or (). Immediate.
Case e 0 : bool is empty e 00 . Immediate by the discussion above.
Case e 0 : ftg is fe 00 g. By hypothesis, ht(e 00 ) max(ht(t); k). Then ht(e 0 ) = max(ht(s); ht(e 00 )) max(ht(s); k). Case e 0 : bool is e 1 = b e 2 . By hypothesis, ht(e 1 ) k and ht(e 2 ) k. Then ht(e 0 ) = max(ht(s); ht(e 1 ); ht(e 2 )) max(k; ht(s)).
Case e 0 : t 1 t 2 is (e 1 ; e 2 ). By hypothesis, ht(e 1 ) max(k; ht(t 1 )) and ht(e 2 ) max(k; ht(t 2 )). Then ht(e 0 ) = max(ht(s); ht(e 1 ); ht(e 2 )) max(k; ht(s)). Case e 0 : s is 1 e 00 or 2 e 00 . Then e 00 must be a free variable or is a chain of projections on a free variable. The case thus holds. Case e 0 : s is if e 1 then e 2 else e 3 . By hypothesis, ht(e 3 ) max(k; ht(s)) and ht(e 2 ) max(k; ht(s)). Also, by hypothesis, ht(e 1 ) max(k; ht(bool)) max(k; ht(s)). Thus, ht(e 0 ) max(k; ht(s)).
Case e 0 : ftg is e 1 e 2 . By hypothesis, ht(e 1 ) max(k; ht(s)) and ht(e 2 ) max(k; ht(s)). Then ht(e 0 ) max(k; ht(s)).
Case e 0 : ftg is fe 00 j x 1 2 e 1 ; : : : ; x n 2 e n g. By hypothesis, ht(e i ) max(k; 1 + ht(x 1 ); : : : ; 1 + ht(x i?1 )). Now we show by induction on i that the 1+ht(x j ) can be replaced by 1. Starting with e 1 . If e 1 is of the form empty( ), then ht(x 1 ) = 0. Otherwise, e 1 must be a chain of projections on a free variable, then ht(x 1 ) < k. In either case, ht(e i ) max(k; 1; 1 + ht(x 2 ); : : : ; 1 + ht(x i?1 )). The analysis can be repeated for the remaining e i . Then ht(e i ) max(k; 1). By hypothesis, ht(e 00 ) max(k; ht(t)). Then ht(e 0 ) = max(k; ht(s); ht(e 00 ); ht(e 1 ); : : : ; ht(e n )) max(k; ht(s)). 2
Consequently, NRL i;o;k+1 = NRL i;o;k for all i, o, and k max(i; o). As remarked earlier, the above theorem implies that the height of input/output dictates the kind of functions that our languages can express. In particular, using intermediate expressions of greater heights does not add expressive power. This is in contrast to languages considered by Abiteboul, Beeri, Grumbach, Gyssens, Hull, Su, Van Gucht, and Vianu 2, 1, 13, 10] where the kind of functions that can be expressed is not characterized by the height of input/output and is sensitive to the height of intermediate operators. The principal di erence between our languages and these languages is that powerset is not expressible in our languages 7] but is expressible in those other languages. This indicates a non-trivial contribution to expressive power by an operation such as a powerset. This result has a practical signi cance. Some databases are designed to support nested sets up to a xed depth of nesting. For example, Jaeschke and Schek 15] consider non-rst-normalform relations in which attribute domains are limited to powersets of simple domains (that is, databases whose height is at most 2). \N RL restricted to expressions of height 2" is a natural query language for such a database. But knowing that NRL is conservative at all set heights, one can instead provide the user with the entire language NRL as a more convenient query language for this database, so long as queries have input/output height not exceeding 2. Furthermore, expressions having height 1 is syntactically very similar to the at relational calculus. It is therefore not di cult to show further that every function, from a tuple of at relations to a at relation, that is de nable in NRL is also expressible in the at relational algebra. This is the result rst proved by Paredaens and Van Gucht 25] in the context of the nested relational algebra of Thomas and Fischer 27] . The Thomas and Fischer algebra is very restrictive and its operators can be applied only to the topmost level of nested relations. Nevertheless, it is possible to show 36] that the addition of a constant function x:ffgg to the Thomas and Fischer algebra yields a query language that is equal in expressive power to NRL. The key to the proof of the conservative extension theorem is the use of normal form. The heart of Paredaens and Van Gucht's proof is also a kind of normal form result. However, the following main distinctions can be made between our results:
The Paredaens and Van Gucht result is a conservative property with respect to at relational algebra. This implies NRL i;o;k+1 = NRL i;o;k for i = o = 1. We have generalized this to any i and o. The normal form used by Paredaens and Van Gucht is a normal form of logic formulae and the intuition behind their proof is mainly that of logical equivalence and quanti er elimination. In our case, the inspiration comes from a well-known optimization strategy (see Wadler's early paper 32, 33] on this subject As pointed out, Paredaens and Van Gucht's result involved a certain amount of quanti er elimination. There are several other general results in logic that were proved using quanti er elimination; see Gaifman 9] and Enderton 8] . The pipeline rule is related to quanti er elimination.
It corresponds to eliminating quanti er in set theory as fe j 1^( 9x:x 2 fe 0 j 0 g)^ 2 g ; fe e 0 =x] j 1^ 0^ 2 e 0 =x]g. It is interesting to observe that the logical notion of quanti er elimination corresponds to the physical notion of getting rid of intermediate data. Nevertheless, we stress again that the pipeline rule makes sense across sets and bags (and in the more general form to be given in the next section, across lists as well) but quanti er elimination does not.
Extensions to the Main Theorem
In this section, we extend NRC to NRC+ by a variant type mechanism. Then we provide a proof that this extended language is conservative with respect to set height. Furthermore, the proof holds uniformly when the language is interpreted under a set-, list-, or bag-based semantics.
Types. Variant Examples. Let X denote a set having type fs+tg. Then S f(case x of left y ) fyg j right z ) fg) j x 2 Xg has type fsg and denotes the selection of items that are 1-tagged in the set X.
Variants are really a rational generalization of null values. For example, if an object is either an integer or is null, it can be given the type unit + int and is represented as left() if it is null or as right 5 if it is the integer 5.
In the presence of variants, we can identify the Boolean type with the variant type unit + unit. That is, we treat true as a shorthand for left(), false as a shorthand for right(), and if e 1 then e 2 else e 3 as a shorthand for case e 1 of left x ) e 2 j right x ) e 3 . This identi cation of bool as unit + unit is used below to give a proof that is simpler to than the proof in the previous section and yet bears a close relationship to it.
do not consider them 13, 10, 2]. We hope the above result have recti ed this situation to some extent. Our languages have been given semantics based on sets. The uniformity of this proof allows us to draw a few useful conclusions. Observe that the translations between RSA and NRC preserve set height. Therefore, the conservative extension theorem holds also for \relative bag abstraction" and for \relative list abstraction." It must be remarked that these conclusions cannot be reached from the proof given in Section 3. The proof in Section 3 does not work when RSA is interpreted using a list semantics. This is because two of the rules used in Section 3 (namely Rules 9 and 11) are not valid as list concatenation does not commute.
In addition, the new proof based on NRC is also considerably simpler than the proof based RSA in several ways. Firstly, the rewrite rules for NRC are clearly simpler than those for RSA. For example, Rule 11 for NRC has no side condition but Rule 11 for RSA has side conditions. More signi cantly, Rules 7 to 11 for NRC are all \de nite" in nature; in contrast, Rules 7 to 11 for RSA all involve 's, which are \inde nite" sequences of x i 2 e i . In other words, implementing the RSA rules in a real life rewrite system (such as a query optimizer) would be very messy, whereas implementing the NRC rules would be very straightforward. Secondly, most of the claims used are proved by structural induction on expressions. Since RSA and NRC have the same number of constructs, one would expect the proofs to have similar complexity. However, the proofs involving RSA are often clumsier than the corresponding ones for NRC. The irregularity of the comprehension construct of RSA is again the culprit, because when one reaches the case for the fe j x 1 2 e 1 ; : : : ; x n 2 e n g construct in RSA, one would need to perform a sub-induction on n! However, RSA has an important saving grace: Queries and examples written in RSA are often more readable than the corresponding ones in NRC. Indeed, this readability factor is the reason that we have chosen to present our main result using RSA, even though it would have been considerably more elegant using NRC. Curiously, the comprehension construct of RSA, which is bad from the technical discussion above, is what makes RSA queries more readable.
Conclusion
In summary, we have shown that the conservative property NRL i;o;k+1 = NRL i;o;k holds at all i, o, and k max(i; o). Furthermore, we have provided a proof that holds uniformly regardless of whether NRL is used as a nested relational language, as a nested bag language, or as a nested list language. It should also be remarked that the same technique can be used to show that the conservative property continues to hold even when rational numbers, rational arithmetics, and a rational summation operator are added to the NRL. The language thus augmented is very interesting because queries such as \select count from column," \select average from column," \select minimum from column," and \select maximum from column" can be expressed. In other words, the language thus endowed with rationals is a conservative extension of SQL. See Libkin and Wong 17] . This property can then be used to prove a powerful nite-co niteness result 20], which implies that the language extended with rationals and aggregate functions cannot express recursive queries such as transitive closure. Also important is the establishment of the strong normalization theorem in property. We have also been successful in demonstrating the e ectiveness of these rules with respect to a call-by-value evaluation strategy. These rules generalize many well-known algebraic relational optimization identities. For example, Rule 11 of Theorem 4.1 together with another rule of our optimizer | S f(case e 1 of left x ) e 2 j right y ) e 3 ) j z 2 eg ; (case e 1 of left x ) S fe 2 j z 2 eg j right y ) S fe 3 j z 2 eg), if z 6 2 FV (e 1 ) | is a generalization of the folk wisdom of migrating \ lters" towards \generators." See Wong 36] .
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