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THESIS ABSTRACT 
 
Name:                    Basim Jamil Alminshawy  
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Date of Degree:     May, 2010 
 
An exact solution of heat conduction from two spheres is obtained. The 
unconventional bispherical coordinates system is used to solve the problem. The two 
spheres may be of different diameters and located at any distance from each other. The 
effects of the axis ratio of the two spheres, the temperature ratio, and the center-to-
center distance on the heat transfer coefficient (the famous Nusselt number) are 
studied. 
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ﺬﻩ ﻧـﺴﺘﺨﺪم ﻓـﻲ ﻫـ. ً ًﻓﻲ ﻫـﺬﻩ اﻟﺮﺳـﺎﻟﺔ ﻧﺠـﺪ ﺣـﻼ ﺗﺎﻣـﺎ ﻻﻧﺘﻘـﺎل اﻟﺤـﺮارة ﺑﺎﻟﺘﻮﺻـﻴﻞ ﻣـﻦ ﻛـﺮﺗﻴﻦ ﻣﺘﺠـﺎورﺗﻴﻦ ﻓـﻲ وﺳـﻂ ﻣـﺎ
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CHAPTER 1 
 
 
INTRODUCTION AND LITERATURE REVIEW 
 
 
The problem of heat transfer from a sphere has been investigated through numerous 
experimental and theoretical studies. On the early work on natural convection, the 
reader is referred to the work of Potter and Riley [1] who studied the convective heat 
transfer when a heated sphere is placed in a stagnant fluid. In particular, they 
numerically considered the situation of large values of a suitably defined Grashof 
number. Brown and Simpson [2] obtained a local unsteady solution at the upper pole of 
a sphere in which the temperature of the sphere is instantaneously raised above that of 
the surrounding ambient fluid. Their numerical solution reveals the development of a 
singularity at a finite time. The structure of this singularity is examined and its 
occurrence is interpreted as the time at which an eruption of the fluid from the sphere, 
ultimately resulting in the plume that is formed above it, first takes place. Geoola and 
Cornish [3] and [4] presented a numerical solution of steady-state and time-dependent 
free convection heat transfer from a solid sphere to an incompressible Newtonian fluid. 
They simultaneously solved the stream function, energy, and vorticity transport 
equations. Singh and Hasan [5] calculated numerically the flow properties of the free 
convection problem about an isothermally heated sphere by the series truncation method 
when Grashof number is of order unity. Riley [6] considered the free convection flow 
over the surface of a sphere whose temperature is suddenly raised to a higher constant 
value than its surroundings. He obtained a numerical solution of the Navier-Stokes 
equations for finite values of the Prandtl and Grashof numbers. Dudek et al. [7] 
presented an experimental measurement and a numerical calculation of both the steady-
state and transient natural convection drag force around spheres at low Grashof number. 
 The classic references related to forced and mixed convection past a sphere are those 
by Dennis and Walker [8] who studied the forced convection from a sphere placed in a 
steady uniform stream and investigated the phenomenon for Reynolds number up to 200 
and Prandtl number up to 32768. Whitaker [9] collected forced convection heat transfer 
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data and used it to develop some minor variations on the traditional correlation. He 
determined heat transfer correlations for particularly flow past spheres. Dennis et al. 
[10] calculated the heat transfer due to forced convection from an isothermal sphere in a 
steady stream of viscous incompressible fluid for low values of Reynolds number and 
used series truncation method to solve the energy equation. Sayegh and Gauvin [11] 
solved numerically the coupled momentum and energy equations for variable property 
flow past a sphere and investigated the effect of large temperature differences on the 
heat transfer rate. Hieber and Gebhart [12] studied the mixed convection from a sphere 
and linearized the governing equation according to the matched asymptotic expansions 
of the perturbation theory and obtained a solution valid at small Grashof and Reynolds 
numbers. Acrivos [13] studied the mixed convection from a sphere and simplified the 
energy and momentum equations using the boundary layer approximation. Wong et al. 
[14] solved numerically the full steady Navier-Stokes and energy equations by the finite 
element method. Nguyen et al. [15] investigated numerically heat transfer associated 
with a spherical particle under simultaneous free and forced convection and solved the 
transient problem with internal thermal resistance. 
 
 Studies related to heat or mass transfer from a sphere in an oscillating free stream are 
represented by Drummond and Lyman [16] who used numerical methods for the 
solution of the Navier-Stokes and mass transport equations for a sphere in a sinusoidally 
oscillating flow with zero mean velocity. It was concluded that the mass transfer rate 
decreases with the decrease of the Strouhal number until reaching the value of 2 below 
which the rate is virtually independent of the Strouhal number. Ha and Yavuzkurt [17] 
studied heat transfer from a sphere in an oscillating free stream and showed that high-
intensity forced acoustic oscillations can enhance gas-phase mass and heat transfer. 
Alassar and Bader [18] studied the heat convection from a heated sphere in an 
oscillating free stream for the two cases of forced and mixed convection regimes. Leung 
and Baroth [19] studied mass transfer from a sphere and reported that the presence of an 
acoustic field enhances heat transfer when the vibrational Reynolds number exceeds 
400. 
 
 Several important applications require the solution of the equation of heat conduction 
from two spheres. Some examples are the heat transfer in stationary packed beds, 
dispersed particles under the influence of a spatially uniform electric field 
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(electrophoresis), and the thermo capillary motion of two spheres created by surface 
tension which develops when a temperature gradient is present around the bubbles. 
When the motion of the flowing fluid becomes slow, the solution of heat conduction 
represents a limiting case for forced convective heat/mass transfer around two spheres. 
In general, the results of the present work can be of use in applications where Biot and 
Rayleigh numbers are small and fluid heat conduction dominates the thermal resistance. 
Such conditions can be found at small length scales. Furthermore, the impact of pure 
conduction is sometimes required for the effect of, for example, buoyancy and other 
forces to be isolated and studied. All the results in [17] are resented in terms of 2uN  . 
The value of two is the Nusselt number corresponding to pure heat conduction. 
 
Heat conduction from a single sphere is a textbook problem. This simple problem was 
generalized by Alassar [20] who investigated the conduction heat transfer from 
spheroids by solving the steady version of the energy equation subject to the appropriate 
boundary conditions and showed that the solution for the sphere case can be obtained 
from his generalized results. Solomentsev et al. [21] found the asymptotic solution for 
Laplace equation over two equal nonconducting spheres of equal size when some field 
is applied perpendicular to the line of centers. Stoy [22] developed a solution procedure 
for the Laplace equation in bispherical coordinates for the flow past two spheres in a 
uniform external field. Dealing with Neumann boundary conditions, the determination 
of the coefficients of the orthogonal expansion is the central part of the work. It is 
interesting to know that the theoretically more complicated problem of convective heat 
transfer has been investigated, see for example Juncu [23]. In his work, Juncu studied 
numerically the problem of forced convection heat/mass transfer from two spheres 
which have the same initial temperature. Thau et al. [24] numerically solved the Navier-
Stokes and energy equations for a pair of spheres in tandem arrangement at Re =40 for 
two different spacings using bispherical coordinates. Koromyslov and Grigor'ev [25] 
investigated an electrostatic interaction between two separate grounded uncharged 
perfectly conducting spheres of different radii in a uniform electrostatic field. Umemura 
et al. [26] and [27] investigated the effects of interaction of two burning identical 
spherical droplets with the same radius [26] and different sizes [27] of the same kind of 
fuel. They obtained the burning rate and the form of flame surface in the two-droplet 
case. Brzustowski et al. [28] found the burning rate of two interaction burning spherical 
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droplets of arbitrary size when the mass fraction of the diffusing fuel vapor at the 
droplets surfaces is the same. 
 
 In this study, a simple exact solution of heat conduction from two isothermal spheres is 
obtained. The unconventional bispherical coordinates system is used to solve the 
problem. The two spheres may be of different diameters and different temperatures, and 
may be located at any distance from each other. The necessity and importance of 
considering two spheres may be summarized by the following statements by Cornish 
[29].  
1) It is well known that the minimum possible rate of heat (or mass) transfer from a 
single sphere contained within an infinite stagnant medium corresponds to a Nusselt (or 
Sherwood) number of two. 
 2) Frequently, however, in multi-particle situations such as fluidized beds, values of the 
Nusselt number less than two have been measured. A variety of reasons - such as 
backmixing – have been put forward to explain this apparent inconsistency. It does not 
seem to have been generally realized that for multi-particle situations the minimum 
theoretical value of the Nusselt number can be much less than two. 
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CHAPTER 2 
 
 
PRELIMINARIES 
 
 
2.1   INTRODUCTION 
Heat transfer is the energy transport between materials due to a temperature difference. 
There are three modes of heat transfer namely, conduction, convection, and radiation. 
Conduction is the mode of heat transfer in which energy exchange takes place in solids 
or in fluids at rest (i.e., no convective motion resulting from the displacement of the 
macroscopic portion of the medium) from the region of high temperature to the region 
of low temperature. Molecules present in liquids and gases have freedom of motion, and 
by moving from a hot to a cold region, they carry energy with them. The transfer of heat 
from one region to another, due to such macroscopic motion in a liquid or gas, added to 
the energy transfer by conduction within the fluid, is called heat transfer by convection. 
All bodies emit thermal radiation at all temperatures. This is the only mode that does 
not require a material medium for heat transfer to occur. Temperature is a scalar 
quantity that describes the specific internal energy of the substance. The temperature 
distribution within a body is determined as a function of position and time, and then the 
heat flow in the body is computed from the laws relating heat flow to temperature 
gradient [36]. 
 
2.2 THE HEAT FLUX 
It is important to quantify the amount of energy being transferred per unit time and for 
that we require the use of rate equations. 
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For heat conduction, the rate equation is known as Fourier's law [31], which is 
expressed for a homogeneous, isotropic solid (i.e., material on which thermal 
conductivity is independent of direction) as 
                           ( , ) ( , )q r t k T r t           (2.1)                          
where ( , )T r t   is the temperature gradient vector normal to the surface ( / )C m , the 
heat flux vector ( , )q r t   represents heat flow per unit time per unit area of the isothermal 
surface in the direction of decreasing temperature 2( / )W m , and k is the thermal 
conductivity of the material which is a positive scalar quantity ( / )W m C . The 
thermal conductivity k of the material is an important property which controls the rate 
of heat flow in the medium. There is a wide variation in the thermal conductivities of 
various materials. The highest value is given by pure metals and the lowest value by 
gases and vapors; the insulating materials and inorganic liquids have thermal 
conductivities that lie in between. Thermal conductivity also varies with temperature. 
For most pure metals, it decreases with increasing temperature whereas for gases it 
increases with increasing temperature. For most insulating materials, it increases with 
the increase of temperature.  
In rectangular coordinate system ( , , )x y z , equation (2.1) is written as  
                             ˆ ˆ ˆ( , , , ) T T Tq x y z t k k k
x y z
       i j k
    (2.2) 
where ˆ,i ˆ,j  and kˆ  are the unit direction vectors along the ,x ,y and z directions, 
respectively.  
 
2.3   THE DIFFERENTIAL EQUATION OF HEAT CONDUCTION 
We now derive the differential equation of heat conduction for a stationary, 
homogeneous, isotropic solid with heat generation within the body. Heat generation 
may be due to nuclear, electrical, chemical,  -ray, or other sources that may be a 
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nˆ
q
A
V
dV
function of time and/or position. The heat generation rate in the medium is denoted by 
the symbol ( , )g r t

, and is given in the units 3/W m  [31]. 
We consider the energy balance equation for a small control volume ,V  illustrated in 
Figure 2.1, stated as  
Rateof heat entering through rateof energy rateof storage
the boundingsurfacesof generation in of energyinV V V
                                     (2.3) 
 
 
 
 
 
Figure 2.1. Nomenclature for the derivation of heat conduction equation 
The various terms in this equation are evaluated as follows 
Rateof heat entering through
ˆ
the boundingsurfaces of
         
  
A V
q dA q dV
V
n        (2.4)  
where A is the surface area of the volume element ,V nˆ  is the outward drawn normal 
unit vector to the surface element dA , q is the heat flux vector at dA ; here, the minus 
sign is included to ensure that the heat flow is into the volume element .V  
Rateof energy generation in ( , )  
V
V g r t dV       (2.5) 
                       ( , )Rateof energy storage in  

p
V
T r tV C dV
t
                     (2.6) 
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where ( , )T r t   the temperature gradient vector normal to the isothermal surface,   is 
the density, and pC  is the specific heat. 
The substitution of equations (2.4), (2.5), and (2.6) into equation (2.3) yields 
( , )( , ) ( , ) 0      
    p
V
T r tq r t g r t C dV
t
              (2.7) 
Equation (2.7) is derived for an arbitrary small volume element V within the solid; 
hence the volume V may be chosen so small as to remove the integral. We obtain 
  ( , )( , ) ( , ) p
T r tq r t g r t C
t
    
         (2.8) 
Substituting equation (2.1) into equation (2.8) yields 
  ( , )( , ) ( , ) p
T r tk T r t g r t C
t
       
         (2.9) 
 
When the thermal conductivity is assumed to be constant (i.e., independent of position 
and temperature), equation (2.9) simplifies to  
                           2 1 1 ( , )( , ) ( , ) T r tT r t g r t
k t
   
                    (2.10)                        
where  
                           
p
k
C
           is the thermal diffusivity                          (2.11)   
 
Here, the thermal diffusivity  is a property of the medium and has dimensions 
of 2 /length time , which may be given in the units 2 /m hr  or 2 / secm . The physical 
significance of thermal diffusivity is associated with the speed of propagation of heat 
into the solid during changes of temperature with time. The higher the thermal 
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diffusivity, the faster is the propagation of heat in the medium. The larger the thermal 
diffusivity, the shorter is the time required for the applied heat to penetrate into the 
depth of the solid.   
For a medium with constant ,k  and no heat generation, equation (2.11) become 
2 1 ( , )( , ) T r tT r t
t
  
       (2.12) 
The steady- state version of equation (2.12) is 
  2 ( , ) 0T r t          (2.13) 
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CHAPTER 3 
 
 
COORDINATE SYSTEMS 
 
 
3.1   INTRODUCTION 
A Cartesian coordinate system offers the unique advantage that all three unit vectors, 
ˆ,i ˆ,j  and ˆ ,k  are constants. Unfortunately, not all physical problems are well adapted to 
solution in Cartesian coordinates. Several problems are more readily solvable in other 
coordinates than if they were described in the Cartesian system. Generally, a coordinate 
system should be chosen to fit the problem under consideration in terms of symmetry 
and constraints. In this study, we describe and use the naturally-fit bispherical 
coordinates system.   
 
 
3.2   ORTHOGONAL CURVILINEAR COORDINATES 
 
In Cartesian coordinates we deal with three mutually perpendicular families of planes: 
x  constant, y   constant, and z   constant. We superimpose on this system three 
other families of surfaces. The surfaces of any one family need not be parallel to each 
other and they need not be planes. Any point is described as the intersection of three 
planes in Cartesian coordinates or as the intersection of the three surfaces which form 
curvilinear coordinates. Describing curvilinear coordinates surfaces by 1 1u c , 2 2u c , 
3 3u c  where 1 2, ,c c and 3c  are constants, we identify a point by three 
numbers  1 2 3, ,u u u , called the curvilinear coordinates of the point. 
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Let the functional relationship between curvilinear coordinates  1 2 3, ,u u u  and the 
Cartesian coordinates  , ,x y z be given as [32] 
                           
 
 
 
1 2 3
1 2 3
1 2 3
 ,  ,   
 ,  ,     
 ,  ,          
x x u u u
y y u u u
z z u u u



        (3.1) 
which can be inverted as 
                           
1 1
2 2
3 3
( , , )
( , , )
( , , )
u u x y z
u u x y z
u u x y z



               (3.2) 
Through any point P in the domain, having curvilinear coordinates 1 2 3( , , )c c c , there 
will pass three isotimic surfaces (a surface in space on which the value of a given 
quantity is everywhere equal; isotimic surfaces are the common reference surfaces for 
synoptic charts, principally constant-pressure surfaces and constant-height surfaces) 
1 1( , , )u x y z c , 2 2( , , )u x y z c , 3 3( , , )u x y z c . As illustrated in Figure 3.1, these 
surfaces intersect in pairs to give three curves passing through ,P along each of which 
only one coordinate varies; these are the coordinate's curves. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.1. A curvilinear Coordinate System 1 2 3( , , )u u u  
ˆ3e
ˆ2e
1 1u c
3 3u c
2 2u c
ˆ1e
P
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The normal to the surface i iu c is the gradient 
                            ˆ ˆ ˆi i ii
u u uu
x y z
       i j k

       (3.3) 
The tangent to the coordinate curve for iu is the vector  
                           ˆ ˆ ˆ
i i i i
r x y z
u u u u
        i j k

        (3.4) 
 
 We say that 1 2, ,u u and 3u  are orthogonal curvilinear coordinates, whenever the 
vectors 1 2,u u 
 
and 3u

are mutually orthogonal at every point [32]. Each gradient 
vector iu

is parallel to the tangent vector 
i
r
u



 for the corresponding coordinate curve, 
and any coordinate curve for iu  intersects the isotimic surface  i iu c  at right angles 
when  1 2 3, ,u u u  form orthogonal curvilinear coordinates. To see this, consider a 
coordinate curve for 1u . 
 This curve is the intersection of two surfaces 2 2u c  and 3 3u c . Hence, its 
tangent 
1
r
u



 is perpendicular to both surface normals 2u

 and 3u

. 
 The vector 1u

 is also perpendicular to 2u

 and 3u

. 
  This implies that 
1
r
u



 is parallel to 1u

. 
Since both of 
1
r
u



and 1u

 point in the direction of increasing 1u , they are parallel. It 
follows, that the vectors
1
r
u



,
2
r
u



 and 
3
r
u



 form a right-handed system of mutually 
orthogonal vectors. 
 
Define the right-handed system of mutually orthogonal unit vectors 1 2 3ˆ ˆ ˆ( , , )e e e by 
                          ˆ

 


ii
i
r
u
r
u
e      1, 2,3i          (3.5) 
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We need three functions ih  known as the scale factors to express the vector operations 
in orthogonal curvilinear coordinates. The scale factor ih is defined to be the rate at 
which the arc length increases on the ith coordinate curve, with respect to iu . In other 
words, if is  denotes arc length on the ith coordinate curve measured in the direction of 
increasing iu , then 
                           ii
i
dsh
du
       1, 2,3i          (3.6) 
Since arc length can be expressed as  
                            1 2 3
1 2 3
r r rds d r du du du
u u u
       
  
      (3.7) 
we see that  
                           i
i
rh
u
 

       1, 2,3i          (3.8)                        
Hence, 
                           2 2 2 2( ) ( ) ( )i
i i i
x y zh
u u u
             1, 2,3i       (3.9) 
Combining equations (3.7) and (3.8) shows that the displacement vector can be 
expressed in terms of the scale factors by  
                           1 1 1 2 2 2 3 3 3ˆ ˆ ˆd r h du h du h du  e e e

     (3.10) 
A differential length ( )ds in the rectangular coordinate system( , , )x y z  is given by  
                           2 2 2 2( ) ( ) ( ) ( )ds dx dy dz        (3.11) 
The differentials dx , dy and dz are obtained from equation (3.1) by differentiation 
                           1 2 3
1 2 3
x x xdx du du du
u u u
                     (3.12a) 
                           1 2 3
1 2 3
y y ydy du du du
u u u
                                            (3.12b) 
                           1 2 3
1 2 3
z z zdz du du du
u u u
                     (3.12c) 
Substitute equations (3.12) into equation (3.11), it becomes 
                         2 2 2 2 2 2 21 1 2 2 2 2( ) ( ) ( ) ( )ds d r d r h du h du h du   
     (3.13) 
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In rectangular coordinates system, a differential volume element dV  is given by  
                          dV dxdydz                                                                                    (3.14)   
and the differential areas xdA , ydA  and zdA  cut from the planes x  constant, 
y  constant, and z  constant are given, respectively, by  
                           ,xdA dydz     ,ydA dxdz     zdA dxdy                                    (3.15) 
In orthogonal curvilinear coordinates system, the elementary lengths from equation 
(3.6) are given by 
                           i i ids h du       1, 2,3i                                                                   (3.16) 
Then, an elementary volume element dV  in orthogonal curvilinear coordinates system 
takes the form  
                          1 2 3 1 2 3dV h h h du du du      (3.17) 
The differential areas 1dA , 2dA  and 3dA  cut from the planes 1 1u c , 2 2u c  and 3 3u c   
are given, respectively, by 
                           1 2 3 2 3 2 3dA ds ds h h du du   
                          2 1 3 1 3 1 3dA ds ds h h du du        (3.18) 
                          3 1 2 1 2 1 2dA ds ds h h du du     
The gradient is a vector having the magnitude and direction of the maximum space rate 
of change. Then, for any function 1 2 3( , , )u u u  the component of 1 2 3( , , )u u u

 in the 
1eˆ  direction is given by 
                          1
1 1 1
| d
ds h u
     

      (3.19) 
 
It is the rate of change of   with respect to distance in the 1eˆ  direction. Since 1eˆ , 2eˆ  and 
3eˆ  are mutually orthogonal unit vectors, the gradient becomes 
                          1 2 3 1 2 3
1 2 3
ˆ ˆ ˆ( , , ) d d dgrad u u u
ds ds ds
       e e e  
                                                               1 2 3
1 1 2 2 3 3
1 1 1ˆ ˆ ˆ
h u h u h u
        e e e   (3.20) 
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Let 1 1 2 2 3 3ˆ ˆ ˆF F F F  e e e

 be a vector field, given in terms of the unit vectors 1eˆ , 2eˆ  and 
3eˆ .  Then the divergence of F

, denoted div F

, or  F   is given by [30] 
                          1 2 3
0
F( , , ) lim
F

  


   
dV
d
u u u
dV

     (3.21) 
where dV is the volume of a small region of space and d  is the vector area element 
of this volume. 
We shall compute the total flux of the field F

 out of the small rectangular 
parallelepiped, Figure 3. 2. We, then, divide this flux by the volume of the box and take 
the limit as the dimensions of the box go to zero. This limit is the F  . Note that the 
positive direction has been chosen so that 1 2 3( , , )u u u or 1 2 3ˆ ˆ ˆ( , , )e e e  from a right-handed 
system. 
 
 
 
 
 
 
 
Figure 3. 2. Differential Rectangular Parallelepiped               
The area of the face ab c d  is 2 3 2 3h h du du and the flux normal is 1 1ˆF Fe
 . Then the 
flux outward from the face abcd is 1 2 3 2 3F h h du du . The outward unit normal to the face 
efgh is 1ˆe , so its outward flux is 1 2 3 2 3F h h du du .  Since 1F  , 2h  and 3h  are functions of 
1u  as we move a long the 1u - coordinate curve, the sum of these two is approximately 
1 1h du
1ˆe
2eˆ
3eˆ
a b
cd
fe
h g
3 3h du
2 2h du
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                          1 2 3 1 2 3
1
( )F h h du du du
u
   
                                                                 (3.22) 
Adding in the similar results for the other two pairs of faces; we obtain the net flux 
outward from the parallelepiped as            
                      1 2 3 2 2 3 3 1 2 1 2 3
1 2 3
( ) ( ) ( )F h h F h h F h h du du du
u u u
        
                      (3.23)       
Divide equation (3.23) by the differential volume in equation (3.17). Hence the flux 
output per unit volume is given by    
     1 2 3 2 1 3 3 1 2
1 2 3 1 2 3
1div F F ( ) ( ) ( )F h h F h h F h h
h h h u u u
           
                         (3.24) 
 Using equations (3.20) and (3.24), the Laplacian takes the form, given as 
2 divgrad    
         2 3 1 3 1 2
1 2 3 1 1 1 2 2 2 3 3 3
1 ( ) ( ) ( )h h h h h h
h h h u h u u h u u h u
                                           (3.25) 
By using equation (3.25), equations (2.12) and (2.13) can, respectively, written as  
            2 3 1 3 1 2
1 2 3 1 1 1 2 2 2 3 3 3
1 1( ) ( ) ( )h h h h h hT T T T
h h h u h u u h u u h u t
                 
            (3.26)  
      
2 3 1 3 1 2
1 1 1 2 2 2 3 3 3
( ) ( ) ( ) 0h h h h h hT T T
u h u u h u u h u
                           (3.27) 
 
 
These are, respectively, the transient and steady- states differential equations of heat 
conduction with no heat generation in a general orthogonal curvilinear coordinate 
system.  
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3.3   BISPHERICAL COORDINATE SYSTEM 
 
The Bispherical Coordinates System ( , , )    is a three-dimensional orthogonal 
coordinate system that results from rotating the two dimensional bipolar coordinate 
system about the axis that connects the two foci. The two foci located at (0,0, )a , 
under this rotation, remain as points in the bispherical coordinate system, [30, 33] 
 
The transformation equations of the bispherical coordinates system are  
         sin cos
cosh cos
ax     ,
sin sin
cosh cos
ay      and   
sinh
cosh cos
az                         (3.28) 
The coordinates surfaces are 
 
a)  Surfaces of constant ( )      given by 
2
2 2 2
2( coth ) sinh
ax y z a                                                          (3.29) 
which are non-intersecting spheres with centers at (0,0, coth )a   and radii  
sinh
a
  
that surround the foci, Figure 3.3.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.3. Surfaces of constant  
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Z
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b)  Surfaces of constant (0 )     given by 
           2 2 2 2 2 22 cotx y z a x y a                                                                 (3.30) 
which look like apples when (0 )
2
  , spheres when ( )
2
  , and lemons 
when ( )
2
    , Figure 3. 4. 
 
c) Surfaces of constant (0 2 )     given by  
                           tan y
x
                                                                                         (3.31)      
which are half planes through the z-axis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.4. Surfaces of Constant  
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The bispherical coordinates system put together is sketched in Figure 3.5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.5. Bispherical coordinate system 
 
It can be shown that specifying the radius of each of the two spheres ( 1r  and 2r ) and the 
center-to-center distance ( )H fixes a particular bispherical coordinates system in the 
sense that 1 0    (first sphere), 2 0    (second sphere), and a are uniquely 
determined. 
 
 The radii of the two spheres are given by equation (3.29) as  
                         1
1sinh
ar   and 2 2sinh
ar                                                            (3.32) 
with centers on the z-axis given as 1cotha   and 2cotha  . 
Equation (3.32) can be rewritten as  
1
1
1
sinh a
r
    and 12
2
sinh a
r
       (3.33) 
The distance between the centers of the two spheres, H, is given by 
2 1coth cothH a a         (3.34) 
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By solving the system of equations (3.33) and (3.34) we can write a  as 
 
 1 2 1 2 1 2 1 2
( )( )( )( )
2
H r r H r r H r r H r r
a
H
                                                   (3.35) 
 
                                                                                          
 
 
 
 
 
 
 
 
Figure 3.6.  Distance between the centers of the spheres 
 
The scale factors for the bispherical coordinates system are  
                 1 cosh cos
ah h                                                                       (3.36a) 
                2 cosh cos
ah h                                                                        (3.36b) 
                3
sin
cosh cos
ah h

                                                                       (3.36c) 
Substituting equations of the scale factors (3.36) in equation (3.27), the differential 
equation of steady heat conduction with no heat generation in bispherical coordinates 
system can be written as 
2
2
sin sin 1 0
cosh cos cosh cos sin (cosh cos )
T T T 
           
                        (3.37)       
H
2 
1  1r
2r
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CHAPTER 4 
 
 
PROBLEM OF HEAT CONDUCTION FROM TWO ADJACENT SPHERES 
 
 
4.1 PROBLEM STATEMENT 
 
The problem considered here is that of two isothermal spheres, possibly of different 
diameters and different temperatures, placed in an infinite fluid at some distance from 
each other. The temperature of the first sphere 1( 0)    is maintained at 1T , while 
the temperature of the second sphere 2( 0)    is maintained at 2T . The temperature 
far away from the two spheres is denoted by T ,  Figure 4.1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.1. Problem configuration 
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4.2 ANALYTICAL STEADY-STATE SOLUTION 
Since the problem is axisymmetric in  (independent of ), equation (3.37) reduces to  
sin sin 0
cosh cos cosh cos
T T 
       
                           (4.1) 
Along 0  or   , we expect no variation of temperature with respect to the 
direction  . We may then write 
0
0T
 
   and 0
T
  
  . Far away from the spheres, 
the temperature is T . It is very important to recognize that the far field is represented 
in bispherical coordinates by the single point ( , , ) (0,0, )    . This single point 
represents the "huge sphere" with infinite radius that engulfs the whole domain. From 
this point onwards, we will drop the direction   since the problem is axisymmetric. For 
example, we will refer to the far field as ( , ) (0,0)   with the understanding that we 
actually mean ( , , ) (0,0, )    .The rectangular map of the region for the problem is 
shown in Figure 4.2. 
 
 
 
 
 
 
 
  
 
Figure 4.2. Rectangular region for the problem 
 
It is well established tradition in fluid and thermal sciences to express the governing 
equations in dimensionless forms. The non-dimensional form of the equations helps to 
eliminate several physical constraints such as the use of particular units of 
measurements. We define the dimensionless temperature (U) as 
1


 
T TU
T T
          (4.2) 
0 
0T
 
0T
 
0T
 
(0,0)T T
2T T
1T T  
1 0  
2 0  
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Accordingly, equation (4.1) can be rewritten in terms of the dimensionless temperature 
as 
sin 1sin 0
cosh cos cosh cos
                  
U U            (4.3) 
 
The rectangular map of the region for the problem now looks like Figure 4.3. Note that 
when 1T T , 1,U  and when  2,T T  2 2
1
T TU U
T T


  . 
 
 
 
 
 
 
 
 
 
 
Figure 4.3. Rectangular region for the problem with dimensionless boundary conditions 
 
The reader may wish to try and realize that equation (4.3) is not separable in the 
classical sense. The bispherical coordinate system is R-separation instead, [33]. A 
solution 1 2 3( , , )x x x  of a differential equation in three variables is R-separable if it can 
be written in the form 1 2 3 1 2 3 1 2 3( , , ) ( , , ) ( ) ( ) ( )x x x R x x x A x B x C x   where 
1 2 3( , , )R x x x  contains no factors that are functions of one variable. 1 2 3( , , )R x x x  is 
called the modulation factor because it modifies all factored solutions in the same way, 
[30]. Equation (4.3) admits the separation form [33] 
cosh cos ( ) ( )U X Z             (4.4) 
Equation (4.3) then reduces to  
cos( ) ( ) sin( ) ( ) ( ) 4 ( )
sin( ) ( ) 4 ( )
X X Z Z
X Z
     
  
                                       (4.5) 
In equation (4.5), the left–hand side is a function of the variable  alone, and the right-
hand side is a function of the variable  alone; the only way this equality can hold if 
0 
0 
U

0 
U

0 
U

0U 
2U U
1U  1
0  
2 0  
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both sides are equal to the same constant, says  . Thus, the two separated solutions 
for the functions ( )X  and ( )Z    become  
 
sin( ) ( ) cos( ) ( ) sin( ) ( ) 0X X X                                                                   (4.6) 
1( ) ( ) ( ) 0
4
Z Z                           (4.7) 
Let cosw  . Equation (4.6) can be written as  
2
2
2(1 ) 2 0,
d X dXw w X
dw dw
      1 1,w X   is bounded as 1w  .              (4.8) 
 
We let 
0
i
i
i
X c w


 and plug into equation (4.8). The result is, [35] 
    22 0 1 3 2
2
2 ( 2) 6 [( 2)( 1) ( ) ] 0ii i
i
c c c c w i i c i i c w   

              (4.9) 
So we have 0 1,c c arbitrary and 
2 02
c c                                    (4.10) 
3 1
2
6
c c         (4.11) 
and the recurrence relation is 
2 ,
( 1)
( 1)( 2)i i
i ic c
i i


          2,3,4,.....i      (4.12) 
 
Now, we want solutions that are bounded at 1w   . However, if we look at  
2 ( 1)lim lim 1
( 1)( 2)
i
i i
i
c i i
c i i

 
         (4.13) 
we see that if 0 0,c   we get an infinite series of even powers of ,w which behaves like 
the geometric series 2
0
i
i
w


 . Similarly, 1 0c   gives us a series which behaves like 
2 1
0
i
i
w
 

 . Each of these series diverges at 1w    and is unbounded at 1w  . So the 
only way that we can have a bounded solution is if the series terminates, that is, if it is a 
polynomial. When will this happen? 
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Suppose ( 1)n n   , where n is a positive integer. Then, 
2
( 1) ( 1) 0
( 1)( 2)n n
n n n nc c
n n
          (4.14) 
In this case, we will have 
  2 4 ... 0n nc c    ,                                                                  (4.15)      
i.e., if n is odd, the series of odd powers will be a polynomial; similarly for n even. In 
each case, the other half of the series will still be infinite, the only way to eliminate it 
will be to choose 0 0c  or 1 0c  , respectively.  
Essentially, we have found that the numbers 
             ( 1),n n n     0,1,2,3,4,.....n                                   (4.16)     
are the eigenvalues of the given boundary-value problem (4.8), while the eigenfunctions 
are the corresponding polynomial solutions.  
 
with ( 1)n n   , equation (4.8) becomes  
   
2
2
2(1 ) 2 ( 1) 0
d X dXw w n n X
dw dw
                                         (4.17) 
It is called Legendre's differential equation, and its solution is [30]  
1 2( ) ( )n nX P w Q w        
           1 2(cos ) (cos )n nX P Q                                                              (4.18) 
where ( )nP w  and ( )nQ w  are called Legender functions of degree n, of the first and the 
second kinds, respectively. 
As the nQ  functions have logarithmic singularities at    , for all values of n, we 
must have 2 0  , then 
1 (cos )nX P                                                                                  (4.19) 
 
With ( 1)n n   , equation (4.7) become 
1( ) ( ( 1)) ( ) 0
4
Z n n Z         
21( ) ( ) ( ) 0
4
Z n n Z       
21( ) ( ) ( ) 0
2
Z n Z                                                                       (4.20) 
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and its solution is   
1 1( ) ( )
2 2
3 4( )
n n
Z e e
                                                                  (4.21) 
Using equations (4.19) and (4.21) in equation (4.3) gives the solution of steady-state 
conditions equation (4.3) as 
1 1( ) ( )
2 2
0
cosh cos ( ) (cos )
n n
n n n
n
U A e B e P
      

                                        (4.22) 
 
Applying the top and bottom boundary conditions of Figure 4.3 to equation (4.22), we 
get  
1 1
1 1( ) ( )
2 2
01
1 ( ) (cos )
cosh cos
n n
n n n
n
A e B e P
   
   

                              (4.23) 
and  
2 2
1 1( ) ( )2 2 2
02
( ) (cos )
cosh cos
n n
n n n
n
U A e B e P
   
   

                             (4.24) 
 
From the generating function of Legender polynomials [30] 
1
2 2
0
( , ) (1 2 ) ( ) , 1nn
n
g t x xt t P x t t


                                       (4.25) 
obtain, with t e   and cosx   
1( )
2
0
1 2 (cos )
cosh cos
n
n
n
P e
 
  

                                                     (4.26) 
Comparing equation (4.26) to equations (4.23) and (4.24), we get two equations for the 
constants nA  and nB  
1 1 1
1 1 1( ) ( ) ( )
2 2 22
n n n
n ne A e B e
                                                                    (4.27) 
2 2 2
1 1 1( ) ( ) ( )
2 2 2
22
n n n
n nU e A e B e
                                                             (4.28) 
It follows that 
    
1
1 2
(1 2 )
2
(1 2 ) (1 2 )
2 ( )n
n n n
e UA
e e

 

 
                                                                           (4.29) 
1 2
1 2
(1 2 ) (1 2 )
2
(1 2 ) (1 2 )
2 ( )n n
n n n
e U eB
e e
 
 
 
 
                                                              (4.30) 
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 Substituting equations (4.29) and (4.30) in equation (4.22), the solution can be written 
as 
1 1 2
1 2 1 2
1 1(1 2 ) (1 2 ) (1 2 )( ) ( )
2 22 2
(1 2 ) (1 2 ) (1 2 ) (1 2 )
0
2 ( ) 2 ( )cosh cos ( ) (cos )
n n nn n
nn n n n
n
e U e U eU e e P
e e e e
   
     
     
   

    
 
                                                       (4.31) 
 
Figure 4.4 shows the isotherms of a typical solution (the case 1 21, 3, 5,r r H   and 
2 2U  ). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.4. Isotherms of the case 1 21, 3, 5,r r H   and 2 2.0U   
Isotherms shown are: 2.0, 1.94, 1.88,…, 0.9 
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4.3 RATE OF HEAT TRANSFER  
 
The local rate of heat transferred from any of the two spheres is  
                       
*
1( ) Tq k
h  
  
      
                                                                      (4.32) 
By using 
1
T TU
T T


  ,  
1( ) ( )
k Uq T T
h  
   
           (4.33) 
where k is the thermal conductivity, h  is the scale factor of the coordinate system and 
is given by
cosh cos
ah    , and 
*  may be either 1  or 2 . 
The local Nusselt number ( )uN is defined as 
    
*
1
1
1
2 ( ) 1( ) 2
( )u
r q UN r
k T T h  
  
        
                                  (4.34) 
In equation (4.34), we chose to scale by the diameter of the lower sphere. We fix the 
radius of the lower sphere at a value of unity. Its scaled temperature is also fixed at 
unity. We do not lose generality by fixing such values since the relative sizes of the 
spheres can be controlled by choosing an appropriate size of the top sphere as to obtain 
the desired size relative to the fixed-size lower sphere. By the same argument, given 
two spheres with two different temperatures, we numerate the spheres (rotate the 
coordinates system up-side-down if necessary) appropriately and use equation (4.34) for 
scaling. The case when the two spheres are at the same temperature as the far field 
temperature is trivial. Equation (4.34) with 1 1r   can now be written as 
*
(cosh cos )( ) 2u
UN
a  
   
                          (4.35) 
So for the reasons mentioned above, we will only calculate the heat transfer coefficient 
on the top sphere ( 2 ). By using equation (4.31), the following is an explicit expression 
of the local Nusselt number at the top sphere. 
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2 2
2 2
1 1 1( ) ( )2 2 2 2
2
0
3 1 1( ) ( )
2 2 2
2
0
sinh2( ) (cosh cos ) (cos )
2
1 1(cosh cos ) ( ) ( ) (cos )
2 2
n n
u n n n
n
n n
n n n
n
N A e B e P
a
A n e n B e P
 
 
   
  
   

   

          
          


  
           (4.36)                        
Averaging the Nusselt number over the surface of a sphere gives the average Nusselt 
number, uN , as 
( )u
u
N dA
N
dA





                                                                  (4.37) 
On the top sphere 2( )   
2
2
2
4
sinh
adA A


                                                                  (4.38) 
If we take a patch from the surface area of the top sphere 2( ) , then Figure 4.5 shows 
that the two edges of the patch that meet at the same point can be approximated by the 
vectors r



 and r



. Then, 
         
2
2
2
sin
(cosh cos )
r r adA d d d d      
     
 
             (4.39) 
     
 
 
           
           
           
           
           
           
  
 
 
Figure 4.5. Approximating a patch by a parallelogram 
r




r




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 By using equations (4.36) and (4.39) and integrating over (0 )    , we get  
2 2
2 2
1 1 3( ) ( )
2 2 2
2 20
0
1 1 1( ) ( )
2 2 2
20
0
( )
2 sinh (cosh cos ) (cos )sin
1 14 ( ) ( ) (cosh cos ) (cos )sin
2 2
u
n n
n n n
n
n n
n n n
n
N dA
a A e B e P d
a n A e n B e P d

  
  

      
     
    

    


     
       

 
 
   
                                                                                                                                    (4.40) 
From the Table of Integrals [34], we can find directly that  
2
1 1( )
2 2
20
2 2(cosh cos ) (cos )sin
2 1
n
nP d en
                        (4.41) 
For 3 220 (cosh cos ) sin (cos )nP d
      , we use the substitution cosz  . Then 
13 2 3 2
2 20 1
(cosh cos ) sin (cos ) (cosh ) ( )n nP d z P z dz
                           (4.42) 
We make use of the standard result [34], 
1 1 2 / 2
1
1 (1 ) ( ) ( ) ( 1) ( )
2
i
n nP z z dz e Q
                                                    (4.43) 
where   is the Gamma function, nQ   is the associated Legendre polynomials of the 
second kind. With  1
2
    equation (4.43) yields  
3 1 11 22 4 2 2
1
2( ) ( ) ( 1) ( )3( )
2
i
n nz P z dz e Q

                                            (4.44) 
It is possible to represent associated Legendre functions nQ
 of the second kind in the 
form of a series by expressing them in terms of a Hypergeometric function 2 1( )F   as 
2 12
2 1 2
1
1( 1) ( ) 1 3 12( ) ( 1) ( 1, ; ; )3 2 2 22 ( )
2
i
n
n
n
e n n nQ F n
n
 
 
     
  

         
 
(4.45) 
with 1 2   equation (4.45) yields  
21 1 3
22 4 2
2 11 2
1( ) 5 3 3 12( ) ( 1) ( , ; ; )
2 2 4 2 4 2
i
n
n n
e n nQ w w F n

 
 


                        (4.46) 
Substitute equation (4.46) in equation (4.44), we get 
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3
3 21
2
2 11 21
5 3 3 1( ) ( ) ( , ; ; )
2 2 4 2 4 2
n
n n
n nz P z dz F n 
 

                             (4.47) 
By using the transformation formula  
2 1 2 1
2 1
( ) ( ) 1( , ; ; ) (1 ) ( , ; 1; )
( ) ( ) 1
( ) ( ) 1(1 ) ( , ; 1; )
( ) ( ) 1
F z z F
z
z F
z


           
         


         
         
        (4.48) 
The result (4.48) with 5 3 3, ,
2 4 2 4 2
n n n        and 21z   gives 
5( )
2 4
2 1 2 12 2
2
3( )
2 4
2 12
2
3 1( ) ( )5 3 3 1 1 5 3 3 12 2( , ; ; ) (1 ) ( , ; ; )3 1 12 4 2 4 2 2 4 2 4 2( ) ( ) 1
2 4 2 4
3 1( ) ( )1 3 1 1 12 2(1 ) ( , ; ; )5 3 12 4 2 4 2( ) ( ) 1
2 4 2 4
n
n
nn n n nF n Fn n
n n nFn n
 



 
 
   
      
    
  
   
    
                                                                                                                                    (4.49) 
Using the doubling formula for gamma functions  
2 12 1(2 ) ( ) ( )
2
n
n n n

                                                                                           (4.50) 
and the fact that 
1( )
2
   and 1( ) 2
2
                        (4.51) 
we can write (4.49) as  
3 5( )
2 2 4
2 1 2 12 2
2
1 3( )
2 2 4
2 12
2
5 3 3 1 1 1 5 3 3 1( , ; ; ) 2 ( )(1 ) ( , ; ; )12 4 2 4 2 2 4 2 4 2 4 2 1
1 3 1 1 12 (1 ) ( , ; ; )12 4 2 4 2 1
nn
nn
n n n n nF n F
n nF
 



  
  
        

   

   (4.52) 
The two hypergeometric functions in (4.52) have the following expressions [34] 
1 1
1 2 2
2
2 1
(1 ) (1 )5 3 3( , ; ; ) (1 )
2 4 2 4 2 (1 2 )
n n
nn nF
n
   
 
                            (4.53) 
 
1 1
1 2 2
2
2 1
(1 ) (1 )3 1 1( , ; ; ) (1 )
2 4 2 4 2 2
n n
nn nF   
 
           (4.54) 
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The result (4.52) can be written as 
1( )
2
3( )1 2 4
2
2 1 2 2
2
5 3 3 1 1 1( , ; ; ) 2 1 1
2 4 2 4 2 11
n
n
nn nF n  

 
 
                 
                              (4.55) 
Substituting equation (4.55) in equation (4.47) yields 
 
1( )
2
3( )3 3 2 41 ( )
2 2
21
2
1 1( ) ( ) 2 2 1 1
11
n
n
n
nz P z dz  

 
   

               
                     (4.56) 
 
Equation (4.56) with 2cosh   ( 2 0   ) can be written as  
3 3 3 11 ( ) ( ) ( )22 2 2 4 2
2 21
2
3 3 1( ) ( ) ( )
2 2 2
2 2 2
3 1( ) ( )
2 2
2 2
1( )
2
2 2
2
2
1( ) ( ) 2 2 (cosh ) (1 sech ) (1 )
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2 2 (cosh ) (tanh ) (1 coth )
2 2 (sinh ) (1 coth )
2 2 (sinh cosh )
sinh
2 2
sinh
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n n n
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n
z P z dz
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  
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     
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 
   
 
 
 


2
1( )
2
n  
     (4.57) 
Hence 
2
3 1( )
2 2
20
2
2 2(cosh cos ) (cos )sin
sinh
n
nP d e
      
                                           (4.58) 
 
Using equations (4.41) and (4.58) in equation (4.40), we can write 
 
2 2
2
2
2
2
1 1( ) ( )(1 2 ) 2 2
0
1( )1 2( )(1 2 ) 2
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0
( ) 4 2
1 18 2 ( ) ( )
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 
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    
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   
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

     
       
 
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
          (4.59) 
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The average Nusselt number, uN  can now be written as 
2
2
0
2 2 sinh
u n
n
N A
a
 

         (4.60)  
which can be explicitly rewritten using equation (4.34) as   
1
1 2
(1 2 )2
2 2
(1 2 ) (1 2 )
0
4sinh ( )n
u n n
n
e UN
a e e

 
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 

         (4.61)  
 
 
4.4 VERIFICATION OF THE SOLUTION  
 
As the distance between the two spheres increases, the effect of the existence of one 
sphere on the other becomes negligible. Consider, for example, two spheres having the 
same diameters ( 1 2r r ). Consider further, for simplicity, that the temperature of the top 
sphere is also unity ( 2 1U  ). Then 
                          1 2                                                                                         (4.62) 
 and 
                     
2 2
24
2
H r
a
         (4.63) 
Equations (4.29), (4.30) and (4.31) reduce, respectively, to  
2(1 2 )
2
1n n
A
e 
                                                        (4.64)                        
2(1 2 )
2
1n n
B
e 
                                                                   (4.65) 
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Figure 4.6 shows the isotherms for this case of two spheres of the same size and at the 
same temperature. The temperature gradients are obviously lower between the two 
spheres (  ) than at the two far edges ( 0  ). 
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Figure 4.6. Isotherms for the case 1 2 21, 4, 1.0(0.05)0.3r r H U     
Isotherms shown are: 1.0, 0.95,…, 0.3 
 
 
Expression (4.36) which gives the local rate of heat transfer from the top sphere takes 
the following explicit form 
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
                      (4.67) 
With a careful investigation of the little expression (4.67), we find that as 2   (i.e. 
the two spheres get far away from each other) the only term that contributes to the limit 
is that with 0n  , which is given as 
2
lim ( ) 2uN           (4.68) 
Note that the sphere is hotter than the surrounding medium and the negative sign is due 
to the fact that the direction of increasing   is towards the inside of the top sphere. 
 
Figure 4.7 shows the variation of uN   along the surface ( 2 ) for the case under 
consideration. As H increases, uN  becomes more uniform along the surface.  
 35
As the two spheres get far apart, the existence of one is not felt by the other. It is not 
surprising that one should be able to obtain the same value of uN  if the problem of a 
single sphere was considered in spherical coordinates. The value obtained by analyzing 
the problem of a single sphere in spherical coordinates is 2. [20] 
 
The expression for the average Nusselt number (4.61), in turn, gives 
2
2 2
(1 2 )2
2
(1 2 ) (1 2 )
0
4sinh ( 1)n
u n n
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a e e
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 
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
       (4.69) 
Figure 4.8 shows the variation of uN   along the surface ( 2 ) for the case under 
consideration. One can also find out that as 2  , the only term that contributes to 
the limit value is that with 0n  , which is given as 
 
2
lim 2uN           (4.70) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.7.  Variation of uN   along the surface ( 2 ) for the case 1 2 1r r   and 2 1U   
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Figure 4.8.  Variation of uN   along the surface ( 2 ) for the case 1 2 1r r   and 2 1U   
 
 
4.5 TRUNCATION ERROR 
 
We use equation (4.66) to estimate the error that results from considering only the first 
few terms (say N) to calculate the sum of the series solution. Due to symmetry, we 
consider the semi-infinite space 0  . We can write 
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as Legendre polynomials are bounded by 1, and 
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   since 2  . 
 
Since /22(cosh cos ) 4cosh 2( ) 4 2e e e e            , we can write 
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Since the sum 
1
2 n
n N
e 
 
 
  is a geometric series and has the indicated value in (4.72). 
Thus, the error decays exponentially. The results presented in this research are obtained 
using 50N  .   
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CHAPTER 5 
 
 
EFFECT OF DIFFERENT  PARAMETERS ON THE HEAT CONDUCTION 
PROCESS 
 
 
5.1   INTRODUCTION 
We consider here some cases as to understand how the heat transfer coefficient changes 
with the sizes of the spheres, their temperatures, and the gap between them. All values 
of Nusselt number refer to the top sphere. 
 
5.2 EFFECT OF TEMERATURE RATIO  
 
Consider the case when we fix the radius of the two spheres and gap size (  ). The gap 
  is the distance from the surface of one sphere to the surface of the other along the 
center-to-center line. Figure 5.1 shows the variation of uN  along the surface of the top 
sphere for different values of 2U  ( 1 1U  ). In this situation the increase in 2U  decreases 
the local Nusselt number, uN , around of the sphere.  
 
 Because of the direction of increasing   in the bispherical coordinates (towards the 
inside of the top sphere), positive uN  means that there is a transfer of heat to the sphere 
while negative values indicate that heat is transferred from the sphere to the 
surroundings. As expected, large thermal gradients exist in the region between the two 
spheres (near   ) when the temperature  difference is large as compared to the other 
regions. Negative values of 2U  ( 1( ) / ( )U T T T T    ) indicate that the top sphere is 
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at temperature lower than the far field while the temperature of the lower sphere is at 
higher temperature than the far field or visa versa. 
 
Figure 5.2 shows the average Nusselt number for the cases under consideration. The 
relation between uN  and 2U  is linear as can be seen in equation (4.61), the curves of 
averaged Nusselt number uN  are straight lines with negative slope.  
 
The isotherms for some cases are shown in Figures 5.3-5.5. Notice that in Figure 5.3 
when 2 0.5U  , heat is transferred to the sphere through some part of the surface while 
heat is transferred from the sphere to the surroundings through the remaining part of the 
surface. In other cases, heat is completely transferred from the sphere to the 
surroundings ( 2 3U  ) or transferred from the surroundings to the sphere ( 2 3U   ). 
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Figure 5.1.  Variation of uN along the surface ( 2 )for the case 1 1r  , 3,  and 1 1U  , 
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Figure 5.2.  Variation of uN  for the case 1 1, 3,r     
                                   2 2 2
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Figure 5.3. Isotherms for the case 1 1,r  2 4,r  and 8H   
2( ) 3.0,a U   2( ) 1.0,b U    2( ) 0.0,c U  2( ) 0.5,d U  2( ) 3.0e U   
Isotherms shown are:    a  3.0,  2.73, ,  0.78 b  1.0,  0.9, ,  0.4        
     c  0.0,  0.009, ,  0.34 d  0.5,  0.1, ,  0.25 e  3.0,  2.9, ,  0.9    
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Figure 5.4. Isotherms for the case 1 21, 1, 5r r H   . 
2 2 2( ) 3.0, ( ) 1.0, ( ) 0.0,a U b U c U     2 2( ) 1.0, ( ) 3.0d U e U   
Isotherms shown are:    a  3.0,  2.9, ,  1.0 b  1.0,  0.3, ,  0.94        
     c  0.0,  0.05, ,  1.0 d  1.0,  0.7, ,  0.24 e  3.0,  2.4, ,  0.36    
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Figure 5.5. Isotherms for the case 1 2
11, , 4.25
4
  r r H . 
2 2 2 2 2( ) 3.0, ( ) 2.0, ( ) 0.0,( ) 2,( ) 3.0a U b U c U d U e U        
Isotherms shown are:    a  3.0,  2.94, ,  0.06 b  2.0,  1.95, ,  0.05        
     c  0.0,  0.02, ,  0.1 d  2.0,  1.73, ,  0.33 e  3.0,  2.76, ,  0.03    
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5.3  EFFECT OF CENTER-TO-CENTER DISTANCE  
 
Consider the case when the temperatures of the two spheres are unchanged and the radii 
of the two spheres are constants. Figure 5.6 shows the variation of uN  along the surface 
of the top sphere for different values of H . In this case the value of uN  at the top of 
the top sphere ( 0)   will be almost constant over a considerable area. On the bottom 
of the top sphere ( )  , however, the increase in space between the two spheres 
decreases the local Nusselt number uN  values. On the other hand, as the two spheres 
are separated by a sufficiently large distance, each sphere behaves like an isolated one. 
 
Figure 5.7 confirms the fact that the heat transfer coefficient approaches a constant 
value as the two spheres get far away from each other as expected. The figure shows the 
variation of the averaged Nusselt number with the center-to-center distance for the cases 
under consideration. As the distance increases, the existence of one sphere does not 
affect the other and the averaged Nusselt number approaches a constant value. The 
approached value is determined by the fact that we used the diameter of the bottom 
sphere and the temperature difference between the bottom sphere and the far field for 
scaling the heat transfer coefficient (Nusselt number). It is interesting to observe how 
uN  changes sign as the distance between the two spheres increases. When the distance 
is small, the temperature of the bottom sphere is higher and heat is transferred to the top 
sphere ( 0uN  ). As the distance increases, the top sphere gets free of the influence of 
the bottom sphere. Since the temperature of the top sphere is still higher than the far 
field, heat is transferred from the top sphere to the surroundings ( 0uN  ). Figures 5.8-
5.10 shows some isotherms of this case. 
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Figure 5.6.  Variation of uN along the surface ( 2 )for the case 1 21, 1r U    
                                    2 2 2
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Figure 5.7. Variation of uN  for the case 1 21, 1r U    
                                    2 2 2
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Figure 5.8. Isotherms for the case 1 2 21, 3, 1r r U   .   
( ) 4.5, ( ) 7, ( ) 10, ( ) 12.a H b H c H d H     
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Figure 5.9. Isotherms for the case 1 2 21, 1, 1r r U   .   
( ) 2.5, ( ) 4, ( ) 15, ( ) 20.a H b H c H d H     
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Figure 5.10. Isotherms for the case 131 2 21, , 1r r U   . 
( ) 2, ( ) 5, ( ) 10, ( ) 20.a H b H c H d H     
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5.4 EFFECT OF RADII RATIO  
 
Consider the case when the temperatures of the two spheres and the gap size are 
unchanged. Figure 5.11 shows the variation of uN  along the surface of the top sphere 
for different values of 2r . In this situation, the increase in radius of the top sphere 2r  
increases the local Nusselt number uN  values . 
 
Figure 5.12 shows the averaged Nusselt number variation with the radius of the top 
sphere for the cases under consideration. As the diameter of the top sphere becomes 
large, the impact of the gap on the heat transfer rate subsides. This is expected as the 
gap size relative to the size of the sphere becomes small. Figure 5.13 shows some 
isotherms of the case 1 21, 2, 1r U   . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.11.  Variation of uN along the surface ( 2 ) for the case 1 21, 2, 1r U     
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Figure 5.12. Variation of uN  with 2r  for the case 1 1r  , and 2 1U   
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Figure 5.13. Isotherms for the case 1 21, 2, 1r U   . 
2 2 2 2( ) 0.1, ( ) 0.5, ( ) 2, ( ) 4.a r b r c r d r     
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CHAPTER 6 
 
 
CONCLUSION AND RECOMMENDATIONS 
 
 
 
An exact solution is obtained for the problem of heat conduction from two isothermal 
spheres, possibly of different diameters and different temperatures, placed at some 
distance from each other in a fluid of infinite extent. The unconventional bispherical 
coordinates system was used to solve the problem. The solution is based on a Legendre 
series approximation.  The truncation error of this series solution was found to decay 
exponentially. The explicit expressions of the local and average Nusselt numbers are 
given respectively by equations (4.36) and (4.61). The results of the present study are 
verified by comparing the value of the rate of heat transfer in the case when the distance 
between the two spheres becomes very large to the value obtained by analyzing the 
problem of heat transfer from a single sphere using spherical coordinates. A parametric 
study was carried out for the effects of the axis ratio of the two spheres, the temperature 
ratio, and the center-to-center distance on the heat transfer process.  
 
In this study, only isothermal spheres have been considered. A future research may 
consider constant heat flux or transient heat transfer especially when one sphere is fixed 
while the other is moving.  This may have practical applications such as that of a 
moving heat source. 
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