Introduction

25
Wave activity is a measure of the amplitude of the difference between any flow and a 26 suitable background flow. It is defined to be second order in disturbance quantities so that it 27 represents an amplitude and it is also globally conserved for adiabatic and frictionless flows.
28
Wave activity is the basis of most wave-mean flow interaction theory (Bühler, 2009 ) and has 29 led to important concepts such as the non-acceleration theorem of Charney and Stern (1961) , 30 expressing the inability of steady, conservative waves to alter the zonal mean zonal flow, and 31 its many generalisations subsequently (Andrews et al., 1987) . Wave activity theorems are 32 also central to the theory of wave instability on shear flows (Bretherton, 1966b) . ing Generalised Lagrangian Mean theory, first obtained by Andrews and McIntyre (1978) , 45 has an exact wave activity conservation law but becomes problematic as material surfaces 
where (F (λ) , F (φ) , F (θ) ) are the components of wave activity flux in isentropic spherical co-78 ordinates (λ is longitude, φ is latitude, θ is potential temperature and a is Earth's radius). that is at least second order and globally conserved.
92
The definition of the background state is vital to the existence of a wave activity con- PV gradient is positive and negative wave activity where the PV gradient is negative. In 103 the case of baroclinic instability, the negative wave activity is associated with potential tem-104 perature perturbations along the lower boundary. Bretherton (1966a) an eigen value decomposition of the data using pseudomomentum as a norm of disturbances.
117
His initial work applied a shallow water form of wave activity to PV data on the 315K sphere rotating at rate Ω is:
Following McIntyre and Shepherd (1987) and Haynes (1988) , the pseudo-(angular)momentum 153 density is defined by:
C(q, θ) is called a Casimir density and is a function of PV and potential temperature alone.
155
Ertel PV under the hydrostatic approximation is given by q = ζ/r where r is the pseudo-156 density in isentropic coordinates and ζ is the vertical component of absolute vorticity eval-157 uated taking derivatives of velocity components along isentropic surfaces. The notation
158
C o means C(q o , θ) where q o (φ, θ, t) denotes the background state PV and the perturbation 159 q e = q − q o is defined as the difference between the full PV and the background state at a 160 point on a given isentropic surface 1 . Since Z and C are globally conserved, so is P and it 161 must obey a conservation law where A is replaced by P in (1). The aim is to choose C so 162 that P is second order in disturbance quantities.
163
Taylor expansion of the Casimir density can be written: 
where the identity rq e = ζ e − r e q o has been used. Expressing ζ e = (1/a cos φ)∂v e /∂λ − 169 1 Note that P is positive where the meridional PV gradient is positive -see (22). Haynes (1988) and Magnusdottir and Haynes (1996) used the opposite sign for P .
(1/a cos φ)∂(u e cos φ)/∂φ and rearranging gives:
The top line is second order (or higher) and the next line is expressed as a horizontal 171 divergence. Therefore in order to make the global integral of P a second order quantity the 172 terms in the last line must be zero, giving two relations defining the Casimir density:
Integration of the first equality gives:
where M(Q, θ) is the integral of mass across an isentropic layer 
which can be verified using integration by parts. Thuburn and Lagneau (1999) simplified 189 this expression by performing the integration over PV values analytically:
where the first step uses (9), the second step changes integration variable to η = q o +q and 191 the last step uses the result:
relating the variation of mass and circulation with PV value along isentropic surfaces. can then be written:
The first line is the "interior pseudomomentum" split into a "Rossby wave term" (related
213
to displacing PV contours) and a "gravity wave term" (which is typically much smaller on 214 baroclinic eddy scales). The second line comes from Gauss' theorem applied to the flux 215 divergence term in (6) and noting that v e integrates to zero around a latitude circle. It 216 will be denoted P b for boundary integral. The third line will be denoted P d for within the 217 domain of intersection and the fourth line P e for exterior to the intersection domain.
218
P b and P d are evaluated using (9) and the values of the mass integrals obtained from the 219 disturbed 3-D state. In order to evaluate the P e term, (8) is used to express Casimir density 220 in terms of mass and circulation integrals:
where Stokes' theorem was used to relate the angular momentum around the zonally sym-222 metric contour q o = Q to the circulation integral, C(Q, θ).
223
c. Pseudomomentum in the small amplitude limit
224
In the limit of small perturbation amplitude, the expression for pseudomomentum density
225
(15) can be simplified. This is especially important for the boundary terms because as the Firstly, consider the "Rossby wave term" −rC 2 . In (12) we can assume that the second 231 derivative of C is constant across the range of the perturbation so that integration over PV 232 values gives: state (φ be = φ b − φ bo < 0). Furthermore, the derivative can be written:
using (7) for the last step. This can be substituted into the integral P b where φ be > 0.
244
The final integrals are the exterior terms,
isentropic shell lies south of the background shell so that φ be < 0. Using (2), (4), (8) and
246
(18), then dropping second order terms in the integrand, the first P e term becomes:
the perturbed isentropic shell lies north of the background shell so 248 that φ be > 0. The second P e term becomes:
Note that the φ 2 be and u e φ be terms from P e and P b appear in both domains where φ be > 0 250 and φ be < 0 and can therefore be integrated globally. It is useful to write all boundary terms 251 as delta-function contributions to the global integral:
where the integral over θ values along the boundary was transformed to an integral over 253 latitude using dθ = − ∂θ/∂φ| b dφ and then the delta-function δ(θ − θ bo ) was introduced 254 to pick out the boundary from a 3-D integral re-introducing θ as the vertical coordinate.
255
Gathering all terms, the expression for the pseudomomentum density of small amplitude 256 waves is:
Note that the interior terms were first derived for the primitive equations for small 258 amplitude disturbances by Andrews (1983b) . Equivalent boundary terms were derived by 259 Magnusdottir and Haynes (1996) and presented in this form by Methven et al. (2005a) .
260
Often the assumption of PV conservation is used to relate small amplitude meridional air 261 parcel displacements along isentropic surfaces, η, to PV anomalies using η = −q e /q oy . In Following Haynes (1988) , the pseudoenergy density can be defined by:
where specific energy is defined as:
and h is the specific enthalpy. As before, the Casimir density (written B to distinguish it 268 from the Casimir C used for pseudomomentum) can be expanded in terms of PV pertur-
269
bations following (4) and similarly the enthalpy function can be expanded in the pressure 270 perturbation defined with reference to a given isentropic surface:
Writing (23) in terms of background state and perturbation quantities and using rq e = 272 ζ e − r e q o and r e = −(1/g)∂p e /∂θ obtains:
The first order r o (u o u e + v o v e ) and ζ e terms can be transformed into a horizontal flux 274 divergence as for pseudomomentum. The final first order p e term requires more attention.
275
For the particular case of an ideal gas:
where c p is the specific heat capacity, R is the specific gas constant, κ = R/c p = 2/7 and p oo 277 is a constant reference pressure. The enthalpy derivatives can then be evaluated explicitly:
Using the definition of pseudodensity, r o = ρ o ∂z o /∂θ, and the ideal gas law, p = ρRT , 279 yields:
Manipulating the above expressions gives the result:
The top line contains four second order terms: perturbation kinetic energy, a "Rossby wave term" (rB 2 involving PV contour displacements), available potential energy (APE) 283 and a "gravity wave term" involving correlations between perturbation density and velocity.
284
The second and third lines are expressed as a flux divergence. However, the last two lines 285 are first order and must be eliminated by defining the energy-Casimir using the relations: 
The last line involves integration of E + B over the portions of the 3D or background terms from atmospheric analyses has found that the two integrals typically are large with a 296 high degree of cancellation in their sum (H e ). In Section 3c it will be shown that together 297 they reduce to a second order boundary term in the small amplitude limit. to zero around a latitude circle.
303
The top line is the interior pseudoenergy which can be partitioned into kinetic energy 
The energy-Casimir density is found by integrating (31) with respect to PV along isentropic 314 surfaces using the boundary condition 
where the last step uses (28). In the absence of background state orography, Ψ b = 0 from 321 (34) and for small amplitude perturbations:
Following the same technique as for the pseudomomentum boundary terms (19) and (20) interior (H w ) and on the boundary are equal to the Rossby wave terms in pseudomomentum 328 density multiplied by −u o / cos φ (i.e., the zonal angular velocity of the background state). article where the properties of the background state will be explored.
374
The most important aspects for this article are that the MLM state is a zonally symmetric 375 solution of the primitive equations which would be steady if PV and θ were materially 376 conserved (i.e., the flow were adiabatic and frictionless). It is a suitable state to partition 377 perturbations from the full flow (i.e., q e = q−q o ) that will obey the wave activity conservation 378 laws derived here, even at large amplitude. PV contours (unless they break and dissipate). The implication of the small magnitude of 387 P g relative to all other terms is that Rossby wave activity dominates.
388
The interior pseudomomentum has been partitioned into three. However, it is also clear that there is much more interior pseudomomentum in the P trop some extent the dominance of interior pseudomomentum.
432
Planetary wave activity, including stationary waves, also make a large contribution since 433 the background used to partition disturbances from the full atmospheric state is defined as 
441
In the pseudoenergy time series, the interior PV displacement term, H w , and "gravity 
446
It is also clear that H w has a larger fractional variation than P trop .
447
The interior (domainD) disturbance kinetic energy and available potential energy are it is also clear that this disturbance occurred on a backdrop of much greater wave activity 485 throughout the hemisphere. As mentioned earlier, it is possible that a large portion of the 486 other wave activity is associated with stationary waves.
487
The relationship between pseudoenergy and zonal pseudomomentum contains informa- their analysis neglected the effects of boundary wave activity.
511
Here, boundary terms will be included. Since the boundary pseudomomentum is neg-512 ative, it is important to note that the total pseudomomentum is always positive due to the dominance of the interior tropospheric term. The relevance of c = −H/P to observed 514 wave behaviour around the mid-latitudes will be investigated, where H and P are the total 515 pseudoenergy and pseudomomentum. Figure 3a shows the speed c evaluated throughout obtained previously by Magnusdottir and Haynes (1996) or boundary wave activity as presented here.
571
It was shown using ERA-Interim atmospheric data that the "coherent propagation speed" the pseudomomentum is much less variable than the pseudoenergy. However, in these two 580 westward periods P e was stronger (more negative) and P w was slightly weaker (less positive).
581
This indicates a stronger disturbance in potential temperature in the lower troposphere and 582 slightly less activity at tropopause level.
583
These results differ markedly from Brunet (1994) to the "westward propagation phases".
605
In the extended winter studied, the month-long stationary period and the periods of • day −1 , the stationary phase and +20
• day −1 .
