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Ergodic quasi-invariant measures on topologically
mixing subshifts are isomorphic to Bernoulli shifts
Doureid Hamdan
Abstract
We prove that a shift ergodic measure on a topologically mixing sub-shift is isomorphic to a
Bernoulli shift whenever it is quasi invariant under permutations of finite number of coordinates. We
prove also that Gibbs measures on topologically mixing subshift of finite type are quasi invariant.
1 Introduction, Notation
Usually a sequence (Xn)n∈Z of random variables is said exchangeable if the law Pσ of the
process (Xσ(n))n∈Z is equal the law P of the process (Xn)n∈Z, for every permutation σ of the
set Z of integers, which leaves fixed all but a finite number of integers. Naturally, (Xn)n∈Z
will then be said quasi exhangeable if Pσ is equivalent to P , for any such σ.
In [6] Hewitt and Savage enlarge the category of the state space and obtain a generalization
of De Finetti’s Theorem which says that an an exchangeable sequence of random variables is
a mixture of i.i.d. sequences. We note that exchangeability implies stationarity. In [5] it is
proved that, if the dynamical system generated by a stationary quasi exchangeable process
is ergodic, then it is isomorphic to a Bernoulli process, and in the particular case where
the family of all Radon-Nikodym derivatives is uniformly integrable, then the process is
exchangeabe. Also an application of one result from [5] yields that the translation invariant
determinantal processes considered in [2] are isomorphic to Bernoulli processes.
In this paper we shall consider only finite state space stationary processes (Xn)n∈Z whose
underlying dynamical system is a topologically mixing subshift. We prove that they are
isomorphic to Bernoulli shifts, whenever they are quasi exchangeable and ergodic, a result
which generalizes Theorem 1 of [5].
Keywords: Ergodic processes, quasi exchangeable sequence, Subshift of finite type, Gibbs measure,
translation-invariant determinantal process, Bernoulli system, De Finetti’s Theorem..
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First we establish the terminology and notation which will be needed later.
We suppose that, for every n ∈ Z, Xn is the n
th coordinate on the product space Ω := KZ,
where K is the finite state space, and also that the law P is concentrated on a subshift in Ω.
Then
F := the sigma algebra of all subsets of K,
Ω := KZ, is endowed with the product sigma algebra E := F⊗Z, and
Xn(ω) = ωn, for all integer n ∈ Z and all ω ∈ Ω.
The shift transformation is denoted S : (Sω)n = ωn+1, n ∈ Z, ω ∈ Ω.
Let G be the group of all permutations of Z and H ⊂ G, be the subgroup of all permutations
with finite support:
σ ∈ H ⇐⇒ σ ∈ G, and ∃N, σ(n) = n, ∀n, | n |≥ N.
For any τ ∈ G, let the transformation Tτ : Ω→ Ω, be defined for all ω ∈ Ω, by
(Tτ (ω))n = ωτ(n), ∀n ∈ Z. (1)
Then Tτ is E-measurable, and, whenK is a topological space, Tτ is continuous for the product
topology on Ω. Also for all σ and τ in H ,
Tτ◦σ = Tσ ◦ Tτ , (2)
from which follows that
T−1σ = Tσ−1 . (3)
Recall that then the quasi exchangeability of the sequence (Xn)n∈Z is equivalent to the fol-
lowing
Definition 1
We say that a sequence (Xn)n∈Z of random variables, with law µ, is quasi exchangeable if
µ ◦ T−1σ is equivalent to µ, for all permutation σ ∈ H.
In this case we denote the Radon-Nikodym derivative of µ ◦T−1σ with respect to µ, by φσ
φσ :=
dµ ◦ T−1σ
dµ
. (4)
Before setting the precise statement, we establish some more notation.
We endow Ω with the product topology of the discrete topologies on K. Let Σ be a closed
shift-invariant subset of Ω. We assume that ∀j ∈ K, there exists x ∈ Σ such that x0 = j.
We assume also that the system (Σ, S) is topologically mixing, which means that for non
empty open sets U, V of Σ, there is an N such that U ∩ SmV 6= ∅, for all m ≥ N .
We shall also use the following notations.
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If L and s are integers with L ≥ 0 and s ≥ 1, and if A−L, ..., As are measurable subsets of
K, we set
Π(A−L, ..., A0) := {ω ∈ Σ : ω−L ∈ A−L, ..., ω0 ∈ A0} (5)
F (A1, ..., As) := {ω ∈ Σ : ω1 ∈ A1, ..., ωs ∈ As}, (6)
and for all I ⊂ Z,
AI := the smallest algebra containing the sets {ω ∈ Σ : ωj ∈ A}, j ∈ I, A ∈ F ,
and BI := the sigma algebra generated by AI .
In the following particular cases:
I = {n ∈ Z : n ≤ 0} AI is denoted A≤0
I = {n ∈ Z : n ≥ p} AI is denoted A≥p
I = Z AI is denoted A.
The same notation will be used for BI , in particular BZ = B.
Also, the smallest sigma-algebra which contains two sigma-algebras F1 and F2 is denoted by
F1 ∨F2, and the smallest one containing a family {Fj : j ∈ J}, of sigma-algebras is denoted∨
j∈J Fj.
For any σ ∈ H , let us consider the subset
Γσ := Σ ∩ T
−1
σ Σ. (7)
Then Γσ is a clopen set in Σ and the following implication holds
σ is an involution ⇒ TσΓσ = Γσ = T
−1
σ Γσ.
Let
H+ := {σ ∈ H : σ is an involution, Γσ 6= ∅}, (8)
and, for every a ∈ K,
L(a) = {j ∈ K : {x ∈ Σ : x0 = j, x1 = a} 6= ∅}
and R(a) = {j ∈ K : {x ∈ Σ : x0 = a, x1 = j} 6= ∅}}. (9)
[ so that j ∈ L(a) ⇐⇒ a ∈ R(j)].
Let
Q := {(a, b) ∈ K ×K : a ∈ L(b)}
Let us also use the notation
(xj ∈ Aj , j ∈ J) := {x ∈ Σ : xj ∈ Aj , j ∈ J}, J ⊂ Z, (10)
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where, for every j, Aj is a subset of K, and in particular, we set
Ck(a, b, c, d) := (x0 = a, x1 = b, xk = c, xk+1 = d) (11)
Dk(a, b, c, d) := (x0 ∈ Lb, x1 ∈ Ra, xk ∈ Ld, xk+1 ∈ Rc) (12)
so that, with
A = A(a, b) := (x0 = a, x1 = b), A˜(a, b) := (x0 ∈ Lb, x1 ∈ Ra) (13)
B = A(c, d) := (x0 = c, x1 = d), B˜ := (x0 ∈ Ld, x1 ∈ Rc). (14)
it is clear that for (a, b), (c, d) ∈ Q, we have the inclusions
A(a, b) ⊂ A˜(a, b), (15)
and also the following equalities
Ck = Ck(a, b, c, d) = A ∩ S
−kB, Dk = Dk(a, b, c, d) = A˜ ∩ S
−kB˜. (16)
Hence
Ck(a, b, c, d) ⊂ Dk(a, b, c, d). (17)
By topological mixing and because Q is finite, there exists k0 such that
Ck(a, b, c, d) 6= ∅, ∀k ≥ k0, ∀(a, b), (c, d) ∈ Q. (18)
Hence, also, there exists P0(k) such that
Ck(a, b, c, d) ∩ S
−PDk(a, b, c, d) 6= ∅, ∀k ≥ k0, ∀(a, b), (c, d) ∈ Q, ∀P ≥ P0(k). (19)
For all natural numbers k and P, such that 1 ≤ k < P, let us consider the permutation
( involution) σ := σP,k ∈ H which translates the ”interval” I := N ∩ [1, ..., k] by P ,
translates the ”interval” P + I = N∩ [P +1, ..., P + k] by −P, and leaves fixed all n ∈ Z,
which are not in the disjoint union I ∪ (P + I) , that is, which is defined by
σ(j) = P + j, and σ(P + j) = j, if 1 ≤ j ≤ k (20)
σ(n) = n if n /∈ {1, ..., k} ∪ {P + j : j = 1, ..., k}, (21)
so that
Tσ(ω)n = ωn, if n /∈ {1, ..., k} ∪ {P + j : j = 1, ..., k}
Tσ(ω)j = ωP+j and Tσ(ω)P+j = ωj for 1 ≤ j ≤ k. (22)
In this particular case, where σ = σP,k, which will be used in the proof of Theorem 1, we
shall denote Γσ by ΓP,k, or, when k is fixed, simply by ΓP . We have then the following
equality
ΓP =
⋃
(a,b),(c,d)∈Q
Ck(a, b, c, d) ∩ S
−PDk(a, b, c, d). (∗)
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We note that, by (19) and (22),
∀k > k0, ∀P > k ∨ P0(k), the involution σP,k belongs to H+. (23)
To prove the equality (∗), let x ∈ Σ and consider Tσx, where σ = σP,k. Write them as an
infinite strings
...x−1x0x1x2...xkxk+1...xP−1xPxP+1...xP+k−1xP+kxP+k+1...
...x−1x0xP+1xP+2...xP+kxk+1...xP−1xPx1...xk−1xkxP+k+1...
the first line representing x, and the second corresponds to Tσx. Then we have the following
implications
x ∈ ΓP ⇐⇒ x ∈ Σ, Tσx ∈ Σ ⇐⇒
x ∈ Σ, xP+1 ∈ R(x0), xP+k ∈ L(xk+1), xP ∈ L(x1), xP+k+1 ∈ R(xk)
⇐⇒ ∃a, b, c, d, x0 = a, x1 = b, xk = c, xk+1 = d,
(SPx)1 ∈ Ra, (S
Px)k ∈ Ld, (S
Px)0 ∈ Lb, (S
Px)k+1 ∈ Rc
⇐⇒ ∃a, b, c, d, x ∈ Ck(a, b, c, d), S
px ∈ Dk(a, b, c, d)
⇐⇒ ∃a, b, c, d, x ∈ Ck(a, b, c, d), x ∈ S
−P ∈ Dk(a, b, c, d)
which prove the equality (∗).
Let T be the two-sided tail sigma field
T :=
⋂
n≥1
(B≤−n ∨ B≥n).
2 The main result
Definition 2
A probability measure µ on Σ is said quasi invariant if for any involution σ, the restrictions
to Γσ := Σ ∩ T
−1
σ Σ, of the two measures µ and µ ◦ T
−1
σ , are equivalent.
In this case, we still, as in the full shift case, let φσ denote the Radon Nikodym derivative of
µ ◦ T−1σ restricted to Γσ with respect to the restriction of µ to the same set.
In the particular case where σ = σP,k, φσ will be denoted φσP,k .
Theorem 1
Let (Σ, S) be topologically mixing subshift. Let µ be a shift invariant probability measure
on Σ, such that the system (Σ, S, µ) is ergodic. Suppose that µ is quasi invariant. Then
(Σ, S, µ) is isomorphic to a Bernoulli shift.
Proof: The natural numbers P and k in this proof are as in (23). Let R ∈ N be such that
R+ k < P . For any positive n ∈ N, such that n ≤ R, let V1, ..., Vn be subsets of K. Using
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the notation as in (5) and (6), and setting
E = Π(A−L, ..., A0) := {ω ∈ Σ : ω−L ∈ A−L, ..., ω0 ∈ A0}, (24)
then from the equality T−1σ ΓP = ΓP , from the definition of σ = σP,k given in (20) and
(21), and from the definition of Tσ, we obtain the following equality for all T ∈ T , and E
as in (24),
µ(T−1σ (ΓP ∩ E ∩ F (A1, ..., Ak) ∩ S
−kF (V1, ..., Vn) ∩ S
−PF (B1, ..., Bk) ∩ T ) =
µ(ΓP ∩ E ∩ F (B1, ..., Bk) ∩ S
−kF (V1, ..., Vn) ∩ S
−PF (A1, ..., Ak) ∩ T )
because of the following two equalities
T−1σ (E ∩ F (A1, ..., Ak) ∩ S
−kF (C1, ..., CM) ∩ S
−PF (B1, ..., Bk) =
E ∩ F (B1, ..., Bk) ∩ S
−kF (C1, ..., CM) ∩ S
−PF (A1, ..., Ak)
and
T−1σ T = T.
Recall that
ΓP =
⋃
(a,b),(c,d)∈Q
Ck(a, b, c, d) ∩ S
−PDk(a, b, c, d), (25)
and let us find, modulo µ zero set, the following subset
R = Ra,b,c,d := T
−1
σ (Ck(a, b, c, d) ∩ S
−PDk(a, b, c, d)).
First
Tσx ∈ Ck(a, b, c, d) ⇐⇒ x0 = a, xP+1 = b, xP+k = c, xk+1 = d
⇐⇒ x0 = a, xk+1 = d, xP+1 = b, xP+k = c
and, if we set y = Tσx,
Tσx ∈ S
−PDk(a, b, c, d) ⇐⇒ S
PTσx ∈ Dk(a, b, c, d) ⇐⇒
(SPy)0 ∈ Lb, (S
P y)1 ∈ Ra, (S
Py)k ∈ Ld, (S
Py)k+1 ∈ Rc
⇐⇒ yP ∈ Lb, yP+1 ∈ Ra, yP+k ∈ Ld, yP+k+1 ∈ Rc
⇐⇒ xP ∈ Lb, x1 ∈ Ra, xk ∈ Ld, xP+k+1 ∈ Rc
⇐⇒ x1 ∈ Ra, xk ∈ Ld, xP ∈ Lb, xP+k+1 ∈ Rc
So that
x ∈ R ⇐⇒ x0 = a, x1 ∈ Ra, xk ∈ Ld, xk+1 = d, xP ∈ Lb, xP+1 = b,
xP+k = c, xP+k+1 ∈ Rc
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so that modulo µ null set
x ∈ R ⇐⇒ x0 = a, xk+1 = d, xP+1 = b,
xP+k = c
that is
R = (x0 = a, xk+1 = d) ∩ S
−P (x1 = b, xk = c)
It follows
R ∩ T−1σ (E ∩ F (A1, ..., Ak) ∩ S
−kF (V1, ..., Vn) ∩ S
−PF (B1, ..., Bk) =
R ∩ E ∩ F (B1, ..., Bk) ∩ S
−kF (V1, ..., Vn) ∩ S
−PF (A1, ..., Ak)
so that ∫
T∩Ck(a,b,c,d)∩S−PDk(a,b,c,d)∩E∩F (A1,...,Ak)∩S−kF (V1,...,Vn)∩S−PF (B1,...,Bk)
φσdµ =
µ(T ∩ R ∩ E ∩ F (B1, ..., Bk) ∩ S
−kF (V1, ..., Vn) ∩ S
−PF (A1, ..., Ak))
which we write as∫
T∩E∩F (A1,...,Ak)∩S−kF (V1,...,Vn)
1Ck(a,b,c,d)[1Dk(a,b,c,d)1F (B1,...,Bk)] ◦ S
Pφσdµ
=
∫
T∩E∩F (B1,...,Bk)∩S−kF (V1,...,Vn)
1(x0=a,xk+1=d)[1(x1=b,xk=c)1F (A1,...,Ak)] ◦ S
Pdµ. (26)
Define two sequences δQ(A1,...,Ak)(b, c) and ξ
Q
B1,...,Bk
(a, b, c, d), Q ≥ R + k + 1, by
δQ(A1,...,Ak)(b, c) :=
1
Q
Q∑
P=R+k+1
[1(x1=b,xk=c)1F (A1,...,Ak)] ◦ S
P
and, recalling that σ = σP,k,
ξQB1,...,Bk(a, b, c, d) :=
1
Q
Q∑
P=R+k+1
[1Dk(a,b,c,d)1F (B1,...,Bk)] ◦ S
Pφσ
so that, by (26), for any Q ≥ R + k + 1,
∫
T∩E∩F (A1,...,Ak)∩S−kF (V1,...,Vn)
1Ck(a,b,c,d)ξ
Q
B1,...,Bk
(a, b, c, d)dµ
=
∫
T∩E∩F (B1,...,Bk)∩S−kF (V1,...,Vn)
1(x0=a,xk+1=d)δ
Q
(A1,...,Ak)
(b, c)dµ. (27)
The sequence (ξQB1,...,Bk(a, b, c, d)Q≥R+k+1 is bounded in L
∞(µ)∗. By Alaoglu-Bourbaki the-
orem ([3] Theorem 2., p. 424), it then admits at least one weak-star cluster point. Because,
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by the mean ergodic Theorem, the sequence δQ(A1,...,Ak)(b, c) converges in L
2(µ) norm, the
eququality (27) implies that for any weak star cluster point ηB1,...,Bk(a, b, c, d) of the sequence
(ξQB1,...,Bk(a, b, c, d))Q≥R+k+1 , we have
ηB1,...,Bk(a, b, c, d)(Ck(a, b, c, d) ∩ T ∩ E ∩ F (A1, ..., Ak) ∩ S
−kF (V1, ..., Vn))
= µ((x1 = b, xk = c) ∩ F (A1, ..., Ak))
×µ((x0 = a, xk+1 = d) ∩ T ∩ E ∩ F (B1, ..., Bk) ∩ S
−kF (V1, ..., Vn))
In the particular case where B1 = ... = Bk = K, we denote ηB1,...,Bk(a, b, c, d) by η(a, b, c, d).
Also the dependence on k is specified by
ηk = ηk(a, b, c, d) = η(a, b, c, d).
Then, for E = E− ∩ (x0 = a), where E− is of the form
E− = Π(A−L, ..., A−1, K) := {ω ∈ Σ : ω−L ∈ A−L, ..., ω−1 ∈ A−1}
we have
ηk[(x0 = a, x1 = b, xk = c, xk+1 = d) ∩ T ∩ E− ∩ (x1 ∈ A1, ..., xk ∈ Ak, xk+1 ∈ V1, ..., xk+n ∈ Vn)] =
µ[(x1 = b, xk = c, x1 ∈ A1, ..., xk ∈ Ak)]×
µ[(x0 = a, xk+1 = d) ∩ T ∩ E− ∩ (x0 = a) ∩ (xk+1 ∈ V1, ..., xk+n ∈ Vn)]
which, when b ∈ A1, c ∈ Ak and d ∈ V1, we rewrite as
ηk[T ∩ E− ∩ (x0 = a, x1 = b, x2 ∈ A2, ..., xk−1 ∈ Ak−1, xk = c, xk+1 = d, xk+2 ∈ V2, ..., xk+n ∈ Vn)] =
µ(x1 = b, x2 ∈ A2, ..., xk−1 ∈ Ak−1, xk = c)× µ(T ∩ E− ∩ (x0 = a, xk+1 = d, xk+2 ∈ V2, ..., xk+n ∈ Vn)
In particular, for any l with 2 ≤ l ≤ k − 1,
ηk[T ∩ E− ∩ (x0 = a, x1 = b, x2 ∈ A2, ..., xl ∈ Al, xk = c, xk+1 = d, xk+2 ∈ V2, ..., xk+n ∈ Vn)] =
µ(x1 = b, x2 ∈ A2, ..., xl ∈ Al, xk = c)× µ(T ∩ E− ∩ (x0 = a, xk+1 = d, xk+2 ∈ V2, ..., xk+n ∈ Vn)
that is
ηk[T ∩ E− ∩ (x0 = a, x1 = b, x2 ∈ A2, ..., xl ∈ Al) ∩ S
−k(x0 = c, x1 = d, x2 ∈ V2, ..., xn ∈ Vn)] =
µ((x1 = b, x2 ∈ A2, ..., xl ∈ Al) ∩ S
−k(x0 = c))
×µ(T ∩ E− ∩ (x0 = a) ∩ S
−k(x1 = d, x2 ∈ V2, ..., xn ∈ Vn))
Let
αka,b = α
k :=
∑
c,d
ηk(a, b, c, d).
Then, in particular for V2 = ... = Vn = K, we obtain
αka,b(T ∩ E− ∩ (x0 = a, x1 = b, x2 ∈ A2, ..., xl ∈ Al) =
µ(x1 = b, x2 ∈ A2, ..., xl ∈ Al)× µ(T ∩ E− ∩ (x0 = a)).
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Clearly the sequence (ηk(a, b, c, d))k≥3 is bounded in L
∞∗(µ). The same holds then for the
sequence (αka,b)k≥3. It follows that every weak star cluster point αa,b ∈ L
∞∗(µ) of the
sequence (αka,b)k≥3, satisfies: for any l ≥ 2,
αa,b(T ∩ E− ∩ (x0 = a, x1 = b, x2 ∈ A2, ..., xl ∈ Al) =
µ(T ∩ E− ∩ (x0 = a))× µ(x1 = b, x2 ∈ A2, ..., xl ∈ Al)
so that αa,b extends uniquely to a countably additive α˜a,b to the algebra of the sets of the
form E ∩ (x0 = a, x1 = b) ∩ F, where E ∈
∨
j≤−1 Bj , F ∈
∨
j≥2 Bj , and
α˜a,b(T ∩ E ∩ (x0 = a, x1 = b) ∩ F ) = µ(T ∩ E ∩ (x0 = a))× µ((x1 = b) ∩ F ). (28)
Also this last equality still holds for E in the µ completion of
∨
j≤−1 Bj and F in the
µ completion of
∨
j≥2 Bj . [In particular it still holds for all E, F ∈ ΠS, where ΠS is the
Pinsker sigma algebra of the system (Ω, S, µ), so that we have
Proposition 1
The Pinsker sigma algebra of the system (Ω, S, µ) is trivial.
Proof
In fact if R ∈ ΠS with µ(R) > 0, then
α˜(R ∩ (x0 = a, x1 = b) ∩ R) = µ(R ∩ (x0 = a))× µ((x1 = b) ∩R)
and also α˜(R ∩ (x0 = a, x1 = b) ∩ R) = µ(R ∩ (x0 = a))× µ((x1 = b))
imply µ(R ∩ (x0 = a))× µ((x1 = b) ∩ R) = µ(R ∩ (x0 = a))× µ((x1 = b)).
Then, for a with µ(R ∩ (x0 = a)) 6= 0, we have
µ((x1 = b) ∩ R) = µ((x1 = b)), ∀b
thus µ(R) = 1.
]
Now, we continue the proof of Theorem 1. Let
ν :=
∑
a,b
α˜a,b.
Then from (28) we get
ν(T ∩ E ∩ F ) = µ(T ∩ E)× µ(F ), ∀T ∈ T , E ∈ B≤0, F ∈ B≥1. (29)
Let G := B≤0×B≥1 and L := (T ∨B≤0)×B≥1. Then (29) shows that ν is countably additive
on L. Thus ν extends uniquely to a countably additive measure ν1 to the sigma algebra
σ(L) generated by L. Since G ⊂ L, ν extends uniquely to a countably additive measure
ν2 on σ(G) also. Because σ(G) = σ(L) = B, and ν1 is a countably additive extension of
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ν from G to σ(G), we have ν1 = ν2 =: ν˜. Then in particular ν˜ is countably additive on
B and satisfies the two following equalities
ν˜(E ∩ F ) = µ(E)× µ(F ), ∀E ∈ B≤0, F ∈ B≥1. (30)
and ν˜(T ) = µ(T ), ∀T ∈ T (31)
which mean that µ is ”faiblement de Bernoulli”. Since ”faiblement de Bernoulli” is equiv-
alent to weak Bernoulli ( [7], Proposition 2) and also, a system which is weak Bernoulli is
isomorphic to a Bernoulli system [4], the proof is complete.
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3 Application
3.1 Quasi-invariance of Gibbs measures
If Λ is an n× n matrix of zeros and ones, let K := {0, 1, ..., n− 1} and
ΣΛ := {x ∈ K
Z : Λxi,xi+1 = 1, ∀i ∈ Z}.
We asume that ∀j ∈ K, there exists x ∈ ΣΛ such that x0 = j.
Definition 3
Let φ : ΣΛ → R be continuous. A Gibbs measure for φ is a shift invariant probability measure
µφ on ΣΛ for which one can find constants c1 > 0, c2 > 0 and p such that
c1 ≤
µφ({y ∈ ΣΛ : yj = xj , j = 0, ..., m})
exp(−pm+
∑m−1
j=0 φ(S
jx))
≤ c2, (32)
for every x ∈ ΣΛ and m ≥ 0.
Recall that the system (ΣΛ, S) is topologically mixing if for some M, Λ
M
i,j > 0, for all i, j.
Let, as in [1], FΛ be the set of φ which satisfies
varkφ ≤ bα
k, ∀k ≥ 0,
for some α ∈]0, 1[ and b, where varkφ is defined by
varkφ := sup{| φ(x)− φ(y) |: x, y ∈ ΣΛ, xj = yj , ∀ | j |≤ k}.
Clearly, FΛ contains every φ which depends only on a finite number of coordinates.
Definition 4:
Two functions φ, ψ ∈ C(ΣΛ) are homologous with respect to the shift S, if there is a u ∈
C(ΣΛ) such that
ψ(x) = φ(x) + u(x)− u ◦ S(x), ∀x ∈ ΣΛ.
We recall the following results from [1]:
Theorem A:
Suppose (ΣΛ, S) topologically mixing and let φ ∈ FΛ. Then
(i) there exists a unique Gibbs measure µφ for φ.
(ii) If ψ is cohomologous to φ then µψ = µφ.
(iii) φ is cohomologous to some ψ ∈ FΛ with ψ(x) = ψ(y) whenever xj = yj for all j ≥ 0.
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(iv) (ΣΛ, S, µφ) is isomorphic to a Bernoulli system.
We prove the following proposition, from which the statement (iv) in Theorem A, follows as
a corollary of Theorem 1:
Proposition 2
For every potential φ ∈ FΛ the Gibbs measure µφ is quasi-invariant by any involution
which moves only a finite number of coordinaotes.
Proof Denote µφ by µ. Observe first that the inequalities (32) in the definition can be
written as
µ({y ∈ ΣΛ : yj = xj , j = 0, ..., m}) = am(x)exp(−pm+
m−1∑
j=0
φ(Sjx)), (33)
with
c1 ≤ am(x) ≤ c2,
and, in particular, implie that the measure of any cylinder is non nul.
Let
HΛ := {σ ∈ H : σ is an involution, TσΣΛ ∩ ΣΛ 6= ∅}
. Then
σ ∈ HΛ ⇐⇒ σ
−1 ∈ HΛ,
because of the equality
Tσ−1(ΣΛ ∩ TσΣΛ) = Tσ−1ΣΛ ∩ ΣΛ.
Let σ ∈ HΛ, τ = σ
−1 and M(τ) be the smallest natural number such that
| j |≥M(τ)⇒ τ(j) = j.
We note then that, for any N ≥ M(τ), the restriction of τ to the set {−N, ..., N} is a
permutation of this set. Let x ∈ ΣΛ ∩ T
−1
σ ΣΛ, and for all N ≥ M(τ),
CN(x) = C := {y ∈ ΣΛ : yj = xj , j = −N, ..., N}.
Then, by shift-invariance of µ,
µ(C) == µ({y ∈ ΣΛ : y0 = x−N , y1 = x−N+1, ..., y2N = xN},
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hence by (33), we obtain
µ(CN(x)) = µ(C) = a2N (S
−Nx)exp(−p× 2N +
2N−1∑
j=0
φ(SjS−Nx)
that is
µ(CN(x)) = a2N (S
−Nx)exp(−2Np +
N−1∑
q=−N
φ(Sqx)) (34)
and also, since, as noted before, σ restricted to {−N, ..., N} is a permutation of {−N, ..., N},
we have
T−1σ C = {y ∈ ΣΛ : yσ(j) = xj , j = −N, ..., j = N}
= {y ∈ ΣΛ : yj = xτ(j), j = −N, ..., j = N},
where τ := σ−1, and because xτ(j) = (Tτx)(j), for all j, we obtain
T−1σ C = CN(Tτx),
so by (34),
µ(T−1σ C) = a2N (S
−NTτx)exp(−2Np+
N−1∑
q=−N
φ(SqTτx)).
It follows that
µ(T−1σ C)
µ(C)
=
a2N (S
−NTτx)
a2N(S−Nx)
× exp(
N−1∑
q=−N
(φ(SqTτx)− φ(S
qx))). (35)
Set, τ being fixed,
GN,τ(x) = GN(x) :=
N−1∑
q=−N
(φ(SqTτx)− φ(S
qx),
so that (35) becomes
µ(T−1σ C)
µ(C)
=
a2N (S
−NTτx)
a2N(S−Nx)
× exp(GN(x)). (36)
But, according to Theorem A, we can suppose that φ depends only on the non negative
coordinates x0, x1, ...
φ(x) = φ1(x) = φ1(x0, x1, ...). (37)
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Let b > 0 and α ∈]0, 1[ such that varkφ1 ≤ bα
k, ∀k ≥ 0. Then
GN(x) =
N−1∑
q=−N
(φ1(S
qTτx)− φ1(S
qx)) =
N−1∑
q=−N
(φ1(xτ(q), xτ(q+1), ...)− φ1(xq, xq+1, ..., )),
so that if N ≥ M(τ) + 1, we can write
GN (x) = HN(x) + FN(x),
where
HN(x) =
−M(τ)∑
q=−N
(φ1(xτ(q), xτ(q+1), ...)− φ1(xq, xq+1, ...)),
FN (x) =
N−1∑
q=−M(τ)+1
(φ1(xτ(q), xτ(q+1), ...)− φ1(xq, xq+1, ...)).
Clearly, for any N ≥M(τ), we have
FN (x) = FM(τ)(x).
Also, since for any q ≤ −M(τ),
(SqTτx)j = (S
qx)j , ∀j, 0 ≤ j ≤ −M(τ) − q,
we get
| φ1(S
qTτx)− φ1(S
qx) |≤ var−M(τ)−qφ1 ≤ bα
−M(τ)−q,
and then
−M(τ)∑
q=−N
| (φ1(xτ(q), xτ(q+1), ...)− φ1(xq, xq+1, ...)) |
≤
−M(τ)∑
q=−N
var−M(τ)−qφ1 =
N−M(τ)∑
k=0
varkφ1 ≤
∞∑
k=0
varkφ1 ≤
b
1− α
.
It follows that, the sequence HN(x) converges and thus GN(x) converges also to
lim
N
GN (x) =
∑
q∈Z
(φ(SqTτx)− φ(S
qx)), (38)
and
| GN(x) |≤| FM(τ)(x) | +
b
1− α
,
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from which and because FM(τ) is continuous on the compact space ΣΛ, we conclude that for
some constant C,
sup
N≥M(τ)
sup
x
| GN(x) |≤ C,
which, in view of (36), gives
c1
c2
× exp(−C) ≤
µ(T−1σ C)
µ(C)
≤
c2
c1
× exp(C), (39)
because of the two following inequalities
c1
c2
≤
a2N (S
−NTτx)
a2N(S−Nx)
≤
c2
c1
.
Let α := c1
c2
exp(−C) and β := c2
c1
exp(C), so that (39) reads as
αµ(C) ≤ µ(T−1σ C) ≤ βµ(C),
for all cylinder C in the algebra generated by the coordinates in {−N, ..., N}, and thus, by
finite additivity, these inequalities still hold for any set E in that algebra. Since N ≥M(τ)
is arbitrary, the equivalence of µ and µ ◦ T−1σ follows, and this proves the quasi-invariance
of µ = µφ.
Remark
In [10] the authors define a Gibbs measure µ of a map φ : ΣΛ → R, with summable variation,
to be a probability measure µ on ΣΛ such, in our setting, that for any σ ∈ HΛ, the Radon-
Nikodym derivative dµ◦Tσ
dµ
satisfies
log(
dµ ◦ Tσ
dµ
(x)) =
∑
k∈Z
(φ(SkTσx)− φ(S
kx)),
for µ almost all x. Then, according to this definition, a Gibbs measure is quasi-invariant.
They then give a proof of the fact that, for every φ, with summable variation, there exists a
unique Gibbs measure µφ, such that the dynamical system (ΣΛ, S, µφ) is a K-system.
By (36) and (38), recalling that τ = σ−1, we have
log(
dµ ◦ T−1σ
dµ
(x)) = lim
N
log(
a2N (S
−NTτx)
a2N(S−Nx)
) +
∑
q∈Z
(φ(SqTτx)− φ(S
qx))
or equivalently log(
dµ ◦ Tτ
dµ
(x)) = log(gτ (x)) +
∑
q∈Z
(φ(SqTτx)− φ(S
qx))
where
c1
c2
≤ gτ (x) ≤
c2
c1
15
so that the Gibbs measures as in [10] are Gibbs measures according to the given Definition
3 which is quoted from [1].
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