GVT computation has been a significant problem in
INTRODUCTION
Since the introduction of the Time Warp protocol (Jefferson, 1985) , several issues have arisen regarding its performance. One of these is the computation of global virtual time (GVT). GVT is an important value required by Time Warp. The method used to compute GVT can significantly impact the completion time of the simulation. It may even cause processes to block, which may, under certain conditions, lead to deadlock. In the past, several algorithms have been proposed to efficiently compute GVT. Two criteria for the "goodness" of a GVT computing algorithm have been (i) the number of messages required to compute GVT and (ii) the accuracy of the computed GVT (i.e., how close the computed value is to the actual value). We present a new, very efficient GVT computing algorithm which is based on inexpensive hardware designed to support synchronization in parallel computations in general and parallel discrete event simulations in particular. Note, we are not proposing new hardware for GVT calculation but instead illustrating the use of previously proposed general synchronization hardware to compute GVT.
Parallel discrete event simulation (PDES) concerns itself with the execution of a discrete-event simulation on multiple processors with the goal of reducing the completion time of the simulation. While there seems to be substantial concurrency in typical simulations, this concurrency has proven to be difficult to extract in practice. PDES exhibits what is commonly called control parallelism and consequently, well known techniques which have been used to extract data parallelism are ineffective. The common approach to PDES is to partition the simulated system into multiple components each of which is simulated by a separate discrete-event simulator called a logical process (LP) . These LP's are synchronized using a PDES protocol. Several protocols have been proposed in the literature (Fujimoto, 1990 ) each having its advantages and drawbacks.
Time Warp (Jefferson, 1985) is a protocol in which the LP's simulate events aggressively (i.e. which allows for causality errors). Consequently, they must periodically save state so that they may roll back to a correct state upon a causality error. These two operations have associated overheads which can degrade the performance of a Time Warp simulation. Thus, Time Warp performs well when the simulation exhibits "temporal locality".
Importance of GVT
Another feature of Time Warp which introduces overheads is the computation of global virtual time (GVT). GVT represents the simulated time up to which all LP's have simulated correctly and beyond which, all LP's have simulated speculatively (i.e., may be incorrect). This leads to the property that no LP can ever be rolled back to a time earlier than the value of GVT. Thus GVT defines a commitment horizon, i.e., when GVT is greater than or equal to the timestamp of an event, the event cannot be rolled back again and therefore may be committed.
Therefore, GVT is critical in interactive and real-time simulations. GVT is also used for several other purposes in Time Warp. The most important of these is fossil collection. Since LP's have to save state periodically, they consume memory. However, all states with timestamps smaller than GVT may be reclaimed since they are "unreachable".
Other uses of GVT include termination detection and gathering statistics. Since computing GVT corresponds to obtaining a distributed global snapshot of the system, it is a non-trivial problem.
Previous

GVT algorithms
In the past, several algorithms have been proposed to compute GVT in a message passing system. All of these The main focus of research in this area has been to minimize the number of messages used to compute a value of GVT while keeping the computed value clf GVT as close to the actual value of GVT as possible. In this respect, our algorithm is most efficient, as it simply does not use the host communication network to compute GVT.
Instead, GVT is computed asynchronously using hardware described later. Even though the algorithm requires messages to be acknowledged, acknowledgments are performed using the hardware. A second advantage of our algorithm is that since GVT is computed asynchronously, all LP's need not be involved in every GVT computation.
An LP may obtain the value of GVT simply by reading a memory location. Finally, simulations indicate that the GVT thus obtained will be very accurate (few tens of microseconds old).
In section 2 we describe briefly the hardware used by the algorithm. The GVT computation algorithm is presented in section 3. In section 4 we discuss the performance of the algorithm.
Section 5 concludes the paper.
HARDWARE SUPPORT FOR PDES
In this section, we describe briefly the design and operation of the hardware used by our GVT algorithm. A detailed description of the hardware may be found in Reynolds, Pancerella and Srinivasan (1993) . The hardware was designed as a part of a universal framework proposed in Reynolds (1992) low cost -a prototype system for four processors has been built for-twenty thousand 'dollars; a production system is expected to cost much less.
Thus, it must be noted that we are not proposing the design of special hardware to compute GVT. Instead, we are illustrating the use of this general synchronization hardware to compute GVT.
The hardware configuration is shown in Figure 1 . The parallel reduction network (PRN) forms the core of the framework hardware. The PRN is a binary tree of height log2n, where n is the number of processors. on the values, the tag of the smaller of the two values will proceed downward. In non-selective operations, the choice is arbitrary but deterministic. 
so that GVT may be computed by each LP as G VT = MIN (d, v') . The algorithm is shown in two parts: one to be executed at each HP and the other to be executed at each AP. For exposition, we assume that only one LP is assigned to each HP-AP pair. The HP algorithm performs the simulation specific tasks such as executing events, sending and receiving messages, saving state, etc. Thus, it maintains the logical clock of the LP, the events list, the list of antimessages (output list) and the state of the LP. The AP algorithm maintains the two T-values and manages the data flow into and out of the PRN. Note the cri maintained by an AP tracks the actual logical clock maintained by the corresponding HP. As the HP executes events, its state changes and those changes that affect GVT (such as changes in its logical clock value, sending a message, receiving a message, etc.) must be communicated to its AP so that they may be included in the GVT computation in the PRN. The AP is responsible for three major tasks:
it must read the output of the PRN, compute GVT as MIN( cr', v') and write it to the OUT buffer ( Figure 1) it must perform acknowledgments of messages through the PRN Thus, no additional traffic is introduced into the simulation message traffic. Clearly, it is the AP's which must perform the acknowledgments through the PRN. Message acknowledgments are performed using a two-phase protocol described later. This protocol requires the use of two more T-values: pi and~i. Their use will also be explained later. Thus, each AP has a four-element state vector consisting of the four T-values: Ci, vi, pi and~..
It is important to note here that in order to maint~in vi correctly, the timestamps of antimessages must also be part of the GVT computation.
To see why, consider a system of two LP's with LPO having Go at 1000, LPI having al at 1500 and no messages in transit. Therefore,
GVT has a value of 1000. Now, LPO sends LPI an antimessage with timestamp 1000 and then proceeds to execute its next event with timestamp 2000. While the antimessage is in transit, if antimessages are not acknowledged, we have cro at 2000, CJl at 1500 and both V. and VI at~, giving a GVT of 1500. When the antimessage is finally received by LPI, 61 falls to 1000, bringing GVT down to 1000. This is an error since GVT must be strictly non-decreasing. The error occurs because the smallest timestamp in the system, which is the timestamp of the antimessage, is momentarily absent from the GVT computation process. The problem is solved by requiring antimessages also to be acknowledged.
Host Processor Algorithm
The algorithm to be executed by each HP is shown in In this algorithm, we adopt aggressive cancellation (Reiher et. al., 1990) and also assume that messages do not preempt the execution of 
RCV_MSG
Recall that this routine is called only after the HP has rolled back far enough so that all received messages are in the HP's logical future. Thus, depending on whether the message is a positive message or an antimessage, a new event is created or an existing one is deleted. Finally, the HP informs its AP that it has received a message and also sends the AP the timestamp of the message and its identifier.
Auxiliary
Processor Algorithm
In Section 3, we listed three tasks that the AP must perform. It is important that all of these are performed often and none is delayed arbitrarily. For this reason, the algorithm for the AP (Figure 3b) 
To acknowledge a batch of messages sent to it by LP,, LPr initiates the first phase by setting its p to the timestamp and message identifier of the batch.~hhout loss of generality, assume that the timestamp of pr is the smallest among all other acknowledgments submitted simultaneously (i.e, all pi). Thus, p' will equal p,. When LP, observes this (it is guaranteed to do so ultimately since LP, does not change pr ), it lknows that a batch of its messages to LPr is being acknowledged. It deletes this batch from its outstanding message list and the first phase is complete. LP, initiates the second phase by setting its~~to p' . After some time,~' will equalã nd therefore p . When LP, observes this (it will do go ultimately becatt~e LP,r does not change~~), it knows that LP~has seen its acknowledgment. LP, then removes its acknowledgment by changing pr After some delay, this change is reflected in the output of the reduction network as a change in p' . When LP,, observes this change, it knows that LPr has removed its acknowledgment and so it The AP sets its al to the new value of the logical clock supplied in the communication.
SENT_MSG:
Since the message sent by the HP is outstanding initially, the AP sets its vi to the minimum of its old value and the timestamp of the message. Also, it adds the message to its outstanding message list.
RCVD_MSG: If the AP is not acknowledging a message currently, it starts acknowledging the message in the labelled communication.
Otherwise, it inserts the message into the unacknowledged message list for acknowledging later.
Correctness
The two problems faced by any GVT computation scheme (Lin and Lazowska, 1989) The basic intuition behind this proof is that at all times, the algorithm maintains the following invariant: the smallest timestamp in the simulation (actual GVT) is represented in at least one LP's al or VI and therefore in the computed GVT.
Initialization
At system start-up, the AP's are brought up in a 
PERFORMANCE
We present the results of preliminary studies of the performance of our GVT algorithm.
Speed
In Srinivasan (1992), we have described an experiment which simulated eight LP's performing a busy-work application using T]me Warp. The LP's used the GVT algorithm presented here to compute GVT. The framework hardware and the GVT algorithm were simulated in significant detail. The hardware was simulated at the component level (AP, ALU, buffers, etc.) and the software was modeled as the execution of the GVT algorithm on the AP's and the HP's. For this model, estimates of timing parameters such as minor cycle time, memory read time, etc. were obtained from the prototype built at the University of Vkginia.
The model was designed to compute the average amount of real time for which computed GVT lags behind actual GVT. Basically, the model measured the average time it takes for a change made by an HP which affects the actual value of GVT to appear in the computed value of GVT. From the results of several simulation runs, we concluded that the average lag was around ten microseconds (approximately three orders of magnitude smaller than typical event execution times). Although rough estimates were used for timing parameters which were difficult to determine, we believe that in actuality, this lag will remain in the few tens of microseconds. The prototype hardware is almost functional. We expect to implement this GVT algorithm and obtain actual performance measurements by the Summer of 1993.
Scalability
The main benefit of using a tree structure for the PRN is that it scales well with the number of processors. However, with an increased number of processors, the volume of traffic to the PRN will also increase and it is reasonable to expect the increase in the time to acknowledge messages to be more than logarithmic. In spite of this, we believe that the numbers for larger systems (few hundreds of processors) will be on the same order of magnitude as those predicted by the simulations.
CONCLUSION
We have presented a new method of computing GVT which uses previously proposed inexpensive hardware designed to support synchronization in paralle] computations.
All of the GVT computation algorithms proposed thus far interfere with the simulation and tend to increase the completion time of the simulation. Our method is unique in that the GVT computation does not interfere in any way with the simulation. The only responsibility of the LP's is to communicate some state changes to the hardware, which involves writing a few words to memory. GVT is made available to each LP asynchronously of the other LP's. Each LP obtains the value of GVT by reading a memory location. Effectively, GVT is available to the LP's at no cost. Simulations have predicted that the GVT provided thus will be very 
