For the theoretical study of real-world networks, we propose a model of scale-free random graphs with underlying geometry that we call geometric inhomogeneous random graphs (GIRGs). GIRGs generalize hyperbolic random graphs, which are a popular model to test algorithms for social and technological networks. Our generalization overcomes some limitations of hyperbolic random graphs, which were previously restricted to one dimension. Nevertheless, our model is technically much simpler, while preserving the qualitative behaviour of hyperbolic random graphs. We prove that our model has the main properties that are associated with social and technological networks, in particular power law degrees, a large clustering coefficient, a small diameter, an ultrasmall average distance, and small separators. Notably, we determine the average distance of two randomly chosen nodes up to a factor 1 + o(1). Some of the results were previously unknown even for the hyperbolic case.
Introduction
Real-world networks, like social networks or the internet infrastructure, are consistently found to be scale-free, i.e., their degree sequences resemble power laws. Thus, mathematical models of scale-free networks like preferential attachment graphs [3] and Chung-Lu random graphs [17, 18, 19] have been used as generative models for such networks. However, real-world networks have in addition some structural properties that can best be described using geometry. For instance, in social networks two people are more likely to know each other if they live in the same region and share hobbies, both of which can be encoded as spatial information. This geometric structure of real-world networks is responsible for some of their key properties, e.g., an underlying geometry naturally induces a large number of triangles, or large clustering coefficient: Two of ones friends are likely to live in ones region and have similar hobbies as oneself, so they are themselves similar and thus likely to know each other.
The classical preferential attachment graphs and Chung-Lu graphs (and their variants [10, 39] ) have clustering coefficients as small as n −Ω (1) . Thus, more realistic random graph models should be equipped with an underlying geometry. In [8] it was proposed that hyperbolic random graphs, i.e., geometric random graphs with an underlying hyperbolic plane [46, 35] , provide a much better model. Indeed, it has been shown or empirically observed (cf. Section 2) that many desirable features of real-world networks naturally emerge in hyperbolic random graphs and spatial preferred attachment graphs [1, 11, 12, 32] , a model which may be viewed as a dynamic analogon to hyperbolic random graphs [2, 27] . Hyperbolic random graphs were so promising that they have attracted attention far beyond the computer science community [8, 7, 2, 40] . Within computer science, they serve as benchmarks for network algorithms like routing [8, 35, 34, 41] (see [31] for a review) or link prediction [42] .
The main drawback of the above models is their technical difficulty: the definition of hyperbolic random graphs involves hyperbolic sines and cosines, and proofs tend to be full of integrals involving such terms. For dynamic models such as spatial preferred attachment, the difficulty mainly stems from the missing independence of edges.
Our contribution We propose a model of scale-free random graphs with underlying geometry that we call geometric inhomomogeneous random graphs (GIRGs). In our model, which is motivated by hyperbolic random graphs and Chung-Lu random graphs, every vertex v comes with a weight w v (which we assume to follow a power law in this paper) and picks a uniformly random position x v in the d-dimensional torus T d . Two vertices u, v then form an edge independently with probability p uv , which is proportional to w u w v and inversely proportional to some power of their distance x u − x v , see Section 2 for details.
In this paper we qualitatively study the most fundamental properties of GIRGs such as degree sequence, clustering coefficient, and connectivity and stability properties. Our results generalize the understanding of hyperbolic random graphs to GIRGs. In particular, we offer a view on hyperbolic random graphs that does not need the concept of hyperbolicity. In our interpretation, hyperbolic random graphs have a one-dimensional Euclidean underlying geometry (see Section C), and we show that moving to d-dimensional Euclidean geometry for any fixed d ≥ 2 preserves all analyzed properties asymptotically. We also extend the knowledge of hyperbolic random graphs. Our main result in this direction is that we show that the average distance of two randomly chosen vertices is O(log log n), and we even determine the leading constant, showing that the average distance is the same as in Chung-Lu random graphs. Thus hyperbolic random graphs are ultra-small worlds, a property which has been empirically observed [41] , but not proven mathematically. Finally, we improve results on hyperbolic random graphs. As our main result here, we present an algorithm for sampling GIRGs in expected time O(n), improving upon the trivial O(n 2 ) algorithm as well as the best previous algorithm for hyperbolic random graphs with expected time O(n 3/2 ) [47] . We present our model and results in Section 2, and subsequently sketch the proofs of our main results on average distance, entropy, and sampling. Further details are deferred to the appendix.
Model and Results

Definition of the Model
We start by defining the by-now classical Chung-Lu model and then describe the changes that yield our variant GIRG with underlying geometry. Chung-Lu random graph For n ∈ N let w = (w 1 , . . . , w n ) be a sequence of positive weights. We call W := n v=1 w v the total weight. The Chung-Lu random graph G(n, w) has vertex set V = [n] = {1, . . . , n}, and two vertices u = v are connected by an edge independently with probability p uv = Θ min 1, wuwv W [17, 18] . Note that the term min{1, .} is necessary, as the product w u w v may be larger than W. Classically, the Θ simply hides a factor 1, but by introducing the Θ the model also captures similar random graphs, like the Norros-Reittu model [39] , while important properties stay asymptotically invariant. Geometric inhomogeneous random graph (GIRG) Note that we obtain a circle by identifying the endpoints of the interval [0, 1] . Then the distance of x, y ∈ [0, 1] along the circle is |x − y| C := min{|x − y|, 1 − |x − y|}. We fix a dimension d ≥ 1 and use as our ground space the d-dimensional torus T d = R d /Z d , which can be described as the d-dimensional cube [0, 1] d where opposite boundaries are identified. As distance function we use the ∞-norm on T d , i.e., for x, y ∈ T d we define x − y := max 1≤i≤d |x i − y i | C .
As for Chung-Lu graphs, we consider the vertex set V = [n] and a weight sequence w (in this paper we require the weights to follow a power law with exponent β > 2, see next paragraph). Additionally, for any vertex v we draw a point x v ∈ T d uniformly and independently at random. Again we connect vertices u = v independently with probability p uv = p uv (r), which now depends not only on the weights w u , w v but also on the positions x u , x v , more precisely, on the distance r = x u − x v . We require for some constant α > 1 the following edge probability condition:
We also allow α = ∞ and in this case require that
where the constants hidden by O and Ω do not have to match, i.e., there can be an interval [c 1 (
] for x u −x v where the behaviour of p uv is arbitrary. This finishes the definition of GIRGs. The free parameters of our model are α ∈ (1, ∞], d ≥ 1, the concrete weights w with power-law exponent β > 2 and average weight W/n, the concrete function f (w u , w v , x u − x v ) replacing the Θ in p uv , and for α = ∞ the constants hidden by O, Ω in the requirement for p uv . We will typically hide the constants α, d, β, W/n by O-notation. Power-law weights As is often done for Chung-Lu graphs, in this paper we assume that the weights w follow a power law with exponent β > 2. We define this in a very general way by requiring (PL1) w min := min{w v | v ∈ V } = Ω(1) and (PL2) there existsw =w(n) ≥ n ω(1/ log log n) such that for all constants η > 0 there are c 1 , c 2 > 0 with c 1 n w β−1+η ≤ #{v ∈ V | w v ≥ w} ≤ c 2 n w β−1−η , where the first inequality holds for all w min ≤ w ≤w and the second holds for all w ≥ w min . In particular, (PL2) implies that the average weight W/n is Θ (1) . An example is the widely used weight function w v := δ · (n/v) 1/(β−1) with parameter δ = Θ (1) . For α = ∞ we have to strengthen the assumption onw tow(n) = ω(n 1/2 (log log n) −d/2 ). This is necessary to obtain a meaningful bound on diameter and average distance, as we discuss in Appendix F. Discussion of the model The choice of the ground space T d is in the spirit of the classical random geometric graphs [44] . We prefer the torus to the hypercube for its symmetry. However, it is not hard to replace T d by [0, 1] d or another manifold like the d-dimensional sphere; we claim that our results still hold verbatim. Moreover, since in fixed dimension all norms are equivalent and since the edge probabilities p uv have a constant factor slack, our choice of the ∞-norm is without loss of generality.
We argue that our choice of edge probabilities is natural: The term min{., 1} is necessary, as in the Chung-Lu model, because p uv is a probability. To obtain a geometric model, where adjacent vertices are likely to have small distance, p uv should decrease with increasing distance x u − x v , and an inverse polynomial relation seems reasonable. The constraint α > 1 is necessary to cancel the growth of the volume of the ball of radius r proportional to r d , so that we expect most neighbors of a vertex to lie near to it. Finally, the factor wuwv W α ensures that the marginal probability of vertices u, v with weights w u , w v forming an edge is Pr[u ∼ v] = Θ min wuwv W , 1 , as in the Chung-Lu model, and this probability does not change by more than a constant factor if we fix either x u or x v . Moreover, E[deg(v)] = Θ(w v ) for every vertex v ∈ V . The main reason why GIRGs are also technically easy is that for any vertex u with fixed position x u the incident edges {u, v} are independent. The details of these basic properties can be found in Appendix B.
Sampling the weights We assume the weights w to be deterministic. However, if we sample the weights according to an appropriate distribution, then the sampled weights will follow a power law whp 1 , so that a model with sampled weights is whp included in our GIRGs, see Appendix B.
Our Results
We study the following fundamental structural and algorithmic questions on GIRGs.
Hyperbolic random graphs We establish that hyperbolic random graphs are a special case of GIRGs (for a formal statement see Appendix C). We obtain hyperbolic random graphs from GIRGs by setting the dimension d = 1, the weights to a specific power law (with adjustable exponent and average weight), and the Θ in the edge probability p uv to a specific, complicated function. The often studied special case of threshold hyperbolic graphs is obtained by moreover setting α = ∞. Thus, our results on GIRGs generalize and extend the understanding of hyperbolic random graphs, which is why in the following we compare our results on GIRGs with the literature on (threshold) hyperbolic random graphs. Moreover, as our proofs are much less technical than typical proofs for hyperbolic random graphs, we suggest to switch from studying hyperbolic random graphs to studying GIRGs.
Scale-free It is well-known that real-world networks typically follow a power-law degree distribution [23] ; such graphs are called scale-free networks. Hyperbolic random graphs satisfy this scale-free property [30, 45, 28] . In our model, it is not surprising that the degree sequence also follows a power law, since we plug in power-law weights w.
Theorem 2.1 (Appendix D).
With high probability the degree sequence of a GIRG follows a power law with exponent β and average degree Θ(1).
Clustering The clustering coefficient of a graph is defined as the probability when choosing a random vertex v and two random neighbors v 1 = v 2 of v that v 1 and v 2 are adjacent (if v does not have two neighbors then its contribution to the clustering coefficient is 0). While Chung-Lu random graphs have a very small clustering coefficient of Θ(1/n), it is easy to see that the clustering coefficient of GIRGs is constant, matching empirical data of real-world networks [23] . This is in accordance with the constant clustering coefficient of hyperbolic random graphs [14, 30, 45] .
Theorem 2.2 (Appendix E).
With high probability the clustering coefficient of a GIRG is Θ(1).
Proof Sketch. We show that the clustering coefficient is dominated by the contribution of constantweight vertices v, and by neighbors v 1 , v 2 that fall in a ball B around v where the connection probability to v is constant. Such vertices v 1 , v 2 have small distance by the triangle inequality and thus are adjacent with constant probability. The full proof is deferred to the appendix.
Giant component, diameter, and average distance The connectivity properties of GIRGs for β > 3 are not very well-behaved, in particular since in this case even threshold hyperbolic random graphs do not possess a giant component of linear size [6] . Hence, for connectivity properties we restrict our attention to the regime 2 < β < 3, which holds for most real-world networks [23] .
Theorem 2.3 (Section 3). Let 2 < β < 3. With high probability the largest component of a GIRG has linear size, while all other components have size at most log O(1) n. Moreover, the diameter is at most log O(1) n.
A better bound of Θ(log n) holds for the diameter of Chung-Lu graphs [19] and was recently shown for threshold hyperbolic random graphs with sufficiently small average degree [29] ; we conjecture that it also holds for GIRGs in general, and similarly for the size of the second largest component. As our first main result, we determine the average distance between two randomly chosen nodes in the giant component of a GIRG to be the same as in Chung-Lu random graphs up to a factor 1 + o(1), showing that the underlying geometry is negligible for this graph parameter. In particular, GIRGs are also ultra-small worlds, i.e., their average distance is doubly-logarithmic in the size of the graph. This result is new even for threshold hyperbolic random graphs.
Theorem 2.4 (Section 3)
. The average distance of two vertices in the giant component of a GIRG is (2 + o(1)) log log n | log(β−2)| in expectation and with probability 1 − o(1) for any 2 < β < 3. Stability For real-world networks, a key property to analyze is their stability under attacks. For Chung-Lu random graphs it is known that any deletion of o(n) nodes or edges reduces the size of the giant component by at most o(n) [10] . In contrast, we show that GIRGs are not very stable. Specifically, if we cut the ground space T d into two halves along one of the axes then we roughly split the giant component into two halves, but the number of edges passing this cut is quite small, namely n 1−Ω(1) . This property was not studied for (threshold) hyperbolic random graphs before, but it has been observed in many real-world networks [5] .
Theorem 2.5 (Section 4). In expectation it suffices to delete n max{2−α,3−β,1−1/d}+o(1) edges of a GIRG to split its giant component into two parts of linear size each.
Since we assume α > 1, β > 2, and d = Θ(1), the number of deleted edges is indeed n 1−Ω (1) . Entropy The internet graph has empirically been shown to be well compressible, using only between 2 and 3 bits per edge [9] . This is not the case for the Chung-Lu model, as its entropy is Θ(n log n) [16] . We show that GIRGs have linear entropy, as is known for threshold hyperbolic random graphs [45] and other graph models with small separators [5] . Theorem 2.6 (Section 4). We can store a GIRG using O(n) bits in expectation. This compression allows to query the degree of any vertex and its i-th neighbor in time O(1).
Sampling Expected-linear-time sampling algorithms are known for Chung-Lu random graphs and others [4, 38] . As our second main result, we present such an algorithm for GIRGs. This greatly improves and generalizes the trivial O(n 2 ) sampling algorithm (throwing a biased coin for each possible edge), as well as an algorithm for threshold hyperbolic random graphs with expected time O(n 3/2 ) [47] . It allows to run experiments on much larger graphs than the ones with ≈ 10 4 vertices in [8] .
Theorem 2.7 (Section 5). There is an algorithm for sampling a GIRG in expected time O(n).
Notation and Preliminaries
For w ∈ R ≥0 , let V ≥w := {v ∈ V | w v ≥ w} and V ≤w := {v ∈ V | w v ≤ w}. For u, v ∈ V we write u ∼ v if u and v are adjacent, and for A, B ⊆ V we write A ∼ v if there exists u ∈ A such that u ∼ v, and we write A ∼ B if there exists v ∈ B such that A ∼ v. For a subset U ⊆ T d we denote by vol(U ) its volume. Cells Consider the ground space T d , split it into 2 d equal cubes, and repeat this process with each created cube; we call the resulting cubes cells. Cells are cubes of the form C = [
with ℓ ≥ 0 and 0 ≤ x i < 2 ℓ . We represent cell C by the tuple (ℓ, x 1 , . . . , x d ). The volume of C is vol(C) = 2 −ℓ·d . For 0 < x ≤ 1 we let ⌈x⌉ 2 d be the smallest number larger or equal to x that is realized as the volume of a cell, or in other words x rounded up to a power of 2 d ,
Note that the cells of a fixed level ℓ partition the ground space. We obtain a geometric ordering of these cells by following the recursive construction of cells in a depth-first-search manner, yielding the following lemma.
Lemma 2.8 (Geometric ordering). The cells C 1 , . . . , C 2 ℓd of level ℓ can be enumerated such that for every cell C of level ℓ ′ < ℓ the cells of level ℓ contained in C are enumerated as a consecutive block.
Giant Component, Diameter, and Average Distance
In this section we prove that with high probability GIRGs with 2 < β < 3 have a giant component with at most a polylogarithmic diameter, and all other components are only of polylogarithmic size. We will show further that the expected average distance of any two vertices in the giant is (2 + o(1)) log log n/| log(β − 2)|. The same formula has been known to hold for various graph models, including Chung-Lu [19] and Norros-Reittu [39] . The lower bound follows from the first moment method on the number of paths of different types. Note that the probability that a fixed path P = (v 1 , . . . , v k ) exists in G is the same as in the Chung-Lu model, since the marginal probability of v i ∼ v i+1 conditioned on the positions of v 1 , . . . v i is Θ(min{1, w v i w v i+1 /W}), as in the Chung-Lu model. In particular, the expected number of paths coincides for both models (save the factors coming from the Θ(.)-notation). Not surprisingly, the lower bound for the expected average distance follows from general statements on power-law graphs, bounding the expected number of too short paths by o(1), cf. [21, Theorem 2] . The main contribution of this section is to prove a matching upper bound for the average distance. We only give proof sketches for the upper bounds, and only in the case α < ∞. Our general proof including α = ∞ is a bit more technical and can be found in Appendix F.
Lemma 3.1 (Heavy core). Let G be a GIRG with parameter 2 < β < 3, setw ′ = min{w, n 1/2 }, and consider the heavy verticesV = V ≥w ′ and the heavy coreḠ = G[V ]. ThenḠ is connected and has diameter o(log log n) with probability 1 − n −ω(1) .
Proof Sketch. Due to their heavy weights, any pair of heavy vertices (u, v) at any positions x u , x v has probability at leastn −1+ω(1/ log log n) to form an edge, wheren is the number of heavy vertices. The lemma now follows from statements on the diameter of Erdős-Rényi random graphs [24] .
Next we show that if we start at a vertex of weight w, going greedily to neighbors of largest weight yields a short path to the heavy core with a probability that approaches 1 as w increases.
Lemma 3.2 (Greedy path). Let ε > 0, and let v be a vertex of weight 2 ≤ w ≤w ′ . Then with probability at least 1 − O(exp −w −Ω(ε) ) there exists a path of length at most (1 + ε) log log n | log(β−2)| from v to the heavy core. In particular, for every ε > 0 there is a C > 0 such that whp for all v ∈ V of weight at least (log n) C there exists a path of length at most (1 + ε) log log n/| log(β − 2)| from v to the heavy core. Moreover, whp there are Ω(n) vertices in the same component as the heavy core.
Proof Sketch. Let α := (β − 2) −1/(1+ε/2) , and let w i := min{w α i ,w ′ } for all i ≥ 0. Then for any η > 0, a vertex of weight at least w i has probability at least
to have a neighbor of weight at least w i+1 , provided that w i ≤w ′ . Thus with probability 1
there is a path of length log α (logw ′ / log w) from v to the heavy core. This yields the first claim. The second statement is a direct consequence of the first one. We omit further details.
By Lemma 3.2, whp every vertex of weight at least (log n) C has small distance from the heavy core. It remains to show that every vertex in the giant component has a large probability to connect to such a high-weight vertex in a small number of steps. To this end, we show the following lemma, which is interesting in its own right. It states that for a vertex v and a set S of vertices with given locations, the probability of v ∼ S is minimized (up to a constant factor) if all vertices in S have the same location. Thus, this situation may be used in order to analyze a "worst-case scenario". Lemma 3.3 (Worst-case scenario). Let α < ∞. Let S = {s 1 , . . . , s ℓ } ⊂ V be a set of vertices with given weights, and let v ∈ V \ S be a vertex of given weight. Let x 1 , . . . , x ℓ ∈ T d be ℓ geometric positions. As usual, we denote by x s the position of s ∈ S. Then 
, and the volume becomes minimal if all v i are at the same position.
The next lemma follows directly by studying the worst case (Lemma 3.3). We omit the proof.
Lemma 3.4. Let α < ∞. Let S be a set of ℓ vertices with fixed positions. For any w ≥ w min , with probability at least 1 − e −Ω(ℓ 1/α w 2−β ) there exists a vertex v of weight at least w such that v ∼ S.
The upper bounds of Theorems 2.3 and 2.4 (in the case α < ∞) are a direct consequence of the lemmas we proved so far. We collect the results in the following theorem. (ii) all other components have at most polylogarithmic size;
(iii) the giant component has polylogarithmic diameter.
Moreover, the average distance of two vertices in the giant component is (2 ± o(1)) log log n | log(β−2)| in expectation and with probability 1 − o(1).
Proof Sketch. The first property follows immediately from Lemma 3.2. By the same lemma, whp the giant component contains all vertices of weight at least w := (log n) C , for a suitable constant C > 0, and whp all such vertices have distance at most (1 + ε) log log n | log(β−2)| from the heavy coreḠ. Also, whpḠ forms a connected graph of diameter o(log log n) by Lemma 3.1,
To prove (ii) and (iii), we uncover the graph in two steps: first we uncover all vertices of weight smaller than w. Then for each vertex v ∈ V <w that lives in a connected component of G[V <w ] of size at least ℓ := (C ′ log n) α w α(β−2) = (log n) O(1) we choose an arbitrary connected set S ℓ (v) ⊆ V <w of size ℓ such that v ∈ S ℓ (v). Afterwards, we uncover all vertices of weight at least w. By Lemma 3.4, every set S ℓ (v) will be connected to a vertex of weight at least w with probability at least 1 − n −2 , for C ′ sufficiently large. By a union bound over all v ∈ V <w , this implies (ii) and (iii).
For the average distance, recall that the lower bound follows from [21, Theorem 2] . For the upper bound, fix ε > 0, let v ∈ V <w , and fix any 0 < ℓ = n o (1) . We uncover the vertices in V \ {v} one by one, in increasing order according to their weights, and we stop the process when the connected component S of v reaches size at least ℓ. If the process does not stop before we have uncovered the whole graph, then v does not lie in the giant component, so assume the process stops earlier by uncovering a vertex u. Let w 0 := ℓ 1/(2α(β−2)) . If w u < w 0 , then we have not yet uncovered any vertices of weight at least w 0 . So for a suitable η > 0, by Lemma 3.4, with probability at least 1 − e −Ω(ℓ 1/α w 2−β 0 ) = 1 − e −Ω(ℓ η ) there exists a vertex u ′ of weight at least w 0 such that u ′ ∼ S. On the other hand, if w u ≥ w 0 , then we set u ′ := u. Note that in either case dist(v, u ′ ) ≤ ℓ. By Lemma 3.2, there is η = η(ε) > 0 such that with probability 1 − e −Ω(ℓ η ) there exists a path of length at most (1 + ε)(log log n)/| log(β − 2)| from u ′ to the heavy coreV (if u does exist). So for every vertex v in the giant component,
Since the sum on the right hand side depends only on ε, it is bounded by o(log log n) if we let ε → 0 sufficiently slowly. This implies the statement for the expected value.
Stability of the Giant, Entropy, and Compression Algorithm
In this section we prove Theorems 2.6 and 2.5. More precisely, we show that the graph (and its giant) has separators of sublinear size, and we make use of these small separators to devise a compression algorithm that can store the graph with linearly many bits. Note that the compression maintains only the graph up to isomorphism, not the underlying geometry. The main idea is to enumerate the vertices in an ordering that reflects the geometry, and then storing for each vertex i the differences i − j for all neighbors j of i. We start with a technical lemma that gives the number of edges intersecting an axisparallel, regular grid with side length µ. (The grid is the union of all d − 1-dimensional hyperplanes that are orthogonal to an axis, and that are in distance kµ from the origin for a k ∈ Z). The existence of small separators follows easily from that formula for µ = 1/2. 
The compression algorithm We first enumerate the vertices as follows. Recall the definition of cells from Section 2.3, and consider all cells of level ℓ 0 := ⌊log n/d⌋. Note that the boundaries of these cells induce a grid as in Lemma 4.1. Since each such cell has volume Θ(1/n), the expected number of vertices in each cell is constant. We fix a geometric ordering of these cells as in Lemma 2.8, and we enumerate the vertices in the order of the cells, breaking ties (between vertices in the same cell) arbitrarily. So from now on we assume V = [n], where i ∈ [n] refers to the vertex with index i. The remainder of the compression scheme loosely follows [9] , see also [15] . Having enumerated the vertices, for each vertex i ∈ [n] we store a block of 1 + deg(i) sub-blocks. The first sub-block consists of a single dummy bit (to avoid empty sequences arising from isolated vertices). In the other deg(i) sub-blocks we store the differences i−j using log 2 |i−j|+O(1) bits, where j runs through all neighbors of i. We assume that the information for all vertices is stored in a successive block B in the memory.
Moreover, we create two more blocks B V and B E of the same length. Both B V and B E have a one-bit whenever the corresponding bit in B is the first bit of the block of a vertex, and B E has also a one-bit whenever the corresponding bit in B is the first bit of an edge (i.e., the first bit encoding a difference i − j). All other bits in B V and B E are zero.
It is clear that the data above determines the graph. To handle queries efficiently, we replace B V and B E each with a rank/select data structure. This data structure allows to handle in constant time queries of the form "Rank(b)", which returns the number of one-bits up to position b, and "Select(i)", which returns the position of the i-th one-bit [33, 20, 43] . Given i, s ∈ N, we can easily find deg(i) and the index of the s-th neighbor of i in constant time with this datastructure. We omit the details.
We need to show that the data structure needs O(n) bits in expectation. There are n dummy bits, so we must show that we require O(n) bits to store all differences i − j, where ij runs through all edges of the graph. We need log 2 |i − j| + O(1) bits for each edge, and the O(1) terms sum up to O(|E|), which is O(n) in expectation. Thus, it remains to prove the following.
Proof sketch. The geometric ordering puts all the vertices that are in the same cell of a 2 −ℓ -grid in a consecutive block, for all 1 ≤ ℓ ≤ ℓ 0 . Therefore, if e = ij does not intersect the 2 −ℓ -grid then |i − j| ≤ #{vertices in the 2 −ℓ -cell of e} ≈ n2 −ℓ . Hence, if E ℓ+1 is the number of edges intersecting the 2 −ℓ -grid, but not the
, and we show that the latter term is O(n) using Lemma 4.1.
Sampling Algorithm
In this section we show that GIRGs can be sampled in expected time O(n). In addition to our model assumptions, in this section we require that (1) edge probabilities p uv can be computed in constant time (given any weights w u , w v and positions x u , x v ) and (2) we know an explicit constant c > 0 such that if α < ∞ we have p uv ≤ min{c x u − x v −αd · (w u w v /W) α , 1}, and if α = ∞ we have p uv = 0 for
Note that existence of c follows from our model assumptions.
Building Blocks
Recall the definition of cells from Section 2.3. We first build a basic data structure on a set of points P that allows to access the points in a given cell C (of volume at least ν) in constant time.
Lemma 5.1. Given a set of points P and 0 < ν ≤ 1, in time O(|P | + 1/ν) we can construct a data structure D ν (P ) supporting the following queries in time O(1):
• given a cell C of volume at least ν, return |C ∩ P |,
• given a cell C of volume at least ν and a number k, return the k-th point in C ∩ P (in a fixed ordering of C ∩ P depending only on P and ν).
Proof Sketch. We enumerate the cells of volume µ := ⌈ν⌉ 2 d in a geometric ordering such as in Lemma 2.8. Then we enumerate the points in P in order of their cells of volume µ, breaking ties (between points in the same cell) arbitrarily. We store P in this order in an array A. Note that for any cell C of volume at least ν the points C ∩ P form a consecutive block in A. In order to access the first and last point of C ∩ P efficiently, we store their indices in auxiliary arrays.
Next we construct a partitioning of
. This partitioning allows to split the problem of sampling the edges of a GIRG into one problem for each A i × B i , which is beneficial, since each product A i × B i has one of two easy types. For any A, B ⊆ T d we denote the distance of A and B by d(A, B) = inf a∈A,b∈B a − b .
Proof Sketch. For a cell C of level ℓ we let par(C) be its parent, i.e., the unique cell of level ℓ − 1 that C is contained in. Let µ = ⌈ν⌉ 2 d . We define P ν as follows. ) for i > 0, and similarly define B (i) . We prove that P ν contains exactly one pair (A (i) , B (i) ). Thus, for any pair of points x ∈ A, y ∈ B the set P ν contains exactly one pair (A ′ , B ′ ) of cells of equal volume with x ∈ A ′ , y ∈ B ′ .
Weight layers We set w 0 := w min and w i := 2w i−1 for i ≥ 1. This splits the vertex set V = [n] into weight layers
Geometric random variates For 0 < p ≤ 1 we write Geo(p) for a geometric random variable, taking value i ≥ 1 with probability p(1 − p) i−1 . Geo(p) can be sampled in constant time using the simple formula log(R) log(1−p) , where R is chosen uniformly at random in (0, 1), see [22, 13] .
The Algorithm
Algorithm 1 Sampling algorithm for GIRGs in expected time O(n)
1: E := ∅ 2: sample the positions x v , v ∈ V , and determine the weight layers
construct partitioning P ν(i,j) with ν(i, j) :=
for all (A, B) ∈ P ν(i,j) of type I do
for all u ∈ V A i and v ∈ V B j do with probability p uv add edge {u, v} to E 8:
r := Geo(p) 11:
determine the r-th
with probability p uv /p add edge {u, v} to E
14:
r := r + Geo(p) 15: if i = j then remove all edges with u > v sampled in this iteration
We assume α < ∞ and discuss the simpler case α = ∞ in Section H.4. Given the model parameters, our Algorithm 1 samples the edge set E of a GIRG. To this end, we first sample all vertex positions x v uniformly at random in T d . For given weights w 1 , . . . , w n we can determine the weight layers V i in linear time (we may use counting sort or bucket sort since there are only L = O(log n) layers). Then we build the data structure from Lemma 5.1 for the points in
In the following, for each pair of weight layers V i , V j we sample the edges between V i and V j . To this end, we construct the partitioning P ν(i,j) from Lemma 5.2 with ν(i, j) =
. Thus, we can iterate over all (A, B) ∈ P ν(i,j) and sample the edges between V A i and V B j . If (A, B) is of type I, then we simply iterate over all vertices u ∈ V A i and v ∈ V B j and add the edge {u, v} with probability p uv ; this is the trivial sampling algorithm. Note that we can efficiently enumerate V A i and V B j using the data structure
is an upper bound on the edge probability p uv for any u ∈ V A i , v ∈ V B j , and it is a good upper bound since d(A, B) is within a constant factor of x u − x v and w i , w j are within constant factors of w u , w v . Now we first sample the set of edgesĒ between V A i and V B j that we would obtain if all edge probabilities were equal top, i.e., any (u, v) ∈ V A i × V B j is inĒ independently with probabilityp. From this setĒ, we can then generate the set of edges with respect to the true edge probabilities p uv by throwing a coin for each {u, v} ∈Ē and letting it survive with probability p uv /p. Then in total we choose a pair (u, v) as an edge in E with probabilityp · (p uv /p) = p uv , proving that we sample from the correct distribution. Note that here we used p uv ≤p. It is left to show how to sample the "approximate" edge setĒ. First note that the data structure
i , and we can determine the ℓ-th element in this ordering in constant time, similarly for V B j . Using the lexicographic ordering, we obtain an ordering on V A i × V B j for which we can again determine the ℓ-th element in constant time. In this ordering, the first pair (u, v) ∈ V A i × V B j that is inĒ is geometrically distributed, according to Geo(p). Since geometric random variates can be generated in constant time, we can efficiently generateĒ, specifically in time O(1 + |Ē|).
Finally, the case i = j is special. With the algorithm described above, for any u, v ∈ V i we sample whether they form an edge twice, once for x u ∈ A, x v ∈ B (for some (A, B) ∈ P ν(i,j) ) and once for x v ∈ A ′ , x u ∈ B ′ (for some (A ′ , B ′ ) ∈ P ν(i,j) ). To fix this issue, in the case i = j we only accept a sampled edge (u, v) ∈ V A i × V B j if u < v; then only one way of sampling edge {u, v} remains. This changes the expected running time only by a constant factor.
The correctness of our algorithm follows immediately from the above explanations. In the appendix we prove that it runs in expected linear time (Section H.3).
Conclusion
We introduced a new model of scale-free random graphs with underlying geometry -geometric inhomogeneous random graphs -that generalizes hyperbolic random graphs. We established that these graphs have a power-law degree sequence, constant clustering coefficient, a giant component, polylogarithmic diameter, and doubly-logarithmic average distance. Moreover, GIRGs are instable and very well compressible, and we presented a linear-time sampling algorithm. We leave it as an open problem to determine whether the diameter of GIRGs is Θ(log n), and to determine the basic connectivity properties in the case β ≥ 3.
The most important experimental finding for hyperbolic random graphs is that greedily constructed paths are very close to shortest paths [8] . Hence, we will study greedy routing on GIRGs in future work, for which we laid the foundations in the present paper.
A Preliminaries and Notation
We start with some preliminaries. In Section A.1 the reader can find a condensed list of our notation, and in Section A.2 we give some standard theorems which we use in the proofs.
A.1 Notation
For w ∈ R ≥0 , we denote For u, v ∈ V we write u ∼ v if u and v are adjacent, and for A, B ⊆ V we write A ∼ v if there exists u ∈ A such that u ∼ v, and we write A ∼ B if there exists v ∈ B such that A ∼ v. For a vertex v ∈ V , we denote its neighborhood by Γ(v), i.e. Γ(v) := {u ∈ V | u ∼ v}. We say that an event holds with high probability (whp) if it holds with probability 1 − n −Ω(1) .
A.2 Tools
In the proofs we will use the following concentration inequalities.
Theorem A.1 (Chernoff-Hoeffding bound, Theorem 1.1 in [25] ). Let X := i∈[n] X i where for all i ∈ [n], the random variables
The following Azuma-Hoeffding-type inequality is an extension of McDiarmid's Theorem and bounds large deviations taking into account some bad event B with complement B. We give a slightly reformulated and weaker version of the original statement.
Theorem A.2 (Theorem 3.6 in [36] ). Let Ω 1 , . . . , Ω m be probability spaces. Let Ω = m k=1 Ω k and let X be a random variable on Ω such that 0 ≤ X(ω) ≤ M for all ω ∈ Ω. Suppose that for some c > 0 and for all ω ∈ B, ω ′ ∈ Ω that differ only in one coordinate we have
Then, for all t > 0,
Instead of Theorem A.2, we will use the following variant with a weaker Lipschitz condition that is very easy to verify in our applications. Here both ω and ω ′ come from the good set B, but we have to allow changes in two coordinates. Theorem A.3. Let Ω 1 , . . . , Ω m be probability spaces. Let Ω = m k=1 Ω k and let X be a random variable on Ω such that 0 ≤ X(ω) ≤ M for all ω ∈ Ω. Suppose that for some c > 0 and for all ω ∈ B, ω ′ ∈ B that differ in at most two coordinates we have
. Proof. We say that ω, ω ′ ∈ Ω are neighbors if they differ in exactly one position. Given a random variable X as in the statement, we define a random variable X ′ as follows. On B the random variables X and X ′ coincide. Let ω ∈ B. If ω has a neighbor ω ′ ∈ B, then choose any such ω ′ and set
The constructed random variable X ′ satisfies the precondition of Theorem A.2. Indeed, let ω ∈ B and ω ′ ∈ Ω differ in only one position. If ω ′ ∈ B, then since X ′ (ω) = X(ω) and X ′ (ω ′ ) = X(ω ′ ), and by the assumption on X, we obtain |X ′ (ω) − X ′ (ω ′ )| ≤ c. Otherwise we have ω ′ ∈ B, and since ω ′ has a neighbor ω ∈ B, we have X ′ (ω ′ ) = X(ω ′′ ) for some neighbor ω ′′ ∈ B of ω ′ . Note that both ω and ω ′′ are in B, and as they are both neighbors of ω ′ they differ in at most two positions. Thus, by the assumption on X we have
Hence, we can use Theorem A.2 on X ′ and obtain concentration of
, the same concentration inequality also holds for X, with an additional error term Pr [B] .
Le Cam's theorem allows us to bound the total variation distance of a binomial distribution to a Poisson distribution with the same mean.
Theorem A.4 (LeCam, Proposition 1 in [37] ). Suppose X 1 , . . . , X n are independent Bernoulli random variables s.t. Pr[
In particular, if λ n = Θ(1) and
Cells Consider the ground space T d , split it into 2 d equal cubes, and repeat this process with each created cube; we call the resulting cubes cells. Cells are cubes of the form
The volume of C is vol(C) = 2 −ℓ·d . For 0 < x ≤ 1 we let ⌈x⌉ 2 d be the smallest number larger or equal to x that is realized as the volume of a cell, or in other words x rounded up to a power of 2 d ,
Lemma A.5 (Geometric ordering). There is an enumeration of the cells C 1 , . . . , C 2 ℓd of level ℓ such that for every cell C of level ℓ ′ < ℓ the cells of level ℓ contained in C form a consecutive block C i , . . . , C j in the enumeration.
Proof. We construct the geometric ordering by induction on the level ℓ. For ℓ = 0 there is only one cell to enumerate, so let ℓ > 0. Given an enumeration C 1 , . . . , C 2 (ℓ−1)d of the cells of level ℓ − 1, we first enumerate all cells of level ℓ contained in C 1 , starting with the cell which is smallest in all d coordinates, and ending with the cell which is largest in all d coordinates. Then we enumerate all cells of level ℓ contained in C 2 (starting with smallest coordinates, and ending with largest coordinates), and so on. Evidently this gives us a geometric ordering of the cells of level ℓ.
B Basic Properties
In this section, we prove some basic properties which repeatedly occur in our proofs. In particular we will calculate the expected degree of a vertex and the marginal probability that an edge between two vertices with given weights is present. Let us start with the following abstract statement.
Lemma B.1. Let f : R → R be a continuously differentiable function. Then for any 0 ≤ w 0 ≤ w 1 ,
Note in particular that if f (0) = 0, then, by using w 0 = 0 and w 1 > w max , we have
Proof. We start by defining a measure µ on R as follows: For every measurable set A ⊆ R we require
In other words, µ is the sum of all Dirac measures given by the vertex weights between w 0 and w 1 . Then
Notice that [0, w max ] is a compact set and f ′ (x) is continuous by assumption. Hence |f ′ (x) · 1 {x≤w} | is globally bounded on [0, w max ] and always zero for x > w max . Thus, f ′ (x) · 1 {x≤w} is integrable and we can apply Fubini's theorem (see, e.g., [26] ), which yields
Recall the assumptions on power-law weights in Section 2.1. In the next lemma we calculate the partial weight sums W ≤w and W ≥w .
Lemma B.2. The total weight sum satisfies W = Θ(n). Moreover, for all sufficiently small η > 0,
Proof. We start with (i) and use Lemma B.1 with w 0 = w, w 1 = w max and f (w) = w. Our assumption (PL2) on the weights implies
For (ii) we obtain similarly
For (iii), we see that if w < w min , then clearly W ≤w = 0. Otherwise, Lemma B.1 with w 0 = w min and w 1 = w implies
and for (iv) we obtain
Next we consider the marginal edge probability of two vertices u, v with given weights w u , w v . We show that in GIRGs this probability is essentially the same as in Chung-Lu random graphs. Furthermore, the marginal probability does not change by more than a constant factor if we fix the position x u or x v (but not both!). Moreover, conditioned on x v = x, all edges {u, v} are independently present. This is a central feature of our model. Lemma B.3. Fix v ∈ [n] and x ∈ T d . Conditioned on x v = x, the edges {v, u}, u = v, are independently present with probability
Proof. Let u = v be two vertices with weights w u , w v and let x v = x. We denote by V (r) the volume of the ball with radius r around x (with respect to the ∞-norm on T d ) and put r 0 = ( 
In the case α < ∞, by (EP1) we have
and the minimum is obtained by the second term whenever x − x u = x − y ≥ r 0 . On the other hand if r 0 ≤ 1/4 and x − x u ≥ r 0 , the probability for u ∼ v can be non-constant. We observe that
Next we use α > 1 and V (1/2) = 1, and see that
since we assume r 0 ≤ 1/4. Finally we combine the two above expressions and obtain
as claimed. Moreover, if we condition only on the weights w u , w v , but not on the position x v , for both cases α < ∞ and α = ∞ it follows
Our next result shows that the expected degree of a vertex is of the same order as the weight of the vertex, thus we can interpret a given weight sequence w as a sequence of expected degrees.
Proof. Let v be any vertex. We estimate the expected degree both from below and above. By Lemma B.3, the expected degree of v is at most 
We conclude this section by proving that if we sample the weights randomly from an appropriate distribution, then whp the resulting weights satisfy our conditions on power-law weights.
Lemma B.5. Let 0 < η < β − 2 and F = F n : R → [0, 1] be continuous and non-decreasing such that F (z) = 0 for all z ≤ 1, and F (z) = 1 − z 1−β (1 + o(1)) for all z ∈ [1, n 1/(β−1−ε) ], where ε > η. For every vertex v ∈ [n], we choose the weight w v independently according to the cumulative probability distribution F . Then for sufficiently large n, whp the resulting weight vector w satisfies conditions (PL1) and (PL2) on power-law weights withw = (n/ log 2 n) 1/(β−1) .
Proof. For all z ∈ [1, n 1/(β−1−ε) ] the expected number of vertices with weight at least z is
By definition of F , we have w v ≥ 1 for all vertices v, hence w min = Ω(1) and condition (PL1) follows. Now consider (PL2). Let η > 0, c 1 = 0.5 and c 2 = 1.5. Let 1 ≤ z ≤w and denote by Y z the number of vertices with weight at least z. We need to compare Y z with c 1 nz 1−β−η and c 2 nz 1−β+η . Notice that Y z is always an integer. Hence for sufficiently large n we can assume without loss of generality that either z ∈ {1,w} or one of c 1 nz 1−β−η or c 2 nz 1−β+η is an integer, because if (PL2) holds for these values of z, it will imply the desired inequality for all other values z as well. By (3),
There are Θ(n) possible choices of z, so the union bound yields Pr[∪A z ] = n −Ω(log n) . This proves the first inequality of (PL2).
For the second inequality, the only remaining case is z ≥w. Let z ≤ n 1/(β−1−ε) . We apply (3) and Markov's inequality to infer that
In particular, for z 0 := n 1/(β−1−ε) and n large enough, this implies
Thus, whp there are no vertices of weight larger than z 0 , and in this case it follows Y z = 0 for all z ≥ z 0 , as Y z takes only integer values. Furthermore, there exist O(log 2 n) values z ∈ [w, z 0 ] where c 2 nz 1−β+η is an integer. Then Equation (4) and the union bound over the O(log 2 n) choices of z finishes the proof.
C Comparison with Hyperbolic Random Graphs
In this section we show that hyperbolic random graphs are a special case of GIRGs. We start by defining hyperbolic random graphs. This model was first introduced by Krioukov et al. [35] and has attracted a lot of attention during the last years. As underlying geometry it uses the hyperbolic plane. There exist several different representations of hyperbolic geometry, all with advantages and disadvantages. For introducing this random graph model, it is most convenient to use the native representation. It can be described by a disk H of radius R around an origin 0, where the position of every point x is given by its polar coordinates (r x , θ x ). The model is isotropic around the origin. The hyperbolic distance between two points x and y is given by the non-
In the following definition, we follow the notation introduced by Gugelmann et al. [30] .
Definition C.1. Let α H > 0, C H ∈ R, T H > 0, n ∈ N, and set R = 2 log n + C H . Then the random hyperbolic graph G α H ,C H ,T H (n) is a graph with vertex set V = [n] and the following properties:
• Every vertex v ∈ [n] draws independently random coordinates (r v , φ v ), where the angle π v is chosen uniformly at random in [0, 2π) and the radius r v ∈ [0, R] is random according to density
• Every potential edge e = {u, v} ∈
[n] 2 is present independently with probability
In the limit T H → 0, we obtain the threshold hyperbolic random graph G α H ,C H (n), where every edge e = {u, v} is present if and only if d(u, v) ≤ R.
We aim to show how hyperbolic random graphs are with high probability contained in our general framework. To this end, we embed the disk of the native hyperbolic model into our model with dimension 1, hence we reduce the geometry of the hyperbolic disk to the geometry of a circle, but gain additional freedom as we can choose the weights of vertices. Notice that a single point on the hyperbolic disk has measure zero, so we can assume that no vertex has radius r v = 0. For the parameters, we put
Furthermore, we define the mapping
Since this is a bijection between H \ {0} and T 1 × [1, e R/2 ), there exists as well an inverse function g(w u , x u ) = (r u , φ u ). Finally for any two vertices u = v on the torus, we set
This finishes our embedding. The following lemma demonstrates that under this mapping, whp the weights will follow a power law.
. Then whp the induced weight sequence w follows a power law with parameter β = 2α H + 1. Now we come to the main statement of this section. In the following we assume that if we sample an instance of the hyperbolic random graph model, we first sample the radii, then the angles and at last the edges.
, n ∈ N and fix a set of radii (r 1 , . . . , r n ) ∈ [0, R] n inducing a power-law weight sequence w with parameter β = 2α H +1. Then the random positions x u and the edge probabilities p uv (w u , x u , w v , x v ) produced by our mapping satisfy the properties of the GIRG model. I.e., for fixed radii inducing power-law weights, hyperbolic random graphs are a special case of GIRGs.
Note that the precondition of Theorem C.3 holds whp by Lemma C.2. Therefore an instance of random hyperbolic graphs is whp included in our GIRG model with parameters as set above. Before proving Lemma C.2 and Theorem C.3, we consider the following basic property of hyperbolic random graphs. Proof. Let v ∈ V . By the given density f it follows immediately
where we used cosh(x) = e x +e −x 2 = e x 2 (1 + o(1)) whenever x = ω(1). Now let X r 0 be the random variable counting the vertices of radius at most r 0 . We observe that (6) implies
By Markov's inequality, with high probability X r 0 = 0.
Proof of Lemma C.2. For every vertex of the random hyperbolic graph, the radius is chosen independently and uniformly according to f (r). Hence under the mapping g, we sample weights independently.
We will prove that we fulfil the prerequisites of Theorem B.5. Let 0 < ε < 1. By Lemma C.4, the probability that a vertex v has radius at most r ≥ ε log n is e −α H (R−r) (1+o (1)). Let 1 ≤ x ≤ o(n 1−ε/2 ). Then R − 2 log x ≥ ε log n, and
Furthermore, for x < 1 we get
Clearly, F is continuous and non-decreasing and therefore satisfies the preconditions of Theorem B.5. It follows from this theorem that whp the weight sequence w follows a power law with parameter β.
Proof of Theorem C.3. Let us start by considering the sampling process of a random hyperbolic graph. First we sample the radii of the vertices, for which the precondition of the theorem assumes that they induce a power-law weight sequence. Secondly we sample the angles, which in our transformation correspond to coordinates chosen independently and uniformly at random on T 1 . It remains to prove that p uv as defined above satisfies conditions (EP1) and (EP2). Let u = v be two vertices of the random hyperbolic graph with coordinates (r u , φ u ) and (r v , φ v ) and consider their mappings (w u , x u ) and (w v , x v ). Since the hyperbolic model is isotropic around the origin, we can assume without loss of generality that r u ≥ r v , φ v = 0 and φ u ≤ π. Let us first consider the threshold model. We claim that there exist constants M > m > 0 such that whenever .
Notice that by our transformation we have x u − x v = φu 2π and
where we used W = Θ(n) by Lemma B.2. Hence φu 2πM = Ω(e (R−ru−rv)/2 ). Since φ u ≤ 1, this implies r u + r v > R, if we choose the constant M sufficiently large, and for n large enough we obtain φ u > 2e R−ru−rv 2 1 + Θ(e R−ru−rv ) . Then by Lemma C.5 the two vertices u and v are not connected and indeed p uv = 0.
On the other hand, assume x u − x v ≤ m wuwv W . Then either r u + r v < R and thus {u, v} ∈ E follows directly, or r u + r v ≥ R and φ u < 2e R−ru−rv 2 1 + Θ(e R−ru−rv ) . In the second case, Lemma C.5 implies p uv = 1.
We now turn to the case α < ∞. By the identity cosh(x ± y) = cosh(x) cosh(y) ± sinh(x) sinh(y) and our assumptions on φ u and φ v we can rewrite (5) as
Next we observe that cosh(x) = Θ(e |x| ) for all x and sinh(x) = Θ(e x ) for all x = ω(1). By Lemma C.4, we can assume that r u , r v = Θ(log n). Furthermore, we perform a Taylor approximation of 1 − cos(φ u ) around 0 and get 1 − cos(φ u ) =
, as φ u is at most a constant. Combining these observations with (8) and the assumption r u ≥ r v , we deduce
In the condition (EP1) on p uv the minimum is obtained by the second term whenever x u −x v ≤ wuwv W . Mapping u and v to the hyperbolic disk, this implies φ u = O(e (R−ru−rv)/2 ). We claim that whenever φ u = O(e (R−ru−rv)/2 ), the two vertices u and v are connected with constant probability and therefore p uv = Θ(1). Indeed, in this case by (9) we have e d−R = O(1), and using Definition C.1 we deduce
On the other hand, suppose x u − x v ≥ wuwv W , which implies φ u = Ω(e (R−ru−rv)/2 ). In this case by (9) we have e d−R = Θ φ 2 u e ru+rv−R = Ω(1). However, if e d−R = Ω(1), we can use Definition C.1 and (7) to obtain
D Degree Sequence
In this paper we assume that the weights follow a power law. Since by Lemma B.4 the expected degree of a vertex is roughly the same as its weight, it is no surprise that the degree sequence follows a power law with high probability. In a first step, we show that whp the degree of all vertices with weight sufficiently large is concentrated around the expected value.
Lemma D.1. The following properties hold with probability 1 − n −Ω(log n) for all v ∈ [n].
Proof. Let v ∈ V with fixed position
By definition of the model, conditioned on the position x v the degree of v is a sum of independent Bernoulli random variables. By Lemma B.4 there exists a constant c such that 2eµ < c log 2 n holds for all vertices v ∈ V ≤log 2 n and all positions x v = x. If v ∈ V ≤log 2 n , we apply a Chernoff bound (Theorem A.1.(iii)), and obtain Pr[deg(v) > c log 2 n] ≤ 2 −c log 2 n = n −Ω(log n) . If v ∈ V ≥log 2 n , we similarly obtain Pr[deg(v) > 3µ/2] ≤ e −Θ(µ) = n −Ω(log n) and µ = Θ(w v ) by Lemma B.4. Then (i) follows by applying a union bound over all vertices.
For (ii), let v ∈ V such that w v = ω(log 2 n), let µ be as defined above and put ε = log n √ µ = o(1). Thus by the Chernoff bound,
and we obtain (ii) by applying Lemma B.4 and a union bound over all such vertices. Finally, from (ii) we infer v∈V ≥w deg(v) = v∈V ≥w Θ(w v ) = Θ(W ≥w ) for all w = ω(log 2 n), which shows (iii).
As a corollary, we obtain bounds on the maximum degree ∆(G) of GIRGs.
Corollary D.2. Whp, ∆(G) = Θ(w max ).
In particular, for all η > 0, whp, ∆(G) = Ω(w) and
Proof. We deduce from the model definition that ω(log 2 n) ≤w ≤ w max = O(n 1/(β−1−η) ). Then Lemma D.1 directly implies the statement.
Next, for a given value D we calculate the expected number of vertices with degree at least D. 
D. Thus E[deg(v)] ≥ 2D, and by a Chernoff bound
As we have power-law weights, there are at least c 1 n( D, and such a vertex has degree at least D with probability at least 1 − e −1/4 . By linearity of expectation, 
Then for the upper bound it follows that
Finally, we use the fact D 2 ≤ 3 · 2 3D/4 for all D ≥ 1, which implies n · 2 −3D/4 ≤ 3nD −2 < 3nD 1−β+η . Hence indeed there exists a constant c 4 > 0 such that
With these preparations, we come to the main theorem of this section, which is a more precise formulation of Theorem 2.1 and states that the degree sequence follows a power law with the same exponent as the weight sequence.
Theorem D.4. For all η > 0 there exist constants c 7 , c 8 > 0 such that with high probability
where the first inequality holds for all 1 ≤ D ≤w and the second inequality holds for all D ≥ 1.
Before we prove Theorem D.4, we note that together with our standard calculations from Section B we immediately obtain the average degree in the graph.
Corollary D.5. With high probability, 
Next we apply Lemma D.1 together with Lemma B.2 and see that whp,
Recall that we assume D ≤ log 3 n, so in particular
. Linearity of expectation and inequality (10) then imply
Furthermore, it is sufficient to prove that the random variable f D is concentrated around its expectation, because this will transfer immediately to g D .
We aim to show this concentration result via an Azuma-type inequality with error event, as given in Theorem A.3. In our graph model, we apply two different randomized processes to create the geometric graph. First, for every vertex v we choose x v independently at random. Afterwards, every edge is present with some probability p uv . Note that we can apply the concentration bound only if all random variables are independent, which is not the case so far.
The n random variables x 1 , . . . , x n define the vertex set and the edge probabilities p uv . We introduce a second set of n − 1 independent random variables. For every u ∈ {2, . . . , n} we let We observe that indeed this implies Pr[i ∼ j | x i , x j ] = p ij as desired. Furthermore, the 2n − 1 random variables x 1 , . . . , x n , Y 2 , . . . Y n are independent and define a probability space Ω. For ω ∈ Ω, we denote by G = G(ω) the resulting graph. Moreover, G ′ = G ′ (ω) is the graph induced by V ′ and f D = f D (ω). Consider the following bad event:
B := {ω ∈ Ω : the maximum degree in G ′ (ω) is at least n 1/4 }.
We observe that Pr[B] = n −Ω(log n) , since with probability 1 − n −Ω(log n) every vertex v ∈ V ′ has degree at most O(w v + log 2 n) = o(n 1/4 ) by Lemma D.1. Let ω, ω ′ ∈ B such that they differ in at most two coordinates. We observe that changing one coordinate x i or Y i can influence only the degrees of i itself and of the vertices which are neighbors of i either before or after the coordinate change. It follows that |f D (ω) − f D (ω ′ )| ≤ 4n 1/4 =: c. Therefore, f D satisfies the Lipschitz condition of Theorem A.3 with bad event B.
which proves the concentration and concludes the proof of the theorem.
E Clustering
Before proving Theorem 2.2, we give the formal definition of the clustering coefficient.
Definition E.1. In a graph G = (V, E) the clustering coefficient of a vertex v ∈ V is defined as Θ(1) . Moreover, by (EP1) and (EP2), for each such vertex the probability to connect to v is Θ(1) (in the case α = ∞ this follows because we have chosen c small enough), so (i) holds with probability Θ(1). For (ii), recall that U (v) has volume O(1/n). Therefore, for any vertex u ∈V \ {v}, we can bound
Hence, by LeCam's theorem, (ii) holds with probability Θ(1), and this probability can only increase if we condition on (i). Finally, for every fixed position x, (iii) holds independently of (i) or (ii) with probability Θ(1), again by LeCam's theorem. This proves the claim that Pr[E] = Θ(1).
Conditioned on E, let v 1 and v 2 be two random neighbors of v. Then x v 1 , x v 2 ∈ U (v), and w v 1 , w v 2 ≤ w 0 . Moreover, by the triangle inequality we have x v 1 − x v 2 ≤ 2cn −1/d . For c sufficiently small, we deduce from (EP1) and (EP2) that v 1 ∼ v 2 with probability Θ(1). Thus we have shown that
Next we show that cc(G ′ ) is concentrated. Analogously to Section D, we apply the AzumaHoeffding bound (Theorem A.3) with the same event B given by (11) . Unless B holds, every vertex in G ′ has degree at most c ′ n 1/4 and therefore every coordinate of the probability space has effect at most 2n −3/4 onto cc(G ′ ). Thus, we obtain |cc(G ′ (ω)) − cc(G ′ (ω ′ ))| ≤ 4n −3/4 for all ω, ω ′ ∈ B that differ in at most two coordinates. Recall that Pr[B] = n −Ω(log n) . We apply Theorem A.3 with t = n −1/8 and c := 4n −3/4 and deduce
where we used (1) whp. In order to compare cc(G) with cc(G ′ ), we observe that every additional edge e = {u, v} which we add to G ′ can decrease only cc(u) and cc(v), both by at most one. Thus,
1) with probability 1 − n −Ω(log n) . Together with |V ′ | = Θ(n), this concludes the argument and proves that cc(G) = Ω(1) with high probability.
F Giant Component, Diameter, and Average Distance
In this section we prove that with high probability GIRGs with 2 < β < 3 have a giant component with diameter at most (log n) O (1) , and that all other components are only of polylogarithmic size. For β > 3, hyperbolic random graphs do not have a component of linear size. On the other hand, for α = ∞ the weight sequence can be chosen such that a linear subset of vertices (of constant weight) form a geometric random graph in the sense of [44] . Such a graph is known to have a linear size component for d ≥ 2 and sufficiently large average degree [44] . So for β > 3, the component structure depends on the parameters of the model. In this paper we restrict ourselves to the case 2 < β < 3, which we will assume throughout this section.
We will show further that the expected average distance of any two vertices in the giant is (2 + o(1)) log log n/| log(β − 2)|. The same formula has been known to hold for various graph models, including Chung-Lu [19] and Norros-Reittu models [39] . The lower bound follows from the first moment method on the number of paths of different types. Note that the probability that a fixed path P = (v 1 , . . . , v k ) exists in G is the same as in the Chung-Lu model, since the marginal probability of v i ∼ v i+1 conditioned on the positions of v 1 , . . . v i is Θ(min{1, w v i w v i+1 /W}), as in the Chung-Lu model. In particular, the expected number of paths coincides for both models (save the factors coming from the Θ(.)-notation). Not surprisingly, the lower bound for the expected average distance follows from general statements on power-law graphs, bounding the expected number of too short paths by o(1), cf. [21, Theorem 2] . The main contribution of this section is to prove a matching upper bound for the average distance.
Recall that for α = ∞ we additionally assumedw = ω(n 1/2 (log log n) −d/2 ). We claim that without this requirement, the average distance can be larger than O(log log n). Indeed, assume thatw = o(n 1/2 (log log n) −d/2 ), and that there are no vertices of weight larger thanw. Then any two connected vertices have distance at most (w 2 /W) 1/d = o(1/ log log n). So to gap a geometric distance of Ω (1) we need a path of length ω(log log n).
In this full version we give a complete proof of the upper bounds, also covering the case α = ∞. We start by considering the subgraph induced by the heavy verticesV := V ≥w ′ , wherew ′ := min{w, n 1/2 }. We call the induced subgraphḠ := G[V ] of a GIRG G the heavy core.
Lemma F.1 (Heavy core).Ḡ is connected and has diameter o(log log n) with probability 1 − n −ω(1) .
Proof. Letn be the number of vertices in the heavy core, and fix 0 < η < 3 − β. Thenn = Ω(nw ′1−β−η ) = n Ω(1) by our choice ofw ′ . We distinguish two cases. For α < ∞, sincew = n ω(1/ log log n) , the connection probability for any heavy vertices u, v is for any 0 < η < 3 − β
Therefore, the diameter of the heavy core is at most the diameter of an Erdős-Rényi random graph Gn ,p , with p =n −1+ω(1/ log log n) . With probability 1 −n −ω(1) , this diameter is Θ(logn/ log(pn)) = o(log log n) [24] . Sincen = n Ω(1) , this proves the lemma for α < ∞. For α = ∞, any two heavy vertices u, v with distance d(u, v) ≤ ε = Θ((w ′2 /W) 1/d ) are connected with probability Θ(1). By the assumptionw = ω(n 1/2 (log log n) −d/2 ) we have ε = ω(1/ log log n). We split the geometric space T d into a regular grid of Θ(ε −d ) = n o(1) cells of diameter at most ε/2. Then each cell in the grid contains n Ω(1) heavy vertices in expectation and whp. Moreover, any two heavy vertices in the same cell are connected with probability Θ(1), so whp the vertices in each cells form a connected graph with diameter O(1) (since whp the diameter of G n,p is O(1) for any constant p). Finally, any two vertices in adjacent cells are connected with probability Θ(1), so whp any two adjacent cells have at least one edge joining them. Therefore, the heavy vertices form a connected graph with diameter O(1/ε) = o(log log n).
Lemma F.2 (Greedy path). Let 0 < ε < 1, and let v be a vertex of weight 2 ≤ w ≤w ′ . Then with probability at least 1 − O exp −w Ω(ε) there exists a path of length at most (1 + ε) log log n | log(β−2)| from v to the heavy core. In particular, for every ε > 0 there is a C > 0 such that whp for all v ∈ V ≥(log n) C there exists a path of length at most (1 + ε) log log n | log(β−2)| from v to the heavy core. Moreover, with high probability there are Ω(n) vertices in the same component as the heavy core.
Proof. Recall from the proof of Lemma F.1 that there aren = n Ω(1) heavy vertices. Let τ := (β − 2) −1/(1+ε/2) . Note that 1 < τ < 1/(β − 2), and that 1/ log τ = (1 + ε/2)/| log(β − 2)|. Set v 0 := v, and define recursively v i+1 to be the neighbor of v i of highest weight. Moreover, let w i := min{w τ i ,w ′ } for all i ≥ 0. We will show that with sufficiently high probability w v i ≥ w i for all 0 ≤ i ≤ i max , where i max := ⌈log τ (logw ′ / log w)⌉ is the smallest integer such that w τ i ≥w ′ . Note that this implies that there is a path from v to the heavy core of length at most i max ≤ (1 + ε/2) log log n/| log(β − 2)| + 1 ≤ (1 + ε) log log n/| log(β − 2)|, for sufficiently large n.
Let 0 ≤ i ≤ i max −1, and assume that v i has weight at least w i . We need to show that v i connects to a vertex of weight at least w i+1 . By Lemma B.3, the edges from v i to v, v ∈ V ≥w i+1 , are independently present with probability Ω(min{w v w i /W, 1}), respectively. Since
, we can bound this edge probability from below by Ω(w i w i+1 /W ). Thus, for any η > 0 the probability that v i does not connect to a vertex of weight at least w i+1 is at most
Note that since τ < 1/(β − 2), the exponent of w i in this expression is positive for sufficiently small η > 0. More precisely, we have
and thus for sufficiently small η > 0 we have
By the union bound, the probability that for every 0 ≤ i ≤ i max − 1 the vertex v i has a neighbor of weight at least w i+1 is at least 1
, which proves the first claim. For the second claim, let C = Ω(1/ε) with sufficiently large hidden constant. If a vertex v has weight at least (log n) C then the probability estimated above is at least 1 − e −Ω((log n) C ′ ) = 1 − n ω(1) . The claim now follows from a union bound over all vertices of weight at least (log n) C .
For the third claim, we divide T d into Θ(n 1/2 ) cubic cells of volume Θ(n −1/2 ). We call a path local if all vertices are in the same cell. We will first show that equation (12) still holds for local paths, at least for w i < (log n) C . So let i be such that w i < (log n) C , and fix a vertex v of weight between w i and w i+1 , and also fix its location. For any u ∈ V , the probability that u has distance at most (w v w u /W) 1/d of v and lies in the same cell as v is Ω(min{w v w u /W, n −1/2 }), and in this case p uv = Θ(1). Note that the same remains true if we condition on the number of vertices in the cell of v, as long as this number is in Θ(n 1/2 ). Analogously to (12) , if p ′ i is the probability that v does not connect to any vertex in the same cell of weight at least w i+1 , then
So as before, with probability at least 1 − exp −w Ω(ε) there is a local path from v to V ≥(log n) C . In particular, if w = O(1) is sufficiently large, then the probability that a vertex v of weight at least w is connected to V ≥(log n) C by a local path is at least 1/2. For the s-th cell, let V s be the set of vertices of weight at least w in the cell, and let X s be the number of vertices v ∈ V s that are connected to V ≥(log n) C by a local path. Observe that |V ≥w | = Ω(n), and thus whp |V s | = Θ(n 1/2 ) for all s. In particular, E[X s ] = Ω(n 1/2 ), and therefore Pr[X s = Ω(n 1/2 )] = Ω(1), since whp X s ≤ O(n 1/2 ). The same remains true if we condition on the value of |V s |, as long as it is in Θ(n 1/2 ). After conditioning on the number of vertices in each cell the random variables X s are independent, and thus whp s X s = Ω(n) by the Chernoff bound. Since whp the graph G[V ≥(log n) C ] is connected, whp we have a giant component of linear size. By Lemma F.2, whp every vertex of weight at least (log n) C has small distance from the heavy core. It remains to show that every vertex in the giant component has a large probability to connect to such a high-weight vertex in a small number of steps. The next lemma shows that the more vertices of small weight we have in the neighborhood of a vertex, the more likely it is that there is an edge from the neighborhood to a vertex of large weight.
Lemma F.3 (Bulk lemma
Proof. We may assume w ≤ n 1/2 , since otherwise k > n, and the statement is trivial. Let c > 0 be such that for all vertices u of weight at least w, for all x ′ ∈ T d and all vertices u ′ ∈ V we have
, c is the hidden constant of equation (2) in Lemma B.3. Finally by the power-law assumption (PL2), for any sufficiently small 0 < η < 1 we may choosew = O(w 1+η ) such that there are at least Ω(n/w β−1+η ) vertices with weights between w andw. We first uncover the graph G <w induced by vertices of weight less than w. Let
On the other hand, the left hand side is at least cw|N v |/n by our choice of c. Together, Q ≥ cw/n − Rx/|N v | = cw/(2n), proving the claim. Now we distinguish three cases.
since the number of vertices of weight in [w,w] is at least Ω(n/w β−1+η ) by (PL2). Since every u draws its position and its neighbors independently from each other, we may apply the Chernoff bounds, and obtain Pr[∃u with w u ∈ [w,w] and
as desired.
(3) For the last case, |N v | ≥ k and R < w β /n, we will show that it is very unlikely that this case occurs for a random v. More precisely, let V R ⊆ V <w be the set of vertices v of weight less than w for which |N v | ≥ k and R(v) < w β /n. Further, let E be the event that |V R | ≥ ne −c ′ w , where c ′ is a constant to be fixed later. Then we will show that Pr[E] = e −Ω(w) . Note that with this statement, we can conclude the proof as follows. Let v be a random vertex of weight less than w. When we uncover G <w , then E occurs only with probability e −Ω(w) . On the other hand, if E does not occur, then there at most ne −c ′ w vertices v ′ ∈ V <w for which |N v | ≥ k and R(v ′ ) < w β /n, and the probability that v is among them is at most ne −c ′ w /|V <w | = O(e −c ′ w w β−1+η ) = e −Ω(w) for any η > 0. Finally, if v is not among these vertices, then either |N v | < k, and we are done. Or R(v) ≥ w β /n, and then N v ∼ V ≥w with probability at most O(e −w Ω(1) ) by (13) . Thus the theorem follows. So it remains to show the following claim.
Claim F.5. For V R := {v ∈ V <w | |N v | ≥ k and R < w β /n}, with E being the event that
Before we prove Claim F.5, we need some preparation. Sort the vertices v ∈ V R decreasingly by |N v |. We go through the list one by one, and pick greedily a set V G ⊆ V R such that the N v , v ∈ V G are pairwise disjoint. Then after this procedure, the following holds.
Claim F.6.
Proof. We prove Claim F.6 by the following charging argument. Whenever we pick a vertex v to be included into V G , we inductively define levels
The vertex v pays one coin to each vertex in s≥0 L s (v). We claim that (i) every vertex v that we pick pays at most 2|N v | 5 coins, and (ii) every vertex in V R is paid at least one coin. Note that (i) and (ii) together will imply Claim F.6.
To prove (i), we observe that
For (ii), we show the following statement inductively for all vertices v. After v has paid its coins, every vertex u which comes after v in the ordering, and for which N u ∩ N v = ∅ holds, has received at least one coin. Note that it will follow that each vertex that we consider and that we do not pick has been paid by an earlier vertex. So assume that u comes after v in the ordering, and that N u ∩ N v = ∅. Since we go through the vertices in descending order with respect to |N v |, we have
However, since we picked v, and since v ′ ∈ N v (and thus, v ∈ N v ′ ), v ′ was not picked. Therefore, by induction hypothesis v ′ had been paid by some earlier vertex
, so u has been paid by v ′′ as well. This proves (ii), and thus concludes the proof of Claim F.6. Note that
Proof of Claim F.5. With Claim F.6, we can finally prove Claim F.5 as follows. Fix a vertex u such that w u ≤w. Then for each position x u of u, the expected degree of u conditioned on x u is in O(w), and it is the sum of independent random variables by Lemmas B.3 and B.4. Note that the hidden constant in the O(.)-notation is independent of w u and of x u . Therefore, by the Chernoff-Hoeffding bound, there are constants c ′ , C > 0 independent of w u and x u such that Pr[deg(u) ≥ i] ≤ e −2c ′ i for all i ≥ Cw, and this also holds if u is a random vertex with weight in [w,w]. So let u be a random vertex with weight in [w,w], and let
Consider the random variables
Now consider the expectation of S 1 conditioned on E. On the one hand, since we are in the case R < w β /n, we have |N v |cw 1−β /2 < |N v |cw/(2nR), and thus
by Claim F.6. On the other hand, since
5 . Both inequalities together yield
. 
Solving for Pr[E] yields Pr
This concludes the proof of Claim F.5, and thus of the lemma.
The upper bounds of Theorems 2.3 and 2.4 are a direct consequence of the lemmas we proved so far. We collect the results in the following theorem. Moreover, the average distance of two vertices in the giant component is (2 ± o(1)) log log n | log(β−2)| in expectation and with probability 1 − o(1).
Proof. (i) follows immediately from Lemma F.2. For (ii) and (iii) we conclude from the same lemma that whp the giant contains all vertices of weight at least w := (log n) C , for a suitable constant C > 0, and that whp all such vertices have distance at most (1 + ε) log log n | log(β−2)| from the heavy coreV . Choose a sufficiently small constant ε > 0, and apply Lemma F.3 with ℓ = w β+ε . Then a random vertex in V <w has probability at least 1 − e −w Ω(1) to either be at distance at most ℓ of V ≥w , or to be in a component of size less than ℓ. Note that for sufficiently large C this probability is at least 1−n −2−Ω (1) . By the union bound, with probability 1 − n −1−Ω(1) one of the two options happens for all vertices in V <w . This already shows that whp all non-giant components are of size less than ℓ = (log n) O (1) . For the diameter of the giant, recall that whp the heavy core has diameter o(log log n) by Lemma F.1. Therefore, whp the diameter of the giant component is O(ℓ + log log n) = (log n) O (1) .
For the average distance, let ε = ε(n) = o(1), and let v ∈ [n]. Fix ℓ ≥ 3, ℓ = n o(1) , and let w := w(ℓ) = ℓ 1/(β+1) . We uncover the graph in two steps: in a first step, we uncover G 1 := G[V <w ∪ {v}], and in the second step, we uncover the rest. Consider the ℓ − 1-neighborhood Γ of v in G 1 . If w v ≥ w then Γ trivially contains a vertex of weight at least w. Otherwise, by Lemma F.3, with probability 1 − O(exp{−w Ω(1) }) either Γ ∼ V ≥w , or Γ is the whole connected component of v in G (which happens automatically in the case Γ ∼ V ≥w and |Γ| < ℓ). If Γ is the whole connected component, then v is not in the giant component, and there is nothing to show. Otherwise, there is a vertex v ′ ∈ V ≥w with dist(v, v ′ ) ≤ ℓ, and by Lemma F.2 with probability 1 − O(exp{−w Ω(ε) }) there is a path from v ′ to the heavy core of length at most (1 + ε) log log n/| log(β − 2)|. Summarizing, we have shown that for every vertex v in the giant component and every ℓ ≥ 3 with ℓ = n o(1) ,
Let V giant be the set of vertices in the giant component, and let ν ℓ = ν ℓ (ε) be the number of vertices in V giant that have distance at least ℓ + (1 + ε) log log n | log(β−2)| from V core . By Markov's inequality, Pr[ν ℓ ≥ ρE[ν ℓ ]] ≤ 1/ρ for all ρ > 0, and E[ν ℓ ] = O(n exp{−ℓ Ω(ε) }) by (15) . In particular, we may choose ρ = O(exp{ℓ Ω(ε) }) in such a way that ρE[ν ℓ ] = O(n exp{−ℓ Ω(ε) }), and obtain
Fix ℓ 0 = ℓ 0 (n) such that ℓ 0 = ω(1) and ℓ 0 = o(log log n), and assume that ε = o(1) decreases so slowly that ℓ Ω(ε) 0 = ω(1). By (16), the probability that
. In this case, we may bound
If the diameter of the giant component is at most (log n) O(1) (which happens whp), then the left hand side coincides with the average distance from V core in the giant component. Since whp
For every constant ε > 0 this sum is o(1), so if ε = o(1) tends to zero sufficiently slowly, then it is still o(log log n). This proves that in the giant component the average distance from the core is (1 + o(1)) log log n/| log(β − 2)| with probability 1 − o(1). Therefore, the average distance of two vertices in the giant is (2 + o(1)) log log n/| log(β − 2)| with probability 1 − o(1).
For the expectation, we use Equation (15) more directly. Using E[X] = ℓ>0 Pr[X ≥ ℓ] for a random variable X taking values in N, and since the diameter of the giant is at most (log n) O(1) with probability 1 − n −1−Ω(1) , we obtain
. (18) As before, by choosing ε = o(1) in a suitable way, the first sum in (18) is o(log log n). The second sum is O(1), so the statement follows.
F.1 Missing Proofs of Short Version
In the short version we gave a simplified proof for the upper bounds that only works in the case α < ∞.
In this section we give proof details for Lemmas 3.3 and 3.4, and for Theorem 3.5, since these are not covered by the previous section.
Proof of Lemma 3.3. Assume that x s i is given. In order to determine whether v ∼ s i , we use the following procedure. We first draw a random real number p i ∈ [0, 1] uniformly at random. Afterwards, we draw the position x v of v. We connect v to s i if and only if p i ≤ p uv . In the following, we will condition on the value of p i .
By equation (EP1) there is a constant C > 0 such that the following holds. For any given p i , there is a radius r i > 0 such that x v − x s i ≤ r i implies v ∼ v i , and such that x v − x s i > Cr i implies v ∼ v i . Thus, conditioned on the values of p 1 , . . . , p r , a sufficient (or necessary) condition for v ∼ S is that
, and the probability of this event is vol(V ) (or is vol(V ′ )). Assume without loss of generality that r 1 is the largest of the r i . Then conditioned on the p i we may bound
for all x 1 , . . . , x ℓ ∈ T d . Since this holds for all values of the p i , it implies the lemma.
Proof of Lemma 3.4. Let S = {s 1 , . . . , s ℓ }. We first inspect the "worst case" x s 1 = . . . = x s ℓ = 0. Let v be a vertex of weight at least w. Let r = (ℓ 1/α w/W ) 1/d . If the distance of v to 0 happens to be at most r, then v ∼ S with probability at least
The probability that the distance of v and 0 is at most r is Θ(r d ) = Θ(ℓ 1/α w/n). Therefore,
By Lemma 3.3, equation (19) extends to all values of x s 1 , . . . , x s ℓ , so we may continue with the general case. There are Θ(nw −(β−1) ) vertices of weight at least w. Thus, the probability that S connects to at least one of them is at least
which proves the lemma.
Proof of Theorem 3.5. Property (i) follows immediately from Lemma 3.2. By the same lemma, whp the giant contains all vertices of weight at least w := (log n) C , for a suitable constant C > 0, and that whp all such vertices have distance at most (1 + ε) log log n | log(β−2)| from the heavy coreV . Also, whpV forms a connected set of diameter o(log log n) by Lemma 3.1, To prove (ii) and (iii), we uncover the graph in two steps: first we uncover all vertices of weight smaller than w. Then for each vertex v ∈ V <w that lives in a connected component of G[V <w ] of size at least ℓ := (C ′ log n) α w α(β−2) = (log n) O(1) we choose an arbitrary connected set S ℓ (v) ⊆ V <w of size ℓ such that v ∈ S ℓ (v). Afterwards, we uncover all vertices of weight at least w. Then by Lemma 3.4, every set S ℓ (v) will be connected to a vertex of weight at least w with probability at least 1 − n −2−Ω(1) , for C ′ sufficiently large. By a union bound over all v ∈ V <w , this implies that (ii) and (iii) are true with probability at least 1 − n 1−Ω (1) .
For the statements about the average distance, recall that the lower bound follows from [21, Theorem 2] . For the upper bound, let ε = ε(n) = o(1), let v ∈ V <w ′ , and fix any 0 < ℓ = o(n). We uncover the vertices in V \ {v} one by one, in increasing order according to their weights, and we stop the process when the connected component S of v reaches size at least ℓ. If the process does not stop before we have uncovered the whole graph, then v does not lie in the giant component, so assume the process stops earlier by uncovering a vertex u. Let w 0 := ℓ 1/(2α(β−2)) . If w u < w 0 , then we
have not yet uncovered any vertices of weight at least w 0 . So by Lemma 3.4, with probability at least 1 − e −Ω(ℓ 1/α w 2−β 0 ) = 1 − e −Ω(ℓ 1/(2α) ) there exists a vertex u ′ of weight at least w 0 such that u ′ ∼ S. On the other hand, if w u ≥ w 0 , then we set u ′ := u. Note that in either case dist(v, u ′ ) ≤ ℓ.
By Lemma 3.2, with probability 1 − exp −Ω(w 1−(β−2) ε/(1+ε) ) there exists a path of length at most (1 + ε) log log n | log(β−2)| from u ′ to the heavy coreV (if u does exist). Note that 1 − (β − 2) ε/(1+ε) = Θ(ε) for ε = o(1), so the probability that such a path exists is 1 − exp{−Ω(w Ω(ε) )} = 1 − exp{−Ω(ℓ Ω(ε) )}. Summarizing, we have shown that for every vertex v in the giant component,
Therefore, using that E[X] = ℓ>0 Pr[X ≥ ℓ] for a random variable X taking values in N, and using that the diameter of the giant is at most (log n) O(1) with probability 1 − n −1−Ω(1) , we obtain
For every constant ε > 0 the first sum in (21) is a constant, so if ε = o(1) tends to zero sufficiently slowly, then the sum is still o(log log n). The second sum is also in o(log log n).
log log n | log(β−2)| + o(log log n) for a suitable ε = o(1), which implies the statement for the expectation.
To see that it also holds with probability 1 − o(1), let V giant be the set of vertices in the giant component, and let ν ℓ = ν ℓ (ε) be the number of vertices v ∈ V giant that have distance at least ℓ + (1 + ε) (20) . In particular, we may choose ρ = O(exp{ℓ Ω(ε) }) in such a way that ρE[ν ℓ ] = O(n exp{−ℓ Ω(ε) }), and obtain
Fix ℓ 0 = ℓ 0 (n) such that ℓ 0 = ω(1) and ℓ 0 = o(log log n), and assume that ε = o(1) decreases so slowly that ℓ Ω(ε) 0 = ω(1). By (22) , the probability that
As before, this sum is o(log log n) if ε = o(1) decreases sufficiently slowly. This proves that in the giant component the average distance from the core is (1 + o(1)) log log n/| log(β − 2)| with probability 1 − o(1). Therefore, the average distance of two vertices in the giant is (2 + o(1)) log log n/| log(β − 2)| with probability 1 − o(1).
G Stability of the Giant, Entropy, and Compression Algorithm
In this section we prove Theorems 2.6 and 2.5. More precisely, we show that the graph (and its giant) has separators of sublinear size, and we make use of these small separators to devise a compression algorithm that can store the graph with linearly many bits. Note that the compression maintains only the graph up to isomorphism, not the underlying geometry. The main idea is to enumerate the vertices in an ordering that reflects the geometry, and then storing for each vertex i the differences i − j for all neighbors j of i. We start with a technical lemma that gives the number of edges intersecting an axis-parallel, regular grid. (For µ > 0 with 1/µ ∈ N, the axis-parallel, regular grid with side length µ is the union of all d − 1-dimensional hyperplanes that are orthogonal to an axis, and that are in distance kµ from the origin for a k ∈ Z.) Both the existence of small separators and the efficiency of the compression algorithm follow easily from that formula.
Lemma G.1. Let 1 ≤ µ ≤ n 1/d be an integer, and consider an axis-parallel, regular grid with side length 1/µ on T d . Then in expectation the grid intersects at most
Proof. For u, v ∈ V , let ρ uv be the probability that the edge uv exists and cuts the grid. Let r max := 1/2 be the diameter of T d , and let γ uv := min{(w u w v /W) 1/d , r max }. Note that r = (w u w v /W) 1/d is the largest radius (up to constant factors) for which p uv (r) = Ω(1). Moreover, in the case α = ∞, by increasing γ uv by at most a constant factor we may assume p uv (r) = 0 for all r ≥ γ uv .
Observe that u and v have distance r with probability density at most O(r d−1 ). Moreover, for a fixed axis of T d , consider the hyperplanes {h i } 1≤i≤µ of the grid perpendicular to that axis. If the edge e = uv has length r, then after a random shift along the axis, the edge e intersects one of the h i with probability at most min{µr, 1}. By symmetry of the underlying space, a random shift does not change the probability to intersect one of the h i , so an edge of length r has also probability at most min{µr, 1} to intersect one of the h i . By the union bound over all (constantly many) axes, the probability to intersect the grid is O(min{µr, 1}). Now we distinguish several case. For γ uv > 1/µ and α < ∞, we may estimate
For γ uv > 1/µ and α = ∞, equation (23) remains true, except that the third integral is replaced by 0 by our choice of γ uv . So in this case we still get ρ uv ≤ O(γ d uv ). The case γ uv ≤ 1/µ is a bit more complicated. Again we consider first α < ∞. Then we may bound
Similarly as before,
. Note that both terms are upper bounded by O((γ uv µ) dα µ −d ), whereα := min{α, 1 + 1/d}, since γ uv µ ≤ 1. For I 2 , the inverse derivative of r d−dα is either Θ(r 1+d−dα ), or log r, or −Θ(r 1+d−dα ), depending on whether 1 + d − dα is positive, zero, or negative, respectively. Therefore, we obtain
In particular, we can bound all terms (including I 1 and I 3 ) in a unified way by
. Also, in the case α = ∞ the same calculation applies, except that I 2 and I 3 are replaced by 0. Note that naturallyα = 1 + 1/d for α = ∞. So altogether we have shown that
Therefore, the expected number of edges intersecting the grid is in O(S 1 + S 2 ), where
Let 0 < η ′ < η < β − 2 be (arbitrarily small) constants. Then we may use the power-law assumption (PL2), Lemma B.2, and Lemma B.1 to bound S 1 :
Since this holds for all η > 0, we may conclude that
). To tackle S 2 , we again use Lemma B.1, let λ := W/(w u µ d ) and obtain for any η > 0,
Now we distinguish two cases, because the integral behaves differently for exponents larger or smaller than −1. Ifα ≥ β − 1, then for 0 < η ′ < η equation (25) evaluates to
Since this is true for all η > 0, we may conclude
, which is one of the terms in the lemma. On the other hand, if α < β − 1 then for 0 < η < β −α − 1 we obtain from (25)
and again S 2 = µ dα−d (1 + log(n d /µ))S ′ 2 corresponds to terms in the lemma after plugging inα. This concludes the proof.
From Lemma G.1, we immediately obtain that there is a sublinear set of vertices that disconnects the giant component. The compression algorithm With Lemma G.1 at hand, we are ready to give a compression algorithm that stores the graph with O(n) bits, i.e., with O(1) bits per edge. We first enumerate the vertices as follows. Recall the definition of cells from Section 2.3, and consider all cells of volume 2 −ℓ 0 d , where ℓ 0 := ⌊log n/d⌋. Note that the boundaries of these cells induce a grid as in Lemma G.1. Since each such cell has volume Θ(1/n), the expected number of vertices in each cell is constant. We fix a geometric ordering of these cells as in Lemma 2.8, and we enumerate the vertices in the order of the cells, breaking ties (between vertices in the same cell) arbitrarily. For the rest of the section we will assume that the vertices are enumerated in this way, i.e., we identify V = [n], where i ∈ [n] refers to the vertex with index i.
The remainder of the compression scheme loosely follows the practical compression scheme of Boldi and Vigna [9] , see also [15] . Having enumerated the vertices, for each vertex i ∈ [n] we store a block of 1 + deg(i) sub-blocks. The first sub-block consists of a single dummy bit (to avoid empty sequences arising from isolated vertices). In the other deg(i) sub-blocks we store the differences i − j using log 2 |i − j| + O(1) bits, where j runs through all neighbors of i. We assume that the information for all vertices is stored in a big successive block B in the memory. Moreover, we create two more blocks B V and B E of the same length. Both B V and B E have a one-bit whenever the corresponding bit in B is the first bit of the block of a vertex, and B E has also a one-bit whenever the corresponding bit in B is the first bit of an edge (i.e., the first bit encoding a difference i − j). All other bits in B V and B E are zero.
It is clear that with the data above the graph is determined. To handle queries efficiently, we replace B V and B E each with a rank/select data structure. This data structure allows to handle in constant time queries of the form "Rank(b)", which returns the number of one-bits up to position b, and "Select(i)", which returns the position of the i-th one-bit [33, 20, 43] . Given i, s ∈ N, we can find the index of the s-th neighbor of i in constant time by Algorithm 2, and the degree of i by Algorithm 3. In particular, it is also possible for Algorithm 2 to first check whether s ≤ deg(i). We need to show that the data structure needs O(n) bits in expectation. There are n dummy bits, so we must show that we require O(n) bits to store all differences i − j, where ij runs through all edges of the graph. We need log 2 |i − j| + O(1) bits for each edge, and the O(1) terms sum up to O(|E|), which is O(n) in expectation. Thus, it remains to prove the following. 
Proof. We abbreviate E for the expectation in (26) . Note that the geometric ordering puts all the vertices that are in the same cell of a 2 −ℓ -grid in a consecutive block, for all 1 ≤ ℓ ≤ ℓ 0 . Therefore, if e = ij does not intersect the 2 −ℓ -grid then |i − j| ≤ #{vertices in the cell of e}. For 1 ≤ ℓ ≤ ℓ 0 , let E ℓ be the set of edges intersecting the 2 −ℓ -grid. For convenience, let E 0 := ∅, and let E ℓ 0 +1 := E be the set of all edges. Then, using concavity of log in the third step, The term T ℓ is at most T ℓ ≤ 2 + (n − 2)2 −ℓ ≤ 3n2 −ℓ for ℓ ≤ ℓ 0 . Thus it remains to show that E[
Note that existence of c follows from our model assumptions. In the remainder of this section we introduce building blocks of our algorithm (Section H.1) and present our algorithm (Section H.2) and its analysis (Section H.3).
H.1 Building Blocks
Data structures Recall the definition of cells from Section 2.3. We first build a basic data structure on a set of points P that allows to access the points in a given cell C (of volume at least ν) in constant time.
Lemma H.1. Given a set of points P and 0 < ν ≤ 1, in time O(|P | + 1/ν) we can construct a data structure D ν (P ) supporting the following queries in time O(1):
• given a cell C of volume at least ν and a number k, return the k-th point in C ∩ P (in a fixed ordering of C ∩ P depending only on P and ν). A given cell C of volume at least ν may consist of several cells of volume µ. By Lemma A.5, these cells form a contiguous subsequence C i , C i+1 , . . . , C j−1 , C j of C 1 , . . . , C 1/µ , so that the points C ∩ P form a contiguous subsequence of A. For constant access time, we store for each cell C of volume at least ν the indices s C , e C of the first and last point of C ∩ P in A. Then |C ∩ P | = e C − s C + 1 and the k-th point in C ∩ P is stored at A[s C + k]. Thus, both queries can be answered in constant time. Note that the ordering A[.] of the points in C ∩ P is a mix of the geometric ordering of cells of volume µ and the given ordering of P within a cell of volume µ, in particular this ordering indeed only depends on P and ν. Additionally, we have to slightly change the running time analysis, since it no longer holds that all pairs of vertices (u, v) ∈ V A i × V B j satisfy p uv = Θ(1). However, a variant of this property still holds: If we only uncovered that x u ∈ A and x v ∈ B, but not yet where exactly in A, B they lie, then the marginal probability of (u, v) forming an edge is Θ(1), since for any ε > 0 a constant fraction of all pairs of points in A × B are within distance ε(w i−1 w j−1 /W) 1/d , guaranteeing edge probability Θ(1) for sufficiently small ε. This again allows to check all pairs of vertices in V A i × V B j whether they form an edge, which yields expected linear running time.
