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HOPF BIFURCATION FOR DEGENERATE SINGULAR
POINTS OF MULTIPLICITY 2n− 1 IN DIMENSION 3
JAUME LLIBRE1 AND HAO WU2
Abstract. The main purpose of this paper is to study the Hopf
bifurcation for a class of degenerate singular points of multiplicity
2n − 1 in dimension 3 via averaging theory. More specifically, we
consider the system
x˙ = −Hy(x, y) + P2n(x, y, z) + εP2n−1(x, y),
y˙ = Hx(x, y) +Q2n(x, y, z) + εQ2n−1(x, y),
z˙ = R2n(x, y, z) + εcz
2n−1,
where
H =
1
2n
(x2l + y2l)m, n = lm,
P2n−1 = x(p1x2n−2 + p2x2n−3y + . . .+ p2n−1y2n−2),
Q2n−1 = y(p1x2n−2 + p2x2n−3y + . . .+ p2n−1y2n−2),
and P2n, Q2n and R2n are arbitrary analytic functions starting with
terms of degree 2n, and prove that passing from ε = 0 to ε 6= 0
sufficiently small from the origin it can bifurcate 2n − 1 limit cycles
using averaging theory of first order, and 3n− 1 limit cycles for l = 1
using averaging theory of second order.
1. Introduction and statement of the main results
Let
x˙ = P (x, y, z), y˙ = Q(x, y, z), z˙ = R(x, y, z),
be an analytic system in R3 starting with terms in P , Q and R of order 2n−
1. Then we say that the singular point at the origin of R3 has multiplicity
2n− 1.
The main purpose of this paper is to study the Hopf bifurcation which
takes place at the singular point located at the origin for a subclass analytic
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differential equations in R3 of the form
(1)
x˙ = P 2n−1(x, y, z) + P 2n(x, y, z),
y˙ = Q2n−1(x, y, z) +Q2n(x, y, z),
z˙ = R2n−1(x, y, z) +R2n(x, y, z),
where P 2n−1, Q2n−1 and R2n−1 are homogeneous polynomials of degree
2n− 1, and P 2n, Q2n and R2n are analytical functions starting with terms
of order 2n.
In general Hopf bifurcation is well studied for singular points which have
an eigenvalue of the form α(ε) ± β(ε)i with α(0) = 0 and α′(0) 6= 0. Also
in dimension 2 the Hopf bifurcation can be obtained for the singular points
having eigenvalues of the form ±βi using the so–called Lyapunov constants,
see for instance [1, 2]. But for systems (1) with n > 1, the singular point
located at the origin is degenerated and all its eigenvalues are zero, so the
standard techniques for studying the limit cycles that bifurcate from the
origin changing a parameter cannot be applied.
We shall study the Hopf bifurcation of a subclass of systems (1) using
the averaging theory, see Section 2. Our main results are as follows.
Theorem 1. We consider the differential systems in R3 given by
(2)
x˙ = −Hy(x, y) + P2n(x, y, z) + εP2n−1(x, y),
y˙ = Hx(x, y) +Q2n(x, y, z) + εQ2n−1(x, y),
z˙ = R2n(x, y, z) + εcz2n−1,
where
H =
1
2n
(x2l + y2l)m, n = lm,
P2n−1 = x(p1x2n−2 + p2x2n−3y + . . .+ p2n−1y2n−2),
Q2n−1 = y(p1x2n−2 + p2x2n−3y + . . .+ p2n−1y2n−2),
and P2n, Q2n and R2n are arbitrary analytic functions starting with terms
of degree 2n, then from the origin of system (2) for ε = 0 can bifurcate
2n−1 limit cycles for ε 6= 0 sufficiently small using averaging theory of first
order.
Theorem 2. Under the assumptions of Theorem 1 for the case l = 1, from
the origin of system (2) for ε = 0 can bifurcate 3n− 1 limit cycles for ε 6= 0
sufficiently small using averaging theory of second order.
Theorem 1 will be proved in Section 3. Theorem 2 will be proved in
Section 4.
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We remark that in the proof of Theorem 1 we only use the terms of
degree 2n− 1 and 2n of system (2), but in the proof of Theorem 2 we need
to use the terms of degree 2n− 1, 2n and 2n+ 1 of system (2).
2. Limit cycles via averaging theory
Under good assumptions we can say that the averaging method [5, 6] gives
a quantitative relation between the limit cycles of some non–autonomous
periodic differential system and the singular points of its averaged differen-
tial system, which is an autonomous one. The next theorem provides a first
order approximation in ε for the limit cycles of a periodic differential sys-
tem, for a proof see Theorem 2.6.1 of Sanders and Verhulst [5] and Theorem
11.5 of Verhulst [6].
Theorem 3 (Averaging method up to first order in ε). We consider the
following two initial value problems
(3) x˙ = ε f(t, x) + ε2 g(t, x, ε), x(0) = x0,
and
(4) y˙ = ε F 0(y), y(0) = x0,
where x, y, x0 ∈ Ω an open subset of Rn, t ∈ [0,∞), ε ∈ (0, ε0], f and g are
periodic of period T in the variable t, and F 0(y) is the averaged function of
f(t, x) with respect to t, i.e.,
(5) F 0(y) =
1
T
∫ T
0
f(t, y)dt.
Suppose: (i) f , its Jacobian ∂f/∂x, its Hessian ∂2f/∂x2, g and its Jacobian
∂g/∂x are defined, continuous and bounded by a constant independent on
ε in [0,∞) × Ω and ε ∈ (0, ε0]; (ii) T is a constant independent of ε; and
(iii) y(t) belongs to Ω on the interval of time [0, 1/ε]. Then the following
statements hold.
(a) On the time scale 1/ε we have that x(t)− y(t) = O(ε), as ε→ 0.
(b) If p is a singular point of the averaged system (4) such that the
determinant of the Jacobian matrix
(6)
∂F 0
∂y
∣∣∣∣
y=p
is not zero, then there exists a limit cycle φ(t, ε) of period T for the
system (3) which is close to p and such that φ(t, ε)→ p as ε→ 0.
(c) The stability or instability of the limit cycle φ(t, ε) is given by the
stability or instability of the singular point p of the averaged system
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(4). In fact, the singular point p has the stability behavior of the
Poincare´ map associated to the limit cycle φ(t, ε).
In [3] the authors have succeeded to weaken the hypotheses of the aver-
aging method for the existence of periodic orbits using the Brouwer degree
theory.
The next theorem provides a second order approximation for the solutions
of a periodic differential system, for a proof see Llibre [4] and Theorem 3.5.1
of Sanders and Verhulst [5].
Theorem 4 (Averaging method up to second order in ε). We consider the
following two initial value problems
(7) x˙ = εf(t, x) + ε2g(t, x) + ε3R(t, x, ε) , x(0) = x0 ,
and
(8) y˙ = εF 0(y) + ε2F 10(y) + ε2G0(y) , y(0) = x0 ,
with f , g : [0,∞) × D → Rn, R : [0,∞) × D × (0, ε0] → Rn, D an open
subset of Rn, f , g and R periodic of period T in the variable t,
(9) F 1(t, x) =
∂f
∂x
y1(t, x)− ∂y
1
∂x
F 0(x) ,
where
y1(t, x) =
∫ t
0
(
f(s, x)− F 0(x)) ds+ z(x),
with z(x) a C1 function such that the averaged of y1 is zero. Of course, F 0,
F 10 and G0 denote the averaged functions of f , F 1 and g, respectively, de-
fined as in (5). Suppose: (i) ∂f/∂x is Lipschitz in x, g and R are Lipschitz
in x and all these functions are continuous on their domain of definition;
(ii) |R(t, x, ε)| is bounded by a constant uniformly in [0, L/ε)×D × (0, ε0];
(iii) T is independent on ε; (iv) y(t) belongs to D on the time–scale
1
ε
.
Then the following results hold.
(a) On the time–scale
1
ε
we have that x(t) = y(t)+ εy1(t, y(t))+O(ε2),
as ε→ 0.
Assume that F 0(y) ≡ 0 in addition.
(b) If p is an equilibrium point of the averaged system (8) such that
(10)
∂
∂y
(
F 10(y) +G0(y)
)∣∣∣∣
y=p
6= 0 ,
then there exists a T–periodic solution φ(t, ε) of equation (7) which
is close to p such that φ(t, ε)→ p as ε→ 0.
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(c) The stability or instability of the limit cycle φ(t, ε) is given by the
stability or instability of the singular point p of the averaged system
(8). In fact, the singular point p has the stability behavior of the
Poincare´ map associated to the limit cycle φ(t, ε).
3. Proof of Theorem 1
We assume that
P2n =
∑
i+j+k=2n
Ai,j,kx
iyjzk +H.O.T.,
Q2n =
∑
i+j+k=2n
Bi,j,kx
iyjzk +H.O.T.,
R2n =
∑
i+j+k=2n
Ci,j,kx
iyjzk +H.O.T.,
where as usual H.O.T. means higher order terms. By the generalized cylin-
der transformation
x = r Csθ, y = r Snθ, z = z,
where Csθ and Csθ are defined by the solution of the following system
˙Csθ = −Sn2l−1θ, ˙Snθ = Cs2l−1θ,
with the initial condition Cs(0) = 1 and Sn(0) = 0. Moreover, they satisfies
the following properties:
1. Cs = cos and Sn = sin if l = 1.
2. Sn2lθ + Cs2lθ = 1.
3. T =
2
l
B(1/(2l), 1/(2l)), where B(·, ·) is the Beta function. Let Ip,q =∫ θ
0
SnpϕCsqϕdϕ.
4. I2l−1,q = −Cs
q+1θ
q + 1
.
5. Ip,2l−1 =
Snp+1θ
p+ 1
.
6. Ip,q =
Snp+1θ Csq−2l+1θ
p+ 1
+
q − 2l + 1
p+ 1
Ip+2l,q−2l.
7. Ip,q = −Sn
p−2l+1θ Csq+1θ
q + 1
+
p− 2l + 1
q + 1
Ip−2l,q+2l.
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8.
∫ T
0
SnpϕCsqϕdϕ =
2
l
B((p+1)/(2l), (q+1)/(2l)) if p and q are even.
9.
∫ T
0
SnpϕCsqϕdϕ = 0 if p or q is odd.
Proposition 5. Assume Pd is the homogeneous polynomial function in
R[x, y] of degree d, if d is odd then
∫ 2pi
0
Pd(cos θ, sin θ)dθ = 0.
Proof. It is trivial by property 9. ¤
System (2) in the variables (r, θ, z) becomes
(11)
r˙ =
2n∑
i=0
K2n−i,i(θ)r2n−izi +O2n+1(r, z) + εΓ(θ)r2n−1,
θ˙ =
1
r
(
r2n−1 +
2n∑
i=0
L2n−i,i(θ)r2n−izi
)
+O2n(r, z),
z˙ =
2n∑
i=0
M2n−i,i(θ)r2n−izi +O2n+1(r, z) + εcz2n−1,
where
Γ(θ) =
2n−1∑
i=1
piCs
2n−i−1θSni−1θ,
K2n−i,i(θ) =
∑
r+s=2n−i
(Ar,s,iCsr+2l−1θSnsθ +Br,s,iCsrθSns+2l−1θ),
L2n−i,i(θ) =
∑
r+s=2n−i
(Br,s,iCsr+1θSnsθ −Ar,s,iCsrθSns+1θ),
M2n−i,i(θ) =
∑
r+s=2n−i
Cr,s,iCs
rθSnsθ, in particular G0,2n = C0,0,2n.
By the coordinate transformation r = εR and z = εξ, system (11) is
orbitally equivalent to the following one
(12)
dR
dθ
= εR
Γ(θ)R2n−1 +
∑2n
i=0K2n−i,i(θ)r
2n−izi
R2n−1 + ε
∑2n
i=0 L2n−i,i(θ)r2n−izi
+O(ε2),
dξ
dθ
= εR
cξ2n−1 +
∑2n
i=0M2n−i,i(θ)r
2n−izi
R2n−1 + ε
∑2n
i=0 L2n−i,i(θ)r2n−izi
+O(ε2).
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Expanding the right part of system (12) with respect to the variable ε, we
have
(13)
dR
dθ
= εf1(θ,R, ξ) + ε2g1(θ,R, ξ, ε),
dξ
dθ
= εf2(θ,R, ξ) + ε2g2(θ,R, ξ, ε),
where
f1(θ,R, ξ) =
1
R2n−2
(
Γ(θ)R2n−1 +
2n∑
i=0
K2n−i,i(θ)r2n−izi
)
,
f2(θ,R, ξ) =
1
R2n−2
(
cξ2n−1 +
2n∑
i=0
M2n−i,i(θ)r2n−izi
)
.
Furthermore,
∫ T
0
K2n−p,p(θ)dθ = 0, if p is even and
∫ T
0
M2n−q,q(θ)dθ = 0,
if q is odd by Proposition 5.
Let Ω be the open subset and ε the positive number which appear in the
statement of Theorem 3. Then, it is easy to verify that system (13) satisfies
the assumption of Theorem 3 if we take Ω as an open disc centered at the
origin (R, ξ) = (0, 0) of R2 and a sufficiently small ε0. Since
F 0i (R, ξ) =
1
T
∫ T
0
fi(θ,R, ξ)dθ,
for i = 1 and 2, then we get that
F 01 (R, ξ) =
1
R2n−2
(α0R2n−1 + α1R2n−1ξ + α2R2n−3ξ3 + · · ·+
αnRξ
2n−1),
F 02 (R, ξ) =
1
R2n−2
(cξ2n−1 + β1R2n + β2R2n−2ξ2 + · · ·+
βnR
2ξ2n−2 + C0,0,2nξ2n),
where
α0 =
1
T
∫ T
0
Γ(θ)dθ =
∑n
k=1 p2k−1B(
2n−2k+1
2l ,
2k−1
2l )
B( 12l ,
1
2l )
,
and
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αi =
=
1
T
∫ T
0
H2n−2i+1,2i−1(θ)dθ
=
∑n−i
k=0B(
2(n+l−i−k)+1
2l ,
2k+1
2l )(A2(n+k−i)+1,2k,2i−1 +B2k,2(n+k−i)+1,2i−1)
B( 12l ,
1
2l )
,
βi =
=
1
T
∫ T
0
G2(n−i+1),2(i−1)(θ)dθ
=
∑n−i+1
k=1 B(
2(n−k−i)−1
2l ,
2k+1
2l )C2(n−k−i−1),2k,2(i+1)
B( 12l ,
1
2l )
.
Moreover, we can see from the expressions of αi and βi that the functions
L2n−i,i do not affect the first order averaging method and that the constants
c, C0,0,2n, α1,..., αn, β1,..., βn can be chosen arbitrarily.
Now we look for the solution (R, ξ) of the following system of polynomial
equations with R > 0
α0R
2n−2 + α1R2n−2ξ + α2R2n−4ξ3 + · · ·+ αnξ2n−1 = 0,
cξ2n−1 + β1R2n + β2R2n−2ξ2 + · · ·+ βnR2ξ2n−2 + C0,0,2nξ2n = 0,
which is equivalent to
α1R
2n−2ξ + α2R2n−4ξ3 + · · ·+ αnξ2n−1 = −α0R2n−2,(14)
β1R
2n + β2R2n−2ξ2 + · · ·+ βnR2ξ2n−2 + C0,0,2nξ2n = −cξ2n−1.(15)
So dividing equation (15) by equation (14), we have
β1R
2n + β2R2n−2ξ2 + · · ·+ βnR2ξ2n−2 + C0,0,2nξ2n
αpha1R2n−2ξ + α2R2n−4ξ3 + · · ·+ αnξ2n−1 =
cξ2n−1
α0R2n−2
,
which is equivalent to
β1 + β2( ξR )
2 + · · ·+ βn( ξR )2n−2 + C0,0,2n( ξR )2n
α1( ξR )
2 + · · ·+ αn−1( ξR )2n−2 + αn( ξR )2n
=
c
α0
(
ξ
R
)2n−2
.
That is
cαn
α0
(
ξ
R
)4n−2
+
cαn−1
α0
(
ξ
R
)4n−4
+ · · ·+ (cα1
α0
− C0,0,2n)
(
ξ
R
)2n
−βn
(
ξ
R
)2n−2
− · · · − β2
(
ξ
R
)2
− β1 = 0.
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Since c, C0,0,2n, α1,..., αn, β1,..., βn can be chosen arbitrarily, we can have
just 2n − 1 positive real roots for the variable (ξ/R)2. Note that from
equation (14), we have
ξ = − α0
α1 + · · ·+ αn−1
(
ξ
R
)2n−4
+ αn
(
ξ
R
)2n−2 .
Hence, each positive real solution ξ/R corresponds to a unique solution
of the polynomial system (14) and (15). Therefore, by Theorem 3, the
differential system (12) can have at most 2n − 1 limit cycles using the
averaging method up to first order in ε.
Finally, since the transformation from the original system to system (12)
is r = εR and z = εξ, this means that the at most 2n − 1 limit cycles
tend to zero as ε → 0 in system (2). That is, all the above 2n − 1 limit
cycles bifurcate from the origin of system (2). This completes the proof of
Theorem 1.
4. Proof of Theorem 2
We assume that
P2n =
2n+1∑
i+j+k=2n
Ai,j,kx
iyjzk +H.O.T.,
Q2n =
2n+1∑
i+j+k=2n
Bi,j,kx
iyjzk +H.O.T.,
R2n =
2n+1∑
i+j+k=2n
Ci,j,kx
iyjzk +H.O.T..
By the cylinder transformation
x = r cos θ, y = r sin θ, z = z,
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system (2) can be changed into
(16)
r˙ =
2n∑
i=0
K2n−i,i(θ)r2n−izi +
2n+1∑
i=0
K2n+1−i,i(θ)r2n+1−izi+
O2n+2(r, z) + εΓ(θ)r2n−1,
θ˙ = 1r
(
r2n−1 +
2n∑
i=0
L2n−i,i(θ)r2n−izi+
2n+1∑
i=0
L2n+1−i,i(θ)r2n+1−izi
)
+O2n+1(r, z),
z˙ =
2n∑
i=0
M2n−i,i(θ)r2n−izi +
2n+1∑
i=0
M2n+1−i,i(θ)r2n+1−izi+
O2n+2(r, z) + εcz2n−1,
where Γ(θ), K2n−i,i(θ), L2n−i,i(θ) and M2n−i,i(θ) are the same defined in
Section 3 and
K2n+1−i,i(θ) =
∑
r+s=2n+1−i
(Ar,s,i cosr+1 θ sins θ +Br,s,i cosr θ sins+1 θ),
L2n+1−i,i(θ) =
∑
r+s=2n+1−i
(Br,s,i cosr+1 θ sins θ −Ar,s,i cosr θ sins+1 θ),
M2n+1−i,i(θ) =
∑
r+s=2n+1−i
Cr,s,i cosr θ sins θ.
By the coordinate transformation r = εR and z = εξ, system (16) is
orbitally equivalent to the following one
dR
dθ
=
=εR
Γ(θ)R2n−1+
∑2n
i=0K2n−i,i(θ)R
2n−iξi+ε
∑2n+1
i=0 K2n+1−i,i(θ)R
2n+1−iξi
R2n−1 + ε
∑2n
i=0 L2n−i,i(θ)R2n−iξi + ε2
∑2n+1
i=0 L2n+1−i,i(θ)R2n+1−iξi
,
dξ
dθ
=
=εR
cξ2n−1+
∑2n
i=0M2n−i,i(θ)R
2n−iξi+ε
∑2n+1
i=0 M2n+1−i,i(θ)R
2n+1−iξi
R2n−1 + ε
∑2n
i=0 L2n−i,i(θ)R2n−iξi + ε2
∑2n+1
i=0 L2n+1−i,i(θ)R2n+1−iξi
,
where we have omitted some terms of order 3 in ε.
Here our purpose is to apply Theorem 4 to system (16) instead of The-
orem 3. So take αi, c, βi and C0,0,2n defined in Section 3 equal to zero
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for i = 1, . . . , n and j = 1, . . . , n. In this way the functions F 0i (R, ξ), for
i = 1, 2, are identically zero, and the averaging theory of first order does
not provide any information. Thus we have
dR
dθ
= εf1(θ,R, ξ) + ε2(g1(θ,R, ξ) + h1(θ,R, ξ)) +O(ε3),
dξ
dθ
= εf2(θ,R, ξ) + ε2(g2(θ,R, ξ) + h1(θ,R, ξ)) +O(ε3),
where
f1(θ,R, ξ) = Γ(θ)R+R2
2n∑
i=0
K2n−i,i(θ)
(
ξ
R
)i
,
f2(θ,R, ξ) = R2
2n−1∑
i=0
M2n−i,i(θ)
(
ξ
R
)i
,
g1(θ,R, ξ) = R3
2n+1∑
i=0
K2n+1−i,i(θ)
(
ξ
R
)i
,
g2(θ,R, ξ) = R3
2n+1∑
i=0
M2n+1−i,i(θ)
(
ξ
R
)i
,
K(θ,R, ξ) = R
2n∑
i=0
L2n−i,i(θ)
(
ξ
R
)i
,
and hi = −Kfi for i = 1, 2. Of course, the 2pi–periodic averaging of f1 and
f2 are zero by our assumptions.
By Proposition 5, the averaged of g1 is
G01 = R
3
(
λ0 + λ1
(
ξ
R
)2
+ . . .+ λn
(
ξ
R
)2n)
,
where
λi =
1
2pi
∫ 2pi
0
K2(n−i)+1,2i(θ)dθ.
Similarly the averaged of g2 is
G02 = R
3
(
ω0
ξ
R
+ ω1
(
ξ
R
)3
+ . . .+ ωn
(
ξ
R
)2n+1)
,
where
ωi =
1
2pi
∫ 2pi
0
M2(n−i),2i+1(θ)dθ.
Let Pd denote a homogeneous polynomial of degree d in R[x, y]. Then
we have the following result.
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Proposition 6. If
∫ 2pi
0
Pdi(cosϕ, sinϕ)dϕ = 0 for i = 1, 2 and d1 + d2 is
odd, then ∫ 2pi
0
Pd1(cos θ, sin θ)
(∫ θ
0
Pd2(cosϕ, sinϕ)dϕ
)
dθ = 0.
Proof. Since
∫ 2pi
0
Pd(cosϕ, sinϕ)dϕ = 0, then we know that
∫ θ
0
Pd(cosϕ, sinϕ)dϕ =
d∑
i=1
Qi(θ) + constant,
where Qi(θ) is a trigonometric homogeneous polynomial of degree i in the
variables cos θ and sin θ. From the properties 4, 5, 6 and 7, we know that
i and d have the same parity. So, by Proposition 5, we get the result. ¤
We can write h1 as h1 = Ih1 + IIh1 , where
Ih1 = −R2
2n∑
i=0
Γ(θ)L2n−i,i(θ)
(
ξ
R
)i
,
and by Proposition 6 its averaged is
I0h1 = −R2
(
η0
ξ
R
+ η1
(
ξ
R
)3
+ . . .+ ηn−1
(
ξ
R
)2n−1)
,
where
ηi =
1
2pi
∫ 2pi
0
Γ(θ)L2(n−i)−1,2i+1(θ)dθ.
Similarly, we have that
IIh1 = −R3
(
2n∑
i=0
K2n−i,i(θ)
(
ξ
R
)i)( 2n∑
i=0
L2n−i,i(θ)
(
ξ
R
)i)
.
By the fact that
∫ 2pi
0
K0,2n(θ)L0,2n(θ)dθ = 0 and by Proposition 6, its
averaged is
II0h1 = −R3
(
ψ0 + ψ1
(
ξ
R
)2
+ . . .+ ψ2n−1
(
ξ
R
)4n−2)
,
where
ψi =
1
2pi
∑
l+m=2i
∫ 2pi
0
K2n−l,l(θ)L2n−m,m(θ)dθ.
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Now we write h2 as
h2 = −Kf2 = −R3
(
2n−1∑
i=0
M2n−i,i(θ)
(
ξ
R
)i)( 2n∑
i=0
L2n−i,i(θ))
(
ξ
R
)i)
,
and its averaged is
h02 = −R3
(
γ0
(
ξ
R
)
+ γ1
(
ξ
R
)3
+ . . .+ γ2n−1
(
ξ
R
)4n−1)
,
where
γi =
1
2pi
∑
l+m=2i+1
∫ 2pi
0
M2n−l,l(θ)L2n−m,m(θ)dθ.
By Theorem 4, we need to calculate the averaged of the part generated
by the first order terms of ε. So equation (9) here can be written as
F 1(t, R, ξ) = Df(R, ξ) ·
∫ t
0
f(s,R, ξ)ds,
where Df is the Jacobian matrix with respect to the variable (R, ξ), and
its elements are
∂f1
∂R
= Γ(θ) +R
2n∑
i=0
(2− i)K2n−i,i(θ)
(
ξ
R
)i
,
∂f1
∂ξ
= R
2n∑
i=1
iK2n−i,i(θ)
(
ξ
R
)i−1
,
∂f2
∂R
= R
2n−1∑
i=0
(2− i)M2n−i,i(θ)
(
ξ
R
)i
,
∂f2
∂ξ
= R
2n−1∑
i=1
iM2n−i,i
(
ξ
R
)i−1
.
Thus,
F 11 =
∂f1
∂R
∫ θ
0
f1(ϕ,R, ξ)dϕ+
∂f1
∂ξ
∫ θ
0
f2(ϕ,R, ξ)dϕ = Iy1 + IIy1 .
Then the averaged function of Iy1 is
I0y1 = R
2
(
µ1
(
ξ
R
)3
+ µ2
(
ξ
R
)5
+ . . .+ µn−1
(
ξ
R
)2n−1)
+ R3
(
ν1
(
ξ
R
)2
+ ν2
(
ξ
R
)4
+ . . .+ ν2n−1
(
ξ
R
)4n−2)
,
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with
µi =
i
pi
∫ 2pi
0
Γ(θ)
(∫ θ
0
K2(n−i)−1,2i+1(ϕ)dϕ
)
dθ,
νi =
1
2pi
∑
l+m=2i
∫ 2pi
0
(2− l)K2n−l,l(θ)
(∫ θ
0
K2m−m,m(ϕ)dϕ
)
dθ.
Moreover
II0y1 = R
3
(
χ0 + χ1
(
ξ
R
)2
+ . . .+ χ2n−1
(
ξ
R
)4n−2)
,
where
χi =
1
2pi
∑
l+m=2i+1
∫ 2pi
0
lK2n−l,l(θ)
(∫ θ
0
M2n−m,m(ϕ)dϕ
)
dθ.
Similarly, we have
y2 =
∂f2
∂R
∫ θ
0
f1(ϕ,R, ξ)dϕ+
∂f2
∂ξ
∫ θ
0
f2(ϕ,R, ξ)dϕ = Iy2 + IIy2 ,
where
I0y2 = R
2
(
τ0 + τ1
(
ξ
R
)2
+ . . .+ τn−1
(
ξ
R
)2n−2)
+ R3
(
ς0
(
ξ
R
)
+ ς1
(
ξ
R
)3
+ . . .+ ς2n−1
(
ξ
R
)4n−1)
with
τi =
1− i
pi
∫ 2pi
0
Γ(θ)
(∫ θ
0
M2(n−i),2i(ϕ)dϕ
)
dθ,
ςi =
1
2pi
∑
l+m=2i+1
∫ 2pi
0
(2− l)M2n−l,l(θ)
(∫ θ
0
K2n−m,m(ϕ)dϕ
)
dθ.
In particular, we have τ1 = 0, and
II0y2 = R
3
(
σ0
ξ
R
+ σ1
(
ξ
R
)3
+ . . .+ σ2n−3
(
ξ
R
)4n−5)
,
where
σi =
1
2pi
∑
l+m=2i+2
∫ 2pi
0
lM2n−l,l(θ)
(∫ θ
0
M2n−m,m(ϕ)dϕ
)
dθ.
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By Theorem 4, we must study the solutions of the polynomial system
R2
n−1∑
i=0
Ai
(
ξ
R
)2i+1
= −R3
2n−1∑
i=0
Bi
(
ξ
R
)2i
,
R2
n−1∑
i=0
Ci
(
ξ
R
)2i
= −R3
2n−1∑
i=0
Di
(
ξ
R
)2i+1
,
where
A0 = −η0, Ai = µi − ηi, i = 1, . . . , n− 1,
B0 = λ0 − ψ0 + χ0, Bi = λi − ψi + χi + νi, i = 1, . . . , n,
Bj = −ψj + χj + νj , j = n+ 1, . . . , 2n− 1,
Ci = τi, i = 0, . . . , n− 1,
Di = ωi − γi + ςi + σi, i = 0, . . . , n,
Dj = −γj + ςj + σj , j = n+ 1, . . . , 2n− 2,
D2n−1 = −γ2n−1 + ς2n−1.
Dividing the first equation by the second one, we have
A0 ξR +A1
(
ξ
R
)3
+ . . .+An−1
(
ξ
R
)2n−1
C0 + C1
(
ξ
R
)2
+ . . .+ Cn−1
(
ξ
R
)2n−2 =
=
B0 + B1
(
ξ
R
)2
+ . . .+ B2n−1
(
ξ
R
)4n−2
D0 ξR +D1
(
ξ
R
)3
+ . . .+D2n−1
(
ξ
R
)4n−1 ,
which is equivalent to the following polynomial equation of degree 3n − 1
in the variable z = (ξ/R)2
(17)
z(An−1zn−1 + . . .+A1z +A0)(D2n−1z2n−1 + . . .+D1z +D0)−
(B2n−1z2n−1 + . . .+ B1z + B0)(Cn−1zn−1 + . . .+ C1z + C0) = 0.
So it can have 3n− 1 positive real roots at most, moreover, each root with
respect to the variable (ξ/R)2 provides a unique solution in the variables
(R, ξ) using the equality
ξ = −
D2n−1
(
ξ
R
)4n−2
+ . . .+D1
(
ξ
R
)2
+D0
Cn−1
(
ξ
R
)2n−2
+ . . .+ C1
(
ξ
R
)2
+ C0
.
Now we claim that by choosing conveniently the coefficients of system
(2), we can have 3n − 1 roots of (17). To prove this, we note that the
16 JAUME LLIBRE AND HAO WU
coefficients Bi and Di can be chosen arbitrary for i = 0, . . . , n, because λi
and ωi can be chosen arbitrary. Then, let
M2n,0 = C1,2n−1,0 cos θ sin2n−1 θ,
M2n−2k−2,2k+2 = 0, k = 0, . . . , n− 1,
Γ =
(
− 12n−3 cos2n−2 θ + cos2n−4 θ sin2 θ
)
p3.
Thus,
C0 = B((2n− 3)/2, (2n+ 1)/2)p3C1,2n−1,0(2n− 1)pi , Ci = 0, i = 1, . . . , n.
So the coefficients of the monomials of degree from 0 to n−1 can be chosen
arbitrarily in equation (17) . Therefore, if L1,2n−1 = −A0,1,2n−1 sin2 θ, then
K1,2n−1 = A0,1,2n−1 cos θ sin θ, which implies
An−1 = 1
pi
B((2n− 3)/2, 3/2)p3A0,1,2n−1.
So the coefficients of the monomials of degree from n to 2n can be chosen
arbitrarily in equation (17). Finally, if we take
M2n−2i−1,2i+1 = sin2n−2i−1 θ, i = 0, . . . , n− 1,
L2n−2j,2j = −A0,2n−2j,2j sin2n−2j+1 θ, j = 0, . . . , n,
then
K2n−2j,2j = A0,2n−2j,2j cos θ sin2n−2j θ.
So we have
(18)
1
2pi
∫ 2pi
0
M2n−1,1(θ)
(∫ θ
0
K2n−2j,2j(ϕ)dϕ− L2n−2j,2j(θ)
)
dθ
=
n− j + 1
(2n− 2j + 1)piB((4n− 2j + 1)/2, 1/2)A0,2n−2j,2j .
That is, let S be a set of variables and if we denote L(S) the linear combi-
nation of all variables in S, then from the expressions of γj , ςj and σj , we
have
(19) Dj = L(A0,2n−2k,2k, k = 0, . . . , 2n− j − 1) + constantj
for j = n+ 1, . . . , 2n− 1. More precisely, let Y = (Dn+1, . . . ,D2n−1)T and
X = (A0,4,2n−4, . . . , A0,2n,0)T , we can write system (19) in a matrix form
Y = SX + C and the coefficient matrix S is upper–triangular with non–
zero elements in the main diagonal by equation (18). So the coefficients Dj
can be chosen arbitrarily for j = n + 1, . . . , 2n − 1, which means that the
coefficients of the monomials with degree from 2n+1 to 3n− 1 in equation
(17) can also be chosen arbitrarily. By the same arguments in Section 3, we
get the result.
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