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Abstract 
Quality-of-Service is an important issue in multimedia 
applications; so far most of the research focuses on 
bandwidth guarantee, few pays attention to the server 
performance guarantee. In this paper we pay more 
attention to the server performance guarantee under the 
prerequisite of guaranteed bandwidth quality. We take 
advantage of anycast to find the "best" multimedia server 
among a distributed server group in terms of bandwidth, 
the request will be submitted to the selected server, 
moreover, the selected server's neighbours' (all the servers 
with feasible paths) addresses are delivered to the selected 
server simultaneously. If the selected server can not 
guarantee the QoS for the request in terms of server 
performance, then a proposed QoS-Aware Server Load 
Deviation (QASLD) mechanism wiII be employed, which 
will deliver the request to one of its neighbours until there 
exists a suitable server that can guarantee the server 
performance for the request. Our experiments show that 
the proposed QASLD algorithm works well. 
1. Introd uction 
With the exploration of the Internet, there is a dramatic 
development of Web-based multimedia applications, such 
as Voice-on-IP, Video-on-Demand (VoD), etc. that follow 
the distributed service model. Most of these multimedia 
applications need the guarantee of quality-of-service, such 
as delay, delay jitter, cost, and so on. The distributed 
service model is a practical and efficient method to provide 
good performance, therefore it is widely used in 
multimedia applications, and however, at the same time it 
introduces new issues in the distributed multimedia 
servers. One important issue is how to guide the requests 
to suitable servers to guarantee the QoS requirements. The 
unicast QoS routing problem formalised this issue. It is 
defined as follows: given a source node s, a destination 
node t, a set of QoS constrains C and possibly an 
optimisation goal, find the best feasible path from s to t, 
which satisfies C [4]. 
It is obvious that the QoS guarantee of multimedia service 
includes two parts: the bandwidth guarantee and the server 
performance guarantee. In terms of bandwidth guarantee, 
anycasting mechanism is a suitable service to find the best 
path. It tries to find the "best" path of the replicated or 
mirrored servers on the Internet [13] [15]. 
The workload of a multimedia server is difficult to detect 
and there is no strong relationship between the bandwidth 
and the server's workload. The multimedia requests have 
their own characteristics cOJl1pared to the general web 
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requests. For example, in the Web based VoD services, one 
server may serve a number of sessions simultaneously- it is 
difficult to detect the change of the server's workload 
without the information from the server itself. 
Anycast is a novel Internet service, which provides load 
balance mechanism for the requests, but it is difficult to 
detect the performance of the multimedia servers no matter 
the anycasting is in the network layer or in the application 
layer. In our previous research [16], we used ping packets to 
detect the remote server's performance, but in the 
multimedia environment, the results of two probes may be 
the same, therefore we need to develop other 
methodologies. 
In terms of quality of service, if both of the bandwidth and 
the server performance are guaranteed, then the QoS of the 
multimedia application will be guaranteed. It is not 
necessary to find the best path and the lightest workload 
multimedia server to serve for one session. In the paper, 
we divide the QoS issue of multimedia applications into 
two categories, bandwidth guarantee and server 
performance guarantee. We then pay more attention to the 
server performance guarantee under the prerequisite of 
guaranteed bandwidth quality. Through the use of our 
QoS-Aware Server Load Deviation (QASLD) mechanism, 
we show that the possibility of successful services will be 
improved. 
The rest of this paper is organized as following. Section 2 
refers to the related work. Our system modelling is 
presented iq..section 3, the bandwidth guarantee algorithms 
are described and the QoS based server load deviation is 
proposed in this section as well. The performance 
evaluation istt discussed in section 4. Finally section 5 
summaries tht paper and presents the future work. 
2. Related Work 
The original work by Partridge, Mendez, and Milliken [13] 
proposed the idea of anycast for the IP next generation, 
and discussed its network layer support. They defined IP 
anycasting as: "a service provides a stateless best effort 
delivery of an anycast datagram to at least one host, and 
preferably only one host, which serves the anycast 
address." The idea of anycast meets the requirements of 
mirrored or replicated servers in the Internet; therefore 
researches are quickly conducted in the area. Anycasting 
research, as defined by the original authors, began in 
network layer, and researchers have archived some results 
[2][9][J 0][15] in network layer. 
At the middle of 1990s, some researchers found the 
~imita~i~~s of network-layer anycast, for example, 
mflexibility and limited supported by current routers, 
hence, they presented the idea of application-layer anycast 
[3][6], focusing the research on anycast in the application 
layer. The application-layer anycast is compatible with the 
nature of current Internet facilities and suites for current 
application requirements too. 
Our preceding research [16] provides a practical and 
efficient method for anycast routing, which integrates the 
network delay and the server performance as a criterion for 
finding the "best" server. The main idea is that sending a 
probing packet, such as ping packet, to all the members in 
an anycast group, the first responding related server is the 
"best" server, because the probing time includes network 
delay and the server processing delay. 
Balls and bins model is used for load balancing research 
[5] [12]. The problem is described as follow: suppose that 
11 balls are thrown into 11 bins, with each ball choosing a 
bin independently and unifonnly at random, then the 
largest number of balls in any bin is approximately 
log n /log log n with high probability. [I] proposed a 
approach of online load balance based on the balls and bins 
model. The paper considered the scenario in which a user 
or a process has to choose between a number of identical 
resources on-line. One method is to check all the loads and 
find the least one, this method is very expensive; A second 
approach is to send the task to a random resource. The 
disadvantage of this method is that the difference in load 
between different servers will vary by up to a logarithmic 
factor. If each user samples the load of two resources and 
sends his request to the least loaded one, the total overhead 
is small, and the load on the 11 resources varies by only a 
G(log log n) factor. 
[8] introduced a hydro-dynamic approach to solve the 
dynamic load balancing problem on a network of 
heterogeneous computers. The authors modelled a 
computer as a cylinder, the diameter represents the 
computing capability of the computer and liquid in the 
cylinder denotes the work load on the computer. Their 
conclusion is when the system achieves the global fairness, 
namely the heights of all the cylinders are the same, the 
system is load balanced, at the same time, the potential 
energy of tile system is minimized. 
[4] presented a lot of details about QoS routing of unicast 
and multicast for multimedia applications. The paper 
overviewed the problem in terms of network guarantee, 
using the QoS metrics such as delay, delay jitter and cost, 
and the paper partitioned the QoS routing algorithms into 
three categories: source routing, distribution routing and 
hierarchical routing. The source routing algorithms 
simplify the path selection problem by locally computing a 
feasible path based on a global state that is maintained at 
every node, the weaknesses of these algorithms are the 
expensive price to keep the global information at each 
node and take the risk of node failure. The responsibility of 
the path selection is shared by intermediate nodes in the 
distributed routing. The overhead of distributed routing is 
not as high as that of source routing, but it is also very 
difficult to design efficient distributed heuristics for the 
NP-complete routing problems. Limited work has been 
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done on the hierarchical routing, especially for the NP-
complete routing problems. 
[7] proposed a QoS-aware Multicast Protocol usino 
b 
Bounded Flooding (QMBF) algorithm, which tried to 
achieve high success ratios while keeping good scalability 
for multicast applications, such as video-on-demand and E-
learning. In the protocol, every network node has the 
knowledge of local network topology and the QoS state 
information, the technique utilizes that knowledge to 
increase the probability of finding a feasible branch that 
connects a new member to the multicast tree. 
3. QoS Based Routing Model and 
Algorithms 
In this section, we analyse the difference on job flows 
between general Web servers and multimedia Web servers, 
then we present our proposed architecture of QoS based 
model for multimedia applications, the bandwidth 
guarantee algorithm and QoS-aware server load deviation 
algorithm are described, respectively. 
3.1 QoS Based Routing Model 
The characteristic of a multimedia server is different from 
that of the general Web servers. It is easy to insert probing 
packets, say ping packets, into the general Web server's 
job flow, and it can represent the workload of the server. 
The processing of multimedia requests last much longer 
than the processing of general Web's requests, therefore it 
is difficult to detect the performance of the server without 
the aid of the server itself, as a result we separate the 
assessment of the bandwidth and server workload, and 
propose a novel and practical routing model for Web based 
multimedia servers. 
As discussed previously, we know that the quality of 
service depends on two main aspects in the Internet 
environment: bandwidth and server performance. Most of 
the multimedia services are real time services, such as 
video-on-demand, Web-based meeting, and so on, 
therefore, for the reason of quality of service, not only the 
bandwidth needs to be guaranteed, but also the server's 
performance should be guaranteed. 
In this paper, we employee anycast mechanism for 
bandwidth guarantee, in other words, we bear the 
. bandwidth guarantee in mind to decide which path is the 
"best" path to the distributed multimedia servers to make 
the anycasting decision, and this can guarantee the quality 
of service in terms of bandwidth. 
The service capability of a given server is fixed based on 
its hardware and software. For example, a multimedia 
server can provide 11 sessions for video-on-demand 
simultaneously, which can guarantee the quality if the 
bandwidth is guaranteed. In this situation. the server can 
not take one more video-on-demand session otherwise the 
quality will degrade. 
Once the bandwidth is guaranteed, it is possible that, a 
server is the "best" server for a number of clients in termS 
of bandwidth utilization, but the server is overloaded for 
serving these requests. When this happens, we need to 
deviate some incoming jobs of the fully loaded server to 
some other mirrored or replicated server(s) to guarantee 
the QoS in the aspect of server performance. 
For a request, there might be several feasible paths that 
satisfy the QoS requirement in terms of bandwidth, and 
anycast router can choose the "best" path for the session. 
Our proposed architecture is shown as Figure 1. In the 
proposed model, when the anycast router update its 
database, it will collect not only the "best" path, but also 
the second and the third "best" paths and so on, if it is 
possible, all of which include the QoS information that the 
path can guarantee in terms of bandwidth. 
Muililllcdi a Scn"cl~ 
L.fll.:al An::! NC:hn.rk Inlcl1\ct 
Figure I . The Architecture for QoS Based Routing for Multimedia 
Servers 
When a request is generated by a client, the anycast router 
will find the "best" path for the request according to the 
QoS requirements regardless of the workload of the 
selected server. At the same time, the router lists all the 
servers (neighbours of the "best" server) which have 
feasible paths for the request out and send the list to the 
"best" server with the request. Once the request .arrives at 
. the selected server, if the server can guarantee the QoS in 
term of server's performance, the request will be processed 
by the server; otherwise the request will be deviated to one 
of its neighbours whose workload is less than the others. 
The deviation continues until the request comes to one 
server who can guarantee the server's performance for the 
QoS. 
For example, in Figure I , we consider a VoD application, a 
request is submitted to the router, the router finds that there 
are three feasible paths that satisfy the bandwidth QoS 
requirements, the paths are connect to server Sl> S2, and S4, 
respectively. Among the three paths, the path connect to 
server S2 is the best in terms of bandwidth, the request will 
be delivered to server S2, and server S2 will be noticed that 
its neighbours are s] and S4' If server S2 can not guarantee 
the server performance, its request will be deviated to a 
neighbour of server S2' The deviation goes on until a 
suitable neighbour for the request is found. 
3.2 Anyeast Routing Algorithms with 
Bandwidth Guarantee 
Quality-of-service routing for multimedia applications are 
widely explored [4] [11][14]. For the aim of QoS, first of 
aIL we need to find the feasible paths. If there exist a path 
P = {i , i 2 •• • :J/,}, the maximal reservable bandwidth 
(MRB in short) on the path P is the minimum of the 
reserveable bandwidth of all links on the path. A path P is 
feasible if the MBRp is no less than the requested 
bandwidth B, namely, MBR}' ~ B . 
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Based on the previous research, there are four algorithms 
on path selection for traffic with bandwidth guarantee: 
1. Widest-shortest path: a path with the minimum hop 
count among all feasible paths. If there are more than one 
of that kind of paths, then the one with maximum 
reservable bandwidth is selected. 
2. Shortest-widest path : a path with the maximum 
bandwidth all among all feasible paths. If there is more 
than one of that ki l1d of paths, then the one with minimum 
hop count is selected. 
3. Shortest-distance path: a feasible path with the shortest 
distance. The distance is defined by ' . 
dist(P) = ",k _1_ 
L...J=I R. 
" 
where RI· is the bandwidth available on link i .. J . J 
4. Dynamic-alternative path: if k is the minimum-hop path 
when the network is idle, then a dynamic-alternative path 
is a widest-shortest path with no more than k+ I hops. 
Previous work has shown that a routing algorithm that 
gives preference to limiting the hop count algorithm, such 
as widest-shortest, performs better when the network load 
is heavy, while an algorithm that gives preference to 
balance the network load, such as shortest-widest 
algorithm, performs slightly better when the network load 
is light. In this paper, we can use anyone of the algorithms 
to guarantee the quality of bandwidth. 
3.3 The QoS-Aware Server Load Deviation 
Algorithm 
Because of the limitation of hardware and software, the 
computing capability of a server is limited. In case of 
multimedia applications, such as VoD, the available-bit-
rate (ABR) or CPU bandwidth (the maximum rate at which 
a node can pump data into link, CPUB in short) has an up 
boundary, respectively. 
With the prerequisite of guaranteed bandwidth, if a given 
server can s~tisfy the CPU bandwidth request then the total 
quality-of-service can be guaranteed. We do not care about 
the workload of the server if the CPU bandwidth 
requirement ~n be satisfied. 
If the server attached to the "best" path can not provide the 
CPU bandwidth for an incoming request then the request 
will be deviated to one of its neighbour. How to decide the 
destination server to process the deviated requests is an 
interesting issue, we design three strategies here for the 
deviation. 
• Random Selection Strategy. Choose one server 
randomly from the neighbours. 
• Best neighbour Strategy. Choose the best one 
from all the neighbours using a global probing. 
• Better neighbour Strategy. Choose the better one 
from the current server's nearest two neighbours . 
The details about the algorithm are listed in list 1. 
The QoS·Aware Semr Load Devil/tion Algorithm 
Initiali:e the s)~tem ; 
FeasiblePathSelcction(bandwidth requiremelltj 
ServerCandidates = AnycastRouter( Band"idth _Requirement) 
Best_SI'r = max [SemrCandidates.CPUB) 
Neighboures = [ServerCandidates)- [Best_SvrJ 
R!!questJorll'ard(Requcst, Best _ Svr, Neighbours) 
!f (Bes( Svr.CPUB . Require( CPUB) thell 
ReqllestDeviate(Request, Neighbours) 
End!f 
:iFor the Deviation, there are three strategies: 
IIRandom Selection Strategy: 
"Choose a server randomly/rom the neighbours 
dst_Sl'r= RandomSelect (neighbours) . 
RequestJorward (Reqes~ dstJvr) 
.'·'Best Neighbour Strategy: 
:. choose the better performance server/rom its neighbours 
dstJl'r =Max{ CPUB _Probing (Neighbours)) 
RequestJorward (Reqest, dst Svr) 
.:Bener Neighbour Strateg)'.' 
, choose the beller performance server from its flVO nearest neighbours 
dst_Srr = CPUB ]robing (Two Nearest Neighbours) 
RequestJonl'ard (Reqest, dst Sl'r) 
List I. QoS Based Server Load Deviation Algorithm 
We must point out that for the better neighbour strategy 
and the random selection strategy, there is a potential 
disadvantage of a deviation loop. For example, server A 
deviates a job to a random selected server, say server B, 
but server B needs to deviate the incoming job(s) as well, 
unfortunately, server B selects server A as a deviation 
destination, then there exists a deviation loop until one of 
the servers stops deviation or the loop is broken. The 
probability of deviation loop is high when the number of 
neighbours is small. 
The implementation of the algorithm is not difficult. For 
the random selection strategy, its advantage is that it is not 
necessary to hold the system state information, just keep 
the information of how many neighbours in the distributed 
system and their addresses respectively; the second and the 
third strategy need to probe the perfonnance of all the 
neighbours and two of the nearest neighbours, 
respectively. 
4. Performance Evaluation and 
Analysis 
We have conducted some experiments on the Internet in 
order to demonstrate our proposed algorithm and compare 
the performance of the three strategies for job deviation. 
The scenario for our algorithm is that requests are 
generated everywhere in the Internet. We know an 
estimated processing time for each job on a given server. 
Because of the delay of the deviation, there exists a delay 
of processing compare with the estimated processing time; 
we name it as Processing Delay. 
We used 15 computers, which distribute in two campuses, 
to act as the distributed multimedia servers. Each computer 
connects to the local area network using a lObasedT cable, 
and the two campus LANs are connected by the Internet 
through routers. In the experiments, when a deviation is 
needed: the better neighbour strategy probes the nearest 
two neighbours, and selects the lighter workload one to 
serve for the deviated job(s); the best neighbour strategy 
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probes all the neighbours of the system and deviates the 
job(s) to the lightest workload server to be executed; and 
the random selection strategy selects a server randomly 
from the neighbours as a deviation destination. In the rest 
of this section, we present and compare several factors 
and examine the impact on the performance of the whol~ 
system. 
No. Nodes vs Processing Delay 
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Figure 2. Number of Nodes versus Processing Dealy 
Figure 2 shows that when the number of nodes in a system 
increases, the processing delay of better neighbour strategy 
keeps almost constant and less than the two others. While 
the number of nodes increases, the best neighbour 
strategy's processing delay has a trend of increasing, 
because of more probing overhead; the change of random 
selection strategy's processing delay is smooth, and the 
processing delay is higher than that of the better neighbour 
strategy, because the chosen server is not the "best" or a 
"better" one in most of the cases. Generally the better 
neighbour strategy of the proposed algorithm is better than 
the other two strategies. The reason is that the best 
neighbour strategy is expensive while the random selection 
strategy has no quality control. 
[f the arrival rates of requests are stable, then the number 
of requests can reflect the general performance in term of 
time. Based on Figure 3, we can see that generally the 
average processing delays of the three strategies are close 
to a constant value respectively despite the unexpected 
Internet traffic. In tenn of the general perfonnance, the 
better neighbour strategy is better than the best neighbour 
strategy, and much better than the random selection 
strategy. 
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Figure 3. Number of Requests Versus Processing Delay 
The impact of network delay on the processing delay is 
shown in Figure 4. We find that the performance of the 
best neighbour strategy and that of the better neighbour 
strategy is very close and both of them are much better 
than the performance of the random selection strategy. The 
best neighbour strategy finds the lightest server to_ deviate 
but pays for the network delay, while the better neighbour 
strategy pays less in network delay, but maybe the 
performance of the deviation destination is worse than that 
of the best neighbour strategy. 
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Figure 4. Network Delay Versus Processing Delay 
Arrival rate is a component which reflects the concentration 
of the Internet traffic. The relationship of processing delay 
and the arrival rate is shown in Figure 5. Based on the 
result, we can conclude that the performance of the better 
neighbour strategy is better than that of the best neighbour 
strategy, and the processing delay of the better neighbour 
strategy is getting closer to that of the random selection 
strategy when the arrival rate increases. We notice that the 
processing delay of the better neighbour strategy increases 
quickly when the arrival rate approaches 6, the main reason 
is the deviation loop as analysed in preceding section. 
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Figure 5. Arrival Rate Versus Processing Delay 
5. Summary and Future Work 
In this paper, we explored the quality-of-service issue for 
distributed multimedia servers on the Internet. Different 
from the previous research, we include the server 
performance guarantee for multimedia services, in addition 
to tbe bandwidth guarantee in the network. 
In addition to the bandwidth guarantee, we pay more 
attention to the guarantee of performance on the 
multimedia servers with the minimal expenditure. In the 
situation of guaranteed bandwidth, we take advantage of 
anycast services to find the "best" multimedia server 
among a distributed server group in terms of bandwidth, 
the request will be submitted to the selected server and the 
selected server' s neighbours ' addresses are delivered to the 
selected server simultaneously. If the selected server can 
not guarantee the QoS for the request in terms of server 
performance, then the request will be delivered to one of 
its neighbours, until the deviated request finds a suitable 
server. Three strategies are proposed for the QoS based 
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server load deviation algorithm: better neighbour strategy, 
best neighbour strategy and random selection strategy. 
Our experiments show that the better neighbour strategy is 
the best among the three proposed strategies at several 
aspects: number of nodes, number of requests, network 
delay and arrival rate. Moreover, the proposed algorithm 
can work independently from network traffic, link 
breaches, and so on. 
A number of iS,sues are worth to be explored further, for 
example the total perforrriance (combining the bandwidth 
guarantee and server performance guarantee) of the 
system, the deviation loop problem, and so on. We are 
currently working on these problems. 
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