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In its most general form, the atom chip is a device in which neutral or charged particles are
positioned in an isolating environment such as vacuum (or even a carbon solid state lattice) near
the chip surface. The chip may then be used to interact in a highly controlled manner with the
quantum state. I outline the importance of material science to quantum computing (QC) with
atom chips, where the latter may be utilized for many, if not all, suggested implementations of
QC. Material science is important both for enhancing the control coupling to the quantum system
for preparation and manipulation as well as measurement, and for suppressing the uncontrolled
coupling giving rise to low fidelity through static and dynamic effects such as potential corrugations
and noise. As a case study, atom chips for neutral ground state atoms are analyzed and it is
shown that nanofabricated wires will allow for more than 104 gate operations when considering
spin-flips and decoherence. The effects of fabrication imperfections and the Casimir-Polder force are
also analyzed. In addition, alternative approaches to current-carrying wires are briefly described.
Finally, an outlook of what materials and geometries may be required is presented, as well as an
outline of directions for further study.
PACS numbers: 37.10.Gh, 32.70.Cs, 05.40.-a, 67.85.-d
Whatever the eventual physical realization is, quantum
computing (QC) will most probably require fabrication
technology, analogous but not identical to what has been
done for classical computers. This is so also for the neu-
tral particles described in this special issue.
Scalability will require highly repeatable architectures.
Fidelity will require extremely low levels of DC fluctua-
tions (e.g. electron or photon scattering due to imperfec-
tions such as surface roughness of wires and waveguides)
and AC fluctuations in the form of electro-magnetic noise
(the eventual numbers would be determined by the al-
lowed infidelity or error rate, e.g. [1, 2]). The variety
of essential technologies for the different operations of
a quantum computer such as isolation through vacuum,
trapping, cooling, transporting, state preparation, ma-
nipulation, measurement and electronic readout, will re-
quire the accurate and complex integration capabilities
which only monolithic fabrication methods exhibit. More
so, it is plausible that the eventual realization will neces-
sitate hybrid systems in which atoms serve, for example,
as memory while superconducting circuits make up the
logic gates. This integration between different quantum
systems will most probably again require chip technology.
We may then talk of an atom chip for QC hosting any
eventual desired particle and interaction, and where the
atom chip may be very different from its form today [3–
5]. Indeed, already now diverse fabrication techniques
are advancing at a rate which allows us to assume that
any eventual scheme for the quantum computer may be
put on an atom chip. This may include on one extreme
cold atoms in an optical lattice within a miniature vac-
uum chamber inside a substrate, and on the other ex-
treme, solid-state atoms or atom-like systems (e.g. NV
centers in diamond nano crystals) embedded in a mesh of
guides for photons and electrons fabricated on a surface.
Our definition of the atom chip is therefore broadened
to include all quantum objects close to a ”classical” sur-
face. This somewhat arbitrary division does not include,
for example, quantum dots and superconducting qubits
which are an inherent part of the surface. The main fo-
cus of this paper will be on an atom chip having a room
temperature surface.
When discussing a quantum system close to a macro-
scopic body one should think of a classical environment
which is continuously attempting to lower the fidelity
of the quantum operations by all means at its disposal.
Hence, while the controlled coupling between this envi-
ronment and our quantum system should be sufficient to
enable necessary operations, we must suppress the un-
controlled coupling. The eventual figure of merit would
then be the ratio between the controlled and the uncon-
trolled coupling, or more simply put, how many logic
gate operations may be done with high fidelity. Due to
the necessity of chip technology, as explained above, I be-
lieve that material science and technology will have just
as much effect on this ratio as will the actual physical na-
ture of the chosen quantum system and the experimental
tools used to interact with it.
As the nature of the quantum system used changes,
so does the nature of the coupling with the chip. For
example, charged particles have exhibited a very strong
dependence of the heating rate on the distance to the chip
[6–8] (most probably caused by contaminations or inho-
mogeneities on the surface [15]). Polar molecules [9] and
Rydberg atoms [10–14], while exhibiting advantageous
features concerning logic gates due to strong coupling,
will also have enhanced atom-surface interaction relative
to neutral atoms, as their permanent or induced dipole
is much stronger.
In this paper we shall focus on ground state neutral
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2atoms as a case study which should be followed for any
system eventually used. The current-carrying wire will
be used as a specific example of the problem of controlled
vs. uncontrolled coupling. A brief discussion of an alter-
native atom chip in the form of an optical chip ends this
paper.
ADVANCES IN FABRICATION
Before discussing as a case study the fundamental lim-
itations of the current-carrying wire, let us briefly note
the state of the art in fabrication.
Since its conception, the vision of the atom chip has
been to create a platform for any required atomic and
molecular optics tool. In Fig. 1, a general view of such
a vision is presented.
Advances in this direction have recently been made.
For example, in the group of Dana Anderson, miniature
vacuum chambers inside substrates are already function-
ing, and are poised to enable one of the best, if not
the best, optical resolution to date; in the group of Ed
Hinds an integrated pyramid magneto optical trap has
been etched into the substrate; in the group of Robert
Spreeuw, permanent magnet lattices have been fabri-
cated; and in the group of Philipp Treutlein, multi-layer
chips, including micro-wave guides, have been developed.
The vision for a quantum computer would be to create
a dense lattice of traps which may be individually ad-
dressed and between which controlled coupling may be
initiated. Such a lattice may have an optical periodicity
if optical far fields are used, or sub-optical periodicity
if near fields are used, or field sources such as current-
carrying wires or permanent magnets, where the size lim-
itation comes from e-beam lithography resolution, which
today stands at a few tens of nano-meters. A procedure
to optimize the chip design for such lattices has been de-
fined [17]. Another limitation comes from the smallest
sustainable particle-surface distance (e.g. due to van der
FIG. 1: (Color Online) A futuristic vision of the atom chip
(courtesy of Tim Freegarde). Here all the concepts of minia-
ture vacuum, miniature light and particle sources, photonics
and micro magnetic traps, all come as an integrated device
on top of one substrate. Eventually, also readout and pre-
amplification electronics could be put on the same chip. Ma-
chines such as wafer bonders enable such structures. Taken
from [16]. Copyright Wiley-VCH Verlag GmbH & Co. KGaA.
Reproduced with permission.
Waals forces) and this will be discussed to some extent
in the following. Near every lattice site there will be an-
other field source, such as a charged dot, or optical sub
wavelength aperture (including plasmonics for enhanced
transmission and focus), in order to facilitate single qubit
rotations with single site addressability.
To facilitate rapid advances in the field of material sci-
ence for atom chips, and with the aim of providing re-
search and development services to the quantum optics
community, we have constructed a fabrication facility at
Ben-Gurion University with emphasis on quantum op-
tics. This facility with a resolution of 10 nm and with
the ability to integrate numerous materials and processes,
has already given services to numerous laboratories in
Europe and the United-States. Projects include current-
carrying chips, permanent magnet chips, ion chips, chips
for cold electrons, chips for diamond NV centers, photon-
ics chips and so on. In Fig. 2, an ion chip developed for
the Mainz group of Ferdinand Schmidt-Kaler is presented
as an example.
To conclude, these and other examples from the atom
chip community [16], as well as overwhelming advances
in fabrication techniques in general, allow us the opti-
mistic point of view that any eventual realization of a
quantum computer may be put in the future on an atom
chip. The main challenge will be to maximize the ratio of
controlled to uncontrolled coupling, and in the following
the current-carrying wire is analyzed as a case study.
ATOM-SURFACE DISTANCE
For any system eventually used, it seems reasonable
to assume that small system-environment distances will
FIG. 2: (Color Online) IonChip produced in Ben-Gurion Uni-
versity before it is put into the vacuum chamber in Mainz. In-
set: first two ions trapped on the chip. Courtesy of Ferdinand
Schmidt-Kaler.
3eventually be required. This is due to physical needs such
as resolution and density of traps, as well as technical
needs such as low power consumption.
In the neutral atom example, decreasing the atom-
surface distance should increase trap gradients suffi-
ciently to construct tunneling barriers with widths on the
order of the atomic de Broglie wavelength. In the context
of QC, this will allow for higher fidelity gates when they
are potential dependent. The effect of small atom-surface
distances will be quantified in the following section. High
gradients also mean that qubits are better localized and
this would be important for any 2-qubit interaction which
is sensitive to the distance. Better localization is also im-
portant for single qubit rotation, as fixed elements con-
tributing to such a rotation (e.g. charged dots) will be
better spatially aligned with the qubit. Such high trap
gradients may also allow for improved atom-light interac-
tions such as probing without heating in the Lamb-Dicke
regime, or side-band cooling.
At small atom-surface distances, interactions with the
nearby surface become important. For example, spatial
and temporal magnetic field fluctuations, due to electron
scattering and Johnson noise, respectively, determine the
minimal atom-surface distance, as they cause potential
corrugations, spin-flips, and decoherence. There have
been several experiments utilizing cold atoms to study
these interactions [18–23], and many suggestions on how
to overcome their damaging effects [24–29]. Also becom-
ing prominent for small atom-surface distances is the
Casimir-Polder (CP) force [30]; being attractive, it re-
duces the magnetic barrier and allows atoms to tunnel
to the surface, as already observed [31, 32]. Several ac-
curate measurements of the van der Waals, Casimir and
CP forces between atoms and surfaces have been made
[33, 34]. These topics will be elaborated upon in the
following.
As atom-surface proximity grows so will the need for
suppressing hindering surface effects by material science
and engineering. The final accepted levels of material
infidelity would be defined by the final allowed gate infi-
delity which in turn depends on error correction thresh-
olds.
Finally, let us note that from the above it is evident
that achieving small atom-surface distances would not
only be advantageous for atom optics and QC, but would
also contribute to the fundamental study of atom-surface
and surface phenomena. However, the topic of the atom
as a probe is beyond the scope of this chapter (see for
example [22, 27, 35, 36]).
Let me also note that there are numerous ideas aimed
at bringing atoms closer to a surface or a macroscopic
object [37–44], all of which are, however, not based on the
current-carrying wire, the latter being the focus of this
chapter. Some additional ideas for small atom-surface
distances will be noted in the photonics section.
Control of Atom-Atom distance
As mentioned earlier, small atom-surface distances
may be advantageous to QC devices because of differ-
ent reasons such as power consumption. However, as
noted, one of the most important features of a small
atom-surface distance are the high potential gradients
made available [3]. These will enable not only high den-
sity lattices for atoms - as required by the demand for
scalability, and a high degree of alignment - as required
for single qubit rotations, but also high fidelity in the
control of barriers between atom trap sites, as required
for example by the collision gate (see first chapter of this
special issue).
As an example of the fidelity awarded by a small atom-
surface distance, let us briefly examine the technical sta-
bility of a single barrier between two qubit sites. Tun-
neling may be used as a figure of merit for this stability.
As noted previously, stable control of high gradients will
most likely be relevant at some level to any QC scheme
with isolated particles, and so let us examine in the fol-
lowing the stability of a barrier, not only with the colli-
sion gate in mind.
To quantify such tunneling, let us construct a simple
potential which has no direct connection to QC. Consider
a waveguide formed by a single atom chip wire (in the
xˆ−direction) and an external bias field; current through
a second atom chip wire in the yˆ−direction, namely in a
right-angle “X” wire configuration [45], is added to gen-
erate a simple potential barrier. The configuration used
here is, incidentally, exactly opposite to the “dimple”
configuration recently used for compressing atom chip
traps [46, 47].
For a specific atom-surface distance z, the magnetic
potential in the xˆ−direction, generated by the crossing
wire, is given by:
V (x) = µAB0 +
µAµ0I
2pi
z
z2 + x2
, (1)
where µ0 is the permeability constant, µA is the atomic
magnetic dipole moment along the direction of the trap
bottom (Ioffe-Pritchard) field B0, and I is the current in
the crossing wire. A 1D single-particle tunneling prob-
ability through the barrier can then be calculated in
the WKB approximation as
P = exp
(
−1
~
∫ xE
−xE
dx
√
2m[V (x)− E]
)
, (2)
where E is the kinetic energy of the atom and V (±xE) =
E. Assuming a kinetic energy of E = 1µK for a 87Rb
atom (corresponding to a free-particle de Broglie wave-
length of ≈ 0.33µm) in the |F = 2,mF = 2〉 state, we
may then easily calculate the change required in the cur-
rent I in order to cause a given proportional change in
the tunneling probability, as a function of the atom-
surface distance z. The results of this calculation are
4shown in Fig. 3 for changing the tunneling probability
from 0.001 to some higher probability. The calculation
suggests that control over the tunneling probability re-
quires a distance z on the order of 1 − 2µm for exper-
imentally reasonable values of current control. In the
simple model of Eq. (1), this corresponds to a barrier
half-width of 2 − 4µm, comparable to experiments that
have observed interference between adjacent wells with
the addition of non-static fields [49, 50]. Thus, the de-
sired static magnetic potentials can be generated only
if atoms can be brought down to micron or sub-micron
distances above the wires on the atom chip surface, at
which point the tunneling rate can be tuned over a sig-
nificant dynamic range by adjusting the current in the
crossing wire, or in other words the high gradient poten-
tial is much more stable against current noise.
FIG. 3: (Color Online) Tunneling probability through a bar-
rier at several heights d as a function of the change in the cur-
rent ∆I through the control wire, relative to the current I0.001
for a probability P (I) = 0.001. A kinetic energy of 1µK is
assumed for a single atom of 87Rb. For this X-trap model,
changing the current by a few percent causes a drastic change
in the tunneling probability for d = 10µm. Good control
over the tunneling probability requires the trap height to be
about d . 1 − 2µm. The inset shows the potential barrier
required to maintain a tunneling probability of 0.001 as a
function of the atom-surface separation d: for smaller d, a
higher barrier is required so better tunneling control is at-
tained. Taken from [48] Copyright IOP Publishing Ltd. Re-
produced with permission.
As another brief example of the enhanced trapping
potential engineering resolution as the atom-surface dis-
tance is decreased, let us examine the creation of a 1D
lattice by a ”snake”-shaped current-carrying wire.
Shaping the wire edges may be used for creating po-
tential variations desired for manipulating atoms near
the atom chip surface. In the following section we shall
characterize the dependence of magnetic field variations
on wire edge imperfections. Based on this dependence we
may now discuss quantitatively the deliberate “tailoring”
of magnetic trapping potentials by engineering wire edge
profiles. Using again tunneling as a figure of merit for the
purposes of this brief demonstration, we are particularly
interested in potentials with sufficient variation so that
tunneling barriers can be controlled. We may now wish to
determine the highest “potential resolution”, namely, the
smallest distinguishable distance between adjacent wells
separated by static tunneling barriers, as a function of d.
As a test case for quantifying this potential resolu-
tion, let us consider a configuration in which a thin
wire is curved with a certain periodicity λ that corre-
sponds to a wave-vector k = 2pi/λ. If the amplitude of
this curvature is small with respect to the wavelength,
then, as will be explained in the next section, the mag-
netic field above the wire is given by a single |k| com-
ponent in Eq. (18), and then V (x) = V0 cos kx, where
V0 = µAµ0Ik
2δycenterK1(kz) (see Appendix A for de-
tails).
FIG. 4: (Color Online) Potential spatial resolution achievable
with wire currents in the range 0.05−50 mA. Presented is the
maximum atom-surface distance d for which the longitudinal
barrier between two adjacent minima in a periodic potential is
at least twice the energy of the longitudinal ground state. Ob-
taining static magnetic potential features with a resolution on
the order of the de Broglie wavelength, i.e. for a potential pe-
riodicity on the order of λ ≈ 1µm, requires the atom-surface
distance to be d . 2µm. Wire currents of 0.5 and 5 mA
are the maximum currents that can be sustained through 20
and 100 nm atom chip wires, respectively [Fig. 15(c)]. In-
creasing the current by three orders of magnitude to 50 mA
serves to increase the required height by just a factor of two,
despite being well beyond a safe atom chip current even for
a 200 nm nanowire. As explained in the following section on
corrugations, the spatial resolution achieved with such a wire
goes down exponentially with atom-surface distance. Taken
from [48] Copyright IOP Publishing Ltd. Reproduced with
permission.
At the minima of such a periodic potential, the longitu-
5dinal frequency is ω =
√
V0k2/m, where m is the atomic
mass. In order to engineer potential barriers between ad-
jacent minima higher than the single-atom ground state
energy by a factor of say η, we require 2V0 >
1
2η~ω,
or V0 > (η
2/16)~2k2/m. In Fig. 4 we plot the maxi-
mum atom-surface distance for which a longitudinal bar-
rier with η = 2 can be obtained. These curves show
that the maximum atom-surface distance still allowing
tunneling control is on the order of the potential peri-
odicity λ. Designing the edges of a wire as the sum of
different modulations therefore allows engineering of any
periodic potential up to a resolution determined by the
atom-surface distance. Consequently, atom-surface dis-
tances of 1−2µm (or sub-micron distances in some cases)
will be required to fully exploit the potential of an atom
chip based on static magnetic fields.
Let us note that it stands to reason that a quantum
information processing device based on ground state neu-
tral atoms and current-carrying wires will also require
static electric fields (e.g. for Stark shifts useful for sin-
gle site addressability or barrier control), RF fields and
MW fields (e.g. for controlling barriers, see for example
[51, 52]). All these forms of radiation address the atom
in the near field and so they may all be viewed as static
fields. Hence the above discussion of a static barrier is
relevant also to these fields. Namely, the closer the atom
to the radiation source, the higher the gradients and the
possibility to act locally and with greater immunity to
instabilities.
As an example of quantitative considerations concern-
ing gradients, let us utilize a square cross section wire.
If d is the atom-surface distance and we want to increase
the lattice density by decreasing the trap-trap distance
linearly with d, to maintain the same trap depth the gra-
dients will obviously need to grow as 1/d. However, to
avoid finite size effects, the wire width should also go
down linearly with d. This means that that the cross
section will go down as 1/d2. Maintaining a constant cur-
rent density, this also means that the current goes down
as 1/d2 canceling the natural gradient growth which is
proportional to d2. We thus see that in order to reap the
benefits of a small atom-surface distance in terms of high
density lattices, one requires growing current densities,
and indeed it has been shown that smaller cross section
wires enable higher current densities [53] (see also Fig.
15c).
Finally, it is noted above that in order to avoid fi-
nite size effects which degrade the trap gradient, the wire
width should be on the same scale as the atom-surface
distance, i.e. for the above noted heights of d . 1− 2µm
(see Fig. 3) one requires a micron-scale wire. As will be
shown in the following, it is advantageous to utilize even
smaller wire dimensions, namely nanowires. This will
enable improving operational parameters at the above
heights, or decreasing the atom-surface distance even fur-
ther without hindering effects. If, in the future, vdW and
CP polder are manipulated efficiently, atom-surface dis-
tances may become on the order of hundreds or even tens
of nano-meters, and to exploit the full potential of this,
state-of-the-art fabrication will have to be utilized.
POTENTIAL CORRUGATIONS
From the early days of atom chips and to this day, the
current-carrying wire has been the ’work-horse’ of this
apparatus. It is therefore fitting that we use it as a case
study in order to present how conducting research into
material science and material engineering in the context
of any required coupling, may result in the suppression
of unwanted effects.
Every field source has its inherent inhomogeneities,
whether AC or DC, which are bound to cause infidelities.
When considering a current-carrying wire as the trapping
potential, let us first note the effect of static potential cor-
rugations caused by inhomogeneous electron trajectories,
i.e. fluctuating current directions [54, 55]. Such potential
corrugations may warp the potential and cause infidelity
in potential dependent qubit rotations and logic gates.
Such current irregularities are produced by wire im-
perfections, namely, geometrical properties (wire edge
roughness and surface roughness), and internal bulk in-
homogeneities. Since atom chip traps are formed by can-
celing the magnetic field By generated by the current
density J0x at a specific distance from the wire d, the
minimum of the trapping potential lies along the wire
direction xˆ. Variations in this potential δBx(x) are then
directly related to changes in the direction of the mag-
netic field generated by the wire imperfections.
In previous work [22, 27], we concluded that in-
ternal bulk inhomogeneities play a minor role in thin
wires (thickness h < 250 nm). For wide wires, surface
roughness dominates the potential corrugation, but as we
show, edge roughness dominates for narrow wires. Con-
sequently, as we are interested in narrow wires in order to
avoid finite size effects as discussed above, here we need
to consider only current deviations due to edge rough-
ness since the wires considered are thinner and narrower
than h ≈ w < 250 nm. In Appendix A the theory for
narrow wires is detailed. A general theory for all wire
dimensions is presented in [27].
In Fig. 5, one may view the calculated directional vari-
ations of the magnetic field |δBx/B0|, generated by the
trapping wire, as a function of the atom-surface dis-
tance d for several wire cross-sections. The edge rough-
ness amplitude is measured from our fabricated wires
and was found to be frequency-independent [α = 0 in
Eq. (20)] with a measured root-mean-square deviation
of 2 nm between 100 − 800 nm [Let us note that in the
case of edge roughness with 1f power spectrum (α = 1),
the directional variations of the magnetic field δBx/B0
will be an order of magnitude higher (8×10−3 compared
6to 7 × 10−4 at d = 0.6µm), and will lead to signifi-
cantly larger density perturbations.]. In accordance with
Eq. (20), we see that, for a given edge roughness δyrmsc
(where yc is the position of the center of the wire), smaller
wires produce only slightly larger magnetic corrugations.
We also see that the influence of the surface rough-
ness δz±(x, y) is negligible for the narrow wires discussed
in this work due to the suppression of long wavelengths
in the magnetic corrugations [27].
FIG. 5: (Color Online) Directional variation of the magnetic
fields |δBx/B0|, calculated from Eq. (16) as a function of the
atom-surface distance d. We consider wires with square cross-
sections of 50 − 200 nm and the narrow-wire approximation
presented in Eq. (20). The same edge roughness is used for
calculating the magnetic variations for all the wires. The
small differences amongst the wires, despite relatively higher
edge roughness of the narrower wires, corresponds to Eq. (20)
in which only the absolute quantity δyrmsc appears. These
differences are smallest for d  w and become larger as d
approaches w. The inset shows the directional variation of
the magnetic field at a fixed height of d = 0.6µm and for
a fixed wire thickness of h = 0.1µm, where we plot the in-
fluence of edge roughness (solid curve) and surface roughness
(dashed curve) over a wide range of wire widths w. The effect
of the surface roughness drops strongly for narrower wires,
since long wavelengths of the magnetic corrugations are sup-
pressed [27]. Hence, for nanowires magnetic variations are
completely dominated by edge roughness. Taken from [48]
Copyright IOP Publishing Ltd. Reproduced with permission.
We thus find that as the atom-surface distance be-
comes closer, the corrugation amplitude increases. Fur-
thermore, as the distance decreases shorter and shorter
wavelengths affect the potential, and hence on the scale
of a single qubit site or in the distance between two qubit
sites, significant potential changes may arise.
Material engineering for potential corrugations
One way to solve the problem is through better fabri-
cation of the standard gold wires. In Fig. 6, comparative
data is presented showing that different methods may de-
liver very different corrugation magnitudes. The lift-off
method used by BGU seems to be the best to date. How-
ever, more work is required to improve edge roughness.
Another route to minimizing static corrugations is by
different choices of wire material. An example of a class
materials that may reduce electron scattering are elec-
trically anisotropic materials [27]. Here, low transverse
conductance will suppress scattering into the transverse
direction. One should remember that it is exactly this
kind of scattering which causes potential corrugations.
In Fig. 7 a calculation is presented showing that not
FIG. 6: (Color Online) Comparison of different atom chip
magnetic potential roughness measurements. Data is taken
from figures in the published literature and PhD theses, and
displayed with color codes according to the experimental
group. Filled symbols denote rms values, and data displayed
as open symbols are peak to valley maximum height of the
roughness. Sussex : data from a gold coated copper wire [19];
Orsay : data from an electro plated wire [20], and data from
a 5 wire setup on an evaporated gold chip; Tu¨bingen: data
from electroplated wires (PhD thesis, J. Fortagh); Melbourne:
data from a permanent magnet atom chip [56]; MIT : data
from electro plated wires; WIS/Heidelberg (HD): chips fab-
ricated at the Weizmann Institute of Science (WIS): a 100
µm wire [57], 2003 data from various 10 µm wires [58, 59].
The open triangles give the peak to valley of the worst ever
roughness observed in HD: a 10 µm wire (PhD thesis, L. Della
Pietra). BGU/HD : Data from 3 different wires fabricated at
Ben-Gurion University (BGU) and analyzed in HD [22]. The
lines show the limits of maximal roughness allowed in order
to be able to reach the one-dimensional regime of µ < ~ω⊥for
different wire widths [57]. Taken from [16] Copyright Wiley-
VCH Verlag GmbH & Co. KGaA. Reproduced with permis-
sion.
7FIG. 7: (Color Online) For a current flowing through an elec-
trically anisotropic wire, the perturbation wavefront angle θ,
giving rise to maximum transverse electron scattering, will
depend on the ratio r between the transverse and longitu-
dinal resistivities. The two-dimensional maps show the pre-
dicted atomic density above a wire in the extreme cases θ = 0
(r  1), θ = 90 (r  1), and the isotropic case θ = 45
(r = 1). Bottom inset: the magnetic corrugation amplitude
as a function of θ, which is suppressed when r is greater than
one. Taken from [27]. See Ref. [28] for additional details.
only do these materials change the pattern of scattering,
but they also suppress their amplitude considerably.
JOHNSON NOISE
Let us now continue with the analysis of our case study
concerning the benefits awarded by material science and
engineering. As current-carrying wires require metallic
layers, let us analyze possible sources for AC fluctua-
tions, i.e. noise. Such fluctuations can arise from tech-
nical noise in the wires or thermally activated electron
currents, and may cause trap loss (spin-flip), climbing
the vibrational level ladder (heating) and dephasing (de-
coherence).
The theory describing the affect of thermal noise
[60, 61] on ultra cold atoms is now well established for
isotropic materials (e.g. [3, 62–65]). Much of the existing
theory was developed and explained by Carsten Henkel.
Other models, based for example on non-local electrody-
namics, have also been developed [6].
The method typically used, incoherently adds up ele-
mentary current sources in the material, within the quasi-
static approximation [63]. Although approximate (up to
corrections on the order of a factor 2), this approach can
be used to obtain closed-form solutions for many wire ge-
ometries. This is in contrast to methods based on Green
functions, which are accurate but limited to simple ge-
ometries such as a half-space or a laterally infinite layer.
It should be noted that the quasi-static approximation
is valid when the skin depth δ =
√
2/σ0µ0ω (where σ0,
µ0, and ω are the electrical conductivity, permeability
of free space, and the radiation frequency, respectively)
is much larger than both the atom-surface distance d
and the wire thickness h. At room-temperature the skin
depth of Au at 1 MHz is on the order of 70 µm. The
electrically anisotropic materials, which will be discussed
in the following, usually have a much higher resistivity,
and their skin depths are orders of magnitude larger at
the same frequencies (e.g. for graphite δ ≈ 1 mm). The
quasi-static approximation thus applies even better to
the latter. This approximation has been corroborated
to a high degree of accuracy in experiment [24, 31] and
theory [66].
Let us briefly review the basic theory. The thermal
radiation couples to the atoms’ magnetic moment by the
Zeeman interaction V (~x, t) = −µ· ~B (~x, t), where µ is the
magnetic dipole moment operator. This operator can be
written for convenience as µ = µBgFF, with µB Bohr’s
magneton, gF the Lande´ factor of the appropriate hyper-
fine level, and F the total spin operator. As the mag-
netic field noise is random in time and space it averages
to zero, and its effect is expressed through its two-point
correlation function 〈V (~x1, t)V (~x2, t′)〉, between differ-
ent points in time t, t′ and space ~x1, ~x2.
The field and magnetic moment being vectors, one ac-
tually needs the cross-correlations between their compo-
nents to characterize the different processes induced by
the noise (spin-flips, heating, and decoherence). It fol-
lows from time-dependent perturbation theory that the
rate for a transition from an initial state |0〉 to a final
state |f〉 of the system is given by [67]
Γ0→f =
1
~2
∑
i,j
∫
d(t− t′) eiω0f (t−t′) × (3)
× 〈〈0|µiBi(~x, t)|f〉〈f |µjBj(~x, t′)|0〉〉
where the indices i, j label the Cartesian components of
the magnetic field. The argument ~x of the magnetic field
in Eq. (3) is the atomic position. The matrix elements
thus involve spatial (overlap) integrals over the spatial
wave function and magnetic field (e.g. see Eq. (9) below).
These integrals can be written in terms of the two-point
correlation function of the magnetic field. The integral of
this correlation function over the time difference (t− t′)
is related to the cross-spectral density SijB (~x1, ~x2;ω0f ) of
the magnetic fluctuations at positions ~x1, ~x2, and at the
transition frequency ω0f [62, 68]. This is defined as
SijB (~x1, ~x2;ω) ≡ (4)
≡
∫ ∞
−∞
d (t− t′) e−iω(t−t′) 〈Bi (~x1, t)Bj (~x2, t′)〉 ,
or equivalently by
〈B∗i (~x1, ω)Bj (~x2, ω′)〉 = 2piδ (ω − ω′)SijB (~x1, ~x2;ω) .
(5)
8In cases where the spatial degrees of freedom can be
considered classically, ~x in Eq. (3) can be taken as the co-
ordinate of the atoms, giving rise to a position-dependent
transition rate between spin states. Instead of the wave
function overlap integrals, the coordinates are then taken
as ~x1 = ~x2. For calculating at the trap center one takes
~x1 = ~x2 = ~x [69].
The noise power spectrum SijB (~x1, ~x2;ω0f ) is quite flat
at all relevant frequencies which correspond for exam-
ple to transitions between Zeeman magnetic sub-levels
(radio-frequency), or the trap vibrational states (Hz to
kHz range). Hence a low-frequency limit ω0f → 0 can
be taken. If this spectrum is not flat in the relevant fre-
quency range, the time dependence of loss and decoher-
ence processes is more complicated and does not reduce
to a simple rate [62].
Spin-flips are transitions from trapped (|0〉) to un-
trapped (|f〉) internal states. These states are eigenstates
of the spin operator component parallel to the quanti-
zation axis, defined by the static trapping field at the
bottom of the trap (we neglect the magnetic field direc-
tion deviations at the edges of the trap). Due to the
form of the dipole moment operator µi, the Zeeman in-
teraction can induce a spin-flip only when the direction
of the magnetic field fluctuation is perpendicular to the
quantization axis. Hence, in this case, we can rewrite (3)
as
γspin flip =
∑
l,m=⊥
µlµm
~2
SlmB (~x;ω0f ) , (6)
where we sum over the perpendicular components l,m
only, and take the matrix elements µl = µBgF 〈0|Fl|f〉
of the dipole moment between the states |0〉 and |f〉.
The spin-flip rate can be measured from the lifetime of
a magnetic micro-trap, and by varying the trap distance
one can discriminate loss due to surface induced magnetic
field fluctuations, against trap loss of different origin [19,
31, 70–72].
Decoherence or dephasing of a quantum superposition
state can occur without changing the occupation of the
states involved in the superposition, affecting only the
phase. We distinguish between spin decoherence and spa-
tial decoherence. The former involves the change of the
relative phase of two internal states (|1〉 and |2〉) in a
superposition at the same spatial location ~x, while the
latter involves the change of the relative phase of two
spatially separated components of the atom cloud (posi-
tions ~x1 and ~x2), trapped in the same internal state. Here
we shall consider only ‘classical dephasing’ in which the
phase change arises from the fluctuations in the Zeeman
shift. Such shifts occur, to lowest order, for magnetic
field fluctuations parallel to the atom’s magnetic dipole
moment. Hence for both types of decoherence processes
we need only the parallel component of the same power
spectrum appearing in the spin-flip case (Eq. (6)). The
spin decoherence rate can thus be written as
γspin decoherence =
∆µ2‖
2~2
S‖ (~x; 0) , (7)
with ∆µ‖ =
〈
2
∣∣µ‖∣∣ 2〉 − 〈1 ∣∣µ‖∣∣ 1〉 being the differential
magnetic moment of the two trapped states, and S‖ (~x; 0)
the low-frequency limit parallel component of the noise
spectrum, at the trap center ~x. This decoherence rate can
be measured from the reduced contrast of interference
fringes in a series of Ramsey spectroscopy experiments,
performed as a function of the atom-surface distance. In
fact, long coherence times have already been measured
close to the surface [73]. This measurement puts an up-
per limit on the decoherence rate as other processes may
mask the dephasing due to Johnson noise (e.g. inhomo-
geneous magnetic field) [74].
For the case of a spatially separated superposition
state, the rate of decoherence of the relative phase of the
atomic states between two points ~x1, ~x2 involves the cor-
relation function of the difference in the magnetic fields
B‖(~x1, t)−B‖(~x2, t′), and can be written as
γspatial decoherence =
µ2‖
2~2
[S11 + S22 − 2S12] , (8)
where we denote for convenience Sij = S‖(~xi, ~xj ;ω → 0),
and assume a correlation spectrum symmetric in ~x1, ~x2
and flat in frequency. We again take only the field com-
ponents parallel to the quantization axis, that shift the
relative phase between the two parts of the wave func-
tion. In Eq. (8) µ‖ is the magnetic moment matrix ele-
ment of the single internal state. The low-frequency limit
is valid here as the “scattering cross section” for transi-
tions involved in the decoherence process is in practice
independent of the frequency [62, 65].
This decoherence rate can be measured by studying the
interference pattern contrast reduction in double-well ex-
periments [49, 75], where the atom cloud is separated in
two parts, which are then held at a fixed separation for a
given time. The interference pattern is obtained by over-
lapping the cloud parts upon release from the trap. The
interference contrast is directly related to the product
of split time and decoherence rate; it can be measured
as a function of the atom-surface distance by repeating
the measurement at different heights. It is interesting
to note that while quite a lot of theory has been done,
spatial dephasing on atom chips has not to this day been
measured. This is probably due to the fact that most
cold atom experiments utilize a BEC, and in this system
phase diffusion due to atom-atom interaction is very fast.
This measurement is of great interest as the correlation
lengths of the noise need to be examined carefully. This
number may have a dominant effect on what the N -qubit
dephasing time would be [76–79].
Finally, heating of the trapped atoms (as a result of
exciting external degrees of freedom while retaining the
9same internal state) can also be caused by the coupling to
the thermal radiation. The transition rate of atoms ini-
tially in the ground vibrational state |0〉 to higher states
|f〉 with energy splitting ~ω0f is of the form [62]
Γ0→f =
µ2‖
~2
∫
d~x1d~x2M
∗
f0(~x1)Mf0(~x2)S‖ (~x1, ~x2;ω0f ) ,
(9)
where we find once more the spin operator matrix ele-
ment µ‖ in the direction parallel to the quantization axis,
and now also the wave functions of the levels involved in
the transition Mf0(~x) = ψ
∗
f (~x)ψ0(~x). The spatial inte-
gration here provides a probe of the spatial correlation
of the magnetic field noise. In practice, it is enough to
consider transitions from the ground state to either of
the first two excited levels [3].
Thus, we see that the important term common to all
rates is the spectral density of the magnetic field fluctu-
ations or power spectrum SijB (~x1, ~x2;ω). This quantity
holds all of the relevant information about the magnetic
field fluctuations leading to the harmful processes, while
the other terms in each of the rates describe the coupling
of the noise to the atoms through the magnetic dipole mo-
ment. Furthermore, we see that a measurement of either
the spin or spatial decoherence rates, or of the heating
rate, will give strong indications to any of the other two
of these three processes, as they all depend on the noise
power of the same field component.
One may summarize these results with an example, as
presented in Fig. 8, showing the increasing spin-flip rate
as a function of decreased atom-surface distance. A qual-
itatively similar behavior is found for heating and deco-
herence, as the noise amplitude increases with decreasing
distance.
Material engineering for Johnson noise
Typically, the noise spectrum S is proportional to the
ratio T/ρ of the surface temperature and the surface re-
sistivity [62]. This seems to indicate that cooling the
surface would not be advantageous as typically resistiv-
ity is linear with temperature. In fact, as is shown in
Fig. 9, cooling of normal metals even worsens the sit-
uation. Although the eventual goal should be to utilize
material science so as to realize an operational QC device
at room temperature, cooling down to 4K should still be
considered as technologically feasible. Let us therefore
analyze the situation at low temperatures for standard
conductors.
To avoid complications of magnetic permeability and
hysteresis of the chip, let us consider here only nonmag-
netic metals (having no long-range magnetic order). The
resistivity of these metals is essentially a sum of two con-
tributions ρ = ρ0+ρph: a temperature independent resid-
ual resistivity ρ0, due to scattering of charge carriers by
crystal defects and impurities and a phonon contribution
ρph [24]. By manipulating the relative strength of these
two terms we may engineer the ratio T/ρ as a function
of temperature. In Fig. 10 this ratio is presented as
a function of the amount of defects introduced into the
material.
To conclude this first example of how material engi-
neering may alter the hindering effect of Johnson noise,
the expected lifetime as a function of atom-surface dis-
tance for different temperatures is presented in Fig. 11.
To verify the theoretical calculation, a comparison to ex-
perimental results is also made. As can be seen, more
than an order of magnitude improvement in lifetime may
be achieved by simply introducing defects into the mate-
rial.
As a second example for the potential advantages of
material engineering for QC let us now calculate the pos-
sible suppression of the qubit dephasing by utilizing an
anisotropic material instead of a normal metal. Although
realistic hyperfine qubits will most likely use states be-
tween which only second-order Zeeman shifts and higher
exist, for simplicity we shall use two qubit states differ-
entiated by a first-order Zeeman shift.
As presented in the previous section, the noise power
spectrum is related to the cross correlation function of the
magnetic field fluctuations [Eqs. (4),(5)]. Before calcu-
lating this correlation function, we define the coordinate
system such that the wire length L is along the xˆ direc-
tion, its width w along the yˆ direction, and its thickness
h along zˆ. As in typical Ioffe-Pritchard magnetic traps,
a non-zero field at the trap bottom polarizes the atoms
FIG. 8: (Color Online) Rate of spin-flips in a microtrap
above a planar metal substrate. The black solid lines are
due to the near field noise generated by thermally excited
currents (Johnson noise) in the substrate. The dots are an
exact numerical calculation from [64]. Larmor frequencies
ωL = µB |B(r)|/~ = 1 MHz×2pi (a) and 100 MHz×2pi (b) are
chosen. The red dash-dotted lines describe the noise due to
technical fluctuations in the electric current of a side guide.
The current noise is assumed at shot noise level (0 dB) or 20
dB above shot noise. The guide height d is lowered by ramp-
ing down the wire current I with a constant ratio I/d and at
fixed bias field Bb = 100 G. Taken from [62].
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along the wire, and so the quantization axis in our anal-
ysis is along the xˆ axis.
We can make a distinction between two types of
anisotropic materials. Materials with a ‘layered conduc-
tance’ are relatively good conductors along two axes and
have one axis of bad conductance: σyy  σxx ∼ σzz.
We always assume that the wire is aligned to one axis
of good conductance, so that current may flow easily
and create a magnetic trap. Materials that have only
one direction of good conductance, σyy ∼ σzz  σxx or
σzz  σyy  σxx, will be denoted as ‘quasi-1D conduc-
tors’. A detailed treatment of the anisotropic material
and the noise it induces, is presented in Appendix B.
In contrast to the case of spin-flips, the decoherence
and heating rates, Eqs. (7,8,9), depend only on the noise
in the parallel field componentBxx. This component may
be strongly reduced for highly anisotropic materials. To
quantify this, consider the ratio
Banisoxx
Bisoxx
=
σzzXyy + σyyXzz
σxx (Xyy +Xzz)
, (10)
where σii are the conductivities and Xii the geometry-
dependent factors (see Appendix B), and where the ref-
erence level is an isotropic conductivity set to the ‘good
axis’, σ0 = σxx. The possible improvements depend on
the relative magnitudes of the anisotropic conductivities.
Four cases can be distinguished, as illustrated in Fig. 12.
For materials with layered conductance, the worst choice
is to have the second good conducting axis in the chip
plane, along the wire’s width: σyy ∼ σxx  σzz (dashed
red line). The ratio (10) then tends to (1 +Xyy/Xzz)
−1
which is not significantly smaller than unity and where
FIG. 9: Temperature dependence of the normalized magnetic
noise for wires made of copper (circles), silver (triangles) gold
(crosses) and niobium (squares). The noise is normalized to
the value for gold at T =300 K. Inset: temperature depen-
dence of the resistivity (extracted from [80]). Taken from [24].
the conductivity anisotropy σxx/σyy actually does not
enter. With the other choice, having the badly conduct-
ing axis along the wire width (dashed-dotted blue), we
get a reduction of about one order of magnitude for a
small wire geometry. Materials that are quasi-1D conduc-
tive have a much larger potential for noise suppression:
for comparable ‘bad axes’, σyy ∼ σzz  σxx, Eq. (10)
scales inversely with the anisotropy ratio r = σxx/σyy
which may be very large. The suppression is somewhat
more pronounced in the extreme case σzz  σyy  σxx.
The reduction of the decoherence and heating rates
is illustrated in Fig. 12 for the cases discussed above.
We plot the spin decoherence rate (7) for a superposi-
tion state of the hyperfine levels |F = 2,mF = 2〉 and
|F = 2,mF = 1〉 in the ground state of 87Rb. The
anisotropic conductor is chosen such that the largest con-
ductivity value σxx coincides with the one for Au, an
isotropic conductor taken as reference. The calculated
rates for some specific materials are also given. It can
be seen that quasi-1D materials are much more appeal-
ing to suppress heating and decoherence, although about
one order of magnitude can already be gained with lay-
ered materials, even at a relatively small anisotropy. In
addition, for most anisotropic materials, even the best
direction conducts worse than Au; therefore the rates
presented in this graph even for layered materials are
smaller than for Au.
To conclude, heating and decoherence may be sup-
pressed by several orders of magnitude even at room
temperature, by using electrically anisotropic materials
for current-carrying structures on atom chips.
It is interesting to note that the anisotropic material
FIG. 10: Temperature dependence of the ratio T/ρ (normal-
ized to its value for gold at 300 K) for silver and its alloys
with gold: pure silver (squares), and with 0.1% gold (circles),
0.25% (triangles), 0.5% (inverted triangles), 1% (diamonds),
2% (stars), and 5% (crosses). Note the difference compared
to Fig. 9. Taken from [24].
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hardly helps with the spin-flip rate as for the two perpen-
dicular components Byy and Bzz, which are responsible
for spin-flips, we find that both mix the highly conduct-
ing σxx and the low conductivity terms. The geometrical
factors Xij have been analyzed in detail (see appendix
A in [24]) for the case of rectangular wires. From this
analysis it emerges that for any reasonable wire geome-
try, one cannot obtain the necessary situation in which
the Xyy and Xzz factors are small relative to Xxx [see
Eq. (30)]. This is presented in Fig. 13. Thus the main
difference in the noise components is due to the differ-
ence in conductivity terms, where the conductivity σxx
is dominant. Consequently, the improvement to the trap
lifetime using anisotropic materials at room temperature
is expected to be at most on the order of ∼2.
Let us now briefly review some additional alternatives
to normal metals:
Carbon Nano Tubes (CNTs) are an example of such
a conductor. CNTs are able to hold a current density
which is 2-3 orders of magnitude higher than that for
gold. Consequently, although they have a very small
cross section, they may hold enough current to create
stable atom traps [26, 85, 86]. As they are crystalline
FIG. 11: (Color Online) Comparison of trapping lifetimes of
87Rb atoms above a copper wire on an atom chip [31] with a
theoretical calculation (solid line). Predicted lifetimes are also
shown for a similar wire made of an alloy of Ag with 6% Au
content, cooled down to T =77 K (dashed) and 4.2 K (dash-
dotted). In both cases the resistivity was taken equal to gold
resistivity at T=300 K, ρAu = 2.21 µΩ·cm (same penetration
depth). The needed gold concentrations are estimated by
x = 5.4% and x = 6%, respectively. Note that the calculation
presented here differs from the one made in [31]. Van der
Waals forces are not taken into account. Let us also mention
that the maximum noise reduction factor of 70 expected from
the calculations is not visible due to the effect of the technical
noise and/or background gas collisions limiting the lifetime
in this experiment to a maximum of τtech = 2.5 s [81]. Taken
from [24].
FIG. 12: (Color Online) Lines: Spin decoherence rate
γspin decoherence as a function of electrical anisotropy r =
σxx/σyy, for layered and quasi-1D conducting materials. Trap
and wire parameters are d = 5 µm, w = 10 µm, h = 2.15 µm,
and a surface temperature of T = 300 K. For these lines, the
good conductivity along the wire was assumed to be identical
to that of Au. For layered materials having the badly conduct-
ing axis along the wire thickness (dashed red), only a slight
improvement is gained, and the dependence on the anisotropy
is negligible. If the badly conducting axis is along the width of
the wire (dashed-dotted blue), the improvement is more pro-
nounced, but still saturates at relatively low anisotropy. For
quasi-1D materials (dotted green - quasi-1D with both low
conductivity terms of the same order; solid black - the more
extreme case having σzz  σyy  σxx, where we assumed
σzz ≈ σyy/r), the suppression is much more significant. For
high anisotropy the decoherence rate scales as 1/r with the
anisotropy. Points: Examples of specific materials, not nor-
malized to Au. Taken from [28].
in nature, they may also reduce the static corrugation.
Following from their small amount of material the CP
force may also be suppressed, especially if the tubes are
made to be suspended. In addition, contrary to normal
metals, CNTs do not have a broad absorption spectrum
and so they may be put close to optical high finesse ele-
ments without hindering their qualities. Let us note that
CNTs may also be used for other purposes in the context
of atom optics [87, 88]. See [16] for additional details.
Another material potentially advantageous for QC is
the superconductor [23, 89–94]. These materials are
expected to give rise to orders of magnitude less static
scattering and noise. The drawbacks of superconductors
include the cooling itself, the sensitivity to fabrication
(e.g. the transition temperature is very sensitive to con-
taminations), DC fields and noise created by vortices,
and current inhomogeneity (most of the current is in the
wires edges). As trapping atoms in the field of vortices
has been achieved [95, 96], one may even contemplate the
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loading of a lattice of traps above a lattice of vortices. For
more details of the state-of-the-art the reader is referred
to Ref. [16]. As noted previously, the greatest challenge
to material engineering is to enable long coherence times
at room temperature, while maintaining a fast enough
computer clock time.
Other metallic layers go beyond current-carrying struc-
tures and may include permanent magnets (which may
also be made of non metallic or high resistivity materials)
[97–99]. Recent work [98], also described in this issue, has
realized a dense two dimensional array of trapped atoms
and it seems reasonable to assume that controllable gates
FIG. 13: (Color Online) Dependence of the geometrical fac-
tors Xii on wire width and thickness. Top: Varying the wire
width w, while d = 5 µm, and the wire thickness is h = 1 µm.
Only Xyy is reduced. Bottom: Varying h, while d = 5 µm,
and w = 5 µm. All three factors are reduced. It can be
seen that a situation where both Xyy and Xzz become much
smaller than Xxx is not obtained. This is because all three
Xii factors have similar scaling on the wire thickness, thus re-
ducing thickness does not lead to the desired situation. The
trends are the same also for sub-µm atom-surface distances
(not shown). Taken from [84].
are feasible. The main advantages of permanent magnets
are the lack of corrugations due to electron scattering and
the suppressed Johnson noise due to the low conductiv-
ity of the material, as well as technical noise due to the
lack of current. The main drawback is the demagnetiza-
tion with temperature and time, and the weaker dynamic
control of the fields.
Additional metallic structures not carrying current
may include charged dots where the attractive poten-
tial is balanced by magnetic fields [100], a magnetic mir-
ror [101] or evanescent waves [102]. As an example of
such a lattice, an array of traps made of localized electric
fields balanced by an evanescent field is presented in Fig.
14. While this example evokes fabricated electrodes, an
advanced chip may utilize self assembled charged dots,
where the limiting factor would be the charge diffusion
rate.
Finally, we have not touched upon the issue of techni-
cal noise, namely, the current fluctuations in the current-
carrying wire. The noise spectrum of the most funda-
mental noise limit, i.e. shot noise, increases as one over
the distance square [3, 62]. This of course implies that
going close to the surface may pose a serious problem, in
FIG. 14: (Color Online) The charge dots chip: (a) two layers
of crossing wires will provide a 2D array of point capacitors,
each layer connected to an opposite voltage. In our simula-
tion the wires are 1 µm apart while the layers are also 1 µm
apart. The wires are made of ITO and the insulating mate-
rial between the wires and between the layers is Si3N4 (the
similar index of refraction will suppress diffraction patterns).
A prism is located below these two layers and the atoms are
above. This particular simulation assumes that each capac-
itor is charged with one electron in the top layer and one
positive hole in the bottom layer. (b-c) Trap potentials cal-
culated with a beam waist of 100 µm, an incident angle of 65
degrees (the critical angle is 43.45), and λ = 778 nm (2 nm
detuning); the decay length of the evanescent wave is 72 nm.
The CP force is included. (b) A 2D contour plot of the trap
array (z = 644 nm). The surface laser power is 28 W and the
frequencies are about 15 kHz in all directions. The depth is
1.6 µK. The spontaneous emission rate at the center of the
trap is 1 Hz. The number of atoms per trap is limited to 20
(TF approximation). (c) The trap as a function of surface
light intensity (blue to yellow): 20,25,30,40,50 and 60 W (the
actual laser power needed will be much smaller as close to
the critical angle there is an enhancement of up to an order
of magnitude. A cavity configuration may also be employed).
Except for the 20 W curve, the tunneling rates are negligible.
Simulation made by Yonathan Japha.
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which case techniques aimed at achieving sub-shot noise
may have to be employed i.e. creating correlations be-
tween electrons (the mesoscopic community uses termi-
nology such as ”distribution function of current”). How-
ever, long before this limit is reached, ”normal” technical
noise, namely noise originating from the power supply or
”picked-up” by the cables that feed the atom chip [103],
will need to be suppressed. The effect of this noise may
be very different from that of the Johnson noise discussed
earlier. For example, contrary to the ”white noise” sce-
nario utilized for Johnson noise, technical noise may be
”colored”. Such noise may, for example, cause asymmet-
ric population transfers between the qubit states, if the
potential is state dependent, as it is in the case of the
collision gate [104]. In fact, if the center frequency or the
shape of the noise are time dependent, this may cause
population fluctuations, i.e. random walks on the z -axis
of the Bloch sphere (contrary to the equilibrium which is
reached with white noise). To the best of our knowledge,
only one measurement compared Johnson and technical
noise on the same chip [23].
NANOFABRICATED WIRES
Let us finalize the discussion concerning current-
carrying wires by analyzing the case of nanofabricated
wires. Analyzing such wires is important when one
wishes to answer the question of what is the smallest
possible atom-surface distance. The answer to this ques-
tion may reveal the fidelity limits induced by the current-
carrying wire on the single qubit and 2-qubit operations.
In this context, nanofabricated wires are important, for
example, as noted previously, in order to avoid finite size
effects which degrade the produced gradients. Smaller di-
mensions are also advantageous for reducing the amount
of Johnson noise. In the following analysis we will also
take into account the CP force.
First, let us familiarize ourselves with how a nanofabri-
cated wire looks like and behaves. A test wire fabricated
at our facility and the calculated features of such a wire,
are present in Fig. 15.
Next, let us take into consideration the CP force. The
CP potential between a polarizable atom and dielectric
or conducting objects [105] is one of the fundamental out-
comes of zero-point vacuum fluctuations. It emerges from
the fact that a dielectric or conducting object modifies
the modes of the electromagnetic (EM) field in its vicin-
ity, modes which interact with the atomic polarization.
In our case, an attractive CP potential arises from the
conducting gold nanowire and from the Si wafer coated
with a 100 nm thick SiO2 layer (used to prevent elec-
trical shorts). The CP potential reduces the potential
barrier for tunneling to the surface, thereby limiting the
possibility of trapping atoms near the surface.
The EM modes of the combined surface+wire system
are not analytically solvable and we will therefore carry
out a separate examination of the CP potential emerg-
ing from the Si+SiO2 planar wafer, as discussed also in
Ref. [85], and from a simplified model that takes the wire
as a perfectly conducting circular cylinder of a certain di-
ameter. We then take the sum of the two contributions
as an estimate for the combined potential as a sort of
pairwise additive approximation (PAA). Based on earlier
experience from the planar two-layer system, we may an-
ticipate that this approach should at least give the right
order of magnitude for the CP potential.
In general, the CP potential may be written in the
form
UCP (~x) = i~
∫ ∞
−∞
dω α(ω) [Γ(~x, ~x, ω)− Γ0(~x, ~x, ω)] ,
(11)
where α(ω) is the frequency-dependent atomic polariz-
ability and Γ(r, r, ω) is the trace over the Green’s tensor
of the electromagnetic field at the same point r, with Γ0
being the Green’s tensor in empty space, responsible for
a space-independent Lamb shift. For distances from the
dielectric or conducting object much larger than λ0/2pi,
where λ0 is the wavelength corresponding to the lowest
optical transition frequency, the CP potential generated
by a planar structure made from a layer of thickness t
with a dielectric constant 1 atop an infinitely thick di-
electric layer of dielectric constant 2 has the form (see
Refs. [48, 85])
UCP (z) = − ~cα0
2pi
1
z4
F (1, 2, t/z), (12)
where α0 is the static atomic polarizability. The di-
mensionless function F takes the single-layer limiting
value F ∼ 34 −1+1 φ() with  = 1 when z  t, and
FIG. 15: (a) Scanning electron microscope (SEM) image of
a 1µm long, 20 nm thick and 50 nm wide gold wire. (b) Cal-
culated dependence of resistivity on wire dimensions (square
cross sections), based on the Fuchs-Sondheimer surface scat-
tering model. (c) Maximum current considered safe for
atomchip wire operation, calculated for different wire cross-
sections, assuming the nanowire resistivity ρ shown in (b) and
the temperature coefficient α for bulk gold. Taken from [48]
Copyright IOP Publishing Ltd. Reproduced with permission.
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FIG. 16: (Color online) (a) F factor (∝ UCP (z) z4, see
text for details) for the bilayer system of thick Si coated
by a 100 nm layer of SiO2, similar to the system studied
in Ref. [85]. The exact calculation (solid curve) is compared
to the sum (dashed) of two separate systems – the SiO2 layer
alone (dashed-dotted) and the Si layer alone (dotted). For the
contribution of the Si layer the factor F would be constant
for a system of coordinates starting at its top (z = −100 nm),
but here it is rescaled to the coordinate system where z = 0
is at the top of the SiO2 layer (see text). The sum of the
two separate contributions over-estimates the exact result by
about 8-15% over the relevant range. (b) F factor (again
rescaled to z = 0 at the top of the SiO2 layer) for the pla-
nar wafer (solid curve) reproduced from (a) and for perfectly
conducting cylindrical wires of diameters 2a = 50 − 200 nm
(broken curves) lying on the wafer surface. Two important
reasons for the differences between the wires are the different
atom-wire distances z−2a, which is smaller for thicker wires,
and the larger solid angle subtended by the wider wire.
with  = 2 when z  t, where φ() is on the order
of unity. F = 34 is obtained in the vicinity of a perfectly
conducting thick layer. In our case α0 = 47.3×10−24 cm3
is the ground state static polarizability of the 87Rb atom,
1 = 4 for the SiO2 layer, and 2 = 12 for the Si wafer.
As stated above, we wish to compare contributions to
the CP potential from the three different components
comprising the surface: the Si chip, the SiO2 layer of
thickness t, and the gold nanowire of thickness h. For
this comparison to be meaningful, we require a common
reference for the distance variable z, which we define as
the distance from the top of the SiO2 surface. Then
the distance from the Si chip is z + 100 nm and the
distance from the top of the gold nanowire is z − h.
To factor out the strong z−4 dependence, we plot the
quantity F(z) ≡ −UCP (z) 2pi~cα0 z4 in Fig. 16(a) for
the Si+SiO2 bilayer. This is compared to a sum of two
models (shown separately in the figure): one where the
half space for z < −100 nm is full of Si while the other
half is empty; and another in which only a 100 nm thick
SiO2 layer exists, with empty space for z < −100 nm.
The figure shows that simply summing the two poten-
tials over-estimates the exact result by 8-15% over the
relevant range, but it gives the right order of magnitude.
Next let us consider the CP potential for an atom at
a distance R from the center of a cylindrical conducting
wire of radius a where we set a = h/2. It appears that
the main contribution to the integral in Eq. (11) comes
from frequencies on the order of ω ∼ c/R. In our case,
where R < 1µm, the skin depth for a gold wire with
resistivity ρ = 2.2 × 10−8 Ω · m is δ = √2ρ/µ0ω . 10
nm, which is much smaller than the width or thickness
of the nanowires considered. We can therefore use a
model where the wire is perfectly conducting (impene-
trable for EM waves), such that the EM Green’s tensor
is much simpler than in the general case. The CP poten-
tial is then given by
UCP (R) = − ~cα0
2pi
1
(R− a)4 F (a/R). (13)
For a/R > 0.2 the function F is nearly linear, F (a/R) ≈
0.53(a/R) + 0.22, tending to F = 34 as R→ a, where the
surface of the cylinder is similar to a planar conducting
surface. In the opposite limit a/R  0.1 the function F
drops to zero as F (a/R) ∼ − 23 log(a/R) (see appendix in
[48]).
Figure 16(b) again shows the factor F for the CP po-
tential from the planar (i.e. Si+SiO2) surface in compar-
ison to F for cylindrical wires of different diameters 2a.
It is evident that the contribution of the wire is dom-
inant when the distance from the wire is less than 5-7
times the diameter of the wire. For larger distances the
contribution of the wire falls to half or less than the con-
tribution of the surface. Given our experience with the
bilayer system [85], we expect the exact calculation of the
wire+surface to deviate by the same order as we observe
for the bilayer, namely, less than 20%. This degree of
inaccuracy may also follow from the fact that the wires
do not have circular cross-sections but square or rectan-
gular ones. Therefore we believe that taking the sum of
the two models can be expected to give at least an order
of magnitude estimation of the CP potential.
Let us now calculate the tunneling to the surface. As
a result of the CP potential, the magnetic barrier be-
tween the surface and the atoms is lowered, and atoms
can tunnel through the barrier to the atomchip surface
or wire. Calculated tunneling lifetimes are presented in
Fig. 17, where we use a weighted average of the tun-
neling rate over all points in the (x, y) plane. For each
point (x, y) we use the WKB approximation for tunneling
through a one-dimensional potential barrier along the z
direction [85]:
Γtunn =
∫ ∫
dx dy P (x, y) ωr(x, y)
× exp
(
−2
∫ z2
z1
dz
√
2m
~2
[U(x, y, z)− µ]
)
, (14)
where µ is the chemical potential in the case of ensembles
or the energy in the case of single atoms, and the integra-
tion over z is between the classical turning points z1(x, y)
and z2(x, y) defined by U(x, y, z1) = U(x, y, z2) = µ.
The weighted tunneling probability appearing in the inte-
grand is given at any point by P (x, y) = 1N
∫
dz n(x, y, z),
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where n(x, y, z) is the particle density and the transverse
frequency ωr(x, y) =
√〈v2z〉/2L(x, y) is the inverse of the
average round-trip time for a particle moving between
the turning points [L(x, y) = z1(x, y) − z2(x, y)]. In our
example, these quantities are all calculated by solving the
Gross-Pitaevskii equation for 1000 atoms of 87Rb. In a
typical trap generated by a Z-shaped wire, most of the
tunneling occurs either at the center of the trap (where
the atoms are closest to the wire) or at the trap ends
(where the potential curves down towards the surface).
Because of the much higher atom density directly above
the wire, the lifetime is governed mostly by tunneling to
the wire rather than to the surface.
FIG. 17: (Color online) Tunneling lifetimes calculated for
a BEC of 1000 atoms in traps generated at different dis-
tances d, assuming a current of 40 µA passing through
a 50 × 50 nm trapping wire. This current is more than an
order of magnitude below the maximum for such a nanowire
[Fig. 15(c)]. The solid and dashed curves are calculated as-
suming surface-only and wire-only contributions to the CP
force respectively. Even though these CP forces are of the
same order of magnitude [Fig. 16(b)], the atomic density is
much higher directly above the wire, so tunneling to the wire
is much faster than tunneling to the Si+SiO2 surface; the lat-
ter tunneling proceeds mostly from the cloud edges, where the
atomic density is much lower. The dotted curve is calculated
for a potential combining the wire and surface CP forces; the
corresponding tunneling lifetime is shorter yet because the
trap barrier is reduced along the entire wire and at the cloud
edges. A typical Majorana lifetime of 2 s is drawn for refer-
ence. Using higher currents for such wires would increase the
tunneling lifetime.
Next, let us also utilize the theory of Johnson noise as
described previously, and present in Fig. 18 the spin-flip
lifetime expected in a trap formed by a nano wire. One
may clearly observe the much longer spin-flip lifetimes
due to the smaller cross sections.
It is quite interesting to note that narrow wires are
expected to give rise to much less decoherence, not only
because of the small amount of material. It has been hy-
pothesized that narrow wires suppress thermally induced
FIG. 18: (Color online) Trap lifetimes due to thermal noise-
induced spin-flips, calculated for atoms trapped at distances d
above wires with square cross sections of 25 − 200 nm. For
comparison, the lifetime 1 µm above a very wide wire would
be < 10 ms.
transverse currents [106]. This is so because transverse
currents charge the edges and the induced potential acts
to suppress the currents. As surface induced decoher-
ence is dominated by transverse Johnson noise currents,
this may suppress decoherence by up to several orders of
magnitude even at room temperature (in the same way as
with anisotropic materials). For example, in Ref. [106] a
decoherence rate of Γ = 0.03 s−1 is calculated for a typ-
ical magnetic trap at 10 µm atom-surface distance while
in Fig. 8 one finds for the spin-flip rate (which is very
similar to the decoherence rate) Γ = 3− 30 s−1.
Let us also briefly mention the issue of magnetic poten-
tial corrugations. One would expect that potential corru-
gations produced by edge roughness would grow consid-
erably as the edges come in close proximity to the atom.
However, as shown in Fig. 5, the rise is actually quite
moderate (for square cross sections) as these fluctuations
depend only on the variation of the center of the wire.
Furthermore, the increase in potential corrugations due
to edge roughness for narrower wires is somewhat bal-
anced by the decrease of the other two sources: in Ref.
[27] and in Fig. 5 it has been shown that narrower wires
will induce less surface (or bulk inhomogeneity) induced
potential corrugations. This is so due to the discreteness
of the resistance wave numbers kx, ky when the random
resistance fluctuations are analyzed as waves by Fourier
transforming them. For a wire with a finite length L and
width W , these wave numbers are integer products of
2pi/L and 2pi/W . As a consequence of this discreteness,
the corrugations at long wavelengths kxW < 1 are sup-
pressed when the wire becomes narrower: the density of
ky states becomes lower and no corresponding values of
ky exist along the maximum scattering amplitude line of
ky ∼ kx.
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Finally, let us note the possible affect of anisotropic
materials, mentioned previously, in the context of
nanowires. Metallic nanowires have limited maximum
current densities due to the increase in their wire resis-
tivity (Fig. 15) from diffusive scattering at the wire sur-
faces. However, surface scattering for an anisotropic wire
(where the surfaces are parallel to the good conductivity
axis) may be significantly smaller and will have less ef-
fect on the wire resistivity, hence enabling higher current
densities than discussed above. One may even speculate
that at small dimensions the resistance relevant for the
current density and that relevant for the Johnson noise
may become decoupled.
Obviously it should be noted that nano-sized wires may
have numerous limitations not presented here which need
to be considered according to the specific implementation
in mind. For example, introducing RF or MW currents
into such wires may require more input power due to
reduced impedance matching.
Let us summarize: We have discussed topics relevant to
current-carrying wires including static and time depen-
dent fluctuations and the CP force. Beyond the methods
discussed above to suppress the hindering effects, one
may speculate that additional methods may be found.
As an outlook for future research, let us briefly give some
examples of what these methods may be [107].
• CP force: There have been several experiments and
theory papers showing that vdW and CP forces can
be manipulated by choice of material and geometry,
and may even change sign [108–116].
While it is completely unclear how this could be im-
plemented in atom chips, the wealth of work done
on this topic justifies an in depth look. Could, for
example, the engineering of surface plasmons or of
meta-materials achieve some kind of stealth coating
that would cover a broad enough range of frequen-
cies, so as to suppress reflection by absorbtion or
perfect matching of the dielectric constants?
• Johnson noise: The issue of Johnson noise seems
to have several subtleties. Some of these may be
viewed in Fig. 19. At large skin depths the lifetime
behaves as expected and goes up with skin depth
simply because large skin depth mean small con-
ductance and therefore a low level of noise. At
medium skin depths, it is quite counterintuitive
that a thin layer would enable smaller lifetimes
than bulk. At small skin depths the situation is
also not completely trivial. At very small skin
depths, the lifetime of a thin layer behaves as a half
space and goes up simply because no noise beyond
a thin layer at the surface of the metal volume man-
ages to reach the atom. The latter is hinting that
if one manages to engineer a material that has a
very small skin depth at the relevant frequencies for
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2.3.3 Dependence on skin depth
Fig.2.6 illustrates how the lifetime depends on the skin depth of the material, The atom is
trapped at 60µm away from the surface, and the spin loss is due to the transition |Fi,mi〉 =
|2, 2〉 to |Ff ,mf 〉 = |2, 1〉. The solid curve corresponds to the bulk substrate (half space),
the dashed lines and circles both correspond to a 1µm thick layer. The dashed lines show the
lifetime in the different regions as listed in Table 2.2. The circles are computed numerically.
The approximations are in a good agreement with the exact results, they only slightly under-
estimate the lifetime in the transition region. When the skin depth is less than the thickness
1µm, the bulk metal and the thin layer produce almost the same noise, because the source of
the noise mainly lies within one skin depth of the metal. In this region, the lifetime scales as
1/δ. Increasing the skin depth but keeping it less than
√
hz for the thin layer and less than z
for the bulk metal, the lifetime above the bulk metal still scales as 1/δ, whereas the lifetime
above the thin layer is proportinal to h/δ2, shorter than above bulk maetal. Similar result is
observed by Varpula & Poutanen (1984); Scheel et al. (2005). The asymptotic formula for the
region δ # √hz (the third colume in Table 2.2), has not be given before, to our knowledge. In
the region
√
hz # δ for the thin layer and z # δ for the bulk metal, both lifetimes inrease as
δ2. The thin layer gives a longer lifetime than the bulk metal by a factor of z/h. The minimal
lifetime is obtained at δ $ √hz above a thin layer or δ = z above a bulk metal. When an atom
is trapped above a thin layer, we should avoid the atom-surface distance z = δ2/h. For a bulk
metal, we should avoid the atom-surface distance z = δ. The atom suffer the strongest noise
in these two cases.
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Figure 2.6: Lifetime vs. skin depth. The atom-surface distance is 60µm. Solid line: bulk
substrate (half space). Dashed lines and circles: 1µm thick layer. The dashed lines show the
approximations in Table 2.2, the circles are computed numerically.
FIG. 19: (Color Online) Lifetime vs. skin depth. The atom-
surface distance is 60 µm. Solid line: bulk substrate (half
space). Dashed lines and circles: 1µm thick layer. The dashed
lines show approximations (Table 2.2 in [117]). The circles
are computed numerically. Taken with permission from [117].
Similar results were obtained in [118]. More on layer vs. half
space may be found in [119].
spin-flips, this could significantly suppress Johnson
noise. If we cover our metal structures with such a
”cut-off” low-pass filter material for which the skin
depth is larger than the ”filter” coating thickness
for frequencies close to zero (so that DC magnetic
fields or slow ramps could reach the atom), and for
which the skin depth is much smaller than the ”fil-
ter” coating thickness for higher frequencies (start-
ing from say 1 MHz, the typical Zeeman splitting
in atom traps), this would indeed manage to solve
the problem of Johnson noise. It remains to be
seen if meta-materials may be designed with these
characteristics.
In addition, what is the origin of the ”kink” at a
skin depth of 1 µm which is also the thickness of the
wire? A plausible explanation is that some effect of
the bottom surface of the metallic layer comes into
play. This may hint at the fact that the bottom
surface, or the interface between two materials at
that surface, or some interference between the top
and bottom surface of the metallic wire, has signif-
icant importance. Such effects have been discussed
in [120–122]. Let us note that Fig. 13 was made
without including such a possible effect of the thick-
ness. Understanding this effect may help think of
ways to utilize it for a reduction of the noise.
To conclude the discussion on current-carrying wires,
we may note that while conducting layers, wires and dots,
offer significant potential for QC in their versatility, they
also pose, as we have seen, significant challenges. It is
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FIG. 20: (Color Online) An example of a combined electrical-
photonic chip. a) Simulation of the cavity mode in a hexago-
nal lattice photonic crystal. The cavity mode is centered and
well-localized about the defect hole. b) Sketch of a Photonic
Band Gap (PBG) cavity with an integrated Ioffe microwire
trap. The red dot shows the location of the trapped atom
within the defect hole. The PBG hole size is about 100 nm,
and the wire diameter and width would be about 10 and 1
µm, respectively. c) Cross-section of PBG cavity and Ioffe
trap through a line intersecting the defect hole. The trapped
atom depicted as a red dot in the center of panels (b) and
(c) would be located inside the cavity field maximum at the
center of the defect hole. Taken with permission from [124].
therefore fitting to also briefly speculate upon a com-
pletely different type of atom chip which is all optical,
i.e. completely made of dielectrics.
PHOTONICS
Although current-carrying elements are well poised to
enable further advances (at room temperature or be-
low), one may wish to look at alternatives even further
than the charged electrodes or permanent magnets, both
mentioned previously. One such alternative are all opti-
cal chips. Recent advances in Cavity-QED experiments
[123] clearly show that the control of light and atoms in
the context of high quality optical elements is advanc-
ing quickly. The technological challenge of miniaturiza-
tion and monolithic fabrication, as well as integration, is
not to be underestimated, but seems to have no inherent
limits (beyond the fact that a minimal number of atoms
is required in order to define a smooth index of refrac-
tion). Indeed, photonics is an extremely fast advancing
field which will most probably be incorporated in most
scenarios as a tool supplementing the main technique of
a future QC chip (an example of a combined photonic-
electrical chip is presented in Fig. 20). As an in-depth
analysis of the topic of photonics is beyond the scope of
this paper, let us in the following briefly speculate on
where this field may be headed.
Many advances have already been made. Outstanding
experiments with fibers integrated on atom chips have
been realized [16, 125]. Other experiments have trapped
FIG. 21: (Color Online) An ultra low mode volume Fabry-
Pe´rot configuration. The stable mode is achieved with two
2D mirrors. This configuration (presented in the figure in
an exaggerated manner in terms of mirror lengths) enables
very close proximity between the mirrors before mirror-mirror
contact is made. A clean path for atoms to enter the cavity
is maintained (along the diagonal). The mode length is two
optical half-wavelengths. Simulation carried out by Michael
Rosenblit.
atoms very close to the surface of a fiber giving rise to the
possibility of fiber lattices on chips [126]. However, it is
hard to imagine that fibers will enable scalability. Let us
therefore focus in the following on monolithic schemes.
Monolithic schemes may deal with near and far propa-
gating fields as well as evanescent waves. Numerous im-
pressive works are described in [16] and in this issue. Our
own work [127] deals mainly with micro disks and toroids
as high-Q devices for a strong light-atom coupling. These
devices may simultaneously trap, manipulate and mea-
sure atoms and so it may indeed be feasible to construct
all optical atom chips. First experiments with these de-
vices were done in 2006 by the groups of Vahala, Kimble
and Mabuchi [16]. Other ideas for all optical chips have
also been made (e.g. [128]). The first real integration of
monolithic photonics with trapped atoms was made in
the group of Ed Hinds [129].
Material engineering may bring about the ability for
completely novel geometries and functionalities. For ex-
ample, as the ability to perform 3D fabrication advances,
the presently planar chips, may enjoy 3D structures such
as 3D stable mode light cavities (see Fig. 21). Another
futuristic element would be curved blue detuned light
mirrors enabling a stable cavity mode for matter-waves
[130]. Could this ”dark” trap turn out to be the least
perturbing for the qubit?
Material engineering may also bring about a photon-
ics revolution in atom chips via sub-wavelengths optics
and plasmons. The control of plasmons and plasmon-
emitted/absorbed/guided light by surface material and
geometry engineering is quickly advancing [131]. Here,
very thin metallic layers or wires would control light
beams with high accuracy and in small volumes. One
may also think of utilizing voltage gates, as is done in
directing and constricting the flow of 2D electron gases
in mesoscopic physics, to dynamically control the shape
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of plasmons. Suggestions on how to use plasmons to trap
atoms have already been made (albeit not on a flat sur-
face) [44].
If dielectric atom chips are to be considered as a seri-
ous candidate for QC, one will of course have to return to
the figure of merit discussed in the introduction, which
is the ratio between the controlled and the uncontrolled
coupling, or more simply put, how many logic gate op-
erations may be done with high fidelity. Here a similar
analysis to that presented above for ’electron carrying
structures’, would have to be done to the ’photon carry-
ing structures’. For example, in analogy to the hindering
processes described above for a current-carrying wire one
would need to analyze in detail the following issues:
• Internal dynamic noise: In analogy to Johnson
noise in current-carrying wires, changes in power,
modes and polarization due to stress (e.g. due to
vibrations) and temperature changes, or even fre-
quency dependent index of refraction, are to be ex-
pected and should be analyzed. These fluctuations
would create fluctuating level shifts in the qubit as
well as possible excitations.
• Internal corrugations: In analogy to magnetic po-
tential corrugations due to static electron scatter-
ing in current-carrying wires, light scattering from
surface roughness and bulk inhomogeneities will be-
come a dominating factor. Light scattering does
not only create intensity loss but changes light
modes and may even reverse the light direction.
For example, in [127] we have analyzed the feasi-
bility of maintaining small light scattering.
• Technical noise: In analogy to technical noise in
current-carrying wires, laser light intensity and fre-
quency fluctuations will have to be taken into ac-
count.
Another issue is that of tunability. If high-Q devices
are required, tunability will be necessary [127]. If fast
tunability is required, materials with a good Electro-
Optical response need to be used. However, typically
such materials have a crystalline form (e.g. LiNbO3) and
may not be deposited easily. More so, achieving very
good surface roughness is challenging for these materi-
als. New types of non-crystalline EO materials are being
developed and should be studied in this context. Piezo
materials may also be considered but again may suffer
from the same problems. The state-of-the-art in tunabil-
ity has been achieved in the group of Dan Stamper-Kurn
and utilizes temperature control [132].
Most, if not all, of the above tunability implementa-
tions require some electrical connection and this requires
metal structures. Here one may again be forced to deal
with some of the problems discussed above concerning
current-carrying wires and an effort should be made to
achieve an all optical chip (e.g. by changing the index of
refraction with a pump beam).
Metallic surfaces may also be needed when reflecting
surfaces are required, as high reflectivity dielectric mir-
rors are harder to make. Such a situation may arise when
some high-Q devices such as Fabry-Pe´rot cavities are con-
structed (or even simply for a reflection Magneto-Optical
Trap). As metallic surfaces give rise to Johnson noise,
one should strive to find, by way of material engineering,
high reflectivity - low conductance materials. Finding
such materials is not trivial especially if one requires thin
layers, in which case, these materials should be suitable
for deposition by some evaporation or sputter method.
To conclude, the communication revolution of the last
two decades and the development of the concept of a Lab-
on-a-chip in the life science field, have brought about
immense capabilities in the solid state miniaturization
and integration of photonic elements. This gives rise to
the hope that indeed monolithic dielectric devices for QC
may be formed. However, just as in the case of the metal-
lic layers, new figures of merits will have to be formed and
much higher quality standards will have to be achieved.
CONCLUSION AND OUTLOOK
The atom chip has come to life in the beginning of
the 21st century and now, about a decade later, is the
topic of intensive development in dozens of laboratories
and fabrication facilities around the world. Analyzing
the requirements of QC, such as accuracy, integration
and scalability, it is likely that any implementation of a
quantum computer will require chip technology and very
advanced levels of material science and engineering.
As an example of the promise of material science
and engineering, the case of current-carrying wires and
ground state atoms was analyzed. Specifically, I have
shown that for ground state atoms, nanofabricated wires
enable the following advantages at room temperature and
at an atom-surface distance below one micron:
• coherence time of tens of seconds
• spin-flip lifetime of tens of seconds
• tunneling lifetime (to the surface) of tens of seconds
• small static corrugation (δB/B ∼ 10−3)
• strong immunity of magnetic lattice barriers
against technical instabilities (above 10% change of
current to change tunneling probability from 0.001
to 0.1).
The above means that considering Johnson noise and
spin-flips, and for mili-second gate time scales [51, 133],
ground state atoms may be able to award us with more
than the threshold of 104 gate operations. It is not the
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purpose of this paper to promote a specific scheme for QC
but rather to emphasize by way of example, the promise
of material science and engineering for any type of par-
ticle or interaction used.
Extrapolating from the advances made so far with
atom chips, and taking into account the new micro and
nano technologies being continuously developed, one may
assume that any eventual implementation of QC will in-
deed be possible on future atom chips. While we wait
for such an optimal implementation to be realized, the
coupling between quantum information processing and
material engineering, promises to bring about novel in-
sights in both quantum optics and material science.
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APPENDIX A: MAGNETIC CORRUGATION
ABOVE A NARROW WIRE
Let us consider a fabricated metal wire carrying a to-
tal current I. It extends along the xˆ direction and has
a width w along yˆ and thickness h along zˆ. The bound-
aries of the wire are located at y = ±w/2 + δy±(x, z)
and z = ±h/2 + δz±(x, y). The corrugations of the wire
boundaries δy± and δz± can be expanded as
δy±(x, z) =
∞∑
n=−∞
e2piinz/h
∑
k
eikxδy±n (k) and
δz±(x, y) =
∞∑
m=−∞
e2piimy/w
∑
k
eikxδz±m(k). (15)
A linear theory for small corrugations predicts that the
effect of each spectral component of the corrugation is re-
sponsible for a corrugation of the magnetic field near the
atomic trap center with a similar wavelength 2pi/k along
the x direction. However, the effect of components with
wavelength much shorter than the distance d between
the wire and the atomic trap (on the order of hundreds
of nanometers or more) drops exponentially as e−|k|d so
that here we will only be interested in corrugations whose
wavelengths are a few hundred nanometers or longer. We
may then neglect the effect of spectral components on the
order of the wire width or thickness and consider only
corrugation terms with m = 0 and n = 0, namely, we
may assume that δy± and δz± depend only on x.
Corrugations of the magnetic field along the main trap-
ping axis x above the center of a wire with geometrical
perturbations are given by the Biot-Savart law as
δBx(r) =
µ0
4pi
∫
d3r′
[
δJy(r
′)
∂
∂z′
− δJz(r′) ∂
∂y′
]
1
|r− r′| ,
(16)
where δJy, δJz are the transverse current fluctuations
in the wire. At the point exactly above the center of a
nominally symmetric wire, it follows that only the sym-
metric components of δJy [δJy(y) = δJy(−y)] and the
anti-symmetric components of δJz [δJz(y) = −δJz(−y)]
contribute to the magnetic field. The fabrication pro-
cess typically provides wires whose edge corrugations are
much larger than their top or bottom surface corruga-
tions, so that the symmetric part of δJy is the major
contribution to the magnetic field fluctuations.
Ohmic theory, which is adequate when the width and
thickness of the wire are much larger than the electron
mean free path and whose use we justify below, pre-
dicts that for wavelengths longer than the wire width
or thickness the symmetric y-current fluctuations in the
wire have the form
δJ symy (x, y) = iJ
0
x
∑
k 6=0
k eikx
(δy+k + δy
−
k )e
−|k|w/2
1 + e−|k|w
cosh(ky),
(17)
such that in the limit where |k|w  1, δJy(x, y) ∼
J0∂yc/∂x, where δyc = (δy+ + δy−)/2 is the position
of the actual center of the wire at a given point x
(yc = ycenter). Substituting this limit into Eq. (16) while
assuming small deviations of the wire edges from their
nominal position, and assuming that w  z, namely, the
width of the wire is much smaller than the distance of
the atom to the wire, we obtain the following expression
for the magnetic field corrugations above the wire
δBx(x, 0, z) =
iIµ0
2pi
∑
k
eikx k2 δyc(k) K1(|k|z), (18)
where I =
∫
dy
∫
dz J(y, z) is the total current in the
wire and K1(kz) is the modified Bessel function, which
may be approximated by K1(u) ≈ (e−u/u)
√
1 + piu/2.
Our model for the fluctuation spectrum assumes that
δyc(k) = δy0(k0/k)
αeiϕ, where δy0 is the edge fluctua-
tion at some wavevector k0 and then δy
rms
c can be ob-
tained by summing this spectrum over all k. Typically, α
is a number between 0 (“white-noise spectrum”) and 1
(“1/f spectrum”), while ϕ is a random phase. It follows
that the root-mean-square value of the field fluctuations
is given by
〈δB2x〉 =
(
Iµ0δy0k
α
0
2pi
)2∑
k
k4−2αK1(k|z|)2. (19)
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If we assume that the distance |z| is much shorter than
the length L of the measured wire, we obtain
δBrmsx
B0
≈ A(α) δy
rms
c
(2z)3/2−α
, (20)
where B0 = Iµ0/2piz is the unperturbed magnetic field
of a wire in the y direction. Here A(α) has units of
(length)1/2−α and is given by
A(α)2 =
L/pi∑
k k
−2α
[
1 +
pi
4
(3− 2α)
]
Γ(3− 2α), (21)
where the sum is over k values taking integer multiples
of 2pi/L up to a cutoff kmax = 2pi/λmin. Typical values
of this sum for α = 0 and α = 1 are
∑
k = L/λmin
and
∑
k k
−2 = L2/24 respectively, when kmax →∞.
The same result should be obtained if we consider dif-
fusive surface scattering. As presented in Ref. [48], in
nano-sized wires the conductivity near the boundary is
reduced by diffusive surface scattering (with a typical ex-
ponential decay length l from the wire edge, on the scale
of the mean free path). This means that diffusive scatter-
ing is limited to a region of dimension smaller than l. At
the same time, the corrugation wavelengths 2pi/k relevant
at the atom position, e.g. similar to or larger than the
atom-surface distance, induce current density directional
deviations away from the edge with an exponential decay
length of 1/k. As 1/k  l most of the current will follow
the corrugations of the boundary even in the case of sur-
face diffusive scattering, such that the resulting y-current
fluctuations will again generate transverse components of
the current proportional to the derivative ∂δyc/∂x. We
thus use the ohmic theory whose general form was devel-
oped in Ref. [27] to calculate the magnetic field corruga-
tions above the wire.
APPENDIX B: JOHNSON NOISE ABOVE AN
ANISOTROPIC MATERIAL
Turning now to magnetic field fluctuations, we use the
expression for the current cross correlation function [82,
83],
〈j∗i (~x1, ω) jj (~x2, ω′)〉 =
4pi~0ω2n (ω) δ (ω − ω′) Im ij (~x1;ω) δ (~x1 − ~x2) ,(22)
where n (ω) = 1/(e
~ω
kBT − 1) is the Bose-Einstein occupa-
tion number, and where the dielectric tensor
ij(ω) =
iσij
0ω
(23)
is proportional to the conductivity tensor for homoge-
neous media. When the anisotropic crystal axes are
aligned with the wire, the latter is diagonal,
σˆ =
σxx 0 00 σyy 0
0 0 σzz
. (24)
This property will be used below. We assume here that
the current in the material responds locally to the elec-
tric field (Ohm’s law), ji(x) = σij(x)Ej(x). The vector
potential and its correlation function in the quasi-static
approximation are given by
~A (~x, ω) = µ04pi
∫
d~x′
~j(~x′,ω)
|~x−~x′| (25)
〈A∗i (~x1, ω)Aj (~x2, ω′)〉 ∝
∫
V
d~x′ σij(~x
′)
|~x1−~x′||~x2−~x′| . (26)
Here ~x1, ~x2 denote the two spatial locations for which we
take the correlation function, whereas ~x′ is the integra-
tion variable, such that we sum the contribution from
all points within the material volume V , which are at
distances |~xi − ~x′| (i = 1, 2) from the locations ~x1, ~x2.
Note that this formula neglects jumps in ~A due to sur-
face currents at the metal-vacuum interface. In order to
calculate the correlation function of the magnetic field
fluctuations, we take the curl of the vector potential cor-
relation function, once with respect to ~x1 and once with
respect to ~x2. Writing this in tensor form we get,
〈B∗i (~x1, ω)Bj (~x2, ω′)〉 ∝
1
2
∫
d~x′ilmjnp∂1,l∂2,n
σmp∣∣∣~x1 − ~x′∣∣∣ ∣∣∣~x2 − ~x′∣∣∣ ≡ Bij ,(27)
using the Levi-Civita symbol ijk and summing over re-
peated indices. We defined the integral holding the con-
ductivity tensor and the geometry terms as Bij for conve-
nience, and the symbol ∂α,l (α = 1, 2) means a derivative
with respect to ~xα in the direction of its lth-component.
Performing the derivatives we obtain
Bij = ilmjnpσmpXln, (28)
where the geometry of the system enters through the
quantity Xln:
Xij =
1
2
∫
V
d~x′
(
~x1 − ~x′
)
i
(
~x2 − ~x′
)
j∣∣∣~x1 − ~x′∣∣∣3 ∣∣∣~x2 − ~x′∣∣∣3 . (29)
We assume here a homogeneous medium (i.e., the com-
ponents σij are spatially constant within the material
volume V ).
Again limiting the discussion to the ’aligned’ case (24),
Eq. (28) is simplified, and in fact for every pair of i, j
we need to sum only two integrals. Considering the wire
geometry to be such that the atoms are located above the
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center of a very long wire (L  h, d), the only non-zero
elements are Bii (i = x, y, z) due to symmetry. Hence we
obtain
Bxx = σzzXyy + σyyXzz
Byy = σzzXxx + σxxXzz, (30)
Bzz = σyyXxx + σxxXyy
and it is convenient to define
Y˜ij ≡ Bij/σxx, (31)
assuming the good conductivity to be along xˆ.
We see that in contrast to the isotropic case, where one
has a single conductivity σ0 for all field components Bij ,
here the conductivities σii give different weights to the
geometry-dependent factors Xii.
We can now write the full expression for the power
spectrum, using (5) and collecting all of the prefactors
omitted in (26),(27) as
SijB (~x1, ~x2;ω) = S
bb
B (ω)
3
4piω/c
ImxxY˜ij , (32)
where, following [63], we have normalized the power spec-
trum to Planck’s blackbody formula
SbbB (ω) =
~ω3n¯(ω)
3pi0c5
. (33)
As the relevant frequencies are low, the high tempera-
ture limit of the Planck function is applicable, and thus
the expression for the power spectrum approaches
SijB (~x1, ~x2;ω) =
kBT
4pi220c
4
σxxY˜ij . (34)
This expression has the same form as the result for the
isotropic case [63], however here the tensor Y˜ij holds the
anisotropic terms Bij in it.
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