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Abstract
In (grapevine) breeding programs and research, periodic phenotyping and multi-year monitoring of different grapevine
traits, like growth or yield, is needed especially in the field. This demand imply objective, precise and automated
methods using sensors and adaptive software. This work presents a proof-of-concept analyzing RGB images of different
growth stages of grapevines with the aim to detect and quantify promising plant organs which are related to yield.
The input images are segmented by a Fully Convolutional Neural Network (FCN) into object and background pix-
els. The objects are plant organs like young shoots, pedicels, flower buds or grapes, which are principally suitable for
yield estimation. In the ground truth of the training images, each object is separately annotated as a connected segment
of object pixels, which enables end-to-end learning of the object features. Based on the CNN-based segmentation, the
number of objects is determined by detecting and counting connected components of object pixels using region labeling.
In an evaluation on six different data sets, the system achieves an IoU of up to 87.3% for the segmentation and an
F1 score of up to 88.6% for the object detection.
Keywords: Vitis vinifera ssp. vinifera, computer-based phenotyping, semantic segmentation, digitalization, BBCH
stages, Phenoliner
1. Introduction
Periodic and multi-scale field phenotyping of seedlings,
mapping populations or genetic repositories are one of the
most challenging demands of today’s grapevine breeding
programs and research. Challenging because of large field
sizes with several hundreds of plants that need to be phe-
notyped by laborious, manual and subjective classification
methods (BBCH [12] or OIV [2]) within a limited time
schedule.
In the last years, several tools using imaging sensors, field
phenotyping platforms and automated image interpreta-
tion approaches were published showing its promising ap-
plication for an objective, precise and partly high-throughput
field phenotyping in order to overcome the existing phe-
notyping bottleneck (an overview is given by Seng et al.
[20], Kicherer et al. [9], Kicherer et al. [8], Rose et al. [18],
Herrero-Huerta et al. [7]). However, the implementation
of such digital methods in breeding, research and wine in-
dustry requires robust, fast and adaptive tools operating
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reliably independent from the types or quality of acquired
images from variable plant phenotypes and different traits
of interest.
There are already some existing approaches for automated
yield estimation of vineyards. Many of them are destruc-
tive in nature and require plant organ collection before har-
vest followed by laborious measurements. A detailed com-
parison of such methods is given by De La Fuente Lloreda
et al. [4]. Some approaches work on images taken in the
field, so they are not destructive. Most of them work on
images of single inflorescences with artificial backgrounds,
like Diago et al. [5] and Millan et al. [13].
The detection of single flower buds or unripe grapes in field
images with a natural background is challenging, since the
flower buds and unripe grapes are green as well as the
leaves in the background. The colors can be affected by
the sun light making it difficult to detect the objects by
the color. Some approaches use flashlight images taken at
night to avoid light artifacts. Grossetete et al. [6] work on
flashlight images taken with smart phones and make use
of light reflections for berry detection. Such a reflection
is typically a white circle in the center of the grapes and
can be detected as a unique mountain peak in a Gaus-
sian correlation map. Nuske et al. [15] work on flash light
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Figure 1: The architecture of the system developed for this work.
images taken with special vehicles which illuminate the
grapes with big flashlights and take images with a camera.
First, their approach searches for interest points which are
candidates to be a grape. Interest points are detected by
modeling the flash light reflections, but also by using the
radial symmetry transform. Then each interest point is
classified as berry or non-berry using a randomized KD
forest. All of these applications require special illumina-
tion conditions, e.g. image acquisition at night or the ap-
plication of very bright flashlight. Further, taking images
of single inflorescences with an artificial background is very
time-consuming.
Rudolph et al. [19] work on unprepared field images of
grapevines and generate a semantic segmentation using
CNNs in order to detect inflorescences as regions of inter-
est. In the detected regions of interest, the circular Hough
transform (CHT) is applied to detect flower buds. A big
advantage of this is that it works on unprepared images
taken by consumer cameras during the day.
The present work is based on the work of Rudolph et al.
[19] and also uses a CNN-based approach, which is suit-
able for unprepared images. The main contribution of this
work is the development of an approach for detection and
localization of arbitrary plant organs in different growth
stages. For this purpose, the CNN is not trained for ROI
detection (like in Rudolph et al. [19]), but directly in an
end-to-end learning for the detection of the target objects,
i.e., shoots, pedicels, flower buds, berries, etc. That means
to use the CNN to generate an instance-level semantic seg-
mentation. Thus, the need for a second processing step for
object detection, like the CHT, is omitted. Only a region
labeling is needed to detect and localize connected com-
ponents, each representing an object (like a single grape
berry). Hence there are no model assumptions about the
type of target objects encoded in the segmentation pro-
cess. Therefore, this segmentation process can be applied
to the detection of arbitrary plant organs. Only new train-
ing of the CNN is neccessary to direct the CNN what to
look for.
Specially for this task, it is very useful that the CNN ar-
chitecture used in this work can be trained end-to-end. In
general, end-to-end learning has the advantage, that the
model can be directly learned as a global optimization,
since no sub-networks must be pre-trained to produce the
output. This enables a better generalization of the model
and allows a better parallelization. For the task of ob-
ject detection and localization, end-to-end learning allows
that the CNN directly learns the features of the single ob-
jects, since they are annotated separately. This helps to
achieve the objective, that the annotated images are the
only model knowledge about the objects, which makes the
approach suitable for detecting plant organs of arbitrary
growth stages.
Figure 1 shows the work flow of our system. As described
in section 2.1.1, the images can be captured unprepared
with common consumer cameras, but the system also works
on prepared artificial images. To be precise, a separate sys-
tem is trained for each image data set, but these systems
have the same architecture and only differ in their CNN
model and in data-specific parameters like the size of the
objects to be detected. The images are divided into train-
ing images and test images. The training images are used
to train the CNN and have to be annotated by a human,
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since the CNN needs the ground truth of the images to
learn its task (e.g. detecting grapes). After the CNN is
trained, the test images can be segmented by the CNN.
Based on this segmentation, the objects can be detected
and localized by detecting connected components of ob-
ject pixels using region labeling. This allows further data
analysis like counting the objects, analyzing clusters or
computing the length of the objects. This information can
be used for yield estimation or other tasks in viticulture.
This work introduces an approach for automated detec-
tion, localization, count and analysis (clustering and length
computation) of objects like grapes, inflorescences and sin-
gle flower buds, pedicels or young shoots, which are suit-
able to estimate the yield. The main idea of this approach
is to use a Convolutional Neural Network (CNN) to gen-
erate a semantic segmentation of the images. This means
that each pixel is classified as an object pixel or as a back-
ground pixel. Based on this segmentation, the objects can
be localized and counted by searching for connected com-
ponents of object pixels using region labeling. The se-
mantic segmentation, as well as the object detection and
localization, were tested and evaluated on six image data
sets covering three different growth stages of grapevines.
2. Material and Methods
2.1. Plant Material, Image Capture and Image Annota-
tion
2.1.1. Plant Material and Image Capture
The images used for the experiments in this work are
from six data sets of grapevine images covering three dif-
ferent BBCH stages of grapevine development, namely
young shoots at BBCH 12, inflorescences at BBCH 59 and
ripe grapes at BBCH 89. The images were captured in
2017 at the experimental vineyards of Geilweilerhof lo-
cated at Siebeldingen, Germany (Lat 49◦13’2.892”, Lon
8◦2’48.408”). Inter-row distance was 2 m, and grapevine
spacing was 1 m. Six data sets of grapevine images were
used in the present study:
Young shoots at BBCH 12: One image per grapevine and
10 grapevines per cultivar were captured (Aligote, Bac-
chus, Cabernet Sauvignon, Chardonnay, Grenache, Felicia,
Fruehburgunder, Merlot, Mu¨ller-Thurgau, Pinot blanc, Pinot
noir, Pinot noir precoce, Primitivo, Regent, Reberger, Ries-
ling, Sauvignon Blanc, Silvaner, Syrah, Tempra, Villaris).
Inflorescences: Three images per grapevine and 3 grapevines
per cultivar were captured (Chardonnay, Riesling). Pedicels:
Two images per inflorescence and 20 Inflorescences per cul-
tivar were taken in the lab under standardized conditions
(i.e. 40 images; Riesling, Chardonnay, Dornfelder, Regent)
Ripe grapes at BBCH 89: One image per grapevine (21
plants per cultivar) was captured directly in the field by
using consumer camera (SLR) or the automated pheno-
typing platform Phenoliner (Kicherer et al. [9]).
Figure 2 shows representative image excerpts and their
corresponding ground truth for each data set.
Inflorescences
Young Shoots Artificial BackgroundYoung Shoots Natural Background
Grape Berries Grape Berries Phenoliner
Pedicels
This image: 'Chardonnay' at BBCH 12 This image: 'Pinot noir precoce' at BBCH 12
This image: 'Riesling' at BBCH 59 This image: 'Dornfelder' at BBCH 73
This image: 'Dornfelder' at BBCH 89This image: 'Dornfelder' at BBCH 89
Figure 2: The six independent data sets of grapevine images used in
this work. The left images show an excerpt of a training image, the
right images show the corresponding ground truth which should be
learned by the CNN.
All data sets are divided into a mostly equal number of
training and evaluation images. The remaining images
are test images, which are not evaluated. The number of
needed training images depends on the complexity of the
objects to learn and on the average number of objects per
image. Table 1 shows the minimal, the maximal and the
average number of objects in a training image for each
data set.
For the data set Inflorescences, 15 training images were
used to learn an accurate CNN model due to the very
high number of objects per training image. In average,
almost 2000 flower buds can be learned from each training
image. An even larger number of training images would
cause very long annotation times. Therefore, the number
of 15 training images was determined as sufficient enough
for this data set.
The data sets Young Shoots Natural Background and Pedi-
cels show objects which are difficult to learn for the CNN,
since the objects and the background have nearly the same
colors and since the young shoots have a complicated and
varying shape. For these data sets, a higher number of
training images is required. Even with the actual number
of 35 or 40 training images, the segmentation generated
by the CNN is not as accurate as for the other data sets.
For these data sets, the number of training images should
be set to the maximal limit of an acceptable training and
annotation time.
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Data set No. of training
images
Max. no.
of objects
Min. no.
of objects
Avg. no.
of objects
Young Shoots Natural
Background
35 20 3 10.4
Young Shoots Artificial
Background
34 17 4 10.5
Inflorescences 15 4451 956 1956.7
Pedicels 40 181 45 94.9
Grape Berries 30 569 66 300.4
Grape Berries Phenoliner 30 378 1 186.6
Table 1: Minimal, maximal and average number of annotated objects in the training images.
For the remaining data sets (Young Shoots Artificial Back-
ground, Grape Berries, Grape Berries Phenoliner), the ob-
jects can be well distinguished from the background by the
color. But the number of objects per image is not as high
as for the data set Inflorescences which allows to annotate
a higher number of images. For each of these data sets,
the number of annotated training images is set to around
30, which was sufficient to achieve accurate results in im-
age segmentation and object localization. In general, the
number of training images is a trade-off between the accu-
racy of the results and the required time to annotate the
images.
The task for data sets Young Shoots Artificial Background
and Young Shoots Natural Background is to detect the
young shoots. The objective for data set Inflorescences
is to detect the single flower buds (and so the number of
flower buds). Afterwards, the inflorescences can be de-
tected by clustering the single flower buds. For data set
Pedicels, the objective is to detect the pedicels for calcu-
lating their length. For data set Grape Berries and Grape
Berries Phenoliner, the single grape berries should be de-
tected by the system. For data set Grape Berries Pheno-
liner, there are also one-channel infrared images besides
the RGB images, so the CNN can be trained on four-
channel input images.
Most importantly, the system works on unprepared im-
ages taken by consumer cameras. For this reason, three
of the six data sets evaluated in this work (namely, data
sets Young Shoots Natural Background, Inflorescences, and
Grape Berries) consist of such unprepared field images.
But to show that this general approach also works on im-
ages prepared by the user, also three data sets depict-
ing typical applications of prepared images are evaluated,
namely, field images with artificial background (here ap-
plied to young shoots), images generated by an automated
vehicle-based phenotyping platform (here images of ripe
berries taken by the Phenoliner platform [9]), and lab im-
ages for specialized phenotyping applications (here applied
to pedicels of grapes).
For data set Young Shoots Artificial Background, white
sheets were used to generate a unicolor background for
making it possible to detect the young shoots by their
color. The Phenoliner was used to generate images with a
unicolor background and without natural light influences.
As already mentioned, the Phenoliner additionally gener-
ates infrared images. Data set Pedicels represents images
of cropped plant organs taken in a labor.
2.1.2. Image Annotation
The output of the trained CNN is a probability map
that shows for each pixel the probability to be an object
pixel or a background pixel. Since the CNN should learn
exactly this task, the ground truth for the training im-
ages must be a clear segmentation into object pixels and
background pixels. The ground truth of a training image
can be represented as a binary image, where object pixels
are depicted in black and background pixels in white. To
generate such images representing the ground truth, the
training images have to be annotated.
The flower buds (data set Inflorescences) and the berries
(data set Grape Berries and Grape Berries Phenoliner)
are annotated with circles. In order to reduce annotation
time, flower buds and berries are annotated with circles
having a constant radius for their complete data set. The
young shoots are annotated with polygons and the pedicels
with lines.
The annotation process results in a binary image in which
all object pixels are black and all background pixels are
white (cf. figure 3).
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Figure 3: The procedure of annotating images. The target objects
can be annotated in black, either with polygons (upper image) or
with circles (lower image). Finally, the image is binarized separating
black pixels depicting the target objects from brighter pixels depict-
ing non-target object pixels.
2.2. Methodology
2.2.1. CNN-based Segmentation
CNN architecture. There are already many CNN architec-
tures for semantic segmentation of images. Most of them
contain an encoder and a decoder part to generate predic-
tions (output feature maps giving the segmentation) of the
original input image size, based on the idea of the Fully
Convolutional Networks (FCN) [11].
The encoder part is typically a classification network, like
AlexNet [10] or VGG-Net [21], but without the final fully-
connected layers. Such an encoder contains convolutional
layers for learning weights and max pooling layers for re-
ducing the image size.
The decoder contains convolutional layers for learning weights,
deconvolutional layers for scaling up the image size and
concatenation layers to refine decoder layers with encoder
information. This refinement is done by concatenating the
feature maps of the decoder layer with feature maps of the
encoder layer of the same image size. An alternative to
concatenating feature maps is to calculate the pixel-wise
sum, as it is done in Long et al. [11]. But the advantage of
the concatenation layers is that then the network can be
trained end-to-end.
Ronneberger et al. [17], Badrinarayanan et al. [3] and Noh
et al. [14] propose such an encoder-decoder network ar-
chitecture which can be trained end-to-end. All of them
are based on VGG-Net [21] for the encoder part but also
differ from each other. DeconvNet [14] contains an en-
coder which is identical to VGG-Net 16 (except the fully
connected layers) and a decoder which is symmetric to
the encoder. SegNet [3] also uses exactly VGG-Net 16
for the encoder part but optimizes the decoder part by
reusing pooling indexes from the encoder part for a non-
linear upsampling. U-Net [17] contains a decoder which
is symmetric to the encoder, but uses larger image sizes
than VGG-Net. Another decoder-based CNN architecture
is E-Net [16], which is optimized for real-time applications
by avoiding large VGG-Net components.
Rudolph et al. [19] use an encoder-decoder network with
AlexNet as encoder in order to detect inflorescences in
grapevine images. The decoder is similar to that in U-
Net, but adapted for a different image size.
The encoder-decoder network for this work uses VGG-
Net as encoder, since many related works are also based on
VGG-Net and perform well on many popular data sets. An
alternative to VGG-Net would be to use AlexNet, which
is smaller and faster than VGG-Net. But in terms of IoU
score, VGG-Net performs better than AlexNet. This is
due to the higher number of learnable weights. For the
purpose of this work, a higher performance is more impor-
tant than a faster running time, since there are some quite
complex object types to be learned, as the young shoots
in the natural background which has the same colors.
The decoders of the networks in related works differ more
than the encoders. SegNet achieves the best performance
on several popular data sets when compared to other net-
works in literature, therefore the decoder for the CNN used
in this work is based on the decoder of SegNet. But there
are also two clear differences. SegNet reuses only pooling
indexes from the encoder for upsampling in the decoder.
U-Net concatenates the whole feature maps of the pool-
ing layer in the encoder to the corresponding feature maps
in the decoder upsampled via deconvolution. The variant
of U-Net requires more memory but reuses more informa-
tion of the encoder and therefore promises a better per-
formance. For this reason, the variant of U-Net is used in
this work.
To reduce the required memory, such a U-Net-based con-
catenation is only done for the two feature maps with the
smallest image size (7× 7 and 14× 14). This idea is sim-
ilar to the decoders of the FCNs, where the information
of the corresponding feature map in the encoder is also
only reused for the zero (FCN-32), one (FCN-16) or two
(FCN-8) smallest feature maps. After these small decoder
layers reusing encoder information, a deconvolutional layer
with a large stride size (32 for FCN-32, 16 for FCN-16 and
8 for FCN-8) is used to upsample the small feature map
to the original image size. FCN-32 performs clearly bet-
ter than FCN-16, but FCN-16 only slightly better than
FCN-8. Since no significant amount of the performance is
expected when using additional concatenations of feature
maps (similar to FCN-4 or FCN-2), the decoder of the
CNN used in this work follows the principle of FCN-8 by
reusing encoder feature maps in the decoder for the two
smallest feature maps, followed by a deconvolution with
8 strides. In conclusion, the decoder of the CNN used in
this work uses ideas and components of FCN-8, U-Net and
SegNet.
E-Net achieves a performance similar to SegNet. But E-
Net is more complex to implement and to adapt due to the
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Figure 4: A visualization of the CNN architecture used for this work.
higher number of layers, the branched structure and addi-
tional components as regularizers with spacial dropout or
batch normalization. Additionally, the VGG-based archi-
tecture has shown sufficient good run time performance in
this phenoyping application (cf. table 6 in section 3.3 and
is therefore used in this work.
Now, the CNN architecture used in this work is described
in more details. Figure 4 visualizes the architecture, figure
5 gives a more detailed overview about the layers, includ-
ing kernel size and strides. The encoder part is VGG-Net
16, without the fully-connected layers at the end. The
input size of the CNN is 224 × 224 × 3, so it accepts
224 × 224 patches of RGB images. For the data set with
four input channels (RGB + infrared), the input size is
224 × 224 × 4. In the encoder part, the input images go
through five blocks of convolutional layers, each followed
by a max pooling layer reducing the image size. For each
block, the image size is halved and the number of chan-
nels is doubled until reaching a number of 512 channels,
starting with 64 channels in the first block. This results in
output sizes of 224×224×64, 112×112×128, 56×56×256,
28× 28× 512 and 14× 14× 512 for the convolutional lay-
ers. The final max pooling layer also halves the image size,
therefore the output of the encoder has the size 7×7×512.
The decoder is related to the FCN-8 described in Long
et al. [11], but uses concatenations instead of element-wise
summations of layers to enable end-to-end training of the
CNN. The output of the encoder goes through a deconvo-
lutional layer doubling the image size (s = 2) and halv-
ing the number of channels, resulting in an output size of
14 × 14 × 256. The output of this deconvolutional layer
and the output of the 14× 14× 512 max pooling layer are
concatenated, hence the input size for the next convolu-
tional layer is 14×14×768. The subsequent convolutional
layer generates an output size of 14×14×256. The follow-
ing deconvolutional layer also doubles the image size and
halves the number of channels, resulting in an output size
of 28× 28× 128. Then the output of this deconvolutional
layer and the output of the 28 × 28 × 256 max pooling
layer are concatenated, thus the input size for the subse-
quent convolutional layer is 28 × 28 × 384. The output
size of this convolutional layer is 28×28×128. The subse-
quent deconvolutional layer directly increases the size from
28×28×128 to the final output size 224×224×2 by using
a stride size of 8 (s = 8). This step is also done for the
FCN-8 and requires a large filter size, like 7× 7 in this ar-
chitecture. The output of this deconvolutional layer goes
through a final convolutional layer with the same output
size and the softmax activation function. The final output
of the CNN is a 2-channel image having the original image
size of 224 × 224. The first channel stores for each pixel
the probability to be an object pixel (label 0), the second
channel stores the probability to be a background pixel
(label 1).
CNN Training. For training a CNN, training images are
needed as well as the corresponding ground truth which
should be learned by the CNN. The images representing
the ground truth can be created by annotating the training
images. The training images have a high resolution of up
to 5472× 3648 pixels, but the CNN input size is 224× 224
pixels. Thus the CNN is not fed with whole training im-
ages but with image patches of the CNN input size.
The CNN should be able to generate semantic segmenta-
tions of the original image resolution. The high-resolution
images have a size of up to 5472×3648 pixels, the input size
of the CNN is only 224 × 224 pixels. Adapting the CNN
architecture for such a large input size would require much
more memory than one could expect in common comput-
ers. That is why just image patches are used to train the
CNN.
There are two possible ways to generate image patches for
CNN training. The first way is to sample randomly a fixed
number of positions in the image. The patches are gener-
ated by cropping image excerpts at these positions. The
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3 × 3  convolution, ReLU 224 × 224 × 64 s = 1
3 × 3  convolution, ReLU 224 × 224 × 64 s = 1
2 × 2  pooling 112 × 112 × 64 s = 2
3 × 3  convolution, ReLU 112 × 112 × 128 s = 1
3 × 3  convolution, ReLU 112 × 112 × 128 s = 1
2 × 2  pooling 56 × 56 × 128 s = 2
3 × 3  convolution, ReLU 56 × 56 × 256 s = 1
3 × 3  convolution, ReLU 56 × 56 × 256 s = 1
3 × 3  convolution, ReLU 56 × 56 × 256 s = 1
2 × 2  pooling 28 × 28 × 256 s = 2
3 × 3  convolution, ReLU 28 × 28 × 512 s = 1
3 × 3  convolution, ReLU 28 × 28 × 512 s = 1
3 × 3  convolution, ReLU 28 × 28 × 512 s = 1
2 × 2  pooling 14 × 14 × 512 s = 2
3 × 3  convolution, ReLU 14 × 14 × 512 s = 1
3 × 3  convolution, ReLU 14 × 14 × 512 s = 1
3 × 3  convolution, ReLU 14 × 14 × 512 s = 1
2 × 2  pooling 7 × 7 × 512 s = 2 3 × 3  deconvolution, ReLU 14 × 14 × 256 s = 2
concatenation 14 × 14 × 768
5 × 5  convolution, ReLU 14 × 14 × 256 s = 1
3 × 3  deconvolution, ReLU 28 × 28 × 128 s = 2
concatenation 28 × 28 × 384
5 × 5  convolution, ReLU 28 × 28 × 128 s = 1
7 × 7  deconvolution, ReLU 224 × 224 × 2 s = 8
RGB input image 224 × 224 × 3 Segmented image 224 × 224 × 1
7 × 7  convolution, softmax 224 × 224 × 2 s = 1
Figure 5: The CNN architecture in more details. The output size of each layer is depicted in red, the number of strides in green.
advantage of this method is, that the user can decide how
many patches he wants to generate per image. Its disad-
vantage is, however, that information is lost, since not the
entire image is covered with patches. The second possi-
ble way to generate patches is to cover the whole image
with adjacent patches. In this case, no information is lost,
but the spatial variance is lower since the patch positions
are in a static grid and the user can not decide how many
patches he wants to generate for each image.
A common way to increase the number of training im-
ages is the so-called data augmentation. Data augmen-
tation means to extend the training image set by modi-
fied versions of the image. This makes the learned model
more robust against noise and variations. The data aug-
mentation implemented for this work contains three types
of modifications: Rotation or flipping, scaling and Gaus-
sian blur. For rotation or flipping, there are six variants:
Flipping left-right, flipping top-bottom, transposing the
image, rotating by 90◦, rotating by 180◦ and rotating by
270◦. For scaling, there are four different scale factors: 0.8,
0.9, 1.1 and 1.2. The Gaussian blur is either done with a
filter radius of 1 or a filter radius of 2. For each of the
three modification types, the variant (or the parameter)
is chosen randomly. Since three modified versions of the
training image patches are added to the training image set,
the data augmentation quadruples the number of training
image patches. Experiments on the data set Grape Berries
show, that each of these three types of data augmentation
improves the performance of the CNN in terms of segment-
ing test images (measured in IoU score).
After generating training image patches, the CNN can be
trained on these patches using gradient descent. There are
three strategies to adjust the weights for the filters while
training the CNN: Batch gradient descent, stochastic gra-
dient descent and mini-batch gradient descent.
Batch gradient descent uses the mean error of all training
images and updates the weights after each epoch. The
cost function for batch gradient descent is smooth and
predictable, but the whole data set must be loaded into
memory which is not possible for large data sets. Further-
more, it can not be parallelized very well since the weight
adjustment depends on all training images.
Stochastic gradient descent updates the weights after each
training image after calculating the error by evaluating the
cost function. The cost function is noisy, but converges
faster than the cost function for batch gradient descent.
Stochastic gradient descent is also applicable for large data
sets, since only the current training image must be stored
in memory, and also a parallelization is possible. But after
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Figure 6: An excerpt of a test image segmented by the CNN. Left: Original image, Middle: Heatmap of the segmentation with non-overlapping
patches, Right: Heatmap of the segmentation with patches overlapping by 50%. Most artifacts at the borders could be removed by using
overlapping patches.
both cost functions are converged, the cost for batch gra-
dient descent is less then for stochastic gradient descent -
that means, that the learned model is more accurate for
batch gradient descent.
Mini-batch gradient descent combines the benefits of batch
gradient descent and stochastic gradient descent by divid-
ing the training image set randomly into small batches of
an equal size, the batch size. Mini-batch gradient descent
updates the weights after each batch and uses the mean
error of all training images in the current batch. The batch
size regulates the trade-off between batch gradient descent
(batch size = number of training images) and stochastic
gradient descent (batch size = 1). In this work, mini-batch
gradient descent is used with a batch size of 20 and a learn-
ing rate of 0.0001. The training cost after 23 epochs varies
for the six data sets between 0.001 and 0.01, which shows
that the cost function is converged well.
After the CNN is trained, it can be used to generate a
semantic segmentation of unknown test images. The test
images must also be divided into patches of CNN input
size. After the CNN has segmented each test image patch,
the segmented image is constructed by recomposing the
patches to an image. The easiest and fastest way to di-
vide a test image into patches is to cover the whole image
with adjacent patches. But then, there are artifacts in the
segmented image at the borders between the patches (cf.
figure 6). The number of such artifacts can be reduced by
covering the image with overlapping patches, as it is done
in Rudolph et al. [19]. But this requires a higher num-
ber of patches per image and thereby a higher running
time for segmenting a test image. With a patch overlap
of 50% (112 pixels) in both dimensions, the number of
patches and thereby the running time is increased by a
factor of four. The decision whether it is worth to accept
a higher processing time for more accurate results depends
on the qualitative difference between a segmentation with
overlapping and non-overlapping patches. How large this
qualitative difference is depends on the data set.
2.2.2. Post-Processing and Data Analysis
As already mentioned, the CNN outputs for each pixel
the probability to be a background pixel and the proba-
bility to be an object pixel, each in one output channel.
Since these probabilities are complementary probabilities
to each other, only one of them is used for further process-
ing. The CNN output is saved as an image depicting the
background pixel probabilities in grayscales between 0 and
255. Figure 7 visualizes the post-processing steps. The
first post-processing step is a binarization with a default
threshold of 127, resulting in an image in which all object
pixels are black and all background pixels are white. The
second post-processing step is to apply a 3×3 median filter
on the binarized images to reduce salt-and-pepper noise.
The post-processed semantic segmentation of the test im-
ages is used for further data analysis. The most important
task for data analysis is to localize and count the individual
objects, since the number of objects (like the buds or the
grapes) can be used for yield estimation. As already dis-
cussed, the objects are annotated as non-overlapping filled
circles or polygons, thus the CNN learns that the objects
do not overlap. For this reason, the individual objects are
also connected components of object pixels in the segmen-
tation generated by the CNN. Connected components can
be detected by a region labeling algorithm which assigns
an individual segment label to each connected component.
Since each connected component represents one object, the
detection of connected components enables to determine
the number of objects and their positions. Thus, the task
of object counting and localization can be done with a sim-
ple region labeling algorithm.
Although the median filter reduces noise, some noisy con-
nected components remain after post-processing. Usually,
the larger components resemble correctly detected objects
and the very small components are noise. For this reason,
a parameter min_region_size is integrated, that defines a
minimal number of pixels for a connected component to be
an object. This parameter can be set separately for each
data set and regulates the trade-off between false-positive
and false-negative detections.
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Figure 7: The post processing steps for an image excerpt of the Inflorescences data set. The background/object pixel probabilities depicted
in grayscales (left), the segmentation after binarization (middle) and after applying the median filter (right).
Figure 8: The clustering result for an image of the data set Grape Berries. Each color represents a cluster. Most grape bunches are detected
correctly as clusters, but there are some errors for overlapping or occluded grape bunches.
For the data sets Inflorescences, Grape Berries and Grape
Berries Phenoliner, it is also interesting to compute the
number of inflorescences or the number of grape bunches.
Furthermore, the number of single flower buds in an inflo-
rescence or the number of berries in a grape bunch can be
an important information in viticulture. For this task, a
clustering algorithm can be applied on the object centroids
of the flower buds or berries. Inflorescences and grape
bunches are typically uniform clusters. We assumed that
the distance between two adjacent flower buds or berries
in the same inflorescence or grape is smaller than the dis-
tance between two inflorescences or grapes. For this rea-
son, a distance-based hierarchical clustering was applied.
Consequently, a hierarchical clustering algorithm is used
with the distance criterion. This means, that a pair of
objects corresponds to the same cluster, if and only if the
distance between the centroids of the two objects is smaller
than an adjustable threshold. In principle, the clustering
produces reasonable results on the data sets used in this
work. But the standard clustering methods are not robust
against overlaps and occlusions (cf. figure 8).
For the data set Pedicels, the lengths of the detected pedicels
have to be calculated. Since pedicels are straight lines with
a certain length, the easiest way to get the length is to de-
termine the extent of the detected pedicels in x and y di-
rection and then calculate the length with the Pythagorean
theorem. The system outputs the average length of the n
most long pedicels for n = 1, n = 10, n = 15 and n = N ,
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where N is the number of detected pedicels. Figure 9 in
section 3.2 visualizes the detected pedicels in a test image.
The 15 most long detected pedicels are mostly correct de-
tections, so the calculated lengths are quite accurate for
n = 1, n = 10 and n = 15.
3. Results and Discussion
In this section, the evaluation methods and the results
of the experiments are presented and discussed. The soft-
ware is written in Python using the library TensorFlow
[1] (version 1.6.0), which contains many functions for im-
plementing neural networks. TensorFlow is optimized for
parallelization and GPU support to decrease the running
time. TensorFlow requires CUDA Toolkit 9.0 and cuDNN
7.0.5 for the GPU mode, which is used for this work. All
computations where done on the following computer:
• Computer model: Acer Aspire TC-710 (year 2016)
• Processor: Intel Core i5-6400 - CPU 2.70 GHz
• RAM: 8 GB
• Graphic board: NVIDIA GeForce GTX 745 (4 GB
DRAM)
• Operating system: Windows 10 Home (Build 1803)
Evaluations were done for the CNN-based image segmen-
tation, for the object detection and localization and for the
running time. For each data set, five different evaluations
were performed:
1. 5-Cover: 5 training images and patches covering the
whole training images. Non-overlapping test image
patches.
2. 5-Cover-DA: 5 training images and patches covering
the whole training images and data augmentation.
Non-overlapping test image patches.
3. All-Cover: All training images and patches cover-
ing the whole training images. Non-overlapping test
image patches.
4. All-Rand-DA: All training images and 100 randomly
chosen patches per training image (200 for data set
Inflorescences since there are only 15 training im-
ages) and data augmentation. Non-overlapping test
image patches.
5. Best-Overlap50: That of the four trained CNN mod-
els showing the best IoU score (mostly All-Cover)
with test image patches overlapping by 50% (112
pixels)
3.1. Image Segmentation
Evaluating the image segmentation means to compare
the binarized and post-processed segmentation generated
by the CNN for the test images with their ground truth.
That means, that the test images used for the evaluation
must be annotated before, since the ground truth is re-
quired for an automated evaluation. The image segmenta-
tion is evaluated by calculating the mean intersection-over-
union score (mIoU, also known as Jaccard index), since
this is the most common evaluation measure for semantic
segmentation.
In general, the IoU describes the similarity of two sets
A and B and is defined as the quotient of the cardinalities
of the intersection and the union of the two sets.
IoU(A,B) =
|A ∩B|
|A ∪B| (1)
This definition can be specified for measuring the quality
of a semantic segmentation. Let Tc be the set of pixels
having the class label c in the ground truth and Pc the
set of pixels having the class label c in the segmentation
predicted by the CNN. Then the IoU for a class c is defined
as follows:
IoUc =
|Tc ∩ Pc|
|Tc ∪ Pc| (2)
The intersection term is equal to the number of pixels of
class c, which are assigned to the correct class by the CNN,
the union term includes also the false positives and false
negatives. So the IoU determines which ratio of the pixels
of class c are true positives. The mean IoU generalizes
the definition by taking the mean over all classes and is
a good quality measure for semantic segmentation. The
mean IoU is defined as
mIoU =
1
|C|
∑
c∈C
IoUc (3)
where C is the set of classes. In this work, C = {0, 1},
where class 0 represents the object pixels and class 1 the
background pixels. The definition of IoUc and mIoU can
also be generalized for a whole data set by taking the mean
over all segmented images. The mIoU for a data set is of-
ten abbreviated with IoU.
The results for the semantic segmentation are shown in
table 2. As expected, the IoU is higher for the data sets
with larger objects (young shoots and grape berries) than
for the data sets with smaller objects. The reason for
this is that many pixels which are labeled incorrectly by
the CNN reside on the borders of the objects and that
the number of border pixels is the highest for data sets
with small objects. For the same reason, the approach of
Rudolph et al. [19] achieves a higher IoU score for the data
set Inflorescences (87.6%) than the approach in this work
(72.2%), since Rudolph et al. [19] has annotated coarse
polygons around the inflorescences instead of small circles
at the single buds.
A comparison of the different evaluations for the same
data set shows that the evaluation 5-Cover shows the low-
est IoU scores. The low IoU scores show, that a train-
ing set of five images without data augmentation is not
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Data set Evaluation IoU0 IoU1 mIoU
Young Shoots Natural Background 5-Cover 0.0% 99.4% 49.7%
5-Cover-DA 36.1% 99.6% 67.8%
All-Cover 51.3% 99.7% 75.5%
All-Rand-DA 49.1% 99.7% 74.4%
Best-Overlap50 57.8% 99.8% 78.8%
Young Shoots Artificial Background 5-Cover 55.5% 99.6% 77.5%
5-Cover-DA 65.7% 99.7% 82.7%
All-Cover 71.5% 99.8% 85.6%
All-Rand-DA 66.2% 99.7% 82.9%
Best-Overlap50 74.8% 99.8% 87.3%
Inflorescences 5-Cover 35.3% 99.7% 67.5%
5-Cover-DA 37.9% 99.6% 68.8%
All-Cover 42.9% 99.7% 71.3%
All-Rand-DA 42.3% 99.7% 71.0%
Best-Overlap50 44.6% 99.8% 72.2%
Pedicels 5-Cover 13.1% 99.8% 56.5%
5-Cover-DA 22.8% 99.8% 61.3%
All-Cover 28.3% 99.8% 64.1%
All-Rand-DA 27.9% 99.8% 63.8%
Best-Overlap50 30.3% 99.8% 65.1%
Grape Berries 5-Cover 43.9% 99.1% 71.5%
5-Cover-DA 50.8% 99.2% 75.0%
All-Cover 56.1% 99.3% 77.7%
All-Rand-DA 53.9% 99.2% 76.5%
Best-Overlap50 60.4% 99.4% 79.9%
Grape Berries Phenoliner 5-Cover 31.2% 98.4% 64.8%
5-Cover-DA 39.1% 98.6% 68.8%
All-Cover 50.8% 98.8% 74.8%
All-Rand-DA 53.4% 98.9% 76.1%
Best-Overlap50 56.0% 99.0% 77.5%
Table 2: Results for the semantic segmentation into object and background pixels measured in IoU score. Object pixels are all pixels
corresponding to a plant organ (single flower, young shoot, grape berry or pedicel).
big enough to learn complicated models. For the data set
Young Shoots Natural Background, the IoU0 score for eval-
uation 5-Cover is 0, which means that there are no correct
detections of object pixels in the segmentation generated
by the CNN. This data set is hard to learn for the CNN,
since the young shoots nearly have the same colors as the
natural background.
The results can be clearly improved by enlarging the small
training set of five images using data augmentation (eval-
uation 5-Cover-DA). Especially the IoU score of 67.8% for
the data set Young Shoots Natural Background indicates,
that data augmentation enables to learn segmenting this
challenging data set using only five annotated training im-
ages.
The evaluation All-Cover shows even better results than
the evaluation 5-Cover-DA. This shows, that an enlarge-
ment of the data set with additional training images im-
proves the results more than an enlargement with data
augmentation. The reason for this is that adding modified
versions of the images only helps for generalization but
not for collecting more information about the data. Also,
the evaluation All-Cover mostly shows better results than
All-Rand-DA for the same reason: Information is lost by
taking random image patches instead of covering the whole
image with patches. The only exception is data set Grape
Berries Phenoliner, whose images have a lower resolution.
For this resolution, 100 random patches nearly cover the
whole image, so the amount of the IoU score can be ex-
plained by the data augmentation.
On the other hand, this part of the evaluation is only tak-
ing into account the IoU scores. The evaluation of the
running time performances in section 3.3 will show that
better IoU scores using All-Cover must be paid by higher
amounts of training time. Evaluation Best-Overlap50 shows
the best results for all data sets, since the segmentation is
more accurate without the artifacts at the borders between
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Data set Evaluation Precision Recall F1
Young Shoots Natural Background 5-Cover 0.0% 0.0% 0.0%
5-Cover-DA 29.8% 36.8% 32.1%
All-Cover 56.7% 57.6% 55.2%
All-Rand-DA 45.0% 55.4% 48.6%
Best-Overlap50 68.9% 65.9% 65.6%
Young Shoots Artificial Background 5-Cover 58.4% 67.5% 60.1%
5-Cover-DA 68.7% 81.5% 73.7%
All-Cover 85.6% 77.3% 78.7%
All-Rand-DA 58.9% 86.4% 68.6%
Best-Overlap50 88.8% 77.1% 80.7%
Inflorescences 5-Cover 80.4% 75.6% 77.6%
5-Cover-DA 80.9% 81.1% 81.0%
All-Cover 92.4% 79.9% 85.6%
All-Rand-DA 85.7% 82.6% 84.1%
Best-Overlap50 93.4% 81.1% 86.7%
Pedicels 5-Cover 61.3% 16.6% 25.4%
5-Cover-DA 61.9% 42.9% 50.1%
All-Cover 69.2% 52.8% 59.4%
All-Rand-DA 64.4% 55.5% 59.2%
Best-Overlap50 70.1% 56.3% 62.1%
Grape Berries 5-Cover 84.6% 78.0% 80.7%
5-Cover-DA 81.5% 85.1% 82.5%
All-Cover 84.5% 88.6% 85.9%
All-Rand-DA 81.4% 88.3% 84.1%
Best-Overlap50 86.6% 89.7% 87.6%
Grape Berries Phenoliner 5-Cover 86.9% 58.0% 68.5%
5-Cover-DA 88.8% 68.2% 76.1%
All-Cover 87.7% 83.5% 85.4%
All-Rand-DA 89.4% 85.2% 87.2%
Best-Overlap50 91.7% 85.9% 88.6%
Table 3: Results for the object detection and localization measured in precision, recall and F1 score. The values in the table are the means
over all evaluated images of the data set. The detected objects are single plant organs, namely single flower buds, young shoots, grape berries
or pedicels.
the patches.
3.2. Object Detection and Localization
The performance of the approach for object detection
and localization can be measured by the standard mea-
sures Precision, Recall and F1 score. For the task of ob-
ject localization, the definition of true and false detections
is not trivial. True positives are objects in the ground
truth, which are also detected by the CNN at nearly the
same position. False positives are objects detected by the
CNN, for which no object at nearly the same position ex-
ists in the ground truth. False negatives are objects in
the ground truth, which are not detected by the CNN at
nearly the same position. Hence, the definition of true
and false detections depends on the definition of “nearly
the same position”. This can be defined as follows: An ob-
ject in the ground truth and an object in the segmentation
generated by the CNN have nearly the same position, if
and only if the euclidean distance between their centroids
is smaller than t pixels. Since each object is a connected
component of object pixels, the centroid can be calculated
easily. The parameter t is called obj_cnt_tolerance in
the source code and in the documentation. This parame-
ter should be chosen dependent on the object diameter d.
For data sets for which the objects are annotated as circles
of the same radius r, the diameter can be easily calculated
as d = 2r + 1. For data sets for which the objects are
annotated as polygons with different sizes, the diameter
can be set to the global average object diameter for this
data set or can be estimated dependent on representative
objects.
Table 3 depicts the results of object detection and lo-
calization in terms of precision, recall and F1 score. As
expected, the best results (F1 score) were achieved for the
data sets Grape Berries Phenoliner, Grape Berries, Inflo-
rescences and Young Shoots Artificial Background. The
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Data set Image
resolution (px)
No. of
Training
images
Training time
5-Cov-DA
Training time
All-Cov
Young Shoots Nat-
ural Background
5472× 3648 35 27min 49s 9h 17min 16h 12min
Young Shoots Arti-
ficial Background
3456× 2304 34 10min 40s 3h 34min 6h 01min
Inflorescences 5472× 3648 15 27min 15s 9h 03min 6h 50min
Pedicels 5472× 3648 40 27min 32s 9h 10min 18h 23min
Grape Berries 5472× 3648 30 26min 55s 8h 58min 13h 28min
Grape Berries Phe-
noliner
2592× 2048 30 7min 13s 2h 25min 3h 35min
Table 4: CNN training times for the six evaluated data sets. The training time depends on the number of training images and on the image
resolution. The training time for 5-Cov-DA is about 20 times the training time for one training image (5 training images and × 4 data
augmentation), the training time for All-Cov (all training images) is about the training time for one training image multiplied by the number
of training images.
grapes have a simple shape and a color which can be dis-
tinguished well from the background, the young shoots
with artificial background can be directly detected by the
color since the artificial background is white. The buds in
the inflorescences have a color similar to the background,
but there is a high number of buds in each image (mostly
between 1000 and 3000). The high number of learned ex-
amples explains the good results (F1 = 86.7%) for flower
bud detection and localization. The results are clearly bet-
ter than in the work of Rudolph et al. [19], where an F1
score of 75.2% was reached. This difference shows, that the
CNN performs better in the task of flower bud detection in
images of inflorescences than the circular Hough transform
in regions of interest detected by the CNN. The observa-
tions obtained by comparing the different evaluations for
the same data set are the same as for the evaluation of the
segmentation: The larger the number of training images,
the better the results for object detection and localization.
Data Augmentation also helps to improve the results, but
not as much as using additional training images, since new
images contain more information about the objects than
modified versions of old images. The usage of overlapping
test image patches improves the results due to the more
accurate segmentation generated by the CNN.
3.3. Run Time Performance
The run time for training the CNN depends on the im-
age resolution and the number of training image patches.
Table 4 compares the training time for a small set of five
training images and a larger set of all training images of
the data set, both with patches covering the whole train-
ing images. Data augmentation is only done for the sets
of five training images, since it quadruples both the num-
Figure 9: Exemplary image of young grape bunch at BBCH 73 of
’Dornfelder’. Although the F1 score for pedicel detection is only
62.1%, the most long detected pedicels are true detections. So the
results are good enough to calculate the average length of the n most
long pedicels.
ber of patches and thus the training time. The maximal
training time of about 18 hours is needed for the data set
Pedicels, for which the larger training set consists of 40 im-
ages of a high resolution. The number of training images is
limited due to the training time, but only if the number of
training images is very high. Even for 100 training images
of the highest resolution (5472 × 3648 px), the training
time would be about two days and thus still practicable
for usual consumer computers as used for this work.
Moreover, the number of training images is also limited
due to the annotation times. Table 5 shows the anno-
tation times per image for each data set. Considering a
large set of 100 training images, the total annotation time
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Data set Annotation time (per
image)
No. of images to
annotate
Total annotation time
Young Shoots Nat-
ural Background
8 min 59 (35+24) 7h 52min
Young Shoots Arti-
ficial Background
7 min 68 (34+34) 7h 56min
Inflorescences 35 min 30 (15+15) 17h 30min
Pedicels 4 min 80 (40+40) 4h 0min
Grape Berries 9 min 60 (30+30) 9h 0min
Grape Berries Phe-
noliner
7 min 60 (30+30) 7h 0min
Table 5: Required time for annotating an image for each data set
Data set Segmentation
time (non-
overlapping
patches)
Segmentation
time
(overlapping
patches)
Young Shoots Nat-
ural Background
2 min 8 min
Young Shoots Arti-
ficial Background
45 s 3 min
Inflorescences 2 min 8 min
Pedicels 2 min 8 min
Grape Berries 2 min 8 min
Grape Berries Phe-
noliner
30 s 2 min
Table 6: Times that the CNN needs to segment a test image
for the data set Inflorescences (35 minutes per annotated
image) would be about 58 hours, which is very much if
only one person annotates the images. But also for the
data set Grape Berries Phenoliner (7 minutes per anno-
tated image), the total annotation time would be about 12
hours, which requires almost two working days for anno-
tations. But since the results are already good for smaller
training sets of maximal 40 images, the training as well as
the annotations are practicable in an acceptable time.
Compared with the work of Rudolph et al. [19], the
annotation times are long in this work. Rudolph et al. [19]
annotate coarse polygons around the inflorescences, which
are regions of interest for flower bud detection. This re-
quires only an annotation time of around one minute per
image, which is very little compared with the time of 35
minutes needed for annotating each single bud. But the
benefit of the accurate annotations of each single object
is, that the CNN can be directly trained end-to-end on
object detection and localization. The results show, that
the more accurate approach in this work achieves a clearly
higher performance in flower bud detection in field im-
ages of inflorescences than the less accurate approach of
Rudolph et al. [19]. The F1 score of 86.7% achieved in this
work is clearly higher than the F1 score of 75.2% achieved
in the work of Rudolph et al. [19] for flower bud detection
in ROIs predicted by the CNN, and is also higher than the
F1 score for flower bud detection in the ground truth of
the ROIs (80.0%). In summary, the approach used in this
work requires more time for image annotation than the
approach of Rudolph et al. [19], but it is more accurate
and therefore performs better.
The time for segmenting one test image is shown in table
6. The time for post-processing and data analysis ranges
between 5 and 10 seconds per image and therefore can be
neglected. Dependent on the number of test images, the
image resolution and the computational capacities, it can
be decided to use the faster and slightly less accurate vari-
ant with non-overlapping test images patches or to use the
slower but slightly more accurate variant with overlapping
test image patches.
4. Conclusions
The objective of this work was twofold. First, we aimed
for the development of a general approach to enable auto-
mated detection, localization and counting of plant organs
of grapevines in different growth stages to avoid develop-
ment and programming of specialized software for each
growth stage. Second, we aimed for an approach that is
able to perform robust detection, localization and counting
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in unprepared field images taken by consumer cameras.
To meet both challenges, we employ a CNN-based seman-
tic segmentation that is end-to-end learnable and therefore
allows learning visual features of plant organs given differ-
ent growth stages and backgrounds directly by global opti-
mization. The performance of the approach was evaluated
for the CNN-based semantic segmentation (IoU score) and
for the object detection and localization (F1 score). The
approach was evaluated on six different data sets. Three
of them contain unprepared field images taken by con-
sumer cameras. Three additional data sets are evaluated
to demonstrate that the approach can also successfully ap-
plied to prepared images taken (1) in the field with artifi-
cial background, (2) in the field by images generated from
a mobile phenotyping platform, and (3) in the lab for spe-
cialized phenotyping purposes. For the segmentation, IoU
scores of 65.1% up to 87.3% were achieved. For the object
detection and localization F1 scores of 62.1% up to 88.6%
were achieved.
All in all, data acquisition hereby is simple-to-apply en-
abling high-throughput, non-invasive field phenotyping (ex-
cept for the study case of pedicels) of large breeding popu-
lations, genetic repositories or mapping populations where
received objective and precise phenotypic data. The de-
termination of the length of pedicels is challenging also
under lab conditions due to the complex grape bunch ar-
chitecture and overlapping objects. The workflow works
on standardized images of individual grapes in front of an
artificial background. The lengths of pedicels are corre-
lated to looser grape bunch architecture which is one of the
most important selection criteria in breeding programs.
Non-invasive image capture of individual grape bunches
directly in the field (with natural or artificial background)
will also enable monitoring experiments within large map-
ping populations for genetic studies and genetic marker
development due to Quantitative Trait Loci (QTL) anal-
ysis.
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