The aim of this paper is to present an automatic and robust approach to generate meshes for viscous ow simulations. The procedure is based on the generation of a hybridCartesian grid, and consists of four parts. A Cartesian grid is rst generated around the geometry and transports the geometric length scales between the di erent body components. We also use this mesh in generating a new surface grid, suitable for the second step without the user's intervention. Secondly, body conforming meshes are generated around each body component. For that purpose a robust marching front technique based on a predictor-corrector approach has been developed. Particular attention is devoted to the grid generation in concave and convex regions. A methodology based on grid line merging and grid line spawning from a point is presented. We also allow grid lines in concave regions to initially overlap; the overlapping regions are automatically removed, and gaps are lled with Cartesian cells. In the third step, overlapping grids from di erent body components are treated. Finally, a new Cartesian grid is generated around the set of body conforming meshes and intersected with the latter, yielding the nal grid. The grid generation procedures do not require human intervention and can be fully automated. Several 2D turbulent viscous ow simulations around single and multi-element airfoils demonstrate the feasibility of the approach. Signi cant e ort is devoted to determine the accuracy, robustness and convergence properties of the method. A new robust discretization of the viscous term of the Navier-Stokes equations applicable at the interface between the Cartesian and body conforming grids is presented.
1 Introduction S IMULATIONS of high-Reynolds number viscous ows in very complex geometries have not been fully automated yet. Fast turnaround and robustness of the mesh generation process are still key issues. Cartesian grids, 1 which go a long way towards robustess and automation of the grid generation process, are unfortunately not suited for the simulations of viscous ows with boundary layers, since isotropic re nement in the boundary layer leads to an unacceptably large number of cells. In this framework, Coirier 2 used a clever anisotropic partitioning strategy to align the posed on the quality of the surface triangulation, which is used to \start" the prismatic grid generation. Since Cartesian grids for inviscid ows have neither of these di culties, a lot may unfortunately be sacri ced in extending the method to viscous ows for complicated geometries by using hybrid grids. This paper suggests strategies towards tackling the two above mentioned problems. First, we alleviate the requirement for a \good" surface triangulation to be generated by \hand". For that purpose, we will make use of an initial Cartesian grid whose unique goal will be to correctly resolve the geometry and to transport the geometric length scales. This is a very important property, already exploited in unstructured grid generators, 12{15 for the generation of a \smooth" and \adequate" surface triangulation. Roughly speaking, the intersection points between the Cartesian grid and the geometry provide the starting points for a new surface (re-)triangulation. This e ectively decouples the initial surface triangulation from the grid generation process, which is one of the reasons why Cartesian grids for inviscid ows are so robust.
The second contribution is the development of a robust marching scheme for the generation of body conforming grids. Hyperbolic type marching methods typically su er in regions of very high curvature (concave or convex). In this work, we extend the \hyperbolic-elliptic" approach of Cordova 16 to include both merging and spawning of grid lines at corners. At convex corners we allow new grid lines to emerge from the apex, creating a fan of grid lines. When grid lines tend to intersect, we allow them to merge or terminate, rather than separating them. New cell types must be introduced to support this exibility, which may be of paramount importance for 3D applications; however since we use a face-based (in 2D edge-based) unstructured data structure this is not problematic.
We propose another special strategy to alleviate the problem associated with body conforming grid generation in concave regions. We initially allow the overlapping of cells in the concave regions. Afterwards, the overlapping cells are automatically removed and the resulting gaps are robustly lled with Cartesian cells. This approach takes full advantage of the Cartesian grids, and is completely robust. However, it creates very irregular Cartesian cut cells deep into the viscous ow dominated regions, and hence their e ects on accuracy and robustness require investigation.
We test the feasibility of these ideas in two dimensions. A high order nite volume ow solver 17, 18 is used to compute the viscous ow solutions. This method uses a cell centered approach with polynomial reconstruction of the ow variables. The Spalart-Allmaras turbulence model 19 is implemented and solved in a fully coupled way with the ow equations. Steady state solutions are obtained using a fully implicit Newton-Krylov technique.
Signi cant e ort is devoted to determine the accuracy, robustness and convergence properties of this approach. The issue of the positivity of the viscous term discretization for the very irregular cells at the mesh interfaces has emerged as a major concern. A modi cation of the so-called \diamond-path stencil" discretization 2 is proposed, and proved e ective in alleviating the problem. This paper is organized as follows. The next section describes the hybrid-Cartesian mesh generation. The important features of the Cartesian grid generator are outlined, especially data structures and the re nement criteria we use. We show how to automatically obtain, from an initial Cartesian grid, a surface grid adequate to generate a highly stretched body conforming grid. Next, a variant of the Cordova 16 marching scheme is presented together with modi cations for the treatment of the concave and convex regions. The third section is devoted to the presentation of our unstructured mesh ow solver. The new discretization of the viscous terms is analyzed. In the fourth section, a turbulent ow simulation over a at plate demonstrates the accuracy of the code and is used to analyze the in uence of the location of the mesh interface. Several high Reynolds number turbulent viscous ows around single and multi-element airfoils are then presented to further analyze the properties of the approach.
Hybrid-Cartesian mesh generation
The hybrid mesh generation technique developed in this work consists of four steps.
1. A Cartesian grid is rst generated around the geometry. Its intersection with the latter de nes the points of a new surface grid, suitable for bodyconforming grid generation.
2. Unstructured body conforming grids around each component of the geometry are generated using a front marching technique in order to create orthogonal layers with high aspect ratio cells near the walls.
3. Potential overlaps between the di erent body conforming grids are treated and some cells are discarded.
4. Another Cartesian grid is generated around the body conforming grids. (This is di erent than the Cartesian grid in step 1 generated around the geometry.) This results in the nal unstructured mesh, with general polygons at the mesh interfaces and Cartesian cells away from the bodies.
In the next section, we give an overview of the Cartesian grid generator used in steps 1 and 4 of this method. We describe the two di erent re nement criteria we use to automatically re ne the Cartesian grid.
The subsequent sections are devoted to the presentation of the remaining steps of the hybrid-Cartesian mesh generation.
Overview of Cartesian mesh generation
The Cartesian mesh generation procedure implemented in this work closely follows the algorithms developed by Aftosmis et al 20 for 3D complex geometries. The main advantages of this technique are robustness, automation and speed.
Initially, the geometry is given as a set of components discretized by a list of segments in 2D (triangles in 3D). We emphasize that this \geometry discretization" does not have to ful ll any special requirement regarding regularity or smoothness, it just needs to be a good description of the geometry. A box surrounding the geometry and whose size may meet a requirement concerning the distance of the far-eld boundaries is used as the initial cell of the Cartesian grid. This cell is repeatedly subdivided according to the re nement criteria presented later. A jump of one level of renement is allowed between two neighboring Cartesian cells. A bu ering strategy using 3 bu er cells is also implemented in order to create large enough transition regions between di erent levels of re nement.
Once a su ciently ne representation of the geometry is achieved by successive re nements of the Cartesian cells, every Cartesian cell which intersects the geometry is cut and split into polygons external and internal to the geometry. This procedure can be achieved by the use of fast searching and proximity testing strategies like Alternating Digital Tree (ADT 21 ), bounding box checks, and ray casting procedures. 22 The present method does not involve any quad-tree like data structure, which can be expensive for large meshes. The mesh is considered as an unstructured collection of Cartesian cells. We use an integer representation of the Cartesian cells, each cell is uniquely de ned by the integer coordinates of its lower left corner and its level of re nement. A low storage edge data structure is also created during the re nement process, allowing the rapid traversal of the grid. This approach easily allows the possibility of anisotropic re nement, which can be used to significantly decrease the number of Cartesian cells and hence the memory requirement, especially in 3D. 23 The present implementation does not account for degeneracies as in Aftosmis et al. 20 This was not found a signi cant problem in 2D and was easily overcome manually by slightly perturbing the initial Cartesian cell. A fully robust 3D production code would need to automatically account for the degeneracies.
The cut Cartesian cells can be polygons of arbitrary shapes and sizes. Extremely small cell fragments can coexist next to \normal" size Cartesian cells. The cells may not necessarily be convex. We found that very small cells can degrade the convergence and stability of our numerical method. As suggested by Powell 24 and others, the small cells can be eliminated by geometrically merging them with one of their neighbors. A cut Cartesian cell is tagged for merging when its area is below a fraction of the area of its parent Cartesian cell (typically below 10%). The tagged cut cell is then merged by discarding its longest Cartesian edge. This method essentially leads to a merging in the direction normal to the wall.
The generation of the Cartesian mesh is completely automatic, requires low storage and is very fast. The e ciency of the method does not vary with the complexity of the geometry. The most critical part of the algorithm is the cutting of the intersecting Cartesian cells, which can be robustly implemented using specialized data structures. 20 We recall that the Cartesian grid generator serves two di erent purposes. In step one of hybrid mesh generation it will be used to automatically de ne a surface discretization for the body conforming grid generation. In step four, it will be used to ll the rest of the computational domain around the separately generated body-conforming grids. Di erent re nement criteria will be used for these two purposes. The re nement criterion for the rst step is related to the curvature of the geometry; the cell size decreases as the curvature increases. We do not actually calculate the curvature { re nement of a Cartesian cell actually continues until the variation of the surface normal vectors in each Cartesian cell is below a prescribed threshold. A minimum and a maximum cell size are also speci ed. The re nement criterion in step four is used to match the Cartesian cells with the length scales associated with the body conforming grids. Essentially, the Cartesian cells are subdivided until they match the size of the last layer of cells in the body conforming grid, in the direction normal to the wall.
In the implementation presented here, we make use of the anisotropic Cartesian grid capability developed by Berger and Aftosmis. 23 While this does permit a reduction in the number of cells by a small constant factor (typically between 2 and 4) compared to an isotropic Cartesian grid, it is not su cient to attain the very large aspect ratios needed for boundary layer zoning. We make use of anisotropic Cartesian grids to improve the matching criteria with the last layer of prismatic cells. First, the cartesian grid is isotropically re ned in order to match the longest side of the high aspect ratio boundary layer cells. Secondly, the Cartesian cells are then anisotropically re ned to match the shorter length in the direction normal to the wall. The criterion for anisotropic re nement is the same as in Berger and Aftosmis. 23 
Surface mesh generation
As mentioned in the previous section, an initial surface mesh is required to generate the Cartesian grid. a) Selected Cartesian pierce points ( ) b) Smoothed distribution of Cartesian pierce points ( ) Fig. 1 Surface grid points using Cartesian pierce points However, this initial surface mesh only needs to correctly resolve the di erent geometric components, and needs not be appropriate for growing a body conforming grid. For example, it can be completely irregular, very coarse in the at regions or extremely ne in some others.
In order to obtain a fully automated strategy, we want to avoid the \manual" generation of a separate \adequate" surface grid. A Cartesian grid generated around the body components and adapted to suciently resolve the geometry actually provides all the necessary information to build a surface grid. Indeed, by its built-in mechanism of re nement and bu ering, it automatically transports length scales from one component to another, which is an essential property for generating smoothly varying meshes. Furthermore, we can use the intersection points between the Cartesian edges and the geometry as points of the new surface triangulation. Thus, it is not necessary to provide either a distribution of length scales or a point set by hand; the procedure can therefore be fully automated. In 2D, these pierce points are linked together by line segments, and a surface grid is obtained. In 3D, the procedure is somewhat more complicated, and the pierce points need to be triangulated using an insertion strategy that preserves the original geometry. The coordinates of these pierce points are calculated by the intersection of the Cartesian edges with the simplicial representation of the geometry; they are thus not lying on the actual geometry. The pierce points are subsequently reprojected on the actual geometry, which is represented by a set of cubic splines (roughly speaking, its 2D CAD model). In 3D this is more complicated, and is presented in the companion paper by Aftosmis et al. 25 It is also important to retain lower dimensional singular points like convex corners (e.g. trailing edges), or concave corners. Those points, which can be easily detected in 2D using angle criteria, are directly included in the surface grid together with the pierce points. In 2D, this is totally automatic and does not pose any problem. In 3D, those special singularities become lines and are constrained in the nal triangulation. 25 Fig . 1 shows a Cartesian grid generated around a geometry consisting of a at body very close to a highly curved body. The initial description of the at surface is accomplished using 2 or 3 points. However the Cartesian grid has transported the length scales from the curved area to the at body. Notice that if all the pierce points of the Cartesian grid are used in the surface grid, it will create a very irregular distribution. This problem can be avoided by only selecting points from one family of Cartesian edges (edges parallel to the x?axis or y?axis). A good choice corresponds to the family which is the most orthogonal to the geometry (see Fig. 1(a) ). We choose the pierce point of a Cartesian edge according to the angle of intersection made by this edge with the simplex de ning the geometry. The pierce point is selected if this angle is larger than 45 deg. This naturally chooses the pierce points of one or the other family of Cartesian edges and provides a smoother distribution of points.
The re nement mechanism of the Cartesian grid generation yields a jump in cell size by at most a factor of 2. This large variation is of course reproduced between pierce points on the geometry at O(1) locations in 2D (O(N 1=3 ) locations in 3D, where N is the total number of grid points). It can be detrimental to the accuracy of the viscous term discretization. Hence we rst smooth the pierce point locations using 2 or 3 Laplacian smoothing passes, implemented using a Jacobi iteration. The resulting smooth surface discretization is presented in Fig. 1 (b).
Body conforming mesh generation 2.3.1 Basic method
Once a surface grid has been generated for each component of the geometry, a body conforming mesh is generated, with points clustered near the walls and large aspect ratio cells. The method essentially consists of propagating a front initially de ned by the surface grid inside the domain. 26 Such a technique is often called \hyperbolic" by analogy with a wave propagation. A popular method is to solve a hyperbolic partial di erential system of equations based on the orthogonality condition of the mesh and on the speci cation of a cell volume. 27, 28 A simpler approach is to move the front in the direction of its normal. 4 Known drawbacks of these methods are the fact that the front propagates the disturbances of the initial geometry, and that the grid lines may cross in concave regions. To overcome such problems, a certain amount of smoothing is required. This can be performed by introducing a di usive operator into the partial differential equations, or by smoothing the normal with its neighboring values. This smoothing action has the tendency to reduce the curvature of the front. Excessive level of smoothing can however produce grids at sharp convexities which overlap or may violate the geometry. In both techniques, the level of smoothing thus needs to be nely controlled to obtain \a good grid". This explicit need for ne control is undesirable in an approach that aims to be both automatic and robust.
In anticipation of more severe problems in 3D applications, we try to reduce this dependency on a \ ne tuning of the smoothing ". As described in more details in the next sections, a fan of grid lines is spawned at convex corners, and the merging of grid lines is performed wherever they cross or overlap. A general unstructured data structure is necessary to permit the coexistence of both triangles and quadrilaterals in the mesh.
The \hyperbolic-elliptic" approach of Cordova 16 is a promising method for robustly automating body conforming grid generation. We have extended this method to allow both triangles and quadrilaterals to coexist.
The procedure for creating a new front is as follows. Initially, a new front f n+1 is predicted by propagating the known front f n (the initial front being the surface grid itself) with a distance n along its normal direction, r n+1 = r n + n r ;
(1) where r is the position vector, r (@r=@ ) and r (@r=@ ) are the tangent and normal vectors to the front respectively. and de ne a local coordinate system with tangent to the front.
The normal r in the predictor phase (1) is calculated using the neighboring points and is slightly smoothed by averaging with the values of its neighbors:
where the parameter ! is equal to 0.8. The predicted front f n+1 is checked for possible overlapping of grid lines, and the overlapping cells are degenerated into triangles. A second predicted front f n+2 is calculated in the same way by propagating f n+1 , and is again checked for possible overlapping. The fronts f n , f n+1 and f n+2 then form a strip of two layers of grid cells which can be smoothed by an elliptic procedure which treats f n and f n+2 as Dirichlet boundary conditions. For the elliptic smoothing step, the standard transformed Laplace equations used in elliptic grid generation can be employed: r ? 2 r + r = 0 (3) where = r :r , = r :r and = r :r
The coe cients , and are calculated by central di erencing using the predicted fronts f n , f n+1 and f n+2 . The resulting tridiagonal system is inverted by using the Thomas algorithm. In 3D, a front is a collection of triangles, and the system to be solved is no longer tridiagonal but a general sparse matrix linear system. An iterative scheme such as the Gauss-Seidel method or the conjugate gradient algorithm is then required to solve this sparse system. For the meshes presented in this work, one smoothing step is used to achieve a nal smoothed front f n+1 . The front f n+2 is then discarded and the procedure is repeated to add additional layers. Fig. 2 illustrates the three techniques implemented in our method in order to improve the robustness of the marching scheme in the vicinity of concave and convex geometry regions.
Grid line merging
One way to overcome the problem of grid overlapping in concave regions and avoid the tuning of the smoothing operator is to simply allow the grid lines to merge. This is done at the cost of a more complicated data structure. The merging of the lines is also attractive in order to decrease the number of cells in the mesh as the front moves away from the geometry, avoiding the clustering of useless high-aspect ratio cells in far-eld regions. When a front is predicted, the cells de ned by the initial and predicted fronts are tested for potential overlapping. If the test is positive for a cell, it is degenerated into a triangle, and the test is performed again until no more crossing of grid lines is found. An example of the application of this procedure is presented in Fig. 2(a 
Front breaking at concave corners
Another approach to generating body conforming grids in concave regions consists of breaking the initial front at the concave corner into two independent parts ( Fig. 2(b) ). These parts are marched separately, using a boundary condition that keeps the last grid line of each part orthogonal to the geometry. Overlapping cells are created by this procedure but they are ultimately removed, using fast search algorithms. The resulting empty spaces are then lled with Cartesian cells in a fully automated and robust way. This technique makes use of the power of Cartesian grids, and is completely robust because the two sides of the concave corner are treated independently from each other. The disadvantage is the presence of irregular cut Cartesian cells deep in the viscous ow dominated regions. This approach therefore places a great burden on the accuracy and robustness of the numerical method.
Convex corners
At the apex of convex corners, a set of n grid lines is spawned. The rst and last grid lines are orthogonal to the two sides of the corner. In this work we take n = floor (( ? ?)= ?) + 1, where ? equals 30 degrees, and ? is the angle of a convex corner (Fig. 2(c)) . Small triangles are then formed in the rst layer of the body conforming grid. For a good quality grid in this area, the surface grid point distribution must be clustered close to the apex. This property is automatically achieved by the Cartesian grid adapted to the geometry.
Stopping criterion of the marching scheme
The purpose of the body conforming grid is to provide a good distribution of points to accurately capture the solution in viscous ow dominated regions. At the wall, the size of the rst layer of cells can be speci ed based on the Reynolds number; for example, empirical correlations 29 for the ow over a at plate can be used as a rst guess. The mesh can also be adapted in order to meet some y + value constraints. 30 A geometric stretching factor can also be given.
In addition the marching distance of the body conforming grid must be de ned in some way. The body conforming grid should be marched a su cient distance from the wall in such a way that it includes the boundary layers. The maximum growing distance can be determined by analogy to the development of a boundary layer over a at plate. Alternatively, a good matching at the mesh interface between the cell sizes of the body conforming and Cartesian grids is important for the accuracy of the ow solution of the mesh. If it is required that the marching of the grid be stopped when a speci ed value of the aspect ratio is met, the external boundary of the body conforming grid is very irregular, and it is possible that concave cut Cartesian cells will be created. We have adopted the strategy of stopping the marching scheme when the average aspect ratio of the last layer of cells meets a speci ed value. A smooth boundary, corresponding to a complete front, is obtained. We have used values of the aspect ratio of 2 or 3 with equal success.
Overlapping treatment
The body conforming grids around each component of the geometry are created separately from each other, therefore they may overlap (Fig. 3, left) .
The overlapping cells can be rapidly found using fast spatial search algorithms as follows. Consider two body conforming grids c 1 and c 2 . The candidate cells that potentially overlap are inserted into an Alternate Digital Tree (ADT). Each cell of c 2 is tested for overlap with the candidate cells of c 1 using the ADT. When overlapped cells are found, the highest index cell (farthest from its geometry in index space) is discarded (Fig. 3, middle) . The treatment of the overlapping regions may leave the body conforming grids with very ragged external boundaries (Fig. 3, middle) . This can be detrimental to the accuracy and convergence of the ow solver. A special procedure based on edge detection algorithms for adaptive grid generation 31 has been implemented. Its e ect is to enlarge the regions of removed cells to produce smooth boundaries (Fig. 3, right) .
Final mesh
The nal mesh is obtained by creating a new Cartesian grid which surrounds the body conforming grids. This time, the Cartesian grid is intersected with the external boundary of the body conforming grids, instead of the geometry. The Cartesian cells at the edges of this boundary become very general polygons. Cell merging is again applied to the Cartesian cut cells whose area is less than 10% of the full cell. The cells of the body conforming meshes are also modi ed to account for the possibility of di erent Cartesian cells on the other side of a single edge. In this work, the di erent meshes are all assembled into a single unstructured data structure and treated identically, whether or not the cell being referenced is Cartesian or belongs to a body conforming grid.
3 Numerical method 3.1 Cell-centered Finite Volume scheme A cell-centered nite volume scheme is an appropriate method to discretize the Navier-Stokes equations on grids made of arbitrary polygonal cells such as hybrid-Cartesian meshes. Each cell of the mesh is considered as a control volume and the solution value is assumed to be located at the centroid of the cell. The numerical method used in this work has been already presented in several previous papers. 17, 18 In order to obtain a high-order approximation of a nite volume discretization, the solution in each cell is reconstructed by a high-order polynomial. Left and right values of the solution are obtained along each edge of the mesh thanks to the reconstruction procedure. An upwind advective ux is then calculated using the Roe ux di erence splitting method and integrated along the edge of the mesh using a Gauss quadrature rule. The linear reconstruction technique used here is based on gradients of the solution calculated using the GreenGauss theorem applied to a secondary control volume which links the neighbors of the cell (c.f. Delanaye et al 17, 18 for more details).
We note that our treatment of the uxes at the interface between the Cartesian and body conforming grids is performed in a fully conservative way. This is easy to accomplish within the framework of our edge based approach.
Viscous term discretization 3.2.1 Accuracy and positivity de nitions
The calculation of the viscous ux across the edges of the mesh requires the calculation of the gradient of the solution (velocity components and temperature) at the mid-point of an edge. The properties of the resulting discretization depend heavily on the method used to obtain those gradients. In addition to accuracy, another important property for viscous term discretizations is positivity. In order to analyze these two properties, it is convenient to apply the viscous term discretization to the Laplace operator, which is a simpli ed representation of the viscous term of the Navier-Stokes equations. The positivity condition is inherited from the maximum principle obeyed by the solutions of the Laplace operator, which states that the value at a point is bounded by the solution at the neighborhood of that point.
Let us consider a discretization of the Laplace operator using an N + 1-point stencil: r 2 u ' N X n=0 n u n (4) where n = 0 refers to the node where the Laplacian operator is calculated. A su cient condition to satisfy the discrete maximum principle is that the N coecients n (n > 0) be positive, and sum to one. Furthermore, the coe cient 0 should be negative such that the matrix corresponding to the Laplacian operator be positive de nite, which is a crucial property for iterative schemes.
The positivity condition is important to guarantee the robustness of the scheme. If the discretization is not positive, the discretized operator may amplify local extrema and hence lead to some unstable behavior.
Unfortunately, in the framework of nite volume discretizations, accuracy and positivity are essentially two con icting properties. 2 
Diamond-path stencil discretization
In his review of nite volume viscous term discretizations, Coirier 2 advocates the use of the diamond-path stencil discretization. 32, 33 Linking the end points of each edge with the centroids of the cells on either side forms a diamond-shape control volume around each edge as presented in Fig. 4 . Basing the viscous term discretization on rst derivatives calculated at the mid-point of each edge using this diamond control volume provides a linearity preserving technique on arbitrary meshes, and a consistent discretization on su ciently regular meshes. Coirier 2 shows that this discretization performs well on Cartesian grids. 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 0000 1111 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 00000 In order to calculate a gradient at the mid-point of an edge with the diamond control volume, the solution is rst interpolated at each vertex of the mesh. For this purpose, a linearity preserving interpolation based on the pseudo-Laplacian formula of Holmes and Connell 34 is used. Assuming that vertex v j is surrounded by M cells, the solution at v j is calculated as follows:
with: The gradient of the solution is then obtained at the mid-point of the edge by applying the Green-Gauss theorem to the diamond control volume with trapezoidal integration.
This discretization reduces to the classical 5-point stencil nite-di erence formula for regular quadrilateral meshes.
Modi ed diamond-path stencil discretization
Although the diamond-path stencil is a method of choice for many irregular meshes, the cell distribution at the interfaces between the Cartesian and body conforming grids can be extremely irregular, as shown for example in Fig. 5 . As discussed later, instabilities were found in some areas when the boundary layer was crossing the mesh interface. The stencil used by the diamond-path stencil discretization may not include a su cient number of nodes, or may not provide a good distribution of nodes, to correctly discretize the viscous term. In the case of a very irregular distribution of cells, the diamond control volume is so distorted that the calculation of the gradient at the mid-point of the edge may be very inaccurate.
We propose the following modi ed diamond-path stencil discretization. A regular diamond control volume (Fig. 4) is created around an edge by linking the origin and destination vertices of this edge with two points located on both sides of the edge, whose coordinates are given by:
Where r O and r D respectively refer to the position vector of the origin and destination vertices of the edge, n being its normal vector. d corresponds to the minimum distance between the mid-point of the edge and the centroids of the left and right neighbors. The solution at the vertices of the mesh is again calculated using the linearity-preserving Laplacian interpolation of Holmes and Connell. 35 Now, in order to apply the Green-Gauss theorem to the diamond control volume, the solution must also be interpolated at the points P . For this purpose, we simply use the linear reconstruction of the solution which is performed for calculating the advective term. This new technique has the advantage of preserving a regularly shaped diamond control volume, and enlarges the stencil of the discretization. Indeed, by using the reconstruction procedure we indirectly introduce in the discretization formula information from the neighbors of the left and right nodes. For regular meshes, the method obviously reduces to the standard diamond-path stencil discretization.
As for the original method, our modi ed version of the diamond-path stencil discretization only produces a linearity preserving viscous term discretization. As demonstrated by Essers et al 36 and also Coirier, 2 it is necessary to use a quadratic interpolation of the data in order to obtain a consistent viscous term discretization regardless of grid irregularities. It is possible to implement such a method in the frame of this modi ed version of the diamond-path stencil method. Indeed, quadratic interpolations of the solution can be easily obtained at the vertices of the mesh. We can also interpolate the solution at points P by a quadratic reconstruction. 37 By construction, the mid-point of the edge is the centroid of the diamond control volume, and thus the application of the Green-Gauss theorem will yield a second-order accurate gradient. This consistent discretization has however not been tested in this work.
Spalart-Allmaras turbulence model
To simulate the e ects of uid turbulence at highReynolds number, the Spalart-Allamaras turbulence model 19 has been implemented in the version presented by Ashford. 38 The advective part of the turbulence model equation is discretized using a rstorder upwind scheme in a non-conservative formulation. This guarantees the positivity of the discretization and hence robustness. The viscous terms are also discretized using a positive formula which only uses the face neighbors.
Newton-implicit integration method
A fully implicit Newton-Krylov 39{41 scheme is used to compute steady state solutions of the Reynoldsaveraged Navier-Stokes equations. The turbulence model equation is solved fully coupled with the ow equations. With R denoting a vector whose j-th component is the nite volume discretization of the steady equations in the control volume j, the following nonlinear system of equations must be solved at each time-step l: and nally tends to in nity in order to recover the steady-state equations and the Newton quadratic convergence.
The solution of the linear system arising from the Newton linearization is obtained by the nitedi erence version of the GMRES algorithm 42 which has the advantage of not requiring the complete formation of the Jacobian matrix. The convergence rate of this algorithm is increased by using an ILU(0) preconditioner based on an approximate Jacobian of the discretization. This Jacobian should be a good approximation of the exact Jacobian and should yield a stable ILU decomposition. For that purpose, it is based on a simpli ed discretization. A rst-order upwind scheme is employed for the discretization of the advective part of the equations; the viscous term of the incompressible ow equations is assumed and discretized by a simple formula using only the closest neighbors.
The Portable, Extensive Toolkit for Scienti c Computations (PETSC 43 ) library of Argonne National Laboratory is used for all the infrastructure related to the Newton-Krylov solver.
3.5 Analysis of the positivity of the Diamond-path stencil discretization
As noted earlier, the positivity of the viscous term discretization plays an important role in the robustness of the numerical method. The application of the standard diamond-path stencil at the mesh interface between Cartesian and body conforming grids may lead to non-positive and inaccurate discretizations. (4)) is positive, which is very detrimental to the stability of the scheme. Meanwhile, there are many large negative coe cients. In order to compare the positivity properties of di erent discretizations, Coirier 2 proposes to evaluate the following parameter: min = min( n ; 0) r P N m=1
This coe cient measures the lack of positivity of a discretization. A negative value means that the scheme will be non positive. In this particular case, we obtaiñ min = ?1:615. Table 1 Diamond-path stencil discretization Table 1 shows that, by applying the modi ed version of the diamond-path stencil discretization, the behavior of the coe cients now displays a more normal pattern. Coe cient 0 is negative, and the coecients of the closest neighbors have become positive. Of course, the stencil has been enlarged and includes the neighbors of the neighbors. The coe cient n of some of these additional nodes are however found negative (not shown in Tab. 1). This discretization is thus not purely positive, but the non-positivity has been vastly improved. The resulting parameter~ min is equal to ?0:366, which is much smaller in magnitude than the original method.
This particular example arose in the numerical investigation presented in the next section, in the grid for the the AGARD case 1 ow simulation around the RAE2822 airfoil 44 (Grid III). An unstable behavior was observed when the ow developed to the point where the boundary layer would cross the mesh interface, leading to large values of the viscous term at the irregular cut Cartesian cells. By using the modied version of the diamond-path stencil, the stability of the numerical method is recovered and an accurate solution is produced.
Results

Flat plate turbulent boundary layer
The development of a turbulent boundary layer over a at plate is an ideal candidate to test the accuracy of the numerical method. We consider a ow with a Mach number equal to 0.2, and a Reynolds number Re L based on the length of the plate of 6 10 6 . The computational domain surrounds the plate, and far eld boundaries are located about 50 reference lengths away from the plate. After having de ned a stretched distribution of points along the plate serving as surface grid, a body conforming O?grid is generated. The thickness of the rst layer of cell is chosen equal to 5 10 ?6 times the plate length, and a geometric stretching factor of 1.25 is imposed. The leading edge of the boundary layer appears to the body conforming grid generator as an in nitely sharp convex corner from which a set of grid lines is spawned as shown in Fig. 6(b) ; small triangles are thus created at the leading edge.The body conforming grid is extending until the average aspect ratio of the last layer of cells does not exceed two, which gives 30 layers of cells. In this particular case, the boundary layer does not cross the mesh interface. A reasonably smooth matching is found between Cartesian cells and body conforming cells. In the rst calculation, the plate is oriented parallel to the x?axis, and the ow incidence is 0 degree. Fig. 6(a) shows that the cut Cartesian cells are mostly quadrilateral. In order to test the in uence of irregular cut Cartesian cells on the solution, a second calculation is performed with the plate and ow rotated by 30 degrees. The resulting mesh is presented in Fig. 6(b) . The intersection with the coordinate aligned Cartesian grid now produces many irregular triangular cut Cartesian cells (Fig. 6(b) , upper-left corner zoom box), and the ow is no longer aligned with the Cartesian cells.
The uid turbulence is initiated by the activation of trip points located along the plate at Re x = 6 10 5 . Fig. 6 (c) presents the distribution of the skin friction coe cient along the plate. A laminar boundary layer rst develops starting at the leading edge of the plate. The skin friction coe cient agrees well with the Blasius theory. Transition to the turbulent boundary layer is triggered by the trip term of the Spalart-Allmaras turbulence model. The skin friction distribution is compared to the empirical relation of Schultz-Grunow, 29 and demonstrates good agreement. The results with the x?axis aligned plate and the 30 degrees rotated plate are virtually identical, showing that the accuracy of the numerical method is independent of the shape of the irregular cut Cartesian cells at the mesh interface. In Fig. 6(d) , the u + vs y + logarithmic plot for a cross section at an abscissa Re x = 3:3 10 6 again demonstrates excellent agreement between the two solutions. The linear sublayer and logarithmic law of the velocity are well predicted by the numerical method. Furthermore, the solution agrees well with the experimental measurements of Wieghardt and Tillmann. The RAE2822 test case is very well documented in the literature, experimental data are available for a wide range of ow conditions. 44 It is therefore a very good case for testing the feasibility of the approach. Two di erent ow conditions have been chosen. The rst one is a fully subsonic ow (AGARD case 1) at a Mach number equal to 0.676, a corrected incidence of 1:92 degrees and a Reynolds number based on the chord of the airfoil equal to 5:7 10 6 . The second calculation corresponds to the AGARD case 9 where the Mach number is equal to 0.73, the corrected incidence is 2:31 degrees, and the Reynolds number is chosen equal to 6:5 10 6 . With the latter ow conditions, a shock forms on the upper surface of the airfoil.
In all calculations, the airfoil design coordinates provided have been used as the underlying geometry to generate the meshes.
AGARD case 1
For these particular ow conditions, a fully subsonic turbulent ow develops over the airfoil. We intend to test the exibility of the grid generation procedure as well as the accuracy and robustness of the code. Several di erent grids have been generated. The starting point is a fully Cartesian grid which automatically adapts to the geometry and generates smaller cells in highly curved regions. Speci ed parameters such as smallest cell size and larger cell size for the Cartesian cells intersecting the geometry have been respectively set to 0.01% and 3% of the chord. For the creation of the body conforming grid, we use a geometric stretching factor and initial cell size equal to 1.25 and 1 10 ?5 times the airfoil chord respectively. They are the only user input parameters of the method. The body conforming mesh is automatically stopped when the average aspect ratio of the last layer of cells is equal to 2. A new Cartesian grid is then automatically generated and intersected with the body conforming grid; this provides the completed hybridCartesian grid named grid I (Fig. 7(a) ).
A second mesh (grid II), not shown in Fig. 7 consisting of 50 layers of cells is obtained by suppressing the constraint on the aspect ratio. This body conforming grid is not intersected with any surrounding Cartesian mesh, and is a regular structured type mesh. It extends about 50 chords away from the airfoil. On the other extreme, a third grid (grid III, Fig. 7(b) ) is generated by forcing the body conforming grid generator to stop relatively close to the wall; this mesh only contains 20 layers of cells compared to the initial hybrid-Cartesian mesh which includes 30 layers. Using the same body conforming grid, an anisotropic Cartesian grid has been created to provide a fourth hybrid-Cartesian mesh (grid IV, Fig. 7(c) ). Notice that the number of cells in this grid is similar to grid I { this is the major advantage of anisotropic re nement. Grid III on the other hand involves almost twice as many cells than grid I because of the ne resolution of the isotropic Cartesian cells at the mesh interface.
For this particular calculation, no trip point is speci ed to initiate the uid turbulence. The ow is assumed fully turbulent. This is obtained by removing the transition term from the Spalart-Allmaras model and suppressing the modi cation of the production term which prevents the production of turbulence for small values of the eddy viscosity variable. Fig. 7 shows the Mach isolines of the simulation on grid I, III and IV, while the pressure coe cient distribution along the wall is provided in Fig. 8(a) . Results obtained on the three di erents grids appear almost identical. Our numerical solutions also compare very well with a solution obtained with the wellestablished OVERFLOW code 46 of the airfoil rather than their design values. Skin friction distributions of the various meshes are presented in Fig. 8(b) which agree fairly well with the experimental results. The experimental values are based on the velocity at the edge of the boundary layer, and thus had to be rescaled using the computational results to be compared to our classical non-dimensionalized values. Again, very slight di erences between the various solutions appear.
Solutions were obtained on all grids using an initial CFL number equal to 10, a Krylov subspace involving 30 search directions and with four restarts of the GM-RES algorithm. Convergence histories are presented in Fig. 8(c) and Fig. 8(d) for the density and turbulent variable residuals respectively. Interestingly, we notice that all hybrid-Cartesian grids show the same convergence behavior. The run performed on the body conforming grid II converges faster than the others. The mesh irregularities of the mesh interface of the hybrid-Cartesian grids thus seem to produce a sti er non-linear system to solve. In particular, we notice that the residual decrease for grid II is clearly faster once the domain of attraction of the Newton's method is reached. A converged numerical solution on the hybrid grids can be obtained in about two hundred Newton iterations. This corresponds to about 2 hours of CPU time on a MIPS R10000, 195 Mhz processor. We hope to improve this by further optimization of our code.
Grid III is specially designed to investigate the robustness of the numerical method when the boundary layers cross the interfaces between Cartesian and body conforming grids. The external boundary of the body conforming grid is very close to the wall, and the boundary layer crosses it near the trailing edge of the airfoil. A major instability problem was found when the calculation was performed with the standard diamond path stencil discretization. The instability occurred when the boundary layer developed to the point that large values of the viscous term operator are calculated at the mesh interface. Application of the modi ed version of the diamond-path stencil discretization eliminated the instability on this mesh. This is an important result since, for 3D complex geometries, it is virtually impossible to generate body conforming grids which guarantee that the boundary layers will not cross their mesh interface with the surrounding Cartesian grid. 4.2.2 AGARD case 9 Figure 9 (a) shows the mesh for the AGARD case 9. The ow solution for this case is characterized by the occurrence of a strong shock on the upper surface of the airfoil which causes an important thickening of the boundary layer. A grid clustered in the region of the shock is generated by prescribing a speci c length scale at one point of the geometry. The initial Cartesian grid adapts to the curvature of the geometry and also tries to match this particular speci ed point length scale.
Consistent with the experiments, trip points are speci ed on both sides of the geometry at 3% of the chord.
The pressure coe cient and skin friction distributions along the wall are presented in Fig. 9(b) . The position of the shock is predicted slightly upstream of the experimental measurements. This is a behavior often found with the Spalart-Allmaras turbulence model. 38 
Multi-element airfoil
The turbulent ow around a three-element airfoil is simulated to demonstrate the application of the hybrid-Cartesian grid approach to complex multicomponent geometries. This con guration includes concave and convex corners as well as narrow gaps. The simulation is performed with free-air conditions at a Mach number equal to 0.2, angle of attack 16 degrees and Reynolds number 9 10 6 . Experimental results are reported by Chin et al. 47 As shown in Fig. 10 , body conforming grids have been automatically generated around each component of this con guration. The initial layer size is equal to 1 10 ?5 times the chord of the main airfoil, and a stretching factor of 1.25 is imposed. Both approaches of grid line merging and front breaking have been used to create two grids named grid I and grid II respectively. After the automatic treatment of the overlapping regions and intersection with a surrounding Cartesian mesh, two di erent hybrid-Cartesian grids (34,479 and 33,816 cells respectively) are obtained ( Fig. 10(a) ). Mach isolines for the ow simulation with grid I are presented in Fig. 10(b) . The pressure coecient distributions for both grids agree fairly well with the experimental measurements ( Fig. 10(c) ). The results on the two di erent grids appear almost identical. Convergence of the density and the turbulence variable is reported in Fig. 10(d) .
Conclusion
The hybrid-Cartesian grid generation approach is a promising technique to automate the simulations of high-Reynolds number viscous ows around com- plex geometries. New strategies have been proposed to alleviate the two major problems of a hybrid grid approach. First, the generation of a surface grid suited to the generation of orthogonal highly stretched body conforming grids can be fully automated by making use of an initial Cartesian grid which automatically adapts to the geometry curvature and transports length scales. A point set for a surface discretization can be obtained by automatically selecting the pierce points of this initial Cartesian grid in the geometry. Second, a robust marching scheme including mesh exibilities such as grid line merging and grid line spawning from convex corners has been presented. Irregular cell distributions at the mesh interface between Cartesian and body conforming grids have been found to cause non-positive viscous term discretizations, resulting instabilities. To alleviate this problem, a modi ed version of the diamond-path stencil discretization has been proposed. Several high Reynolds number turbulent ow simulations around single and multi-element airfoils have demonstrated the accuracy and robustness of the method.
Although the grids are not always pretty in the conventional sense, we have demonstrated that accurate solutions can be obtained on them. The exibility of our merging procedure, and of using Cartesian grids in overlap regions, will surely prove necessary in 3 dimensional grid generation, where much more complex geometric problems will occur. We also plan to further investigate the stability of our modi ed sten-cil in the presence of the very irregular grid cells at mesh interfaces. The modi ed diamond path stencil is a promising approach for obtaining consistent and robust viscous term discretizations regardless of mesh irregularities. Finally, we have not made use of adaptation during the ow solution process. Whether or not this will be su cient to compute wakes, or whether treatment of wakes needs to be included in the initial grid generation procedures remains to be seen.
