Abstract-We propose a method for constructing optimal causal approximate inverse for discrete-time single-input single-output (SISO) causal periodic filters in the presence of measurement noise. The analysis is based on block signals and multi-input multi-output (MIMO) time-invariant models for periodic filters. The objective function to be minimized is the asymptotic block mean square error. The optimization problem is formulated in terms of transfer matrices as an optimal model-matching problem with nonsquare model and plant. Based on an inner-outer factorization on the transpose of the plant rational matrix, it is shown that the problem can be further reduced to one with a lower dimensional square model and plant, which is then solved in the time-domain, and a closed-form solution is obtained. A lower bound on the objective function is given. It is shown that the lower bound can be asymptotically achieved as the order of the optimal transfer matrix increases. The proposed method is extended to MIMO periodic systems. Numerical examples are used to illustrate the performance of the proposed approximate inverse.
I. INTRODUCTION

P
ERIODIC filters and systems have been found useful in the areas of signal processing and communications, e.g., in subband coding [20] , in transmultiplexer modeling and design [16] , in speech scrambling [9] , in co-channel interference cancellation [4] , and in blind equalization [15] , [17] . The inverse, or approximate inverse, of periodic filters is used for recovering the scrambled speech signals [9] and for equalization of periodically time-varying channels [17] , [24] . Inverting periodic filters is discussed in [8] , [10] , and [21] for noiseless case and, recently, in [23] and [24] when measurement noise is present.
It is well known that associated with each -periodic filter, there is an -input -output time-invariant system that exhibits an input-output (I/O) relation that is identical to that of the filter [7] , [13] , [20] . This MIMO time-invariant model corresponds to the block filter implementation [20, p. 428] . For a general study of periodic systems, in particular, in the inverse filtering problem, this model is often adopted since the time-invariant nature would allow considerable simplification in problem formulation as well as in analysis and design. Indeed, based on such a model, there is a very simple procedure for determining the invertibility condition in the absence of noise [8] , [10] ; also, the well-established design techniques for time-invariant systems can be used for inverse filter design [10] , [23] . It is known that such a filter model must satisfy an additional structure constraint owing to causality [7, p. 1090] . As a result, the inverse filter design problem thus formulated will be closely related to constructing an appropriate "inverse" time-invariant system subject to this constraint to guarantee the existence of a corresponding single-input single-output (SISO) causal periodic realization (as is required in real-time operations). In the noiseless case, Lin and King [10] proposed a method for finding such an "inverse" transfer matrix; however, the stability issue of the solution toward a causal periodic implementation has yet to be addressed. For the general case when noise is present, there has yet to be a related study of approximate inverse design based on such MIMO time-invariant formulation (see the introductory comments in [24, p. 1685-1686] ). Zhang et al. in [23] and [24] , on the other hand, propose an alternative "direct" approach: They formulate the problem directly in terms of the state equation for periodic filters; the optimal inverse filter coefficients are computed, in an iterative manner, based on the linear-matrix-inequality (LMI) method. This paper is a generalization of the previous work in [10] . Based on block signals and MIMO time-invariant models for periodic filters, we study the problem of constructing an approximate inverse for a given periodic filter [either infinite impulse response (IIR) or finite impulse response (FIR)] when there is noise. For a given reconstruction delay, we show how to construct an approximate inverse, which is a causal and stable periodic filter with the same period, such that the average energy of the block reconstruction error is kept small. There is a natural formulation of the optimization problem in terms of transfer matrices of periodic filters as an optimal model-matching problem [2] , [5] . Owing to the noise effect, it is seen that the resultant model and plant are nonsquare rational matrices. Based on an inner-outer factorization on the transpose of the plant rational matrix, it is shown that the problem is further reduced to one with lower dimensional square model and plant. The reduction in dimensions of model and plant using inner-outer factorization leads to a simple procedure for obtaining an optimal transfer matrix subject to the causality constraint; it also enables us to obtain a lower bound on the objective function. Compared with the LMI-based method [23] , [24] , our solution is in closed form. With the optimal solution, it can be shown that the objective function can be made arbitrarily close to the obtained lower bound if a sufficiently large reconstruction delay is allowed. Our formulation, moreover, allows a direct extension of the proposed method for constructing an MIMO approximate inverse of a given MIMO periodic system. The organization of this paper is as follows. Section II is the problem statement and some preliminary results. Section III proposes the optimality criterion. Section IV shows that the problem is equivalent to solving an optimal model-matching problem and gives a lower bound on the objective function. The construction of the solution is given in Section V. Section VI extends the proposed method to MIMO periodic systems. Section VII is the simulation results. Finally, Section VIII is the conclusion.
List of Notations: Let be the set of all real matrices. The notations and , respectively, stand for the zero matrix and the identity matrix. We say a real rational matrix is proper if is a constant matrix with finite entries. Let be the set of all proper real rational matrices in with all its poles in the open unit disk . The notation denotes the unit circle . Let be the set of all real rational matrices in with no poles on . The convolution of two sequences X Y is defined as X Y X z Y, where z is the -step delay such that z Y Y . The notation denotes the expected value of the random variable .
II. PROBLEM STATEMENT AND PRELIMINARY
A. Problem Statement
Consider the discrete-time linear causal -periodic filter described by the following state equation 1 (2.1) where , are respectively, the input, output, and state vector;
, and are -periodic, that is and (2.2)
We assume that filter (2.1) is (asymptotically) stable [1] . Consider the block diagram shown in Fig. 1 . Let be the observed signal, which is the sum of the filter output and a measurement noise , i.e., (2.3) and let be a -step delay of the input to filter (2.1), that is (2.4) 1 Other models for periodic filters include polyphase representation, periodic difference equation, etc. The state equation seems most convenient for the problem addressed since there is an associated well-known formula for the MIMO time-invariant filter model. An approximate inverse of filter (2.1) is a causal stable -periodic filter with input and output described by (2.5) where , and are -periodic such that, with , the output is close to , i.e., the error signal
is small for the input signal of interest.
The following assumptions are made in the sequel.
1) The input to filter (2.1) is a white sequence with zero-mean and unit variance.
2) The noise is a white sequence with zero-mean and variance and is uncorrelated with the input . In this paper, we propose a method for constructing an approximate inverse of the form (2.5), with which the average energy of the block reconstruction error signal is kept small. , and can be found in [13] . The transfer matrix of the system (2.8) is (2.9) Thus, each linear causal -periodic filter is represented by an proper rational matrix with lower triangular. Conversely, any
B. Preliminary
1) Transfer Matrix
proper rational matrix with lower triangular can be implemented as an -periodic filter of the form (2.1) [7] . An algorithm for computing minimal -periodic realizations can be found in [11] . In the sequel, we will simply call the transfer matrix of the periodic filter (2.1). We need the following results.
Proposition 2.1 [7] [25] : Let X be the inverse -transform of . Then, we have X .
III. OPTIMALITY CRITERION
In this section, we propose an optimality criterion for approximate inverse design. Our analysis is based on block signals and MIMO time-invariant models of periodic filters. As we will see, the characterization of the block reconstruction error is simple, and the selection of design criterion is natural and convenient.
Let the block reconstructed output , reconstruction error , and noise be defined in an analog way as in (2.7a). Let , and be, respectively, the transfer matrices of the -step delay [see (2.10)], filter (2.1), and filter (2.5); denote by D G, and F the respective inverse -transforms. Then, we have
Since D and from (3.1), we can write as
To reliably recover the input signal , we must keep the block reconstruction error "small" for each . A commonly used measure of the "size" of is the mean square value , i.e., the average energy. The following proposition provides a characterization of this quantity. Specifically, we will see that, owing to the causality of the signal and noise is an increasing function of and asymptotically approaches a constant as . The result will allow a very natural optimal criterion for approximate inverse design. The proof of the proposition is given in Appendix A.
Proposition 3.1: Let the block error be defined in the same way as in (2.7a). Then, we have
In particular, increases with and, as , approaches
Based on Proposition 3.1, we propose to construct an approximate inverse by minimizing the asymptotic block mean square error defined in (3.4) . This is because if is small, then the monotone increasing property guarantees that is small for each . Moreover, the objective function will also allow a natural formulation of the optimization problem in terms of transfer matrices as an optimal model-matching problem, based on which a closed-form solution can be obtained. This will be shown in the next two sections.
Remarks: a) We note that is transfer matrix of the cascade connection of filters (2.1) and (2.5) [7, p. 1089]. As a result, the first term of the objective function in (3.4) can be regarded as a measure of the imperfectness of signal resolution (filter inversion). The second term represents the noise contribution to the approximation error with respect to a signal resolution quality attained by . b) We note from (3.4) that large noise variance tends to emphasize large reduction in noise effect. However, this is done at the expense of the signal resolution quality. On the other hand, small leads to better signal resolution quality but with smaller noise reduction. Hence, there is a tradeoff between signal resolution quality and noise reduction. c) The problem of constructing an approximate inverse for a given periodic filter in the presence of noise is also addressed in [23] and [24] . By regarding the signal and noise as the input to the signal reconstruction system shown in Fig. 1 and error as the corresponding output, the optimality criterion adopted in [23] and [24] is to minimize the squared H -norm of the I/O map from the augmented input to the error . In terms of block signals, such an objective function is shown to be equal to [23, p. 2698] . . . (3.5) By the definition of the 2-norm [see (2.13)], it can be easily checked that the quantity given in (3.5) is a special case of the proposed objective function in (3.4) with noise variance fixed at . The resultant minimization problem in [23] and [24] is formulated in terms of the state equations associated with the augmented transfer matrix . . . and is solved via the LMI-based approach.
IV. OPTIMAL MODEL-MATCHING PROBLEM
A. Problem Formulation
From (3.4), it appears that an optimal , if it exists, will tend to keep the two quantities and small or, equivalently, to keep and . The observation thus indicates that an optimal approximate inverse (which is stable and causal) can be obtained if we can find an , with lower triangular, such that the above two "matching" conditions hold as exact as possible. This suggests that we can formulate the problem as an optimal model-matching problem. Since such formulation involves only time-invariant transfer matrices, the related properties of rational matrices can be further used for deriving a solution.
To see this, we should note that the objective function in (3.4), which is a weighted sum of the two quantities and , can be further rewritten by using only one single term. More precisely, by definition of 2-norm and from (3. .4) In (4.4), the rational matrix represents the target "model" to be achieved: and are the desired models, respectively, for signal resolution and noise reduction, whereas is the given "plant" ( for signal, and with respect to noise) based on which we are to design an to keep as close to as possible in the 2-norm sense. The problem of optimal approximate inverse design, therefore, can be formulated as follows: Given a model and a plant , find an , with lower triangular, such that the objective function in (4.4) is minimized.
Remarks: a) Consider the noiseless case ; hence, (4.4) reduces to (4.5) We note that in this case, the model and plant ( and , respectively) are square rational matrices. If has all its poles inside and the reconstruction delay is large enough, it is shown in [10] that we can choose (4.6) to yield the reconstructed output identical to the -step delay of the input , viz.,
. We note that with in (4.6), the model is exactly matched in this case, and hence, . The procedure for constructing one such with minimal possible reconstruction delay is given in [10, p. 198] . b) Formulation of other signal design and reconstruction problems as an optimal model-matching problem is also found in the designs of rate-changing multirate elements [2] , [18] , and perfect reconstruction filterbank, e.g., see [19] [where the same 2-norm criterion as in (4.4) is used], and [3] , [5] , [6] (in which an criterion is used). We should note, however, that the problems addressed in all these works do not consider the noise effect.
B. Equivalent Problem with Lower Dimension
Due to noise effect, the model and plant ( and , respectively) are nonsquare rational matrices. In what follows, based on an inner-outer factorization on , we will show that the proposed model-matching problem can be equivalently reduced to one in which both the model and plant are square rational matrices with lower dimensions. The reduction in dimension of model and plant will lead to a simple procedure for finding the optimal solution (in Section V). In addition, it will allow us to obtain a lower bound on the objective function. As we will see, this bound is an indication of the best achievable performance.
To Based on (4.9), it follows immediately that, for a given , the second term on the right-hand side (RHS) of (4.9) is independent of that is to be determined. Hence, to find an optimal , it is equivalent to solving the following optimal model-matching problem, in which the model and plant are square rational matrices: subject to and is lower triangular. (4.11)
Remarks: a) We note that in the equivalent problem (4.11), the plant is an outer rational matrix. In the next section, this property will be further exploited for deriving the solution. b) Consider the noiseless case, i.e.,
. Then, the factorization (4.7) is replaced by (4.12) where is an inner-outer factorization of (both and are square with dimension ). In this case, we have instead, and (4.9) reduces to (4.13) c) Algorithms for computing an inner-outer factorization of can be found in, e.g., [12] , [19, p. 975] , and [25, p. 555 ].
In addition, from (4.9), it can be easily seen that no matter which is used, a lower bound on the objective function is (4.14)
Note that in noiseless case, the lower bound in (4.14) equals zero, and the objective function in (4.9) reduces to the one given in (4.13). Therefore, for a given noise variance , the bound in (4.14) can be regarded as the inherent approximation error incurred due to noise. In general, this lower bound can be asymptotically achieved as the value of reconstruction delay approaches infinity. To see this, we will first find an optimal solution by solving problem (4.11) . This is done in the next section.
V. OPTIMAL SOLUTION
In this section, we solve problem (4.11) for an optimal . Section V-A reformulates problem (4.11) in the time-domain. Section V-B then derives a solution. Finally, Section V-C discusses some properties of the optimal solution.
A. Optimization Problem in the Time-Domain
To solve problem (4.11), we propose to rewrite the problem in time-domain and in terms of the inverse -transforms of the related rational matrices. With such a time-domain formulation, there is a simple procedure for obtaining an optimal solution that satisfies the required constraints. To this end, we need some additional notations.
Recall that is the space of all square summable sequences of real matrices X X with -transforms . In the sequel, we set . For integer , let X X , and X X . Clearly, we have . Note that is the subspace of causal sequences, and is the subspace of anti-causal sequences, respectively. For X , let X be the projection of X onto and X be the projection of X onto . Thus, X X X . Denote by the matrix unit-impulse sequence, i.e., for and otherwise.
Let H F, and G be, respectively, the inverse -transforms of , and . Then, with Proposition 2.3, problem (4.11) is equivalent to H F G subject to F and F is lower triangular. (5.1)
Remarks: a) We note that in problem (5.1), F and G are causal sequences, but H is generally not.
b) In the noiseless case, based on (4.12), the sequences H and G in (5.1) are, respectively, the inverse -transforms of and .
B. Optimal Solution
The derivation of a solution is based on a rearrangement of the time-domain objective function H F G . Specifically, it is shown in Appendix C that the quantity H F G can be decomposed as a sum of three terms as
We note that the first term on the RHS of (5.2), which is the energy of the anticausal component of H, is independent of F. In addition, since is outer, we have, by definition, and, hence, its inverse -transform G . As a result, for a given initial value F , we can choose
to make the third term on the RHS of (5.2) equal to zero. Hence, if we can first find the lower triangular matrix F , the initial value, which minimizes the second term on the RHS of (5.2), namely
then the quantity H F G is minimized by choosing F as in (5.3) and F F . The optimal F is constructed as follows. Factorize G as
where is unitary, and is lower triangular. This is simply a QR-factorization of the matrix G . Since G is nonsingular, as is . Write H , where is the th entry . Define the lower triangular matrix by
We note that the matrix thus defined is simply obtained from H by nullimg its entries on the upper diagonals. Then, the optimal F is given in the following proposition.
Proposition 5.1: The lower triangular matrix that minimizes the Frobenius norm (5.4) is F
, where and are, respectively, defined in (5.6) and (5.5).
Proof: Since, from (5.5), G and the Frobenius norm is unitary invariant, we have
Since F is lower triangular, it follows from (5.7) that the minimum norm is attained if we choose F to eliminate the entries on the main and lower diagonals of H . This immediately implies that F , and the result follows. With (5.3) and F in Proposition 5.1, the optimal F is thus F F H F G G . With some rearrangement, the expression of F can be further simplified as
By taking the -transform of both sides of (5.8), the transfer matrix of the optimal approximate inverse is immediately obtained as
where is the -transform of H . Remark: The proposed optimal approximate inverse in (5.9) is, in general, IIR. One way to obtain a th-order FIR approximate inverse is to keep the first terms of F to get the FIR transfer matrix
C. Some Properties of the Optimal Approximate Inverse
With optimal in (5.9), it can be verified, using (5.2) and Proposition 2.3, that
where is the -transform of the anticausal sequence H . From (4.9) and (5.11), the minimal value of the objective function is thus
Note that since has all its poles outside , and therefore, its inverse -transform is an infinite-duration sequence belonging to . Since defined in (2.10) is the transfer matrix of the -step delay, the sequence H, which is the inverse -transform of , is thus a delayed version of the one associated with . Hence, as the reconstruction delay is sufficiently large, we can make the sequence H arbitrarily close to a zero sequence and, hence, the two quantities and H arbitrarily close to zero. From (5.12), we thus have the following asymptotic property.
Proposition 5.2:
The minimal value of the objective function as the reconstruction delay . For the special case , the limit value of is zero. From Proposition 5.2, the quantity can therefore be regarded as the "best achievable" performance for a given noise variance . In particular, if, for some choice of delay, the resultant is substantially larger than this quantity, we can further improve the performance by introducing more delays. Since increasing the delay will, at the same time, increase the order of , and hence the order of optimal [see (5.9)], there is a tradeoff between the achievable performance and the order of the transfer matrix associated with the optimal approximate inverse.
Remark , then the significant part of the anticausal component of G will last a long time. As a result, it would require a large reconstruction delay and, therefore, a high order to keep H close to a zero sequence and, hence, achieve a good approximation performance. For the case , although a nonminimum phase zero of is no longer a pole of , simulation results (see Simulation 4) show that this tendency, however, seems to hold.
VI. EXTENSION TO MIMO -PERIODIC SYSTEMS
Suppose that the state equations (2.1) and (2.5), instead, represent two -periodic systems, each with inputs and outputs. Our goal is to design an approximate inverse (2.5) of system (2.1) such that, for , the signal in the th output channel of system (2.5) is close to a -step delay of the th input signal of system (2.1). Assume that i) the input signals to system (2.1) are uncorrelated white sequences and that ii) the additive noises are uncorrelated white sequences and are uncorrelated with the input signals to system (2.1). Under these assumptions, the proposed method for the scalar case can be extended. This is seen as follows.
Note that each -input -output -periodic system of the form (2.1) is represented by a rational matrix with -block lower triangular (and vice versa) [7] . The optimality criterion in terms of transfer matrices described in Section III thus applies; the objective function is of the same form as in (3.4) , except that the transfer matrices involved are of dimensions . By following the same procedures as in Section IV, it amounts to solving a model-matching problem as in (4.11), subject to and being -block lower triangular. Note that the transfer matrix , in this case, is associated with the -input -output time-invariant system whose th output is a -step delay of the th input (one way to construct such a is given in Appendix D). Since the problem is essentially the same with the one in the SISO case, except for the constraint on F , we still need to determine the -block lower triangular matrix F that minimizes the Frobenius norm (5.4). To this end, factorize G as in (5.5) . Since is lower triangular, F is -block lower triangular. Equation (5.7) shows that the optimal F is chosen so that F eliminates the entries on the -block main and lower diagonals of the matrix H . This implies that F , where is the -block lower triangular matrix obtained from H by nulling its entries on the -block upper diagonals [ is constructed similarly as in (5.6)].
VII. SIMULATION RESULTS
In this section, we use several numerical simulations to illustrate the performance of the proposed optimal approximate inverse. In our simulations, we estimate the block mean squared error at time , viz., , via the time-average
where is the total number of independent Monte Carlo realizations, and is the th block error sample in the th realization. Based on the computed , we determine the associated steady-state region by selecting a time instant such that approaches a constant for all . The estimated value of the asymptotic block mean squared error in (3.4) is then computed as (7.2) where is the total number of estimated block mean squared errors in the steady state. For each conducted Monte Carlo realization, the input to filter (2.1) is a white Gaussian sequence with 100 samples. The signal-to-noise ratio (SNR) is defined as SNR . In all simulations, the number of trials is . To compute the optimal approximate inverse, we use the algorithm in [25, p. 555 ] to compute an inner-outer factorization of the rational matrix . [10] : The performance of the proposed optimal approximate inverse is compared with that obtained by the minimal-delay inverse filter constructed in the noiseless case [10] . We consider the 2-periodic filter described as (7. 3)
1) Simulation 1-Comparision with Previous Work
The associated transfer matrix is (7.4) By computations, is proper and has all its poles inside . According to [10] , the minimal achievable reconstruction delay is zero, and the transfer matrix associated with the inverse filter is simply [cf. (4.6)]. For a fair comparison, the proposed optimal approximate inverse based on (5.9) is implemented by setting . Fig. 2 shows the respective computed objective function with respect to different values of SNR. As we can see from the figure, for SNR dB, the performances obtained by the two methods are roughly the same. For SNR dB, the proposed method leads to improved performance since it does the task of noise reduction. For the particular case SNR dB, the transfer matrix of the optimal approximate inverse is computed as in (7.5) , shown at the bottom of the page. Using the algorithm in [11] , a minimal 2-periodic realization of in (7.5) is obtained as (7.6) [23] , [24] : The performance of the proposed approximate inverse is compared with that obtained by the LMI approach in [23] and [24] . We consider the following 2-periodic FIR filter, which is used in simulation in [23] and [24] : (7.7) and use both methods to design an FIR approximate inverse. At each SNR level, an optimal approximate inverse is first designed according to (5.9) (we choose reconstruction delay as in the simulations in [23] and [24] ). Then, a ninth-order FIR approximate inverse is obtained using (5.10) (computations show that this choice yields a good match in performance to the computed optimal IIR at each SNR). By computations, the dimension of a minimal realization of the obtained , at each SNR, is 19. For a fair comparison, an FIR 2-periodic filter with the same dimension of realization is designed based on [24] . In particular, we obtain the LMI-based solution by properly scaling a parameter in the design equation (the matrix in [24, p. 1688, (3.11) ]) by noise standard deviation to further reflect the actual noise variance; the solution thus obtained then minimizes the same objective function as ours. Fig. 3 shows the respective computed versus SNR. From the figure, we can see that the performances of the proposed analytical solution and the one based on the LMI method are roughly the same; this is not unexpected since both solutions tend to minimize the same objective function.
2) Simulation 2-Comparison with the LMI-Based Method
3) Simulation 3-Effects of Reconstruction Delay:
In this simulation, we demonstrate the effect of reconstruction delay. In particular, we will show that when the optimal is used, the computed objective function , as the delay increases, will be close to the lower bound (4.14). We consider the 2-periodic filter obtained via replacing the vector in state (7.3) by . We fix the SNR at 20 dB. For each , the optimal is implemented. Fig. 4 shows the respective computed versus delay . In addition, at each delay, the associated theoretical minimal value based on (5.12) and lower bound (4.14) are calculated and shown in the figure. The result shows that the experimental values are very close to the theoretical and exhibit the expected tendency.
4) Simulation 4-Effect of Nonminimum Phase Zero of :
In this simulation, we demonstrate the dependence of (7.5) performance on the locations of nonminimum phase zeros of . We consider the filter used in the previous simulation and another filter obtained by replacing the vector in state (7.3) by (in the sequel, we will call them "filter (a)" and "filter (b)," respectively). By computations, the respective transfer matrices have a single nonminimum phase zero at and . For fixed SNR at 20 dB, Fig. 5 to achieve an approximation error close to the lower bound .
5) Simulation 5-MIMO Periodic Systems:
In this simulation, we demonstrate the performance of the proposed method when it applies to MIMO periodic systems. We consider the 2-input 2-output 2-periodic system given as (7.8) An approximate inverse of system (7.8) is designed based on (5.9); the reconstruction delays in channels 1 and 2 are, respectively, 6 and 7. The input signal to each channel is a white sequence of 100 samples. The resultant vector error signal (of dimension 2) is obtained, and the (experimental) objective function is computed. Fig. 6 shows the computed and the theoretical versus SNR. The result shows that the experimental values are very close to the theoretical values.
VIII. CONCLUSION
We study the problem of constructing an approximate inverse of SISO linear causal discrete-time periodic filters in the presence of measurement noise. In terms of block signals and block time-invariant filter model, the characterization of the block error signal is simple, and the selection of design criterion is very natural and convenient. The proposed optimality criterion, which minimizes the asymptotic block mean square error, allows us to formulate the problem in terms of transfer matrices as an optimal model-matching problem. The problem is solved using an inner-outer factorization and in terms of related time-domain sequences. In particular, the proposed time-domain approach for a solution yields a simple procedure for obtaining a closed-form optimal transfer matrix subject to the causality constraint. The computations required are inner-outer factorizations for rational matrices and QR-factorizations but do not involve numerical optimization (as is required in existing LMI method). We also obtain a lower bound incurred by noise on the objective function, which can be considered as the "target performance" for a given noise variance. The bound can be asymptotically achieved as the order of optimal transfer matrix increases. In fact, there is a tradeoff between the achievable performance and the order of the solution. The optimal transfer matrix is, in general, IIR, but an FIR approximate inverse can simply be obtained by truncating the associated inverse -transform. The proposed method is also extended to MIMO periodic systems. [25] : Let and be two square inner rational matrices. Then, for any , we have , that is, pre or post multiplying a rational matrix by a square inner factor preserves 2-norm. where the last equality follows since in (2.10), which is the transfer matrix of the -step delay, is square and inner and by using Lemma B.2. From (4.3) and (4.7) Since F G F z G, we have
APPENDIX
Proof of Equation (B.5):
Decompose the first term on the RHS of (C.1) as H F G H F G H F G , and hence, with (C.1), we have
where the last equality follows since H F G H (for F G is causal). Substituting H F G in (C.3) into (C.2) and by definition of norm in (2.11), the result follows.
APPENDIX D TRANSFER MATRIX OF MIMO DELAY
For a fixed , we will show how to construct the transfer matrix associated with the -input -output system whose I/O relation is a -step delay in the th channel. Since a MIMO delay can be considered as a cascade of systems, each of which being a delay in a single channel, the associated transfer matrix is then obtained as [7] . where e is the th standard unit vector . The result (D.1) can be verified by investigating the -transforms of the block input and output [defined similarly as in (2.7a) but is of dimension ] associated with the system and using (2.10).
