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CENTRAL LIMIT THEOREMS FOR GROUP ACTIONS WHICH ARE
EXPONENTIALLY MIXING OF ALL ORDERS
MICHAEL BJÖRKLUND AND ALEXANDER GORODNIK
ABSTRACT. In this paper we establish a general dynamical Central Limit Theorem (CLT) for
group actions which are exponentially mixing of all orders. In particular, the main result ap-
plies to Cartan flows on finite-volume quotients of simple Lie groups. Our proof uses a novel
relativization of the classical method of cumulants, which should be of independent interest. As
a sample application of our techniques, we show that the CLT holds along lacunary samples of
the horocycle flow on finite-area hyperbolic surfaces applied to any smooth compactly supported
function.
1. INTRODUCTION
1.1. Central limit theorems in dynamics
One of the fundamental problems in the theory of dynamical systems is to understand
whether a sequence of observables of a chaotic dynamical system computed along generic or-
bits behaves similarly to a sequence of independent identically distributed random variables.
More precisely, given ameasure-preserving transformation T of a probability space (X,µ) and a
measurable function f on X, one is interested in analysing statistical properties of the sequence
f(Tx), f(T 2x), . . . , f(Tkx), . . . (1.1)
where x ∈ X is distributed according to the measure µ. One says that the “Central Limit
Theorem” (CLT) holds if there exists σf > 0 such that
1√
N
N∑
k=1
(f ◦ Tk − µ(f)) =⇒ N(0,σ2f) as N→∞, (1.2)
where N(0,σ2f) denotes the Gaussian distribution with variance σ
2
f, and =⇒ denotes conver-
gence in the sense of distributions. Explicitly this means that for every interval (a,b),
µ
({
x ∈ X : a < 1√
N
N∑
k=1
(f(Tkx) − µ(f)) < b
})
−→ 1√
2piσf
∫b
a
e−u
2/(2σf) du
as N → ∞. Due to deterministic nature of the sequence (1.1), it is known that CLT cannot
hold for general functions in L1(X,µ), and one is interested in finding a “large” subspace A of
functions satisfying (1.2). In applications, the space X is often assumed to be a finite-volume
Riemannian manifold, T : X → X a smooth map which preserves the volume measure on X,
and A is some linear subspace of continuous functions with prescribed regularity (Hölder, Cr
for some r, etc.). Starting with the pioneering work of Sinai [28] who established the Cen-
tral Limit Theorem for geodesic flows on compact manifolds with constant negative curvature,
this problem has been extensively studied for transformations satisfying some hyperbolicity
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assumptions [24, 27, 5, 19, 12, 23, 6, 25, 32, 20, 21, 10, 26, 13, 17]. We refer to [11, 12, 18, 22, 30]
for surveys of this area of research.
More generally, we consider a measure-preserving action of a groupH on a probability space
(X,µ). Given a measurable function f on X, we obtain a collection of observables
{f(h−1x) : h ∈ H} with x ∈ X. (1.3)
The aim of this paper is to establish a general Central Limit Theorem for the averages
1
|FT |1/2
∑
h∈FT
(f ◦ h−1 − µ(f)), FT ⊂ H,
for actions of higher-dimensional (possibly non-commutative) groups. Previously, CLT was
established in [7, 8, 9] for actions of the group H = (Zd,+) by automorphisms of compact
abelian groups. Our result holds for general actions that are “sufficiently chaotic”, which is
manifested by quantitative estimates on the higher-order correlations∫
X
f1(h
−1
1 x) · · · fr(h−1r x)dµ(x)
for h1, . . . ,hr ∈ H and f1, . . . , fr : X→ R.
The multi-parameter averages of this type naturally arise in number-theoretic problems. In
[3] we apply the developed techniques to analyze the discrepancies of distributions of values
of products of linear forms.
1.2. The main result
Let H be a locally compact group equipped with a left-invariant Haar measure mH and a
proper left-invariant metric d. We say that (H,d) has sub-exponential growth if
lim
r→∞
logmH(Bd(e, r))
r
= 0, (1.4)
where Bd(e, r) denotes the d-ball around the identity element e inG of radius r. It is not hard to
show that every locally compact second countable abelian group has sub-exponential growth; a
bit more work is required to show that every locally compact second countable nilpotent group
has sub-exponential growth. Furthermore, it is well-known that groups of sub-exponential
growth are amenable, and thus possess right Følner sequences. We recall that a sequence (FT )
of compact subsets with non-empty interiors in H is right Følner if
lim
T→∞
mH(FT △ FTh)
mH(FT )
= 0, for all h ∈ H,
where △ denotes the symmetric difference of sets. It is easy to show that if H = (Rn,+), then
any sequence of Euclidean balls of increasing radii forms a Følner sequence in H. More gener-
ally, balls in groups of sub-exponential growth also form Følner sequences.
Suppose that the group H acts jointly measurably by measure-preserving maps on a proba-
bility measure space (X,µ). We shall assume that there exists an H-invariant sub-algebra A of
L∞(X,µ) and a family N = (Ns) of semi-norms on A, which satisfy some technical conditions
spelled out in Section 2 (see (2.3)–(2.6) below), such that the H-action is exponentially mixing of
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all orders with respect to d and (A,N) (in the sense of Definition 2.1 below). Roughly speaking,
this property requires that∫
X
f1(h
−1
1 x) · · · fr(h−1r x)dµ(x) =
(∫
X
f1 dµ
)
· · ·
(∫
X
fr dµ
)
+ o(1)
with f1, . . . , fr ∈ A and h1, . . . ,hr ∈ H and an explicit error term depending on the quantities
min{d(hi,hj) : i 6= j} andNs(fi). We refer to Section 2 for the required definitions and notation.
Our main result now reads as follows.
Theorem 1.1 (Sub-exponential growth and CLT). Let (H,d) have sub-exponential growth and (FT )
be a right Følner sequence in H such that mH(FT ) → ∞. Suppose that the action of H on (X,µ) is
exponentially mixing of all orders on an H-invariant sub-algebra A of L∞(X,µ). Then, for any f ∈ A
with µ(f) = 0,
1
mH(FT )1/2
∫
FT
(f ◦ h−1)dmH(h) =⇒ N(0,σ2f) as T →∞, (1.5)
where
σ2f =
∫
H
〈f, f ◦ h−1〉dmH(h). (1.6)
A more general version of this theorem, which does not assume sub-exponential growth,
will be stated in Theorem 1.5.
Remark 1.2. Exponential 2-mixing, combined with the sub-exponential growth of H, will en-
sure that σf given by (1.6) is finite for all f ∈ A (see Section 3.2). However, we stress that
σf = 0 is definitely possible for non-zero f; indeed, it is not hard to show that this happens if
f = g− g ◦ ho for some ho ∈ H and g ∈ A.
1.2.1. A sample application: CLT for Cartan actions on homogeneous spaces
Let L be a connected Lie group, Γ a lattice in L and µY the unique L-invariant probability
measure on Y = Γ\L. Let G be a semisimple Lie subgroup of L with finite center, and assume
that the G-action on (Y,µY) has strong spectral gap. Let A < G denote a Cartan subgroup ofG,
and fix a closed subgroup H of A. Let (BT ) be a sequence of strictly increasing balls in H with
respect to some left-invariant Riemannian metric on G restricted to H. One readily checks that
(BT ) forms a right Følner sequence in H.
In recent joint work [2] with M. Einsiedler, the authors showed that if one takes A to be the
algebra of smooth functions on Y with compact supports, and N a family of certain Sobolev
norms on A, then the assumptions of Theorem 1.5 are satisfied for the H-action on (Y,µY)with
respect to (A,N), which leads to the following corollary of Theorem 1.1.
Corollary 1.3. For every real-valued, compactly supported smooth function f on Y with µY(f) = 0,
1
mH(BT )1/2
∫
BT
(f ◦ h−1)dmH(h) =⇒ N(0,σ2f),
where σf is given by (1.6).
For example, Corollary 1.3 applies when
X = SLm(Z)\ SLm(R) or X = (Zm ⋊ SLm(Z))\(Rm ⋊ SLm(R)),
and H is a closed subgroup of the group of diagonal matrices in SLm(R).
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Remark 1.4. The first author and G. Zhang [4] have recently provided, under some technical
assumptions on G and H, lower (positive) bounds on the variance σf, whenever f is non-zero
and invariant under a maximal compact subgroup of G.
1.3. Connections to earlier works
A number of different approaches have been developed for proving dynamical Central Limit
Theorems for one-parameter actions. An influential approaches based on a martingale approx-
imation originated in the work of Gordin [16]. We refer to the survey [22] by Le Borgne for an
overview of this technique, as well as for an extensive list of references. The martingale ap-
proximation method becomes harder to implement already for actions of H = (Zd,+), d > 2,
let alone for actions by non-commutative groups; see for instance [31] for some recent devel-
opments in this direction when H = (Zd,+). Other approaches to the Central Limit Theorem
involve Markov approximations [27, 5, 6, 13] and spectral analysis of transfer operators [19, 18],
and it is also not clear how to implement them for multi-parameter actions.
In this paper, we use an alternative approach to the Central Limit Theorem based on the
classical method of cumulants, due to Fréchet and Shohat [15] (see Section 5 for an outline of
this method). Roughly speaking, this method is equivalent to the more well-known method of
moments, but is better tailored for approximations to Gaussian laws. An important novelty in
our work is the systematic use of conditional cumulants (see Section 8), which greatly simplifies
the estimation of cumulants in the presence of exponential mixing of all orders.
The method of cumulants has been recently used by Cohen and Conze in [7, 8, 9] to establish
Central Limit Theorems for multiple mixing actions by H = (Zd,+) by automorphisms of a
compact abelian group X — but only for functions which are finite sums of characters on X.
It seems that it is still not known whether in this setting the CLT also holds for all smooth
functions.
1.4. A general Cental Limit Theorem
Our method allows to prove the Central Limit Theorem for actions of general groups and for
more general averaging schemes provided that some technical conditions are verified. Let us
now assume that H is a locally compact second countable group equipped with a left-invariant
metric d.
The following is the main technical result of this paper.
Theorem 1.5 (General CLT). Let (νT ) be a sequence of positive and finite Borel measures on H such
that ‖νT‖ →∞, and for any integer r > 3 and real number c > 0,
lim
T→∞
∫
H
νT (Bd(h, c log ‖νT‖))r−1 dνT (h) = 0. (1.7)
Suppose that the action of H on (X,µ) is exponentially mixing of all orders on an H-invariant sub-
algebra A of L∞(X,µ). Let f ∈ A with µ(f) = 0 and suppose that the limit
σf := lim
T→∞ ‖νT ∗ f‖2L <∞ (1.8)
exists. Then
νT ∗ f =⇒ N(0,σ2f) as T →∞.
In Section 3 below we show that these conditions are satisfied for the averages
νT =
1
mH(FT )1/2
∫
FT
δh dmH(h),
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when (H,d) has sub-exponential growth, and (FT ) is a right Følner sequence in H, and we
identify the limit in (1.8). Hence, Theorem 1.1 will be deduced from Theorem 1.5.
1.4.1. A sample application: CLT for unipotent flows sampled at lacunary times
Let us now retain the notation from Section 1.2.1, and let u(t) be a non-trivial one-parameter
unipotent subgroup G. Although actions of Cartan subgroups of G on Y = Γ\L are exponen-
tially mixing of all orders, actions of unipotent subgroups are not (although they are polynomially
mixing of all orders). Sinai raised the question whether the Central Limit Theorem still holds for
unipotent flows on Y; this was later answered in the negative by Flaminio and Forni in [14,
Cor. 1.6]. However, our next corollary shows that if one is willing to “speed up” unipotent
flows by sampling them at lacunary times, then the CLT does hold.
Corollary 1.6. For any lacunary sequence (λk) ⊂ R+ and a real-valued, compactly supported smooth
function f on Y with µY(f) = 0,
1√
N
N∑
k=1
f ◦ u(λk) =⇒ N(0, ‖f‖2L2) as N→∞. (1.9)
Remark 1.7. Contrary to Theorem 1.1, we note that in this setting the variance σf is always
positive whenever f has mean zero and does not vanish identically on Y.
1.5. Structure of the paper
In Sections 3 and 4 below we shall assume Theorem 1.5 and show how Theorem 1.1 and
Corollary 1.6 respectively can be deduced from it.
The rest of the paper is then devoted to the proof of Theorem 1.5, which we shall break
down into several propositions, whose proofs, in turn, will be divided into further lemmas and
propositions. The following tree graphically represents this break-down:
Theorem 1.5
Proposition 5.2
Proposition 6.1
Proposition 7.1
Lemma 8.2
Proposition 7.2
Lemma 9.1
Proposition 6.2
Lemma 10.1
2. DEFINITIONS AND STANDING TECHNICAL ASSUMPTIONS
Let us here in this section give the definitions of some notions used in the introduction, and
collect some of the technical assumptions which are necessary for our analysis.
Throughout the paper, we shall fix a locally compact second countable group H, and a left-
invariant metric d on H. We assume that H acts jointly measurably by measure preserving
maps on a probability measure space (X,µ). In particular, H also acts (weakly continuously) by
isometries on L∞(X,µ) via
h · f = f ◦ h−1, for f ∈ L∞(X,µ) and h ∈ H.
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We fix an H-invariant sub-algebra A of L∞(X,µ), and a family N = (Ns) of semi-norms on A,
indexed by positive integers s.
Definition 2.1 (Exponential mixing of all orders). Let r > 2 be an integer. We say that the
H-action on (X,µ) is exponentially mixing of order r, with respect to d and (A,N), if there exist
δr > 0 and an integer sr > 0 such that for all s > sr and f1, . . . , fr ∈ A,∣∣∣µ( r∏
i=1
hi · fi
)
−
r∏
i=1
µ(fi)
∣∣∣≪r,s e−δrdr(h) r∏
i=1
Ns(fi), (2.1)
for all h = (h1, . . . ,hr) ∈ Hr, where
dr(h) = min
i6=j
d(hi,hj). (2.2)
We refer to δr as the rate of r-mixing. The notation A ≪r,s B here means that there exists a
constant c, which is allowed to depend on r and s such that A 6 cB.
We shall from now on always assume that the H-action on (X,µ) is exponentially mixing
of all orders with respect to d and (A,N); in particular, from now on, the meanings of the
numbers sr and δr have been fixed. Furthermore, we shall require the following four technical
conditions on the family N = (Ns) (with all implicit constants depending only on s):
• Monotonicity: For all s > 1 and f ∈ A,
Ns(f)≪s Ns+1(f). (2.3)
• Sobolev embedding: For all s > 1 and f ∈ A,
‖f‖L∞ ≪s Ns(f). (2.4)
• H-boundedness: For all s > 1, there exists σs > 0 such that for all f ∈ A and h ∈ H,
Ns(h · f)≪s eσs d(h,e)Ns(f). (2.5)
• Almost multiplicative: For all s > 1 and f1, f2 ∈ A,
Ns(f1f2)≪s Ns+1(f1)Ns+1(f2). (2.6)
We may further, and shall, throughout the paper, assume that the sequence (σs) increases with
s, and the sequence (δr) from Definition 2.1 decreases with r. Also, without any loss of gener-
ality, we may assume that δr < rσs for all r and s.
3. PROOF OF THEOREM 1.1 ASSUMING THEOREM 1.5
Recall our standing assumptions on H,d, (X,µ) and (A,N) from Section 2. Let us further
assume that (H,d) has sub-exponential growth, and (FT ) is a right Følner sequence in H. We
shall apply Theorem 1.5 to the sequence (νT ) of positive and finite measures on H defined by
νT =
1
mH(FT )1/2
∫
FT
δh dmH(h). (3.1)
One readily checks that ‖νT‖ = mH(FT )1/2 for all T . In particular, ‖νT‖ → ∞ as T → ∞. In
order to prove Theorem 1.1, it suffices to verify conditions (1.7) and (1.8).
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3.1. Checking condition (1.7)
Writing out condition (1.7) explicitly in our setting, we see that we must prove that for every
integer r > 3 and real number c > 0,
1
mH(FT )r/2
∫
FT
mH(FT ∩ Bd(h, c2 logmH(FT )))
r−1 dmH(h)→ 0,
as T →∞. The integral is bounded from above by
mH(FT )mH(Bd(e,
c
2
logmH(FT )))
r−1.
Hence it suffices to show that for every r > 3 and real number c > 0,
mH(Bd(e, c2 logmH(FT )))
r−1
mH(FT )r/2−1
→ 0,
as T → ∞. Since mH(FT ) → ∞ and r/2 > 1, this readily follows from the sub-exponential
growth of (H,d), see (1.4).
3.2. Calculating the variance
Upon expanding (1.8) for our choice of (νT ) and a fixed f ∈ Awith µ(f) = 0, we see that one
has to show that
1
mH(FT )
∫
H
∫
H
χFT (h1)χFT (h2)φf(h
−1
1 h2)dmH(h1)dmH(h2)→
∫
H
φf(h)dmH(h), (3.2)
where φf(h) = 〈f,h · f〉. Using left-H-invariance ofmH, the left-hand side can be re-written as∫
H
mH(FT ∩ FTh−1)
mH(FT )
φf(h)dmH(h). (3.3)
Since (FT ) is a right Følner sequence in H,
lim
T→∞
mH(FT ∩ FTh−1)
mH(FT )
= 1, for all h ∈ H,
whence (3.2) follows from the Dominated Convergence Theorem if we can show that φf be-
longs to L1(H). Since the H-action on (X,µ) is exponentially mixing of order two with respect
to d and (A,N), we have
|φf(h)|≪s e−δ2d(h,e)Ns(f)2 for all h ∈ H and s > s2,
where the implicit constant is independent of h. Hence, the following lemma finishes the proof.
Lemma 3.1. If φ is a complex-valued measurable function on H such that for some C,α > 0,
|φ(h)| 6 Ce−αd(h,e), h ∈ H, (3.4)
then φ belongs to L1(H).
Proof. Using (3.4), we obtain∫
H\{0}
|φ(h)|dmH(h) =
∑
n>0
∫
Bd(e,n+1)\Bd(e,n)
|φ(h)|dmH(h) 6 C
∑
n>0
βne
−αn,
where βn = mH(Bd(e,n + 1)). Since (H,d) has sub-exponential growth, β
1/n
n → 1, which
readily implies that the series converges. 
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4. PROOF OF COROLLARY 1.6 ASSUMING THEOREM 1.5
Recall our assumptions on L, Γ ,G, Y and µY from Corollary 1.6, and let u(t) be a non-trivial
unipotent one-parameter subgroup of G, and (λk) a sequence in R+ such that for some θ > 1,
λk+1 > θλk, for all k. (4.1)
We shall apply Theorem 1.5 to the sequence (νN) of positive and finite measures on H defined
by
νN =
1√
N
N∑
k=1
δu(λk)−1 . (4.2)
One readily checks that ‖νN‖ =
√
N.
We shall crucially use the easily checkable fact the distance along unipotent subgroups grows
at least logarithmically (see, for instance, [2, Lem. 2.1]): for every fixed choice of such a unipo-
tent subgroup u(t), there exist c1, c2 > 0 such that
d(u(t), e) > c1 log |t| − c2 for all t 6= 0. (4.3)
In particular, it follows from the exponential mixing property that there exists p > 0 such that
for every s > s2 and f1, f2 ∈ A satisfying µY(f1) = µY(f2) = 0,
〈f1,u(t) · f2〉 ≪s |t|−pNs(f1)Ns(f2) for all t 6= 0. (4.4)
4.1. Checking condition (1.7)
If we write out condition (1.7) explicitly in our setting, we see that we must show that for all
r > 3 and c > 0,
1
Nr/2
N∑
n=1
∣∣{m = 1, . . . ,N : d(u(λm),u(λn)) 6 c log√N}∣∣r−1 → 0,
as N→∞. We deduce from (4.3) that form 6= n,
d(u(λm),u(λn)) = d(u(λm − λn), e) > c1 log |λm − λn| − c2.
Hence, it suffices to show that for every c, θ > 0,
1
Nr/2
N∑
n=1
∣∣{m = 1, . . . ,N : |λm − λn| 6 cNθ}∣∣r−1 → 0. (4.5)
Using (4.1), it is not hard to show that∣∣{m > 1 : |λm − λn| 6 cNθ}∣∣≪ logN,
where the implied constant is independent of n. Then
N∑
n=1
∣∣{m = 1, . . . ,N : |λm − λn| 6 cNθ}∣∣r−1 ≪ N(logN)r−1,
and (4.5) is immediate since r > 3.
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4.2. Calculating the variance
Take f ∈ A with µY(f) = 0. If we expand ‖νN ∗ f‖2L2 , we get
‖f‖2L2 +
2
N
∑
16m<n6N
〈f,u(λn − λm) · f〉.
We wish to prove that the second term tends to zero asN→∞. By (4.4), we have for all s > s2,
〈f,u(λn − λm) · f〉 ≪s 1
|λn − λm|p
Ns(f)
2.
It thus suffices to show that∑
16m<n<∞
1
|λn − λm|p
=
∞∑
m=1
∞∑
k=1
1
|λm+k − λm|p
<∞.
Since |λm+k − λm| > λm(θk − 1) by (4.1), this follows from the finiteness of the series∞∑
m=1
1
λ
p
m
and
∞∑
k=1
1
(θk − 1)p
.
5. AN OUTLINE OF THE PROOF OF THEOREM 1.5
Our proof of Theorem 1.5 makes use of the classical cumulant method, in essence due to
Fréchet and Shohat in [15]. We shall briefly summarize its main steps below.
Let (X,µ) be a probability measure space and r > 2 an integer. Denote by [r] the set {1, . . . , r}.
A cyclically ordered partition P of the set [r] is a partition {I1, . . . , Ik} of [r] into non-empty subsets
I1, . . . , Ik, where the cyclic order of I1, . . . , Ik is also taken into account; for instance, if [r] =
I1⊔ I2,⊔I3, then {I1, I2, I3} and {I2, I3, I1} are viewed as the same cyclically ordered partition, while
{I1, I2, I3} and {I2, I1, I3} are viewed as different partitions, since the associated orders (123) and
(213) are not cyclic permutations of each other. We denote by P[r] the set of all cyclically
ordered partitions of [r].
Given an r-tuple (f1, . . . , fr) in L∞(X,µ) and a subset I ⊂ [r], we define
fI =
∏
i∈I
fi, for ∅ 6= I ⊂ [r],
and the joint cumulant cum[r](f1, . . . , fr) of order r by
cum[r](f1, . . . , fr) =
∑
P∈P[r]
(−1)|P|−1
∏
I∈P
µ
(
fI), (5.1)
where |P| denotes the number of partition elements in P. If f ∈ L∞(X,µ), we define cumr(f),
the cumulant of f of order r, to be
cumr(f) = cum[r](f, . . . , f). (5.2)
The utility of cumulants for problems pertaining to Central Limit Theorems is well-known; we
shall use the following classical criterion, which can be deduced from the results in [15].
Proposition 5.1 (Cumulants and CLT). Let (ZT ) be a sequence of real-valued, bounded and measur-
able functions on (X,µ) satisfying µ(ZT ) = 0. If
lim
T→∞ cumr(ZT ) = 0, for all r > 3, (5.3)
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and the limit
σ2 := lim
T→∞ ‖ZT‖2L2 <∞ (5.4)
exists, then
ZT =⇒ N(0,σ2) as T →∞.
5.1. Main proposition
Recall our standing assumptions concerning H,d, (X,µ),A and the norms (Ns) from Subsec-
tion 2. In particular, the meaning of the numerical sequences (sr) and (δr) has been fixed. Let
(νT ) be a sequence of positive and finite measures on H. Given f ∈ A, thanks to Proposition
5.1, the proof of the CLT for the sequence ZT := νT ∗ f is essentially reduced to the asymptotic
vanishing of cumr(νT ∗ f) for r > 3. Using our assumptions on (νT ) in Theorem 1.5, this will
be deduced from the following proposition.
Proposition 5.2 (Estimating cumulants). For all r > 3 and s > sr + r, there exists cr,s > 0 such
that for all γ > 0, T > 0 and f ∈ A,
| cumr(νT ∗ f)|≪r,s
( ∫
H
νT (Bd(h, cr,sγ))r−1 dνT (h) + e−δrγ‖νT‖r
)
Ns(f)
r (5.5)
where the implicit constant depends only on r and s.
5.2. Proof of Theorem 1.5 assuming Theorem 5.2
Fix f ∈ A. By Proposition 5.1, applied to ZT = νT ∗ f, we need to show that the limit
σ2f = lim
T→∞ ‖νT ∗ f‖2L2
exists, and
lim
T→∞ cumr(νT ∗ f) = 0, for all r > 3.
The existence of the first limit is assumed in Theorem 1.5, so we only need to consider the
second kind of limits. Fix r > 3, and choose γ = ε log ‖νT‖ in Proposition 5.2 for some ε > r/δr.
Then, (5.5) yields for all s > sr + r,
| cumr(νT ∗ f)|≪r,s
( ∫
H
νT (Bd(h, cr,sε log ‖νT‖))r−1 dνT (h) + ‖νT‖−(δrε−r)
)
Ns(f)
r.
Applying our assumption (1.7) with c = cr,sε, we conclude that this quantity tends to zero as
T →∞, since ‖νT ‖ →∞.
6. AN OUTLINE OF THE PROOF OF PROPOSITION 5.2
Throughout this section, we retain our assumptions on H,d, (X,µ),A and the norms (Ns).
We shall further fix an integer r > 3, and write [r] for the set {1, . . . , r}.
6.1. Rewriting cumulants
Let (νT ) be a sequence of positive and finite measures on H. For any f ∈ A, we see that
cumr(νT ∗ f) =
∫
Hr
cum[r](h1 · f, . . . ,hr · f)dν⊗rT (h1, . . . ,hr).
Furthermore, for every fixed h = (h1, . . . ,hr) ∈ Hr, we can write every joint cumulant of the
form cum[r](h1 · f, . . . ,hr · f) as ∑
P∈P[r]
(−1)|P|−1
∏
I∈P
ψf,h(I),
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where
ψf,h(I) = µ
(∏
i∈I
hi · f
)
, for I ⊂ [r].
We shall now adopt the following notational convention. If ψ is a real-valued function defined
on the set 2[r] of all subsets of [r]with ψ(∅) = 1, then we define its cumulant as
cum[r](ψ) =
∑
P∈P[r]
(−1)|P|−1
∏
I∈P
ψ(I), (6.1)
so that cum[r](ψf,h) = cum[r](h1 · f, . . . ,hr · f). With this convention, we now have
cumr(νT ∗ f) =
∫
Hr
( ∑
P∈P[r]
(−1)|P|−1
∏
I∈P
ψf,h(I)
)
dν⊗rT (h)
=
∫
Hr
cum[r](ψf,h)dν
⊗r
T (h). (6.2)
In what follows, we shall estimate cum[r](ψf,h) for “well-separated” r-tuples h = (h1, . . . ,hr),
and we shall also show that “most” r-tuples are well-separated on suitable scales. In order
to make the notions of “well-separateness” and “most” more precise, we must first introduce
some additional notation.
6.2. Well-separated r-tuples
If I, J ⊂ [r] and h = (h1, . . . ,hr) ∈ Hr, we set
dI(h) = max
{
d(hi,hj) : i, j ∈ I
}
, (6.3)
and
dI,J(h) = min
{
d(hi,hj) : i ∈ I, j ∈ J
}
.
If Q is a partition of [r], we set
dQ(h) = max
{
dI(h) : I ∈ Q} (6.4)
and
dQ(h) = min
{
dI,J(h) : I 6= J, I, J ∈ Q
}
.
Two extremal cases of this notation will be of special interest. We note that if we write Kr for
the partition of [r] into points, then
dKr(h) = min
{
d(hi,hj) : 1 6 i 6= j 6 r
}
,
which we have previously also denoted by dr(h). At the other extreme, if {[r]} denotes the
partition into one single block, then
d{[r]}(h) = max
{
d(hi,hj) : 1 6 i, j 6 r
}
.
In order to ease the somewhat heavy notation, we set dr = d{[r]}. For β > 0, we set
∆(β) =
{
h ∈ Hr : dr(h) 6 β}.
We note that for all h1 ∈ H, the set
∆(β)h1 :=
{
(h2, . . . ,hr) : (h1, . . . ,hr) ∈ ∆(β)
}
satisfies
∆(β)h1 ⊂ Bd(h1,β)r−1. (6.5)
12 MICHAEL BJÖRKLUND AND ALEXANDER GORODNIK
Given a partition Q of [r], and 0 6 α < β, we define
∆Q(α,β) =
{
h ∈ Hr : dQ(h) 6 α, and dQ(h) > β
}
. (6.6)
We shall think of the elements in ∆Q(α,β) for some partition Q with |Q| > 2 and 0 6 α < β as
being “well-separated”, while we think of the elements in ∆(β) as being “clustered”.
6.3. Main propositions
Our first proposition roughly asserts that the joint cumulants cum[r](h1 · f, . . . ,hr · f) are
“small” for all “well-separated” r-tuples h = (h1, . . . ,hr).
Proposition 6.1 (Separated tuples). Let Q be a partition of [r] with |Q| > 2, and fix 0 6 α < β and
an integer s > sr + r. Then, for every h ∈ ∆Q(α,β) and f ∈ A, we have
| cum[r](ψf,h)|≪r,s e−(βδr−rασs)Ns(f)r, (6.7)
where the implicit constant depends only on r and s.
Our second proposition roughly shows that we have a lot of flexibility in setting up the
thresholds for the notions of “well-separated” and “clustered”.
Proposition 6.2 (Exhausting Hr). For every sequence (βj) with βo = 0 and
0 < β1 < 3β1 < β2 < · · · < βr−1 < 3βr−1 < βr, (6.8)
we have
Hr = ∆(βr) ∪
( r−1⋃
j=0
⋃
|Q|>2
∆Q(3βj,βj+1)
)
. (6.9)
6.4. Proof of Proposition 5.2 assuming Proposition 6.1 and Proposition 6.2
Fix s > sr + r and f ∈ A, and pick a sequence (βj) such that βo = 0, and
0 < β1 < 3β1 < β2 < 3β2 < β3 < . . . < βr−1 < 3βr−1 < βr. (6.10)
By (6.2) and (6.9), we have that for all T > 0,
| cumr(νT ∗ f)| ≪r ν⊗rT (∆(βr)) ‖f‖rL∞
+ max
j
max
|Q|>2
∫
∆Q(3βj,βj+1)
| cum[r](ψf,h)|dν
⊗r
T (h), (6.11)
where the second maximum is taken over all partitions of [r] with at least two partition ele-
ments. Recall from our standing assumptions in Subsection 2 that ‖f‖∞ ≪s Ns(f). Hence,
using the inclusion (6.5) for the first term, we see that
| cumr(νT ∗ f)| ≪r
( ∫
H
νT (B(h,βr))
r−1 dνT (h)
)
Ns(f)
r
+ max
j
max
|Q|>2
∫
∆Q(3βj,βj+1)
| cum[r](ψf,h)|dν
⊗r
T (h). (6.12)
We stress that this inequality is valid for any f ∈ A and sequence (βj) satisfying (6.10). It re-
mains to choose a sequence (βj) so that the second term is as small as possible.
Let us now fix γ > 0, T > 0 once and for all, and set βo = 0. For every j > 0, we pick
recursively βj+1 so that
βj+1δr − 3rβjσs = δrγ. (6.13)
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Recall from Subsection 2 that we assume that δr < rσs, and thus (6.13) in particular implies
that 3βj < βj+1, that is to say, (βj) thus constructed satisfies (6.10). By induction, (6.13) also
implies that
βr 6 γ
r−1∑
j=0
(3rσs
δr
)j
=: γcr,s. (6.14)
In what follows, we can choose any sequence (βj) as in (6.13) with βr 6 γcr,s.
We fix a partition Q of [r] with |Q| > 2 and an index j. By Proposition 6.1, we know that for
all “well-separated” r-tuples h ∈ ∆Q(3βj,βj+1),
| cum[r](ψf,h)|≪r,s e−(βj+1δr−3rβjσs)Ns(f)r = e−δr γNs(f)r,
where the last equality follows from (6.13). We stress that the right hand side is independent of
both Q and j, and thus it follows from (6.12) that
| cumr(νT ∗ f)|≪r,s
( ∫
H
νT (B(h, cr,sγ))
r−1 dνT (h) + e
−δr γ
)
Ns(f)
r,
which finishes the proof.
7. PROOF OF PROPOSITION 6.1
We retain the notation from the previous section. In particular, an integer r > 3 has been
fixed, and we write [r] for the set {1, . . . , r}, and P[r] for the set of cyclically ordered partitions
of [r].
Recall from Subsection 6.1 that if ψ : 2[r] → R with ψ(∅) = 1, then its cumulant cum[r](ψ) is
defined by
cum[r](ψ) =
∑
P∈P[r]
(−1)|P|−1
∏
I∈P
ψ(I).
We can extend ψ to a function ψ˜ : P[r] → R by
ψ˜(P) =
∏
I∈P
ψ(I), for P ∈ P[r], (7.1)
so that
cum[r](ψ) =
∑
P∈P[r]
(−1)|P|−1ψ˜(P).
Finally, given a partition Q of [r], we set
ψQ(I) =
∏
J∈Q
ψ(I ∩ J) and ψ˜Q(P) =
∏
I∈P
ψQ(I). (7.2)
7.1. Estimating cummulants
Recall that if f ∈ A and h = (h1, . . . ,hr) ∈ Hr, then ψf,h : 2[r] → R is defined by
ψf,h(I) = µ(
∏
i∈I
hi · f), for ∅ 6= I ⊂ [r],
and ψf,h(∅) = 1. Our first proposition asserts that in order to estimate cum[r](ψf,h) from
above, it suffices to estimate all differences of the form |ψ˜f,h(P) − ψ˜Qf,h(P)|, where Q varies over
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all possible partitions of [r] with at least two blocks. These differences will be estimated below
using our assumption that the H-action on (X,µ) is exponentially mixing of all orders.
Proposition 7.1. For any partition Q of [r] with |Q| > 2, h ∈ Hr and f ∈ A,
| cum[r](ψf,h)|≪r max
{
|ψ˜f,h(P) − ψ˜
Q
f,h(P)| : P ∈ P[r]
}
. (7.3)
Given this result, which will be established in Section 8 below, Proposition 6.1 follows im-
mediately from the following proposition, which will be established in Section 9.
Proposition 7.2 (Estimating the effect of conditioning). Fix 0 6 α < β and an integer s > sr + r.
Then for any partition Q of [r], h ∈ ∆Q(α,β) and f ∈ A,
|ψ˜f,h(P) − ψ˜
Q
f,h(P)| ≪r,s e−(βδr−rασs)Ns(f)r, (7.4)
where the implicit constant depends only on r and s.
8. PROOF OF PROPOSITION 7.1
Throughout this section, let r > 3 be an integer, and write [r] for the set {1, . . . , r}.
If ψ : 2[r] → R is a set function with ψ(∅) = 1, recall the definition of its cumulant cum[r](ψ)
from (6.1), and if Q is a partition of [r], recall the definition of the “conditional” set function
ψQ from (7.2), and the definitions of the “extended” versions ψ˜ and ψ˜Q from (7.1). It follows
immediately from the definition of cum[r](ψ) that
| cum[r](ψ) − cum[r](ψ
Q)|≪r max
{
|ψ˜(P) − ψ˜Q(P)| : P ∈ P[r]
}
. (8.1)
We recall that the cumulant of random variables X1, . . . ,Xr vanish provided that there exists
a non-trivial partition [r] = I ⊔ J such that (Xi : i ∈ I) and (Xj : j ∈ J) are independent (see, for
instance, [29, Lem. 4.1]). The following proposition is a combinatorial version of this property.
It can be proved by modifying the argument from [29] (see also Theorem 2 in [1]). We include
a proof for completeness.
Proposition 8.1. For any partition Q of [r] with |Q| > 2 and ψ : 2[r] → R, we have
cum[r](ψ
Q) = 0.
We note that Proposition 7.1 is a direct consequence of Proposition 8.1 and estimate (8.1).
Let us briefly explain the driving mechanism in the proof of this proposition. Recall thatP[r]
denotes the set of all cyclically ordered partitions of the set [r]. Letψ : 2[r] → R be a set function
and suppose that there exists a bijection τ : P[r] → P[r] such that
|τ(P)| = |P| + 1 mod 2 and ψ˜(τ(P)) = ψ˜(P), (8.2)
for all P ∈ P[r]. Then,
cum[r](ψ) =
∑
P∈P[r]
(−1)|τ(P)|−1ψ˜(τ(P)) = −
∑
P∈P[r]
(−1)|P|−1ψ˜(P) = − cum[r](ψ),
and thus cum[r](ψ) = 0.
The next lemma shows that one can produce, for every partition Q of [r] with at least two
partition elements, a bijection τ : P[r] → P[r] such that (8.2) holds for ψ˜Q, for every choice of
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set functionψ : 2[r] → R. In particular, by the comment above, this shows that cum[r](ψ˜Q) = 0,
which finishes the proof of Proposition 7.1.
Lemma 8.2. For any partition Q of [r] with |Q| > 2, there exists a bijection τ : P[r] → P[r] such that
• for every P ∈ P[r], we have |τ(P)| = |P| + 1 mod 2, and
• for every ψ : 2[r] → R, we have ψ˜Q ◦ τ = ψ˜Q.
8.1. Proof of Lemma 8.2
If Q = (I1, . . . , In) is a cyclically ordered partition with n > 2, we set
M = I1 and N =
n⊔
k=2
Ik,
so that [r] =M ⊔N, and we note if ψ : 2[r] → R, then the function φ := ψQ satisfies
φ(I ⊔ J) = φ(I)φ(J), for all I ⊂M and J ⊂ N. (8.3)
We shall use the decomposition [r] =M ⊔N to construct a bijection τ : P[r] → P[r] such that
|τ(P)| = |P| + 1 mod 2 and φ˜ ◦ τ = φ˜,
for all cyclically ordered partitions P of [r] and all functions φ : 2[r] → R which satisfy (8.3).
To this end, we choose once and for all an element yo ∈ M. Given a cyclically ordered
partition P = (P1, . . . ,Pk) of [r], let i be the unique index such that yo ∈ Pi, and pick the first
index j following i (in the cyclic ordering of P) such that Pj ∩N 6= ∅. We now set
τ(P) =
{
(P1, . . . ,Pj−1,Pj ∩M,Pj ∩N, . . .) if Pj ∩M 6= ∅,
(P1, . . . ,Pj−2,Pj−1 ⊔ Pj,Pj+1, . . .) if Pj ∩M = ∅.
Let φ : 2[r] → R be a function which satisfies (8.3). If Pj ∩M 6= ∅, we see that |τ(P)| = |P| + 1
and by (8.3),
φ˜(τ(P)) = φ(P1) · · ·φ(Pj ∩M)φ(Pj ∩N) · · ·φ(Pk) = φ(P1) · · ·φ(Pk) = φ˜(P).
If Pj∩M = ∅, we see that |τ(P)| = |P|−1. In this case, we observe that Pj ⊂ N and i < j because
yo ∈ Pi, so that Pj−1 ∩N = ∅ and Pj−1 ⊂M. Hence, by (8.3),
φ˜(τ(P)) = φ(P1) · · ·φ(Pj−2)φ(Pj−1 ⊔ Pj) · · ·φ(Pk) = φ(P1) · · ·φ(Pk) = φ˜(P).
It is clear that the map τ : P[r] → P[r] constructed in this manner satisfies τ ◦ τ = id, which
finishes the proof.
9. PROOF OF PROPOSITION 7.2
Lemma 9.1 (Estimating local effects of conditioning). Fix 0 6 α < β and an integer s > sr + r.
Then, for any partition Q of [r], h ∈ ∆Q(α,β) and f ∈ A,
|ψf,h(I) −ψ
Q
f,h(I)|≪r,s e−(βδr−rασs)Ns(f)|I|, for all I ⊂ [r],
where the implicit constant depends only on r and s.
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9.1. Proof of Proposition 7.2 assuming Lemma 9.1
Fix a partition P of [r]. Given I ∈ P, we set
AI = ψf,h(I) −ψ
Q
f,h(I) and BI = ψ
Q
f,h(I),
so that we can write
ψ˜f,h(P) =
∏
I∈P
(AI + BI) and ψ˜
Q
f,h(P) =
∏
I∈P
BI.
We claim that ∣∣∣∣∣∏
I∈P
(AI + BI) −
∏
I∈P
BI
∣∣∣∣∣ 6 2rC, (9.1)
where
C = max
{∏
I∈S
∏
J∈T
AI BJ : P = S ⊔ T , S 6= ∅
}
.
Indeed, if one expands the first product in (9.1), one ends up with 2r terms, one of which equals
the product of all of the BI’s. All other terms contains at least one AI for some I ∈ P in them,
and thus their absolute values are trivially estimated from above by C.
By Lemma 9.1, we have for all s > sr + r,
|AI|≪r,s e−(βδr−rασs)Ns(f)|I|,
and by (2.3) and (2.4),
|BI|≪s
∏
J∈Q
‖f‖|I∩J|L∞ = ‖f‖|I|L∞ ≪s Ns(f)|I|,
for every I ∈ P. Hence,
AIBJ ≪r,s e−(βδr−rασs)Ns(f)|I|+|J|, for all I, J ⊂ [r] with I 6= ∅.
Note that the bound in Proposition 7.2 is trivial (and useless) if βδr − rασs < 0, so let us
henceforth assume that βδr − rασs > 0. We then get that
|C|≪r,s e−(βδr−rασs)Ns(f)r,
which finishes the proof.
9.2. Proof of Lemma 9.1
We assume that 0 6 α < β have been fixed once and for all, as well as a partition Q of [r],
along with a subset I ⊂ [r]. Pick f ∈ A and a tuple h = (h1, . . . ,hr) ∈ ∆Q(α,β). We recall that
the latter means that
dQ(h) 6 α and dQ(h) > β, (9.2)
where dQ and dQ are defined in Subsection 6.2. Let
WI =
{
J ∈ Q : I ∩ J 6= ∅},
and choose, for every J ∈WI, an index iJ ∈ I ∩ J. For every J ∈WI, we now set
fJ =
∏
j∈I∩J
h−1iJ hj · f,
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and note that
ψf,h(I ∩ J) = µ(hiJ · fJ) = µ(fJ) and ψf,h(I) = µ(
∏
J∈WI
hiJ · fJ).
In particular, by our convention that ψf,h(∅) = 1,
ψQf,h(I) =
∏
J∈Q
ψf,h(I ∩ J) =
∏
J∈WI
µ(fJ).
Since the action H y (X,µ) is assumed to be exponentially mixing of all orders, we conclude
by (2.1) with k = |WI| and h
WI = (hJ)J∈WI , that for all s
′ > sk,∣∣ψf,h(I) −ψQf,h(I)∣∣ = ∣∣µ( ∏
J∈WI
hiJ · fJ) −
∏
J∈WI
µ(fJ)
∣∣
≪k,s ′ e−δkdk(h
WI)
∏
J∈WI
Ns ′(fJ), (9.3)
where
dk(h
WI) = min
{
d(hJ,hJ ′) : J, J
′ ∈WI, J 6= J ′
}
,
and the implicit constants depend only on k and s′.
Let us now estimate the norms Ns ′(fJ) for J ∈ WI. We fix J ∈ WI, and suppose that I ∩ J
contains at least two elements so that we can write I∩J = J ′⊔ {j} for some j ∈ I∩J and J ′ ⊂ I∩J.
Then, by (2.6) and (2.5), we have
Ns ′(fJ) = Ns ′(fJ ′(h
−1
iJ
hj · f))≪s ′ Ns ′+1(fJ ′)Ns ′+1(h−1iJ hj · f)
≪s ′ exp(σs ′+1d(hiJ ,hj))Ns ′+1(fJ ′)Ns ′+1(f).
If we iterate this argument as many times as there are elements in I ∩ J, we arrive at the bound
Ns ′(fJ)≪s ′ exp
(
|I ∩ J|σs ′+|J|dJ(h)
)
Ns ′+|J|(f)
|I∩J|,
where we used that (σs) is increasing, and thus, by (2.3),∏
J∈WI
Ns ′(fJ)≪s ′ exp
(
rσs ′+rd
Q(h)
)
Ns ′+r(f)
|I|, (9.4)
where dJ and dQ are as in (6.3) and (6.4) respectively. Going back to (9.3), and using our as-
sumption from Subsection 2 that the sequences (σs) and (sk) are increasing and that the se-
quence (δk) is decreasing, we conclude from (9.4) that for all s > sr + r, we have∣∣ψf,h(I) −ψQf,h(I)∣∣≪r,s e−(δrdk(hWI)−rσsdQ(h))Ns(f)|I|.
We have assumed that h ∈ ∆Q(α,β), and thus
dQ(h) 6 α and dk(hWI) > dQ(h) > β,
whence
δrdk(h
WI) − rσsd
Q(h) > δrβ− rσsα,
which finishes the proof.
10. PROOF OF PROPOSITION 6.2
We retain the conventions and notations which were set up in Subsection 6.2. In particular,
we fix an integer r > 3 throughout the section, and write [r] for the set {1, . . . , r}.
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10.1. Passing to coarser partitions
If Q and R are partitions of [r], we say that R is coarser than Q if every partition element in R
is a union of partition elements in Q, and strictly coarser if R also has fewer partition elements
than Q. In other words, R is strictly coarser than Q if at least one partition element in R is the
union of at least two partition elements from Q. In particular, the partition {[r]} into one single
block is strictly coarser than any other partition of [r], and every partition of [r]with strictly less
than r partition elements is strictly coarser than the partitionKr of [r] into points.
The following lemma summarizes the main inductive step in the proof of Proposition 6.2.
Lemma 10.1 (Passing to coarser partitions). Let Q be a partition of [r] with |Q| > 2. Fix 0 6 α < β,
and suppose that h ∈ Hr satisfies
dQ(h) 6 α and dQ(h) 6 β.
Then there exists a partition R of [r], strictly coarser than Q, such that
dR(h) < 3β.
10.2. Proof of Proposition 6.2 assuming Proposition 10.1
Let us fix a sequence
0 = βo < β1 < 3β1 < β2 < 3β2 < β3 < . . . < βr−1 < 3βr−1 < βr.
Pick an element h = (h1, . . . ,hr) ∈ Hr. We wish to prove that either
• maxi,j d(hi,hj) 6 βr, or
• there exist 0 6 k < r−1 and a partition Q of [r]with |Q| > 2 such that h ∈ ∆Q(3βk,βk+1).
This will be done in several steps. We first check whether h ∈ ∆Kr(0,β1). If not, then
dKr(h) 6 0 and dKr(h) 6 β1,
and thus Lemma 10.1 (applied to α = 0 and β = β1) implies that there exists a strictly coarser
partition Q1 thanKr such that dQ1(h) 6 3β1. If |Q1| = 1 (that is, Q1 = {[r]}), then
max
i,j
d(hi,hj) 6 3β1 < βr,
and we are done, so let us assume that |Q1| > 2. We now check whether h ∈ ∆Q1(3β1,β2). If
not, then
dQ1(h) 6 3β1 and dQ1(h) 6 β2,
and since |Q1| > 2, Lemma 10.1 (applied to α = 3β1 and β = β2) implies that there exists a
strictly coarser partition Q2 than Q1 such that dQ2(h) 6 3β2. If |Q2| = 1, then we again can
conclude the argument as before, so we may assume that |Q2| > 2.
If we continue like this, then we will have produced a chainKr,Q1, . . . ,Qm of strictly coarser
partitions of [r], which eventually must terminate at the trivial partition {[r]} in no more than r
steps. At the k-th step, we check whether h belongs to ∆Qk(3βk,βk+1). If this check fails for
every k, then we conclude that maxi,j d(hi,hj) 6 βr.
CENTRAL LIMIT THEOREMS FOR GROUP ACTIONS 19
10.3. Proof of Lemma 10.1
Let Q be a partition of [r] with |Q| > 2 and h ∈ Hr satisfy dQ(h) 6 α and dQ(h) 6 β.
Since |Q| > 2, it follows from the second inequality that there exist atoms I 6= J in Q such that
dI,J(h) 6 β. We consider the partition R consisting of I ∪ J and K ∈ Q\{I, J} which is strictly
coarser than Q. Since dI,J(h) 6 β, there exist i0 ∈ I and j0 ∈ J such that d(hi0 ,hj0) 6 β.
Moreover, since dQ(h) 6 α, we have dI(h) 6 α and d(hi,hi0) 6 α for all i ∈ I. Similarly, we
conclude that d(hj,hj0) 6 α for all j ∈ J. Hence, it follows that for all i ∈ I and j ∈ J,
d(hi,hj) 6 d(hi,hi0) + d(hi0 ,hj0) + d(hj0 ,hj) 6 β+ 2α < 3β.
This proves that dI∪J(h) < 3β. Additionally, for K ∈ Q\{I, J},
dK(h) 6 dQ(h) 6 α < 3β.
Hence, we conclude that dR(h) < 3β, as required.
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