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Uvod
Volatilnost je statisticˇka mjera disperzije povrata vrijednosnog papira, tj. ona je pokazatelj
rizika. Standardno se izrazˇava kao standardna devijacija ili varijanca log povrata vrijednos-
nog papira. Razlikujemo povijesnu volatilnost od podrazumijevane volatilnosti. Dok je po-
vijesna volatilnost mjera volatilnosti vezane imovine koja je poznata jer se bazira na stvar-
nim, nedavnim promjenama cijena, podrazumijevana volatilnost je procjena buduc´ih kre-
tanja cijena i odreduje se koristec´i modele kretanja cijena opcija, poput Black-Scholesovog
modela. Osnovni model na kojem se bazira cˇitavi rad je upravo Black-Scholesov (BS) mo-
del. Njime se modeliraju promjene cijena financijskih instrumenata, poput dionica, kroz
vrijeme. Model pretpostavlja postojanje barem jedne rizicˇne i jedne nerizicˇne imovine na
trzˇisˇtu.
Neka je (W(t) : 0 6 T ) Brownovo gibanje s ocˇekivanjem nula i varijancom t, te T neko
fiksno zavrsˇno vrijeme. Promatramo dionicu cˇija je cijena u difencijalnom obliku dana s:
dS (t) = µS (t)dt + σS (t)dW(t), 0 6 t 6 T, (1)
tj. u nediferencijalnom obliku:
S (t) = S (0) exp
(
σW(t) + (µ − 1
2
σ2)t
)
(2)
gdje je µ stopa povrata na cijenu imovine S (t), a σ volatilnost, te se pretpostavlja da su oba
parametra konstantna. Dakle, cijenu dionice modeliramo generaliziranim geometrijskim
Brownovim gibanjem. Pretpostavimo, nadalje, da je r kamatna stopa na trzˇisˇtu novca.
To znacˇi da 1 kuna ulozˇena u trenutku 0 vrijedi ert kuna u trenutku t. Iz jednadzˇbe (2)
odredimo distribuciju povrata:
log
(
S (t)
S (0)
)
= σW(t) + (µ − 1
2
σ2)t (3)
1
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Iz cˇinjenice da je W(t) ∼ N(0, t) slijedi log
(
S (t)
S (0)
)
∼ N
(
(µ − 12σ2)t, σ2t
)
, tj. pokazali smo da
je distribucija log-povrata normalna s ocˇekivanjem i varijancom:
E
(
log
S (t)
S (0)
)
=
(
µ − 1
2
σ2
)
t
Var
(
log
S (t)
S (0)
)
= σ2t
za pocˇetnu vrijednost S (0). Takoder se pretpostavlja da nema isplate dividendi na dionice.
Uzimaju se dodatne pretpostavke na trzˇisˇte: nepostojanje arbitrazˇe, tj. moguc´nosti ostva-
renja nerizicˇnog profita, nema ogranicˇenja na posudbu novca po nerizicˇnoj stopi, nema
ogranicˇenja na kupovinu ili prodaju dionica, te nema dodatnih trzˇisˇnih trosˇkova.
Kao sˇto c´e se vidjeti, nama c´e od vazˇnosti biti Black-Scolesove formule za call i put
opcije, te cˇinjenica da sve sˇto se izvede za jednu vrstu opcije analogno se mozˇe izvesti i za
drugu koristec´i call-put paritet, [28]:
Ct − Pt = S t − Ke−rτ
za Ct i Pt vrijednosti call i put opcija respektivo, S t cijena dionice, K cijena izvrsˇenja, r
bezrizicˇna kamatna stopa i τ vrijeme do dospijec´a opcija.
U praksi je vazˇno poznavati osjetljivost portfelja obzirom na :
• 1. promjene u cijeni primarne imovine (dionice)
• 2. promjene u modelima parametara
U prvom slucˇaju zˇelimo nac´i mjeru izlozˇenosti riziku, tj. kako se mijenja vrijednost port-
felja u odnosu na promjenu vrijednosti dionice. Drugi slucˇaj se mozˇe cˇiniti besmislenim,
buduc´i da je pretpostavka modela da su parametri konstantni. U tom slucˇaju misli se na
osjetljivost modela na moguc´e krive specifikacije parametara. Neka je χ funkcija vrijed-
nosti portfelja s parametrima t i S (t), te S (t) = x. Portfelj predstavlja skup financijske
imovine pojedinca, sastavljen od razlicˇitih financijskih instrumenata,u nasˇem slucˇaju su to
dionice i opcije. Promatramo parcijalne derivacije funkcije χ koje zajednicˇkim imenom
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zovemo ”Grci”:
∆ =
∂χ
∂x
delta
Γ =
∂2χ
∂x2
gama
ρ =
∂χ
∂r
ro
θ =
∂χ
∂t
theta
V = ∂χ
∂σ
vega
(4)
Za portfelj koji je neosjetljiv na male promjene u odnosu na neki od parametara kazˇemo da
je neutralan, odnosno to znacˇi da je odgovarajuc´i ”Grk” jednak nuli.
Diskretna aproksimacija BS modela je Cox-Ross-Rubinsteinov model (CRR). Opet
pretpostavimo da zˇelimo modelirati jednu nerizicˇnu imovinu i jednu rizicˇnu imovinu koje
promatramo na neprekidnom intervalu [0,T ]. Kako bismo diskretizirali vrijeme interval
[0,T ] dijelimo na k podintervala duljine ∆t, gdje je k broj dana trgovanja imovinom. Pret-
postavlja se da se trguje samo u trenutcima t j = j · ∆t za j = 0, . . . , k − 1. Kao i u BS
modelu r je konstantna stopa povrata na nerizicˇnu imovinu za neprekidno ukamac´ivanje
(npr. 1Kn → er∆t). Kretanje cijena dionice se modelira familijom slucˇajnih varijabli Zi
i = 1, . . . , k koje poprimaju vrijednosti {d, u} te vijedi:
P(Zi = u) = p = 1 − P(Zi = d)
za p ∈ (0, 1). Uzima se da vrijedi, [28]:
u = eσ
√
∆t i d = e−σ
√
∆t
Slijedi da cijenu dionice u trenutku tn+1 mozˇemo zapisati:
S (t j+1) = S (t j)Z j+1 = S (0)
t j+1∏
j=1
Z j (5)
Ovisno o vrijednosti koju poprima varijabla Z j vrijedi:
S (t j+1) = S (t j)eσ
√
∆t odnosno S (t j+1) = S (t j)e−σ
√
∆t
SADRZˇAJ 4
Jedna od prednosti CRR modela je CRR binomno stablo, tj. graficˇki prikaz kretanja
cijena dionica.
Gornja slika je upravo primjer jednog CRR binomnog stabla sa pocˇetnom cijenom dionice,
tj. cijenom dionice u trenutku t=0, S(0)=S 0. Stablo ima n ∈ N0 nivoa koji predstavljaju
trenutke trgovanja t j za j = 0, . . . , n. Za stablo sa slike n = 3. Na n-tom nivou je n + 1
cˇvorova stabla koji reprezentiraju moguc´u cijenu dionice u trenutku trgovanja tn.
Kao sˇto mozˇemo vidjeti iz graficˇkog prikaza CRR binomnog stabla slijedi da su vri-
jednosti dionica u centralnim cˇvorovima na nivoima s neparnim brojem cˇvorova jednake
pocˇetnoj cijeni dionice. Takoder, za ∆t = 1 logaritamske udaljenosti izmedu susjednih
cˇvorova na n − tom i n + 1 − ovom nivou su konstante i jednake σ za n = 0, . . . , k − 1, tj.
| log un+1S (0)unS (0) | = | log(eσ
√
∆t)| = σ = | log dn+1S (0)dnS (0) | = | − σ|
Jedan od pojmova s kojim c´emo se susretati u radu je tzv. ”moneyness”. Moneyness
opisuje unutarnju vrijednost opcije u trenutnom stanju, tj. to je vrijednost koja pokazuje
hoc´e li trenutno izvrsˇenje opcije dovesti do profita. Ima nekoliko oblika:
• at-the-money - cijena izvrsˇenja jednaka trenutnoj cijeni vezane imovine
• in-the-money - izvrsˇenje opcije donosi zaradu vlasniku
• out-of-the-money - izvrsˇenje je neprofitabilno za vlasnika opcije
Uvodimo i pojam Arrow-Debreuovih vrijednosnica. Usredotocˇimo se na n-ti nivo u binom-
nom stablu, tj. pretpostavimo da se nalazimo u trenutku tn = t. Pogledajmo vrijednosnicu
λi koja isplac´uje 1 u buduc´em trenutku tn+1 = T , tj. na n + 1-ovom nivou, ako je cijena
dionice u cˇvoru i jednaka S i, a 0 ako cijena dionice poprima bilo koju drugu vrijednost.
Pretpostavimo da znamo trzˇisˇne cijene λi za svaku od tih vrijednosnica. Portfelj koji se
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sastoji od svih λi je u stvari nerizicˇna obveznica jer isplac´uje 1 u svakom buduc´em stanju i
njegova vrijednost je dana s:
N∑
i=1
λi = e−r(T−t) (6)
za nerizicˇnu kamatnu stopu r.
Definiramo p∗i kao:
p∗i := e
r(T−t)λi (7)
λi ≥ 0 za svaki i te vrijedi ∑i p∗i = ∑i er(T−t)λi = er(T−t) ∑i λi = er(T−t)e−r(T−t) = 1. Kao
sˇto vidimo p∗i je vjerojatnost stanja i, ako Arrow-Debreuova vrijednosnica postoji za svako
stanje i. Takoder, tada te vrijednosnice cˇine bazu za prostor buduc´ih isplata, tj. mozˇemo
replicirati isplatu bilo kojeg vrijednosnog papira V sve dok znamo njegove isplate Vi za
svaki cˇvor i. Replicirajuc´i portfelj je tada:
V =
∑
Viλi, (8)
a njegova trenutna vrijednost, tj. diskontirana ocˇekivana vrijednost buduc´ih isplata je:
V = e−r(T−t)
∑
i
p∗i Vi (9)
Za neprekidna stanja, vrijednost izvedenice V u trenutku t, V(S , t), zapisujemo u terminima
konacˇnih isplata, V(S T ,T ), pritom se opet vodec´i cˇinjenicom da je sadasˇnja vrijednost
jednaka diskontiranoj ocˇekivanoj vrijednosti buduc´ih isplata :
V(S , t) = e−r(T−t)
∫ ∞
0
p(S , t, S T ,T )V(S T ,T )dS T , (10)
za p(S , t, S T ,T ) vjerojatnost neutralnu na rizik.
Definiramo
pi(S , t, S T ,T ) := e−r(T−t) p(S , t, S T ,T ). (11)
Tada je pi(S , t, S T ,T )dS T je cijena u trenutku t slucˇajnog zahtjeva koji ima isplatu 1 ako
cijena dionice u trenutku T poprima vrijednost izmedu S T i S T + dS T .
Poglavlje 1
Analiza podrazumijevane volatilnosti
1.1 Uvod
Analiza volatilnosti na financijskim trzˇisˇtima je postala jedan od najvazˇnijih problema u
modernoj financijskoj teoriji i praksi. Bez obzira radi li se o upravljanju rizicima, hed-
gingu portfelja ili odredivanju cijena opcija potrebna su nam precizna saznanja o trzˇisˇno
ocˇekivanim kretnjama volatilnosti. Napravljena su mnoga istrazˇivanja o realiziranoj povi-
jesnoj volatilnosti, primjerice ono Rolla [23]. No, kako se pokazalo da je krivo zakljucˇivati
o buduc´em ponasˇanju trzˇisˇta samo na temelju prosˇlih ponasˇanja fokus se prebacio na podra-
zumijevanu volatilnost. Kako bi se odredila podrazumijevana volatilnost Black-Scholesovu
formulu rijesˇimo za konstantnu volatilnost i poznate cijene opcija. To je prirodniji pris-
tup jer su vrijednosti opcija odredene trzˇisˇnim procjenama sadasˇnje i buduc´e volatilnosti.
Stoga, na podrazumijevanu volatilnost mozˇemo gledati kao na indikator trzˇisˇnih ocˇekivanja
do vremena do dospijec´a opcije.
No, postoje i cˇinjenice koje su kontradiktorne s pretpostavkama Black-Scholesovog
modela, posebice pretpostavka konstantne volatilnosti. Volatilnosti odredene iz uocˇenih
trzˇisˇnih cijena pokazuju uzorak koji se uvelike razlikuje od onog ravnog konstantnog koji
se koristi u BS formuli; podrazumijevane volatilnosti at-the-money opcija su manje od
podrazumijevanih volatilnosti in-the-money ili out-of-the-money opcija. Ta struktura je
poznata pod nazivom ”volatility smile” (ili rjede ”volatility skew” ). Jedno od objasˇnjenja
ovog fenomena je da u stvarnosti volatilnost vezane imovine nije konstantna vrijednost za
vrijeme trajanje opcije. Takoder c´e nam biti zanimljiva i vremenska struktura (engl. term
structure) podrazumijevane volatilnosti koja prikazuje promjenu podrazumijevane volatil-
nosti obzirom na vrijeme dospijec´a opcija s istom cijenom izvrsˇenja.
6
POGLAVLJE 1. ANALIZA PODRAZUMIJEVANE VOLATILNOSTI 7
Uobicˇajena praksa je da se direktno trguje s takozvanim ”vega” definiranim u (4).Vega
je mjera osjetljivosti promjene vrijednosti opcije obzirom na promjenu (podrazumijevane)
volatilnosti. Mijenja se kada postoje velike promjene kretanja cijena (povec´anje volatil-
nosti), a opada kada se blizˇi vrijeme dospijec´a opcije. Kako bi se moglo trgovati obzirom
na vega mjeru neke opcije investitori ovise o preciznim procjenama podrazumijevane vo-
latilnosti i josˇ vazˇnije, njihovoj dinamici.
U procjeni rizika portfelja koji sadrzˇi velik broj raznovrsnih opcija bitno je reducirati
broj faktora koji utjecˇu na rizik kako bi sama procjena bila sˇto efikasnija, ali da pritom
izbacimo samo ”suvisˇne” informacije. Ha¨rdle i Schmidt [11] koriste analizu glavne kom-
ponente kako bi odredili maksimalni gubitak portfelja opcija. Dekomponiraju ”term struc-
ture” podrazumijevane volatilnosti DAX-a u ortogonalne faktore. Vidjet c´emo da je mak-
simalni gubitak tada modeliran prvim dvama faktorima. Takoder c´emo objasniti i multiva-
rijantnu metodu analize glavne komponenete koja c´e nam dodatno omoguc´iti modeliranje
dinamike kretanja podrazumijevane volatilnosti obzirom na cijenu izvrsˇenja.
1.2 Odredivanje podrazumijevane volatilnosti
Cijena Europske call opcije, Ct, bez isplate dividendi na dionice u trenutku t u Black-
Scholesovom modelu je dana s:
Ct = S tΦ(d1) − Ke−rτΦ(d2), (1.1)
d1 =
ln( S tK ) + (r +
1
2σ
2)τ
σ
√
τ
, (1.2)
d2 = d1 − σ
√
τ, (1.3)
gdje Φ oznacˇava funkciju distribucije standardne normalne razdiobe, S t cijenu vezane imo-
vine u trenutku t, K cijenu izvrsˇenja, r kamatnu stopu neutralnu na rizik, te τ = T − t
preostalo vrijeme do dospijec´a opcije.
Jedini parametar u Black-Scholesovoj formuli koji ne mozˇe biti direktno uocˇen je
stvarna volatilnost cijena vezane imovine, to jest volatilnost kretanja cijena dionice. No,
mozˇemo promatrati volatilnost koja proizlazi iz uocˇenih trzˇisˇnih cijena opcija, takozvana
podrazumijeva volatilnost. Podrazumijevana volatilnost, ili Black-Scholes podrazumije-
vana volatilnost, je definirana kao parametar σBSt cˇijim uvrsˇtavanjem u BS formulu dobi-
vamo vrijednost opcije jednaku upravo stvarnoj uocˇenoj trzˇisˇnoj vrijednosti opcije C∗t (K,T ):
∃! σBSt (K,T ) > 0,
CBS (S t,K,τ, σBSt ) = C
∗
t (K,T ).
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Postojanje i jedinstvenost podrazumijevane volatilnosti proizlazi iz cˇinjenice da je funkcija
cijene call opcije monotono preslikavnanje s [0,+∞] u [0, S t −Ke−rτ] i globalno konkavna
po σ [5]. Za fiksne (K,T ), σBSt je stohasticˇni proces i za fiksno t njegova vrijednost ovisi
o karakteristikama opcije kao sˇto su vrijeme dospijec´a T i cijena izvrsˇenja K. Grubo go-
vorec´i, BS podrazumijevana volatilnost je procjena prosjecˇne buduc´e volatilnost vezane
imovine za vrijeme trajanja opcije. I u ovom smislu, ona je globalna mjera volatilnosti.
Funkcija
σBSt : (K,T )→ σBSt (K,T )
naziva se ploha podrazumijevane volatilnosti (eng. implied volatility surface) u trenutku t.
Kao suprotnost lokalnoj volatilnosti, koja je jedinstveno definirana kao trenutna volatil-
nost vezane imovine, velik je broj podrazumijevanih volatilnosti za danu vezanu imovinu,
jedna za svaku opciju kojom se trguje. Basˇ zbog toga smo od samog pocˇetka suocˇeni
s multivarijabilnim problemom. Gornje cˇinjenice pokazuju da definiranje modela s po-
drazumijevanom, a ne lokalnom, volatilnosti bi moglo zakomplicirati modeliranje procesa
kretanja cijena opcija. Ali, uzimanje u obzir podrazumijevane volatilnosti ima i neke bitne
prednosti koje pojednostavljuju analizu.
Kao prvo, podrazumijevane volatilnosti su uocˇljive: mogu se dobiti direktno iz trzˇisˇnih
podatka bez uzimanja pretpostavki na sami proces. Suprotno tome, lokalna volatilnost ili
uvjetna varijanca povrata se ne mozˇe dobiti direktno te se mora filtrirati iz podatka o ci-
jeni koristec´i model uvjetne varijance (npr. GARCH) ili procijeniti iz poznatih podataka
za opcije. Drugo, podrazumijevane volatilnosti daju sliku stanja na trzˇisˇtu opcija koja je
strucˇnjacima poznata. Stanje na trzˇisˇtu opisano u terminima velicˇina ili ponasˇanja podra-
zumijevane volatilnosti je jednostavnije za shvatiti nego isto opisano, na primjer, koristec´i
lokalnu volatilnost. Trec´e, vremenski pomaci podrazumijevane volatilnosti su visoko ko-
relirani za cijene izvsˇenja i vremena do dospijec´a, sˇto sugerira da je njihova zajednicˇka di-
namika odredena malim brojem faktora te omoguc´uje jednostavno modeliranje koje dobro
objasˇnjava sami proces te iste dinamike. I posljednje, strucˇnjaci gledaju na podrazumije-
vanu volatilnost kao na referentnu vrijednost trzˇisˇnih kretnji i indikator trzˇisˇnog rizika.
1.3 Dinamicˇka analiza
Opcije na burzovni indeks DAX su jedne od najtrgovanijih ugovora na trzˇisˇtu derivata
EUREX. Ugovori s razlicˇitim cijenama izvrsˇenja i vremenima dospijec´a tvore likvidno
trzˇisˇte u bilo kojem trenutku. Upravo ta likvidnost daje velik broj vrijednosti za podra-
zumijevane volatilnosti za razlicˇite parove (K, τ). Jedna od tema kojima c´emo se baviti
u daljenjem tekstu vezana za dinamiku kretanja krivulje podrazumijevane volatilnosti je
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podrazumijevana volatilnost izmjerena pomoc´u njemacˇkog podindeksa VDAX koji je dos-
tupan na ”Deutsche Bo¨rse AG”.
Ti indeksi, koji predstavljaju razlicˇita dospijec´a opcije od jednog do 24 mjeseca, mjere
podrazumijevanu volatilnost at-the-money (ATM) call i put opcija. Izracˇuni VDAX-a su
bazirani na Black-Scholesovoj formuli. Krivulje kretanja podrazumijevane volatilnosti at-
the-money DAX opcija se mogu dobiti iz VDAX podindeksa za bilo koji dan trgovanja
nakon 18. ozˇujka 1996. To je dan kada se pocˇelo trgovati dugogodisˇnjim opcijama na
EUREX-u. Pogledajmo podatke trgovanja na datume: 27. listopad 1997. (plava linija), 28.
listopad 1997. (zelena linija), 17. studeni 1997. (cijan linija) i 20. studeni 1997. (crvena
linija), [11]: Usporedivat c´emo strukture volatilnosti za trgovanja dan za danom, to jest
prvo pogledajmo odnos krivulja za 27. i 28. studenog. Odmah mozˇemo uocˇiti prekonoc´ni
porast volatilnosti. Takoder je uocˇljiva i inverzija, to jest, volatilnost opcija krac´eg dos-
pijec´a je vec´a od volatilnosti onih duzˇeg dospijec´a. Samo nekoliko tjedana kasnije, 17. i
20., vrijednosti su se vratile na nizˇe nivoe. Ocˇito je za vrijeme trzˇisˇnih prevrtanja dolazilo
do znacˇajnih promjena u kretanju volatilnosti ATM opcija.
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PCA podrazumijevane volatilnosti ATM opcije
Skup podataka za analizu varijacija podrazumijevane volatilnosti je skup krivulja kao sˇto
su one na grafu. Kako bismo odredili zajednicˇke faktore koristimo analizu glavnih kompo-
nenti (eng. Principal Components Analysis, PCA). Osnovni ciljevi analize glavnih kom-
ponenti su redukcija podataka te interpretacija dobivenog rezultata. Redukcija podataka
se temelji na cˇinjenici da je velik dio varijabiliteta pocˇetnih podataka moguc´e opisati ma-
njim brojem varijabli koje su medusobno nekorelirane, takozvanih glavnih komponenti.
Takoder, PCA otkriva povezanost medu varijablama i stoga dozvoljava interpretacije do
kojih se bez ovakve analize ne bi dosˇlo.
Neka je matrica X dimenzija m × n definirana s:
X =

x11 · · · x1n
x21 · · · x2n
... · · · ...
xm1 · · · xmn

Pretpostavlja se da su stupci centrirani, tj.
µi := E(Xi) = 0
gdje Xi oznacˇava i-ti stupac matrice X.
U nasˇem slucˇaju elementi matrice c´e biti podrazumijevane volatilnosti te c´e svaki stupac
predstavljati opcije s odredenim dospijec´em, tj. u svakom od n stupaca se nalaze podaci sa
istim svojstvom.
Matrica kovarijanci je tada realna simetricˇna n × n matrica:
CX =
1
m
XᵀX
Teorem 1.3.1 (Glavna komponenta). Neka je C realna simetricˇna matrica te neka 〈·, ·〉
oznacˇava standardni skalarni produkt.
λmax := max‖v‖=1〈Cv, v〉
je maksimalna svojstvena vrijednost od C, a vektor
v := argmax‖v‖=1〈Cv, v〉
je pripadni svojstveni vektor od C.
Gornje slijedi iz Courant-Fisherovog minimax teorema (Theorem 5.2., [7]).
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Svojstveni vektor v iz teorema nazivamo vektor tezˇina, oznacˇimo ga s v1, te λ1 = λmax.
Tada je prva glavna komponenta dana s Y1 = Xv1. i-ti vektor tezˇina v se izracˇuna tako da se
zahtjeva ortogonalnost trazˇenog vektora v i prvih i − 1 dobivenih vektora tezˇina. Dobivene
parove oznacˇimo s:
(λ1, v1), . . . , (λn, vn)
za λ1 ≥ λ2 ≥ · · · ≥ λn.
Sa Yi definiramo i-tu glavnu komponentu:
Yi := Xvi
Tada
Y := [Y1 Y2 . . . Yn] = XV
gdje je V := [v1 v2 . . . vn].
Lema 1.3.2. Pi := vivᵀi su ortogonalni projektori, tj. PiP j = δi, jPi, i,j=1,. . . ,p i vrijedi
dekompozicija
C =
n∑
i=1
λiPi
Neka je V ortogonalna matrica svojstvenih vektora matrice CX, te Λ pripadna dijago-
nalna matrica svojstvenih vrijednosti. Tada vrijedi dekompozicija:
CX = VΛVᵀ
Matrica kovarijanci za Y je dana s:
CY =
1
m
YᵀY =
1
m
VᵀXᵀXV = VᵀCXV = Λ.
Drugim rijecˇima, stupci od Y su nekorelirani.
Teorem 1.3.3.
n∑
i=1
λi =
n∑
i=1
Var(Xi)(=: σ2X)
Teorem 1.3.3 iskazuje invarijantnost traga na transformacije slicˇnosti.
Za p < n broj ∑p
i=1 λi
σ2X
∗ 100%
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naziva se postotkom objasˇnjene ukupne varijance, tj. to je mjera koliko dobro metoda glav-
nih komponenti opisuje pocˇetne podatke.
Redukcija dimenzije odnosi se na uzimanje prvih p glavnih komponenti, tj. umjesto
matrice Y promatra se matrica:
Y∗ := [Y1 Y2 . . . Yp]
u kojoj je odbacˇeno posljednjih n − p stupaca. Grubo pravilo je da se p odabire tako da
postotak objasˇnjenja ukupne varijance bude > 80%.
Sada c´emo provesti analizu glavnih komponenti za 440 vrijednosti VDAX podindeksa
za svako vrijeme dospijec´a τ ∈ {30, 60, 90, 180, 270, 360, 540, 720} mjereno u danima,
gdje VDAX predstavlja podrazumijevanu volatilnost DAX indeksa u iduc´ih 30 dana. Defi-
niramo X = (xt j) kao T−1×J matricu povrata podrazumijevanih volatilnosti za podindekse
j = 1, . . . , J u trenutcima t = 1, . . . , T −1. U nasˇem slucˇaju vrijedi J = 8 i T = 440. Time
dobivamo stacionarne podatke te matricu X centriranu po stupcima, tj. ocˇekivanje sva-
kog stupca jednako je 0. Zatim odredimo matricu kovarijanci te njene pripadne svojstvene
vektore i svojstvene vrijednosti.
p o d a c i=read . t a b l e ( ”VDAX. d a t ” )
n=nrow ( p o d a c i )
X=( p o d a c i [ 2 : n , ] − p o d a c i [ 1 : ( n − 1 ) , ] ) / p o d a c i [ 1 : ( n −1 ) , ]
C=cov (X)
dekomp=e i g e n (C)
lambda=dekomp$ v a l u e s
sv v e k t o r i =dekomp$ v e c t o r s
p o s t o t a k var=rbind ( 0 , 8 )
f o r ( i i n 1 : 8 ) {
p o s t o t a k var [ i ]= lambda [ i ] / sum ( lambda )
}
p o s t o t a k var= p o s t o t a k var∗100
kumul p o s t o t a k =rbind ( 0 , 8 )
kumul p o s t o t a k [1 ]= p o s t o t a k var [ 1 ]
f o r ( i i n 2 : 8 ) {
kumul p o s t o t a k [ i ]= kumul p o s t o t a k [ i −1]+ p o s t o t a k var [ i ]
}
> p o s t o t a k var
[ 1 ] 73 .481890 9 .915004 5 .751108 3 .348912 2 .707984 2 .207865
1 .562159 1 .025078
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Rezultat pokazuje da prva glavna komponenta objasˇnjava oko 73% ukupne varijance po-
dataka, dok druga objasˇnjava dodatnih 10%. Kao sˇto mozˇemo vidjeti trec´a objasˇnjava
znacˇajno manji postotak ukupne varijance. Stoga, gledajuc´i samo prve dvije glavne kom-
ponente imamo ukupno objasˇnjenje varijance od oko 83%. Uzimajuc´i u obzir samo prva
dva faktora, vremenski niz podrazumijevanih at-the-money volatilnosti mozˇe se zapisati
kao reducirani model:
Xˆ = [Y1 Y2]
[
vᵀ1
vᵀ2
]
+ t
X j = Y1 · v j1 + Y2 · v j2 + t
xt j = v j1yt1 + v j2yt2 + t
gdje je v jk element u j-tom retku i k-tom stupcu matrice V , analogno ytk element matrice
Y, te t bijeli sˇum. v j je osjetljivost vremenskog niza podrazumijevane volatilnosti na pro-
mjenu glavnih komponenti.
Opc´a analiza glavnih komponenti
Podrazumijevane volatilnosti izracˇunate za razlicˇite cijene izvrsˇenja i vremena dospijec´a
tvore plohu. Analiza glavne komponente, kao sˇto je recˇeno prije, ne uzima u obzir takve
strukture jer gleda samo jednodimenzionalne presjeke, tj. gleda samo ovisnost o vremenu.
U ovom dijelu c´emo objasniti tehniku koja omoguc´uje da analiziramo nekoliko takvih pre-
sjeka simultano. Kako opcije prirodno pripadaju razlicˇitim skupinama obzirom na vrijeme
dospijec´a mozˇemo analizirati presjeke za razlicˇita vremena dospijec´a. Predlazˇe se PCA
tih razlicˇitih skupina, tj. svaka od skupina biti c´e reprezentirana jednom matricom gdje c´e
stupci varirati po cijeni izvrsˇenja. Sa statisticˇke strane gledisˇta, simultana procjena PCA-a
u razlicˇitim grupama rezultira redukcijom ukupne dimenzije. Takva vrsta PCA bazirana na
visˇe grupa naziva se opc´a analiza glavnih komponenti (eng. common principal components
analysis, CPCA). Rezultat CPCA je skup svojstvenih vrijednosti po odabranim grupama.
CPCA se bazira na pretpostavci da matrice kovarijanci imaju slicˇnu strukturu u svim
grupama. Osnovna pretpostavka CPCA je da je prostor razapet svojstvenim vrijednostima
jednak kroz nekoliko grupa, dok je dozvoljeno razlikovanje varijanci komponenata. Tak-
vim pristupom se analizira p-varijantan slucˇajni vektor u k grupa, tj. k vremena dospijec´a.
Hipoteza CPCA se mozˇe zapisati [12]:
HCPCA : Ψi = ΓΛiΓᵀ, i = 1, · · · , k (1.4)
za Ψi pozitivno definitnu kovarijacijsku matricu dimenzija p × p, Γ = (γ1, · · · , γp) ortogo-
nalna matrica transformacije dimenzija p × p i Λi = diag(λi1, · · · , λip) matrica svojstvenih
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vrijednosti. Pritom je matrica Ψi ona koju zˇelimo odrediti iz poznatih podataka. Takoder
se pretpostavlja da su λi medusobno razlicˇite.
Neka je S i = 1ni X
ᵀ
i Xi uzoracˇka kovarijacijska matrica slucˇajnih vektora Xi, za koje se pret-
postavlja da dolaze iz p-varijantne normalne razdiobe Np(µ,Ψi). Velicˇina uzorka je ni > p.
Tada je distribucija od niS i Wishartova, sa n − 1 stupnjeva slobode:
niS i ∼ Wp(Ψi, ni − 1)
Funkcija gustoc´e Wishartove distribucije:
f (S ) =
1
Γp
(
n−1
2
)
|Ψ|(n−1)/2
(
n − 1
2
) p(n−1)
2
exp
[
tr
(
−n − 1
2
Ψ−1S
)]
|S |(n−p−2)/2,
(1.5)
za
Γp(x) = pip(p−1)/4
p∏
i=1
Γ
(
x − 1
2
(i − 1)
)
multivarijantnu funkciju gama, te oznaku | · | za determinantu matrice.
Neka je sa Ψ = (Ψ1, . . . ,Ψk) ∈ Θ definiran nepoznati parametar te definiramo funkciju
vjerodostojnosti L : Θ→ R sa:
L(Ψ) := f (S 1|Ψ1) · · · f (S k|Ψk)
Vrijednost Ψˆ za koju je
L(Ψˆ) = max
Ψ∈Θ
L(Ψ)
zovemo procjenitelj metodom maksimalne vjerodostojnosti ili krac´e MLE. Za k Wisharto-
vih matrica S i funkcija vjerodostojnosti je:
L(Ψ1, . . . ,Ψk) = C
k∏
i=1
exp
[
tr
(
−1
2
(ni − 1)Ψ−1i S i
)]
|Ψi|− 12 (ni−1) (1.6)
gdje je C konstanta koja ne ovisi o parametrima Ψi.
Maksimizacija funkcije vjerodostojnosti je ekvivalentna minimizaciji funkcije g(·), jer vri-
jedi da je ln(L(·)) = lnC − 12g(·), gdje je C ∈ R konstanta.
g(Ψ1, . . . ,Ψk) =
k∑
i=1
(ni − 1)
[
ln |Ψi| + tr(Ψ−1S i)
]
.
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Uz pretpostavku da vrijedi (1.4) i iz unitarne invarijantnosti determinante i traga dobivamo:
ln |Ψi| = ln |ΓΛiΓᵀ| = ln |Λi| =
p∑
j=1
ln λi j
tr
(
Ψ−1i S i
)
= tr
(
ΓΛ−1i Γ
ᵀS i
)
= tr
(
Λ−1i Γ
ᵀS iΓ
)
=
p∑
j=1
γ
ᵀ
j S iγ j
λi, j
(1.7)
Znamo da je inverz dijagonalne matrice sa vrijednostima λi j na dijagonali opet dijagonalna
matrica sa 1/λi j na dijagonali. Neka je γ j =
[
γ1 j . . . γp j
]ᵀ
vektor stupac matrice Γ. U
konacˇnici dobivamo:
g(Γ,Λ1, . . . ,Λk) =
k∑
i=1
(ni − 1)
p∑
j=1
ln λi j + γᵀj S iγ j
λi j
 .
Takoder, zˇelimo da su vektori γ j u matrici Γ ortogonalni. To c´emo postic´i koristec´i Lagran-
geovu metodu. Imamo p(p−1)/2 uvjeta ortogonalnosti oblika γᵀhγ j = 0 za h , j i p uvjeta
za normiranost γᵀj γ j = 1.
g∗(Γ,Λ1, . . . ,Λk) = g(·) −
p∑
j=1
µ j(γ
ᵀ
j γ j − 1) − 2
p∑
h< j
µh jγ
ᵀ
hγ j,
za Lagrangeove multiplikatore µ j i µh j.
Uzimajuc´i derivaciju funkcije g∗ obzirom na λi j i izjednacˇavajuc´i s nulom dobivamo:
∂g∗
∂λi j
=
1
λi j
− γ
ᵀ
j S iγ j
λ2i j
= 0
λi j = γ
ᵀ
j S iγ j (1.8)
Iz (1.7) i (1.8) slijedi:
tr
(
Ψ−1i S i
)
= p (1.9)
Uzmimo sada parcijalnu derivaciju obzirom na γ j, sˇto je ustvari gradijent funkcije g za
vektor γ j, i izjednacˇimo s nulom.
Prvo pogledajmo:
∇γ jg =
[
∂g
∂γi j
]
=
k∑
i=1
(ni − 1)
(S i + S
ᵀ
i )γ j
λi j
(1.10)
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Uz pretpostavku da je µh j = µ jh, koja slijedi iz simetricˇnosti uvjeta γ
ᵀ
hγ j = γ
ᵀ
j γh = 0,
imamo:
∇γ jg∗ =
k∑
i=1
(ni − 1)
(S i + S
ᵀ
i )γ j
λi j
− 2µ jγ j − 2
p∑
h=1
h, j
µ jhγh = 0 (1.11)
Zbog simetricˇnosti matrice S i vrijedi S i + S
ᵀ
i = 2S i pa uvrsˇtavajuc´i to u (1.11) i dijelec´i s
2 dobivamo:
k∑
i=1
(ni − 1)S iγ j
λi j
− µ jγ j −
p∑
h=1
h, j
µ jhγh = 0 (1.12)
Sada pomnozˇimo (1.12) s lijeva s γᵀj te iskoristimo (1.8) i ortogonalnost γ
ᵀ
j γh = 0 za j , h:
k∑
i=1
(ni − 1)
γ
ᵀ
j S iγ j
λi j
− µ jγᵀj γ j −
p∑
h=1
h, j
µ jhγ
ᵀ
j γh = 0
k∑
i=1
(ni − 1) = µ j
(1.13)
Pa vrijedi:
k∑
i=1
(ni − 1)S iγ j
λi j
−
k∑
i=1
(ni − 1)γ j −
p∑
h=1
h, j
µ jhγh = 0 (1.14)
Mnozˇec´i (1.14) s lijeva s γᵀl za l , j dobivamo:
k∑
i=1
(ni − 1)
γ
ᵀ
l S iγ j
λi j
= µ jl (1.15)
Zamjenom indeksa j i l u prethodnoj jednadzˇbi te uocˇavajuc´i da zbog simetricˇnosti vrijedi
γ
ᵀ
l S iγ j = γ
ᵀ
j S iγl te µ jl = µl j :
k∑
i=1
(ni − 1)
γ
ᵀ
l S iγ j
λil
= µ jl (1.16)
Usporedujuc´i (1.15) i (1.16) dobivamo:
γ
ᵀ
l
 k∑
i=1
(ni − 1)λil − λi j
λilλi j
S i
 γ j = 0 (1.17)
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Ta jednadzˇba se treba rijesˇiti koristec´i:
λil = γ
ᵀ
l S iγl i=1,. . . ,k l=1,. . . ,p
uz uvjete:
γ
ᵀ
l γ j =
{
0 l,j
1 l=j
Flury je dokazao postojanje i jedinstvenost maksimuma funkcije vjerodostojnosti, a Flury
i Gautschi su osmislili algoritam, FG algoritam, za provedbu CPCA koji c´emo sada imple-
mentirati.
Promatramo podatke za povrate podrazumijevanih volatilnosti za vremena dospijec´a
τ = 1, τ = 2, τ = 3 mjeseca, te ”moneyness” vrijednosti κ ∈ {0.85, 0.90, 0.95, 1.00, 1.05, 1.10}.
Definicija 1.3.4. Za S 1, . . . , S k, k > 1, simetricˇne pozitivno definitne matrice kazˇemo da su
istovremeno dijagonalizabilne ako postoji ortogonalna matrica B tako da:
BᵀS iB = Λi i = 1, . . . , k
gdje su Λi dijagonalne.
Definicija 1.3.5. Za k > 1 simetricˇne pozitivno definitne matrice S 1, . . . , S k definiramo
funkciju
Φ(S 1, . . . , S k) =
k∏
i=1
det(diag(S i))ni
det(S i)ni
(1.18)
za ni pozitivne konstante, kao mjeru istovremenog odstupanja matrica S 1, . . . , S k od dija-
gonalnosti.
FG algoritam sacˇinjavaju dva algoritma, F algoritam i G algoritam, koji minimiziraju
funkciju Φ, tj. trazˇimo ortogonalnu matricu B tako da je Φ(BᵀS 1B, . . . , BᵀS kB) minimalan.
U F algoritmu, svaki par (bl, b j) vektora stupaca trenutne aproksimacije matrice B je roti-
ran tako da je jednadzˇba (1.17) zadovoljena. Jedan korak iteracije F algoritma rotira svih
p(p−1)
2 parova matrice B. Dok u G algoritmu iterativno trazˇimo ortogonalnu 2×2 matricu Q
koja rjesˇava dvodimenzionalni analogon formule (1.17). Ta matrica definira rotaciju para
vektora koji su trenutno uzeti u F algoritmu.
Pogledajmo kod:
### u c i t a j m o p o d a t k e
p o d a c i 1=read . t a b l e ( ” v o l s u r f 0 1 . d a t ” )
p o d a c i 2=read . t a b l e ( ” v o l s u r f 0 2 . d a t ” )
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p o d a c i 3=read . t a b l e ( ” v o l s u r f 0 3 . d a t ” )
### i z r a c u n a j m o m a t r i c e k o v a r i j a n c i
S1=cov ( p o d a c i 1 )
S2=cov ( p o d a c i 2 )
S3=cov ( p o d a c i 3 )
### d i m e n z i j e
p=nrow ( S1 )
n=nrow ( p o d a c i 1 )
k=3
e p s i l o n f =1e−15
e p s i l o n g=1e−15
### p o s t a v i m o p o c e t n u a p r o k s i m a c i j u
B=diag ( p )
whi le ( 1 ) {
Bf=B
j =2
whi le ( j<=p ) {
l =1
whi le ( l < j ) {
H=cbind (B[ , l ] ,B[ , j ] )
T1= t (H)%∗%S1%∗%H
T2= t (H)%∗%S2%∗%H
T3= t (H)%∗%S3%∗%H
Q=diag ( 2 )
g=0
whi le ( 1 ) {
g=g+1
Qg=Q
d e l t a 1 =diag ( t (Q)%∗%T1%∗%Q)
d e l t a 2 =diag ( t (Q)%∗%T2%∗%Q)
d e l t a 3 =diag ( t (Q)%∗%T3%∗%Q)
k1 =(n−1)∗ ( d e l t a 1 [1] − d e l t a 1 [ 2 ] ) / prod ( d e l t a 1 )
k2 =(n−1)∗ ( d e l t a 2 [1] − d e l t a 2 [ 2 ] ) / prod ( d e l t a 2 )
k3 =(n−1)∗ ( d e l t a 3 [1] − d e l t a 3 [ 2 ] ) / prod ( d e l t a 3 )
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T=k1∗T1+k2∗T2+k3∗T3
Q=e i g e n ( T ) ## s v o j s t v e n i v e k t o r i
s i n g u l a r n e =svd (Q%∗%Qg ) $d
ming=min ( s i n g u l a r n e )
k u t g=acos ( ming )
i f ( k u t g< e p s i l o n g ) break
}
H1=H%∗%Q
B[ , l ]=H1 [ , 1 ]
B[ , j ]=H1 [ , 2 ]
l = l +1
}
j = j +1
}
s i n g u l a r n e =svd (B%∗%Bf ) $d
minf=min ( s i n g u l a r n e )
k u t f=acos ( minf )
i f ( k u t f< e p s i l o n f ) break
}
### nadimo s v o j s t v e n e v r i j e d n o s t i
lambda1=cbind ( diag ( t (B)%∗%S1%∗%B ) )
lambda2=cbind ( diag ( t (B)%∗%S2%∗%B ) )
lambda3=cbind ( diag ( t (B)%∗%S3%∗%B ) )
lambda ukupno=matrix ( c ( lambda1 , lambda2 , lambda3 ) , p , k )
### s o r t i r a j m o s v o j s t v e n e v e k t o r e t d j e
### p r v i ona j k o j i ima n a j v e c u s v o j s t v e n u v r i j e d n o s t
m a t r i c a=cbind ( lambda ukupno , t (B ) )
m a t r i c a= m a t r i c a [ order ( m a t r i c a [ , 1 ] ) , ]
m a t r i c a= m a t r i c a [ p : 1 , ]
s v o j s t v e n i v e k t o r i = t ( m a t r i c a [ , 4 : 9 ] )
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Pogledajmo najprije korake G algoritma. On rjesˇava jednadzˇbu:
qᵀ1
(
(n1 − 1)δ11 − δ12
δ11δ12
T1 + (n2 − 1)δ21 − δ22
δ21δ22
T2 + (n3 − 1)δ31 − δ32
δ31δ32
T3
)
q2 = 0
za T1, T2, T3 fiksne simetricˇne pozitivno definitne (2 × 2) matrice, δi j = qᵀj Tiq j (i =
1, 2, 3, j = 1, 2) i ortogonalnu matricu Q = (q1, q2).
Inicijaliziramo matricu Q kao jedinicˇnu (2× 2). Izracˇunamo pripadne δi j te potom matricu
T kao:
T = (n1 − 1)δ11 − δ12
δ11δ12
T1 + (n2 − 1)δ21 − δ22
δ21δ22
T2 + (n3 − 1)δ31 − δ32
δ31δ32
T3
Potom izracˇunamo pripadne svojstvene vektore matrice T te definiramo novu matricu Q
cˇiji stupci su upravo ti svojstveni vektori.
Algoritam ponavljamo sve dok norma razlike novoizracˇunate i pocˇetne matrice Q nije ma-
nja od  > 0.
Algoritam zapocˇinje definiranjem pocˇetne aproksimacije za B postavljanjem na jedinicˇnu
matricu. Zatim za svaki par vektora (bl, b j), 1 ≤ l < j ≤ p provodimo sljedec´e korake:
• Definiramo matricu H sa stupcima bl i b j
• Definiramo matrice Ti, i = 1, 2, 3
Ti =
[
bᵀl S ibi b
ᵀ
l S ib j
bᵀj S ibl b
ᵀ
j S ib j
]
(1.19)
• provedemo G algoritam na (T1,T2,T3) kako bismo dobili ortogonalnu matricu Q
• Rotiramo matricu H te novu matricu oznacˇimo s H∗ = HQ
• U matrici B stupce bl i b j zamijenimo pripadnim stupcima od H∗
Te korake provodimo sve dok norma razlike pocˇetne i novodobivene matrice B nije do-
voljno mala, tj. manja od  > 0 za neki dovoljno mali .
Kao i kod PCA izracˇunajmo postotke objasˇnjenja ukupne varijance, no sada to radimo
za 3 grupe:
• za vrijeme dospijec´a 1 mjesec:
74.46%, 17.99%, 6.04%, 1.15%, 0.27%, 0.08%
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• za vrijeme dospijec´a 2 mjeseca:
76.05%, 19.11%, 3.73%, 0.85%, 0.20%, 0.06%
• za vrijeme dospijec´a 3 mjeseca:
77.48%, 20.09%, 1.67%, 0.57%, 0.14%, 0.04%
Vidimo da u sve tri grupe prve tri glavne komponente opisuju visˇe od 90% ukupne vari-
jance.
Pogledajmo prva tri svojstvena vektora dobivena algoritmom:
Slika 1.1: Prvi svojstveni vektor je plave boje, drugi zelene, a trec´i crvene. Na x-osi su
indexom redom oznacˇene vrijednosti za moneyness {0.85, 0.90, 0.95, 1.00, 1.05, 1.10}, a
na y-osi tezˇine (loadings).
Vidimo da su tezˇine za prvu komponentu, tj. svi elementi prvog svojstvenog vektora,
jednakog predznaka. Drugi svojstveni vektor ima oblik slova Z, tj. tezˇine imaju razlicˇite
predznake na svakoj strani ”smile-a”, sˇto sugerira suprotni ucˇinak na out-of-the-money
put i out-of-the-money call opcije. Trec´i svojstveni vektor ima ”twist” formaciju, pritom
dajuc´i velike tezˇine povratima ATM podrazumijevanih volatilnosti i velike tezˇine suprotnog
predznaka vanjskim djelovima ”smile”-a.
Poglavlje 2
Preciznost distribucije cijena IBT
algoritmom
2.1 IBT
Dobro poznati model za odredivanje cijena opcija je Geometrijsko Brownovo gibanje
(GBG) s konstantnom volatilnosˇc´u, pri cˇemu je distribucija cijena log-normalna s gustoc´om
[28]
f (S t, S T , r, τ, σ) =
1
S T
√
2piσ2τ
exp
−{ln( S TS t ) − (r − σ
2
2 )τ}2
2σ2τ
 , (2.1)
za vrijeme dospijec´a opcije T, gdje je S t vrijednost dionice u trenutku t, r bezrizicˇna ka-
matna stopa, τ = T − t preostalo vrijeme do dospijec´a, te σ volatilnost. Medutim, trzˇisˇno
podrazumijevana volatilnost opcija na dionicˇki indeks cˇesto ima ” the volatility smile”,
koja se smanjuje sa cijenom izvrsˇenja i raste s vremenom do dospijec´a τ. Postoje razlicˇita
prosˇirenja generaliziranog Brownovog gibanja koja uzimaju u obzir ”smile”. Jedan od
pristupa je u model ukljucˇiti stohasticˇni volatilni faktor, Hull i White [15], drugi dopusˇta
skokove cijena dionica s prekidima, Merton [22]. No u ovakvim modelima se javljaju
prakticˇne potesˇkoc´e. Na primjer, krsˇi se uvjet neutralnosti na rizik.
IBT tehnika predlozˇena od Rubinsteina [27], Dermana i Kania [9], Dupirea [10], te
Barlea i Cakicia [2] ukljucˇuje takve pojave. Njihovi radovi pretpostavljaju da je buduc´a
cijena dionica generirana modificiranom slucˇajnom sˇetnjom gdje temeljna imovina ima
varijabilnu volatilnost koja ovisi o cijeni dionice i vremenu t. Kako konstrukcija podra-
zumijevanih binomnih stabala (IBT) dopusˇta promjenjivu volatilnost σ = σ(S t, t), ona
su samo prosˇirenje originalnih Cox, Ross i Rubinsteinovih (CRR) binomnih stabala, [6].
Konstrukcija IBT-a koristi uocˇene trzˇisˇne cijene opcija kako bi se procijenila podrazumije-
vana distribucija, te je u prirodi neparametarska.
22
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CRR binomno stablo je diskretna implementacija GBG procesa
dS t
S t
= µdt + σdZt, (2.2)
gdje je Zt standardno Brownovo gibanje, µ ocˇekivani prinos, σ volatilnost cijene dionice,
uz pretpostavku da su µ i σ konstante. Slicˇno, na IBT se mozˇe gledati kao na diskretizaciju
sljedec´eg modela u kojem generalizirani parametar volatilnosti mozˇe biti funkcija vremena
i cijene dionice,
dS t
S t
= µtdt + σ(S t, t)dZt, (2.3)
gdje je σ(S t, t) trenutna lokalna funkcija volatilnosti. Cilj IBT-a je konstrukcija diskretne
aproksimacije modela na temelju uocˇenih cijena opcija dovodec´i do promjenjive volatil-
nosti σ(S t, t). Nadalje, IBT mozˇe reflektirati nekonstantni drift µt.
Derman i Kani algoritam
Podrazumijevano binomno stablo (eng. Implied Binomial Tree, IBT) diskretan je model
za racˇunanja cijena opcija, slicˇno kao sˇto je CRR binomno stablo u Black-Scholesovom
modelu. Pomoc´u njega mozˇemo graficˇki prikazati moguc´e vrijednosti odredene opcije u
razlicˇitim cˇvorovima, tj. vremenskim trenutcima. Vrijednost opcije u svakom cˇvoru ovisi
o vrijednosti vezane imovine u tom cˇvoru te o vjerojatnosti da c´e cijena vezane imovine
u danom cˇvoru padati, odnosno rasti, sˇto se naziva vjerojatnost prijelaza ( [18]). U mo-
delu podrazumijevanog binomnog stabla, cijene dionica, prijelazne vjerojatnosti i Arrow-
Debreu cijene, se racˇunaju iterativno u svakom cˇvoru, nivo po nivo. Gdje Arrow-Debreu
cijenu, λn,i, u svakom cˇvoru (n, i) definiramo kao vjerojatnost dolaska u cˇvor (n, i) iz cˇvora
(1, 1) diskontirana faktorom e−r∆t ( [18]).
Indukcijom c´emo konstruirati IBT na vremenskom intervalu [0,T] sa promjenom ∆t.
Pretpostavimo da smo vec´ konstruirali prvih n nivoa stabla. Za t=0, S 0 = S , trenutna
cijena vezane imovine, i na n-tom nivou stabla je n cˇvorova. Neka je sn,i cijena dionice u
i-tom cˇvoru na n-tom nivou, pa je s1,1 = S , te Fn,i = er∆tsn,i forward cijena na nivou n+1 od
sn,i, gdje je forward cijena dionice ocˇekivana vrijednost dionice u buduc´em trenutku. pn,i
je vjerojatnost prijelaza s cˇvora (n, i) na cˇvor (n + 1, i + 1).
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Ima (2n + 1) parametara koji definiraju prijelaz od n-tog do (n + 1)-ovog nivoa stabla;
(n + 1) cijena dionice u cˇvorovima na (n + 1)-ovom nivou i n prijelaznih vjerojatnosti.
Pokazˇimo kako ih odrediti koristec´i ”smile”. Koristimo stablo kako bismo izracˇunali te-
oretske vrijednosti od 2n poznatih velicˇina, vrijednosti n forwarda i n opcija, s vremenom
dospijec´a n∆t, pritom zahtijevajuc´i da te teoretske vrijednosti odgovaraju interpoliranim
trzˇisˇnim vrijednostima. Time dobivamo 2n jednadzˇbi za tih 2n + 1 parametara. Jedan pre-
ostali stupanj slobode koristimo da se centar nasˇeg stabla podudara s centrom standardnog
CRR stabla s konstantom volatilnosˇc´u.
Zbog pretpostavke neutralnosti na rizik ocˇekivana cijena dionice u iduc´em trenutku mora
biti jednaka njenoj poznatoj forward cijeni Fn,i, tj. :
Fn,i = pn,isn+1,i+1 + (1 − pn,i)sn+1,i (2.4)
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Iz gornjeg uvjeta prijelazna vjerojatnost zadovoljava jednadzˇbu:
pn,i =
Fn,i − sn+1,i
sn+1,i+1 − sn+1,i (2.5)
Arrow-Debreu cijena, λn,i, je cijena opcije koja isplac´uje jednu jedinicu isplate samo
u jednom stanju i na n-tom nivou, a inacˇe 0. Mozˇe se izracˇunati indukcijom kao suma,
po svim putevima od korijena stabla do cˇvora (n, i), produkta diskontiranih vjerojatnosti
prijelaza za svaki cˇvor duzˇ svih puteva. Definiramo je iterativnom formulom za λ1,1 = 1
( [18]): 
λn+1,1 = e−r∆t{(1 − pn,1)λn,1}
λn+1,i+1 = e−r∆t{λn,i pn,i + λn,i+1(1 − pn,i+1)}, 1 ≤ i ≤ n,
λn+1,n+1 = e−r∆t{λn,n pn,n}
(2.6)
Primjer 2.1.1. Racˇunanje Arrow-Debreu cijena u CRR binomnom stablu
Neka je trenutna cijena S=100, vrijeme dospijec´a T=2 godine, ∆t = 1, konstantna vo-
latilnost σ = 10%, bezrizicˇna kamatna stopa r=0.03.
Stablo Arrow-Debreu cijena se mozˇe izracˇunati iz stabla s cijenama dionice:
cijena dionice
122.15
110.52
100.00 100.00
90.48
81.88
Arrow-Debreu cijena
0.37
0.61
1.00 0.44
0.36
0.13
Na primjer, koristec´i CRR metodu iz uvoda, (5), uz S (0) = s1,1
s2,1 = s1,1e−σ
√
∆t = 100e−0.1 = 90.48
s2,2 = s1,1eσ
√
∆t = 110.52.
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Takoder, znamo da vrijedi
Fn,i = er∆tsn,i =⇒ F1,1 = e0.03s1,1 = 103.04
Sada iz formule (2.5) znamo izracˇunati vjerojatnost prijelaza, p1,1=0.63. Prema formuli
(2.6) za Arrow-Debreuove cijene slijedi:
λ2,1 = e−r∆t(1 − p1,1)λ1,1 = 0.36
λ2,2 = e−r∆t(p1,1)λ1,1 = 0.61.
Na trec´em nivou, racˇunamo cijene dionica koristec´i odgovarajuc´e cˇvorove drugog nivoa,
na primjer:
s3,1 = s2,1e−σ
√
∆t = s1,1e−2σ
√
∆t = 81.88
s3,2 = s1,1eσ
√
∆te−σ
√
∆t = s1,1e−σ
√
∆teσ
√
∆t = s1,1 = 100
s3,3 = s2,2eσ
√
∆t = s1,1e2σ
√
∆t = 122.15.
Kao i gore, prvo izracˇunamo F2,1 i F2,2 te potom vjerojatnosti prijelaza:
F2,1 = 93.24
F2,2 = 113.89
p2,1 = 0.63
p2,2 = 0.63
Te opet iz formule (2.6) dobivamo:
λ3,1 = 0.13
λ3,2 = 0.44
λ3,3 = 0.37.
Odredimo sada n jednadzˇbi za teoretske vrijednosti opcija s cijenom izvrsˇenja sn,i jed-
nakoj cijeni dionice u svakom cˇvoru na n-tom nivou s dospijec´em na (n + 1)-ovom nivou.
Cijena izvrsˇenja sn,i dijeli cˇvorove na (n + 1)-ovom nivou na onaj s vec´om, sn+1,i+1, i onaj
s manjom vrijednosti, sn+1,i, od cijene izvrsˇenja. Ta cˇinjenica osigurava da svi gornji (oni
s vec´om vrijednosti) cˇvorovi pridonose vrijednosti call opcije, dok svi donji pridonose vri-
jednosti put opcije. Tih n jednadzˇbi, izvedenih nizˇe, zajedno s (2.4) i odabirom centralnog
cˇvora odreduju trazˇenih (2n + 1) parametara.
Cijena call i put opcije u Black-Scholesovom modelu je dana s [13]:
C(K, τ) = e−rτ
+∞∫
0
max(S T − K, 0)p(S t, S T , r, τ)dS T , (2.7)
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P(K, τ) = e−rτ
+∞∫
0
max(K − S T , 0)p(S t, S T , r, τ)dS T , (2.8)
gdje su C(K, τ) i P(K, τ) cijene call i put opcija respektivno, K je cijena izvrsˇenja, a
p(S t, S T , r, τ) funkcija gustoc´e neutralna na rizik za S T ∈ (0,∞).
Prisjetimo se najprije vjerojatnosti neutralne na rizik definirane u uvodnom poglavlju u
jednadzˇbi (7). Formulirajmo je koristec´i trenutne oznake:
p∗n+1,i := e
r∆tλn+1,i (2.9)
U IBT-u, cijenu opcija u trenutku tn sa cijenom izvrsˇenja K i vremenom dospijec´a tn+1
racˇunamo uobicˇajeno, tj. kao diskontiranu ocˇekivanu vrijednost buduc´ih isplata, (9):
C(K, tn+1) = e−r∆t
n+1∑
j=1
p∗n+1, j max(sn+1, j − K, 0)
P(K, tn+1) = e−r∆t
n+1∑
j=1
p∗n+1, j max(K − sn+1, j, 0))
(2.10)
Iskoristimo definiciju vjerojatnosti iz (2.9):
C(K, tn+1) =e−r∆t
n+1∑
j=1
er∆tλn+1, j max(sn+1, j − K, 0)
n+1∑
j=1
λn+1, j max(sn+1, j − K, 0)
(2.11)
Nadalje, iskoristimo formulu Arrow-Debreuovih cijena (2.6), analogno vrijedi i za put
opciju:
C(K, tn+1) = e−r∆t
n∑
j=1
{
λn, j pn, j + λn, j+1(1 − pn, j+1)
}
max(sn+1, j+1 − K, 0) (2.12)
P(K, tn+1) = e−r∆t
n∑
j=1
{
λn, j pn, j + λn, j+1(1 − pn, j+1)
}
max(K − sn+1, j+1, 0), (2.13)
Kada je cijena izvrsˇenja jednaka sn,i izraz (2.12) mozˇemo koristec´i (2.4) raspisati na sljedec´i
nacˇin.
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Prisjetimo se da samo gornji cˇvorovi pridonose vrijednosti call opcije, tj. za cijenu
izvrsˇenja sn,i suma u (2.12) mozˇe krenuti od i:
C(sn,i, tn+1) =e−r∆t
n∑
j=i
{
λn, j pn, j + λn, j+1(1 − pn, j+1)
}
(sn+1, j+1 − sn,i)
=e−r∆t { λn,i pn,i(sn+1,i+1 − sn,i) + λn,i+1(1 − pn,i+1)(sn+1,i+1 − sn,i) + λn,i+1 pn,i+1(sn+1,i+2 − sn,i)
+ λn,i+2(1 − pn,i+2)(sn+1,i+2 − sn,i) + · · · + λn,n−1 pn,n−1(sn+1,n − sn,i)
+ λn,n(1 − pn,n)(sn+1,n − sn,i) + λn,n pn,n(sn+1,n+1 − sn,i) }
=e−r∆t { λn,i pn,isn+1,i+1 + λn,i+1(1 − pn,i+1)sn+1,i+1 + λn,i+1 pn,i+1sn+1,i+2 + λn,i+2(1 − pn,i+2)sn+1,i+2
+ · · · + λn,n−1 pn,n−1sn+1,n + λn,n(1 − pn,n)sn+1,n + λn,n pn,nsn+1,n+1
− sn,i [ λn,i pn,i + λn,i+1(1 − pn,i+1) + λn,i+1 pn,i+1 + λn,i+2(1 − pn,i+2) + · · · + λn,n−1 pn,n−1
+ λn,n(1 − pn,n) + λn,n pn,n ] }
(2.14)
Iskoristimo sada (2.4):
er∆tC(sn,i, tn+1) =λn,i pn,isn+1,i+1 + λn,i+1Fn,i+1 + λn,i+2Fn,i+2 + · · · + λn,nFn,n
− sn,i
λn,i pn,i + n∑
j=i+1
λn, j

Iz cˇega slijedi:
er∆tC(sn,i, tn+1) = λn,i pn,i(sn+1,i+1 − sn,i) +
n∑
j=i+1
λn, j(Fn, j − sn,i) (2.15)
Kako su nam i Fn,i i C(sn,i, tn+1) poznati uvrsˇtavanjem (2.5) u izraz (2.15) dobivamo:
er∆tC(sn,i, tn+1) = λn,i
Fn,i − sn+1,i
sn+1,i+1 − sn+1,i (sn+1,i+1 − sn,i) +
n∑
j=i+1
λn, j(Fn, j − sn,i)er∆tC(sn,i, tn+1) − n∑
j=i+1
λn, j(Fn, j − sn,i)
 (sn+1,i+1 − sn+1,i) = λn,i(Fn,i − sn+1,i)(sn+1,i+1 − sn,i)
sn+1,i+1
er∆tC(sn,i, tn+1) − n∑
j=i+1
λn, j(Fn, j − sn,i) − λn,i(Fn,i − sn+1,i)
 =
sn+1,i
er∆tC(sn,i, tn+1) − n∑
j=i+1
λn, j(Fn, j − sn,i)
 − λn,isn,i(Fn,i − sn+1,i)
(2.16)
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Konacˇno,
sn+1,i+1 =
sn+1,i{er∆tC(sn,i, tn+1) − ρu} − λn,isn,i(Fn,i − sn+1,i)
{er∆tC(sn,i, tn+1) − ρu} − λn,i(Fn,i − sn+1,i) , (2.17)
gdje je ρ definiramo sljedec´om sumom
ρu =
n∑
j=i+1
λn, j(Fn, j − sn,i), (2.18)
Koristec´i gornju jednadzˇbu mozˇemo izracˇunati vrijednosti u svim cˇvorovima iznad central-
nog cˇvora. Preostaje odrediti centralni cˇvor.
Ako je n paran, definiramo sn+1,i = s1,1 = S , za i = n/2 + 1, a za n neparan, kre-
nimo od dvaju centralnih cˇvorova sn+1,i i sn+1,i+1 za i = (n + 1)/2, i pretpostavimo sn+1,i =
s2n,i/sn+1,i+1 = S
2/sn+1,i+1, sˇto omoguc´ava da logaritamska udaljenost izmedu sn,i i sn+1,i+1
bude ista kao i udaljenost sn,i i sn+1,i. Uvrsˇtavajuc´i tu jednakost u formulu (2.17) dolazimo
do formule za sn+1,i+1.
Pogledajmo prvi red u (2.16), tocˇnije cˇlan:
Fn,i − sn+1,i
sn+1,i+1 − sn+1,i (sn+1,i+1 − sn,i)
Sada umjesto sn+1,i uvrstimo S 2/sn+1,i+1 i sn,i = S :
Fn,i − S 2sn+1,i+1
sn+1,i+1 − S 2sn+1,i+1
(sn+1,i+1 − S ) = Fn,isn+1,i+1 − S
2
s2n+1,i+1 − S 2
(sn+1,i+1 − S )
=
Fn,isn+1,i+1 − S 2
sn+1,i+1 + S
(2.19)
Zamijenimo sada dobiveni izraz s pocˇetnim u (2.16) i izrazimo sn+1,i+1:
er∆tC(S , tn+1) = λn,i
Fn,isn+1,i+1 − S 2
sn+1,i+1 + S
+
n∑
j=i+1
λn, j(Fn, j − S )er∆tC(S , tn+1) − n∑
j=i+1
λn, j(Fn, j − S )
 (sn+1,i+1 + S ) = λn,i (Fn,isn+1,i+1 − S 2)
sn+1,i+1
er∆tC(S , tn+1) − n∑
j=i+1
λn, j(Fn, j − S ) − λn,iFn,i

= −S
Sλn,i + er∆tC(S , tn+1) − n∑
j=i+1
λn, j
(
Fn, j − S
)
(2.20)
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sn+1,i+1 =
S {er∆tC(S , tn+1) + λn,iS − ρu}
λn,iFn,i − er∆tC(S , tn+1) + ρu , za i = (n + 1)/2 (2.21)
Jednom kada imamo cijene dionica u pocˇetnim cˇvorovima mozˇemo nastaviti racˇunati one
na visˇim cˇvorovima (n + 1, j), j = i + 2, . . . , n + 1 i vjerojatnosti prijelaza jedno po jedno
koristec´i formulu (2.17) i (2.5).
Kako bismo odredili cijene u nizˇim cˇvorovima radimo analogno kao za visˇe cˇvorove
osim sˇto sada koristimo put opciju te cˇinjenicu da samo donji cˇvorovi pridonose vrijednosti
put opcije.
P(sn,i, tn+1) = e−r∆t
i−1∑
j=1
{
λn, j pn, j + λn, j+1(1 − pn, j+1)
}
(sn,i − sn+1, j+1) (2.22)
Raspisˇemo kao u (2.14) Formula kojom odredujemo cijene u nizˇim cˇvorovima (n + 1, j),
j = i − 1, . . . , 1:
sn+1,i =
sn,i+1{er∆tP(sn,i, tn+1) − ρl} − λn,isn,i(Fn,i − sn+1,i+1)
{er∆tP(sn,i, tn+1) − ρl} + λn,i(Fn,i − sn+1,i+1) , (2.23)
gdje je ρl oznacˇava sumu
i−1∑
j=1
λn, j(sn,i − Fn, j),
a P(K, tn+1) poznatu cijenu put opcije.
U konstrukciji Derman i Kani algoritma interpolirana cijena opcije koju koristimo u
(2.17) je bazirana na CRR binomnom stablu s konstantnim parametrima σ = σimp(K, τ),
gdje BS podrazumijevana volatilnost σimp mozˇe biti izracˇunata iz poznatih trzˇisˇnih cijena
opcije. Racˇunanje interpolirajuc´ih cijena opcije CRR metodom ima mana, racˇunski je
zahtjevno.
Kompenzacija
Kako bismo izbjegli moguc´nost arbitrazˇe postavljamo sljedec´i uvjet na buduc´u cijenu di-
onice:
Fn,i < sn+1,i+1 < Fn,i+1. (2.24)
Ako cijena dionica u nekom cˇvoru ne zadovoljava gornju nejednakost redefiniramo je ko-
ristec´i pretpostavku da je razlika logaritama cijena dionica tog cˇvora i njemu susjednog
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jednaka razlici odgovarajuc´ih cˇvorova na prethodnom nivou, cˇime smo uklonili moguc´nost
arbitrazˇe:
log(sn+1,i+1/sn+1,i) = log(sn,i/sn,i−1).
Katkad, dobivena cijena i dalje ne zadovoljava nejednakost (2.24), tada procijenimo sn+1,i+1
s prosjekom od Fn,i i Fn,i+1.
Nakon konstrukcije IBT-a znamo sve cijene dionica, prijelazne vjerojatnosti i Arrow-Debreuove
cijene u svakom cˇvoru stabla. Stoga mozˇemo izracˇunati podrazumijevanu lokalnu vola-
tilnost σloc(sn,i,m∆t), koja opisuje strukturu drugog momenta temeljnog procesa, na bilo
kojem nivou m kao diskretnu aproksimaciju sljedec´e uvjetne varijance za s = sn,i, τ = m∆t.
Pod pretpostavkom neutralnosti na rizik (pogledati [17])
σ2loc(s, τ) = Var(log S t+τ|S t = s)
=
∫
(log S t+τ − ElogS t+τ)2 p(S t+τ|S t = s)dS t+τ
=
∫
(log S t+τ − ElogS t+τ)2 p(S t, S t+τ, r, τ)dS t+τ.
(2.25)
Izracˇunajmo volatilnost cijene dionice u cˇvoru stabla sn,i. Kako se volatilnost definira kao
korijen uvjetne varijance logaritma cijene, tj. za S t = sn,i iz definicije varijance slijedi:
Var(log S t+1|S t = sn,i) = E[(log S t+1)2|S t = sn,i] − (E[log S t+1|S t = sn,i])2
=pn,i log2(sn+1,i+1) + (1 − pn,i) log2(sn+1,i) − [pn,i log(sn+1,i+1) + (1 − pn,i) log(sn+1,i)]2
=pn,i log2(sn+1,i+1) + (1 − pn,i) log2(sn+1,i) − p2n,i log2(sn+1,i+1)−
2pn,i log(sn+1,i+1)(1 − pn,i) log(sn+1,i) − (1 − pn,i)2 log2(sn+1,i)
=(1 − pn,i)pn,i log2(sn+1,i+1) + (1 − 1 + pn,i)(1 − pn,i) log2(sn+1,i)
− 2pn,i log(sn+1,i+1)(1 − pn,i) log(sn+1,i)
=(1 − pn,i)pn,i
[
log2(sn+1,i+1) + log2(sn+1,i) − 2 log(sn+1,i+1) log(sn+1,i)
]
=(1 − pn,i)pn,i [log(sn+1,i+1) − log(sn+1,i)]2
(2.26)
Pa je izraz za lokalnu volatilnost u cˇvoru sn,i dan s:
σloc(sn,i) =
√
pn,i(1 − pn,i)
∣∣∣∣∣∣log
(
sn+1,i+1
sn+1,i
)∣∣∣∣∣∣ . (2.27)
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Analogno, mozˇemo izracˇunati podrazumijevanu volatilnost u razlicˇitim trenutcima.
Opc´enito, ako smo izracˇunali prijelazne vjerojatnosti p j, j = 1, . . . ,m od cˇvora (n, i) do
cˇvora (n + m, i + j), j = i, . . . ,m, onda s (pogledati [17])
mean = E(log(S (n+m−1)∆t)|S (n−1)∆t = sn,i) =
m∑
j=1
p j log(sn+m,i+ j),
σloc(sn,i,m∆t) =
√
m∑
j=1
p j(log(sn+m,i+ j) − mean)2. (2.28)
Uocˇimo da se BS podrazumijevana volatilnost σimp(K, τ) (koja se barem lokalno zasniva
na Black-Scholesovom modelu) i podrazumijevana lokalna volatilnost σloc(s, τ) razlikuju,
imaju razlicˇite parametre i opisuju razlicˇite karakteristike drugog momenta.
Barle i Cakici algoritam
Barle i Cakici [2], su predlozˇili poboljsˇanu verziju Derman i Kanijeve konstrukcije. Najvec´a
razlika je u izboru cijene dionica centralnih cˇvorova u stablu: njihov algoritam uzima u ob-
zir i nerizicˇnu kamatnu stopu. Analogno kao u Derman i Kanijevom algoritmu samo sada
uz cijenu izvrsˇenja Fn,i vrijedi:
er∆tC(Fn,i, tn+1) =
n∑
j=i
{
λn, j pn, j + λn, j+1(1 − pn, j+1)
}
(sn+1, j+1 − Fn,i) (2.29)
Raspisom (2.29) analogno kao i (2.14) dobivamo cijena u cˇvorovima (n + 1, j), j = i +
2, . . . , n + 1:
sn+1,i+1 =
sn+1,i{er∆tC(Fn,i, tn+1) − ρu} − λn,iFn,i(Fn,i − sn+1,i)
{er∆tC(Fn,i, tn+1) − ρu} − λn,i(Fn,i − sn+1,i) , (2.30)
gdje je C(K, τ) definiran kao u Derman i Kani algoritmu, a ρu je
ρu =
n∑
j=i+1
λn, j(Fn, j − Fn,i). (2.31)
Opet kao i u Derman i Kanijevom algoritmu krec´emo od centralnih cˇvorova na svakom
nivou. Ako je (n + 1) neparan, onda sn+1,i = s1,1ern∆t = S ern∆t za i = n/2 + 1, ako je (n + 1)
paran, onda krenemo od dvaju centralnih cˇvorova sn+1,i i sn+1,i+1 za i = (n + 1)/2 i mora
vrijediti sn+1,i = F2n,i/sn+1,i+1.
sn+1,i = Fn,i
λn,iFn,i − {er∆tC(Fn,i, tn+1) − ρu}
λn,iFn,i + {er∆tC(Fn,i, tn+1) − ρu} za i = (n + 1)/2, (2.32)
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Analogno kao kod Dermana i Kanija, izracˇunajmo parametre za nizˇe cˇvorove (n + 1, j),
j = i − 1, . . . , 1 iterativno formulom:
sn+1,i =
λn,iFn,i(sn+1,i+1 − Fn,i) − sn+1,i+1{er∆tP(Fn,i, tn+1) − ρl}
λn,i(sn+1,i+1 − Fn,i) − {er∆tP(Fn,i, tn+1) − ρl} , (2.33)
gdje je ρl definiran sumom
∑i−1
j=1 λn, j(Fn,i − Fn, j). Uocˇimo da u (2.21) i (2.23), C(K, τ) i
P(K, τ) oznacˇavaju Black-Scholes cijenu call i put opcije.
Nejednakost (2.24) i redefinicija iste se koriste i u Barle i Cakici algoritmu kako bi se
izbjegla arbitrazˇa: algoritam koristi prosjek Fn,i i Fn,i+1 za procjenu od sn+1,i+1.
Poglavlje 3
Procjena SPD-a neparametarskom
regresijom
3.1 Uvod
Jedan od najvazˇnijih napredaka u teoriji ekonomije investiranja pod utjecajem neizvjes-
nosti je Arrow-Debreuov model koji uvodi pojam elementarnih izvedenica, isplac´uje se
jedan dolar ako se dogodi odredeno stanje i nula u ostalim slucˇajevima. Danas poznate kao
Arrow-Debreuove izvedenice, temelj su za daljnje razumijevanje ekonomske ravnotezˇe u
nepredvidivom okruzˇenju. U slucˇaju neprekidnih stanja, cijene Arrow-Debreuovih izvede-
nica definirane su SPD-om (engl. state-price density).
Definicija 3.1.1. (Ω,F,P) vjerojatnosni prostor sa skupom svih stanja svijeta Ω, pripad-
nom filtracijom F = {Ft : 0 ≤ t ≤ T ∗}. Pretpostavlja se da za 0 ≤ t ≤ T ≤ T ∗ postoji
pozitivan SPD proces {ζ(t,T )} tako da je sadasˇnja vrijednost zahtjeva V(t) u trenutku t
jednaka:
V(t) = Et[ζ(t,T )V(T )]
Gdje je Et uvjetno ocˇekivanje uz dane informacije Ft poznate do trenutka t, obzirom na
vjerojatnost P.
Postojanje i karakterizacija SPD-a mozˇe se izvuc´i iz ravnotezˇnih modela baziranih na
preferencama, poput onog Lucasa [19] ili Rubinsteina [25], ili arbitrazˇnih ravnotezˇnih mo-
dela Black i Scholesa ( [3]) i Mertona ( [21]).
U ravnotezˇnim okolnostima SPD se mozˇe izraziti u terminima stohasticˇnog diskontnog
faktora. Tada vrijedi da su cijene vezane imovine nakon mnozˇenja stohasticˇnim diskont-
nim faktorom martingali obzirom na stvarnu distribuciju. SPD se cˇesto naziva i distribucija
neutralna na rizik, bazirano na analizama Cox i Rossa koji su prvi uocˇili da se Black-
Scholesova formula mozˇe dobiti pod pretpostavkom neutralnosti na rizik, implicirajuc´i da
34
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sve financijske imovine, a onda i opcije, donose ocˇekivani prinos jednak nerizicˇnoj kamat-
noj stopi.
Postoje brojne metode za odredivanje SPD-a empirijski. Mozˇemo ih podijeliti u dvije
skupine:
• metode koje koriste cijene opcija kao uvjet za identifikaciju
• metode koje koriste drugu derivaciju funkcije odredivanja cijena call opcija u ovis-
nosti o cijeni izvrsˇenja
U prvu skupinu spadaju metode koje ukljucˇuju procjenu parametara log-normalnih gustoc´a
kako bi odgovarali uocˇenim cijenama opcija, [20]. Drugi popularan pristup u ovoj sku-
pini je primjena podrazumijevanih binomnih stabala (Pogledati [27], [8] i Poglavl je 2).
Takoder je zanimljiva tehnika bazirana na mrezˇama ucˇenja Hutchinsona, Loa i Poggia [16],
neparametarski pristup korisˇtenja umjetnih neuronskih mrezˇa. Druga skupina metoda je
bazirana na rezultatu Breedena i Litzenbergera [4]. Ta metoda je bazirana na Europskim
opcijama s istim vremenom dospijec´a, stoga je primjenjiva na manji broj slucˇajeva u od-
nosu na metode iz prve skupine. Takoder, pretpostavlja neprekidnost cijena izvrsˇenja na
R+ sˇto se ne mozˇe nac´i niti na jednoj burzi dionica. Doista, cijene izvrsˇenja su diskretno
rasporedene na konacˇnom intervalu oko stvarne cijene vezane imovine. Stoga, kako bismo
rijesˇili taj problem mozˇemo provesti interpolaciju funkcije odredivanja cijena call opcije
unutar tog intervala i ekstrapolaciju izvan istog. Kako bismo proveli interpolaciju objasnit
c´emo poluparametarsku tehniku koristec´i neparametarsku regresiju plohe podrazumijevane
volatilnosti.
Koncept Arrow-Debreu vrijednosnih papira je obrazac za analizu trzˇisˇne ravnotezˇe pod
neizvjesnostima. Rubinstein [25] i Lucas [19] su iskoristili taj koncept kao bazu za kons-
trukciju dinamicˇkih opc´ih ravnotezˇnih modela s ciljem odredivanja cijena imovine u ne-
koj ekonomiji. Temeljna ideja ove metodologije, kao sˇto je vec´ recˇeno, jest da je cijena
financijske vrijednosnice jednaka ocˇekivanoj sadasˇnjoj vrijednosti buduc´ih isplata s vjero-
jatnosnom funkcijom gustoc´e neutralnom na rizik. Sadasˇnja vrijednost se racˇuna koristec´i
kamatnu stopu neutralnu na rizik, a ocˇekivanje je uzeto obzirom na ekvivalentnu martin-
galnu mjeru. Cijena Pt vrijednosnog papira u trenutku t s vremenom dospijec´a T i isplatom
Z(S T ) dana je s:
Pt = e−rt,ττE∗t [Z(S T )] = e
−rt,ττ
∫ ∞
−∞
Z(S T ) f ∗t (S T )dS T (3.1)
gdje je E∗t uvjetno ocˇekivanje ekvivalentne martingalne mjere u odnosu na vrijeme t, rt,τ
je nerizicˇna kamatna stopa u trenutku t i vremenom do dospijec´a τ, a f ∗t (S T ) je SPD u
trenutku t s isplatama u T . Ovaj pristup demonstrira ogroman informacijski sadrzˇaj koji
POGLAVLJE 3. PROCJENA SPD-A NEPARAMETARSKOM REGRESIJOM 36
SPD nosi i veliku redukciju informacija koju dopusˇta. Na primjer, ako postoje restrikcije
na kretanje cijena vezane imovine pomoc´u informacija koje nosi procijenjeni SPD mogu
se odrediti preference reprezentativnog agenta u ravnotezˇnom modelu. Takoder, ako su
poznate odredene sklonosti, kao logaritamska korisnost, pomoc´u SPD mozˇemo odrediti
generirajuc´i proces kretanja cijena imovine. Doista, Rubinstein [26] je pokazao da je do-
voljno znati bilo koje dvije od dolje navedenih informacija da bi se znala i trec´a :
1. sklonosti reprezentativnog agenta
2. dinamika kretanja cijena vezane imovine
3. SPD.
Sa gledisˇta odredivanja cijena SPD je ”dovoljna statistika” u ekonomskom smislu, sadrzˇi
sve potrebne infomacije o sklonostima i poslovnim uvjetima potrebnim za odredivanje
cijena financijskih izvedenica.
3.2 Odredivanje SPD-a koristec´i call opcije
Breeden i Litzenberger [4] su pokazali da se Arrow-Debreuove cijene mogu replicirati ko-
ristec´i koncept ”butterfly spread”-a na Europskim call opcijama. Kao sˇto c´emo vidjeti u
nasˇem slucˇaju taj koncept povlacˇi prodaju dviju call opcija s cijenom izvrsˇenja K, kupo-
vinu jedne call opcije s K− = K − ∆K, te druge s K+ = K + ∆K, gdje je ∆K razlika
dviju susjednih cijena izvrsˇenja. Te cˇetiri opcije tvore ”butterfly spread” centriran u K.
Pogledajmo vrijednosti call opcija za razlicˇite vrijednosti vezane imovine, S T , nasˇih opcija
(pritom koristimo formulu C(K,T ) = max(S T − K, 0)):
C(K − ∆K,T ) C(K,T ) C(K + ∆K,T )
S T = K − ∆K 0 0 0
S T = K ∆K 0 0
S T = K + ∆K 2∆K ∆K 0
...
...
...
...
S T = K + N∆K (N + 1)∆K N∆K (N − 1)∆K
(3.2)
Kako zˇelimo replicirati Arrow-Debreuove cijene, tj. zˇelimo da isplata nasˇeg portfelja kojeg
cˇine call opcije bude 1 u trenutku T za S T = K iz tablice (3.2) vidimo da to mozˇemo postic´i
kupnjom jedne call opcije s cijenom izvrsˇenja K+ i jedne s K−, te prodajom dviju call opcija
s cijenom izvrsˇenja K:
C(K + ∆K,T ) + C(K − ∆K,T ) − 2C(K,T ) (3.3)
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Pogledajmo vrijednosti jednadzˇbe (3.3) za tablicu (3.2):
C(K + ∆K,T ) + C(K − ∆K,T ) − 2C(K,T )
S T = K − ∆K 0
S T = K ∆K
S T = K + ∆K 0
S T = K + 2∆K 0
...
...
S T = K + N∆K 0
(3.4)
Kao sˇto mozˇemo vidjeti samo za vrijednost S T = K je isplata nasˇeg portfelja razlicˇita od
nula. No, mi zˇelimo da ta isplata bude 1 te uzimamo portfelj koji ima 1
∆K jedinica.
Sada je isplata nasˇeg portfelja jednaka:
Z(S T ,K; ∆K) = P(S T−τ, τ,K; ∆K)|τ=0 = u1 − u2
∆K
∣∣∣∣∣
S T =K,τ=0
= 1 (3.5)
za
u1 = C(S T−τ, τ,K + ∆K) −C(S T−τ, τ,K),
u2 = C(S T−τ, τ,K) −C(S T−τ, τ,K − ∆K).
C(S , τ,K) oznacˇava cijenu Europske call opcije s trenutnom cijenom vezane imovine S ,
vremenom do dospijec´a τ i cijenom izvrsˇenja K. Takoder, P(S T−τ, τ,K; ∆K) je cijena vri-
jednosnog papira ( 1
∆K ∗ ”butter f ly spread”(K; ∆K)) u trenutku T − τ.
Kako ∆K tezˇi u nulu, ovaj vrijednosni papir postaje Arrow-Debreu vrijednosni papir s
isplatom 1 ako S T = K, a nula inacˇe. Zbog pretpostavke da je S T neprekidno distri-
buirana na R+ vjerojatnost poprimanja bilo koje vrijednosti je nula, te je stoga, u ovom
slucˇaju, cijena Arrow-Debreuovog vrijednosnog papira nula. No, dijelec´i josˇ jednom s ∆K
odredujemo cijenu od ( 1(∆K)2 ∗ ”butter f ly spread”(K; ∆K)). Kako ∆K tezˇi u nulu ta cijena
tezˇi u f ∗(S T )e−rt,ττ za S T = K. Doista [4],
lim
∆K→0
(
P(S t, τ,K; ∆K)
∆K
)∣∣∣∣∣∣
K=S T
= f ∗(S T )e−rt,ττ. (3.6)
Mozˇe se pokazati da jednadzˇba (3.6) vrijedi tako da prvo odredimo vrijednost isplate Z1
portfelja s 1(∆K)2 jedinica ”butterfly spread”-a.
C(K − ∆K,T ) C(K,T ) C(K + ∆K,T )
S T ∈ [K − ∆K,K] S T − (K − ∆K) 0 0
S T ∈ [K,K + ∆K] S T − (K − ∆K) S T − K 0
inacˇe 0 0 0
(3.7)
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U slucˇaju nasˇeg portfelja imamo:
Z1(S T ) =
(S T − K + ∆K)1[K−∆K,K] + [S T − K + ∆K − 2(S T − K)] 1[K,K+∆K]
(∆K)2
(S T − K + ∆K)1[K−∆K,K] + (K + ∆K − S T )1[K,K+∆K]
(∆K)2
Z1(S T ) =
1
(∆K)2
(∆K − |S T − K|)1[K−∆K,K+∆K](S T ).
Takoder, uocˇimo da za ∀(∆K) vrijedi:∫ K+∆K
K−∆K
(∆K−|S T−K|)dS T =
∫ K
K−∆K
(∆K−K+S T )dS T +
∫ K+∆K
K
(∆K−S T +K)dS T = (∆K)2
(3.8)
Ocˇito za ∀(∆K) vrijedi:
• Z1(S T ) ≥ 0
• iz (3.8) slijedi: ∫ ∞
−∞
Z1(S T )d(S T ) = 1 (3.9)
Takoder,
lim
∆K→0
Z1(S T ) =
∞, S T = K0, inacˇe (3.10)
Pa imamo uvrsˇtavajuc´i Z1(S T ) u (3.1),
e−rt,ττ lim
∆K→0
∫ ∞
−∞
Z1(S T ) f ∗(S T )dS T = e−rt,ττ
∫ ∞
−∞
δK(S T ) f ∗(S T )dS T = e−rt,ττ f ∗(K) (3.11)
gdje zadnja jednakost slijedi iz cˇinjenice da je δK(x) Diracova delta funkcija.
Ako se ti financijski instrumenti mogu konstruirati za neprekidna stanja (cijene izvrsˇenja)
tada se mozˇe u potpunosti definirati SPD. Sˇtovisˇe, kako ∆K tezˇi u nulu, ta cijena c´e tezˇiti
drugoj derivaciji funkcije cijene call opcije po cijeni izvrsˇenja K [4]:
lim
∆K→0
(
P(S t, τ,K; ∆K)
∆K
)
= lim
∆K→0
u1 − u2
(∆K)2
=
∂2C(S t, τ,K)
∂K2
(3.12)
Iz (3.1), (3.11) i (3.12) slijedi:
∂2C(S t, τ,K)
∂K2
∣∣∣∣∣∣
K=S T
= e−rt,ττ f ∗t (S T )
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gdje rt,τ reprezentira kamatnu stopu neutralnu na rizik u trenutku t i vremenom do dospijec´a
τ, a f ∗t (S T ) predstavlja PDF neutralnu na rizik ili SPD u trenutku t. Stoga je SPD definirana
s:
f ∗t (S T ) = e
rt,ττ ∂
2C(S t, τ,K)
∂K2
∣∣∣∣∣∣
K=S T
(3.13)
Ova metoda predstavlja nearbitrazˇni pristup dobivanja SPD-a. Nema pretpostavki na di-
namiku kretanja vezane imovine. Nema ogranicˇenja na preference buduc´i da nearbitrazˇna
metoda samo pretpostavlja neutralnost na rizik u odnosu na vezanu imovinu. Jedine pret-
postavke ove metode su savrsˇeno trzˇisˇte, tj. nema ogranicˇenja u prodaji, transakcijskih
trosˇkova ili poreza i agenti su u moguc´nosti pozajmljivati po nerizicˇnoj kamatnoj stopi, i
dva puta diferencijabilna funkcija cijene C( · ).
3.3 Poluparametarska procjena SPD-a
Procijena funkcije cijene za call opciju
Korisˇtenje neparametarske regresije kod odredivanja SPD-a prvi su proucˇavali Ait-Sahalia
i Lo [1]. Predlozˇili su korisˇtenje Nadaraya-Watsonovog procjenitelja za procjenu povijes-
nih cijena call opcije C( · ) kao funkciju varijabli (S t,K, τ, rt,τ, δt,τ)ᵀ, gdje je δ dividendni
prinos. Taj procjenitelj uzima jezgru kao tezˇinsku funkciju i koristi se kod neparameter-
skih tehnika procjenjivanja uvjetnog ocˇekivanja. Te tehnike su pozˇeljne jer nije potrebno
definirati funkcionalnu formu i jedine potrebne pretpostavke na funkciju su glatkoc´a i dife-
rencijabilnost, [14]. Kada je dimenzija regresora 5, procjenitelj je netocˇan u praksi. Stoga
je potrebna redukcija dimenzije, tj. ekvivalentno, redukcija broja regresora. Jedna od
moguc´nosti je pozvati se na nearbitrazˇni argument i izraziti cijenu forwarda koristec´i vari-
jable S t, rt,τ i δt,τ s Ft,τ = S te(rt,τ−δt,τ)τ, te potom izraziti funkciju cijene call opcije kao:
C(S t,K, τ, rt,τ, δt,τ) = C(Ft,τ,K, τ, rt,τ). (3.14)
Alternativna specifikacija pretpostavlja da je funkcija cijene call opcije homogena prvog
stupnja u varijablama S t i K ( kao i u Black-Scholesovoj formuli ) pa vrijedi:
C(S t,K, τ, rt,τ, δt,τ) = KC(S t/K, τ, rt,τ, δt,τ). (3.15)
Kombinirajuc´i pretpostavke od (3.14) i (3.15) funkcija cijene call opcije mozˇe se dalje re-
ducirati na fukciju tri varijable ( KFt,τ , τ, rt,τ).
Drugi pristup je korisˇtenje poluparametarske metode bazirane na Black-Scholesovoj po-
drazumijevanoj volatilnosti. U ovom slucˇaju je podrazumijevana volatilnost modelirana
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kao neparametarska funkcija, σ(Ft,τ,K, τ) [1]:
C(S t,K, τ, rt,τ, δt,τ) = CBS (Ft,τ,K, τ, rt,τ;σ(Ft,τ,K, τ)), (3.16)
gdje je CBS cijena call opcije u Black-Scholesovom modelu.
Funkcija podrazumijevane volatilnosti empirijski uglavnom ovisi o dva parametra: vre-
menu do dospijec´a τ te odnosu cijene izvrsˇenja i forward cijene (ili trenutne cijene) vezane
imovine M = K/Ft,τ (moneyness). Takoder, cˇesto se uzima i definicija M = S˜ t/K za
S˜ t = S t − D, a D je sadasˇnja vrijednost dividendi koja se mora isplatiti prije datuma dos-
pijec´a. U slucˇaju dividendnog prinosa δt, ukupan iznos dividende mozˇemo zapisati kao
D = S t(1 − e−δtτ). U slucˇaju diskretnih isplata dividendi imamo D = ∑ti≤t+τ Dtie−rt,τi za ti
vrijeme isplate i − te dividende i vremenom do dospijec´a τi.
Stoga se dimenzija funkcije podrazumijevane volatilnosti mozˇe reducirati, dobivamo funk-
ciju dviju varijabli, σ(K/Ft,τ, τ). Funkcija cijene call opcije sada izgleda:
C(S t,K, τ, rt,τ, δt,τ) = CBS (Ft,τ,K, τ, rt,τ;σ(K/Ft,τ, τ)). (3.17)
Jednom kada smo procijenili σˆ(·), lako je izracˇunati procjene za Cˆt(·), ∆ˆt = ∂Cˆt(·)∂S t ,
Γˆt =
∂2Cˆt(·)
∂S 2t
i fˆ ∗t = e
rt,ττ[∂
2Cˆt(·)
∂K2 ].
Redukcija dimenzije
U prethodnom poglavlju su predlozˇeni poluparametarski procjenitelji za funkciju cijene
call opcije te potrebni koraci za odredivanje SPD-a. U ovom poglavlju bavit c´emo se dalj-
nom redukcijom dimenzije na nacˇin kako je to predlozˇio Rookley, [24]. Rookley koristi
podatke unutar jednog dana s istim vremenom do dospijec´a kako bi procijenio funkciju
podrazumijevane volatilnosti koja u ovom slucˇaju ovisi o dvama parametrima, razdoblju
unutar jednog dana i ”moneyness” vrijednosti opcije.
Pogledajmo malo drugacˇiju metodu koja koristi sve cijene namire ( prosjecˇna cijena
trgovanja ugovorom koja sluzˇi kao orijentir za procjenu moguc´eg profita, odnosno gu-
bitka toga dana) opcije u jednom danu trgovanja za razlicˇita vremena do dospijec´a kako
bi procijenila funkciju podrazumijevane volatilnosti σ(K/Ft,τ, τ). Ova metoda omoguc´ava
usporedivanje SPD-a za razlicˇite dane zbog fiksiranja vremena do dospijec´a u prvom ko-
raku. To je zanimljivo onima koji zˇele proucˇavati dinamiku i stabilnost tih gustoc´a.
Fiksiranje vremena do dospijec´a nam takoder omoguc´ava i eliminaciju varijable τ iz funk-
cije podrazumijevane volatilnosti. U nadolazec´em dijelu, kako bismo pojednostavili,”moneyness”
vrijednost opcije definiramo s M = S˜ t/K, za S˜ t = S t − D, a podrazumijevanu volatilnost
oznacˇimo sa σ. ∂ f (x1,...,xn)
∂xi
oznacˇava parcijalnu derivaciju funkcije f po varijabli xi, a
d f (x)
dx
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oznacˇava totalni diferencijal funkcije f u odnosu na varijablu x.
Takoder, koristimo i skaliranu funkciju za cijenu call opcije :
cit =
Cit
S˜ t
Mit =
S˜ t
Ki
.
Cit oznacˇava cijenu i-te call opcije u trenutku t, a Ki je njena cijena izvrsˇenja.
Nova, skalirana cijena call opcije sada se mozˇe zapisati:
cit = c(Mit;σ(Mit)) =
S te−δt,ττΦ(d1) − Ke−rt,ττΦ(d2)
S te−δt,ττ
= Φ(d1) − e
−rt,ττΦ(d2)
Mit
,
d1 =
log( S˜ te
δt,ττ
K ) + (rt,τ − δt,τ + 12σ(Mit)2)τ
σ(Mit)
√
τ
=
log( S˜ tK ) + δt,ττ + (rt,τ − δt,τ + 12σ(Mit)2)τ
σ(Mit)
√
τ
=
log(Mit) + (rt,τ + 12σ(Mit)
2)τ
σ(Mit)
√
τ
,
d2 = d1 − σ(Mit)
√
τ
Standardne mjere rizika su tada definirane sljedec´im parcijalnim derivacijama (radi jed-
nostavnosti notacije izostavljamo indekse te uzimamo C = cS˜ :
∆ =
∂C
∂S
=
∂C
∂S˜
= c(M, σ(M)) + S˜
∂c
∂S˜
,
Γ =
∂∆
∂S
=
∂2C
∂S 2
=
∂2C
∂S˜ 2
= 2
∂c
∂S˜
+ S˜
∂2c
∂S˜ 2
,
za
∂c
∂S˜
=
dc
dM
∂M
∂S˜
=
dc
dM
1
K
,
∂2c
∂S˜ 2
=
d2c
dM2
(
1
K
)2
.
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SPD je onda druga derivacija funkcije cijene call opcije u odnosu na cijenu izvsˇenja [17],
tj:
f ∗(·) = erτ ∂
2C
∂K2
= erτS˜
∂2c
∂K2
. (3.18)
Potrebna je pretvorba jer je procijenjena funkcija c(·), a ne C(·).
Izraz u (3.18) ovisi o:
∂2c
∂K2
=
∂
∂K
(
∂c
∂K
)
=
∂
∂K
(
dc
dM
dM
dK
)
=
∂
∂K
(
− S˜
K2
dc
dM
)
=2
S˜
K3
dc
M
− S˜
K2
(
− S˜
K2
)
d2c
dM2
=
d2c
dM2
(M
K
)2
+ 2
dc
dM
M
K2
Funkcijski zapisano dcdM glasi:
dc
dM
= Φ′(d1)
dd1
dM
− e
−rτΦ′(d2)dd2dM M − e−rτΦ(d2)
M2
= Φ′(d1)
dd1
dM
− e−rτΦ
′(d2)
M
dd2
dM
+ e−rτ
Φ(d2)
M2
,
(3.19)
Iz cˇinjenice da vrijedi:
Φ′(d) =
1√
2pi
e−
d2
2 ,
iz cˇega slijedi
Φ′′(d) =
1√
2pi
e−
d2
2
(−2d
2
)
= −dΦ′(d)
d2c
dM2 glasi:
d2c
dM2
=Φ′′(d1)
(
dd1
dM
)2
+ Φ′(d1)
d2d1
dM2
− e−rτ
MΦ′′(d2)
(
dd2
dM
)2
+ MΦ′(d2) d
2d2
dM2 − Φ′(d2)dd2dM
M2
+ e−rτ
M2Φ′(d2) dd2dM − 2MΦ(d2)
M4
=Φ′(d1)
d2d1dM2 − d1
(
dd1
dM
)2 − e−rτΦ′(d2)M
d2d2dM2 − 2M dd2dM − d2
(
dd2
dM
)2
− 2e
−rτΦ(d2)
M3
(3.20)
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Raspisˇimo detaljnije izraze iz jednadzˇbi (3.19) i (3.20):
dd1
dM
=
∂d1
∂M
+
∂d1
∂σ
∂σ
∂M
,
dd2
dM
=
∂d2
∂M
+
∂d2
∂σ
∂σ
∂M
,
∂d1
∂M
=
∂d2
∂M
=
1
Mσ
√
τ
,
∂d1
∂σ
= − log(M) + rτ
σ2
√
τ
+
√
τ
2
,
∂d2
∂σ
= − log(M) + rτ
σ2
√
τ
−
√
τ
2
.
Radi jednostavnijeg zapisa uvodimo sljedec´e oznake:
V = σ(M),
V ′ =
∂σ(M)
∂M
,
V ′′ =
∂2σ(M)
∂M2
.
(3.21)
Izrazi u jednadzˇbama (3.19) i (3.20) takoder ovise i o sljedec´im drugim derivacijama funk-
cija:
d2d1
dM2
=
d
dM
(
∂d1
∂M
+
∂d1
∂σ
V ′
)
=
d
dM
(
1
Mσ
√
τ
− log(M) + rτ
σ2
√
τ
V ′ +
√
τ
2
V ′
)
= − 1√
τ
(
1
M2σ
+
V ′
Mσ2
)
+
√
τ
2
V ′′ −
σ2
M − 2σV ′
(
log(M) + rτ
)
σ4
√
τ
V ′
− V ′′ log(M) + rτ
σ2
√
τ
= − 1
Mσ
√
τ
[
1
M
+
V ′
σ
]
+ V ′′
( √
τ
2
− log(M) + rτ
σ2
√
τ
)
+ V ′
[
2V ′
log(M) + rτ
σ3
√
τ
− 1
Mσ2
√
τ
]
,
(3.22)
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d2d2
dM2
=
d
dM
(
∂d2
∂M
+
∂d2
∂σ
V ′
)
=
d
dM
(
1
Mσ
√
τ
− log(M) + rτ
σ2
√
τ
V ′ −
√
τ
2
V ′
)
= − 1√
τ
(
1
M2σ
+
V ′
Mσ2
)
−
√
τ
2
V ′′ −
σ2
M − 2σV ′
(
log(M) + rτ
)
σ4
√
τ
V ′
− V ′′ log(M) + rτ
σ2
√
τ
= − 1
Mσ
√
τ
[
1
M
+
V ′
σ
]
− V ′′
( √
τ
2
+
log(M) + rτ
σ2
√
τ
)
+ V ′
[
2V ′
log(M) + rτ
σ3
√
τ
− 1
Mσ2
√
τ
]
.
(3.23)
Kako bismo procijenili funkciju podrazumijevane volatilnosti u ovisnosti o cijeni izvrsˇenja
i prve dvije derivacije iste funkcije iz (3.21) koristi se lokalna polinomijalna procjena koju
c´emo ukratko objasniti u iduc´em poglavlju.
Lokalna procjena polinomom
Najprije objasnimo pojam jezgrene funkcije (”kernel function”) koja se koristi kod nepa-
rametarskih metoda za zagladivanje. Jezgrena funkcija K(x) zadovoljava sljedec´e uvjete:
K(x) ≥ 0∫
K(z)dz = 1
Cˇesto se jezgrena funkcija reskalira koristec´i parametar h > 0, kojeg nazivamo sˇirina op-
sega (”bandwidth”):
Kh(x) =
1
h
K(x/h)
Parametar h utjecˇe na dobivenu procjenu. Ako je h malen, tada jezgrena funkcija pridaje
tezˇine samo nekolicini tocˇaka u okolini promatrane tocˇke, a u slucˇaju velikog h tezˇine c´e
biti rasporedene na sˇiroj okolini.
Neke od najucˇestalije korisˇtenih jezgrenih funkcija:
• uniformna
K(u) =
1
2
za |u| ≤ 1
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• trokutasta
K(u) = 1 − |u| za |u| ≤ 1
• parabolicˇna
K(u) =
3
4
(1 − u2) za |u| ≤ 1
• Gaussova
K(u) =
1√
2pi
e−
1
2 u
2
• kosinus
K(u) =
pi
4
cos
(
pi
2
u
)
za |u| ≤ 1
Pogledajmo primjer jezgrene funkcije za razlicˇite izbore za h kod procjene standardne
normalne razdiobe:
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Sivom bojom je oznacˇena stvarna normalna razdioba, crvenom procjena za h = 0.05, cr-
nom za h = 0.337, a zelenom procjena za h = 2. Kao sˇto mozˇemo vidjeti crvena krivulja
nije dovoljno glatka sˇto je rezultat premalog h, dok je zelena prezagladena zbog odabira
prevelike vrijednosti za h. Takoder, vidimo da za vrijednost h = 0.337 krivulja optimalno
opisuje stvarnu.
Razmotrimo generirajuc´i proces za podrazumijevanu volatilnost:
σ = g(M, τ) + σ∗(M, τ)ε,
tako da vrijedi E(ε)=0, Var(ε)=1. Takoder, M, τ i ε su nezavisne i σ∗(m0, τ0) je uvjetna
varijanca za σ uz dane M=m0 i τ = τ0, tj. σ∗(m0, τ0) = Var(σ|M = m0, τ = τ0).
Uz pretpostavku da postoje sve trec´e derivacije funkcije g mozˇemo je pomoc´u Taylo-
rovog razvoja aproksimirati u okolini tocˇke (m0, τ0) na sljedec´i nacˇin:
g(m, τ) ≈ g(m0, τ0) + ∂g
∂M
∣∣∣∣∣
m0,τ0
(m − m0) + 12
∂2g
∂M2
∣∣∣∣∣∣
m0,τ0
(m − m0)2
+
∂g
∂τ
∣∣∣∣∣
m0,τ0
(τ − τ0) + 12
∂2g
∂τ2
∣∣∣∣∣∣
m0,τ0
(τ − τ0)2
+
∂2g
∂M∂τ
∣∣∣∣∣∣
m0,τ0
(m − m0)(τ − τ0).
(3.24)
Jednadzˇba (3.24) sugerira lokalnu aproksimaciju funkcije polinomom. Stoga, kako bismo
procijenili podrazumijevanu volatilnost u tocˇki (m0,τ0) iz opazˇenih σ j zˇelimo minimizirati
sljedec´i izraz:
n∑
j=1
{σ j − [ β0 + β1(M j − m0) + β2(M j − m0)2 + β3(τ j − τ0)
+ β4(τ j − τ0)2 + β5(M j − m0)(τ j − τ0) ] }2 KhM ,hτ(M j − m0, τ j − τ0)
(3.25)
gdje je n broj opazˇenih vrijednosti (opcija), hM i hτ definiraju okolinu koju promatramo, a
KhM ,hτ je dobivena funkcija jezgre.
Zbog pojednostavljenja koristimo sljedec´e matricˇne definicije:
X =

1 M1 − m0 (M1 − m0)2 (τ1 − τ0) (τ1 − τ0)2 (M1 − m0)(τ1 − τ0)
1 M2 − m0 (M2 − m0)2 (τ2 − τ0) (τ2 − τ0)2 (M2 − m0)(τ2 − τ0)
...
...
...
...
...
...
1 Mn − m0 (Mn − m0)2 (τn − τ0) (τn − τ0)2 (Mn − m0)(τn − τ0)
 ,
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σ =

σ1
...
σn
 , W = diag{KhM ,hτ(M j − m0, τ j − τ0)} i β =

β0
...
β5
 .
Sada, jednadzˇbu problema najmanjih kvadrata (3.25) mozˇemo zapisati kao:
min
β
(σ − Xβ)> W (σ − Xβ), (3.26)
a rjesˇenje je dano s:
βˆ = (X>WX)−1 X>Wσ. (3.27)
Jedna od prednosti lokalne procjene polinomom je lako dobivanje, u jednom koraku, pro-
cijenjene podrazumijevane volatilnosti i prvih dviju derivacija iste. Zaista, gledajuc´i jed-
nadzˇbe (3.24) i (3.25) dobivamo:
∂̂g
∂M
∣∣∣∣∣∣∣
m0,τ0
= βˆ1,
∂̂2g
∂M2
∣∣∣∣∣∣∣
m0,τ0
= 2βˆ2.
Primjer odredivanja SPD-a
U ovom poglavlju dajemo primjer poluparametarske procjene SPD-a za razlicˇita vremena
do dospijec´a (τ=0.125, 0.25, 0.375). Potrebni su nam dnevni podaci o cijeni dionice, tipu
i vrijednosti opcije, vremenu do dospijec´a, cijeni izvrsˇenja te kamatnoj stopi za dano vri-
jeme do dospijec´a. Prvo definirajmo potrebne funkcije, a zatim u glavnom dijelu programa
ucˇitajmo podatke te procijenimo trazˇene vrijednosti.
Funkcija f spd racˇuna empirijsku vrijednost SPD-a kao drugu derivaciju funkcije cijene
call opcije obzirom na terminalnu vrijednost dionice pritom koristec´i procijenu funkcije
podrazumijevane volatilnosti obzirom na cijenu izvrsˇenja, te njene pripadne derivacije.
f s p d<− f u n c t i o n (M, sigma , sigma1 , sigma2 , S , r , t a u ) {
## i z r a c u n SPD−a
s t = s q r t ( t a u )
e = exp ( r ∗ t a u )
K = S /M ## c i j e n a i z v r s e n j a
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d1 = ( l o g (M)+ t a u ∗ ( r +0.5∗ s igma ˆ 2 ) ) / ( s igma∗ s t )
d2 = d1−s igma∗ s t
c = pnorm ( d1 )−pnorm ( d2 ) / ( e∗M)
# d e r i v a c i j a i z r a z a d1 po M
d11 = (1 / (M∗ s igma∗ s t ) ) − (1 / ( s t ∗ ( s igma ˆ 2 ) ) ) ∗ ( ( l o g (M)+ t a u ∗ r ) ∗ s igma1 )
+0.5∗ s t ∗ s igma1
# d e r i v a c i j a i z r a z a d2 po M
d21 = d11−s igma1∗ s t
# druga d e r i v a c i j a i z r a z a d1 po M, f o r m u l a ( 3 . 2 2 )
d12 = −(1 / ( s t ∗ (Mˆ 2 ) ∗ s igma )) − s igma1 / ( s t ∗M∗ ( s igma ˆ 2 ) )
+s igma2∗ ( 0 . 5 ∗ s t −( l o g (M)+ r ∗ t a u ) / ( s t ∗ ( s igma ˆ 2 ) ) )
+s igma1∗ (2 ∗ s igma1∗ ( l o g (M)+ r ∗ t a u ) / ( s t ∗ s igma ˆ3) −1 / ( s t ∗M∗ s igma ˆ 2 ) )
# druga d e r i v a c i j a i z r a z a d2 po M, f o r m u l a ( 3 . 2 3 )
d22 = d12− s t ∗ s igma2
# prva i druga d e r i v a c i j a f u n k c i j e c i j e n e c a l l o p c i j e c po M
# f o r m u l e ( 3 . 1 9 ) i ( 3 . 2 0 )
c1 M = dnorm ( d1 ) ∗d11−1 / ( e∗M) ∗ ( dnorm ( d2 ) ∗d21−1 /M∗pnorm ( d2 ) )
c2 M=dnorm ( d1 ) ∗ ( d12−d1∗d11 ˆ2) −dnorm ( d2 ) / ( e∗M) ∗ ( d22−2 /M∗d21−d2∗d21 ˆ 2 )
−2∗pnorm ( d2 ) / ( e∗Mˆ 3 )
# druga d e r i v a c i j e f u n k c i j e c po K
c2 = M/Kˆ2 ∗ (2 ∗c1 M+M∗c2 M)
spd = e∗S∗c2
re turn ( spd )
}
Funkcija BS racˇuna vrijednost Europske put ili call opcije Black-Scholesovom formu-
lom. Pritom, ako je vrijednost varijable opci ja jednaka 1 tada se radi o call opciji, a inacˇe
o put.
BS = f u n c t i o n ( S , K, r , sigma , tau , o p c i j a )
{
S = c ( S ) # v r i j e d n o s t d i o n i c e
K = c (K) # c i j e n a i z v r s e n j a
t a u = c ( t a u ) # v r i j e m e do d o s p i j e c a o p c i j e
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sigma = c ( s igma ) # v o l a t i l n o s t
r = c ( r ) # kamatna s t o p a
y = ( l o g ( S /K)+ ( r−s igma ˆ2 / 2) ∗ t a u ) / ( s igma∗ s q r t ( t a u ) )
i f ( o p c i j a ==1){
vr o p c i j e = S∗pnorm ( y+s igma∗ s q r t ( t a u )) −K∗exp (− r ∗ t a u ) ∗pnorm ( y )
}
e l s e {
vr o p c i j e = K∗exp (− r ∗ t a u ) ∗pnorm(−y)−S∗pnorm(−y−s igma∗ s q r t ( t a u ) )
}
vr o p c i j e = ( v r o p c i j e >0)∗ vr o p c i j e
re turn ( v r o p c i j e )
}
ImplVola racˇuna Black-Scholesovu podrazumijevanu volatilnost pritom koristec´i me-
todu bisekcije. Ulazni parametri funkcije su redom cijena dionice, cijena izvrsˇenja, vrijeme
do dospijec´a, kamatna stopa za pripadno vrijeme do dospijec´a, poznata trzˇisˇna cijena opcije
i tip opcije, tj. vrijednosti 0 ili 1 ovisno o tome radi li se o call ili put opciji.
ImplVola = f u n c t i o n ( S , K, t , r , c i j e n a t r , o p c i j a ) {
f= f u n c t i o n ( s igma ) {
re turn ( BS ( S , K, r , sigma , t , o p c i j a )− c i j e n a t r )
}
s igma = 0 . 2 0 # p o c e t n a v r i j e d n o s t
u = 1 # g o r n j a g r a n i c a
d = 0 .001 # don ja g r a n i c a
br = 0 # b r o j i t e r a c i j a
g r e s k a = f ( s igma )
whi le ( abs ( g r e s k a ) > 0 .00001 && br <1000) {
i f ( g r e s k a ∗ f ( u ) < 0 ) {
d = s igma
sigma = ( u + s igma ) / 2
}
e l s e {
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u = s igma
sigma = ( d + s igma ) / 2
}
g r e s k a= f ( s igma )
b r=br +1
}
i f ( b r ==1000){
re turn (NA)
}
e l s e {
re turn ( s igma )
}
}
Slijedi glavni dio programa u kojem najprije definiramo sve potrebne varijable, odre-
dimo podrazumijevane volatilnosti opcija i procijenimo plohu podrazumijevane volatil-
nosti pritom koristec´i jezgrenu funkciju K(u) koja u programu R ima naziv QuartK, a
definirana je s:
K(u) =
15
16
(1 − u2)2.
Zatim procijenimo vrijednosti dionica korigiranih za dividendu i pripadne kamatne stope
za vremena do dospijec´a τ ∈ {0.125, 0.25, 0.375} linearnom aproksimacijom. Koristec´i
dane podatke odredimo pripadne funkcije gustoc´e ovisno o vremenu do dospijec´a te iste
graficˇki prikazˇemo.
# uc i tamo dnevne p o d a t k e
p o d a c i=read . t a b l e ( ” dn ev n i p o d a c i . t x t ” )
o p c i j a =p o d a c i [ , 4 ] # t i p o p c i j e ( c a l l i l i p u t )
d o s p i j e c e =p o d a c i [ , 5 ] # d o s p i j e c e u danima
K=p o d a c i [ , 6 ] # c i j e n a i z v r s e n j a
c i j e n a op=p o d a c i [ , 7 ] # c i j e n a o p c i j e
S=p o d a c i [ , 8 ] # c i j e n a d i o n i c e k o r i g i r a n a za buduce
# d i v i d e n d e
R=p o d a c i [ , 9 ] # kamatna s t o p a za dano v r i j e m e do d o s p i j e c a
d god= d o s p i j e c e / 365 # d o s p i j e c e u godinama
M=K / ( S∗exp (R∗d god ) ) # moneyness
n= l e n g t h ( S )
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## i z r a c u n a j m o p o d r a z u m i j e v a n u v o l a t i l n o s t
i v=rep ( 0 , n )
f o r ( i i n 1 : n ) {
i v [ i ]= ImplVola ( S [ i ] ,K[ i ] , d god [ i ] ,R[ i ] , c i j e n a op [ i ] , o p c i j a [ i ] )
}
pM=0.8
kM=1.2
pt=0
k t =1
g=c ( 0 . 0 1 , 0 . 0 2 5 ) # 0 . 0 1 j e u d a l j e n o s t i zmedu p r o c j e n j e n i h
t o c a k a za moneyness ,
#a 0 .025 za v r i j e m e d o s p i j e c a
g1=seq (pM, kM, by=g [ 1 ] ) ## mreza za moneyness
g2=seq ( pt , k t , by=g [ 2 ] ) ## mreza za d o s p i j e c e
g12=expand . gr id ( g2 , g1 )
gm=g12 [ [ 1 ] ]
g t=g12 [ [ 2 ] ]
data=data . frame ( i v= iv ,M=M, d god=d god )
h=c ( 0 . 1 5 , 0 . 3 ) # bandwid th
# o d r e d i v a n j e p l o h e p o d r a z u m i j e v a n e v o l a t i l n o s t i l oka lnom
# proc jenom polinomom k o r i s t e c i f u n k c i j u j e z g r e QuartK
l i n f i t = locLinSmootherC ( x=cbind (M, d god ) , y=cbind ( iv , i v ) , bw=h ,
x e v a l=cbind (gm , g t ) , k e r n e l =QuartK )
IV= l i n f i t [ 1 : ( nrow ( l i n f i t ) / 2 ) , 3 ]
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## p loha p o d r a z u m i j e v a n e v o l a t i l n o s t i
I V S u r f a c e=cbind ( c (gm ) , c ( g t ) , c ( IV ) )
i =1
k=0
## i z r a c u n p r i p a d n i h v r i j e d n o s t i za t a u =0 . 1 2 5 , 0 . 2 5 , 0 . 3 7 5
whi le ( i <=3){
t a u= i ∗ 0 .125
# l i n e a r n a a p r o k s i m a c i j a v r i j e d n o s t i c i j e n e d i o n i c e i kamatne s t o p e
d a t a 1=s u b s e t ( cbind ( S , R , d god ) , d god<= t a u )
d a t a 2=s u b s e t ( cbind ( S , R , d god ) , d god> t a u )
SR i n f =s u b s e t ( cbind ( d a t a 1 [ , 1 ] , d a t a 1 [ , 2 ] , d a t a 1 [ , 3 ] ) ,
round ( d a t a 1 [ , 3 ] , 8 ) == round ( t au −min ( abs ( t au −d a t a 1 [ , 3 ] ) ) , 8 ) )
SR sup=s u b s e t ( cbind ( d a t a 2 [ , 1 ] , d a t a 2 [ , 2 ] , d a t a 2 [ , 3 ] ) ,
round ( d a t a 2 [ , 3 ] , 8 ) == round ( t a u+min ( abs ( t au −d a t a 2 [ , 3 ] ) ) , 8 ) )
a =(mean ( SR sup [ , 1 ] ) −mean ( SR i n f [ , 1 ] ) ) / ( SR sup [ ,3 ] −SR i n f [ , 3 ] )
b=mean ( SR i n f [ , 1 ] )
x= t au −SR i n f [ , 3 ]
s=a∗x+b
a =(mean ( SR sup [ , 2 ] ) −mean ( SR i n f [ , 2 ] ) ) / ( SR sup [ ,3 ] −SR i n f [ , 3 ] )
b=mean ( SR i n f [ , 2 ] )
r=a∗x+b
#uzmimo p o d a t k e samo za t r e n u t n i t a u
pom=s u b s e t ( IVSur face , I V S u r f a c e [ ,2 ]== t a u )
pom1=cbind (1 / ( pom [ , 1 ] ∗exp ( r ∗ t a u ) ) , pom [ , 2 : 3 ] )
# d o b i v e n a p r o c j e n a ” s m i l e −a”
s m i l e=cbind ( pom1 [ , 1 ] , pom1 [ , 3 ] )
s m i l e= s m i l e [ order ( s m i l e [ , 1 ] ) , ]
sT=data . frame ( S= s m i l e [ , 1 ] , t= s m i l e [ , 2 ] )
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# p r o c j e n a d e r i v a c i j a p o d r a z u m i j e v a n e v o l a t i l n o s t i obz i rom na c i j e n u
# i z v r s e n j a
d e r s m i l e = l o c p o l ( t ˜ S , data=sT , bw=0 .4 , k e r n e l =QuartK , deg =2 ,
xeva lLen=nrow ( s m i l e ) ) $ l p F i t
# odredimo SPD za t r e n u t n i t a u
spd f= f s p d ( s m i l e [ , 1 ] , s m i l e [ , 2 ] , d e r s m i l e [ , 3 ] , d e r s m i l e [ , 4 ] , s , r , t a u )
i f ( k ==0){
spd=cbind (1 / ( s m i l e [ , 1 ] / s ) , spd f )
}
e l s e {
spd=cbind ( spd , ( 1 / ( s m i l e [ , 1 ] / s ) ) , spd f )
}
k=k+1
i = i +1
}
spd1=spd [ , 1 : 2 ]
spd2=spd [ , 3 : 4 ]
spd3=spd [ , 5 : 6 ]
# G r a f o v i
p l o t ( spd1 [ , 1 : 2 ] , c o l=” b l u e 3 ” , t y p e=” l ” , lwd =2 , x l a b=” C i j e n a o p c i j e kod
i z v r s e n j a ” , y l a b=”SPD” )
l i n e s ( spd2 [ , 1 : 2 ] , c o l=” b l a c k ” , l t y =” dashed ” , lwd =2)
l i n e s ( spd3 [ , 1 : 2 ] , c o l=” red3 ” , l t y =” dashed ” , lwd =2)
t i t l e ( p a s t e ( ” P o l u p a r a m e t a r s k i SPD : ” , sep=” ” ) )
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Slika 3.1: Lokalna procjena SPD-a za τ = 0.125 (plava), τ = 0.25 (crna), τ = 0.375
(crvena)
Gornji graf prikazuje procjenu SPD za razlicˇita vremena do dospijec´a sa vrijednostima
dionica, S T , u trenutku isteka opcije na x-osi. Kao sˇto mozˇemo vidjeti iz grafa, sˇto je
vrijeme do dospijec´a krac´e to je i funkcija gustoc´e manje spljosˇtena, tj. vec´a vjerojatnost
odgovara manjem intervalu cijena dionice, sˇto je i ocˇekivano.
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Sazˇetak
U diplomskom radu bavimo se temom podrazumijevane volatilnosti i njenom primjenom u
financijama. U uvodnom poglavlju su pregledi modela i njihovih osnovnih znacˇajki potreb-
nih za daljnji rad, npr. Black-Scholesov model, te Cox-Ross-Rubinsteinov model binomnih
stabala. Prvo poglavlje daje kratki uvod u podrazumijevanu volatilnost, procjenjenu vola-
tilnost cijene vrijednosnih papira, najcˇesˇc´e korisˇtenu kod odredivanja cijena opcija. Kako
bi se odredila, potrebno je rijesˇiti Black-Scholesovu formulu koristec´i uocˇene cijene opcija
za konstantnu volatilnost σ. Znacˇajka podrazumijevane volatilnosti je njena promjena ob-
zirom na cijene izvrsˇenja, takozvani ”smile”. Na kraju poglavlja se koriste dvije varijante
glavnih komponenti. To su analiza glavnih komponenti za odredivanje glavnih komponenti
kod kretanja volatilnosti obzirom na vrijeme do dospijec´a, te opc´a analiza glavnih kompo-
nenti koja omoguc´uje istovremeno modeliranje podrazumijevane volatilnosti obzirom na
vrijeme do dospijec´a i cijenu izvrsˇenja.
Zatim se uvodi pojam podrazumijevanih binomnih stabala (IBT), metode koja ne ig-
norira ”smile” efekt. Empirijska cˇinjenica da podrazumijevana volatilnost pada s cijenom
izvrsˇenja, te raste s vremenom do dospijec´a opcija bolje je opisana ovom strukturom nego
standardnim CRR stablom. Osnovna upotreba IBT je u zasˇtiti od rizika te odredivanju
podrazumijevane vjerojatnosne distribucije (eng. state price density, SPD). Dana su dva
algoritma za konstrukciju IBT-a. Prvo se upoznajemo s algoritmom Dermana i Kanija, a
potom s onim Barlea i Cakicia.
U posljednjem poglavlju govorimo o SPD-u te nacˇinima odredivanja istog. Osnovna
ideja je da je cijena vrijednosnog papira jednaka ocˇekivanoj sadasˇnjoj vrijednosti buduc´ih
isplata, a pritom je ocˇekivanje uzeto obzirom na vjerojatnost neutralnu na rizik. Govo-
rimo o nearbitrazˇnom pristupu odredivanja SPD-a. Prednost je sˇto nema pretpostavki na
kretanje vezane imovine. Prvo dajemo ideje za poluparametarsku procjenu funkcije ci-
jene call opcije te potom predlazˇemo nacˇine odredivanja SPD-a i prezentiramo primjerom
poluparametarsku procjenu istog.
Summary
This master’s thesis deals with implied volatility and its usage in financial mathematics.
First, in introduction we give some basic informations about models used in this paper, e.g.
the Black and Scholes model and Cox-Ross-Rubinstein model of binomial tree. First sec-
tion gives introduction to implied volatility, estimated volatility of a security’s price, most
commonly used when pricing options. To derive implied volatilities the Black and Scholes
formula is solved for the constant volatility parameter σ using observed option prices. It
appears to be non flat across strikes, a stylized fact which has been called ”smile” effect.
In the end of this chapter we use two variants of principal components, standard princi-
pal component analysis to identify the dominant factor components driving term structure
movements of options, and the common principal components approach that enables mo-
deling not only term structure movements of implied volatilities but the dynamics of the
”smile” as well.
Then we introduce the implied binomial tree (IBT) method which constructs a nume-
rical procedure consistent with the volatility smile. The empirical fact that the market
implied volatilities decrease with the strike level, and increase with the time to maturity of
options is better reflected by this construction than standard CRR trees. The basic purpose
of the IBT is its use in hedging and calculations of implied probability distributions (or
state price density (SPD)), and volatility surfaces. Two algorithms for construction of IBT
for a liquid European option are given. Firstly, we follow the Derman and Kani algorithm,
discuss its possible shortcomings, and then present the Barle and Cakici construction.
In the last chapter we talk about state price density and ways of obtaining it. The
central idea is that the price of a financial security is equal to the expected net present
value of its future payoffs under the risk-neutral probability density function. This method
constitutes a no-arbitrage approach to recover the SPD. No assumption on the underlying
asset dynamics are required. First, we propose ways for semiparametric estimation of the
call pricing function and the necessary steps to recover the SPD. Then, in the end, an
numerical example is given.
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