Abstract. Considered as commutative algebras, cluster algebras can be very unpleasant objects. However, the first author introduced a condition known as "local acyclicity" which implies that cluster algebras behave reasonably. One of the earliest and most fundamental examples of a cluster algebra is the homogenous coordinate ring of the Grassmannian. We show that the Grassmannian is locally acyclic. Morally, we are in fact showing the stronger result that all positroid varieties are locally acyclic. However, it has not been shown that all positroid varieties have cluster structure in the expected manner, so what we actually prove is that certain cluster varieties associated to Postnikov's alternating strand diagrams are locally acylic. Moreover, we actually establish a slightly stronger property than local acyclicity, which we term the Louise property, that is designed to facilitate proofs involving the Mayer-Vietores sequence.
Introduction
A cluster algebra is a commutative algebra A over a field k, equipped with a collection of subsets of A known as clusters. (In this paragraph we are describing cluster algebras, not defining them; definitions can be found in Section 2. Also, there are many slightly different definitions in the literature.) Each cluster (x 1 , x 2 , . . . , x r ) of A has the property that A is contained in the Laurent polynomial ring k[x What if one inverts not all the variables in a cluster, but just one cluster variable
] is an open subvariety of Spec A. In nice cases, A[x −1 ] is itself a cluster algebra, whose clusters are those clusters of A that contain x. What would be particularly nice would be if we had two cluster variables x 1 and x 2 , which had no common zeroes in Spec A, so that A[x 2 ] all of whose terms were cluster algebras. In an ideal world, each of these simpler cluster algebras would, in turn, have such a MayerVietores decomposition and so on.
In Section 2, we will define what it means for a cluster algebra to be Louise.
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In a Louise cluster algebra, the ideal situation of the preceding paragraph holds.
One of the earliest motivating examples of a cluster algebra was the homogenous coordinate ring of the Grassmannian in its Plücker embedding [Sco06] . A major result of this paper is that this cluster algebra is Louise.
Actually, because the definition of cluster algebra used in this (and many other papers) has changed in the last decade, from our perspective, the cluster algebra in question is the coordinate ring of the open subvariety of the Grassmannian where the n Plücker coordinates p 123···k , p 234···k(k+1) , . . . , p (n−k+1)···n , p (n−k+2)···n1 , . . . , It is expected that the homogeneous coordinate ring of every positroid variety is a cluster algebra, and that the structure of these cluster algebras will be described by combinatorial objects known as Postnikov diagrams (or alternating strand diagrams). There is, unambiguously, a cluster algebra associated to any Postnikov diagram; the open question is whether this cluster algebra is the homogeneous coordinate ring of the open positroid variety. Leclerc [Lec14] has recently constructed a cluster structure in the coordinate ring of any positroid variety; it is not yet clear what the precise relation is between Leclerc's construction and Postnikov diagrams. In this paper, we will avoid this issue, but we will show that the cluster algebra associated to any Postnikov diagram is Louise. Thus, once it is proved that these cluster algebras are the coordinate rings of open positroid varieties, we will know that every open positroid variety is Louise. For the largest open positroid variety, described in the previous paragraph, Scott's result [Sco06] establishes that the cluster algebra is the coordinate ring of the open positroid variety. So we have shown that this open locus in the Grassmannian is a locally acyclic cluster algebra, as promised in our title.
We also remark that double Bruhat cells for GL n [BFZ05] can be realized as positroid varieties [KLS13, Section 6], [BGY06] , with quivers coming from Postnikov diagrams. Hence our result also shows that double Bruhat cells are locally acyclic.
In Section 2, we review background on cluster algebras, local acyclicity and the Louise condition. In Section 3, we review background on positroid varieties and Postnikov diagrams. In Section 4, we prove the main theorem. We note that the original results of this paper are almost entirely combinatorial; the geometry which we have discussed in this introduction is mostly outsourced to earlier papers. The reader who hates or fears algebraic geometry should still be able to understand our proof, although not its motivation.
1 The first author described the Banff algorithm, named for the city in which it was found.
The Banff algorithm searches for cluster variables x 1 and x 2 such that Spec A = Spec A[x
2 ]; we will define a cluster algebra to be Banff when the Banff algorithm succeeds. Lake Louise is the prettiest part of the city of Banff, and we thus define a cluster algebra to be Louise if it is Banff in the best possible way, permitting Mayer-Vietores arguments.
Cluster algebras and local acyclicity
The specific form of cluster algebras we use in this note is that of skew-symmetric cluster algebras of geometric type, and we define them using ice quivers; a more thorough introduction to this approach can be found in [Kel12] .
A cluster algebra determines, and is determined by, a mutation-equivalence class of seeds in some field F . A seed in F consists of the following data.
• A quiver Q without loops or directed 2-cycles.
• A subset of the vertices of Q designated as frozen; the rest are called mutable.
• A bijection from the vertices of Q to a free generating set x of the field F over Q. The image x i of a vertex i is called the cluster variable at that vertex, and the set x = {x 1 , x 2 , ..., x n } is called a cluster .
The data of the quiver Q and the designation of vertices as frozen and mutable is known as an ice quiver . The mutable quiver Q of a seed is the induced subquiver on the mutable vertices.
With the above notation, if i is a mutable vertex of Q, we'll write Q[i −1 ] for the same quiver Q with the vertex i designated as frozen. The mutable part of Q[i −1 ] is thus the quiver obtained by deleting vertex i from Q; we will denote this by
See Theorem 2.2 for the motivation for this notation. We need the following graph theoretic definition: If Q is a quiver, then a biinfinite directed path in Q is a sequence of arrows indexed by Z, such that the target of the i-th arrow is the source of the (i + 1)-st arrow.
A seed may be mutated at any mutable vertex, yielding a new seed in the same field, and iterated mutation generates an equivalence relation among seeds (see [Kel12] for details). Given a mutation-equivalence class of seeds in F , the corresponding cluster algebra A is the subring of the field F generated by the cluster variables in those seeds and the inverses to the frozen variables. Note that, up to canonical isomorphism, the cluster algebra A only depends on the ice quiver of a single seed.
The exchange type of a cluster algebra is its set of mutable quivers. An exchange type is an equivalence class for the restriction of seed mutation to quivers. Many properties of a cluster algebra are known to depend only on its exchange type, including the Louise property considered in this note.
In [Mul13] , the first author introduced the class of locally acyclic cluster algebras: cluster algebras whose affine spectrum can be covered by spectra of certain elementary cluster algebras. Known local algebro-geometric properties of these elementary cluster algebras can then be extended to cluster algebras in this larger class.
If A is a locally acyclic cluster algebra, then A is finitely generated, normal, locally a complete intersection, and equal to its own upper cluster algebra (the relevant definitions may be found in loc. cit.).
Recent work [BMRS] has also shown that locally acyclic cluster algebras have (at worst) canonical singularities.
In [Mul13] , the principal tool for demonstrating local acyclicity is the Banff algorithm. This is based on the following observation:
Let A be a cluster algebra and Q the quiver of some seed. Suppose that the mutable quiver Q contains two vertices s and t connected by an arrow which is not in any bi-infinite directed path of Q. Then Spec(A[x Of course, it may not be clear whether the localizations are locally acyclic, so the natural idea is to iterate the previous argument, refining the cover. If this Banff algorithm can eventually produce a cover by acyclic cluster algebras, we say the cluster algebra is Banff . The Banff property only depends on the exchange type of a cluster algebra, and can be checked using only quivers.
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We have a nicer condition in mind, however. For future applications based on Mayer-Vietoris sequences, we will need to consider not just open covers, but some intersections between open sets in those covers. To that end, we define the notion of a Louise quiver.
Definition 2.3. The class of Louise quivers is the smallest class of quivers satisfying the following conditions.
(1) Any edgeless quiver is Louise.
(2) The mutation of any Louise quiver is Louise; that is, the class is closed under mutation. (3) Let Q be a quiver with an arrow α from s to t, such that α is not contained in any bi-infinite directed path. Remark 2.5. In practice, we will only ever use a simpler but less general version of Condition (3), where the vertex s is a source. This immediately implies that α is not in any bi-infinite path. This less general condition also has stronger consequences; see Remark 4.6.
Like algebras obeying the Banff condition, Louise cluster algebras are locally acyclic. Proposition 2.6. A Louise cluster algebra is locally acyclic.
Proof. The proof is by induction on the number of vertices m in any mutable quiver of A. If m = 0, then Q is empty and so it is automatically acyclic and locally acyclic. Next, assume for induction that every Louise cluster algebra with fewer than m vertices in any mutable quiver is locally acyclic. If Q has no arrows, then it is acyclic and automatically locally acyclic.
If Q is Louise and has any arrows, then there must be a mutation-equivalent quiver Q ′ for which part (3) of Definition 2.3 applies; let s, t and α be as above. t ] are locally acyclic cluster algebras. Then Spec(A) has a cover by the spectra of locally acyclic cluster algebras, so A is locally acyclic.
The Louise property was first formulated in work of the second author with Thomas Lam [LS] . It will feature prominently in their work, currently in preparation, on de Rham cohomology of cluster varieties.
Postnikov diagrams and bounded affine permutations
Fix positive integers k and n, with 0 < k < n. We define a bounded affine permutation of type (k, n) to be a map w : Z → Z obeying the conditions
(2) w(i + n) = w(i) + n, and so w descends to a permutation of Z/n.
1 n n i=1 (w(i) − i) = k. We will also write w for the resulting permutation of Z/n. The Grassmannian G(k, n) is stratified into locally closed subvarieties called open positroid varieties, which are indexed by bounded affine permutations of type (k, n). See [Pos06] and [KLS13] .
The length of a bounded affine permutation w, denoted ℓ(w), is
The unique bounded affine permutation of type (k, n) of length 0 is x → x + k; the maximum possible length of a bounded affine permutation of type (k, n) is k(n− k), achieved by permutations which descend to the identity modulo n. Our proof of Theorem 3.3 is by reverse induction on length, among other things. Given a k-plane L in n-space, we represent L as the row span of a k × n matrix M . For integers i ≤ j ≤ i + n, we write M ij for the k × (j − i + 1) matrix made up of the columns of a whose positions lie in the interval [i, j] modulo n. We define r ij (L) to be the rank of M ij ; this quantity is independent of the choice of representative L for M . We defineΠ(w) to be the set of
EachΠ(w) is an irreducible, locally closed, algebraic variety. The dimension of Π(w) is k(n − k) − ℓ(w) − 1. See [KLS13] for numerous alternate definitions of positroid varieties.
It is anticipated that the homogeneous coordinate ring of an open positroid variety is naturally a cluster algebra. We now describe how to construct seeds for this cluster algebra. Let w be a bounded affine permutation. A Postnikov diagram 4 for w consists of a disc with n marked points ℓ 1 , ℓ 2 , . . . , ℓ n around the boundary (in circular order) and n directed paths called strands within the 4 Postnikov uses the terms "alternating strand diagram" for (1), (2) and (3), with the additional possibility that closed loops within the disc are allowed. The absence of loops and condition (4) are equivalent to his "leafless reduced" condition on plabic graphs. We follow Scott [Sco06] in terming these Postnikov diagrams. disc, one from i to w(i) for each i from 1 to n. These strands obey the following conditions:
(1) There are no triple crossings between strands. Any two strands cross transversely, and do so finitely many times. (2) If we follow any given strand, the other strands alternately cross it from the left and from the right. (3) No strand crosses itself, except that, if π(i) = i or i + n, the strand leaving ℓ i will return to ℓ i again. If π(i) = i, we require that the strand from ℓ(i) to itself circle counter-clockwise, otherwise we require that it circle clockwise. (4) If we consider any two strands γ and δ, with some finite list of intersection points, then they pass through their intersection points in opposite orders.
We will refer to the strand from w −1 (i) to i as the i-th strand. Some examples of Postnikov diagrams are given in Figure 1 . For future use, we note the following consequence of condition (4).
Lemma 3.1. If p < q < r < s, and D is a Postnikov diagram for a bounded affine permutation w, with w(p) = s and w(q) = r, then the strands p → s and q → r in w cannot cross.
Proof. We prove the contrapositive: Suppose that D is a Postnikov diagram with strands p → s and q → r that do cross. If they cross an odd number of times then p and s are on opposite sides of the chord from q to r, contradicting the proposed ordering. If p → s and q → r cross an even number of times, then the boundary points must occur in circular order (p, s, q, r) (see Figure 2) , again contradicting the proposed ordering. The strands of a Postnikov diagram divide the disc into three sorts of regions: clockwise regions, where all the strands on their boundary circle clockwise, counterclockwise regions, defined analogously, and alternating regions, where the adjacent strands alternate directions (see Figure 3) . All boundary regions are defined to be alternating, regardless of whether they have enough boundary strands to prove this. Condition (2) above is equivalent to requiring that every region is either clockwise, counterclockwise or alternating.
Clockwise
Counterclockwise Alternating Figure 3 . Three types of region in a Postnikov diagram A Postnikov diagram determines an ice quiver as follows. Form a quiver Q whose vertices are the alternating regions of the Postnikov diagram, and where there is an edge between two vertices if the corresponding regions R 1 and R 2 are separated by a pair of strands which cross on the borders of R 1 and R 2 . Note that the faces of Q are in bijection with the clockwise and counterclockwise regions of the Postnikov diagram; orient Q by directing edges clockwise around the clockwise regions of the diagram and counterclockwise around the counterclockwise regions. Finally, make Q an ice quiver by freezing the vertices corresponding to boundary regions. An example is given in Figure 4 .
We have the following theorem of Postnikov: It therefore makes sense, for any bounded affine permutation w, to define A(w) to be the cluster algebra defined by the ice quiver of any Postnikov diagram for w.
Our actual main result is
The ice quiver
The mutable quiver We now describe the expected connection between A(w) andΠ(w). A strand in a Postnikov diagram will divide the disc into two pieces, called its 'left' and 'right'. We will label each alternating region with the indices of the strands to whose right it lies. This has the effect of labeling each alternating region with a k-element subset of {1, 2, . . . , n}, and each alternating region receives a distinct label (see Figure 5) .
The corresponding Plücker coordinates are expected to form a cluster onΠ(w). such that for any Postnikov diagram D for w, the cluster variable x F in A(w) corresponding to a face F is sent to the Plücker coordinate ∆ I , where I is the label of the face F .
It would follow that the face labels of a Postnikov diagram give a cluster of Plücker coordinates.
This conjecture generalizes the known cluster structure on the Grassmannian, as follows. Let π(k, n) be the map x → x + k, considered as a bounded affine permutation of type (k, n). Scott [Sco06] showed that A(π(k, n)), without the frozen variables inverted, is the homogenous coordinate ring of the Grassmannian. Using the definition of cluster algebra in this paper, where frozen variables are inverted, this implies a special case of the conjecture, that A(π(k, n)) is O(Π(π(k, n))). Thus, Theorem 3.3 implies thatΠ(π(k, n)) is locally acyclic.
Remark 3.5. Instead of labeling a strand with the index of its target, we could have labeled it with the index of its source. If we still label each alternating region with the set of strands of which it is on the left side, we obtain a different collection of face labels and corresponding Plücker coordinates. There is then a 'mirror image' version of Conjecture 3.4, which says there is a different isomorphism
which sends the cluster variable of a face F to the Plücker coordinate corresponding to this alternate labeling. We note Conjecture 3.4 for w implies the 'mirror image' version for w 0 ww −1 0 , where w 0 (an + b) = (a + 1)n − b + 1 for a ∈ Z and b ∈ [n]. The conjectures can be regarded as giving O(Π(w)) two potentially distinct cluster structures. When w is a bounded affine permutation of the form x → x + k, these cluster structures coincide; however, there are other bounded affine permutation for which these two cluster structures have mutation-inequivalent clusters. This includes some double Bruhat cells; in the case of GL e,(14) 4 , the target-labeling convention gives the cluster structure from [BFZ05] , while the source-labeling convention gives the image of this cluster structure under the adjugate map.
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This mirror image cluster algebra appears to be closer to the one recently constructed by Leclerc [Lec14] , but the details are not yet clear.
Proof of the main result
We will now prove the main theorem, that A(w) is Louise. We will use the following lemmas to reduce from one permutation to another. We write s i for the 5 A cluster for either cluster structure defines an open algebraic torus insideΠ(w). Computations suggest that sets of algebraic tori inΠ(w) coming from either cluster structure coincide, so perhaps they are the 'same' cluster structure in an appropriately generalized sense.
affine permutation
Lemma 4.1. Let w be a bounded affine permutation of type (k, n) with w(i) = i (respectively w(i) = i + n). Define a permutation w ′ of type (k, n − 1) (respectively (k−1, n−1)) as follows: Define Y to be the set of integers which are not ≡ i mod n. Then w maps Y bijectively to itself; choose an order preserving bijection α : Z → Y , and define w ′ = α −1 • w • α. Then w and w ′ have the same exchange type.
Proof. An alternating strand diagram for w is obtained from one for w ′ by adding a self loop at i, not crossing any of the other strands. This clearly does not alter the quiver. Proof. We describe the case that w(i) = i + 1. We need to check the inequalities j ≤ (s i w)(j) ≤ j + n and j ≤ (ws i )(j) ≤ j + n. For j ≡ i, i + 1 mod n, this is immediate since (s i w)(j) = (ws i )(j) = w(j). We also have (s i w)(j) = j if j ≡ i mod n and (ws i )(j) = j if j ≡ i + 1 mod n. The remaining cases are (ws i )(i) and (s i w)(i+1). In the first case, we have (ws i )(i) = w(i+1). Since w(i) = i+1, we must have w(i+1) = i+n+1, and thus w(i+1) ≤ i+n, showing that (ws i )(i) ≤ i+n. Similarly, we just showed that w(i + 1) ≤ i + n, so (s i w)(i + 1) ≤ i + n + 1. This checks that these are all bounded affine permutations.
Let D be a Postnikov diagram for s i w, so D has a self loop at i and has strands coming in and out of i + 1. Reconnecting those strands as shown in Figure 6 gives Postnikov diagrams for w and ws i , which clearly have the same mutable quiver. (The quiver for w has one more frozen variable than the others.)
The argument for w(i + 1) = i + n is essentially identical.
A Postnikov diagram for w Figure 6 . Diagrams with the same mutable quiver, for w(i) = i + 1
We will apply the next lemma in two different settings, which are described by the corollaries that follow it. (1) There is a mutable quiver Q for A(v) which has a vertex x with an arrow to its unique neighbor y, so that Q[x −1 ] is a mutable quiver for A(s i v); Q[y −1 ] is the disjoint union of a mutable quiver for A(s i vs i ) and an isolated point; and Q[x −1 , y −1 ] is a mutable quiver for A(s i vs i ). (2) There is a mutable quiver Q for A(v) which is the disjoint union of a point and a mutable quiver for A(s i v).
Proof. We first check that s i v, vs i and s i vs i are bounded affine permutations. We need to check the inequalities Extend diagram D to three larger diagrams as shown in Figure 7 . It is obvious that these larger diagrams obey conditions (1), (2) and (3) in the definition of a Postnikov diagram. By the observation of the above paragraph, the new crossings added by these diagrams involve strands which don't cross in D, so condition (4) holds as well, and these larger diagrams are Postnikov diagrams. We can easily check that they have connectivity s i v, vs i and v respectively. Let Q be the quiver corresponding to this Postnikov diagram for v, and let x and y be the vertices marked in the diagram. We see that x is a mutable vertex of Q, but y may either be a mutable vertex or a frozen vertex, and that all the other neighbors of x are frozen. (Figure 8 shows how either case may occur.) Moreover, the mutable part of Q[x −1 ] is isomorphic to both the mutable part of the quiver we constructed for s i v and for vs i , so we have verified that A(s i v) and A(vs i ) have the same exchange type. If y is a mutable vertex, then we see that we are in the first case above. If y is a frozen vertex, we are in the second case. In either case, the Lemma is proved. Proof. Suppose that case (1) of Lemma 4.3 applies. Then A(v) can be represented by a quiver with two vertices x and y, so that x is a source or sink joined to y, and localizing at x, at y or at both, produces Louise quivers. On the other hand, if case (2) applies, then the quiver of A(v) is the disjoint union of a Louise quiver and a single vertex. The power of Corollary 4.5 comes from the fact that, although cluster algebras of the same exchange type have the same set of mutable quivers, there can be mutable quivers coming from Postnikov diagrams for A(s i v) where the corresponding mutable quiver for A(vs i ) does not come from a Postnikov diagram. Thus, Corollary 4.5 lets us use Postnikov's technology to describe more mutable quivers.
We introduce one more combinatorial tool: For a bounded affine permutation w, we define the smallest throw of w to be the minimum value of w(i) − i. We are now ready to prove Theorem 3.3.
Proof of Theorem 3.3. For any bounded affine permutation w, the cluster algebra A(w) is Louise. Let w be a bounded affine permutation of type (k, n), length ℓ and shortest throw t. We assume inductively that Theorem 3.3 has already been proved:
• for all bounded affine permutations on fewer than n points • for all bounded affine permutations on n points of length > ℓ
