For many years, economists have been using statistical tools to estimate parameters of macroeconomic models. Forecasting plays a major role in macroeconomic planning and it is an essential analytical tool in countries' economic strategies. In recent years, researchers are developing new techniques for estimation. Most of these alternative approaches have their origins in the computational intelligence. They have the ability to approximate nonlinear functions, parameters are updated adaptively. In particular, this research focuses on the application of neural networks in modeling and estimation of macroeconomic parameters. Neural networks have received an increasing amount of attention among macroeconomic forecasters because of the ability to approximate any linear and nonlinear relationship with a reasonable degree of accuracy. Turkey is one of the European Union candidate countries such as Iceland, Montenegro, Serbia and The Former Yugoslav Republic of Macedonia. In this study eight macroeconomic indicators including gross domestic product (volume, NGDPD), gross national savings (NGSD_NGDP), inflation (average consumer prices, PCPI), population (LP), total investment (NID_NGDP), unemployment rate (LUR), volume of exports of goods and services (TX_RPCH), volume of imports of goods and services (TM_RPCH) were used for forecasting. As analysis tools, classical time series forecasting methods such as moving averages, exponential smoothing, Brown's single parameter linear exponential smoothing, Brown's second-order exponential smoothing, Holt's two parameter linear exponential smoothing and decomposition methods applied to macroeconomic data. The study focuses mainly on the applicability of artificial neural network model for forecasting macroeconomic parameters in long term and comparing the artificial neural network's results with the Traditional Time Series Analysis (Smoothing & Decomposition Techniques). To facilitate the presentation, an empirical example is developed to forecast Turkey's eight important macroeconomic parameters. Time Series statistical theory and methods are used to select an adequate technique, based on residual 1Dr.,
Introduction
When a country raises her well-being and economic conditions, this increases living standards and social equity in parallel. Also when structural problems of the economy are overcome and significant improvements are achieved in economic indicators such as GDP current prices, inflation and employment than sustainable developments can be obtained. Turkey was in a deep economic crisis in 1994. 1997 Southeast Asia Crisis and 1998 Russia Crisis adversely affected the Turkish economy, and with the earthquakes in 1999 in Marmara region, which has an important share in Turkey's production, the economy narrowed down drastically in 1999. 1990s was a period when Turkey's economy grew less than the potential because of the unstable growth performance, which was recorded as 3.7 percent on average annually. Turkish economy experienced a deep economic crisis at the beginning of 2000s as a result of the structural problems in the economy and the weaknesses in the financial sector. GDP growth rate was realized as 6.8 percent during 2002-2007 periods. After the serious global financial crisis in 2009, strong growth trend has maintained again with sound macroeconomic policies and structural reforms and Turkish economy has been one of the fastest growing economies in the world in 2010 and 2011 with 9.2 percent and 8.5 percent growth rates, respectively. In 2001-2005 periods, annual average increase in employment was realized as 0.5 percent and the unemployment rate became 10.6 percent at the end of the period. With the rapid growth and increase in employment in the following period, unemployment rate decreased to 11.9 percent in 2010 and 9.8 percent in 2011. Turkey laid the foundations of long term sustainable development, especially with the structural transformation programs in the economy applied in last decades, and set up resilient conditions for the future generations [1] . The main purpose of "Turkish Exports Strategy for 2023" is to reach 500 billion dollars of exports volume in 2023, the centenary anniversary of the Turkish Republic, with an average of 12% increase in exports annually. Becoming one of the world's 10 largest economies in 2023 and taking 1,5% share from the world's trade are also being targeted. Furthermore, it is planned to reach 80% exports/imports ratio in 2023. "Turkey's Export Strategy for 2023" aims modern and flexible export structure that is based on advanced technology and R&D (research and development) to respond the demands of today's and future's business environment by modernizing the structure of our exports [2] . Turkey is one of the fastest growing markets in the world with economic growth rates, expanding by 8.5 percent in 2011. Several important economic targets have been mentioned in Turkish government's 2023 economic vision report. These are: taking place among the top 10 economies in the world by the year 2023, reaching a gross domestic product of $1 trillion by 2014, achieving a gross domestic product of $2 trillion by 2023, increasing annual Turkish exports to $500 billion, achieving per capita income of 25
Forecasting Macroeconomic Variables using Artificial Neural Network 75 thousand dollars and a foreign trade volume of 1 trillion dollars, increasing employment rate and reducing unemployment rate in Turkey to 5 percent. Forecasting techniques are important tools in operational management for creating realistic expectations. In literature many different techniques in the area of statistics and artificial intelligence were proposed for achieving close estimations. [3] used traditional time series analysis and Box Jenkins' models and artificial neural network forecasting method to forecast international tourism arrivals to Turkey for 2008-2010 based on data period 1986-2007. They found that Winter's seasonal exponential smoothing technique and artificial neural networks are two successful estimator methods for regarding monthly time series data. [4] study was about estimating, evaluating, and selecting among non-linear forecasting models for economic and financial time series. They suggested that careful application of existing techniques, and new models and tests, can result in significant advances in understanding. The objective of [5] 's study (1996) was to provide a practical introductory guide in the design of a neural network for forecasting economic time series data. [6] conducted time series comparisons between the two types of models on the basis of forecast performance and investment return. [7] proposed the use of recurrent neural network in order to forecast foreign exchange rates. He compared three recurrent architectures in terms of prediction accuracy of future forecast for Deutsche mark currency. [8] applied artificial neural network (ANN) for forecasting government size in Iran. They made comparisons various architectures, transfer functions and learning algorithms on the operation of network. Variables including tax income, oil revenue, population, openness, government expenditure, GDP and GDP per capita were used from 1971-2007 (annually). Their best architecture was a network with two hidden layer and twelve neuron in hidden layers with hyperbolic tangent transfer function. The study of [9] was about demonstrated structural change structural change in macroeconomic time series. They addressed the issue of how time irreversible structures may be generated within the smooth transition processes. They also discussed the link between time irreversibility and loss of uniqueness in the spectral representation of a data generation process. [10] compared the performance of artificial neural networks (ANNs) with exponential smoothing and ARIMA models in forecasting rice exports from Thailand. Their results showed that while the Holt-Winters and the Box-Jenkins models showed satisfactory goodness of fit, the models did not perform as well in predicting unseen data during validation. They also concluded that the ANNs performed relatively well as they were able to track the dynamic non-linear trend and seasonality, and the interactions between them. One of the major drawbacks of ANN is their being black boxes, since it is impossible to solve the relations in their hidden layers of ANN.
Macroeconomic Indicators
Economists have been using statistical tools to estimate parameters of macroeconomic models. Forecasting plays a major role in macroeconomic planning and it is an essential analytical tool in countries' economic strategies. In this content, the primary purpose of this research is to focus on the application of neural networks in modeling and developing to forecast Turkey's important macroeconomic parameters. Annual time series data are used for the period 1980 to 2012. The sample period is dependent on annual data availability. The data was gathered from the International Monetary Fund world economic outlook data base. Our model forecasts eight variables: gross domestic product (GDP), gross national savings, inflation (average consumer prices), population, total investment, unemployment rate, volume of exports of goods and services, volume of imports of goods and services. Gross Domestic Product represents the economic health of a country. It presents a sum of a country's production which consists of all purchases of goods and services produced by a country and services used by individuals, firms, foreigners and the governing bodies. GDP consists of consumer spending, investment expenditure, government spending and net exports hence it portrays an all inclusive picture of an economy because of which it provides an insight to investors which highlights the trend of the economy by comparing GDP levels as an index. GDP is not only used as an indicator for most governments and economic decision-makers for planning and policy formulation; but also it helps the investors to manage their portfolios by providing them with guidance about the state of the economy. On the other hand, it is good measure for an economy and with improvement in research and quality of data, statisticians and governments are trying to find out measures to strengthen GDP and make it a comprehensive indicator of national income. International standards regarding the compilation of balance of payments statistics are described in the fifth edition of the Balance of Payments Manual prepared by the International Monetary Fund (IMF) in order to provide guidance to member countries. In a general sense, the balance of payments is a statistical statement that systematically records all the economic transactions between residents of a country (Central Government, monetary authority, banks, other sector) and nonresidents for a specific time period. The balance of payments statistics are classified under two major groups: "Current Account" and "Capital and Financial Account". In summary, the current account covers all transactions that involve real sources (including volume of exports and imports of goods and services,) and current transfers; the capital and financial accounts show how these transactions are financed (by means of capital transfer or investment in financial instruments). As mentioned in the European Economic series [11] , current account deficits and surpluses are not necessarily macroeconomic imbalances in the sense of developments which are adversely affecting, or have the potential to affect the proper functioning of economies, of the monetary union, or on a wider scale. Deficits and surpluses are a natural consequence of economic interactions between countries. They show to which extent a country relies on borrowing from the rest of the world or how much of its resources it lends abroad. In this way, external borrowing and lending allows countries to trade consumption over time: a country with a current account surplus transfers consumption from today to tomorrow by investing abroad. In turn, a country with a current account deficit can increase its consumption or investment today but must transfer future income abroad to redeem its external debt. Deficits and surpluses can thus simply be the result of an appropriate allocation of savings, taking into account different investment opportunities across countries. Differences in economic prospects lead to differences in saving behavior, with brighter expectations reducing the tendency of economic agents to save and hence contributing to the accumulation of deficits. In particular, countries with a rapidly ageing population may find it opportune to save today to smooth consumption over time. On the other hand, current account deficits and surpluses are part of the adjustment process in a monetary union. They absorb asymmetric shocks in the absence of independent monetary policy and nominal exchange rate adjustment.
This paper also attempts to analyze the difference between trends of GDP and inflation. It is widely believed that there is a relationship between the two. The problem is that there are disagreements as to what that relationship is or how it operates. As a result, when governments make decisions based on these pieces of information, the outcome often cannot be guaranteed. Exploration of the relationship between GDP and inflation is best begun by developing an understanding of each term individually. As mentioned above, GDP is an acronym for gross domestic product, which is the value of a nation's goods and services during a specified period. This figure is generally regarded as an important indicator of an economy's health. Inflation refers the rate at which the general level of prices for goods and services is rising, and, subsequently, purchasing power is falling. In determining the economic position of a country is through a comparison of population, national savings and total investments to the gross domestic product of the country. Finally, there is a negative relationship between changes in the rates of GDP growth and unemployment. This long-run relationship between the two economic variables was most famously pointed out in the early 1960s by economist Arthur Okun (known as Okun's Law). According to the principles established by this law, there is a corresponding two percent increase in employment (decrease in unemployment) for every established one percent increase in GDP. The reasoning behind this law is quite simple. It states that GDP levels are driven by the principles of demand and supply, and as such, an increase in demand leads to an increase in GDP. Such an increase in demand must be accompanied by a corresponding increase in productivity and employment to keep up with the demand.
Traditional Time Series Techniques
In this study two different traditional time series methods including decomposition methods and smoothing methods were applied to the macro economic data for forecasting. The methods and regarding formulas are shown in this section. The notation of [12] is used to explain the time series methods.
Decomposition Methods
Decomposition methods are using for determining secular trend, seasonal variation, conjuncture (cyclical variation) and random fluctuation (irregular variation) components in time series. It this study annual data was used. Therefore 3 important trend function including linear, quadratic and growth were mentioned in this part of this study.
Least squares method for determining trend
Least square method is one of the popular methods for determining trend. X is the time variable (year, month, etc.) in () t y f x  function. If the sum of the time series variable (X) is identified as zero the estimation values of model parameters can be shown as the following formulas. The trend of t y can be determined by least squares method. It is not very easy to decide which function we should use as a trend. By trying several functions and finding minimum sum of squares of residuals, the suitable trend functions can be found. 
 

Linear trend function
The linear trend function is shown as below:
When the least squares method is applied the linear trend function, the equations below are obtained.
For determining the minimum of this function the first level derivatives should be done regarding to a and b parameters.
By solving these equations the parameters a and be can be found as follows:
Quadratic trend function
If the observed data has a curved figure (in quadratic trend function the mean of the data is increasing first than start decreasing or reverse) than quadratic trend function can be used. 
First order derivatives of the equation according to a, b and c parameters should be solved for writing the quadratic trend function with using least squares method. The equations below are the normal equations. Three unknown can be found by solving these three equations.
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Growth trend function
If the change of the y variable is nearly constant in time, growth trend function can be used for this kind of data. The growth trend function is shown below.
x tt y ab e 
Smoothing Methods
Random or/and coincidental fluctuations in weekly, monthly, seasonal or annual time series data can be removed or softened by smoothing methods. Six smoothing methods including single moving averages, Brown's simple exponential smoothing method, linear moving averages, Brown's linear exponential smoothing methods with single parameter, Holt's linear exponential smoothing with two parameters and Brown's quadratic exponential smoothing methods are mentioned in this part of the study [12] .
Single moving averages
Estimation can be done by using arithmetic mean of number of certain (k) prior period of data. Single moving average method gives the same importance level to the past data for estimating future values. 
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Brown's simple exponential smoothing method
It is a suitable method for time series that 12 , , , n y y y has no significant trend or seasonal fluctuations. t y is the estimation value for the time t.
1 t y  is the observation data for the time t-1.  is a smoothing constant. The constant  has the value between 0 and 1.
Linear moving averages
When moving averages method is applied the data which has a significant trend, estimations are always remains lower than actual values. To deal with this situation "Linear Moving Averages" method was developed. The main idea of this method is the calculation of second moving average.
The coefficient "m" is the forecast period to be estimated.
Brown's linear exponential smoothing method with single parameter
Brown's Linear Exponential Smoothing Method with single parameter has some similarities with linear moving averages method. But the difference between first and second smoothing values is added into the first smoothing value.
Holt's linear exponential smoothing method with two parameters
It seems similar to previous method (Brown ' 
The parameters  and  are the smoothing constants. These parameters should be optimized for minimizing the sum of error squares.
Brown's quadratic exponential smoothing method
When the time series are curved shape (quadratic, third order or more) Brown's quadratic exponential smoothing technique is suitable for estimation. Third parameter is added to the model. The equations for quadratic exponential smoothing are below: 
The selection of the α coefficient can be done as the selection in previous methods.
Artificial Neural Networks for Forecasting
Artificial Neural Networks (ANN) provides a robust approach to approximating and forecasting real, valued and vector-value functions. Under some conditions and for certain types of problems, ANN provides better solutions then traditional statistical methods. The study of ANNs has been inspired in part by the observation that biological learning systems are built of very complex webs of interconnected neurons. In rough analogy, ANNs are built out of a densely interconnected set of sample units, where each unit takes a number of real-valued inputs (possibly the outputs of other units) and produces a single real-valued output, which may become input to other units [13] .
The structure of an artificial network of most commonly used type is the multilayer perceptrons. It consists of several layers of processing units (also termed neurons or nodes). The input values (input data) are fed to the neurons in the so-called input layer.
The input values are processed within the individual neurons of the input layer and then the output values of these neurons are forwarded to the neurons in the hidden layers. The output of the system, that has target values, is lie on the output layer. The input variables are represent to the independent variables and the output variables are represent to the dependent variables. Each connection (between neurons) has an associated parameter indicating the strength of this connection, the so-called weight. By changing the weights in a specific manner, the network can learn to map patterns presented at the input layer to target values on the output layer. This description of the procedure, by means of which this weight adaptation is performed, is called learning or training algorithm [14] . There are several learning algorithms in ANN literatures, i.e. Quick Propagation, Conjugate Gradient Descent, Quasi-Newton, Levenberg-Marquardt and Back Propagation.
In learning phase, for each data row, the input values are processed in the input layer then all the information are sent to each of the neurons on the hidden layers, through connections. But in this transmission, data are multiplied by weights of the corresponding connections. Neurons on the hidden layer collect all the information from input layer and by using activation function, neuron produce new data and send it to the next layer, over the connections by multiplying weights. The commonly used activation functions are logistic, linear, hyperbolic tangent, sigmoid. In each iteration, to match the output of the system and output data, weights of the connections are all adjusted in accordance with the error-correction rule. This operation is called learning or training of the network. Usually, the data available for training the network is divided in two non-overlapping parts: the so-called training and testing sets. The commonly large training set is used to teach the network to desire target function. Then the network is applied to data in the test set in order to available its generalization ability, i.e. the ability to derive correct conclusions about the population properties of the data from the sample properties of the training set. Sometimes the validation set can be used to validate the network after the training phase but before the test phase. As in most other neural networks applications, data processing -scaling and transformingis important for a good prediction performance of financial time series. The input and output variables must be scaled between the upper and lower bonds of the transfer functions (usually between zero and one minus one and one). Two of the most common data transformations in both traditional and neural network forecasting are first differencing and taking logarithm of a variable.
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Results of Smoothing Methods
Forecasting results of indicator 1 (Gross Domestic Product, Current Prices)
Results of Artificial Neural Network
To perform an ANN analysis, we use Alyuda Nero-intelligence 2.2 (Build 577) software. The process of performing a neural network successfully predicting a financial time series has some steps, i.e. data preparation, designing, training, testing and forecasting.
Data preparation
In this paper, all the variables are linearly scaled into the interval [-1,1] by using corresponding scaling factor for each variable. Each variable are treated as a time series and lagged series used for prediction. We used 3 or 4 lagged series, i.e. for 3 lagged series; first, second and third period lags are used to predict the original variable. By this way, each lag of the series become an estimator and represent as an input neuron in ANN. Common practice is to divide the time series into three distinct sets called the training, testing and validation sets. The training set is the largest set and is used by neural network to learn the patterns present in data. The testing set, ranging in size from 10% to 30% of the training set, is used to evaluate the generalization ability of a supposedly trained network. A final check on the validation set chosen must strike a balance between obtaining a sufficient sample size to evaluate a trained network and having enough remaining observations for both training and testing. The validation set should consist of the most recent contiguous observations. In this work the approach in evaluation neural networks used as fallows; training (68%), validation (16%), test sets (16%).
Design of networks
For multilayer perceptrons, there are an infinite number of ways to set up a network. The number of input neurons is trivial but the tasks of selection of the number of hidden layers, the number of the neurons in the hidden layers, the number of input neurons as well as the transfer functions are much more difficult. In this paper, some series have three input neurons (three lagged series) some of them have four. All series has one hidden layer with different number of neurons. The activation methods and the ANN models are listed below. 
Training of networks
Training a neural network to learn patterns in the data involves iteratively presenting it with examples to the correct known answers. The objective of training is to find the set of weights between the neurons that determine the global minimum of the error function. In this paper, all the networks are trained by using Levenberg-Marquardt training algorithm which uses Levenberg-Marquardt Optimization method. The Levenberg-Marquardt (LM) algorithm is an iterative technique that locates the minimum of a multivariate function that is expressed as the sum of squares of non-linear real-valued functions. It has become a standard technique for non-linear least-squares problems, widely adopted in a broad spectrum of disciplines. LM can be thought of as a combination of steepest descent and the Gauss-Newton method. When the current solution is far from the correct one, the algorithm behaves like a steepest descent method: slow, but guaranteed to converge. When the current solution is close to the correct solution, it becomes a Gauss-Newton method. Next, a short description of the LM algorithm based on the material in is supplied [15] . The termination criteria were set to iteration number of 500 and by error improvement. In all the networks' training phases, training stop reasons were no error improvement. Number of iterations, iteration speeds and error improvements with absolute error of the networks for both training and validation phases are shown below. 
Test of networks
Mean absolute error of test data, correlation and R-Square as follows: The fitness graphics of target and output of networks are shown as follows: 
Forecasting
After the learning session, for all of the variables, series of estimations from end of the year 2013 to 2023 were performed as follows: 
Comparison of Traditional Time Series Methods' and Artificial Neural Networks' Results
Smoothing methods have good short-term accuracy. Also their simplicity is one of the other advantages. Large amount of historical data are not required. However in smoothing methods choosing smoothing coefficient (α and/or γ) properly is very important. It affects the quality of forecasting. Neural networks are universal functions approximation and they can model any continuous and nonlinear function to and desired accuracy, and do not have any assumption about input or residual probability distribution as regression analyze. Theoretically, there can be an infinite number of ways to set up a network. The tasks of selection of the number of hidden layers, the number of the neurons in the hidden layers, the number of input neurons as well as the transfer functions are effect the outcome of networks. Parameters are influential on performance of network. Choosing parameters of ANN is depends on some criteria, i.e. number of input and target variables, complexity and structure of data, theoretical knowledge and facts about study area and previous experiences on ANN. Number of cases and initial values of weights are other important criteria that effect the performance of networks. In this paper, the numbers of cases are less to set up an accurate network. Every combination of parameters gave distinct type of approximations. Hence, choosing the right network was so confusing and needed some theoretical knowledge on macro economy. In forecasting phase, there were slightly differences between classic time series analysis and neural networks. These differences shown on the graphics below:
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Conclusion and Suggestions
Global economic power is shifting and Turkey has the potential to be one of the biggest beneficiaries of this change. The country has the opportunity to capitalize on a growing skilled labor force and favorable climate, as well as geographical location at the crossroads of a number of wealthy regions, all of which could be used to sustain longterm economic growth and development. On the other hand, the Turkish economy has shown remarkable performance with its steady growth over last years. A sound macroeconomic strategy in combination with prudent fiscal policies and major structural reforms in effect has integrated the Turkish economy into the globalized world, while transforming the country into one of the major recipients of foreign direct investment in its region. The structural reforms, hastened by Turkey's European Union accession process, have paved the way for comprehensive changes in a number of areas. The main objectives of these efforts were to increase the role of the private sector in the Turkish economy, to enhance the efficiency and resiliency of the financial sector, and to place the social security system on a more solid foundation. To understand the future potential of the Turkish economy, the authors have used two different types of long-run economic growth model to forecast Turkish GDP in 2023, the centenary anniversary of the Turkish Republic. By using Holt's analysis, it is forecasted that Turkish GDP level is more than 1.14 trillion dollars and Turkey's GDP per capita (estimated value of population in 2023 is 85,530,000) is expected to more than US$13,300. Whereas by using Artificial Neural Network (ANN) analysis, GDP is estimated 2.30 trillion dollars and GDP per capita (forecasted value of population in 2023 is 98,430,000) is expected to more than US$23,400 in 2023. Our results displays that Turkey reaches 500 billion dollars of exports volume in 2023, with an average of 11.7% increase in exports annually; on the other hand volume of imports of goods and services are estimated to increase with an average of 4.5% annually. Furthermore, it is planned to reach 80% exports/imports ratio in 2023. Gross national savings as a percent of GDP expressed as a ratio of gross national savings and GDP. Gross national saving is gross disposable income less final consumption expenditure after taking account of an adjustment for pension funds. In addition to this, total investments as a percent of GDP expressed as a ratio of total investment and GDP. Investment or gross capital formation is measured by the total value of the gross fixed capital formation and changes in inventories and acquisitions less disposals of valuables for a unit or sector. The authors of this paper estimate the gross national savings and total investment as a percent of GDP 10.07% and 19.2% respectively in 2023. Finally this paper forecasts that annual inflation rate will be around 5.7%; annual unemployment rate will be around 9.6% (by using Holt's analysis) and will be around 13.7% (by using ANN analysis) in the centenary anniversary of the Turkish Republic. The findings of this paper would help Turkish government and investors for creating more effective macroeconomic strategies. For the government side, future rises, falls, and turning points of the macro indicators puts into perspective the effects of government policy created to deal with them. For the investors' side, future values might increase the possibility of diligent investor in the financial market.
