Abstract. In this paper, the inequalities for the weighted mean of r-convex functions are established. As applications, inequalities between the two-parameter mean of an r-convex function and extended mean values are given.
Introduction
The classical Hadamard's inequality for convex functions states that if f :
Following Hadamard, recently, the generalization of Hadamard's inequality to the integral power mean of a positive convex and r-convex function on [a, b] are obtained by Pearce and Pečarić, and others (see [2, 5, 6] ). The author extended Hadamard's inequality to the two-parameter mean of a positive convex function on [a, b] (see [8] ). The purpose of this paper is to extend Hadamard's inequality to the weighted mean of order s of a positive r-convex function on [a, b] . As applications, inequalities between the two-parameter mean of a positive r-convex function and the extended mean values are given, which are more extensive results than the main results in [2, 5, 6, 8] . The definition of r-convexity naturally complements the concept of r-concavity, in which the inequality is reversed (see [10] ) and which plays an important role in statistics. We have that 0-convex functions are simply log-convex functions and 1-convex functions are ordinary convex functions. For the latter the requirement that an r-convex function be positive clearly can be relaxed.
Let a, b, s ∈ R, and w and f be positive and integrable functions on the closed interval [a, b] . The weighted mean of order s of the function f on [a, b] with the weight w is defined in [4] as
In addition, we define
is the generalized weighted mean values of the function f with weight w and two parameters p and q, which are defined in [7] . It is easy to see that the weighted mean M , which is given in [8] , is a special case of M w,f (p, q; a, b) applied to w(t) ≡ 1, while the integral power mean
is the extended mean value E(p, q; x, y) (see [9] ) of two positive numbers x, y, which is given by E(p, q; x, x) = x if x = y > 0 and for x = y by
Clearly, E(p + 1, 1; x, y) is the extended logarithmic mean L p (x, y) of two positive numbers x, y, while E(p + 1, p; x, y) is also the alternative extended logarithmic mean F p (x, y) of two positive numbers x, y. Our main results are the following four theorems.
Theorem 1.1. Let f (t) be a positive and continuous function on an interval [a, b] with continuous derivative f (t) on (a, b), let g(x) be a positive and continuous function on the range J of the function f (t), and let
for any real number s, while if f is r-concave, the inequality is reversed.
Theorem 1.2. Let f (t) be a positive and continuous function on an interval [a, b], let g(x) be a positive and continuous function on the range J of the function f (t), and let h(x) ≡ x.
Then if f is r-convex in the case of r = 0 or 1,
for any real number s, while if f is r-concave in the case of r = 1, the inequality is reversed. (a, b) . Then if f is r-convex,
As concrete applications, taking g(x)
for any real numbers p, q, while if f is r-concave, the inequality is reversed.
Theorem 1.4. Let f (t) be a positive and continuous function on an interval [a, b].
for any real numbers p, q, while if f is r-concave in the case of r = 1, the inequality is reversed.
Taking q = 0 in Theorems 1.3 and 1.4, respectively, we can easily derive the following interesting corollaries:
Corollary 1.5. Under the hypotheses in Theorem 1.3 (or Theorem 1.4, respectively), if f is r-convex, then
while if f is r-concave, the inequalities are reversed. 
while if f is concave, the inequality is reversed.
Inequalities (1.7), (1.8), and (1.9) were established by Pearce and Pečarić, and others in [6, 2, 5] , respectively. In [8] , the author proved that inequality (1.5) is valid on the condition that f is a positive and twice-differentiable 1-convex function. Therefore we obtain more extensive results than the main results in [2, 5, 6, 8] .
Remark 1.7. If s = 1 and f is a twice-differentiable 1-convex function in Theorem 1.1, it is easy to know that (1.3) is equivalent to
In view of (1.10), we see that the corresponding conclusion of Theorem 1.1 may not hold provided the weight function w in (1.2) does not satisfy the condition in Theorem 1.1. For example, putting s = 1, f (t) = t 2 , w(t) = t + 1, t ∈ [−1, 3/5] in (1.2), we have that f (t) = 2t, f (t) = 2 > 0, but
This paper, except for the introduction, is divided into two sections. In section 2, we make some preparations. By using the result of section 2, we will give the proofs of Theorems 1.1 and 1.2 in section 3.
Some preliminary results
In order to prove Theorems 1.1 and 1.2, we need the following Tchebycheff integral inequality (see [3, 4] ).
Lemma 2.1. Let p, q : [a, b] → R be integrable functions, both increasing or both decreasing, and let w : [a, b] → R be a positive and integrable function. Then
(2.1) b a w(t)p(t)dt b a w(t)q(t)dt ≤ b a w(t)dt b a
w(t)p(t)q(t)dt.

If one of the functions p or q is nonincreasing and the other nondecreasing, then the inequality in (2.1) is reversed.
We need some other notation: Let U be an open subset of R.
where c is chosen so that R η(x)dx = 1. For > 0, define
that is,
uniformly on compact subsets of U .
For the above notation and the proof of Lemma 2.2, the reader is referred to [1] .
Proofs of Theorem 1.1 and Theorem 1.2
Proof of Theorem 1.1. Here we give only the proof in the case of f (t) being r-convex for r > 0 with continuous derivative f (t) and s > 0, since the proof in the other cases is similar.
is a primary function of rx r−1 g(x) with respect to x, i.e. G r (x) = rx r−1 g(x) > 0 on the range of f . It is easy to know that G r (f (t)) is also a primary function of g(f (t))(f r (t)) . Then we have
Similarly, we have that
It is easy to see that inequality (1.3) is equivalent to
Let φ(t) = f r (t), noticing that f is r-convex for r > 0 iff f r is convex, i.e., φ (t) = (f r (t)) is increasing. To prove the inequality (3.2), we consider the following three cases:
, we derive that inequality (3.2) holds.
Case II. The derivative φ (t) = (f r (t)) ≤ 0. We obtain similarly that inequality (3.2) holds also by using the Tchebycheff integral inequality (2.1).
Case III. The sign of the derivative
Thus the inequality (3.2) is equivalent to
where
. Therefore we have that S 1 ≤ 0. By the Proof of Theorem 1.2. We give only the proof in the case of f being r-convex; if f is r-concave, the proof is similar. We first consider the case when the origin o belongs to U = (a, b), i.e., a < 0 < b. For each > 0, write U = (a + , b − ), and define f ≡ η * f ; that is, for t ∈ (a + , b − ),
where η is the standard mollifier. Since f is continuous on (a, b), from Lemma 2.2, we have that f belongs to C ∞ (U ), and f → f uniformly on compact subsets of (a, b). Now we prove for > 0 small enough that f (t) satisfies the following conditions:
where B(t, ) = {y ∈ R | |t − y| < }. This proves assertion (i). In the case of r = 0, from (3.4), (1.1) and Hölder's inequality, and applying the assertion (i), we obtain
Similarly, from (3.4), (1.1) and the assertion (i), we derive that f is also r-convex in the case of r = 1. This proves assertion (iii). 
