We present a new open-source Python package, krotov, implementing the quantum optimal control method of that name. It allows to determine time-dependent external fields for a wide range of quantum control problems, including state-tostate transfer, quantum gate implementation and optimization towards an arbitrary perfect entangler. The user-friendly interface allows for combination with other Python packages, and thus high-level customization.
1 Introduction
Quantum information science has changed our perception of quantum physics from passive understanding to a source of technological advances [1] . By way of actively exploiting the two essential elements of quantum physics, coherence and entanglement, technologies such as quantum computing [2] or quantum sensing [3] hold the promise for solving computationally hard problems or reaching unprecedented sensitivity. These technologies rely on the ability to accurately perform quantum operations for increasingly complex quantum systems. Quantum optimal control allows to address this challenge by providing a set of tools to devise and implement shapes of external fields that accomplish a given task in the best way possible [4] . Originally developed in the context of molecular physics [5, 6] and nuclear magnetic resonance [7, 8] , quantum optimal control theory has been adapted to the specific needs of quantum information science in recent years [4, 9] . Calculation of optimized external field shapes for tasks such as state preparation or quantum gate implementation have thus become standard [4] , even for large Hilbert space dimensions as encountered in e.g. Rydberg atoms [10, 11] . Experimental implementation of the calculated field shapes, using arbitrary waveform generators, has been eased by the latter becoming available commercially. Successful demonstration of quantum operations in various experiments [4, [12] [13] [14] [15] [16] [17] [18] [19] attests to the level of maturity that quantum optimal control in quantum technologies has reached. Quantum optimal control theory proceeds by defining an optimization functional [4, 9] that consists of the desired figure of merit, such as a gate or state preparation error, as well as additional constraints, such as amplitude or bandwidth restrictions. Optimal control methods in general can be classified into gradient-free and gradient-based algorithms that either evaluate the optimization functional alone or together with its gradient [4] . Gradient-based methods typically converge faster, unless the number of optimization parameters can be kept small, and can be separated into methods that update the external control field concurrently or sequentially in time [20] . Most gradient-based methods rely on the iterative solution of a set of coupled equations that include forward propagation of initial states, backward propagation of adjoint states, and the control update [4] . A popular representative of concurrent update methods is GRadient Ascent Pulse Engineering (GRAPE) [21] , whereas Krotov's method, which comes with the advantage of guaranteed monotonic convergence, requires sequential updates [5, 22, 23] . While GRAPE is found in various software packages, there has not been an open source implementation of Krotov's method to date. Our package provides that missing implementation.
The choice of Python as an implementation language is due to Python's easy-to-learn syntax, expressiveness, and immense popularity in the scientific community. Moreover, the QuTiP library [24] exists, providing a general purpose tool to numerically describe quantum systems and their dynamics. QuTiP already includes basic versions of other popular quantum control algorithms such as GRAPE and the gradient-free CRAB [25] . The Jupyter notebook framework [26] is available to provide an ideal platform for the interactive exploration of the krotov package's capabilities, and to facilitate reproducible research workflows. The krotov package presented herein targets both students wishing to enter the field of quantum optimal control, and researchers in the field. By providing a comprehensive set of examples, we enable users of our package to explore the formulation of typical control problems, and to understand how Krotov's method can solve them. These examples are inspired by recent publications [27] [28] [29] [30] [31] [32] , and thus show the use of the method in the purview of current research. Optimal control is also increasingly important in the design of experiments [4, [12] [13] [14] [15] [16] [17] [18] [19] , and we hope that the availability of an easy-to-use implementation of Krotov's method will facilitate this further.
Large Hilbert space dimensions [10, 11, 33, 34] and open quantum systems [29] in particular require considerable numerical effort to optimize. Compared to the Fortran and C/C++ languages traditionally used for scientific computing, and more recently Julia [35] , pure Python code usually performs slower by two to three orders of magnitude [36, 37] . Thus, for hard optimization problems that require several thousand iterations to converge, the Python implementation provided by the krotov package may not be sufficiently fast. In this case, it may be desirable to implement the entire optimization and time propagation in a single, more efficient (compiled) language. Our Python implementation of Krotov's method puts an emphasis on clarity, and the documentation provides detailed explanations of all necessary concepts, especially the correct time discretization, see Sec. 2.3, and the possibility to parallelize the optimization. Thus, the krotov package can serve as a reference implementation, leveraging Python's reputation as "executable pseudocode", and as a foundation against which to test other implementations. This paper is structured as follows: In Sec. 2, we give a brief overview of Krotov's method as it is implemented in the package. Section 3 summarizes the interface of the krotov package, describes its capabilities, and illustrates its usage for typical optimization problems. Section 4 compares Krotov's method to other methods commonly used in quantum optimal control, in order to provide guidance on when the use of the krotov package is most appropriate. Section 5 concludes with future perspectives.
2 Overview of Krotov's method for quantum optimal control 2.1 Optimization functional Quantum optimal control methods formalize the problem of finding "control fields" that achieve some physical objective, using the time evolution of a quantum system, including possible constraints. The most direct example is a state-to-state transition, that is, for a known quantum state at time zero to evolve to a specific target state at final time T , controlling e.g. a chemical reaction [38] . Another example is the realization of quantum gates, the building blocks of a quantum computer. In this case, the states forming a computational basis must transform according to a unitary transformation [2] . The control fields might be the amplitudes of a laser pulse, for the control of a molecular system, RF fields for nuclear magnetic resonance, or microwave fields for superconducting circuits. There may be multiple independent controls involved in the dynamics, such as different color lasers used in the excitation of a Rydberg atom, or different polarization components of an electric field.
The quantum control methods build on a rich field of classical control theory [39, 40] . This includes Krotov's method [22] , which was originally formulated to optimize the soft landing of a spacecraft from orbit to the surface of a planet [41] , before being applied to quantum mechanical problems [42] . Fundamentally, they rely on the variational principle, that is, the minimization of a functional J[{|φ
l (t)}] that includes any required constraints via Lagrange multipliers. The condition for minimizing J is then ∇ φ k , l J = 0. In rare cases, the variational calculus can be solved in closed form, based on Pontryagin's maximum principle [40] . Numerical methods are required in any other case. These start from an initial guess control (or set of guess controls, if there are multiple controls), and calculate an update to these controls that will decrease the value of the functional. The updated controls then become the guess for the next iteration of the algorithm, until the value of the functional is sufficiently small, or convergence is reached.
Mathematically, Krotov's method, when applied to quantum systems [5, 23] , minimizes a functional of the most general form
where the {|φ The functional consists of three parts:
• A final time functional J T . This is the "main" part of the functional, and we can usually think of J as being an auxiliary functional in the optimization of J T . The most straightforward final time functional for a simple state-to-state transition |φ → |φ tgt is [43] 
For a quantum gateÔ, a typical functional is [43] 
and N being the dimension of the logical subspace, e.g. N = 4 and {|φ k } = {|00 , |01 , |10 , |11 } for a two-qubit gate. The use of the real part in the functional implies that we care about the global phase of the achieved gate.
• A running cost on the control fields, g a . The most commonly used expression (and the only one currently supported by the krotov package) is [43] g a (
This introduces two parameters for each control, the (inverse) Krotov "step width" λ a,l and the shape function S l (t) ∈ [0, 1]. ∆ l (t) is the update of the control in a single iteration of the optimization algorithm. As we will see in Sec. 2.2, λ a,l determines the overall magnitude of ∆ l (t), and S l (t) can be used to ensure boundary conditions on (i+1) l (t).
• An optional state-dependent running cost, g b , can be employed, e.g. for penalizing population in a subspace [44] . This is rarely used, as there are other methods to achieve the same effect, like using a non-Hermitian Hamiltonian to remove population from the forbidden subspace during the time evolution. Currently, the krotov package only supports g b ≡ 0.
Update equation
Krotov's method is based on a rigorous examination of the conditions for calculating the updated fields
is true by construction [22, 23, [41] [42] [43] . It achieves this by adding a vanishing quantity to the functional that disentangles the implicit dependence of {|φ k } and { l (t)} in the variational calculus. Thus, it guarantees monotonic convergence.
For g a as in Eq. (4), the derivation results in the Krotov update equation [5, 42, 43] ,
with the equation of motion for the forward propagation of |φ k under the optimized controls (i+1) (t) of the iteration (i),
For the moment, we have assumed unitary dynamics; the generalization to open system dynamics will be discussed later in this section. The co-states |χ 
with the boundary condition
Here, and in the following, we have dropped the index l of the controls and the associated λ a,l and S l (t); all equations are valid for each individual control. Frequently, the control field (t) is required to be zero at t = 0 and t = T in order to smoothly switch on and off. To ensure that the update maintains this behavior, S(t) ∈ [0, 1] is chosen as a function with those same conditions. A typical example is
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. . . Figure 1 : Sequential update scheme in Krotov's method on a time grid.
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which is similar to a Gaussian, but exactly zero at t = t 0 , t 1 .
The scaling factor λ a controls the overall magnitude of the pulse update, thereby taking the role of an (inverse) "step size". Values that are too large will change (i) (t) by only a small amount in every iteration, causing slow convergence. Values that are too small will result in numerical instability, see Sec. 3.2.
The coupled equations (5) (6) (7) (8) can be generalized to open system dynamics by replacing Hilbert space states with density matrices,Ĥ with iL, and brakets with Hilbert-Schmidt products, ·|· → ·|· . In full generality,Ĥ in Eq. (5) is the operator H on the right-hand side of whatever the equation of motion for the forward propagation of the states is, written in the form ihφ = Hφ, cf. Eq. (6) . Note also that the backward propagation Eq. (7) uses the adjoint operator, which is relevant both for a dissipative Liouvillian [29, 45, 46] and a non-Hermitian Hamiltonian [27, 47] .
Time discretization
The derivation of Krotov's method assumes time-continuous control fields. Only in this case, monotonic convergence is mathematically guaranteed. However, for practical numerical applications, we have to consider controls on a discrete time grid with nt points running from t = 0 to t = T , with a time step dt. The states are defined on the points of the time grid, while the controls are assumed to be constant on the intervals of the time grid. This discretization yields the numerical scheme shown in Fig. 1 . It proceeds as follows [43]: 3. Starting from the known initial states |φ k = |φ k (t = 0) , calculate the pulse update for the first time step according to Eq. (5), with t = dt/2 on the left-hand side (representing the first interval in the time grid, on which the control pulse is defined), and t = 0 on the right-hand side (representing the first point on the time grid). This approximation of t ≈ t + dt/2 is what constitutes the "time discretization" mathematically. It resolves the seeming contradiction in the time-continuous Eq. (5) that the calculation of (i+1) (t) requires knowledge of the states |φ
Construct the states |χ
4. Use the updated field (i+1) ( dt/2) for the first interval to propagate |φ k (t = 0) for a single time step to |φ 5. The updated control field becomes the guess control for the next iteration of the algorithm, starting again at step 1. The optimization continues until the value of the functional J T falls below some predefined threshold, or convergence is reached, i.e., ∆J T approaches zero, so that no further significant improvement of J T is to be expected.
3 How to use the krotov package
Overview
To use Krotov's method for quantum optimal control in a Python script or Jupyter notebook, start by importing the package, as well as QuTiP [24] .
import krotov import qutip
Then,
• define the necessary quantum operators and states using QuTiP objects,
• create a list of optimization objectives, as instances of krotov.Objective,
• call krotov.optimize pulses to perform an optimization of an arbitrary number of control fields over all the objectives.
The integration of the krotov package with QuTiP is central: All operators and states are expressed as qutip.Qobj quantum objects. Moreover, the optimize pulses interface for Krotov's optimization method is closely linked to the interface of QuTiP's central mesolve Each objective has an initial state, which is a qutip.Qobj representing a Hilbert space state or density matrix, a target (usually the target state that the initial state should evolve into when the objective is fulfilled), and a Hamiltonian or Liouvillian H in the nested-list format described above.
• pulse options: a dictionary that maps each control to the parameters λ a (the Krotov update step size) and S(t) (the update shape), see Sec. 3.2 below.
• tlist: An array of time grid values in [0, T ]. Internally, the controls are discretized as piecewise-constant on the intervals of this time grid.
• propagator: A routine that calculates the time evolution for a state over a single interval in the time grid. This allows the optimization to use arbitrary equations of motion. Also, since the main numerical effort in the optimization is the forward-and backward propagation of the states, the ability to supply a highly optimized propagator is key to numerical efficiency.
• chi constructor: a function that calculates the boundary condition for the backward propagation of χ k (T ) as a function of the states {φ k (T )} forward-propagated under the guess controls of that iteration, cf. Eq. (8). This is the only place where the functional J T (implicitly) enters the optimization.
The optimization routine will automatically extract all controls that it can find in the objectives, and iteratively calculate updates in order to meet all objectives simultaneously. The result of the optimization will be in the returned result object, which contains a list of the optimized controls, discretized to the points of tlist.
Pulse options
The optimize pulses routine receives an argument pulse options that specifies the parameters λ a,l and S l (t) for each control in Eq. (4). For example, for a Hamiltonian H of the form [H0, [H1, eps0]] with a control function eps0: def S ( t ):
""" Shape function for the field update """ return krotov . shapes .
The function S(t) implements the shape function in Eq. (9) .
The monotonic convergence of Krotov's method is only guaranteed in the continuous limit; a coarse time step must be compensated by larger values of the inverse step size λ a , slowing down convergence. Values that are too small will cause sharp spikes in the optimized control and numerical instabilities. A lower limit for λ a can be determined from the requirement that the change ∆ (t) should be at most of the same order of magnitude as the guess pulse (i) (t) for that iteration. The Cauchy-Schwarz inequality applied to the update equation (5) yields
From a practical point of view, the best strategy is to start the optimization with a comparatively large value of λ a , and after a few iterations lower λ a as far as possible without introducing numerical instabilities. The value of λ a may be adjusted dynamically with respect to the rate of convergence. Generally, the ideal choice of λ a requires some trial and error.
Complex-valued controls
When using the rotating wave approximation (RWA), it is important to remember that the target states are usually defined in the lab frame, not in the rotating frame. This is relevant for the construction of |χ k (T ) . When doing a simple optimization, such as a state-to-state or a gate optimization, the easiest approach is to transform the target states to the rotating frame before calculating |χ k (T ) . This is both straightforward and numerically efficient.
In the RWA, the control fields are usually complex-valued. In this case, the Krotov update equation is valid for both the real and the imaginary part independently. The most straightforward implementation of the method is to allow for real-valued controls only, requiring that any control Hamiltonian with a complex-valued control field is rewritten as two independent control Hamiltonians, one for the real part and one for the imaginary part of the control field. For example,
with two independent control fields re (t) = Re[ (t)] and im (t) = Im[ (t)] with the control Hamiltonianâ +â † and iâ † − iâ, respectively.
Optimization towards a quantum gate
To optimize towards a quantum gateÔ in a closed quantum system, set one Objective for each state in the logical basis, with the basis state |φ k as the initial state and The gate objectives routine allows for open quantum systems as well. The parameter liouville states set indicates that the system dynamics are in Liouville space and defines the choice of an appropriate (minimal) set of matrices to track the optimization [29] . For example, to optimize for a √ iSWAP gate in an open quantum system, three appropriately chosen density matricesρ 1 ,ρ 2 ,ρ 3 are sufficient to track the optimization progress [29] . Different emphasis can be put on each matrix, through relative weights 20:1:1 in the example below: On many quantum computing platforms, applying arbitrary single-qubit gates is easy compared to entangling two-qubit gates. A specific entangling gate like CNOT is combined with single-qubit gates to form a universal set of gates. For a given physical systems, it can be hard to know a-priori which entangling gates are easy or even possible to realize. For example, trapped neutral atoms only allow for the realization of diagonal two-qubit gates [29, 48] like CPHASE. However, the CPHASE gate is "locally equivalent" to CNOT: only additional single-qubit operations are required to obtain one from the other. A "local-invariants functional" [49] defines an optimization with respect to a such a local equivalence class, and thus is free to find the specific realization of a two-qubit gate that is easiest to realize. The objectives for such an optimization are generated by passing local invariants=True to gate objectives.
Generalizing the idea further, the relevant property of a gate is often its entangling power, and the requirement for a two-qubit gate in a universal set of gates is that it is a "perfect entangler". A perfect entangler can produce a maximally entangled state from a separable input state. Since 85% of all two-qubit gates are perfect entanglers [50, 51] , a functional that targets an arbitrary perfect entangler [30, 31] solves the control problem with the least constraints. The objectives for this optimization are initialized by passing gate='PE' to gate objectives. Both the optimization towards a local equivalence class and an arbitrary perfect entangler may require the use of the second-order update equation, see Sec. 3.6.
Ensemble optimization as a way to ensure robust controls
Control pulses can be made robust with respect to variations in the system by performing an "ensemble optimization" [28] . The idea is to sample a representative selection of possible system Hamiltonians, and to optimize over an average of the entire ensemble. In the functional, Eq. (1), respectively the update Eq. (5), the index k now numbers not only the states, but also different ensemble Hamiltonians:
The example considered in Ref. [28] is that of a CPHASE two-qubit gate on trapped Rydberg atoms. Two classical fluctuations contribute significantly to the gate error: deviations in the pulse amplitude (Ω = 1 ideally), and fluctuations in the energy of the Rydberg level (∆ ryd = 0 ideally). We also take into account decay and dephasing, and thus optimize in This will result in a list of two objectives for the density matricesρ 2 andρ 3 defined in Ref. [29] . The stateρ 1 is omitted by setting its weight to zero, as the target gate is diagonal. The function L is assumed to return the Liouvillian for the system with given values for Ω and ∆ ryd .
An appropriate set of ensemble objectives (extending the objectives defined above) can now be generated with the help of the ensemble objectives function. Here omega vals and delta vals is assumed to contain values sampling the space of perturbed values Ω = 1 and ∆ ryd = 0. For N − 1 ensemble liouvillians, i.e. N systems including the original unperturbed system, the above call results in a list of 2N objectives. Note that all elements of ensemble liouvillians share the same control pulses. As shown in Ref. [29] , an optimization over the average of all these objectives via the functional in Eq. (3) results in controls that are robust over a wide range of system perturbations.
Optimization of non-linear problems or non-convex functionals
The update Eq. (5) assumes that the equation of motion is linear (Ĥ does not depend on the states |φ k (t) ), the functional J T is convex, and no state-dependent constraints are used (g b ≡ 0). When these conditions are not fulfilled, it is still possible to derive an optimization algorithm with monotonic convergence via a second term in the update equation [23, 41] ,
with
This second term is the "non-linear" or "second order" contribution, originating from the requirement to expand the functional to quadratic order in the states, in the variational calculus [23] . In Eq. (13), σ(t) is a scalar function that must be properly chosen to ensure monotonic convergence. As shown in Ref. [23] , it is possible to numerically approximate σ(t). In Refs. [30, 31] , a non-convex final-time functional for the optimization towards an arbitrary perfect entangler is considered. In this case,
where ε A is a small non-negative number that can be used to enforce strict inequality in the second order optimality condition. The optimal value for A in each iteration can be approximated numerically as [23] 
Such an optimization can be realized by passing the optimize pulses routine a parameter sigma: The function krotov.second order.numerical estimate A implements Eq. (16) .
Even when the second order update equation is mathematically required to guarantee monotonic convergence, often an optimization with the first-order update equation (5) will give converging results. Since the second order update requires more numerical resources (calculation and storage of the states |∆φ k (t) ), it is advisable to attempt an optimization with the first-order update equation first, and to only use the second order when the first order proves insufficient.
Convergence analysis
By default, the optimize pulses routine runs for a fixed number of iterations. There are two optional parameters that can be passed to optimize pulses to stop the optimization based on the value of the functional, or the rate of convergence:
• info hook: A function that receives the data resulting from an iteration of the algorithm, may print arbitrary diagnostic information, and calculate the value of the functional J T . Any value returned from the info hook will be available in the info vals attribute of the final Result object.
• check convergence: A function that may stop the optimization based on the previously calculated info vals. The krotov package includes suitable routines for detecting if the value of J T , or the change ∆J T between iterations falls below a specified limit.
Comparison with other optimization methods
At its core, Krotov's method is a gradient-based optimization method, and most directly compares to GRadient Ascent Pulse Engineering (GRAPE) [21] , another gradient-based method widely used in quantum control [4] . We therefore compare to GRAPE first and highlight the difference with gradient-free methods further below.
GRadient Ascent Pulse Engineering (GRAPE)
The GRAPE method looks at the direct gradient ∂J T /∂ j with respect to any control parameter j . The value of the control parameter is then updated in the direction of the gradient, although in all practical applications, a numerical estimate of the Hessian ∂ 2 J T /∂ j ∂ j should also be included in calculation of the update. The L-BFGS-B quasi-Newton method [52, 53] is most commonly used for this purpose. The control parameter j may be the value of a control field in a particular time interval. When the control field is a discretization of a time-continuous control, e.g. using the piecewiseconstant scheme as in Fig. 1, and for typical functionals, the numerical effort required for the calculation of the gradient ∂J T /∂ j is nearly identical to the effort for a single iteration of Krotov's method. In both cases, a forward and backward propagation over the entire time grid is carried out, which determines almost entirely the numerical effort. This requirement results from the derivative of the complex overlaps τ k between the propagated states {|φ k (T ) } and the target states {|φ tgt k }, on which the standard functionals are based, cf. Eq. (3). The relevant term in the gradient is then [21] ∂τ *
withÛ (i) j the time evolution operator for the time interval j, using the guess controls in iteration (i) of the optimization. We end up with backward-propagated states |χ k (t j+1 ) and forward-propagated states |φ k (t j ) . This is to be compared with the first-order update equation (5) for Krotov's method.
In this example of (discretized) time-continuous controls, both GRAPE and Krotov's method can generally be used interchangeably. The benefits of Krotov's method compared to GRAPE are [54] :
• Krotov's method mathematically guarantees monotonic convergence in the continuous limit.
• Krotov's method does not require a line search to determine the ideal magnitude of the pulse update in the direction of the gradient.
• The sequential nature of Krotov's update scheme, where information from earlier times enters the update at later times, cf. Fig. 1 , results in faster convergence than the concurrent update in GRAPE [20, 55] . However, this advantage disappears as the optimization approaches the optimum [54] .
• The choice of functional J T in Krotov's method only enters in the boundary condition for the backward-propagated states, Eq. (8), while the update equation stays the same otherwise. In contrast, for functionals that do not depend trivially on the overlaps
, the evaluation of the gradient in GRAPE may deviate significantly from its usual form, requiring a problem-specific implementation from scratch.
GRAPE has a significant advantage if the controls are not time-continuous, but are physically piecewise constant ("bang-bang control"). The calculation of the GRAPE-gradient is unaffected by this, whereas Krotov's method can break down when the controls are not approximately continuous. QuTiP contains an implementation of GRAPE limited to this use case.
GRAPE (with the second-order derivative estimates by the L-BFGS-B algorithm) has been shown to converge faster than Krotov's method when the optimization is close to the optimum. This is because Krotov's method only considers the first-order-gradient with respect to the control field [54] , and this derivative vanishes close to the optimum. This is true even for the Krotov update with the additional non-linear term, discussed in Sec. 3.6. There, "second-order" refers to the expansion of the functional with respect to the states, not to the order of the derivative.
Gradient-free optimization
In situations where the controls can be reduced to a relatively small number of controllable parameters (typically less than 20), gradient-free optimization becomes feasible. The most straightforward use case are controls with an analytic shape (maybe due to the constraints of an experimental setup), with just a few free parameters. As an example, consider control pulses that are restricted to Gaussian pulses, so that the only free parameters are the peak amplitude and pulse width. The control parameters are not required to be parameters of a time-dependent control, but may also be static parameters in the Hamiltonian, e.g. the polarization of the laser beams utilized in an experiment [56] .
A special case of gradient-free optimization is the Chopped RAndom Basis (CRAB) method [57, 58] . The essence of CRAB is in the specific choice of the parametrization in terms of a low-dimensional random basis, as the name implies. Thus, it can be used when the parametrization is not as "obvious" as in the case of direct free parameters in the pulse shape discussed above. The optimization itself is normally performed by Nelder-Mead simplex based on this parametrization, although any other gradient-free method could be used as well. An implementation of CRAB is available in QuTiP.
Gradient-free optimization does not require backward propagation, but only a forward propagation of the initial states and the evaluation of an arbitrary functional J T . It also does not require the storage of states. However, the number of iterations can grow extremely large, especially with an increasing number of control parameters. Thus, an optimization with a gradient-free method is not necessarily more efficient overall compared to a gradient-based optimization with much faster convergence. For only a few parameters, however, it can be highly efficient.
This makes gradient-free optimization useful for "pre-optimization", that is, for finding guess controls that are then further optimized with a gradient-based method [33] . A further benefit of gradient-free optimization is that it can be applied to any functional, even if ∂J T /∂ φ k | or ∂J T /∂ j cannot be calculated.
A possible drawback of gradient-free optimization is that is also prone to get stuck in local optimization minima. To some extent, this can be mitigated by trying different guess pulses, by re-parametrization [59] , or by using some of the global methods available in the NLopt package [60] .
Generally, gradient-free optimization can be easily realized directly in QuTiP or any other software package for the simulation of quantum dynamics:
• Write a function that takes an array of optimization parameters as input and returns a figure of merit. This function would, e.g., construct a numerical control pulse from the control parameters, simulate the dynamics using qutip.mesolve.mesolve, and evaluate a figure of merit (like the overlap with a target state).
• Pass the function to scipy.optimize.minimize for gradient-free optimization.
The implementation in scipy.optimize.minimize allows to choose between different optimization methods, with Nelder-Mead simplex being the default. There exist also more advanced methods such as Subplex in NLopt [60] that may be worth exploring for improvements in numerical efficiency, and additional functionality such as support for non-linear constraints.
Choosing an optimization method
Whether to use a gradient-free optimization method, GRAPE, or Krotov's method depends on the size of the problem, the requirements on the control pulse, and the optimization functional. Gradient-free methods should be used if the number of independent control parameters is smaller than 20, or the functional is of a form that does not allow to calculate gradients easily. It is always a good idea to use a gradient-free method to obtain improved guess pulses for use with a gradient-based method [33] . GRAPE should be used if the control parameters are discrete, such as on a coarse-grained time grid, and the derivative of J T with respect to each control parameter is easily computable. Note that the implementation provided in QuTiP is limited to state-to-state transitions and quantum gates, even though the method is generally applicable to a wider range of objectives. 8), can be calculated. When these conditions are met, Krotov's method gives excellent convergence. However, as discussed in Sec. 4.1, it is often observed to slow down when getting close to the minimum of J T , as the first order derivative vanishes close to the optimum. For the "best of both worlds", it can be beneficial to switch from Krotov's method to GRAPE with L-BFGS-B in the final stage of the optimization [20] . It has also been proposed to modify Krotov's method to include information from the quasi-Hessian [54] .
The decision tree in Fig. 2 can guide the choice of an optimization method. The key deciding factor between gradient-free and gradient-based is the number of control parameters. For gradient-free optimization, CRAB's random parametrization is useful for when there is no obviously better parametrization of the control (e.g., the control is restricted to an analytic pulse shape and we only want to optimize the free parameters of that pulse shape). For gradient-based methods, the decision between GRAPE and Krotov depends mainly on whether the pulses are approximately time-continuous (up to discretization), or are of bangbang type.
Future perspectives
While the present implementation of the Krotov Python package already provides the user with the capability to tackle a broad range of optimization targets in quantum optimal control, possible future additions could enhance its versatility even further. A first most welcome extension concerns the capability to parametrize the pulse. This would allow to guarantee positivity of the control field when optimizing, e.g., Rabi frequencies instead of pulse amplitudes, or provide a straightforward way to impose an upper bound 0 on the field amplitude. The latter could be achieved, for example, by way of defining (t) = 0 /2 (tanh(u(t)) + 1) [61] . The simplest approach to adapt the algorithm to such parametrizations is to consider the Hamiltonian / Liouvillian as a function of u(t) instead of (t). Then, the update equation will also be formulated with respect to u(t) and once the optimization is completed the physical pulse (t) can be obtained by direct evaluation. A caveat in this approach is the fact that the Hamiltonian / Liouvillian will not be a linear function of u(t) even if it was linear with respect to (t). As such, additional care needs to be taken regarding the choice of a sufficiently large value for the inverse step size λ a to preserve monotonic convergence [23] .
A second feature worthwhile to add in a future version of the Krotov Python package are state-dependent constraints [23, 44] , i.e., g b = 0. If the constraint is a non-convex function of the states, usage of the second-order contribution, σ(t) = 0, in the Krotov update equation (13) is required to ensure monotonic convergence. In this case, σ(t) = 0 is linearly time-dependent [23] . The presence of a state-dependent constraint also implies a source term in the equation of motion for the adjoint states, cf. Eq. (7) . Although this source term may pose some numerical challenges for differential equation solvers, it should be noted that the solution of a linear Schrödinger equation with a source term already allows for solving Schrödinger equations with a general nonlinearity [62] . Assuming an appropriate solver was available, the krotov package would have to calculate the appropriate source term and pass it to that solver.
Finally, the current implementation of the package does not yet allow for imposing spectral constraints in the optimization functional, although this is in principle possible in Krotov's method [63, 64] . At first glance, it may be surprising that a method that updates the control sequentially (time-locally) can include spectral (time-global) constraints without breaking monotonic convergence. The key insight is to generalize g a ( (t)), Eq. (4), to a time-non-local form,
Provided the kernel K(τ ) encoding the spectral constraint via a Fourier transform is positive semi-definite, Krotov's method yields a monotonically converging optimization algorithm [64] . However, the price to pay is the need to solve a Fredholm equation of the second kind, which has not yet been implemented numerically. It should be noted that the current version of the krotov package already supports a less rigorous method to limit the spectral width of the optimized controls, by applying a simple spectral filter after each iteration. By mixing the unfiltered and filtered controls, monotonic convergence can be preserved [65] . The above mentioned features concern direct extensions of Krotov's method that have already been reported in the literature. Beyond that, Krotov's method could also be combined with other optimization approaches to overcome some of its inherent limitations. The most severe limitations are that Krotov's method requires analytically computable derivatives, see Eq. (8), and it searches only in the local region of the point in the optimization landscape where that derivative is being evaluated (as any gradient-based method does). The optimized pulse thus depends on the guess pulse from which the optimization starts. If the pulse can be parametrized with only a few relevant parameters, the search can be effectively globalized by scanning those parameters [34] . This approach becomes more efficient when pre-optimizing the parameters with a gradient-free method [33] . In this respect, it will be worthwhile to combine the krotov package with the nonlinear optimization toolbox NLopt [60] containing several global search methods. This should not only improve the convergence of the pre-optimization compared to using the simplex method [33] but would, moreover, also allow for simultaneously optimizing time-dependent and time-independent controls. The inherent limitation of requiring computable derivatives might be lifted by combining Krotov's method with automatic differentiation, similar to what has been achieved for gradient-based optimization in the spirit of GRAPE [66, 67] . Finally, it would also be interesting to analyze optimizations using Krotov's method with machine learning techniques [68] . 
B Example script
The following is a complete example script for the optimization of a simple state-to-state optimization in Hilbert space, specifically the transformation |0 → |1 in a two-level system H = − ω 2σ z + (t)σ x .
1 # !/ usr / bin / env python 2 import krotov 3 import qutip 4 import numpy as np J_T g a ( t ) dt J ∆J_T ∆J secs 0 1.00 e +00 0.00 e +00 1.00 e +00 n / a n / a 0 1.06 e -03 9.45 e -06 1.07 e -03 -1.01 e -04 -9.16 e -05 1 29 9.71 e -04 8.45 e -06 9.79 e -04 -9.05 e -05 -8. 
C Package documentation
This paper describes only the most central features of the krotov package. For a complete documentation, refer to https://krotov.readthedocs.io/. The most current version of the krotov package is available at https://github.com/qucontrol/krotov.
