We establish a defect relation for holomorphic mappings for singular divisors, from a non-positively curved complete Kähler manifold into a complex projective algebraic manifold. Let M be a non-positively curved complete Kähler manifold and let f : M → X be a holomorphic mapping into a compact Kähler manifold X of quasi-negative holomorphic sectional curvature, a quantization representation of upper bounds of growth of f is obtained in terms of Ricci curvature of M. Our upper bound is optimal and uniform, is independent of holomorphic mappings.
Nevanlinna theory [24, 42] for meromorphic mappings of several complex variables was first studied by Stoll [38] and generalized by Carlson-Griffiths [7] , and later the domains were extended to complex affine algebraic varieties by Griffiths-King [16] . More generalizations were done by Sakai [33] in terms of Kodaira dimension, and the singular divisor was treated by Shiffman [35] . Noguchi [26, 28] treated meromorphic mapping from a finite covering space over C m , Stoll [39, 40] extended the domains to a general parabolic manifold. Siu [36] gave an investigation to defect relations of holomorphic mappings.
It is well known that Green-Jensen formula plays a key role in Nevanlinna theory, the First Main Theorem for parabolic manifolds relies on this formula heavily. However, a general complex manifold could be non-parabolic, hence one cannot apply Green-Jensen formula again on such manifolds. To get the First Main Theorem, one workable way is to extend Nevanlinna's functions from the probabilistic point of view and then use Itô formula. Motivated by that, a natural question is whether there is a defect relation for holomorphic mappings on complete Kähler manifolds? The main aim of this paper is to establish the Second Main Theorem and the Defect Relations of Nevanlinna theory for non-degenerate holomorphic mappings from non-positively curved complete Kähler manifolds to a complex projective algebraic manifold.
The classical Nevanlinna Theory has always attracted many authors and a number of results were developed ( [9, 10, 17, 29, 25, 31, 32, 40] ). The first probabilistic proof of Nevanlinna's Second Main Theorem for meromorphic functions on C is due to Carne [8] , who formularized Nevanlinna's functions in terms of Brownian motions. Recently, Dong et al. [13] gave a probabilistic proof of Cartan's Second Main Theorem for holomorphic curves into P n (C). Atsuji [1] obtained the Second Main Theorem for meromorphic functions on a complete Kähler manifold and made further survey in [2, 3, 4] . Following the work of Carne, Atsuji, Noguchi, Griffiths and Shiffman, etc., we develop a defect relation for non-positively curved complete Kähler manifolds using probabilistic and negative curvature methods, to which we state as follows. Let X be a compact complex manifold, Brody (Theorem A7.3.1 in [31] or see [23] ) showed that X is Kobayashi hyperbolic if and only if X contains no non-constant holomorphic curves. By the non-increase of Kobayashi pseudodistance, any holomorphic mapping f : C m → X is a constant, provided X is Kobayashi hyperbolic. However, such claim is no longer true if the domain manifold is Kobayashi hyperbolic. Motivated by that, we propose a question: let f : M → X be a holomorphic mapping, how can one estimate the upper bounds of growth of f via Ricci curvature?
Let f : M → X be a holomorphic mapping, where X is a compact Kähler manifold of quasi-negative holomorphic sectional curvature (Definition 6.1). An optimal upper bound of growth of f is obtained via the Ricci curvatures (Corollary 6.6 in Section 6) of M as below:
(a) Any holomorphic mapping f :
(b) Any holomorphic mapping f : C m → X (m ≥ dim C X) is a constant. In particular, (a) and (b) hold if X is Kobayashi hyperbolic.
Preliminaries
For the reader's convenience, we introduce some basics and preparatory results. More details the reader may refer to [5, 6, 11, 12, 14, 16, 20, 21, 22 ].
2.1. Divisors, line bundles and currents. Let M be a complex manifold. A divisor D ⊂ M is locally a finite sum of irreducible analytic hypersurfaces in M with integer coefficients. Namely, a divisor D has the local property D ∩ U = Divα = (α) for some meromorphic function α on a small open set U ⊂ M. D is effective if α is a holomorphic function. Two divisors D 1 , D 2 are linearly equivalent if D 1 − D 2 = (α) is the divisor of a global meromorphic function α on M. A divisor D ⊂ M is said to be of normal crossings if locally D is defined by an equation z 1 · · · z k = 0 for a holomorphic local coordinate system z 1 , · · · , z m . Additionally, if each irreducible component of D is smooth, then one says that D has simple normal crossings. Particularly if M = P m (C), then we say that D = H 1 + · · · + H q has normal crossings if and only if the hyperplanes H 1 , · · · , H q are in general position.
A holomorphic line bundle L → M is said to be Hermitian if L is endowed with a Hermitian metric h = ({h α }, {U α }), where h α : U α → R + are positive smooth functions such that h β = |g αβ | 2 h α on U α ∩U β , and {g αβ } is a transition function system of L. Let {e α } be a holomorphic local frame of L, we have e α 2 h = h α . A Hermitian metric h of L defines a global, closed and smooth (1, 1) 
We call −dd c log h the Chern form denoted by c 1 (L, h) associated with metric h, which determines a Chern class c 1 (L) ∈ H 2 dR (M, R), c 1 (L, h) is also called the curvature form of L. If c 1 (L) > 0, namely, there exists a Hermitian metric h such that −dd c log h > 0, then we say that L is positive, written as L > 0.
Let T * 1,0 M be the holomorphic cotangent bundle of M. The canonical line bundle of M is defined by
Given a Hermitian metric H on K M , it well defines a global, positive and smooth (m, m)-form
Conversely, let Ω be a volume form on M which is compact, there is a unique Hermitian metric H on K M such that dd c log H = RicΩ. Let H 0 (M, L) denote the vector space of holomorphic global sections of L over M . For any s ∈ H 0 (M, L), the divisor D s is well defined by D s ∩ U α = (s)| Uα . It is known that any two such divisors are linear equivalent. Denoted by |L| the complete linear system of effective divisors D s for s ∈ H 0 (M, L). It is seen that |L| ∼ = P (H 0 (M, L)), the projective space of H 0 (M, L). Let D be a divisor on M , then D defines a holomorphic line bundle denoted by L D over M in such way: let ({g α }, {U α }) be the local defining function system of D, then the transition system is given by {g αβ = g α /g β }. Note that {g α } defines a meromorphic global section written as s D of L D over M, called the canonical section associated with divisor D.
Let M be a m-dimensional complex manifold, we denote by A p,q (M ) the vector space of smooth differential forms of type (p, q) on M, and by A p,q c (M ) the one of such forms with compact support. Endowing A m−p,m−q c (M ) with Schwartz topology, whose dual space A ′p,q (M ) is called the space of currents of type (p, q) on M . For a current T and a form ϕ, we shall denote by T (ϕ) the value of T acting on ϕ.
In the case when p = 1, we may write T as
In the following, we introduce some important currents:
Apply Stokes theorem, we note that dψ in the sense of currents coincides with dψ in the sense of differential forms.
b. An analytic subvariety V ⊂ M of complex pure codimension q defines a current
. This current is real, close and positive. Use linearity, an analytic cycle on M also defines a current.
Lemma 2.1 (Poincaré-Lelong formula, [7] ). Let L → M be a complex line bundle with Hermitian metric h, and let s be a holomorphic section of L over M with zero divisor D s . Then log s h is locally integrable on M and it defines a current satisfying the current equation
Brownian motions.
A probability space is a triple (Ω, F, P ), where Ω is a non-empty set and F is a σ-algebra and P is a probability measure on Ω. A real-valued random variable X : Ω → R a measurable function. The expectation of X is defined by
Jensen inequality states that Lemma 2.2 (Jensen inequality, [5] ). Suppose that g is a convex function on R and suppose also that X and g(X) are integrable, then
The law or distribution of X is the push-forward probability measure P on M defined by P(A) = P (X ∈ A).
A. Brownian motions in Riemannian manifolds
Let M be a Riemannian manifold with Laplace-Beltrami operator ∆ M associated with metric g. Fix o ∈ M as a reference point, denoted by B o (r) the geodesic ball centered at o with radius r and by S o (r) the geodesic sphere centered at o with radius r. By Sard's theorem, S o (r) is a submanifold of M for almost every r > 0. A Brownian motion in M is a Markov process generated by 1 2 ∆ M with transition density function p(t, x, y) being the minimal positive fundamental solution of the following heat equation
Particularly when M = R m , we have
which is called the Gaussian heat kernel. If M is a Kähler manifold, one calls this Brownian motion the Kähler diffusion. The transition density function p(t, x, y) has a specific description: p(t, x, y)dV (y) represents the probability of that X t moves in a small neighborhood of y at the moment t starting from x. Roughly speaking, for a sufficient small ǫ > 0, we have
where P x denotes the distribution of X t starting from x, and Vol(B y (ǫ)) is the Riemannian volume of geodesic ball B y (ǫ) centered at y with radius ǫ.
B. Coarea formula
We introduce coarea formula that is a central technique. Given a bounded domain D ⊂ M with smooth boundary ∂D, one lets φ : ∂D → R be a continuous function. It determines uniquely a solution H φ to equation
Fix a point x ∈ D, by Riesz representation theorem and maximum principle, H φ defines a harmonic measure dπ ∂D x on ∂D in the following way
This measure is a probability measure. In fact, if take φ ≡ 1 on ∂D, then it follows H φ = H 1 ≡ 1 by (2.1). This implies that
which shows that dπ ∂D x is a probability measure on ∂D. On the other hand, let X t be the Brownian motion in M with generator 1 2 ∆ M starting form x. Define the hitting time
which is a stopping time for domain D. According to Proposition 2.8 in [5] , we know that P x (X τ D ∈ dV (y)) is the harmonic measure on ∂D with respect to x ∈ D. Since the uniqueness, we deduce
x (y), y ∈ ∂D. We employ g D (x, y) to stand for the Green function of − 1 2 ∆ M for D with a pole at x of Dirichlet boundary condition, namely
where δ x is the Dirac function with properties that δ x (y) = 0 for y = x and δ x (y) = ∞ for y = x such that D δ x (y)dV (y) = 1,
5)
To apply Dynkin formula to Nevanlinna's theorems, we shall consider (2.5) in the very important case that u has singularities. Let f be a meromorphic function on M and take u = log |f |. For any bounded domain D ⊂ M (e.g., take D = B x (r) for r > 0) containing x with smooth boundary, one defines
which is a stopping time satisfying (2.4) . Let u = χ D log |f | on D, where χ D is the characteristic function defined by χ D (x) = 1 for x ∈ D and χ D (x) = 0 for x ∈ D. Note that u can be smoothly extended to the whole M such that u = 0 outside a domain U ⊃ D. As is known, in such case, Dynkin formula (2.5) is applicable to u through τ D (see [1, 4, 22] ). Consequently
where X τ D is called the killed Brownian motion and τ D is called the lifetime of X t in D. Particularly, this inequality holds through τ D ∧T for any stopping times T . These formulas are still valid for u = v log |f | through τ D , whenever v ∈ C 2 (M ), where a ∧ b = min{a, b}.
Curvatures and Green functions.
Let M be a m-dimensional complete Kähler manifold with Kähler metric
It is well known that the Ricci curvature tensor of M can be written in such way: if Ric = i,j R ij dz i ⊗ dz j denotes the Ricci tensor on M , then we have
Note that ∆ M log det(g st ) is globally defined on M, where ∆ M is the Laplace-Beltraim operator of M with respect to the metric g. A well-known theorem by S. S. Chern proves that the associated Ricci curvature form
is a real and closed smooth (1,1)-form which represents a cohomology class of de Rham cohomology group H 2 dR (M, R) depending only on the complex structure of M, and which equals the first Chern class of M. Let s M denote the Ricci scalar curvature of M, it is known that
where R ij are coefficients of Ricci tensor Ric = i,j R ij dz i ⊗ dz j , and (g ij ) is the inverse of (g ij ). From (2.6), we obtain
For any x ∈ M , one defines the pointwise lower bound of Ricci curvatures at x by
Ric(X, X).
Let κ(t) be a non-positive and non-increasing continuous function on [0, ∞) satisfying that R M (x) ≥ (2m − 1)κ(r(x)), (2.10) where r(x) denotes the Riemannian distance function from a fixed reference point o ∈ M. It is clear that such κ exists, for example, one can take
where B o (r) denotes the geodesic ball centered at o with radius r. Associate the ordinary differential equation on [0, ∞) as follows
which uniquely determines a solution G(t). The Laplace comparison theorem (see Theorem 3.4.2 in [20] or [18, 34] ) yields that
If M has non-positive sectional curvature, Laplace comparison theorem also implies that
Lemma 2.3 ([4]
). Let G(r) be defined in (2.11) and let η > 0 be a constant. Then there is a constant C > 0 such that for r > η and
Proof. Let X t be the Brownian motion in M with generator 1 2 ∆ M . Applying Itô formula to r(x) and using (2.12),
where B t is the one-dimensional standard Brownian motion in R, and G is determined by (2.11) . This yields that
Let l t be the solution of the stochastic differential equation
By means of the comparison theorem of stochastic differential equations (see [21] ), one obtains
Since g r (o, z) is harmonic on B o (r)\B o (η) and vanishing on S o (r) in variable z, then the mean property and maximum principle imply that
where we use the fact l 0 = r(X 0 ) = r(x), since here X t is the process started at x. By (2.13), the theory of one-dimensional diffusion processes points out
Thereby, the above lead to
The proof is completed.
Denote
Apply the standard comparison arguments, we remark from (2.11) that the non-positivity of sectional curvature implies that ϑ(r) is bounded from above by the following
The following comparison theorem is well known in differential geometry. 14, 20] ). Let M be a non-positively curved complete Hermitian manifold of complex dimension m. If M is simply connected, then
where g r (o, x) denotes the Green function of − 1 2 ∆ M for geodesic ball B o (r) of Dirichlet boundary condition and pole o, dπ r o (x) is the harmonic measure for geodesic sphere S o (r), ω 2m−1 denotes the volume of unit sphere in R 2m , and dσ r (x) is the induced volume measure on S o (r).
2.4.
Notations. For convenience, we use the following notations in the absence of specific instructions.
Notations
• M − m-dimensional simple connected and complete Kähler manifold with Kähler form α associated with Kähler metric g, locally
• N − n-dimensional connected compact complex manifold.
• V − n-dimensional connected complex projective algebraic manifold.
• dV − Riemannian volume measure of M, i.e., dV = π m α m /m!. • ∆ M − Laplace-Beltrami operator on M associated with g.
First Main Theorem and Casorati-Weierstrass Theorem

Nevanlinna's functions.
This section is the basis of the paper, where we shall have an extension of the classical Nevanlinna's functions including characteristic function, proximity function and counting function [29] . Now, we begin with the concepts of Nevanlinna's functions in Kähler manifolds. Let M be a m-dimensional complete Kähler manifold with Kähler form α. Let a continuous (1,1)-form φ ≥ 0 on M, the Green potential of φ is defined by
Again, set
Then U r (x, φ) can be rewritten as
There is an interpretation to the notation "e" defined in above.
Let f : M → N be a holomorphic mapping into a Kähler manifold N, with Kähler metric form
As is known, the energy density function of f is defined by
in a holomorphic local coordinate system z near x, where (g ij ) is the inverse of (g ij ). In terms of differential forms α, β, we obtain
It is observed that e f (x) = e f * β (x), where f * β is the pull-back of β.
A. Characteristic function
Let f : M → N be a holomorphic mapping into an n-dimensional compact complex manifold N . We first need the following Lemma 3.1 (Theorem 4.4.1, [27] ). Let g : X 1 → X 2 be a mapping between complex manifolds X 1 and X 2 . Then g is holomorphic if and only if G(g) ⊂ X 1 × X 2 is an analytic subset of complex pure dimension dim C X 1 , where G(g) is the graph of g. [27] ). Let A be an analytic subset of complex pure dimension k in a complex manifold X, then
which yields that
Thereby it suffices to show
Let ω be a continuous (1,1)-form on N, the characteristic function of f with respect to ω is defined by
If ω ≥ 0, then T f (r, ω) makes sense in the Nevanlinna's sense and it represents the Green potential of f * ω at o
B. Proximity function
Let L → N be a holomorphic line bundle endowed with Hermitian metric h. Let f : M → N be a holomorphic mapping and let D ∈ |L| which satisfies 
where α is the Kähler metric form on M.
Proof. Take a local trivialization covering
For an arbitrary point x ∈ M, we can choose a normal holomorphic coordinate system z near x in the sense that g ij = δ i j , and all the first order derivatives of g ij vanish at x. In such case, one has
x. Both sides of (3.5) are globally defined on M, so we only need to prove this equality in the normal holomorphic coordinate system. At the point x, we have
where "tr" denotes the trace of a square matrix. From (3.6), we see
is also globally defined and it follows from the similar arguments as in the proof of Lemma 3.4 that Proof. Let ({U α }, {e α }) be a local trivialization covering of (L, h) with local
The proximity function of f with respect to D is defined by
If take another s ′ ∈ H 0 (N, L) with (s ′ ) = D and s ′ < 1, then there is a constant c such that s ′ = cs. Therefore, m f (r, D) is defined up to a constant term.
C. Counting function
Note from Proposition 3.5, log s D • f −2 can be written as the difference of two plurisubharmonic functions.
which gives the Riesz charge dµ = dµ 1 − dµ 2 that is a Jordan decomposition of signed measure dµ, where
is a Riesz measure counting the volume of f * D in a sense. It is well known that g r (o, x) is integrable on B o (r) with respect to µ 2 . To define the counting function of f with respect to D by
then we get
It follows
Similarly, we define N f (r, suppD). For convenience, write N f (r, suppD) = N f (r, D).
Remark 2. The definitions of Nevanlinna's functions in complex manifolds are natural generalization of the classical ones. To see that clearly, we make a comparison to the classical definitions in C n . It is well known that if the domain manifold is C m (see [29] ), then
Note the following facts
where ω 2m−1 denotes the volume of unit sphere in C m . Using integration by part with (3.1), we shall see that (3.10), (3.11) and (3.12) turns to the forms as (3.4), (3.7) and (3.9) respectively.
D. Probabilistic expressions
Let X t be the Brownian motion in M started at o, generated by 1 2 ∆ M with law P o and expectation E o . In the following, we reformulize the Nevanlinna's functions in terms of Brownian motion X t . Set the hitting time
By means of coarea formula and relations between hitting times and Green functions, we can reformulize (3.4) and (3.7) as
To counting function N f (r, D), we use an alternative probabilistic expression (see [1, 4, 8, 13] ) of (3.9) as follows Theorem 3.6 (FMT). Let the notations be defined as above. Then
Proof. Set the hitting time
.
Since f * ω = −dd c log(h • f ), then by (3.1) and Lemma 3.4,
By the monotone convergence theorem, it yields from (3.13) and (3.17) that [30] ). One writes the first term appeared in (3.16) as two parts:
Apply the monotone convergence theorem,
Now we look at II. From the definition of T λ , it is not difficult to see 
. Thus, the characteristic function of f with respect to L is well defined by
With the help of Theorem 3.6, we certify that [27] ) ω E > 0 and
There gives a holomorphic mapping from N by Apply Fubini theorem and Lemma 3.10,
Since X(f ) has measure 0 with respect to ω d E , then T f (r, L)
Thus, we show that Theorem 3.11 means that T f (r, L) is the average growth of the volume of (σ) ∩ B o (r) for all σ ∈ P (E). In the following, we assume that T f (r, ω) → ∞ as r → ∞. Set
which is called the defect of f with respect to D. By the First Main Theorem, we see that
Theorem 3.11 yields that Proof. If not, then one may assume that lim r→∞ T f (r, ω) = ∞. Since L > 0, H 0 (N, L) generates fibers L x for all x ∈ N. By condition, δ f ((σ)) = 1 for all σ ∈ F, where F has measure m(F ) > 0 with respect to ω N E . Using Corollary 3.12,
which is a contradiction.
We remark that if M = C m , the boundedness of T f (r, L) means that f is a constant (see (5.4.12) on page 199 and Lemma 5.4.18 on Page 200, [27] ).
Logarithmic Derivative Lemma
We shall set up a logarithmic derivative lemma which plays an useful role in derivation of the Second Main Theorem in Section 5. 
It is clear that
With the help of Theorem 3.7, it gives immediately log |e iθ − a|dθ = log + |a|.
Proof. Treat the algebraic polynomial Write ψ = ψ 1 /ψ 0 , where ψ 0 and ψ 1 are co-prime holomorphic functions on M. Let A 0 be a holomorphic function on M such that (A 0 = 0) is just the minimum common divisor of the polar divisors of A 1 , · · · , A k on M. Then
This implies that (ψ 0 = 0) ≤ (A 0 = 0) as a divisor, so N ψ 0 (r, 0) ≤ N A 0 (r, 0). By this with (4.3)
It follows from (4.2) that T (r, ψ) ≤ k j=1 T (r, A j ) + log(1 + k). The proof is finished.
According to Theorem 5.6, it follows immediately
Holomorphic mappings into P n (C). Treat the holomorphic mapping
where ψ 0 , · · · , ψ n are reduced holomorphic functions on M in the sense that codim(ψ 0 = · · · = ψ n ) ≥ 2. One still uses ω F S = dd c log w 2 to denote the Fubini-Study form on P n (C) in the natural homogeneous coordinate system w = [w 0 : · · · : w n ]. Set ψ 2 = |ψ 0 | 2 + · · · + |ψ n | 2 and let D be a hyperplane in P n (C) such that f (M ) ⊂ D. The Nevanlinna's functions are defined by
By Theorem 3.7, we certify 
The Cartan's characteristic function is defined by
Apply Dinkin formula,
Therefore, it means that Shimizu-Ahlfors' characteristic function agrees with Cartan's characteristic function, namely T ψ (r, ω F S ) = T (r, ψ). Moreover, it is not difficult to verify
Proof. Note that T ψ (r, ω F S ) = T (r, ψ). On the one hand,
On the other hand, it follows from Dinkin formula
The theorem is certified.
Logarithmic Derivative Lemma.
Let V be a complex projective algebraic variety and denoted by R(V ) the field of rational functions on V over C. Let {φ j } q j=1 be a finite subset in R(V ), which contains a transcendental base of R(V ). Let V ֒→ P N (C) be an embedding and let L be the restriction of hyperplane line bundle over P N (C) to V. Let [w 0 : · · · : w N ] denote a homogeneous coordinate system of P N (C) and assume that w 0 = 0 without loss of generality. Note that the restriction {ζ j = w j /w 0 } to V gives a transcendental base of R(V ), then φ j can be represented by a rational function in ζ 1 , · · · , ζ N φ j = Q j (ζ 1 , · · · , ζ N ). Proof. Assume that ψ(o) = 0 without loss of generality. To define
By Dinkin formula
Clearly, log |ψ(X t )| 2 is harmonic when 0 ≤ t ≤ S λ from the definition of S λ . Thus By the monotone convergence theorem,
as λ → 0, for that S λ → ∞ almost surely when λ → ∞. The above deduce
which proves the claim. 
Proof. Let f = [f 0 : · · · : f N ] be a reduced representation of f as a holomorphic mapping into P N (C). Let φ 1 , · · · , φ q and ζ 1 · · · , ζ N be defined as before and assume that f 0 ≡ 0 without loss of generality. Apply (4.4) , it leads to
Since Q j is rational, then there is a constant c > 0 such that
where c 2 = cqN. On the other hand, ζ j are algebraic over the field generated by {φ j } q j=1 over C. Denote φ = (φ 1 , · · · , φ q ), there are algebraic relations
It is concluded that
By Theorem 4.3, there exists constant c ′ > 0 depending only on φ 1 , · · · , φ q and ζ 1 , · · · , ζ N such that
This yields
The proof is completed. 
Proof. Noting that Ψ * : R(W ) → R(V ) is a field isomorphism over C, thus we prove the claim by making use of Lemma 4.8.
Below, we take into consideration the lemma on logarithmic derivatives in Kähler manifolds. Let M be a m-dimensional Kähler manifold with Kähler metric g and let ∇ M denote the gradient on M associated with g. Let ψ : M → P 1 (C) be a holomorphic mapping. We identify ψ with a meromorphic function on M, then the norm of gradient of ψ is defined by
On P 1 (C), we take a singular metric
A direct computation shows that
From (4.5), we obtain
Lemma 4.10. Let the notations be defined as before, we have
Proof. By Fubini theorem and the First Main Theorem, we obtain
. The proof is completed. Lemma 4.11 (Borel Lemma). Let u be a strictly increasing function of C 1class on (0, ∞). Let γ > 0 be a number such that u(γ) > e and φ > 0 be a strictly increasing function such that
Then the inequality
holds for all r ≥ γ outside an exceptional set of Lebesgue measure not exceeding c φ . In particular, if we take φ(u) = u δ for any δ > 0, then we have
holds for all r > 0 outside an exceptional set E δ of finite Lebesgue measure.
Then we see that
which leads to the desired inequality.
Let the Ricci curvature of M satisfy (2.10), namely
where κ(t) is a non-positive and non-increasing continuous function on [0, ∞) and G is determined by (2.11) . We need the following Calculus Lemma (see also [4] ):
Lemma 4.12 (Calculus Lemma). Let k ≥ 0 be a locally integrable function on M so that it is locally bounded at o ∈ M. Assume that M is simple connected and of non-positive sectional curvature and Ricci curvature satisfying (2.10). Then there exists a constant C > 0 and for any δ > 0, there exists a subset E δ ⊂ (1, ∞) of finite Lebesgue measure such that 
and
where ω 2m−1 denotes the Euclidean volume of unit sphere in R 2m , and dσ r is the induced volume measure on S o (r). Thus, we have
Put
then it yields from (4.7) that
. (4.9)
Apply Borel Lemma (Lemma 4.11), for any δ > 0 we have d dr
holds outside an exceptional set E δ ⊂ (1, ∞) of finite Lebesgue measure. By (4.8)-(4.10), it is concluded that
Lemma 4.13. Suppose that ψ(x) ≡ 0, then we have
Proof. By Jensen inequality, it is clear that
Lemma 4.12 and (4.6) imply
due to (2.16) . Combining (4.11)-(4.13), we can deduce the lemma.
So far, all our preparatory work has been done. In what follows, we give a lemma on logarithmic derivatives. Define m r,
Then we have 
where E δ means that the above inequality holds outside the set E δ appeared in Lemma 4.12, and G is determined by (2.11).
Proof. Identify ψ with a meromorphic function on C. By Jensen inequality, we compute that m r,
Lemma 4.13 implies that
On the other hand, by Theorem 5.6 log So(r)
Combining the above, we are led to the theorem.
5.
Defect Relations for divisors of simple-normal-crossing type 5.1. Second Main Theorem. We let M be a complete Kähler manifold of complex dimension m and let V be a complex projective algebraic manifold of complex dimension n satisfying that n ≤ m. Let L → V be a holomorphic line bundle over V, and let D = q j=1 D j ∈ |L| be the union of irreducible components such that D has only simple normal crossings. Endow L D j with Hermitian metric, it induces a natural Hermitian metric h in L D = ⊗ q j=1 L D j . Fix now a Hermitian metric form ω on V , which gives a smooth volume form Ω = ω n on V. Take s j ∈ H 0 (V, L D j ) such that (s j ) = D j and s j < 1. On V , we define a singular volume form as follows Φ = Ω q j=1 s j 2 , Ω = ω n .
2) where α is the Kähler metric form on M. One knows that
A direct computation leads to
in the sense of currents. This follows that
Thus ∞) , where G is determined by (2.11) and ϑ(r) is defined by (2.15).
Proof. Write D = q j=1 D j as the union of irreducible components. Let Φ, ξ be defined by (5.1), (5.2) respectively. Endowing L D j and L with Hermitian metrics as before. Since D has only normal crossings, there exists an affine open covering {U λ } of V and rational holomorphic functions w λ1 , · · · , w λn on U λ such that L D j | U λ ∼ = U λ × C for 1 ≤ j ≤ q as well as dw λ1 ∧ · · · ∧ dw λn (y) = 0, ∀y ∈ U λ , U λ ∩ D = w λ1 · · · w λh λ = 0 , ∃h λ ≤ n.
On each U λ , we get
One writes f λk = w λk • f , we have
Since f λk is the pull-back of rational function w λk by f , then by Lemma 4.8
Then, we obtain ξ = λ ξ λ and (5.3). Put
where ω appears in (5.1). This follows that
Notice that 0 ≤ ϕ λ ≤ 1, by (5.4) and (5.5), it is not hard to observe that ξ λ is bounded from above by P λ , where P λ is a polynomial in ̺, |(∂f λk /∂z j )/f λk |, 1 ≤ j ≤ m, 1 ≤ k ≤ n, in the local normal holomorphic coordinate system z in M (see the last line on Page 96 in [29] ). Thereby it is clear that
The coarea formula implies that
By means of Dynkin formula,
It yields from (5.3) that
On the other hand, by (5.7) with Theorem 4.14,
The last inequality follows from Lemma 4.9 due to ω > 0. In the meanwhile, Proposition 4.12 and (5.6) deduce
By (4.13) with the above,
Combining this with (5.8), the theorem is certified.
Let M = C m , it is clear that T (r, R C m ) = 0. Taking κ ≡ 0, then G(r) = r from equation (2.11) . By the arbitrariness of δ > 0, it deduces that Let O(1) → P n (C) be the hyperplane line bundle with Fubini-Study form ω F S . Then
where O(−1) is the tautological line bundle.
Corollary 5.3. Let H 1 , · · · , H q be hyperplanes in general position in P n (C). Let M be a complete Kähler manifold of non-positive sectional curvature and Ricci curvature satisfying (2.10) . Assume that f : M → P n (C) is a nondegenerate holomorphic mapping with dim C M ≥ n. Then for any δ > 0, we have
Let S be a compact Riemann surface with genus g and let a 1 , · · · , a q be distinct points in S. It is clear that
Corollary 5.4. Let f : M → S be a non-degenerate holomorphic mapping into a compact Riemann surface S with genus g. Let a 1 , · · · , a q be distinct points in S with L = L a 1 . Assume that M has non-positive sectional curvature and Ricci curvature satisfying (2.10). Then for any δ > 0, we have
holds for r ∈ (1, ∞) outside a subset E δ ⊂ (1, ∞) of finite Lebesgue measure, where G(r) is determined by (2.11).
Defect Relations.
We continue to consider a defect relation for a nondegenerate holomorphic mappings f : M → V, where M is a m-dimensional complete Kähler manifold of non-positive sectional curvature, and V is an ndimensional complex projective algebraic manifold with m ≥ n. In general, we set for two holomorphic line bundles L, L ′ over V
By definition, it is clear that
For f : M → V which is a holomorphic mapping such that T f (r, L) → ∞ as r → ∞. Recall that the defect δ f (D) of f with respect to D is defined by
Another defect Θ f (D) is defined by
where N f (r, D) = N f (r, suppD). It is clear that
Before establishing our defect relations, we must first give some lemmas. Let d be a positive integer, a d-dimensional Bessel process W t is defined to be the Euclidean norm of a Brownian motion in R d , namely,
Markov process satisfying the stochastic differential equation
where B t is the one-dimensional standard Brownian motion in R.
Lemma 5.5. Let X t be the Brownian motion in M generated by 1 2 ∆ M and started at o ∈ M. Then
Proof. By condition, r(X 0 ) = 0. Apply Itô formula to r(x),
where B t is a one-dimensional standard Brownian motion in R, and L t is a local time on locus of o, an increasing process that increases only at cut loci of o. Since M is simply connected and non-positively curved, then we have the fact
Thereby (5.10) turns out
, r(X 0 ) = 0.
Associate the stochastic differential equation
where W t is the 2m-dimensional Bessel process. Use the comparison theorem of stochastic differential equations (see [21] ), we obtain
almost sure for t > 0, due to that M is simply connected and of non-positive curvature. Put
which is a stopping time. From (5.11), we verify that ι r ≥ τ r . This implies that
Since W t is the Euclidean norm of 2m-dimensional Brownian motion in R 2m , then employing Dynkin formula to W 2 t we have
where ∆ R is the Laplace operator on R. Combining (5.11) and (5.12) again, it is therefore
This certifies the claim. Proof. For a fixed point x ∈ M , we take a normal coordinate system z near x such that g ij (x) = δ i j . Then we have
The proof is completed. Proof. Non-positivity of sectional curvature and Lemma 5.6 imply that
where s M is the Ricci scalar curvature of M and R M is defined by (2.9). By coarea formula and (2.8), it turns out
To the term E o [τ r ], since M is simply connected and non-positively curved, then we deduce E o [τ r ] ≤ r 2 2m from Lemma 5.5. This completes the proof. 
Let f * D j = λ ν jλ A jλ be the composition into irreducible components. f is said to be completely ν j -ramified over D j , where ν j = min λ {ν jλ }.
Corollary 5.11 (Ramification Theorem). Assume the same conditions as in Theorem 5.1. Moreover, let f be completely ν j -ramified over
Proof.
The proof is finished.
Examples. The following are several especial cases: a. V = P n (C) Let D 1 , · · · , D q be hypersurfaces in P n (C) of degree d 1 , · · · , d q such that q j=1 D j has only simple normal crossings. It is clear that c 1 (K * P n (C) ) = (n + 1)ω F S , c 1 (L D j ) = d j ω F S . If lim inf r→∞ r 2 κ(r)/T f (r, ω F S ) = 0, then Theorem 5.8 gives
Particularly, we have for hyperplanes D 1 , · · · , D q in general position
Let a 1 , · · · , a q be distinct points in S, we have c 1 (L a 1 ) = · · · = c 1 (L aq ). Employ
provided lim inf r→∞ r 2 κ(r)/T f (r, L a 1 ) = 0 due to Theorem 5.8. c. V = C n /Λ Let D ⊂ C n /Λ be a hypersurface with no singular points so that c 1 (L D ) > 0, where Λ is a lattice in C n . c 1 (K C n /Λ ) = 0 means that Θ f (D) = 0, provided lim inf r→∞ r 2 κ(r)/T f (r, L D ) = 0.
Estimates on growth of holomorphic mappings
Let X be a compact complex manifold, Brody (Theorem A7.3.1 in [31] or see [23] ) showed that X is Kobayashi hyperbolic if and only if X contains no non-constant holomorphic curves. By non-increase of Kobayashi pseudodistance, any holomorphic mapping f : C m → X is a constant. This claim no longer holds if the domain manifold is Kobayashi hyperbolic. Motivated by that, we ask a question: let f : M → X be a holomorphic mapping from a complete Kähler manifold M with non-positive sectional curvature, then how can we estimate well the upper bound of growth of f ?
Let k X,ω denote the holomorphic sectional curvature of compact Kähler manifold X associated with the Kähler metric ω, where X is always assumed to be connected. The quasi-negativity of k X,ω is defined by Definition 6.1 ([15] ). k X,ω is said to be quasi-negative if k X,ω ≤ 0 at each point and moreover, there exists at least a point x ∈ X such that k X,ω < 0.
By definition, we see that a compact Kähler manifold is of quasi-negative holomorphic sectional curvature if it is Kobayashi hyperbolic. Lemma 6.2 ([15] ). Let X be a compact Kähler manifold of quasi-negative holomorphic sectional curvature. Then K X is ample. In particular, X is a complex projective algebraic manifold. Lemma 6.2 improves Wu-Yau's result (Theorem 2 in [41] ) which asserts that any complex projective algebraic manifold that admits a Kähler metric of negative holomorphic sectional curvature has ample canonical line bundle. Theorem 6.3 (SMT). Let M be a complete Kähler manifold of non-positive sectional curvature and Ricci curvature satisfying (2.10). Let X be a compact Kähler manifold of quasi-negative holomorphic sectional curvature and let D ∈ |K X | such that D has only simple normal crossings. Let f : M → X be a non-degenerate holomorphic mapping with dim C M ≥ dim C X. Then for any δ > 0, we have
holds for r ∈ (1, ∞) outside a subset E δ ⊂ (1, ∞) of finite Lebesgue measure where G(r) is determined by (2.11). In particular, the above inequality holds if X is Kaboyashi hyperbolic.
Proof. Since K X > 0, then there is a Hermitian metric h such that c 1 (L, h) > 0. It is proved by letting L = K X and ω = c 1 (L, h) in Theorem 5.1. Corollary 6.4. Let X be a compact Kähler manifold of quasi-negative holomorphic sectional curvature and let D ∈ |K X | such that D has only simple normal crossings. Let f : C m → X be a non-degenerate holomorphic mapping with m ≥ dim C X. Then for any δ > 0, we have 
However, note 0 ≤ Θ f,K X (D) ≤ 1 due to T f (r, K X ) > 0. Hence, Theorem 6.5 implies that the growth of holomorphic mapping is bounded from above by the non-negative function −r 2 κ(r) depending only on the Ricci curvature of domains. Taking (ii) Any holomorphic mapping f : C m → X (m ≥ dim C X) is a constant. In particular, (i) and (ii) hold if X is Kobayashi hyperbolic.
We remark that the upper bound is optimal. For instance, when M = C m and X is Kobayashi hyperbolic, one has R M (x) ≡ 0. This implies that f is a constant by T f (r, K X ) ≤ 0. It coincides with that any holomorphic mapping from C m into X is a constant.
Defect Relations for singular divisors
We generalize the defect relations for divisors of simply-normal-crossing type (established in Section 5) to ones for the general divisors.
Given a hypersurface D in a complex projective algebraic manifold V. Let S denote the set for the points of D at which D has a non-normal-crossing singularity. By Hironaka's resolution of singularities (see [19] ), there exists a proper modification τ : V → V for a complex projective algebraic manifold V so that V \ S is biholomorphic onto V \S under the holomorphic mapping τ and D has only normal crossing singularities, where S = τ −1 (S), D = τ −1 (D). Let D = D \ S be the closure of D \ S and denoted by S j the irreducible components of S. Put
where R τ is the ramification divisor of τ, and p j , q j > 0 are integers. Again, set S * = ς j S j , ς j = max{p j − q j − 1, 0}. Proof. We first assume that D is the union of smooth hypersurfaces, namely, no irreducible component of D crosses itself. Let E be the union of generic hyperplane sections for V such that A = D ∪ E has only normal-crossing singularities. By (7.1) and K V = τ * K V ⊗ L Rτ , we have Combining (7.5)-(7.7), we certify the conclusion.
To prove the general case, according to the above proved, one only needs to verify this claim for an arbitrary hypersurface D of normal-crossing type. Noting from the arguments in [35] (Page 175) that there exists a holomorphic mapping τ : V → V such that D = τ −1 D has only simple normal crossings.
Consequently, m f (r, sing(D)) = 0. Consider the special case of this theorem proved above, the conclusion still holds for D with the help of Theorem 5.1. This completes the proof.
Remark that if D has only simply normal crossings, then m f (r, sing(D)) = 0 which matches with Theorem 5.1. Apply Theorem 7.4, we prove the claim.
Corollary 7.6 (Shiffman, [35] ). Let L → V be a holomorphic line bundle over V and let D 1 , · · · , D q ∈ |L| be hypersurfaces such that any two of which have no common components. Let A be a hypersurface in V containing the non-normal-crossing singularities of q j=1 D j . Assume that f : C m → V is a non-degenerate holomorphic mapping with m ≥ dim C V . Then
Proof. Since L > 0, take a Hermitian metric h on L such that ω = c 1 (L, h) > 0. Then T f (r, ω) = T f (r, L) + O(1). It follows from Theorem 7.5 that
