Introduction
Tukey (1962, p.60) wrote: "Procedures of diagnosis, and procedures to extract indications rather than extract conclusions, will have to play a large part in the future of data analyses and graphical techniques offer great possibilities in both areas."
In linear regression of Y on X it is often assumed that the data follows probability model F ; Y ∈ R, X ∈ R p . However, "It also happens not infrequently that only part of the data obeys a different model." (Hampel et. al., 1986) . Thus, in reality, data may follow gross-error model F ǫ,G = (1 − ǫ)F + ǫG (Huber, 1964) ; G is gross-error probability, 0 < ǫ < 1. The goal of this work is to provide simple and fast procedures for extracting indications when remote cases (from G) affect the statistical analysis in least squares (L 2 ) regression. These procedures are particularly useful for Big Data, when the number of predictors, p, and the sample size, n, increase to infinity; for L 2 -regression p < n. This phenomenon is theoretically confirmed herein using new tools: E-matrix and derivatives of the regression coefficients' Influence Functions. The latter allow calculating changes in L 1 and L 2 -regressions residuals for small perturbations of (x, y) from F and also from F ǫ,G . The calculation of L 1 -residuals' changes is possible when (x, y) is not L 1 -Location Breakdown Point (LBP), thus first order linear approximation of the L 1 -residual near (x, y) is valid. LBP complements the notion of Weight Breakdown Point (Hampel, 1971 ).
Derivatives of Influence Functions indicate a new influence diagnostic: RINFIN (see below).
A simple graphical method is thus proposed to detect rapidly in linear regression data remote cases, (x, y), affecting drastically L 2 -regression coefficients. Plots of absolute regression residuals against square x-length provide the visual indications when L 1 -residuals'
sizes for x-remote cases are larger, e.g. double in size, than the corresponding L 2 -residuals, thus causing a larger visual gap in the L 1 plot. A different pattern in the residuals is used to identify other types of outlying cases near a LBP, as described in section 4.
The regression diagnostic, Residual's Influence Index (RINFIN) for (x, y), is also introduced that measures the distance in the derivatives of L 2 -residuals when (x, y) follows either probability F (the model) or its gross-error mixture F ǫ,x,y , i.e. (1 − ǫ)F + ǫ∆ x,y , 0 < ǫ < 1, ∆ u unit mass at u. The larger RINFIN(x, y) is, the larger (x, y)'s influence in the L 2 -residual is. For a group of remote x-neighboring cases from gross-error probability G, with proportion ǫ in the data, their group average (x,ȳ) is used as one case from F ǫ,x,ȳ to calculate the group's influence, RINFIN(x,ȳ), that depends also on ǫ. This is an advantage over other methods that use group deletion to determine influence and are exposed i) to masking from neighboring G cases that remain in the model, ii) to a combinatorial explosion due to the very large number of groups to exclude.
RINFIN is successful with several known data sets and in simulations, especially when the dimension p of the data is large. In simulations with normal mixtures and n fixed, the misclassification proportion of bad leverage cases in the RINFIN ordering of the data decreases to zero as p increases. The effect of increase in p-values is equivalent to larger standardized distance between the means of F and G in F ǫ,G . A similar phenomenon has been observed and confirmed theoretically for mixture densities in a Projection Pursuit cluster detection method (Yatracos, 2013) due to the "separation" of the mixtures'components, measured by their Hellinger's distance, as p increases.
In a nutshell, the justification for the visual phenomenon and the form of RINFIN are presented for simple linear regression:
i) For ǫ(> 0) small in F ǫ,x,y residuals are compared, |r 2,x,y (x, y) − r 2 (x, y)| |r 1,x,y (x, y) − r 1 (x, y)| ≈ C|r 2 (x, y)|,
r m and r m,x,y are L m -residuals, respectively, for F -regression and F ǫ,x,y -regression, m = 1, 2; C is constant, " ≈ ′′ denotes approximation. When (x, y) is gross-error and for L 1 and L 2 F -regressions r 1 (x, y) ≈ r 2 (x, y), with |r 2 (x, y)| > 1, from (1) it follows for F ǫ,x,yregression that L 2 residual of (x, y) is reduced more than its L 1 residual, especially when |x| is large (because then |r 2 (x, y)| is also large).
ii) L 2 -residual's influence index of (x, y) from gross-error model F ǫ,x,y is
L 2 -residual (r 2 ), slope (β 1,L 2 ), mean (EX) and variance (V arX) are all under F.
LBP of a statistical functional T is motivated and introduced in section 2 using xperturbations of F ǫ,x . LBP is a point where the directional or one of the partial derivatives of T 's Influence Function (Hampel, 1971 (Hampel, , 1974 either take values at infinities or do not exist. Local-shift-sensitivity (Hampel, 1974) cannot replace the derivatives, as explained.
In section 3, regression coefficients' Influence Functions and their derivatives, obtained via E-matrices, are used to show that: in F ǫ,x,y -regression, when remote x-case becomes slightly more extreme without reaching L 1 LBP, the size of the corresponding L 2 -residual is drastically reduced whereas the L 1 -residual is reduced less.
The graphical method and RINFIN are supported by applications and simulations in section 4. Instead of square x-length on the plot's horizontal axis, x-length can be used.
For some data sets, plotting regression residuals rather than their absolute values may be more informative. However, for remote gross-error model with small variance, e.g. cases In multiple regression, with observations from F, a case (x, y) with factor space component, x, far away from the bulk of F 's factor space is called leverage case Leroy, 1987, Huber, 1997 ) . A "good" leverage case is either near or on the regression hyperplane determined by F. A "bad" leverage case forces the F -hyperplane to change drastically when x becomes more remote. The suggested comparisons of L 1 and L 2 residuals' plots and data's RINFIN values reveal "bad" leverage cases. Genton and Hall (2016) .
In Genton and Ruiz-Gazen (2010) an observation is influential "whenever a change in its value leads to a radical change in the estimate" and the hair-plot is introduced to identify it.
Two influence measures are proposed using partial derivative of the estimate: a) the local, with a small perturbation in one coordinate of the observation, and b) the global, using the most extreme contamination for each coordinate. Differences in our work include: i) leverage cases affecting drastically L 2 -regression residuals are visually identified combining information from L 1 and L 2 residuals' plots, ii) the derivative of the estimate's influence function is used instead of the estimate's derivative, iii) RINFIN measures distance in residuals' derivatives and can be used to evaluate group influence of neighboring cases.
Work has been done to identify "bad" leverage cases using 2 Location Breakdown Point (LBP) Hampel (1971) introduced the influence function, IF (x; T, F ), of a functional T at prob-
when this limit exists; x(∈ R p ), ∆ x is the probability distribution that puts all its mass at the point x, 0 < ǫ < 1.
IF (x; T, F ) determines the "bias" in the value of T at F due to an ǫ-perturbation of F with ∆ x :
Definition 2.1 (Hampel, 1971) The weight breakdown point is the upper bound on ǫ for which linear approximation (4) can be used.
Discussing further concepts related to the influence function, Hampel (1974, p. 389) introduced local-shift-sensitivity,
as "a measure for the worst (approximate) effect of wiggling the observations"; || · || is a Euclidean distance in R p .
Unlike the extensive use of the weight breakdown point, local-shift-sensitivity was never fully exploited. One reason is that, in reality, it is a "global" measure as supremum over all x, y. Thus, λ * cannot be used to study T 's bias for x's small perturbation in the ǫ-mixture, from x to x + h, ||h|| small,
Rousseeuw and Leroy (1987) presented a physical analogy to the notion of weight breakdown point. A beam is fixed at one end and, at point x on the beam, a stone with weight ǫ is attached. For small weights, the "deformation" (i.e., the bias) (4) of the beam is linear in ǫ and one can predict the weight's effect. As soon as ǫ takes value larger than the "breakdown value" (that depends on the location x), (4) cannot be used.
For the physical analogue of location breakdown, a sufficiently long beam is used and weight ǫ "travels" at different x-locations far away from the fixed end of the beam. There is a location x 0,ǫ that makes the beam "break". The beam will break also with a small perturbation from x 0,ǫ − h to x 0,ǫ , ||h|| small. This is the reason we study h-perturbations
When F is defined on the real line, to express the physical analogue of location breakdown with the derivative of the influence function we evaluate (6) at neighboring points
x, x + h, x ∈ R, h ∈ R, |h| small.
IF ′ (x; T, F ) is used to approximate (6) for small ǫ, |h| : Then, x ∈ R p is Location Breakdown Point (LBP) if there is j ≤ p :
x j is x's j-th coordinate, F is probability.
Example 2.1 Let F be a probability on the real line, T 1 (F ) is the median of F, T 2 (F ) is the mean of F and their influence functions are:
From (9) , there are no LBPs on the real line for the mean, T 2 , but for the median, T 1 , its value is the only LBP.
Example 2.2 Consider a simple linear regression model, Y = β 0 + β 1 X + e, with error e having mean zero and finite second moment, F is the joint distribution of (X, Y ) and f Y |X is the conditional density of Y given X,
The influence functions for the
EU and V ar(U) denote, respectively, U's mean and variance. The derivatives of influence functions (11), (12) do not satisfy (9) for x ∈ R, y ∈ R, thus there are no LBPs.
From (9), LBPs in L 1 -regression are all x, y satisfying the relation y = β 0, (11), (12) are, respectively, (EX 2 − xEX)/V ar(X) and (x − EX)/V ar(X); those of L 1 -influence functions (13), (14) either vanish or take values at infinities.
3 Influence, Residuals, Leverage Cases, RINFIN
The Model Assumptions:
(A1) The error, e, is symmetric around zero and has finite second moment.
(A2) X 1 , . . . , X p are independent random variables.
(A3) Case (x, y) is mixed with cases from model F with probability ǫ (model F ǫ,x,y ).
Let (x + h, y), (x, y + h) be small perturbations of (x, y). The goal is to compare the (x, y)-residual changes in L 1 and in L 2 regressions:
i) before (x, y) enters model F and after, i.e., under F ǫ,x,y , ii) when (x + h, y) replaces (x, y) in the ǫ-mixture, i.e., under F ǫ,x,y and F ǫ,x+h,y and iii) when (x, y + h) replaces (x, y) in the ǫ-mixture, i.e., under F ǫ,x,y and F ǫ,x,y+h .
Let x become more extreme in the i-th coordinate, x i + h, |h| small; denote by x i,h this perturbation of x,
The j-th regression coefficients obtained by L m -minimization, respectively, at models F ǫ,x,y and F are:
denote the L m -residuals for models F ǫ,u,v and F, respectively,
When indices of β's and r include at least one among x, x i,h , u, y+h, they are determined from a gross-error model. Only x is used at β j,Lm,x and only u is used at r m,u because of interest in factor space perturbations and to avoid increasing the number of indices. The influence function of β j,Lm is evaluated at (x, y) for F, thus use
i.e., in words, IF Influence functions of L m regression coefficients are solutions of the equations:
from the symmetry of e in assumption (A1),f Y |X is the common valuẽ
E-MATRIX AND ITS COFACTORS
Under assumption (A2), the coefficients in the system of equations (21), (22) form a special type of matrix we call E p -matrix; p is the covariates' dimension. As an illustration, for real numbers a, b, c, A, B, C,
For E 4 , the corresponding linear regression model with independent covariates X 1 , X 2 , X 3
Definition 3.1 E n -matrix with real entries has form:
. . a n a n a 1 a n a 2 . . .
Notation: E n,−k denotes the matrix obtained from E n by deleting its k-th column and k-th row, 2 ≤ k ≤ n + 1.
Property of E n -matrix: Deleting the k-th row and the k-th column of E n -matrix, the
The cofactors of E n -matrix are needed to solve (21), (22) .
b) Let C i+1,j+1 be the cofactor of element (i + 1, j + 1) in E n . Then, its determinant 
The next proposition confirms that for x-remote case (x, y), the size of L 1 residual is larger than the size of its L 2 residual before (x, y) reaches L 1 LBP. a) For ǫ small:
The difference of (x, y)-residuals at F ǫ,x,y and F is:
]; (30) r m,x (x, y) and r m (x, y) have the same sign and |r m,x (x, y)| < |r m (x, y)|, m = 1, 2.
a 2 ) The ratio:
f Y |X is positive constant (24) .
b) For ǫ and |h| both small:
The difference of (x, y)-residuals at F ǫ,x,y and F ǫ,x i,h ,y is:
Thus,
c) For ǫ and |h| both small, the difference of (x, y)-residuals at F ǫ,x,y+h and F ǫ,x,y is:
INFLUENCE ON THE DERIVATIVES OF REGRESSION RESIDUALS-RINFIN
Influence is determined from the distance of residuals' derivatives at (x, y) for model F and gross-error model F ǫ,x,y . The larger the distance is, the larger the influence of (x, y) is.
x-Influence on Residuals
For (x i,h , y) and (x, y) both under model F,
From the results for gross-error models F ǫ,x,y , F ǫ,x i,h ,y , the difference of residuals derivatives is obtained.
From ( 
Influences for models F ǫ 1 ,x 1 ,y 1 , F ǫ 2 ,x 2 ,y 2 can be compared.
Definition 3.3
Case (x 1 , y 1 ) with weight ǫ 1 is more influential for L m -residuals than case (x 2 , y 2 ) with weight ǫ 2 , m = 1, 2, if
The L 2 -Residual Influence Index (RINFIN): For gross-error model F ǫ,x,y , (42) for m = 2 becomes from (56) in the Appendix,
Proposition 3.5
Remark 3.1 (RINFIN * ) To measure strictly the influence of x's i-th component, which is dominant when x i is remote (see (57)), use also: vanishes for every j, influence index from y-derivatives of residuals is only presented for L 2 -regression.
For (x, y + h) and (x, y) both under model F,
Proposition 3.6 For models F, F ǫ,x,y , F ǫ,x,y+h and L 2 regression it holds
Remark 3.2 From (48), the y-influence index is
it is maximized for cases in the extremes of the x-coordinates and can be visually implemented with the proposed plot when x-coordinates have all the same sign. Table 1 . RINFIN misclassification proportion is only reported being uniformly better than RINFIN * for the data used. 
READING RESIDUALS' PLOTS
The goal is to identify quickly cases that do not follow the unknown model F of the data's majority, in particular bad leverage cases."Naive" plots of absolute residuals for L 1 and L 2 regression against the sum of squares of the independent variables are used.
Look for:
• (A) remote neighboring plot-points creating visual gaps in the L 1 -plot's residuals but smaller gaps in the L 2 -plot; these are bad leverage cases far from L 1 LBP. For a given x, the gap is "large" when the ratio of absolute residuals from the upper and lower gap's borders is larger or equal to two.
• (B) a group of plot-points with neighboring horizontal axis projections, distant from the bulk of the plot, with the L 1 -absolute residuals forming a vertical strip and at least one of them near zero; these are bad leverage cases near L 1 LBP.
• (C) If no unusual leverage cases are identified when plotting against the x's square length, plot the absolute residuals against each explanatory variable and check whether there are remote x-coordinates for which (A), (B) hold.
• (D) Large absolute residuals, especially at the extremes of the x-values in the data, indicating bad leverage or other outlying cases.
USING RINFIN WITH DATA
The data
To calculate sample RINFIN(x m , y m ) estimate the parameters in (44) and use ǫ = 1/n :
b) Estimate EX i and σ If a group G of k remote x-neighboring cases exists,
D n may follow a gross-error model. Letḡ be the average of the elements in G and use,
Calculate RINFIN-values following a)-c). For RINFIN(ḡ) use ǫ = k/n; in the remaining (n − k) cases weights are 1/n.
With J groups, G 1 , . . . , G J , of remote x-neighboring cases, G k ∩ G l = ∅, k = l, obtain averagesḡ 1 , . . . ,ḡ J , and use data set
Proceed with a)-c).
For RINFIN(ḡ j ) use ǫ j = k j /n, k j is the cardinality of G j , j = 1, . . . , J; in the remaining cases weights are 1/n.
DATA PLOTS & RINFIN VALUES
In Figures 1 and 2 , L 1 and L 2 plots of absolute regression residuals are presented for twelve, well known data sets; those without reference are in Rousseeuw and Leroy (1987) . In Salinity data (Ruppert and Carroll, 1980 , p = 3, n = 28, all covariates positive) case 16 has the largest absolute residual, is x-remote and the gap caused in the L 1 plot is small. In the L 2 plot its absolute residual is reduced. Both (A) and (D) apply for case 16 .
Several methods fail to determine cases from gross-error component(s)
RINFIN values confirm the visual findings. In Carroll and Ruppert (1985) the analysis of the data shows that cases 3 and 16 are masking case 5.
DATA: Salinity (p=3, n=28) 
APPENDIX
Proof of Lemma 2.1: Equality (7) is obtained by adding and subtracting T (F ) in the numerator of its left side and by taking first the limit with respect to ǫ. ✷ Proof for Proposition 3.1: a) Induction is used.
For n = 1, the determinant is A 1 − a 2 1 . For n = 2, the determinant is
Assume that (26) holds for E n . To show it holds for E n+1 consider the matrix E n+1 :
. . . a n a n a 1 a n a 2 . . . A n a n a n+1 a n+1 a n+1 a 1 a n+1 a 2 . . . a n+1 a n A n+1 .
|E n+1 | is obtained using line (n + 1) and its cofactors C n+1,1 , . . . , C n+1,n+1 :
Observe that for 2 ≤ j ≤ n, cofactor C n+1,j is obtained from a matrix where the last column is a multiple of its first column by a n+1 , thus,
For the matrix in cofactor C n+1,1 , observe that in its last column a n+1 is common factor and if taken out of the determinant the remaining column is the vector generating E n , i.e.
{1, a 1 , . . . , a n }. With n − 1 successive interchanges to the left, this column becomes first
and E n appears. Thus,
In cofactor C n+1,n+1 , the determinant is that of E n ,
From (50)- (53) it follows that
b) We now work with E n . For i > 0, j > 0, i = j, after deleting row (j + 1) the remaining of column (j + 1) in the cofactor is a multiple of column 1, thus |C i+1,j+1 | vanishes.
For C 1,j+1 , using column j + 1 to calculate E n , it holds:
For C i+1,1 , i > 0, after deletion of row (i + 1) in E n the remaining of column (i + 1)in the cofactor's matrix is multiple of a i and the basic vector creating E n,−i . Column 1 of E n is also deleted and for column (i + 1) in the cofactor's matrix to become first column (i − 1) exchanges of columns are needed. Thus,
For C 1,1 we express |E n | as sum of cofactors along the first row of E n ,
For system of equations (21), (22) and matrix E p with
. ✷ Lemma 5.1 For the influence functions (29) it holds: a)
b)
c)
Proof of Lemma 5.1: a) From (29),
b) Proof is provided for i = 1. If the residual of (x, y) does not vanish, since
Since
if |x 1 − EX 1 | is very large dominating all the other terms, then
. ✷ A Lemma used repeatedly to calculate residuals'differences is due to (4), (8) .
Lemma 5.2 For regression model (15) with assumptions (A1), (A3), perturbation (16), r 1 (x, y) = 0, and ǫ, |h| both small:
Proof of Lemma 5.2: Use approximations (4), (8) . ✷ Proof of Proposition 3.3: a) For a 1 ), from Lemma 5.2,
(30) follows from (54). Sincer m (x, y) has the same sign with r m (x, y), for ǫ small r m,x (x, y)
will also have the same sign and reduced size because −ǫr m (x, y) has opposite sign from r m (x, y).
For a 2 ), (31) follows from (23).
b) Provided for i = 1 using Lemma 5.2: 
with the last equality obtained from (58). ✷ Proof of Proposition 3.4: Follows from (32) dividing both its sides by h and taking the limit with h converging to zero. ✷ Proof of Proposition 3.5:
last approximation follows from (57). ✷.
Proof of Proposition 3.6: Follows from (38) dividing both its sides by h and taking the limit with h converging to zero. ✷ 
