There exist many multi-objective optimization problems (MOPs) containing a large number of decision variables in real-world applications, which are known as large-scale MOPs. Due to the ineffectiveness of existing operators in finding optimal solutions in a huge decision space, some decision variable division based algorithms have been tailored for improving the search efficiency in solving large-scale MOPs. However, these algorithms will encounter difficulties when solving problems with complicated landscapes, as the decision variable division is likely to be inaccurate and time-consuming. In this paper, we propose a competitive swarm optimizer (CSO) based efficient search for solving large-scale MOPs. The proposed algorithm adopts a new particle updating strategy that suggests a twostage strategy to update position, which can highly improve the search efficiency. Experimental results on large-scale benchmark MOPs and an application example demonstrate the superiority of the proposed algorithm over several stateof-the-art multi-objective evolutionary algorithms, including problem transformation based algorithm, decision variable clustering based algorithm, particle swarm optimization algorithm, and estimation of distribution algorithm.
optimal solution are expected to be found for each MOP. While general MOPs have been extensively studied for many years [6] , little work has been dedicated to solving the MOPs with a large number of decision variables, even though they also widely exist in real-world applications [7] [8] [9] . Although there is no formal definition, MOPs with more than 100 decision variables are known as large-scale MOPs [10] , [11] .
Generally speaking, large-scale MOPs are much more difficult to be solved than those with a few decision variables, since the search space is exponentially related to the number of decision variables, i.e., the curse of dimensionality, which makes it impossible for multiobjective evolutionary algorithms (MOEAs) to explore the search space efficiently. In this case, MOEAs are likely to converge prematurely to a local optimum or converge to a too large region [12] . As a result, it has been empirically verified that most existing MOEAs cannot solve large-scale MOPs well [10] , [11] . In fact, most existing MOEAs improve the performance in solving MOPs by enhancing the environmental selection (i.e., the strategy to select solutions from the current population for the next generation) [13] [14] [15] ; however, their search efficiency is not high enough to find optimal solutions in a large search space, hence they are incapable of solving large-scale MOPs no matter how effective the environmental selection is. To address this issue, some MOEAs have been tailored for improving the search efficiency in solving large-scale MOPs, by means of the division of decision variables. These MOEAs can be roughly grouped into the following three categories.
The first category of MOEAs for large-scale MOPs is based on decision variable grouping. Inspired by the evolutionary algorithms for solving large-scale singleobjective optimization problems (SOPs) [16] [17] [18] , this category of MOEAs divides the decision variables into several groups, then optimizes each group of decision variables successively. For example, the CCGDE3 [19] randomly divides the decision variables into several groups of equal size, then optimizes each group of decision variables by GDE3 [20] . In [21] , a cooperative coevolution algorithm called NSCCGA was proposed, which relates each decision variable to a subpopulation, and optimizes each subpopulation by NSGA-II indepen-0000-0000/00$00.00 c ⃝ 0000 IEEE dently. The second category of MOEAs is based on decision variable analysis. Different from the MOEAs based on decision variable grouping, the decision variable analysis based MOEAs divide the decision variables into different types according to their contributions to the objective functions, and optimize each type of decision variables by different strategies. In [10] , an algorithm called MOEA/DVA was developed based on control variable analysis, which classifies the decision variables into position variables, distance variables, and mixed variables, then divides all the distance variables into a number of independent subcomponents. Afterwards, MOEA/DVA optimizes each subcomponent of distance variables until the population converges, then optimizes all the decision variables for better diversity. Later, some MOEAs with similar ideas to MOEA/DVA have also been proposed [22] , [23] . In [11] , Zhang et al. suggested a decision variable clustering based MOEA for solving large-scale MOPs, called LMEA. In contrast to MOEA/DVA, LMEA classifies the decision variables into convergence-related variables and diversity-related variables, and iteratively optimizes each type of decision variables by different strategies. Experimental results demonstrate that LMEA is more accurate than MOEA/DVA in dividing the decision variables of large-scale MOPs.
More recently, a problem transformation based framework was proposed in [24] , which can be regarded as the third category of MOEAs for large-scale MOPs. This framework divides the decision variables into a number of groups and optimizes a weight vector instead of the decision variables, hence the original large-scale MOP is transformed into a small-scale MOP, where the number of decision variables in the small-scale MOP equals to the number of groups.
In spite of various MOEAs for improving the search efficiency in solving large-scale MOPs, most of them are based on the division of decision variables, which will encounter difficulties in solving MOPs with complicated landscapes. To be specific, for the MOEAs based on decision variable grouping, two interacting variables may be divided into different groups, and thus the algorithms are likely to be trapped into local optimum when optimizing these two variables separately [16] . As for the MOEAs based on decision variable analysis, although they are capable of detecting the interactions between variables, this operation takes a large number of function evaluations, and the detecting result may be inaccurate when solving MOPs with complicated landscapes [11] .
Nevertheless, few MOEAs for solving large-scale MOPs optimize all the decision variables together, which is mainly due to the low search efficiency of existing operators (e.g., simulated binary crossover [25] , polynomial mutation [26] , and differential evolution [27] ). In this paper, we propose a competitive swarm optimizer (CSO) based efficient search for large-scale multi-objective optimization. Specifically, the main contributions of this paper are summarized as follows.
1) A particle updating strategy is proposed to improve the search efficiency for solving large-scale MOPs. In contrast to most existing algorithms that focus on the modification of updating velocity, the proposed strategy suggests a two-stage strategy to update position. To be specific, the proposed strategy first pre-updates the position of each particle according to its previous velocity, then updates the position of each pre-updated particle by learning from a leader. It is demonstrated that the proposed particle updating strategy can improve the search efficiency of algorithms.
2) A large-scale multi-objective CSO algorithm called
LMOCSO is developed based on the proposed particle updating strategy. The proposed LMOCSO adopts a competitive mechanism to determine the particles to be updated, and uses the proposed updating strategy to update each particle. Afterwards, all the updated particles are combined with the original particles, and half the particles in the combined population survive to the next generation. 3) To verify the effectiveness of the proposed LMOCSO in solving large-scale MOPs, it is compared with four state-of-the-art MOEAs on the large-scale multi-objective test suite LSMOP [28] .
Experimental results indicate that LMOCSO obtains significantly better results than the compared MOEAs on most test instances, and it has a good scalability with respect to the number of decision variables. Besides, the proposed LMOCSO is also verified on a large-scale MOP in application, i.e., the training of neural network [29] . The rest of this paper is organized as follows. In Section II, the particle updating strategies in existing MOEAs are briefly reviewed. Section III details the procedure of the proposed LMOCSO. Section IV presents the empirical results of LMOCSO and four state-of-theart MOEAs on large-scale MOPs. Finally, the conclusions are drawn in Section V.
II. RELATED WORK

A. Existing Particle Updating Strategies for Solving MOPs
As one of the most popular metaheuristics for solving optimization problems, particle swarm optimization (PSO) is a kind of swarm intelligence paradigm originally inspired by the behavior of bird flocking in nature [30] . Since the first multi-objective PSO algorithm was proposed [31] , a number of PSO algorithms have been proposed for solving MOPs [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . The most significant characteristic of PSO is that each particle (i.e., solution) has a position vector denoting the decision variables and a velocity vector, where the position is updated according to the velocity, and the velocity is updated according to the personal best position and the global best position.
Among existing multi-objective PSO algorithms, most of them focus on the modification of updating velocity to enhance the performance in solving MOPs. Firstly, many algorithms use different strategies to determine the global best position for updating the velocity of each particle. For example, in MOPSO [31] , SMPSO [33] , and NMPSO [38] , the global best position is the position of a particle randomly picked up from an archive. In MO Ring PSO SCD [39] , the global best position is the position of the best particle within the particle's neighborhood determined by a ring topology.
Secondly, some algorithms restrict the velocity after it is updated. For example, in OMOPSO [32] and dMOPSO [35] , each velocity is reversed by being multiplied by -1 if the resulting position is out of the decision space. In SMPSO [33] , each velocity is multiplied by a constriction factor after being updated, and then it is constrained according to the boundary values of decision variables. Moreover, some algorithms adapt the parameters in updating velocity, such as MO-TRIBES [34] and pcc-sAMOPSO [36] .
In addition, some work adopts cooperative principles in multi-objective PSO algorithms. For instance, in CVEPSO [41] , the vector-evaluated PSO [43] is equipped with cooperative principles [44] , which successfully competes with state-of-the-art multi-objective PSO algorithms. In CCSMPSO [42] , the SMPSO [33] is enhanced and parallelized by a cooperative coevolutionary paradigm, where both the effectiveness and efficiency are improved.
In recent years, CSO [45] has shown its competitiveness in solving large-scale SOPs, which is a novel swarm algorithm different from PSO. CSO randomly selects two particles each time, where the velocity of the particle with worse fitness value is updated according to the position of the particle with better fitness value. Specifically, the CSO based MOEA [40] updates a particle at the t-th generation by − →
where − → x w is the position of the leader (i.e., the particle with better fitness value), − → x l and − → v l are the position and velocity of the particle to be updated (i.e., the particle with worse fitness value), respectively, and r 0 and r 1 are uniformly randomly distributed values in [0, 1].
B. Discussions
Although the original PSO fails on large-scale optimization problems due to the increasing roaming behavior (i.e., the tendency of particles to leave the search space early in the search process) in high-dimensional space [12] , some adaptations of PSO [17] , [18] , [46] as well as CSO [45] , [47] have been shown to be promising in tackling large-scale SOPs. Nevertheless, existing multi-objective PSO and CSO algorithms are effective in solving MOPs with no more than 50 decision variables v(0) x l (1) x l (2) x w x l (3) Fig. 1 . Trajectory of a particle after learning from a fixed leader by the updating strategy of CSO given in Eq. (1). It can be found that the particle moves around the leader with a slow convergence speed. [33] , [40] . This is mainly because a set of optimal solutions rather than a single optimal solution are required for an MOP, but the search efficiency of PSO and CSO is not high enough to find a set of optimal solutions within a limited number of generations. To better illustrate this fact, Fig. 1 depicts the trajectory of one particle after learning from a fixed leader by CSO for several times. It is obvious from the figure that the particle moves around the leader with a slow convergence speed. Similarly, the trajectory of a particle in PSO may be an oscillatory graph bounded by exponential functions or a sinusoidal wave as reported in [48] . As a consequence, such an updating strategy cannot make the particles converge to optimal positions quickly, and thus may be ineffective in solving large-scale MOPs.
Taking a closer look at Fig. 1 , it can be found that after the particle is updated by the difference between the positions of the leader and the particle r 1 − → ∆(t), it is further updated by its previous velocity r 0 − → v (t). Therefore, the particle can directly move towards the leader only when − → v (t) and − → ∆(t) have the same direction, but this scenario rarely occurs on large-scale MOPs, since the probability that two arbitrary vectors have similar directions decreases as the number of decision variables increases. For this reason, CSO will have a low search efficiency when it is employed to solve large-scale MOPs. To address this issue, the proposed LMOCSO uses a new particle updating strategy, which has higher search efficiency than the one shown in Fig. 1 .
III. THE PROPOSED LMOCSO
A. Particle Updating Strategy in LMOCSO
It is known that the position of a particle will be updated by its previous velocity (1) x l (2) x w x l (3) Fig. 2 . Trajectory of a particle after learning from a fixed leader by the proposed updating strategy given in Eq. (6) . It can be found that the particle moves towards the leader with a fast convergence speed. by learning from a leader. Therefore, we can update the particle by its previous velocity r 0 − → v (t) in advance, then update the particle by the difference between the new position of the particle and the leader r 1 − → ∆ ′ (t), so that the particle can directly move towards the leader even if − → v (t) and − → ∆ ′ (t) have different directions. Fig. 2 plots the trajectory of one particle after learning from a fixed leader by the proposed particle updating strategy for several times. Obviously, the particle can move towards the leader with a fast convergence speed.
To be specific, in the proposed LMOCSO, two particles x l and x w are randomly picked up from the current population each time, and they are updated by their previous velocities:
Then, the particle with worse fitness value x l is updated by learning from the better one x w by:
.
(
It is noteworthy that after Eq. (2) is performed, the decision variables − → x l and − →
should be calculated to determine the leader and the particle to be updated. In other words, additional function evaluations are needed for updating each particle.
To address this issue, we transform Eqs. (2) and (3) by Algorithm 1: U pdatingP article(P ) Input: P (current population) Output: P ′ (new population) 1 F itness ← Calculate the fitness of each particle in P by Eq. (7); 2 P ′ ← ∅; 3 while |P | > 1 do 4 {p, q} ← Randomly select two particles from P ; Mutate x l and x w by polynomial mutation;
the following way:
. Moreover, since the objective values of − → x l ′ rather than − → x l are needed in determining the leader and the particle to be updated, we can ignore − → x l in the proposed algorithm, and replace all the − → x l ′ in Eq. (5) by the symbol − → x l for simplicity. To summarize, the particle updating strategy in the proposed LMOCSO is
where r 0 and r 1 are uniformly randomly distributed values in [0, 1] according to [45] , [49] . The details of the particle updating strategy in the proposed LMOCSO are given in Algorithm 1. To begin with, the fitness of each particle in the current population P is calculated, which adopts the shift based density estimation (SDE) strategy [50] . The fitness of a particle p is defined as the minimum SDE based distance between the particle and others in the population, i.e.,
where f i (⃗ p) denotes the i-th objective value of p and M denotes the number of objectives. The SDE strategy can evaluate the quality of a solution in terms of both convergence and diversity, and has been widely used in many MOEAs [38] , [51] . Therefore, we use the SDE based distance in the proposed LMOCSO to quantitatively measure the convergence and diversity of each particle in the population.
Afterwards, two particles are randomly picked up from the current population P , and the one with smaller fitness value x l is updated by learning from the other one x w by Eq. (6) . Besides, to further improve the performance of LMOCSO in escaping from local optimum, both x w and the updated x l are slightly mutated by polynomial mutation [26] . Finally, the mutated x w and x l are put into the new population P ′ , and this procedure repeats until all the particles in the current population P are visited.
B. Analysis
In comparison to Eq. (1), it can be found that Eq. (6) has an additional component
can be regarded as 'second derivative' or 'acceleration'. As a matter of fact, both second derivative and acceleration can improve the search efficiency in solving optimization problems, where the second derivative has shown effectiveness in the Gauss-Newton algorithm [52] , and the acceleration has also been verified to be useful in metaheuristics [53] .
To investigate the effect of 
respectively. From the figure, two observations can be made. First, Eq. (6) has a higher search efficiency than Eq. (1), since the particles obtained by Eq. (6) spread more widely than those obtained by Eq. (1). Second, Eq. (1) can obtain particles better than the leader x w only when the velocity − → v l is set to the same direction to the difference between − → x l and − → x w (i.e., − → v l = (−0.3, −0.3)), whereas Eq. (6) can obtain particles better than the leader x w regardless of the direction of − → v l .
To further demonstrate the advantages of − → v l (t + 1) − − → v l (t) in Eq. (6), we extend the above example to four widely adopted benchmark SOPs [28] , i.e., the Sphere function, the Schwefel's problem 2.21, the Rastrigin's function, and the Ackley's function. We randomly initialize two particles with 100 decision variables for each Updating particles by Eq. SOP, and generate 100 particles by updating the particle with a worse objective value according to the better one by Eq. (1) and Eq. (6) . Then, we quantify the diversity of the 100 particles in decision space by the diversity measure in [45] . The statistical results are listed in Table I above four SOPs. The convergence profiles of the two algorithms averaged over 30 runs are plotted in Fig. 4 , where the number of decision variables is set to 100, the population size is set to 100, and the number of generations is set to 200. It can be seen from Fig. 4 
C. Procedure of LMOCSO
LMOCSO has a quite simple procedure, the details of which are presented in Algorithm 2. It begins with the initialization of a random population P and a set of uniformly distributed reference vectors R. In each generation of LMOCSO, the particles in the current population P are updated by the proposed particle updating strategy, then the environmental selection is carried out on the combination of P and the updated population P ′ . Note that since LMOCSO adopts a competitive mechanism in updating particles, it does not need to store or update personal-best particles or global-best particles as required in PSO algorithms.
LMOCSO adopts the environmental selection strategy of RVEA [54] to select the particles for the next genera- tion from P ∪ P ′ . This environmental selection strategy first associates each particle in P ∪ P ′ to its closest reference vector in R according to the angles between particles and reference vectors, then selects one particle with the best angle-penalized distance (APD) among all the particles associated with the same reference vector. The APD value of particle p with respect to reference vector ⃗ r can be mathematically defined as
where ⃗ f (⃗ p) denotes the objective vector of p, M denotes the number of objectives, t denotes the generation index, t max denotes the maximal number of generations, α is a penalty parameter, and ⟨⃗ s, ⃗ r⟩ denotes the angle between vectors ⃗ s and ⃗ r. Such a reference vector guided selection strategy takes both convergence and diversity into account, and a set of well-converged particles with the same uniform distribution to the reference vectors are expected to be obtained. As a result, LMOCSO uses the new particle updating strategy to improve the convergence, and adopts the environmental selection in RVEA to maintain the diversity.
IV. EXPERIMENTAL STUDIES
In this section, several experiments are conducted to investigate the performance of LMOCSO in solving large-scale MOPs. First, the effectiveness of the particle updating strategy in LMOCSO is empirically verified. Then, the proposed LMOCSO is compared to several state-of-the-art MOEAs on large-scale benchmark MOPs. Afterwards, the scalability of LMOCSO is studied by being tested on MOPs with the number of decision variables ranging from 100 to 5000. Finally, the proposed LMOCSO is applied to train a neural network with thousands of weights. All the experiments are performed on PlatEMO [55] .
Four state-of-the-art MOEAs are involved in the experiments, namely, WOF-NSGA-II [24] , LMEA [11] , MMOPSO [37] , and IM-MOEA [56] . WOF-NSGA-II is a decision variable grouping and problem transformation based MOEA for solving large-scale MOPs. LMEA is a decision variable clustering based MOEA tailored for large-scale MOPs, which has been verified to be capable of solving MOPs with up to 5000 decision variables. MMOPSO is a multi-objective PSO algorithm, it uses multiple search strategies for updating particles in the population, and adopts genetic operators in updating the archive. IM-MOEA is an estimation of distribution algorithm that employs a Gaussian process based inverse modeling, which has shown promising potential in solving large-scale MOPs.
The large-scale multi-objective test suite [28] is adopted as the test problems, i.e., LSMOP1-LSMOP9. The LSMOP test suite is designed based on large-scale SOPs [57] , by following four basic principles as suggested in [58] and [59] for guaranteeing the extensibility and generality of the problems. Among the nine LSMOP problems, there exist linear variable linkage (LSMOP1-LSMOP4) and nonlinear variable linkage (LSMOP5-LSMOP9) on the Pareto set, as well as linear Pareto front (LSMOP1-LSMOP4), concave Pareto front (LSMOP5-LSMOP8), and disconnected Pareto front (LSMOP9).
A. Experimental Settings
Algorithms: For fair comparisons, all parameters of the compared algorithms are tuned for a relatively good performance. To be specific, the penalty parameter α of APD in LMOCSO is set to 2. The number of evaluations for each optimization of original problem t 1 , the number of evaluations for each optimization of transformed problem t 2 , the number of chosen solutions q, the number of groups γ, and the ratio of evaluations for optimization of both original and transformed problems δ in WOF-NSGA-II are set to 1000, 1000, 2, 3 and 0.7, respectively. The number of selected solutions for decision variable clustering nSel, the number of perturbations on each solution for decision variable clustering nP er, and the number of selected solutions for decision variable interaction analysis nCor in LMEA are set to 5, 5 and 6, respectively. The number of reference vectors K and the model group size L in IM-MOEA are set to 10 and 3, respectively. The simulated binary crossover and polynomial mutation are adopted to generate offsprings in WOF-NSGA-II, LMEA, and the archive of MMOPSO; the probability of crossover is set to 1, the probability of mutation is set to 1/D (D denotes the number of decision variables), and the distribution index of them is set to 20.
Population size: The population size is set to the same in all the compared MOEAs, which is 300 for bi-objective MOPs and 496 for three-objective MOPs. In addition, the Das and Dennis's systematic approach [60] is adopted to generate the same number of uniformly distributed reference vectors to be used in MMOPSO and LMOCSO.
Problems: For LSMOP1-LSMOP9, the number of subcomponents in each variable group n k is set to 5, the number of objectives M is set to 2 and 3, and the number of decision variables D is varied from 100 to 5000.
Termination criterion: The number of evaluations is adopted as the termination criterion for all compared MOEAs, which is set to 15000 × D.
Performance metric: The inverted generational distance (IGD) [61] and hypervolume (HV) [62] are adopted to assess the performance of MOEAs in the experiment. For calculating IGD, roughly 10000 reference points are sampled on each Pareto front of LSMOP1-LSMOP9 by the methods suggested in [63] . All the tests are run for 30 times independently, and the mean and standard deviation of the IGD values are recorded. Besides, the Wilcoxon rank sum test with a significance level of 0.05 is adopted to perform statistical analysis on the experimental results, where the symbols '+', '−' and '≈' indicate that the result by another MOEA is significantly better, significantly worse and statistically similar to that obtained by LMOCSO, respectively.
B. Effectiveness of the Particle Updating Strategy in LMOCSO
To verify the effectiveness of the particle updating strategy in LMOCSO, it is compared with three of its variants, in which the proposed particle updating strategy is replaced by the operators in original CSO (i.e., replacing Eq. (6) by Eq. (1)), genetic algorithm (GA, i.e., simulated binary crossover [25] and polynomial mutation [26] ), and differential evolution (DE) [64] , respectively. Fig. 5 plots the convergence profiles of IGD values obtained by LMOCSO and its three variants on 3-objective LSMOP2, LSMOP6, and LSMOP9 with 500 decision variables, averaged over 30 runs. As shown in Fig. 5 , for LSMOP2 with a simple landscape posing little challenge to algorithms in finding well-converged solutions, LMOCSO and the variants based on original CSO and differential evolution can drive the population to converge to the Pareto front quickly, and they finally obtain similar IGD values. However, for LSMOP6 and LSMOP9 with complex landscape or Pareto front which are much more difficult to be solved than LSMOP2, LMOCSO converges significantly faster than the three variants. As a result, the advantages of the particle updating strategy in the proposed LMOCSO for solving large-scale MOPs can be verified. For further observation, Fig. 6 depicts the nondominated solutions with the median IGD values obtained by the five compared MOEAs on 2-objective LSMOP4, LSMOP8, and LSMOP9 with 100 decision variables. For WOF-NSGA-II and LMEA based on genetic operators, it can be seen from the figure that they cannot obtain a set of well-converged solutions for the three test problems. For IM-MOEA based on estimation of distribution algorithm, it can obtain a set of wellconverged solutions for LSMOP4 and LSMOP8, but the diversity of the obtained solution sets are not satisfactory. For MMOPSO and LMOCSO based on swarm algorithm, both of them can obtain a set of solutions with good convergence and diversity for the three test problems, and the convergence of the solution sets obtained by LMOCSO is slightly better than those obtained by MMOPSO. Therefore, it can be concluded that swarm al-gorithms are promising in solving large-scale MOPs, and the particle updating strategy in the proposed LMOCSO can further accelerate the convergence of the algorithm. 
C. Comparisons Between LMOCSO and Existing MOEAs
D. Scalability of LMOCSO with Respect to the Number of Decision Variables
To further investigate the scalability of the proposed LMOCSO with respect to the number of decision variables, we examine the performance of LMOCSO on the problems with a larger number of decision variables. Fig. 8 shows the IGD values of LMOCSO and the other compared MOEAs on 3-objective LSMOP2, LSMOP6, and LSMOP9 averaged over 30 runs, where the number of decision variables D is set to 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000 and 5000, and the number of evaluations is set to 15000 × D for all the MOEAs.
In general, LMOCSO exhibits similar performance on the same MOP with different numbers of decision variables, and it outperforms the compared MOEAs on most 
E. Applying LMOCSO to Neural Network Training
Finally, the proposed LMOCSO and four compared MOEAs are adopted to optimize the weights of a feedforward neural network with one hidden layer containing 20 neurons. The goal is to minimize both the complexity and classification error rate of the neural network [29] , i.e.,
where ⃗ x = (x 1 , x 2 , . . . , x D ) is the decision vector denoting all the weights of the neural network. That is, all the weights in the neural network are encoded in the solution, and the number of decision variables D equals to the number of weights. The decision space and objective space of the problem are [−1, 1] D and [0, 1] 2 , respectively. As suggested in [65] , each solution is fine tuned by gradient descent after being generated for better approximation performance. Table IV lists the HV values obtained by the five compared MOEAs on five datasets chosen from the UCI machine learning repository [66] , where each MOEA is run for 100 generations with a population size of 50, and the reference point for HV calculation is set to (1.1, 1.1 ). The number of samples (i.e., training data) and the number of features (i.e., inputs) of each dataset are also presented in the leftmost column of Table IV . As can be seen from the table, LMOCSO exhibits better overall performance than the compared MOEAs in neural network training, which obtains the best HV value on four out of five datasets. Fig. 9 shows the non-dominated solutions with the median HV values obtained by the five compared MOEAs on the Madelon dataset. Besides, the result obtained by stochastic gradient descent (SGD) [67] is also shown in the figure, where the learning rate is set to 1, the momentum is set to 0.9, the mini-batch size is set to 20, and the number of epochs is set to 5000. It can be found that the models obtained by LMOCSO have significantly smaller complexity and error rate than those obtained by the compared MOEAs and SGD. As a consequence, it can be confirmed that the proposed LMOCSO is also effective in solving large-scale MOPs in applications.
V. CONCLUSIONS
This paper has proposed a CSO based efficient search for solving large-scale MOPs, called LMOCSO. In the proposed LMOCSO, a competitive mechanism is adopted to determine the particles to be updated, and a new particle updating strategy is developed to improve the search efficiency. Different from existing algorithms that focus on the modification of updating velocity, the proposed particle updating strategy suggests a two-stage strategy to update position. The experimental results have demonstrated that the proposed LMOCSO can better solve large-scale MOPs than several state-of-theart MOEAs.
According to the experimental results given in Fig. 8 , it can be found that the performance of the proposed LMOCSO needs to be further improved on largescale MOPs with multi-modal landscapes (i.e., LSMOP3, LSMOP6, and LSMOP7). For example, the decision variable analysis method [10] or the decision variable clustering method [11] can be employed to reduce the search space, so that LMOCSO can escape from local optimum more easily. In addition, the environmental selection of the proposed LMOCSO is based on a set of reference vectors, which are overspecialized for the MOPs with regular Pareto fronts [68] . Hence it is desirable to adopt other environmental selection strategies for solving MOPs with irregular Pareto fronts [69] .
