A computational approach to Milnor fiber cohomology by Dimca, Alexandru & Sticlaru, Gabriel
ar
X
iv
:1
60
2.
03
49
6v
2 
 [m
ath
.A
G]
  1
5 F
eb
 20
16
A COMPUTATIONAL APPROACH TO MILNOR FIBER
COHOMOLOGY
ALEXANDRU DIMCA1 AND GABRIEL STICLARU
Abstract. In this note we consider the Milnor fiber F associated to a reduced
projective plane curve C. A computational approach for the determination of the
characteristic polynomial of the monodromy action on the first cohomology group
of F , also known as the Alexander polynomial of the curve C, is presented. This
leads to an effective algorithm to detect all the monodromy eigenvalues and, in
many cases, explicit bases for the monodromy eigenspaces in terms of polynomial
differential forms.
1. Introduction
Let C : f = 0 be a reduced plane curve of degree d ≥ 3 in the complex projective
plane P2, defined by a homogeneous polynomial f ∈ S = C[x, y, z]. Consider the
corresponding complement U = P2 \ C, and the global Milnor fiber F defined by
f(x, y, z) = 1 in C3 with monodromy action h : F → F , h(x) = exp(2πi/d) · (x, y, z).
One can consider the characteristic polynomials of the monodromy, namely
(1.1) ∆jC(t) = det(t · Id− h
j |Hj(F,C)),
for j = 0, 1, 2. It is clear that, when the curve C is reduced, one has ∆0C(t) = t− 1,
and moreover
(1.2) ∆0C(t)∆
1
C(t)
−1∆2C(t) = (t
d − 1)χ(U),
where χ(U) denotes the Euler characteristic of the complement U , see for instance
[15, Proposition 4.1.21]. It follows that the polynomial ∆C(t) = ∆
1
C(t), also called
the Alexander polynomial of C, see [34], determines the remaining polynomial ∆2C(t).
To determine the Alexander polynomial ∆C(t), or equivalently, the eigenvalues of the
monodromy operator
(1.3) h1 : H1(F,C)→ H1(F,C)
starting from C or f is a rather difficult problem, going back to O. Zariski and
attracting an extensive literature, see for instance [23], [25], [26], [31], [24],[13], [2],
[15].
Let Ωj denote the graded S-module of (polynomial) differential j-forms on C3, for
0 ≤ j ≤ 3. The complex K∗f = (Ω
∗, d f∧) is nothing else but the Koszul complex in
S of the partial derivatives fx, fy and fz of the polynomial f . The general theory
says that there is a spectral sequence E∗(f), whose first term E1(f) is computable
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from the cohomology of the Koszul complex K∗f and whose limit E∞(f) gives us the
action of monodromy operator on the graded pieces of H∗(F,C) with respect to a
filtration P to be defined below, see [14], [15, Chapter 6], [18]. Moreover, note that
the 1-eigenspace H1(F,C)1 coincides with H
1(U,C), and an explicit basis for this
cohomology group can be easily given using differential 1-forms, see [14, Example
(4.1)]. The sum of the other eigenspaces, denoted by H1(F,C) 6=1, is a pure Hodge
structure of weight 1, see [17], and the study of the spectral sequence E∗(f) often
provides a basis for H1(F,C) 6=1, given in terms of differential 1-forms and adapted
to the Hodge structure.
This approach is particularly useful when C is assumed to have only weighted
homogeneous singularities, e.g. when C is a line arrangement A, in view of the
following conjecture, see for a more precise statement Conjecture 2.3 below.
Conjecture 1.1. If the reduced plane curve C : f = 0 has only weighted homoge-
neous singularities, then the spectral sequence E∗(f) degenerates at the E2-term.
The converse implication is known to hold, see [18, Theorem 5.2]. The first aim
of this note is to test Conjecture 1.1 in a large number of situations and to show
how the spectral sequence E∗(f) can be applied to obtained explicit bases for the
eigenspaces of monodromy operators (1.3) of line arrangements, see Theorem 5.3 and
Theorem 5.9, or for some irreducible plane curves, see Propositions 6.2, 6.4, 6.6, 6.8
When G is a finite group acting on the Milnor fiber F , results as those listed
above allows us to determine the action of G on the cohomology group H1(F,C), see
Examples 5.10, 5.7.
The second aim of this note is to show that, even when the spectral sequence E∗(f)
does not degenerate at E2, a small set of its second order terms E
s,t
2 (f) can be used
to detect all the eigenvalues of the monodromy operator (1.3), see next section for
the notation used in the following, which is the main result of our note.
Theorem 1.2. Let C : f = 0 be a reduced degree d curve in P2, and let
λ = exp(−2πik/d) 6= 1,
with k ∈ (0, d) an integer. Then λ is a root of the Alexander polynomial ∆C(t) if
and only if either E1,02 (f)k 6= 0 or E
1,0
2 (f)k′ 6= 0, where k
′ = d − k. The multiplicity
m(λ) of the root λ satisfies the inequalities
max(dimE1,02 (f)k, dimE
1,0
2 (f)k′) ≤ m(λ) ≤ dimE
1,0
2 (f)k + dimE
1,0
2 (f)k′.
In particular, equality holds everywhere if either E1,02 (f)k = 0 or E
1,0
2 (f)k′ = 0.
The Hessian line arrangement discussed in Theorem 5.9 shows that the first in-
equality in Theorem 1.2 can be strict. On the other hand, for all the examples
discussed in this note, the second inequality is in fact an equality.
As an application, consider the family of plane curves
(1.4) C5m : f5m = (y
mzm − x2m)2ym − x5m,
for m ≥ 1 introduced in [3]. These curves are free with exponents (2m, 3m− 1), and
for m odd they give examples of free irreducible curves which are not rational, see
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[3, Theorem 3.9]. When m is even, these curves have two irreducible components
and a large Alexander polynomial as shown by the following result, which is proved
in subsection 6.1.
Corollary 1.3. For 2 ≤ m ≤ 20, m even, the Alexander polynomial of the curve
C5m defined in (1.4) is given by
∆C5m(t) = t
5m − 1.
On the other hand, for 1 ≤ m ≤ 19, m odd, the Alexander polynomial of the curve
C5m defined in (1.4) is trivial, i.e. ∆C5m(t) = 1.
We expect the above result to hold for any m, but such a claim is beyond our
computational approach. For m ≥ 2, the curve C5m has some non weighted homo-
geneous singularities and hence the spectral sequence E∗(f) does not degenerate at
E2.
The computations in this note were made using two computer algebra systems,
namely CoCoA [10] and Singular [12]. The corresponding codes are available on
request.
2. Gauss-Manin complexes, Koszul complexes, and Milnor fiber
cohomology
Let S be the polynomial ring C[x, y, z] with the usual grading and consider a
reduced homogeneous polynomial f ∈ S of degree d. The graded Gauss-Manin
complex C∗f associated to f is defined by taking C
j
f = Ω
j [∂t], i.e. formal polynomials
in ∂t with coefficients in the space of differential forms Ω
j , where deg ∂t = −d and
the differential d : Cjf → C
j+1
f is C-linear and given by
(2.1) d(ω∂qt ) = (dω)∂
q
t − (d f ∧ ω)∂
q+1
t ,
see for more details [18, Section 4]. The complex C∗f has a natural increasing filtration
P ′∗ defined by
(2.2) P ′qC
j
f = ⊕i≤q+jΩ
j∂it .
If we set P ′q = P ′−q in order to get a decreasing filtration, then one has
(2.3) GrqP ′C
∗
f = σ≥q(K
∗
f ((3− q)d)),
the truncation of a shifted version of the Koszul complex K∗f . Moreover, this yields
a decreasing filtration P ′ on the cohomology groups Hj(C∗f ) and a spectral sequence
(2.4) Eq,j−q1 (f)⇒ H
j(C∗f ).
On the other hand, the cohomology Hj(F,C) of the Milnor fiber F : f(x, y, z) = 1
associated to f has a pole order decreasing filtration P , see [18, Section 3], such that
there is a natural identification for any integers q, j and k ∈ [1, d]
(2.5) P ′q+1Hj+1(C∗f )k = P
qHj(F,C)λ,
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where λ = exp(−2πik/d). Moreover, the E1-term of the spectral sequence (2.4) is
completely determined by the morphism of graded C-vector spaces
(2.6) d′ : H2(K∗f )→ H
3(K∗f ),
induced by the exterior differentiation of forms, i.e. d′ : [ω] 7→ [d(ω)]. Note that this
morphism d′ coincides with the morphism d(1) : N → M considered in [18], up-to
some shifts in gradings. More precisely, if we set for k ∈ [1, d],
(2.7) Es,t1 (f)k = H
s+t+1(K∗f )td+k,
we get a new form of (a homogeneous component of) the spectral sequence (2.4),
and hence with the above notation one has
(2.8) Es,t∞ (f)k = Gr
s
PH
s+t(F,C)λ.
The case k = d is also discussed in [20]. We need the following result, see [18,
Theorem 5.3].
Theorem 2.1. Assume that the plane curve C : f = 0 in P2 has only weighted
homogeneous singularities. Then the dimension of
E1−t,t2 (f)k = ker{d
′ : H2(K∗f )td+k → H
3(K∗f )td+k}
is upper bounded by the number of spectral numbers αpi,j of the singularity (C, pi)
equal to td+k
d
, when pi ranges over all the singularities of C and j = 1, ..., µ(C, pi).
Example 2.2. For the monomial arrangement A(m,m, 3) defined by
A(m,m, 3) : f = (xm − ym)(xm − zm)(ym − zm) = 0
for m ≥ 2, there are two types of singularities, the triple points, with local equation
u3+ v3 = 0 and hence with maximal spectral number α3 = 4/3 and the three m-fold
intersection points, e.g. [1 : 0 : 0], with local equation um + vm = 0 and maximal
spectral number αm =
2m−2
m
, see [19] for such computations of spectral numbers. In
the case m ≥ 3, it follows that
d′l : H
2(K∗f )l → H
3(K∗f )l
is injective for l > 6m− 6 = 2(d− 3).
One has the following, see Question 2 in [18] for a more general setting.
Conjecture 2.3. The spectral sequences (2.4) and (2.7) degenerate at the E2-term
when the reduced plane curve C : f = 0 has only weighted homogeneous singularities.
Remark 2.4. Even in the case when the spectral sequence (2.7) does not degenerate
at the E2-term we have
(2.9) E1−t,t2 (f)k = E
1−t,t
∞ (f)k = Gr
1−t
P H
1(F,C)λ,
for t = 0, or for t = 1 and k < 3, since the second differential
d2 : E
1−t,t
2 (f)k → E
3−t,t−1
2 (f)k
vanishes. Indeed, one has
(2.10) E3−t,t−11 (f)k = H
3(K∗f )(t−1)d+k = 0
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for (t− 1)d+ k < 3, i.e. for t = 0 and any k ∈ [1, d], or for t = 1 and k < 3.
2.5. Proof of Theorem 1.2. By (2.9), we have the following
E1,02 (f)k = E
1,0
∞ (f)k = Gr
1
PH
1(F,C)λ,
and
E1,02 (f)k′ = E
1,0
∞ (f)k′ = Gr
1
PH
1(F,C)λ.
If E1,02 (f)k 6= 0, it follows that λ is an eigenvalue of the monodromy operator. If
E1,02 (f)k′ 6= 0, it follows that λ is an eigenvalue of the monodromy operator. But
this operator is defined over Q, hence m(λ) = m(λ).
Note that on the cohomology group H1(F,C) one has P 2 = 0 and F 1 ⊂ P 1, where
F 1 denotes the Hodge filtration. Let now λ be an eigenvalue of the monodromy
operator. The fact thatH1(F,C) 6=1 is a pure Hodge structure of weight 1, implies that
either H1,0(F,C)λ 6= 0 orH
0,1(F,C)λ 6= 0. In the first case we get Gr
1
PH
1(F,C)λ 6= 0,
while in the second case we get H1,0(F,C)λ 6= 0 and hence Gr
1
PH
1(F,C)λ 6= 0. This
proves the first claim as well as the first inequality in Theorem 1.2.
For the second inequality, note that one has
dimE1,02 (f)k + dimE
1,0
2 (f)k′ = dimP
1H1(F,C)λ + dimP
1H1(F,C)λ ≥
≥ dimF 1H1(F,C)λ + dimF
1H1(F,C)λ = dimH
1,0(F,C)λ + dimH
1,0(F,C)λ =
= dimH1,0(F,C)λ + dimH
0,1(F,C)λ = dimH
1(F,C)λ = m(λ).
This completes the proof of Theorem 1.2.
Remark 2.6. (i) It is sometimes useful to replace the Gauss-Manin complex C∗f by
the simpler complex (Ω∗, Df), where the differential Df is given by
(2.11) Df(ω) = dω −
|ω|
d
d f ∧ ω,
with ω ∈ Ωj a homogeneous differential forms of degree |ω|, see [15], p. 190. This
complex has the advantage that one has explicit isomorphisms
(2.12) Hj(Ω∗, Df) = H
j−1(F,C), [ω] 7→ ι∗(∆(ω)),
for any j, where ι : F → C3 denotes the inclusion of the Milnor fiber F into C3 and
∆ : Ωj → Ωj−1 denotes the contraction with the Euler vector field , see [15], p. 193.
(ii) For any j define
Zjf = {ω ∈ Ω
j : dω = 0 and d f ∧ ω = 0}
and
Bjf = {ω ∈ Ω
j : ω = d f ∧ d(η) for some η ∈ Ωj−2}.
Then it is clear that Bjf ⊂ Z
j
f and that there are natural maps from the quotient
Hjf = Z
j
f/B
j
f to both cohomology groups H
j(C∗f ) and H
j(Ω∗, Df ), see also Remark
3.2 below.
Remark 2.7. Note that the mixed Hodge structure on H2(F,C) 6=1 is not pure in
general. For a line arrangement, one can use the formulas for the spectrum given in
[6] to study the interplay between monodromy and Hodge structure on H2(F,C) 6=1.
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3. Jacobian syzygies and free plane curves
Consider the graded S−submodule AR(f) ⊂ S3 of all relations involving the
derivatives of f , namely
ρ = (a, b, c) ∈ AR(f)q
if and only if afx + bfy + cfz = 0 and a, b, c are in Sq. The reduced curve C : f = 0
is a free divisor with exponents d1 ≤ d2 if AR(f) is a free graded S-module of rank
two, with a basis given by ρ1 and ρ2, syzygies of degree d1 and respectively d2.
To each syzygy ρ = (a, b, c) ∈ AR(f)q we associate a differential 2-form
(3.1) ω(ρ) = a d y ∧ d z − b d x ∧ d z + c d x ∧ d y ∈ Ω2q+2
such that the relation afx + bfy + cfz = 0 becomes d f ∧ ω(ρ) = 0.
Example 3.1. It is known that the monomial arrangement A(m,m, 3) is free with
exponents d1 = m + 1 and d2 = 2m − 2, see [16]. The forms ω(ρi) for i = 1, 2
corresponding to a basis ρ1, ρ2 of the S-module AR(f) are exactly the forms ω1 and
ω2 given by
(3.2) ω1 = (x
m+1 − 2xym − 2xzm) d y ∧ d z − (ym+1 − 2yzm − 2yxm) dx ∧ d z+
+(zm+1 − 2zxm − 2zym) dx ∧ d y,
and
(3.3) ω2 = y
m−1zm−1 d y ∧ d z − xm−1zm−1 d x ∧ d z + xm−1ym−1 d x ∧ d y.
Note that ω2 ∈ Z
2
f , and dω1 6= 0 unless m = 3.
Hence, up to a shift in degrees, for any polynomial f there is an identification
AR(f) = Syz(f) := ker{d f∧ : Ω2 → Ω3},
such that the Koszul relations KR(f) inside AR(f) correspond to the submodule
d f ∧ Ω1 in Syz(f). Since C : f = 0 has only isolated singularities, it follows that
H1(K∗f ) = 0, i.e. the following sequence, where the morphisms are the wedge product
by d f , is exact for any j
0→ Ω0j−2d → Ω
1
j−d → (d f ∧ Ω
1)j → 0.
In particular, one has
(3.4) dim(d f ∧ Ω1)j = 0 for j ≤ d,
and
(3.5) dim(d f ∧ Ω1)j = 3
(
j − d+ 1
2
)
for d < j < 2d.
On the other hand, we get epimorhisms
(3.6) AR(f)q−2 = Syz(f)q → H
2(K∗f )q,
for any q. Note that Z2f = ker{d : Syz(f)→ Ω
3}, and there is an obvious morphism
(3.7) H2f,td+k → E
1−t,t
∞ (f)k.
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Remark 3.2. (i) The morphism (3.7) is not necessarily injective. For the Hessian
arrangement considered in subsection 5.8, a direct computation using Singular shows
that
dimH2f,16 = 2 and dimE
0,1
2 (f)6 = dimE
0,1
∞ (f)6 = 1.
(ii) It is clear that a non-zero element [ω] ∈ E1−t,t1 (f)k = H
2(K∗f )td+k, which has a
lifting ω ∈ Z2f , will survive (i.e. will give rise to a non-zero element) in E
1−t,t
∞ (f)k.
However, two distinct liftings can give rise to the same element in E1−t,t∞ (f)k in view
of (i).
Remark 3.3. When C : f = 0 is a free divisor with exponents d1 ≤ d2, then one
clearly has dimAR(f)k = 0 for k < d1,
(3.8) dimAR(f)k =
(
k − d1 + 2
2
)
for d1 ≤ k < d2, and
(3.9) dimAR(f)k =
(
k − d1 + 2
2
)
+
(
k − d2 + 2
2
)
for k ≥ d2. For non-free divisors, the computation of the dimensions dimAR(f)k
(resp. of a basis for AR(f)k) is more complicated. These dimensions give an indica-
tion on the size of the linear systems to be solved in the algorithm described in the
next section. Sometimes these computation can be avoided, as in the case of Zariski
sextic below 6.5.
4. The algorithm for free curves, nearly free curves, and beyond
Assume first that C : f = 0 is a free curve having only weighted homogeneous
singularities, with f a reduced, homogeneous polynomial of degree d. Let αmax =
q0
d
be the maximal spectral number of the singularities of C which can be written in this
form, i.e. a rational number with denominator d. Note that always q0 < 2d, since all
the spectral numbers of plane curve singularities are contained in the interval (0, 2).
Assume that d1 ≤ d2 are the exponents of C and let ρ1 and ρ2 be a basis of the
S-module AR(f) with deg ρl = dl for l = 1, 2. Then AR(f)j = 0 for j < d1 and
AR(f)j for j ≥ d1 (resp. j ≥ d2) has a basis as a C-vector space obtained by taking
all the products µ · ρ between a monomial µ in x, y, z and ρ = ρ1 (resp. ρ = ρ1
or ρ = ρ2) having the total degree j. The corresponding differential forms µ · ω(ρ)
form a basis as a C-vector space for Syz(f)q where q = j + 2. Consider now the
composition map
(4.1) δq : Syz(f)q
d
−→ Ω3q → H
3(K∗f )q
where the second map is the canonical projection. In down-to earth terms, we have
(4.2) δq(ω(ρ)) = δq(a d y ∧ d z − b d x∧ d z + c dx ∧ d y = [ax + by + cz] ∈ M(f)q−3.
Here M(f) = S/Jf is the Milnor algebra of f , with Jf = (fx, fy, fz) the Jacobian
ideal of f .
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Using a computer algebra software as CoCoA [10] or Singular [12], one can compute
(4.3) κq := dim ker δq,
for d1 + 2 ≤ q ≤ q0 < 2d. Then we compute the difference
(4.4) ǫq = κq − dim(d f ∧ Ω
1)q
using the formulas (3.4) and (3.5). Since (d f ∧Ω1)q is obviously contained in ker δq,
it follows that
(4.5) ǫq = dimE
1−t,t
2 (f)k
where k ∈ [1, d], q − k divisible by d and t = (q − k)/d. Moreover, Theorem 2.1
implies that these are the only terms E1−t
′,t′
2 (f)k which might be non-zero.
Remark 4.1. When C has only weighted homogeneous singularities, to test if a
2-form ω(ρ) ∈ Syz as in (3.1) belongs to d f ∧ Ω1, one uses the description of such
forms in terms of the saturation If of the Jacobian ideal Jf given in [8], [11], [21].
The fact that C is free is equivalent to If = Jf , and hence in this case one has
(4.6) ω(ρ) ∈ d f ∧ Ω1 if and only if a, b, c ∈ Jf .
Remark 4.2. Assume now that C : f = 0 is a nearly free curve, with exponents
(d1, d2). This means that there is a minimal set of homogeneous generators ρ1, ρ2, ρ3
for the S-module AR(f), with degrees d1, d2 and d2 respectively, and the module of
second order syzygies is spanned by a relation of the form
aρ1 + ℓ2ρ2 + ℓ3ρ3 = 0,
where a is a homogeneous polynomial of degree d2−d1+1, and ℓ2 and ℓ3 are linearly
independent linear forms, see [22]. We can assumme that
ℓ3(x, y, z) = αx+ βy + γz with γ 6= 0.
Indeed, by permuting x, y, z if necessary, we can always realize this condition. With
this assumption, one has exactly as above AR(f)j = 0 for j < d1 and AR(f)j for
d2 > j ≥ d1 has a basis as a C-vector space obtained by taking all the products µ · ρ
between a monomial µ in x, y, z and ρ = ρ1 having the total degree j. For j ≥ d2,
AR(f)j has a basis as a C-vector space obtained as follows: take all the products
µ · ρ between a monomial µ in x, y, z and ρ = ρ1 or ρ = ρ2 having the total degree j,
and then add all the products νρ3 with total degree j, where ν is a monomial only
in x, y.
With this modification, the above algorithm works exactly as for the free curves,
i.e. if all the singularities are weighted homogeneous, then very likely the spectral
sequence will degenerate at E2, see Proposition 6.4. In any case, we can run the
above algorithm for q = j + 2 ≤ d − 1 and get a precise information on all the
roots of the Alexander polynomial ∆C(t) by Theorem 1.2, but maybe not on their
multiplicities.
Remark 4.3. Assume now that C : f = 0 is neither a free curve, nor a nearly
free one, and that maybe there are non weighted homogeneous singularities on C.
If among a minimal set of generators for AR(f) provided by Singular or CoCoA,
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there is only one syzygy, say ρ1, whose degree is at most d− 3, we can run the above
algorithm for q = j + 2 ≤ d− 1 and get a precise information on all the roots of the
Alexander polynomial ∆C(t) by Theorem 1.2, but maybe not on their multiplicities.
On the other hand, if the Alexander polynomial ∆C(t) is known, then this approach
will lead to explicit bases for the monodromy eigenspaces, see Propositions 6.6, 6.8
below.
Similarly, if among a minimal set of generators for AR(f), there are only two
syzygies, say ρ1 and ρ2 whose degrees are at most d− 3, then one can show that ρ1
and ρ2 can be chosen such that there is no second order syzygy gρ1 + hρ2 = 0, and
hence the same remark applies.
5. The case of line arrangements
For a line arrangementA in P2, it is a major open question whether the monodromy
operator h1 : H1(F,C) → H1(F,C) is combinatorially determined, i.e. determined
by the intersection lattice L(A), see [32]. The 1-eigenspace H1(F,C)1 = H
1(U,C) is
known to have dimension d− 1 and to be a pure Hodge structure of type (1, 1).
Several interesting examples have been computed by D. Cohen, A. Suciu, A.
Ma˘cinic, S. Papadima, see [9], [35], [27], [36]. When the line arrangement A has
only double and triple points, then a complete positive answer is given by S. Pa-
padima and A. Suciu in [33].
5.1. The monomial arrangement A(m,m, 3). The case of complex reflexion ar-
rangements is discussed in [28], where the authors prove in particular the following
result.
Theorem 5.2. Consider the monomial arrangement
A(m,m, 3) : f = (xm − ym)(xm − zm)(ym − zm) = 0
for m ≥ 2 and denote by F (m,m, 3) the corresponding Milnor fiber. Let p be a prime
number. Then the monodromy operator
(5.1) h∗ : H1(F (m,m, 3),C)→ H1(F (m,m, 3),C)
has eigenvalues of order ps if and only if p = 3. Moreover, for p = 3, if we denote
the multiplicity of such an eigenvalue by es3(A(m,m, 3)), then e
s
3(A(m,m, 3)) ≤ 2 if
m is divisible by 3, and es3(A(m,m, 3)) ≤ 1 otherwise. Moreover, for s = 1, both
inequalities become equalities.
For an eigenvalue of order ps, the papers [33], [28] give also upper bounds for
the corresponding multiplicities for any line arrangement, see also [4], [5]. However,
for the monomial arrangements, the existence of eigenvalues of order 6 (resp. 9)
for A(6, 6, 3) (resp. for A(9, 9, 3)), seems impossible to be decided by the methods
used in these papers: the modular inequalities and computations with the associated
Orlik-Solomon algebras.
To state our results, recall the differential 2-forms associated with the monomial
arrangement A(m,m, 3) introduced in (3.2) and (3.3). When m = 3m′, we also
define ω′1 = x
m′−1ym
′−1zm
′−1ω1. Let ι : F → C
3 denote the inclusion of the Milnor
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fiber F = F (m,m, 3) into C3 and ∆ : Ωj → Ωj−1 denote the contraction with the
Euler vector field
Theorem 5.3. Let λ = exp(2πi/3) and assume m ≥ 3. Then the eigenspace
H1,0(F (m,m, 3),C)λ = H
1(F (m,m, 3),C)λ
is spanned by the differential form α = ι∗∆(ω2) when m is not divisible by 3, and by
the forms α and β = ι∗∆(ω′1) when m is divisible by 3.
A similar result for m = 2, 3 is proved by Nancy Abdallah in [1, Section 5.5]. Note
that H0,1(F (m,m, 3),C)λ = H
1(F (m,m, 3),C)λ is just the complex conjugate of
H1(F (m,m, 3),C)λ, and hence it has a basis given by the complex conjugate form α,
resp. forms α and β. In principle, it is possible find a basis for H0,1(F (m,m, 3),C)λ
in terms of polynomial differential forms, but the formulas may become very com-
plicated. One example where the formulas remain simple is provided by the Zariski
sextic with six cusps in Proposition 6.6.
Proof. Assume first that m is not divisible by 3. Then Theorem 5.2 implies that
dimH1(F (m,m, 3),C)λ = 1. The differential form ω2 introduced in (3.3) belongs to
Syz(f)2m = H
2(K∗f )2m = E
1,0
1 (f)2m, it is clearly non-zero and it has a lifting to Z
2
f ,
given by the form ω2 itself. By Remark 3.2, ω2 gives rise to a non-zero element α in
H1(F (m,m, 3),C)λ since
exp(−2πi2m/(3m)) = exp(2πi/3) = λ.
The formula for this element α comes from the equation (2.12). When m is divis-
ible by 3, say m = 3m′, then the differential form ω′1 belongs also to Syz(f)2m =
H2(K∗f )2m = E
1,0
1 (f)2m, it is clearly independent of ω2 in E
1,0
1 (f)2m since the ar-
rangement is free, and it has a lifting to Z2f , given by the form ω
′
1 itself.
It remains to explain why the forms α and β have Hodge type (1, 0). Since the
Hodge filtration F p is contained in the pole order filtration P p, namely F p ⊂ P p for
any integer p, see [18, Equation (3.1.3)], it follows that
H1(F (m,m, 3),C)λ = F
0H1(F (m,m, 3),C)λ = P
0H1(F (m,m, 3),C)λ
and
F 1H1(F (m,m, 3),C)λ ⊂ P
1H1(F (m,m, 3),C)λ.
This yields an epimorphism
Gr0FH
1(F (m,m, 3),C)λ → Gr
0
PH
1(F (m,m, 3),C)λ = E
0,1
∞ (f)2m.
On the other hand, we clearly have
dimE0,1∞ (f)2m = dimH
1(F (m,m, 3),C)λ ≥ dimGr
0
FH
1(F (m,m, 3),C)λ.
This implies that the above epimorphism is in fact an isomorphism, and hence
F 1H1(F (m,m, 3),C)λ = P
1H1(F (m,m, 3),C)λ. Note that
α, β ∈ E1,0∞ (f)2m = P
1H1(F (m,m, 3),C)λ,
which completes the proof of Theorem 5.3.

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For m = 2, 3 the monomial arrangement is well understood, see [1, Section 5.5],
[35], [36], so from now on we assume m ≥ 4. We have already seen that the line
arrangement A(m,m, 3), m ≥ 4, is free with exponents d1 = m+1 and d2 = 2m−2.
Hence, for j < d1 one has AR(f)j = 0, while for d1 ≤ j < d2 one has
(5.2) AR(f)j = Sj−d1ρ1 = {(ga1, gb1, gc1) : g ∈ Sj−d1},
where one has a1 = x
m+1 − 2xym − 2xzm, b1 = y
m+1 − 2yzm − 2yxm and c1 =
zm+1−2zxm−2zym. It follows that in these cases the morphism δq from (4.1), (4.2),
for q = j + 2, can be identified with the morphism φj : Sj−d1 → M(f)j−1 given by
(5.3) g 7→ [(ga1)x + (gb1)y + (gc1)z].
It is easy to prove the following result.
Lemma 5.4. The morphism φj is injective for any j with d1 ≤ j < d2.
Proof. For g ∈ Sj−d1 we have
φj(g) = x
m(3xgx + rg) + y
m(3ygy + rg) + z
m(3zgz + rg),
with r = m − 3 − 2(j − d1). Note that j − d1 < d2 − d1 = m − 3 < m and
M(f)j−1 = Sj−1. Since x
m, ym, zm is a regular sequence in S, the equality φj(g) = 0
implies
3xgx + rg = 3ygy + rg = 3zgz + rg = 0.
This yields (j − d1 + r)g = 0. Note that j − d1 + r = m− 3− (j − d1) = d2 − j > 0,
and hence g = 0.

It follows that it is enough to consider the case j ≥ d2. Then
(5.4)
AR(f)j = Sj−d1ρ1⊕Sj−d2ρ2 = {(ga1+ha2, gb1+hb2, gc1+hc2) : g ∈ Sj−d1, h ∈ Sj−d2},
where a2 = y
m−1zm−1, b2 = x
m−1zm−1, c2 = x
m−1ym−1. In these cases the morphism
δq from (4.1), (4.2), for q = j + 2, can be identified with the morphism
φj : Sj−d1 ⊕ Sj−d2 →M(f)j−1
given by
(5.5) (g, h) 7→ [(ga1 + ha2)x + (gb1 + hb2)y + (gc1 + hc2)z].
Remark 5.5. In view of Example 2.2, it is enough to consider j ∈ [d2, 6m− 6] if we
want to check the E2-degeneracy of the spectral sequence. On the other hand, if we
want just to determine all the eigenvalues, in view of Theorem 1.2, it is enough to
consider j ∈ [d2, 3m− 3].
We give below the values of the differences ǫq, for q = j + 2, as defined in (4.4),
and obtained using Singular.
Theorem 5.6. Assume that 4 ≤ m ≤ 25. Then ǫq = 0, except for
(1) q = 2m and q = 4m, when ǫq = e
1
3(A(m,m, 3)), i.e. 1 if m is not divisible by
3 and 2 otherwise.
(2) q = 3m, when ǫq = 3m− 1.
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In particular one has the following,
(i) Conjecture 2.3 holds for the line arrangement A(m,m, 3) for m ∈ [4, 25].
(ii) For m ∈ [4, 25], the monodromy operator (5.1) has only cubic roots of unity
as eigenvalues.
If the arrangement A(m,m, 3) were deformable into a real arrangement, the claim
(ii) would follow from [38], but this does not seem to be the case. The arrangement
A(m,m, 3) is definitely not deformable to a real line arrangement, as can be seen by
an argument similar to [29, Proposition 4.6].
Example 5.7. Let G be a cyclic group of order 2m, whose generator T acts on C3
by
T (x, y, z) = (ξy, ξx, ξz),
where ξ is a primitive root of unity of order 2m. Then the Milnor fiber F (A(m,m, 3))
is clearly G-invariant, and hence there is an induced G-action on F (A(m,m, 3)).
Using Theorem 5.3, it follows that T ∗ = −Id on H1(F (A(m,m, 3)),C) 6=1.
5.8. The Hessian arrangement. The Hessian arrangement is given by the equa-
tion
A : f = xyz
(
(x3 + y3 + z3)3 − 27x3y3z3
)
= 0,
and consists of all the four singular members of the pencil P : uc1 + vc2, where
c1 = x
3 + y3 + z3 and c2 = xyz.
Each of these four members is a triangle. This arrangement plays a key role in the
theory of line arrangements, as it is the only known 4-net, see [36, Example 2.15],
[33, Example 8.7]. Its monodromy is computed in [7, Remark 3.3 (iii)], [33, Theorem
1.7]
Here we describe bases for the nontrivial eigenspaces H1(F,C)λ, with λ 6= 1.
To state our results, let us introduce some differential 2-forms associated with the
Hessian arrangement. Define
(5.6) ω1 = −x(y
3−z3) d y∧d z−y(x3−z3) d x∧d z+z(y3−x3) dx∧d y = dc1∧dc2,
and
(5.7) ω2 = A d y ∧ d z − B d x ∧ d z + C dx ∧ d y,
where
A = x7 + 3x4y3 + 3xy6 + 13x4z3 − 81xy3z3 + 34xz6,
B = y7 + 16y4z3 − 44yz6,
and
C = −10x6z − 21x3y3z − 13y6z − 31x3z4 + 47y3z4 + z7) dx ∧ d y.
It is known that A is a free arrangement with exponents (4, 7), see [37], [16], and the
generating syzygies correspond to the forms ω1 and ω2.
Theorem 5.9. For the Hessian arrangement, one has the following.
(1) The eigenspace H1,0(F,C)−1 is spanned by α = ι
∗∆(ω1).
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(2) The eigenspace H1,0(F,C)i = H
1(F,C)i is spanned by β1 = ι
∗∆(c1ω1) and
β2 = ι
∗∆(c2 · ω1).
Proof. Exactly as the proof of Theorem 5.3.

Example 5.10. Let G = Σ3, the permutation group acting on C
3 by permuting the
coordinates x, y, z. Then it is clear that the Milnor fiber F is G-invariant, hence we
get an induced action of G on F . Since the differential form ω1 is clearly invariant
under G (it is enough to check for a transposition x 7→ y, y 7→ x, z 7→ z), and
the cubic polynomials c1 and c2 are symmetric, it follows that the action of G on
H1(F,C) 6=1 is trivial. Note that the G-action on H
1(F,C)1 is not trivial, and can be
easily described.
6. Further examples
Recall that for a plane curve C : f = 0 of degree d, the integer k takes values in
the interval [1, d].
6.1. Free curves with non weighted homogeneous singularities. First we
consider the rational cuspidal curve
C : f = (xz − y2)3 − x2y4 = 0,
which is free with exponents d1 = 2, d2 = 3. It has a weighted homogeneous
E6-singularity located at the point [1 : 0 : 0], and a non-weighted homogeneous E14-
singularity located at [0 : 0 : 1]. This latter singularity has the same topological
type as the singularity u3 − v8, it has Milnor number µ(E14) = 14, and its Tjurina
number is τ(E14) = 13. It follows from the discussion in [2] that the fundamental
group of the complement coincides with Z/2 ∗Z/3 and the Alexander polynomial of
C is given by
∆C(t) := det(t · Id− h
∗|H1(F,C)) = t2 − t + 1.
By applying our computational approach to this curve, we obtain the next result.
Proposition 6.2. For the free curve C : f = (xz − y2)3 − x2y4 = 0, the following
hold.
(1) The generating syzygies ρ1 and ρ2 for AR(f) are given by
ρ1 = (2x
2,−xy,−2y2 − 2xz) and ρ2 = (6y
3 − 18xyz, 3y2z + 3xz2, 4y3 + 24yz2).
(2) d(yω(ρ1)) = 0. In particular α = ι
∗(∆(yω(ρ1)) spans the 1-dimensional vector
space H1,0(F,C)λ = H
1(F,C)λ, for λ = exp(πi/3).
(3) dimE1,02 (f)k = 1 for k = 5 and vanishes otherwise.
(4) dimE0,12 (f)k = 1 for k = 1, 4, 5, 6 and and vanishes otherwise.
(5) dimE1−t,t2 (f)k = 1 for any t ≥ 2 and any k ∈ [1, 6].
Notice that the spectral sequence E∗(f) does not degenerate in this case, see [18,
Theorem 5.2], and the dimensions ǫq from (4.4) verify
ǫq = 1 = µ(E14)− τ(E14),
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for q large, in fact q ≤ 10, as predicted by the theory, see [14, Proposition 3.7 and
Theorem 3.9]. On the other hand, the claim (3) implies the formula for ∆C(t) given
above, in view of Theorem 1.2.
Proof of Corollary 1.3. Now we explain along the same lines as above the proof
of Corollary 1.3. For any integer m ≥ 1, the generating syzygies can be chosen as
ρ1 = (0, 2y
m+1zm−1, x2m− 3ymzm) and ρ2 = (A,B,C), where the entries A,B,C are
given by A = 2x2mym−1 − 2y2m−1zm, B = 10x3m−1 − 8x2m−1ym + 30xm−1ymzm and
C = 8x2m−1ym−1z − 45xm−1ym−1zm+1.
When m is odd, 1 ≤ m ≤ 19, a direct computation using Singular shows that
E1,02 (f)k = 0 for any k ∈ [1, d], with d = 5m, which gives the claim in this case
via Theorem 1.2. When m is even, 2 ≤ m ≤ 20, the same computation gives
E1,02 (f)k = 0 for any k ∈ [1, d/2] and dimE
1,0
2 (f)k = 1 for any k ∈ (d/2, d], which
allow us to conclude again via Theorem 1.2. Note also that the curve C5m has two
singular points, namely at [0 : 1 : 0] and [0 : 0 : 1], and a local analysis at these
points using general principles shows that
τ(C5m) = 19m
2 − 8m+ 1 < 21m2 − 13m+ 2 ≤ µ(C5m),
for m ≥ 3. A computation by Singular in the case m = 2 gives τ(C10) < µ(C10).
In other words, for m ≥ 2, the curve C5m has at least a non weighted homogeneous
singularity, and hence the spectral sequence E∗(f) does not degenerate at E2.
6.3. A nearly free curve: the sextic with 9 cusps. Consider the sextic curve
C : f = x6 + y6 + z6 − 2(x3y3 + x3z3 + y3z3) = 0,
having 9 cusps and Alexander polynomial ∆C(t) = (t
2 − t+ 13, see for instance [30,
Corollary 12]. This curve is nearly free with exponents (3, 3). More precisely, the
generating syzygies are
ρ1 = (y
3 − z3, x2y,−x2z),
ρ2 = (xy
2, x3 − z3,−y2z),
ρ3 = (xz
2,−yz2, x3 − y3).
The generating second order syzygy is xρ1− yρ2+ zρ3 = 0. The algorithm described
in Remark 4.2 gives us the following.
Proposition 6.4. Let C : f = x6 + y6+ z6− 2(x3y3+ x3z3 + y3z3) = 0 be the above
sextic curve with 9 cusps. Then the following hold.
(1) Conjecture 2.3 holds for the sextic curve C.
(2) dimE1,02 (f)k = 3 for k = 5, dimE
0,1
2 (f)k = 3 for k = 1, and all the other
terms E1−t,t2 (f)k vanish.
(3) The 1-forms αj = ι
∗(∆(ω(ρj)) for j = 1, 2, 3 span the 3-dimensional vector
space H1,0(F,C)λ = H
1(F,C)λ, where λ = exp(πi/3).
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6.5. A Zariski sextic with six cusps. Consider the sextic curve
C : f = (x2 + y2)3 + (y3 + z3)2 = 0,
having 6 cusps on a conic and Alexander polynomial ∆C(t) = t
2 − t + 1, see for
instance [15, Theorem 6.4.9]. This curve is neither free, nor nearly free: the module
AR(f) has a minimal set of generators consisting of one syzygy of degree 3, namely
ρ1 = (yz
2,−xz2, xy2),
and 3 other syzygies of degree 5, among which
ρ2 = (y
3z2 + z5, 0,−x5 − 2x3y2 − xy4).
It is clear that d(ω(ρ1)) = d(ω(ρ2)) = 0, hence we get the following, using the
algorithm described in Remark 4.3.
Proposition 6.6. Let C : f = (x2 + y2)3 + (y3 + z3)2 = 0 be the above sextic curve
and set λ = exp(πi/3). Then the following hold.
(1) dimE1,02 (f)k = 1 for k = 5 and vanishes otherwise.
(2) α = ι∗(∆(ω(ρ1)) spans the 1-dimensional vector spaceH
1,0(F,C)λ = H
1(F,C)λ.
(3) β = ι∗(∆(ω(ρ2)) spans the 1-dimensional vector spaceH
0,1(F,C)λ = H
1(F,C)λ.
Note that the claim (1) implies the formula for ∆C(t) given above, in view of
Theorem 1.2.
6.7. A (3, 4)-torus type curve. Consider the degree 12 curve
C : f = (x3 + y3)4 + (y4 + z4)3 = 0,
which is a (3, 4)-torus type curve having 12 singularities E6 and Alexander polynomial
given by ∆C(t) = Φ6(t)Φ12(t), with Φm(t) being the m-th cyclotomic polynomial, see
for instance [31, Theorem 31]. This curve is neither free, nor nearly free: the module
AR(f) has a minimal set of generators consisting of one syzygy of degree 3, namely
ρ = (y2z3,−x2z3, x2y3),
and the other generating syzygies of degree at least 11. It is clear that
d(ω) = d(η1) = d(η2) = 0,
where ω = ω(ρ), η = ω((x3 + y3)ρ) and ω′ = ω((y4 + z4)ρ). Set λ = exp(πi/6) and
note that λ2 and λ
2
are the roots of Φ6(t), and λ, λ
5, λ, λ
5
are the roots of Φ12(t).
The algorithm described in Remark 4.3 yields the following.
Proposition 6.8. Let C : f = (x3 + y3)4 + (y4 + z4)3 = 0 be the above (3, 4)-torus
type curve. Then the following hold.
(1) dimE1,02 (f)k = 1 for k = 7, 10, 11 and vanishes otherwise.
(2) α = ι∗(∆(ω) spans the 1-dimensional vector space H1,0(F,C)λ5 = H
1(F,C)λ5.
(3) α′ = ι∗(∆(ω′) spans the 1-dimensional vector space H1,0(F,C)λ = H
1(F,C)λ.
(4) β = ι∗(∆(η) spans the 1-dimensional vector space H1,0(F,C)λ2 = H
1(F,C)λ2.
Again the claim (1) implies the formula for ∆C(t) given above, in view of Theorem
1.2.
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