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Kapitel 1
Einleitung
... mit anderen Worten mu¨ssen wir im allgemeinen
annehmen, daß man einem Elementarteilchen in der
Quantenmechanik einen gewissen Eigen-Drehimpuls zu-
schreiben kann, der mit der Bewegung des Teilchens im
Raum nichts zu tun hat. Diese Eigenschaft ist eine spe-
zifische Quanteneigenschaft (die beim U¨bergang ~ → 0
verschwindet...) und erlaubt prinzipiell keine klassische
Interpretation... [Lan 74].
Diese Textpassage entstammt aus dem Lehrbuch von Landau/Lifschitz und spie-
gelt den offensichtlichen Konflikt wieder, den eine semiklassische Theorie des Spins
haben sollte. 1 Es stellt sich jedoch heraus, dass, ebenso wie im spinfreien Fall ei-
ne semiklassische Theorie Quanteneffekte in Termen klassischer Mechanik erkla¨ren
kann, auch eine Integration des Quanteneffekts Spin in eine semiklassische
Theorie mo¨glich ist. Allerdings geschieht dies nicht immer im vertrautem Bild
eines sich rotierenden Teilchens.
Der Ursprung der Semiklassik (SK) -darunter versteht man Na¨herungen, die sich
im Limes ~ → 0 ergeben- reicht mit Einfu¨hrung der Bohrschen Quantisierungsbe-
dingung noch vor Beginn der Quantenmechanik (QM) zuru¨ck. Die Forderung, dass
der Bahndrehimpuls nur ganzzahlige Vielfache von ~ annehmen darf, erkla¨rte erfolg-
reich das Termschema des Wasserstoffs und dazu a¨hnlicher Atome. Auch der Spin
tritt bereits in dieser
”
Alten Quantenmechanik“ in Erscheinung. Erstmalig von Pau-
li 1925 abstrakt als eine
”
Vierte Quantenzahl“ eingefu¨hrt [Pau 25], wurde er kurz
darauf von Uhlenbeck und Goudsmith als die uns vertraute Elektroneneigenschaft
interpretiert [Uhl 25].
Es zeigte sich jedoch bald, dass in beiden Punkten die klassischen Vorstellungen
1Mit Spin ist stets der quantenmechanische Spin gemeint
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aufgegeben werden mussten. So scheiterte die Energiequantisierung bereits am He-
lium, dem zweiten Element des Periodensystems. Auch die Vorstellung eines sich
rotierenden Elektrons fu¨hrte zu Widerspru¨chen.
Die durch Heisenberg und Schro¨dinger eingeleitete
”
Neue Quantenmechanik“ lieferte
dagegen eine vereinheitlichte Theorie. Sie rechtfertigt in der WKB-Na¨herung nicht
nur das von Bohr urspru¨nglich ad-hoc eingefu¨hrte Postulat, sondern kennt auch
keine fundamentalen Schwierigkeiten, die sich bei Behandlung von klassisch nicht
integrablen Systemen stellen. Die von Dirac begru¨ndete relativistische Wellenme-
chanik lieferte zudem eine natu¨rliche Forderung nach dem Spin. Die nichtrelativisti-
sche Na¨herung dieser Gleichung fu¨hrt einer zweikomponentigen Gleichung, der auch
einen Term ∼ (∇V (r)×p) · s entha¨lt. Dabei werden die Bahnfreiheitsgrade r und p
auf nichttriviale Art an die des Spins s gekoppelt, man spricht auch von einer Spin-
Bahn Kopplung (LS-Kopplung). Die semiklassische Interpretation dieses Terms wird
Hauptgegenstand der vorliegenden Arbeit sein. Die LS-Kopplung tritt dabei nicht
nur in atomphysikalischen Problemen auf. Wa¨hrend sie dort meist relativ geringen
Einfluss auf die Energieniveaus hat, ist sie bei einer korrekten Kernbeschreibung
unbedingt notwendig. Mayer und Haxel zeigten, dass nur durch Hinzunahme dieses
empirischen Terms Kernspektren und Schaleneffekte in einem Ein-Teilchen Modell
richtig wiedergegeben werden ko¨nnen [May 48],[Hax 49].
Auf zunehmendes Interesse sto¨ßt die LS-Kopplung momentan in Halbleitersystemen.
Insbesondere fu¨r zuku¨nftige Entwicklungen, bei denen der Spin eine tragende Rolle
spielen soll, bekommt die LS-Kopplung als Wechselwirkung zur Elektronenbewegung
eine ganz besondere Bedeutung. Eine Eigenschaft, die solche Systeme besitzen ist,
dass sie von den Gro¨ßenordnungen her, in den Bereich der mesoskopischer Syste-
me fallen. Dieser Bereich zwischen Quanten- und klassischem Regime zeigt bereits
Quanteneffekte. Diese ko¨nnen, aufgrund der Komplexita¨t mit quantenmechanischen
Mitteln allerdings nicht ohne weiteres behandelt werden.
Der Beschreibung solcher Systeme kam eine Entwicklung zugute, die 1971 Gutzwiller
mit Einfu¨hrung der nach ihm benannten Spurformel einleitete [Gut 71]. Diese lieferte
das u¨ber 50 Jahre vermisste Gegenstu¨ck zur Bohr-Sommerfeld Quantisierung im Fal-
le eines klassisch nicht integrablen Systems. Zentrale Rolle bei der Beschreibung von
Quanteneffekten nehmen klassische periodische Bahnen ein. Man spricht auch von
einer
”
Periodic-Orbit Theorie“ (POT). Die Bahnen beschreiben dabei Quantenfluk-
tuationen gegenu¨ber der gemittelten spektralen Dichte. Inzwischen wurden a¨hnliche
Spurformeln an verschiedenste Situationen und Observablen, wie Gesamtenergie,
Suszeptibilita¨t oder Leitwerte, angepasst. Spurformel werden ha¨ufig benutzt im Zu-
sammenhang mit theoretischen Fragestellungen und Experimenten aus dem Bereich
des Quantenchaos (z.B. [Sto¨ 99]). Sie erlauben aber auch eine sehr einfache klassi-
sche Interpretation von Schaleneffekten bei Kernen [Boh 79], Metallclustern [Nis 90]
oder auch Quantendots [Bra 97c]. Weitergehende Anwendungen sind Transportpro-
bleme, z.B. [Ric 95] oder Kernspaltungen [Bra 97b]. Auch das Helium-Problem kann
7inzwischen als gelo¨st angesehen werden [Tan 00].
Bislang wurde in all solchen Anwendungen nichttriviale Spin-Effekte ausgeklam-
mert, obwohl viele der semiklassisch beschriebenen Systeme bekanntermaßen eine
starke LS-Kopplung aufweisen. Es stellt sich bei der Einbindung des Spins eine ganz
a¨hnliche Problematik, wie bei der U¨bertragung des integrablen Falls zum nicht in-
tegrablen. Auch hier bedarf es auf Seiten der SK ganz neuer Methoden, wa¨hrend
quantenmechanisch keine konzeptionelle A¨nderungen notwendig sind.
Eine naheliegendes Vorgehen, das zudem die Vorstellung eines sich rotierendes Teil-
chens unterstu¨tzt, basiert auf koha¨renten Spinzusta¨nde. Klassische Bewegungsglei-
chungen in einem um zwei Dimensionen vergro¨ßerten Phasenraum ko¨nnen daraus
abgeleitet werden ko¨nnen. Diese Methode nimmt allerdings keine Ru¨cksicht auf die
diskrete Natur des Spins und die bisherigen Analysen beschra¨nkten sich auf rein
klassische Untersuchungen [Roz 92].
Andere Mo¨glichkeiten der Einbindung wahren dagegen den quantenmechanischen
Charakter des Spins. In diesem Sinne wurden bereits entsprechende Erweiterungen
der Gutzwillerschen Spurformel vorgeschlagen [Lit 91],[Fri 93] und streng begru¨ndet
[Bol 98]. Diese werden im Verlaufe dieser Arbeit na¨her untersucht. Die Hauptidee bei
der Herleitung der modifizierten Spurformel besteht in einem WKB-a¨hnlichen ma-
trixwertigen Ansatz. Dabei wird zwischen den Fa¨llen schwacher und starker Kopp-
lung unterschieden. Ein wichtiges Ziel dieser Arbeit wird sein, diese verschiedenen
Arten einer Spineinbindung zu untersuchen. Neben analytisch zuga¨nglichen Syste-
men, wo ein exakter Vergleich zu den entsprechenden Resultaten der QM mo¨glich
ist, werden auch kompliziertere, nicht integrable Fa¨lle untersucht. Gerade bei diesen
Fa¨llen kommt neben der Anschaulichkeit einer semiklassischen Theorie auch noch
der Vorteil einer erheblichen Reduzierung des Rechenaufwandes hinzu.
Im einzelnen gliedert sich die Arbeit wie folgt:
Kapitel 2 fu¨hrt, soweit notwendig, in wichtige und ha¨ufig beno¨tigte Begriffe und
Eigenschaften von Hamiltonschen Systemen ein. Es wird auch ein spezielles 3-dim.
Koordinatensystem vorgestellt, dass bei semiklassischen Untersuchungen von Vor-
teil sein kann. Kapitel 3 behandelt neben den allgemein bekannten semiklassischen
Theorien wie EBK-Quantisierung und Spurformeln vor allem diejenigen, die eine
Einbindung des Spins ermo¨glichen. Hier findet auch die Unterscheidung der Fa¨lle
schwacher und starker Kopplung statt. Es folgen zwei Kapitel, wo die vorgestellten
Methoden an physikalisch motivierten Systemen angewendet werden. Im einzelnen
sind dies 2-dim. Elektronengassyteme mit verschiedenen Einschlusspotentialen (Ka-
pitel 4), sowie der allgemeine Fall eines 3-dim Oszillators mit LS-Kopplung (Ka-
pitel 5). Gerade dieser ist ein sehr wichtiges System, da einerseits die natu¨rliche
Beschreibung eines Spins drei Dimensionen fordert, andererseits der Oszillator als
harmonische Na¨herung von besonderer Bedeutung ist.
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In Kapitel 5 wird abschließend noch das Problem der Mode-Conversion angespro-
chen, einem noch nicht befriedigend gelo¨stem Problem, das unter gewissen Umsta¨nden
auftreten kann. Es werden dabei klassische Signaturen eines Spinflips erkannt.
Kapitel 2
Klassische Dynamik in
Hamiltonschen Systemen
Es folgt eine Einfu¨hrung wichtiger Eigenschaften von Hamiltonschen Systemen. Daneben
werden einige, bislang nur in zweidimensionalen Systemen gebra¨uchliche Begriffe, auf den
D-dim. Fall erweitert. Abschließend wird ein spezielles 3-dim Koordinatensystems vorge-
stellt, das stets der Trajektorie folgt und gewisse Vorteile ergibt.
2.1 Hamiltonsche Systeme
Viele Problemstellungen aus dem Bereich der Nichtlinearen Dynamik beschra¨nken
sich auf den Fall von ho¨chstens zwei Freiheitsgraden, D = 2. Dies liegt daran, dass
in konservativen Systemen dies der einfachste Fall ist, bei dem das dynamische
Verhalten von regula¨r bis hin zu ergodisch sein kann. 1
Physikalisch relevante Systeme besitzen oft mehr als diese zwei Freiheitsgrade, u¨bli-
cherweise sind es drei, bei N-Teilchenproblemen sogar 3N . Die nun folgende Ein-
fu¨hrung der Notation und Begriffen wird daher unabha¨ngig von der Dimension for-
muliert. Die Themenauswahl orientiert sich nach dieser Arbeit und hat nicht den
Anspruch auf Vollsta¨ndigkeit. Dazu sei auf entsprechende Standardliteratur verwie-
sen, etwa [Arn 89], [Wig 90].
Die klassische Hamiltonfunktion H(r,p) ist eine Funktion von den zueinander ka-
nonisch konjugierten Koordinaten, Ort r und Impuls p. Kombiniert bilden sie den
2D-komponentigen Phasenraumvektor γ =
(
r
p
)
. Davon abha¨ngige Funktionen F
werden wahlweise mit F (r,p) oder F (γ) bezeichnet.
1In dissipativen Systemen ist dies bereits in einer Dimension mo¨glich [Sch 00].
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Der Phasenraumvektor genu¨gt den Hamiltonschen Bewegungsgleichungen:
γ˙(t) = XH(γ(t)) (2.1)
wobei XH(γ(t)) =
(
∂H/∂p
−∂H/∂r
)
|γ (t)
auch als Fluss bezeichnet wird. γ(t) legt die
Phasenraumtrajektorie fest. In einem konservativem System la¨uft diese auf den
Fla¨chen konstanter Energie E und entlang der Bahn gilt H(γ(t)) = E = const.
Sind neben der Energie mindestens D − 1 weitere unabha¨ngige Erhaltungsgro¨ßen
vorhanden, so ist das System integrabel. Hier befinden sich die Trajektorien auf
Phasenraumfla¨chen, die topologisch typischerweise Zylinder- bzw. Torusstruktur be-
sitzen. Ist das System abgeschlossen, so liegt ein D−Torus vor.
Bei nichtintegrablen Systemen unterscheidet man weiter zwischen ergodischen und
solchen mit gemischtem Phasenraum. 2 Erstere liegen dann vor, wenn jede Tra-
jektorie das gesamte Phasenraumvolumen gleichma¨ßig ausfu¨llt. In physikalischen
Anwendungen sind jedoch gemischte Systeme die Regel. Hier existieren Phasen-
raumbereiche mit regula¨rer Bewegung, aber auch Bereiche des Chaos.
Zur Visualisierung und Gewinnung eines qualitativen Versta¨ndnisses der zugrun-
deliegenden Dynamik kann die Technik des Poincare´-Schnitts verwendet werden.
Hierbei werden die positiv orientierten Schnittpunkte einer Trajektorie mit einem
(2D − 1)−dim. Unterraum, (u¨blicherweise (ri = 0), i = 1, . . . D) gebildet. Dessen
Schnitt mit der Energieschale ergibt wiederum einen (2D − 2)−dim. Unterraum,
den sogenannten Poincare´-Schnitt. Nur bei D = 2 Problemen ist dieser wegen
(2D − 2) = 2 eine Ebene im eigentlichen Sinn. Fu¨r D > 2 kann, solange keine
weiteren Erhaltungsgro¨ßen vorliegen, der (2D − 2)−dim. Schnittraum nicht mehr
in der u¨blichen Weise dargestellt werden. Nur in Fa¨llen mit ausreichender Anzahl
an kontinuierlichen Erhaltungsgro¨ßen gelingt dies wieder. Allerdings mu¨ssen hier fu¨r
eine komplette Analyse Schnitte bei unterschiedlichen Werten der Erhaltungsgro¨ßen
erstellt werden. Dem Poincare´-Schnitt kann die zugrundeliegende Dynamik entnom-
men werden. In integrablen Systemen bilden sich 1-dim. Kurven aus, in ergodischen
enstehen dagegen verrauschte fla¨chige Strukturen. Im gemischten Fall sind beide
Bereiche gemeinsam vorhanden, hier entstehen im U¨bergangsbereich selbsta¨hnliche
Strukturen.
Die Abbildung, die gema¨ß (2.1) einen Punkt der Poincare´-Ebene zum na¨chsten
Schnittpunkt propagiert, heißt Poincare´-Abbildung. Fixpunkte von dieser bzw. de-
rer iterierter Abbildung sind periodischen Bahnen. Sie werden mit γi bezeichnet,
wobei i optional zur na¨heren Kennzeichnung dient. Diese schließen sich im Pha-
senraum mit der Periode Tγ, d.h. γi(t) = γi(t + Tγ) fu¨r alle t. Eine sehr wichtige
2Einen Sonderstatus nehmen pseudo-integrable Systeme ein, vgl. [Ric 81].
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Eigenschaft von periodischen Bahnen wird durch deren klassische Wirkung
Sγ(E) =
∫
γ
p · dr =
∫ Tγ
0
p(t) · r˙(t) dt (2.2)
gegeben. Sie spielt eine wichtige Rolle bei der EBK−Quantisierung und in Spurfor-
meln.
2.2 Diskrete Erhaltungsgro¨ßen
Die Poincare´-Abbildung ist in der Regel kompliziert. Meist kann dafu¨r kein geschlos-
sener Ausdruck angegeben werden und muss durch numerische Integration von (2.1)
bestimmt werden. Die Fixpunktsuche gestaltet sich, speziell in ho¨herdimensiona-
len Systemen, entsprechend aufwendig. Ein Verfahren hierzu beschreibt Anhang E.
Durch Existenz von Erhaltungsgro¨ßen ergeben sich jedoch Vereinfachungen. Im fol-
genden werden Auswirkungen diskreter Erhaltungsgro¨ßen diskutiert. Diese liegen
vor, wenn eine Phasenraumtransformation P : γ 7→ P (γ) die Hamiltonfunktion
invariant la¨sst.
P (H(γ)) := H(P (γ)) = H(γ). (2.3)
Damit folgt, dass mit jeder Lo¨sung γ(t) der Bewegungsgleichung wegen
P γ˙(t) = P (XH(γ(t))) = XH(P (γ(t))) (2.4)
P (γ(t)) ebenfalls eine Lo¨sung ist. Ist nun der Anfangswert von γ invariant unter P ,
so sind beide Bahnen zu jeder Zeit identisch
P (γ(0)) = γ(0)⇒ P (γ(t)) = γ(t) fu¨r alle t (2.5)
Wa¨re dies nicht der Fall, so ga¨be es zwei Lo¨sungen von (2.1) mit gleichem Anfangs-
wert, im Widerspruch zum Eindeutigkeitssatz. Dies fu¨hrt dazu, dass bestimmte Bah-
nen ausschließlich auf den P -invarianten Unterra¨umen des Phasenraums existieren.
Ist deren Dimension gering genug, so kann darauf ein Poincare´-Schnitt wenigstens
ein Teilbild der Dynamik wiedergeben. Obwohl dadurch nur geringe Teile des Pha-
senraums abgedeckt sind, sind solche Unterra¨ume gerade im Zusammenhang mit der
POT sehr wichtig. In vielen Fa¨llen finden sind gerade hier die relevanten Bahnen
kurzer Periode.
2.3 Stabilita¨t von periodischen Bahnen
Eine weitere wichtige Eigenschaft von periodischen Bahnen wird durch deren Stabi-
lita¨t gegeben. Sie beschreibt das Verhalten von Bahnen nach einem Umlauf, wenn
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ihre Anfangsbedingungen gesto¨rt werden. In linearer Na¨herung vermittelt die Mon-
odromiematrix den Zusammenhang zwischen Anfangs- δγ und Endvariation ∆γ.
∆γ = Mγδγ (2.6)
Man beachte, dass Mγ nicht nur von der Bahn γ abha¨ngt sondern auch vom gewa¨hl-
ten Koordinatensystem. Eine mo¨gliche Bestimmung kann durch Lo¨sen der Dgl.
X˙ (t) = JH ′′|γ (t)X (t), X (0) = 1l2D (2.7)
mit H ′′ =
∂2H(γ)
∂γ†∂γ
, J =
(
0 1lD
−1lD 0
)
(2.8)
entlang der Bahn γ erfolgen. Die Hessematrix H ′′ wird dabei entlang der Trajektorie
γ(t) ausgewertet. Sie wird multipliziert mit der symplektischen Einheitsmatrix J .
X (t) ist der sogenannte Matriziant. Zum Zeitpunkt der Periode entspricht er der
Monodromiematrix, d.h. M = X (Tγ). Man kann zeigen (z.B. [Eke 90]) , dass deren
Eigenwerte λi i = 1, . . . , 2D folgende Eigenschaften besitzen:
• Sie sind unabha¨ngig von der gewa¨hlten Anfangsvariation δγ.
• λi = 1 fu¨r mindestens zwei i. Die zugeho¨rigen Eigenvektoren sind einer la¨ngs
des Flusses und ein weiterer senkrecht zur Energieschale. Weitere triviale Ei-
genwerte existieren bei Vorhandensein von kontinuierlichen Erhaltungsgro¨ßen.
• Mit dem Eigenwert λi existieren stets auch die Eigenwerte λ−1i und λ∗i . Dies
folgt aus der Symplektizita¨t des Matrizianten X(t) bzw. von M .
Oft werden die Eigenwerte λi = 1 herausgenommen und man bildet die reduzierte
Monodromiematrix M˜ . Alternativ wird sie auch als Stabilita¨tsmatrix bezeichnet.
M =



 1 ∗. . .
0 1


2(1+k)
∗
0 M˜2D−2(1+k)

 (2.9)
Die mit * markierten Stellen bezeichnen beliebige Eintra¨ge. Die Dimension von
M˜ verringert sich bei Vorhandensein von k kontinuierlichen Erhaltungsgro¨ßen auf
2D−2(k+1). Im Falle von D = 2 und k = 0 ist wegen dem paarweise Auftreten von
Eigenwerten ein eindeutiger Zusammenhang zwischen irgendeinem Eigenwert λ 6= 1
und der Spur der Stabilita¨tsmatrix gegeben:
tr M˜ = λ+ λ−1 (2.10)
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Es hat sich eingebu¨rgert diesen Ausdruck zur Charakterisierung der Stabilita¨t ei-
ner Bahn zu verwenden. Dabei wird zwischen stabil (| tr M˜ | < 2), marginal stabil
(| tr M˜ | = −2) und instabil (| tr M˜ | > 2) unterschieden. Eine besondere Stellung
nimmt der Wert (tr M˜ = 2) ein. Hier kann es zu Bifurkationen isolierter periodischer
Bahnen kommen. Dabei entstehen oder verschwinden Bahnen, wenn ein Parameter
kontinuierlich vera¨ndert wird. In mehr als zwei Dimensionen gibt es keinen eindeu-
tigen Zusammenhang zwischen tr M˜ und dem Stabilita¨tsverhalten einer Bahn 3. Es
la¨sst sich aber ein entsprechend verallgemeinerter Begriff einfu¨hren. Dazu werden,
unter der Voraussetzung, dass alle Eigenwerte 6= 1 mit ihrem inversen paarweise
angeordnet sind, folgende Summen
Λi = λ2i + λ2i−1 = λ2i + λ
−1
2i (2.11)
gebildet. Oder anders ausgedru¨ckt, Λ summiert jeweils die zueinander inversen Ei-
genwerte. Λ wird als Stabilita¨tswert bezeichnet, vgl. Abb. 2.1. Es gilt der Zusam-
menhang
tr M˜ =
D−1−k∑
i=1
Λi. (2.12)
Bei einem 2-dim. System mit k = 0 reduziert sich daher Λ gerade auf tr M˜ . Weiterhin
sei eingefu¨hrt:
Eine Bahn heiße
• stabil falls |Λi| < 2 fu¨r alle i =
1, . . . , D − 1− k.
• instabil falls |Λi| > 2 fu¨r alle i =
1, . . . , D − 1− k.
• gemischt stabil in allen anderen
Fa¨llen.
Re z
Im z
λ
λΛ
-1
Λ
-1
λλ
Abbildung 2.1: Der Stabilita¨tswert
Λ ist die Summe der zueinander in-
versen Eigenwerte von M˜ .
Gemischt stabile Bahnen zeigen, je nach Richtung der Sto¨rung im Phasenraum, so-
wohl stabiles als auch instabiles Verhalten. Man beachte jedoch, dass das stabile
Phasenraumvolumen um einen Fixpunkt vom Maße Null ist, sobald Λi > 2, i =
3Es gilt zwar etwa im Falle D = 3: |det(M˜ − 1l)|1/2 = 2− 2 tr M˜ + 1
2
(tr2 M˜ − tr M˜2). Hier wird
aber neben tr M˜ auch die Kenntnis von tr M˜2 beno¨tigt.
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0., . . . D − 1− k gilt.
Bifurkationen treten im Fall D > 2 dann auf, wenn Λi = 2 fu¨r mindestens ein
i = 1, . . . , D − 1 − k gilt. Im Zusammenhang mit Spurformeln wird es an diesen
Punkten zu Divergenzen kommen, vgl. Ausdruck (3.4) und (3.5).
2.4 Die reduzierte Monodromiematrix fu¨r D = 3
Die Monodromiematrix eines Hamiltonsches Systems besitzt, wie bereits gesehen,
stets die zwei trivialen Eigenwerte λ = 1. Diese entsprechen einem Eigenvektor
der entlang der periodischen Bahn zeigt und einem weiteren senkrecht zur Energie-
schale. In vielen Anwendungen sind diese beiden Vektoren bedeutungslos, etwa bei
der Bestimmung der Stabilita¨tsamplitude, oder sogar hinderlich, wie im Falle des
Newton-Raphson Verfahrens zur Bahnensuche. Eckardt und Wintgen zeigten, wie
durch Benutzung eines lokalen Koordinatensystem diese absepariert werden ko¨nnen
[Eck 91]. Die nun folgende Untersuchung verallgemeinert deren Idee auf den Fall
D = 3. Es muss dazu eine lineare Koordinatentransformation gefunden werden, so
dass die neuen Koordinaten folgende Eigenschaft zeigen.
1. Eine Koordinate zeigt la¨ngs der Bahn.
2. Eine weitere liegt senkrecht zur Energieschale.
3. Die verbleibenden vier sind paarweise kanonisch konjugiert, senkrecht unter-
einander und auch senkrecht zu 1. und 2.
Folgende Matrix vermittelt eine solche Abbildung. (Aus Platzgru¨nden erfolgt ein
Wechsel der Notation rx = x, ry = y, rz = z, px = u, py = v, pz = w).
A =


x˙ y˙
2+z˙2+v˙2+w˙2−u˙v˙−x˙y˙
αβ
−(x˙−y˙)z˙−(u˙−v˙)w˙
βγ
− u˙
α2
−x˙v˙+y˙u˙
αβ
−(x˙−y˙)w˙+z˙(u˙−v˙)
βγ
y˙ x˙
2+z˙2+u˙2+w˙2−x˙y˙−u˙v˙
αβ
(x˙−y˙)z˙+(u˙−v˙)w˙
βγ
− v˙
α2
x˙v˙−y˙u˙
αβ
−z˙(u˙−v˙)+(x˙−y˙)w˙
βγ
z˙ −(x˙+y˙)z˙−(u˙+v˙)w˙
αβ
γ
β
− w˙
α2
(x˙+y˙)w˙−z˙(u˙+v˙)
αβ
0
u˙ x˙v˙−y˙u˙
αβ
(x˙−y˙)w˙−z˙(u˙−v˙)
βγ
x˙2
α2
y˙2+z˙2+v˙2+w˙2−u˙v˙−x˙y˙
αβ
−(x˙−y˙)z˙−(u˙−v˙)w˙
βγ
v˙ −x˙v˙+y˙u˙
αβ
z˙(u˙−v˙)−(x˙−y˙)w˙
βγ
y˙2
α2
x˙2+z˙2+u˙2+w˙2−x˙y˙−u˙v˙
αβ
−z˙(w˙−v˙)+(x˙−y˙)w˙
βγ
w˙ −(x˙+y˙)w˙+z˙(u˙+v˙)
αβ
0 z˙
α2
−(x˙+y˙)z˙−(u˙+v˙)w˙
αβ
γ
β


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mit α =
√
x˙2 + y˙2 + z˙2 + u˙2 + v˙2 + w˙2 (2.13)
β =
√
2(z˙2 + w˙2) + (x˙− y˙)2 + (v˙ − u˙)2
γ =
√
(x˙2 − y˙2) + (u˙2 − v˙2)
A ist symplektisch (A−1 = −JA†J) und phasenraumvolumenerhaltend det(A) = 1.
Man erkennt in der ersten Spalte den Flussvektor und in der vierten den senkrecht
zur Energieschale liegenden Vektor.
Mit dieser Abbildung ergibt sich unmittelbar die reduzierte Monodromiematrix. Eine
etwas langwierige Rechnung zeigt, dass diese folgende Gestalt hat.
M˜(t) = A−1(t)X (t)A(0) =


1 ∗ ∗ ∗ ∗ ∗
0 a1,1 a1,2 ∗ b1,1 b1,2
0 a2,1 a2,2 ∗ b2,1 b2,2
0 0 0 1 0 0
0 c1,1 c1,2 ∗ d1,1 d1,2
0 c2,1 c2,2 ∗ d2,1 d2,2

 (2.14)
Es gehen nur die Werte der Blockmatrizen A,B,C,D ein. Die eigentliche Verein-
fachung tritt bei einer numerischen Bestimmung von M˜ ein. Durch Auswerten von
(2.14) und (2.8)
d
dt
(A−1X ) = L(A−1X ) (2.15)
mit L =


0 ∗ ∗ ∗ ∗ ∗
0 l1,1 l1,2 ∗ l1,3 l1,4
0 l2,1 l2,2 ∗ l2,3 l2,4
0 0 0 0 0 0
0 l3,1 l3,2 ∗ l3,3 l3,4
0 l4,1 l4,2 ∗ l4,3 l4,4

 ,
ergibt sich eine Lo¨sung von A−1X und wegen (2.14) auch eine von M˜ . Man erkennt,
dass nur die Blo¨cke A − D in einem 4−komponentigen System koppeln. Damit
reduziert der totale Aufwand zum Lo¨sen der Bahnbewegung und Stabilita¨t von
6 + (6 · 6) = 42 auf 4 + (4 · 4) = 20 Komponenten.
Andererseits sind die einzelnen li,j in der Regel sehr komplizierte von der Phasen-
raumtrajektorie und der Zeit abha¨ngige Terme. Es ha¨ngt daher vom jeweiligem
System ab, ob der reduzierte Formalismus numerische Vorteile nach sich zieht. An-
hang B zeigt jedoch, wie Transformation (2.13) ausgenutzt werden kann, um den
Maslov-Index eines 3-dim. Oszillators zu bestimmen.
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Kapitel 3
Semiklassische Na¨herungen
Dieses Kapitel gibt zuna¨chst eine Zusammenfassung derjenigen semiklassischen Theorien,
die sich auf skalare Wellengleichungen beziehen. Es sind dies die EBK-Quantisierung, se-
miklassische Spurformeln sowie semiklassische Sto¨rungsrechnung. Daneben wird das Pro-
blem angesprochen, das bei Fouriertransformation von δg(E) in klassisch nicht harmoni-
schen Systemen auftritt. Zentraler Punkt dieses Kapitels werden die Theorien von Little-
john und Flynn bzw. die von Bolte und Keppeler sein. Sie ermo¨glichen die semiklassische
Einbindung der LS-Kopplung.
3.1 EBK-Quantisierung
Die Quantisierung von klassisch integrablen Systemen geht mit mit der Bohr-Som-
merfeld Quantisierungsbedingung noch vor die Einfu¨hrung der QM zuru¨ck. Im Rah-
men der nach Wentzel [Wen 26], Kramers [Kra 26] und Brillouin [Bri 26] benannten
WKB-Na¨herung konnte dieses, zuna¨chst ad-hoc eingefu¨hrte Postulat inklusive Null-
punktskorrekturen, gerechtfertigt werden.
In moderner Form (dies betrifft v.a. den U¨bergang zu Torusvariablen) gilt diese
Regel allgemein fu¨r ein D-dim. integrables System und wird nach Einstein [Ein 17],
Brilloin [Bri 26b] und Keller [Kel 58] als EBK-Quantisierung bezeichnet.
Zu deren Betrachtung sei ein geschlossenes System angenommen. Ist dieses integra-
bel, so findet nach dem Poincare´-Hopf-Theorem die Bewegung auf einem D−Torus
im Phasenraum statt. Darauf liegen D primitive Schleifen Ci, i = 1, . . . D, die we-
der zu einem Punkt zusammenziehenbar sind noch ineinander u¨berfu¨hrbar sind. Die
EBK-Quantisierungsbedingung besagt nun, dass entlang jeder dieser Schleifen die
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Bedingung
Sk =
∮
Ck
p · dr = 2pi~(nk + µk/4) nk ∈ N, k = 1, . . . , D (3.1)
erfu¨llt sein muss. Dieses Resultat ist korrekt im semiklassischen Sinne, d.h. fu¨r große
Quantenzahlen. 1
Bedingung (3.1) resultiert aus der Tatsache, dass in einem semiklassischen Ausdruck
der Wellenfunktion diese eindeutig definiert werden muss. Da die klassische Wirkung
in einer 2pi periodischen Funktion erscheint, muss diese eine entsprechende Vielfache
davon sein. Zusa¨tzliche Phasenkorrekturen in Form der Maslov-Indizes µk ergeben
sich im Zusammenhang mit Kaustiken der Trajektorie (Details z.B. in [Tab 89]).
Aus (3.1) folgt eine Quantisierung der klassischen Wirkungen und somit auch die
der Energie. Damit klassifiziert sich E mit D Quantenzahlen, d.h. E = En1,...,nD .
3.2 Der glatte und der oszillatorische Teil der Zu-
standsdichte
Die EBK-Quantisierung ist in ihrer Anwendung auf klassisch integrable Systeme
beschra¨nkt. In ergodischen oder gemischten Fa¨llen kann schon wegen der kompli-
zierten Phasenraumstruktur Bedingung (3.1) nicht angewandt werden. Der zu (3.1)
analoge Zusammenhang fu¨r solche Systeme wird durch sogenannte Spurformeln ver-
mittelt. Erstmals 1971 von Gutzwiller [Gut 71] formuliert, wurden diese mittlerweile
an verschiedenste Situationen angepasst.
Fu¨r das Versta¨ndnis einer Spurformeln sei zuna¨chst die quantenmechanische Zu-
standsdichte g(E) betrachtet. In einem geschlossenen System ergibt sich diese aus
Summation der diskreten Eigenenergien Ek.
g(E) =
∑
k
δ(E − Ek) (3.2)
Entartungen erscheinen durch Ek = El, k 6= l. Bei der Herleitung der Spurformel
(z.B. [Gut 90]) nehmen klassische Bahnen der La¨nge Null einen Sonderstatus an.
Deren Beru¨cksichtigung fu¨hrt zum glatten Anteil g˜(E) in der Zustandsdichte. Der
verbleibende Beitrag
g(E) = g˜(E) + δg(E) (3.3)
wird als oszillierender Anteil δg(E) bezeichnet. Der glatte Anteil wird in dieser Ar-
beit nur am Rande behandelt. Die Auswirkungen der LS-Kopplung auf g˜(E) sind
1In manchen Systemen wie dem harmonische Oszillator oder dem Wasserstoffproblem ist die
EBK-Quantisierung auch bei kleinen Quantenzahlen exakt.
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schon seit la¨ngerem bekannt [Jen 75], eine Anwendung dessen erfolgt in Kapitel 5.3.1.
g˜(E) ist nur insofern von Bedeutung, da zur Bestimmung von δg(E) dieser Beitrag
aus dem Quantenspektrum extrahiert werden muss. Eine Mo¨glichkeit besteht in
einer systematische Behandlung von g˜(E) in einer Wigner-Kirkwood Entwicklung
[Wig 32], [Kir 33]. Je nach mitgenommener ~-Ordnung ergeben sich damit der be-
kannte Thomas-Fermi bzw. Erweiterter Thomas-Fermi Beitrag. Voraussetzung ist
hier die analytische Kenntnis von H. Fu¨r numerische Zwecke kann alternativ die so-
genannte Strutinsky-Mittelung erfolgen [Str 67], [Str 68]. Hier la¨sst sich g˜(E) alleine
aus der Kenntnis des Spektrum bestimmen. In dieser Arbeit wurde stets dieser Weg
gewa¨hlt.
3.3 Spurformeln
3.3.1 Die Gutzwillersche Spurformel
Die nach Gutzwiller benannte Spurformel liefert einen Zusammenhang zwischen dem
oszillierenden Anteil der Zustandsdichte und rein klassischen Gro¨ßen.
δg(E) =
1
~pi
∑
γ
Tγ0
| det(M˜ − 1l2D−2)|1/2︸ ︷︷ ︸
Aγ
cos
(
1
~
Sγ − pi
2
σγ
)
(3.4)
Die Summe erstreckt sich dabei u¨ber alle periodischen Bahnen γ inklusive derenWie-
derholungen. Der Faktor vor dem Kosinus-Term wird auch als Stabilita¨tsamplitude
Aγ bezeichnet und entha¨lt neben der primitiven Periode Tγ0 , die Stabilita¨tsmatrix
M˜ . Im Argument der Kosinusfunktion erscheint die klassische Wirkung Sγ (vgl.
(2.2)) und der Maslov-Index σγ . Diese ganze Zahl bestimmt sich auf nichttriviale
Weise aus der Bahntopologie, vgl. Anhang E. Die Energieabha¨ngigkeit auf der rech-
ten Seite erstreckt sich auf Aγ(E), Sγ(E) und z.T. auch auf σ(E). Die Spurformel
ist in Form (3.4) auf den Fall isolierter Bahnen beschra¨nkt. Dies schließt sowohl
Situationen nahe einer Bifurkation aus, als auch Systeme mit kontinuierlichen Sym-
metrien. In beiden Fa¨llen divergiert die Amplitude, die sich auch in Form
Apo = Tγ0|∏D−1i=1 (2− Λi)|1/2 (3.5)
schreibt, da einer der Stabilita¨tswerte Λ = 2 erfu¨llt. Bifurkationen lassen sich durch
Benutzung von Normalformen [Alm88] und uniforme Na¨herungen (z.B. [Sch 97])
behandeln. Im Falle von Symmetrien sei auf den na¨chsten Abschnitt verwiesen.
Ausdruck (3.4) summiert u¨ber alle vorhandenen periodischen Bahnen. Deren Sta-
bilita¨tsamplituden sind dabei von gleicher Gro¨ßenordnung, so dass Ausdruck (3.4)
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keine absolut konvergente Reihe darstellt. Gleichermaßen erkennt man, dass die
auf der linken Seite von (3.4) vorhandenen scharf lokalisierten Energiefluktuationen
nicht durch Summation u¨ber endlich viele Terme zustande kommen ko¨nnen. Nur
in einigen seltenen Fa¨llen gelingt die Summe u¨ber alle Bahnen. Ansonsten la¨sst
sich das Problem durch die Einfu¨hrung einer Da¨mpfungsfunktion lo¨sen. Faltet man
die Zustandsdichte, etwa mit einer Gaussfunktion, so dass lediglich ein sogenanntes
”
Coarse-grained“ Verhalten sichtbar bleibt,
gρ(E) =
1
ρ
√
pi
∑
k
exp
{−[(E − Ek)/ρ]2} (3.6)
so werden umgekehrt in der Spurformel Bahnen großer Wirkung in ihrer Amplitude
geda¨mpft, vgl. [Bra 97].
Aγ(E)→ Aγ(E) exp
[
(−ρTγ/2~)2
]
(3.7)
Der Da¨mpfungsfaktor ρ wird im folgenden so gewa¨hlt, dass in (3.2) benachbarte
Zusta¨nde gemittelt werden, das Schalenverhalten jedoch erkennbar bleibt. Meist
genu¨gen einige wenige Bahnen fu¨r eine ausreichende Beschreibung von δgρ(E).
3.3.2 Spurformeln fu¨r Systeme mit Symmetrien
Spurformel (3.4) ist in ihrer Anwendung auf Systeme mit isolierten periodischen Bah-
nen beschra¨nkt. Existiert dagegen eine k−dim. kontinuierliche Symmetrie, so kommt
es zur Ausbildung einer k-dim. Bahnfamilie. Diese, im folgendem mit Γ bezeichnet,
bildet eine Menge von Bahnen identischer Wirkung, die mittels k Parameter ste-
tig ineinander u¨berfu¨hrbar sind. Eine Folge ist, dass in der Monodromiematrix M
mindestens 2+2k Eigenwerte λ = 1 erfu¨llen. In einen solchen Situation mu¨ssen abge-
wandelte Spurformeln benutzt werden, wie sie in [Ber 76], [Ber 77], [Str 75], [Cre 91]
oder [Cre 92] zu finden sind. Stellvertretend sei
δg(E) =
1
pi~
1
(2pi~)k/2
∑
Γ
TΓVΓ cos
(
1
~SΓ − σΓ pi2 − kpi4
)
|Q0|1/2|JΓ|1/2| det(M˜ − 1l)|1/2
(3.8)
aus [Cre 92] gezeigt. Die Summe erstreckt sich nun u¨ber Bahnfamilien Γ. Die Wir-
kung SΓ, die Periode TΓ sowie der Maslov-Index σΓ ko¨nnen dabei irgendeiner Bahn
der Familie γ ∈ Γ entnommen werden. M˜ ist die reduzierte Monodromiematrix.
Die Ausdru¨cke VΓ, JΓ und Q0 ha¨ngen von der zugrundeliegenden Symmetriegruppe
ab und sollen an dieser Stelle nicht weiter vertieft werden. Einzelheiten finden sich
dazu in [Cre 91],[Cre 92], oder [Bra 97]. An dieser Stelle soll der Einfluss der Bah-
nentartung auf die ~-Ordnung betont werden. Bahnfamilien mit hoher Entartung
dominieren in der Zustandsdichte.
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3.3.3 Semiklassische Sto¨rungsrechnung
Wa¨hrend Spurformel (3.4) nur fu¨r Systeme mit isolierten periodischen Bahnen gu¨ltig
ist, so setzt Spurformel (3.8) gewisse Symmetrien voraus. Behandelt man nun ein
System, dass mittels Variation eines Parameters zwischen beiden Zusta¨nden wech-
seln kann, so muss ein Formalismus gefunden werden, der beide Fa¨llen interpoliert.
Ein solcher Vorgang wird auch als uniforme Na¨herung bezeichnet. Ein wichtiges
Element stellt in diesem Zusammenhang die von Creagh entwickelte semiklassische
Sto¨rungsrechnung fu¨r symmetriegebrochene Systeme dar [Cre 95],[Bra 98].
Es stellt sich heraus, dass nahe des symmetrischen Falles die dort gu¨ltige und oft
bekannte Spurformel lediglich durch einen vergleichsweise einfach zu bestimmenden
Modulationsfaktor modifiziert werden muss. Sei etwa das System
H = H(0) + αH(1), α¿ 1 (3.9)
gegeben. H(0) besitzt gewisse kontinuierliche Symmetrien, die durch H (1) gebrochen
werden. Dabei verlieren die in H (0) vorhandenen Bahnfamilien Γ zumindest einen
Teil ihrer Entartung. Der Modulationsfaktor bestimmt sich nun aus folgenden Be-
ziehungen:
MΓ(α,E) = 1
VG
∫
dµ(g) ei∆SΓg (α) (3.10)
mit ∆SΓg(α) = −α
∫
Γg(t)
H(1) dt (3.11)
Gleichung (3.11) beschreibt die Wirkungsa¨nderung eines Mitglieds der ungesto¨rten
Bahnfamilie, wa¨hrend (3.10) diese bezogen auf die Entartung der einzelnen Mitglie-
dern mittelt. Aufgrund der kontinuierlichen Symmetrie erscheint an dieser Stelle das
Gruppenmaß dµ(g) der zu H (0) geho¨rigen Symmetriegruppe. Die Gro¨ßeMΓ(α,E)
erscheint in der Spurformel als zusa¨tzlicher Amplitudenfaktor.
3.4 Die Fouriertransformierte von δg(E)
Die Gutzwillersche Spurformel (3.4) stellt im wesentlichen eine Fourierzerlegung
der Gro¨ße δg(E) dar. Diese Tatsache kann man ausnutzen, um aus einem gegeben
Eigenwertspektrum auf klassische Gro¨ßen, wie Bahnperiode oder Maslov-Indizes, zu
schließen. Dieser Vorgang wird auch als inverse Quantenchaologie bezeichnet.
Ist das zugrundeliegende klassische System harmonisch, d.h. die Bahnumlaufzeiten
sind energieunabha¨ngig, so zerfa¨llt die Wirkung in Sγ(E) = ETγ und die Stabi-
lita¨tsamplitude zeigt keine Energieabha¨ngigkeit. Fu¨hrt man eine Fouriertransfor-
mation bzgl. der Energie durch
FT (δg(E)) =
∫ ∞
0
δg(E) eiEtdt, (3.12)
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so liegen die Peaks des Betragsquadrats |FT (δg(E))|2 genau bei den Frequenzen
von periodischen Bahnen. Die Phase des i.A. komplexen Ausdrucks (3.12) gibt fer-
ner Auskunft u¨ber den in (3.4) auftretenden Maslov-Index. Da die Zustandsdichte
normalerweise nur bis zu einem maximalen Energiewert Emax bekannt ist, tritt in der
Transformation (3.12) links als Argument δg(E)Θ(Emax−E) auf. Es folgt rechts eine
Peakverbreiterung der Ordnung ∼ E−1max sowie spuriose Seitenpeaks. Eine Verbesse-
rung kann erzielt werden, wenn das Spektrum nicht sprunghaft mit Θ(Emax − E)
sondern mit einer weichen Fensterfunktion abgeschnitten wird. Im folgenden wird
dazu stets eine Gaussfunktion exp
(− [(E − Emax)/τ ]2) benutzt, wobei τ so ange-
passt wurde, dass die Funktion beim letzten gu¨ltigen Eigenwert auf ho¨chstens 5%
abgefallen ist. Mehr u¨ber die Bedeutung von Fensterfunktionen findet sich in [Bla 97].
Die Benutzung von (3.12) setzt Harmonizita¨t im zugrundeliegenden System voraus.
Der 3-dim. Oszillator aus Kapitel 5 erfu¨llt beispielsweise diese Forderung. Ist dagegen
das System nicht harmonisch, so mittelt (3.12) u¨ber die Frequenzen von Bahnen
verschiedener Energien. Verschmierte Fourierpeaks sind die Folge. In solchen Fa¨llen
muss die Transformation bzgl. einer modifizierten Gro¨ße erfolgen. Die im folgenden
vorgestellte Methode richtet sich dabei nach derjenigen, die Friedrich und Wintgen
bei ihren Untersuchungen des Wasserstoffproblems im Magnetfeld verwendet haben
[Fri 90]. Es wird jedoch auf das Skalierungsverhalten des in Kapitel 6 auftretenden
Problems bereits Ru¨cksicht genommen.
Hierzu sei die Hamiltonfunktion
H(r,p) = H0(r,p) + κH1(r,p), (3.13)
betrachtet, wobei die einzelnen Bestandteile gema¨ß
H0(ηr, ηp) = η
2H0(r,p)
H1(ηr, ηp) = ηH1(r,p) η ∈ R, (3.14)
skalieren. Die klassische Dynamik in einem solchen System ha¨ngt in der Regel von
den beiden Gro¨ßen E und κ ab.
Fu¨hrt man neue Koordinaten ein
r˜ = κ−1r p˜ = κ−1p (3.15)
so transformiert sich (3.13) zu
H˜(r˜, p˜) = H0(r˜, p˜) +H1(r˜, p˜) (3.16)
wobei die neue Hamiltonfunktion durch H˜ = H/κ2 mit der alten zusammenha¨ngt.
Gleiches gilt fu¨r die skalierte Energie e.
e =
E
κ2
(3.17)
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Am Fehlen von κ in (3.16) erkennt man, dass die Dynamik nunmehr allein von e
abha¨ngt. Die Wirkung einer Bahn transformiert sich ebenfalls:
S(E) =
∫
p · dr = κ2
∫
p˜ · dr˜ = κ2s(e) (3.18)
Erreicht man nun, dass e = const. gilt, so bleibt s(e) ebenfalls konstant. In der
Spurformel erscheint wegen (3.18) im Kosinus-Argument der Term κ2const. Trans-
formiert man nun bzgl. κ2, so treten an den Inversen der skalierten Wirkung s(e)
Maxima auf. Transformiert man dagegen nach E, so liegen Peaks von periodischen
Bahnen wegen (3.17) an der Stelle e/s(e). Dieser Ausdruck wird im folgenden noch-
mals invertiert, so dass letztendlich die Gro¨ße s(e)/e einem Fourierspektrum ent-
nommen werden kann. Man beachte, dass im harmonischen Fall dieser Ausdruck
gerade der Periode T entspricht.
Die Bedingung e = const. gibt in der κE−Ebene einen parabelfo¨rmigen Zusam-
menhang. Die Energien, die in der Fouriertransformation eingehen, mu¨ssen sowohl
darauf liegen als auch gleichzeitig Eigenwerte des Systems mit entsprechendem κ
sein. Diese Forderung lo¨st man in der Praxis dadurch, dass man zuna¨chst bei ver-
schiedenen Werten κ diagonalisiert, und anschließend den interpolierten Verlauf der
Niveaus Ek(κ) mit e = const. schneidet.
3.5 Semiklassische Na¨herungen zur LS-Kopplung
Mehrkomponentige Systeme, wie Dirac- oder Pauli-Gleichung, ko¨nnen nicht mit For-
mel (3.4) beschrieben werden. Der naive Versuch wu¨rde bereits am Fehlen einer
entsprechenden klassischen Hamiltonfunktion scheitern. Die Einbindung des Spins
erfolgt quantenmechanisch durch entsprechende Erweiterung des Hilbertraums. Ab-
gesehen von einem gewissen Mehraufwand, der sich bei einer konkreten Anwendung
stellt, existieren keine fundamentalen A¨nderungen gegenu¨ber einer spinfreien QM.
Es wird sich herausstellen, dass dies gerade bei einer semiklassischen Behandlung
nicht der Fall ist. Das nachfolgende Vorgehen orientiert sich am wichtigen Spin-1/2
Fall, Verallgemeinerungen auf ho¨here Spin-Systeme ergeben sich aber ohne weiteres.
Der entsprechende Hamiltonoperator sei durch
Hˆ(rˆ, pˆ) =
[ 1
2m
pˆ2 + Vˆ (rˆ)︸ ︷︷ ︸
Hˆ0
]
1l2 + κ Cˆ(rˆ, pˆ) · σˆ︸ ︷︷ ︸
HˆLS
(3.19)
gegeben. Er beschreibt ein Teilchen der Masse m in einem externen Potential Vˆ (rˆ),
das zudem gewissen Wechselwirkungen aufgrund des Spins unterliegt. Hˆ0 vereinigt
alle zur Einheitsmatrix proportionalen Terme. Die restlichen Terme ko¨nnen stets
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in Form von HˆLS
2 ausgedru¨ckt werden. Darin koppelt der Vektor Cˆ(rˆ, pˆ) an die
Pauli-Matrizen σˆ = (σˆx, σˆy, σˆz) mit
σˆx =
(
0 1
1 0
)
σˆy =
(
0 −i
i 0
)
σˆz =
(
1 0
0 −1
)
(3.20)
an. Cˆ(rˆ, pˆ) hat die Funktion eines fiktiven, von der Bahnbewegung erzeugten Ma-
gnetfeldes. Es kann sich im Prinzip um jede beliebige glatte Funktion der Phasen-
raumkoordinaten handeln. Die LS-Kopplung im eigentlichen Sinne besitzt jedoch
die Gestalt
κ Cˆ(rˆ, pˆ) =
~
4m2c2
(
∇Vˆ (rˆ)× pˆ
)
. (3.21)
Dieser Ausdruck kann aus einer nichtrelativistische Na¨herungen der Dirac-Gleichung
na¨her begru¨ndet werden kann. Im folgenden wird κ nicht fest an dem Vorfaktor in
(3.21) gebunden sein, sondern als freier Kontrollparameter dienen.
Befindet sich ein Teilchen der Ladung e zusa¨tzlich in einem externen Magnetfeld, so
kann dies in (3.19) durch Ersetzung des kanonischen Impulses durch den kinetischen
pˆ → pˆi = pˆ − eAˆ sowie der Erga¨nzung des fiktiven Magnetfeldes um das externe
Cˆ → Cˆ + Bˆ, geschehen. Beim Vektorpotential Aˆ wird in dieser Arbeit stets die
symmetrische Eichung benutzt.
3.5.1 Die Fa¨lle schwacher und starker Kopplung
Die LS-Kopplung besitzt aufgrund des Spinvektors eine Proportionalita¨t bezu¨glich
~. Die Kopplungskonstante κ ist von der Form κ = ~κ, wenn κ einen von ~ freien
Beitrag bezeichnet, der im semiklassischen Limes konstant bleibt. Die semiklassische
Entwicklung findet u¨blicherweise in Potenzen von ~ statt. Dabei ist der Grenzwert
~ → 0 zu verstehen. Der Wert ~ kann natu¨rlich nicht vera¨ndert werden. Fu¨r die
Gu¨ltigkeit einer semiklassischen Theorie in einer konkreten Anwendung kommt es
vielmehr darauf an, inwieweit typische auftretende Wirkungen S groß gegenu¨ber ~
sind, d.h. der semiklassische Limes kommt durch S/~→∞ zustande.
Bei einem großen Wert von κ kann es durchaus Sinn machen, den LS-Term an ande-
rer als vorgesehener Stelle einzuordnen. Im folgenden werden zwei Fa¨lle betrachtet:
WCL: Schwache Kopplung oder
”
Weak Coupling Limit“
Hier wird κ = const. gefordert. Fu¨r die Kopplung gilt daher κ ∼ ~, sie tritt in
schwacher Form auf. Der Spin tritt als quantenmechanische und damit kleine
Gro¨ße auf. Der Term muss bei einer semiklassischen Ordnungsreihe an der
Stelle ~ beru¨cksichtigt werden.
2Die Bezeichnung LS steht allgemein fu¨r eine Spin-Bahn Kopplung und wird auch dann ver-
wendet, wenn die Kopplung nicht von der Art L · S ist.
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SCL: Starke Kopplung oder
”
Strong Coupling Limit“
Hier soll die Kopplung κ im Limes unendlich stark werden, und zwar so, dass
das Produkt ~κ konstant bleibt. Dieser Fall einer großen Kopplungskonstante
bewirkt, dass der LS-Term bereits in fu¨hrender Ordnung auftritt.
3.5.2 Die Methode nach Littlejohn/Flynn
Littlejohn und Flynn bescha¨ftigten sich ab 1991 in einer Reihe von Arbeiten mit
der semiklassischen Behandlung von mehrkomponentigen Wellengleichungen. Das
Problem war zu diesem Zeitpunkt nicht neu und wurde bereits von anderen Au-
toren kurz nach Einfu¨hrung der Gutzwillerschen Spurformel untersucht. In einer
Arbeit von Balian und Bloch findet sich schon 1974 das Konzept der Diagonalisie-
rung des Wellenoperators [Bal 74]. Bernstein befasste sich mit der Einbindung in
einer WKB-Theorie [Ber 75]. Die Bedeutung des Berry-Terms erkannten Kuratsjuji
und Iida im Zusammenhang mit Pfadintegralen [Kur 85], der NN-Term war auch
schon in Arbeiten von Bernstein [Ber 75] und Kaufman[Kau 87] zu finden. Doch erst
Littlejohn und Flynn vereinigten alle Punkte, die eine korrekte EBK-Quantisierung
ermo¨glichen [Lit 91]. Eine Anwendung dessen erfolgt in [Lit 92] in einem spha¨rischen
System mit LS-Kopplung. Fu¨r die Untersuchung von klassisch nicht integrablen Sy-
stemen und damit die Benutzung der Spurformel bedarf es allerdings einer gewissen
ad-hoc Annahme, die Frisk und Guhr kurze Zeit spa¨ter formulierten [Fri 93]. Es hat
sich inzwischen herausgestellt, dass deren Vorgehen genau richtig war, der Nachweis
wurde allerdings auf anderem Wege beschritten, vgl. Abschnitt 3.5.3. Es folgt nun
eine kurze U¨bersicht der wichtigsten Schritte aus [Lit 91]. Gema¨ß dem Vorgehen in
[Lit 92] und [Fri 93] wird ausschließlich auf den SCL-Fall eingegangen. O.B.d.A kann
eine Beschra¨nkung auf den zweikomponentigen Fall stattfinden. Entsprechend lautet
die Schro¨dingergleichung
Hˆ(rˆ, pˆ)Ψ(r) = EΨ(r), (3.22)
wobei
Hˆ(rˆ, pˆ) =
(
Hˆ1,1(rˆ, pˆ) Hˆ1,2(rˆ, pˆ)
Hˆ2,1(rˆ, pˆ) Hˆ2,2(rˆ, pˆ)
)
Ψ(r) =
(
Ψ1(r)
Ψ2(r)
)
(3.23)
zweikomponentig sind. Die Grundidee besteht darin, dass mittels eines unita¨ren
Operators Uˆ(rˆ, pˆ), das urspru¨ngliche Problem Hˆ(rˆ, pˆ) auf Diagonalform gebracht
wird.
Uˆ †(rˆ, pˆ)Hˆ(rˆ, pˆ)Uˆ(rˆ, pˆ) = Λˆ(rˆ, pˆ) =
(
λ+(rˆ, pˆ) 0
0 λ−(rˆ, pˆ)
)
(3.24)
Damit entkoppeln die Gleichungen und Spurformel (3.4) bzw. (3.8) ko¨nnen einzeln
angewendet werden. Das eigentliche Problem, das bei der Umformung (3.24) auftritt,
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liegt darin begru¨ndet, dass in Hˆ Operatoreintra¨ge auftreten. Mit Hilfe des Weyl-
Symbols 3
A(r,p) =
∫
d3q exp (−i/~ r · p) 〈r+ q/2|Aˆ|r− q/2〉, (3.25)
die einem Operator Aˆ eine klassische Phasenraumfunktion A(r,p) eindeutig zu-
ordnet, kann jedoch zuna¨chst jeder einzelne Eintrag transformiert werden, bevor die
Diagonalisierung der nunmehr komplexwertigen Matrix durchgefu¨hrt wird. Der Dia-
gonalausdruck kann anschließend mit der zu (3.25) inversen Transformation wieder
ru¨ckga¨ngig gemacht werden. Fu¨r eine Auswertung der Spurformel ist dieser Schritt
nicht mehr notwendig, da ohnehin ein klassischer Ausdruck beno¨tigt wird. Eine wei-
tere Schwierigkeit tritt auf, da die Transformierte des Produkts Cˆ = AˆBˆ sich gema¨ß
der Moyal-Formel
C(r,p) = A(r,p) exp
[
i
~
2
( ←
∂
∂r
→
∂
∂p
−
←
∂
∂p
→
∂
∂r
−
)]
B(r,p)
= A(r,p)B(r,p) +
i~
2
{A(r,p), B(r,p)}+O(~2) (3.26)
bestimmt. Die Pfeile auf den Ableitungen geben hier die Richtung an, in der sie
wirken sollen, {..} bezeichnet die klassische Poissonklammer.
Man erkennt, dass ho¨here Ordnungen des Ordnungsparameters ~ unweigerlich auf-
treten. Dies legt folgenden Potenzreihenansatz nahe: 4
Uˆ(rˆ, pˆ) → U(r,p) =
∑
k
~kU (k)(r,p)
Λˆ(rˆ, pˆ) → Λ(r,p) =
∑
k
~kΛ(k)(r,p) (3.27)
Die Auswertung von (3.24) unter Beru¨cksichtigung von (3.26) ergibt folgendes Re-
sultat:
Λ(0)(r,p) = U (0)†(r,p)H(r,p)U (0)(r,p) (3.28)
Die niedrigste Ordnung bestimmt sich durch Diagonalisierung von H(r,p). Wertet
man (3.28) fu¨r das LS-System (3.19) aus so folgt fu¨r die beiden Diagonalelemente:
λ
(0)
± = H0 ± κ|C(r,p)| (3.29)
3Wichtige Eigenschaften dazu finden sich z.B. in [McD88].
4Die in [Lit 91] durchgefu¨hrte Entwicklung nach einer zuna¨chst von ~ unterschiedlichen kleinen
Gro¨ße wird hier nicht durchgefu¨hrt.
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Die Terme sind bis auf das Vorzeichen der LS-Kopplung identisch.
Zur Bestimmung der Terme der na¨chsten Ordnung werden zusa¨tzlich die Eigenvek-
toren τ (±) = (τ±1 , τ
±
2 ) zu den Eigenwerten λ
(0)
± beno¨tigt. Es ergibt sich:
Λ(1) =
(
λ
(1)
+ 0
0 λ
(1)
−
)
=
(
λ
(1B)
+ + λ
(1NN)
+ 0
0 λ
(1B)
− + λ
(1NN)
−
)
(3.30)
mit λ
(1B)
± = −i
2∑
k=1
τ
∗(±)
k {τ (±)k , λ(0)± }, (3.31)
λ
(1NN)
± = −
i
2
2∑
k,l=1
(
Hk,l − (E + λ(0)± )δk,l
)
{τ ∗(±)k , τ (±)l }. (3.32)
Die Unterscheidung hinsichtlich Berry-Term λ
(1B)
± und No-Name-Term
5 λ
(1NN)
±
ist dadurch bedingt, dass ersterer mit einer geometrischen Phase identifiziert werden
kann. Ausserdem unterscheiden sie sich in ihren Eichtransformationseigenschaften
(vgl. unten).
Beide Ausdru¨cke sind in Form (3.31) und (3.32) meist schwer auswertbar, sie ko¨nnen
aber folgendermaßen umgeschrieben werden [Fri 93]:
λ
(1B)
± = ∓
1
2
(1− cos θ)φ˙ (3.33)
λ
(1NN)
± =
κ
2
eTBV
′′(r)eB (3.34)
V ′′(r) = ∂2V (r)/∂r†∂r bezeichnet hierbei die Hessematrix des externen Potenti-
als sowie eB = (cosφ sin θ, sinφ sin θ, cos θ) den Einheitsvektor des C−Vektors in
Polarkoordinatendarstellung. Man erkennt sofort, dass die beiden Terme folgende
Eigenschaft haben:
• Der Berry-Term besitzt, je nach Polarisation unterschiedliches Vorzeichen, der
NN-Term dagegen gleiches.
• Beide Terme ha¨ngen ausschließlich von der Richtung des C-Vektors ab.
• A¨ndert C seine Richtung nicht, so gilt λ(1B)± = 0. Zeigt C immer in Richtung
der z−Achse so folgt zudem
λ
(1NN)
± =
κ
2
∂2V (r)
∂r2z
. (3.35)
5Von manchen Autoren wird dieser Term auch als Poisson-Kru¨mmungs-Term bezeichnet
[Emm96].
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Zwei bislang u¨bergangene Probleme stellen sich als sehr wichtig heraus:
• Eichinvarianz: Die Transformation U (0) in (3.24) ist nicht eindeutig. Jede
Spalte von U (0) und damit die Eigenvektoren τ± ko¨nnen einer Eichtransfor-
mation unterworfen werden,
τ±(r,p)→ eiθ±(r,p) τ±(r,p), (3.36)
die durch den lokalen Winkel θ±(r,p) vermittelt wird. Dabei stellt es sich her-
aus, dass der Term λ(1B) unter einer solchen Transformation nicht eichinvari-
ant ist. Dieser Vorgang entspricht der Situation, wie sie bei der Berry-Theorie
zum adiabatischen Transport eines Quantenzustands im Parameterraum auf-
tritt [Ber 84]. Der Eigenvektor τ u¨bernimmt dabei die Rolle des Zustands,
wa¨hrend die Parametrisierung der Hamiltonfunktionen durch die Phasenraum-
koordinate erfolgt.
Durch die Nichteichinvarianz erscheint obiges Vorgehen willku¨rlich und gewis-
sermaßen nicht wohldefiniert. Littlejohn und Flynn erkannten das Problem
und fu¨hrten nichtkanonische Koordinaten ein. Die Handhabung dieser neuen
Koordinaten macht jedoch den Formalismus schwerfa¨llig, da sich diese gema¨ß
γ′i = γi − i~τ †{τ ,γi}, i = 1, . . . , 2D (3.37)
ergeben. γ beschreiben hier die alten Koordinaten, z.B. γ i = erx , . . . epx , . . . .
Zudem stellt es sich sogar heraus, dass diese neuen Koordinaten auch in Syste-
men benutzt werden mu¨ssen, in denen der Berry-Term verschwindet [Lit 92].
• Mode-Conversion:Das zweite Problem wird auch als Mode-Conversion (MC)
bezeichnet werden. Diese tritt auf, wenn im Phasenraum die Gleichung
C(r,p) = 0 (3.38)
erfu¨llt ist. Bei obiger Diagonalisierung wurde implizit angenommen, dass (3.38)
nicht gilt. Beide Eigenwerte λ+ und λ− sind daher nicht entartet.
6 An ver-
schiedenen Stellen der Herleitung erscheint diese Forderung. Beispielsweise ist
Potenzreihenansatz (3.27) nur in Bereichen fernab dieser Punkte gerechtfertigt
[Fri 87]. U¨berdies sind in einer semiklassischen Theorie nicht nur die exakten
Entartungspunkte kritisch, sondern auch all die Bereiche im Phasenraum, die
einen mit ~ vergleichbaren Abstand dazu besitzen. Leider kann nicht ausge-
schlossen werden, dass klassische Bahnen solche Phasenraumbereiche treffen.
In Kapitel 6 wird ein solches Beispiel vorgestellt.
6Daraus folgt auch, dass eine Behandlung des WCL nicht mo¨glich ist, da hier in fu¨hrender
Ordnung global entartete Eigenwerte vorliegen.
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Die Anwendung der nichtkanonischen Koordinaten ist aufwendig und verhindert
eine einfache Anwendung der Spurformel. Frisk und Guhr machten daher folgende
ad-hoc Annahme [Fri 93].
SCL1 Die einzelnen Komponenten
λ
(0)
± (r,p) = H±(r,p) = H0(r,p)± κ|C(r,p)| (3.39)
fungieren als klassische Hamiltonfunktion. Sie legen einzeln die Dy-
namik und damit periodische Bahnen, Stabilita¨t und Maslov-Index
fest. Es werden wie u¨blich kanonische Koordinaten verwendet.
SCL2 Die semiklassische Wirkung S =
∫
γ
p dr wird um
∆S =
∫ Tγ
0
[
λ1NN± (γ(t)) + λ
1B
± (γ(t))
]
dt (3.40)
korrigiert.
Tatsa¨chlich stellte sich heraus, dass die Regeln (SCL1) und (SCL2) einem Spezialfall
der spa¨teren exakten Theorie von Keppeler und Bolte entsprechen. Dessen Weg soll
nun kurz wiedergegeben werden.
3.5.3 Der exakte Zugang von Bolte und Keppeler
Eine im semiklassischen Sinne exakte Spurformel fu¨r eine System mit LS-Kopplung
wurde 1998 von Bolte und Keppeler im Rahmen ihrer Untersuchung zur Spurformel
eines Dirac-Teilchens aufgestellt [Bol 98],[Bol 99]. Es folgt ein U¨berblick u¨ber deren
Hauptidee sowie die wichtigsten Schritte. Dabei wird von Anfang an auf die spezielle
Form der LS-Kopplung eingegangen. Die in [Bol 99] benutzte und fu¨r ein exaktes
Vorgehen notwendige Da¨mpfungsfunktion, wird zugunsten einer leichteren Lesbar-
keit nicht verwendet. Ganz nebenbei ergibt sich im Falle κ = 0 eine zu [Gut 90]
alternative Herleitung der Spurformel.
Ausgangspunkt stellt die zeitabha¨ngige Schro¨dingergleichung dar:
i~
∂Ψ(r, t)
∂t
= HˆΨ(r, t) (3.41)
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mit dem Hamiltonoperator
Hˆ = − ~
2
2m
∆+ V (r) + κ Cˆ(r,p) · σˆ (3.42)
Gleichung (3.41) kann durch den Ansatz
Ψ(r, t) =
∫
V
K(r,q, t)Ψ0(q) d
3q (3.43)
gelo¨st werden, wobei der Integralkern K(r,q, t) u¨ber das Ortsvolumen V integriert
wird. Im Falle eines diskreten Spektrums schreibt sich dieser als
K(r,q, t) =
∑
k
Ψk(r)Ψ
∗
k(q) e
−i/~Ekt. (3.44)
Fu¨r das weitere Vorgehen wird die Greensfunktion beno¨tigt. Sie ist die zeitliche
Fouriertransformierte des Integralkerns.
G(r,q, E) = lim
²→0
i
~
∫ ∞
0
K(r,q, t) ei/~ (E+i²)t dt (3.45)
= lim
²→0
∑
k
Ψk(r)Ψ
∗(q)
E − Ek − i² (3.46)
Die Zustandsdichte ergibt sich schließlich durch Spurbildung,
tr G(r,q, E) =
∫
G(r,q, E)dV (3.47)
=
∑
k
[
P 1
E − Ek + ipiδ(E − Ek)
]
(3.48)
und damit
g(E) =
1
pi
Im [tr G(r,q, E)] . (3.49)
Die bisherigen Schritte lieferte allgemein den Zusammenhang zwischen Propagator
K(r,q, t) und der Zustandsdichte g(E). Die Idee einer semiklassischen Behandlung
besteht nun darin, dass fu¨r K(r,q, t) ein Potenzreihenansatz in Ordnungen von ~
gemacht wird und anschließend die Schritte (3.46) bis (3.49) mit diesen ebenfalls
durchlaufen werden. Im Sinne der SK brauchen hierbei nur fu¨hrende Beitra¨ge in ~
betrachtet werden. Die Einbindung des Spins erfolgt an dieser Stelle durch einen
WKB-Ansatz mit matrixwertigen Amplituden.
K(r,q, t) =
1
(2pi~)3
∫
V
∞∑
k=0
(
~
i
)k
ak(r,q, t; ζ) e
i/~φ(r,q,t;ζ ) d3ζ (3.50)
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Wa¨hrend die Terme ak(r,q, t; ζ) nunmehr 2 × 2 Matrizen sind, bleibt die Phasen-
funktion φ(r,q, t; ζ) gegenu¨ber dem spinlosen Fall unvera¨ndert. Setzt man Ausdruck
(3.50) in (3.41) ein und sortiert nach ~-Potenzen, so ergibt sich:(
1
2m
(∇rφ)2 + V (r) + À + ∂φ
∂t
)
a0
+
(
~
i
)([
1
2m
(∇rφ)2 + V (r) + ∂φ
∂t
]
a1+ (3.51)
∆rφ
2m
a0 +
∇rφ
m
∇ra0 − iÁ a0 + ∂a0
∂t
)
+O(~2) != 0
Jede der Potenzen von ~ muss verschwinden. Das weitere Vorgehen ha¨ngt nun ent-
scheidend davon ab, ob der WCL- oder SCL-Fall betrachtet wird.
Behandlung des WCL
Im Falle des WCL entha¨lt κ den Faktor ~. Dementsprechend erscheint in (3.51) an
Position Á der Ausdruck κC(r,p) · σ. In fu¨hrender Ordnung ergeben sich keine
A¨nderungen gegenu¨ber dem spinlosen Fall, d.h. À= 0. Es folgt daraus die bekannte
Hamilton-Jacobi-Gleichung
H(∇rφ, r) + ∂φ
∂t
= 0, (3.52)
mit der klassischen Hamiltonfunktion H(p, r) = p2/2m + V (r). Die klassische Dy-
namik bleibt von der LS-Kopplung unbeeinflusst.
Die semiklassische Amplitude a0 bestimmt sich aus dem Term der Ordnung ~. Die
genauere Auswertung zeigt, dass sie in der Form
a0(r(q, ξ, t),q, t, ξ) =
√
det
(
∂2S(r, (q, ξ, t),q, t, ξ)
∂rk∂ξj
)
d(r(q, ξ, t),q, t, ξ) (3.53)
geschrieben werden kann. Der Wurzelterm in (3.53) ist identisch zum skalaren Fall.
Neu ist jedoch der matrixwertige Faktor d(r(q, ξ, t),q, t, ξ). Die weitere Analyse
ergibt, dass diese 2× 2 Matrix folgendem Anfangswertproblem genu¨gen muss:
d˙(t) =
iκ
~
(
C (r(t),p(t)) · σˆ)d(t), d(0) = 1l2 (3.54)
Diese Gleichung kann geometrisch auch in Form eines Spinvektors s(t) gedeutet
werden, der um das momentane Magnetfeld C(r,p) pra¨zediert.
s˙(t) =
κ
~
C
(
r(t),p(t)
)× s(t) (3.55)
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Fu¨hrt man nun fu¨r den semiklassischen Propagator die Schritte (3.46) bis (3.49)
durch, so ergibt sich die Spurformel. Hier kommt es durch (3.49) und die zur Integra-
tion beno¨tigten Sattelpunktsna¨herungen zur Forderung nach periodischen Bahnen.
Es stellt sich heraus, dass die Hinzunahme von d lediglich durch eine zusa¨tzliche
Spur zum Zeitpunkt Tγ , in Form einer Amplitudenkorrektur, beru¨cksichtigt werden
muss.
Aγ → Aγ tr d(Tγ) (3.56)
Insbesondere wird keine periodische Spinbewegung gefordert. Im Falle κ → 0
ergibt sich wegen tr d(Tγ) = 2 ein trivialer Spin-Faktor.
Das komplette Vorgehen im Falle des WCL la¨sst sich auch wie folgt zusammenfassen:
WCL1 Die Wirkung Sγ, Stabilita¨tsamplitude Aγ und der Maslov-Index σγ
bestimmen sich wie im spinlosen Fall. Die zugrundeliegende Dyna-
mik wird durch H0 gegeben.
WCL2 Es erscheint in der Spurformel ein zusa¨tzlicher Amplitudenfaktor
tr d(Tγ), (3.56). Dieser bestimmt sich gema¨ß Dgl. (3.54)
Behandlung des SCL
Im Falle des SCL muss der LS-Term bereits in fu¨hrender Ordnung beru¨cksichtigt
werden, entsprechend erscheint in (3.51) dieser an Position À der Term κC(r,p) ·σ,
Stelle Á bleibt dagegen unbesetzt. Der fu¨hrende Beitrag ist nunmehr zweikompo-
nentig. Eine Lo¨sung kann aber gefunden werden, wenn man die klassischen Symbole
diagonalisiert. Die Dynamik folgt den beiden Eigenwerten
H±(r,p) = H0(r,p)± κ|C(r,p)|. (3.57)
Diese sind identisch mit denen aus der Methode von Littlejohn und Flynn. Auch die
dortige Annahme von nicht entarteten Eigenwerten muss gemacht werden. Anders
als dort erscheinen jedoch die zusa¨tzlichen Ausdru¨cke, Berry- und NN-Term hier
nicht. Die Diagonalisierung wird bereits an klassischen Symbolen durchgefu¨hrt und
es kommt zu keinen Ordnungsproblemen aufgrund der Moyal-Regel. Berry und NN-
Term treten vielmehr erst bei weiterer Auswertung der semiklassischen Amplitude
auf. Es zeigt sich dabei, dass sie letztlich genau in Form von Regel SCL2 beru¨ck-
sichtigt werden mu¨ssen. Das Problem von nichtkanonischen Koordinaten tritt bei
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diesem Zugang nicht auf. Das Vorgehen ist bis auf die Annahme der nichtentarteten
Eigenwerte und der semiklassischen Na¨herung exakt. Bolte und Keppeler konnten
so zeigen, dass die ad-hoc Annahme von Frisk und Guhr tatsa¨chlich korrekt waren.
3.5.4 Vergleich von SCL und WCL
Die Einbindung des Spins gema¨ß SCL bzw. WCL sind verschiedene Grenzwertbe-
trachtungen des gleichen Problems, jedoch mit ganz unterschiedlichen Konsequenzen
hinsichtlich der klassischen Dynamik. Im Falle des WCL bleibt diese unvera¨ndert.
Der Spin dagegen pra¨zediert um das durch C(r,p) lokal vorgegebene Magnetfeld,
vgl. Abb. 3.1. Es findet keine Ru¨ckwirkung des Spins auf die Bahnbewegung statt.
In der Spurformel tritt als Zusatzfaktor der Term tr d(Tγ) auf. Er ergibt sich auf-
grund der am Bahnende vorliegenden Spinausrichtung. Orientiert sich dieser etwa
wa¨hrend eines Umlaufs in die entgegengesetzte Richtung, so gilt tr d(Tγ) = 0, die
Bahn besitzt keinen Beitrag in der Spurformel; ist er mit der Anfangsposition iden-
tisch, gibt es dagegen den maximalen Beitrag, d.h. tr d(Tγ) = 2. Abgesehen von der
semiklassischen Na¨herung werden keine zusa¨tzlichen Annahmen bei Methode WCL
beno¨tigt.
Im Gegensatz dazu setzt die SCL-Methode eine adiabatische Na¨herung voraus. Diese
wird benutzt, wenn lokal die Koordinaten gerade so gedreht werden, dass der Spin
sich in z−Richtung orientiert. Die Bahnbewegung folgt zwei modifizierten Hamil-
tonfunktionen. Diese ko¨nnen mit den beiden Spinpolarisationen identifiziert werden.
H+ ←→ Spin up H− ←→ Spin down (3.58)
Die adiabatische Na¨herung ist allerdings nur dann gu¨ltig, wenn eine Spinausrichtung
definiert werden kann. Problematisch sind Bereiche des Phasenraums, woC(r,p) auf
kleiner Skala große Richtungsa¨nderungen aufweist. Dies ist gerade in der Na¨he der
MC Fla¨che C(r,p) = 0 der Fall. Eine mo¨gliche Konsequenz ist ein Spinflip. Es
kommt zu einer A¨nderung der Polarisation, was sich in der klassischen Dynamik
durch eine Vertauschung der beiden Hamiltonfunktionen a¨ußert. Eine allgemeine
Theorie zu diesem Pha¨nomen existiert leider noch nicht. In Kapitel 6 werden jedoch
einige Punkte dazu na¨her untersucht.
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Abbildung 3.1: Bei der WCL-Methode bleibt die klassische Bahn unvera¨ndert. Der Spin
pra¨zediert um das lokale Magnetfeld C(r(t),p(t)). Im Falle des SCL erfolgt eine lokale
Koordinatentransformation derart, dass das Magnetfeld entlang der z-Achse ausgerichtet
ist. Die beiden neuen Systeme H± ko¨nnen mit den Spinpolarisationen identifiziert werden.
Kapitel 4
LS-Kopplung im 2-dim.
Elektronengas
In 2-dim. Elektronengasen kann eine LS-Kopplung in Form des Rashba-Terms auftreten.
In diesem Abschnitt wird damit die semiklassische Einbindung der LS-Kopplung demon-
striert. Die meist analytisch zuga¨nglichen Systeme erlauben eine direkte Kontrolle der
gemachten Na¨herungen.
Mesoskopische Systeme werden momentan intensiv erforscht. Diese, sich gerade im
U¨bergangsbereich von klassischer zu QM befindlichen Systeme, ko¨nnen aufgrund
ihrer Komplexita¨t mit einer mikroskopischen Theorie oft nur bedingt beschrieben
werden. Umgekehrt lassen deren Abmessungen bereits die Ausbildung von Quan-
teneffekten zu, so dass gerade hier semiklassische Beschreibungen oftmals die einzig
mo¨glichen sind. Sehr viele Untersuchungen finden dabei an 2-dim. Elektronengas-
systemen (2DEG) statt. Sie zeigen ein reiches Spektrum ganz neuer physikalischer
Effekte, wie etwa den (fraktionalen) Quanten-Hall Effekt oder Quasiteilchen mit
fraktionaler Statistik. 2DEGs werden u¨blicherweise durch Halbleiterschichtstruktu-
ren realisiert. Der Einsatz verschiedener Materialien sowie Dotierungen erlauben die
weitgehende Kontrolle verschiedener Eigenschaften wie Bandlu¨cke oder die Lage der
Fermienergie. Zudem ermo¨glichen moderne Herstellungsprozesse sowohl laterale als
auch vertikale Strukturierung auf einer Skala im nm-Bereich. Das Experiment kann
einer theoretischen Fragestellung angepasst werden. Beispielsweise ko¨nnen ku¨nstli-
che
”
Atome“ oder
”
Kristalle“ in Form von Quantendots bzw. Minibandstrukturen
hergestellt und theoretisch untersucht werden.
Daneben sind solche Systeme auch fu¨r Anwendungen in Form von integrierten Schal-
tungen interessant. Wa¨hrend momentan Bauelemente stets auf elektronischer Basis
arbeiten, wird fu¨r die Zukunft auch die Einbindung des Spins in Erwa¨gung gezogen,
man spricht auch von
”
Spintronik“. Im Zusammenhang mit dem Spin-Transport
35
36 KAPITEL 4. LS-KOPPLUNG IM 2-DIM. ELEKTRONENGAS
spielt die LS-Kopplung, wie sie in gewissen Halbleitern auftreten kann, eine sehr
wichtige Rolle.
Transportprobleme ko¨nnen experimentell vergleichsweise direkt gemessen werden.
Eine volle quantenmechanische Behandlung ist dagegen schwierig. Diesem Umstand
verdankt es sich, dass gerade hier semiklassische Theorien eine große Aufmerk-
samkeit genießen, z.B. Beschreibung der Leitwerte in U¨bergittersystemen [Ric 95],
[Ond 00] oder Kana¨len [Bla 00]. Einen U¨berblick u¨ber weitere Anwendungen finden
sich in [Bra 97] oder [Ric 00].
Die nun folgenden Modellsysteme beschra¨nken sich stets auf den einfacheren Fall ei-
ner Beschreibung der Zustandsdichte. Auch sind sie nicht als mo¨glichst realistische
Beschreibung eines Experiments gedacht. Vielmehr dienen sie dazu, die Qualita¨t
der in Abschnitt 3.4. vorgestellten semiklassischen Na¨herungen anhand einer wohl-
definierten Problemstellung zu beurteilen. Teilweise kann dabei sogar analytisch
vorgegangen werden.
4.1 Ursprung der Spin-Bahn Kopplung im 2DEG
Eine Mo¨glichkeit bei der Beschreibung von Halbleitersystemen ist die Verwendung
eines k · pMultiband-Hamiltonians des Kane-Modells. Ohne auf die Details eingehen
zu ko¨nnen (vgl. [Ro¨s 88] und Referenzen darin) sei hier nur erwa¨hnt, dass die weiteren
Betrachtungen an einem LS-gekoppelten System durchgefu¨hrt werden, wie es bei
Benutzung des Kaneschen 3-Ba¨nder Modell auftritt. Ferner soll die z−Richtung im
Potential abseparieren und in dieser Richtung nur der Grundzustand besetzt sein.
Solch eine Situation wird mit folgendem effektivem 2-dim. Operator beschrieben.
Hˆ(rˆ, pˆ) =
[ 1
2m∗
pˆi2 + Vˆ (rˆ)︸ ︷︷ ︸
H0
]
1l + κ Cˆ(rˆ, pˆ) · σˆ︸ ︷︷ ︸
HLS
(4.1)
wobei pˆi = pˆ− eAˆ, Cˆ(rˆ, pˆ) =

 −〈v′z〉pˆiy〈v′z〉pˆix
∂Vˆ (rˆ)/∂rˆx pˆiy − ∂Vˆ (rˆ)/∂rˆy pˆix


〈v′z〉 bezeichnet hierbei den Erwartungswert der Ableitung des Potentials in z−Rich-
tung. Die genaue Herleitung von System (4.1) und die dabei gemachten Na¨herungen
ko¨nnen [Dar 93] entnommen werden. Dort finden sich auch noch zusa¨tzliche Aus-
dru¨cke, wie der Zeeman- oder Darwin-Term. Sie werden hier jedoch vernachla¨ssigt,
da sie hinsichtlich der semiklassischen Behandlung keine neuen Aspekte mit sich
bringen. Auch wird die effektive Masse m∗ stets als konstant vorausgesetzt.
Zum Entstehen einer starken LS-Kopplung -auch im magnetfeldfreien Fall- mu¨ssen
folgende Voraussetzungen gegeben sein:
4.2. DER FALL MIT PERIODISCHEN RANDBEDINGUNGEN 37
E
k
Eg
∆ 0
Leitungsband
schwere Löcher
leichte Löcher
Split-off Band
E
rz
EF
a) b)
Ez
Abbildung 4.1: a) Ba¨nderschema mit Split-Off Band. b) Zur Ausbildung einer LS-
Kopplung bedarf es eines asymmetrischen z−Potentials.
• Das Verha¨ltnis von Split-Off Energie und Bandlu¨cke Eg im Halbleiter soll
mo¨glichst groß sein. Diese Systemeigenschaft ist z.B. bei InAs vorhanden.
• Zur Aufhebung der Spin-Entartung bedarf es entweder der Brechung der Zeit-
umkehr- oder der ra¨umlichen Inversionsinvarianz. Im magnetfeldfreien Fall
muss letzteres der Fall sein. Dies kann etwa durch den in Abb. 4.1 realisierten
z−Potentialverlauf erzielt werden. Es folgt dabei 〈v ′z〉 > 0. Alternativ, mit
zusa¨tzlicher experimenteller Kontrollmo¨glichkeit von κ, kann auch ein elektri-
sches Feld in z-Richtung angelegt werden.
Systemparameter wie Bandlu¨cke Eg und Split-Off Verschiebung ∆0 erscheinen in
der effektiven Masse m∗ sowie im LS-Parameter κ. Man erkennt weiterhin, dass 〈v ′z〉
direkten Einfluss auf die Sta¨rke der Kopplung hat.
Der Term HLS wird auch als Rashba-Term bezeichnet. Entfa¨llt eine laterale Struk-
turierung V (rx, ry) = const. so gilt Cz = 0. in diesem Fall wird auch folgende ha¨ufig
benutzte Notation verwendet.
HˆLS(rˆ, pˆ) = κ˜(pˆ× σˆ) · ez (4.2)
Hier wird κ˜ := κ〈v′z〉 zu einer Konstante zusammengefasst.
4.2 Der Fall mit periodischen Randbedingungen
Als einfaches System soll zuna¨chst das freie 2DEG mit Rashba-Term untersucht
werden.
Hˆ(rˆ, pˆ) =
pˆ2
2m∗
1l + κ˜ (pˆ× σˆ) ez (4.3)
Als Lo¨sung der Schro¨dingergleichung HΨ = EΨ ergibt sich ein Spektrum mit fol-
gender Energiedispersion:
E±(k) =
~2k2
2m∗
± κ˜k (4.4)
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Hierbei bezeichnet k = |k| = |p|/~ den Betrag des Wellenvektors. Abb. 4.2 ent-
nimmt man, dass der Rashba-Term die Dispersionsparabel um ±κ˜k verschiebt, es
kommt, wenn man gegen beide Wellenvektoren kx und ky auftra¨gt, zur Ausbildung
von zwei Energieparaboloiden. Eine bemerkenswerte Folge ist, dass das absolute
Energieminimum nicht mehr bei k = 0 auftritt. Ferner erkennt man, dass Gleichung
(4.4) exakt der Struktur der beiden SCL-Hamiltonfunktionen entspricht.
Abbildung 4.2: Aufspalten der Energieniveaus bei Hinzunahme des Rashba-Terms.
a) Schematischer Verlauf der Dispersion eines freien 2DEGs. b) Periodische Rand-
bedingungen erfordern diskrete k-Werte und Energien. c) Bei senkrecht angelegtem
Magnetfeld bilden sich Landau-Niveaus aus. Die durchgezogene Linie zeigt den Ver-
lauf von Beziehung (4.17) bei kontinuierlichem n
Fu¨r die weiteren Untersuchungen soll nun System (4.3) periodischen Randbedin-
gungen mit Perioden Lx und Ly unterworfen werden
1. Die Integrabilita¨t dieses Falls
ermo¨glicht einen genauen Vergleich der in Abschnitt 3.5 vorgestellten Methoden.
Die Forderung
Ψ(x, y) = Ψ(x+ Lx, y) Ψ(x, y) = Ψ(x, y + Ly) (4.5)
bewirkt, dass nunmehr nur noch diskrete Energien auf den Energieparabeln erlaubt
sind, vgl. Abb. 4.2 b).
E±nx,ny =
2pi2~2
m∗
[(
nx
Lx
)2
+
(
ny
Ly
)2]
± 2κ˜pi~
√(
nx
Lx
)2
+
(
ny
Ly
)2
nx, ny = 1, 2, . . . (4.6)
Der Rashba-Term fu¨hrt dabei zur symmetrischen Aufspaltung der Eigenwerte.
Resultat (4.6) ergibt sich, wenn man eine exakte Diagonalisierung in der Basis von
ebenen Wellen Ψ(x, y) = exp[2pii(kxrx+kyry)] durchfu¨hrt, wobei die Wellenvektoren
1Auf die Integrabilita¨t dieses Falls machte mich Stefan Keppeler aufmerksam.
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gema¨ß der Periodizita¨t gewa¨hlt werden, d.h. kx = nx/Lx, ky = ny/Ly. Hierbei
zerfa¨llt die Sekula¨rmatrix in 2× 2 Blockmatrizen mit den Eigenwerten (4.6).
In den Schritten (4.7)-(4.10) erfolgt nun ausgehend von (4.6) das Aufstellen einer
Spurformel. Dies geschieht mittels Poisson-Summation (vgl. z.B. [Tit 48]) und an-
schließender Auswertung der Integrale. Dabei soll stets nur der fu¨hrende ~-Beitrag
betrachtet werden, die komplette Auswertung aller Ordnungen erga¨be sich aber oh-
ne weiteres. Die Herleitung schließt auch den Fall κ˜ = 0 ein, so dass die spa¨ter
beno¨tigte Spurformel von H0 ebenfalls bereitgestellt wird. Die Zustandsdichte formt
sich durch eine Poisson-Summation wie folgt um.
gQM(E) =
∑
±
∞∑
nx,ny=1
δ(E − Enx,ny ,±) (4.7)
≈
∑
±
∞∑
lx,ly=−∞
∫ ∞
0
dnx
∫ ∞
0
dnyδ(E − Enx,ny ,±)e2pii(lxnx+lyny)
Die an dieser Stelle gemachten Na¨herungen betreffen die Vernachla¨ssigung der Rand-
korrekturen im Form von zusa¨tzlichen Einfachintegralen. Das Doppelintegral la¨sst
sich mit folgenden Koordinaten leichter auswerten.
nx = LxR cosφ ny = LyR sinφ (4.8)
Hiermit wird erreicht, dass die Energie ausschließlich von R abha¨ngig ist.
E±(R) =
2pi2~2
m∗
R2 ± 2κ˜pi~R ⇔ R± = 1
2pi~

p
√
1 +
(
κ˜m∗
p
)2
± κ˜m∗

 (4.9)
An zweiter Stelle wurde der Impuls p =
√
2Em∗ eingefu¨hrt. Bezeichnet man weiter-
hin E
′±(R) = ∂E±(R)/∂R so gilt:
gQM(E) =
∑
±
∞∑
lx,ly=−∞
∫ 2pi
0
dφ
R±LxLy
|E ′±(R±)| e
2piiR±(lxLx cosφ+lyLy sinφ)
=
∑
±
∞∑
lx,ly=−∞
2pi
R±LxLy
|E ′±(R±)| J0
(
2piR±Llx,ly
)
(4.10)
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Abbildung 4.3: a) Beim Torus werden gegenu¨berliegende Seiten des Rechtecks identifiziert.
b) Setzt man die Torusfla¨che periodisch fort und verbindet korrespondierende Punkte so
ergeben sich periodische Bahnen. Diese ko¨nnen durch zwei ganze Zahlen (lx, ly) charak-
terisiert werden und besitzen die La¨nge Llx,ly =
√
(lxLx)2 + (lyLy)2). Sie liegen in einer
einparametrigen Familie vor.
Die Gro¨ße Llx,ly =
√
l2xL
2
x + l
2
yL
2
y kann als La¨nge von periodischen Bahnen des Sy-
stems identifiziert werden, vgl. Abb. 4.3. Ersetzt man nun R± dann ergibt sich
schließlich folgende in fu¨hrender ~-Ordnung exakte Spurformel:
gQM(E) =
m∗LxLy
2pi~2
∑
±
∞∑
kx,ky=−∞
J0

1
~
p


√
1 +
(
κ˜m∗
p
)2
± κ˜m
∗
p

Lkx,ky


≈ m
∗LxLy
2pi~2
∑
±
∞∑
kx,ky=−∞
J0
(
1
~
p
[
1± κ˜m
∗
p
]
Lkx,ky
)
(4.11)
Bei der letzten Na¨herung wurden wegen κ˜m∗/p ¿ 1 dieser Term nur in 1. Ord-
nung beru¨cksichtigt. Die Struktur der Spurformel bleibt gegenu¨ber dem Fall κ˜ = 0
weitgehend erhalten. Es kommt lediglich zu einer energieabha¨ngigen Streckung bzw.
Stauchung der Periodizita¨t des Systems. Es fa¨llt auf, dass (4.11) nicht der u¨blichen
Schreibweise einer Spurformel entspricht. Wegen J0(x) ≈ (2/pix)1/2 cos(x− pi/4) fu¨r
x→∞ ergeben sich im Limes jedoch die Kosinus-Terme.
Die auf den exakten Eigenwerten basierende Spurformel (4.11) wird nun verglichen
mit einer, die aus einer semiklassischen Analyse gema¨ß der WCL-Na¨herung folgt.
Hier lautet das entsprechende Endresultat,
gSK(E) =
m∗LxLy
2pi~2
∞∑
lx,ly=−∞
2 cos
(
κ˜m∗Llx,ly
~
)
︸ ︷︷ ︸
tr dΓ
J0
(
1
~
pLlx,ly
)
. (4.12)
Dieser Ausdruck setzt sich aus der Spurformel von H0 zusammen, die an dieser Stelle
als bekannt vorausgesetzt ist, und dem zusa¨tzlichen Amplitudenfaktor tr dΓ. Dieser
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bestimmt sich mit Gleichung (3.54), was in diesem Falle wegen konstanter Impulse
elementar erfolgen kann.
Vergleicht man Ausdru¨cke (4.12) und (4.11), so ergeben sich fu¨r κ˜ 6= 0 gewisse
Unterschiede. Ersetzt man aber in (4.12) fu¨r große Argumente die Besselfunktion
durch einen Kosinus, benutzt das Additionstheorem und entwickelt nach κ˜m∗/p, so
gilt
2 cos
(
κ˜mLkx,ky
~
)
J0
(
1
~
pLkx,ky
)
≈ J0
(
1
~
p
[
1± κ˜m
p
]
Lkx,ky
)
(4.13)
und beide Ausdru¨cke stimmen u¨berein.
Abschließend wird das gleiche System in der SCL-Na¨herung untersucht. Die Existenz
von Erhaltungsgro¨ßen erlaubt dabei eine EBK-Quantisierung. Die beiden Hamilton-
funktionen
H±(r,p) =
p2x + p
2
y
2m∗
± κ˜
√
p2x + p
2
y (4.14)
enthalten zyklische Koordinaten rx und ry. Es folgt die klassische Erhaltung von px
und py. Da die Bewegung bereits auf einem Torus stattfindet, ergeben sich auf triviale
Weise die primitiven Schleifen Ci und die beiden EBK-Quantisierungsbedingungen
lauten.
Si =
∫
pi dri = piLi
!
= ni2pi~, i = x, y ni = 1, 2, . . . (4.15)
Die Maslov-Indizes aus (3.1) verschwinden wegen der Impulserhaltung ebenso, wie
Berry- und NN-Term. Bedingung (4.15) legt die Impulse zu pi = 2pi~ni/Li fest.
Diese eingesetzt in (4.14) ergibt genau das quantenmechanische Resultat.
Der Vergleich zwischen WCL- und SCL-Behandlung des gleichen Problems verdeut-
licht den grundsa¨tzlichen Unterschied beider Methoden. Um Gleichheit zwischen
QM und SK zu erzwingen wurde im ersten Fall an verschiedenen Stellen nach Ord-
nungen von κ˜ entwickelt. Wegen der Identifikation von ~ und κ˜ im Falle des WCL
ist dieses Vorgehen jedoch korrekt. Dagegen wird bei der Behandlung des SCL an
keiner Stelle nach κ˜ gena¨hert. Die an dieser Stelle erzielte U¨bereinstimmung auch
bei kleinen Quantenzahlen kann allerdings i.A. nicht erwartet werden.
4.3 Das 2DEG im harmonischen Potentialtopf
Im nun folgenden Abschnitt wird System (4.1) zusa¨tzlich mit einem harmonischen
Einschlusspotential versehen. Dieses ist als erster nichtverschwindender Beitrag einer
Taylorentwicklung eine ga¨ngige Wahl zur Beschreibung eines 2-dim. Quantendots.
Mit steigender Teilchenzahl nimmt zwar aufgrund von Abstoßungen der Mean-Field
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Verlauf immer sta¨rker den Verlauf eines steilen Potentialtopfes an, das harmonische
Potential stellt aber auch in einem solchen Fall ein System mit experimenteller Rele-
vanz dar. Aufgrund einer zum Kohn-Theorem [Koh 61] vergleichbaren Aussage, das
streng in harmonischen Systemen gilt [Mak 90],[Bre 89],[Bak 90], bleiben bestimm-
te Niveauu¨berga¨nge zumindest im Falle ohne LS-Kopplung unbeeinflusst von einer
Zwei-Teilchen Wechselwirkung. Bestimmte Absorptionslinien ko¨nnen auch im Ein-
Teilchen Bild verstanden werden. Der Quantendot wird in diesem Kapitel zusa¨tzlich
mit einem in z-Richtung anliegendem Magnetfeld versehen, eine meist im Experi-
ment realisierte Situation. Auf den magnetfeldfreien Fall und die damit verbundenen
Komplikationen sei auf Kapitel 6 verwiesen.
Aus (4.1) ergibt sich damit folgender Hamiltonoperator:
Hˆ =
pˆi2
2m∗
+
m∗
2
(
ω2xrˆ
2
x + ω
2
y rˆ
2
y
)
+ κ Cˆ(r,p) · σˆ (4.16)
mit pˆi = pˆ− eB
2

 −rˆyrˆx
0

 und Cˆ =

 −〈v′z〉piy+〈v′z〉pix
m∗ω2xrˆxpiy −m∗ω2y rˆypix


Dieses System beinhaltet zwei Spezialfa¨lle:
• Spha¨rischer Fall (ωx = ωy = ω0). Hier existiert mit dem Gesamtdrehimpuls
J = L+ σz eine weitere Erhaltungsgro¨ße.
• Freier Fall im Magnetfeld (ωx = ωy = 0). Auch dieser Fall ist integrabel.
Fu¨r eine spa¨tere Anwendung werden hier die exakten Eigenwerte angegeben
[Byc 84].
En =
{
1
2
~ωc fu¨r n = 0
~ωc(n±
√
1
4
+ δ2n) fu¨r n = 1, 2, 3, . . .
(4.17)
mit ωc =
eBext
m∗
, δ = 2
(
∆
~ωc
) 1
2
, ∆ =
(κ〈v′z〉)2m∗
2
.
Abgesehen von diesen Fa¨llen sowie fu¨r κ = 0 ist System (4.16) nicht integrabel.
Eigenwerte mu¨ssen damit numerisch bestimmt werden. Dies geschieht mittels ei-
ner exakten Diagonalisierung in einer speziell gewa¨hlten Oszillatorbasis. Diskrete
Symmetrien des Systems lassen dabei noch zwei Vereinfachungen zu [Go¨t 71]:
1. Die Benutzung der Basis |nx, inyny, sz〉 wobei nk die Eigenzusta¨nde des 1-dim.
Oszillators und sz die von σz bezeichnen, fu¨hrt zu reellen Eintra¨gen in der
Sekula¨rmatrix.
2. Wegen der Erhaltung von (−1)nx+nysz zerfa¨llt diese weiter in zwei Blockma-
trizen.
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4.3.1 Die semiklassische Behandlung mit der WCL-Methode
Das Aufstellen einer Spurformel beno¨tigt gema¨ß WCL1 die Spurformel vonH0. Diese
ergibt sich sogar exakt. Dabei nutzt man aus, dassH0 als biquadratische Form in den
Phasenraumkoordinaten durch eine Transformation in die Normalform eine 2-dim.
Oszillators gebracht werden kann. Aus den neuen Frequenzen ergeben sich folgende
Eigenenergien [Bog 79]:
E(0)n+,n− = ~ω+
(
n+ +
1
2
)
+ ~ω−
(
n− +
1
2
)
n+, n− = 0, 1, 2, . . . (4.18)
mit ω± =
[
1
2
(
ω2c + ω
2
x + ω
2
y ±
√
(ω2c + ω
2
x + ω
2
y)
2 − 4ω2xω2y
)]1/2
(4.19)
ωc = eBext/m
∗ bezeichnet dabei die Zyklotronfrequenz. Aus Gleichung (4.19) ent-
nimmt man, dass der freie Fall wegen ω+ = ωc und ω− = 0 eine gewisse Sonderstel-
lung einnimmt. Die Eigenenergien in (4.18) ha¨ngen hier nur von einer Quantenzahl
ab, sind dafu¨r wegen der Translationsfreiheit jedoch entartet. Diese Entartung ist
fu¨r jedes Niveau identisch und kann als Faktor vor die Spurformel gestellt werden.
Die Spurformel beschreibt die Lage der einfach besetzten Zusta¨nde. Sie ergibt sich
analytisch aus (4.18) (vgl. [Bra 97]) und lautet:
δg(0)(E) =


∞∑
k=1
(−1)k

 sin
(
k 2piE~ω+
)
~ω+ sin
(
kpi ω−
ω+
) + sin
(
k 2piE~ω−
)
~ω− sin
(
kpi ω+
ω−
)

 fu¨r ω+/ω− 6∈ Q
∞∑
k=1
2(−1)k
~ωc
cos
(
k
2piE
~ωc
)
fu¨r ωx = ωy = 0
(4.20)
Der Fall des rationalen Frequenzverha¨ltnisses bleibt unberu¨cksichtigt. Die damit
verbundene Problematik wird in [Bra 95] diskutiert. In unserem Fall kann durch
geeignete Wahl des Magnetfeldes, dieses Problem stets ausgeschlossen werden.
Der na¨chste Schritt besteht in der Auswertung von Dgl. (3.54). Dazu wird eine
Parametrisierung aller periodischen Bahnen beno¨tigt. Ein harmonischer Oszillator
besitzt die Eigenschaft, dass die Phasenraumtrajektorie harmonische Bewegungen
in allen Koordinaten ausfu¨hrt. Gilt ferner ω+/ω− 6∈ Q, so existieren, abgesehen von
Wiederholungen, lediglich zwei Bahnen mit den Frequenzen ω±. In Spurformel (4.20)
ko¨nnen diese gerade mit den beiden Summanden in der eckigen Klammer identifiziert
werden, vgl. auch Abb. 4.4. Nachfolgende Behandlung unterscheidet nun zwischen:
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B
γ+
-
γ
rx
ry
Abbildung 4.4: Im 2-dim. Quantendot mit Magnetfeld gibt es zwei elliptische Bahnen
γ± und deren Wiederholungen.
1. Isotroper Fall (ωx = ωy = ω0 > 0)
Aus Symmetriegru¨nden sind die beiden Bahnen rotationssymmetrisch. Bei gegebe-
ner Energie E wird durch
γ±(t) =


R±(E) cos(ω±t)
R±(E) sin(ω±t)
−R±(E)m∗(ω± − ωc/2) sin(ω±t)
R±(E)m
∗(ω± − ωc/2) cos(ω±t)

 (4.21)
eine mo¨gliche Parametrisierung gegeben.R±(E) =
√
2E [m∗(ω2± + ω
2
0)]
−1
bezeichnet
hier den Zyklotronradius. Das entlang der Bahn γ± ausgewertete Dgl-System ist von
folgender Gestalt:
d˙(t) =
i
~
D(t)d(t) (4.22)
mit D(t) = κR±(E)ω±
(
m∗2ω20R±(E) −〈v′z〉 e−iω±t
〈v′z〉 e+iω±t −m∗2ω20R±(E)
)
Es handelt sich um ein lineares System 1. Ordnung mit nicht konstanter Koeffizi-
entenmatrix. Es stellt sich allerdings heraus, dass ein geschlossener Ausdruck des
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Modulationsfaktors trotzdem existiert. Details finden sich in Anhang C. Die Ampli-
tuden von Spurformel (4.20) werden entsprechend korrigiert. Es folgt ein geschlos-
sener Ausdruck einer Spurformel des isotropen Falls von Quantendot (4.16):
δg(E) =
∞∑
k=1
(−1)k

tr d(kTγ+) sin
(
k 2piE~ω+
)
~ω+ sin
(
kpi ω−
ω+
) + tr d(kTγ−) sin
(
k 2piE~ω−
)
~ω− sin
(
kpi ω+
ω−
)

 (4.23)
mit der Amplitudenkorrektur
tr d(kTγ±) = 2(−1)k cos

pik
√√√√
1 +
16E2
(
κ
~
)2
ω40
m∗2(ω2± + ω
2
0)
2
+
8Em∗
[(
κ
~
)2 〈v′z〉2 + κ~ω20]
ω2± + ω
2
0


(4.24)
2. Freier Fall (ωx = ωy = 0)
Die Behandlung dieses Falls a¨hnelt weitgehend dem des isotropen. Hauptunterschied
besteht im Vorhandensein nur eines Bahntyps der Frequenz ω+ = ωc. Der zweite
verschwindet wegen ω− = 0, was der Translationsentartung im System Rechnung
tra¨gt. Abgesehen davon kann obiges Vorgehen u¨bernommen werden. Ausdruck (4.24)
vereinfacht sich wegen ω0 = 0 und unter Anwendung von Additionstheoremen ergibt
sich schließlich:
δgSK(E) =
∞∑
k=1
2
~ωc
cos
[
2pi
(
E
~ω
± 1
2
√
16E∆
~2ω2
+ 1
)
k
]
(4.25)
Dieser Ausdruck kann erneut verglichen werden mit demjenigen, der sich aus Umfor-
mung des exakt bekannten Spektrums ergibt. Nach Poisson-Summation folgt hierbei:
δgQM(E) =
∞∑
k=1
2
~ωc
cos
[
2pi
(
E
~ω
+
2∆
~ω
± 1
2
√
16E∆
(~ω)2
+
16∆2
(~ω)2
+ 1
)
k
]
(4.26)
Es lassen sich zwei Unterschiede ausmachen:
1. Unter der Wurzel entha¨lt der exakte Ausdruck einen Zusatzterm. Dieser ist von
ho¨herer ~ Ordnung und liegt außerhalb der Gu¨ltigkeit einer semiklassischen
Na¨herung.
2. Ausdruck (4.26) entha¨lt eine weiteren Term, der eine Verschiebung der Zu-
standsdichte bewirkt. Ein a¨hnliches Resultat wird sich bei der EBK-Quanti-
sierung zeigen.
46 KAPITEL 4. LS-KOPPLUNG IM 2-DIM. ELEKTRONENGAS
3. Anisotroper Fall (ωx 6= ωy)
Dieser Fall ist hinsichtlich einer semiklassischen Behandlung insofern interessant,
da das Quantenspektrum aufgrund fehlender Erhaltungsgro¨ßen nicht ohne weiteres
zuga¨nglich ist. Es kann nur auf numerische Weise bestimmt werden. Der semiklassi-
sche Zugang gestaltet sich dagegen vergleichsweise einfach. Dies liegt daran, dass im
System H0 alle periodischen Bahnen bekannt sind und u¨berdies eine exakte Spur-
formel zur Verfu¨gung steht. Es verbleibt die Bestimmung des Modulationsfaktors.
Hierbei genu¨gt es, den Modulationsfaktor fu¨r den primitiven Umlauf numerisch zu
bestimmen, da fu¨r alle weiteren Wiederholungen
d(kTγ±) =
[
d(Tγ±)
]k
(4.27)
gilt.
4.3.2 Vergleich von δgSK(E) mit δgQM(E)
Abb. 4.5 zeigt einen Vergleich zwischen von δgQM(E) mit dem in WCL-Na¨herung
bestimmten δgSK(E). Dabei wurde ein System mit einem Frequenzverha¨ltnis ωx =
ω0, ωy = 1.23ω0 untersucht, das einem Magnetfeld von ωc = 0.2ω0 ausgesetzt
wurde. Die LS-Kopplung wurde mit κ = 0.2 (m∗ω0)
−1, der Da¨mpfungsfaktor mit
ρ = 0.3 ~ω0 angesetzt.
Teilbild a) demonstriert, dass ohne Beru¨cksichtigung der Kopplung, die Einschnu¨run-
gen nicht reproduzieren werden ko¨nnen. Dagegen kommt es zu einer hervorragenden
U¨bereinstimmung sobald die LS-Kopplung mit der WCL-Methode hinzugenommen
wird. Das Resultat kann dabei noch verbessert werden, wenn man neben dem primi-
tiven Bahnumlauf auch die erste Wiederholung mitberu¨cksichtigt. Die Schwebung
in b) kommt durch das Vorhandensein von zwei Einhu¨llenden, entsprechend den
Modulationsfaktoren beider Bahnen, zustande. Figur c) gibt deren Verlauf wieder.
Der Vergleich muss bei Energien von etwa 80 ~ω0 enden, da ab dieser Energie das
quantenmechanische Spektrum nicht mehr vollsta¨ndig ist. Da aber bis zu diesem
Wert δgSK(E) das exakte Resultat sehr gut wiedergibt, kann angenommen werden,
dass dies auch noch bei ho¨heren Energien der Fall sein wird. Abb. 4.5 (d) und (e)
zeigen hierzu den Verlauf der Modulationsfaktoren und den von δgSK(E).
4.3.3 EBK-Quantisierung
Bislang konnte das 2DEG imMagnetfeld erfolgreich mit der WCL-Methode beschrie-
ben werden. In diesem Abschnitt wird der Sonderfall des freien 2DEG herangezogen
um eine EBK-Quantisierung durchzufu¨hren. Dies wird a¨hnlich zum freien Fall mit
periodischen Randbedingung erfolgen.
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Ausgangspunkt ist (4.16) mit ωx = ωy = 0. Es ist zweckma¨ßig die beiden SCL-
Hamiltonfunktionen in ebenen Polarkoordinaten zu formulieren:
H± =
1
2m∗
(
p2r +
p2φ
r2
)
+
ωc
2
pφ +
m∗
2
(ωc
2
)2
r2
± κ〈v′z〉
√
p2r +
p2φ
r2
+ ωcm∗pφ +m∗2
(
ω2c
2
)2
r2 (4.28)
φ ist zyklisch, es folgt die Erhaltung des Drehimpulses pφ. Somit sind beide Ha-
miltonfunktionen klassisch integrabel. Periodische Lo¨sungen existieren nur in Form
von kreisfo¨rmigen Zyklotronbahnen einer bestimmten Orientierung. Fu¨r die weitere
Auswertung kann daher von pr = 0 und pφ > 0 ausgegangen werden. Die Bewe-
gungsgleichungen vereinfachen sich damit.
r˙ = 0
p˙r =
[ωcm
∗r2 − 2pφ] [2pφ +m∗r(2κ〈v′z〉+ rωc)]
4m∗r
φ˙ =
pφ
m∗r2
+
κ〈v′z〉
r
+
ωc
2
p˙φ = 0 (4.29)
Aus der zweiten Gleichung und der Forderung von p˙r
!
= 0 (wegen Kreisbahn!) folgt
pφ = m
∗ωcr
2/2. Die EBK-Bedingung ergibt nun∮
pφ dφ = 2pipφ = pim
∗ωcr
2 != 2pi~(n+ 1/2), n = 0, 1, . . . , (4.30)
was die Zyklotronradien und damit die Energie festlegt.
EEBKn = ~ωc
(
n+ 1/2± δ
√
n+ 1/2
)
, n = 0, 1, . . . (4.31)
An dieser Stelle mu¨sste gema¨ß [Lit 92] noch eine Korrektur durch den Berry- und
NN-Term erfolgen. Es stellt sich allerdings heraus, dass beide Terme identisch ver-
schwinden:
• Es gilt Drehimpulserhaltung. Damit verschwindet Ausdruck (3.33) wegen φ˙ =
0 und der Berry-Term ist Null.
• Der NN-Term entfa¨llt ebenfalls. Dies ha¨ngt damit zusammen, dass im freien
2DEG die Bewegung des C−Vektors ausschließlich in der xy−Ebene erfolgt.
Die Matrix U ist daher von der Form
U =
1√
2
(
eiφ −1
1 e−iφ
)
(4.32)
und die Poissonklammern in (3.32) verschwinden.
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Ausdruck 4.31 stellt demnach den kompletten Energieausdruck im Rahmen der
EBK-Na¨herung dar. Im Gegensatz zum obigen Falles des Torus werden die Energien
nicht exakt quantisiert. A¨hnliches Verhalten trat bereits im WCL desselben Systems
auf. Im Limes großer Quantenzahlen n→∞ stimmt jedoch der EBK-Ausdruck mit
dem quantenmechanischen u¨berein.
EEBKn = ~ωc
(
n+ 1/2± δ
√
n+ 1/2
)
(4.33)
≈ ~ωc
(
n+ δ
√
n
)
≈ ~ωc
(
n±
√
δ2n+ 1/4
)
= EQMn fu¨r n→∞
Dies zeigt allerdings nur, dass der Sonderstatus des harmonischen Oszillators verlo-
ren geht.
Erneut fa¨llt auf, dass keine Na¨herung nach κ gemacht werden muss. Dagegen mu¨ssen
diese bei der WCL-Behandlung des gleichen Problems schon gemacht werden, etwa
beim Vernachla¨ssigen des Terms ∆2 in der Spurformel (4.26).
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Abbildung 4.5: Vergleich der qm. Zustandsdichte δgQM (E) mit der semiklassischen
δgSK(E). a) Semiklassisches Ergebnis ohne LS-Korrektur. b) SK mit LS-Korrektur.
Weitere Verbesserung des Resultats bei Mitnahme der ersten Wiederholung. c) und
d) Verlauf der Modulationsfaktoren beider Bahnen. e) Extrapolation des semiklas-
sischen Resultats bis E = 200 ~ω0. (Parameterwerte: ωx = ω0, ωy = 1.23ω0, κ =
0.1(m∗ω0)
−1, ωc = 0.2ω0, Da¨mpfungsfaktor ρ = 0.3 ~ω0).
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Kapitel 5
Der 3-dim. harmonische Oszillator
mit LS-Kopplung
Dieses Kapitel behandelt den anisotropen 3-dim. Oszillator mit LS-Kopplung. Dieses Sy-
stem ist als harmonische Na¨herung eines beliebigen weichen Potentials von besonderer
Bedeutung. Es werden fu¨r die integrablen Sonderfa¨lle sowie fu¨r den Fall kleiner Defor-
mation geschlossene Spurformeln angegeben. Die allgemeine semiklassische Beschreibung
erfolgt in der SCL-Na¨herung. Die resultierende Dynamik wird ausfu¨hrlich diskutiert.
Das harmonische Oszillatorpotential
V (r) =
D∑
k=1
ω2
2
r2k (5.1)
ist eines der am meist studierten Modelle in der Physik. Seine wichtigste Bedeutung
liegt wohl darin begru¨ndet, dass es bei der Entwicklung eines beliebigen Poten-
tials den ersten nichtverschwindenden Beitrag stellt. Neben dieser physikalischen
Relevanz gestaltet sich das eigentliche Oszillatorproblem als vergleichsweise einfach.
Es existieren geschlossene Lo¨sungsausdru¨cke sowohl fu¨r die klassische Bewegungs-
gleichung, als auch im Falle der quantenmechanischen Wellengleichung. Der Begriff
”
harmonisch“ bezeichnet dabei nur im engeren Sinne Potentiale der Form (5.1). Bei
klassischen Systemen versteht man darunter oft nur die Energieunabha¨ngigkeit von
Bahnperioden, wa¨hrend bei quantenmechanischen Problemen auch die A¨quidistanz
von Energieniveaus gemeint ist. Na¨heres hierzu und Beispiele fu¨r Nichta¨quivalenz der
Begriffe
”
Klassisch Harmonisch“ und
”
Quantenharmonisch“ finden sich in [Nie 81].
Die dem D−dim. isotropen Oszillator zugrundeliegende Symmetrie ist mit SU(D)
besonders hoch. Zusa¨tzliche dynamische Erhaltungsgro¨ßen und Entartungen sind die
Folge. Zudem existieren Zusammenha¨nge mit dem ebenfalls sehr wichtigen Kepler-
Problem, z.B. [Sti 71].
51
52 KAPITEL 5. 3-DIM. OSZILLATOR MIT LS-KOPPLUNG
Auch hinsichtlich einer semiklassischen Behandlung ergeben sich beim harmonischen
Oszillator einige Besonderheiten. Beispielsweise liegt einer der seltenen Fa¨lle vor, wo
auch fu¨r kleine Quantenzahlen eine exakte semiklassische Quantisierung mo¨glich ist.
Desweiteren ko¨nnen fu¨r verschiedenste Frequenzverha¨ltnisse Spurformeln geschlos-
sen angegeben und deren U¨bergangsverhalten studiert werden [Bra 95].
Das folgende Kapitel versucht, diese Studien fu¨r eine zusa¨tzliche LS-Kopplung zu
verallgemeinern. Die Kopplung wird in ihrer natu¨rlichen Form vorgegeben.
HˆLS(rˆ, pˆ) = κ
(
∇Vˆ (rˆ)× pˆ
)
σˆ (5.2)
I.A. fu¨hrt dieser Term zum Verlust der Seperabilita¨t des Problems.
Bisherige Untersuchungen an solchen Systemen beschra¨nkten sich rein auf die Ana-
lyse der klassischen Bewegung [Roz 92]. Der Spin wurde mittels koha¨renten Spin-
Zusta¨nden integriert, was zur Ausbildung eines gemischten Phasenraums fu¨hrt. Im
Gegensatz dazu wird in dieser Arbeit die Einbindung im Sinne einer diskreten Spin-
quantenzahl erfolgen. Es stellt sich dabei heraus, dass zur Beschreibung der Fall
starker Kopplung (SCL) no¨tig ist. Der Zusatzterm in der Hamiltonfunktion fu¨hrt
dabei zum Verlust von klassischen Erhaltungsgro¨ßen. Der resultierende Phasenraum
ist gemischt. Trotz des Verlusts an Integrabilita¨t bleibt die wichtige Skalierungsei-
genschaft
Hˆ(ηrˆ, ηpˆ) = η2Hˆ(rˆ, pˆ) (5.3)
des Oszillators erhalten. 1 Das u¨berraschende Ergebnis der semiklassischen Behand-
lung wird sein, dass trotz komplizierter Dynamik in einem 6-dim. Phasenraum die
Zustandsdichte δg(E) meist durch einige wenige und zudem einfach zu bestimmende
Bahnen erfolgen kann.
Damit steht auch eine Methode zur Verfu¨gung, die in vielen physikalischen Problem-
stellungen Anwendung finden kann. Ein prominentes Beispiel ergibt sich aus dem
Bereich der Kernphysik. Aufgrund der komplizierten Viel-Teilchen Wechselwirkung,
deren genaue Form zudem noch unbekannt ist, erfolgt die Kernbeschreibung meist
in einem effektivem Ein-Teilchen Potential. Eine ga¨ngige Wahl stellt hierbei der har-
monischer Oszillator dar. Meist wird er jedoch, zum Zwecke steilerer Wa¨nde, noch
um einen L2-Term zum sogenannten Nilsson-Modell modifiziert [Nil 55].
Bisherige semiklassische Untersuchungen an solchen oder auch kastenfo¨rmigen Kern-
modellen wurden ohne LS-Kopplung unternommen. Es ergaben jedoch bereits bei
diesem einfacheren Bild erstaunliche Zusammenha¨nge zwischen beobachtbaren Gro¨-
ßen, wie Schalenabschlu¨sse [Boh 79] oder Asymmetrie in der Kernspaltung, und dem
Auftreten von periodischen Bahnen [Bra 95]. Verfeinerungen lassen sich bei Hinzu-
nahme einer LS-Kopplung erwarten [Bra 01], zumal erst diese Wechselwirkung eine
1Im skalaren Fall sind Hamiltonfunktionen mit (5.3) immer integrabel
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korrekte U¨bereinstimmung der Schalenabschlu¨sse im Ein-Teilchen Bild ermo¨glicht
[May 48], [Hax 49].
Weitere Anwendungen ergeben sich auch im Bereich von Quantenpunkten. Im Ge-
gensatz zu den in den vorherigen Kapitel untersuchten 2-dim. Systemen mu¨ssen
diese jedoch echt 3-dim. sein, d.h. es darf keine Abseparation der z-Richtung statt-
finden. Zudem muss das Confinement starke LS-Kopplung aufweisen, wie es etwa
bei InAs der Fall ist.
5.1 Quantenmechanische Eigenschaften
Der Hamiltonoperator des anisotropen harmonischen Oszillators mit LS-Kopplung
lautet:
Hˆ(rˆ, pˆ) =
[ pˆ2
2
+ Vˆ (rˆ)︸ ︷︷ ︸
Hˆ0
]
1l2 + κ Cˆ(rˆ, pˆ) · σˆ︸ ︷︷ ︸
HˆLS
mit Vˆ (rˆ) =
1
2
∑
i=x,y,z
ω2i rˆ
2
i und Cˆ(rˆ, pˆ) = ∇Vˆ (rˆ)× pˆ (5.4)
Hierbei wurde die Masse m bereits durch Einfu¨hrung von neuen Koordinaten unter-
dru¨ckt. Die Oszillatorfrequenzen ωi, i = x, y, z mu¨ssen nicht notwendig identisch
sein. Deformationen werden im folgenden durch zwei Parameter α und β
ωx = ω0 ωy = (1 + α)ω0 ωz = (1 + α)
βω0, (5.5)
beschrieben, wobei o.B.d.A α ≥ 0 und β ≥ 1 gesetzt werden kann. Dabei steuert α
die Gesamtdeformation, wa¨hrend β 6= 1 zur Triaxialita¨t fu¨hrt. Die Wahl α = 0 gibt
den spha¨rischen Fall.
Der Term HˆLS bewirkt den Verlust der Separabilita¨t und macht das Problem nor-
malerweise zu einem nichtintegrablen. Lediglich der spha¨rische Fall α = 0 bleibt
aufgrund der drei Erhaltungsgro¨ßen Energie E, Gesamtdrehimpuls J und dessen
z−Komponente Jz, integrabel. Gleichung (5.4) nimmt hier die vertraute Gestalt an
Hˆ(rˆ, pˆ) =
p2
2
+
ω20
2
r2 + κω20 Lˆ · σˆ. (5.6)
Man beachte, dass in der Literatur die LS-Kopplung meist den Vorfaktor κω0~/2
aufweist. Hier und im folgenden wird allerdings der mit Gleichung (5.4) konsistente
Term κω20 verwendet.
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Lo¨sungen der Schro¨dingergleichung HˆΨ = EΨ lassen sich im spha¨rischen Fall ge-
schlossen angeben.
En,l = ~ω0(n+ 2l + 3/2) + κ~ω20
{
l 2l-fach entartet
−(l + 1) (2l + 2)-fach entartet n, l ∈ Z
(5.7)
Fu¨r schwache LS-Kopplung (κ ¿ 1) ko¨nnen dagegen fu¨r alle Frequenzverha¨ltnis-
se mittels quantenmechanischer Sto¨rungsrechnung gena¨herte Ausdru¨cke angegeben
werden. Einschließlich dritter Ordnung lauten diese:
E(0)nx,ny ,nz =
∑
i=x,y,z
~ωi
(
ni +
1
2
)
(5.8)
E(1)nx,ny ,nz = 0
E(2)nx,ny ,nz =
κ2
2
{[
ωx
(
ω2y
(
ω2y + 3ω
2
x
)
ω2x − ω2y
+
ω2z (ω
2
z + 3ω
2
x)
ω2x − ω2z
)
nx +
ωyωz(ωy − ωz)2
2(ωy + ωz)
]
+[cycl.]}
E(3)nx,ny ,nz = κ
3
{[
ωxωyω
2
z
[
ω4x
(
2ω2y + ω
2
z
)− ω4y (2ω2x + ω2z)](
ω2x − ω2y
) (
ω2y − ω2z
)
(ω2z − ω2x)
(2nx + 1) (2ny + 1)
]
+[cycl.]}
Die Korrektur erster Ordnung verschwindet, wa¨hrend der Term zweiter Ordnung,
wenn man von einer konstanten Verschiebung absieht, linear in den Quantenzahlen
ni ist. Erst ab dritter Ordnung geht diese einfache Struktur verloren.
Die Bestimmung des Eigenwertspektrums muss in der allgemeinen Situation durch
exakte Diagonalisierung erfolgen. Es werden dabei die Basiszusta¨nde
|nx, inyny, nz, sz〉. (5.9)
benutzt. |ni〉, i = x, y, z bezeichnen die 1-dim. Oszillatoreigenzusta¨nde, |sz〉 die
von σz. Durch Ausnutzen von Symmetrien la¨ßt sich der Diagonalisierungsaufwand
noch reduzieren [Go¨t 71]:
• Die Quantenzahlen (−1)nx+ny+nz sowie (−1)nx+nysz bleiben erhalten. Somit
kann eine Zerlegung in vier Blockmatrizen erfolgen, wovon jedoch je zwei iden-
tische Eigenwerte besitzen. Dies folgt aus der Kramers-Entartung.
• Man kann erreichen, dass die Sa¨kularmatrix reellwertige Eintra¨ge besitzt. Dies
wird in obiger Basiswahl (5.9) durch den speziellen Vorfaktor des |ny〉 Zustands
realisiert.
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Da HˆLS nur wenige Basiszusta¨nde miteinander koppelt, ist die Sa¨kularmatrix nur
du¨nn besetzt. Mit dem speziell dafu¨r ausgelegten Lanczos-Verfahren [Cul 85] ko¨nnen
Matrizen bis zur Gro¨ße von etwa 2 · 105 × 2 · 105 diagonalisiert werden. Insgesamt
stehen damit gu¨ltige Eigenwerte bis ca. Emax = 60~ω0 2 zur Verfu¨gung. Abb. 5.1 b)
und c) zeigen den Verlauf der untersten Energieniveaus eines anisotropen Oszillator
mit α = 0.1212 und β = 2 in Abha¨ngigkeit von κ. 3
Es zeigt sich, dass bereits bei einem Wert von κ = 0.1 eine merkliche Verbiegung
der Niveaus einsetzt, der Effekt kann als
”
groß“ eingestuft werden. Dies erkennt
man auch daran, dass dieser Bereich bereits außerhalb des Gu¨ltigkeitsbereichs einer
sto¨rungstheoretischen Behandlung liegt. Der Vergleich mit dem exakten Spektrum
demonstriert, dass nur unterhalb von κ = 0.05 alle Niveaus noch relativ gut wie-
dergegeben werden. Auch ein U¨bergang zu ho¨heren Sto¨rordnungen verbessert das
Resultat nicht wesentlich. A¨hnliches Verhalten zeigt sich auch bei variabler Defor-
mation und fester LS-Kopplung, vgl. Abb.5.1 a).
5.2 Dynamik der Systeme H0 ± κ|C|
Bevor auf die semiklassische Beschreibung eingegangen wird, soll zuna¨chst die zu-
geho¨rige klassische Dynamik untersucht werden. Die beiden SCL-Hamiltonfunktionen
H±(r,p) =
1
2m
p2 + V (r)± κ|C|
mit V (r) =
m
2
∑
i=x,y,z
ω2i r
2
i und C = ∇V (r)× p (5.10)
nehmen dabei die zentrale Rolle bei der Beschreibung von System (5.4) ein. Zuna¨chst
sei festgestellt, dass H± zeitumkehrinvariant ist. Es folgt die zweifache Entartung
aller periodischen Bahnen mit Ausnahme von mo¨glichen Librationen. Als Libra-
tionen werden Bahnen bezeichnet, die zwischen zwei Umkehrpunkten pendeln. Die
Bewegungsgleichungen γ˙(t) = XH±(γ(t)) lauten ausfu¨hrlich geschrieben (Hinweis:
Im folgenden Abschnitt bezeichnen i und j stets die planaren Komponenten und k
die dazu senkrechte):
r˙i = pi ± ²ijkκ|C|−1(Cjω2krk − Ckω2j rj)
p˙i = −ω2i ri ± ²ijkκ|C|−1(Cjω2i pk − Ckω2i pj)
i, j, k = x, y, z (5.11)
Es handelt sich um ein sechskomponentiges nichtlineares Dgl-System erster Ord-
nung. Periodische Lo¨sungen sind nicht offensichtlich und mu¨ssen in der Regel nu-
2 Der genaue Wert ha¨ngt von Deformation und Kopplung ab.
3Die teilweise krummen Werte von α dienen zur Vermeidung von zufa¨lligen Entartungen. Das
benutzte Lanczos-Verfahren kann nicht den Entartungsgrad der Energien erkennen.
56 KAPITEL 5. 3-DIM. OSZILLATOR MIT LS-KOPPLUNG
Abbildung 5.1: Verbiegung der Energieniveaus bei A¨nderung der Deformation und fester
Kopplung a), sowie bei variabler LS-Kopplung und fester Deformation (ωx : ωy : ωz =
1 : 1.1212 : 1.25727) b). Abb. c) vergleicht das Ergebnis der exakten Diagonalisierung mit
dem der Sto¨rungstheorie 2. und 3. Ordnung
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merisch gefunden werden, vgl. dazu Anhang E. Fu¨r gewisse Bahnen ergeben sich
jedoch enorme Vereinfachungen.
5.2.1 Planare Bahnen
System 5.10 besitzt Spiegelungssymmetrien Pi, i = x, y, z entlang bestimmten
Ebenen.
Pi(rj, pj) =
{
(−rj,−pj) falls j = i
(rj, pj) falls j 6= i (5.12)
Es kommt nach Abschnitt 2.2 daher zur Ausbildung von planaren Bahnen in den
Unterra¨umen (ri = 0, pi = 0), i = x, y, z, was im Konfigurationsraum gerade
den von den Achsen aufgespannten Ebenen entspricht. 2-dim. Bahnen γij ko¨nnen
damit durch ihre Bahnebene ij bezeichnet werden. Die Bewegungsgleichungen (5.11)
vereinfachen sich in der ij-Ebene zu:
γ˙ij(t) = A
adia
± γij(t) (5.13)
mit der konstanten Koeffizientenmatrix
Aadia± =


0 ∓ sign(Ck)κω2i 1 0
± sign(Ck)κω2j 0 0 1
−ω2i 0 0 ∓ sign(Ck)κω2i
0 −ω2j ± sign(Ck)κω2j 0


(5.14)
Diese Gleichungen besitzen ein sprunghaftes Verhalten, sobald sign(Ck) wechselt.
Betrachtet man die zugeho¨rigen Poincare´-Schnitte, so ergibt sich ein ungewohntes
Muster in der Na¨he von ri = 0. An diesen Stellen ist die MC-Bedingung (3.38) erfu¨llt.
Auf die damit verbundene Problematik wird in Kapitel 6 noch na¨her eingegangen.
Dort wird auch das Ersetzen von Aadia 4 durch
Adia± =


0 ∓κω2i 1 0
±κω2j 0 0 1
−ω2i 0 0 ∓κω2i
0 −ω2j ±κω2j 0

 (5.15)
im gewissen Sinne gerechtfertigt. Hier muss der Schritt von (5.14) nach (5.15) ohne
Begru¨ndung stattfinden, und kann erst an der Qualita¨t der damit erzielten Ergebnis-
se beurteilt werden. Die Bewegungsgleichungen sind nun linear, entsprechend regula¨r
4Die Bezeichnungen dia- und adiabatisch werden in Kapitel 6 na¨her begru¨ndet.
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gestaltet sich der Poincare´-Schnitt. Beim Vergleich der nach (5.13) und (5.15) be-
rechneten Schnitte fa¨llt auf, dass große Bereiche, etwa die von Hadia+ , gerade eine
Kombination von Hdia− und H
dia
+ sind. Darin enthalten sind auch die markanten Fix-
punkte von Hdia. Es sind dies die Bereiche, deren zugeho¨rige Trajektorien keinen
Vorzeichenwechsel in Ck aufweisen. Das Wechseln von A
adia zu Adia ist fu¨r diese,
sofern man die Gesamtheit der Systeme H+ und H− betrachtet, bedeutungslos. Die
Frequenzen der zu den isolierten Fixpunkten zugeho¨rigen Bahnen γ±ij ergeben sich
aus den Eigenwerten von Adia. Im Falle κ(1 + α)β < 1 gibt es insgesamt sechs ver-
Abbildung 5.2: Die Poincare´-Schnitte wurden gema¨ß (5.13) bestimmt, wobei einmal
der diabatische Fall (5.14) und einmal der adiabatische (5.15) zugrundegelegt wurde.
schiedene positive Werte durch mo¨gliche Kombinationen der Bahnebenen ij und
H±.
ω±ij =
[
1
2
(
ω2i + ω
2
j + 2κ
2ω2i ω
2
j ±
√(
ω2i − ω2j
)2
+ 8κ2ω2i ω
2
j
(
ω2i + ω
2
j
))]1/2
(5.16)
Daneben existieren auch die entsprechenden Negativen, sie werden jedoch nicht ei-
gens bezeichnet. Periodische Lo¨sungen ko¨nnen mit Hilfe der Eigenvektoren von Adia
bestimmt werden und entsprechen den beiden stabilen Fixpunkten in den Poincare´-
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Schnitten. Die Bahnen besitzen im Konfigurationsraum die Gestalt,
r±i (t) = R
±
i cos(ω
±
ijt+ φ
±
ij)
r±j (t) = R
±
j sin(ω
±
ijt+ φ
±
ij)
r±k (t) = 0
i, j, k = x, y, z, paarweise verschieden (5.17)
wobei die genauen Werte der Amplituden R±i , R
±
j sowie der Winkel φ
±
ij von den
Systemparametern und -energie abha¨ngen.
Gilt ω+ij/ω
−
ij 6∈ Q so existieren keine weiteren
Fixpunkte in Abb. 5.2. Die Torusschnitte in
5.2 sind quasiperiodisch und aus einer Line-
arkombination der Lo¨sungen γ±ij ko¨nnen kei-
ne weiteren periodische Bahnen gebildet wer-
den. Im Grenzfall κ→ 0 nimmt die Bahnex-
zentrizita¨t immer sta¨rker zu. Bei κ = 0 fallen
je zwei Bahnen zu einer, entlang der Ach-
se pendelnden Bahn, zusammen. Wie noch
spa¨ter gezeigt wird, ist dieser Vorgang je-
doch keine Bifurkation im herko¨mmlichen
Sinne, insbesondere gilt am Verzweigungs-
punkt nicht Λ = 2.
r i
r jr  = 0k
Abbildung 5.3: Planare Bahnen be-
sitzen i.A. elliptische Form. Son-
derfa¨lle sind Kreis- (α = 0) und Li-
brationsbahnen (κ = 0).
Im spha¨rischen Fall ergeben sich einige Besonderheiten. Hier vereinfacht sich (5.10)
zu
H± =
p2
2
+
ω20
2
r2 ± κω0|L| (5.18)
wobei L = r × p der klassische Drehimpuls ist. Da dieser erhalten ist, verla¨uft die
Bahnbewegung auf jeden Fall in einer Ebene. Diese bleibt jedoch noch frei orientier-
bar, so dass periodische Bahnen in einer zweiparametrigen Familie vorliegen. Ferner
gilt in (5.17) R±i = R
±
j und alle Bahnen sind kreisfo¨rmig. Schließlich fallen in (5.16)
je drei der Frequenzen zusammen. Es ergeben sich zwei Frequenzen und Perioden.
ω± = ω0(1± κω0), T± = 2pi
ω0(1± κω0) (5.19)
5.2.2 3-dim. Bahnen
Neben den bisher untersuchten planaren existieren weitere 3-dim. Bahnen. Aller-
dings kann hier kein Verfahren angegeben werden, um auf deren Form und Eigen-
schaft zu schließen. Sie mu¨ssen auf numerische Art bestimmt werden. Es stellt sic
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Abbildung 5.4: Eine Auswahl von 3-dim. Bahnen sowie deren Eigenschaften bei
α = 0.1212, β = 2, κ = 0.1ω−10 . Es werden die drei Projektionen dargestellt.
heraus, dass es eine Vielzahl an verschiedenen Bahntypen gibt. Abb. 5.4 zeigt einige
in Form von Projektionen auf die verschiedenen ij−Ebenen. Die Bezeichnung der
3-dim. Bahnen richtet sich nach Anzahl der Nulldurchga¨nge der jeweiligen Ortsko-
ordinaten, ri(t) = 0. Der Vergleich der beiden unteren Bahnen in Abb. 5.4 zeigt
jedoch, dass selbst diese Notation noch nicht eindeutig ist. Auf eine bestimmte Sy-
stematik, die etwa die Existenz von gewissen Bahnen bei gegebenen Parametersa¨tzen
vorhersagt, konnte nicht geschlossen werden. Da allerdings die Wahrscheinlichkeit
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des Auffindens mit der Gewichtung in der Spurformel einhergeht 5, fallen die Fehler
aufgrund nicht beru¨cksichtigter Bahnen gering aus. Es stellt sich sogar heraus, dass
fu¨r einen großen Deformations- und Kopplungsbereich alle 3-dim. Bahnen entweder
relativ instabil (ΛÀ 2) oder eine vergleichsweise große Periode besitzen. Ihr Beitrag
in der Spurformel kann meist vernachla¨ssigt werden. Relevante Beitra¨ge besitzen erst
diejenigen Bahnen, die aus den planaren bifurkieren (vgl. unten).
5.2.3 Stabilita¨tsverhalten
Durch die große Anzahl an Parametern α, β und κ gestaltet sich eine komplette
Beschreibung aller Bahnen mit ihrem jeweiligen Stabilita¨tsverhalten als sehr auf-
wendig. Die nun folgenden Untersuchungen zielen auch nicht auf eine komplette
Analyse der durch (5.10) gegeben Dynamik hinaus. Es soll vielmehr sichergestellt
werden, dass die semiklassische Behandlung der LS-Kopplung frei von sto¨renden
Begleitumsta¨nden, wie Bifurkationen, gesondert betrachtet werden kann. Die Stabi-
lita¨tsanalyse findet auch nur bei den wichtigen planaren Bahnen fu¨r die Fa¨lle kleiner
Deformation und Kopplung statt.
Das Verhalten einer 3-dim. Bahn wird durch zwei Stabilita¨tswerte Λ1 und Λ2 be-
schrieben.
Bei planaren Bahnen erfolgt die Beschreibung in der Bahnebene mit einem linearem
System. Zudem separiert in der Hessematrix die k−Komponente von den i− und
j−Komponenten. Dies fu¨hrt dazu, dass ein Stabilita¨tswert von γ±ij -im folgenden
mit Λ‖ bezeichnet, da er die Stabilita¨t in der Bahnebene beschreibt- dem des 2-dim.
Oszillators mit Frequenzen ω+ij und ω
−
ij gleicht [Bra 97].
Λ‖ = 2 cos(2pi ω
∓
ij/ω
±
ij) (5.20)
Der dazu senkrechte Stabilita¨tswert Λ⊥ folgt dagegen einem komplizierteren Verhal-
ten und kann nicht geschlossen angegeben werden. Abb. 5.5 zeigt die Λ-Werte aller
planaren Bahnen fu¨r verschiedene Situationen. In einem Falle wurde κ bei fester De-
formation α = 0.1212, β = 2 variiert, im anderen dagegen war κ = 0.1ω−10 fest und
die Deformation variabel. Zudem wurde nach Herkunft H± der Bahn unterschieden.
Man erkennt, dass vier Bahnen die Eigenschaft |Λ‖| < 2 und |Λ⊥| < 2 erfu¨llen und
folglich stabil sind. Bei den verbleibenden gilt jedoch |Λ⊥| > 2. Sie sind gemischt
stabil. Diese wurden, aufsteigende Frequenzen ωx < ωy < ωz vorausgesetzt, immer
in der xz−Ebene beobachtet. Einhergeht, dass stabile Bahnen gerade Maslov-Index
aufweisen wa¨hrend gemischt stabile ungerade besitzen. Eine Erkla¨rung dessen erfolgt
5Stabile bzw. leicht instabile Bahnen werden erfahrungsgema¨ß leichter gefunden als stark insta-
bile
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in [Sug 00]. Fu¨r kleine Werte von κ gilt
Λ‖(κ) → Λ(0)1
Λ⊥(κ) 6→ Λ(0)2
fu¨r κ→ 0, (5.21)
wenn Λ
(0)
i , i = 1, 2 die beiden Stabilita¨tswerte des 3-dim. Oszillators ohne LS-
Kopplung bezeichnen. Auf den nicht stetigen Verlauf von Λ⊥ wird in Kapitel 6 noch
na¨her eingegangen.
5.2.4 Bifurkationen
In 3-dim. Systemen kann es zu einer Bifurkationen kommen, sobald eine der beiden
Gro¨ßen Λi, i = 1, 2 den Wert zwei annimmt. Aus Abb. (5.5) erkennt man, dass
dies bei bestimmten Deformationen und Kopplungen der Fall sein kann. Bifurkatio-
nen sind im Zusammenhang mit einer Auswertung der Spurformel problematisch, da
dort die Stabilita¨tsamplitude divergiert. Eine Lo¨sungsmo¨glichkeit besteht im U¨ber-
gang zu Normalformen sowie uniformen Na¨herungen, Einzelheiten und Anwendun-
gen hierzu finden sich in [Sch 97] und [Kai 00]. Im folgenden soll erneut das Verhalten
der planaren Bahnen untersucht werden. Dazu wurden in Abb. 5.6 bei den Werten
von β = 2 und β = 3 die Bifurkationspunkte in einer κωy/z Ebene markiert. Man
erkennt, dass Systeme kleiner Deformation und Kopplung frei von Bifurkationen
sind. Ab gewissen Werten kommt es jedoch zu einer Anha¨ufungen solcher. Gerade
dieser Umstand macht die Anwendung uniformer Na¨herungen nur bedingt mo¨glich,
da diese von streng getrennten Punkten ausgehen. Weiterhin existieren neben den
in Diagramm 5.6 dargestellten Verzweigungspunkten planarer Bahnen auch noch
diejenigen, die 3-dim. Bahnen ausfu¨hren. Dies soll abschließend an einem Beispiel
verdeutlicht werden:
Eine der Bifurkationen, die eine planare Bahn typischerweise ausfu¨hrt, zeigt Abb.
5.7. Hier wurde bei festem κ = 0.1ω−10 und β = 2 der Deformationsparameter α va-
riiert. Am Wert α = 0.3977 entspringen dabei aus der planaren Bahn γ−xy zwei neue.
Dies entspricht der Situation einer Pitchfork-Bifurkation, [Alm88]. Es kommt aller-
dings nicht zur Periodenverdopplung des generischen Falls, sondern zur Ausbildung
zweier Bahnen mit verminderter Symmetrie, vgl. hierzu auch [Bra 99]. Mit wachsen-
dem α drehen sich diese Bahnen immer sta¨rker aus der urspru¨nglichen Bahnebene
heraus und verschmelzen schließlich bei α = 0.4450 mit der Bahn γ−yz. Auf dem Weg
dorthin bifurkiert die entstandene 3-dim. Bahn erneut, da deren Stabilita¨tswert bei
α = 0.425 Λi = 2 fu¨r einer i = 1, 2 erfu¨llt.
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Abbildung 5.5: Stabilita¨tswerte der planaren Bahnen. Es existieren je drei Bahnen
(xy, yz, zx) fu¨r H+ und fu¨r H−. Die Zahl nach der Bahnbezeichnung ist der Maslov-Index
σ mod 4. In den beiden oberen Figuren werden die Spuren bei gegebener Deformation
(α = 0.1, β = 2) und variabler LS-Kopplung gezeigt, in den unteren, die mit fester Kopp-
lung κ = 0.1ω−10 und variablen α. Der senkrechte Strich markiert den gemeinsamen Wert.
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Abbildung 5.6: Bifurkationspunkte der planaren Bahnen. Der Bereich kleiner De-
formation und LS-Kopplung ist frei von Verzweigungen.
Abbildung 5.7: Bifurkation einer planaren Bahn. Bei der Deformation α = 0.3977
entspringt aus der planaren Bahn γ−xy zwei neue. Diese drehen sich bei steigender
Deformation von der xz−Ebene in die yz−Ebene und verschmelzen mit der γ−yz
Bahn. Der obere Bereich zeigt die Bahnen in Projektion auf die zy-Ebene.
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5.3 Semiklassische Beschreibung
5.3.1 Der glatte Anteil
Anders als in der Beschreibung des periodischen Anteils, konnte eine LS-Kopplung
schon seit la¨ngerem in die des glatten beru¨cksichtigt werden. Die Methode kann in
[Jen 75] gefunden werden. Sie erweitert die Wigner-Kirkwood Entwicklung auf den
Fall eines LS-Potentials. Kernstu¨ck stellt hierbei eine Entwicklung sowohl nach ~ als
auch nach κ sowie die Mitnahme der fu¨hrenden Ausdru¨cke beider Terme dar. Auf
den Fall des Oszillators u¨bertragen, findet sich folgender geschlossener Ausdruck des
glatten Anteils der Zustandsdichte:
g˜(E)sc =
1 + κ2(ω2x + ω
2
y + ω
2
z)
~3ωxωyωz
E2 (5.22)
− (ω
2
x + ω
2
y + ω
2
z) + κ
2
[
(ω2x + ω
2
y + ω
2
z)
2 + 2(ω2xω
2
y + ω
2
yω
2
z + ω
2
zω
2
x)
]
12~ωxωyωz
+ O(. . .4)
O(. . .4) fasst dabei Ausdru¨cke ∼ ~iκj mit i+ j ≥ 4 zusammen. Die Zustandsdichte
wa¨chst weiterhin wie ∼ E2 an, der LS-Term erho¨ht jedoch den Vorfaktor. A¨hnliches
gilt fu¨r die Nullpunktskorrektur.
Abb. 5.8 vergleicht den glatten Anteil mit dem entsprechenden Ergebnis einer Stru-
tinsky-Mittelung. Man erkennt, dass ohne Beru¨cksichtigung der LS-Kopplung die
Dichte zu gering ausfa¨llt, wa¨hrend mit in Abb. 5.8 links keine Unterschiede mehr
erkennbar sind. Erst bei Vergro¨ßerung erkennt man eine geringe Differenz, die sich
durch Vernachla¨ssigung von Termen ho¨herer Ordnung in (5.23) ergibt. Diese ko¨nn-
ten im Prinzip hinzugenommen werden, die Anzahl der zu berechnenden Ausdru¨cke
wa¨chst jedoch enorm an. Die Ursache der Unstimmigkeiten ab etwa 50 ~ω0 dagegen
ist eine Folge des beschra¨nkt gegebenen Quantenspektrums.
5.3.2 Exakte Spurformeln fu¨r die integrablen Grenzfa¨lle
A¨hnlich wie bei den Systemen aus Kapitel 4 kann in gewissen Fa¨llen aus dem bekann-
ten Quantenspektrum eine Spurformel bestimmt werden. In System (5.4) kommen
dafu¨r nur die Fa¨lle ohne Kopplung sowie der spha¨rische Fall in Frage. Tatsa¨chlich
kann beidesmal eine exakte Spurformel hergeleitet werden, Tab. 5.1 zeigt diese im
Vergleich.6
Der in Abschnitt 4.2 vollzogene Weg gelingt aufgrund der komplizierteren Struktur
des Spektrums hier nicht. Alternativ kann jedoch wie folgt vorgegangen werden,
6Die Spurformel eines Teilchens in einer spha¨rischen Hohlkugel mit LS-Kopplung, wo das Spek-
trum nur implizit bekannt ist, findet sich in [Mei 00]
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~−3
↓
~−2
↓
~−1
↓
• Spha¨rischer Fall ohne Kopplung (ωx = ωy = ωz = ω0;κ = 0)
δg(E) =
E2
2(~ω0)3
(
1 +
∞∑
k=1
(−1)k cos
(
1
~
T0kE
))
+
−1
8(~ω0)
(
1 +
∞∑
k=1
(−1)k cos
(
1
~
T0kE
))
• Deformierter Fall ohne Kopplung (κ = 0)
δg(E) =
[
1
2~ωx
∞∑
k=1
(−1)k+1
sin(kpi
ωy
ωx
) sin(kpi ωzωx )
cos
(
2pi
~ωx
kE
)]
+ [cycl.]
• Spha¨rischer Fall mit Kopplung (ωx = ωy = ωz = ω0)
δg(E) =
∞∑
±,k=1
2E
(~ω0)2(1± κω0)2 sin
(
2kpi
1±κω0
) sin(1
~
T±kE − pi
2
σ±k
)
+
∞∑
±,k=1
(∓1− 2κω0)
~ω(1± κω0)2 sin
(
2kpi
1±κω0
) sin(1
~
T±kE − pi
2
σ±k
)
+
∞∑
±,k=1
2 cos
(
2kpi
1±κω0
)
~ω0(1± κω0)2 sin2
(
2kpi
1±κω0
) cos(1
~
T±kE − pi
2
σ±k
)
+
∞∑
k=1
(−1)k+1
~ω0 sin2 (kpiκω0)
cos
(
1
~
T0kE − pi
2
σ0k
)
mit:
T± =
2pi
ω0(1± κω0) T0 =
2pi
ω0
σ± =
2(±1 + 2κω0)
1± κω0 σ0 = 4piκω0
Tabelle 5.1: Exakte Spurformeln fu¨r Spezialfa¨lle des Systems (5.4). Die rechten Seiten
sind entsprechend der ~ Ordnung eingeru¨ckt.
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Abbildung 5.8: Vergleich von g˜QM (E) mit g˜SK(E). Links: Ohne LS-Kopplung fa¨llt
g˜SK(E) zu gering aus. Bei einer Beru¨cksichtigung sind auf dieser Skala keine Un-
terschiede zu g˜QM (E) erkennbar. Rechts: Differenz von g˜QM (E) und g˜SK(E). Die
rasch einsetzenden Abweichungen bei hohen Energien sind Ursache von fehlenden
quantenmechanischen Eigenwerten. (Parameterwerte: ωx = ω0, ωy = 1.1212ω0,
ωz = 1.2571ω0 und κ = 0.1ω
−1
0 ).
was anhand des spha¨rischen Falls mit LS-Kopplung demonstriert werden soll (vgl.
auch [Bra 97]). Zuna¨chst bestimmt man die Zustandssumme mittels einer Laplace-
Transformation.
Z(β) = Lβ[g(E)] =
∫ ∞
0
e−βEg(E)dE =
∑
n,l
d(l)e−βEn,l (5.23)
Die Eigenwerte En,l und deren Entartung d(l) werden durch (5.7) gegeben. Ent-
scheidend fu¨r das Gelingen einer exakten Umformung ist nun, dass die Form des
Eigenwertspektrums eine Summation u¨ber n und l zula¨sst. Es ergibt sich.
Z(β) =
e−β~κω
2
0
4 sinh(β~ω0)
(
eβ~ω0/2
sinh(β~ω0(1− κω0)/2) +
eβ~ω0/2
sinh(β~ω0(1 + κω0)/2)
)
(5.24)
Die anschließende Ru¨cktransformation
g(E) = L−1E [Z(β)] =
1
2pii
∫ ²+i∞
²−i∞
eβEZ(β) dβ (5.25)
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fu¨hrt man zweckma¨ßigerweise mit dem Residuenkalku¨l aus. Die Beru¨cksichtigung
der Pole in (5.24) fu¨hrt dabei zu der k-Summe in der Spurformel. Nach Wegnahme
des glatten Anteils (k = 0) und einem Zusammenfassen der +k und −k Term ergibt
sich schließlich der fu¨hrende Beitrag.
Die Tabelle verdeutlicht die wesentlichen Unterschiede, die sich durch Hinzunahme
von Deformation bzw. LS-Kopplung ergeben. Eine vollsta¨ndige Diskussion der ani-
sotropen Fa¨lle ohne LS-Kopplung finden sich in [Bra 95]. Hier werden nur Effekte
der LS-Kopplung diskutiert.
Deren Hinzunahme fu¨hrt neben komplizierteren Amplituden und Maslov-Indizes zu
zwei wesentlichen Unterschieden.
• Neben der primitiven Periode T0 treten zwei weitere, nach oben und unten
verschobene und mit T± bezeichnete auf.
• Die ~-Ordnung des fu¨hrenden Beitrags ist vera¨ndert. Damit geht auch eine
unterschiedliche Energieabha¨ngigkeit der Amplitude einher.
Beide Pha¨nomene ko¨nnen auf einfache Weise in der SCL-Na¨herung interpretiert
werden. Ohne Kopplung besitzt der harmonische Oszillator SU(3)-Symmetrie. Alle
klassischen Bahnen haben Periode T0 und treten in einer vierparametrigen Fami-
lie auf. Dies fu¨hrt, entsprechend Spurformel (3.8), zur E2/~3 Proportionalita¨t des
fu¨hrenden Beitrags. Die Hinzunahme der LS-Kopplung bricht die Symmetrie nun
teilweise. Falls
(θ,φ)
ε
δ
a)
b) c)
Abbildung 5.9: Im Falle mit LS-Kopplung kann die Bahnebene durch einen Po-
larwinkel charakterisiert werden (a). Ohne Kopplung kann zusa¨tzlich die Kreisbahn
gestaucht (b) und in der Ebene gedreht werden (c)
κω 6∈ Q (5.26)
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gilt, so sind nach Abschnitt 5.2.1 Kreisbahnen die einzig mo¨glichen periodischen
Lo¨sungen. Deren Ebene bleibt im Raum frei orientierbar, die jeweilige Bahn ist
jedoch darin fixiert. Dies reduziert die Bahnentartung um zwei Freiheitsgrade, vgl.
Abb. 5.9. Der fu¨hrenden Beitrag in der Spurformel a¨ndert sich entsprechend von ~−3
nach ~−2. Die vera¨nderte Periode ergibt sich wegen (5.19) ebenfalls unmittelbar.
In Spurformel (5.23) treten weitere Ausdru¨cke der Ordnung ~−1 auf. Die Terme
mit den Perioden T± entsprechen dabei Randkorrekturen obiger zweiparametrigen
Bahnfamilie. Der Term mit der urspru¨nglichen Periode kann im SCL-Formalismus
nicht erkla¨rt werden. Eine genauere Diskussion dazu erfolgt in Kapitel 6.
Die klassische Integrabilita¨t, auch im Falle einer LS-Kopplung, bietet zudem die
Mo¨glichkeit einer EBK-Quantisierung. Die Energien von H0
E = ~ω0(n+ 3/2), n = 0, 1, 2, . . . (5.27)
sollen dabei als bekannt vorausgesetzt werden. Die LS-Korrektur ergibt sich, gema¨ß
den SCL-Hamiltonfunktionen aus dem Term HLS = ±κω20|L|. Eine wesentliche Be-
deutung kommt in diesem Zusammenhang dem NN-Term zu, λ
(1)
NN = ~κω20/2. Der
Berry-Term verschwindet aufgrund der spha¨rischen Symmetrie. Erst dadurch erge-
ben sich mit der semiklassischen Quantisierungsbedingung L = ~(l + 1/2), l =
0, 1, 2, . . . die exakten Eigenwerte in (5.7).
∆E = ±κ~ω2(l + 1/2) + ~κω
2
0
2
= κ~ω20
{ −l j = l + 1
2
l + 1 j = l − 1
2
(5.28)
Es sei jedoch darauf hingewiesen, dass ohne Benutzung der nichtkanonischen Koor-
dinaten dieses Vorgehen nur die Lage der Eigenwerte richtig wiedergibt, nicht aber
deren Entartung, vgl. [Lit 92].
5.3.3 Numerische Auswertung der Spurformel
System (5.4) ist mit Ausnahme einiger Spezialfa¨lle nicht integrabel. Einen gewissen
Zwischenstatus nimmt der axiale Fall mit β = 1 ein. Hier existieren Bahnfamilien
und Spurformel (3.4) muss durch eine entsprechende vom Typ (3.8) ersetzt wer-
den. Dieser Fall wird im folgenden ausgeklammert. Einen ersten Eindruck u¨ber die
zu erwartenden Auswirkungen einer LS-Kopplung im System (5.4) vermittelt Abb.
5.10. Sie zeigt bei unterschiedlichen Werten der Ankopplung eine Fourieranalyse von
δgQM(E). Da das zugrundeliegende System gema¨ß
H(ηr, ηp) = η2H(r,p), η ∈ R, (5.29)
skaliert, kann in der Energietransformierten die Frequenz bzw. die Bahnperiode ent-
nommen werden. Das System weist eine Deformation von 1 : 1.1212 : 1.2571 auf.
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Bei κ = 0 ergibt sich damit die bekannte Struktur mit den drei Hauptpeaks gema¨ß
den Librationsbahnen. Der Da¨mpfungsfaktor ρ = 0.5~ω wurde in Abb. 5.11 so
gewa¨hlt, dass auch noch die erste Wiederholung sichtbar ist. Das Einschalten der
LS-Kopplung bewirkt nun ein Aufspalten der einzelnen Peaks, was sich zu einer
komplett vera¨nderten Struktur weiterentwickelt. Im folgenden wird nun versucht,
diese Beobachtung zu erkla¨ren.
Zuna¨chst sei festgestellt, dass ein Vorgehen in der WCL-Na¨herung nicht mo¨glich ist.
Dies liegt im wesentlichen daran, dass entlang den Librationsbahnen γi, i = x, y, z
der LS-Term identisch verschwindet, C(γ i(t)) ≡ 0, i = x, y, z fu¨r alle t. Eine
Auswertung der Dgl. (3.54) ergibt den trivialen Modulationsfaktor zwei, was in der
Spurformel zu keinen prinzipiellen A¨nderungen fu¨hrt.
Die Dynamik der beiden SCL-Hamiltonfunktionen H± = H0±κ|C| wurde bereits in
Abschnitt 5.2 untersucht. Dabei wurde festgestellt, dass im wesentlichen sechs ver-
schiedene periodische Bahnen kleiner Wirkung existieren (+ sechs Zeitumgekehrte).
In Abb. 5.10 sind dem Fourierspektrum deren Perioden unterlegt. Man erkennt ei-
ne bemerkenswerte U¨bereinstimmung mit dem Verlauf der Hauptpeaks. Das gleiche
gilt fu¨r deren erste Wiederholung. Hier erlaubt die bessere Auflo¨sung des Spektrums
sogar die Auflo¨sung aller Bahnen. Weitere Peaks, die keiner planaren Bahn zugeord-
net werden ko¨nnen, ru¨hren von 3-dim. Bahnen her. Beispielsweise kann der relativ
markante Peak bei T = 10, κ = 0.2 der Bahn γ−332 zugeordnet werden.
Die Gu¨ltigkeit einer Auswertung der Spurformel zeigt Abb. 5.11. Neben den analy-
tisch bekannten Perioden u¨berpru¨ft dieser Test auch die Stabilita¨tsamplitude, sowie
die genauen Phasen. Diese werden nur korrekt wiedergegeben, wenn gema¨ß SCL2
bzgl.
λ
(1)
B = 0 λ
(1)
NN = κpi
ωij
ωk
~ (5.30)
korrigiert wird. Im Bereiche kleiner Energien sind Unterschiede zwischen δgSK(E)
und δgQM(E) erkennbar. Dabei handelt es sich um die u¨blichen Fehler einer se-
miklassischen Na¨herung. Im Energieintervall 10~ω0 − 45~ω0 ist dagegen die U¨ber-
einstimmung, trotz der geringen Anzahl an beteiligten Bahnen, sehr gut. Daru¨ber
hinaus stehen nicht mehr alle quantenmechanischen Eigenwerte zur Verfu¨gung. Fi-
gur 5.11 c) zeigt allerdings eine semiklassische Extrapolation des Schalenverlaufs
dieses Systems. A¨hnlich gute Ergebnisse wurden auch bei anderen Kopplungs- und
Deformationswerten beobachtet, solange
• der LS-Parameter κ nicht zu klein wird, vgl. auch Kapitel 6.
• Deformation und LS-Kopplung sich im bifurkationsfreien Gebiet von Abb. 5.6
befinden.
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Abbildung 5.10: Fourieranalysen aufgenommen bei verschiedenen Werten der LS-
Kopplung. Daruntergelegt sind die nach (5.16) berechneten Frequenzen der planaren
Bahnen, sowie deren ersten Wiederholungen. Die meisten Peaks entsprechen diesen
(Parameter: α = 1.1212, β = 2, κ und T in Einheiten von ω−10 , ρ = 0.5~ω0).
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Abbildung 5.11: Vergleich von δgSK(E) und δgQM(E) des Systems (5.4) mit
α = 0.1212, β = 2 bei einer Da¨mpfung von ρ = 0.5~ω0. a) Ohne LS-Korrektur
existiert keine U¨bereinstimmung. b) Gute U¨bereinstimmung la¨sst sich bei Be-
nutzen der SCL-Methode erkennen. c) Extrapolation des semiklassischen Re-
sultats zu hohen Energien.
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5.3.4 Semiklassische Sto¨rungsrechnung
Die vera¨nderte Zustandsdichte kann im Rahmen der SCL-Methode sehr gut wie-
dergegeben werden. Von Nachteil ist, dass die Stabilita¨tsamplitude nur numerisch
bekannt ist. Ein geschlossener Ausdruck dagegen kann fu¨r den Fall eines leicht aus
der spha¨rischen Symmetrie gesto¨rten Systems angegeben werden.
Dazu nutzt man Kenntnis der Spurformel des isotropen Falles aus und benutzt die
in Kapitel 3.3 vorgestellte semiklassische Sto¨rungstheorie. Als Sto¨rterm H1 wirken
alle nichtspha¨rischen Anteile sowohl von H0 als auch des LS-Terms HLS. Berry- und
NN-Korrektur brauchen als Terme ho¨herer Ordnung nicht beru¨cksichtigt zu werden.
Da nur kleine Deformationen untersucht werden, reichen bei der Parameterwahl
(5.5) die fu¨hrenden Ordnungen aus:
ωx = ω0 ωy = (1 + α)ω0 ωz = (1 + αβ)ω0 (5.31)
α agiert im weiteren als Sto¨rparameter, wa¨hrend β als kleiner aber fester Parame-
ter benutzt wird. H0 wird durch (5.6) gegeben und besitzt, wie bereits erwa¨hnt,
kreisfo¨rmige in einer zweiparametrigen Familie vorliegende periodische Bahnen. Die
Auswertung der Gleichungen (3.11) und (3.10) ergibt folgenden Modulationsfaktor
(Einzelheiten finden sich im Anhang).
MΓ±(α,E) =
1
2
∫ pi
0
sin θ dθ eiδ±αE(2+β+(β−2) cos
2 θJ0
(
δ±βα sin
2 θE
)
(5.32)
Die Integration u¨ber θ kann i.A. nicht mehr erfolgen. Fu¨r spezielle Verha¨ltnisse von
α : β, darunter die wichtige axiale Deformation mit β = 0 ko¨nnen analytische Aus-
dru¨cke gefunden werden. Im folgenden soll stellvertretend 1 : α : 2α-Deformation
na¨her untersucht werden, wo der Modulationsfaktor besonders einfach ist. Endresul-
tat ist eine Spurformel, die in komplett analytischer Weise den fluktuierenden Anteil
einer 1 : α : 2α-Deformation wiedergibt.
δg(E) = Re

∑
±
∞∑
k=1
2E
[
J− 1
4
(−δ±αE) + J 1
4
(−δ±αE)
]
(~ω0)2(1± κω0)2 sin
(
2kpi
1±κω0
)
× exp
(
i
[{
1
~
T±(k) + 4δ±α
}
E − 1
2
σ±(k)pi
])}
(5.33)
mit den Abku¨rzungen
δ± = − pi(1± 2κω0)
2ω0(1± κω0)2 T± =
2pi
ω0(1± κω0) σ±(k) =
2(±1 + κω0)
1± κω0
Abb. 5.12 zeigt einen Vergleich von δgSK(E) und δgQM(E) bei einer leichten Sto¨rung
(ωx : ωy : ωz = 1 : 1.01151 : 1.02302). Man erkennt, dass die semiklassische
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Abbildung 5.12: Vergleich von semiklassischer Sto¨rungsrechnung mit exak-
tem Resultat. a) Ohne Sto¨rungskorrektur ist eine Phasenverschiebung zu be-
obachten. b) Mit Korrektur wird diese behoben (α = 0.01). c) Bei gro¨ße-
rer Deformation (α = 0.03) versagt die Sto¨rungstheorie (Parameter: β = 2,
κ = 0.1ω−10 ,ρ = 0.2~ω0).
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Theorie ohne Beru¨cksichtigung des Sto¨rterms ein falsches Phasenverhalten aufweist
(a)), wa¨hrend sie bei Hinzunahme den Verlauf gut wiedergegeben kann (b)). Mit
gro¨ßer werdender Sto¨rungen (α > 0.03) wird die U¨bereinstimmung jedoch zuneh-
mend schlechter. Abhilfe bietet hier eine uniforme Na¨herung, wie sie z.B. in [Bra 99]
angewendet wird.
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Kapitel 6
Mode-Conversion
Mode-Conversion (MC) tritt bei der semiklassischen Behandlung der LS-Kopplung aus-
schließlich im Zusammenhang mit der SCL-Methode auf. An Phasenraumpunkten mit ver-
schwindender LS-Kopplung bricht die dort beno¨tigte adiabatische Na¨herung zusammen. In
diesem Abschnitt werden aus quantenmechanischen Informationen Ru¨ckschlu¨sse auf klas-
sische Dynamik und das Eintreten eines mo¨glichen Spinflips gezogen.
6.1 Auftreten von Mode-Conversion
Das Problem der MC tritt nur in der SCL-Na¨herung auf und zwar in Phasen-
raumbereichen auf, wo die MC-Bedingung
C(r,p) = 0 (6.1)
erfu¨llt ist. Bei der u¨blichen LS-Kopplung (5.2) legt Bedingung (6.1) gerade 3-dim.
Unterra¨ume fest.
Auf diesen Fla¨chen treten bei Diagonalisierung des Wellenoperators entartete Ei-
genwerte auf. Die beiden SCL-Hamiltonfunktionen stimmen u¨berein, H+ = H−.
An verschiedenen Stellen bei der in Abschnitt 3.4. skizzierten Herleitung treten da-
durch Probleme auf. Unter anderem ist Ansatz 3.27 nur streng gerechtfertigt, falls
Beziehung (6.1) nicht zutrifft [Fri 87]. Wie bereits erwa¨hnt sind auch die in einer ~
Umgebung liegenden Bereiche betroffen.
Die bislang in der SCL-Na¨herung untersuchten Systeme besaßen die Eigenschaft,
dass alle wesentlichen Spurformelbeitra¨ge von Bahnen herru¨hrten, die das MC-
Problem nicht aufwiesen. Im Verlaufe dieses Kapitels wird sich jedoch herausstellen,
dass dieser Umstand nicht immer gewa¨hrleistet sein muss. Es werden Systeme vor-
gestellt, wo sogar alle kurzen Bahnen in irgendeiner Form davon betroffen sind.
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Leider existiert bislang noch keine umfassende Theorie, wie in solchen Situationen
die Betra¨ge in Spurformeln ermittelt werden ko¨nnen. Bisherige Problemstellungen
in diesem Zusammenhang beschra¨nken sich auf eine Dimension D = 1[Lit 94].
Das Vorgehen in diesem Kapitel beschra¨nkt sich daher auf die Analyse der quanten-
mechanische Ergebnisse, um anschließend Ru¨ckschlu¨sse auf das klassische Verhalten
zu ziehen. Empirisch gefundene Modelle und Regeln werden damit verglichen. Die
ausgewa¨hlten Beispiele sind zumeist Spezialfa¨lle der in Kapitel 4 und 5 untersuch-
ten Systeme. Das Problem der MC tritt dabei in unterschiedlicher Form auf, es wird
unterschieden zwischen:
• Globale MC: Periodische Bahnen liegen komplett auf oder nahe der der MC-
Fla¨che.
• Lokale MC: Periodische Bahnen erfu¨llen nur zu diskreten Zeiten die MC-
Bedingung (6.1).
6.2 Globale Mode-Conversion
6.2.1 Periodische Bahnen entlang MC Fla¨chen
Am folgenden Beispiel kann mittels analytisch bekannten Ergebnissen gefolgert wer-
den, dass die MC-Problematik tatsa¨chlich zu beobachtbaren Unstimmigkeiten in der
Spurformel fu¨hrt. Dazu werde der 3-dim. spha¨rische Oszillator mit LS-Kopplung
aus Abschnitt 5.3.2 und dessen sogar in allen Quantenzahlen exakten Spurformel
betrachtet, vgl. auch Tab. 5.1.
Die fu¨hrenden Beitra¨ge konnten Bahnen der Perioden T± zugeordnet werden. Wei-
tere Terme dieser Perioden entsprechen Randkorrekturen derselben Bahnfamilie. Im
Rahmen der SCL-Analyse weitgehend unerkla¨rbar bleibt jedoch der Beitrag
δg(E) = · · ·+
∞∑
k=1
(−1)k+1
~ω0 sin2 (kpiκω0)
cos
(
1
~
T0kE − pi
2
σ0k
)
, (6.2)
der formal einer Bahn mit der urspru¨nglichen Periode T0 entspricht. Dazu sei zuna¨chst
festgestellt, dass wegen der spha¨rischen Symmetrie L erhalten ist. Dies fu¨hrt dazu,
dass im Falle |L| > 0 die SCL-Hamiltonfunktionen H± = H0±κω|L| durch geeigne-
te Drehung des Koordinatensystems stets in die Form H± = H0 ± κω|Lz| gebracht
werden ko¨nnen. Die zugeho¨rige Dynamik wird durch ein lineares Dgl-System ver-
gleichbar mit dem von (5.14) beschrieben.
γ˙(t) = A±γ(t) (6.3)
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mit
A± =


0 ∓ sign(Lz)κω20 1 0
± sign(Lz)κω20 0 0 1
−ω20 0 0 ∓ sign(Lz)κω20
0 −ω20 ± sign(Lz)κω20 0


Dessen einzige periodische Lo¨sungen besitzen die Umlaufzeit T±. Gilt dagegen L = 0,
so ist die MC-Bedingung (6.1) erfu¨llt und in System (6.3) kommt es wegen dem
sign(Lz)-Term zu einem undefinierten Verhalten.
Es sei noch bemerkt, dass sich die Bahnperiode T0 ergibt, wenn im Falle L = 0,
diese Bedingung zuerst in die Hamiltonfunktion eingesetzt und anschließend aus
H± = H0 die Bewegungsgleichungen bestimmt werden. Dieses Vorgehen kann jedoch
nicht na¨her begru¨ndet werden und la¨sst auch keine Ru¨ckschlu¨sse auf die Amplitude
in der Spurformel (6.2) zu.
6.2.2 Das Verhalten in der Na¨he von κ = 0
Globale MC tritt ebenfalls auf, wenn ganz allgemein der LS-Parameter κ gegen Null
geht. Hierbei na¨hern sich die beiden SCL-Hamiltonfunktionen an
κ→ 0 =⇒ |H±(γ)−H∓(γ)| → 0 fu¨r alle γ, (6.4)
und fallen bei κ = 0 schließlich zusammen. Das Zusammenbrechen der SCL-Na¨he-
rung in einer solchen Situation kann im folgenden demonstriert werden. Anhand
des anisotropen 3-dim. Oszillators (5.4) wird gezeigt, dass die durch H± vermit-
telte klassische Bewegung keinen glatten U¨bergang zwischen κ = 0 und κ > 0
besitzt. Bekanntlich wird fu¨r κ = 0 das System durch die drei Librationsbahnen
γi, i = x, y, z beschrieben. Wa¨hlt man κ > 0, so entspringen daraus die durch
(5.17) parametrisierten elliptischen Bahnen. Dieser Vorgang ist jedoch keine Bifur-
kation im u¨blichen Sinne. Dies zeigt z.B. der Verlauf der Stabilita¨tswerte von γ+zx und
γ+yz in Abb. 6.1. Obwohl die Bahnen im Phasenraum bei κ→ 0 zu γy verschmelzen,
besitzt keiner der Stabilita¨tswerte dort den Wert zwei. Umgekehrt ist auch die Pen-
delbahn γy i.A. stabil und damit Λi 6= 2, i = 1, 2 (vgl. kreisfo¨rmige Markierung).
Abb. 6.1 la¨sst zudem erkennen, dass der Sprung bei dem senkrechten Stabilita¨tswert
Λ⊥ stattfindet. Der Verlauf von Λ‖ endet dagegen gema¨ß (5.21) am entsprechenden
Wert von γy. Wa¨hrend die in der SCL-Na¨herung bestimmten Wirkungen und Pe-
rioden einen glatten Verlauf besitzen, kommt es bei den Stabilita¨tswerten z.T. zu
unstetigem Verhalten.
Dagegen ist anzunehmen, dass ein entsprechender quantenmechanischer U¨bergang
glatt verla¨uft, vgl. auch Abb. 5.1. Mittels Sto¨rungsrechnung kann hier das Verhalten
gena¨hert bestimmt werden. Die sich ergebenden Energiekorrekturen einschließlich
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Abbildung 6.1: Verlauf der Stabilita¨tswerte der Bahnen γ+xz und γ
+
yz. Im Grenz-
fall κ → 0 stimmen lediglich die parallelen Stabilita¨tswerte mit dem der Bahn γy
des 3-dim. Oszillators ohne Kopplung (kreisfo¨rmige Markierung) u¨berein. Bei den
senkrechten kommt es zum Sprung.
zweiter Ordnung sind linear in den Quantenzahlen, so dass das System nahe κ = 0
einem 3-dim. Oszillator mit drei modifizierten Frequenzen entspricht.
Enx,ny ,nz =
∑
i=x,y,z
~ω˜i(ni + 1/2) (6.5)
wobei ω˜i = ωi
(
1 +
κ2
2
[
ω2j (ω
2
j + 3ω
2
i )
ω2i − ω2j
+
ω2k(ω
2
k + 3ω
2
i )
ω2i − ω2k
])
i, j, k = x, y, z paarweise verschieden
Abschließend sei noch auf einen interessanten Zusammenhang hingewiesen: Ent-
wickelt man die sechs verschiedenen Frequenzen der planaren Bahnen nach κ, so
ergeben sich:
ωij = ωi
(
1 +
κ2
2
ω2j (ω
2
j + 3ω
2
i )
ω2i − ω2j
)
wobei i, j = x, y, z i 6= j (6.6)
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Der Vergleich mit (6.5) zeigt eine a¨hnliche Struktur. Im Unterschied zu dort sind
jedoch sechs Terme vorhanden. Man beachte auch, dass die drei Frequenzen in (6.5)
nicht der Mittelwert von (6.6) sind!
6.3 Lokale Mode-Conversion
Lokale MC tritt auf, sobald die Trajektorie nur zu gewissen Zeitpunkten die MC-
Bedingung (6.1) erfu¨llt. Folgendes 2-dim. System erlaubt auf die damit verbundenen
Konsequenzen aufmerksam zu machen:
Hˆ(rˆ, pˆ) =
1
2
(
pˆ2x + pˆ
2
y + ω
2
xrˆ
2
x + ω
2
y rˆ
2
y
)
︸ ︷︷ ︸
H0
1l + κ (−pˆyσˆx + pˆxσˆy)︸ ︷︷ ︸
HLS
(6.7)
Es handelt sich dabei im wesentlichen um den aus Kapitel 4 bekannten anisotro-
pen Quantendot, der jedoch hier keinem externen Magnetfeld ausgesetzt wird.
Vereinfachend werden Masse m∗ und der Parameter 〈v′z〉 gleich eins gesetzt, sowie
die Diagonalterme des Rashba-Terms vernachla¨ssigt. Letzteres kann in Systemen
mit, verglichen zur z−Struktur großen, lateralen Strukturen gerechtfertigt werden.
An dieser Stelle dient die Vernachla¨ssigung jedoch alleine dazu, dass weniger kurze
periodische Bahnen bei der spa¨teren klassischen Behandlung auftreten. Die Auf-
merksamkeit kann damit ausschließlich auf das Problem der MC gelenkt werden.
Das weitere Vorgehen gestaltet sich nun wie folgt. Zuna¨chst wird das exakte quanten-
mechanische Ergebnis herangezogen, um auf klassische Gro¨ßen zu schließen. Hierbei
besitzt die Wahl eines 2-dim. Problems gegenu¨ber einem 3-dim. System den Vorteil,
dass die Eigenwertdichte g˜(E) weniger stark anwa¨chst. Ein breiteres Energieinter-
vall sowie eine scha¨rfere Fouriertransformierte sind die Folge. Es wird sich allerdings
herausstellen, dass im Gegensatz zu den in Kapitel 4 und 5 behandelten Systemen
in (6.7) periodische Bahnen nicht ohne weiteres identifiziert werden ko¨nnen.
6.3.1 Fouriertransformierte des Quantenresultates
Das unterschiedliche Skalierungsverhalten von H0 und HLS verhindert zuna¨chst eine
einfache Fouriertransformation bzgl. der Energie, wie sie etwa in Kapitel 5 durch-
gefu¨hrt wurde. Es muss vielmehr nach der in Abschnitt 3.4 vorgestellten Methode
vorgegangen werden. Die Transformation findet entlang der Linie konstanter ska-
lierter Energie
e =
E
κ2
(6.8)
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Abbildung 6.2: Unterer Bereich: Fouriertransformierte des Systems (6.7) bei
verschiedenen Werten von e. Die Frequenzen betragen ωx = ω0, ωy = 1.23ω0.
Oberer Bereich: Verlauf von s(e)/e in Abha¨ngigkeit von e Zugrundegelegt wur-
den die adiabatische Hamiltonfunktion Hadia± sowie die diabatischen H
dia
± . Alle
wesentlichen Peaks ko¨nnen damit erkla¨rt werden. (Da¨mpfung: ρ = 0.2~ω0)
in der κE-Ebene statt. Die Position eines Fourierpeaks markiert den Quotienten
s(e)/e einer periodischen Bahn.
Abb. 6.2 zeigt im unteren Bereich das Ergebnis einer solchen Untersuchung bei ver-
schiedenen Werte von e. Die Frequenzwahl ωx : ωy = 1 : 1.23 garantiert dabei
einerseits die Trennung der Hauptpeaks, ohne dass diese mit den ersten Wieder-
holungen zusammenfallen. Der Fall hoher Energie e = 105 ist bei der gewa¨hlten
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Skala nicht von einem Oszillator ohne LS-Kopplung zu unterscheiden. Dies folgt
unmittelbar aus (6.8), da der Grenzfall e = ∞ gerade dem verschwindender Kopp-
lung entspricht. Mit abnehmender Energie ko¨nnen zwei Vera¨nderungen beobachtet
werden:
1. Die beiden Hauptpeaks wandern leicht nach rechts.
2. Es treten vier weitere Nebenmaxima auf.
Inwieweit la¨sst sich dieses Ergebnis mit Hilfe von periodischen Bahnen interpretie-
ren? Zur Beantwortung dieser Frage soll versuchsweise die WCL-Na¨herung benutzt
werden.
6.3.2 WCL-Methode
Regeln WCL1 und WCL2 schreiben vor, dass die Spurformel von H0 (sie besitzt im
wesentlichen die Gestalt (4.20)) um den Faktor tr d(Tγ) modifiziert werden muss.
Kurze periodische Bahnen liegen in H0 nur in Form der beiden Librationsbahnen
γi, i = x, y vor. Die Auswertung von Dgl. (3.54) entlang γi ergibt nun
tr dγi(t) = cos [κ sin(ωit)] , i = x, y (6.9)
und damit
tr dγi(Tγi) = 2, i = x, y. (6.10)
Man beachte, dass hier das triviale Resultat wegen der zeitabha¨ngigen Koeffizien-
tenmatrix nicht so offensichtlich ist, wie beim 3-dim. Oszillators des Kapitel 5. Das
Resultat ist vielmehr darauf zuru¨ckzufu¨hren, dass die Bahnen wa¨hrend einer Pe-
riode einen symmetrischen C(r,p) -Verlauf besitzen. Der Spin pra¨zediert zuna¨chst
vom ersten Umkehrpunkt zum zweiten in einer Richtung, wa¨hrend beim Ru¨ckweg
die Pra¨zession genau im umgekehrten Sinne erfolgt. Anfangs- und Endposition des
Spinvektors sind damit identisch. Erst durch Anlegen eines externen Magnetfeldes
wird diese Symmetrie gebrochen, was auch die erfolgreiche Behandlung im Abschnitt
4.3 erkla¨rt.
6.3.3 Das Auftreten von Mode-Conversion bei der SCL-
Methode
Die zu System (6.7) geho¨rigen SCL Hamiltonfunktionen lauten in den skalierten
Koordinaten (vgl. Abschnitt 3.4)
H˜±(r˜, p˜) = H0(r˜, p˜)± |p˜|.
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Aufgrund des nichtquadratischen LS-Terms geht die klassische Harmonizita¨t des Sy-
stems verloren. Es ergibt sich das folgende vierkomponentige Bewegungsgleichungs-
system:
˙˜ri = p˜i ± p˜i|p˜|−1
˙˜pi = −ω2i r˜i
i = x, y (6.12)
Die Hinzunahme der LS-Kopplung zersto¨rt die Linearita¨t, es kommt zur Ausbildung
eines gemischten Phasenraums. Anhand der Poincare´ Schnitte (Abb. 6.3) beider Sy-
steme H± la¨sst sich dies leicht erkennen. Im Grenzwert hoher Energien wird das
Verhalten zunehmend regula¨r, was sich erneut mit (6.8) in Verbindung bringen la¨sst.
Gleichzeitig werden die beiden Schnitte identisch. Das Verhalten in der Na¨he des
Ursprungs von H− bzw. H+ entspricht der Situation eines instabilen bzw. stabilen
Fixpunktes. Die zugeho¨rigen Bahnen pendeln entlang der x− bzw. y−Achse. Weite-
re Fixpunkte liegen auf der Berandung. Insgesamt existieren vier Librationsbahnen
γ±i , i = x, y, resp. deren Wiederholungen. Je zwei davon sind (in)stabil. Fu¨r die
weitere Analyse der Bewegungsgleichung nutzt man die Existenz von Spiegelungs-
symmetrien aus. Diese bewirken, dass sich die Bewegung auf invariante Unterra¨ume
(r˜i ≡ 0, p˜i ≡ 0), i = x, y reduzieren la¨sst. Mit Ausnahme des MC-Punktes lauten
dort die reduzierten Bewegungsgleichungen:
˙˜ri = p˜i ± sign p˜i
˙˜pi = −ω2i r˜i
i = x, y. (6.13)
Diese Gleichungen ergeben sich auch formal aus der 1-dim Hamiltonfunktion. 1
Hadia± =
1
2
(
p˜2i + ω
2
i r˜i
)± |p˜i|. (6.14)
Am MC-Punkt kann dagegen keine Gleichung definiert werden. Es lassen sich aber
Lo¨sungen γadia± mit einem stetigen Verlauf von γ(t) konstruieren. In den Ablei-
tungen γ˙(t) kommt es jedoch zu Spru¨ngen, was auch in den Phasenraumschnitten
(Abb. 6.5 b)) am eckigen Verlauf der adiabatischen Lo¨sung deutlich wird. Gleich-
zeitig verhindert der sprunghafte Verlauf der Hessematrix in (2.8) entlang der Bahn
eine Bestimmung des Stabilita¨tswertes und damit auch die der semiklassischen Am-
plitude. Eine qualitative Zuordnung kann jedoch mit Hilfe der Poincare´-Schnitte
erfolgen, da Bahnen in einer Umgebung der Fixpunkte keine MC-Problematik und
damit regula¨re Bewegungsgleichungen aufweisen.
Bei niedrigen Energien lassen sich weitere Fixpunkte ausmachen. Diese fallen fu¨r
e → ∞ mit dem Zentrumspunkt zusammen und wandern bei kleiner werdender
Energie nach aussen. Die Form der Bahn sowie deren Lage im Poincare´-Schnitt
1 Achtung: Ein sofortiges Nullsetzen von rj und pj in Ausdruck (6.11) ist i.A. nicht korrekt.
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Abbildung 6.3: Poincare´ Schnitte der Systeme (6.11) aufgenommen bei un-
terschiedlichen skalierten Energien. Der chaotische Bereich nimmt mit abneh-
mender Energie zu.
zeigt Abb. 6.4. Man kann nachpru¨fen, dass im untersuchten Energiebereich auch
diese zusa¨tzlichen Bahnen die Bedingung p˜ = 0, wenn auch nicht exakt, so doch
na¨herungsweise erfu¨llen.
Insgesamt la¨sst sich feststellen, dass alle kurzen periodischen Bahnen von der MC-
Problematik betroffen sind.
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Abbildung 6.4: Periodische Bahnen von System (6.7) sind Librationen entlang
den Achsen. Daneben existieren bei e = 30 zwei weitere kurze Bahntypen.
6.3.4 Dia- und adiabatische Hamiltonfunktion
Die Problematik mit sprunghaften Bewegungsgleichungen wurde in vergleichbarer
Situation von Frisk und Guhr beobachtet [Fri 93]. Sie interpretierten die in der klas-
sischen Bewegung auftretenden Spru¨nge als unphysikalisch und gla¨tteten sie. Auf
obiges System u¨bertragen, hieße das, dass die sign−Funktion in (6.13), ignoriert
wird. Entsprechend muss die zugrundeliegende Hamiltonfunktion (6.14) folgender-
maßen modifiziert werden:
Hadia± =
1
2
(
p˜k + ω
2
kr˜
2
k
)± |p˜k| → Hdia± = 12 (p˜k + ω2kr˜2k)± p˜k k = x, y (6.15)
Dieses Vorgehen kann auch im Sinne eines Spinflips interpretiert werden: Gema¨ß
den in Abschnitt 3.4 gemachten Ausfu¨hrungen ko¨nnen die Hamiltonfunktionen H±
mit den beiden Spinpolarisationen identifiziert werden. Das Ersetzen der diabati-
schen Funktion durch die adiabatische ist nun so zu verstehen, dass jedesmal, wenn
MC-Bedingung (6.1) zutrifft, eine Vertauschung der Hamiltonfunktionen stattfindet:
Daher ru¨hren auch die Bezeichnungen adia- und diabatisch her.
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SF1 C = 0 ⇐⇒ Spinflip ⇐⇒ H± ↔ H∓
Abb. 6.5 skizziert die beiden Fla¨chenH±(r˜, p˜) = const. in der Na¨he des MC-Punktes
p˜ = 0. Sie besitzen die Gestalt eines Doppelkegels, es tritt diabolische MC auf. Am
Spinflip-Punkt wechselt die Trajektorie das System. Im Phasenraum besitzen die
entsprechenden diabatischen Lo¨sungen γdia± einen glatten Verlauf.
Das Vorgehen in (6.15) kann, abgesehen, dass dadurch ein glattes Verhalten erzielt
wird, hier nicht na¨her begru¨ndet werden. Eine umfassende Theorie des MC-Problems
existiert momentan noch nicht.
px
py
|p|+
-
H+
H-
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r
a) b)
γ
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Abbildung 6.5: a) Fla¨chen konstanter Energie des LS-Terms. γ± durchla¨uft den
MC-Punkt und wechselt von H+ nach H−. γ+ verbleibt auf H
+, γ− auf H
−. b)
Periodische Librationsbahnen im Orts/Impulsdiagramm. Die Bahnen γ±, γ+γ− be-
sitzen unterschiedlichen Verlauf an den MC-Punkten und sammeln unterschiedliche
Wirkung (entspricht der Fla¨che) wa¨hrend eines Umlaufs auf.
Das weitere Vorgehen zielt auf Beantwortung der Frage hin, inwieweit das Vorgehen
SF1 gerechtfertigt ist. Dazu werden Bahnperioden und klassische Wirkungen aus
der adiabatischen Theorie der der diabatischen gegenu¨bergestellt.
T adiai,+ (e) =
2
ωi
arccos
(
1−2e
1+2e
)
T adiai,− (e) = 2
(
2pi
ωi
− 1
2
Ti,+(e)
) T dia± = 2piωi (6.16)
sadiai,± (e) =
(
e+
1
2
)
T adia± (e)−
2
√
2e
ωi
sdiai,±(e) =
(
e+
1
2
)
T diai,±
Im adiabatischen Fall kommt es zur Aufspaltung aller Terme, wa¨hrend der diaba-
tische exakt deren Mittelwert entspricht. Abb. 6.5 b) visualisiert die verschiedenen
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Wirkungen entsprechend der eingeschlossenen Fla¨che. Mit Ausnahme des Terms 1/2
in der Wirkung entspricht sdia± (e) dem Resultat des Oszillators ohne LS-Kopplung.
Im Grenzfall e→∞ stimmen diabatische mit den adiabatischen Resultaten u¨berein.
Abb. 6.2 zeigt im oberen Bereich den Verlauf der relevanten Gro¨ße s(e)/e. Gema¨ß
der in [Fri 93] gemachten Erfahrung entsprechen die dominierenden Peaks gerade
den diabatischen Bahnen. Die leichte Rechtsverschiebung wird mit Ausdruck (6.16)
erkla¨rt.
Anders als in [Fri 93] treten jedoch zusa¨tzliche Peaks genau an Stellen einer adia-
batischen Theorie auf. Zwei der Peaks ko¨nnten durch die bifurkierten Bahnen erkla¨rt
werden, die bei e = 30 immer noch nahe der adiabatischen Librationsbahn liegen.
Es existieren jedoch keine Bahnen als mo¨gliche Erkla¨rung der verbleibenden Neben-
maxima. Vermutlich la¨sst sich das MC-Problem nicht in Beitra¨ge einzelner Bahnen
separieren und kann nur in einer gesamtheitlichen Theorie, die auch noch Bifurka-
tionen entha¨lt, gelo¨st werden.
In einem einfachen Modell muss allerdings Regel SF1 durch SF2 ersetzt werden.
SF2 C = 0 ⇐⇒


Spinflip ⇐⇒ H± ↔ H∓
kein Spinflip ⇐⇒ H± ↔ H±
Zur vollsta¨ndigen Interpretation des Quantenresultates muss sowohl der dia- als
auch der adiabatische Fall herangezogen werden. Entsprechend tritt Spinflip auf
oder nicht. SF2 besagt dabei nur, dass beide Fa¨lle auftreten, aber nichts u¨ber deren
Gewichtungen.
Diese Aussage steht nicht im Widerspruch zu der in [Fri 93] gemachten Beobachtung.
Diese basierten auf eine vergleichsweise geringen Auflo¨sung, so dass die mo¨glicher-
weise auch dort vorhandenen Nebenmaxima nicht zu erkennen waren.
Eine weitere Beobachtung, die SF2 unterstu¨tzt, zeigt Abb. 6.6. Erneut ist die Fou-
riertransformierte bei e = 30 dargestellt, allerdings auf gro¨ßerer Skala. Weitere Peaks
treten nun entsprechend der ersten Bahnwiederholung auf. Sie sollten bei genau dem
doppelten Wert des primitiven Umlaufs (vgl. Pfeilposition) liegen. Bei den Haupt-
peaks trifft dies auch zu. Ganz anders ist jedoch die Situation der Nebenpeaks. Hier
tritt der Peak genau zwischen dem zu erwartenden Wert und der Wiederholung des
Hauptmaximum auf. Dies ist entgegen jeglicher Erfahrung, da eine periodische Bahn
stets auch entsprechende erste Wiederholungen besitzt. Mit SF2 ergibt sich jedoch
eine sehr einfache Erkla¨rung: Der Wiederholungspeak entsteht als Kombination ei-
ner dia- mit einer adiabatischen Bahn, γadia± + γ
dia
± . Wa¨hrend einer vollen Periode
kommt es dabei zweimal zum Spinflip und zweimal zur Beibehaltung der Polarisa-
6.3. LOKALE MODE-CONVERSION 89
tion. Der nicht erkennbare Peak von 2γadia± ist dadurch erkla¨rbar, dass ein Spinflip
am MC-Punkt mit erho¨hter Wahrscheinlichkeit auftritt. Eine Bahn ohne Spinflip ist
unwahrscheinlich und kann daher nicht beobachtet werden.
Abbildung 6.6: Verdoppelt man s(e)/e der primitiven Umla¨ufe, so finden sich
keine Fourierpeaks fu¨r die adiabatischen Bahnen. Es tritt jedoch ein Peak auf,
der als Kombination von γadia und γdia interpretiert werden kann.
6.3.5 Parabolische Mode-Conversion
Abschließend soll ein zu System (6.7) leicht vera¨ndertes betrachtet werden.
Hˆ(rˆ, pˆ) =
1
2
(
pˆ2x + pˆ
2
y + ω
2
xrˆ
2
x + ω
2
y rˆ
2
y
)
︸ ︷︷ ︸
H0
1l + κ
(−pˆ2yσˆx + pˆ2xσˆy)︸ ︷︷ ︸
HLS
(6.17)
In der ’LS’-Kopplung tritt hier anders als in (6.7) der Impuls quadratisch auf. Der
Term ist damit auch keine LS-Kopplung im eigentlichen Sinne, da fundamentale
Symmetrieeigenschaften sich hierbei a¨ndern. Ausdruck (6.17) dient vielmehr als ma-
thematisches Objekt dem Studium der MC-Problematik. Zudem skaliert der Ope-
rator gema¨ß Hˆ(ηrˆ, ηpˆ) = η2Hˆ(rˆ, pˆ) und der U¨bergang zu neuen Koordinaten ist
u¨berflu¨ssig. Einer Fouriertransformierten sind sofort die Bahnperioden T abzulesen.
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Abb. 6.7 zeigt eine solche bei verschiedenen Werten von κ. Man erkennt die mit κ
zunehmende Aufspaltung der Perioden. Die meisten Peaks gruppieren sich dabei um
die Werte 2pi/ωi i = x, y, was den Perioden des Oszillators ohne HLS entspricht.
Die Frequenzen wurden hier im Verha¨ltnis ωx : ωy = 1 : 1.57 gewa¨hlt.
Abbildung 6.7: Unterer Bereich: Fouriertransformation des Systems (6.17).
Das Frequenzverha¨ltnis betra¨gt ωx : ωy = 1 : 1.57, κ wurde variiert. Oberer
Bereich: Verlauf von T (κ). Zugrundegelegt wurden die adiabatische Hamilton-
funktion Hadia± bzw. die diabatischen H
dia
− und H
dia
+ . (Da¨mpfung ρ = 0.2~ω0)
Anders als im vorherigen Fall ergeben sich die vera¨nderten Perioden schon in der
WCL-Na¨herung. Auswertung der Dgl. entlang den k-fachen Wiederholungen der
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Librationsbahnen γi, i = x, y ergibt folgenden nichttrivialen Modulationsfaktor
tr d(kTγi) = 2 cos
(
2pikEκ
~ωi
)
i = x, y (6.18)
Dieser kann per Additionstheorem auf den cos−Term in der Spurformel u¨bertragen
werden. Man erha¨lt dabei:
δg(E) =
∞∑
±,k=1
(−1)k

sin
(
k 2piE~ωx (1± κ)
)
~ωx sin
(
kpi ωy
ωx
) + sin
(
k 2piE~ωy (1± κ)
)
~ωy sin
(
kpi ωx
ωy
)

 (6.19)
Das MC Problem tritt im Rahmen des WCL nicht auf. Untersucht man das System
dagegen im SCL-Formalismus, so lauten die Hamiltonfunktionen
H±(r,p) = H0(r,p)± κ
√
p4x + p
4
y. (6.20)
Die Fla¨chen konstanter Energie bilden zwei Paraboloide, die sich am MC-Punkt
beru¨hren. Es tritt parabolische MC auf, im Gegensatz zu der im vorherigen Ab-
schnitt beobachteten diabolischen, vgl. Abb. 6.5. Die Folgen dieses unterschiedlichen
Verhaltens sollen nun weiter untersucht werden. Analog zu (6.7) besitzt System
(6.17) die Pendelbahnen γi, i = x, y als kurze periodische Lo¨sungen. Sie werden
mit a¨hnlichen Bewegungsgleichungen beschrieben. Im Gegensatz zu dort fu¨hrt aber
bereits der adiabatische Ausdruck zu glatten Lo¨sungen.
r˙i = pi ± 2κpi
p˙i = −ω2i ri , i = x, y. (6.21)
Es ergeben sich vier primitive Bahnperioden
T adiai,± =
2pi
ω±,i
, mit ω±,i = ωi
√
1± 2κ i = x, y. (6.22)
Wegen (1± 2κ)−1/2 ≈ 1±κ kann fu¨r kleine Werte κ dieses Ergebnis mit der modifi-
zierten Wirkung in (6.19) identifiziert werden. Lo¨st man dagegen das entsprechende
diabatische System, so ergeben sich insgesamt nur zwei Perioden. Sie liegen nahe
den beiden urspru¨nglichen.
T diai =
pi
ωi
[
(1 + 2κ)−1/2 + (1− 2κ)1/2] = 2pi
ωi
+O(κ2), i = x, y (6.23)
Im Fourierspektrum ist dieser Peak an der urspru¨nglichen Periode praktisch nicht
sichtbar. Das bedeutet, dass das System (6.17) keine Spinflip zeigt. Inwieweit dies
mit dem nichttrivialen Resultat der WCL-Methode und der Eigenschaft des MC-
Punktes zusammenha¨ngt, kann allerdings nicht erkla¨rt werden. Dies la¨sst sich wohl
erst in der noch ausstehenden vereinheitlichten Theorie erkennen.
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Kapitel 7
Zusammenfassung und Ausblick
Gegenstand dieser Arbeit sind Theorien, die die Einbindung einer LS-Kopplung in
semiklassische Spurformeln ermo¨glichen. Es wurde der Frage nachgegangen, inwie-
weit die durch die Kopplung vera¨nderte quantenmechanische Zustandsdichte mit
klassisch zuga¨nglichen Gro¨ßen interpretiert werden kann. Quantenmechanisch tritt
der Spin in Form einer mehrkomponentigen Wellengleichung auf. Dieser Umstand
verhindert die Anwendung der Gutzwillerschen Spurformel in ihrer urspru¨nglichen
Form. Die Einbindung des Spins kann auf verschiedene Arten geschehen. Diese Ar-
beit stu¨tzt sich dabei auf Theorien, bei der die quantenmechanische Natur des Spins
gewahrt bleibt. Es existieren zwei Grenzwerte einer Ankopplung, na¨mlich der eines
kleinen Spins mit schwacher Kopplung (WCL) bzw. der eines großen mit starker
(SCL). Im ersten Fall bleibt die klassische Dynamik unvera¨ndert. In der Spurfor-
mel tritt der Spin lediglich in Form eines zusa¨tzlichen Modulationsfaktors auf. Der
zweite Fall fu¨hrt zu einer modifizierten Dynamik. Die Beschreibung des quantenme-
chanischen Systems erfolgt durch zwei mit den beiden Spinpolarisationen zu identi-
fizierenden Hamiltonfunktionen.
Beide Methoden wurden anhand verschiedener Beispiele illustriert und wo mo¨glich
auch untereinander verglichen. Die Systeme entstammen dabei jenen Feldern der
Physik, wo einerseits semiklassische Na¨herungen gerechtfertigt und praktiziert wer-
den, andererseits systembedingt ein starker LS-Beitrag auftritt.
In Kapitel 4 wurden hierzu verschiedene 2-dim. Systeme aus dem Bereich der Halb-
leiterphysik untersucht. Die LS-Kopplung tritt hier in Form des Rashba-Terms auf.
In meist analytischer Weise konnte dabei das exakte Ergebnis der QM mit denen
der WCL bzw. SCL-Na¨herung verglichen werden.
Kapitel 5 behandelt ausfu¨hrlich den allgemeinen 3-dim. Oszillator mit LS-Kopplung.
Dieses Modell tritt u.A. in der Kernphysik auf, ist jedoch auch als harmonische
Na¨herung eines beliebigen Potentials von genereller Bedeutung. Hier muss die Be-
schreibung in starker Kopplung erfolgen. Trotz der komplizierten Dynamik ergibt
sich schließlich das Ergebnis, dass in vielen interessanten Fa¨llen die Zustandsdichte
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in Form von wenigen Bahnen interpretiert werden kann. Desweiteren wurden fu¨r die
integrablen und leicht deformierten Fa¨lle analytische Spurformel angegeben.
Bei der semiklassischen Behandlung des Spins treten neben den u¨blichen Problemen
der POT, wie Bifurkationen oder Symmetriebrechungen, ganz neue auf: Die WCL-
Na¨herung ist zwar eine in allen Situationen gu¨ltige Theorie. Sie kann jedoch nicht
immer die aufgrund der LS-Kopplung vera¨nderte quantenmechanische Zustandsdich-
te beschreiben. Die empfindlichere SCL-Methode bricht dagegen zusammen, wenn
das MC-Problem auftritt. Diese tiefliegende Problematik konnte bislang noch nicht
befriedigend gelo¨st werden. In dieser Arbeit wurde hierzu zum einen gezeigt, dass
das Problem in bestimmten Situationen tatsa¨chlich auftritt. Zudem ergibt sich aus
Analyse der quantenmechanischen Ergebnisse klassische Signaturen, die auf einen
Spinflip hindeuten.
Auch ohne vollsta¨ndige Lo¨sung des MC-Problems sind durchaus weitere Anwen-
dungen denkbar. Systeme mit stark polarisierten Phasenra¨umen ko¨nnen auch in der
SCL-Na¨herung unter Ignorieren der MC beschrieben werden. Die in dieser Arbeit
benutzten einfachen Modelle ko¨nnten zu realistischeren ausgebaut werden, z.B. das
Ersetzen des 3-dim. Oszillatorpotentials aus Kapitel 6 durch das ha¨ufig benutzte
Woods-Saxon Potential. Weitere Mo¨glichkeiten sind Betrachtungen anderer Obser-
vablen als die der Energie. Im Hinblick auf Spintransport sind vor allem Leitwerte
interessant.
Die untersuchte LS-Kopplung ist ein spezieller Fall einer generellen Kopplung von
mehrkomponentigen Wellengleichungen. Alle wesentlichen Mechanismen aber auch
Probleme, die sich dabei stellen, konnten bereits hier erkannt werden. Das U¨ber-
tragen auf andere Wechselwirkungen sollte daher ohne weiteres mo¨glich sein. Ge-
koppelte Gleichungen treten z.B. bei der elektromagnetischen Wellenausbreitung im
Plasma oder der von elastischen Wellen in Festko¨rpern auf. In der Quantenoptik be-
schreiben a¨hnliche Systeme das Wechselwirken eines Mehrniveau-Systems mit Licht
(Jaynes-Cummings Modell).
Zur umfassenden Lo¨sung ist aber das Versta¨ndnis der MC unbedingt notwendig.
Auch ist die Interpolation zwischen der WCL- und SCL-Na¨herung noch nicht kom-
plett verstanden. Mo¨glicherweise kann dies in der alternativen Beschreibung des
Spins mit koha¨renten Zusta¨nden erfolgen. Dieser, in der vorliegenden Arbeit nicht
na¨her untersuchte Zugang hat prinzipiell den Nachteil, dass die Phasenraumdimen-
sion um zwei vergro¨ßert werden muss. Zudem ist noch nicht bekannt, inwieweit die
Behandlung des Spin als kontinuierliche und damit dem Limes einer großen Spin-
quantenzahl entsprechenden Gro¨ße, zu Fehlern bei der Beschreibung eines Spin-1/2
Teilchens fu¨hrt. Umgekehrt ergeben sich jedoch keine Singularita¨ten bei den klas-
sischen Bewegungsgleichungen, wie sie sonst im Falle der MC auftreten. Weitere
Untersuchungen zu diesem Thema sind bereits im Gang.
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Anhang B
Der Maslov-Index im anisotropen
3-dim. harmonischen Oszillator
Es soll fu¨r den 3-dim. anisotropen harmonischen Oszillator eine Spurformel analy-
tisch bestimmt werden. Die Herleitung kann dabei weitgehend der des 2-dim. Falls
folgen, wie sie in [Bra 97] zu finden ist. Fu¨r die Hamiltonfunktion
H(r,p) =
∑
i=x,y,z
1
2
p2i +
ω2i
2
r2i (B.1)
sei angenommen, dass alle Paare ωi : ωj 6= Q, i, j = x, y, z erfu¨llen. Wegen des
irrationalen Frequenzverha¨ltnisses existieren lediglich drei periodische Bahnen (und
deren Wiederholungen) entlang den Achsen. Die Stabilita¨tsamplitude Aγi , die klas-
sische Wirkung Sγi und auch ein Bestandteil (µ) des Maslov-Index, ko¨nnen analog
zum 2-dim. Fall bestimmt werden, vgl. [Bra 97]. Fu¨r den l−fachen Umlauf der Bahn
γi, i = x, y, z lauten diese:
Aγi = [2ωi| sin(kpiωj/ωi) sin(lpiωk/ωi)|]−1
Sγi(E) =
2pil
ωi
E i, j, k = x, y, z paarw. versch.
µγi(l) = 2l + [2lωj/ωi] + [2lωk/ωi] (B.2)
Hier bezeichnet [a] den ganzzahligen Anteil von a.
Der noch ausstehende Index ν kann dagegen nicht ohne weiteres aus [Bra 97] u¨ber-
nommen werden. Das Vorgehen folgt nun dem in Anhang E beschriebenen Verfahren
und benutzt das Koordinatensystem aus Abschnitt 2.4.
ν bestimmt sich aus der Anzahl der negativen Eigenwerte der Matrix W = B−1A+
DB−1 − B−1 − B∗−1 wobei A . . .D die Blockmatrizen der Stabilita¨tsmatrix sind.
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Diese erha¨lt man nun wenn man die Phasenraumkurve γi(t) in den Matrizianten X
und Transformationsmatrix T einsetzt und (2.14) auswertet. Es folgt:
M˜ =


1 0 0 ∗ 0 0
0 cos(ωjt) 0 0 sin(ωjt)/ωj 0
0 0 cos(ωzt) 0 0 sin(ωkt)/ωk
0 0 0 1 0 0
0 −ωj sin(ωjt) 0 0 cos(ωjt) 0
0 0 −ωk sin(ωkt) 0 0 cos(ωkt)

 (B.3)
Fu¨r die Anzahl der neg. Eigenwerte ergibt sich nach kurzer Rechnung:
νi(l) =
1
2
(sign(tan(lpiωj/ωi)) + sign(tan(lpiωk/ωi)) + 2) (B.4)
=
1
2
[
(−1)[2lωj/ωi] + (−1)[2lωk/ωi] + 2] (B.5)
und wegen [2a] + 1
2
((−1)2a + 1) = 2[a] + 1 lautet der Maslov-Index:
σi(l) = 2l + 2[lωj/ωi] + 2[lωk/ωi] + 2 (B.6)
Damit ergibt sich die korrekte Spurformel aus [Bra 95].
δg(E) =
1
2~ωx
∞∑
l=1
(−1)l+1
sin(lpiωy/ωx) sin(lpiωz/ωx)
cos
(
l
2piE
~ωx
)
+ [cycl.] (B.7)
Anhang C
Lo¨sung von Dgl. (4.22)
Die Bestimmung des Modulationsfaktors gema¨ß der SCL-Methode erfolgt durch das
Lo¨sen der Dgl. (3.54). Es handelt sich hierbei um ein lineares Dgl. System 1. Ordnung
mit zeitabha¨ngiger Koeffizientenmatrix D(t).
d˙(t) = D(t)d(t) d(0) = Id2×2 (C.1)
Eine formale Lo¨sung wird mit d(t) = Id2×2T e
∫ t
0
A(t′)dt′ gegeben, wobei T der Zeitord-
nungsoperator ist. Dieser Ausdruck kann in der Praxis aber meist nicht ausgewertet
werden. Allgemeine Kriterien, die zu geschlossenen Lo¨sungsausdru¨cke fu¨hren sowie
konstruktive Verfahren zu deren Gewinnung finden sich in [Eru 66].
Im folgenden wird der in Kapitel 4 beno¨tigte Fall
D(t) = i
(
A Beiωt
Be−iωt −A
)
, A,B ∈ R, (C.2)
na¨her diskutiert. Dieser la¨sst sich lo¨sen, indem man zuna¨chst durch Auflo¨sen und
Ersetzung der einzelnen Komponenten das System in eine Dgl. 2. Ordnung trans-
formiert. Dabei stellt es sich heraus, dass die Zeitabha¨ngigkeit der Koeffizienten
wegfa¨llt. Das neue zeitunabha¨ngige Problem kann elementar gelo¨st werden womit
auch eine Lo¨sung des urspru¨nglichen Systems angegeben werden kann. Diese lautet
mit entsprechender Anfangsbedingung:
d(t) =
(
e
1
2
iωt
(
cos ω˜t
2
− iω−2A
ω˜
sin ω˜t
2
)
i2B
ω˜
e
1
2
iωt sin ω˜t
2
i2B
ω˜
e−
1
2
iωt sin ω˜t
2
e−
1
2
iωt
(
cos ω˜t
2
+ iω−2A
ω˜
sin ω˜t
2
) ) (C.3)
mit der neuen Frequenz ω˜ = ω
√
1 + 4
ω2
(A2 +B2 − Aω).
Der Modulationsfaktor ergibt sich durch Spurbildung
tr(d(t)) = 2 cos
(
ωt
2
)
cos
(
ω˜t
2
)
+ 2
ω − 2A
ω˜
sin
(
ωt
2
)
sin
(
ω˜t
2
)
, (C.4)
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und besitzt folgende Werte bei den Perioden Tγ =
2pik
ω
tr(d(Tγ)) = 2(−1)k cos
(
pik
√
1 +
4
ω2
(A2 +B2 − Aω)
)
(C.5)
∼ 2(−1)k cos
(
pik
√
1− 4A
ω
)
Fu¨r die letzte Umformung wurde A/ω ¿ 1, B/ω ¿ 1 angenommen.
Anhang D
Der Modulationsfaktors des
deformierten Oszillators
In diesem Abschnitt finden sich Details zur Bestimmung des Modulationsfaktors
des leicht aus der spha¨rischen Symmetrie gesto¨rten harmonischen Oszillators mit
LS-Kopplung. Es werden die im Abschnitt 5.4.1 festgelegten Bezeichnungen u¨ber-
nommen.
H± = H
(0)
± +H
(1)
± (D.1)
mit der kompletten Hamiltonfunktion
H± =
(
1
2
p2 + V (r)
)
± κ|C|, (D.2)
V (r) = ω20/2 (r
2
x + α
2r2y + β
2α2r2z), C = ∇V (r)× p
und dem ungesto¨rten Problem
H
(0)
± =
1
2
(
p2 + ω20r
2
)± κω20|L|, (D.3)
L = r× p.
Da die H
(1)
± als Differenz von H± und H
(0)
± nicht analytisch weiterverarbeitet werden
kann, wird dessen Beitrag in fu¨hrender Ordnung von α betrachtet. Es ergibt sich:
H
(1)
± =
{
ω20
(
r2y + β
2r2z
)
+ |C|−1 [2κ(r2y + βr2z)p2x − (rypy + rzpz)rxpx+
+(rypz − rzpy)(rypz − βrzpy)]}α +O(α2) (D.4)
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Es existieren zwei Bahnfamilien Γ± und deren k-fache Wiederholungen mit den
Perioden T±k. Eine Parametrisierung kann nun folgendermaßen erfolgen:
γ±0 (t) =
√
E
ω±


cos(ω±t)
sin(ω±t)
0
−ω0 sin(ω±t)
ω0 cos(ω±t)
0

 (D.5)
γ±(θ, φ, t) = Dy(θ)Dz(φ)γ
±
0 (t) (D.6)
mit den Abku¨rzungen ω± = ω0(1 ± κω0). γ±0 (t) sind kreisfo¨rmige Bahnen in der
xy-Ebene. Alle anderen Familienmitglieder ergeben sich durch Drehungen mit den
Phasenraumdrehmatrizen Dy und Dz
Dy,z =
(
D˜y,z 0
0 D˜y,z
)
(D.7)
D˜y(θ) =

 cos θ 0 sin θ0 1 0
− sin θ 0 cos θ

 D˜z(φ) =

 cosφ sinφ 0− sinφ cosφ 0
0 0 1

 (D.8)
Sa¨mtliche Bahnen inklusive deren unterschiedlichen Orientierungen werden durch
die auf der 2-Spha¨re liegenden Polarwinkel (θ, φ) gegeben. Die Wirkungsa¨nderung
(3.11) ergibt in dieser Parametrisierung,
∆Sθ,φ(α,E) = −αδ±
2
[3 + 2β − (2β − 1) cos 2θ − cos 2φ− cosφ cos θ]E
mit δ± = − pi(1± 2κω0
2ω0(1± κω0)2 (D.9)
Zur Bestimmung des Modulationsfaktor integriert man u¨ber die Einheitskugel. Die
φ-Integration kann dabei analytisch ausgefu¨hrt werden.
MΓ±(α,E) =
∫ pi
0
∫ 2pi
0
dθ dφ ei∆Sθ,φ(α,E) (D.10)
=
1
2
∫ pi
0
sin θdθ eiδ±αE(2+β+(β−2) cos
2 θJ0
(
δ±βα sin
2 θE
)
Fu¨r zwei Arten von Deformation kann schließlich die verbleibende Integration eben-
falls durchgefu¨hrt werden.
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• Axiale Deformation (β = 0)
MΓ±(α,E) = −
1± κω0
2
√
ω0
2α(1± 2κω0)e
i(2αδ±E+pi/4)
×Erfi

 eipi/2
1± κω0
√
piα(1± 2κω0)E
ω0

 (D.11)
• 1 : α : 2α-Deformation (β = 2)
MΓ±(α,E) =
ei4δ±αE
2
√
2
[
J−1/4(−δ±αE) + J1/4(−δ±αE)
]
(D.12)
Da die Modulationsfaktoren im Allgemeinen auch einen Imagina¨rteil enthalten, muss
die Multiplikation mit der ins Komplexe erweiterte Spurformel durchgefu¨hrt werden
und anschließend der Realteil genommen werden , vgl. auch [Bra 98]. Es folgt eine
Spurformel fu¨r den leicht deformierten harmonischen Oszillator mit LS-Kopplung:
δg(E) = Re

∑
±
∞∑
k=1
2EMΓ±(α,E)
(~ω0)2(1± κω0)2 sin
(
2kpi
1±κω0
) ei(T±(k)E/~−pi/2σ±(k))

 (D.13)
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Anhang E
Numerische Auswertung der
Spurformel
Dieser Abschnitt fasst diejenigen Schritte zusammen, die bei einer numerischen Aus-
wertung der Gutzwillerschen Spurformel notwendig sind. Das Vorgehen dient dem
Bereitstellen eines anwendbaren Rezeptes, ohne jedoch dieses na¨her theoretisch zu
rechtfertigen. Hier sei auf entsprechende Quellen verwiesen. Es werde stets eine Ha-
miltonfunktionH(r,p) mitweichem Potentialverlauf vorausgesetzt. Ausgenommen
sind insbesondere Billardpotentiale. Die Auswertung der Spurformel gliedert sich in
zwei Hauptschritte:
• Auffinden einer periodischen Bahn.
• Bestimmung der Wirkung, Stabilita¨tsamplitude und des Maslov-Index.
Sie werden einzeln vorgestellt.
E.1 Bahnensuche
Das Auffinden von periodischen Bahnen ist a¨quivalent zu dem Problem der Fix-
punktsuche der Poincare´-Abbildung f . Diese propagiert bekanntlich einen auf der
Poincare´-Ebene (PE) liegenden Vektor γ0 gema¨ß den klassischen Bewegungsglei-
chungen solange, bis der Punkt f0(γ0) wiederum auf PE zu liegen kommt. Der
Index 0 bei f soll andeuten, dass die Propagationszeit vom Vektor γ0 abha¨ngt. In
der Regel gilt fu¨r zwei verschiedene Punkte γ1 6= γ0 nicht notwendig f0(γ1) ∈ PE.
Zwischen zwei im Phasenraum benachbarten Punkten γ0,γ1 gilt in linearer Na¨he-
rung folgender Zusammenhang mit der Monodromiematrix M .
M(γ1 − γ0) ≈ f0(γ1)− f0(γ0) (E.1)
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In der Praxis bestimmt sich M dadurch, dass zusa¨tzlich zu den 2D Komponenten
der Bewegungsgleichung noch D × D Komponenten, entsprechend Gleichung (2.8)
mitintegriert werden.
Fu¨r einfu¨hrende U¨berlegungen sei zuna¨chst, entgegen obiger Feststellung,
f0(γ) ∈ PE (E.2)
angenommen. Die Idee besteht nun darin, γ1 so zu wa¨hlen, dass in (E.1) γ1 = f0(γ1)
gilt. Dies fu¨hrt mit (E.1) zu
γ1 = γ0 + (M − 1l)−1 (γ0 − f(γ0)) . (E.3)
Wegen der Na¨herung in (E.1) kann man nicht erwarten, dass γ1 sofort ein Fixpunkt
ist. Es kommt in der Regel aber zur raschen Konvergenz.
Wegen der Nichtgu¨ltigkeit von (E.2) sind jedoch noch Modifikationen notwendig.
Man erkennt bereits an (E.3), dass die beiden trivialen Eigenwerte, im Falle einer
periodischen Bahn, die Inversion von M − 1l unmo¨glich machen. Eine Mo¨glichkeit
besteht nun darin, dass ein der Bahn folgendes Koordinatensystem benutzt wird,
wie es im Falle D = 2 in [Eck 91] zu finden ist. Die Monodromiematrix wird da-
bei so gea¨ndert, dass die zur PE geho¨rigen Koordinaten abseparieren. Eine Verall-
gemeinerung auf den 3-dim. Fall erfolgt dazu in Kapitel 2. Die dafu¨r beno¨tigten
Transformationen sind allerdings sehr aufwendig.
Alternativ kann obiges Problem aber auch folgendermaßen umgangen werden. Mit-
tels Einfu¨hrung zweier zusa¨tzlicher Komponenten wird System (E.3) zu einem nicht-
singula¨ren gemacht. Dieses lautet:

 1l−M v(γ0) H ′(γ0)a† 0 0
(H ′(γ0))
† 0 0



 γ1 − γ0δt
δE

 =

 f(γ0)− γ00
0

 (E.4)
H ′ = ∂H/∂γ bezeichnet die Ableitung der Hamiltonfunktion, sowie v = XH(γ0) =
γ˙0 den Fluss. Der Vektor a ist irgendein Normalenvektor der PE. Die erste Zeile
der Matrix entspricht dabei im wesentlichen Gleichung (E.3). Es ergeben sich jedoch
noch Korrekturen, die dafu¨r sorgen, dass γ1 auf der richtigen Energieschale und PE
verbleibt. Durch iteratives Auflo¨sen dieses 2D + 2 Gleichungssystems kann ein Fix-
punkt bestimmt werden. Probleme treten nur dann auf, wenn zusa¨tzliche primitive
Eigenwerte in der Monodromiematrix auftreten, z.B. bei Bifurkationen oder dem
Vorhandensein kontinuierlicher Symmetrien.
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E.2 Wirkung, Stabilita¨tsamplitude und Maslov-
Index
Bei der Fixpunktsuche wird neben der Bahn auch die Monodromiematrix M be-
stimmt. Damit ergeben sich auch sofort die Wirkung S =
∫
p ·dr und Stabilita¨tsam-
plitude. Letztere folgt aus (3.5), da neben den Eigenvektoren vonM auch die Periode
T bekannt ist.
Etwas komplizierter gestaltet sich die Bestimmung des Maslov-Index. Fu¨r D =
2 Systeme gibt es eine geometrische Interpretation in Form einer Windungszahl
[Cre 90],[Eck 91]. Desweiteren gibt es gewisse Vereinfachungen bei instabilen periodi-
schen Bahnen, wo die dabei auftretende (in)stabile Mannigfaltigkeit in Verbindung
mit dem darauf definierten Index gebracht werden kann [Rob 91],[Rob 92].
Das folgende Verfahren ist dagegen auch fu¨r stabile Bahnen gu¨ltig. Es wird ausfu¨hr-
lich im Anhang von [Cre 90] beschrieben. Der Maslov-Index setzt sich aus zwei Bei-
tra¨gen zusammen,
σ = µ+ ν. (E.5)
Sie werden einzeln bestimmt.
E.2.1 Bestimmung von µ
Der Index µ ha¨ngt damit zusammen, dass bei Projektion der Trajektorie γ(t) in
den Konfigurationsraum Kaustiken entstehen ko¨nnen. La¨uft die Bahn u¨ber eine
solche, so kommt es zu einer ganzzahligen A¨nderung von µ. Bei der Herleitung der
Spurformel tritt µ als Folge von bestimmten Sattelpunktsna¨herungen auf.
Zur konkreten Auswertung werden D Vektoren beno¨tigt:
XH(γ0), e1, . . . , eD−1 (E.6)
Ersterer beschreibt den Fluss der Hamiltonfunktion, wa¨hrend die restlichen ei, i =
1, . . . , D − 1 so gewa¨hlt werden, dass deren einzige Nichtnullkomponenten ∆pk = 1
und ∆pD = −r˙k/r˙N sind. Hierfu¨r sei o.B.d.A. r˙D 6= 0 angenommen. Die Vektoren
verfolgt man zeitlich und ordnet sie wie folgt an.
T = (e1(t), . . . , eD−1(t), XH(γ(t))) =
(
U(t)
V (t)
)
(E.7)
U und V sind zwei D×D Matrizen und beinhalten Orts- bzw. Impulskomponenten.
Aus dem Verlauf von
R(t) = U(t)V −1(t) (E.8)
ergibt sich µ gema¨ß der Regel.
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• µ wird zuna¨chst als Anzahl der negativen Eigenwerte von R(t) fu¨r t → 0+
festgelegt.
• Man erho¨ht/erniedrigt µ entsprechend dem Signaturwechsel von R(t) bei je-
dem Nulldurchgang von U(t). Die Signatur einer Matrix ist dabei die Anzahl
positiver Eigenwerte minus Anzahl negativer Eigenwerte.
In einem System der FormH = T+V (r), d.h. ohne impulsabha¨ngigen Potential, ver-
einfacht sich dieses Vorgehen: µ ergibt sich sofort aus der Anzahl der Nulldurchga¨nge
von U(t).
E.2.2 Bestimmung von ν
Der Ursprung des Index ν ist bei der Spurbildung trG(r, r) am Ende der Herleitung
der Spurformel zu finden. Er bestimmt sich folgendermaßen. Zu den oben benutzten
Impulskoordinaten e1, . . . eD−1 legt man entsprechende Ortskoordinaten fest. Diese
mu¨ssen nicht unbedingt die dazu konjugierten sein. Es genu¨gt, wenn sie nur deren
Raum aufspannen. Bzgl. diesen Koordinaten kann die Bestimmung der reduzierten
Monodromiematrix M˜ erfolgen. Man erreicht dies beispielsweise durch Projektion
der Spalten vonM auf die gewa¨hlten Koordinaten. Der Index ν ergibt sich schließlich
aus der Anzahl der negativen Eigenwerte von
W = B−1A+DB −B−1 −B∗−1 (E.9)
wenn A,B,C,D die einzelnen Blockmatrizen von M˜ sind.
Man beachte, dass die einzelnen Indizes µ,ν bei einer gegebenen Bahn durchaus
von der Startposition abha¨ngen ko¨nnen. Ihre Summe σ ist jedoch eine topologische
Invariante.
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