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Este documento constituye el  informe  final de ejecución del proyecto de  Innovación 
Docente  realizado  durante  los  cursos  académicos  2019‐2020  y  2020‐2021  en  el 
Departamento de Informática de la Facultad de Ciencias. Ha sido financiado mediante 






que  fallen  más  elementos.  Un  administrador  necesita  monitorizar  entre  otros:  la 
utilización del ancho de banda, el estado de funcionamiento de los enlaces, mantener 
un registro estadístico del tráfico que circula por  los enlaces a redes de área extensa 
(WAN)  o  con  la  Internet,  la  detección  de  cuellos  de  botella,  detectar  y  solventar 




para  la  gestión de  redes, pero en este  trabajo nos hemos  centrado en el protocolo 







En el caso de  la asignatura Redes de Computadores  II,  la gestión en redes es solo un 
apartado de esta. Debido al hecho de que se aborda la gestión desde un punto de vista 




Por  ello,  las  aplicaciones  de  simulación  son  una  buena  opción,  ya  que  ofrecen  la 
posibilidad de crear topologías de red completamente simuladas sin limitaciones físicas 
ni económicas. Existen varias herramientas de simulación que permiten una experiencia 
real  y  cercana  a  entornos  que  pueden  darse  en  cualquier  organización.  Estas 
herramientas simulan los elementos de red (switches, routers, etc.) como elementos de 
Cisco  Systems,  uno  de  los  fabricantes más  importantes  en  esta  área.  Este  aspecto 
constituye un beneficio para el alumno, que podrá experimentar cómo se configuran 
equipos Cisco ampliamente utilizados en el ámbito empresarial. 






• Proyecto: PL11/023. Elementos de  Interconexión de Redes:  Integrando 
Voz y Datos. Innovación Docente USAL 2011 







media‐alta,  siendo  similares  a  los  utilizados  en  medianas  y  grandes  empresas.  La 




que  el  estudiante  pueda  profundizar  en  el  ámbito  de  la  gestión  de  redes mediante 
guiones  teóricos y prácticos, utilizando  software de  simulación, además de aplicarse 
todos los conocimientos adquiridos durante la realización de los materiales didácticos 
sobre un laboratorio real. 
El  resto  del  documento  se  organiza  como  sigue.  En  primer  lugar,  se  enumeran  los 
objetivos del proyecto. A continuación, se examina el proceso de diseño del material 
docente que se desea generar. En el apartado cuarto se describen brevemente todos los 












También,  como  objetivo  paralelo,  se  propondrá  un marco  de  gestión  aplicado  a  un 
prototipo  de  laboratorio  de  redes  que  integra  voz  y  datos,  aplicando  técnicas más 
avanzadas que solo son posibles con la utilización de equipos reales de interconexión de 
redes. El prototipo ha sido ampliado con equipos reacondicionados para este proyecto 
que  han  sido  cedidos  por  el  CPD  de  la Universidad  de  Salamanca.  También  se  han 
recuperado  equipos  antiguos  perteneciente  al  Departamento  de  Informática  y 
Automática pero que son perfectamente válidos para nuestras necesidades a la hora de 
disponer de equipos finales. 
Estos objetivos  se  conseguirán mediante una adecuada  selección de  contenidos y  la 











Para  conseguir  los  objetivos  planteados  ha  sido  necesario  realizar  una  adecuada 





dos versiones, una con  las  soluciones del escenario y otra para el alumno, donde  se 
marcarán los objetivos, los pasos, las pruebas y evaluaciones necesarias para comprobar 





observar  en  la  Tabla  1.  Se  realiza  un  primer  apartado  teórico  que  introduzca  los 
conceptos  de  la  gestión  de  redes.  El  siguiente  apartado  describe  los  objetivos 
pretendidos. En el  tercero y cuarto se explica  lo más relevante del concepto a  tratar 





















entorno  simulado  con  la  herramienta  GNS3  como  con  los  equipos  CISCO  que 
disponemos  de  otros  proyectos  en  nuestro  laboratorio  de  redes  junto  con  los 
























Figura 2: Práctica sobre gestión de redes publicada en Diaweb. 
A continuación, se explica cómo se han elaborado estos materiales. 
4.1. Conceptos	 teóricos	 del	 Protocolo	 Simple	 de	
Gestión	de	Red	
Un  sistema  de  gestión  de  red  está  formado  por  un  conjunto  de  herramientas  que 
permiten la supervisión y el control de la red, de forma que los diferentes dispositivos 
informan de su estado a un equipo central. Dicho de otra forma, son herramientas que 

















Figura 3: Modelo de gestión en SNMP. 
En  1998  se  publicó  la  especificación  para  SNMP  y  rápidamente  se  convirtió  en  el 
estándar  predominante  de  gestión  de  red.  Una  serie  de  distribuidores  ofrecen 
estaciones  de  gestión  de  red  autónomas  basadas  en  SNMP,  y  la  mayoría  de  los 
vendedores  de  switches,  routers,  estaciones  de  trabajo  y  computadores  personales 
ofrecen  paquetes  del  agente  SNMP  que  permiten  que  sus  propios  productos  sean 
gestionados  por  una  estación  de  gestión.  A  estos  equipos  se  les  conoce  como 
gestionables  y  hemos  de  estar  atentos  a  esta  característica  cuando  se  adquiera  un 
equipo de red. 






















(SNMPv1,  SNMPv2c  y  SNMPv3)  desde  un  punto  de  vista  práctico  apoyándose  en 
capturas de tráfico realizadas en este proyecto de innovación. No se van a incluir en esta 





































































Figura 8: Configuración del agente en SERVIDOR con los accesos de ADMIN. 




equipo  TRAB de  tal  forma que  tenga  acceso  a  la  información de  la MIB del  equipo 






equipo  SERVIDOR  en  la  que  solo  puedan  tener  acceso  a  ello.  Como  pueden  estar 
encargados de moverlos o  actualizarlos, deben  tener permiso de  lectura  y escritura 
sobre ellos. No es necesario que reciban notificaciones. 
Para ello seguimos el proceso descrito anteriormente, pero en vez de crear una ACL solo 
de una IP, ahora  la crearemos para el rango de  la subred 20.0.0.0/24 en  la que están 
alojados los ordenadores de los técnicos de la empresa. 
También es necesario crear el grupo asociado a ese  rango y  la vista que  le vamos a 




Figura 9: Configuración del agente en SERVIDOR con los accesos de TRAB. 
















#access-list 11 permit host 30.0.0.2 
#access-list 11 deny any log 
#access-list 22 permit host 20.0.0.2 
#access-list 22 deny any log 
#snmp-server view vista_todo 1 included 
#snmp-server view vista_mib system included 
#snmp-server community admin view vista_todo rw 11 






























Figura 11: Configuración del agente en SERVIDOR con los accesos locales. 














Figura 12: Mensajes GetRequest y GetResponse desde ADMIN a SERVIDOR. 
14 
Podemos  comprobar  que  para  una  petición  GET  con  un  resultado  exitoso  se 
intercambian dos mensajes. Uno desde ADMIN (30.0.0.2) a SERVIDOR (10.0.0.2) de 
tipo  get‐request,  es  decir,  la  petición  y  otro  desde  SERVIDOR  para  ADMIN  que 
contiene la respuesta de tipo get‐request. También vemos que la variable por la que 





Figura 13: Detalle del mensaje GetRequest desde ADMIN a SERVIDOR. 
Lo primero es comprobar las distintas cabeceras de las capas OSI. En este caso 
hemos utilizado Ethernet a nivel de enlace. También nos apoyamos en IP en capa 
de  red  y  sobre UDP en  la  capa de  transporte.  SNMP pertenece  a  la  capa de 
aplicación. Este protocolo envía estos mensajes al puerto 161. 
Entrando más a fondo en la información de SNMP, comprobamos que la versión 
utilizada para  la petición es  la  v2c  y  va dirigida  a  la  comunidad  (Community) 
admin. Esto se corresponde con el comando que hemos escrito para hacer este 
get‐request. 
Dentro del campo data de este paquete va  la  información  importante de esta 
petición. Comprobamos que se añade un request‐id para identificar el mensaje. 
Error‐status  y  error‐index  nos  proporcionan  la  información  necesaria  para 











Los  primeros  campos  se  corresponden  con  los  de  la  petición  get‐request,  la 
versión es  la v2c,  la comunidad a  la que va dirigida es admin. Ahora el campo 
data contiene la información de get‐response. El request‐id es el mismo que en 
el primer mensaje  intercambiado y como en esta comunicación no ha habido 
ningún  error,  los  campos  error‐status  y  error‐index  van  con  no‐error  y  0 
respectivamente. En  variable‐bindings está  la  información que  solicitamos.  Si 














en  1.3.6.1.2.1.2.1.0  que  se  corresponde  con  ifNumber.0  dentro  de  la  rama 
Interfaces. 
























el  tiempo  que  lleva  el  sistema  arrancado  en  Timeticks  que  se  corresponde  con 
segundos. 
 
Figura 18: Respuesta a una solicitud de información sobre la que se tiene acceso 




3. Envía  un  snmpget  desde  PUBLIC  a  SERVIDOR.  ¿Qué  sucede?  ¿Qué  mensajes 
intercambian? Comenta la captura de los mensajes de este intercambio. 
El comando que vamos a utilizar es el siguiente: 














4. Para  intercambiar más  información de una sola vez que con snmpget, Net‐SNMP 
nos proporciona la herramienta snmpwalk. Utilízala desde ADMIN para conseguir 
toda una  rama de  la MIB del SERVIDOR. ¿Cuántos mensajes han sido necesarios 
para  la  comunicación? Comenta  las  diferencias  entre  la  captura  de  un mensaje 
enviado con snmpget y otro enviado con snmpwalk. 
El comando que vamos a utilizar es el siguiente: 
snmpwalk -v2c -c admin 10.0.0.2 1.3.6.1.2.1.1 
En este caso, el OID que solicitamos es la correspondiente a system, es decir, toda 
la información del sistema. 






























MIB 1.3.6.1.2.1.1,  tan  sólo  tenemos opción  a hacer un  comando  snmpwalk que 
tenga éxito. El otro comando, el preparado para que la petición falle, lo haremos al 
subárbol MIB 1.3.6.1.2.1.2. 
snmpwalk -v2c -c 10.0.0.2 1.3.6.1.2.1.1 
 
Sucede  lo mismo que en el apartado anterior. El funcionamiento del mensaje de 
tipo  get‐next‐request  permite  recuperar  la  información  del  elemento  siguiente 
conociendo el anterior. Como  la subred 20.0.0.0/24 a  la que pertenece el equipo 
TRAB  tiene  acceso  a este  subárbol MIB no hay problema.  Sin embargo, para el 
comando: 








Vemos  que  pasa  algo  parecido  al  error  que  encontramos  cuando  hacemos  un 
snmpget de un elemento de  la MIB al que no tenemos acceso. En este caso nos 



























Para  los demás equipos de  la red, los de  la subred 20.0.0.0/24,  los equipos como 
TRAB aún no hemos realizado una configuración para su demonio snmpd, por ello, 
para conseguir que sólo el equipo ADMIN pueda modificar los elementos del árbol 
MIB,  los  equipos  como  TRAB deben  tener un  archivo de  configuración  como  el 
siguiente: 
 
Al  no  darle  permisos  para  poderlo  cambiar  en  local,  garantizamos  que  solo  el 
administrador de esta red podrá modificar cualquier elemento del árbol MIB. 















que  tiene  la misma  sintaxis que  snmpget. Solo cambia que al  final del comando 
añadimos el tipo del objeto que vamos a modificar y el nuevo valor. Para este caso 
el comando sería así: 



















































de mensajes  intercambiados para una comunicación de este  tipo. De  los 77 que 
necesito  el  comando  snmpwalk  a  los  8  que  ha  necesitado  el  comando 
snmpbulkwalk. La razón de esto es la siguiente: 
 











Como  en  una  sola  respuesta  no  ha  entrado  toda  la  información  solicitada,  el 
comando lanza otro GetBulkRequest desde el último objeto que entró en el mensaje 
de respuesta del destino de nuestro comando. 





















Mostrará  el mismo  contenido  que  se muestra  si  activamos  el  parámetro  log  en  la 
creación del authCommunity del fichero /etc/snmp/snmptrapd.conf. 
1.  Con la ayuda de la herramienta snmptrap envía un trap desde SERVIDOR a ADMIN. 
¿Qué  se  muestra  en  pantalla  en  ADMIN?  ¿Se  corresponde  con  la  captura 
correspondiente de tráfico de red? Comenta dicha captura. 
Para  que  admin  pueda  capturar  la  trama  debe  estar  ejecutando  el  demonio 
snmptrapd, para ello ejecutamos este comando: 
snmptrapd -f -C -c /etc/snmp/snmptrapd.conf -Le 
Una vez hecho esto, el demonio se quedará escuchando a la espera de que le llegue 
algún trap al equipo ADMIN. 
Desde  el  equipo  SERVIDOR  vamos  a  mandar  el  siguiente  trap  utilizando  la 
herramienta snmptrap: 
snmptrap -v2c -c admin 30.0.0.2 0 NET-SNMP-EXAMPLES-
MIB::netSnmpExampleHeartbeatNotification 














Figura 22: Mensaje snmpv2-trap. 
Analizando más a fondo el paquete vemos que es de tipo snmpV2‐trap y que ha sido 
exitoso  puesto  que  no  lleva  ningún  error  en  las  variables  destinadas  a  ello.  En 
variable‐bindings viajan 3 ítems. El primero es el valor que le hemos colocado detrás 
de  la  IP  y  se  corresponde  con  el uptime.  El  segundo  es  la MIB o  el OID  al que 
pertenece el objeto de  la notificación. El  siguiente parámetro que aparece es el 



















#snmp-server enable traps 
#snmp-server trap-source Loopback 0 
#snmp-server enable traps config 
#snmp-server enable traps snmp 
#snmp-server enable traps entity 









































Figura 24: Cisco Catalyst 2960L-16TS-LL. 
Conmutador  Gigabit  Ethernet  que  opera  con  el  software  Cisco  IOS®  y  admite  la 






Figura 25: Cisco Small Business SG350-10P 
Los switches de esta serie proporcionan características de seguridad avanzadas, así 
como funcionalidades de nivel 2 y 3. El hecho de proporcionar facilidades de nivel 3 






Figura 26: Router CISCO 7200 Serie VXR. 
Otorga  los  servicios  de  red  básicos  para  construir  a  partir  de  este  Router  una 
estructura de red más compleja. Entre sus tareas están; encaminamiento de redes, 
servicio de parámetros de red mediante DHCP, etiquetado 802.1Q, aplicar reglas NAT 







Figura 27: Wireless LAN Controller 4400 Series Model 4402 14 AP. 
Pese a no ser de los últimos modelos realiza una labor optima a la hora de desplegar 
redes inalámbricas de prácticas para los alumnos. Será el encargado de administrar 
varias  redes  inalámbricas  con  diferentes  configuraciones.  Dispone  de  servicios 
propios DHCP, soporte para VLAN, base de datos local para servicios AAA, QoS, etc. 






















teoría  donde  se  presentan  los  conceptos  de  la  gestión  de  redes  con  SNMP, 
completándose  con  la  elaboración  de  figuras  que  expliquen  de  forma  visual  los 
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