The usefulness of piecewise polynomials with C I and
Introduction
Structural reliability engineering analysis involves determination of probability of structural failure taking into account the uncertainty in the geometric n parameters, material properties and loading conditions.
The uncertain quantities arc treated as random variables with known probability distributions in probabilistic analysis. In these analyses, fo+ each set of random variables a Monte Carlo simulation is performed to 2 determine the probability of failure of the structure . 
Interpolation Methods
The accuracy of the response surface in representing the behavior of the actual system largely depends upon the interpolating method used for its generation. Brief introductions to the five interpolating methods used in the current analysis are presented in this section.
Global Least Squares Method (GLS)
The GLS methods are generally known as polynomial regression methods and are widely used in the literature Most commonly, the method of least squares is used to determine the coefficients that minimize the error of the approximation at the sampling points _. Since a single polynomial is used to represent the entire parametric space, the method is termed here as the Global Least Squares (GLS) method. In the present study, the GLS method is limited to the quadratic polynomial given by
Equation (1).
Kri_ine
Kriging is an interpolation method that originated in the geostatistics community.
Kriging uses the properties of the spatial correlation among the data samples. In arriving at an interpolated value at some point in the parameter space, kriging more heavily weights data samples that are "nearby" rather than giving all data samples equal weight. This is achieved by setting mean residual error to zero and also minimizing the variance of the errors. The final equations for kriging are given below from reference 12 for N sampling points and NDV design variables:
The estimated value of y in kriging is obtained from
where Y is the column vector of known function values at the N sampling points, /_ is a constant to be determined, R is correlation matrix obtained for an i'j' row and ./.,h column from the correlation function as The unknown k in Equation (2) can be obtained from
The Maximum Likelihood Esliinate (MLE) for the unknown quantity 6/ in Equations (3) is obtained i'rom a one-dimensional maximization iwoblem defined by
Estimation of 0 in the one dinlensional optimization problem is the critical step in the kriging method. The kriging method used in this study produces a C 2 continuous interpolating function over the entire parameter space.
Minimum Norm Network (MNN):
The MNN method is a piecewisc interpolation scheme that can produce C t and C 2 continuous surfaces.
Complete details about the method can be found in references 6-10, only a brief description of the method is presented here. The MNN method requires the function values at the arbitrary sampling points. The procedure to construct a MNN can be described in the following three steps: 
The unknown coefficients a,, can be determined using the weighted least squares error norm J(X) at the N sampling points
where wi(X ) is weight function associated with node i. whose value is nonzero only in the support or influence domain of the node X i ( usually a sphere of radius R, ). The matrices P and W are defined as
Minimizing the norm J(X) in Equation (10) with respect to am(X) leads to the following linear relation between am(X ) and y
where the matrices A(X)and
The unknown coefficients am(X ) can be obtained by solving Equation (15), which results in
Substituting the unknown coefficient from Equation (18) into the Equation (9) 
The MLS approximation given in Equation (18) In this paper, three spline functions with CI,C 2, and 
IX, -X I where p,-is the norntalized distance, from 1, the center of the influence domain (X,) and a general point X.
The smoothness of MLS approximation is controlled by both the weight and basis funclions. The precision (continuity) of MLS interpolation will be equal to the minimum precision of the weight and basis function. 
Piecewise Finite-Element
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Level 4 addsa Box-Behnken designto complete an overall 3" full factorial design. (In2-D,Levels 3 and 4 have thesame layout.) Level 5 addsasub-scaled 2" factorial design asshown inthefigure. Level 6 adds the appropriate samples to complete a 5" full factorial design. Level 7 addsa sub-scaled 4"full-factorial design in theinterior of theparameter space asshown.
Thestrength of PLSisthatit provides anefficient way to addsample sitesthatleverage previous samples so that uniformdistribution of the samples over the parameter space is maintained. ThePLSdesign points will beusedassampling pointsin all thefittingand interpolation schemes inthepresent study.
Application Problem
Two-Variables Problem:
First the described interpolation methods are applied to It can be seen from Figure 10 thai The kriging and MLS methods produce errors that are an order of magnitude less than the GLS method.
Numerically the MLS produced the least error at both levels. However, between kriging and MLS, it is difficult to choose one over the other. Further study is needed to draw definite conclusions.
Discussion
In the above two examples it was shown that the performance of the kriging and MLS methods are nearly the same. However, in kriging there is a need to estimate the free parameter 0 through optimization. In the MLS method there is no parameter to evaluate, except to define the influence radius l,. The free parameter l, is easy to select from the requirement of the number of points to make the matrix A in Equation (15) 
Concluding Remarks
The usefulness of Piecewise Polynomials with higher order derivative continuity methods are studied and evaluated for response surface construction. The piecewise polynomials with higher order derivative continuity (C 'i and C 2 continuity) methods produce fewer errors for a given set of sample points than the global least squares methods. The kriging and MLS methods performed equally well and are easy to extend to arbitrary numbers of design variables. However, it is easier to fix the free parameters in the MLS method than in the kriging method. There is a need to develop or examine piecewise polynomial methods that can be easily extended to arbitrary number of design variables. -2002-1466 VehicleTechnology Directoraw -Army Research Laboratory,NASA Langley ResearchCenter, Hampton, for thetechnical discussions on the MLS method.
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