Using techniques of nonstandard analysis Abraham Robinson showed that it is possible to represent each Schwartz distribution T as an integral T ( ) = R f , where f is some nonstandard smooth function. We show that the theory based on this representation can be developed within a constructive setting.
Introduction
Robinson (1966) demonstrated that Schwartz' theory of distributions could be given a natural formulation using techniques of nonstandard analysis, so that distributions become certain nonstandard smooth functions. In particular, Dirac's delta-function may then be taken to be the rational function (x) = 1 " " 2 + x 2 where " is a positive in nitesimal. As is wellknown, the classical nonstandard analysis is based on strongly nonconstructive assumptions. In this paper we present a constructive version of Robinson's theory using the framework of constructive nonstandard analysis developed in Palmgren (1997 Palmgren ( , 1998 , which was based on Moerdijk's (1995) sheaf-theoretic nonstandard models. The main points of the present paper are the elimination of the standard part map from Robinson's theory and a constructive proof of the representation of distributions as nonstandard smooth functions (Theorem 2.6).
We note that Schmieden and Laugwitz already in 1958 introduced their version of nonstandard analysis to give an interpretation of generalized functions which are closer to those of the Mikusinski{Sikorski calculus. There is also an interpretation of distributions within a model for synthetic di erential geometry (Moerdijk and Reyes 1991) .
Preliminaries. The entire development is compliant with constructive mathematics in the sense of Bishop; see Bishop and Bridges (1985) for further background. Let be a nonvoid open subset of R n . When speaking about compact subsets K of , it usually most fruitful to restrict attention to those K that are well contained in (notation: K b ), which means that for some positive r > 0, K r = fx 2 R n : dist(x; K) rg . (Classically, this is no restriction at all.) By C( ) we denote the set of continuous real valued functions de ned on . C 1 ( ) denotes the functions in C( ) that have continuous derivatives of all nite orders. The set of functions in C 1 ( ) with compact support well contained in , i.e. the test functions, is denoted D( ); the supremum norm on this space is denoted jj jj. For f; g 2 C( ) we let hf; gi denote the integral R f(x)g(x)dx, and we let (f g)(x) denote the convolution R f(x ? y)g(y)dy, whenever these objects are well-de ned. We use standard multi-index notation. For = ( 1 ; : : : ; n ) 2 N n , write j j = 1 + + n and
The constructive model for nonstandard analysis we use (Moerdijk 1995; Palmgren 1997 Palmgren , 1998 ) di ers from the customary, classical one (Robinson 1966 ) in a few respects. First of all it uses sheaf (forcing) semantics instead of ordinary (Tarskian) semantics, which means that some logical constants receive a more involved interpretation. However inside the model the logic is intuitionistic and thus familiar to constructive mathematicians, except that the axiom of countable choice does not hold. A second di erence is that the model does not have a standard part map (see Remark 2.14 for a substitute). We assume that L is a rst order language including all relations, functions and constants of interest to us here (this can be made precise using universes of sets, see Palmgren (1998) ). For any L-formula , we de ne its *-transform, , to be the formula where all standard sets, functions and relations have been replaced by their nonstandard counterparts. Thus for instance (9y 2 M)(8x 2 S) f(x) < y is the *-transform of (9y 2 M)(8x 2 S)f(x) < y. We often omit asterisks from relations and constants. The notation 8 st x 2 S (9 st x 2 S) means universal (existential) quanti cation over the standard elements of S. We list the main principles employed but refer to the cited papers for more background. The idea behind Robinson's representation of a distribution T is to show that on each nite dimensional subspace of D( ), T is equal to some functional of the form hg; i, and then apply idealization to obtain a representation valid on the whole space of test functions. We observe here that it will, indeed, be su cient to approximate the functional on nite subspaces. We introduce the following notion. We have the following easy nonstandard characterization. This appears to be a de nition by cases, but it can avoided by constructing the function as a uniform limit of a sequence of uniformly continuous functions. Let " (x) = " (x)= 
We nd for every " > 0, using Lemma 2. . Construct using regularization a function 2 C 1 (R m ) with support in K r , and which is 1 on K. Let T ( ) = T( ). This is a distribution de ned on the whole of R m . Hence for any " > 0, there is by the rst part of the proof some g 2 C 1 (R m ) so that jT ( j ) ? hg; j ij < " for j = 1; : : : ; n. But T ( j ) = T( j ) = T( j ), since the support of j is contained in K. This yields the general case. 
Proof. By the transfer principle, T is a distribution i the following is true in the nonstandard model: Proof. Let a < b be standard. Suppose 2 D(R) has support in a; b] and that (k) (x) ' 0 for x 2 R and all standard k. Since
for all standard n, we get hfg; i = hf; g i ' 0: Thus fg is a Q-distribution.
Remark 2.14 If a Q-distribution is convergent in the sense explained below, then it de nes a standard distribution. Referring to the notation of (Palmgren 1998 Remark 2.15 It is also easy to give a nonstandard characterization of tempered distributions. Let S(R n ) be the set of smooth, rapidly decreasing complex-valued functions on R n . Then a linear functional T : S(R n ) ! C is a tempered distribution i the following holds in the model:
3 Some Basic Calculus
An advantage of the nonstandard approach is that distributional derivatives and integrals can be expressed by ordinary derivatives and integrals. 
To prove (a) suppose f is a pre-distribution. Let 2 D( ) be standard. Then @ =@x i is also standard, so hf; @ =@x i i is nite. By (6) it follows that h@f=@x i ; i is also nite.
Part (b) is immediate using (6).
To show part (c), let 2 K( ) be standard, and suppose that 2 D( ) is supported by and that for all standard : D (x) ' 0 (x 2 ): Hence h@f=@x i ; i = ?hf; @ =@x i i ' 0, since D (@ =@x i )(x) ' 0 for all x 2 and all standard .
We shall con ne the rest of the discussion to the one-dimensional case and = R. Remark 3.4 Bishop and Bridges (1985, p. 398) suggest that the framework of topological vector spaces is not well suited for a constructive development of distribution theory. For instance, they point out that the customary seminorm topology on D( ) is not complete, constructively. Instead, they propose that convergence is de ned directly for sequences of test functions and distributions. Thus the notion sequential completeness of the space of distributions should be reformulated, so that we ask of pointwise convergent sequence of distributions T n , that the sequence in addition satis es: for every compact K, there are constants C, N so that (1) holds uniformly for all T n and with support in K. Notice that this condition is classically super uous, since it follows from the Banach{Steinhaus theorem.
