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A Measurement of R
b
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The ALEPH collaboration
Abstract
ALEPH's published measurement of R
b
=  (Z ! b

b)= (Z! hadrons) using a
lifetime tag is updated using the full LEP 1 data sample. Considerable eort has
been devoted to understanding systematic eects. Charm background is better
controlled by combining the lifetime tag with a tag based on the b/c hadron mass
dierence. Furthermore, the algorithm used to reconstruct the event primary vertex
is designed so as to reduce correlations between the two hemispheres of an event.
The value of R
b
is measured to be 0:2167  0:0011(stat)  0:0013(syst).
(To be submitted to Phys. Lett. B.)
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1 Introduction
Among the precise electroweak results obtained at LEP, the value of R
b
has
been exciting particular interest. R
b
is dened as  (Z ! b

b)= (Z! hadrons), where
 (Z! hadrons) is the hadronic width of the Z. Vertex corrections render it sensitive to
new physics such as supersymmetry, and the LEP/SLD average value of R
b
was until
mid-1996 some three standard deviations above Standard Model predictions [1]. In the
context of the Standard Model, vertex corrections to R
b
involving the top quark are
sizeable because of the large CKM coupling of top to beauty.
This paper updates ALEPH's published measurement of R
b
[2] using a double tag
method, the principle of which is recalled in Section 3. Statistics have been increased
ve-fold by using the 3.8 million hadronic events taken by ALEPH from 1992 to 1995.
Systematic errors from charm background have been reduced by combining a lifetime
tag with a tag exploiting the b/c hadron mass dierence, as described in Section 3.1.
The new measurement also prots from a new algorithm for reconstructing the event
primary vertex, described in Section 3.2, which reduces systematic eects coming from
the correlation between the eciencies to tag the two b hadrons in an event. The remaining
systematic errors in the analysis are assessed in Section 4 and the result given in Section 5.
Reference [3] describes how the precision of this new R
b
measurement is further
improved using a multiple tagging technique.
2 The Detector and Data Sample
The ALEPH detector is described in detail elsewhere [4, 5]. Briey, at the core of
the tracking system is a silicon strip vertex detector (VDET). This has two layers, at
average radii of 6.5 and 11.3 cm, each providing measurements in both the r- and r-z
views. The spatial resolution for r- coordinates is 12 m and varies between 12 and
22 m for z coordinates, depending on track polar angle. The angular coverage of the
VDET is jcos j < 0:85 for the inner layer and jcos j < 0:69 for the outer layer. The
VDET lies within a small cylindrical drift chamber (ITC), which measures up to eight
coordinates per track in the r- view, with a resolution of 150 m. The ITC is in turn
enclosed in a large time projection chamber (TPC), lying between radii of 30 and 180 cm.
This provides up to 21 three-dimensional coordinates per track, with resolutions in the
r- and r-z views of 180 m and 1-2 mm, respectively. The three tracking detectors are
surrounded by a superconducting solenoid producing a magnetic eld of 1:5T.











in GeV/c) is achieved. The impact parameter
resolution is 25 95=p m (p in GeV/c) in both the r- and r-z views.
An electromagnetic calorimeter (ECAL) and a hadron calorimeter (HCAL) are used
to measure the energies of neutral and charged particles over almost the full 4 solid angle.
The ECAL is a lead/wire-chamber sandwich operated in proportional mode and is read




. The HCAL uses the iron return
yoke as absorber and has an average depth of 1.2 m. Hadronic showers are sampled by 23
planes of streamer tubes, which induce an analog signal on pads arranged in projective




. Muon chambers consisting of two double layers of
streamer tubes surround the HCAL. Electrons and photons can be identied using the
ECAL, whilst muons are seen as tracks giving a series of hits on a digitally readout strips
in the HCAL and muon chamber streamer tubes.




interaction region is determined with accuracies of
1
20 m in the horizontal and 10 m in the vertical directions, for groups of about 75
hadronic events. The r.m.s. size of the luminous region is found to vary, year by year,
from 110 to 150 m horizontally, whilst remaining less than 8 m vertically.
The analysis uses 3.8 million events, taken at a mean centre of mass energy of
91.2 GeV, which pass a hadronic selection based on the observation of at least ve good
charged particle tracks [6]. Ten percent of these data were taken at energies approximately
2 GeV above or below this Z peak energy. The analysis also uses 8 million simulated events
(of which about one-half are b

b) produced with a generator based on the JETSET 7.4
parton shower model [7]. The production rates, decay modes and lifetimes of heavy
hadrons are adjusted to agree with recent measurements [8, 9], whilst heavy quarks
are fragmented using the Peterson model [10]. Detector eects are simulated using the
GEANT package [11].
3 Method
To ensure that events are well contained within the VDET, they are required to
satisfy j cos j < 0:7, where  is the angle between the thrust and beam axes. The thrust
axis is constructed using both charged tracks and neutral energy clusters reconstructed in
the calorimeters. According to the Monte Carlo simulation, this cut, when combined with
the basic hadronic selection, is 61.9% ecient with a bias of 0:1  0:1% in favour of b

b




events, represents 0.3% of
this sample. This bias and background are corrected for when measuring R
b
. After these
event selection cuts, 2.320 million events remain in the data.
Events are divided in two using the plane perpendicular to the thrust axis, and a









































These two equations are solved for R
b
and the b hemisphere tagging eciency 
b
. The




, are taken from Monte Carlo simulation,
as is 
b
, which allows for a correlation in tagging eciency between b hemispheres. Aside
from a small uncertainty due to the event selection, these introduce the only sources of
systematic error into the analysis. Any correlation between the two hemispheres in udsc




are so small. No correction is made
for the 10% of data taken o the Z peak, since the estimated size of such a correction is
about two parts in ten thousand.
3.1 The Lifetime-Mass b Tag Algorithm
As in reference [2], the presence of b hadrons is detected using a tag based on the long
b hadron lifetime and the precision of the VDET. To improve rejection of c hemispheres,
however, it is here combined with a new tag exploiting the b/c hadron mass dierence.
Both tagging algorithms make use of the three-dimensional impact parameter
signicance S of charged tracks. This is dened as the distance of closest approach of the
track to the primary vertex, divided by the measurement uncertainty on that distance.
It is given a positive/negative sign, according to whether the track passes closest to the
2
estimated b hadron ight path down/up-stream of the primary vertex. The distribution in
S of tracks in uds, c and b events is shown in Fig. 1. Tracks from the decay of long-lived
particles usually have S > 0, whilst those with S < 0 come mainly from the Z decay
point.
Figure 1: Distribution dN
trk
=dS of track impact parameter signicance, S, for tracks in
data and in uds, c and b avoured Monte Carlo events. The Monte Carlo is normalized
to the same number of events as the data, and its simulation of the tracking is corrected
as described in Section 4.1.1.
The b ight path is approximated by the momentum vector of the jet to which the
track is associated, forced through the primary vertex. The jets are reconstructed with
the JADE algorithm [12], using as input both charged tracks and neutral energy clusters
reconstructed in the calorimeters. The JADE jet clustering parameter, y
cut
, is set equal
to 0.01 and only jets with a momentum above 10 GeV/c are considered. This leads to
an angular resolution on ight direction of about 50 mrad. This small error in the ight
direction occasionally leads to the sign of the impact parameter signicance, S, being
incorrectly measured.
The b tags use only good quality tracks, and these are required to pass within three
standard deviations of the b ight path, so as to suppress tracks with incorrectly assigned




decay and photon conversions are rejected using
a dedicated V
0
nder together with a requirement that all tracks should have an impact
parameter of less than 4 mm.
Tracks with S < 0 are not used directly by the b tags, but instead provide a
measurement of the impact parameter signicance resolution function I(jSj), as can be
seen in Fig. 1. To reduce the sensitivity of this measurement to the few tracks from
b hadron decay which have S incorrectly (i.e. negatively) signed, an anti-lifetime tag
(requiring P
H
> 0:5, where P
H
is dened later in this section) is applied to the opposite
hemisphere of the event. This anti-lifetime tag suppresses b hemispheres by a factor of
3
6.7 with respect to uds hemispheres. The resolution function is measured separately as a
function of the number of r- and r-z VDET coordinates on each track. Having determined
I(jSj), one can calculate for any track a one-sided condence level P
T
that it comes from







The lifetime tag proceeds by computing a condence level P
H
that all the N tracks

















This is almost at for uds hemispheres since they contain no long-lived particles (providing
that the V
0
rejection cuts are eective), whilst for b hemispheres it is strongly peaked
near zero.
The mass tag combines the tracks in each jet, in order of decreasing inconsistency
with the primary vertex, until their invariant mass exceeds 1.8 GeV/c
2
(the approximate
mass of a c hadron). For each jet, the tag variable 
J
is then dened to be the P
T
of
the last track added. For b jets this can be very small since the c hadron mass can be
exceeded using only tracks from the b hadron decay, whilst for c jets 
J
is much larger
as tracks from the primary vertex are needed to exceed the same mass cuto. For a
hemisphere, the tag variable 
H
is dened to be the value of 
J
of the most b like jet in
that hemisphere (i.e. the jet with smallest value of 
J
). Where a jet contains tracks from
both hemispheres, those tracks from the other hemisphere are excluded whilst calculating

H
, to avoid correlating the two hemispheres. SLD has recently also used a tag based on
mass [13].
The mass tag is most eective at rejecting c hemispheres in which the c hadron has
an unusually long decay length, whilst the lifetime tag performs better in hemispheres
where the secondary vertex is not well separated from the primary. The two tags











). The relative weights of the two tags in this combination were chosen so as
to optimize the performance of the tag. The distribution of this variable for the dierent
avours is shown in Fig. 2. The performance of this tag, when used with the primary
vertex nder of Section 3.2, is shown in Fig. 3. Requiring B
tag
> 1:9, which is the cut
used for the R
b





= 0:00436 and 
uds
= 0:00061 (according to Monte Carlo simulation).
At the same b purity, the lifetime tag by itself would give a b eciency of only 0.149.
3.2 Reducing Hemisphere-Hemisphere Correlations
The hemisphere-hemisphere correlation 
b
arises from four main sources:
1. As the b hadrons are roughly back to back, if one goes into a region of poor VDET
acceptance, so will the other.
2. If a hard gluon is emitted, this tends to reduce the momenta of both b hadrons.
3. As the two hemispheres share a common primary vertex, whenever its measurement
error 
PV
increases, both b hadrons are less likely to be tagged.
4. If one b hadron has a long decay length L
dec
, it will almost certainly tag. However,
it will degrade the resolution on the primary vertex, so making it less likely that
the second b hadron will tag.
The third and fourth of these sources are particularly large (contributing approximately
+0:03 and  0:10 to 
b
respectively). Furthermore, it is dicult to verify that the
4




of the tagging variable B
tag
for data hemispheres
and for Monte Carlo b, c and uds hemispheres. The Monte Carlo has been normalized to
the same number of events as the data. The last bin includes overow entries. The dotted,
vertical line indicates the cut used in the analysis.
Figure 3: Hemisphere tagging eciencies of the b tag. The dotted, vertical line indicates
the cut used in the analysis.
5
Monte Carlo simulates them correctly. It was therefore decided to eliminate them
by reconstructing a separate primary vertex for each hemisphere. DELPHI [14] have
previously also used this approach. The procedure is as follows:
1. Jets are formed using charged tracks and neutral clusters in the calorimeters as
described in Section 3.1.
2. Tracks are projected into the plane perpendicular to their nearest jet, thus removing
bias due to long-lived particles.
3. A primary vertex is reconstructed for each hemisphere using the projected track





4. To improve the primary vertex resolution, whilst minimizing the bias from lifetime,
the track components parallel to the jet axis are also used, for tracks passing within
250 m of this vertex.
This algorithm gives a resolution of 58  10  60 m (horizontal  vertical  beam
direction) in light quark hemispheres and of 86  10  97 m in b hemispheres. These
numbers are about 30% worse than the corresponding ones for the event primary vertex






are eliminated apart from
a small residual eect arising from the use by both hemispheres of the interaction region
constraint. Furthermore, when using an event primary vertex nder, the Monte Carlo
prediction for 
b
is found to be strongly dependent on the mean b hadron energy and
charged decay multiplicity. Varying these quantities within their experimental errors alters

b
by  0:008. This dependence arises since these quantities aect the ratio of the
number of charged tracks coming from the b hadron decay to the number coming from
fragmentation. The larger this ratio is, the greater will be the source of correlation related
to L
dec
. This uncertainty on 
b
is completely eliminated by reconstructing the primary
vertex separately in each hemisphere.
4 Systematic Uncertainties
4.1 Uncertainties in the Charm and Light Quark Backgrounds
According to Monte Carlo simulation, the requirement B
tag
> 1:9 gives background
hemisphere tagging eciencies of 
c
= 0:00436  0:00005 and 
uds
= 0:00061  0:00001,
where the errors quoted are statistical. Systematic errors on these eciencies arise from
uncertainties in the simulation of the tracking and from uncertainties in the physics of
charm and light quark events. The tracking errors are assessed in Section 4.1.1 and the
udsc physics errors in Section 4.1.2.
4.1.1 Tracking




depend on the mean number of VDET
coordinates per track and on the assumed impact parameter resolution.
It is observed that in the Monte Carlo simulation, more tracks are accepted for
use by the b tag than in the data. To remove this excess, approximately 5% of tracks
with one VDET coordinate and 2% of tracks with two VDET coordinates are randomly
deleted in the Monte Carlo. The exact fraction of tracks to be removed is determined as
a function of track momentum p, angle to the beam axis  and number of r- and r-z
VDET coordinates.
The resolution function in impact parameter signicance, I(jSj), is measured in
both data and Monte Carlo, using tracks with S < 0 as described in Section 3.1. Fig. 4a
6
shows that in the data, I(jSj) is about 35% higher in the region jSj > 4 than the Monte
Carlo predicts.
To improve the agreement between data and Monte Carlo, a smearing algorithm
is applied to the impact parameter signicance of some of the Monte Carlo tracks. For
about 10-20% of the tracks a correction is added to S, with random sign and magnitude
chosen according to an exponential distribution with a typical width of 0.5-1. For about
0.1-1% of tracks a second smearing is applied using an exponential with a width of around
5-8. The parameters used in this algorithm are chosen so as to minimize the disagreement
between data and Monte Carlo. They are determined separately for tracks as a function
of their momentum p, angle to the beam axis  and their number of VDET coordinates in
the r- and r-z planes. A possible alternative algorithm involving Gaussian smearing was
rejected since it led to a poorer agreement. The eect of the smearing on the data/Monte
Carlo comparison is shown in Fig. 4b.
It is possible that tracks in an event should be smeared in a correlated way. This
would be the case for example, if the poorer impact parameter signicance resolution in the
data were caused by a few hemispheres having an incorrectly reconstructed primary vertex.
In this case, one should ideally smear all tracks in a small number of hemispheres, instead
of a small number in all hemispheres. To test this, a `negative' hemisphere b tag, N
tag
, is
constructed by computing B
tag
for tracks with S < 0, having reversed the sign of their
S. An anti-lifetime tag, requiring P
H
> 0:5, is then applied to the opposite hemisphere
of the event. The distribution of the variable N
tag
is then almost entirely dependent on
tracking eects, with minimal sensitivity to long-lived particles. It should be identical
to the distribution which B
tag
would have in hemispheres containing no particles with
detectable lifetime. Furthermore, it should be sensitive to possible correlations among the
tracks, since N
tag
is calculated using tracks from the same hemisphere. The fraction of
hemispheres with N
tag
exceeding some cuto is compared in data and Monte Carlo. A
discrepancy is seen. For example, 0:021  0:001% of hemispheres pass the requirement
N
tag
> 1:9 in the data, but only 0:015  0:001% in the corrected Monte Carlo. This
discrepancy is removed if, in approximately 0.5% of hemispheres, all of the tracks are
smeared, with the magnitude and direction of the smearing being the same for all the
tracks in the hemisphere. This was therefore done when estimating the udsc tagging
eciencies.
To assess the systematic uncertainty on these corrections, the following procedure
is adopted:
1. The eect on R
b
of removing the p or  dependence of the corrections is determined.
This is assumed to give an upper limit on the systematic error incurred by ignoring
a dependence on less important variables.
2. The discrepancy in S resolution between data and Monte Carlo is not completely
eliminated in Fig. 4b, but is reduced by a factor of about ten with respect to Fig. 4a,
at least in the important region 3 < S < 6. The smearing correction is therefore
taken to be uncertain by 10%.
3. Dierent algorithms for introducing the correlation in the smearing correction
applied to tracks were tried. Whilst all of these were able to remove the discrepancy
in the N
tag





. The eect on R
b
of introducing this correlation is assumed to be uncertain by
100%, since that encompasses the variation seen using these various algorithms.




due to tracking uncertainties,
7
Figure 4: Ratio of number of tracks observed in data relative to Monte Carlo as a
function of their negative impact parameter signicance, (a) before application of smearing
algorithm and (b) afterwards.
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together with the resulting uncertainties in R
b
.
Table 1: Systematic uncertainties in the background tagging eciencies arising from









 dependence of S resolution 0:00005 0:00001 0:00013
p dependence of S resolution 0:00005 0:00001 0:00002
 dependence of tracking eciency 0:00001 < 0:00001 < 0:00007
p dependence of tracking eciency 0:00001 < 0:00001 < 0:00007
Remaining inaccuracy of S resolution 0:00007 0:00001 0:00016
Track correlation in S resolution 0:00011 0:00007 0:00054
Total uncertainty 0:00015 0:00007 0:00058
4.1.2 Physics Uncertainties in the c and uds Backgrounds




arising from uncertainties in the physics of charm
and light quark events are estimated by varying the udsc physics inputs to the Monte
Carlo within their allowed experimental uncertainties, following the recommendations
of the LEP heavy avour electroweak working group [8]. For example, the dierence in






dependent on their relative production rates. These
rates are now taken from LEP measurements. The eciency 
c
also depends on the number
of charged tracks produced in c hadron decays. This is constrained using measurements
of their charged topological branching ratios from Mark III [15]. No measurements are
available of the number of 
0
produced within each topological decay mode, so this is taken
from the JETSET prediction, with allowance for some uncertainty in that prediction [16].
The major systematic error in 
uds
arises from gluon splitting: g ! b

b. The rate of this is
taken to be 13 4% [17] of the measured g ! cc rate [18]. The eciency to tag a uds or
c hemisphere containing g ! b












s=2 of the gluons
splitting into b

b. Based upon the JETSET simulation, hx
E
(g)i is assumed to be 0.76. The
error on hx
E
(g)i is taken to be 0:03.




due to uncertainties in
the simulation of udsc physics. The resulting uncertainties in R
b
are also given. A more
detailed breakdown of some of the errors due to charm physics which are included in
Table 2, is given in Table 3.
4.2 Uncertainties in the Hemisphere-Hemisphere Correlation





has a value of 0:0376  0:0025, where the error quoted is statistical and
arises from the limited number of Monte Carlo events available. This error results in an
uncertainty on the measured value R
b
of 0:00053.
Systematic errors on 
b
arise in part from uncertainties in the physics of b

b events.
The sizes of these errors are estimated in Section 4.2.1. Further systematic errors in 
b
are caused by uncertainties in the simulation of gluon radiation, the VDET acceptance
and the primary vertex. These are assessed in Section 4.2.2. Combining the results of
9
Table 2: Systematic uncertainties in the background tagging eciencies arising from









g ! cc: (2:38 0:48) 10
 2
per event 0:00007 0:00005 0:00039
Ratio g ! b

b / g ! cc: 0:13 0:04 0:00010 0:00008 0:00061
hx
E
(g)i = 0:76 0:03 0:00002 0:00002 0:00012
c fragmentation: hx
E
(c)i = 0:484 0:008 0:00002   0:00003
c hadron lifetimes 0:00005   0:00008
c hadron production rates 0:00015   0:00024
c hadron topological B.R. 0:00010   0:00016














etc. tag eciency: 20% < 0:00001 0:00002 0:00012
Total uncertainty 0:00027 0:00010 0:00083
Table 3: A more detailed breakdown of some of the uncertainties in 
c
due to charm







lifetime: 1:057 0:015 ps 0:00002 0:00003
D
0
lifetime: 0:415 0:004 ps 0:00003 0:00005
D
s
lifetime: 0:467 0:017 ps 0:00003 0:00005

c
lifetime: 0:206 0:012 ps < 0:00001 < 0:00002
c! D
+
rate: 0:233 0:028 0:00014 0:00022
c! D
s
rate: 0:102 0:037 0:00004 0:00006
c! 
c


















: 0:195 0:140 0:00005 0:00008
D
+
! 1 prong: 0:384 0:023 0:00005 0:00008
D
+
! 5 prongs: 0:075 0:015 0:00001 0:00002
D
0
! 0 prongs: 0:054 0:011 0:00001 0:00002
D
0
! 4 prongs: 0:293 0:023 0:00004 0:00006
D
0
! 6 prongs: 0:019 0:009 0:00001 0:00002
D
s
! 1 prong: 0:37 0:10 0:00005 0:00008
D
s
! 5 prongs: 0:21 0:11 0:00004 0:00006
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these two sections, one nds a total systematic error on 
b
of 0:0027, which gives an
uncertainty on the measured value of R
b
of 0:00056.
4.2.1 Dependence of 
b
on Monte Carlo b Physics Inputs
Table 4 shows the dependence of 
b
on such quantities as the b hadron fragmentation,
lifetimes, production rates and decay multiplicities. The central values and variations of
these b physics parameters are taken from reference [8], with the exception of the lifetimes
and production fractions of the four species of b hadron, which are taken from [9]. Also
given in Table 4 are the resulting uncertainties in R
b
.
Varying these parameters not only has a direct eect on 
b
(which is unimportant
since it is derived from the data), but can also inuence to some extent the size of the
four sources of correlation listed in Section 3.2.
The largest of these systematic uncertainties arises from events in which both
b hadrons are forced into the same hemisphere as a result of hard gluon radiation.
The probability of this happening is taken to be 2:2  0:7%, where the central value
is the prediction of the JETSET parton shower simulation and the error comes from a
comparison of the parton shower and second order matrix element predictions. This type
of event introduces a negative correlation, since only one hemisphere will tag.
Table 4: Systematic errors in 
b
arising from uncertainty in the physics of b

b events. The









(b)i = 0:702 0:008 < 0:0006 < 0:00012
B decay multiplicity: 5:73 0:35 0:0010 0:00020
B
s
fraction: 0:112 0:019 < 0:0003 < 0:00005

b
fraction: 0:132 0:041 0:0006 0:00013
(B
+
): 1:62 0:06 ps 0:0004 0:00008
(B
0
): 1:56 0:06 ps 0:0004 0:00009
(B
s
): 1:61 0:10 ps 0:0001 0:00002
(
b
): 1:14 0:08 ps 0:0001 0:00002
(D
+
): 1:057 0:015 ps 0:0001 0:00001
(D
0
): 0:415 0:004 ps 0:0001 0:00001
(D
s
): 0:467 0:017 ps 0:0001 0:00003
(
c
): 0:206 0:012 ps < 0:0001 < 0:00002
Both b in same hemisphere: 2:2 0:7% 0:0011 0:00022
g ! cc: (2:38 0:48) 10
 2
per event 0:0001 0:00001
Ratio g ! b

b / g ! cc: 0:13 0:04 0:0001 0:00002
Total systematic uncertainty from b physics 0:0018 0:00037
4.2.2 Study of Sources contributing to 
b
The results of Section 4.2.1 do not fully take into account systematic uncertainties in

b
related to detector eects or gluon radiation. Remaining errors are assessed by isolating
the contributions to 
b
described in Section 3.2 and then comparing their size in data and
Monte Carlo. One begins by nding variables which are closely related to each source
of correlation. Thus the eect of VDET acceptance is studied using the direction of the
11




), whilst gluon radiation is studied using jet momentum
p
jet
. If the b tagging eciency in one hemisphere depends on the value of one of these
variables in the opposite hemisphere, then this establishes that the associated source of
correlation must be non-zero.












to tag both hemispheres of a b

b event. The contribution to 
b
related to one of the above



































(v) are the eciencies to tag a b hemisphere measured as a function of
v in the same/opposite hemisphere respectively. This can be computed directly for Monte
Carlo using as input three histograms: one of the distribution in v of all b hemispheres,
and the other two of the distributions of tagged b hemispheres as a function of v measured
in the same/opposite hemispheres.
For the data, however, 
v
b
must be evaluated using the following approximate
procedure:
1. The three input histograms are lled using events passing a soft b tag, which requires
B
tag
> 0:3 in both hemispheres. This soft tag yields a fairly pure (73%) sample of
b hemispheres without biasing too much the underlying distributions.
2. A correction is made for the remaining udsc background based upon the Monte
Carlo simulation. Two dierent methods are used to allow the systematic
uncertainty in this correction to be assessed. In method 1, the udsc background
predicted by the Monte Carlo is subtracted bin by bin from the data. In method 2,
each bin in the data is multiplied by the Monte Carlo prediction for the fraction
of b events relative to all events in that bin. The systematic uncertainty in the
background subtraction is taken as the half dierence of the results obtained with
these two methods.
3. To correct for any bias in the three histograms caused by the soft b tag, they are
each corrected bin by bin by the ratio of the number of entries expected before the
soft b tag to that after it, according to Monte Carlo simulation.





by adding in quadrature the statistical uncertainty and the systematic uncertainty from
the background subtraction. The systematic uncertainty for each source of correlation is
taken as the larger of the dierence between data and Monte Carlo and the uncertainty
on that dierence.
Since the primary vertex is reconstructed separately in each hemisphere, it can only
contribute to 
b
via the LEP interaction region, which is common to both hemispheres. As
this interaction region is highly elliptical in the r- plane, it tends to make the b tagging
eciency  dependent. Any resulting correlation is therefore contained in the contribution
estimated using the 
Thrust
variable in Table 5.
5 Results
Using the method of Section 3, the value of R
b
is calculated at various b tag cuts.
For each measurement, the systematic error is obtained by combining the errors on the
12
Table 5: Comparison of contributions to 
b
in data and Monte Carlo. 
b
is the estimated
systematic error on 
b
from each source and R
b













0:0271 0:0002 0:0252 0:0006 0:0019 0:00040

Thrust
0:0000 0:0001  0:0004 0:0001 0:0004 0:00009
p
jet
0:0124 0:0002 0:0120 0:0006 0:0006 0:00013
Total systematic uncertainty from these sources 0:0020 0:00042
light quark and charm tagging eciencies (Section 4.1), with the error on the hemisphere-
hemisphere correlation obtained using the methods of Section 4.2. This combination takes
into account the fact that several of the physics uncertainties contribute to both the
background and correlation uncertainties.
Fig. 5 shows the variation in the errors on R
b
as a function of the cut. It can be
observed that at small values of the cut, the measurement is dominated by systematic
uncertainties in the tracking and udsc physics, whilst at large values of the cut, it suers
from large statistical errors. The optimum cut is at 1.9.
Fig. 6 shows the variation of R
b
as a function of the cut. Its value is seen to be
stable within the variation allowed by the uncorrelated error.
In the data, a cut at 1.9 yields 233000 tagged hemispheres and 26870 doubly tagged





= 0:2167 0:0011 Data statistics
0:0005 Monte Carlo statistics
0:0001 Event selection
0:0006 Tracking uncertainty
0:0008 udsc physics uncertainty




The last line above shows the dependence of the result on R
c
. This value of R
b
has
been shifted up by +0:0003 to remove the contribution to the observed b

b fraction from
photon exchange. The correlation between the udsc physics and hemisphere-hemisphere
correlation uncertainties is, in practise, suciently small that it can be neglected.
The value of 
b
extracted from the data using Eqns. 1 and 2 is 0:22710:0016. This




has been measured using a double tag method with a lifetime-
mass tag. Signicant eorts have been made to understand and reduce systematic
eects associated with the hemisphere-hemisphere correlations and charm and light quark
backgrounds. The resulting value of R
b
is 0:2167 0:0011 0:0013  0:037 (R
c
  0:172).
This is consistent with ALEPH's previous R
b
measurement using a lifetime double tag
method of 0:21880:00220:0026 0:081 (R
c
 0:172) [2]. The new result lies less than
one standard deviation above the Standard Model prediction of 0:2158 0:0003 [19], for
a top mass of 175 6 GeV/c
2
. It forms the basis of a yet more accurate measurement of
R
b
of 0:2159 0:0009 0:0011  0:019 (R
c
  0:172), which is presented in reference [3].
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Figure 5: Variation of errors on R
b
with b tag cut.
Figure 6: Variation of R
b
with b tag cut. The thin lines show the total statistical plus
systematic error, whilst the thick lines show the error relative to the measurement at a
cut of 1.9 .
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