Abstract. We present NeuroLinear, a system for extracting oblique decision rules from neural networks that have been trained for classification of patterns. Each condition of an oblique decision rule corresponds to a partition of the attribute space by a hyperplane that is not necessarily axis-parallel. Allowing a set of such hyperplanes to form the boundaries of the decision regions leads to a significant reduction in the number of rules generated while maintaining the accuracy rates of the networks. We describe the components of NeuroLinear in detail using a heart disease diagnosis problem. Our experimental results on real-world datasets show that the system is effective in extracting compact and comprehensible rules with high predictive accuracy from neural networks.
Introduction
Neural networks have been widely used to solve classification problems. Comparisons between neural networks and decision trees algorithms for these problems have shown that in general neural networks can produce better accuracy rates [1, 2, 3, 4] . Recent developments in algorithms that extract rules from neural networks have made neural network techniques even more attractive. The extracted rules allow one to explain the decision process of a neural network. It is not surprising that in the past few years great efforts have been devoted to finding efficient and effective algorithms for extracting rules from a trained neural network Gallant's connectionist expert systems [5] and Saito and Nakano's RN method [6] are two early works that attempt to generate rules from neural networks. These systems, however, do not actually extract rules from the networks; instead, they try to generate an explanation for each particular outcome of the networks.
The KT algorithm developed by Fu [7] is an algorithm that extracts rules from a trained network. It searches for subsets of connections to a network's unit with summed weight exceeding the bias of that unit. It is assumed that the unit's activation value is close to either 0 or 1. By searching for the proper subsets of the input connections, sets of rules are generated to describe under what conditions the unit's activation will take one of the two values.
The MofN algorithm of Towell and Shavlik [8] clusters the weights of the trained network into equivalence classes. Clusters that do not significantly affect the unit's activation are eliminated. The complexity of the network is further reduced by replacing the weights in all remaining clusters by the average weight of the individual cluster. The rules are generated in a similar way as by Fu's KT algorithm. However, because of the creation of clusters with averaged weights and the removal of unneeded clusters, it can be expected that the rules extracted will be simpler than those of KT algorithm.
An algorithm that extracts rules from networks that have been trained via the backpropagation method with penalty is proposed by Blassig [9] . A penalty term is added to the network's error function with the hope that a large number of the weights will have zero values after training and thus can be removed. In order to force the activation value of a unit to take on the value of either 0 or 1, the network's weights are restricted to be -6, 0, or 6, and the unit's bias to be either -3 or 3.
A simple rule extraction algorithm is presented by Setiono and Liu [10] . It is claimed that the rules extracted from neural networks are comparable to those generated by decision trees [11] in terms of accuracy and comprehensibility. The basic idea behind the algorithm is the fact that it is generally possible to replace the continuous activations of the hidden units by a small number of discrete ones. Rule extraction is realized in two steps. First, rules that describe the network outputs in terms of the discretized activation values of the hidden units are generated. Second, rules that describe each discretized hidden unit activation values in terms of the network inputs are constructed. By merging the rules obtained in these two steps, a set of rules that relates the inputs and outputs of the network is obtained.
While the algorithm can generate symbolic rules that mimic the predicted outcome of the original network, it works only for data with binary inputs (the implicit assumption, that the various hidden unit activation values are determined by only a small number of inpu t values, excludes problems with continuous attributes where there can be infinitely many possible values taken by these attributes). Data with some continuous attributes need to be preprocessed before training the network. The preprocessing of the data entails dividing the values of the continuous attributes into intervals. This is achieved by the ChiMerge algorithm [12] . ChiMerge employs the X 2 statistic to determine the division of the original intervals into their respective subintervals. All continuous attribute values that fall in the same subinterval are then represented by a unique discrete value for use as inputs to the neural network. Rules involving the discrete representations of the inputs are generated from the network. Given the boundaries of the subintervals furnished by ChiMerge, getting the rules in terms of the original continuous attributes is trivial.
An inherent problem introduced by the preprocessing of the data by ChiMerge is that each condition of a rule involving a continuous attribute determines an axis-parallel decision boundary. For many classification problems, it is often more natural to allow oblique hyperplanes to form the boundaries of the decision regions. In other words, instead of imposing the axis-parallel constraint, being able to generate oblique decision hyperplanes makes it possible to let the learning al-gorithm determine what kind of hyperplanes is more suitable for the data in hand. Oblique hyperplanes are more general and they may substantially reduce the number of rule conditions needed to describe the decision region. As a result, a more compact and comprehensible set of rules can be obtained.
In this paper, we describe how a set of rules, where each rule condition is given in the form of the linear inequality
where cl is a real coefficient, xi is the value of the attribute i, and y is a threshold, can be extracted from a neural network. The neural network that we use is the standard feedforward neural network with a single hidden layer. In contrast to the tree growing algorithms which generate the rules in a level-by-level and top-down fashion, rules are extracted from a network in two steps: from the hidden layer to the output layer and from the input layer to the hidden layer. Classification rules are obtained by merging the rules from these two steps. Unlike the decision tree algorithms [13, 11] which consider smaller and smaller subsets of the data to improve the accuracy of the rules, the neural network approach for rule generation considers the entire training set as a whole. Our experimental results show that more compact sets of rules with high accuracy rates can be obtained by the network approach.
The organization of the paper is as follows. Section 2 describes NeuroLinear, a system that we develop for extracting oblique decision rules from a neural network. The steps are described in detail by way of an example using a real-world dataset. Section 3 analyzes the merits of generating a set of classification rules with NeuroLinear. It also highlights the differences between the rules generated from a network and those from the decision-tree method C4.5 ( [11] ). Section 4 presents our experimental results on several real-word problems. Section 5 gives a brief conclusion of the paper.
Rule extraction with NeuroLinear
The process of extracting oblique decision rules from a neural network can be summarized in the following steps:
1. Select and train a network to meet a prespecified accuracy requirement.
Remove the redundant connections in the network by pruning while maintaining the accuracy. 9 2. Discretize the hidden unit activation values of the network.
3. Extract rules that describe the network outputs in terms of the discretized network activation values. For each discretized hidden unit activation value, generate a rule in terms of the network's inputs. Merge the two sets of rules obtained above.
We shall use the Cleveland heart disease dataset to show the workings of NeuroLinear in detail.
Neural network training and pruning
The Cleveland heart disease data set can be obtained via anonymous ftp from the repository at the University of California, Irvine [16] . It consists of 303 patterns. Because we have not implemented a way to handle patterns with missing attribute values, we discard such patterns and use only the remaining 297 patterns. Each pattern is described by 13 attributes, 5 of which are continuous and the remaining 8 discrete. The attributes are summarized in Table 1 . Each of the pattern is labeled either positive (presence of heart disease) or negative (absence of heart disease). Since the problem is a binary classification problem, one output unit is sufficient for the network. Positive patterns are given the target 1 and negative patterns 0. A hidden layer of 4 units is found to be sufficient to give the network a comparable accuracy rate to those reported in the literature. One input unit is assigned to each continuous attribute. Values of the continuous attributes are normalized such that their range is [0, 1]. Each value of a discrete attribute with n possible values is represented by an n-bit binary string, except when n = 2, only 1 bit is used (see the last column of Table 1 ). With an additional input unit to represent the hidden unit bias values, the total number of the network's input units is 26.
Given an n-dimensional input pattern xi, the predicted output of the network at output unit p is computed as where -h is the number of hidden units in the network.
wj is an n-dimensional vector of weights for the arcs connecting the input layer and the j-th hidden unit, j = 1, 2,..., h. The weight of the connection from the t-th input unit to the j-th hidden unit is denoted by wjl.
vj is a C-dimensional vector of weights for the arcs connecting the j-th hidden unit and the output layer. The weight of the connection from the j-th hidden unit to the p-th output unit is denoted by vpj.
-C is the number of output units.
The activation function of the hidden units is the hyperbolic tangent function
while the activation function of the output units is the sigmoid function
The hyperbolic tangent function allows the activation values of the hidden units to be in the interval [-1, 1], while the range of the sigmoid function used at the output units is [0, 1]. The network is trained by minimizing the cross-entropy error function with weight decay [14] :
where k is the number of patterns in the training dataset, tpi is the binary-valued target output for pattern xi at output unit p, and P(w, v) is the penalty term:
(q and e2 are two positive penalty parameters and/3 > 0).
The penalty term P(w, v) is added to the cross-entropy error function so that relevant connections can be distinguished from those irrelevant ones by the their magnitude. After training, it can be expected that the irrelevant connections will have small magnitude and therefore, they can be removed from the network with little or no effect on the accuracy of the network. Pruning is achieved by removing those connections with small magnitude. We train and prune the network such that it achieves an accuracy rate of at least 85 % on the training set. Figure 1 depicts a pruned network for the Cleveland heart disease problem. The network has been trained with 90% of the patterns randomly picked from the dataset. The remaining 10% of the patterns are used to test the network's generalization capability. The pruned network has only 2 hidden unit and 10 connections left. Only one input, Z2, is connected to the first hidden unit. A total of seven inputs are connected to the second hidden unit. The accuracy rates of this network are 86.14 % on the training data and 80.00 % on the testing data. A network with 10 connections and only 2 hidden units for the Cleveland heart disease dataset. The accuracy rates on the training set and the testing set are 86.14 and 80.00 %, respectively. The discrete input of the network is 0 or 1 depending on the original value of the corresponding nominal attributes (labeled with Z)). For example, the second input 274 is equal to 1 if and only if the value of the attribute/)3 is 3. The two inputs Z~ and 2715 correspond to the continuous attributes C4 and C10, respectively (see Table 1 ).
Chi2: Discretization of hidden unit activation values
The range of the activation values of the network's hidden units is the interval [-1, 1], since they have been computed as the hyperbolic tangent of the weighted inputs (cf. Function 3). In order to extract rules from the network, it is better that these activation values be grouped into a small number clusters while at the same time preserving the accuracy of the network. We can expect to have a more concise set of rules if the number of clusters required is smaller. Chi2, an improved and automated version of ChiMerge, is the algorithm used for this purpose. Given a dataset where each pattern is described by the values of the continuous attributes .41,.42,... and the class label of each pattern is known, Chi2 finds discrete representations of the patterns. Using the X 2 statistic, Chi2 divides the range of the attributes into subintervals and assigns all values that fall in a subinterval a unique discrete value. The merging of adjoining subintervals takes place one at a time and attribute by attribute in a round robin fashion. This is intended to eliminate the ordering bias of attributes. The output of Chi2 is discretized data that preserve the discriminating power of the original data. Irrelevant attributes can be detected by their single intervals at the end of discretization and they can be removed. The outline of the algorithm is as follows:
The Chi2 algorithm 
X2 = fi ~ (Aij -E'J)2
i----1 j--1 Eij Only one parameter is required for Chi2. This parameter is the initial critical value Chi-0. This value is used to determine if the null hypothesis that the subintervals and the class labels are independent can be rejected. If the test statistic (Eqn. 7) exceeds the critical value Chi-0, the null hypothesis is rejected. Otherwise, the null hypothesis is not rejected and the subintervals are merged. The critical value Chi-0 is determined by ~, the significance level of the test. For example, if ~ = 0.50 and the number of classes in the data is 3, the critical value is 1.386. If no inconsistency in the data is introduced after merging of the subintervals with the initial value of Chi-0, the critical value Chi-0 is increased, i.e., the significance level is reduced to check the possibility of further merging of subintervals.
For the activation values of the two hidden units of network depicted in Figure 1 , the subintervals found by Chi2 are:
1 Conflicting data occur when there are two or more patterns from different classes with the same discretized attribute values. A pattern can thus be represented by a pair of integers (i,j) where i and j denote the subintervals into which its first and second hidden unit activation values fall, respectively. If no conflicting data is allowed in Chi2, it is possible to obtain rules that preserve the accuracy rate of the network for the original dataset using their discrete representations.
2.3

Rule extraction
Rules are first generated to describe the network outputs in terms of the discretized hidden unit activation values. Since there are only 2 intervals in the first hidden unit and 3 intervals in the second hidden unit found by Chi2, a maximum of only 6 combinations are possible. A set of simple rules will be able to distinguish the positive patterns from the negative ones. The rules are obtained by X2R [15] , an algorithm that generates a set of rules with 100 % accuracy (provided that there are no conflicting patterns) from data with discrete inputs. Using the notations i and j to denote the activation values at the hidden units, the rules are: The 2 continuous inputs Z7 and Z15 are the normalized values of the attributes C4 and C10, respectively (see Table 1 ). The equations that relate the normalized The accuracy of these rules on the training dataset is the same as that of the pruned network, i.e. 86.14 %. Although it cannot be guaranteed that the accuracy rate on the testing set will always be the same as the network's accuracy, for the set used in the experiment, the accuracy rates of the rules and the pruned network are identical.
Analysis
The result presented in the previous section indicates that NeuroLinear is effective in extracting oblique classification rules from a pruned neural network. When desired, it is possible to analyze the extracted rules further. For each possible combination of the discrete attribute values, a set of rules involving only the continuous attributes can be generated. The discrete inputs 12, Z14 and Z18 each can have an input value of 0 or 1. The inputs I4 and 16 can have the paired-values of (0, 0), (0, 1), or (1, 0). Hence, the various combinations of the discrete inputs could produce a total of 24 rule sets involving only the continuous attributes. Let us consider some of these rule sets: The above rules clearly show that positive patterns and negative patterns are separated by the oblique line C4 + 21.87 C10. For the different values of the discrete attributes, the threshold value is determined by the boundaries of the subintervals found by Chi2 and by the weights of the network between the discrete inputs and the hidden layer. Let us consider a pattern having its relevant discrete inputs all equal to 0 and label it the "base" case. According to the first set of rules above, such a pattern will be classified as negative if its continuous attributes satisfy the condition C4 + 21.87 C10 _< 90.07. Let us now consider another pattern where the values of the relevant inputs are the same as the base pattern, expect for 272 = 1. The pattern actually corresponds to a female patient if 272 = 0, male otherwise. The second set of rules indicates that for a male patient having identical values for the other relevant discrete attributes, once the value of C4 + 21.87 C10 exceeds 53.95, he will be diagnosed as positive. C4.5 rules obtained from a decision tree, where a discrete or a continuous attribute may be used as the branching attribute at any node in the tree, does not allow this kind of analysis.
4
Experimental results
We report our experiments with NeuroLinear in this section. Five datasets from the machine learning data repository at the University of California, Irvine are used to compare the performance of NeuroLinear to that of C4.5rules [11] . C4.5rules is chosen because the code is widely available and it has been commonly used by researchers in the machine learning community. It has been reported that C4.5rules performs well on many datasets. The datasets and the characteristics of their attributes are given in Table 2 . Following Towell and Shavlik [8] , for each dataset, ten repetitions of ten-fold cross validation were performed using NeuroLinear. Each neural network was given a set of initial weights randomly generated in the interval [-1, 1] . For all networks, the following values were fixed: the number of hidden units was 4, the number of output unit was 1. The penalty parameters el and c2 were set at 0.1 and 10 -3, respectively. The value of/3 was 10. We list the average predictive accuracy rates of 100 neural networks for the 5 test datasets in Table 3 . In the two tables, the average accuracy rates and the average number of rules obtained by C4.5rules and NeuroLinear are given. The figures in parentheses are the standard deviations. The P-values are computed for testing the null hypothesis that the means of two groups of observations are equal. The P-values for the accuracy rates in Table 4 show that there is no significant difference in the mean accuracy rates of C4.5rules and NeuroLinear. On the other hand, the large differences in the numbers of rules of C4.5rules and NeuroLinear in Table 5 clearly demonstrate the effect of using oblique hyperplanes as the rule conditions. Their corresponding small P-values verify the significance of these differences. Comparing the predictive accuracy rates of NeuroLinear to those of the pruned networks from which they are extracted, we note that they are not identical. This is not unexpected, while the decision surface of the networks can be highly nonlinear, the decision boundaries produced by NeuroLinear are piece-wise linear. The fidelity of the extracted rules, however, is high. Towell and Shavlik [8] define fidelity as the ability of the extracted rules to mimic the behavior of the network from which they are extracted.
Conclusion
We have presented NeuroLinear, a system for generating classification rules using neural networks. The three components of NeuroLinear make it possible to generate oblique decision rules, these are
1. An efficient neural network training and pruning algorithm. 2. Chi2 algorithm for discretization of hidden unit activation values. 3. X2R algorithm for generating perfect rules from a small dataset with discrete attributes values.
Comparisons of experimental results using real-world datasets reveal that NeuroLinear can achieve similar accuracy rates as C4.5rules with far fewer rules. It can be expected that the smaller rule-set will enable one to explain the classification process in a more meaningful and comprehensible way.
We may refer to patterns having all relevant discrete attribute values equal to zero as the base level. Hence, a set of base-level rules that involves only the continuous attributes can be obtained. Similar sets of rules for other patterns with one or more of nonzero discrete attributes are generated by NeuroLinear. These rules differ from those of the base-level rules only in the threshold values. The different thresholds for the various combinations of the discrete attributes values provide potentially valuable information regarding the patterns in the dataset. This interesting feature of the rules extracted by NeuroLinear is not possessed by those of C4.5rules.
