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ABSTRACT
Demba Fofana, Ph.D. The University of Memphis. August, 2017. Essays on Applied
Econometrics. Major Professors William Smith, Ph.D., Andrew Hussey, Ph.D., and
David Kemme, Ph.D
This dissertation is composed of three different essays. In the first essay, we
investigate wage determinants and dynamics across the distribution. Our approach
is different than the large body of research in the area. We are the first to establish
wage dynamics at different regions of the wage distribution and to show how wage
dynamics are different among quintiles. The most notable results of this essay are
showing how some economic theories differ across wage distribution. Our results
support some previous findings, for instance, there is a negative relationship between
real wages and unemployment rate in the long-run. However, in the short-run, this
negative relation between real wage fifth quintile and unemployment rate no longer
holds. Another contribution of this essay is methodological. Since wage data are
skewed, classical approaches are questionable, and our wage-quintile approach
makes a huge difference in finding different relationships among economic variables.
The second essay deals with model comparison, which procedure is more
appropriate when data are limited. It compares different methodologies, which deal
with small sample size. The competing procedures are Bayesian Method: Bayesian
with informative prior and Bayesian with non-informative prior, Theil-Goldberger
Mixed Estimator, and the Bootstrapping. Our recommendation for future
researchers who analyze limited data is to adopt the Bayesian method with
informative priors since it produces smaller predictive errors.
The third essay re-examines wage productivity gap. Considering the nature of
wage distribution–skewed, we propose to examine wage productivity gap by
quintiles. Our findings indicate that labor productivity growth shocks impact
positively all real wage quintiles, but at different rates. However, mainly those at
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This dissertation is composed of three different essays. In the first essay of this
dissertation, we investigate wage determinants and dynamics across the distribution.
Our approach is different than the large body of research in the area. We are the
first to establish wage dynamics at different regions of the wage distribution and to
show how wage dynamics are different among quintiles. The most notable results of
this paper are showing how some economic theories differ across wage distribution.
Our results support some previous results, for instance, there is a negative
relationship between real wages and unemployment rate in the long-run. However,
in the short-run, this negative relation between real wage fifth quintile and
unemployment rate no longer holds. Another contribution of this paper is
methodological. Since wage data are skewed, classical approaches are questionable.
The second essay deals with model comparison, which procedure is more
appropriate when data are limited. It compares different methodologies, which deal
with small sample size. The competing procedures are Bayesian Method: Bayesian
with informative prior and Bayesian with non-informative prior, Theil-Goldberger
Mixed Estimator, and the Bootstrapping. Our recommendation for future
researchers who analyze limited data is to adopt the Bayesian method with
informative priors since it produces smaller predictive errors.
The third essay re-examines wage productivity gap. Considering the nature of
wage distribution–skewed, we propose to examine wage productivity gap by
quintiles.
This dissertation is mainly about methodologically research. It tries to answer
questions about what if the assumptions underlying an analysis are not valid. We
re-examine wage data, these data present some irregularities. The skewedness of the
data compel us to propose new approaches to make a better analysis. We confirm
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some economic theories but invalidate others with our proposed approaches.
2
CHAPTER 2
DETERMINANTS OF WAGE GROWTH AND WAGE
DISTRIBUTION DYNAMICS
2.1 Introduction
Substantial changes in the wage structure have been observed the last several
decades. Much research has tried to explain changes in wage structure. Trade and
skill-biased technological change are the leading factors. However, the observable
effects of trade or technology on wage inequality are limited by the measures of
inequality used. In particular, researchers have typically looked at specific wage
gaps (College versus High school), a specific part of the distribution (eg., top 1%),
or an overall measure of distributional inequality (eg., Gini coefficient).
In this essay, we look at the problem from a different perspective. We look at
the wage dynamics at the macro level and at different points of wage distribution.
We study the dynamics of all five real wage quintiles. The question is how
differently the real wage quintiles vary in response to some key economic factors and
how this helps explain wage inequalities.
Our methodology is similar to Dinardo, Fortin, and Lemieux [21]’s procedure.
Their procedure provides a visual representation of where in the density of wages
various factors exert the greatest impact. It is a semiparametric procedure in the
spirit of Oaxaca’s decomposition, [55]. Their procedure indicates the regions of the
wage distribution in which most of the changes are occurring due to changes in a
variable. While their procedure compares wage distribution between two different
time points, our procedure looks at wage dynamics at different points of the
distribution.
A contribution of this essay to the literature is to be the first one to look,
empirically, at wage movement with respect to the open economy and more
importantly to look at its dynamics at several points of wage distribution. This
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essay investigates changes in wages at different ranges of the distribution, allowing
for heterogeneous effects. It estimates explanatory influence of several
macroeconomic factors on wages. It assesses short- and long-run relationships
between wage and other economic variables (GDP, terms of trade, trade turnover,
immigration, education level, unemployment rate, technological change,
unionization, minimum wage policy) at different points of the distribution.
The rapid growth of information technology has led to fundamental changes in
business practices and in labor markets, with more skilled workers being needed to
sustain productivity growth. The U.S. Bureau of Labor Statistics reports that
growth in non-farm business sector output per hour increased from 1.4 percent per
year in 1973-1995 to 2.5 percent per year in 1996-2009. To sort out workers by
group we will consider real wage quintiles. This may capture the difference between
a high-skilled worker and low-skilled one and more importantly help study wage
growth and its dynamics properly. The question is then what has happened to real
wages across different parts of the wage distribution and how trade and
technological evolution, for instance, can explain these changes.
2.2 Literature Review
The literature in wage inequality can be summarized by different points. The first
widely discussed point is the contributing factors of wage inequalities. The literature
looks at wage inequality at education level (High School Diploma, Bachelor, Master,
etc), [6, 13].Those authors find gaps in wage distribution at the education level.
They mention that wage differentials rose substantially due to education.
Information technology is one of the factors discussed in the literature. The
rapid growth in this sector has led to fundamental changes in business practices and
in labor markets. Some models of wage determination have been modified. The
basic Heckscher–Ohlin model is revised to a “richer” Heckscher–Ohlin Model, [38].
The “richer” Heckscher-Ohlin model allows capital and heterogeneous labor with
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varying degrees of talent. It allows capital-talent complementarity where talented
workers are more productive when working with capital, whereas they are no more
productive in unskilled tasks. Heterogeneity in “skills” within the workforce is
allowed in the “richer” Heckscher-Ohlin.
Another contributing factor is the widening of the World Trade Organization
(WTO), with the admission of China, a low-income country. In [5] it is argued that
import from China triggers a decline in wages in the U.S. While economic theory
suggests globalization leads to an increase in national income, the popular opinion is
ambivalent at best about it, [9]. Perhaps this ambivalence is due to the fact that the
gains from trade are not uniformly distributed across all sectors of society. This
essay examines, among other things, the effects of globalization on real wages
dynamics.
In [9] Bivens also mentions that when we refer to the trade between the U.S.
and its poorer partners, the integration is a “win-win” between countries but a
“win-lose” in terms of individual outcomes within countries. The U.S. and its
poorer trading partners both end up with higher national incomes due to trade, but
at the same time, the trade makes many (and possibly most) workers in the U.S.
worse off. This is sometimes referred to as the “curse of Stolper-Samuelson,” [56].
The U.S. has a large number of trading partners, many with low hourly
compensation levels. Mexico has a level of compensation 11% of the U.S., while
China’s is slightly more than 3% of the U.S. Other partners like Hong Kong,
Singapore, South Korea, and Taiwan have generally much higher levels of
compensation, according to 2005 U.S. Bureau of Labor Statistics, [53]. Moreover,
the impact of international trade on the distribution of resources in a country is
important to know. In [32] Goldberg and Pavcnik mention that “One of the few
uncontroversial insights of trade theory is that changes in a country’s exposure to
international trade, and world markets more generally, affect the distribution of
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resources within the country and can generate substantial distributional conflict.”
Another important contributing factor is immigration. In [13] Card states that
approximately 1.25 million immigrants land in the U.S. per year. A third or more
are Mexicans and Central Americans with low education and limited English skills.
These immigrants compete for the same jobs that are held by the least-skilled
native workers. Immigration, technological change, and trade are thought to have
led to a rise in skill differentials in the U.S. economy. According to [13] there is
something to be learned about the labour markets in general, and the effects of
immigration in particular, by studying how wages and other outcomes respond to
the variation of immigration. Card [13]’s overall conclusion is that immigration has
not had much effect on native wage inequality in the U.S. But immigration can be
said to have contributed to the rise of inequality in the workforce.
Another factor is the unionization. Some authors find that de-unionization
explains about one fifth of the increase in men’s wage inequality over the 1980’s,
[13, 27]. In [21] Dinardo, Fortin and Lemieux show the decline in unionization
between 1979 and 1988 contributed to the decline of the middle of the wage
distribution and the fattening of the lower tail of the distribution.
Other factors are also mentioned in the literature. For instance, [21] analyze the
role of institutional and labor market factors in changes in the distributions of
wages. They find that there is more mass at the bottom of the wage distribution in
1988 than if the minimum wage had remained at its 1979 level.
The second point is the outcome measure of income inequality. Educational
attainment is one of the outcome measures. The comparison of the wages of
High-education groups (e.g., college graduates) in relation to low-education groups
(e.g., high school graduates) is performed. In [33] Golding and Katz show that the
majority of the large increase in wage inequality since 1980 is accounted for by
expanded educational wage differentials dominated by sharply increased returns to
6
postsecondary schooling. They conclude that wage inequality has increased
substantially within education groups since 1980, in particular for the college
graduates. There are, however, a lot of controversies about their findings because of
what some authors called superstars phenomenon. [38] mention that measuring
wage inequalities by educational level no longer works. They give some counter
examples like Steve Jobs, Bill Gate, etc.
Growth rate of income is another outcome measure. Armour, Burkhauser and
Larrimore [4] estimate the growth rate of income at various points of income
distributions. They use different definitions of income. They find that growth rate
of income varies differently at each point of the distribution and also by income
definition. When defining income as tax–unit unadjusted cash market they find that
the growth rate of the bottom quintile is minus 233.0; the growth rate of the second
quintile is 0.7; the growth rate of the middle quintile is 2.2; the growth rate of the
fourth quintile is 12.3; and the growth rate of the top quintile is 32.7. However,
when using household size-adjusted pre-tax, post-transfer cash as income their
findings change. The growth rate of the bottom quintile becomes 9.9 and the
growth rate of the second quintile becomes 15.6.
Several authors studied wage inequalities through the Gini coefficient, which is
an overall measure of inequality, [33]. Others look at the shares of income at
different points of income distribution. Most CPS research employ the Gini
coefficient known also as Theil index, or log wage ratios as measures of inequality,
[33]. In contrast, tax data researchers focus on the top of the income distribution,
defining inequality in terms of top income shares—the share of total income held by
the richest 10%, the richest 5%, or the richest 1%, and so on—with larger income
shares indicating greater inequality, (the Congressional Budget Office (CBO), 2012).
Herzer [40] tries to find the impact of unions on income inequality. Herzer uses the
Gini coefficient as dependent variable and unions as an independent variable. He
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finds that unions has, on average, a negative long-run effect on income inequality.
However, he finds considerable heterogeneity in the effects of unionization on
inequality across countries. We control for unionization in our models.
Other authors look at the share of income going to the top 10% or top 1% or
even 0.1%. Alvaredo, Atkinson, Piketty and Saez [2] report the shares of total
income earned by the top 1 percent families in the United States from 1913 to 2011.
Income is defined as pre-tax market income; it excludes government transfers and
nontaxable fringe benefits. In some years the share of income going to the top 1%
peaks at 25% of the total income. They highlight four main factors that have
contributed to the growing income shares at the very top of the income distribution.
The first factor is tax policy: top tax rates have moved in the opposite direction
from top pre-tax income shares. The second factor is the bargaining power and
greater individualization of pay. The third is capital income. The fourth is the
correlation between earned income and capital income. Saez & Zucman [58]
mention that wealth inequality is making a comeback, with the top 0.1% wealth
share almost as high as in 2012 as in the 1916 and 1929 peaks and is three times
higher than in the late 1970s. According to them the rise of wealth inequality is due
to the rise of the top 0.1% wealth share, from 7% in 1979 to 22% in 2012. Others
look at the ratio of the wage at the 90th percentile relative to 10th percentile, [33].
In this study, we use another framework to assess wage inequality. We attempt
to identify wage and income dynamics with respect to some economics variables at
different points of the distribution. We assess wage movement with respect to
several different economic variables: trade variables, immigration, technology
change, etc. This study examines short- and long-run relationships between real
wage quintiles and other economics variables (GDP, Unionization, unemployment
rate, terms of trade, etc). Our objective is to determine which factors influence wage
dynamics and how these factors differ among quintiles.
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Our methodology is very much in the spirit of Dinardo, Fortin, and Lemieux’s
[21]’s semiparametric procedure. Their procedure compares actual wage densities
with counterfactual wage densities and provides a description of changes in the
distribution of wages. Their procedure considers only two different time points, say
t and s, and looks at how the wage distribution at time t would have looked if the
distribution of covariates was as it was in time s. However, our procedure looks at
wage dynamics at several points of the distribution. Our framework helps make
forecasting on wage movements at several points of the distribution. The other
measures of wage disparity, like the variance, the 10-90 wage differential (the
distance between the 90th wage percentile and the 10th wage percentile), or the Gini
coefficient only summarize differences between two distributions. These measures do
not indicate the region of the wage distribution in which the changes are occurring,
nor do not show which factors influence wage inequality.
[21]’s semiparametric procedure is similar to the Oaxaca method, as both
methods consider two states, s and t. The latter consists of running two separate
regressions of y on x, one for each group, s and t. Counterfactuals are constructed
by using the coefficients from these two regressions and applying them to the x
variables from either group s or group t depending on the question of interest.
Oaxaca [55] estimates the average extent of discrimination against female workers in
the U.S. and provides a quantitative assessment of the sources of male-female wage
differentials using a new procedure, the Oaxaca decomposition. Oaxaca [55] finds
that a substantial proportion of the male-female wage differential is attributable to
the effects of discrimination. It is the concentration of women in lower paying jobs
that produces male-female large wage differentials but not unequal pay for equal
work.
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2.3 Data Description and Summary
A first data set is from the Current Population Survey (CPS) where all quintiles of
real wages data from 1966 to 2010 are reported [42]. These real wages data are
nominal wages data converted into 2010 real wages data using the CPU-U-RS index
of consumer prices from the United States Bureau of Labor Statistics. Let
W ∗t = {W ∗1t, · · · ,WN∗t } be a sample of wages collected at time t with t = 1, · · · , T. A










with njt the number of elements that are in the jth quintile at time t sample;
j = 1, · · · , 5; and W ∗(i)t order statistics of W ∗t , i = 1, · · · , Nt, Nt is the sample size at
time t. CPS is sponsored jointly by the U.S. Census Bureau and the U.S. Bureau of
Labor Statistics (BLS). It is the primary source of labor force statistics for the
population of the United States. Our approach consists of studying the movement
of each real wage quintile. Table 2.1 gives selected descriptive statistics of all real
wage quintiles.
A second data set, gross domestic product (GDP) and GDP per capita, is from
the U.S. Department of Commerce, Bureau of Economic Analysis. We only consider
the period from 1966 to 2010 in order to match our first data set [43, 44].
A third data set is the U.S. Trade in Goods and Services–Balance of Payments
(BOP) Basis-data set, and is from the U.S. Census Bureau Foreign Trade Division
[45].
A fourth data set, unionization, is from the Current Population Survey (CPS)
Outgoing Rotation Group (ORG) [41]. These data are the percentage of wage and
salary employees who are covered by a collective bargaining agreement. A fifth data
set, capital stock, is provided by Penn World Table [28]. It is estimated based on
cumulating and depreciation past investments using the perpetual inventory method
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(PIM) using the equation Kt = (1− δ)Kt−1 + It−1, where Kt is the capital stock at
time t, δ is the capital depreciation rate and It is the investment at time t . The
idea behind the PIM is to consider an economy’s capital stock as an inventory. The
stock of inventory is built upon capital formation or investments [51]. We also use
many more data sets, a data set, the unemployment rate, is from the U.S. Bureau of
Labor Statistics [46]. Other data sets are labor force data, immigration data,
minimum wage data, and educational attainment data. Those data are from the
Bureau of Labor Statistics [47], the U.S. Department of Homeland Security [48], the
U.S. Department of labor, and the United States Census Bureau [49], respectively.
Another variable, we have considered, is the total factor productivity (TFP),
the data are from Penn World Table [28, 50]. Total factor productivity growth
accounts for the changes in output not caused by changes in labor and capital
inputs. TFP growth represents the effect of technological change, efficiency
improvements, and our inability to measure the contribution of all other inputs
(knowledge of worker). It is also defined as a measure of efficiency with which labor
and capital are used [29].
Table 2.1: Real Wage Quintiles: Summary Statistics
Variables N Mean Median sd Min Max
W1 45 8973.689 8895 4387.333 2345 16068
W2 45 20853.07 20714 10735.88 5206 38304
W3 45 32680.6 32234 17621.51 7449 61582
W4 45 47717.71 46293 27051.15 9972 92160
W5 45 93325.44 84940 58842.16 17019 190400
Notes: Data from 1966 to 2010 are considered in this study, this corresponds to a sample of size 45.
wj represents the jth wage quintile in $s, j = 1, · · · , 5.
2.4 Contributions & Econometric Methodology
To study wage inequality, our approach consists of looking at wage movement at
various points of the wage distribution. The literature, however, looks mainly at
broad measures of wage inequalities, like Gini coefficients. We use vector
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autoregressive (VAR) modeling framework to examine the effects of several
economics factors on each real wage quintile. We provide short- and long-run
relationships between real wage quintiles and other economics variables (GDP,
unionization, unemployment rate, terms of trade, etc). We obtain interesting and
insightful results on wage determinants and wage dynamics. This gives policy
makers empirical evidences on issues related to wage disparities. Our results can
also help shape laws related to wage inequalities.
In addition, we address the impact of other important economic variables like
education level, immigration, and minimum wage policy on real wage quintiles.
Moreover, we study the issue of capital change on wage disparities. One of the
questions we are interested in is how differently capital formation affects real wage
quintiles. Furthermore, we address the issue of technology change on wage
disparities. The question is whether technology change or total factor productivity
is a driver of wage disparities or not.
The idea behind the VAR models or the vector error correction models
(VECMs) is not only to study the dynamics of real wage quintiles but also to
consider the problem of possible two-way causality between the variables
(endogeneity issue). The framework of VARs or VECMs places fewer restrictions on
the interactions among the variables in the model. It treats all the variables as
endogenous and, thus, allows, for instance, feedback effects between real wages and
GDP, between GDP and unemployment rates, between wages and unemployment,
etc. VAR models describe the short-run relations between variables while VECM is
about both short-run and long-run relationships. VECM, explicitly, considers
cointegration rank (the number of long-run equilibrium) in the estimation.
Our analysis provides interesting results about real wage dynamics and shows
how differently some economic factors impact each real wage quintile.
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2.4.1 The Vector Autoregressive Model
Consider a k−dimensional time series vector of random endogenous variables,
yt ≡ [y1t, · · · , ykt]′. The pth order vector autoregressive model, denoted by VAR(p),
can be expressed as
yt = δ +
p∑
i=1
Φiyt−i + εt, (2.2)
where εt ≡ [ε1t, · · · , εkt]′ is white noise process such that E(εt) = 0, E(εtε′t) = Σ,
and E(εtε′s) = 0 for t 6= s, Σ is a k × k symmetric definite positive matrix, and
δ ≡ [δ1t, · · · , δkt] is a constant vector, Φi denotes a k × k matrix of autoregressive
coefficients for i = 1, 2, · · · , p.
A VARX model, as in
yt = δ +
p∑
i=1
Φiyt−i + ΨX t + εt, (2.3)
is also implemented, X t is a vector of exogenous variables.
Under general conditions, the ordinary least squares (OLS) estimators of δ and
Φi are consistent and asymptotically normally distributed and are easily computed.
A drawback of VAR approach is that some quantities derived from these estimators
may be inconsistent at long horizons in the presence of nonstationary cointegrated
variables whereas vector error correction models (VECMs) produce consistent
estimates.
2.4.2 The Cointegrated VAR Model
A vector error correction model (VECM) can lead to better estimates and a better
understanding of the nature of nonstationary time series. A VECM version of
equation (2.2) can be written as
∆yt = δ +uyt−1 +
p−1∑
i=1
Φi∆yt−i + εt (2.4)
where ∆ is the difference operator defined by ∆yt = yt − yt−1 and Φi and u are
matrices of coefficients to estimate. Equation (2.4) is known as the error-correction
representation of the cointegrated system.
13
For the Johansen test of cointegration rank (the number of long-run
relationships), the null hypothesis, H0, is that rank(u), r, is equal to l, with
l = 0, · · · , k, and the alternative hypothesis, H1, is that H1 : r > l. There are three
different scenarios to consider: (i) If the cointegration rank r = 0, then the variables
collected in yt are not cointegrated. If this is the case, there are k independent
stochastic trends in the system and it is appropriate to estimate the VAR model in
first differences, dropping yt−1 as regressor in equation (2.4). (ii) At the other
extreme value of r, r = k, then rank(u) = k and each variable of yt taken
individually must be stationary. That is the number of stochastic trends, given by
k − r, is equal to zero. In this case, the system can be estimated using VAR model
in levels, as in equation (2.2). (iii) At an intermediate value of r, 0 < r < k, the
variables in yt are driven by k − r common stochastic trends and rank(u) = r < k.
In this case, estimating equation (2.4) by OLS is not appropriate since
cross-equation restrictions have to be imposed on the matrix u. Instead, the
maximum likelihood approach developed by Johansen [52] can be applied in order
to estimate the space spanned by the cointegrating vectors. In addition of helping
find the number of cointegrating relations in nonstationary data, Johansen [52]
helps in estimating the cointegrations relations and in testing interesting economic
hypotheses about their structure. It is also known that the cointegration
methodology has an advantage of providing estimates that are robust to a variety of
estimation problems that often plague empirical work, including endogeneity and
omitted variables biasness.
In this essay, we provide long-run relationships among variables.
When controlling for exogenous variables, equation (2.4) becomes a VECMX
model as
∆yt = δ +uyt−1 +
p−1∑
i=1
Φi∆yt−i + ΨX t + εt, (2.5)
where X t is a vector of exogenous variables, and Ψ is a matrix of parameters.
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2.4.3 Effects of Economic Variables on Real Wage Quintiles
We propose several different specifications. The first specification seeks to find the
potential effects of GDP, unemployment, unionization, terms of trade, and trade
turnover on real wage quintiles. It can be described as equation (2.4) where the
variables are in Y 1jt, with
Y 1jt ≡ [Wjt, Yt, Uet, Ut, T oTt, TTt]′ , (2.6)
where Wjt equals the jth real wage quintile at time t, Yt is real GDP at time t, Uet
represents the unemployment rate, Ut and ToTt denote the rate of unionization and
terms of trade at time t, respectively.
Terms of trade (ToT) refers to the relative price of exports in terms of imports
and is defined as the ratio of export prices to import prices. It can be interpreted as
the amount of import goods an economy can purchase per unit of export goods. An
improvement of a nation’s terms of trade benefits that country in the sense that it
can buy more imports for any given level of exports. The terms of trade may be
influenced by the exchange rate because a rise in the value of a country’s currency
lowers the domestic prices of its imports but may not directly affect the prices of the
commodities it exports.
Trade turnover (TT ) is defined as total import added to total export over GDP
and it is believed that trade turnover, like terms of trade, plays a crucial role in the
GDP of a nation. Therefore these variables can help determine wage dynamics.
Also, macroeconomic theory dictates that unionization rate, wages, GDP, etc. have
two-way causation (endogeneity issue). The log representation of the variables is
y1jt ≡ [wjt, yt, uet, ut, tott, ttt]
′ . (2.7)
In addition, from the first specification, we conduct a VARX model (a VAR
model with exogenous variables) in which we seek to understand the impact of
immigration (Imt), minimum wage (Minwt), and the education level (Et) on real
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wage quintiles. The vector X t of explanatory variables can be described as
X t ≡ [Imt,Minwt, Et]′ . (2.8)
And in logs X t becomes xt with
xt ≡ [imt,minwt, et]′ . (2.9)
The second specification consists mainly of analyzing the impacts of technology
change and total factor productivity on real wage quintiles. The vector of
endogenous Y 2jt can be expressed as
Y 2jt ≡ [Wjt, Yt, Uet, Ut, T oTt, TTt, Kit, TFPt]′ , (2.10)
where Kit represents capital intensity, and TFPt represents total factor production.
In logs, Y 2jt becomes
y2jt ≡ [wjt, yt, uet, ut, tott, ttt, kit, tfpt]
′ . (2.11)
Also, from the second specification, we conduct a VARX model where we control for
X t defined as in equation (2.8).
2.5 Model Selection Criteria and Specifications
This section describes the time series models used to study the effects of several
macroeconomic variables on real wage quintiles. Because of endogeneity issues,
using a VAR model seems to be more appropriate. The VAR approach does not
impose any causal links between the variables a priori. Rather, a VAR model allows
testing of whether the casual relationship between variables exists or whether there
are feedback effects between variables. In addition, through Johansen’s test of
co-integration, we found that co-integration relationship exists between the
variables. Then, we conducted a VECM, an error correction representation of VAR
models. The Johansen methodology allows explicitly testing for the co-integration
rank–the number of long-run relationships–and imposing it in the estimation of the
VAR model.
We conduct several different specifications. In the first specification we examine
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the impacts of GDP, unemployment rate, unionization, and terms of trade on each
real wage quintile. We first show that the variables considered in this first
specification are co-integrated. We then estimate VECMs imposing the appropriate
rank restriction. The null hypothesis for the test of co-integration is that
H0 : Rank = r versus the alternative hypothesis H1 : Rank > r.
Johansen’s test of co-integration showed that real wages, GDP, unemployment
rate, unionization, terms of trade, and trade turnover are co-integrated. For
example, a test of co-integration among the first quintile of real wage, GDP,
unemployment rate, unionization, terms of trade, trade turnover, capital, and total
factor productivity shows that these variables are co-integrated with rank equals to
one and the results are presented in table 9. We also provided a test of
co-integration for the second real wage quintile in table 10. Johansen’s test of
co-integration for the third, fourth and fifth wage quintiles are presented in tables
11, 12, and 13, respectively (Appendix A).
We, then, consider a vector error correction model (VECM (s,r))—s is the order
of integration and r is the rank of co-integration—since it can lead to a better
understanding of the nature of any nonstationary among the different component
series that are co-integrated. A VECM provides long-run relations among variables.
We model the first real wage quintile, GDP, unemployment rate, unionization, terms
of trade, trade turnover, capital, and total factor productivity variables as a VECM
(1,1).
The VAR model in equation (2.2) is based on the implicit assumption of the
known lag order p. However, in empirical applications, the lag order is typically
unknown. In the econometrics literature, several selection criteria have been
proposed that can be used to identify the optimal lag order. Among those selection
criteria, one can list the Akaike’s information criterion (AIC) 1, the Schwartz
1A method proposed by Hannan & Rissannen (1982). The minimum information criterion
(MINIC) method can tentatively identify the order of a stationary and invertible VECM process.
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BayesianŠs information criterion (SBC), the Hannan-Quinn’s information criterion
(HQC), and the final prediction error criterion (FPEC).
In this essay, the VAR lag length determination is based on those criteria. In
addition, we performed specification tests that check whether the residuals are
well-behaved. That is we checked if the residuals are normally distributed,
homoscedastic, and free from first-order autocorrelation. Figures 20, 21, 22, 23, and
24 show that the residuals of our models are structureless.2 The lag length
determination is presented in table 8. It shows lag length selected for each model
and the AICs, SBCs, HQCs, and AICCs. The lag order of p = 2 is the most
appropriate.
In VAR analysis, we say that y1t does not Granger cause y2t if lagged y1t do not
appear in the equation of y2t. If y1t does not Granger cause y2t, we say that y2t is
econometrically exogenous with respect to y1t. We conducted the Granger causality
test and some of the results are displayed in table 6.
The stationarity of the data is determined by the Augmented Dickey-Fuller Unit
Root Test. It shows that each real wage quintile is integrated of order one and
stationary in first differences. The Augmented Dickey-Fuller test of unit root results
are presented on Table 7.
2.6 Results
We estimate several different specifications. In the first specification, we conduct an
unrestricted VAR model as in equation (2.2), but in first differences. The results are
displayed on table 2.2. They predict that the real GDP elasticities of the real wage
are 0.805, 0.726, 0.504, 0.621, and 0.926 for the first, second, third, fourth, and fifth
quintiles, respectively. These coefficients are all significant at 5% level. This shows
that wage inequalities are widening as time passes by since the elasticity attached to
the fifth quintile is bigger than the other elasticities.
2Note that WjL ≡ wj, j = 1, · · · , 5, Y L ≡ y, UEL ≡ ue, UL ≡ u, ToTL ≡ tot, and TTL ≡ tt.
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By controlling for exogenous variables as in equation (2.3) we find the results
presented on table 2.3. The results remain consistent even though the real GDP
elasticities of the real wage first quintile has changed from 0.805 to 1.011.
The second specification consists also of an unrestricted VAR model as in
equation (2.2), but two endogenous variables, capital and total factor of
productivity are added to the model, equation (2.10). We present our results on
table 2.4. The same conclusions as in the first specification hold.
From this second specification, we also control for immigration, education, and
minimum wage variables. At 10% level of significance, a one percent increase in the
minimum decreases real wage fifth quintile by 12.9%. So, we can say that minimum
wage policy can help reduce wage inequality at 10% significance level.
In addition, we conduct a VECM model, equation (2.4), to examine the
long-run dynamics of real wage quintiles with respect to GDP, unemployment rate,
unionization, terms of trade, trade turnover, capital, and total factor productivity.
The results are displayed on table 2.6. The results shows the long-run relationship
between real wage quintiles with other economic variables. So, at the long-run, the
respective real GDP elasticities of real wages are 0.061, 0.449, 0.477, 0.583, and
0.621 for the first, second, third, fourth, and fifth quintile. The results show that
real wage fifth is increasing with GDP growth faster than the other real wage
quintiles. Only elasticity attached to real wage first quintile is not significant at 5%
level of significance. We can say, then, at the long-run, the rich are getting richer
and richer and the poor are getting poorer and poorer. The corresponding
unemployment elasticities are −0.103, −0.089, −0.075, −0.061, and −0.092.
In addition, the results indicate that minimum wage policy help reduce real
wages of the fifth quintile. Minimum wage policy seems to shrink wage inequality
gap. The education level, like the minimum wage policy shrinks the real wages of
the fifth quintile at 5% level of significance. However, it reduces the real wages of
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the first quintile at only 10% level of significance. As far as immigration is
concerned, our results are not significant.
Table 2.2: 1st Specification VAR Model
∆w1t ∆w2t ∆w3t ∆w4t ∆w5t
c -0.006 -0.007 -0.003 -0.004 -0.005











∆y(t−1) 0.805 0.726 0.504 0.621 0.926
(0.279)∗ (0.215)∗ (0.24)∗ (0.223)∗ (0.216)∗
∆ue(t−1) -0.031 -0.008 0.012 0.026 0.026
(0.037) (0.025) (0.022) (0.02) (0.027)
∆u(t−1) 0.189 0.029 -0.03 0.045 -0.101
(0.229) (0.155) (0.144) (0.129) (0.172)
∆tot(t−1) -0.076 -0.107 -0.068 -0.053 -0.045
(0.09) (0.057) (0.051) (0.045) (0.062)
∆tt(t−1) 0.008 -0.001 -0.068 -0.029 -0.06
(0.078) (0.053) (0.061) (0.044) (0.059)
R2 0.437 0.606 0.623 0.672 0.566
Adjusted R2 0.343 0.54 0.561 0.617 0.494
AIC -4.048 -4.841 -5.008 -5.216 -4.629
Note: The numbers in parentheses are standard deviations. ∗ is 5%
significance level.
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Table 2.3: 1st Specification VARX Model
∆w1t ∆w2t ∆w3t ∆w4t ∆w5t
c 0.005 -0.001 0.001 -0.002 0.006











∆y(t−1) 1.011 0.823 0.557 0.649 0.948
(0.301)∗ (0.225)∗ (0.254)∗ (0.23)∗ (0.219)∗
∆ue(t−1) -0.024 -0.003 0.014 0.026 0.021
(0.037) (0.025) (0.023) (0.021) (0.027)
∆u(t−1) 0.26 0.065 -0.014 0.053 -0.072
(0.231) (0.158) (0.15) (0.136) (0.168)
∆tot(t−1) -0.088 -0.118 -0.071 -0.053 -0.029
(0.091) (0.058) (0.053) (0.048) (0.061)
∆tt(t−1) 0.011 -0.005 -0.018 -0.027 -0.009
(0.084) (0.057) (0.053) (0.048) (0.061)
∆im(t−1) 0.02 0.011 -0.001 -0.002 0.003
(0.022) (0.015) (0.014) (0.013) (0.016)
∆minw(t−1) 0.014 0.026 0.013 0.005 -0.135
(0.096) (0.066) (0.062) (0.056) (0.07)
∆e(t−1) -1.553 -0.883 -0.556 -0.304 -1.104
(0.933) (0.643) (0.602) (0.546) (0.702)
R2 0.49 0.635 0.635 0.676 0.627
Adjusted R2 0.361 0.535 0.535 0.587 0.524
AIC -4.007 -4.778 -4.899 -5.088 -4.64
Note: The numbers in parentheses are standard deviations. ∗ is 5%
significance level.
2.7 Conclusion
We propose a new approach to study wage dynamics. We look at wage dynamics at
several points of wage distribution. We study the impact of several economic
variables on wage dynamics, those variables include GDP, unemployment rate,
unionization, terms of trade, trade turnover, capital change, total factor
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Table 2.4: 2nd Specification VAR Model
∆w1t ∆w2t ∆w3t ∆w4t ∆w5t
c -0.01 -0.01 -0.005 -0.006 -0.006











∆y(t−1) 0.8809 0.737 0.592 0.603 0.851
(0.304)∗ (0.276)∗ (0.315) (0.328) (0.248)∗
∆ue(t−1) -0.035 -0.001 0.001 0.029 0.051
(0.054) (0.043) (0.036) (0.034) (0.043)
∆u(t−1) 0.17 0.015 -0.037 0.038 -0.079
(0.234) (0.157) (0.146) (0.133) (0.173)
∆tot(t−1) -0.095 -0.126 -0.094 -0.059 0.003
(0.097) (0.063) (0.059) (0.057) (0.074)
∆tt(t−1) 0.003 -0.005 -0.025 -0.03 -0.047
(0.081) (0.054) (0.049) (0.046) (0.06)
∆ki(t−1) 0.222 0.208 0.154 0.1 -0.161
(0.279) (0.184) (0.169) (0.155) (0.204)
∆tfp(t−1) -0.068 -0.032 -0.177 0.038 0.356
(0.555) (0.461) (0.417) (0.426) (0.45)
R2 0.449 0.621 0.637 0.676 0.586
Adjusted R2 0.319 0.532 0.551 0.599 0.489
AIC -3.4975 -4.787 -4.951 -5.135 -4.584
Note: The numbers in parentheses are standard deviations. ∗ is 5%
significance level.
productivity, immigration, education level, and minimum wage policy.
This new approach we have proposed helps for a better understanding of wage
dynamics and its determinants. The approach consists of studying wage
determinants on each wage quintile. We, then, perform an analysis on each wage
quintile to find the determinants of its dynamics at the short- and the long-run.
The results indicate that real wages increase with GDP but at different rates.
And also, at the long-run all real wages quintiles increase with GDP, but at different
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Table 2.5: 2nd Specification VARX Model
∆w1t ∆w2t ∆w3t ∆w4t ∆w5t
c 0.005 -0.003 -0.0003 -0.004 0.008











∆y(t−1) 1.058 0.849 0.672 0.649 0.928
(0.338)∗ (0.294)∗ (0.339)∗ (0.359) (0.253)∗
∆ue(t−1) -0.043 -0.01 -0.002 0.027 0.036
(0.056) (0.044) (0.038) (0.037) (0.042)
∆u(t−1) 0.243 0.051 -0.019 0.046 -0.044
(0.238) (0.182) (0.154) (0.142) (0.169)
∆tot(t−1) -0.109 -0.135 -0.097 -0.061 0.012
(0.098) (0.065) (0.061) (0.06) (0.072)
∆tt(t−1) 0.005 -0.009 -0.023 -0.028 0.0006
(0.087) (0.059) (0.055) (0.051) (0.062)
∆ki(t−1) 0.109 0.147 0.118 0.083 -0.223
(0.297) (0.193) (0.181) (0.167) (0.203)
∆tfp(t−1) -0.269 -0.099 -0.246 -0.004 0.221
(0.572) (0.475) (0.44) (0.461) (0.439)
∆im(t−1) 0.02 0.01 -0.002 -0.002 0.004
(0.023) (0.015) (0.014) (0.013) (0.016)
∆minw(t−1) 0.009 0.023 0.009 0.003 -0.129
(0.099) (0.067) (0.063) (0.058) (0.071)**
∆e(t−1) -1.579 -0.792 -0.529 -0.251 -1.242
(1.000) (0.678) (0.635) (0.587) (0.724)
R2 0.498 0.643 0.646 0.678 0.648
Adjusted R2 0.32 0.517 0.521 0.564 0.523
AIC -3.93 -4.708 -4.838 -5.004 -4.606
Note: The numbers in parentheses are standard deviations. ∗ is 5%
significance level and ∗∗ is 10% significance level.
rates. The more qualified workers gain almost all the production leaving the less
qualified ones with a tiny fraction. We suggest then, when studying wage
determinants or/and its dynamics, to consider wage quantiles as summary statistics.
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Table 2.6: Long-run Relationship
w1t w2t w3t w4t w5t
yt 0.061 0.449 0.477 0.583 0.621
(0.08) (0.049)∗ (0.047)∗ (0.051)∗ (0.114)∗
uet -0.103 -0.089 -0.075 -0.061 -0.092
(0.017)∗ (0.011)∗ (0.01)∗ (0.011)∗ (0.023)∗
ut 0.158 0.214 0.138 0.16 0.436
(0.104) (0.063)∗ (0.06)∗ (0.069)∗ (0.148)∗
tott 0.549 0.221 0.248 0.17 0.134
(0.058)∗ (0.035)∗ (0.034)∗ (0.036)∗ (0.081)∗
ttt -0.299 -0.142 -0.159 -0.096 0.036
(0.035)∗ (0.022)∗ (0.021)∗ (0.023)∗ (0.051)
kit -0.361 -0.119 -0.128 -0.017 0.063
(0.065)∗ (0.04)∗ (0.038)∗ (0.043) (0.094)
tfpt -0.703 -0.995 -1.031 -1.194 -1.374
(0.142)∗ (0.087)∗ (0.084)∗ (0.092)∗ (0.207)∗
Note: The numbers in parentheses are standard deviations. ∗ is
5% significance level.
Also, from this essay, interest results on unemployment rate and wage are
obtained. Our findings indicate that the negative relationship between wage and
unemployment rate does not always hold, at the short-run. They show that, at the
short-run the highly qualified workers are not always hurt by high unemployment
rate, but the less qualified get hurt with high unemployment rate. But at the
long-run the negative relation between wages and unemployment rate does hold.
In addition, we find that trade is not only a win-lose situation where the
winners are the countries and the losers are the workers, as in [9]. We find that
international trade is profitable for some types of workers. While terms of trade
makes almost all workers better off at the long-run, trade turnover makes almost all
workers worse off, at the long-run.
Our results indicate that unionization is inconclusive at the short-run. At the
long-run, union is not significant for the less qualified employee. Capital is not in
favor of the least qualified employees, but is positively related to the highly
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qualified. We also find that, at the long-run, a higher total factor of productivity
can reduce more the wage of highly paid individuals, the more educated the society
is the less wage disparity is.
In sum, this study presents the very first insightful approach through which
wage dynamics and determinants can be better studied. We suggest therefore
studying wage determinants and wage dynamics from several summary statistics,
like wage movement by wage quintile.
In our future research, we are using the same approach, real wage quintiles, to
re-examine wage productivity gap. We are also studying the effect of Globalization
on all five real wage quintiles, China as a special case. China admission to World
Trade Organization (WTO) is a policy change, so, we are conducting a policy
change analysis to see China syndrome’s impact on U.S. real wages. We are
examining China import penetration ratio effect on real wage quintiles.
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CHAPTER 3
ESTIMATION AND FORECASTING WITH LIMITED DATA: A
COMPARISON BETWEEN BAYESIAN, THEIL-GOLDBERGER
MIXED ESTIMATOR, AND BOOTSTRAPPING METHODOLOGIES
USING TRANSITION ECONOMIES DATA
3.1 Introduction
The monetary transmission mechanism in market economies is difficult to assess in
general and even more so in transition economies. Transition economies often lack
enough data for a viable analysis. We follow [31] to combine information from
similar, but more advanced countries with better data with the transition economies
data. They employ the Theil-Goldberger (TG) technique and we extend their
analysis with Bayesian and Bootstrapping methods. The Bayesian approache
includes one with an informative prior and another with a non-informative prior,
both are based on Markov Chain Monte Carlo (MCMC) methods. The Bayesian
model is compared with the Theil-Goldberger mixed estimator and the
bootstrapping methodology.
When time series are short, classical estimation techniques lack accuracy (e.g.
poor goodness of fit and measures of forecast accuracy), and economists turn to
other approaches and common theories and experience in other countries. Issues
with small samples are common. Albert and Chib [1] mention that the accuracy of
classical analyses for binary data is questionable for small sample size. They use
latent variables in order to overcome the issue of small sample size. Griffiths, Hill,
and Pope [35] find that, from a non-Bayesian viewpoint, the MLE estimators have
significant bias for short samples. Zellner and Rossi [66] comment on the inaccuracy
of the normal approximations for small samples. The short time period for which
data are available means that the empirical results are weak for forecasting or doing
policy analysis. Gavin and Theodorou [30] find that many industrialized countries
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have similar macroeconomic dynamics. Using developed economy information can
help in the analysis of economies with limited data.
In this essay, we follow Gavin and Kemme [31] to evaluate the impact of
monetary policy on three transition economies (Czech Republic, Hungry, Poland)
using a structural vector autoregressive (SVAR) model that has been widely used to
analyze policy in developed market economies. The monetary policy shocks are
identified in a world recursive ordering as in [24, 16]. [31] use a mixed estimation
technique, which adds “outside” OECD data, improving the analysis of these
economies based on their data alone. A precondition they note is that these
economies are similar to their OECD counterparts. Indeed, [19] argues that the
structures of transition economies (TEs) are already similar to the market-type
economies (MTEs); therefore, the TEs can be modeled similarly to the MTEs, even
though the shock processes are different between these two different types of
economies. [31] characterize the TEs as economies where basic reforms have been
enacted, but in which there is little history from which to estimate econometric
relationships. That is, a typical macroeconometric model from the MTEs can be
used for the TEs. We replicate their study using the TG mixed estimator then use
the other approaches.
We use parameter estimates of the MTE models to construct informative prior
distributions for the Bayesian models. This approach is similar to Gavin and
Kemme’s, except that they use the Theil-Goldberger [64] mixed estimator, which we
show is identical to the Bayesian approach under certain conditions. Then
parameter prior distributions are based on the density estimation technique,
Kolmogorov-ŰSmirnov test1, and on the underlying macroeconomic theory.
In the literature, bootstrapping is another approach used when the sample size
1the Kolmogorov–Smirnov test (KŰS test) is a nonparametric test for the equality of continuous,
one-dimensional probability distributions that can be used to compare a sample with a reference
probability distribution (one-sample KŰS test), or to compare two samples (two-sample KŰS test),
ks.test in r.
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is small. We conduct a bootstrapping analysis and assess the quality of the
bootstrapping estimation technique compared to the above approaches.
Bootstrapping consists of increasing the sample size of the data by re-sampling
directly from the data with replacement. Bootstrapping can also be conducted by
generating new data from the distribution of the original data. Thus, we offer three
alternative methods for model estimation when data is limited. To compare the
models we examine the estimates and the goodness of fit. We wish to find out which
of these methods perform better in forecasting. The comparison of these approaches
is based on deviances2. An estimator with a smaller deviance is considered to be
better.
The remainder of this essay is structured as follows. Section 2 is data
description and summary. Section 3 describes the structural VAR model. Sections
4, 5 and 6 discuss the Theil-Goldberger Mixed Estimator, Bayesian estimation
technique and bootstrapping, respectively. Section 7 presents the measures for
comparing the techniques and the basic results, section 8 concludes.
3.2 Data Description and Summary
Organization for Economic Co-operation and Development (OECD) data for
Australia (AS), Austria (AU), Canada (CA), Denmark (DE), Finland (FI), France
(FR), Germany (GE), Italy (IT), Japan (JP), Korea (KO), Netherlands (NE),
Norway (NO), Spain (SP), Switzerland (SW), United Kingdom (UK), and the
United States (US) are used. For the transition economies, we consider the Czech
Republic (CR), Hungary (HU), and Poland (PO).
The Sims [59] open economy model variable definitions and sources are
described in [31]. The key four variables are the bilateral exchange rate, et,
(domestic currency vis-à-vis the US dollar), the difference between the home interest
rate and the world interest rate, rt, (the US interest rate is used as a proxy for the
2A deviance is a measure of goodness of fit, a smaller deviance indicates a better model fit.
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unobservable world interest rate), real GDP, yt, and GDP deflator, pt. Table 3.1
summarizes the MTE data and Table 3.2 summarizes the TE data.
3.3 The monetary transmission mechanism
The central bank monitors macroeconomic activity and then adjusts the domestic
interest rate to achieve price stability. That is, the central bank is assumed to react
to current and past information about domestic output, the price level, the
exchange rate, and the world interest rate.
For estimation we consider a p order vector autoregressive model, VAR(p), that




ψjxt−j + wt, (3.1)
where ψj is a transition matrix of dimension k × k that expresses the dependence of
















where yt is the logarithm of real GDP, pt the logarithm of GDP deflator, rt is the
interest rate differential–the domestic money market interest rate minus the U.S.
interest rate, and et is the logarithm of the exchange rate, the domestic currency
price of the US dollar. The definition of rt reflects the fact that the world interest
rate is exogenous, and the monetary authority follows a neutral policy. The central
bank moves the domestic interest rate one-for-one with the world interest rate to
keep rt constant. It is assumed that wt is white noise, multivariate normally
distributed random errors with vector mean zero and covariance matrix
E(wtw′t) = Σw. (3.2)
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Table 3.1: MTEs Summary Statistics
MTEs Countries: Economic Variables
Country N variable Mean Median Std Dev
AS 127 y 100719.3 94657 30431.9
p 63.621 65.6 30.329
r 8.929 8.14 3.852
e 1.188 1.26 0.326
CA 161 y 608651.3 591335 217484
p 59.921 63.44 31.766
r 7.503 7 3.333
e 1.201 1.17 0.162
DE 40 y 239191.8 230861 30348.21
p 103.19 102.625 6.511
r 7.771 7.515 3.32
e 3.865 3.86 0.05
FI 81 y 22029.03 22219 2808.833
p 77.704 82.34 20.212
r 10.167 11.42 4.013
e 0.423 0.4 0.079
FR 152 y 123978.2 128700 30812.07
p 59.134 46.675 27.487
r 7.851 7.59 3.305
e 2.373 2.325 0.887
GE 152 y 315.99 321.1 89.381
p 59.035 56.695 25.051
r 5.507 4.755 2.49
e 2.968 2.75 0.686
IT 108 y 189037.5 188544.5 34028.8
p 55.634 55.905 34.176
r 12.426 11.84 4.22
e 0.327 0.335 0.139
JP 137 y 366614 353540 119174.9
p 78.948 88.26 21.92
r 5.156 5.53 3.316
e 205.212 205.66 86.338
KO 112 y 61734.89 55954 33259.61
p 62.818 56.655 33.863
r 15.495 13.965 5.526
e 785.548 769.41 247.345
NE 84 y 64615.49 62081 9874.993
p 88.031 86.61 10.354
r 6.498 5.865 2.484
e 0.507 0.51 0.006
NO 92 y 219.655 208.13 43.588
p 82.625 85.74 21.293
r 9.857 10.8 3.57
e 3.65 3.866 0.646
SP 72 y 96540.49 99114 14349.69
p 74.266 74.155 23.383
r 12.085 12.275 4.135
e 0.405 0.39 0.082
SW 72 y 74.372 77.75 5.852
p 98.294 97.6 14.345
r 3.731 3.08 2.353
e 0.845 0.839 0.029
UK 165 y 136980.3 127344 37327.97
p 52.956 50.9 38.183
r 8.198 7.15 3.162
e 0.529 0.545 0.126
N is sample size.
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Table 3.2: TEs Summary Statistics
TEs Countries: Economic Variables
Country N Variables Mean Median Std Dev
CR 29 y 360630.3 357492 11585.6
p 124.627 132.06 15.122
r 9.88 10.73 4.341
e 18.21 18.33 0.653
HU 25 y 2596645 2552509 205343.8
p 104.488 104.18 19.704
r 16.119 15.47 5.092
e 121.227 128.41 12.904
PO 25 y 92750.8 92320 6811.733
p 154.192 156.49 22.392
r 17.296 17.1 3.805
e 1.959 1.94 0.134
N is sample size.
3.4 Theil-Goldberger Mixed Estimator
Usually the VAR model is estimated with classical ordinary least squares. But the
small sample size provides poor results. The Theil-Goldberger mixed estimator uses
extraneous information from other sources to construct the parameters to be
estimated. Theil and Goldberger [64] note that when a model provides estimated
parameters that are counter intuitive, the model is most often changed or
disregarded. They argue that, if intuition (or, more generally, any alternative
information) is strong, it is more logical to incorporate the alternative information
into the estimation process rather than to disregard the model because it
contradicts the omitted knowledge. Therefore the parameter estimates from MTE
model estimation are imposed on the TE model.
Suppose that a simple linear model can be specified as
y = Xβ + µ (3.3)
with
Eµ = 0, E(µµ′) = Ω. (3.4)
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Theil and Goldberger propose a generalized least squares technique that directly
incorporates alternative information in the form of linear constraints to overcome
the shortcomings of standard regression. Assume that further additional
information on β of equation (3.3) is available. Then the idea is to incorporate that
information in estimating β. Suppose that it is possible to represent this extraneous
information by
r = Rβ + ν (3.5)
with
Eν = 0, E(νν ′) = Ψ. (3.6)
The model (3.3) and the independent extraneous information (3.5) may be
combined to form a new model from which the Theil-Goldberger Mixed Estimator




















































This estimator β̂ of β can be simplified, if µs are independent and identically












It is easy to see the difference between this estimator of β and the classical
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estimator without the extraneous information. Gavin & Kemme [31] use this
approach with extraneous information obtained from the OECD MTEs. For
purposes of comparison we next turn to the direct Bayesian approach.
3.5 Bayesian Methodology
The first step in the Bayesian analysis is to define the prior distributions. An
approach for the time series methods (borrowed from classical regressions) assumes
a multivariate normal distribution for the regression parameters in the informative
case and an improper uniform distribution in the noninformative one ([66]). Many
ways to elicit the parameters have been proposed. An empirical Bayesian approach
proposes obtaining the mean vector and covariance matrix for the multivariate
normal distribution by using historical data or a randomly selected small portion of
the current data ([14]). When the sample size is large, Bayesian estimators converge
to the likelihood estimators that are consistent and efficient.
3.5.1 Bayesian Estimation vis-à-vis Theil-Goldberger Mixed Estima-
tion
To show the relationship between the Bayesian and the Theil-Goldberger approach,




ψjxt−j + wt, (3.12)
with t = 1, · · · , T or in compact form
x = βZ + e, (3.13)




x11 x12 · · · x1T
x21 x22 · · · x2T
... ... ... ...




w11 w12 · · · w1T
w21 w22 · · · w2T
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α1 ψ111 · · · ψ11p ψ121 · · · ψ12p · · · ψ1K1 · · ·ψ1kp
α2 ψ211 · · · ψ21p ψ221 · · · ψ22p · · · ψ2K1 · · ·ψ1kp
... ... ... ... ...
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1 x1(2−1) · · · x1(2−p) x2(2−1) · · · x2(2−p) · · · xK(2−1) · · ·xK(2−p)
... ... ... ... ...




Suppose the parameter vector β has a prior multivariate normal distribution with







2 exp[−12(β − β
∗)V−1β (β − β∗)]. (3.15)
Therefore the posterior distribution is derived as
f(β | x,Z,Σ) ∝ exp[−12(β − β̄)Σ̄
−1
β (β − β̄)], (3.16)
where the posterior mean is




V−1β β∗ + (Z′ ×Σ−1)x
]
(3.17)
and the posterior variance covariance matrix is





The Bayesian method and Theil-Goldberger mixed estimator are identical when
conjugate priors are used. To show this consider equation (3.3). With the













that is, β is multivariate normal distribution with mean β? and variance-covariance
matrix Vβ (prior distribution). Then we can show easily that the posterior
distribution of β is multivariate normal distribution with mean




V−1β β∗ + (X′ × Ω−1)y
]
. (3.21)





V−1β β∗ + (X′ × Ω−1)y
]
. (3.22)
It is clear that if R = I, an identity matrix, then (3.19) and (3.22) are identical,
assuming Ψ = Vβ. Therefore Theil-Goldberger mixed estimator is a special case of
Bayesian estimator with normal conjugate priors. However, below we use
informative priors that are not necessarily conjugate.
3.5.2 Prior Specification
Prior specifications play a crucial role in Bayesian estimation. Previous studies and
economic theory can suggest the types of priors which are suitable. For example if
theory says that a parameter should be greater than one, a truncated normal
distribution might be used, or if a reliable and past study gives information about
some parameters and their distributions, this piece of information can be considered
in the present analysis.
Since data from developed economies are available, we use the empirical
Bayesian approach to analyze emerging economies. Parameters are estimated from
the MTEs and used as priors. Since, 15 countries from the MTEs are considered,
each parameter has 15 estimates and these are used in order to estimate the
distribution of the corresponding parameter. Each estimated distribution is
considered as the prior distribution for the corresponding parameter for the TEs
analysis.
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where as earlier yit is the logarithm of real GDP, pit the logarithm of GDP deflator,
rit is the interest rate differential–the domestic money market interest rate minus
the US interest rate, and eit is the logarithm of the exchange rate, the domestic
currency price of the US dollar. The subscript i indicates the country i, and t the
time period.
The model is as equation (3.1), but the individual countries are indexed by i :
xit = αi +
p∑
j=1
ψijxi(t−j) + wit (3.23)
where ψij =

aijyy aijyp aijyr aijye
aijpy aijpp aijpr aijpe
aijry aijrp aijrr aijre










αi is a (4× 1) vector of intercept terms. ψij is a (4× 4) matrix with typical
elements of the form aijhk, with i =country, j =lag value, h = equation
corresponding to variable h, and k =variable k in equation h. wit is a (4× 1) vector
of residuals with variance-covariance matrix, Σi.
For the autoregressive order p = 1, there are 20 coefficients to estimate for
each country. For the developed economies, 15 countries in this study, we use
classical OLS to estimate each coefficient. Each coefficient has then 15 estimates.
We use these estimates to construct distributions for each coefficient and use these
distributions as prior distributions for emerging economies.
In addition to the information provided by the coefficient estimates from the
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developed economies, we incorporate economic theory in constructing prior
distributions to analyze developing economies.
We use OpenBugs in R to perform the Bayesian analysis, since OpenBugs has
very nice features for many types of prior distribution. Gibbs sampling, a Markov
Chain Monte Carlo (MCMC) algorithm is used for estimating posterior
distributions.
We estimate the VAR model for 15 developed economies, so each parameter has
15 point estimates. For each parameter we then use the Kolmogorov Smirnov test to
estimate its distribution. The lag length is chosen to be p = 1 from equation (3.23)
because [30] found that Schwartz Bayesian Criterion (SBC) is minimized at 1 lag in
the mixed estimator approach. We estimate the distribution of each parameter a·jhk
in ψij, with a·jhk = {aijhk, i = 1, · · · , 15} and a·0j, with a·0j = {ai0j, i = 1, · · · , 15}.
Table 3.3 presents summary statistics for these coefficient estimates.
Table 3.3: Coefficient Estimates Summary Statistics
Prior Information
Variable N Mean Median Std Dev
a·0y 15 0.795 0.214 1.753
a·1yy 15 0.954 0.986 0.095
a·1yp 15 -0.04 -0.002 0.136
a·1yr 15 -0.012 -0.009 0.012
a·1ye 15 0.02 0.008 0.043
a·0p 15 -0.127 -0.196 0.717
a·1py 15 0.036 0.041 0.049
a·1pp 15 0.952 0.971 0.049
a·1pr 15 0.01 0.005 0.008
a·1pe 15 -0.021 -0.015 0.051
a·0r 15 0.932 -0.317 7.565
a·1ry 15 0.317 0.216 0.888
a·1rp 15 -0.349 -0.11 0.618
a·1rr 15 0.867 0.921 0.102
a·1re 15 0.242 -0.16 2.04
a·0e 15 0.633 0.054 1.625
a·1ey 15 -0.066 -0.019 0.141
a·1ep 15 0.023 0.023 0.127
a·1er 15 0.001 0 0.012
a·1ee 15 0.867 0.921 0.102
Note: For example the parameter a·1pp is from
equation (3.23) where j=1 and ai1pp, i = 1, · · · , 15.
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Prior density plots are presented in Figures 1, 2, 3 and 4 for y, p, r, and e,
respectively. These densities constitute prior distributions that we use in the
Bayesian estimation with informative priors. Some coefficients have multiple modes,
so we use their medians as parameters of location. Density estimation is conducted
through Kolmogorov Smirnov test for density estimation. Because of the nature of
these densities means or medians are proposed as location parameters. The null
hypothesis for the Kolmogorov-Smirnov test is that the parameters are normally
distributed around their parameters of location. The Kolmogorov Smirnov test for
density estimation results are presented in Table 3.4, which shows the distribution
of each coefficient in the VAR model. We use these densities as prior distributions.
Table 3.4: Kolmogorov-Smirnov Test
Density Estimation
coefficient distribution D-statistics p-value
a·0y N(0.795, 1.753) |[0,∞) 0.3702 0.05537
a·1yy N(0.986, 0.009025) 0.3655 0.06065
a·1yp N(-0.002, 0.018496) 0.202 0.6414
a·1yr N(-0.009, 0.012) 0.2441 0.4067
a·1ye N(0.008, 0.043) 0.2176 0.5497
a·0p N(-0.196, 0.717) 0.255 0.3546
a·1py N(0.041, 0.049) 0.1867 0.7319
a·1pp N(0.952, 0.049) 0.3276 0.1199
a·1pr N(0.005, 0.008) 0.2983 0.1924
a·1pe N(-0.015, 0.051) 0.2331 0.463
a·0r N(-0.317, 7.565) 0.238 0.4372
a·1ry N(0.216, 0.888) 0.2221 0.5236
a·1rp N(-0.11, 0.618) 0.3213 0.1332
a·1rr N(0.921, 0.102) 0.2287 0.4867
a·1re N(-0.16, 2.04) 0.3651 0.06108
a·0e N(0.054, 1.625) 0.2702 0.2898
a·1ey N(-0.019,0.141) 0.2403 0.4257
a·1ep N(0.023, 0.127) 0.3315 0.1122
a·1er N(0, 0.012) 0.1201 0.9868
a·1ee N(0.921, 0.102) 0.3444 0.08958
Note: The null hypothesis is to test the prior distribution for each
coefficient in the VAR model. The coefficients are on the first column
and the proposed distribution on the second column.




Figure 1: Coefficient Density Plots for the equation for y
[a0p] [a1py] [a1pp]
[a1pr] [a1pe]
Figure 2: Coefficient Density Plots for the equation for p
3.6 The Bootstrapping Approach
Efron [22] discusses the use of a technique called the bootstrapping to generate
sampling distributions of statistics and thereby to draw inferences about
parameters. The idea is to resample from the original data, either directly or via a
fitted model, to create replicate datasets, from which the variability of the
quantities of interest can be assessed.
Let (x1, · · · , xn) be a sample of size n, which is viewed as n realizations of a




Figure 3: Coefficient Density Plots for the equation for r
[a0e] [a1ey] [a1ep]
[a1er] [a1ee]
Figure 4: Coefficient Density Plots for the equation for e
distribution of X. The bootstrap distribution of ϕ̂ consists of
1. generating a bootstrap replicate: a simple random sample of size n from
(x1, · · · , xn) with replacement.
2. calculating a bootstrap replication of the statistics ϕ̂ on the bootstrap
replicated sample.
3. considering all possible bootstrap replications of ϕ̂ to generate the
bootstrapped distribution of ϕ̂.
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For example, consider the sample mean to be the statistics ϕ̂, and let pi be the
proportion of time xi is drawn in a bootstrap replication, pi ∈ {0, 1n ,
2
n
, · · · , n
n
}.
Calculate the bootstrap sample mean as ∑ni=1 pixi; the distribution of ∑ni=1 pixi over
all bootstrap replications is the bootstrap distribution of the sample mean.
This is a computationally intensive method, since it involves repeating the
original data analysis procedure with many replicate sets of data ([23]).
3.7 Comparison of Techniques
Several techniques for comparing different methodologies, e.g. deviance, sum
absolute error, mean forecast error inter alia, are available. Deviance can be used to
test the fit of the link function and linear predictor to the data, or to test the
significance of a particular predictor variable in the model. It is a quality-of-fit
statistic for a model. We choose deviance information criterion since it compares
the likelihood functions of the proposed model with the saturated model. Berger
and Wolpert [7] mention that reporting results relies on the likelihood principle, i.e.,
all evidence in a sample about the parameters of the model is contained in the
likelihood.
Let Łs(ψ;y) and Ł(β;y) be the likelihoods corresponding to the saturated and
proposed model, respectively. The saturated model is a model with a parameter for
every observation so that the data are fitted exactly. Comparing Łs(ψ;y) and
Łs(β;y), or equivalently łs(ψ;y) ≡ logŁs(ψ;y) and ł(β;y) ≡ logŁ(β;y), allows us
to assess how well the assumed link function and form of the linear predictor fit the
data.
Define the deviance information criterion, DIC, as
DIC = 2 | łs(ψ̂;y)− ł(β̂;y) |, (3.24)
where ψ̂ and β̂ are the MLEs of the saturated and proposed model, respectively.
The smaller the DIC, therefore, the better the fitted model. To better understand
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where σ2 is known and the vectors (xi1, · · · , xi1)′s are distinct. The log-likelihood
for the model of interest (the proposed model) is
l(β) = − 12σ2
n∑
i=1




The maximum likelihood estimate is reached at µ̂i =
∑p
j xijβ̂j.
For the saturated model, we have the vector parameter θ = (θ1, · · · , θn) where






















The deviance is then






DIC is an estimate of expected predictive error (lower deviance is better) and a
large value of deviance information criterion (DIC) indicates that the fitted model is
weak. DIC methodology is similar to the Diebold-Mariano test for predictive
accuracy that compares the forecast accuracy of two forecast methods ([20]). DIC is
also identical, in some cases, to the sum absolute error (SAE), see Appendix B.
3.8 Results
We report on the comparison between the Theil-Goldberger mixed estimator, the
Bayesian methodology, and the Bootstrapping methodology using the computed
deviances.
In tables 3.5, 3.6, and 3.7 we present the coefficient estimates for each method
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on Czech Republic, Hungary, and Poland, standard errors are in parentheses. For
all the tables, the coefficient estimates for the Theil-Goldberger mixed estimator, for
Bayesian with informative priors and for Bayesian with non-informative priors are
more similar than that for bootstrapping. In addition, the coefficients attached to
the Bayesian with informative priors methodology are better in accordance with
economics theory. We provide OLS coefficients as a benchmark. OLS is not suitable
when the sample size is too small.
In Table 3.8, the results of our analysis on the transition economies using the
different methodologies are displayed. The deviance for the Theil-Goldberger mixed
estimator, equation (3.19), is 13520, for the Bayesian methodology with informative
prior, equation (3.22), it is 12120, and it is 121100 for the Bayesian methodology
with non-informative priors or flat priors (for the Czech Republic). These results
show that the Bayesian methodology with informative priors provides a better fit
than the Theil-Goldberger mixed estimator and the latter is a better estimator than
the Bayesian methodology with non-informative priors or bootstrapping.
Also, in Table 3.8, the results for Hungary give the same conclusion as those for
the Czech Republic. The deviances are 1021000, 1001000, and 10010000 for the
Theil-Goldberger mixed estimator, the Bayesian methodology with informative
priors, and the Bayesian methodology with non-informative priors, respectively. In
this table the results for Poland are also presented. They show clearly that the
Bayesian methodology with informative priors gives better model fit, followed by
the Theil-Goldberger mixed estimator.
Table 3.8 also shows that the Bootstrapping methodology performs worse than
the other methodologies since deviances from the Bootstrapping methodology are
higher than deviances from the others. Deviances from the Bootstrapping
methodology are 5024000, 4020000, and 162100000 for the Czech Republic, Poland,
and Hungary, respectively.
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Table 3.5: Comparison of Results for Czech Republic
Comparison Test
a0· a·y a·p a·r a·e
Theil-Goldberger mixed estimator
Model y 0.6 1 0.4 -0.3 0.2
(1.3) (0) (0.1) (0.1) (0.2)
model p -0.1 0 1 0 0
(0.8) (0) (0.2) (0.1) (0.2)
Model r 1 0 -0.4 0.9 0.1
(2.6) (0) (0.6) (0.3) (1.4)
Model e 0.7 0 0.1 0 0.9
(1.3) (0) (0.3) (0.1) (0.3)
Bayes with informative priors
Model y 0.7 1 15.4 -19.5 3.9
(1) (0) (1.1) (1) (1)
model p -0.2 0 1.2 0 -0.1
(1) (0) (0.7) (1) (1)
Model r -0.3 0 -0.2 1.2 -0.2
(1) (0) (0.7) (0.7) (0.9)
Model e 0.1 0 -0.1 0 1.2
(1) (0) (1) (0.9) (0.8)
Bayes with flat priors
Model y -0.1 1 15.6 -19.4 4
(1) (0) (0.9) (0.9) (0.9)
model p 0 0 0.8 0 0
(1) (0) (0.8) (1) (1)
Model r 0 0 0.1 0.1 0
(1) (0) (0.9) (1) (1)
Model e 0 0 0.4 0 0.1
(1) (0) (0.8) (0.9) (1)
Bootstrapping
Model y 0.2 -0.2 431.7 16.8 12142.6
(1) (0) (79.1) (4.2) (320.3)
model p -0.1 1.4 -469.3 -18.4 -13129.6
(1) (0) (85.5) (5.4) (346.7)
Model r 0.2 -0.2 67.1 2 1935.3
(1) (0) (12.7) (0.3) (51.2)
Model e 0.1 0.2 -64.3 -2.8 -1819.6
(0.9) (0) (11.8) (1.3) (48.1)
OLS
Model y 26619.5 0.96 -61.7 -512.2 54.9
model p -26.6 819344.9 93.9 20.5 13.4
Model r -1.96 0.0 -0.14 0.79 0.07
Model e 33.3 -0.0 -0.01 -0.12 0.88
Standard errors are reported in parentheses below the estimated coefficients.
3.9 Summary and Discussion
In this study, we compare different models of estimating parameters when the
sample size is small. The comparison is based mainly on deviances, a model with a
small deviance is said to perform better.
Our results indicate that use of the Bayesian methodology with informative
priors gives smaller deviances (small predictive errors) than the Theil-Goldberger
mixed estimator. This can be attributed to the fact that prior distributions of the
parameters are taken into account in the analysis. The latter, however, provides
smaller deviances than the Bayesian methodology with non-informative priors. We
also evaluate the performances of bootstrapping methodology compared to the
Bayesian methodology and the Theil-Goldberger mixed estimator. Our findings
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Table 3.6: Comparison of Results for Hungary
Comparison Test
a0· a·y a·p a·r a·e
Theil-Goldberger mixed estimator
Model y 1.7 1 -0.3 0 10.3
(1.3) (0) (0.1) (0.1) (0.2)
model p -0.1 0 1 0 0
(0.8) (0) (0.2) (0.1) (0.2)
Model r 1 0 -0.3 0.9 0.1
(2.8) (0) (0.7) (0.3) (0.5)
Model e 0.7 0 0 0 0.9
(1.3) (0) (0.4) (0.1) (0.3)
Bayes with informative priors
Model y 1.4 1 -27.6 11.4 72.4
(1) (0) (1) (0.9) (0.6)
model p -0.2 0 1.2 0.1 -0.1
(0.9) (0) (0.8) (1) (0.4)
Model r -0.3 0 0.4 1.3 -0.1
(1) (0) (0.9) (0.7) (0.5)
Model e 0.1 0 0 0.1 1
(1) (0) (0.9) (1) (0.5)
Bayes with flat priors
Model y 0.7 1 -28.1 11.1 72.1
(1) (0) (0.9) (0.9) (0.6)
model p 0 0 0.5 -0.1 -0.1
(1) (0) (0.8) (1) (0.5)
Model r 0 0 -0.1 0.1 0
(1) (0) (0.9) (0.9) (0.5)
Model e 0 0 0 0.1 0.7
(1) (0) (0.8) (1) (0.5)
Bootstrapping
Model y -0.6 -0.2 140 6.8 17200.7
(1) (0) (26.9) (2.3) (11.3)
model p 3.5 1.4 -153.9 -5.4 -18613.4
(0.9) (0) (29.1) (2.5) (12.6)
Model r -0.6 -0.2 20.5 -0.1 2732.9
(1) (0) (4.3) (0.3) (1.8)
Model e 0.4 0.2 -20.8 -0.7 -2575.7
(0.9) (0) (4) (0.8) (1.7)
OLS
Model y 864112.9 0.6 2487.7 -7114.6 104.7
model p -20.7 0.00 0.7 -0.197 -0.016
Model r 29.1 -0.00 -0.017 0.48 -0.011
Model e 272.6 -0.00 -1.55 -5.70 0.87
Standard errors are reported in parentheses below the estimated coefficients.
show that the Bootstrapping methodology provides bigger deviances than the other
methods. This can be justified by the fact that bootstrapping does not borrow any
information from outside the sample.
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Table 3.7: Comparison of Results for Poland
Comparison Test
a0· a·y a·p a·r a·e
Theil-Goldberger mixed estimator
Model y 1 1 -0.3 0 0
(1.3) (0) (0.1) (0.1) (0.2)
model p -0.1 0 0.9 0 0
(0.9) (0) (0.2) (0.1) (0.2)
Model r 0.8 0 -0.3 0.9 0.2
(2.7) (0) (0.6) (0.3) (1.4)
Model e 0.6 0 0 0 0.9
(1.2) (0) (0.3) (0.1) (0.3)
Bayes with informative priors
Model y 0.9 1 -9.1 0.9 -0.2
(1) (0) (0.9) (1) (1)
model p -0.2 0 0.9 0 -0.1
(1) (0) (0.6) (1) (1)
Model r -0.3 0 0.2 1.2 -0.2
(1) (0) (0.8) (0.8) (1)
Model e 0 0 0 0 1.3
(1) (0) (0.8) (0.9) (0.8)
Bayes with flat priors
Model y 0 1 -9.3 0.9 -0.2
(1) (0) (0.7) (0.9) (1)
model p 0 0 0.4 0 0
(1) (0) (0.8) (1) (1)
Model r 0 0 -0.1 0.1 0
(1) (0) (0.7) (0.9) (1)
Model e 0 0 0 0 0
(1) (0) (0.8) (0.9) (1)
Bootstrapping
Model y 0.1 -0.2 513.6 3.4 9669.9
(1) (0) (61.3) (1.1) (2636.5)
model p 0.6 1.4 -556.3 -2.7 -10420.2
(0.9) (0) (66) (1) (2841.9)
Model r -0.4 -0.2 81.2 -0.8 1562
(0.9) (0) (9.9) (0.2) (426.2)
Model e 0 0.2 -77 1.1 -1453.5
(1) (0) (9.2) (0.1) (396.5)
OLS
Model y 5289.7 1.1 -71.6 -126.8 780.9
model p -7.48 0.0 0.8 0.06 2.17
Model r -17.6 0.0 -0.33 0.076 4.29
Model e -0.48 0.0 -0.003 -0.005 0.91
Standard errors are reported in parentheses below the estimated coefficients.
Table 3.8: Deviance Information Criteria
Countries
Methodology CR PO HU
Bayes with informative priors 12120 2490 1001000
Theil-Goldberger mixed estimator 13520 2682 1021000
Bayes with flat priors 121100 24810 10010000
Bootstrapping 5024000 4020000 162100000
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CHAPTER 4
WAGE PRODUCTIVITY GAP: A RE-EXAMINATION
4.1 Introduction
This essay seeks to examine the dynamics of real wage growth with respect to
productivity growth at different points of wage distribution. Greenhouse and
Leonharat mention that productivity–or the amount of worker output per hour–has
risen steadily while real wages have fallen over the same time. This essay addresses
the question of how differently are the dynamics of real wage quintiles with
reference to the productivity. Sachdev [57] re-examines wage productivity gap by
applying different deflators (Consumer Price Index, CPI, Producer Price Index,
PPI, and Personal Consumption Expenditure, PCE) to nominal wage. The question
addressed is how applying different deflators to nominal wage values impacts the
presence of wage productivity gap.
To measure productivity we use data series from the Bureau of Labor Statistics.
Specifically, we use non-farm business labor productivity, which is a broad based
series that includes manufacturing as well as services, and is the measure that
seemed the most complementary to complementary measure used throughout the
majority of the literature.
In this essay, we examine the dynamics of real wage growth by quintile of wage
distribution with respect to a range of growth rate of macroeconomic variables. The
“richer” Heckscher-Ohlin Framework of [38] suggest s that relative wages changes
may vary significantly by type of worker, with higher wage workers benefiting
relatively more than lower wage workers. We test this hypothesis by examining the
effects of expanding trade on measures of the real wage by quintile of income
distribution.
First, is real wage growth increasing with capital growth and the growth rates of
other economic variables, and is real wage growth increasing in each quintile at the
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same rate if any increase is noticed? and second does productivity growth lead to
real wage growth within each quintile?
Thus we examine the determinants of wage-productivity gap by quintile.
Research on the wage-productivity gap has produced several explanations for the
presence of a wage productivity gap and sparked a lot of debate about the best way
to measure trends in labor productivity and wage growth ([57]).
While economic theory suggests globalization leads to increases in national
income, popular opinion is ambivalent at best about it ([9]). Perhaps this
ambivalence is due to the fact the gains from trade are not uniformly distributed
across all sectors of society. Further, technological change has significant effects on
different industries and types of workers. This suggests examining a potential
wage-productivity gap by quintile may capture these varying effects of both
globalization and technological change.
What motivates this study is that many researchers have looked at the
wage-productivity gap and come up with inconclusive results. Here we consider the
issue of wage-productivity gap in a very different way. We use not only different
summary statistics (by quintile) of real wages but also labor production data, which
captures productivity per employee.
Some studies dealing with wage-productivity gap issue investigate the role of
unionization on wage increase. Zavodny [65] mentions that the unionization rate in
the private sector has declined dramatically over the last few decades. Her results
indicate that more-unionized industries experience smaller increases in the
wage-productivity gap. She, also finds that the wage-productivity gap does not rise
significantly faster in industries with declining unionization rates. Her conclusion is
that a resurgence of unions might help workers reap more benefits from productivity
gains, but it appears unlikely that an increase in the unionization rate alone would
cause compensation increases to fully match productivity gains. In our approach we
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control for unionization on each real wage quintile model.
The theory dictates that the equilibrium in the labor market occurs when real
wages are equal to labor productivity. However, empirical studies provide mixed
results on wage-productivity gap.
As stated by Elgin and Kuzubas [25] working paper, Bruno and Sachs [10] find
that wage-productivity gap as a main factor of unemployment in OECD countries in
the 1970’s, while Gordon [34] gives evidence of no relation between unemployment
and wage-productivity gap. Even subsequent studies on the relationship between
wage-productivity gap and unemployment are mixed.
Unemployment is one of the factors that influences wage productivity gap, since
with low unemployment rate worker can find outside options. Education is another
factor, highly educated individuals have more room, the competition is less fierce
and then have more bargaining power. Unionization is also a factor, a strong union
can help reduce wage-productivity gap.
The remainder of this essay is structured as follows. Section 2 is about data
description and summary. Section 3 outlines some statistical models. Section 4
presents our results and Section 5 is for the conclusion and the discussion.
4.2 Data Description and Summary
A first data set 1 is from the Current Population Survey (CPS) where all quintiles of
real wages data from 1966 to 2010 are reported. Let W ∗t = {w∗1t, · · · , wN∗t } be a
sample of wages collected at time t with t = 1, · · · , T. A sample, wjt, of the jth










with njt the number of elements that are in the jth quintile at time t sample;
j = 1, · · · , 5; and w∗(i)t order statistics of W ∗t , i = 1, · · · , Nt, Nt is the sample size at
1The data can be found at http://www.census.gov/hhes/www/income/data/historical/index.html.
These real wages data are nominal wages data converted into 2010 real wages data using the
CPU-U-RS index of consumer prices from the United States Bureau of Labor Statistics.
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time t. CPS is sponsored jointly by the U.S. Census Bureau and the U.S. Bureau of
Labor Statistics (BLS). It is the primary source of labor force statistics for the
population of the United States.
A second data set is the labor productivity, the data are computed from the
production function
Yt = AtKαt L1−αt , (4.2)
where α ∈ (0, 1), Yt is, in real terms, the total production at time t, and Kt, Lt, and
At are the capital used, the labor force employed, and the prevailing total factor of
productivity (TFP), respectively. Labor productivity at time t, Lprot is calculated
as:




To obtain At, also known as Solow residuals and α̂ we can estimate the following
simple regression without an intercept
log(Yt) = β1log(Kt) + β2log(Lt) + εt. (4.4)
The parameter 1− α̂ corresponds to β̂2, and the series At is exponential of the
residuals. Total factor productivity growth accounts for the changes in output not
caused by changes in labor (number of hours worked) and capital inputs. TFP
growth represents the effect of technological change (advances in production
technologies), efficiency improvements, and our inability to measure the
contribution of all other inputs (knowledge of worker). It is estimated as the
residual by subtracting the sum of two-period average compensation share weighted
input growth rates from the output growth rate. Log differences of level are used for
growth rates, and hence TFP growth rates are Tornqvist indexes. The data set Yt 2,
gross domestic product (GDP) and GDP per capita, is from the U.S. Department of
Commerce, Bureau of Economic Analysis.
2The data can be found at http://research.stlouisfed.org/fred2/series/GDP/downloaddata and
http://research.stlouisfed.org/fred2/series/USARGDPC/downloaddata
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A third data set3 is the U.S. Trade in Goods and Services–Balance of Payments
(BOP) Basis-data set, and is from the U.S. Census Bureau Foreign Trade Division.
A fourth data set4, unionization, is from the Current Population Survey (CPS)
Outgoing Rotation Group (ORG).
A data set, the unemployment rate, is from the U.S. Bureau of Labor Statistics5.
Other data sets, labor force data, immigration, minimum wage, and educational
attainment are from the Bureau of Labor Statistics6, the U.S. Department of
Homeland Security7 , the U.S. Department of labor, and the United States Census
Bureau8, respectively.
Another variable considered is capital growth. Growth in ICT capital services
refers to the change in the flow of productive services provided by ICT assets. The
three types of ICT assets included are computer hardware and equipment,
telecommunication equipment, and computer software and services.
4.3 Statistical models
This section describes the econometric models we use to study wage productivity
gap on several parts of wage distribution. First, we model real wages by quintile
growth rate as a function of labor productivity growth rate, capital intensity growth




be the growth rate of real wage ith quintile, %∆LProt
be the growth rate of labor productivity, and %∆Kt be the growth rate of capital.
In our estimation, we treat real wage, labor productivity, capital intensity as
well as the other variables as endogenous. Even though we explicitly present only
3The data can be found at www.census.gov/foreign-trade/www/press.html.
4These data are the percentage of wage and salary employees who are covered by a collective
bargaining agreement. We cite the following paper to comply with the requirement for using this
data set. Barry T. Hirsch, David A. Macpherson, and Wayne G. Vroman, “Estimates of Union
Density by State,” Monthly Labor Review, Vol. 124, No. 7, July 2001, pp. 51
5http://data.bls.gov/cgi-bin/surveymost?ln
6http : //data.bls.gov/pdq/SurveyOutputServlet
7http : //www.dhs.gov/topic/dataandhttp : //catalog.data.gov/dataset?q = immigration+data
8https : //www.census.gov/hhes/socdemo/education/data/cps/index.html
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equations corresponding to real wage quintiles, equations (4.5), (4.6), our original
models are vector autoregressive models (VAR).
Our first specification is defined as






γij%∆LProt−j + εit, (4.5)
it models the ith real wage quintile growth rate, i = 1, · · · , 5 with respect to the
labor productivity growth rate, and p is the lag length. Our results are presented in
Figure 5. The figure shows how responses of real wage quintiles to the shock of
labor productivity.
Figure 5: Response of wage quintiles growth to impulse of productivity growth
Our second specification is specified as









θij%∆Kt−j + εit, (4.6)
where another endogenous variable, the capital growth rate, is added to the previous
specification, equation (4.5). Figure 6 shows similar results as Figure 5. Figure 7
shows the impulse responses of wage growth by quintile to capital growth shocks.
In this second specification we examine impulses of real wage quintiles after one
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lag shock on labor productivity and on capital. The examination is based on
orthogonal impulse response functions (OIRFs). Impulse response functions (IRFs)
measure the effects of a shock to an endogenous variable on itself or on another
endogenous variable.
To provide effects that have causal interpretation, we use OIRFs. Sims [59]
popularizes this approach. It is based on Cholesky decomposition. Their are some
researchers who look at the OIRFs with different orderings assumed in the Cholesky
decomposition. We follow the ordering mainly used in the literature of wage
productivity-gap, see Appendix C.
Figure 6: Response of wage quintiles growth to impulse of productivity growth
Our third specification, where another endogenous variable, TFP, is added to
the specification, equation (4.6), is modeled as
%∆wit = αi + βi%∆LProt + γi%∆Kt + δ%∆tfpt + ψ∆iεit. (4.7)
Figure 8 shows the impulse responses of wage growth by quintile to labor
productivity growth. Figure 9 shows the impulse responses of wage growth by
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Figure 7: Response of wage quintiles growth to impulse of capital growth
quintile to capital growth. Figure 10 shows the impulse responses of wage growth by
quintile to total factor growth.
In addition, we propose a second framework where we directly model





with Gapwit equals to wage-productivity variable for the ith real wage quintile. This
















be the estimation model, with lGapwit = log(lGapwit), lue = log(ue), lu = log(u),
and lKi = log(Ki). The purpose of this model is to directly estimate how the
dynamics of the wage gap with respect to some economic variables differ among real
wage quintiles. The big different between our proposed model and the existing
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Figure 8: Response of wage quintiles growth to impulse of labor productivity growth
models is the fact that we consider quintiles real wage as the variables of interest.
This proposed model can be justified by the skewness of wage data. Modeling
wage-productivity gap from wage mean presents a big issue, the variance, a
parameter of dispersion, is too large. Huge parameters of dispersion is a source of
poor analysis, which can lead to inaccurate results.
4.4 Results
We first compare labor productivity with real wage quintiles from a combined line
plot. The comparison is presented in figure 11. It shows that at some point real
wage fifth quintile is above labor productivity per employee. This also supports our
approach in modeling wage productivity gap by quintiles of real wage.
In table 4.2 we present our empirical results in form of response of a variable to
the shocks of other variables lags. These results show that, for the 1st specification,
a 1%t increase of labor productivity is followed by .65% increase in real wage of 1st
quintile, by .61% increase in real wage of 2nd quintile, by .3% increase in real wage
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Figure 9: Response of wage quintiles growth to impulse of capital growth
of 3rd quintile, by .43% increase in real wage of 4th quintile, and by .97% increase
in real wage of 5th quintile. The results are such that if wage-productivity gap
exists but those on top of the wage distribution are not hurt. Because when
productivity grows by 1% percentage, those on the top of the distribution see their
wages grow by .97%.
On specification, equation (4.6), after controlling for capital, those impulses
drop and even drop further after controlling for total factor productivity on
specification equation (4.7). Only, on the third specification, the growth rate of the
wage fifth quintile is positive and significant at 5% level of significance after 1%
increase in labor productivity growth.
Our results also indicates that capital growth reduces wage growth at the short
run, but this is not significant at 95% confidence level.
In addition, we find that total factor productivity does not help wage growth, at
the short run. This can be justified by the fact that if there are more educated
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Figure 10: Response of wage quintiles growth to impulse of total factor growth
Figure 11: Wage Quintiles Dynamics & Labor Productivity
individuals, the competition becomes more intense and the worker bargaining power
will drop.
Our results for the second framework are presented in Figures 12, 13, 14, 15, 16,
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Table 4.1: Response of Wage Quintiles to one lag shock of · · ·
1st specification 2nd specification 3rd specification
LPro LPro Ki LPro Ki tfp
w1 0.0065 0.0052 -0.005 0.0049 -0.0045 -0.003
(0.0041)* (0.0041) (0.0032) (0.004)* (0.003) (0.0037)
w2 0.0061 0.0052 -0.0044 0.0052 -0.0037 -0.0045
(0.0028)* (0.0028) (0.0023) (0.0027) (0.0022) (0.0024)
w3 0.003 0.0023 -0.0035 0.0026 -0.0027 -0.0045
(0.0023) (0.0023) (0.002) (0.0023) (0.0019) (0.0021)*
w4 0.0043 0.0036 -0.003 0.0037 -0.0021 -0.0055
(0.0023) (0.0023) (0.0019) (0.0022) (0.0018) (0.0019)
w5 0.0097 0.0084 -0.0049 0.0075 -0.0041 -0.004
(0.0042) (0.004) (0.003) (0.0038) (0.0028) (0.0032)
Note: The numbers in parentheses are standard deviations. ∗ is 5% significance level.
and 17 and on Tables 4.2, 4.3, 4.4, and 4.5.
The figures and Table 4.2 show the impulses responses of wage-production gap
(wage by quintile) growth rate to shocks on unemployment, unionization, and
capital growth. The results show that a higher unemployment rate widens
wage-productivity gap. However, those at the top of wage distribution are not
affected by a high unemployment (results are inconclusive). The results for
unionization are not conclusive for all quintiles.
The other tables provide the VAR estimates, but the conclusions are similar.
The capital growth increases wage-productivity gap even though the results are not
significant at 5% level. We find not evident that unionization reduces
wage-productivity gap.
4.5 Conclusion and Discussions
This essay has touched on an interesting topic on wage productivity gap. The
contribution of this essay is to use more updated data and more importantly to be
the first one to examine wage productivity gap on several points of wage
distribution. By re-examining wage productivity gap we update the literature on
that issue and provide insightful results.
Using the fact that wage data are skewed, and then studying wage productivity
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gap on several parts of wage distribution this essay has succeeded in revising
conclusive and inconclusive findings on wage productivity gap.
Our results show that labor productivity growth lead to wage growth but
mainly for those at the top of wage distribution. We found no evidence that
unionization can shrink wage-productivity gap while we found enough evidence that
unemployment rate widens wage-productivity gap except for those at the top of
wage distribution.
We are conducting another frameworks in which other interesting variables
(immigration, minimum wage, educational attainment) will be studied to see their
impacts on wage-productivity gap.
Figure 12: Response of wage-productivity gap growth by quintiles to impulse of
unemployment growth
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Figure 13: Response of wage-productivity gap growth by quintiles to impulse of
unemployment growth
Table 4.2: Response of wage-productivity gap growth by quintiles to one lag shock of
· · ·
1st specification 2nd specification 3rd specification
ue ue u ue u ki
w1 -0.0091 -0.0081 -0.0003 -0.0071 0.0005 -0.0041
(0.0037)* (0.0033)* (0.0043) (0.0033)* (0.0043) (0.0032)
w2 -0.007 -0.0068 -0.0031 -0.0062 -0.0027 -0.0026
(0.0029)* (0.0027)* (0.0033) (0.0026)* (0.0033) (0.0025)
w3 -0.0053 -0.0053 -0.0031 -0.0048 -0.0028 -0.0017
(0.0024)* (0.0023)* (0.0028) (0.0023)* (0.0028) (0.0021)
w4 -0.0056 -0.0053 -0.0017 -0.0049 -0.0015 -0.0014
(0.0026)* (0.0025)* (0.0029) (0.0023)* (0.0029) (0.0022)
w5 -0.0084 -0.0082 -0.0061 -0.0072 -0.0056 -0.0033
(0.0045) (0.0042) (0.0044) (0.0039) (0.0044) (0.0032)
Note: The numbers in parentheses are standard deviations. ∗ is 5% significance level.
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Figure 14: Response of wage-productivity gap growth by quintiles to impulse of
unemployment growth
Figure 15: Response of wage-productivity gap growth by quintiles to impulse of
unionization growth
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Figure 16: Response of wage-productivity gap growth by quintiles to impulse of
unionization growth
Figure 17: Response of wage-productivity gap growth by quintiles to impulse of
capital growth
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Table 4.3: Relation of Real wage growth by quintile with other the growth rate of
other variables: 1st Specification
∆lw1gap(t) ∆lw2gap(t) ∆lw3gap(t) ∆lw4gap(t) ∆lw5gap(t)
c 0.015 0.012 0.009 0.01 0.026











∆lue(t−1) -0.078 -0.059 -0.045 -0.043 -0.057
(0.031)* (0.023)* (0.019) (0.020)* (0.03)
AIC -5.363 -5.841 -6.161 -5.91 -4.401
Note: The numbers in parentheses are standard deviations. ∗ is 5% significance level.
Table 4.4: Relation of Real wage growth by quintile with other the growth rate of
other variables: 2nd Specification
∆lw1gap(t) ∆lw2gap(t) ∆lw3gap(t) ∆lw4gap(t) ∆lw5gap(t)
c 0.015 0.009 0.006 0.009 0.02











∆lue(t−1) -0.078 -0.058 -0.044 -0.042 -0.056
(0.031)* (0.023)* (0.019)* (0.02)* (0.029)
∆lu(t−1) -0.001 -0.154 -0.15 -0.087 -0.297
(0.212) (0.163) (0.138) (0.143) (0.211)
AIC -10.277 -10.675 -5.139 -5.455 -4.344
Note: The numbers in parentheses are standard deviations. ∗ is 5% significance level.
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Table 4.5: Relation of Real wage growth by quintile with other the growth rate of
other variables: 3rd Specification
∆lw1gap(t) ∆lw2gap(t) ∆lw3gap(t) ∆lw4gap(t) ∆lw5gap(t)
c 0.048 0.03 0.02 0.011 0.048











∆lue(t−1) -0.08 -0.06 -0.046 -0.044 -0.061
(0.03)* (0.023)* (0.019)* (0.02)* (0.029)*
∆lu(t−1) 0.037 -0.13 -0.133 -0.074 -0.266
(0.21) (0.163) (0.138) (0.144) (0.21)
∆lKi(t−1) -0.936 -0.588 -0.398 -0.317 -0.752
(0.729) (0.562) (0.474) (0.492) (0.72)
AIC -18.034 -18.428 -18.751 -18.535 -17.492
Note: The numbers in parentheses are standard deviations. ∗ is 5% significance level.
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Figure 18: Wage Dynamics
• Granger Causality Tests
Table 6: Granger-Causality
Test DF Chi-square p-value
w1 12 22.44 0.0329∗
w2 12 21.38 0.0451∗
w3 6 13.01 0.0429∗
w4 6 12.83 0.0458∗
w5 12 25.64 0.0121∗
Notes: The null hypothesis is that one group (wj , j = 1, · · · , 5) is
influenced only by itself, and not by the other group (GDP, unem-
ployment rate, TT, ToT, union, capital stock). * means that the
test is significant at 5% level.
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• Stationarity Tests
Table 7: Augmented Dickey-Fuller Unit Root Test
variables Dickey-Fuller P-value
W1 -2.4804 0.3833
∆ (W1) -3.9337 0.02131∗∗
W2 -3.4885 0.05539∗
∆ (W2) -3.9058 0.02243∗∗
W3 -3.4452 0.06195∗
∆ (W3) -3.5999 0.04428∗∗
W4 -3.4908 0.05504∗
∆ (W4) -4.919 < 0.01∗∗
W5 -2.5338 0.3621
∆(W5) -4.3919 < 0.01∗∗
Y -0.5101 0.9772
∆( Y ) -5.5918 < 0.01∗∗
Ue -2.597 0.337
∆( Ue) -3.8916 0.023∗∗
U -0.9626 0.9332
∆( U) -3.5679 0.04682∗∗
ToT -2.7382 0.2276
∆( ToT ) -3.9245 0.0200∗∗
TT -2.8005 0.2053
∆( TT ) -3.6201 0.0406∗∗
im -2.2736 0.4653
∆( im) -4.0654 0.016∗∗
ki -2.1734 0.5051
∆( ki) -2.866 0.0580∗
e -0.76096 0.9579
∆( e) -2.689 0.0845∗
minw -2.0633 0.5488
∆( minw) -4.03014 0.0030∗∗
ckstock 1.3842 0.9986
∆( ckstock) -3.55 0.0114∗∗
TFP 0.9225 0.9949
∆( TFP ) -5.442 0.000∗∗
Notes: ∆ is first difference. The null hypothesis is the se-
ries has a unit root. wj represents the jth wage quintile,
for j = 1, · · · , 5, Y represents GDP, Ue represents unem-
ployment rate, U is rate of unionization, ToT represents
terms of trade. ∗ and ∗∗ mean significance at 10% and 5%
level, respectively.
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• Lag length determination
Table 8: Lag length determination
Model AIC SBC HQC AICC number of lag
w1 15.95568 18.90467 17.04318 17.25201 2
w2 15.70011 20.1684 17.33792 19.55725 2
w3 17.05331 20.00229 18.1408 18.34963 2
w4 18.11048 21.05947 19.19798 19.40681 2
w5 21.1308 25.59909 22.7686 24.98794 2
• Johansen Test of Co-integration
Table 9: Johansen cointegration test: w1
H0 : Rank=r H1 : Rank > r Trace 5% Critical Value
0 0 133.5801 93.92∗
1 1 42.9529 47.21
2 2 23.6393 29.38
3 3 10.0467 15.34
4 4 2.3541 3.84
Notes: * means significant at 5% level of significance. This table shows that, in logs,
first quintile, GDP, union, unemployment rate, terms of trade, trade turnover, capital
and total factor productivity are co-integrated at rank 1.
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Table 10: Johansen cointegration test: w2
H0 : Rank=r H1 : Rank > r Trace 5% Critical Value
0 0 139.2418 93.92∗
1 1 43.5845 47.21
2 2 22.1658 29.38
3 3 8.8932 15.34
4 4 1.5337 3.84
Notes: * means significant at 5% level of significance. This table shows that, in
logs, second quintile, GDP, union, unemployment rate, terms of trade, trade turnover,
capital and total factor productivity are co-integrated at rank 1.
Table 11: Johansen cointegration test: w3
H0 : Rank=r H1 : Rank > r Trace 5% Critical Value
0 0 137.1898 93.92∗
1 1 43.7637 47.21
2 2 22.0431 29.38
3 3 8.5461 15.34
4 4 1.1160 3.84
Notes: * means significant at 5% level of significance. This table shows that, in logs,
third quintile, GDP, union, unemployment rate, terms of trade, trade turnover, capital
and total factor productivity are co-integrated at rank 1.
Table 12: Johansen cointegration test: w4
H0 : Rank=r H1 : Rank > r Trace 5% Critical Value
0 0 130.9670 93.92∗
1 1 41.9393 47.21
2 2 22.4632 29.38
3 3 9.2608 15.34
4 4 0.8641 3.84
Notes: * means significant at 5% level of significance. This table shows that, in
logs, fourth quintile, GDP, union, unemployment rate, terms of trade, trade turnover,
capital and total factor productivity are co-integrated at rank 1.
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Table 13: Johansen cointegration test: w5
H0 : Rank=r H1 : Rank > r Trace 5% Critical Value
0 0 108.7740 93.92∗
1 1 45.4202 47.21
2 2 27.1773 29.38
3 3 13.3009 15.34
4 4 3.6078 3.84
Notes: * means significant at 5% level of significance. This table shows that, in logs,
fifth quintile, GDP, union, unemployment rate, terms of trade, trade turnover, capital
and total factor productivity are co-integrated at rank 1.
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.2 Appendix B
• Sum Square Error Sum square error (SSE) can be used to compare
different predictive models. SSE is a measure of inaccuracy associated with a
set of model-produced estimates. It compares the predicted values ŷ outcome
variable with the true values y across all individual estimate j, and computes




(yj − ŷj)2. (10)
The lower the SSE the better the fit of the model. SSE is a special case of
equation (3.30) if σ2 = 1.






where the vectors (xi1, · · · , xip)′s are distinct. The log-likelihood for the model











The maximum likelihood estimate is reached at β̂.
For the saturated model, we have the vector parameter µ = (µ1, · · · , µn)






























The deviance is then
DIC = 2 | ls(µ̂)− l(β̂) |





















****State VAR model 1
var D.lw1gap D.lue, lags(1)
irf create quintile1, step(10) set(MyIRF1, replace)
*******************************
var D.lw2gap D.lue, lags(1)
irf create quintile2, step(10)
*******************************
var D.lw3gap D.lue, lags(1)
irf create quintile3, step(10)
*******************************
var D.lw4gap D.lue, lags(1)
irf create quintile4, step(10)
*******************************
var D.lw5gap D.lue, lags(1)
irf create quintile5, step(10)
*********************************
irf cgraph (quintile1 D.lue D.lw1gap oirf)
(quintile2 D.lue D.lw2gap oirf) (quintile3 D.lue D.lw3gap oirf)
(quintile4 D.lue D.lw4gap oirf) (quintile5 D.lue D.lw5gap oirf)
*************************************
irf ctable (quintile1 D.lue D.lw1gap oirf fevd)
(quintile2 D.lue D.lw2gap oirf fevd) (quintile3 D.lue D.lw3gap oirf fevd)







****State VAR model 2
var D.lw1gap D.lue D.lu, lags(1)
irf create quintile1, step(10) set(MyIRF2, replace)
*******************************
var D.lw2gap D.lue D.lu, lags(1)
irf create quintile2, step(10)
*******************************
var D.lw3gap D.lue D.lu, lags(1)
irf create quintile3, step(10)
*******************************
var D.lw4gap D.lue D.lu, lags(1)
irf create quintile4, step(10)
*******************************
var D.lw5gap D.lue D.lu, lags(1)
irf create quintile5, step(10)
*********************************
irf cgraph (quintile1 D.lue D.lw1gap oirf)
(quintile2 D.lue D.lw2gap oirf) (quintile3 D.lue D.lw3gap oirf)
(quintile4 D.lue D.lw4gap oirf) (quintile5 D.lue D.lw5gap oirf)
*************************************
irf ctable (quintile1 D.lue D.lw1gap oirf fevd)
(quintile2 D.lue D.lw2gap oirf fevd) (quintile3 D.lue D.lw3gap oirf fevd)




irf cgraph (quintile1 D.lu D.lw1gap oirf)
(quintile2 D.lu D.lw2gap oirf) (quintile3 D.lu D.lw3gap oirf)
(quintile4 D.lu D.lw4gap oirf) (quintile5 D.lu D.lw5gap oirf)
*************************************
irf ctable (quintile1 D.lu D.lw1gap oirf fevd)
(quintile2 D.lu D.lw2gap oirf fevd) (quintile3 D.lu D.lw3gap oirf fevd)





****State VAR model 3
var D.lw1gap D.lue D.lu D.lki, lags(1)
irf create quintile1, step(10) set(MyIRF3, replace)
*******************************
var D.lw2gap D.lue D.lu D.lki, lags(1)
irf create quintile2, step(10)
*******************************
var D.lw3gap D.lue D.lu D.lki, lags(1)
irf create quintile3, step(10)
*******************************
var D.lw4gap D.lue D.lu D.lki, lags(1)
irf create quintile4, step(10)
*******************************
var D.lw5gap D.lue D.lu D.lki, lags(1)
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irf create quintile5, step(10)
*********************************
irf cgraph (quintile1 D.lue D.lw1gap oirf)
(quintile2 D.lue D.lw2gap oirf) (quintile3 D.lue D.lw3gap oirf)
(quintile4 D.lue D.lw4gap oirf) (quintile5 D.lue D.lw5gap oirf)
*************************************
irf ctable (quintile1 D.lue D.lw1gap oirf fevd)
(quintile2 D.lue D.lw2gap oirf fevd) (quintile3 D.lue D.lw3gap oirf fevd)
(quintile4 D.lue D.lw4gap oirf fevd) (quintile5 D.lue D.lw5gap oirf fevd), noci
std
*********************************
irf cgraph (quintile1 D.lu D.lw1gap oirf)
(quintile2 D.lu D.lw2gap oirf) (quintile3 D.lu D.lw3gap oirf)
(quintile4 D.lu D.lw4gap oirf) (quintile5 D.lu D.lw5gap oirf)
*************************************
irf ctable (quintile1 D.lu D.lw1gap oirf fevd)
(quintile2 D.lu D.lw2gap oirf fevd) (quintile3 D.lu D.lw3gap oirf fevd)
(quintile4 D.lu D.lw4gap oirf fevd) (quintile5 D.lu D.lw5gap oirf fevd), noci std
*********************************
irf cgraph (quintile1 D.lki D.lw1gap oirf)
(quintile2 D.lki D.lw2gap oirf) (quintile3 D.lki D.lw3gap oirf)
(quintile4 D.lki D.lw4gap oirf) (quintile5 D.lki D.lw5gap oirf)
*************************************
irf ctable (quintile1 D.lki D.lw1gap oirf fevd)
(quintile2 D.lki D.lw2gap oirf fevd) (quintile3 D.lki D.lw3gap oirf fevd)
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Figure 24: Residuals from w5 model
127
