Abstract. The problem of minimax estimation of a parameter θ when θ is restricted to a finite interval [θ 0 , θ 0 + m] is studied. The case of a convex loss function is considered. Sufficient conditions for existence of a minimax estimator which is a Bayes estimator with respect to a prior concentrated in two points θ 0 and θ 0 + m are obtained. An example is presented. We show that suitable two-point priors on the endpoints of a sufficiently small interval parameter space are least favourable and that the corresponding Bayes estimators are minimax for many convex losses under general conditions on density functions. The Linex loss, square loss, scale invariant
squared loss are special cases, and many location parameter families and scale parameter families satisfy our conditions for densities. Our result is a generalization of some results obtained for particular loss functions (see [8] , [9] ) and it is a generalization of DasGupta's result [4] to the case of an asymmetric loss and one-parameter families. We use the convexity technique. A similar method has been used to find minimax estimators for various special distributions by many authors. See references [2] , [5] and [10] for examples.
Let X denote a sample space and X the observed random variable. Let {P θ : θ ∈ Θ = [θ 0 , θ 0 + m]}, where θ 0 and θ 0 + m are fixed real numbers, m > 0, be a family of probability measures of X with densities f (·, θ) with respect to a fixed measure µ on the space X . Let L(θ, a) be a loss if an estimate a is chosen when in fact θ is the true value of the parameter. Let δ : X → Θ be an estimator, and
the risk function.
We will use the following general result (see van Eeden and Zidek [5] ). We now list our assumptions about the loss function:
Theorem 1. Suppose (1) δ B is a Bayes rule with respect to a prior distribution Π such that
Our assumptions about the density function f (x, θ) are:
and almost all x ∈ X . F4. There exist µ-integrable functions g i (x), i = 0, 1, 2, such that
. Let c 0 and c m denote c(θ 0 ) and c(θ 0 + m), respectively. We will suppress θ wherever possible and write c instead of 
is an increasing function of δ and
From now on we suppress x wherever possible and write δ instead of δ(x).
Main result
The value β * satisfies the equation
The two-point prior Π β * is least favourable.
We have divided the proof into a sequence of lemmas.
Lemma 1.
For all x ∈ X the estimator δ β,m satisfies:
Differentiating in β we obtain
The denominator is greater than 0 for all β ∈ (0, 1), x and m > 0. If
which proves (iii).
Lemma 2. The risk function R(θ, δ β,m ) is a continuous function of β and
Proof. We have
and δ β,m is a continuous function of β and
Thus from the Lebesgue dominated convergence theorem we obtain the continuity of R.
For β = 0 we obtain
For β = 1 we obtain Take ε > 0. Let β 1 and β 2 be numbers such that
and there exists B > 0 such that 
Proof. We have
The existence of the derivatives follows from the Lebesgue theorem and assumptions F3, F4 and L2, L5. The continuity of It remains to prove that the continuity is uniform with respect to θ. We need to show that
and
Lemma 6. There exists M 0 such that for every m ∈ (0, M 0 ),
and thus the assertion follows from Lemma 5. Now using Lemmas 3 and 6 and Theorem 1 we obtain the assertion of Theorem 2. 
where c > 0 is fixed. Set X = (X 1 , . . . , X n ). If X = x then the Bayes estimate δ β,m (x) of θ for a prior that puts mass β and 1 − β at a and b respectively, is given by
where X n:n = max(X 1 , . . . , X n ). The risk of the estimator δ β,m is equal to
We would like to find the value of M such that R(·, δ β,m ) is a convex function of θ ∈ [a, a + m] if m < M and β ∈ (0, 1). We have
For every θ ≥ a and b > a > 0 the following inequalities hold:
To prove convexity of R(·, δ β,m ) if θ ≥ a it suffices to show that
Substituting (3.1) and (3.2) and dividing both sides by a n we obtain
where Table 1 presents the values of M for some n, a and c. 
