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Abstract 
In this work we consider a dynamics of 180-degree uncharged “rotational” domain wall in a miltiaxial 
ferroelectric film within the framework of analytical Landau-Ginzburg-Devonshire (LGD) approach. The 
Finite Element Modelling (FEM) is used to solve numerically the system of the coupled nonlinear Euler-
Lagrange (EL) differential equations of the second order for two components of polarization. It appeared, that 
the stable structure of the rotational domain wall and corresponding (meta)stable phase of the film are 
dependent on the only master parameter – dimensionless factor of ferroelectric anisotropy 𝜇. We fitted the 
static profile of a solitary domain wall, calculated by FEM, with hyperbolic functions for polarization 
components, and extracted the five 𝜇-dependent parameters from the fitting to FEM curves. The surprisingly 
high accuracy of the fitting results for two polarization components in the entire 𝜇-range allows us to conclude 
that the analytical functions, which are trial functions in the direct variational method, can be treated as the 
high-accuracy variational solution of the static EL equations with cubic nonlinearity.  
Next, using elliptic functions, we derived the two-component analytical solutions of the static EL 
equations for a polydomain 180-degree domain structure in a miltiaxial ferroelectric film. The analytical 
polydomain solutions contain enough free parameters to satisfy arbitrary boundary conditions at the film 
surfaces. The analysis of the free energy dependence on the film thickness and boundary conditions at its 
surfaces allows to select the domain states corresponding to the minimal energy. We obtained that the single-
domain state is a ground one for the case of polarization zero derivative at the surfaces, while the poly-domain 
states minimize the system energy for zero polarization at the surfaces. Counterintuitively, the energy of the 
polydomain states split into two levels “0” and “1” for zero polarization at the surfaces, and each of the levels 
is the infinite set of the close-energy sub-levels, which domain morphology is characterized by different 
structure of the two-component polarization nodes. 
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1. INTRODUCTION 
Multiaxial ferroelectrics undergoing a temperature-driven phase transition accompanied by the 
appearance of spontaneous polarization vector [1, 2], which spatial distribution is often characterized 
by complex morphology of domain structure [3, 4, 5, 6] and its nontrivial temporal evolution [7, 8], 
belong to the key objects for fundamental research of nonlinear and cooperative phenomena at micro, 
nano and atomic scales [9, 10, 11]. Ferroelectrics are key materials for existing and emerging 
technology in a wide range of industrial, medical and consumer applications such as transducers, 
filters, sensors, ultrasonic motors and actuators, electronics and information storage [12, 13].  
Theoretical modelling and practical control of the domain structure in multiaxial ferroelectric 
is interesting per se and important for many applications [14, 15, 16], but it is strongly complicated 
by a wide range of factors related to different physical processes, which can be attributed to an 
interaction of domain walls with lattice potential barriers [17], different types of point and planar 
defects [18, 19, 20], such as charged acceptor/donor impurities and vacancies [21, 22], electric and 
elastic dipolar defects [23, 24, 25], planar defects like twin or grain boundaries [26], and screening 
conditions at surfaces and interfaces [27, 28]. In ferroelectric films and their multilayers, which are 
intriguing objects of fundamental research and promising materials for nanoelectronics, decreasing 
the thickness usually leads to the ferroelectricity suppression and critically influences on the domain 
structure dynamics [29, 30, 31].  
Seminal theoretical studies devoted to the structure of “mixed” Ising-Bloch-type [32, 33] and 
Ising-Bloch-Neel-type [34, 35] “rotational” domain walls in multiaxial ferroelectrics have been 
performed using the continuum Landau-Ginzburg-Devonshire (LGD) theory implemented to the 
Finite Element Modelling (FEM) or phase-field modelling algorithms. The approach allows to obtain 
accurate numerical results. However, due to the very complex nature of the abovementioned 
phenomena, the analytical theory of domain structure thermodynamics and kinetics are rather poorly 
studied in multiaxial ferroelectrics and their thin films, with several exceptions for special cases [36, 
37, 38].  
To fill the gap in the knowledge, in this work we consider a dynamics of 180-degree uncharged 
“rotational” domain wall in a miltiaxial ferroelectric film within the framework of analytical LGD 
approach (see Section 2). FEM is used to solve numerically the system of the coupled nonlinear 
Euler-Lagrange (EL) differential equations of the second order for two components of polarization. 
It appeared, that the static wall structure (e.g. Ising, Ising-Bloch, or mixed type) and corresponding 
(meta)stable phase of the film are dependent on the only master parameter – dimensionless factor of 
ferroelectric anisotropy 𝜇, that can vary in a wide range −1 < 𝜇 (see Section 3). Next, using LGD 
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approach, we derived and analyzed the two-component and one-component analytical solutions of 
the static EL equations for a polydomain 180-degree domain structure in a miltiaxial ferroelectric 
film, which contain enough free parameters to satisfy arbitrary boundary conditions at the film 
surfaces. We analyze the free energy dependence on the film thickness and boundary conditions to 
select the domain state corresponding to the minimal energy (see Section 4). It turned out that the 
energy of the polydomain states split into two levels “0” and “1” for zero polarization at the surfaces, 
each of which is the infinite set of the close-energy sub-levels, which domain morphology is 
characterized by the different node structure of the two-component polarization. Section 5 is a brief 
summary. Calculation details of analytical solutions and free energy with renormalized coefficients 
obtained by direct variation method are listed in Appendixes A and B, respectively. 
 
2. PROBLEM FORMULATION 
Below we consider a situation of the stress-free ferroelectric with one-, two- or three-
component polarization vector P with a specific structure, geometry and/or screening conditions 
leading to the absence of depolarization field. External field is regarded absent too. Actually, this is 
possible in many cases, meanwhile in the vast majority of other conditions the depolarization field 
exists. As a matter of fact, for any ferroelectric, the components 𝐸𝑖 of its quasi-static electric field are 
related with the electric potential  in a conventional way, 𝐸𝑖 = −𝜕𝜑 𝜕𝑥𝑖⁄ . The potential  satisfies 
the Poisson equation in the ferroelectric: 
𝜀0𝜀𝑏 (
𝜕2
𝜕𝑥1
2 +
𝜕2
𝜕𝑥2
2 +
𝜕2
𝜕𝑥3
2)𝜑 =
𝜕𝑃𝑖
𝜕𝑥𝑖
,                                   (1) 
where 
b  is a relative permittivity of the background [39], and 0  is a universal dielectric constant. 
The boundary conditions to Eq.(1) depend on the ferroelectric geometry and electrodes configuration. 
Equation (1) follows from the equation for electric displacement 𝑑𝑖𝑣𝐃 = 0, valid under the absence 
of free charges in the ferroelectric. Since 𝐃 = 𝐏 + 𝜀0𝜀𝑏𝐄, the condition 𝑑𝑖𝑣𝐄 = 0 is consistent with 
𝑑𝑖𝑣𝐏 = 0, for may cases indicating the formation of the nominally uncharged domain structure. 
Without electrostriction and flexoelectric coupling the explicit expressions of Landau-
Ginzburg-Devonshire energy density for polarization P has the form: 
𝐺 = ∫(𝑔𝐿 + 𝑔𝑔𝑟𝑎𝑑)𝑑𝑣 + ∫𝑔𝑆𝑑𝑠,                                     (2a) 
Expressions for Landau (𝑔𝐿), gradient (𝑔𝑔𝑟𝑎𝑑) and surface (𝑔𝑆) energies in the ferroelectrics with the 
second order paraelectric-ferroelectric phase transition are 
𝑔𝐿 = 𝑎𝑖𝑃𝑖
2 + 𝑎𝑖𝑗𝑃𝑖
2𝑃𝑗
2 − 𝑃𝑖𝐸𝑖  ,       𝑔𝑔𝑟𝑎𝑑 =
𝑔𝑖𝑗𝑘𝑙
2
𝜕𝑃𝑖
𝜕𝑥𝑗
𝜕𝑃𝑘
𝜕𝑥𝑙
 ,       𝑔𝑆 =
𝑎𝑖
𝑆
2
𝑃𝑖
2,           (2b) 
Where summation is performed over all repeated indexes. 
4 
 
 Dynamic equations of state follow from the variation of action S 
𝑆 = ∫ 𝑑𝑡
∞
0 ∫ [𝑔𝐿 + 𝑔𝑔𝑟𝑎𝑑 −
𝜌𝑖
2
(
𝜕𝑃𝑖
𝜕𝑡
)
2
] 𝑑𝑣,                                           (3) 
The coefficient 𝜌𝑖 > 0 in the kinetic term, 
𝜌𝑖
2
(
𝜕𝑃𝑖
𝜕𝑡
)
2
. 
 Below we consider the one-dimensional case, when the polarization vector depends 
on the coordinate 𝑥3 only (see Fig. 1).  
 
FIGURE 1. The geometry of a considered multiaxial ferroelectric film with polarization vector P. The film is 
regarded enough thick, so that its thickness 𝐿 ≫ 𝑅𝑐, where 𝑅𝑐 is a correlation length. 
 
Under the absence of electric field, the coupled time-dependent Euler-Lagrange equations 
obtained from the variation of the action (3), allowing for the Landau-Khalatnikov relaxation [40], 
acquire a relatively simple form:  
2𝑎1𝑃1 + 4𝑎11𝑃1
3 + 2𝑎12𝑃1(𝑃2
2 + 𝑃3
2) − 𝑔44
𝜕2𝑃1
𝜕𝑥3
2 − 𝐸1 = −𝜌1
𝜕2𝑃1
𝜕𝑡2
− Γ
𝜕𝑃1
𝜕𝑡
,          (3a) 
2𝑎1𝑃2 + 4𝑎11𝑃2
3 + 2𝑎12𝑃2(𝑃1
2 + 𝑃3
2) − 𝑔44
𝜕2𝑃2
𝜕𝑥3
2 − 𝐸2 = −𝜌1
𝜕2𝑃2
𝜕𝑡2
− Γ
𝜕𝑃2
𝜕𝑡
,           (3b) 
2𝑎1𝑃3 + 4𝑎11𝑃3
3 + 2𝑎12𝑃3(𝑃1
2 + 𝑃2
2) − 𝑔11
𝜕2𝑃3
𝜕𝑥3
2 − 𝐸3 = −𝜌1
𝜕2𝑃3
𝜕𝑡2
− Γ
𝜕𝑃3
𝜕𝑡
.         (3c) 
Where the kinetic coefficient 𝜌1 > 0, and the Khalantikov coefficient Γ > 0. Also, we assumed m3m 
cubic symmetry of the high temperature phase, i.e. 𝑔𝐿 = ∑ (𝑎1𝑃𝑖
2 + 𝑎11𝑃𝑖
4 + 𝑎12𝑃𝑖
2𝑃𝑗
2 − 𝑃𝑖𝐸𝑖)𝑖,𝑗≠𝑖   . 
 Nonlinear coupled equations (3) should be supplemented by boundary conditions at the film 
surfaces 𝑥3 = ∓
𝐿
2
: 
(𝑎1
𝑆𝑃𝑖 ∓ 𝑔44
𝜕𝑃𝑖
𝜕𝑥3
)|
𝑥3=∓
𝐿
2
= 0,                 𝑖 = 1, 2, 3 .                      (4a) 
Below we regard that 𝑎11 > 0 , 𝑎12 > −2𝑎11 , and 𝑔44 > 0, 𝑔11 > 0, and 𝑎1
𝑆 ≥ 0 for the system 
stability, and 𝑎1 < 0  in the ferroelectric state. The boundary conditions (4a) significantly influence 
X2 
P2 P1 
X1 Ferroelectric film 
X3 
L 
P
3
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on the domain structure and evolution only in the case of relatively thin films, namely when the film 
thickness L is smaller than the several tens of correlation length 𝑅𝑐, e.g. 𝐿 ≤ 100𝑅𝑐.  
 For thick films with 𝐿 ≫ 100𝑅𝑐 the conditions (4a) have very little influence, and should be 
substituted by the conditions of periodicity or anti-periodicity for every polarization component and 
its derivative: 
𝑃𝑖 (−
𝐿
2
) = ±𝑃𝑖 (+
𝐿
2
),   
𝜕
𝜕𝑥3
 𝑃𝑖 (−
𝐿
2
) = ∓
𝜕
𝜕𝑥3
𝑃𝑖 (+
𝐿
2
) , 𝑖 = 1, 2, 3.                 (4b) 
Here the sign “+” corresponds to the periodic, and the sign “−“ - to the antiperiodic boundary 
condition. The sign choice is individual for each component. Note that four conditions (4b) are not 
equivalent to four conditions (4a), being parity/periodicity conditions only. Complementary to the 
conditions (4b) one often need to impose some additional conditions on the polarization components, 
consistent with initial conditions. 
 The first in tergal of the system (3) is 𝐼(𝒙) = 𝑔𝐿 − 𝑔𝑔𝑟𝑎𝑑. The conservation of this dynamic 
invariant, 𝐼(𝒙) = 𝑐𝑜𝑛𝑠𝑡, means that the system tendency to disperse energy (coming from the 
gradient energy 𝑔𝑔𝑟𝑎𝑑) is equal to the (de)focusing tendency produced by the ferroelectric 
nonlinearity energy (coming from the Landau energy 𝑔𝐿). 
For FEM simulations, initial distributions are taken in the form of a random seeding, or a 
solitary domain wall with superimposed random fields. 
 
3. STATIC STRUCTURE OF TWO-COMPONENT DOMAIN WALLS  
A. Finite Element Modeling of a Solitary Domain Wall 
Let us consider the second order ferroelectrics, for which the one-dimensional profile of the two-
component polarization, 𝑷(𝑥3) = {𝑃1(𝑥3), 𝑃2(𝑥3), 0}, does not produce depolarization field. External 
field is absent. In this section we analyse the structure of the (meta)stable 180-degree domain walls, 
which are the static solution of Eqs.(3). 
To analyse the domain wall structure, we introduce the dimensionless coordinate x, film 
thickness 𝑙, polarization components 𝑝1 and 𝑝1, ferroelectric anisotropy factor 𝜇, relaxation time τ 
and kinetic coefficient 𝜌: 
𝑥 =
𝑥3
𝑅𝑐
,     𝑙 =
𝐿
𝑅𝑐
,   𝑝1 =
𝑃1
𝑃𝑆
 ,          𝑝2 =
𝑃2
𝑃𝑆
,         𝜇 =
𝑎12
2𝑎11
,    τ = −
Γ
𝑎1
,     𝜌 = −
𝜌1
𝑎1
,            (5) 
Where the spontaneous polarization value 𝑃𝑆 = √−𝑎1 (2𝑎11)⁄  and correlation length 𝑅𝑐 =
√−𝑔44 (2𝑎1)⁄  [see Appendix A for details]. For multiaxial perovskite-type ferroelectrics with 
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ferroelectric Curie temperature > 400 K (e.g. BaTiO3, (Pb,Zr)TiO3, BiFeO3, etc), the values 𝑃𝑆 =
(0.25 − 1)C/m2 and 𝑅𝑐 = (0.2 − 0.5)nm at room temperature. Thus, the dimensionless thickness 
𝑙 = 100 correspond to enough thin films with 𝑙 = (20 − 50)nm. The anisotropy factor 𝜇 vary in the 
range (−0.25 − +4.5) and can be temperature-dependent for e.g. BaTiO3. 
The dimensionless Euler-Lagrange equations, obtained from dynamic Eqs.(3) have the form: 
−𝜌
𝜕2𝑝1
𝜕𝑡2
− τ
𝜕𝑝1
𝜕𝑡
= −
𝜕2
𝜕𝑥2
𝑝1 − 𝑝1 + 𝑝1
3 +  𝜇𝑝1𝑝2
2,              (6a) 
−𝜌
𝜕2𝑝2
𝜕𝑡2
− τ
𝜕𝑝2
𝜕𝑡
= −
𝜕2
𝜕𝑥2
𝑝2 − 𝑝2 + 𝑝2
3 +  𝜇𝑝2𝑝1
2.           (6b) 
To study the polarization relaxation to the stable or metastable state, we put 𝜌 = 0 and chose the 
calculation time 𝑡𝑚𝑎𝑥 much higher than the time τ of the polarization relation to an equilibrium state, 
e.g. 𝑡𝑚𝑎𝑥 ≫ 100 τ. Initial distribution of polarization used in FEM is chosen in the form of a solitary 
Ising-type domain wall: 
𝑝1(𝑥, 𝑡 = 0) = 𝑝0 tanh (
𝑥
𝑏
),            𝑝2(𝑥, 𝑡 = 0) = 0.                         (7a) 
 The boundary conditions (4a) in the dimensionless variables acquire the form: 
(
𝑝1
𝜆1
∓
𝜕𝑝1
𝜕𝑥
)|
𝑥=∓
𝑙
2
= 0,          (
𝑝2
𝜆2
∓
𝜕𝑝2
𝜕𝑥
)|
𝑥=∓
𝑙
2
= 0.               (7b) 
Here 
1
𝜆𝑖
=
𝑎𝑖
𝑆
𝑔44𝑅𝑐
 (𝑖 = 1, 2) are the dimensionless inverse extrapolation lengths [41], which are not 
negative, but can vary in a very wide range, 0 ≤ 𝜆𝑖 < ∞. For the case 
1
𝜆𝑖
> 0 and 𝑙 < 100, either a 
solitary domain wall, or a periodic domain structure, appears after the polarization relaxation to an 
equilibrium state. In this work we mostly consider the case 
1
𝜆𝑖
= 0 (i.e. very high 𝜆𝑖 → ∞), which 
corresponds to the “natural” boundary conditions, 
𝑑𝑝𝑖
𝑑𝑥
|
𝑥=±𝑙/2
= 0 [i.e. zero surface energy in Eq.(2a)], 
and the alternative, 𝜆𝑖 = 0, which corresponds to 𝑝𝑖|𝑥=±𝑙/2 = 0 
The antiperiodic-periodic boundary conditions (4b) consistent with the initial condition (7a), 
which will be used for thick films with 𝑙 ≫ 100, have the form: 
𝑝1 (−
𝑙
2
) = −𝑝1 (
𝑙
2
),     
𝜕𝑝1
𝜕𝑥
|
−
𝑙
2
=
𝜕𝑝1
𝜕𝑥
|𝑙
2
,       𝑝2 (−
𝑙
2
) = 𝑝2 (
𝑙
2
),      
𝜕𝑝2
𝜕𝑥
|
−
𝑙
2
= −
𝜕𝑝2
𝜕𝑥
|𝑙
2
.        (7c) 
The boundary problem (6)-(7) depends on the only “master” parameter – ferroelectric 
anisotropy factor 𝜇. The inequality −1 < 𝜇 should be valid for the system stability. The numerical 
solutions of Eqs.(6) are shown in Fig.2a-f for several values of the anisotropy factor  𝜇.  
 The dimensionless LGD free energy density and the first integral corresponding to Eqs.(6) 
have the form: 
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𝐺 = ∫ 𝑔𝑉(𝑥)𝑑𝑥
𝑙 2⁄
−𝑙 2⁄
+
𝑝1
2(−𝑙 2⁄ )
𝜆1
+
𝑝2
2(−𝑙 2⁄ )
𝜆2
+
𝑝1
2(𝑙 2⁄ )
𝜆1
+
𝑝2
2(𝑙 2⁄ )
𝜆2
,                     (8a) 
𝑔𝑉 = −
1
2
(𝑝1
2 + 𝑝2
2) +
1
4
(𝑝1
4 + 𝑝2
4) +
𝜇
2
𝑝1
2𝑝2
2 +
1
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
],         (8b) 
𝐼1[𝜇] = −
1
2
(𝑝1
2 + 𝑝2
2) +
1
4
(𝑝1
4 + 𝑝2
4) +
𝜇
2
𝑝1
2𝑝2
2 −
1
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
] = {
−1
2(1+μ)
,    − 1 < 𝜇 < 1,
−
1
4
,                   𝜇 > 1 .
    
(8c) 
 The free energy (8) as a function of order parameter components 𝑝1 and 𝑝2 is shown in Fig. 
2 for different values of parameter 𝜇, and zero gradients consistent with the case 
1
𝜆𝑖
= 0. Two 
spatially-homogeneous phases (8) exist at 
1
𝜆𝑖
= 0, namely: 
1)  Orthorhombic O-phase with  the minimal energy density 𝑔𝐿𝐺𝐷 = −
1
2(1+μ)
 corresponding to 
polarization components  𝑝1 = 𝑝2 = ±
1
√1+μ
 (see Figs. 2a-c). O-phase is stable at −1 < 𝜇 < 1. 
2) Tetragonal T-phase with the minimal and energy density 𝑔𝐿𝐺𝐷 = −
1
4
 corresponding to polarization 
components   𝑝1
2 = 1,   𝑝2
2 = 0, or 𝑝1
2 = 0,   𝑝2
2 = 1 (see Figs. 2e-f). T-phase is stable at 𝜇 > 1. The 
O→T transition takes place at 𝜇 = 1, when the 4 potential minima merges and transforms in a circle 
(see Figs. 2d). 
 
 
O 
T 
O 
T 
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C
o
m
p
o
n
e
n
t 
p
2
  (a) μ = −0.95 
C
o
m
p
o
n
e
n
t 
p
2
  
(b) μ = -0.5 
(d) μ = 1 (e) μ = 2 (f) μ =5 
(c) μ = 0 
O→T 
Component p
1
  Component p
1
  
O 
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FIGURE 2. The free energy (8) as a function of order parameter components 𝑝1 and 𝑝2 for different values of 
parameter 𝜇: (a) μ = −0.95, (b) μ = −0.5, (c) μ =0, (d) μ =1, (e) μ =2 and (f) μ =5. Red color denotes zero 
energy, while violet color is its minimal density equal to −10 (a), −1 (b), −1/2 (c), and −1/4 (d, e, f) relative 
units. Capital letters “O” and “T” denote orthorhombic and tetragonal spatially-homogeneous phases, 
respectively.  
 
A detailed analysis of FEM results allows to conclude that we can distinguish (somehow 
voluntary) several different morphologies of the domain wall, shown in Figs. 3a-f, where the master 
parameter 𝜇 determines different structure of the 180-degree domain walls and values of polarization 
components pi. The description of these areas is the following: 
1) The first region “1”, where −1 < 𝜇 < 0, corresponds to the O-phase with “dark” Ising-Bloch 
domain walls (see Fig. 3a). Far from the wall (i.e. at 𝑥 → ±∞) the saturation expressions, 𝑝1 →
±
1
√1+μ
 and 𝑝2 → +
1
√1+μ
, are valid for the polarization components. Thus |𝑝1| = |𝑝2| > 1 far from 
the wall. The component 𝑝1 has an antisymmetric tanh-like profile near the domain wall; and the 
component 𝑝2 has a symmetric profile with a sharp minimum, that is well-localized near the wall. 
The minimum height decreases with 𝜇 increase, and disappears at 𝜇 → 0 (see Fig. 3b). 
2) The second region “2”, where 0 < 𝜇 < 1, corresponds to the O-phase with “bright” Ising-Bloch 
domain walls (see Fig. 3c). Far from the wall the expressions, 𝑝1 → ±
1
√1+μ
 and 𝑝2 → +
1
√1+μ
, are 
valid. Thus |𝑝1| = |𝑝1| < 1 far from the wall. The component p1 has an antisymmetric tanh-like 
profile across the domain wall; and the component p2 has a symmetric profile with a maximum at 
the wall. Both, the domain wall width for p1 and p2 components, and the maximum height for p1 
component, increase with 𝜇 increase; at that the wall becomes very thick and diffuse at 𝜇 → 1 (see 
Fig. 3d). At 𝜇 = 1 the value 𝑝1
2 + 𝑝2
2 is invariant, and so the exceptional case of “isotropic” 
ferroelectric is realized by solution of Eqs.(6). 
3) The third region “3”, where 1 < 𝜇 < 3, corresponds to the T-phase with mixed-type Ising-Bloch 
domain walls (see Fig. 3e). Far from the wall 𝑝1 → ±1 and 𝑝2 → 0. The component p1 has an 
antisymmetric double-step-like profile across the domain wall; and the component p2 has a 
symmetric profile with a flat maximum that is centered at the wall. Both the steps width for p1, and 
the height and width of p2 maximum, gradually decreases with 𝜇 increase, and eventually disappears 
at 𝜇 = 3. An energy estimate shows that Ising-Bloch and purely Ising walls coexist at 𝜇 = 3. 
4) The fourth region “4”, where 𝜇 > 3, corresponds to the T-phase with purely Ising-type domain walls 
(see Fig. 3f). The component p1 has an antisymmetric tanh-like profile across the domain wall and 
saturates (𝑝1 → ±1) far from the wall, and the component p2 is absent. Since 𝑝2 ≡ 0, the domain 
wall profile is 𝜇-independent. 
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FIGURE 3. Profiles of order parameters 𝑝1 (red curves) and 𝑝2 (blue curves) calculated for different values 
of ferroelectric anisotropy 𝜇: (a) μ = -0.8, (b) μ = 0, (c) μ =0.5, (d) μ =0.99, (e) μ =2 and (f) μ =4. Solid and 
dashed curves represent FEM solution of Eqs.(6) and its fitting with the trial functions (9), respectively. 
Numbers 1 − 4 denote the regions with different morphology of domain wall: “1” is for the “dark” Ising-Bloch 
domain wall in the O-phase; “1→2” is for the Ising wall at the “dark-bright” domain boundary; “2” is for the 
“bright” domain wall in the O-phase, “3” for is for “mixed” Ising-Bloch-like domain wall in T-phase; and “4” 
is for the Ising domain wall in T-phase. Film thickness 𝑙 ≫ 100. 
 
B. Analytical Solutions for a Solitary Domain Wall in a Thick Film 
 To find stable analytical solutions, direct variational method is applied for Eqs.(6) using the 
trial functions in the form of two kinks superposition and constants: 
𝑝1(𝑥) = 𝑎0 +
𝑎1
2
[tanh(
𝑥+𝑥𝑤
𝑤
) + tanh (
𝑥−𝑥𝑤
𝑤
)],                                    (9a) 
𝑝2(𝑥) = 𝑎2 +
𝑏2
2
𝑤
𝑥𝑤
[tanh(
𝑥+𝑥𝑤
𝑤
) − tanh (
𝑥−𝑥𝑤
𝑤
)].                               (9b) 
The constant amplitude 𝑎0 ≡ 0 to satisfy the antisymmetric boundary conditions for 𝑝1(𝑥) [see 
Eqs.(7c)]. The amplitudes 𝑎1 and 𝑎2 define polarization components far from the wall, because 
𝑝1(𝑥 → ±∞) → ±𝑎1  and 𝑝2(𝑥 → ±∞) → 𝑎2. The amplitude 𝑏2 contributes to the 𝑝2 extremum at 
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the wall, since 𝑝2(0) → 𝑎2 + 𝑏2
𝑤
𝑥𝑤
tanh (
𝑥𝑤
𝑤
)). The length 𝑤 and shift 𝑥𝑤 define the width of the 
𝑝1(𝑥) and 𝑝2(𝑥) domain walls. These five values are variational parameters, which can be determined 
after substitution of Eqs.(9) in the free energy (7), further integration and minimization of the free 
energy over these parameters. This way, in the case of analytical expressions for the integrals, allows 
us to obtain analytical dependencies for the variational parameters on the master parameter 𝜇 [see 
Appendix B]. 
 The choice of the trial functions (9) is based on the fact that the functions are exact and stable 
solutions of the Eqs.(6) for zero anisotropy, 𝜇 = 0, and relatively high anisotropy, 𝜇 ≥ 3. 
Corresponding values of parameters 𝑎1, 𝑎2, 𝑏2, 𝑤, and 𝑥𝑤 are listed in Table I. The solution (9) also 
describes the instability limit at 𝜇 → −1 and the first order phase transition at 𝜇 = 1 [see Table I for 
details].. Since we use the antiperiodic-periodic boundary conditions (7c) for FEM, the shift 𝑥𝑤 
should be zero for the stability of the numerical solution in thick films at −1 < 𝜇 < 1  (O-phase) and 
𝜇 > 3 (T-phase). 
 
Table I. Parameters in Eqs.(9) corresponding to exact solution of the Eqs.(6), and limiting cases+  
 
𝝁 value 
Parameters in Eqs.(9) 
amplitude 𝑎1 amplitude 𝑎2 amplitude 𝑏2 width 𝑤 shift 𝑥𝑤 
𝜇 → −1 tends to +∞ tends to +∞ tends to −∞ √2 0, as defined from B.C.
++ 
𝜇 = 0 1 1 0 √2 0, as defined from B.C.* 
𝜇 → 1 undefined undefined undefined diverges undefined** 
𝜇 =3 1 0 1 √2 undefined*** 
𝜇 >3 1 0 0 √2 0, as defined from B.C. 
+ The constant amplitude 𝑎0 ≡ 0 to satisfy the antisymmetric boundary conditions for 𝑝1(𝑥) 
++ The abbreviation “B.C.” means boundary conditions 
* for 𝜇 =0 the equations become decoupled 
** for 𝜇 =1 the first order phase transition occurs in domain morphology 
*** –  for 𝜇 =3 the energy is 𝑥𝑤-independent 
 
The variational procedure makes sense only if the trial functions (9) correspond to enough 
accurate fitting of the domain wall profiles calculated numerically. To verify this, we performed FEM 
for the case of antiperiodic-periodic boundary conditions (7c) at 𝑙 > 100, and obtained that the 
functions (9) surprisingly well fit the numerical profiles point-in-point for all 𝜇 values in the range 
−1 < 𝜇 < 5  [compare solid and dashed curves in Figs. 3].  
From the fitting of FEM results we extracted the variational parameters 𝑎1, 𝑎2, 𝑏2, 𝑤, and 𝑥𝑤, 
which dependences on 𝜇 are presented in Fig. 4a-b. Using the direct variational method, we derived 
the analytical expressions are valid for the 𝜇-dependence of the amplitudes 𝑎1 and 𝑎2: 
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𝑎1 = {
±√
1
1+𝜇
,   − 1 < 𝜇 < 1,
±1,                  𝜇 > 1,    
                  𝑎2 = {
±√
1
1+𝜇
,   − 1 < 𝜇 < 1,
0,                  𝜇 > 1,    
         (10a) 
Expressions (10a) are almost exact [see blue and black curves in Fig. 4a, where the case 
corresponding to the sign “+” is shown]. Using the conservation of the first integral at the domain 
wall and Eqs.(10a) we derived approximate expressions for the amplitude 𝑏2: 
𝑏2 ≈
{
 
 
 
 ∓√
1
1+𝜇
∓ 1,          − 1 < 𝜇 < 1,
±
𝑥𝑤
𝑤
coth (
𝑥𝑤
𝑤
) ,         1 < 𝜇 < 3,
  0,                                  𝜇 > 3.    
                   (10b) 
The upper signs in the expression (10b) corresponds to red curves in Fig. 4a.  
The domain wall width w and shift 𝑥𝑤 have a strong peculiarity in the same region 0.9 < 𝜇 <
1.1 and can be approximately described by the spline-interpolation functions: 
𝑤 ≈ {
𝑠𝑝𝑙𝑖𝑛𝑒,   − 1 < 𝜇 < 1,
𝑠𝑝𝑙𝑖𝑛𝑒,         1 < 𝜇 < 3,
  √2,                  𝜇 > 3,    
       𝑥𝑤 ≈ {
0,   − 1 < 𝜇 < 1,
𝑠𝑝𝑙𝑖𝑛𝑒,         1 < 𝜇 < 3,
  0,                  𝜇 > 3,    
                  (10c) 
Expressions (10c) correspond to brown and green curves in Fig. 4b.  
The variational method determining the analytical dependences of parameters 𝑎1, 𝑎2, 𝑏2, 𝑤, 
and 𝑥𝑤 on 𝜇 is described in Appendix B. 
The high accuracy of the fitting results [shown in Figs. 3-4] in the entire range −1 < 𝜇 < 5, 
which uses only five 𝜇 −dependent parameters for two polarization components, allows us to 
conclude that the analytical functions (9), which are trial functions in the direct variational method, 
can be treated as the high-accuracy variational solution of the static EL equations with cubic 
nonlinearity.  
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FIGURE 4. (a) Dependences of the polarization amplitudes 𝑎1, 𝑎2 and 𝑏2 (solid black, blue dotted and solid 
red curves respectively). on the master parameter – ferroelectric anisotropy factor y 𝜇. (b) Dependences of the 
shift 𝑥𝑤 and width w on the parameter 𝜇 (green and brown curves respectively). Numbers 1 - 4 in the upper 
row denote regions with different morphology of domain walls, which profiles are shown in Fig.2. Regions 
“1” and “2” correspond to the “dark” and “bright” Ising-Bloch domain walls in O-phase; regions “3” and “4” 
correspond to the Ising-Bloch and purely Ising domain walls in T-phase. Solid green and brown curves are 
spline-interpolations plotted through the symbols (circles and boxes) calculated by FEM. 
 
4. ANALYTICAL SOLUTIONS FOR THE ISING-BLOCH POLYDOMAINS 
A. Analytical Solutions for the “Rotational” Ising-Bloch Polydomains 
For the case of negative ferroelectric anisotropy factor 𝜇 ≤ −1 the system of Eqs.(6a) 
becomes unstable. Let us look for the stable polydomain solutions of Eqs.(6) for the case 𝜇 > −1 and 
𝑙 < 100. After introducing new variables in Eqs.(6), 𝑝 = 𝑝1 + 𝑝2 and 𝑎 = 𝑝1 − 𝑝2, one could get the 
following equations for them (see Eq. (A.5b) from Appendix A): 
−𝑝 +
1+𝜇
4
𝑝3 +
3−𝜇
8
𝑝 𝑎2 −
𝜕2𝑝
𝜕𝑥2
= 0,                                     (11a) 
−𝑎 +
1+𝜇
4
𝑎3 +
3−𝜇
8
𝑎 𝑝2 −
𝜕2𝑎
𝜕𝑥2
= 0.                                    (11b) 
It is seen from that Eqs.(11a) and (11b) are independent on each other for the specific case 
𝜇 = 3, when they can be solved separately using elliptic Jacobi functions. The solution for 𝜇 = 3 has 
the form of elliptic sine functions (“snoid”): 
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𝑝(𝑥3) = √
2𝑚
1+𝑚
𝑠𝑛 (
𝑥+𝑥𝑤1
√1+𝑚
|𝑚),     𝑎(𝑥3) = √
2𝑛
1+𝑛
𝑠𝑛 (
𝑥+𝑥𝑤2
√1+𝑛
| 𝑛),              (12) 
where two elliptic function “modules”, m and n, and two “shifts”, 𝑥𝑤1 and 𝑥𝑤2, should be defined 
from the boundary conditions, as shown below.  
Next, using the relations 𝑝1 = (𝑝 + 𝑎) 2⁄  and 𝑝2 = (𝑝 − 𝑎) 2⁄  one could get from Eqs.(12) 
the expressions for 𝑝1 and 𝑝2: 
𝑝1(𝑥) =
1
2
[√
2𝑚
1+𝑚
𝑠𝑛 (
𝑥+𝑥𝑤1
√1+𝑚
|𝑚) + √
2𝑛
1+𝑛
𝑠𝑛 (
𝑥+𝑥𝑤2
√1+𝑛
| 𝑛)],              (13a) 
𝑝2(𝑥) =
1
2
[√
2𝑚
1+𝑚
𝑠𝑛 (
𝑥+𝑥𝑤1
√1+𝑚
|𝑚) − √
2𝑛
1+𝑛
𝑠𝑛 (
𝑥+𝑥𝑤2
√1+𝑛
| 𝑛)],              (13b) 
 Since the solution (13) is dependent on 4 free parameters, modules m and n, and shifts 𝑥𝑤1 
and 𝑥𝑤2, it pretends to be a general solution, but we cannot say that it is the one, because the existence 
and uniqueness theorem is not valid for solutions of nonlinear differential equations. The modula m 
and n define the shape and the period of the polarization profile (13).  
 A1. Natural and zero boundary conditions for the polarization components. It is shown in 
Appendix A, that the modules, m and n, satisfy the same transcendental equations for the two limiting 
cases of the boundary conditions (7b), 𝜆𝑖 = 0 and 𝜆𝑖 → +∞, namely:  
2√1 +𝑚𝐊(𝑚)𝑁𝑥 = 𝑙,            2√1 + 𝑛 𝐊(𝑛)𝑁𝑦 = 𝑙.                            (14a) 
Here 𝐊(𝑘) is the complete elliptic integral of the first kind, which determines the half-period 2𝐊(𝑘) 
of the elliptic functions. Also we introduced the numbers 𝑁𝑥 = 0, 1, 2… and 𝑁𝑦 = 0, 1, 2, … 
corresponding to the number of “nodes” of 𝑝(𝑥) and 𝑎(𝑥) functions, which satisfy Eqs.(11a) and 
(11b), respectively. The situation with these nodes is similar to the eigen solutions of a wave equation, 
when the boundary conditions are satisfied by an infinite set of solutions with a different number of 
half-waves for a fixed thickness l. 
 At the same time, we obtained that the shifts 𝑥𝑤1 and 𝑥𝑤2 do depend on the boundary 
condition type, namely, for the natural boundary conditions 
𝑑𝑝𝑖
𝑑𝑥
|
𝑥=±𝑙/2
= 0: 
𝑥𝑤1 =
𝑙
2
(1 ±
1
𝑁𝑥
),       𝑥𝑤2 =
𝑙
2
(1 ±
1
𝑁𝑦
),     (𝜆𝑖 → +∞).    (14b) 
For zero polarization conditions 𝑝𝑖|𝑥=±𝑙/2 = 0: 
𝑥𝑤1 =
𝑙
2
(1 ±
1−(−1)𝑞
𝑁𝑥
),   𝑥𝑤2 =
𝑙
2
(1 ±
1−(−1)𝑠
𝑁𝑦
),     (𝜆𝑖 = 0),    (14c) 
where q and s are independent integers. From Eqs.(14) the par of integers {𝑁𝑥, 𝑁𝑦} characterizes the 
solution (13) at a given l. However the characterization is not unique due to the uncertainty in signs 
in Eqs.(14b)-(14c). 
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 The cases 𝑁𝑥 = 0 and 𝑁𝑦 = 0 require a separate consideration, since 𝑚 → 1 and 𝑛 → 1 for 
the cases, respectively. The shift 𝑥𝑤1,2 diverge as −log(√1 − 𝑘) at 𝑘 → 1 (𝑘 = 𝑚, 𝑛) and the 
solutions (12)-(13) formally becomes undefined. More rigorous consideration shows that this case 
corresponds to “nodeless” solutions, which are trivial and independent on thickness 
𝑝(𝑥3)
𝑁𝑥→0
→   {
0,       𝜆𝑖 = 0,
1,   𝜆𝑖 → +∞.
           𝑎(𝑥3)
𝑁𝑦→0
→   {
0,      𝜆𝑖 = 0,
1,   𝜆𝑖 → +∞.
              (14d) 
 Using the “decoupled” form (12) of the solution (13), the “decoupled” free energy, 𝐺[𝑝, 𝑎] =
1
𝑙
∫ 𝑑𝑥 [−
1
4
(𝑝2 + 𝑎2) +
1
8
(𝑝4 + 𝑎4) +
1
4
((
𝑑𝑝
𝑑𝑥
)
2
+ (
𝑑𝑎
𝑑𝑥
)
2
)]
𝑙
2
−
𝑙
2
, is equal to: 
𝐺[𝑚, 𝑛] = 𝐺𝑐[𝑚] + 𝐺𝑐[𝑛],   𝐺𝑐[𝑘] = −
1
6(1+𝑘)2
(2 + 𝑘 − 2(1 + 𝑘)
𝐄(𝑘)
𝐊(𝑘)
),      (15a) 
where 𝐄(𝑘) is the complete elliptic integrals of the second type. Note that the energy appeared 
independent on 𝑥𝑤1,2 and hence is the same for both cases 𝜆𝑖 = 0 and 𝜆𝑖 → +∞. The case 𝑚 → 1 or 
𝑛 → 1 is exceptional, and corresponding contributions to Eq.(15a) should be rewritten as follows: 
𝐺𝑐[𝑚]
𝑁𝑥→0
→   {
0,        𝑁𝑥 → 0,    𝜆𝑖 = 0;
−
1
8
,   𝑁𝑥 → 0,    𝜆𝑖 → +∞.
,                                         (15b) 
 The normalized energy 𝐺[𝑚, 𝑛] of the polydomain states as a function of l was calculated 
from Eqs.(15) for different numbers of domain walls inside the film, {𝑁𝑥, 𝑁𝑦}. Results are shown in 
Fig. 5a for 𝜆𝑖 → +∞, and in Fig.6b for 𝜆𝑖 = 0. The energy is normalized on a “bulk” value 𝐺𝑏 =
1/4. Typical distribution of polarization components, 𝑝1 (red curves) and 𝑝2 (blue curves) calculated 
with Eqs.(13) for different 𝑁𝑥 and 𝑁𝑦, are shown in Figs. 5b-g for 𝜆𝑖 → +∞, and in Fig.6b-g for 𝜆𝑖 =
0.  
The (meta)stable polydomain states have negative energy, which monotonically decreases 
with l increase for a fixed {𝑁𝑥, 𝑁𝑦} in both cases 𝜆𝑖 → +∞ and 𝜆𝑖 = 0 (see Fig.5a and 6a). The single-
domain state with 𝑁𝑥 = 𝑁𝑦 = 0 is absolutely stable for 𝜆𝑖 → +∞ (corresponding energy relief 
corresponds to the potential well) and unstable for 𝜆𝑖 = 0 (corresponding energy relief corresponds 
to the saddle point) (compare horizontal dashed lines in Fig.5a and 6a). The critical thickness of the 
film, 𝑙𝑐𝑟, below which the ferroelectric phase disappears, is individual for the concrete polydomain 
state {𝑁𝑥, 𝑁𝑦}, and, as a rule, it increases with sum 𝑁𝑥 +𝑁𝑦 increase (see vertical dotted lines in 
Fig.5a and 6a). Only the single-domain state {0,0} has no critical thickness at 𝜆𝑖 → +∞. The states 
{0,1}, {1,1}, {1,2}, {1,3} … and {1, 𝑁} have the same minimal 𝑙𝑐𝑟 ≈ 𝜋. The states {0,2}, {2,2}, {2,3}, 
…  and {2, 𝑁} have the same 𝑙𝑐𝑟 ≈ 2𝜋. The states {0,3}, {3,3}, {3,4}, …  and {3, 𝑁} have the same 
𝑙𝑐𝑟 ≈ 3𝜋. In general, all states with the same 𝑁 = 𝑚𝑖𝑛{𝑁𝑥, 𝑁𝑦} have the same 𝑙𝑐𝑟[𝑁], which increases 
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with N increase. The critical thickness can be derived from Eqs.(14a) in the limit 𝑚 → 0 (or 𝑛 → 0), 
namely: 
𝑙𝑐𝑟[𝑁] ≈ 𝜋𝑁    (𝑁 > 0).                                    (16) 
For a fixed l and 𝜆𝑖 → +∞ the energy of the polydomain states increases with the sum 𝑁𝑥 +
𝑁𝑦 increase (see Figs. 5a), and the lowest polydomain state is {0,1} = {1,0}. The energy of {0,2} 
state is slightly lower that the energy of {1,1} state, but this state has twice bigger 𝑙𝑐𝑟. For 𝑙 > 𝑙𝑐𝑟 the 
energies of {1,1} and {0,2} states become very close and approach the energy of the single-domain 
state in the limit 𝑙 ≫ 𝑙𝑐𝑟. The same trend is evident for all other states {𝑁𝑥, 𝑁𝑦} and {0, 𝑁𝑥 + 𝑁𝑦}. It 
is important that the energy of all polydomain states tends to the single-domain state energy 𝐺 = −𝐺𝑏 
in the limit 𝑙 → +∞ for the case 𝜆𝑖 → +∞.  
It is seen from Fig. 5b-g that the profile and amplitude of the polydomain solution (13) is 
determined by the film thickness l and by the “nodes” pair {𝑁𝑥, 𝑁𝑦}. Simple Ising-type domains with 
quasi-sinusoidal profile for l slightly bigger than 𝑙𝑐𝑟 (see Figs. 5b), or with strongly an-harmonic 
“snoidal” profile for 𝑙 ≫ 𝑙𝑐𝑟 (see Figs. 5e), correspond to the same numbers 𝑁𝑥 = 𝑁𝑦. Rather 
complex phase-shifted asymmetric Bloch-Ising type profiles, which are quasi-harmonic for 𝑙 ≈ 𝑙𝑐𝑟 
(see Figs. 5c), or strongly an-harmonic for 𝑙 ≫ 𝑙𝑐𝑟 (see Figs. 5f), correspond the close numbers 𝑁𝑥 =
𝑁𝑦 − 1. Simple in-phase (i.e. 𝑝1(𝑥) = 𝑝2(𝑥) + 1) and symmetric (i.e. 𝑝1,2(𝑥) = 𝑝1,2(−𝑥)) Bloch-
Ising type profiles, which are quasi-harmonic for 𝑙 ≈ 𝑙𝑐𝑟 (see Figs. 5d), or strongly anharmonic for 
𝑙 ≫ 𝑙𝑐𝑟 (see Figs. 5g), correspond the pairs {0, 𝑁𝑦} or {𝑁𝑥, 0}. 
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FIGURE 5. (a) Energy of the metastable polydomain states as a function of dimensionless film thickness l for 
different numbers of domain walls inside the film, {𝑁𝑥, 𝑁𝑦}, denoted near the curves. (b-g) Distribution of 
polarization components, 𝑝1 (red curves) and 𝑝2 (blue curves), in the film of thickness 𝑙 = 25 (b, c, d) and 
𝑙 = 100 (e, f, g) calculated using Eqs.(13) for different numbers 𝑁𝑥=4 and 𝑁𝑦=4 (b, e); 𝑁𝑥=5 and 𝑁𝑦=6 (c, f); 
𝑁𝑥=0 and 𝑁𝑦=4 (d, g). The absolutely stable single-domain state with 𝑁𝑥 = 𝑁𝑦 = 0 is shown for comparison 
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by a dashed line. Natural boundary conditions are used for polarization components: 
𝑑𝑝𝑖
𝑑𝑥
|
𝑥=±𝑙/2
= 0, i.e. 
𝜆𝑖 → +∞ for all plots (a-g). Ferroelectric anisotropy factor 𝜇 = 3, and energy scale factor 𝐺𝑏 = 1/4.  
 
For a fixed l and 𝜆𝑖 = 0 the energy of the polydomain states increases with 𝑁𝑥 or/and 𝑁𝑦 
increase (see Figs. 6a), and the lowest polydomain states are {1,1}, {1,2} and {1,3}, respectively. The 
energy of {0,1} state is almost the same as the energy of {1,3} state only for 𝑙 < 3𝜋, at 𝑙 ≫ 3𝜋 it 
tends to −𝐺𝑏 2⁄ , while the energy of the states {1, 𝑁𝑦} tends to −𝐺𝑏 in the limit 𝑙 ≫ 𝑙𝑐𝑟. The same 
trend is evident for all other states {𝑁𝑥, 𝑁𝑦} (𝑁𝑥,𝑦 ≥ 1), which energy eventually tends to −𝐺𝑏 and 
{0, 𝑁𝑦}states, which energy eventually tends to −𝐺𝑏 2⁄  in the limit 𝑙 → +∞. It is important that in the 
limit 𝑙 → +∞ the energies G of all polydomain states “split” into two levels – the ground domain state 
“0” with  𝐺0 = −𝐺𝑏  and the excited state “1” with 𝐺1 = −
𝐺𝑏
2
, which are separated by the “gap” of 
width ∆𝐺 =
𝐺𝑏
2
. These two levels, each of which splits on the infinite set of sub-levels, which are 
characterized by a multiple close-energy poly-domain morphologies with number {0, 𝑁𝑦} and 
{𝑁𝑥, 𝑁𝑦} (𝑁𝑥,𝑦 ≥ 1), respectively.  
The two-level energy structure of the polydomain states for 𝜆𝑖 = 0 principally differs for the 
single level existing in the case 𝜆𝑖 → +∞ (compare Fig.5a and 6a). Since zero polarization at the 
surface (i.e. 𝑝𝑖|𝑥=±𝑙/2 = 0) can be realized experimentally relatively easy by creation of the ultra-thin 
non-ferroelectric passive layers at the film surfaces [2, 39, 42], we can speculate how to switch the 
polarization state between the level “0” and “1”. Imagine that we have a “thermal demon”, who can 
excite the film polarization to the one of the polydomain states “1”. When the system is released, it 
tries to thermalize its energy excess, and, if the dissipation is very small in a film without 
imperfections [i.e. 𝜌 ≫ 𝜏2 in Eqs.(6)], it can oscillate with some period between the excited states 
“1” and ground state “0”. Since each level has the infinite number of sub-levels, the oscillations 
between the levels can be used for e.g. racetrack memory and q-bit operation imitation, which utilizes 
the parallelism of the polarization states evolution. 
It is seen from Fig. 6b-g that the profile and amplitude of the polydomain solution (13) is 
determined by the film thickness l and by the “nodes” pair {𝑁𝑥, 𝑁𝑦}. Simple Ising-type domains with 
quasi-sinusoidal profile for l slightly bigger than 𝑙𝑐𝑟 (see Figs. 6b), or with strongly anharmonic 
“snoidal” profile for 𝑙 ≫ 𝑙𝑐𝑟 (see Figs. 6e), correspond to the same numbers 𝑁𝑥 = 𝑁𝑦. Rather 
complex phase-shifted asymmetric Bloch-Ising type profiles, which are quasi-harmonic for 𝑙 ≈ 𝑙𝑐𝑟 
(see Figs. 6c), or strongly anharmonic for 𝑙 ≫ 𝑙𝑐𝑟 (see Figs. 6f), correspond the close numbers 𝑁𝑥 =
𝑁𝑦 − 1. Simple anti-phase (i.e. 𝑝1(𝑥) = −𝑝2(𝑥)) and antisymmetric (𝑝1,2(𝑥) = −𝑝1,2(−𝑥)) Bloch-
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Ising type profiles, which are quasi-harmonic for 𝑙 ≈ 𝑙𝑐𝑟 (see Figs. 6d), and strongly anharmonic for 
𝑙 ≫ 𝑙𝑐𝑟 (see Figs. 6g), correspond the pairs {0, 𝑁𝑦} or {𝑁𝑥, 0}. 
 
 
FIGURE 6. (a) Energy of the polydomain states as a function of dimensionless film thickness l for different 
numbers of domain walls inside the film, {𝑁𝑥, 𝑁𝑦}, denoted near the curves. (b-g) Distribution of polarization 
components, 𝑝1 (red curves) and 𝑝2 (blue curves), in the film of thickness 𝑙 = 25 (b, c, d) and 𝑙 = 100 (e, 
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f, g) calculated using Eqs.(13) for different numbers 𝑁𝑥=4 and 𝑁𝑦=4 (b, e); 𝑁𝑥=5 and 𝑁𝑦=6 (c, f); 𝑁𝑥=0 and 
𝑁𝑦=4 (d, g). The unstable single-domain state with 𝑁𝑥 = 𝑁𝑦 = 0 is shown for comparison by a dashed line. 
Ferroelectric anisotropy factor 𝜇 = 3, and 𝐺𝑏 = 1/4. Zero boundary conditions are used for polarization 
components, 𝑝𝑖|𝑥=±𝑙/2 = 0, i.e. 𝜆𝑖 = 0 for all plots (a-g). 
 
To resume the analysis of the limiting cases 𝜆𝑖 → ∞ and 𝜆𝑖 = 0, analytical solutions (13), 
which contain 4 free parameters (m, n, 𝑥𝑤1 and 𝑥𝑤2), are suitable candidates for a general stable 
solution of nonlinear differential EL equations (6) for 𝜇 = 3, since the number of free parameters is 
enough to satisfy arbitrary boundary conditions (7) at the film surfaces. The solutions (13) are 
degenerated for a fixed boundary conditions, because they contain different number of domain walls 
proportional to 𝑁𝑥 for 𝑝1 + 𝑝2, and to 𝑁𝑦 for 𝑝1 − 𝑝2. The analysis of the free energy (15) dependence 
on the number of domains for a fixed film thickness l allows to select the single- or poly-domain 
solution corresponding to the minimal energy [see Fig. 5a and 6a]. We obtained that the single-
domain state corresponds to the minimal energy for the case of natural boundary conditions [namely 
for 𝜆𝑖 → ∞ in Eq.(7b)], while the Ising-Bloch polydomain states with the total number of domain 
walls 𝑁𝑥 + 𝑁𝑦 ≥ 1 minimize the system energy for zero polarization at the film surface [namely for 
𝜆𝑖 = 0 in Eq.(7b)]. In the case 𝜆𝑖 = 0 the energy of polydomain states split into two levels “0” and 
“1”, and each of levels is the infinite set of the close-energy sub-levels, which domain morphology is 
characterized by the pair of nodes {0, 𝑁𝑦} for the level “1” and {𝑁𝑥, 𝑁𝑦} for the level “0”, where 
𝑁𝑥,𝑦 ≥ 1. 
 A2. Periodic-antiperiodic boundary conditions for the polarization components. If the 
periodic-antiperiodic boundary conditions (7c) are valid for two components of polarization, one can 
put 𝑚 = 𝑛 and 𝑥𝑤1 = −𝑥𝑤2 = 𝑥𝑤 in the solution (13), while it is not the only possibility in the case. 
Anyway, the two parameters, 𝑚 and 𝑥𝑤, remained undefined from the Eqs.(13) in the case of 
Eqs.(7c). The free energy G is minimal for m→1 and n→1 corresponding to a solitary domain wall. 
In the simultaneous limit m=n→1 the solution (13) transforms into a solitary wall solution (9), namely 
𝑝1(𝑥3) =
1
2
[tanh (
𝑥+𝑥𝑤
√2
) + tanh (
𝑥−𝑥𝑤
√2
)] and 𝑝2(𝑥3) =
1
2
[tanh (
𝑥+𝑥𝑤
√2
) − tanh (
𝑥−𝑥𝑤
√2
)]. These 
expressions become identical with Ivanchik solution [36] after elementary calculations [see 
Appendix A for details].  
 The solution (13) can be considered as a trial function for −1 < 𝜇 < 3. For instance, in the 
case of the boundary conditions (7c) possible trial functions for polydomain solutions are 
𝑝1(𝑥) = 𝑎1 +
𝑏1
2
√
2𝑚
1+𝑚
[𝑠𝑛 (
𝑥+𝑥𝑤
√1+𝑚
|𝑚) + 𝑠𝑛 (
𝑥−𝑥𝑤
√1+𝑚
|𝑚)],                  (17a) 
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𝑝2(𝑥) = 𝑎2 +
𝑏2
2
𝑤
𝑥𝑤
√
2𝑚
1+𝑚
[𝑠𝑛 (
𝑥+𝑥𝑤
√1+𝑚
|𝑚) − 𝑠𝑛 (
𝑥−𝑥𝑤
√1+𝑚
|𝑚)],                (17b) 
where “new” free parameters, constant offsets 𝑎𝑖 and amplitudes 𝑏𝑖, are introduced in the same way 
as in Eqs.(9). They should be determined by using the direct variational method similarly to the case 
of a solitary domain wall considered in the previous Section 3. 
 
B. Analytical Solutions for the Ising Polydomains  
 For the case of high positive ferroelectric anisotropy 𝜇 > 3 the stable polydomain solution of 
Eqs.(6a) becomes of Ising type and  𝜇-independent, since 𝑝2-component is absent. Corresponding 
polarization profile has the snoidal form: 
𝑝1(𝑥3) = √
2𝑚
1+𝑚
sn (
𝑥+𝑥𝑤
√1+𝑚
|𝑚),        𝑝2(𝑥3) ≡ 0.                    (18a) 
The snoid modulus m and shift 𝑥𝑤 should be determined from the boundary conditions (7). For the 
two limiting cases, 𝜆𝑖 = 0 and 𝜆𝑖 → +∞, the modulus m satisfies the condition 2𝑁√1 +𝑚 𝐊(𝑚) =
𝑙, where the integer number N regulates the number of solution “nodes” [compare with Eqs.(14a)]. 
The shift 𝑥𝑤 =
𝑙
2
(1 ±
1
𝑁
) for 𝜆𝑖 → +∞, or 𝑥𝑤 =
𝑙
2
(1 ±
1−(−1)𝑠
𝑁
) for 𝜆𝑖 = 0 [compare with Eqs.(14b)-
(14c)]. Using the solution (18a), the free energy was calculated as: 
𝐺 =
1
𝑙
∫ 𝑑𝑥 (−
𝑝2
2
+
𝑝4
4
+
1
2
(
𝑑𝑝
𝑑𝑥
)
2
)
𝑙
2
−
𝑙
2
≡ −
1
3(1+𝑚)2
(2 + 𝑚 − 2(1 + 𝑚)
𝐄(𝑚)
𝐊(𝑚)
),         (18b) 
The first integral is I(𝑚) = −
𝑚
(1+𝑚)2
. As it can be seen, Eqs.(18) are the particular case of Eqs.(13)-
(15) for the case 𝑁𝑥 = 𝑁𝑦 = 𝑁. Thus, the solutions (18a) and their energy (18b) are presented among 
other curves with 𝑁𝑥 = 𝑁𝑦, which are shown in Figs.5-6. To resume, the analytical polydomain 
solution (18a), which contain 2 free parameters (m and 𝑥𝑤2), is suitable candidates for a general stable 
solution of EL equations (6) for 𝜇 > 3, since the number of free parameters is enough to satisfy the 
boundary conditions (7) at the film surfaces. The solution (18) is degenerated for a fixed boundary 
conditions, because it contains different number of domains (N or N+1). The analysis of the free 
energy (18b) dependence on the number of domains for a fixed film thickness l allows to select the 
single- or poly-domain solution corresponding to the minimal energy [see curves {1,1}, {2,2} and 
{3,3}  in Figs. 5a and 6a]. The single domain state corresponds to the minimal energy for the case of 
polarization zero derivative at the surface [namely for 𝜆𝑖 → ∞ in Eq.(7b)], while the Ising poly-
domains minimize the system energy for e.g. zero polarization at the surface [namely for 𝜆𝑖 → 0 in 
Eq.(7b)].  
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5. SUMMARY 
We considered a dynamics of 180-degree uncharged “rotational” domain wall in a miltiaxial 
ferroelectric film within the framework of analytical LGD approach. FEM was used to solve 
numerically the system of the coupled nonlinear Euler-Lagrange (EL) differential equations of the 
second order for two components of polarization. It appeared, that the static wall structure (e.g. Ising, 
Ising-Bloch, or mixed type) and corresponding (meta)stable phase of the film are dependent on the 
only master parameter – dimensionless factor of ferroelectric anisotropy 𝜇, that can vary in a wide 
range −1 < 𝜇. Using spline-interpolations, we fitted the static profile of a solitary domain wall, 
calculated by FEM, with multi-parametric hyperbolic kink-like functions for the two-component 
polarization, and extracted the five 𝜇 −dependent parameters from the fitting to FEM curves. The 
surprisingly high accuracy of the fitting results in the entire range −1 < 𝜇 < 5, allows to conclude 
that the analytical functions, which are trial functions in the direct variational method, can be treated 
as the high-accuracy variational solution of the static EL equations with cubic nonlinearity.  
Next, using LGD approach, we derived and analyzed the two-component and one-component 
analytical solutions of the static EL-equations for a polydomain 180-degree domain structure in a 
miltiaxial ferroelectric film. The analytical solutions in the form of elliptic Jacobi functions, which 
contain 2 and 4 free parameters, respectively, are suitable candidates for a general stable solution of 
EL equations, since the number of free parameters is enough to satisfy the wide class of boundary 
conditions at the film surfaces The solutions are degenerated for a definite boundary conditions, 
because they can contain different number of domains for 𝑝1, and 𝑝2 components. However, the 
analysis of the free energy dependence on the number of domains for a fixed film thickness allowed 
us to select that single- or poly-domain solution, which corresponds to the minimal energy. In 
particular, we obtained that the single-domain state corresponds to the minimal energy for the case 
of polarization zero derivative at the film surfaces, while the Ising-Bloch domain walls with the total 
number 2 or more minimize the system energy for zero polarization at the film surfaces.  
The energy of the polydomain states split into two levels “0” and “1” for zero polarization at 
the surfaces. Each of the levels “0” or “1” is the infinite set of the close-energy sub-levels, which 
domain morphology is characterized by different structure of nodes for the two-component 
polarization 𝒑 = {𝑝1, 𝑝2}, namely {0, 𝑁𝑦} for the level “1” and {𝑁𝑥, 𝑁𝑦} for the level “0”, where 
𝑁𝑥,𝑦 ≥ 1. Since zero polarization at the surface can be realized experimentally relatively easy by 
creation of the sub-surface non-ferroelectric passive layers, one can switch the polarization state 
between the levels “0” and “1”. The excited system can oscillate with some period between the 
excited states “1” and ground state “0”, and the oscillations can be used for e.g. racetrack memory 
and q-bit operations imitation. 
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43 SUPPLEMENTARY MATERIALS 
 
APPENDIX A. Static Solutions 
AI. Analytical solutions in the form of one-component solitary domain walls  
 For the case 𝑎12 = −2𝑎11 the solitary solution of Eqs.(3) becomes one-component and 
unstable, namely, 𝑃1(𝑥3) = 𝑃2(𝑥3) = 𝐴 sin [
𝑥3−𝑥0
𝑅𝑐
]. For the case 𝑎12 = 0 the solution becomes 
"decoupled" and have the form of two independent tanh-profiles,  
𝑃1(𝑥3) = 𝑃𝑆 tanh [
𝑥3−𝑥𝐿
𝑅𝑐
], 𝑃2(𝑥3) = 𝑃𝑆 tanh [
𝑥3−𝑥𝑅
𝑅𝑐
].              (A.1) 
 For the specific case 𝑎12 = 6𝑎11, 𝑔44 > 0 and 𝑎1 < 0 the partial solution of Eqs.(9) was 
derived by Ivanchik. It presents a an uncharged Ising-Bloch type domain wall (two “rotational” 180-
degree c-domains separated by an a-domain). 
 
AII. Analytical solutions in the form of the two-component Ising-Bloch walls 
Adding and subtracting Eqs.(3a) and (3b) from one another gives following equations (after dividing 
by 2): 
𝑎1(𝑃1 + 𝑃2) + 2𝑎11(𝑃1
3 + 𝑃2
3) + 𝑎12(𝑃1𝑃2
2 + 𝑃2𝑃1
2) −
𝑔44
2
𝜕2(𝑃1+𝑃2)
𝜕𝑥3
2 = 0,           (A.2a) 
𝑎1(𝑃1 − 𝑃2) + 2𝑎11(𝑃1
3 − 𝑃2
3) + 𝑎12(𝑃1𝑃2
2 − 𝑃2𝑃1
2) −
𝑔44
2
𝜕2(𝑃1−𝑃2)
𝜕𝑥3
2 = 0.           (A.2b) 
For the case 𝑎12 > −2𝑎11, after introducing new order parameters, 𝑃 = 𝑃1 + 𝑃2 and 𝐴 = 𝑃1 − 𝑃2, 
one could get the following equations for P and A: 
𝑎1𝑃 + (
𝑎11
2
+
𝑎12
4
)𝑃3 + (
3
2
𝑎11 −
𝑎12
4
) 𝑃 𝐴2 −
𝑔44
2
𝜕2𝑃
𝜕𝑥3
2 = 0,            (A.3a) 
𝑎1𝐴 + (
𝑎11
2
+
𝑎12
4
)𝐴3 + (
3
2
𝑎11 −
𝑎12
4
)𝐴 𝑃2 −
𝑔44
2
𝜕2𝐴
𝜕𝑥3
2 = 0.           (A.3b) 
The free energy density is 𝑔𝐿𝐺𝐷 = 𝐼1 +
𝑔44
2
[(
𝑑𝑃
𝑑𝑥
)
2
+ (
𝑑𝐴
𝑑𝑥
)
2
], where first integral (that is an x-
independent constant) is  𝐼1 =
𝑎1
2
(𝑃2 + 𝐴2) + (
𝑎11
8
+
𝑎12
16
) (𝑃4 + 𝐴4) + (
3𝑎11
4
−
𝑎12
8
)𝑃2𝐴2 −
𝑔44
4
[(
𝑑𝑃
𝑑𝑥
)
2
+ (
𝑑𝐴
𝑑𝑥
)
2
].  
Hence 𝑔𝐿𝐺𝐷 =
𝑎1
2
(𝑃2 + 𝐴2) + (
𝑎11
8
+
𝑎12
16
) (𝑃4 + 𝐴4) + (
3𝑎11
4
−
𝑎12
8
)𝑃2𝐴2 +
𝑔44
4
[(
𝑑𝑃
𝑑𝑥
)
2
+ (
𝑑𝐴
𝑑𝑥
)
2
] 
which is similar to the expression via polarization components: 
𝑔𝐿𝐺𝐷 = 𝑎1(𝑃1
2 + 𝑃2
2) + a11(𝑃1
4 + 𝑃2
4) + a12𝑃1
2𝑃2
2 +
𝑔44
2
[(
𝑑𝑃1
𝑑𝑥
)
2
+ (
𝑑𝑃2
𝑑𝑥
)
2
] 
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It is seen that Eqs.(A.3a) and (A.3b) are independent on each other only for the specific case 
𝑎12 = 6𝑎11, and could be solved separately. At the simultaneous limit m→1 and n→1 it is easy to 
get a simpler expression from the solution (13): 
𝑃1(𝑥3) =
𝑃𝑠
2
[𝑡𝑎𝑛ℎ (
𝑥−𝑥0
√2𝑅𝑐
) + 𝑡𝑎𝑛ℎ (
𝑥−𝑥𝑎
√2𝑅𝑐
)] ≡
𝑃𝑠
2
𝑠𝑖𝑛ℎ(
𝑥−𝑥0
√2𝑅𝑐
) 𝑐𝑜𝑠ℎ(
𝑥−𝑥𝑎
√2𝑅𝑐
)+𝑐𝑜𝑠ℎ(
𝑥−𝑥0
√2𝑅𝑐
) 𝑠𝑖𝑛ℎ(
𝑥−𝑥𝑎
√2𝑅𝑐
)
𝑐𝑜𝑠ℎ(
𝑥−𝑥0
√2𝑅𝑐
) 𝑐𝑜𝑠ℎ(
𝑥−𝑥𝑎
√2𝑅𝑐
)
≡
𝑃𝑠
𝑠𝑖𝑛ℎ(
2𝑥−𝑥0−𝑥𝑎
√2𝑅𝑐
)
𝑐𝑜𝑠ℎ(
𝑥0−𝑥𝑎
√2𝑅𝑐
)+𝑐𝑜𝑠ℎ(
2𝑥−𝑥0−𝑥𝑎
√2𝑅𝑐
)
   (A.4a) 
𝑃2(𝑥3) =
𝑃𝑠
2
[𝑡𝑎𝑛ℎ (
𝑥−𝑥0
√2𝑅𝑐
) − 𝑡𝑎𝑛ℎ (
𝑥−𝑥𝑎
√2𝑅𝑐
)] ≡ 𝑃𝑠
𝑠𝑖𝑛ℎ(
𝑥𝑎−𝑥0
√2𝑅𝑐
)
𝑐𝑜𝑠ℎ(
𝑥0−𝑥𝑎
√2𝑅𝑐
)+ 𝑐𝑜𝑠ℎ(
2𝑥−𝑥0−𝑥𝑎
√2𝑅𝑐
)
                 (A.4b) 
It is seen that Eqs.(A.4) coincides with equations (10) up to the change of designations. 
 
Substitution of the analytical solution (13) to the boundary conditions 
1) The case 𝝀𝒊 = 𝟎. The boundary conditions are 
𝑝1(±𝑙/2) =
1
2
[√
2𝑚
1+𝑚
𝑠𝑛 (
±𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚) + √
2𝑛
1+𝑛
𝑠𝑛 (
±𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛)] = 0,              (A.5a) 
𝑝2(±𝑙/2) =
1
2
[√
2𝑚
1+𝑚
𝑠𝑛 (
±𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚) − √
2𝑛
1+𝑛
𝑠𝑛 (
±𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛)] = 0,              (A.5b) 
These Eqs.(A.5) are equivalent to the two sets of independent equations: 
𝑠𝑛 (
−𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚) = 𝑠𝑛 (
𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚) = 0,                                  (A.6a) 
𝑠𝑛 (
−𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛) = 𝑠𝑛 (
𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛) = 0,                                  (A.6b) 
From these equations 
−𝑙/2+𝑥𝑤1
√1+𝑚
= ±2𝐊(𝑚)𝑀1,           
𝑙/2+𝑥𝑤1
√1+𝑚
= ±2𝐊(𝑚)𝑀2.                            (A.7a) 
−𝑙/2+𝑥𝑤2
√1+𝑛
= ±2𝐊(𝑚)𝑁1,           
𝑙/2+𝑥𝑤2
√1+𝑛
= ±2𝐊(𝑚)𝑁2.                            (A.7b) 
Here 𝐊(𝑦) is the complete elliptic integral of the first kind, which determines the half-period 2𝐊(𝑦) 
of the elliptic functions. 𝑀𝑖 and 𝑁𝑖 are integers. Next, the summation and difference of Eqs.(A.7) 
gives that the modules, m and n, satisfy the following transcendental equations:  
𝑙 = ±2√1 +𝑚𝐊(𝑚)(𝑀1 −𝑀2) ≡ 2√1 +𝑚𝐊(𝑚)𝑁𝑥,                           (A.8a) 
𝑥𝑤1 = ±√1 +𝑚(𝑀1 +𝑀2)𝐊(𝑚) = ±√1 +𝑚(𝑀1 −𝑀2)𝐊(𝑚) ± 2𝑀2𝐊(𝑚)√1 +𝑚,   (A.8b) 
Since 𝑠𝑛(𝑧 + 2𝐊(𝑚)𝑀2|𝑚) ≡ (−1)
𝑀2𝑠𝑛(𝑧|𝑚), we obtained that 𝑥𝑤1 =
𝑙
2
 or 𝑥𝑤1 =
𝑙
2
±
2√1 +𝑚𝐊(𝑚). These two cases are 𝑥𝑤1 =
𝑙
2
± (1 − (−1)𝑘)√1 + 𝑚𝐊(𝑚), where k is an integer. 
Similarly 
𝑙 = 2√1 + 𝑛𝐊(𝑛)𝑁𝑦,                                             (A.8c) 
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𝑥𝑤2 =
𝑙
2
 ,       or 𝑥𝑤2 =
𝑙
2
± 2√1 + 𝑛𝐊(𝑛)                             (A.8d) 
Also we introduced the number of nodes, 𝑁𝑥 and 𝑁𝑦, which correspond to the solutions of Eqs.(11a) 
and (11b), respectively.  
1) The case 𝝀𝒊 = +∞. The boundary conditions are 
𝑑𝑝1
𝑑𝑥
|
𝑥=±𝑙/2
=
1
2
[
1
√1+𝑚
√
2𝑚
1+𝑚
𝑐𝑛 (
±𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚)𝑑𝑛 (
±𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚) +
1
√1+𝑛
√
2𝑛
1+𝑛
𝑐𝑛 (
±𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛) 𝑑𝑛 (
±𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛)] = 0,              (A.9a) 
𝑑𝑝2
𝑑𝑥
|
𝑥=±𝑙/2
=
1
2
[
1
√1+𝑚
√
2𝑚
1+𝑚
𝑐𝑛 (
±𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚)𝑑𝑛 (
±𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚) −
1
√1+𝑛
√
2𝑛
1+𝑛
𝑐𝑛 (
±𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛) 𝑑𝑛 (
±𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛)] = 0,              (A.9b) 
These Eqs.(A.9) are equivalent to the two sets of independent equations: 
𝑐𝑛 (
−𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚) = 𝑐𝑛 (
𝑙/2+𝑥𝑤1
√1+𝑚
|𝑚) = 0,                                  (A.10a) 
𝑐𝑛 (
−𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛) = 𝑐𝑛 (
𝑙/2+𝑥𝑤2
√1+𝑛
| 𝑛) = 0,                                  (A.10b) 
From these equations 
−𝑙/2+𝑥𝑤1
√1+𝑚
= ±𝐊(𝑚)(2𝑀1 + 1),           
𝑙/2+𝑥𝑤1
√1+𝑚
= ±𝐊(𝑚)(2𝑀2 + 1).              (A.11a) 
−𝑙/2+𝑥𝑤2
√1+𝑛
= ±𝐊(𝑚)(2𝑁1 + 1),           
𝑙/2+𝑥𝑤2
√1+𝑛
= ±𝐊(𝑚)(2𝑁2 + 1).              (A.11b) 
Here 𝐊(𝑦) is the complete elliptic integral of the first kind, which determines the half-period 2𝐊(𝑦) 
of the elliptic functions. 𝑀𝑖 and 𝑁𝑖 are integers. Next, the summation and difference of Eqs.(A.11) 
gives that the modules, m and n, satisfy the following transcendental equations:  
𝑙 = ±2√1 +𝑚𝐊(𝑚)(𝑀1 −𝑀2) ≡ 2√1 +𝑚𝐊(𝑚)𝑁𝑥,                      (A.12a) 
𝑥𝑤1 = ±√1 +𝑚(𝑀1 +𝑀2 + 1)𝐊(𝑚) =
𝑙
2
± (2𝑀2 + 1)𝐊(𝑚)√1 +𝑚.       (A.12b) 
Since 𝑐𝑛(𝑧 + 2𝐊(𝑚)𝑀2|𝑚) ≡ (−1)
𝑀2𝑐𝑛(𝑧|𝑚) 
𝑥𝑤1 =
𝑙
2
± √1 +𝑚𝐊(𝑚),       𝑥𝑤2 =
𝑙
2
± √1 + 𝑛𝐊(𝑛),     (𝜆𝑖 → +∞).    (A.13) 
 
AIII. Dimensionless variables and the first integral 
To analyse the domain wall structure, we introduce the dimensionless coordinate x, 
polarization components 𝑝1 and 𝑝1, and ferroelectric anisotropy factor 𝜇: 
𝑥 =
𝑥3
𝑅𝑐
,     𝑝1 =
𝑃1
𝑃𝑆
 ,    𝑝2 =
𝑃2
𝑃𝑆
,         𝜇 =
𝑎12
2𝑎11
,                  (A.5a) 
Where we introduced the spontaneous polarization value 𝑃𝑆 = √−𝑎1 (2𝑎11)⁄  and correlation length 
𝑅𝑐 = √−𝑔44 (2𝑎1)⁄ . Free energy density in dimensionless variables could be rewritten as 
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𝑔𝐿𝐺𝐷 = 𝑎1(𝑃1
2 + 𝑃2
2) + a11(𝑃1
4 + 𝑃2
4) + a12𝑃1
2𝑃2
2 +
𝑔44
2
[(
𝑑𝑃1
𝑑𝑥3
)
2
+ (
𝑑𝑃2
𝑑𝑥3
)
2
]
≡ −
𝑎1
2
2𝑎11
(𝑝1
2 + 𝑝2
2) +
𝑎1
2
4𝑎11
(𝑝1
4 + 𝑝2
4) +
𝑎1
2𝑎12
4𝑎11
2 𝑝1
2𝑝2
2
+
𝑔44
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
] (
−𝑎1
2𝑎11
) (
−2𝑎1
𝑔44
)
≡
𝑎1
2
𝑎11
(−
𝑝1
2 + 𝑝2
2
2
+
𝑝1
4 + 𝑝2
4
4
+
𝜇
2
𝑝1
2𝑝2
2 +
1
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
]) 
Using new variables P and A and their dimensionless counterparts 𝑝 = 𝑃 𝑃𝑆⁄  ,    𝑎 = 𝐴 𝑃𝑆⁄ , 
𝑎11
𝑎1
2 𝑔𝐿𝐺𝐷 ==
𝑎1
2
𝑎11
𝑎1
2 (
−𝑎1
2𝑎11
) (𝑝2 + 𝑎2)
+ (
−𝑎1
2𝑎11
)
2 𝑎11
𝑎1
2 ((
𝑎11
8
+
𝑎12
16
) (𝑝4 + 𝑎4) + (
3𝑎11
4
−
𝑎12
8
) 𝑝2𝑎2)
+
𝑎11
𝑎1
2
𝑔44
4
(
−𝑎1
2𝑎11
) (
−2𝑎1
𝑔44
) [(
𝑑𝑝
𝑑𝑥
)
2
+ (
𝑑𝑎
𝑑𝑥
)
2
]
≡ −
𝑝2 + 𝑎2
4
+ (
1 + 𝜇
4
)
𝑝4 + 𝑎4
8
+ (
3 − μ
4
)
𝑝2𝑎2
4
+
1
4
[(
𝑑𝑝
𝑑𝑥
)
2
+ (
𝑑𝑎
𝑑𝑥
)
2
] 
 Finally, one has the free energy as a functional of dimensionless order parameters 
𝑔𝐿𝐺𝐷
𝑎11
𝑎1
2 = −
1
2
(𝑝1
2 + 𝑝2
2) +
1
4
(𝑝1
4 + 𝑝2
4) +
𝜇
2
𝑝1
2𝑝2
2 +
1
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
] ≡             (A.5a) 
−
1
4
(𝑝2 + 𝑎2) +
1
8
(
1+𝜇
4
) (𝑝4 + 𝑎4) +
1
4
(
3−μ
4
) 𝑝2𝑎2 +
1
4
[(
𝑑𝑝
𝑑𝑥
)
2
+ (
𝑑𝑎
𝑑𝑥
)
2
]          (A.5b) 
Variation of (A.5a) gives Euler-Lagrange equations 
𝜕2
𝜕𝑥2
𝑝1 = −𝑝1 + 𝑝1
3 +  𝜇𝑝1𝑝2
2,                                        (A.6a) 
𝜕2
𝜕𝑥2
𝑝2 = −𝑝2 + 𝑝2
3 +  𝜇𝑝2𝑝1
2,                                        (A.6b) 
After elementary transformations of Eq.(A.6), namely  
𝜕
𝜕𝑥
𝑝1 (A. 6a) +
𝜕
𝜕𝑥
𝑝2 (A. 6b), we obtained that 
the first integral exists: 
𝐼1[𝜇] = −
1
2
(𝑝1
2 + 𝑝2
2) +
1
4
(𝑝1
4 + 𝑝2
4) +
𝜇
2
𝑝1
2𝑝2
2 −
1
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
]          (A.7) 
Using the transformation, 𝑝1 (A. 6a) + 𝑝2 (A. 6b), we obtained that 
𝑝1
𝜕2𝑝1
𝜕𝑥2
+ 𝑝2
𝜕2𝑝2
𝜕𝑥2
= −(𝑝1
2 + 𝑝2
2) + (𝑝1
4 + 𝑝2
4) +  2𝜇𝑝1
2𝑝2
2,    (A.8a) 
Account for the identities, 
𝜕2 
𝜕𝑥2
𝑝1
2 = 2𝑝1
𝜕2𝑝1
𝜕𝑥2
+ 2(
𝑑𝑝1
𝑑𝑥
)
2
, and 
𝜕2 
𝜕𝑥2
𝑝2
2 = 2𝑝2
𝜕2𝑝2
𝜕𝑥2
+ 2 (
𝑑𝑝2
𝑑𝑥
)
2
, in 
Eq.(A.8a), we obtain that 
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𝑝1
𝜕2𝑝1
𝜕𝑥2
+ 𝑝2
𝜕2𝑝2
𝜕𝑥2
=
1
2
𝜕2
𝜕𝑥2
(𝑝1
2 + 𝑝2
2) − [(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
] = −(𝑝1
2 + 𝑝2
2) + (𝑝1
4 + 𝑝2
4) +  2𝜇𝑝1
2𝑝2
2,       
(A.8b) 
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
] =
1
2
𝜕2
𝜕𝑥2
(𝑝1
2 + 𝑝2
2) + (𝑝1
2 + 𝑝2
2) − (𝑝1
4 + 𝑝2
4) −  2𝜇𝑝1
2𝑝2
2,       (A.8c) 
From Eq. (A.8c) 
𝐼1[𝜇] = −
1
4
𝜕2
𝜕𝑥2
(𝑝1
2 + 𝑝2
2) − (𝑝1
2 + 𝑝2
2) +
3
4
(𝑝1
2 + 𝑝2
2)2 +
3
2
(𝜇 − 1)𝑝1
2𝑝2
2          (A.9a) 
𝑔𝐿𝐺𝐷 =
1
4
𝜕2
𝜕𝑥2
(𝑝1
2 + 𝑝2
2) −
1
4
(𝑝1
2 + 𝑝2
2)2 −
𝜇−1
2
𝑝1
2𝑝2
2  
= −(𝑝1
2 + 𝑝2
2) +
1
2
(𝑝1
2 + 𝑝2
2)2 + (𝜇 − 1)𝑝1
2𝑝2
2−𝐼1[𝜇].                       (A.9b) 
Introducing new functions:  
𝑞 = (𝑝1
2 + 𝑝2
2),     𝑠 = 𝑝1
2𝑝2
2                                                     (A.10a) 
(𝑝1 + 𝑝2)
2 = 𝑞 + 2√𝑠,     (𝑝1 − 𝑝2)
2 = 𝑞 − 2√𝑠                           (A.10b) 
We obtained that the first integral and free energy density become: 
𝐼1[𝜇] = −
1
4
𝜕2
𝜕𝑥2
𝑞 − 𝑞 +
3
4
𝑞2 +
3
2
(𝜇 − 1)𝑠,                                (A.11a) 
𝑔𝐿𝐺𝐷[𝑞, 𝑠] =
1
4
𝜕2
𝜕𝑥2
𝑞 −
1
4
𝑞2 −
𝜇−1
2
𝑠.                                      (A.11b) 
Two homogeneous phases are consistent with the energy (A.5): 
 𝑝1 = 𝑝2 = ±
1
√1+μ
 ,  𝑔𝐿𝐺𝐷 = −
1
2(1+μ)
 ,   𝐼1[𝜇] = −
1
2(1+μ)
    stable at −1 < 𝜇 < 1,       (A.12a) 
𝑝1
2 = 0,   𝑝2
2 = 1, or 𝑝1
2 = 1,   𝑝2
2 = 0, 𝑔𝐿𝐺𝐷 = −
1
4
,  𝐼1[𝜇] = −
1
4
  stable at 𝜇 > 1,          (A.12b) 
Energy calculations show that the phase (A.12a) is stable at −1 < 𝜇 < 1, while the paraelectric phase 
is always unstable below Curie temperature. The special case is 𝜇 = 1. 
 Direct variational method can be applied for minimization Eq.(A.5) using the trial functions: 
𝑝1(𝑥) = 𝑝𝑎1 tanh (
𝑥+𝑥𝑤
𝑤
) + 𝑝𝑏1 tanh (
𝑥−𝑥𝑤
𝑤
),                                      (A.13a) 
𝑝2(𝑥) = 𝑝𝑎2 tanh (
𝑥+𝑥𝑤
𝑤
) − 𝑝𝑏2 tanh (
𝑥−𝑥𝑤
𝑤
) + 𝑐 [1 − 𝑝𝑐 cosh
−2 (
𝑥
𝑤
)],              (A.13b) 
We obtained that 𝑝𝑎1 ≈ 𝑝𝑏1,   𝑝𝑎2 ≈ 𝑝𝑏2 for all −1 < 𝜇 < 10. Also we obtained that 𝑝𝑐 = 0 
for all −1 < 𝜇 < 1 and 𝜇 > 1.1, except for the immediate vicinity of the special case, 𝜇 = 1, when 
the numerical algorithm is unstable. 
 
APPENDIX B. Direct variational method 
Let us apply the direct variational method for the minimization of the free energy functional with 
density given by Eqs.(15): 
𝐺 = ∫ 𝑑𝑥 (−
1
2
(𝑝1
2 + 𝑝2
2) +
1
4
(𝑝1
4 + 𝑝2
4) +
𝜇
2
𝑝1
2𝑝2
2 +
1
2
[(
𝑑𝑝1
𝑑𝑥
)
2
+ (
𝑑𝑝2
𝑑𝑥
)
2
])
𝐿
2
−
𝐿
2
|
𝐿→∞
    (B.1) 
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 using the trial functions: 
𝑝1(𝑥) =
1
2
𝑎1 [tanh (
𝑥
𝑤
+
𝜉
2
) + tanh (
𝑥
𝑤
−
𝜉
2
)],                                      (B.2a) 
𝑝2(𝑥) = 𝑎2 +
𝑏2
𝜉
[tanh (
𝑥
𝑤
+
𝜉
2
) − tanh (
𝑥
𝑤
−
𝜉
2
)],                               (B.2b) 
where 𝑎1, 𝑎2, 𝜉, w, and 𝑏2 are variational parameters, which can be determined after substitution of 
Eqs.(B.2) in the free energy (B.1), further integration and minimization of the integral ∫ 𝑔𝐿𝐺𝐷(𝑥)𝑑𝑥
𝐿
−𝐿
 
over these parameters. Note that we used new designation 𝜉 = 2𝑥𝑤 𝑤⁄ . 
To verify how accurate are the trial functions (B.2), the deviation of the first integral (A.5a) 
from the constant value, 𝐼1[𝜇] = −
𝑎1
2
2
+
𝑎1
4
4
, obtained for 𝐿 → ∞, can be estimated. At the domain wall 
plane 𝑥 = 0, the trial functions (B.2) gives for the first integral 𝐼1[𝜇] = −
1
2
(2
𝑏2
𝜉
tanh (
𝜉
2
) + 𝑎2)
2
+
1
4
(2
𝑏2
𝜉
tanh (
𝜉
2
) + 𝑎2)
4
−
𝑎1
2
2𝑤2
(cosh (
𝜉
2
))
−4
. 
This way, in the case of analytical expressions for the integrals, allows us to obtain analytical 
dependencies for the variational parameters on the master parameter 𝜇. The results of the integration 
could be written as follows: 
𝐺 = 𝐺𝐿 + 𝐺𝐷𝑊                                               (B.3a) 
Where Landau energy 𝐺𝐿 is proportional to the system size and independent on the domain wall 
parameters: 
𝐺𝐿 = 𝐿 (−
𝑎1
2+𝑎2
2
2
+
𝑎1
4+𝑎2
4
4
+
𝜇
2
 𝑎1
2𝑎2
2).                        (B.3b) 
Other integrands are independent on the system size L: 
𝐺𝐷𝑊 =
𝑎1
2
𝑤
𝐵1(𝜉) +
𝑏2
2
𝑤
𝐵2(𝜉) + 𝑤 𝐴1(𝜉) 𝑎1
2 +𝑤 𝐴2(𝜉) 𝑏2
2 − 2 𝑤 𝑎2 𝑏2 + 𝜇 𝑤 𝑎1
2𝑎2𝑏2 𝑀12
(3)(𝜉) +
+ 𝜇 𝑤 𝑎1
2𝑏2
2 𝑀12
(4)(𝜉) +  𝜇 𝑤 𝑎1
2𝑎2
2𝑀1
(2)(𝜉) + 2 𝑤 𝑎2
3 𝑏2 + 𝑤 𝑏2
2𝑎2
2 𝐹2
(2)(𝜉) + 𝑤 𝑏2
3a2 𝐹2
(3)(𝜉) +
+𝑤 𝐹1
(4)(𝜉) 𝑎1
4 + 𝑤 𝐹2
(4)(𝜉) 𝑏2
4                                   (B.3c) 
Here we used the following designations for the expansion coefficients: 
𝐴1(𝜉) =
1+𝜉 coth(𝜉)
2
= {
1 +
𝜉2
6
  at  𝜉 → 0;
1+ 𝜉
2
   at  ξ → ∞.
                  (B.4a) 
  𝐴2(𝜉) =
2
𝜉2
[1 − 𝜉 coth(𝜉)] = {
−
2
3
    at  𝜉 → 0;
2−2 𝜉
𝜉2
   at  ξ → ∞.
                   (B.4b) 
𝐵1(𝜉) =  
1
3
−
1−𝜉 coth(𝜉)
sinh(𝜉)2
= {
2
3
−
2𝜉2
15
                       at   𝜉 → 0;
1
3
+ 4 𝜉 exp(−2𝜉)   at  ξ → ∞.
             (B.4c) 
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𝐵2(𝜉) =  
4
3𝜉2
(1 + 3
1−𝜉 coth(𝜉)
sinh(𝜉)2
) = {
8
15
                              at    𝜉 → 0;
4
3𝜉2
−
16
𝜉
 exp(−2𝜉)   at  ξ → ∞.
             (B.4d) 
𝑀12
(3)(𝜉) =
sinh(2𝜉)−2𝜉
2𝜉 sinh(𝜉)2
= {
2
3
−
4 𝜉2
45
                 at    𝜉 → 0;
1
𝜉
− 4 exp(−2𝜉)   at  ξ → ∞.
            (B.4e) 
𝑀12
(4)(𝜉) =
5+cosh(2𝜉)
6 𝜉2sinh(𝜉)2
−
coth(𝜉)
𝜉 sinh(𝜉)2
= {
4 
15
                              at    𝜉 → 0
1
3𝜉2
−
4
𝜉
exp(−2𝜉)   at  ξ → ∞
             (B.4f) 
𝑀1
(2)(𝜉) = −
1
2
[1 +
𝜉
2
 coth(𝜉)] = {
−
3
4
−
𝜉2
12
    at  𝜉 → 0;
−
1
2
−
𝜉
4
   at  ξ → ∞.
             (B.4g) 
𝐹2
(2)(𝜉) =
6
𝜉2
[−1 + 𝜉 coth(𝜉)] = {
2    at  𝜉 → 0;
6
𝜉2
(𝜉 − 1)   at  ξ → ∞.
             (B.4h) 
𝐹2
(3)(𝜉) = 2
2𝜉[2+cosh(2𝜉)]−3sinh(2𝜉)
𝜉3 sinh(𝜉)2
= {
16
15
              at   𝜉 → 0;
4(2 𝜉−3)
𝜉3
   at  ξ → ∞.
             (B.4i) 
𝐹1
(4)(𝜉) = −
11sinh(𝜉)2+3+3𝜉coth(𝜉)[2sinh(𝜉)2−1]
24 sinh(𝜉)2
= {
−
2
3
−
𝜉2
10
       at 𝜉 → 0;
−6 𝜉−11
24
 at ξ → ∞.
             (B.4j) 
𝐹2
(4)(𝜉) =
6𝜉[9cosh(𝜉)+cosh(3𝜉)]−27sinh(𝜉)−11sinh(3𝜉)
 6𝜉4 sinh(𝜉)3
= {
8
35
               at 𝜉 → 0;
2(6 𝜉−11)
3𝜉4
    at ξ → ∞.
             (B.4k) 
All of them is the functions of parameter 𝜉 only. Note the first equalities are the exact integrals, while 
the second sets are the limiting cases for the small (𝜉 ≪ 1) and high (𝜉 ≫ 1) value of parameter 𝜉. 
After the integration the free energy (B.3a) becomes an algebraic function of 𝑎1, 𝑎2, w, 𝑏2, 
and a transcendental function of 𝜉. The first step is the minimization of 𝐺𝐿 in Eq. (B.3b) with respect 
to  𝑎1 and  𝑎2, which gives the following equations: 
− 𝑎1 + 𝑎1
3 + 𝜇 𝑎1𝑎2
2 = 0                                          (B.5a) 
−𝑎2 + 𝑎2
3 + 𝜇 𝑎1
2𝑎2 = 0                                          (B.5b) 
The system (B.5) have several solutions, namely: 
I. Paraelectric phase “P” corresponding to a trivial solution for both order parameters, 𝑎1 = 0 and 
 𝑎2 = 0. P-phase is not realized entire 𝜇-range in the considered case, since the parameters are well 
below Curie temperature. 
II. “Tetragonal” polar phase “T1” corresponding to 𝑎1 = ±1 and  𝑎2 = 0. T1-phase is realized for 
𝜇 > 1 
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III. “Tetragonal” polar phase “T2” corresponding to 𝑎1 = 0 and  𝑎2 = ±1. T2-phase is not realized 
entire 𝜇-range 
IV. “Orthogonal” polar phase “O” corresponding to 𝑎1 = ±√
1
1+𝜇
 and  𝑎2 = ±√
1
1+𝜇
, where the signs 
are independent. O-phase is realized for −1 < 𝜇 < 1. 
Further consideration is based on the minimization of Eq.(B.3c) with respect to the variational 
parameters 𝑏2, 𝜉 and  𝑤 after substituting the evident expressions for 𝑎1 and  𝑎2. 
I. “P “ phase – no domain walls, with 𝑎1, 𝑎2, w and 𝑏2  equal to zero. 
II. In “T1” phase (with  𝑎1 = ±1 and  𝑎2 = 0)  the domain wall contribution (B.3c) to the free energy 
could simplified as follows: 
𝐺𝐷𝑊 =
1
𝑤
(𝐵1(𝜉) + 𝑏2
2𝐵2(𝜉)) + 𝑤 (𝐴1(𝜉) + 𝐴2(𝜉) 𝑏2
2 +  𝜇 𝑏2
2 𝑀12
(4)(𝜉) + 𝐹1
(4)(𝜉) + 𝐹2
(4)(𝜉) 𝑏2
4)   
(B.6) 
and minimization with respect to the variational parameters 𝑏2, 𝜉 and 𝑤 gives the following equations: 
𝜕𝐺𝐷𝑊
𝜕𝑤
= −
𝐵1(𝜉)+𝑏2
2𝐵2(𝜉)
𝑤2
+ (𝐴1(𝜉) + 𝐴2(𝜉) 𝑏2
2 +  𝜇 𝑏2
2 𝑀12
(4)(𝜉) + 𝐹1
(4)(𝜉) + 𝐹2
(4)(𝜉) 𝑏2
4) = 0 (B.7a) 
𝜕𝐺𝐷𝑊
𝜕𝑏2
=
2𝑏2𝐵2(𝜉)
𝑤
+ 2𝑏2𝑤 (𝐴2(𝜉)  +  𝜇 𝑀12
(4)(𝜉) + 2𝐹2
(4)(𝜉) 𝑏2
2) = 0     (B.7b) 
𝜕𝐺𝐷𝑊
𝜕𝜉
= 0   ⟹ 
1
𝑤
(
𝜕𝐵1(𝜉)
𝜕𝜉
+ 𝑏2
2 𝜕𝐵2(𝜉)
𝜕𝜉
) + 𝑤 (
𝜕𝐴1(𝜉)
𝜕𝜉
+
𝜕𝐴2(𝜉)
𝜕𝜉
 𝑏2
2 +  𝜇 𝑏2
2  
𝜕 𝑀12
(4)(𝜉)
𝜕𝜉
+
𝜕𝐹1
(4)(𝜉) 
𝜕𝜉
+
𝜕𝐹2
(4)(𝜉) 
𝜕𝜉
 𝑏2
4) = 0 
(B.7c) 
III. In “T2” phase (with  𝑎1 = 0 and  𝑎2 = ±1) the domain wall contribution (B.3c) to the free energy 
could essentially simplified as follows: 
𝐺𝐷𝑊 =
𝑏2
2
𝑤
𝐵2(𝜉) + 𝑤 (𝐴2(𝜉) 𝑏2
2 + 𝑏2
2 𝐹2
(2)(𝜉) + 𝑏2
3a2 𝐹2
(3)(𝜉) + 𝐹2
(4)(𝜉) 𝑏2
4)               (B.8) 
where  𝑎2 = ±1. Since always 𝑤 𝑏2
2𝐹2
(3)(𝜉) > 0 , minimization in Eq.(B.7a) leads to condition 
𝑎2 𝑏2 < 0 for a given a2-sign.  
IV. In “O” phase the domain wall contribution (B.3c) to the free energy could rewritten as follows: 
𝐺𝐷𝑊 =
1
𝑤(1+𝜇)
𝐵1(𝜉) +
𝑏2
2
𝑤
𝐵2(𝜉)  + 𝑤 (
𝐴1(𝜉)
1+𝜇
+ 
𝐹1
(4)(𝜉)
(1+𝜇)2
+
𝜇
(1+𝜇)2
 𝑀1
(2)(𝜉) +
𝜇
1+𝜇
 𝑎2𝑏2 𝑀12
(3)(𝜉) −
2 𝑎2 𝑏2
𝜇
1+𝜇
+ 𝐴2(𝜉) 𝑏2
2 +
𝜇
1+𝜇
𝑏2
2 𝑀12
(4)(𝜉) + 𝑏2
2  
𝐹2
(2)(𝜉)
1+𝜇
+ 𝑏2
3a2 𝐹2
(3)(𝜉) + 𝐹2
(4)(𝜉) 𝑏2
4),        (B.9a) 
Here we used that 𝑎2 = ±√
1
1+𝜇
.  
Let us consider the case when 𝜉 → 0, here we obtained from Eq.(B.9a) the following expression for 
the energy: 
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𝐺𝐷𝑊 =
2
3𝑤(1+𝜇)
 +
8𝑏2
2
15𝑤
 + 𝑤 (−
4
3
1
1+𝜇
−
3
4
𝜇
(1+𝜇)2
−
4
3
𝜇
1+𝜇
 𝑎2𝑏2  + 𝑏2
2  
20−6𝜇
15(1+𝜇)
+
16
15
𝑏2
3a2 +
8
35
 𝑏2
4) 
(B.9b) 
Its minimization with respect to the variational parameters 𝑏2 and 𝑤 gives the following equations: 
𝜕𝐺𝐷𝑊
𝜕𝑤
= −
(
2
3(1+𝜇)
+
8𝑏2
2
15
)
𝑤2
 +  (−
4
3
1
1+𝜇
−
3
4
𝜇
(1+𝜇)2
−
4
3
𝜇
1+𝜇
 𝑎2𝑏2  + 𝑏2
2  
20−6𝜇
15(1+𝜇)
+
16
15
𝑏2
3a2 +
8
35
 𝑏2
4) = 0 
(B.10a) 
𝜕𝐺𝐷𝑊
𝜕𝑏2
= +
16
15𝑤
𝑏2  + 𝑤 (−
4
3
𝜇
1+𝜇
 𝑎2  + 2 
20−6𝜇
15(1+𝜇)
b2 +
48
15
𝑏2
2a2 +
32
35
 𝑏2
3) = 0       (B.10b) 
Eq.(B.10b) could be rewritten as  
1
𝑤2
= −
15
16
 (−
4
3
𝜇
1+𝜇
𝑎2
𝑏2
 + 2 
20−6𝜇
15(1+𝜇)
+
48
15
b2a2 +
32
35
 𝑏2
2)         (B.11a) 
The substitution of (B.11a) into the Eq.(B.10a) gives 
(
5
4(1+𝜇)
+ 𝑏2
2) (−
2
3
𝜇
1+𝜇
𝑎2
𝑏2
 +  
20−6𝜇
15(1+𝜇)
+
24
15
b2a2 +
16
35
 𝑏2
2) + (−
4
3
1
1+𝜇
−
3
4
𝜇
(1+𝜇)2
−
4
3
𝜇
1+𝜇
 𝑎2𝑏2  +
𝑏2
2  
20−6𝜇
15(1+𝜇)
+
16
15
𝑏2
3a2 +
8
35
 𝑏2
4) = 0      (B.11b) 
Using supposition 𝑤2 ≈ 2 (valid near zero point of μ) one could get from (B.11a) the following 
12−𝜇
4(1+𝜇)
≈
5
4
𝜇
1+𝜇
𝑎2
𝑏2
  ⇒  𝑏2 ≈
5
12
𝜇                                       (B.12) 
Near the critical point  𝜇 → −1 one has 𝑏2 = −𝜂/√1 + 𝜇 (with η independent on μ), while 𝑎2 =
√
1
1+𝜇
, which gives the algebraic equation for η  
(
5
4
+ 𝜂2) (−
2
3𝜂
 +  
26
15
− η
24
15
+ 𝜂2
16
35
 ) + (
3
4
−
4
3
η + 𝜂2  
26
15
−
16
15
η3 + 𝜂4
8
35
 ) ≈ 0  (B.13) 
It could be easily shown that η0.52 
 
 
