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We consider a class of stochastic difference equations whose solutions are 
projections of vector Markov processes. It is shown that the Chapman- 
Kolmogorov equation leads to useful recurrence integral relations for deter- 
mining the moments of the solution process; the simple moments at a given 
time can be generated directly and the mixed moments can be determined using 
the method of Kronecker products. This formulation also has the advantage 
that, under certain conditions, the asymptotic behavior of the moments can be 
predicted by means of the Jentzsch’s theorem. 
1. INTRODUCTION 
We consider in this paper a class of vector stochastic difference equations 
of the form 
x,+1 = g (x r,), n 3 ?t>O (‘1 
where x, is an N-dimensional state vector and the vector sequence {rn> is 
assumed to constitute a time-homogeneous simple Markov process. The 
joint probability density function of the initial conditions, f(xo , rO), is 
assumed given. The moments of the state vector at a given time and its 
mixed moments at different times are our primary concern. 
The study of this class of equations was motivated by our interest in the 
linear version of Eq. (I), characterized by 
X n+l = W-,) x, , ?I>0 (2) 
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where R is an N x N stochastic matrix containing the random sequence {rn} 
defined above. Equation (2) plays a prominent role in stochastic control, 
mathematical physics, pharmacokinetics, mathematical economics, and 
biomathematics. Furthermore, it represents a discrete version of stochastic 
differential equations which are of great physical importance, and whose 
solution behavior is not at all well understood. 
In this paper, we wish to present recurrence integral relations which are 
useful for generating the statistical moments associated with the state 
vector x, . Under certain conditions, this formulation also permits us to 
discuss the asymptotic behavior of these moments using the Jentzsch’s 
theorem. 
While the method presented here is applicable to the study of general 
equations in the form of (I), as we illustrate below, it is more attractive from a 
computational viewpoint for treating linear equations given by (2). 
2. RECURRENCE INTEGRAL RELATIONS 
Let us consider Eq. (1). It is clear that the augmented vector 
(3) 
is a vector Markov process. Thus, the conditional probability density function 
f(xnil , rn+, I x0 y o r ) satisfies the Chapman-Kolmogorov equation 
f(~n+~ , rn+, I x0 , ro> 
= 
s s 
. . . Qf(xn+~ p rn+, I x1 , rlMxl p r1 I x0 , ro> dxl drl , (4) 
where Q is the region of integration. The integration above is carried out 
with respect to ail the components of x1 and rr . 
2.1. Simple Moments 
Let 
4no(xo , TO) = -WkJ I x0, r,>, (5) 
where h(x,) denotes a scalar functional of the vector x, and E{ } stands for 
mathematical expectation. Multiplying Eq. (4) on both sides by h(x,+,) and 
integrating with respective to x,+r and r,,, , we have 
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provided that the integrals exist. Noting that 
Eq. (6) reduces to 
x1 = dxo , rOJr (7) 
~,“+,(x,  ro) = I s a-* R tt+,[dxo , roL 4 fh I ro) h . (8) 
Finally, it follows from the homogeneity assumption for the sequence {m} 
that 
5r”(xo 7 TO) = &Ax0 , rob (9) 
Hence, we have 
t%+l(xo , ro> = I s e-e &Mxo , To), W(rl I To) dr, n = 1, 2,... . (10) R 
Equation (10) gives a basic recurrence relation for the conditional expecta- 
tion of h(x,), given x0 and r,, . The iterative computation of &@,, , r,,) is 
started with 
&(x0 , ro) = 4idx0 , rd. (11) 
The unconditional expectation of h(x,) can, of course, be found from 
Ll(x ,, , rs) by evaluating the integral 
W(x,)] = j *.a j, Lb0 , rO)f(xo 7 TO) k dr0 - (12) 
Let us now give some examples. 
EXAMPLE 1. Consider a scalar stochastic difference equation 
X n-b1 = y?& 7 n 2 0, (13) 
where x,, and r,, are random variables having a prescribed joint density func- 
tion. The transition density functionf(r, ( ro) is assumed to have the form 
fh I yo) = PQl - To) + (1 - P) Wl + yo), o<p<1. (14) 
Let us first consider the conditional mean. Putting 
5&o , yo) = J%% I x0 9 yob 
it is clear from Eq. (13) that 
LdX” ? To) = .&Y&o) *o * 
(15) 
(16) 
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The substitution of Eq. (17) into Eq. (10) gives 
with 
gn+dro) = f-0 j, &d%) fkl I To) 4 7 (17) 
gdro) = To . (18) 




Consider the second conditional moment of x, . It is easily seen that 
4G2 Ix0 , ro> =Wo) xo2* 
Hence, Eq. (10) leads to a simple recurrence relation for h,(ro). It is 
(21) 
hn+dro) = ro2 j-, Wdf(rl I ~0) 4 9 (22) 
with 
h,(Y,) = Yo2. (23) 
The general term for /z,Jro) is simply 
MO) = e, (24) 
and 
%a2 I x0 , Yo} = $xo2. (25) 
The results obtained for this simple example can be easily checked by 
writing 
x, = Yn4Yn-, **. Y,Y,X, ) 
and taking appropriate expectations. 
(26) 
EXAMPLE 2. Let us consider a scalar difference equation of the form 
X n+1 = (1 + Y,d)% 9 n 3 0, (27) 
where Y, , n = 0, 1, 2 ,..., constitutes a discrete-parameter Ornstein-Uhlen- 
beck process, i.e., the transition density function J(Y~ 1 mnel) is Gaussian 
with mean Y,-, exp[--yd] and variance [l - exp( -2yd)]. It is well known 
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that, if the initial random variable is Gaussian with mean zero and variance 
one, the sequence {r,} is stationary and Gaussian distributed at each n with 
mean zero and variance one. 
The limiting form of Eq. (27) in which A --f 0, n - co, and nd -+ t (finite) 
corresponds to the stochastic differential equation 
dx/dt = r(t) x, (28) 
where r(t) is a Gaussian stationary process with mean zero, variance one, and 
correlation function 
E{r(t + T) r(t)} = edge. (29) 
The moments of x, can again be generated recursively by means of Eq. (10) 
The first conditional moment has the form 
and g,(ro) satisfies 
g,+,(ro) = (1 + rod) j,gn(r,)f(*1 I y. , “) dr, , (31) 
with the initial condition 
g&o) = 1 + rod. (32) 
The determination of g,(ro) from Eqs. (31) and (32) presents no computa- 
tional problem. In this case, the integrals can be evaluated analytically to 
yield 
g&o) = ~O%L--2(~0)~ n = 2, 3,..., (33) 
where S, = 1 + rod and m,,,( o) s satisfies the recurrence relation 
G&~> = go (f) h-j i. (3 e-‘Yl - e+Y ~ti+l.n-l(~o), (34) 
with 
%,o(So) = ~W I so>* (35) 
In Equation (34), the quantity pn is the n-th central moment of the random 
variable s1 conditional upon so . Thus 
t%-1 = 0, pzn = [P(l - e-2vd)]n fi (2j - l), n = 1, 2,... . (36) 
j=l 
MOMENT BEHAVIOR OF EQUATIONS 291 
The moment or,,,(s,,) defined by Eq. (35) can also be expressed in terms of p,, . 
It has the form 
(37) 
Let x0 = c, a deterministic constant. The unconditional mean of x, is 
E{%> = x0 jy, ~0%~-2(~O)f(~O) dso 
= & s ym SOcil,n-2(SO) e(sa-1)2/2~* ds, . (38) 
In the limit as A -+ 0, n + co and nd -+ t, it tends to the mean solution of the 
stochastic differential Eq. (28). Thus, the limiting form is 
@x(t)} = c/3 jexp [ - ji r(s) ds] 1 
= c exp jt [t - $(I -e-q . 
Referring back to the original stochastic difference Eq. (27), the second 
conditional moment of x, can be determined following a similar procedure. 
Without recording details, the result is 
q%L2 I x0 > ro> = hL(ro) xo2. 
The function h,(ro) can be put in the form 
&if-o) = %2P2.n-2(~o)~ n = 2, 3,..., 






EXAMPLE 3. It is more instructive to apply the technique to vector linear 
stochastic difference equations. Consider a two-dimensional problem charac- 
terized by 
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where the sequence {rJ is again assumed to define the Ornstein-Uhlenbeck 
process as in the previous example. Let 
MXO 7 Yo > To) = Jwn I x0 3 Yo 7 yo>* (45) 
It follows from Eq. (10) that &(x o , y o, ro) satisfies the recurrence relation 
= J R 5n[xo + Yo4 - rox,A + YO 9 ~1 fh I yo > d 1 dr, . (46) 
Noting that [,(x0 , y. , yo) is linear in x0 and y. , we can write 
5&o > Yo 9 To) = g&o) x0 + Uro) Yo * (47) 
The substitution of Eq. (47) into Eq. (46) g ives two simultaneous recurrence 
relations for g,(ro) and hn(ro), 
with starting values 
gdyo> = 1, Wo) = A* (49) 
The functions g,(ro) and h,( Y o) can be computed recursively from Eq. (48) 
either analytically or numerically. Since these functions are functions of one 
variable, numerical computation presents no major problems in terms of 
computing time or storage. 
Let us remark that, in the limit as A -+ 0, rz -+ CO, and nA + t (finite), 
Eq. (44) approaches the second-order stochastic differential equation 
d2x(t)/dt2 + r(t) x(t) = 0, (50) 
where r(t) is a stationary Gaussian Markov process. As is well known, no 
exact solutions exist for the moments of the solution process x(t). Hence, the 
technique developed here suggests a method of approximating these moments. 
This application to the study of stochastic differential equations will be 
considered in more detail elsewhere. 
We have seen from the examples above that the conditional moments are in 
general functions of several variables. In the linear case, however, separation 
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of variables is possible which results in a reduction of dimensionality for 
functions to be determined from the recurrence integral relation. This 
property is important from the computational point of view. For nonlinear 
stochastic difference equations, on the other hand, the formulation presented 
here is less effective since the separation of variables is not applicable in 
general. Hence, the computation problem is considerably more difficult in 
the nonlinear case. 
2.2. Mixed Moments 
In addition to the simple moments, the correlation function matrix is also 
of practical importance. For linear stochastic difference equations, we shall 
show that recurrence integral relations can also be applied in the determina- 
tion of correlation functions with the aid of Kronecker products of matri- 
ces [l]. 
Let us write Eq. (2) in the norm 
X n+l = Rnxn > n 3 0, 
where x, is an N-dimensional vector, and let 
Yn =x,+1, Sn = Rw 3 n 2 0. 
We form the N2-dimensional vector 
%llY7Zl l,Yn1 
%lYra2 






It follows from the concept of Kronecker products that 
where the N2-dimensional matrix, 
U, = Rn x Sn = [(R&i &I, 
is the Kronecker product of R, and S,, . 
Equation (54) is a linear stochastic difference equation in the same form as 
Eq. (51). Recurrence integral relations can be derived for determining the 
simple moments of 2, , which in turn give the correlation functions of x, . 
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3. ASYMPTOTIC BEHAVIOR OF MOMENTS 
In the preceding section, a technique has been developed for the determina- 
tion of the expectation of any functional of the solution of difference and 
differential equations with stochastic coefficients. We investigate in this 
section the limiting behavior of the moments of these solutions, at least in 
a heuristic fashion. 
Let us first consider simple equations of the type given by Eq. (27), which is 
a discrete version of the differential Eq. (28) with p rescribed initial conditions. 
Following the foregoing development, the recurrence relation governing the 
first conditional moment of the solution is 
where g,(ro) is defined by 
E&t I xo > To> = &o) x0 . (57) 
Similar relations hold for moments of higher order. 
A distinctive advantage associated with this formulation is that the asymp- 
totic behavior of the moments can be predicted in a relatively simple fashion. 
We make use of Jentzsch’s theorem in this connection [2]. 
Consider a linear integral equation of the second kind 
Mro> = I, Q, ro> 4(r) dr. (58) 
If the kernel k(r, ro) is continuous and positive in the region rl , r. E Q, 
the Jentzsch’s theorem assures that the kernel possesses a positive maximum 
characteristic value h,,, with an associated characteristic function. This 
theorem is the analog of Perron’s theorem for positive matrices. As discussed 
in [l], if the kernel of Eq. (56) satisfies the condition stated above, the asymp- 
totic behavior of g,(ro) in (56) can be described by 
;+2 g&o) - wy3, (59) 
where h is Jentzsch’s root and $(ro) is the associated characteristic function. 
This procedure also applies to recurrence relations for moments of higher 
order and, as we illustrate below, it can be generalized to the treatment of 
higher-order stochastic difference and differential equations. 
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3.1. First-Order Equations 
Let us pursue our discussion above and see how the asymptotic behavior 
of g,(r,,) defined by Eq. (56) can be predicted. We recall that g&a) is associated 
with the first conditional moment of the solution of Eq. (27) andf(r, 1 r,, , A) 
is given by 
f (5 I ro ? A) = [2~(1 - e-2yA)]-112 exp[(r, - roe-yd)/2(1 - e-2yd)]. (60) 
The kernel of Eq. (56) is (1 + r,+l) f (ri 1 y. , A), which can be taken to be 
positive assuming that rod < 1. This is certainly true in the limit as d + 0. 
In this case the Jentzsch’s theorem assures a maximum positive characteristic 
value. The kernel can be expressed in the form 
ff&l) fL(~o), (61) 
where HwL is the Hermite function of order m and y is the correlation param- 
eter. In this form, it is easily seen that it has the maximum characteristic 
value 
x max = (1 + rod), 
with the corresponding characteristic function 
(62) 
@o) = Ho@,). (63) 
Hence, it follows from Eq. (59) that the asymptotic behavior of g,(ro) as 
n -+ co is, at least heuristically, 
$+t &z(ro) - (1 + To4 HOP,). (64 
That this indeed gives the dominating behavior as n + cc can be easily 
checked by substituting Eq. (64) into Eq. (56) and letting A tend to zero. 
Hence, allowing 12 -+ co such that nA = t (finite), we obtain from Eq. (64) 
g(t, Yo) m eQot. (65) 
Equation (65) predicts that, for the corresponding stochastic differential 
Eq. (28), the mean solution given x = x0 at t = 0 is of the form 
E{x(t)} = xoE{erot}. (66) 
It is essentially a mean field approximation. In other words, Eq. (66) indicates 
that the expectation of x(t) is dependent upon the mean field r. , which is 
obtained from the original stochastic field by ignoring the correlations. 
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3.2. One-Dimensional Ising Model 
As an interesting application of this approach, we study the behavior of the 
partition function QN of an Ising model as the number of spins N becomes 
large. 
Consider the Ising model of a one-dimensional array of spins capable 
of assuming up and down positions. As is well known, the system condenses 
when the number of spins becomes large and when the interaction between the 
spins extends over the entire system of spins. Without giving details, we write 
the partition function as 
QN = e-EIkT, (67) 
where k is the Boltzman constant, T the temperature, and E the energy of 
interaction of the spins. The energy E is given by 
E = - 8 h f i exp[--y I i - j II wj + B N]Y, .&I j=1 (68) 
where y is the reciprocal range of interaction and / is the interaction energy. 
The subscripts i and i denote the lattice sites and pi and pj are the spin 
values which can assume the values + 1 and - 1. 
In the study of the Ising model, a knowledge of log QN/N as N -+ a gives 
a great deal of insight into the thermodynamics of the system. A number of 
sophisticated analyses has been devoted to the computation of QZN [3, 41, and 
the keynote of these studies is to exploit the fact that the function 
exp[--y 1 i - i I] in Eq. (68) can be identified with the correlation function of 
the Ornstein-Uhlenbeck process. This observation then leads to the expres- 
sion 
QN = e-vNv 5 j eXp dq c x+L~“(x~ , x2 ,..., xN) dx, *** dx, , (69) 
II j 
with v = J/KT. In the above, the summation is over all the dispositions of 
spins, xj is the stochastic field, and w(xr ,..., xN) denotes the joint probability 
density function of the field values over all lattices sites. 
In applying the technique developed in this paper, instead of following the 
usual procedure for computing the functional QN , we compute the expecta- 
tion, @.,(x1), which is the same functional except that we assume that the 
field at site one is given. It follows from our development hat QN(xl) satisfies 
the recurrence integral relation 
~N@I) = e--yNyi2 f !i2N--L(%) 2 cosh(&xl)f,(x2 1 x1 , 1) dx, , (70) 
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where 
f,c% IXl 7 1) = [2rr(l - e-av)]-1/2 exp[-(x2 - x,P9”/2(1 - e-2Y)]. (71) 
It is clear that the functional QN can be readily obtained from $&(x1) by 
integrating over the distribution of the field x1 . 
The kernel of Eq. (70), 2 cosh(&x,) f,(x2 )x1 , l), is positive. Hence, the 
Jentzsch’s theorem applies and we are led to 
&(x1) - [2 cWv’/vy W’ f&(4 (72) 
as N-P 00 and y -+ 0, which is equivalent to the interaction being long 
ranged. 
Upon integrating QN(xl) over the distribution of x1 , we obtain 
(73) 
It is seen that the result above is obtained in a relatively simple fashion 
using our approach. It gives exactly the Curie-Weiss result if we let 
x1 = 7 y/x N -+ co, y + 0, and Ny -+ 1. Maximizing the integrand in 
Eq. (73) and computing Q2N using the saddle point method, we arrive at the 
mean field theory. 
The application of this approach to the study of higher dimensional Ising 
models also seems to show promise. This will be discussed elsewhere. 
3.3. Second-Order Equations 
Let us now turn our attention to the more important case of second- 
order stochastic difference and differential equations. In what follows, we 
consider again the difference Eq. (44) and its corresponding differential 
Eq. (50) as discussed in Example 3 of the preceding section. 
We confine ourselves to the study of the asymptotic mean solutions. In 
order to apply the Jentzsch’s theorem, let us write 
E %+1 
I I %a+1 
x0 7 Yo 5 To 1 = w2+1(ro) [J * (74) 
Following the earlier development, the matrix M,+l(ro) is now governed by 
the recurrence relation 
(75) 
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where the kernel 
is positive definite when the condition 1 z/CA 1 < I is satisfied. Proceeding 
as in Section 3.1, the largest characteristic matrix and its associated matrix 
characteristic function are, respectively, 
Ama, = [-id f] > 
Wro) = [gH,(‘O) H,(ro;] . 
Hence, following Eq. (59), the limiting behavior of MJyo) as n 
indicated by 
M,(Yo) w [p’yo) “1 [ l “I”. 
fJo(ro) --rod 1 
As n + co, A --f 0, and An = t (finite), we have 






Consequently, the unconditional expectation of the vector solution of the 
differential Eq. (50) is dominated by the behavior 
E x(t) 
t 1 r(t), 
N E{tG :1r, [ 21 . (80) 
We see that it again leads to the mean field result, which can be obtained 
from Eq. (50) by retaining only the mean field r. and ignoring the time corre- 
lations. This is similar to the dominant behavior of the solution obtained 
earlier for the linear first-order equations. 
4. CONCLUDING REMARKS 
In the above discussions, we have shown that certain integral recurrence 
relations can be used effectively in the computation of moments for a class 
of stochastic difference equations. This approach also enables us to discuss 
the asymptotic behavior of these moments in a simple fashion. 
Since stochastic difference equations represent stochastic differential 
equations in the limit, the method developed here also leads to an effective 
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means of calculating, numerically or otherwise, moments of the solutions for a 
class of stochastic differential equations. In particular, differential equations 
with Markovian coefficients can be studied using this technique. As is well 
known, the moment computations of equations of this type have been 
limited to approximations. Hence, this approach shows considerable promise 
in giving an accurate description of these moments; it can also be used to 
assess results obtained by means of various approximate techniques. 
From the computational point of view, modifications of the technique seem 
to be necessary in treating nonlinear stochastic difference equations. In this 
connection, the principle of quasilinearization in conjunction with the recur- 
rence integral technique suggests itself. A detailed exposition of this extension 
will appear elsewhere. 
Another fruitful extension of the present study is concerned with the 
asymptotic behavior of the moments. As we have seen in the last section, 
asymptotic results obtained here correspond to a mean field type of approxi- 
mation. A more refined approximation giving more detailed asymptotic 
properties is useful and has wide applications. Work along this line is in 
progress. 
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