Introduction

48
words out of 650
49
The world is composed of an overwhelming number of different objects and variants of those objects.
50
Category formation is the ability to extract commonalities among these diverse objects, allowing us to 51 group experiences by concepts or categories, and therefore imbuing our world with meaning. Furthermore, 52 we can generalize, and hence classify, stimuli we have never seen before into a category, a property also 53 fundamental for the emergence of language.
54
At least two brain areas are involved in category learning: the basal ganglia (BG) and the prefrontal 55 cortex (PFC) (Seger and Miller, 2010) . The BG have been shown to participate in a wide range of 56 categorization tasks, particularly those that require implicit learning via trial and error (Merchant et al., 
66
While monkeys learned this task, neurons from the PFC and the striatum were recorded. Early in this 67 experiment, when there were just a few stimuli to classify, category selectivity was strong in the striatum, 68 but weak in the PFC. As the task advanced, the number of possible stimuli to classify increased and the 69 category selectivity became weak in the striatum and strong in the PFC (Antzoulatos and Miller, 2011) .
70
The fact that the striatum predicted categories better in the beginning of the experiment and the PFC 71 later led Antzoulatos and Miller (2011) to suggest that the BG teach the PFC to encode categories.
72
However, there is no obvious explanation for the observed decrease in striatal category selectivity. Further,
73
the exact relationship between BG and PFC during category formation, e.g. the systems-level circuits 74 that allow the BG to teach the PFC are not yet fully worked out.
75
To study these open questions, we here developed a neuro-computational model and had it learn the 76 experiment devised by Antzoulatos and Miller (2011) . Our simulations suggest that although the striatal 77 cells decrease on average their category selectivity, they typically remain selective enough to contribute 78 to the final category decision: the knowledge acquired by the striatal cells can be very specific but 79 also associated to several stimuli of the same category. Furthermore, our simulations predict that the 80 striatal category selectivity decrease is due to an increase in the variability in the striatum cells' category 81 response, i.e. the striatal cells only respond to a subset of stimuli of one category as well as to some 82 stimuli of the other category. We supported this prediction by re-analyzing the original experimental 83 data of Antzoulatos and Miller (2011) .
84
In addition to the task used by Antzoulatos and Miller (2011) , the model was tested on a task in which 85 real-world face images had to be classified. This study revealed that even an imperfect teacher (the BG) 86 can still train the PFC to push the model's classification performance up to almost 100%. cortical-thalamo-cortical pathway to acquire category information and to produce category decisions.
92
The two cortical areas involved are the Inferior Temporal cortex (IT) and the PFC (see Figure 1) ; the IT 93 encodes stimulus information and the PFC learns to encode category knowledge. The BG bias activity in 94 PFC such that Hebbian learning of the IT -PFC connectivity is sufficient to develop category selective 95 cells in PFC.
96
In this rate coding model, the membrane potential of all simulated neurons and the learning rules that 97 determine synaptic plasticity between neighboring neurons are controlled by differential equations.
98
The BG
99
Our BG model is based on previous work (Schroll et al., 2014 (Schroll et al., , 2015 , and contains three basal ganglia 100 pathways (Schroll and Hamker, 2013) : the direct (striatum → substantia nigra pars reticulata), hyperdi-101 rect (subthalamic nucleus → substantia nigra pars reticulata), and short indirect pathway (striatum → 102 external globus pallidus → substantia nigra pars reticulata). Each of these three BG pathways obtains 103 the input information from the IT and converges in the substantia nigra pars reticulata (SNr), a BG 104 nucleus that tonically inhibits the ventral anterior nucleus (VA) of the thalamus.
105
The function of each BG pathway emerges as a learning process, implemented via a three factor learning 106 rule which considers the pre-synaptic activity, the post-synaptic activity and a dopamine (DA) signal. In 107 our model, this DA signal estimates a reward prediction error based on the striatal activity at the time 108 of reward delivery.
109
In the direct pathway, learning occurs in the projections between the IT and the striatal D1 cells and in agreement with the well-known center-surround structure (Nambu et al., 2002) .
122
In the indirect pathway, learning takes place in the projections between the IT and the striatal D2 cells well-documented NO-GO-function of this BG pathway (Apicella et al., 1992; Mink, 1996) . This pathway 128 is particularly relevant if changes in the stimulus-response associations occur.
129
A specific connectivity pattern is not forced on any of these plastic projections, providing our model 130 with high flexibility. Connections are initialized in an all to all configuration with random low weights.
131
The connectivity pattern is then automatically shaped through plasticity. On many previous modeling 132 approaches of the BG a connectivity pattern with parallel channels (one for each action or here category) 133 was enforced, without any clear account on how this arrangement could develop. Plasticity was therefore 134 required only on early stages of the different pathways. An interesting feature of having plasticity in the 135 late stages is that the knowledge acquired in the early stages of the pathways can be kept when learning 136 a new task, allowing relearning to be faster than the initial learning as shown by Schroll et al. (2012) .
137
The basal ganglia-cortex interaction
138
Our model includes a cortico-thalamo-cortical pathway which allows the BG to teach category knowledge 139 to the cortico-cortical pathway from IT to PFC by biasing thalamic and thus, PFC activity. Once the 140 category knowledge in the PFC is established, the PFC can also contribute to the final category decision 141 by means of the cortico-thalamo-cortical pathway. Thus, the thalamus plays a key role in integrating the 
151
Experimental design and statistical analysis
152
Prototype distortion task
153
In the experiment carried out by Antzoulatos and Miller (2011) , two female monkeys performed a pro-154 totype distortion task in which they learned to classify stimuli into one of two different categories. We
155
here re-analysed data from this previous experiment as explained later.
156
We tested our model with a very similar version of the original experiment as follows. Each stimulus was 157 composed of 7 white small squares (7 x 7 pixels each) drawn on black background within an image of 158 140x140 pixels. Each stimulus belonged either to category A or B and was generated from the underlying 159 category's prototype by shifting the seven squares from the prototype's coordinates randomly into nearby 160 locations (Figure 2a ). To mimic early visual processing up to area IT, we preprocessed the images using
161
Gaussian receptive fields (RFs) with a standard deviation of 10 pixels (cut-off at 3.5 standard deviations 162 which equals a diameter of 35 pixels), and a sampling distance between RF centers of 15 pixels (1.5 163 standard deviations of RF size).
164
The set of stimuli used in each experimental run consisted of 170 stimuli per category (each generated 165 from its category's prototype image) and was distributed into 8 blocks, where the stimulus set increased 166 in size with each block: in each block n the set size was 2 n , equally balanced for each category. In the 167 first block, therefore, only two different stimuli were presented. In the second block two more stimuli were 168 added to the set, reaching a total of 4. In subsequent blocks, only the stimuli added in the last block were 169 kept and new stimuli were incorporated until a total of 2 n was reached. Figure 2b illustrates model's decision using a softmax rule on a set of output neurons:
where P i is the probability of choosing category i, r i is the rate of the output neuron associated to 178 category i, N is the number of categories, and θ = 10 −7 prevents from dividing by zero. value and the mean parameter value, for a second version of the PCC) from a different experimental run.
196
The model performance at each experimental run was evaluated by computing the average of correct with less than two trials associated to one category were discarded. The d' sensitivity index
was computed for each cell within each window, where μ A and σ A are the mean and standard deviation, are responsible for suppression (Schroll et al., 2014) .
212
Stimulus selectivity and category selectivity per cell
213
To study if cells in PFC and STR become stimulus selective rather than category selective, we applied 214 the following procedure. At the end of each block, learning was frozen and each stimulus seen so far in 215 the experiment was presented once to the model for 50 ms, followed by a period of 100 ms without a 216 stimulus. The response of a cell to each presented stimulus was computed by averaging the cell's activity 217 over 50 ms presentation time and normalized by its maximum response to all stimuli within a block.
218
We defined a stimulus selectivity index (SI stim ) which measures if a cell is particularly tuned to a single 219 stimulus compared to the rest of the stimuli belonging to the same category:
where s is a presented stimulus, S is the set of presented stimuli, R s is the cell's response to s, and R s is 221 the mean cell's response to those stimuli in S that are different from s and belong to the same category 222 as s.
223
Category selectivity (SI cat ) was measured by computing the absolute value of the difference between 224 the cell's mean response to stimuli of one category and the cell's mean response to stimuli of the other 225 category (i.e. the numerator of the d' sensitivity index).
where R A is the mean cell's response to the stimuli that belong to category A, R B is the mean cell's 227 response to the stimuli that belong to category B.
228
We did not compute the full d' sensitivity index because we wanted the stimulus selectivity and the 229 category selectivity to be plotted in the same scale. Therefore, the category selectivity was normalized
230
in the same way as the stimulus selectivity (via normalizing the responses of each cell).
231
Only experiments that learned to criterion (in each block 16 out of 20 consecutive trials have to be 232 correctly classified before the maximum number of trials determined in each block is reached) were 233 considered for the analysis. 
243
For each frame, the face region was detected using a Viola-Jones filter (Viola and Jones, 2004) , allowing 244 to extract and resize each face to a 100x100 grayscale image. Figure 3 shows a few examples of the 245 resulting face images.
246
To obtain high-level facial features that mimic the computation in visual areas, we trained a neural net- (labels).
251
The neural network starts with a single convolutional layer, extracting 16 filters of size 6x6 and using 
262
Mathematical model description
263
The neuro-computational model was implemented using the ANNarchy neural simulator (Vitay et al., and the type of these connections.
268
9
The IT
269
IT is composed of 100 neurons whose membrane potentials are computed by:
where m highlight the changes we implemented.
277
The membrane potential of all cells in the BG is defined by a leaky-integration equation:
where m j is the membrane potential of neuron j, τ m = 10 ms the time constant, B j the baseline of the neural populations with excitatory synapses to neuron j.
284
The inputs are computed as:
where w i,j (t) is the weight of the synapse between the presynaptic neuron i and the postsynaptic neuron 286 j, and r P re i (t) is the firing rate of the presynaptic cell i. laterals is computed by multiplying the synaptic weights by a reversal factor (1 − r P re i (t)) + :
where the synaptic weights of the lateral connections in the SNr are excitatory and fixed to 1. There is no 300 direct evidence for our assumed SNr circuitry, mainly due to a lack of studies, but our assumption agrees 
304
SNc follows an equation that produces the dopamine signal and is the only part of our network that is 305 not governed by equation 6:
where B DA = 0.1 is the baseline of the cell's membrane potential. I 
with C being the covariance term: 
and α j the adaptive normalization variable (T c = 1 for excitatory connections and T c = −1 for inhibitory 320 connections):
Where τ w = 75 ms is the time constant. Synapses are randomly initialized with a uniform distribution 
337
The learning rule for changing the connection from the StrD1 to the SNr, from StrD2 to GPe cells, and 338 from STN to SNr cells is:
with the covariance term: (t), the mean of the firing rates in the presynaptic layer r P RE (t), the firing rate
357
of the postsynaptic cell r P OST j (t), and the mean of the firing rates in the postsynaptic layer r P OST (t).
358
The threshold of α 
366
The connections from the StrD1 cells to the SNc cell are updated by equations 16 and 17:
where τ w = 100000 ms is the time constant; r examples required only two categories to learn, our SNr and GPe are composed of two cells instead of four.
375
As a result, the synaptic values of the SNr lateral connections are fixed to 1.0 instead of being plastic.
376
The synaptic values of the plastic connections in the model are randomly initialized from a uniform allowed these synaptic weights to switch their character between excitatory and inhibitory during learning.
380
Learning in the present model does not rely on calcium traces implemented in the previous model as they 381 are not required for the purpose of this study. The learning rules from the IT to the BG input nuclei 
385
The cortico-thalamic architecture
386
The membrane potential m j of the 2 VA and the 16 PFC cells is computed by the equations 6 and 7, 387 with a time constant of 10 ms; the random noise is generated from a uniform distribution in the interval 
389
The firing rate is calculated by applying () + to the membrane potential.
390
The connectivity between PFC and VA is fixed and ensures that a PFC cell can only obtain its input 
where τ w = 15000 ms; γ pre = 0.15, and α P F C j (t) is the variable that contributes to the dynamic synaptic 396 saturation (eq. 13), with threshold m MAX = 3.5.
397
In the most active PFC cells, the synapse will be strengthened if the presynaptic cell's firing rate is above 398 the population mean and will be weakened otherwise. The subtractive term on the right side of equation
399
18 ensures dynamic synaptic saturation as in the Oja's learning rule (Oja, 1982) . plus/minus 10% of the parameter's value previously specified in the mathematical model description.
404
The 64 model parameters are: the membrane potential's baseline for the different neural populations, the 405 membrane potential's noise for the different populations, the time constant of the different learning rules,
406
the m MAX of each learning rule, the γ pre of each learning rule, the scaling factor for dopamine peaks and 407 the scaling factor for dopamine dips in the f DA (x) of each projection, the scaling factor for the reward 408 prediction signal when reward is not delivered, the value of g DA when reward is not delivered, and the 409 synaptic weights of the different fixed connections.
410
Results
411
Simulation Results
412
To meaningfully compare our model's results with physiological and biological data and, at the same 413 time, test the robustness of our model, we ran 100000 category learning experiments each with randomly 414 generated initial synaptic weights and with randomly generated values for 64 model parameters. Each 415 of these parameters' values was randomly determined from a uniform distribution in an interval between 416 plus/minus 10% of its value specified in the method's section (base value). With a total of 100000 of 417 these experimental runs, we consider a large number of variations for the 64 model value parameters.
418
Further, we used some variability in the learning task by choosing for each experimental run a different 419 set of stimuli among 100 possible sets of stimuli, each generated from two different category prototypes. 
437
In the following, we use the model as a tool to better understand this key finding. When we analyse each category selectivity and appears to become selective to input patterns common to both categories.
454
When we analyse the response characteristics across all cells, we observe that the distance between the 455 mean response to the preferred category μ P and the mean response to the non-preferred category μ N 456 reduces after the first phase, due to a reduction in μ P and a small increase in μ N (Figure 9a) . However, the 457 mean response to the preferred category stays much higher than the one to the non-preferred category in 
461
The increase in the standard deviation of the response to the preferred category σ P and the standard phase of the experiment.
465
As these results suggest that the decrease in μ P − μ N is due to an increase in the variability of the 466 category response, our model predicts that the decrease of the d' sensitivity index is primarily the result
467
of an increase in the variability of the category response.
468
We next explored why the decrease in striatal category selectivity and the accompanying increase in 469 variability occurred. As a first hypothesis, we reasoned that -as PFC category selectivity increased 470 with learning -striatal category selectivity became less required for successful task performance and was 471 therefore unlearned as the neural activity in the striatum may not be the cause of the final decision. To 472 test this hypothesis, we ran 100 additional simulations with our model, but we now blocked learning in 473 the PFC so that the BG were performing the experiment alone. However, the striatal d' sensitivity index 474 abruptly decreased after the first phase and stayed at a low level in the next two phases, qualitatively 475 very similar to the full model, therefore, ruling out that the decrease in striatal category selectivity occurs 476 due to a PFC dominance in later blocks.
477
As another hypothesis, we tested whether, as task performance increased, dopamine peaks (i.e., positive 478 reward prediction errors) in the model stopped appearing -which would have impaired further learning 479 in the striatum. However, dopamine peaks were only reduced to 43% on average, enough to still produce 480 large synaptic changes in the striatum.
481
Next, we tested whether the increase of the variability in the striatal category response and therefore the 482 decrease of the striatal category selectivity is produced by the learning of a large diversity of stimuli. To 483 test this idea, we ran 100 simulations with the full model performing a new prototype distortion task in 484 which the diversity of exposed stimuli is large and constant from the beginning of the task. Rather than 485 subdividing the prototype distortion task into blocks with increasing numbers of stimuli across blocks, Methods). In order to adapt the model to these new inputs, two small changes were implemented. First,
504
slower learning in the PFC (τ w = 100000 ms) was required to guarantee that the common patterns among 505 inputs of a category were extracted. Secondly, the pre-synaptic threshold in the PFC learning rule was 506 set to γ pre =0.0 to ensure that all relevant features of the input space were learned. Surprisingly, the BG 507 model alone achieves a much weaker performance than the full model and the PFC alone (Figure 11 ).
508
The BG and the full model very soon reached 85%. While the full model slowly improved its performance, between the PFC alone and the BG alone of around 10.4%, we can corroborate the relevant role of the 514 PFC in pushing the categorization performance to high levels with complex input stimuli. We have also
515
found that Hebbian learning alone is not enough to reach a high performance on the task.
516
To ensure that the slow learning in the PFC is key for pushing the categorization performance of the role of the slow learning in the PFC for achieving high categorization performance.
522
To study if the slow learning alone can be sufficient, we ran the BG alone with slow learning in an 523 additional region of the striatum. However, the BG with slow learning reach a significantly lower per-524 formance (around 17.4% lower) than the full model ( Figure 13 ). Also, to study the effect of additional 
529
Physiological results
530
Even though the striatum d' sensitivity index abruptly decreases after the first phase, our model predicts 531 that on average, the striatal cells remain selective for a preferred category, but their response to category 532 information becomes more variable (Figure 9 ). To empirically test these predictions, we went back to the 533 original monkey data. In accordance with our simulation results, the monkey data shows that the mean 534 response to the preferred category μ P weakly decreases after the first phase and that the mean response to 535 the non-preferred category μ N slightly increases after the first phase (Figure 14a ). Most importantly, μ P 536 is significantly higher than μ N in the three phases, confirming that although the striatum d' sensitivity 537 index shows a large decrease, the striatal cells show a preferred categorical response in the course of the 538 experiment.
539
In agreement with our model, the monkey data shows that both the variability of the striatal response 540 20 to the preferred category σ P and the variability of the striatal response to the non-preferred category σ N 541 increases after the first phase, while σ P is higher than σ N (Figure 14b ). we took the conservative assumption that cortico-cortical connections follow a Hebbian learning rule.
552
Hebbian learning however, is insufficient for categorizing complex input stimuli at high performance learning system which complements fast learners, required for survival.
567
As our model replicates key behavioral and physiological data of macaque monkeys performing a prototype 568 distortion task (Antzoulatos and Miller, 2011) are robust to modest changes in these parameters. The model did not show significant susceptibility to 580 changes in any of these parameters.
581
Our results may advance the field of computational models of category learning, which has already a long Palmeri, 2014) and may therefore require more complex models. which was set to the value specified by each condition. 
