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Abstract
Multi-focus image fusion is a technique for obtaining an
all-in-focus image in which all objects are in focus to ex-
tend the limited depth of field (DoF) of an imaging sys-
tem. Different from traditional RGB-based methods, this
paper presents a new multi-focus image fusion method as-
sisted by depth sensing. In this work, a depth sensor is
used together with a color camera to capture images of a
scene. A graph-based segmentation algorithm is used to
segment the depth map from the depth sensor, and the seg-
mented regions are used to guide a focus algorithm to lo-
cate in-focus image blocks from among multi-focus source
images to construct the reference all-in-focus image. Five
test scenes and six evaluation metrics were used to com-
pare the proposed method and representative state-of-the-
art algorithms. Experimental results quantitatively demon-
strate that this method outperforms existing methods in both
speed and quality (in terms of comprehensive fusion met-
rics). The generated images can potentially be used as ref-
erence all-in-focus images.
1 Introduction
The depth of field (DoF) of an imaging system is lim-
ited. With a fixed focus setting, only objects in a particu-
lar depth range appear focused in the captured source im-
age, whereas objects in other depth ranges are defocused
and blurred. An all-in-focus image in which all objects are
in focus has many applications, such as digital photogra-
phy [14], medical imaging [26], and microscopic imaging
[27, 21]. A number of all-in-focus imaging methods have
been proposed, which can be grouped into two categories:
point spread function (PSF)-based methods and RGB-based
multi-focus image fusion methods.
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The PSF-based methods obtain an all-in-focus image by
estimating the PSF of the imaging system and restoring an
all-in-focus image based on the estimated PSF. A partially
focused image can be modeled as an all-in-focus image con-
volved with a PSF. Deconvolution methods first estimate the
PSF and then deconvolve with this PSF to restore an all-in-
focus image. The PSF of a partially focused image is non-
uniform because the farther an object is from the DoF of
an imaging system, the larger is the extent of blurriness of
the object in an image. One type of deconvolution method
directly estimates the non-uniform PSF of an imaging sys-
tem using specially designed cameras [1] or a camera with
a specially designed lattice-focal lens [6]. Instead of esti-
mating the non-uniform PSF, the other type of deconvolu-
tion method first constructs an image with uniform blur and
then estimates a uniform PSF. The image with uniform blur
can be obtained by scanning the focus positions [21, 10]
or moving lens or image detector [12] during a single de-
tector exposure. The wave-front coding technique is an-
other approach to obtain a uniform blur image by adding a
suitable phase mask to the aperture plane and making the
optical transfer function of the imaging system defocus in-
variant [4, 37, 39, 3]. The deconvolution methods enable
single-shot extended DoF imaging. However, deconvolu-
tion ringing artifacts can appear in the resulting image, and
high frequencies can be captured with lower fidelity [12].
In RGB-based multi-focus image fusion methods, in-
focus image blocks are distinguished from among multiple
multi-focus source images that are captured using different
focus settings, to construct an all-in-focus image. Exist-
ing multi-focus image fusion algorithms include multi-scale
transform [40, 19], feature space transform [31, 20], spatial
domain methods [15, 17, 25, 28, 26], pulse coupled neu-
ral network [9, 33], and deep convolutional neural network
[22].
In multi-focus image fusion, one challenge is to ob-
tain a reference all-in-focus image, which better reflects
the ground truth, for other methods to directly compared
to. Due to the lack of reference images, a number of
metrics were defined for indirectly comparing the perfor-
mance across multi-focus image fusion methods. As dis-
cussed in [23], various metrics, such as information theory-
based metrics, image feature-based metrics, image struc-
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tural similarity-based metrics, and human perception-based
metrics [24] were developed because they all represent dif-
ferent aspects of the quality of an all-in-focus image.
In order to obtain a reference all-in-focus image, if the
distances between all objects and the camera are known, the
in-focus image blocks can be directly determined by choos-
ing those objects whose distances are within the DoF of the
camera. This is enabled by the advent and rapid advances of
depth sensors (e.g., Microsoft Kinect and ZED stereo cam-
era) which provide a convenient approach for accurately de-
termining the distances of objects in a scene.
In this paper, a fast multi-focus image fusion method as-
sisted by depth sensing is reported. Instead of distinguish-
ing in-focus image blocks from among multi-focus source
images, a graph-based depth map segmentation algorithm
is proposed to directly obtain in-focus image block regions
by segmenting the depth map. The distances of objects in
each segmented in-focus image block region are confined to
be within the DoF of the camera such that all objects in the
region appear focused in a multi-focus source image. These
regions are used to guide the focus algorithm to locate an in-
focus image for each region from among multi-focus source
images to construct an all-in-focus image. Experimental
results quantitatively demonstrate that this method outper-
forms existing methods in both speed and quality (in terms
of fusion metrics); thus, the generated images can poten-
tially be used as reference all-in-focus images. The pro-
posed method is not dependent on a specific depth sensor
and can be implemented with structured light-based depth
sensors (e.g., Microsoft Kinect v1), time of flight-based
depth sensors (e.g., Microsoft Kinect v2), stereo cameras
(e.g., ZED stereo camera), and laser scanners.
2 Multi-focus image fusion system
In Fig. 1, the image detector is at a distance of v from a
lens with focal length f . A scene point M , at a distance of
u from the lens, is imaged in focus at m. If the lens moves
forward with a distance of p from the lens, then M is im-
aged as a blurred circle centered aroundm′, while the scene
pointN at a distance of u′ (u′ < u) from the lens is imaged
in focus at n. In optics, if the distance between m and m′
is less than the radius of the circle of confusion (CoC) in
the image plane, all the scene points between M and N ap-
pear acceptably sharp in the image. This indicates that by
changing the distance between the lens and image detector
while capturing images, objects at different distance ranges
appear focused in order in the captured multi-focus source
images. DoF can be divided into back DoF (denoted by
b DoF in this work) and front DoF (denoted by f DoF in
this work), which indicate the depth range of objects after
and before the precisely in-focus scene point that can appear
acceptably sharp in an image.
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Figure 1. A scene point M at a distance of u
from the lens is imaged in focus by an image
detector at a distance of v from the lens with
a focal length f . If the lens moves forward
with a distance of p, M is imaged as a blurred
circle around m′, while the near scene point
N at a distance of u′ from the lens is imaged
in focus at n.
Fig. 2(a) shows our multi-focus image fusion system,
which consists of a focus-tunable Pentax K01 color camera
with an 18 − 55 mm lens and a Kinect depth sensor. The
diameter of the CoC of the color camera δ is 0.019 mm,
the aperture value F was set to 4.0, and the focal length f
was set to 24 mm. The flow chart of the proposed multi-
focus image fusion method is shown in Fig. 2(b). In this
method, the depth map and multi-focus source images of
an unknown scene are captured using the Kinect depth sen-
sor and Pentax color camera, respectively. Then, the depth
map is segmented into multiple in-focus image block re-
gions, and the objects in each region are within a DoF and
all appear focused. These segmented in-focus image block
regions are used to guide the focus algorithm to locate an
in-focus image from among multi-focus source images for
each region. Finally, the all-in-focus image is constructed
by combining the in-focus images of all segmented regions.
3 Detailed Methods
Fig. 3 uses an example to illustrate the main steps and in-
termediate results when the proposed multi-focus image fu-
sion method is applied to construct an all-in-focus image of
a scene. Firstly, the depth map from the Kinect depth sensor
is preprocessed to align with the color image captured with
the color camera, based on a stereo calibration method, and
to recover the missing depth values. A graph-based image
segmentation algorithm is then used to segment the prepro-
cessed depth map into regions. A focus algorithm is used to
locate an in-focus image for each region from among multi-
focus source images to construct an all-in-focus image.
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IR projector Kinect color
camera
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Figure 2. (a) Setup used in this work for evaluating the proposed multi-focus image fusion method.
(b) Flow chart of the method.
Depth map
preprocessing
Depth map
segmentation
Locate in-focus image for each
segmented region All-in-focus image
Figure 3. Main steps and intermediate results when applying the proposed multi-focus image fusion
method to construct an all-in-focus image of a real scene.
3.1 Depth map preprocessing
3.1.1 Align depth map with color image
Microsoft Kinect contains a depth sensor and an RGB cam-
era that provides both depth and color streams with a resolu-
tion of 640 × 480 at 30 Hz. The depth sensor consists of an
infrared (IR) projector combined with an IR camera. The IR
projector projects a set of IR dots, the IR camera observes
each dot and matches it with a dot in the known projector
pattern to obtain a depth map. The operating range of the
present Kinect depth sensor is between 0.5 m to 5.0 m [11].
Due to the different spatial positions and intrinsic param-
eters of the IR camera of the Kinect depth sensor and of the
Pentax color camera, the depth map is not aligned with the
color image. To align the depth map with the color im-
age, the depth map is first mapped to 3D points in the IR
camera’s coordinate system using the intrinsic parameters
of the IR camera. Then, these 3D points are transformed to
the Pentax color camera’s coordinate system using extrin-
sic parameters that relate the IR camera’s coordinate sys-
tem and the color camera’s coordinate system. Finally, the
transformed 3D points are mapped to the color image co-
ordinate system using the intrinsic parameters of the color
camera.
Let (u0, v0) denote the coordinates of the principal point
of the IR camera, fx and fy denote the scale factors in im-
age u and v axes of the IR camera, and u0, v0, fx and fy be
the intrinsic parameters of the IR camera. Let [u, v, Z] rep-
resent a pixel in the depth map, Z represent the depth value
in [u, v], and [X,Y, Z]T represent the mapped 3D point of
[u, v] in the IR camera coordinate system. According to the
pinhole camera model, the values of X and Y can be calcu-
lated according to
X=(u− u0)Z/fx,
Y = (v − v0)Z/fy. (1)
LetR and T represent the rotation and translation that relate
the coordinate system of the IR camera of the Kinect depth
sensor and the color camera’s coordinate system. R and T
are the extrinsic parameters. R is a 3× 3 matrix, and T is a
3× 1 matrix. The relationship between the transformed 3D
point [X ′, Y ′, Z ′]T in the color camera’s coordinate system
and [X,Y, Z]T can be expressed as
[X ′, Y ′, Z ′]T = R[X,Y, Z]T + T. (2)
Let (u′0, v
′
0) denote the coordinates of the principal point of
the color camera and fx′ and fy ′ denote the scale factors
in image u′ and v′ axes of the color camera. After map-
ping [X ′, Y ′, Z ′]T to the color image coordinate system,
the aligned depth point [u′, v′, Z ′] can be obtained, where
u′ and v′ are calculated according to
u′ = X
′
Z′ fx
′ + u0′
v′ = Y
′
Z′ fy
′ + v0′.
(3)
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The intrinsic parameters of the IR camera of the Kinect
depth sensor and the color camera and their extrinsic pa-
rameters are determined using a stereo camera calibration
method. In the example shown in Fig. 4(b), there are many
pixels in regions 1 and 2 that have a value of zero because
the aligned depth regions 1 and 2 are larger than their cor-
responding regions 1 and 2 in Fig. 4(a), and these pixels do
not obtain depth values from Fig. 4(a). A dilation operation
is used to recover the depth value of these pixels. A 3×3
rectangular structuring element is used to dilate the source
depth map to determine the shape of a pixel‘s neighborhood
over which maximum is taken, according to
dst(x, y) = max
(x′,y′):element(x′,y′)6=0
src(x+x′, y+y′). (4)
3.1.2 Depth map hole filling
From the aligned depth map (Fig. 4(c)), there still exist a
number of black holes that are labelled with green-colored
ellipses, and the largest hole labeled with “3” in green color.
These holes are caused by the structured light that the IR
projector of the Kinect depth sensor emits, which was re-
flected in multiple directions, encountered with transparent
objects, and scattered from object surfaces [7]. To avoid
incorrect segmentation, these depth holes must be filled.
The task is to use valid depth values around depth holes
to fill the depth holes. Vijayanagar et al. [30] proposed a
multi-resolution anisotropic diffusion (AD) method, which
uses the color image to diffuse the depth map and re-
quires this process to be iterated many times in the multi-
resolutions of the color image for each resolution. Differ-
ently, as discussed in the next sub-section on depth map seg-
mentation, the depth value of a filled hole only needs to be
within the DoF at its neighboring valid depth value. There-
fore, the AD method is applied more efficiently in our work.
(1) The AD filter is only applied to the depth map of the
original size. (2) The conduction coefficients are only com-
puted from the depth map. (3) Only one iteration of AD is
applied because after one iteration, the differences between
the depth value of the recovered pixel and its neighbors be-
come less than the DoF at the recovered depth value, and
thus, incorrect segmentation is avoided.
For an image I , the discrete form of the anisotropic dif-
fusion equation, according to [29], is
It+1(i,j) = I
t
(i,j) + λ(CN · dN + CS · dS
+CW · dW + CE · dE)t(i,j),
(5)
where 0 ≤ λ ≤ 0.25 for the equation to be stable, t in-
dicates the current iteration, d represents the depth value
difference between the pixel I(i,j) and one of its four neigh-
bors, and the subscriptsN , S,E,W denote the neighboring
pixels to the north, south, east and west. The conduction co-
(a) (b)
(c) (d)
Figure 4. Depth map preprocessing: (a) raw
depth map from Kinect depth sensor, (b)
aligned depth map, (c) aligned depth map
after dilation, and (d) aligned depth map af-
ter hole filling. Black holes are labeled with
green-colored ellipses, the largest hole is la-
beled with "3" in green color, the front ob-
ject region and background region are labeled
with "1" and "2" respectively.
efficient C is
C = g(d) = e(−(d/K)
2), (6)
where K is the standard deviation.
To recover the depth value of I(i,j), since the IR projector
is located on the right side of Kinect and the IR camera is on
the left side, the main depth holes (region 3 in Fig. 4(c)) is
always to the left of an object, we replace I(i,j) with I(i−2,j)
to fill depth holes. Thus, (5) is rewritten as
I(i,j) = I(i−2,j) + λ(CN · dN + CS · dS
+CW · dW + CE · dE)(i−2,j), (7)
where
dN = I(i−3,j) − I(i−2,j),
dS = I(i−1,j) − I(i−2,j),
dW = I(i−2,j−1) − I(i−2,j),
dE = I(i−2,j+1) − I(i−2,j).
(8)
The aligned depth map after hole filling is shown in Fig.
4(d).
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Figure 5. Diagram for calculating depth of
field (DoF).
3.2 Graph-based depth map segmentation
After preprocessing the depth map, the depth map is seg-
mented into distinct image block regions. Each segmented
region must satisfy the DoF rule, as described below, to en-
sure all objects in this region appear in focus. In Fig.5, scene
point L is at a distance of ul from the lens, M is at a dis-
tance of u, and S is at a distance of us. The three points are
imaged as l at a distance of vl, m at a distance of v, and s at
a distance of vs. Among the three scene points, only M is
imaged in perfect focus at the image detector; L and S are
imaged as a blurred circle with diameter δ centered around
m. The DoF consists of two parts, the back DoF (b DoF )
and front DoF (f DoF ), and their values at a distance of u
can be derived as
b DoF (u) = ul − u = Fδu2/(f2 − Fδu) (9)
f DoF (u) = u− us = Fδu2/(f2 + Fδu) (10)
where F = f/d is the aperture value. Let Min and
Max represent the minimum and maximum depth values
in a segmented region, respectively, and let Diff repre-
sent the difference between Min and Max (i.e., Diff
= Max - Min). Let b DoF (Min) represent the back
DoF when the camera is in focus at Min, f DoF (Max)
represent the front DoF when the camera is in focus at
Max, and MaxDoF represent the larger value between
b DoF (Min) and f DoF (Max). To ensure all objects
in a segmented region all appear focused, the DoF rule
requires that Diff must be smaller than MaxDoF (i.e.,
Diff < MaxDoF ).
In graph theory-based segmentation algorithms, a graph
with vertices, image pixels, and edges corresponding to
pairs of neighboring vertices is established. Each edge has
a weight initialized by the difference between the values of
pixels on each side of the edge. In existing graph theory-
based segmentation algorithms, blocks of pixels with low
variability tend to be segmented into a single region. For
an object with a wide depth range, the entire object crosses
multiple DoFs and cannot appear focused in one focus set-
ting. In this case, standard graph-based segmentation al-
gorithms would incorrectly segment the entire object into
a single region. For objects within a specific DoF of the
camera but with different depth values, the standard graph-
based segmentation algorithms may unnecessarily segment
these objects into different regions.
Fig. 6(a) is the depth map of a real scene with its cor-
responding color image shown in Fig. 6(b)). We first ap-
plied the classic graph-based segmentation algorithm (Felz
algorithm) [5] which segmented the depth map into three
regions (Fig. 6(c)). TABLE 1 summarizes the values of
Min, Max, Diff and MaxDoF of each segmented re-
gion. For region 3, Diff is larger than MaxDoF , indicat-
ing that all the objects in region 3 cannot appear focused in
one focus setting. Since the depth values in region 3 change
gradually from 832mm to 1360mm, they were incorrectly
segmented into a single region. For regions 1 and 2, when
the camera was set to focus at the minimum depth value
in region 2 (2417 mm), b DoF was 1132 mm, which is
larger than the difference (698 mm) between the minimum
depth value in region 2 (2417mm) and the maximum depth
value in region 1 (3115 mm), indicating that the objects in
regions 1 and 2 can appear focused in one focus setting. In
summary, with the Felz algorithm, regions 1 and 2 in Fig.
6(c) were unnecessarily segmented into two regions, and
region 3 in Fig. 6(c) was incorrectly regarded as a single
region.
In our depth map segmentation, a graph-based represen-
tation of the depth map is first established, in which pix-
els are nodes, and edge weights measure the dissimilarity
between nodes (e.g., depth differences). Given two com-
ponents, C1 and C2, let min and max represent the mini-
mum and maximum depth values among all the depth pix-
els within C1 and C2, diff equal max minus min, and
b DoF (min) and f DoF (max) represent the back DoF
and front DoF when the camera is set to focus at min and
max, respectively. To ensure that the final segmented re-
gions can all appear focused in one focus setting of the cam-
era, we then impose the rule of DoF, i.e., only if diff is less
than the larger value of b DoF (min) and f DoF (max)
can the two components be merged.
The segmentation result using the proposed graph-based
depth map segmentation algorithm is shown in Fig. 6(d).
The Min, Max, Diff and MaxDoF values of each seg-
mented region are shown in TABLE 2. It can be seen that in
every region, Diff is less than MaxDoF , indicating that
all objects within each region can appear focused in one fo-
cus setting.
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(a) (b)
(c) (d)
Figure 6. Depth map segmentation using
the standard graph-based segmentation al-
gorithm and our modified graph-based seg-
mentation algorithm. (a) Raw depth map of
a real scene. (b) Color image of the scene.
(c) Segmentation result by using the standard
graph-based Felz algorithm. (d) Segmenta-
tion result using our modified algorithm.
4 Experiments
4.1 Evaluation metrics
Seven representative fusion methods were selected for
comprehensive comparisons with our proposed method.
These five methods are discrete wavelet transform (DWT)
[13], nonsubsampled contourlet transform (NSCT) [38],
image matting (IM) [18], guided filtering (GF) [16], spatial
frequency-motivated pulse coupled neural networks in non-
subsampled contourlet transform domain (NSCT-PCNN)
[34], dense SIFT (DSIFT) [23], and deep convolutional neu-
ral network (DCNN) [22]. DWT and NSCT are multi-scale
transform methods; IM and GF are spatial methods; NSCT-
PCNN is a PCNN-based and multi-scale transform method;
DSIFT is a feature space method; and DCNN is a deep
learning method. The source codes of these algorithms were
obtained on line (see Supplementary Material).
In image fusion applications, there lacks a reference im-
age or a fused image as ground truth for comparing dif-
ferent algorithms. As reported in [24], fusion metrics are
categorized into four groups: (1) information theory-based
metrics, (2) image feature-based metrics, (3) image struc-
tural similarity-based metrics, and (4) human perception-
Table 1. Depth values (in mm) of segmented
regions in Fig. 6(c)
Region Min Max Diff MaxDoF Diff < MaxDoF ?
1 2722 3115 393 1526 Yes
2 2417 2639 222 1132 Yes
3 832 1360 528 207 No
Table 2. Depth values (in mm) of segmented
regions in Fig. 6(d)
Region Min Max Diff MaxDoF Diff < MaxDoF ?
1 2463 3140 677 1186 Yes
2 855 962 107 109 Yes
3 950 1085 135 136 Yes
4 1088 1269 181 182 Yes
5 1273 1412 139 257 Yes
inspired fusion metrics. In the experiments, six fusion
metrics covering all the four categories were chosen, in-
cluding normalized mutual information QMI [8], nonlin-
ear correlation information entropy QNCIE [32], gradient-
based fusion metric QG [35], phase congruency-based fu-
sion metric QP [24], Yang’s fusion metric QY [36], and
the Chen-Blum metric QCB [2]. QMI and QNCIE are
information theory-based metrics; QG and QP are image
feature-based metrics; QY is an image structural similarity-
based metric; and QCB is a human perception-based met-
ric. Detailed definitions of these metrics are provided in
Supplementary Material. These six fusion metrics were
implemented using the image fusion evaluation toolbox at
https://github.com/zhengliu6699. For all the
six metrics, a larger value indicates a better fusion result.
4.2 Source images
Multi-focus source images from five different scenes
were captured and used in this study (Fig. S2 in Supplemen-
tary Material). Fig. 7 shows the source images of one of the
scenes. Fig. 7(a) is the depth map of the scene. Depth map
segmentation resulted in only two regions: the front region
and the background region, as shown in Fig. 7(b). Thus, the
focus algorithm was guided to locate the two multi-focus
source images (Fig. 7(c) and Fig. 7(d)), which were then
used to construct an all-in-focus image. The scenes tested
in this work were intentionally set to have only two regions,
and there were only two multi-focus source images because
the on-line image fusion evaluation toolbox (https://
github.com/zhengliu6699) was designed to eval-
uate the fusion performance of two source images, and
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all the source codes of different multi-focus image fusion
methods were also designed to fuse two images. In Sup-
plementary Material, Fig. S1 shows the use of the ZED
stereo camera for obtaining the depth map of more com-
plex nature scenes and the segmentation results of the pro-
posed depth map segmentation algorithm. The source im-
ages of other scenes are provided in Supplementary Mate-
rial and can be downloaded from the author’s GitHub web-
site (https://github.com/robotVisionHang).
4.3 Comparison results
The assessment metric values of the all-in-focus images
constructed using our proposed method and other multi-
focus image fusion algorithms for different scenes are sum-
marized in TABLE 3. For each metric, the numbers in
parentheses denote the score of each of the seven methods.
The highest score is 7, and the lowest score is 1. The higher
the score, the better the method.
TABLE 4 shows the number of times of each method
receiving a score, the total score of each method, and the
overall ranking of the eight methods. Among the eight
methods, our proposed method received a score of 8 for
the highest number of times and had the highest overall
ranking. The results also reveal that our proposed method,
DCNN, DSIFT and IM outperformed GF, NSCT-PCNN,
DWT, and NSCT, and GF performed better than other multi-
scale transform methods (NSCT-PCNN, DWT, and NSCT).
The core process of state-of-the-art RGB-based multi-
focus image fusion methods (e.g., DCNN, DSIFT, GF and
IM) is to compute a weight map by comparing the relative
clearness level of multi-focus source images based on deep
convolutional neural network, dense SIFT feature, guided
filter, and image matting, respectively. In our proposed
method, the weight map is generated through segmenting
the depth map. Take A and B as two multi-focus source
images, and W is the weight map. A fused image, F is
constructed according to
F=(1.0−W ) ∗A+W ∗B, (11)
where ∗ is an operation of pixel-wise multiplication. The
range of values for W is 0.0 to 1.0. In a position (i, j)
within W , a value of 0.0 means the fusion method judges
that A is definitely clearer than B, and a value of 1.0 means
B is definitely clearer than A in (i, j). If the fusion method
is uncertain about whether A is definitely clearer than B, it
assigns a value between 0.0 and 1.0 to represent the clear-
ness level of A compared with B. A value less than 0.5
indicates that A is considered to be probably clearer than
B; a value of 0.5 indicates that A and B are considered to
be equally clear; and a value higher than 0.5 indicates that
B is considered to be probably clearer than A.
The better performance of our proposed method than
other multi-focus image fusion methods can be understood
by examining the weight maps they generated. For GF, the
weight map for the detail layer was used to reconstruct the
base layer and the detail layer of the fused image due to its
more detailed reflection of the level of sharpness compared
with the weight map for the base layer. Interestingly, the
fused image reconstructed only with a detail layer (vs. with
both base layer and detail layer [16]) generally obtained a
higher score (see TABLE S1 in Supplementary Material).
The values in the weight map of DSIFT can take on 0.0,
0.5, or 1.0, and for DCNN, IM and GF, the values range
from 0.0 to 1.0. In our proposed method, the weight map is
generated through the segmented regions. For a scene with
only two segmented regions, the values in the weight map
within a segmented region are all zeros since the pixels of
one multi-focus source image within this region is consid-
ered in best focus. Similarly, the values in the weight map
within the other segmented region are all ones.
To fuse multi-focus source images shown in Fig. 7(c)
and Fig. 7(d), the weight maps generated by our proposed
method, DCNN, DSIFT, IM, and GF are shown in Fig. 7.
The weight maps of other test scenes can be found in Sup-
plementary Material. This scene only contains two regions,
the front region and the background region. During image
capturing, the distance from the front region and the back-
ground region was set to be sufficiently large to ensure that
when one region is in focus, the other region is defocused.
Fig. 7(e) shows that the white front region and black back-
ground region are completely separated; the weight values
in the front region are all ones and the weight values in
background region are all zeros, accurately reflecting the
sharpness level of this scene. However, in Fig. 7(f) to Fig.
7(i), it can be seen that none of the DCNN, DSIFT, IM, and
GF methods was able to generate a weight map as clean as
the weight map generated by our proposed method because
they rely on the color information of the multi-focus source
images for computing weight maps, which is susceptible to
lighting, noise and the texture of objects. Differently, our
proposed method circumvent these limitations by making
use of the depth map to directly determine weight maps.
The time consumption for constructing an all-in-focus
image using our proposed method and other multi-focus im-
age fusion algorithms was also quantified and compared.
The sizes of the multi-focus source images and depth maps
were 640× 480. Tests were conducted on a computer with
a 4 GHz CPU and 32 GB of RAM. The time consumption
of our proposed method reported in TABLE 5 includes pre-
processing the depth map, segmenting the depth map, and
selecting in-focus images from multi-focus source images
to construct an all-in-focus image. Our method took 33 ms
on average to construct an all-in-focus image, among which
preprocessing the depth holes costed 5 ms, segmenting the
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depth map costed 27.5ms, and selecting in-focus images to
construct the all-in-focus image costed 0.5 ms. The signifi-
cantly lower time consumption of our method, compared to
the RGB-based methods (see TABLE 5) is due to the low
computational complexity stemming from the assistance of
the depth map. Note that in practice, there are usually more
than two multi-focus source images to be used to construct
an all-in-focus image of a scene, and in accordance, the time
consumption of other multi-focus image fusion methods in-
creases linearly. Differently, for the proposed all-in-focus
imaging method, since the time cost of preprocessing and
segmenting the depth map is linear to the size of the depth
map [5], as long as the size of the depth map from the depth
sensor is fixed, the time cost of preprocessing and segment-
ing the depth map stays constant. Although the time cost of
selecting in-focus images is linear to the number of multi-
focus source images, due to its low computational complex-
ity, the time consumption of our proposed method does not
increase significantly when the number of multiple multi-
focus source images becomes higher.
The proposed multi-focus image fusion method is highly
dependent on the depth map from the depth sensor.
Presently, the range of the Kinect depth sensor is limited
to 0.5 m-5 m. However, the proposed method is not de-
pendent on a specific depth sensor. For instance, the ZED
stereo camera has a significantly larger operating range (0.5
m 20 m) and can obtain depth maps with a size up to 4416
times 1242 at 15 fps. In Supplementary Material, Fig. S1
shows the use of the ZED stereo camera for obtaining the
depth map of more complex nature scenes.
5 Conclusion
This paper reported an efficient multi-focus image fusion
method assisted by depth sensing. The depth map from a
depth sensor was segmented with a modified graph-based
segmentation algorithm. The segmented regions were used
to guide a focus algorithm to locate an in-focus image for
each region from among multi-focus images. The all-in-
focus image was constructed by combining the in-focus im-
ages selected in each segmented region. The experimental
results demonstrated the advantages of the proposed method
by comparing the method with other algorithms in terms
of six fusion metrics and time consumption. The proposed
method enables the construction of an all-in-focus image
within 33 ms and provides a practical approach for con-
structing high-quality all-in-focus images that can poten-
tially be used as reference images.
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Table 5. Running time (seconds) of the proposed method and existing multi-focus image fusion
algorithms for the five test scenes.
Scenes Methods
DWT NSCT IM GF NSCT-PCNN DSIFT DCNN Our
1 0.2054 35.7285 3.2084 0.3351 243.2443 8.8385 132.9873 0.030
2 0.2031 35.5960 3.1097 0.3491 243.8029 11.4488 131.7024 0.035
3 0.2061 35.7128 2.9816 0.3473 243.4221 7.6047 131.6626 0.033
4 0.2039 35.7426 2.9719 0.3457 243.8831 7.3378 127.3014 0.032
5 (Fig. 7) 0.2050 35.7939 2.9131 0.3452 243.1754 9.4629 132.2269 0.035
Average 0.2047 35.7148 3.0369 0.3445 243.5056 8.9385 131.1761 0.033
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 7. Images of one test scene (a-d) and weight maps of different multi-focus image fusion
methods (e-i). This is the fifth scene in Fig. S2 (Supplementary Material). (a) Depth map of the
scene. (b) Segmentation result of the depth map. (c) Multi-focus source image with the front object
in best focus. (d) Multi-focus source image with the background objects in best focus. Weight maps
generated by (e) our proposed method, (f) DCNN, (g) DSIFT, (h) IM, and (i) GF. These weight maps are
also shown in the fifth group of weight maps in Fig. S3 (Supplementary Material).
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Hang Liu∗, Hengyu Li∗, Jun Luo∗, Shaorong Xie∗, Yu Sun†
Abstract
This document provides supplementary information to
“Construction of all-in-focus images assisted by depth sens-
ing“.
1 Detailed Definition of Six Multi-focus Im-
age Fusion Metrics
[2] proposed a comprehensive survey of 12 evaluation
metrics for image fusion. The 12 popular fusion met-
rics are categorized into four classes, namely information
theory-based metrics, image feature-based metrics, image
structural similarity-based metrics, and human perception-
based metrics. The MATLAB source code of 12 fusion
metrics can be found at Liu’s GitHub website https:
//github.com/zhengliu6699. We choose six of
them covering all four categories to compare the proposed
multi-focus image fusion method with other multi-focus
image fusion algorithms. For convenience, the detailed def-
inition of six metrics from [2] are introduced as follows.
Uniformly, Let A(i, j) and B(i, j) denote two source im-
ages while F (i, j) the fused image.
1.1 Normalized Mutual Information (QMI)
QMI is an information theory-based metric that mea-
sures the amount of information in the fused image inherited
from the source images. QMI is defined as
QMI = 2
[
MI(A,F )
H(A) +H(F )
+
MI(B,F )
H(B) +H(F )
]
, (S1)
∗Hang Liu, Hengyu Li, Jun Luo, Shaorong Xie are with the School
of Mechatronic Engineering and Automation, Shanghai University, China.
Hengyu Li is the corresponding author. scholar.hang@gmail.com li-
hengyu@shu.edu.cn
†Yu Sun is with the Department of Mechanical and Industrial En-
gineering, University of Toronto, Canada, and the Shanghai University.
sun@mie.utoronto.ca
where H(X) is the entropy of image X and MI(X,Y ) is
the mutual information between image X and Y ,
MI(X,Y ) = H(X) +H(Y )−H(X,Y ),
H(X) = −∑
x
p(x)log2p(x),
H(Y ) = −∑
y
p(y)log2p(y),
H(X,Y ) = −∑
x,y
p(x, y)log2p(x, y),
(S2)
where p(x, y) is the joint probability distribution function
of X and Y , and p(x) and p(y) are the marginal probability
distribution function of X and Y .
1.2 Normalized Mutual Information (QNCIE)
For two discrete variables U = {ui}1≤i≤N and V =
{vi}1≤i≤N , the nonlinear correlation coefficient (NCC) is
defined as
NCC(U, V ) = H ′(U) +H ′(V )−H ′(U, V ). (S3)
Considering NCC(A,B) for images A and B, the en-
tropies are defined as
H ′(A,B) = −
b∑
i=1
b∑
j=1
hAB(i, j)logbhAB(i, j),
H ′(A) = −
b∑
i=1
hA(i)logbhA(i),
H ′(B) = −
b∑
i=1
hB(i)logbhB(i),
(S4)
where b is determined by the intensity level, i.e., b = 256.
A nonlinear correlation matrix of the input image A(i, j),
B(i, j), and fused image F (i, j) is defined as
R =
 NCCAA NCCAB NCCAFNCCBA NCCBB NCCBF
NCCFA NCCFB NCCFF

=
 1 NCCAB NCCAFNCCBA 1 NCCBF
NCCFA NCCFB 1
 . (S5)
The eigenvalue of the nonlinear correlation matrix R is
λi (i = 1, 2, 3). Therefore, the nonlinear correlation in-
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formation entropy QNCIE can be obtained :
QNCIE = 1 +
3∑
i=1
λi
3
logb
λi
3
. (S6)
1.3 Gradient-Based Fusion Performance (QG)
Xydeas and Petrovic proposed a metric to evaluate the
amount of edge information, which is transferred from in-
put images to the fused image [4]. A Sobel edge operator
is applied to get the edge strength of input image A(i, j),
gA(i, j), and orientation αA(i, j):
gA(i, j) =
√
SxA(i, j)
2
+ SyA(i, j)
2
,
αA(i, j) = tan
−1(S
x
A(i,j)
SyA(i,j)
),
(S7)
where SxA(i, j) and S
y
A(i, j) are the convolved results with
the horizontal and vertical Sobel templates. The relative
strength ?(GAF ) and orientation values (∆AF ) between in-
put image A and fused image F are
GAF (i, j) =
{
gF (i,j)
gA(i,j)
, gA(i, j) > gF (i, j),
gA(i,j)
gF (i,j)
, Otherwise,
∆AF (i, j) = 1− |αA(i,j)−αF (i,j)|pi/2 .
(S8)
The edge strength and orientation preservation values can
be derived:
QAFg (i, j) =
Γg
1+eKg(G
AF (i,j)−σg) ,
QAFα (i, j) =
Γα
1+eKα(GAF (i,j)−σα)
.
(S9)
The constants Γg , Kg , σg and Γα, Kα, σα determine
the shape of the sigmoid functions used to form the edge
strength and orientation preservation value. Edge informa-
tion preservation value is then defined as
QAF (i, j) = QAFg (i, j)Q
AF
α (i, j). (S10)
The final assessment is obtained from the weighted average
of the edge information preservation values.
QG =
∑N
n=1
∑M
m=1
[
QAF (i, j)ωA(i, j) +QBF (i, j)ωB(i, j)
]∑N
n=1
∑M
m=1 (ω
A(i, j) + ωB(i, j))
(S11)
1.4 Image Fusion Metric-Based on Phase Congru-
ency (QP )
Zhao et al. and Liu et al. used the phase congruency,
which provides an absolute measure of image feature, to
define an evaluation metric [6, 3]. In [6], the principal (max-
imum and minimum) moments of the image phase congru-
ency were employed to define the metric because the mo-
ments contain the information for corners and edges. The
metric is defined as a product of three correlation coeffi-
cients,
QP = (Pp)
α(PM )
β(Pm)
γ (S12)
where p, M , m refers to phase congruency (p), maximum,
and maximum moments, respectively, and there are
PP = max(C
p
AF , C
p
BF , C
p
SF ),
PM = max(C
M
AF , C
M
BF , C
M
SF ),
Pm = max(C
m
AF , C
m
BF , C
m
SF ).
(S13)
Herein, Ckxy , k|p,M,m stands for the correlation coeffi-
cients between two sets x and y:
Ckxy =
σkxy+C
σkxσ
k
y+C
,
σxy =
1
N−1
N∑
i=1
(xi − x¯)(yi − x¯).
(S14)
The suffixes A, B, F , and S correspond to the two inputs,
fused image, and maximum-select map. The exponential
parameters α, β, and γ can be adjusted based on the impor-
tance of the three components [6].
1.5 Yang’s Metric (QY )
Yang et al. proposed another way to use SSIM for fusion
assessment[5]:
QY =

λ(w)SSIM(A,F |w) + (1− λ(w))SSIM(B,F |w),
SSIM(A,B|w) ≥ 0.75,
max{SSIM(A,F |w), SSIM(B,F |w)},
SSIM(A,B|w) < 0.75.
(S15)
The definition of local weight λ(w) is defined as
λ(ω) =
s(A|ω)
s(A|ω) + s(B|ω) , (S16)
herein, s(A|ω) is a local measure of image salience.
1.6 Chen-Blum Metric (QCB)
There are five steps involved in Chen-Blum metric [1]:
1. Contrast sensitivity filtering: Filtering is imple-
mented in the frequency domain. Image IA(i, j)
is transformed into the frequency domain and get
IA(m,n). The filtered image is obtained: I˜A(m,n) =
IA(m,n)S(r), where S(r) is the CSF filter in polar
form with r =
√
m2 + n2. In [1], there are three
choices suggested for CSF, which include Mannos-
Sakrison, Barton, and DoG filter.
2. Local contrast computing: Peli’s contrast is defined as
C(i, j) =
φk(i, j) ∗ I(i, j)
φk+1(i, j) ∗ I(i, j) − 1. (S17)
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A common choice for φk would be
Gk(x, y) =
1√
2piσk
e
x2+y2
2σ2
k , (S18)
with a standard deviation σk = 2.
3. Contrast preservation calculation: The masked con-
trast map for input image IA(i, j) is calculated as
C ′A =
t(CA)
p
h(CA)
q
+ Z
. (S19)
Here, t, h, p, q and Z are real scalar parameters that
determine the shape of the nonlinearity of the masking
function [1].
4. Saliency map generation: The saliency map for
IA(i, j) is defined as
λA(i, j) =
C ′A
2
(i, j)
C ′A2(i, j) + C ′B2(i, j)
. (S20)
The information preservation value is computed as
QAF (i, j) =
{
C′A(i,j)
C′F (i,j)
, if C ′A(i, j) < C ′A(i, j),
C′A(i,j)
C′F (i,j)
, otherwise
(S21)
5. Global quality map:
QGQM (i, j) = λA(i, j)QAF (i, j)+λB(i, j)QBF (i, j).
(S22)
The metric value is obtained by average the global quality
map, i.e., QCB = QGQM (i, j).
2 Website of Compared Multi-focus Image
Fusion Algorithms
In the experiment, the DWT method is imple-
mented based on O. Rockinger’s image fusion tool-
box http://www.metapix.de/toolbox.htm.
The NSCT method is implemented based on
the Nonsubsampled Contourlet Toolbox in MAT-
LAB Central (http://cn.mathworks.
com/matlabcentral/fileexchange/
10049-nonsubsampled-contourlet-toolbox?
s_tid=srchtitle). The NSCT-PCNN method is
implemented using the code downloaded from Xiaobo Qu’s
homepage (http://www.quxiaobo.org/index.
html) and the codes of IM and GF methods are available
on Xudong Kang’s homepage (http://xudongkang.
weebly.com/index.html), the codes of DSIFT
and DCNN methods are available on Yu Liu’s homepage
(http://www.escience.cn/people/liuyu1/Codes.html).
3 Source Images
In our experiments, 5 pairs of multi-focus images that
belong to different scenes shown in Fig.S2 are utilized to
compare the proposed multi-focus image fusion method and
other multi-focus image fusion algorithms. The source im-
ages can be downloaded from the author’s GitHub website
(https://github.com/robotVisionHang).
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Table S1. The quantitative assessments of the GF method reconstructs a fused image using two
different base and detail layers (GF DIFF ) and the same detail layer (GF SAME).
Scenes Methods
Metrics
MI NCIE G P Y CB
1
GF DIFF 1.3402 0.8597 0.6946 0.9023 0.9412 0.7634
GF SAME 1.3625 0.8615 0.7031 0.9024 0.9499 0.7657
2
GF DIFF 1.1674 0.8426 0.6747 0.9175 0.9431 0.7627
GF SAME 1.1794 0.8434 0.6828 0.9177 0.9488 0.7647
3
GF DIFF 1.1500 0.8414 0.6998 0.9115 0.9602 0.7681
GF SAME 1.1645 0.8423 0.7044 0.9116 0.9650 0.7709
4
GF DIFF 1.0978 0.8382 0.6642 0.9039 0.9500 0.7527
GF SAME 1.1260 0.8400 0.6741 0.9039 0.9575 0.7662
5
GF DIFF 1.1420 0.8435 0.6594 0.8953 0.9419 0.7607
GF SAME 1.1602 0.8447 0.6659 0.8955 0.9462 0.7638
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure S1. (a), (d), (g) Depth maps obtained via the use of a ZED stereo camera. (b), (e), (h) Cor-
responding color images. (c),(f),(i) In-focus image block regions determined by segmenting depth
maps.
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
(m) (n) (o) (p)
(q) (r) (s) (t)
Figure S2. Multi-focus source images captured at five different scenes, the four images in each row
belong to a same scene. In each row, the first image is the depth map of the scene, the second
image is the segmentation result of the depth map, the front object is in best focus in the third image
and the background objects is in best focus in the last image, (a)-(d) belong to the first scene, (e)-(h)
belong to the second scene, (i)-(l) belong to the third scene, (m)-(p) belong to the fourth scene, (q)-(t)
belong to the fifth scene.
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(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
(k) (l) (m) (n) (o)
(p) (q) (r) (s) (t)
(u) (v) (w) (x) (y)
Figure S3. Weight maps generated by different methods when fusing different groups of multi-focus
source images in Fig. S1. In each row, the weight map from left to right is generated by the proposed
method, DCNN, DSIFT, IM and GF respectively. (a)-(e) belong to the first scene, (f)-(j) belong to the
second scene, (k)-(o) belong to the third scene, (p)-(t) belong to the fourth scene, (u)-(y) belong to
the fifth scene.
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