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Abstract 
Many existing numerical schemes for the solution of initial-boundary value problems for partial differential equations 
can be derived by the method of lines. The PDEs are converted into a system of ordinary differential equations either 
with initial conditions (longitudinal scheme) or with boundary conditions (transverse scheme). In particular, this paper 
studies the performance of the transverse scheme in combination with boundary value methods. Moreover, we do not 
restrict he semi-discretization by the usual first- or second-order finite-difference approximations to replace the derivative 
with respect o time, but we use high-order formulae. 
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1. Introduction 
The analysis of methods which approximate he solution of partial differential equations (PDEs) is 
an important issue in numerical mathematics [15, 22]. For example, many problems in science and 
engineering involve hyperbolic onservation laws which can be formulated as a system of first-order 
PDEs, such as the Euler equations of gas dynamics that describe the flow of an inviscid, non-heat- 
conducting compressible fluid and represent the conservation of mass, momentum and energy. Other 
examples of PDEs arise in meteorology and astrophysics. In fact, the mathematical modelling of 
stellar evolution gives rise to a highly nonlinear system of parabolic PDEs with associated initial 
and boundary conditions. 
In many cases of practical interest he numerical solution of a PDE is obtained using the well- 
known method of lines (MOL). This approach consists of two different schemes, namely the longi- 
tudinal scheme and the transverse scheme; the former defines approximate solutions on lines along 
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the space axis, while the latter defines solutions on lines along the time axis. In both cases the 
PDE is converted into a system of ordinary differential equations (ODEs) by finite difference or 
finite element echniques. The longitudinal scheme leads to an initial value problem (IVP), while 
the transverse scheme leads to a boundary value problem (BVP). The resulting ODE system is then 
integrated by one of the many available integration schemes. In the case of IVPs a Runge-Kutta or 
a linear multistep scheme is employed, while in the case of BVPs the multiple shooting technique 
is applied. The latter approach poses a severe problem of numerical instability if the BVP is stiff 
or singularly perturbed. Historically, this led to abandoning the transverse scheme. Consequently 
the longitudinal scheme or other finite difference schemes received more attention for the numerical 
solution of certain PDEs [17, 25, 28]. 
On the other hand, some kind of PDEs, for example those derived from the mathematical modelling 
of stellar evolution, are less complex in the time domain than in the space domain. For these problems 
while a relatively low accuracy suffices in the time domain, a high integration accuracy is mandatory 
in the space domain. Moreover, if moving free boundaries are present, the longitudinal scheme is 
not applicable. A possibility of dealing with these problems has been introduced in [24], where a 
spectral-collocation-type Ansatz method has been used in combination with the transversal method. 
Recently, higher-order numerical methods have seen increasing use. Although these methods do 
not have the spatial resolution of spectral methods, they offer significant increases in accuracy over 
conventional first- or second-order finite difference approximations, but present some difficulty near 
the boundaries and a slightly higher programming effort. 
Up to now studies have been carried out to find higher-order spatial discretization for the longi- 
tudinal method of lines. The primary difficulty in using higher-order schemes is the identification of 
stable boundary schemes that preserve their formal accuracy. To date, many higher-order schemes 
are used together with lower-order boundary schemes. This problem becomes more evident for hy- 
perbolic PDEs, for which some implicit high-order schemes called compact schemes were derived, 
treating both the solution and its derivative as unknowns (see [10, 11, 14]). 
The aim of this paper is to study the conditioning of the transversal method of lines and to find 
high-order well-conditioned semi-discretization. I  Section 2 we briefly describe the boundary value 
methods (BVMs), a class of methods for ODEs based on linear multistep formulae and used for 
solving both initial and boundary value problems. In Section 3 we report some theoretical results on 
the conditioning of the BVP arising after the semi-discretization with the transversal scheme and we 
find well-conditioned semi-discretization f order up to 8. In Section 4 some numerical experiments 
show the effectiveness of the methods used compared with explicit classical spatial discretization for 
the longitudinal scheme. 
2. Boundary value methods 
The BVMs are a class of methods for ODEs based on linear multistep formulae. They were 
introduced in [5, 18] in order to take advantage of some properties of the numerical solution of 
boundary value difference quations tudied in [12, 21, 23]. The stability properties of BVMs for 
the solution of IVPs have been extensively studied in [2, 7, 16, 19], while the numerical solution 
of BVPs has been treated in [8]. The main feature of BVMs is that they may be used in the same 
way for solving both initial and boundary value problems. Therefore such methods are the natural 
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candidates for solving PDEs, both with the longitudinal and with the transversal methods of lines. 
For our purpose it is convenient to describe BVMs for a system of ODEs of the form: 
. f=f ( t ,y ( t ) ) ,  to <<. t <<. T, 
(1) 
Boy(to) + Bry(T)  = q, 
where the unknown function y :y ( t ) ,  may be a vector function. If Bo is the identity matrix and Br 
is the null matrix, then we have an initial value problem. 
Given the integers k~, k2, k = k~ + k2, N >/k2 + 1, and a mesh to < -.- < tN = T over the time 
interval, with ti = ti-~ + h and h = (T - to)/IV, a k-step linear multistep formula with k~ initial and 
k2 final conditions applied to (1) takes the form: 
k2 k~ 
Z Z flJ.+,, n=k,  . . . .  ,N -k2 ,  
i=--kl i=-kl (2 )  
Yo,-..,Y~,-1 given, 
YN-k2+I,. . . ,YN given, 
where h is the stepsize and ~i and /~i are chosen so that (2) has an order p t> 1. The kl initial 
conditions Y0 .... ,Yk,-, are approximations of the exact solution, respectively, in to,...,tk,-~, and 
if (1) is an initial value problem they may be approximated in the usual way, for example using 
methods of lower order. In general, it does not make sense to explicitly determine the additional final 
conditions YN-k2+~,.'',YN; rather they are implicitly approximated by means of auxiliary multistep 
methods defined on the existing mesh-points. When (1) is a boundary value problem the same 
procedure may be applied to determine the additional initial conditions. A k-step boundary value 
method with (kl,kE)-boundary conditions takes the form: 
BoYo + BryN = ~1, 
k (i) k ~/~ 
Z (j) __ /~{ J) i¢~, O~ i y i - -hZ• ,  j , ,  
i=0 i=0 
j=  1 . . . .  ,kl - 1, 
k2 k2 
Z ~iYn+i :h  Z flifn+i, 
i=-kt i=-kt 
n =k l , . . . ,N  - k2, 
(3) 
k¢ i~ k ~ i} 
~i .JVN-k I i~+i ~ IJi JN-kl /)+i, 
i=0 i=0 
j - -k1  + 1 . . . .  ,kl + k2. 
Several classes of BVMs have been introduced over the last few years and their convergence and 
linear stability properties have been fully studied [2, 5, 8, 7, 9, 19]. In [2] it has been shown that 
the linear stability of (3) is essentially determined by (2) which is called the basic method. A BVM 
is called Ak, k2-stable if its region of absolute stability contains the complex negative half-plane. We 
observe that Ak0-stability coincides with A-stability of IVMs. 
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In the following we will use the extended trapezoidal rules (ETRs). The ETRs are a class of 
BVMs with the same number of initial and final additional conditions. They were introduced in [2] 
and their main property is to possess the same stability domain as the trapezoidal rule. 
When a constant gridsize h is used, the (2k -  1)-step ETR associated to (1) is defined 
as ;  
BoYo + BryN =- q, 
2k-- 1 
Yn--Yn--I =h ~ ~In)f n = 1 , . . . , k -  1 (additional initial methods) 
i=0 
k-I (4) 
Y , -Yn- l=h ~ ~gf,+i n=k, . . . ,N -k  + 1 (main method) 
i=--k 
2k--I 
YN-k+n+I --YN--~+, =h ~ ~k_-i"~fN_k+g n = 1 .... ,k - 1 (additional final methods) 
i=0 
The coefficients //}n~ and /~i are such that each formula is of order 2k. In [2] has been stated 
that the (2k -  1)-step ETR is Ak,~_~-stable and its stability domain is the complex negative 
half-plane. 
A simpler way to solve problem (1) is to apply ETRs in a composite form. We define a coarser 
discretization of the time interval [to, T]: 
t i=t i - l+hi ,  i=1  ... .  ,s, 
where hg = (T -  to)Is. Then we discretize each sub-interval by means of a finer constant stepsize 
hi = ( t i+ l  - ti)/r: 
ti, o=ti, tg, j=tg j _ l+h; ,  j= l , . . . , r .  
Finally, on each sub-interval we apply the ETRs (initial and final methods on the first and last points 
and the main method on the middle points). 
In the linear case, the resulting discrete problem is a linear system with sparse coefficient matrix. 
In recent years many algorithms for the parallel solution of linear systems having matrices with 
this structure have been proposed [3, 29]. Therefore in the implementation f composite BVMs it is 
possible to exploit the sparsity structure of the matrix to obtain efficient parallel algorithms [1, 20]. 
This is a great advantage, especially when solving systems arising from the discretization of PDEs. 
Moreover, it is possible to derive an efficient stepsize variation strategy using different steps in each 
subinterval [9]. 
3. The method of lines 
We consider second-order parabolic problems of the form: 
~(x,t ,  Ux(X,t),Uxx(X,t),ut(x,t))=O, a <~ x <<. b, O <~ t <. T, (5) 
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with the following boundary and initial conditions 
u(a, t) = ga(t), u(b, t) =- gb(t), 0 <<. t <<. T, 
(6) 
u(x, O) = f (x ) ,  a <<. x <<. b. 
Here, the subscripts x and t denote partial differentiation with respect o the spatial coordinate x and 
time t, respectively. It is assumed that the PDE (5) defines a well-posed problem in the sense that 
the solution exists and is unique. 
The MOL procedure consists of discretizing either the space or time variable, leaving the other 
component continuous. The semi-discretization technique with finite difference formulas leads to a 
system of ODEs in the nondiscretized variable. 
For simplicity, we treat the following linear problem: 
ut = #Ux~ - VUx, (x, t) E [a, b] x [0, T], 
u(x, O) = f (x ) ,  x E [a, b], (7) 
u(a, t) = ga(t), u(b, t) = gb(t), t E [0, T], 
where p and v are positive numbers. The above PDE represents advection-diffusion equation and 
provides a useful model in one space dimension of the transport equation: it models how the con- 
centration u of a substance changes as it is carried along in a stream moving with a velocity v. The 
term #Uxx measures the diffusion of the concentration u and the term -VUx measures the convection. 
The longitudinal scheme defines approximate solutions along the space axis leading to an initial 
value problem and up to now has been the most used MOL scheme [13, 17, 25-28]. This is in part 
due to the ease of implementation, given the wide availability of stiff IVP software. 
3.1. Transverse scheme 
If we apply the transverse scheme, we construct an approximate solution on the lines 
t=tm=mAt ,  m=0,1 , . . . ,M ,  (A t=T IM) .  
Consequently, we have to discretize the derivative with respect o t in the original equation. Usually, 
a first-order finite difference discretization is applied, that is 
Um(X ) -- Um_l(X ) 
Ut(X, tm) ~ At  ' 
where ui(x) approximates u(x, ti). Alternatively, we may consider approximations of order higher 
than one. 
Let us fix a gridsize At = T/ (N  + k l -  1) and the mesh points to = 0, t /= to + i At. Then, we 
obtain the following approximation of order p for the first derivative: 
( u,( x, ) 
[ + (8) 
\Ut(X, tN+k,-1 ) ]  
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where CN is a band matrix of size N, DN is a rectangular matrix of size N × kl and u0 is a vector 
of length kl containing the initial conditions (if kl = 1 u0 = u(x, 0)), 
/ u,,x  ] ] u0(x) = . and u(x)= . . 
\uk,-,(x)/ uN+k,-l(x)/ 
The elements of the matrices Co and DN are derived considering Taylor series for the values u(x, ti) 
and imposing the order conditions. 
The semi-discrete problem is: 
CN DN dZu du 
Siu + ~uo = ~T~ - v~,  Igat I
go(tk,+l ) g~(tk,+l ) 
u(a) = . , u(b) = . . (9) 
\ga( tU +k, - 1 ) \gb( tU +k, - 1 ),l 
It may be written as a first-order system by setting v(x)= (u(x), du(x)/dx) T. We obtain: 
(o ;,) (o / 
Vx(X) = v (x )  + D__~_~ Uo , 
\,uAt / 
with boundary conditions: 
(00)v (a )+(  0 O) v(b)=(u(a))'\u(b)j (11) 
Once the semi-discretization has been defined, it is very important o can-y out a conditioning 
analysis of the semi-discrete boundary value problem [4]. We have the following theorem: 
Theorem 3.1. The semi-discrete boundary value problem (10)-(11 ) /s  well-conditioned if and only 
if there exists an integer No such that the eigenvalues of the matrices CN have positive real part 
for all N >>.No. 
Proof. A necessary and sufficient condition for the well conditioning of the linear continous boundary 
value problem (10) is that the number of terminal conditions is equal to the number of increasing 
modes and the number of initial conditions is equal to the number of decreasing modes [4, Theorems 
3.103, 3.107]. Now problem (10)-(11 ) has N initial and N terminal conditions, therefore it is well- 
conditioned if and only if the number of eigenvalues of the jacobian matrix with positive real part is 
equal to the number of eigenvalues with negative real part. The eigenvalues of the jacobian matrix 
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are the zeros of 
det (£, ,) (, O)(o  , ) CN (~- -2 )1  =det  -l l v_2)1  v ~C u 2__~__~CN_~(_~ 
= det (~-~CN + 2( ;  0. 
Now if/~ is an eigenvalue of CN, )o may be computed as zero of the following polynomial: 
#At22 - vAt2 -  ft. 
Therefore, it is straightforward that for each eigenvalue fl of CN there are two eigenvalues 2 with a 
different sign whenever the real part of/3 is positive. [] 
Let us consider in detail the fourth-order semi-discretization. The time discretization is accom- 
plished with the stencils 
1 
Ut (X, t3 ) ~ 12 At  ( -  u(x, to ) + 6u(x, t l ) -- 18u(x, t2 ) + 10u(x, t3 ) + 3 u(x, t4 )) 
1 
ut(x, t4)~ 12At ( -u (x ,  tl) + 6u(x, t2) - 18u(x, t3) + lOu(x, t4) + 3u(x, ts)) 
1 
ut(x, tj ) ,~ ~12 ( -u(x,  tj-3 ) + 6u(x, tj-2 ) - 18u(x, tj_ 1 ) + 10u(x, tj ) + 3u(x, tj+ l )) 
j - -5 , . . . ,N+ 1 
1 
ut(x, tN+2) ~ 1---~-~-~ (3U(X, tN-2) -- 16U(X, tN-1 ) + 36U(X, tN ) -- 48U(X, tN+l ) + 25U(X, tN+2)) 
where u(x, to), u(x,h), and u(x, t2) are the initial conditions, only one of which is given by the 
problem. The remaining additional initial conditions are approximation of order at least p - 1 of the 
exact solution• 
The matrices CN and DN in Eq. (9) take the form 
1 
( 10 3 
-18  10 3 
6 -18 10 3 
-1  6 -18  10 3 
" ,  "., ",• "., "., 
°.. ",. "., "•  
-1  6 -18  
3 -16  36 
10 3 
-48  25 
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1 
DN = -~ 
¢'-1 6 -18 
0 -1  6 
0 0 -1  
0 0 0 
0 0 0 
The study of the well conditioning of the semi-discrete boundary value problem (10)-(11 ) requires 
information about the asymptotic spectrum of the matrix CN which is a quasi-Toeplitz matrix as 
defined in [6]. The asymptotic spectrum of a quasi-Toeplitz matrix, say CN, consists of the asymptotic 
pure Toeplitz spectrum, set cg, plus (possible) isolated points corresponding to boundary condition 
dependent eigenvalues, et 9.  In [16] the authors tudied the spectrum of the matrices associated to 
the generalized backward ifferentiation formulae, a class of boundary value methods. These matrices 
are equal to the matrices CN defined in (9) if we choose kl = [k/2J + 1, where k is the order of the 
semi-discretization. If we set CN =ENCNEN 1 with suitable diagonal matrices EN, then the spectrum 
(~(N) [_j ~(U) of the symmetric matrix TN = 1 ~ ~ ~(CN + CVN) satisfies the inequality 
min{C~(N) u~(N)}~>N, VN>~k -k l  + 1 
where s is a positive constant independent of N (see [16, Theorem 5.1]). This allows us to state 
the following theorem: 
Theorem 3.2. The semi-discrete boundary value problem (10)-(11) obtained by usin9 kl = [k/2] 
+ 1, in the semi discretization (8) is well conditioned at least up to the order 8. 
ProoL The proof easily follows by considering that, since the matrices TN are positive definite 
for all N ~> k - kl + 1, the real part of the eigenvalues of CN are positive for all N ~>N0 = k - 
k l+ l .  [] 
To become fficient he transverse method of lines must be applied in a composite form. We define 
a coarser discretization of the time interval [to, T] and we discretize each sub-interval by means 
of a finer constant stepsize. Finally, on each sub-interval we apply the transverse scheme solving 
a well conditioned boundary value problem. Usually the size of each BVP is greater or equal to the 
order of the time discretization. This implementation gives us more flexibility than the longitudinal 
scheme, since it is possible to apply a stepsize variation strategy both in space and in time in order 
to solve problems with transient regions like a moving wave front or a shock layer. 
The extended trapezoidal rules described in Section 2 may be used for solving the ODE obtained 
after the semi-discretization using both longitudinal and transverse scheme. In the first case we 
have no restriction on the time step because of the Ak, k2-stability property. In the second case, 
the numerical method used to solve the BVPs must be sufficiently flexible to properly handle the 
exponential growth and decay. Methods like ETRs are the natural candidates because they have 
an important property called time reversal symmetry, that is, reversing the direction of integration 
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does not change a stable problem into an unstable one [7]. This property is very important since 
a continuous boundary value problem does not exhibit a preferential direction in the integration 
variable, and the numerical method should behave alike. Moreover, the stepsize strategy derived in 
[9] may be applied efficiently for the space variable. 
4. Numerical examples 
In this section we compare the behavior of the longitudinal scheme with the transverse scheme 
of the method of lines, using composite ETRs of order 4, 6 and 8 to solve the ODE system 
which arise from the semi-discretization f PDEs. The nonlinear equations are solved by using the 
Newton's scheme. The iteration was terminated when the infinitum norm of the difference between 
two successive iterates was less than a specified tolerance. For both the longitudinal and the transverse 
scheme we use order 4, 6 and 8 in time and space. For the longitudinal scheme we refer to the 
approximation of the derivatives uggested in [26] for the advection-diffusion equation. For the 
approximations of the first derivative of order 6 and 8 we use lower-order boundary schemes in order 
to preserve stability; this may reduce the formal accuracy of the discretization. For the transverse 
scheme we define the matrices CN and DN using kl = Lp/2J + 1, where p is the order of the 
method. As stated in the previous section this choice of kl leads to well conditioned boundary value 
problems. 
All the computations were performed in MATLAB. In all the examples, a uniform stepsize was 
used and the relative error was computed as 
max II(u j - u (x . t j ) ) . / (1  + lu(x,,tj)l)ll  
O<~i <~N,O<~j <<.M 
where uij is the numerical solution at time tj and space xi, u(x~,tj) is the exact solution and . / is  the 
MATLAB element-by-element division. 
Example 4.1. We consider the following one-dimensional linear parabolic PDE: 
ut=uxx, 0~<x~<l, 0~<t~<l, 
u(0, t)- -  0, u(1,t)--  0, 
u(x, 0) = 2 sin(ztx). 
It is a form of heat equation and describes heat flow in an insulated thin rod with zero temperature 
at the edges. The exact solution is: 
2 . 
u(x, t) = 2e -'~t sin(rex). 
In Tables 1 and 2 we report the relative error of the numerical solution obtained by using the 
transverse and the longitudinal scheme. For this simple problem the error for the two schemes is 
almost the same. Both methods mantain the expected order of convergence. 
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Table l 
Example 4.1, relative error for the transverse scheme 
Order 4 Order 6 Order 8 
£xx A t err rate err rate err rate 
5.00e-2 5.00e-2 8.5e-04 2.7e-05 9. le -07 
2.50e-2 2.50e-2 6.9e-05 3.6 6.8e-07 5.3 7.2e-09 7.0 
1.25e-2 1.25e-2 3.3e-06 4.4 1.5e-08 5.5 3.6e- 11 7.6 
6.25e-3 6.25e- 3 2.7e-07 3.6 2.5e- 10 5.9 1.1 e -  13 8.3 
Table 2 
Example 4.1, relative error for the longitudinal scheme 
Order 4 Order 6 Order 8 
Ax At err rate err rate err rate 
5.00e-2 5.00e-2 2.7e-04 2.2e-05 2.1e-06 
2.50e-2 2.50e-2 1.4e-05 4.2 3.4e-07 6.0 9.4e-09 7.9 
1.25e-2 1.25e-2 7.7e-07 4.3 7.5e-09 5.5 4.8e- 11 7.6 
6.25e-3 6.25e- 3 4.2e- 08 4.2 l. 1 e -  10 6.1 7.1 e -  13 6.1 
Table 3 
Example 4.2, relative error for the transverse scheme 
Order 4 Order 6 Order 8 
£xx At err rate err rate err rate 
2.00e- 1 1.00e- 1 6.2e-04 7.%-05 3.4e-05 
1.00e- 1 5.00e-2 5.8e-05 3.4 3.5e-06 4.5 1.1e-07 8.3 
5.00e-2 2.50e-2 3.5e-06 4.1 6.0e-08 5.9 9.1e-10 7.0 
2.50e-2 1.25e-2 1.9e-07 4.2 8.5e- 10 6.1 3.9e- 12 7.9 
Example  4.2. As  second example  we cons ider  the fo l lowing l inear equat ion [13]: 
ut=#Uxx-VUx,  -2~<x~<2,  0~<t~<~,  
u(x, 0 ) = e-X2. 
The exact  solut ion is 
u(x, t) = 1 e_(X_Vt)2/(l+4~t) 
For  our numer ica l  exper iments,  we choose # = 2e-  4, v = 1 and integrate for t ime t in the interval 
[0,4] (see Tables 3 and 4). In this example  the integrat ion gives prob lems to longitudinal  scheme 
o f  order 8. This is due to the lower-order  boundary  schemes. 
Example  4.3. An  important  example  o f  nonl inear  PDE is Burgers '  equation, used frequent ly in 
v iscos i ty -dominated systems. It is a famous equat ion for several  reasons: it includes nonl inear i ty  and 
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Table 4 
Example 4.2, relative error for the longitudinal scheme 
309 
Order 4 Order 6 Order 8 
&x At err rate err rate err rate 
2.00e- 1 1.00e- 1 2.9e-03 4.4e-04 5. le-04 
1.00e- 1 5.00e-2 2.4e-04 3.6 6.4e-06 6.1 7.6e-06 6.1 
5.00e-2 2.50e-2 1.6e-05 3.9 8.5e-08 6.2 1.1e-07 6.2 
2.50e-2 1.25e-2 1.0e-06 4.0 1.3e-09 6.1 1.5e-09 6.2 
Table 5 
Example 4.3, relative error for the transverse scheme 
Order 4 
Ax At err rate 
2.50e-2 5.00e-2 3.6e-02 
1.25e-2 2.50e-2 7.4e-03 2.3 
6.25e-3 1.25e-2 6.9e-04 3.4 
3.12e-3 6.25e-3 4.1e-05 4.1 
Table 6 
Example 4.3, relative error for the longitudinal scheme 
Order 4 
&x At err rate 
2.50e-2 5.00e-2 7.3e-02 
1.25e-2 2.50e-2 1.2e-02 2.6 
6.25e-3 1.25e-2 1.1e-03 3.5 
3.12e-3 6.25e-3 7.1e-05 3.9 
dissipation together in the simplest possible way and may be thought of  as a nonlinear version of  
the heat equation. In addition, it resembles the Euler and the Navier -Stokes equations from fluid 
dynamics, so the Burgers' equation provides an important est for many proposed numerical methods 
dealing with nonlinear differential equations. 
Now, we consider the following form of  Burgers'equation [13]: 
1 2 Ut=l lUxx-  ~(bl )x, 0~<X~<I, 0~<t~<l. 
An exact solution is: 
u(x, t) = (1 + e(°Sx-°25t)/~ ) -1 . 
For our numerical experiment we choose p = 0.005, so that a shock wave will appear in the 
solution. The behavior of  both schemes is similar for order 4 discretization (see Tables 5 and 6). 
From the numerical examples we deduce that the transverse scheme in combination with boundary 
value methods may lead to an efficient algorithm for the solution of  first-order partial differential 
equations. In particular, when we solve hyperbolic PDEs, where only the first derivative is present, 
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problem (10) - (11)  becomes of  size N, and the computational cost is the same as the longitudinal 
scheme. Otherwise, using constant stepsize, the transverse scheme has a computational cost higher 
than the longitudinal one, applied with the same steps. Anyway, the comparison of  the relative cost 
of  various high-order schemes is a complex issue, that cannot be made by using constants tepsizes. 
In fact the use of  two efficient stepsize variation strategies in space and time may reduce considerably 
the computational cost of  the transverse scheme. 
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