Data compression is always required in large-scale time-varying volume visualization. In some recent application cases, the compression method is also required to include a low-cost decompression process. In this paper, we propose a compression scheme for large-scale time-varying volume data using spatio-temporal features. With this compression scheme, we can provide a proper compression ratio to satisfy many system environments by setting proper compression parameters. After the compression, we can also provide a low-cost and fast decompression process for the compressed data. Furthermore, we also achieve an accelerated rendering process for the decompressed data.
Introduction
Time-dependent simulations can be found in many scientific fields (e.g., computational fluid dynamics, electromagnetic field simulation or ocean prediction). A good visualization result for these time-dependent simulations is always required to clearly show changes and variations over time [4, 7, 8, 9] . Because the time-varying volume data from these simulations are always highly complex and have a large-scale structure, effectively visualizing them is extremely difficult. As a result, a good compression method is always required to decrease the size of the time-varying volume data.
In some recent visualization cases, except for the efficient compression of large-scale time-varying data, a low-cost decompression and visualization process for the compressed data is also required because some visualization applications may have to perform the decompression and visualization process with a low-spec terminal. For example, "smart fishing" [12] is a case where the decompression and visualization must be performed with a low-spec terminal. "Smart fishing" refers to efficient fishing (e.g., rapid search for fishery grounds) using an ocean prediction dataset. It must transfer the large-scale ocean prediction dataset to the on-board fisherman and visualize the data to complete an interactive analysis for fishery grounds. Because the wireless communication speed on the ocean (mainly through satellite) is slow, the large-scale time-varying ocean data must be compressed. Moreover, the visualization and decompression process should be very low-cost and fast to satisfy the low-spec hardware (e.g., tablet or notebook PC, which fisherman may hold).
In previous studies, many volume compression methods have been proposed [3, 5, 6, 10, 11, 13, 14] to achieve the time-varying volume compression. However, these compression approaches require costly decompression or generate a large decompression size, which are not appropriate for applications that require low-cost decompression (e.g., "smart fishing").
To solve this problem, we propose a volume compression scheme based on the spatio-temporal features of the time-varying volume data. In our proposed compression scheme, there are two compression processes to separately use the spatial and temporal features of large-scale time-varying data. In our previous work [1] , we proposed a compression scheme using spatial features. In the present work, we add temporal domain compression to the previous method to achieve a higher compression ratio. Specifically, to use the temporal feature, we calculate the temporal coherence between every two consecutive time steps and subsequently delete the vertices that share coherence with the previous time step to compress the volume. The compressed volume data are stored in a vertex table, which records the coherence information for each vertex, and a compressed-value array. This simple structure can allow a fast decompression process (see details in section 3.2). Additionally, we provide two parameters: block size and tolerance rate, to control the compression precision and compression ratio. As a result, our compression scheme can provide a proper compression ratio and a low-cost decompression process. Moreover, we implement a special method for particle-based volume rendering (PBVR) [2] to render the decompressed volume data. Thus, the temporal features can be used to compress the volume data and to accelerate the PBVR process.
The main achievements of our proposed system are listed as follows: 1. Proper compression ratio for large-scale time-varying volume data to satisfy many system environments (even a low-spec environment) by setting the proper compression parameters.
2. Low-cost and fast decompression process. 3. Accelerated volume-rendering process (PBVR).
To verify the efficiency of our proposed compression scheme, we conduct an experiment to test the compression results using the spatio-temporal features. The experimental results show the efficiency of our proposed method.
Related Work
Large-scale time-varying volume data make visualization a challenging problem. Because of the large data size, many volume compression techniques have been proposed so that the rendering process can be more easily performed.
Jens Schneider et al. [5] proposed a vector-quantization-based compression scheme for both static and time-varying volume data. With vector quantization, this compression scheme can achieve a high compression ratio. However, it requires a costly decompression process, which can lead to a low frame-rate rendering result. Chaoli Wang et al. [14] used a wave-let-based time-space partitioning (WTSP) tree to compress the time-varying volume data in the spatio-temporal domain to achieve efficient rendering. Wavelet is a notably powerful compression technique. However, the decompression algorithm requires much time to perform the inverse wavelet transform. Moreover, the compression of wavelet is costly. Sohn et al. [13] described a compression scheme to encode the time-varying volumetric features to support isosurface rendering. This process is also based on a wavelet transform with temporal encoding, so the decompression process requires a costly inverse wavelet transform. Weiler et al. [11] proposed a hierarchical wavelet functional representation approach for interactive volume rendering, which also requires an inverse wavelet transform for decompression. Yela h. et al. [10] proposed a 3dc-based volume compression algorithm to compress the large-scale volume data. The decompression process requires a long time to perform the interpolation process. Jorg Mensmann et al. [6] proposed a GPU-supported compression scheme for time-varying volume data, which requires the conversion of simulation data from 32-bit float into 16-bit integration as a preprocess to ensure that data of that size can be stored in the GPU memory. However, the conversion may lead to a large data loss because the precision is decreased from 32-bit to 16-bit. Moreover, they used Lempel-Ziv-Oberhumer (LZO) as the compression algorithm, which could provide a fast decompression speed. However, the decompressed data and the original data are identical in size. For some time-varying data with a notably high spatial resolution, the GPU memory still runs a risk of insufficiency, particularly for a low-spec hardware. The same problem is described in the work of Yun Jang et al. [3] , who used functional representations to visualize time-varying data. The decoded frame requires a 3D texture size that depends on the original input data, which also leads to an insufficiency of graphics memory for low-spec hardware.
In conclusion, although these compression approaches achieve a high compression ratio for time-varying volume data, they always require a costly decompression process, a large decompression size or a costly rendering process, which are not suitable for low-spec hardware.
Spatio-temporal Compression
In this paper, we propose a volume compression scheme based on the spatio-temporal features of the time-varying volume data. This compression scheme contains two compression processes to use the spatial and temporal features ( Fig. 1 ). In general, the time-varying volume data always contain many spatial and temporal features. Here, the spatial features represent the properties in the volume structure for each independent time step. The temporal features indicate the properties that the volume data share by consecutive time steps. These features can be used to decrease the volume size. Thus, we can provide a lossy compression method with a notably high compression ratio. 
Spatial-Domain Compression
The first process is the spatial-domain compression to compress the time-varying volume data using the spatial features. We proposed the spatial-domain compression in [1] . Here, we briefly review this compression technique.
With the structured volume data, we use the two-level division to reduce the vertex number and fast cubic b-spline to reconstruct the divided volume ( Fig. 2) . First, the two-level division divides the volume into many blocks with the same cell number on each side (block size) and subsequently subdivides every block into 24 tetrahedra. Then, the value of the newly generated vertices (additional vertices in Fig. 2 ) is evaluated using a fast cubic b-spline. Hereafter, we call this structure a "24-tetrahedra" mesh. After the compression, we implement special compression data that are structured to store the "24-tetrahedra" mesh. The compressed data do not require the coordinate and connection information for the compressed tetrahedral mesh. Generally, the tetrahedral volume data require the coordinate and connection data for the tetrahedral structure. However, in our system, because the division is uniformly performed for the entire volume, a proper order of the values array is sufficient for the "24-tetrahedra" mesh. Thus, the compressed data contain the block size that is used in the block division, the original volume resolution and the ordered values array for the divided mesh. Because the vertex number is decreased in the division process, the compressed data can have a notably smaller size than the original data. Note that different block sizes can generate different vertex numbers. Hence, we can provide a different compression ratio with a different block size. This compression process is lossy, and the compression error is determined by the block size (see details in section 5.2). 
Temporal-Domain Compression
The second compression process is temporal domain compression. In many cases, time-varying volume data always maintain an invariant mesh. We call this type of data the mesh-invariant time-varying volume data. Because this type of data often exhibit a great deal of temporal coherence, some parts of the volume may have a strong similarity for consecutive time steps. Hence, we can achieve compression by deleting these similar parts.
In our proposed technique, we explore temporal coherence by calculating the difference of the vertex value between every two consecutive time steps. With the temporal coherence, we can compress the volume data by deleting the coherency vertices. Meanwhile, we maintain a very simple structure, a vertex table (VT), to manage the coherency property for each vertex, which is referred to reconstruct the volume during the decompression. This simple structure can provide a low-cost decompression process. In general, a tree structure such as a time-space partitioning (TSP) tree [15] is used to manage the time-varying volume to explore the temporal coherence [13, 14] . However, the tree traverse process of the TSP tree during the decompression process is notably costly.
Algorithm
In our proposed method, we use a vertex table (VT) to record the coherence. Assume two consecutive time steps as the previous time step and the current time step, we calculate the value of the vertex table for the ith vertex as:
where represents the th vertex value of the previous step and represents the ith vertex value of the current step. Obviously, "1" indicates that the vertex is coherent, and "0" indicates that the vertex is not coherent. The user can set a tolerance rate , and our system calculates the tolerance as:
Here, and denote the maximum value and minimum value of the previous step, respectively. With the user-assigned tolerance rate , the compression algorithm is shown as follows:
1. Calculate for the ith vertex using equation 4.2. 2. If = 1, delete this vertex from the current time step. If = 0, store this vertex into the compressed data. Move to the i + 1th vertex. 3. for i < N, move to step 1. If not, set i = 0 and perform steps 1, 2 and 3 for the next consecutive time steps.
The compression process is shown in Fig. 3 . 
Compressed File
Using the above compression algorithm, the vertices with coherence are deleted so that the volume can be compressed into a smaller data size. Meanwhile, the vertex table is also stored with the compressed volume. We use a special structure to store the compressed volume ( Fig.  4) , which contains the vertex number, vertex table and compressed-value array. Figure 4 : The structure of the temporal-compressed volume file. Here, N is the vertex number of the spatially compressed volume. For each vertex, we only require 1 bit to store the VT value as "0" or "1".
Obviously, if the time-varying volume data exhibit a great deal of temporal coherence, many coherence vertices can be deleted, and a high compression ratio is provided. Moreover, we allow the user to change the tolerance rate . In other words, the user can control the compression precision by setting a proper tolerance rate ϵ. In general, with a given time-varying volume data set, a high tolerance rate provides a high compression ratio. On the contrary, a low tolerance rate provides a relatively low compression ratio while maintaining a low compression error. If we set the tolerance rate as "0", we also obtain a lossless temporal-domain compression.
Decompression and Visualization
In this section, we introduce our low-cost decompression process and the visualization process for the decompressed data. For the visualization process, we implement a special PBVR method [2] to render the decompressed volume data. Meanwhile, the temporal features, which were calculated in the temporal-domain compression process, are also used to accelerate the PBVR particle-generation process.
Decompression
With compressed data, the decompression process only requires one to copy the coherence vertices from the previous time step. After the copy process is completed, we must reconstruct the tetrahedral structure ("24-tetrahedra" structure). Because the spatial-domain compression uniformly divides each block, the compressed data do not have the connection data to store the tetrahedral structure. In the decompression process, we must reconstruct the compressed data into the tetrahedral structure. Because the purpose of our decompression is not to reconstruct the compressed data into the original structure, the decompressed data maintain a much smaller size than the original data size, which is too large to directly render.
In details, for each time step, we check the VT to determine whether to copy the vertex from the previous time. Because VT is a simple array, we do not require the costly tree traverse process, which is often used in other compression methods to manage the compressed data structure [13, 14] . For each vertex, if the VT value for the vertex is "1", then we copy the vertex from the previous time step; if not, we use the stored vertex in the compressed data for this time step. This process is very fast because we must only perform a simple vertex-copying process.
Visualization with specialized PBVR
After the decompression process, the volume data are decompressed into the "24-tetrahedra" mesh ( Fig. 2) , which is generated using the spatial-domain compression. To render this volume data, we use PBVR as the rendering method.
PBVR [2] is a stochastic rendering method that generates particles and projects them to obtain the image. There are 3 steps: particle generation, particle projection and ensemble averaging ( Fig. 5 ).
In the first step, PBVR generate particles from the volume data with the given transfer function ( Fig. 5 .A). The generation is performed cell by cell for multiple times for every cell using different random numbers. Then, the generated particles are projected to the image plane, which constitutes the particle projection process ( Fig. 5.B) . The third step, which is the ensemble averaging process, indicates that for the group of generated particles using different random numbers, the particle projection process is performed multiple times, and the projected images superimpose each other on average ( Fig. 5.C) . Here, multiple times are called repitition levels, which are used to control the level-of-detail (LOD) for the image.
Because PBVR is notably suitable for large-scale irregular volume data [2] , we use it to render the "24-tetrahedra" mesh. In our system, PBVR can also be accelerated for the particle generation process because it can use the temporal coherence of the time-varying data to accelerate the rendering process. Because this temporal coherence was calculated in the temporal-compression process, reusing this calculation result can allow an accelerated rendering process. In fact, PBVR is not the only suitable method for our compressed data. Any rendering method (e.g., stochastic projection tetrahedra (SPT) [16] , hardware-assisted visibility sorting (HAVS) [17] ) that can handle the tetrahedral mesh can be used in our system. However, we use PBVR as the rendering method because PBVR uses the generated particles to render the original volume data so that it is easy to segment the particles of the temporal coherency part to accelerate the rendering process. For the SPT and HAVS rendering methods, although they can render the decompressed data, the temporal coherence cannot be easily reused to accelerate the rendering process. Because these methods directly handle the volume cells, it would be very difficult to segment the coherency part. 
(A) Calculation for CT
Because PBVR generate particles cell-by-cell (Fig. 5.A) , we propose a temporal-coherency cell table (CT) to record the coherence property for every cell so that this table can be used in particle generation to accelerate the generation speed. This temporal coherency CT could be simply calculated from VT. Basically, we use the following criterion to calculate table value CTi of the ith cell: 6 shows an example to calculate the cell table for the decompressed volume data. Because the decompressed volume data have a tetrahedral mesh, we must check four vertex values of some cell to calculate its CT value. Thus, the coherent cells are marked with "1", and none-coherent cells are marked with "0". 
(B) Generate Particles using the CT
After calculating the CT, we generate particles using the CT. Obviously, we must only generate particles for the none-coherent cell to save generation time. Assume that the cell number of a certain time step is Nc, the generation process is listed as follows:
1. For the ith cell, check the value of CTi.
2. If CTi = 0, generate particles for this cell, and store the number of generated particles number into a particle table (PT). If CTi = 1, skip this cell. 3. If i ≤ Nc + 1, do i = i + 1 back to step 1. If not, move to the next time step, go back to step 1. Fig. 7 shows an example of generating particles using the CT. Because the first time step does not have a CT, our system generates particles for all cells of this time step. For the following steps, our system only generates particles for the cell whose CT value is 0 and skips the cell whose CT value is 1. Moreover, to manage the particles, we also maintain a particle table (PT), which stores the number of particles for each cell. When we decompress the particle data, the PT is referred to copy the particles from the previous time step for the coherent cell. 
(C) Rendering with the CT and PT
We must reconstruct the partly generated particle data into the complete data before we render them into an image plane. Here, the reconstruction process of the particle data mainly contains the copy process for the coherent cell. This copy process is performed by simultaneously referring to the CT and PT. The reconstruction process for the particle data is shown in detail below:
2. If CTi = 0, = _ . Copy the particles from the partly generated particle data by referring to the value of to obtain the particle index of the particles that must be copied. Then, perform i = i+1, j = j +1 and move to step 4. 3. If CTi = 1, = . Copy the particles from the reconstructed particle data of the previous time step by referring to the value of to obtain the particle
Time step 0 Time step 1 Time step 2
index of the particles that must be copied. Then, perform i = i + 1 and move to step 4. 4. If i ≤ Nc + 1, go back to step 1. If not, move to the next time step and go back to step 1.
Here, represents the PT value for the current time step of cell i. _ represents the PT value for the partly generated particle of the current time step of cell i (PT0 in Fig. 8 ).
represents the PT value for the reconstructed particle data of the previous time step of cell i (Reconstructed PT in Fig. 8 ). Fig. 8 shows an example for the particle reconstruction process. After the reconstruction process, because the particle data are projected to the image plane, we can obtain the visualization result for the time-varying volume data. 
Experiments and Results
In this paper, we apply our method to the large-scale time-varying dataset of a turbulent combustion simulation. The grid structure is Cartesian with uniform spacing and mesh-invariant time-varying volume data. There are 480×720×120 voxels, which are composed in float type, and 122 time steps. At each time step, there are 5 variables and approximately 158.2 MB for each variable. In our experiment, we use the Y modality data, which reach 18.9 GB for all time steps. The experiment is conducted using an Intel Core i7-2820QM CPU (2.3 GHz), an NVidia GeForce GTX580 M 2 GB GPU, and 16 GB system memory. The operation system in this experiment is Ubuntu 12.04 LTS.
Compression Ratio
In our experiment, the compression ratio is calculated as the original data size over the compressed data size. As a result, the compression ratios with different block sizes and tolerance rates are shown in Table 1 . From this table, we observe that a larger block size and a higher tolerance rate can provide a higher compression ratio. Of course, a smaller block size can provide a finer mesh, and a lower tolerance rate can also generate a lower compression error.
In other words, we can provide a proper compression ratio to satisfy many system environments (even a low-spec environment) by setting the proper compression parameters. Table 1 shows that our system can compress the volume data with an obviously high compression ratio. However, a quantitative metric to evaluate the error is also required. In this paper, we use the following expression to evaluate the average compression error (CE):
Compression Error
Here, N is the number of vertices in the original volume. We normalize the values of the volume vertices into the range of [0, 1] and calculate the average difference of the average error. Here, denotes the normalized value of the original volume at non-zero vertex , and denotes the normalized vertex value with the same location of . Because the compressed volume has a different volume structure, some values of are located in the tetrahedral cells. In this case, the values are linearly interpolated in the tetrahedral cells.
We also evaluated the root-mean-square error (RMSE) using the following equation:
Moreover, the maximal error, which indicates the maximal value of − , is calculated to evaluate the compression error. Furthermore, we assume that the point with the maximal scalar value is the feature point and evaluate the compression error of this point (Feature error).
In the experiment, we choose time step 35 to calculate the compression error. The results with different block sizes and tolerance rates are shown in Table 2 .
In fact, in our experiment, we found that the compression error is mainly affected by the spatial-domain compression process. Thus, we only show the block size in the above table.
We also separately calculated the average compression error that is generated by the temporal-domain compression. The results are shown in Table 3 . The compression error that is generated by temporal domain compression appears much smaller than the results in Table 2 . 
Decompression Speed
Using our proposed compression algorithm, the decompression time is measured with different block sizes and tolerance rates. Here, the decompression times for each time steps are shown in Table 4 . This table shows that, because we do not require any value extraction process during the decompression, it is performed as fast as approximately 6 or 7 seconds for all time steps. 
Rendering with PBVR
After the volume data decompression, we render the decompressed data using our specialized PBVR process. As previously noted, because the time-varying volume data often exhibit a high level of temporal coherence, the generated particles of these coherent parts also show a strong similarity. Thus, Table 5 shows the particle generation speed for the decompressed volume data. The block size of the compressed volume data in this experiment is 2, and the repetition level for PBVR is 144. Because different tolerance rates also generate different temporal coherences for the compressed volume data, we show the particle generation time for different tolerance rates. To compare the results, the particle generation time without using the coherent cell table is also shown in the "N/A" row of Table 5 .5. This result shows that our specialized PBVR can save a lot of particle generation time (particularly for a tolerance rate of 10 -3 ), which verifies that using temporal coherence in the PBVR process is especially efficient.
Moreover, the rendering result for different block sizes with a tolerance rate of 10 -3 is shown in Figure 9 . Here, PBVR is performed with phong shading and a repetition level of 144. As noted in section 5.2, the compression error is mainly affected by the block size, so that the image quality is also mainly affected by the block size. The finer details of the data are better maintained when we have a low block size (see the blue frame of Fig. 9 ). However, for even a large block size such as 7, the important features (such as the red part in the red frame of Fig. 9 ) can be maintained.
Discussion
In this paper, we proposed a compression scheme for large-scale time-varying volume data using spatio-temporal features. We also implemented a special PBVR process to accelerate the particle generation speed for the compressed data.
To verify the efficiency of this proposed compression scheme, we applied the scheme to large-scale turbulent combustion time-varying data. The experimental results show that our compression scheme can compress the time-varying data into different sizes with different compression parameters, i.e., block size and tolerance rate, which are used to control the calculation precision for spatial and temporal features. Thus, we can provide a proper compression ratio to satisfy many system environments (even a low-spec environment) by setting the proper compression parameters. This capability is a main feature of our compression scheme. As previously noted, another main feature of our compression scheme is that we do not require a special decompression process. Consequently, a fast decompression speed is provided for the spatio-temporally compressed data. This result is presented in Table 4 , where the decompression process requires only approximately 6-7 seconds for all 122 time steps of the time-varying combustion data. This low-cost decompression process is also particularly meaningful for a low-spec terminal such as a notebook PC or tablet. After decompression, our special PBVR process that uses the temporal coherence also shows that the efficiency of the particle generation time can be remarkably accelerated (see Table 5 ). This accelerated rendering process is another feature of our compression scheme.
Furthermore, in the time-varying combustion data experiment, we also studied the compression error. The block size and tolerance rate also affect the compression error because they control the calculation precision. Obviously, a smaller block size with a lower tolerance rate can provide a more precise compression result. In the combustion data experiment, we observe that when the tolerance rate is set smaller or equal to 10 -3 , the compression error is mainly affected by the block size. However, generally, even for a large block size such as 7, the important features (see Fig. 9 ) can be maintained. This result shows that our compression scheme can provide a high compression ratio while maintaining good visual quality.
However, a shortcoming of our system is that the particle generation time remains too long. Table 5 shows that although we set the tolerance rate to 10 -3 , it can still cost 2,786.1 s for all time steps. The reason is that we set the repetition level as 144, which indicates that for each time step, we must generate particles with different random numbers 144 times. By doing this, we can obtain a good image quality for the time-varying data. Of course, we can obtain a much faster particle generation speed by setting a lower repetition level, but the image quality will be affected (see details in T. Kawamura et al. [2] ).
Conclusions and Future Work
In this paper, we proposed a volume compression scheme for large-scale time-varying volume data using spatio-temporal features. With this compression scheme, we can provide a proper compression ratio to satisfy many system environments (even a low-spec environment) by setting the proper compression parameters. Moreover, because our compression scheme does not require any special process such as inverse transfer during the decompression, we can achieve a low-cost and fast decompression. We also implemented a special PBVR method to accelerate the particle generation process when we render the spatio-temporally compressed volume. These features are verified in an experiment for the time-varying combustion data.
For our future work, we plan to implement other rendering methods into our system to achieve a faster rendering while maintaining a good visual quality. Furthermore, because our system is suitable for the low-spec hardware for low-cost decompression and rendering, we also plan to make an application for "smart fishing" to help fishers find rich fishery grounds.
