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Abstract
We study the Isomorphism of Polynomial (IP2S) problem with m = 2 homogeneous quadratic poly-
nomials of n variables over a finite field of odd characteristic: given two quadratic polynomials (a,b) on n
variables, we find two bijective linear maps (s, t) such that b = t◦a◦s. We give an algorithm computing s
and t in time complexity O˜(n4) for all instances.
The IP2S problem was introduced in cryptography by Patarin back in 1996. The special case of
this problem when t is the identity is called the isomorphism with one secret (IP1S) problem. Generic
algebraic equation solvers (for example using Gröbner bases) solve quite well random instances of the
IP1S problem. For the particular cyclic instances of IP1S, a cubic-time algorithm was later given [18]
and explained in terms of pencils of quadratic forms over all finite fields; in particular, the cyclic IP1S
problem in odd characteristic reduces to the computation of the square root of a matrix.
We give here an algorithm solving all cases of the IP1S problem in odd characteristic using two new
tools, the Kronecker form for a singular quadratic pencil, and the reduction of bilinear forms over a
non-commutative algebra. Finally, we show that the second secret in the IP2S problem may be recovered
in cubic time.
Introduction
The IP1S and IP2S problems
The Isomorphism of Polynomial with Two Secrets (IP2S) problem is the following: given a field k and two
m-uples a = (a1, . . . , am) and b = (b1, . . . , bm) in n variables (x1, . . . , xn), compute two invertible linear
maps s ∈ GLn(k) of the variables xi and t ∈ GLm(k) of the polynomials ai such that
b = t ◦ a ◦ s.
The particular case where we restrict t to the identity transformation is also known as the Isomorphism
of Polynomials with One Secret (IP1S). Both these problems have been introduced in cryptography by
Patarin in [23] to construct an efficient authentication scheme, as an alternative to the Graph Isomorphism
Problem (GI) proposed by Goldreich, Micali and Wigderson [13]. The IP problem was appealing since it
seems more difficult than the Graph Isomorphism problem [24]. Agrawal and Saxena reduced [2] the Graph
Isomorphism problem to the particular case of IP1S using two polynomials, one of them being a quadratic
form encoding the adjacency matrix of the graph, and the other one being the cubic
∑
x3i , over a finite field
of odd characteristic. For the case of quadratic polynomials, the status of this problem is unclear despite
recent intensive research in the cryptographic community since this case is the most interesting for practical
schemes. There exists a claimed reduction between the quadratic IP1S problem and the GI problem [24],
but we realized that this proof is incomplete. Indeed, the proof works by induction and decomposes any
permutation as the composition of transpositions. It is possible to write a system of quadratic polynomials
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such that the only solutions of the IP1S problem will be the identity or a transposition by modifying a bit
the systems proposed in [24]. However, it is not obvious how we can compose the systems of equations such
that the solutions will be the composition of the solutions.
The defining parameters of the IP problems are the number n of variables, the number m of polynomials,
their degree, and the finite field k. For efficiency reasons, the degree is generally small, involving only
quadratic and cubic equations. To our knowledge, no significant progress has been done on the cubic case.
We limit ourselves to the special case of two equations, both of which being homogeneous polynomials of
degree two. According to previous literature [25, 10, 6, 8], this is the most difficult case.
The case with only one homogeneous quadratic equation amounts to reduction of quadratic forms, which
has been known for centuries [12, 17]. In the non-homogeneous case, the presence of affine terms gives
linear relations between the secret unknowns [24], and this extra information actually helps generic solvers,
for example those using Gröbner bases [10]. The case with more than two equations is easier since we can
relinearize the systems [6].
Previous work
Some recent advances have been made on the IP1S problem in the case of two homogeneous quadratic
equations.
Bouillaguet, Fouque and Macario-Rat in 2011 [7] used pencils of quadratic forms, which are pairs (b∞, b0)
of such forms, to recover the secret mappings s and t when three equations are available and one of the
quadratic equations a comes from a special mapping X 7→ Xqθ+1 over Fq. In the case of the IP problem,
this is optimal using an information theoretic argument.
A case of interest is the particular case of cyclic pencils: a pencil b = (b∞, b0) is cyclic if b∞ is invertible
and b−1∞ b0 is a cyclic matrix, i.e. its characteristic polynomial is equal to its minimal polynomial. The cyclic
case is dominant (it is defined by the non-cancellation of some polynomial functions of the coefficients of b).
For cyclic instances of the IP1S problem, the Gröbner basis approach works well [6] since the number of
solutions is known to be small. For all other instances, the number of solutions is empirically large and
such algorithms are then well known to be less efficient. Macario-Rat, Plût and Gilbert gave in 2013 [18] an
algebraic solution to the cyclic instances of the IP1S problem for m = 2 over finite fields of any characteristic.
Finally, Berthomieu, Faugère and Perret proposed in 2014 [5] a polynomial algorithm for IP1S with any
number of equations when 2 6= 0. Given two families of polynomials over a field k, they give a solution to the
IP1S problem over a tower k′ of real quadratic extensions of k (a real quadratic extension being obtained by
adjoining the square root of a sum of squares). This solves the IP1S problem over the original field k only if
k is Euclidean, i.e. has no real quadratic extension. This is the case for example if k is a closed real field such
as R or the field Ralg of real algebraic numbers, or an algebraically closed field; since any quadratic extension
of a finite field is real, no finite field is Euclidean.
Our contributions
This work covers the IP1S and IP2S problems form = 2 homogeneous quadratic equations (quadratic pencils)
over a finite field of any characteristic.
For the IP1S problem in odd characteristic, we introduce three new tools. A quadratic pencil is regular
if its characteristic polynomial is not zero, and singular otherwise. We first give a full description of the
singular part of all quadratic pencils in section 1. This is the same as the classical Kronecker classification of
quadratic pencils. Although this dates back to Kronecker, the original proof used real and complex analysis
(square roots of matrices); our new proof is algorithmic and valid over any field.
For regular pencils, we then give a decomposition as the orthogonal direct sum of local pencils, for which
we know that at least one of the quadratic forms is regular.
We finally prove that the IP1S problem for a local, regular pencil over a non-binary field amounts to a
reduction problem for some quadratic forms over a local algebra. As this is a well-known theory (in odd
characteristic), we are able to give a polynomial-time answer to all instances of IP1S in section 2. Our proof
here specializes to that of [18] in the particular case of a cyclic pencil.
The characteristic-two case is different from the odd-characteristic case in that quadratic forms are no
longer determined by their polar forms. Although we were unable to give a full classification for quadratic
2
pencils in characteristic two, we use the description of automorphisms of the polar pencil to give a polynomial-
time algorithm computing isomorphisms between the quadratic pencils in section 4.
The last section explains how we recover the second (“outer”) secret in the two-secret IP2S problem.
Since applying an outer linear combination to a pencil leaves the singular part of the pencil unchanged (up
to isomorphism), we can use the regular part alone to recover the outer secret. This is done using the
factorization of the characteristic polynomial.
Mathematical background and notations
Throughout this document, k is a finite field. Let V be a n-dimensional vector space over the field k. We
study the IP1S and IP2S problems for quadratic forms on V , which are homogeneous polynomials of degree 2
in some coordinates on V . To a quadratic form q, one may associate the polar form b defined by
b(x, y) = q(x+ y)− q(x) − q(y);
this is a symmetric bilinear forms, and it satisfies the polarity identity
b(x, x) = 2q(x).
If 2 6= 0 in k, then the polarity identity is a bijection between quadratic forms and bilinear forms. Therefore,
instead of quadratic forms, we shall study bilinear forms.
In the case where 2 = 0 in k, the situation is more complicated; the polarity identity is no longer a
bijection, but polar forms are instead alternating bilinear forms. This means that their classification is quite
different from the odd-characteristic case [20], and relies on the Arf invariant.
Let V ‹ be the dual of the vector space V . A bilinear form b on V is the same as a linear map b : V → V ‹.
The bilinear form is regular if it defines an invertible linear map V → V ‹. In this case, for any endomorphism u
of V , there exists a unique endomorphism u⋆ of V such that b(x, u(y)) = b(u⋆(x), y); the endomorphism u⋆
is called the left-adjoint of u. If b is symmetric then left- and right-adjoints coincide.
An (affine) pencil of symmetric bilinear forms over V , or a symmetric pencil in short, is a pair of symmetric
bilinear forms b = (b∞, b0) over V . We write this pencil in affine form as bλ = λb∞+b0, and in projective form
as bλ:µ = λb∞ + µb0, where b0 and b∞ are symmetric bilinear forms. Given two vector spaces equipped with
pencils (V, b) and (V ′, b′), a linear map of pencils is a linear map s : V → V ′ such that b′λ◦s = bλ. A projective
map of pencils is a pair (s, t), where s : V → V ′ is a linear map and t ∈ PGL2(k) is a homography such
that b′λ ◦ s = bt(λ). We define quadratic pencils in the same way. The IP1S problem is then the computation
of a linear isomorphism of quadratic pencils, whereas the IP2S problem is the computation of a projective
isomorphism.
Two elements x and y of V are orthogonal for a bilinear form b if b(x, y) = 0. They are orthogonal for a
pencil (bλ) if, for all λ, bλ(x, y) = 0. We write x ⊥b y, or x ⊥ y when the bilinear form or pencil is clear from
context. We write W⊥ for the orthogonal of a subspace W ⊂ V . A space W is self-orthogonal if W ⊂W⊥.
We write Rm×n for the vector space of matrices with entries in R having m lines and n columns, and
tA for the transpose of a matrix A. A symmetric matrix is a matrix such that A = tA. Symmetric bilinear
forms b correspond to symmetric matrices B. A bilinear form is regular iff its matrix is invertible. For any
endomorphism u with matrix U , the adjoint endomorphism (relatively to B) has matrix U⋆ = B−1 ·tU ·B. The
companion matrix Mf of a polynomial f is the matrix of multiplication by x in the basis
{
1, x, . . . , xdeg f−1
}
of the quotient ring k[x]/f(x).
We also recall Hensel’s lemma [21, II (4.6)], which is a powerful tool for solving algebraic equations in a
local ring. Let R be a complete local ring with maximal ideal m and quotient field k = R/m; let f ∈ R[x]
be a polynomial and a ∈ k such that f(a) = 0 and f ′(a) 6= 0 (i.e. a is a simple root of f modulo m). Then
there exists a unique simple root b of f in R such that b ≡ a (mod m). Moreover, the computation of b is
done with Newton’s approximation algorithm: O(n) operations in the field R compute b up to precision 2n.
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1 The singular part of bilinear pencils
1.1 Regular and singular pencils
Let b = (bλ) be a bilinear pencil over the space V . The characteristic polynomial of the symmetric pencil (bλ)
is either the polynomial f(λ) = det(λb∞ + b0), or its homogeneous form f(λ : µ) = det(λb∞ + µb0). If
dimk V = n, then f(λ : µ) is homogeneous of degree n (and possibly zero). The pencil (bλ) is called regular
if the characteristic polynomial is not zero, and singular otherwise. We solve the isomorphism problem for
regular pencils in section 2 below.
In this section, we reduce to the regular case by proving that the singular part of a symmetric pencil is
reducible to the canonical form of Kronecker. This form is described in the tome of Gantmacher [11, XII(56)];
however, the proof given there only applies to pencils over C, as it uses the computation of square roots of
matrices via analytic interpolation on the spectrum. We give here an algorithmic proof that applies to any
field k. This proof is also true in characteristic two for alternating pencils, which is the case for the polar of
a quadratic pencil.
1.2 The Kronecker decomposition
The pencil (bλ) defines a symmetric k[λ]-bilinear form on the module Vλ = V ⊗k k[λ]; if (bλ) is singular,
then this form has a non-trivial kernel W . Elements of W are called isotropic for (bλ). An element e =
e0 + λe1 + . . .+ λ
heh is isotropic iff
b0e0 = 0, b0e1 + b∞e0 = 0, . . . b0eh + b∞eh−1 = 0, b∞eh = 0. (1.1)
A minimal isotropic vector for (bλ) is one with minimal degree h; this degree is the minimal index of (bλ).
If (bλ) is regular, then the minimal index is +∞. By choosing a basis of W adapted to the filtration of Vλ
by the degree of polynomials, we see that W has a basis (w1, . . . , wr) such that, if hi is the degree of the
isotropic vector wi, then wi, . . . , wr generate no isotropic vector of degree < hi. The degrees hi, with their
multiplicity, are called the minimal indices of the pencil (bλ).
Proposition 1.2. Let e =
∑
λiei be a minimal isotropic vector for (bλ). Then
(i) The h+ 1 vectors e0, . . . , eh are k-linearly independent.
(ii) The h linear forms b0e1, . . . , b0eh are k-linearly independent.
(iii) For all i, j, b0(ei, ej) = b∞(ei, ej) = 0.
Proof. We first prove (ii). Assume that there exists a non-trivial linear relation α1b0e1 + . . . + αhb0eh = 0
and define vectors e′0, . . . , e
′
h−1 by e
′
i = αh−ie0 + . . .+ αhei. These vectors satisfy the relations
b0e
′
0 = αhb0e0 = 0,
b0e
′
i+1 + b∞e
′
i = b0(αh−ie1 + . . .+ αhei+1) + b∞(αh−ie0 + . . .+ αhei) = 0,
b∞e
′
h−1 = b∞(α1e0 + . . .+ αheh−1)
= −b0(α1e1 + . . .+ αheh)
= 0.
(1.3)
This means that (e′0 + · · · + λh−1e′h−1) is isotropic and of degree 6 h − 1 for bλ, which contradicts the
minimality of e.
To prove (i), let α0e0+. . .+αheh = 0 be a non-trivial linear relation. Then since α1b0(e1)+. . .+αhb0(eh) =
0, by (ii) we must have α1 = . . . = αh = 0, which in turn implies e0 = 0. However, in this case we see
that e1 + · · ·+ λh−1eh is isotropic of degree 6 h− 1.
We now prove (iii). For all i, j, note that we have
b∞(ei, ej) = −b0(ei, ej+1) = −b0(ej+1, ei) = b∞(ej+1, ei−1) = b∞(ei−1, ej+1). (1.4)
From this and the fact that b∞(ei, eh) = b∞(eh, ei) = 0 and b0(ei, e0) = b0(e0, ei) = 0, we deduce that for
all 0 6 i, j 6 h, we have b∞(ei, ej) = b0(ei, ej) = 0.
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A Kronecker module is a vector space V with a symmetric pencil (bλ) such that the coordinates ei of a
minimal isotropic vector
∑
λiei span a space E satisfying E = E
⊥.
Proposition 1.5. Let (bλ) be a symmetric pencil with minimal isotropic vector e = e0 + . . . + λ
heh. Then
V has, as an orthogonal direct factor, a Kronecker module KE containing the vectors ei.
Proof. Let E ⊂ V be the subspace spanned by the vectors ei and E⊥ be its orthogonal. Prop. 1.2 shows
that dimE = h+ 1, dim V/E⊥ = h, and E ⊂ E⊥. We show that E⊥/E is an orthogonal direct factor of V ;
its orthogonal supplement will be the required Kronecker module.
E //
uu
u
E⊥ //

E⊥/E

E // V //

V/E

V/E⊥
v
GG
V/E⊥
(1.6)
A split extension 0 → KE → V → E⊥/E → 0 is given by a retraction u of the injection E →֒ E⊥
and a section v of the projection V → V/E⊥; this extension is orthogonal if, for all x ∈ E⊥, y ∈ V/E⊥,
(x− u(x)) ⊥ v(y).
Write u(x) =
∑
ui(x)ei where u0, . . . , uh ∈ (E⊥)∨ and let the section v be defined by elements v1, . . . , vh ∈
V such that b0(ei, vj) = 1 if i = j and 0 otherwise. The orthogonality condition then becomes
b0(vj , x) = uj(x), b∞(vj , x) = −uj−1(x), for all x ∈ E⊥, j = 1, . . . , h. (1.7)
These relations uniquely determine u0 and uh, and solutions (u1, . . . , uh−1) exist iff the values vi also satisfy
the relations b0(vj , x) = −b∞(vj+1, x) for j = 1, . . . , h− 1 and x ∈ E⊥.
Define a map ∂h : (E
⊥)h → ((E⊥)∨)h−1 by
∂h(v1, . . . , vh) = (b0(v1) + b∞(v2), . . . , b0(vh) + b∞(vh−1)). (1.8)
The elements of the cokernel of ∂h are exactly the isotropic vectors of degree 6 h − 1 in E⊥; since b has
minimal index > h, the map ∂h is surjective. This proves that the map V
h → (V/E⊥)h ⊕ ((E⊥)∨)h−1
defined by the relations between the vj is surjective, and therefore that suitable vj exist. This proves the
orthogonality of the decomposition V = KE ⊕ (E⊥/E).
Define matrices K ′h of size (h+ 1)× h and Kh of size (2h+ 1)× (2h+ 1) by
K ′h =

λ 0
1
. . .. . . λ
0 1
, Kh = ( 0 K ′htK ′h 0
)
. (1.9)
Proposition 1.10. Let (V, bλ) be a Kronecker module with minimal index h. Assume that either 2 6= 0 in k
or that b is alternating. There exists a basis of V in which the pencil (bλ) has the matrix Kh.
Note in particular that the case h = 0 corresponds to the matrix K0, which is the zero matrix of size 1×1,
and to a vector belonging to all the kernels of bλ.
Proof. Let e0 + . . . + λ
heh be a minimal isotropic vector for (bλ) and E be the span of the ei; we need to
prove that E has a supplement which is self-orthogonal for the pencil (bλ). Such a supplement corresponds
to a retraction w of V →֒ E such that, for all x, y ∈ V , (x − w(x)) ⊥ (y − w(y)); given that E ⊥ E, this
amounts to
bλ(x, y) = bλ(x,w(y)) + bλ(w(x), y) for all λ and for x, y ∈ V . (1.11)
A basis of V/E⊥ is given by vectors f1, . . . , fd ∈ V such that b0(ei, fj) = 1 if i = j and 0 otherwise. Since
E = E⊥, the family e0, . . . , eh; f1, . . . , fh is a basis of V . Write w(fj) =
∑
wijei. The equations (1.11) then
amount to
wi,j + wj,i = b0(fi, fj); wi−1,j + wj−1,i = −b∞(fi, fj). (1.12)
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If 2 6= 0 in k, then this defines the values wi,i = 12b0(fi, fi) and wi−1,i = − 12b∞(fi, fi); else if b is alternating,
then wi,i and wi−1,i may take any value in k. All the other coefficients wi,j then follow from the relation wi,j−
wi−1,j+1 = b0(fi, fj) + b∞(fi, fj+1).
From Props. 1.5, 1.10 and an induction step on the minimal index of the pencil we deduce the following.
Proposition 1.13 (Kronecker decomposition). Let (bλ) be a symmetric pencil on V ; if 2 = 0 in k, further
assume that (bλ) is alternating.
There exists a finite sequence of integers (nh) and an orthogonal isomorphism V ≃
⊕
Knhh ⊕ V ′, where
Kh is the Kronecker module of index h and the restriction of (bλ) to V
′ is regular.
We note that this result extends to general fields the classical result over the real numbers [11, XII, §4].
2 Linear equivalence of regular bilinear pencils
We give here an algorithm for computing an isomorphism between two regular bilinear pencils. Assume that
b = (bλ) is regular, which means that its characteristic polynomial f(λ) = det(b0 + λb∞) is not zero. Then,
for any λ such that f(λ) 6= 0, the bilinear form bλ is regular.
2.1 Localisation of regular pencils
We first prove that we may assume that one of the bilinear forms (bλ) is regular. Note that when k = Fq is
a finite field, it may happen that λqµ − λµq divides f(λ : µ) 6= 0, so that f(λ) = 0 for all λ ∈ P1(k). In
this case, although (bλ) is a regular pencil, all forms bλ are degenerate. However, the decomposition given
by Lemma 2.2 below still applies.
We first isolate the subspace where b∞ is not regular. If b0 is regular, then this is the subspace where the
endomorphism b−10 b∞ is nilpotent. To make the proof work in the general case, we replace this endomorphism
by the relation ≻ below.
Lemma 2.1. Let b be a symmetric pencil on V . For any two vectors x, y ∈ V , we write x ≻ y if b∞x+b0y = 0.
(i) Let W be the set of x ∈ V such that there exists a chain x ≻ . . . ≻ 0. For all y ∈ V , if b0(y,W ) = 0
then b∞(y,W ) = 0.
(ii) Let W ′ be the b0-orthogonal of W . Then b0(W
′) ⊂ b∞(W ′).
Further assume that b is regular; this means that there exists no non-trivial chain 0 ≻ x0 ≻ . . . ≻ xh ≻ 0.
(iii) The space V decomposes as the orthogonal direct sum V =W ⊕W ′.
(iv) The restriction of b∞ to W
′ and the restriction of b0 to W are injective.
Proof. (i) Assume that b0(y,W ) = 0 and let x0 ∈ W , so that there exists a chain x0 ≻ x1 ≻ . . . ≻ 0. Then
since x1 ∈W , we have b∞(y, x0) = −b0(y, x1) = 0.
(ii) Let V ‹ be the dual space of V . The space bλ(W
′) is the set of linear forms which are zero on all
elements x such that bλ(x,W
′) = 0. We have to prove the following: for any vector x, b∞(x,W
′) = 0
implies b0(x,W
′) = 0. The relation b∞(x,W
′) = 0 means that, for all y ∈ V , b0(W, y) = 0 implies b∞(x, y) =
0; in other words, we have b∞(x) ∈ b0(W ). This means that there exists w ∈ W such that x ≻ w, which in
turn implies that x ∈ W . It follows by definition of W ′ that b0(x,W ′) = 0.
(iii) Let y0 ∈ W ∩ W ′. By (ii), there exists y1 ∈ W ′ such that y1 ≻ y0; this implies that y1 ∈ W .
It follows that there exists an infinite sequence y = (yi) ∈ W ∩ W ′ such that yi+1 ≻ yi. Since V is
finite-dimensional, this family is not free. Assume that α0y0 + . . . + αmym = 0 with αm 6= 0 and define
vectors y′i = αmyi + . . . + α0ym−i; then we again have y
′
i ∈ W ∩W ′, y′i+1 ≻ y′i, and y′m = 0. This implies
that 0 ≻ y′m−1 ≻ . . . ≻ y′0 ≻ 0. Since b is regular and αm 6= 0, we deduce that y0 = 0 and that W ∩W ′ = 0.
Since dimW ′ = n− dim b0(W ) > n− dimW , this proves that W ⊕W ′ = V .
(iv) Let x ∈ W such that b0(x) = 0. Then 0 ≻ x. Since b is regular, this implies x = 0. Let y ∈ W ′ such
that b∞(y) = 0. This means that y ≻ 0, and therefore y ∈W . By (iii), this implies y = 0.
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Lemma 2.2. Let b be a regular symmetric pencil on the vector space V . Let f(λ : µ) = det(λb∞ + µb0) be
the homogeneous characteristic polynomial of b, and let f =
∏
gi be a factorisation of f in mutually coprime
factors.
Then there exists a unique decomposition V =
⊕
Vi such that the spaces Vi are pairwise orthogonal for
all forms of b and the restriction b|Vi has characteristic polynomial gi.
Proof. By Lemma 2.1, there exists a unique orthogonal decomposition V = V∞ ⊕ V ′ such that b∞|V ′
and b0|V∞ are regular and b−10 b∞|V∞ is nilpotent. The space V∞ corresponds to the largest power of µ
dividing f(λ : µ).
Replacing V by V ′, we may assume that b∞ is regular. This implies that b0 has an adjoint endomor-
phism c = −b−1∞ b0 such that b0(x, y) = −b∞(x, cy) = −b∞(cx, y); in particular, all elements of the algebra k[c]
are self-adjoint with respect to b∞.
Let f(λ) = f(λ : 1) be the affine characteristic polynomial. It is enough to prove the result for the
decomposition f = gh where g, h are mutually prime. Let u, v be polynomials such that ug + vh = 1, and
x, y ∈ V such that g(c)(x) = 0 and h(c)(y) = 0; we may then write
b∞(x, y) = b∞(x, u(c)g(c)y + v(c)h(c)y)
= b∞(u(c)g(c)x, y) + b∞(x, v(c)h(c)y)
= 0.
(2.3)
Since y′ = c(y) also verifies h(c)(y′) = 0, equation (2.3) also proves that b0(x, y) = b∞(x, y
′) = 0, and
hence x, y are orthogonal for all forms bλ.
The decomposition of V obtained by applying Lemma 2.2 to the full factorisation of f over k[x] is the
primary decomposition of the pencil (bλ). The restriction of the pencil to each summand Vi has as its
characteristic polynomial a power of an irreducible polynomial; such a pencil is called local.
If two regular pencils b, b′ are isomorphic (in the IP1S sense), then they have the same characteristic
polynomial, and computing an isomorphism between b and b′ is the same as computing it on each factor
of the primary decomposition. Therefore, in what follows, we shall assume that both pencils are local (and
hence finite).
2.2 Symmetric forms commuting with a local algebra
Let bλ = λb∞ + b0 be a local pencil on V , with characteristic endomorphism c = −b−1∞ b0. Defining R = k[c]
makes V into a R-module, and we see that the k-bilinear form b∞ on V commutes with R in the following
sense: for all a ∈ R, we have b∞(ax, y) = b∞(x, ay). Moreover, the morphisms of pencils preserving the
characteristic polynomial are exactly the R-linear maps preserving this k-bilinear form.
Since bλ is local, we know that the minimal polynomial of c is of the form f
ℓ where f is irreducible. In
particular, since k is a finite field, this implies that f is a separable polynomial. Let K be the extension
field k[x]/f(x). We note that c is an approximate root of f in the (complete) local algebra R, so that, by
Hensel’s lemma, R contains an exact root x′ of f ; this turns R into a K-algebra isomorphic to Rℓ = K[π]/π
ℓ.
Proposition 2.4. Let K/k be a separable field extension, and V be a finite-dimensional vector space over K.
For any k-bilinear form b : V ⊗ V → k commuting with K, there exists a unique K-bilinear form bK :
V ⊗ V → K such that b = TrK/k ◦ bK.
Proof. We first recall the (classical) proof of the result when V = K. In this case, let z be a primitive element
of K and write d = [K : k]. Since K/k is separable, the trace form is non-degenerate [16, VI 5.2] and there
exists a unique element a ∈ K such that Tr(azi) = b(1, zi) for all i = 0, . . . , d− 1. We immadiately see that,
for all x, y ∈ k, Tr(axy) = b(x, y).
The general case now follows directly from choosing a K-basis of V : all coordinates of a bilinear form are
themselves bilinear forms.
The above proposition reduces the problem to the case where K = k. For any integer ℓ, we define the
k-linear form τℓ on Rℓ = k[π]/π
ℓ as the coefficient of πℓ−1; we write R and τ instead of Rℓ and τℓ when there
is no ambiguity. We note that τ(xy), as a k-bilinear form on R, is regular and commutes with R. Actually,
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multiplication by πℓ−1 defines a (non-canonical) R-linear isomorphism between R and its dual (as a k-vector
space) R∨.
Proposition 2.5. LetM,N be R-modules of finite length. For any k-bilinear form b :M⊗N → k commuting
with R, there exists a unique R-bilinear form bR :M ⊗N → R such that b = τ ◦ bR.
Note that we do not demand thatM , N be free as R-modules. Moreover, the unicity of bR shows that both
forms b and bR are simultaneously symmetric or antisymmetric. However, when k is a field of characteristic
two, it may happen (as we shall see in Section 4) that b is alternating whereas bR is not.
Proof of Prop. 2.5. By the structure theorem of modules over a principal ring, we may write M = ⊕Rmi
for some finite sequence of integers mi. If the result holds for modules (M
′, N) and (M ′′, N) then it also
holds for (M ′ ⊕M ′′, N). Therefore, using induction on the length of both modules, we only need to prove
the case where M = Rm and N = Rn where m > n. In this case, since b commutes with k[π], we see that
for x =
∑
xiπ
i, y =
∑
yiπ
i:
b(x, y) =
∑
i,j
xiyj b(1, π
i+j) =
∑
i+j+r=m−1
xiyj b(1, π
m−1−r). (2.6)
Let a =
∑
b(1, πi)πm−1−i. Since b(1, πr) = 0 for all r > n, a belongs to the ideal πm−nRm = HomR(Rn, Rm),
so that the product a y is well-defined in Rm. The bilinear form bR is finally the form defined by bR(x, y) =
a xy.
By Propositions 2.4 and 2.5, we see that for any local pencil (b∞, b0) with characteristic endomorphism c
and associated local ringR = k[c], there exists a unique R-bilinear form bR on V such that b∞ = TrK/k ◦τℓ◦bR.
Local pencils and linear morphisms are thus equivalent to R-bilinear forms on V and R-linear maps.
2.3 Classification of bilinear forms over a local algebra
We conclude the proof of the odd-characteristic case with the classification of bilinear forms over a local
algebra. We provide slightly adapted proofs of the classical theory [20, 22]. The result over the local algebra
is a variant of the classification over the (finite) residue field; the reduction algorithm itself is a version of
Gauß’ reduction algorithm for quadratic forms.
Proposition 2.7. Let M be a R-module of finite length and b be a R-bilinear form on M . If the k-bilinear
form τ ◦ b is regular, then there exists an orthogonal decomposition M =⊕Mm, where for m 6 ℓ, Mm is a
finite free module over Rm = R/π
m and b is regular, as a Rm-bilinear form, on each module Mm.
Proof. We reason by induction on the length ℓ of R. By the structure theorem for modules over the principal
ring R, there exists a decomposition M = F ⊕N where F is free over R = Rℓ and πℓ−1N = 0. In particular,
N is a R′-module, where R′ = Rℓ−1; we define τ
′ = τℓ−1 : R
′ → k and note that τ ′(a) = τ(πa) for all a ∈ R′.
We first show that the restriction of b to F is regular. Let x ∈ F such that Rx is a direct factor: this
means that πℓ−1x 6= 0. Since τ ◦ b is regular, there exists y ∈ M such that τ(b(πℓ−1x, y)) = 1. This
implies that b(x, y) ≡ 1 (mod π). Let y = y′ + y′′ where y′ ∈ F and y′′ ∈ M/F : since πℓ−1y′′ = 0, we
have πℓ−1b(x, y′′) = 0 and therefore b(x, y′′) ∈ πR. Therefore, a = b(x, y′) ≡ b(x, y) ≡ 1 (mod π). In
particular, a ∈ R×, so that b(x, a−1y′) = 1, which shows that b is regular on F .
Let now y ∈ N . Since b is regular on F , there exists a unique f(y) ∈ F such that, for all x ∈ F ,
b(x, y) = b(x, f(y)). This implies that the map N → M, y 7→ y − f(y) is orthogonal to F , and therefore
defines a b-orthogonal decomposition M = F ⊕N . Finally, since πm−1y = 0, the map b has its values in πR,
which means that there exists a R′-bilinear form b′ on N such that b = πb′; since τ ◦b is regular, its orthogonal
summand τ ′ ◦ b′ is regular, and we may apply the induction hypothesis to the R′-bilinear form b′ on N .
We shall generally call b regular if τ ◦ b is regular as a k-bilinear form. If M is free then this does not
conflict with the standard definition of R-regularity.
Note that, if we do not assume b to be regular, then there does not necessarily exist a decomposition
equivalent to that of Prop. 2.7. For example, the R2-bilinear form over M = R1 ⊕ R2 defined by b(x1 ⊕
x2, y1 ⊕ y2) = (πx1)y2 − x2(πy1) is not diagonalizable.
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Proposition 2.8. Assume that k is finite and 2 6= 0; let ∆ be a non-square element of k×. Then any regular
symmetric R-bilinear form b on a free R-module M is equivalent to one of the diagonal forms (1, . . . , 1)
or (1, . . . ,∆).
Proof. The proof follows from applying a Hensel lift to the classical proof over finite fields [20, IV(1.5)]. By
the Gram orthogonalization algorithm [20, I(3.4)], b is congruent to a bilinear form with diagonal matrix A =
diag(a1, . . . , an). Since x
2 is a separable polynomial over R, two applications of Hensel’s lemma in the
complete ring R allow the following lifts to R of results in the finite field k:
(a) for all i, we have either ai = b
2
i or ai = b
2
i∆ in R;
(b) the equation u2 + v2 = ∆ has a solution with u, v ∈ R.
By (a), we may assume that ai = 1 or ai = ∆. From (b), we deduce the matrix relation
t(
u −v
v u
)
·
(
1 0
0 1
)
·
(
u −v
v u
)
=
(
∆ 0
0 ∆
)
. (2.9)
This allows canceling all pairs of ∆ appearing in the diagonalization of A.
2.4 Solving the general case of IP1S
Theorem 2.10. Let k be a finite field of characteristic 6= 2 and (bλ) be a pencil of n-dimensional symmetric
bilinear forms over k. It is possible, using no more than O˜(n3(h + 1)) 6 O˜(n4) operations in k, where
h 6 n is the largest of the minimal indices of (bλ), to compute an isomorphism between (bλ) and a (unique)
block-diagonal pencil with diagonal blocks of the following form:
(i) Kronecker blocks Kh =
(
0 K ′h
t
K ′h 0
)
for integers h > 0, as defined in Prop. 1.13;
(ii) finite local blocks Lf,ℓ,u, defined as the ℓ× ℓ-block matrix
Lf,ℓ,u =

0 −Tfu Tfu(λ−Mf )
. .
.
. .
.
−Tfu . .
.
Tfu(λ−Mf) 0
 ,
where f is an irreducible polynomial, Mf is the companion matrix of f , Tf is a prescribed invertible
matrix such that both Tf and TfMf are symmetric, ℓ is an integer, and u is either the identity matrix
or a prescribed non-square element of the field k[Mf ], with the extra condition that for fixed (f, ℓ), at
most one of the values u may be different from 1;
(iii) infinite local blocks L∞,ℓ,u, defined as the ℓ× ℓ-matrix
L∞,ℓ,u = u

0 −λ 1
. .
.
. .
.
−λ . . .
1 0
 ,
where ℓ is an integer, u is either 1 or a prescribed non-square element of k, and for fixed ℓ, at most
one of the values u may be different from 1.
This theorem solves the IP1S problem in time O(n4): given two pencils a and b, we transform both of
them to the canonical form above. This form will be the same iff the two pencils are isomorphic in the
IP1S sense, and in this case, composing the two transformations gives an answer to the computational IP1S
problem.
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Algorithm and complexity. The algorithm corresponding to Theorem 2.10 for a pencil b decomposes in
the three following steps.
(i) Compute the Kronecker decomposition: as long as the kernel of the matrix bλ is not trivial, compute a
minimal isotropic vector e =
∑
λiei and the according Kronecker block as an orthogonal direct factor,
according to Prop. 1.5.
(ii) Now b is regular. Compute and factor its characteristic polynomial f(λ) and split V as an orthogonal di-
rect sum of primary components Vf for each prime divisor f . On the the “infinite” factor corresponding
to the divisor µ of f(λ : µ), swap the forms b∞ and b0.
(iii) For each prime divisor f , write the local pencil b|Vf at f as a matrix with entries in K = k[x]/f(x).
Perform the reduction of 2.7 and write b|Vf as an orthogonal direct sum of quadratic forms over
algebras K[π]/πℓ, and then reduce each of these forms to one of the two canonical diagonal forms.
Most of the linear algebra steps, including computing the rational normal form of the regular part of the
pencil, may be done in O˜(n3) field operations [15]. In particular, computing the Frobenius rational normal
form includes factoring the characteristic polynomial. This factorization may also be done, again in cubic
time, using a dedicated factoring algorithm. Reduction of quadratic forms over the local algebras is just
reduction over the residue field (which uses a square root computation in this finite field), followed by a
Hensel lift.
The only step not covered by standard algorithms is the reduction to Kronecker normal form performed
in Step (i). Computing the minimal isotropic vectors requires solving a chain of h linear equations of the
form b∞(x) = b0(y) and hence has a complexity O(n
3(h + 1)). The same applies to the computation of a
preimage by the map ∂h of (1.8). This algorithm is detailed in Appendix A below.
Remarks. The only place where the finiteness of k is required in the proof of this theorem is for the
structure of quadratic forms over k in Prop. 2.8. Even when k is infinite, if it is perfect and has a good theory
of quadratic forms, we expect it to translate to a good theory of the IP1S problem over k.
We also note that, if (bλ) is regular, then h = 0 and the algorithm in this case has complexity O˜(n
3). As
explained before, this is the dominant case and we therefore expect any implementation on random pencils
to run in average time O˜(n3).
There exist cubic algorithms computing the Kronecker decomposition of pencils of linear maps over a
characteristic zero field [4]. These algorithms are not directly applicable over a finite field as they use some
rotations over the real numbers and are mostly concerned with numerical stability; more importantly, they
work with linear maps up to equivalence, whereas we need quadratic forms up to congruence. However, as
the corresponding problem over a finite field has not been much studied, the existence of a faster algorithm
for computing the Kronecker decomposition is not unlikely.
Comparison to the “polar decomposition” algorithm Berthomieu et al. suggested a “polar decompo-
sition” algorithm for the IP1S problem [5]. This algorithm, inspired by real analysis techniques, decomposes
in two steps. Let D be a regular invertible matrix and H be any matrix. We recall that the D-adjoint of a
matrix M is M⋆ = D−1 · tM ·D. The “polar decomposition” algorithm makes the two following claims.
(A) Let Y be a regular matrix commuting with both H and H⋆. Then the matrix Z = D · Y · tY ·D−1 has
a square root W .
(B) Define X = Y ·W−1. Then X is a solution to the IP1S problem H ·X = X ·H and X⋆ ·X = 1.
We give here counter-examples to both claims above over any finite field with odd characteristic. In the IP1S
case, D is the matrix of the bilinear form b∞, and H is the matrix of the characteristic endomorphism b
−1
∞ b0.
This gives an extra condition, not used in [5]: namely, since b0 is symmetric, we must have H
⋆ = H .
For claim A, let d be a non-square element of k. Since k is finite, there exist u, v ∈ k such that d = u2+v2.
Let t ∈ k such that t2 6= 1 and define
D =
(
t 0
0 1
)
, H =
(
0 1
t −uv (t+ 1)
)
.
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We then see that H⋆ = H and that the matrix Y =
(
u v
tv −tu
)
commutes with H . However, we easily check
that Z = D · Y · tY ·D−1 =
(
d 0
0 t2d
)
has no square root.
Since the only hypothesis on d is that it is a sum of squares, this counterexample shows that the “polar
decomposition” algorithm requires a (tower of) real quadratic extensions of the base field, where a real
quadratic extension is obtained by adjoining the square root of a sum of squares. The fields having no
non-trivial real quadratic extensions are the Euclidean fields; this includes quadratically closed fields and real
closed fields such as R or Q ∩ R, but since any element in a finite field is a sum of (two) squares, no finite
field is Euclidean.
For claim B, let d be any element of k and again write d = u2 + v2. We keep the first example but now
use the case where t = −1: let
D =
(−1 0
0 1
)
, H =
(
0 1
−1 0
)
.
We again haveH⋆ = H , and Y =
(
u v
−v u
)
commutes withH . However, Z = D·Y ·tY ·D−1 =
(
d 0
0 d
)
=W 2
where W =
(
0 d
1 0
)
(or any of its conjugates). We now easily check that X = Y ·W−1 is not a solution of
the IP1S problem.
In the real case, the “polar decomposition” method computedsthe square root of the matrix Z by analytic
interpolation on its spectrum; this root then belongs to the algebra k[Z] and therefore commutes with any
matrix commuting with Z. In the case above, since Z = d ·12 with d = u2+v2 > 0, the analytic interpolation
will compute one of the roots ±
√
d ·12. The square rootW we give above does not belong to the algebra k[Z],
thus making this method fail.
Decisional IP1S and extensions of scalars. The solution of IP1S over an extension field in [5] raises
the following question: given two pencils a, b defined over a field k and IP1S-equivalent over an extension k′
of k, are they always equivalent over the base field k?
The structure given by theorem 2.10 gives a simple, negative answer to this question. Since the Kronecker
blocks are invariant by extension of scalars, the problem reduces to the finite and infinite local blocks Lf,ℓ,u.
This implies that a and b are equivalent over k if and only if, for all irreducible factors f , they have the same
value u(f,ℓ)(a) = u(f,ℓ)(b) ∈ K×f /(K×f )2, where Kf = k[x]/f(x) is the extension of k generated by f . Since
the norm map defines an isomorphism K×f /(K
×
f )
2 → k×/(k×)2, this condition is equivalent to: a and b have
the same characters χf,ℓ(a) = NKf/k(u(f,ℓ)(a)).
For example, let a ∈ k and define the two-dimensional quadratic pencils b = (2xy, x2 + ay2) and b′ =
(x2 + y2/a, 2xy). These two pencils are equivalent only over any extension of k containing a root of the
equation x4 + 4a = 0. Although this fact is easy to check by hand, we also provide an interpretation using
our work. The characteristic endomorphism of b is
c = −
(
0 1
1 0
)−1
·
(
1 0
0 a
)
=
(
0 −a
−1 0
)
;
its characteristic polynomial is x2−a. Let R = k[c]. The space V = k2 is cyclic as a R-module and generated
by the vector e =
(
1
0
)
, with c · e =
(
0−1
)
. Since R is a separable k-algebra, we may apply Prop. 2.4 even
when it is not a field. Let bR = (x, y) 7→ bRxy be the lift of b∞ to R; then
TrR/k bR = b∞(e, e) = 0 and TrR/k(cbR) = b∞(e, c · e) = −1, (2.11)
which means that bR = − 12ac.
The same computations for the pencil b′ yield k[c′] ≃ k[c] and b′R = 12 . Therefore, the pencils b and b′ are
isomorphic exactly over the extensions k′ of k where b′R/bR = −c is a square. When writing −c = (u/2+vc)2,
this means that u4 +4a = 0 as above. Depending on the precise value of a, the pencils b and b′ may become
isomorphic over an extension of degree 1, 2 or 4 of k.
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3 Fully singular quadratic pencils in characteristic two
In this section and the following one, we assume that the field k has characteristic two.
3.1 Quadratic and bilinear pencils
We write σ : x 7→ x2 for the absolute Frobenius automorphism of k.
Let q be a quadratic form over a k-vector space V . Since 2 = 0 in k, the polarity equation shows that the
associated polar form b is an alternating bilinear form; namely, it satisfies b(x, x) = 0 for all x ∈ V . Moreover,
the polarity map is not a bijection from quadratic forms to alternating bilinear forms; its kernel is the space
of σ-linear forms on V . This means that, if a basis of V is chosen, then a quadratic form is determined by
its polar (which is an alternating matrix) and its diagonal coefficients (corresponding to a σ-linear form).
We say that a bilinear pencil is fully singular if its regular part, in the sense of Prop. 1.13, is zero. Any fully
singular alternating bilinear pencil is isomorphic to an orthogonal sum of Kronecker modules Kd. However,
in characteristic two, this gives a standard form only for bilinear pencils and not for quadratic pencils. We
explain here how to compute an isomorphism, when it exists, between two fully singular quadratic pencils in
characteristic two. For this, we give a full description of the group of automorphisms of an orthogonal sum
of Kronecker bilinear modules, and then show how such an automorphism acts on the diagonal coefficients
of a quadratic pencil. We conclude the proof by showing that the corresponding equations may be solved in
polynomial time.
3.2 An intrinsic description of Kronecker modules
We give an intrinsic construction of the Kronecker modules. Except where indicated, all tensor products and
duals are understood as operations on k-vector spaces.
For any integer d > 0, let Hd be the d + 1-dimensional vector space of homogeneous polynomials of
degree d in the variables (x : y). We also write H ‹d for the vector space dual to Hd and 〈ϕ, f〉 : H ‹d ×Hd → k
for the standard bilinear pairing.
For any h ∈ Hm, multiplication by h defines a linear map, which we again write h : Hd → Hm+d, as well
as a transposed map h ‹ : H ‹d+m → H ‹d. This means that 〈h ‹ϕ, f〉 = 〈ϕ, hf〉 for all ϕ ∈ H ‹d+m and f ∈ Hd.
All the maps h and h ‹ commute with each other.
The Kronecker module of degree d is the 2d+1-dimensional vector space Kd = Hd−1⊕H ‹d, equipped with
the symmetric bilinear pencil (bλ) defined, for f, f
′ ∈ Hd−1 and ϕ,ϕ′ ∈ H ‹d, by:
bλ(f, f
′) = bλ(ϕ,ϕ
′) = 0; bλ(f, ϕ) = 〈ϕ, (λy − x)f〉 . (3.1)
The next proposition shows that multiplication by polynomials essentially defines all homomorphisms
between the bilinear spaces Kd. As in Subsection 2.1, we write f ≻ g for the relation b∞f + b0g = 0.
Proposition 3.2. For any integers d, d′, the homomorphisms from Kd to Kd′ preserving the binary relation ≻
are the maps of the form
Hd−1 ⊕ H ‹d → Hd′−1 ⊕ H ‹d′
(f, ϕ) 7→ (αf + f ‹γ, β ‹ϕ) ,
where α ∈ Hd′−d, β ∈ Hd−d′ , and γ ∈ H ‹d+d′−1.
Proof. We see that, for all f, g ∈ Hd−1 and ϕ, ψ ∈ H ‹d,
f ≻ g iff yf = xg; ϕ ≻ ψ iff y ‹ϕ = x ‹ψ. (3.3)
Let (xiyd−1−i) be a basis of Hd−1 and write ξj,d−j for the dual basis of H
‹
d. We then have the relations
0 ≻ ξ0,d ≻ ξ1,d−1 ≻ . . . ≻ ξd,0 ≻ 0 (3.4)
Let F : Kd → Kd′ be a ≻-homomorphism. For j = 0, . . . , d, let gj be the projection to Hd′−1 of F (ξj,d−j).
Applying F to the relation (3.4), we see that
0 ≻ g0 ≻ g1 ≻ . . . ≻ gd ≻ 0. (3.5)
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This and (3.3) imply that gj = 0 for all j. From this we deduce that F (H
‹
d) ⊂ H ‹d′ .
Write βj =
〈
F (ξj,d−j), y
d′
〉
and β =
∑
βjx
jyd−d
′−j . By (3.4), we see that βj =
〈
F (ξ0,d), x
jyd
′−j
〉
, so
that F (ξ0,d) =
∑
βjξj,d′−j = β
‹ξ0,d. Applying (3.4) once more, we deduce from this that F (ξj,d−j) = β
‹ξj,d−j
for all j, and therefore F (ϕ) = β ‹ϕ for all ϕ ∈ H ‹d′ .
3.3 Kronecker modules with coefficients
A coefficient space is a bilinear space E isomorphic to kn, together with its standard scalar product u, v 7→
u · v = ∑uivi. For any linear maps α : V → E, β : W → E, we write α · β for the corresponding bilinear
form on V ×W .
For E = kn, the bilinear module Knd is isomorphic to E ⊗Kd. The multiplication maps for homogeneous
polynomials defines in a natural way a bilinear action of E⊗Hm on Hd and H ‹d: namely, for any u ∈ E⊗Hm
written as u =
∑
ui ⊗ xi with ui ∈ kn and xi ∈ Hm and f ∈ Hd and ϕ ∈ H ‹d, we define
uf =
∑
ui ⊗ (xif) ∈ E ⊗Hd+m and u ‹ϕ =
∑
ui ⊗ ((xi) ‹ϕ) ∈ E ⊗H ‹d−m. (3.6)
Likewise, let h ∈ Hom(E,E′)⊗Hm be written as h =
∑
hi⊗xi with hi ∈ Hom(E,E′). For any u⊗f ∈ E⊗Hd,
we define h(u⊗ f) ∈ E′ ⊗Hd+m by h(u ⊗ f) =
∑
hi(u)⊗ (xif).
For any totally irregular pencil of quadrics q on V , there exists an unique finite sequence of integers (nd)
such that V is isomorphic to the orthogonal sum
⊕
Ed ⊗Kd, where Ed = knd is a coefficient space.
Proposition 3.7. The automorphisms of
⊕
Ed ⊗Kd are exactly the maps of the form
u⊗ f 7−→
∑
d′>d
αd′,d(u)f +
∑
d′
f ‹γd′,d(u), u⊗ ϕ 7−→
∑
d′6d
βd′,d(u)
‹ϕ, (3.8)
where αd′,d ∈ Hom(Ed, Ed′) ⊗ Hd′−d, βd′,d ∈ Hom(Ed, Ed′ ⊗ Hd−d′) and γd′,d ∈ Hom(Ed, Ed′) ⊗ H ‹d+d′−1
satisfy the following relations: let A,B,C be the matrices (αd′,d), (βd′,d), and (γd′,d); then
tB ·A = 1, and tC ·A+ tA · C = 0. (3.9)
In the above proposition, we understand the elements u⊗ f and u⊗ϕ to belong to the spaces Ed⊗Hd−1
and Ed ⊗H ‹d. For d > d′, the space Hd′−d is zero, and therefore αd,d′ = βd′,d = 0.
The relation tA ·B = 1 means that, for all d, d′, ∑i tαi,d · βi,d′ ∈ E ‹d ⊗E ‹d′ ⊗Hd′−d is the standard scalar
product of Ed if d = d
′ and 0 else; this product is to be interpreted as the collection of the corresponding
terms of all degrees in (x : y), and the scalar product is taken in Ei. Therefore, the elements αi,j uniquely
determine all of the βi,j . Likewise, the relation
tA · C + tC · A = 0 means that ∑i tαi,d · γi,d′ + tγi,d · αi,d′ =
0 ∈ Ed ⊗ Ed′ ⊗Hd+d′−1, where scalar products are taken in Ei.
Proof of Prop. 3.7. Let F be an orthogonal automorphism of V =
⊕
Ed⊗Kd. For any basis of the coefficient
spaces Ed, the restrictions of F to maps Kd → Kd′ are ≻-preserving in the sense of 3.2. Applying Prop. 3.2,
we see that F is of the form given in (3.8).
Let now F be any linear map defined as in (3.8). Writing down the expansion of bλ(F (u⊗ f), F (v⊗ ϕ)),
we see that F is orthogonal if, and only if, its coefficients αd′,d, βd′,d and γd′,d satisfy the relations (3.9).
3.4 Action on the diagonal coefficients
Let (qλ) be a quadratic pencil with polar pencil (bλ) isomorphic to
⊕
Ed⊗Kd for some coefficient spaces Ed.
Let F be an automorphism of (bλ) as in Prop. 3.7, and write q
′ = q ◦F . We then have, for all u ∈ Ed, f ∈
Hd−1, ϕ ∈ H ‹d:
qλ(F (u ⊗ f)) =
∑
i>d
q(αi,d(u)f) +
∑
i
q(γi,d(fu)) +
∑
i
b(γi,d(u), αi,d(u)f
2);
qλ(F (u ⊗ ϕ)) =
∑
i6d
q(βi,d(u)ϕ),
(3.10)
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Solving the IP1S problem means computing the values αd,d′ , βd,d′ and γd,d′ as defined in Prop. 3.7. In view
of the relation tC · A+ tA · C = 0 of this proposition, we replace the unknowns γd,d′ by γ′d,d′ =
∑
i
tαi,dγi,d′ ;
then γd,d′ ∈ Hom(Ed, Ed′)⊗H ‹d+d′−1 and the anti-symmetry condition is tγ′d,d′ = γd′,d.
With its polar form known, the quadratic pencil is determined by its diagonal coefficients. Write ψd for
the restriction of σ−1 ◦ q to Ed ⊗Hd−1 and ωd for its restriction to Ed ⊗H ‹d; then ψd and ωd are pencils of
k-linear forms and they determine q. We likewise define ψ′d, ω
′
d as the diagonal coefficients of q
′.
Let (ξi,d−i) be the basis of H
‹
d dual to the basis (x
iyn−i) of HD, and decompose γd,d′ in this basis
as
∑
i,j γd,d′,jξj,d+d′−1−j , where γd,d′,j ∈ Hom(Ed, Ed′). The coefficients of γ′d,d′ are then given by γ′d,d′,j =∑
i,r
tαi,d,r · γi,d′,r+j.
From this we deduce the formula for the diagonal coefficients ψ′d, ω
′
d of q
′:
ψ′d =
∑
i
ψi ◦ αi,d +
∑
i
ωi ◦ γi,d +
∑
i,j
σ−1(γ′d,d,2j+1 − λγ′d,d,2j)ξj,d−j ,
ω′d =
∑
i
ωi ◦ βi,d.
(3.11)
Up to a replacement of σ by its inverse σ−1, we obtain the following proposition.
Proposition 3.12. The n-dimensional IP1S problem for totally irregular pencils over a field of characteristic
two is equivalent to a set of O(n2) linear equations and one semi-linear equation of the form
X = Aσ(X) +B,
where A is a square matrix and X,B are column matrices of dimension O(n2).
3.5 Solving Frobenius equations
As the matrix A of Proposition 3.12 empirically seems to be of general type, we give a generic method for
this family of Frobenius equations. In the IP1S problem, the base field k has characteristic two; we present
here the general case for any (finite) base field.
Let k[ϕ] be the non-commutative ring of polynomials in ϕ, with the relations ϕc = σ(c)ϕ for all c ∈ k. This
ring is Euclidean. More precisely, the (left-side) Euclidean algorithm works: given two elements a, b ∈ k[ϕ],
there exist elements u, v such that ua+ vb = d where d is the gcd of a and b. Moreover, the only two-sided
ideals of k[ϕ] are those generated by the powers of ϕ.
From these two remarks and [14, Ch. 3, Th. 19] we get the following.
Theorem 3.13. Let ϕ : kn → kn be a semi-linear endomorphism. There exists a basis of kn in which the
matrix of ϕ is the direct sum of cyclic matrices.
We note that this reduction is also a degenerate case of the Dieudonné-Manin reduction given by the
Newton polygon for semi-linear endomorphism over the ring of Witt vectors W (k).
Assume now that A is cyclic and let R = k[a]/f(a) be the k-algebra generated by a; the equation of
Prop. (3.12) may then be written as
x = aσ(x) + b, (3.14)
where a, b and x belong to the finite algebra k[a], and σ is the absolute Frobenius automorphism. To the
primary factorization f =
∏
fi of f , there corresponds a factorization R =
∏
Ri where Ri is a local algebra.
Using Chinese remainders, we may therefore assume that R is a local algebra and f = fd0 , where f0 is
irreducible.
We first see to the case where d = 1, i.e. R is an extension of the field k. Write k0 = Fp be the field
fixed by the Frobenius σ and let N0 = NR/k0 and Tr0 = TrR/k0 be the norm and trace operators. The
equation (3.14) implies that
x = b′ +N0(a)x, where b
′ = b+ aσ(b) + . . .+ aσ(a) . . . σn−2(a)σn−1(b). (3.15)
If N0(a) 6= 1, then this gives as a unique solution x = b′/(1 − N0(a)). If, on the contrary, N0(a) = 1, then
by Hilbert’s theorem 90 [Lang, VI.6.1], there exists u ∈ R× such that a = σ(u)/u; then x′ = ux satisfies the
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equation x′ = σ(x′) + ub. This last equation, using the additive form of Hilbert’s theorem 90 [Lang, VI.6.3],
has a solution if, and only if, Tr0(ub) = 0. We note that both forms of Hilbert’s theorem are algorithmic.
In the general case where d > 1, let m be the maximal ideal of R. We may use the preceding paragraph
to compute a solution x0 of the equation modulo m. Moreover, we notice that f(x) = x − aσ(x) − b is a
polynomial and that f ′(x) = 1; therefore, this polynomial is separated, and we may use Hensel’s lemma to
lift the approximate solution x0 to a full solution.
4 Regular quadratic pencils in characteristic two: the regular part
4.1 Quadratic pencils and extensions of scalars
Let k be a finite field of characteristic two and q be a regular quadratic pencil on a k-vector space V ; let b
be the polar pencil of q and c be its characteristic endomorphism. We say that a quadratic form commutes
with a k-algebra R if its polar form commutes with R in the sense of section 2.2. In this way, the pencil q
determines a quadratic form q∞ commuting with the local algebra R = k[c]. In particular, the polar form b∞
is an alternating bilinear form commuting with R.
The following proposition is an intrinsic, and more general, form of the result already known for cyclic
pencils [18, Prop. 5].
Proposition 4.1. Let K be a finite separable extension of k and V be a K-vector space. For any k-quadratic
form q : V ⊗ V → k commuting with K, there exists a unique K-quadratic form qK : V ⊗ V → K such
that q = TrK/k ◦ qK .
Proof. Let b be the polar form of q. By 2.4, there exists bK ∈ K such that b(x, y) = TrK/k(bKxy); in
particular, since b is alternating, for all x we have TrK/k(bKx
2) = 0 and therefore bK = 0. Therefore, q is a
semi-linear form; since the trace map is non-degenerate, there exists qK such that q(x) = TrK/k(qKx
2).
As for Prop. 2.4, the n-dimensional case directly follows by taking coordinates. Here all diagonal entries
correspond to quadratic forms, and all others to bilinear forms; all of these commute with K.
4.2 Alternating forms commuting with a local algebra
Using Prop. 4.1, we assume that K = k and write R = k[π]/πℓ. We equip this algebra with the Frobenius and
Verschiebung automorphisms defined for x ∈ k by σ(x) = x2 and V (x) = x, and by σ(π) = π and V (π) = π2.
We note that, for all x ∈ R, we have V σ(x) = σV (x) = x2; moreover, R decomposes as R = V (R)⊕ πV (R).
We recall that the map τ : R → k given by the coefficient of πℓ−1 produces the regular k-bilinear
form τ(xy) on R. We call a R-bilinear form b τ-alternating if τ ◦ b is alternating, and say that an element a
of R is τ -alternating if the bilinear form axy is. The space Rτ of τ -alternating elements of R is linearly
spanned by the πℓ−2i for 0 6 i 6 ℓ/2. A R-bilinear form b with matrix B is τ -alternating if, and only if, B is
anti-symmetric and all its diagonal coefficients are τ -alternating.
Let (b0, b∞) be a pencil of alternating k-bilinear forms on V , with characteristic endomorphism π. The
R-bilinear form bR = b∞,R associated to b∞ by 2.5 is then τ -alternating. Moreover, the R-bilinear form
associated to b0 is b0,R = πbR; since b0 is alternating, πbR is again alternating. Therefore, since bR and πbR
are τ -alternating, bR is an alternating form.
Prop. 2.7 applies to τ -alternating forms and shows that they are an orthogonal sum of regular τ -alternating
forms on free modules over quotient rings of R. We therefore assume that V is free as a R-module.
Classification of τ-alternating forms. Although this is not directly useful for the IP1S problem, τ -
alternating forms have an elegant classification up to congruence. For any bilinear form b on a free R-
module M , we define the norm of b as the ideal nb of R generated by the elements b(x, x) for x ∈M .
Proposition 4.2. Two non-degenerate, τ-alternating forms are equivalent if and only if they have the same
norm.
Proof. We show that the bilinear form b is equivalent to either the form with identity matrix, if nb = R; or
the orthogonal direct sum
Na =
(
a 1
1 0
)
⊥
(
0 1
1 0
)
⊥ . . . ⊥
(
0 1
1 0
)
,
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where a is a generator of nb, if nb ⊂ πR. We note that, when the dimension of V is odd, the identity form is
congruent to the form N1, since the transformation
(
1 1
0 1
)
maps the identity matrix to the form
(
1 1
1 0
)
.
We write [u] for the one-dimensional form with coefficient u and Hv,w for the form with matrix
(
v 1
1 w
)
.
We also write H = H0,0.
By [19, §2], the k-bilinear form bk = b⊗R k has a decomposition bk ≃ [d1] ⊥ . . . ⊥ [dr ] ⊥ Hs, where all di
are non-zero since b is non-degenerate. We distinguish two cases.
Case 1: nb = R. We first show that the reduced form bk is isomorphic, over k, to the identity form.
Since nb = R, the list of di in the above decomposition is not empty. Moreover, since the field k is perfect,
all elements di are squares in k, so that up to a coordinate change we may assume that di = 1. Finally, we
note that the matrix
1 1 01 0 −1
1 1 −1
 is an isomorphism between the forms [1] ⊥ [1] ⊥ [−1] and [1] ⊥ H , so
that if r > 1 we may cancel all the direct factors H and in this case bk is isomorphic to the bilinear form
with identity matrix.
By [3, Corollary 3.4], the diagonalization of bk lifts to a diagonalization b ≃ [a1] ⊥ . . . ⊥ [ar] over R. Since
b is τ -alternating, all coefficients ai are τ -alternating. If the length of R is odd, then the set of τ -alternating
elements of R is πV (R), which contradicts the regularity of b. Therefore, the length of R is even, which
means that ai ∈ V (R) and they are therefore squares in R. From this we deduce that b is isomorphic to the
identity bilinear form.
Case 2: nb ⊂ πR. This means that the form bk is alternating, so that bk ≃ Hs. By [3, Corollary 3.4],
this decomposition again lifts to a decomposition b ≃ Hu1,v1 ⊥ . . . ⊥ Hus,vs , where all coefficients ui, vi are
τ -alternating.
Let b = Hu,v be τ -alternating and regular; up to a swap of u, v, we may write it as Hu,ua2 for some a ∈ R.
Since b is regular, 1 + au ∈ R×. Therefore, the coordinate change P =
(
1 + au a/(1 + au)
u 1/(1 + au)
)
transforms
the bilinear form b to Hu,0.
Finally, we note that the bilinear form b = Hu,0 ⊥ Hua2u,0 is isomorphic to Hv,0 ⊥ H0,0 via the coordinate
change

1 0 a 0
0 1 0 0
0 0 1 0
au a 0 1
.
4.3 Reduction of local quadratic pencils
We first give an explicit description of quadratic forms commuting with R.
Lemma 4.3. Let γ : R→ R be the application defined, for x = V (y) + πV (z), by γ(x) = πV (yz). Then, for
all u, x ∈ R, we have
(i) γ(ux) = γ(u)x2 + u2γ(x);
(ii) γ(u+ x) = γ(u) + γ(x) + ux+ V (α) for some α ∈ R.
(iii) For all c ∈ R, τ(cγ(x)) is a k-quadratic form on R with polar τ(cxy).
Proof. (i) Write x = V (y) + πV (z) and u = V (v) + πV (w). Noticing that σ(x) = y2 + πz2, we then have
γ(ux) = πV ((vy + πwz)(wy + vz))
= πV
(
vw(y2 + πz2)
)
+ πV
(
(v2 + πw2)yz
)
= γ(u)V (σx) + V (σu)γ(x) = γ(u)x2 + u2γ(x).
(4.4)
(ii) follows from γ(u+ x)− γ(u)− γ(x) = πV (vz + wy) = ux− V (vy + πwz).
(iii) is a direct consequence of (i) and (ii).
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Proposition 4.5. Let M =
⊕
Rmi be a Rℓ-module of finite length. Let q be a k-quadratic form on M
commuting with R, b its polar form, and bR be the unique R-quadratic form such that b = τ ◦ bR; write bi,j
for the coefficients of bR. Then there exists a σ-linear form a : M → R such that, for all x = (xi) ∈M ,
q(x) = τ
a(x) +∑
i
bi,iγ(xi) +
∑
i<j
bi,jxixj
 . (4.6)
Proof. We see by Lemma 4.3 and by linearity that q′ = τ(
∑
bi,iγ(xi) +
∑
bi,jxixj) is a k-quadratic form
on M , which has the same polar as q, so that the difference q − q′ is a σ-linear form.
Since the bilinear form τ(xy) is regular on R, the k-linear map V : R → R has an adjoint θ, such
that τ(xV (y)) = τ(θ(x) y). This map is defined by θ(πℓ−1−2i) = πℓ−1−i and θ(πℓ−2i) = 0.
When computing the effect of a R-linear change of variable on a k-quadratic form commuting with R, we
obtain the following result.
Proposition 4.7. Let u : M ′ → M be a R-linear map between two R-modules of finite length. Let q be a
k-quadratic form on M , commuting with R, and q′ = q ◦ u. Let b be the polar form of q and a = (ai) be the
σ-linear form defined as in Prop. 4.5; then the corresponding values b′, a′ = (a′i) for q
′ are
b′ = b ◦ u, a′i =
∑
r
arσ(ur,i) + θ
(∑
r
br,rγ(ur,i) +
∑
r<s
br,sur,ius,i
)
.
The hyperbolic plane is the module R2, equipped with the k-quadratic form q(x) = τ(x1x2); this form
commutes with R. The corresponding τ -alternating bilinear form bR has the matrix
(
0 1
1 0
)
. A quadratic
form is hyperbolic if it is isomorphic to the orthogonal sum of copies of the hyperbolic plane. We say that a
quadratic form q reduces to a form q′ if q is isomorphic to the direct sum of q′ and a hyperbolic space.
Proposition 4.8. Let M be a free R-module and q be a k-quadratic form on M , commuting with R. If the
polar form of q is hyperbolic, then q reduces to a quadratic form of dimension at most two.
Proof. Since the polar form of q is hyperbolic, there exist some coefficients a1, . . . , am; a
′
1, . . . , a
′
m ∈ R such
that q is isomorphic to the form q′ = [a1, . . . , a
′
m] defined on R
2m by
q′(x1, . . . , xm, x
′
1, . . . , x
′
m) = τ
∑
i6m
aiσ(xi) + a
′
iσ(x
′
i) + γ(xix
′
i)
 . (4.9)
To prove the proposition, we show that any form q = [a1, a2; a
′
1, a
′
2] is isomorphic to a form [b, 0; b
′, 0] for
some b, b′ ∈ R. The polar of q is the hyperbolic form on R4, and its automorphism group contains the
following transformations, with the corresponding effect on the values (ai):
1
1
1
1

{
a1 ↔ a′1
a2 ↔ a′2(
M 0
0 tM−1
)
,M ∈ GL2(R)
{
(a1, a2)← (a1, a2) · σ(M)
(a′1, a
′
2)← (a′1, a′2) · σ(tM−1)
1 u
1 v
1
1

{
a′1 ← a′1 + a1 σ(u) + θ(u)
a′2 ← a′2 + a2 σ(u) + θ(v)
1 w
1 w
1
1

{
a′1 ← a′1 + a2 σ(w)
a′2 ← a′2 + a1 σ(w)
(4.10)
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Using the first transformation, we may assume that the ideal (a1, a2) of R contains (a
′
1, a
′
2). Using the second
one, we may assume that a2 = 0, so that a1 divides a
′
1 and a
′
2. Finally, using the last transformation, one
may have a′2 = 0.
Using Prop. 4.8 on both quadratic forms of a quadratic pencil, we see that any quadratic pencil reduces
to a pencil of dimension at most four. Therefore, to compute a linear equivalence between any two quadratic
pencils, we may assume that the dimension of the ambient R-module is at most four.
Proposition 4.11. Let k be a finite field of characteristic two. There exists a polynomial algorithm computing
a linear isomorphism between two equivalent quadratic pencils over k.
Proof. Let (qλ), (q
′
λ) be two equivalent quadratic pencils. By subsection 4.2, we may assume that the
associated polar pencils (bλ), (b
′
λ) define an hyperbolic alternating form on R
2n.
Using Prop. 4.8 for the form q∞, we may assume that q∞ is of the form [a, 0, . . . , 0; a
′, 0, . . . , 0]. Using
Prop. 4.8 again for the restriction of q0 to the coordinates with index (2, . . . , n;n + 2, . . . , 2n) of R
2n, we
may further assume that q0 is of the form [b, c, 0, . . . , 0; b
′, c′, 0, . . . , 0]. This shows that the pencil (qλ) is
isomorphic to the direct sum of a pencil of dimension at most 4 and a hyperbolic pencil. The same applies
to (q′λ). Since both hyperbolic parts are isomorphic, we only need to compute the isomorphism for pencils of
dimension 6 4.
Let q be the quadratic form defined by
q(x1, . . . , x4) = τ(
∑
i
aiσ(xi) + x1x3 + x2x4) (4.12)
and likewise, let q′ be a quadratic form linearly equivalent to q, with the same hyperbolic polar form b, and
with diagonal coefficients a′i.
An isomorphism u : q → q′ is given by coefficients ui,j satisfying the equations of Prop. 4.7. Writing u =
V (v) + πV (w), and likewise for u′ and ui,j , we have
σ(u) = v2 + πw2, θ(auu′) = (vv′ + πww′)θ(a) + (vw′ +wv′)θ(πa), and θ(aγ(u)) = v w θ(aπ), (4.13)
so that the equations on the 16 variables ui,j are equivalent to the following polynomial equations in the 32
variables vi,j and wi,j :
σ(bi,j) =
∑
r,s
σ(br,s) (v
2
r,i + πw
2
r,i) (v
2
s,j + πv
2
s,j), (4.14)
a′i =
∑
r
ar(v
2
r,i + πw
2
r,i) +
∑
r<s
(vr,ivs,i + πwr,iws,i)θ(br,s) + (vr,iws,i + wr,ivs,i)θ(πbr,s). (4.15)
This shows that the IP1S problem is equivalent to a bounded number of polynomial equations in a bounded
number of variables in the ring R = Rℓ = K[π]/π
ℓ (more precisely, it is enough to determine vi,j up to
precision ⌊ℓ/2⌋ and wi,j up to precision ⌊(ℓ− 1)/2⌋). Since R is a discrete valuation ring, linear equations
are solvable in R in the sense of [1, 4.1.5]; therefore, it is possible to compute a Gröbner basis of the ideal
generated by the equations 4.14 in R[vi,j , wi,j ]. Computing this basis is possible with a number of ring
operations polynomial in the degree of the equations and doubly exponential in the number of variables [9].
However, in our case there are only 32 variables and the equations are homogeneous of degree two. Therefore,
the computation of the Gröbner basis requires a bounded number of computations in the ring R; each of
these computations requires a polynomial in n number of computations in the base field k.
5 Computation of the second secret for IP2S
5.1 Reduction to the regular case
Two families of polynomials (a1, . . . , am) and (b1, . . . , bm) are isomorphic with two secrets if there exist
bijective linear transformations s of the n variables and t of the m polynomials such that t ◦ a ◦ s = b.
Assume that m = 2. Then the second secret t is a homography in two variables, which we write γ ∈ GL2(k).
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Proposition 5.1. Let a, b be two pencils and a′ and b′ be their regular parts. For any homography t, t◦a is
isomorphic (in the IP1S sense) to b if, and only if, t ◦ a′ is isomorphic to b′.
Proof. The minimal index of the pencil b is the minimal degree of an isotropic vector e0 + . . .+ λ
heh for bλ;
such a vector may be written in homogeneous form in (λ : µ) as e(λ : µ) =
∑
λiµh−iei, which is isotropic
for the quadratic form b(λ : µ) = µb0 + λb∞. Now let γ =
(
a b
c d
)
∈ GL2(k) be a homography. Then the
vector eγ defined by eγ(λ : µ) = e(aλ + bµ : cλ + dµ) is isotropic for bγ(λ) iff e is isotropic for b. This
proves that the pencils (bγ(λ)) and (bλ) have the same minimal index. Therefore, all their Kronecker blocks
coincide.
5.2 IP2S in the regular case
Let (aλ) and (bλ) be two regular pencils of bilinear forms such that aγ(λ) is isomorphic, in the IP1S sense, to bλ.
Then the homography γ maps the characteristic polynomial f(λ : µ) = det(aλ:µ) to g(λ : µ) = det(bλ:µ). In
particular, it maps the prime factors of f to those of g, respecting both their degree and their exponent as a
factor of the characteristic polynomial.
Let Sd,e and Td,e be the set of factors of degree d and exponent e of the polynomials f and g. Then
any homography γ mapping all the elements of Sd,e to Td,e for each pair (d, e) is a possible second secret
in the IP2S problem. We compute the intersection for (d, e) of the set Γd,e of homographies mapping the
prime polynomials of Sd,e to Td,e. In most cases, the first set Γd,e already contains only one candidate,
which is therefore the second secret γ. The discussion depends on the degree d of the polynomials. We note
that the sum of the size of the sets Sd,e is the number of variables n; therefore, we may use the worst-case
estimate |Sd,e| = O(n) for each (d, e).
We shall use the following classic results.
Proposition 5.2. (i) Let (x1, x2, x3) and (y1, y2, y3) be two (ordered) triples of distinct points of P
1(k).
There exists a unique homography γ ∈ PGL2(k) such that γ(xi) = yi.
(ii) Let (x1, x2, x3, x4) and (y1, y2, y3, y4) be two (ordered) quadruplets of distinct points. They are homo-
graphic iff they have the same cross-ratio B(x) = B(y), where
B(x) =
(x1 − x3)(x2 − x4)
(x1 − x4)(x2 − x3) . (5.3)
(iii) Let {x1, x2, x3, x4} and {y1, y2, y3, y4} be two (unordered) sets of four points. They are homographic iff
they have the same j-invariant j(x) = j(y), where
j(x) =
(B(x)2 −B(x) + 1)3
B(x)2(1 −B(x))2 . (5.4)
(iv) Let u(x) =
∑
uix
i and v(x) be two monic polynomials of degree four. They are homographic iff they
have the same j-invariant, where j(u) is a rational function of degree six in the coefficients of u.
We note that the formula for the j-invariant given in (5.4) is, up to a constant factor, the formula for the
j-invariant of an elliptic curve. Namely, two elliptic curves with equations y2 = f(x) and y2 = g(x), where
f, g are separable polynomials of degree 6 4, are isomorphic iff the polynomials f and g are homographic.
We now explain how we compute the set Γd,e for each pair (d, e).
Case d = 1. If |S1,e| > 3, then we may immediately recover the homography γ: namely, fix a triple (x1, x2, x3)
in S1,e, and iterate over the triples in T1,e. For each such triple, there exists a unique homography γ such
that γ(xi) = yi. This homography belongs to Γ1,e iff the images of all the other points of S1,e belong to T1,e.
Since there are 3!
(
|S1,e|
3
)
= O(n3) triples (yi), this computation requires O(n
3) field operations.
If 1 6 |S1,e| 6 2, then Γ1,e may be explicitly computed as the union of the set of homographies mapping
the elements of S1,e to those of T1,e for all permutations of T1,e.
19
Case d = 2. Assume |S2,e| > 2. Let u1, u2 ∈ S2,e and v1, v2 ∈ T2,e be monic polynomials of degree two.
Any homography between the sets {u1, u2} and {v1, v2} will map u1u2 to v1v2. By Prop. 5.2(iv), there
exists at most a bounded number of such homographies. Since there are
(
|S2,e|
2
)
= O(n2) pairs (v1, v2), this
requires O(n2) field operations.
If |S2,e| = 1, then Γ2,e is the set of all homographies mapping the unique element of S2,e to the unique
element of T2,e.
Case d = 3. Fix an element u ∈ S3,e. For all v ∈ T3,e, there exist at most 3! = 6 homographies γ
mapping u to v. Each candidate belongs to Γ3,e iff it maps all other elements of S3,e to elements of T3,e.
There are |S3,e| = O(n) candidates u and therefore O(n) candidate homographies γ.
Case d = 4. Fix an element u ∈ S4,e. The candidates as homographic images of u in T4,e are the v such
that j(v) = j(u). Each candidate polynomial v gives at most 4! = 24 candidates homographies γ. This allows
to compute Γ4,e in O(n) field operations.
Case d > 5. The naïve method is to differentiate (d − 4) times the elements of Sd,e to reduce to the
case where d = 4. However, as this uses only the five leading coefficients, if the polynomials are specially
chosen we may find too many homographies; for example, although the polynomials xd − 1 and xd are not
homographic, all their derivatives are. Instead, we first compose all the elements of Sd,e and Td,e by a
known, randomly chosen homography r. In general, for any two non-homographic elements u1, u2 ∈ Sd,e, the
derivatives (∂/∂x)4 (ui ◦ r) are non-homographic. In the improbable case where they are homographic, we
only need to change the random homography r. In this way, we may compute the set Γd,e in at most O(n)
field operations.
Computing the hidden homography. The hidden homography γ lies in the intersection of all sets Γd,e.
As each one of these sets is likely to be extremely small or even reduced to {γ}, we compute them in increasing
order of assumed complexity. We use the above estimates: for each (d, e), we use the assumed complexity
Cd,e =

|Sd,e|3 , d = 1;
|Sd,e|2 , d = 2;
|Sd,e| , d > 3,
(5.5)
and sort the pairs (d, e) by increasing values of Cd,e. We finally find a bounded number of candidate
homographies using no more than O(n3) operations in k.
Conclusion
In this paper, we show that we can solve in polynomial-time the IP problem with two quadratic forms in a
finite field of odd characteristic. The obvious questions are whether it is possible to generalize this to fields
of characteristic two and to more than two equations.
The case of a binary base field is very important for cryptographic applications. The cyclic case was
solved in [18]. To solve the general case, at least two roadblocks remain: quadratic forms over a local algebra
behave differently [22, §93]; finally, extending from bilinear to quadratic forms requires a study of the action
of a symplectic group on the diagonal coefficients, and this group becomes quite impractical in the non-cyclic
case.
On the other hand, studying the general problem with m > 3 quadratic equations departs from the classic
results about pencils of quadratic forms; therefore, fewer tools are available. Even in the regular case, our
work heavily uses the factorization of the characteristic polynomial. An analogous strategy for m > 3 would
require a detailed geometric study of the hypersurface defined by this characteristic polynomial.
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A An algorithm reducing a matrix pencil to Kronecker normal
form
We explain how, given a pencil B = (B0, B∞) in matrix form, we can compute the Kronecker blocks of B.
This algorithm is a direct translation of part 1.2.
Step 1: Compute the minimal isotropic vectors (e1, . . . , eh). Write the n× (2n)-matrix (B∞ B0) in
lower row echelon form as
(B∞ B0) = (⋆) ·
(
A∞ 0
C A0
)
, (A.1)
where (⋆) is an invertible n × n-matrix and 0 is a r × n-block with r being the largest possible value. This
implies that the n−r lines of A0 are linearly independent, and therefore that its columns have full rank n−r;
therefore, there exists a matrix F such that C = −A0F . From this, we see that
B∞x+B0y = 0 ⇔
{
A∞x = 0
y ∈ Fx+KerA0.
(A.2)
In particular, the case x = 0 tells us that KerA0 = KerB0. By using the upper row echelon form, we likewise
compute a matrix G such that B∞x = B0y implies x ∈ Gy +KerB∞.
A chain of length h is a solution (e0, . . . , eh) of the equations b0(ei) + b∞(ei−1) = 0 and b∞(eh) = 0. We
define by induction a sequence (Ui) of vector spaces such that the h-chains are defined by the relations e0 ∈ Uh
and ei ∈ F (ei−1) + Uh−i.
The base case is that of chains of length 0, which are the elements of KerB∞. We define U0 = KerB∞.
A (h+1)-chain is a (h+2)-uple (e0, . . . , eh+1) such that (e1, . . . , eh+1) is a h-chain and b0e1 + b∞e0 = 0.
The first condition amounts to e1 ∈ Uh and ei = f(ei−1) + Uh−i for all i > 2; the second one means that
e0 ∈ GUh +KerB∞. We define Uh+1 = GUh +KerB∞.
This allows us to compute minimal isotropic vectors of length h as satisfying the relations
e0 ∈ Uh ∩KerB0, ei ∈ Fei−1 + Uh−i. (A.3)
This determines the space of isotropic vectors of degree 6 h with total complexity O(n3(h + 1)); moreover,
as this computation is triangular, it also gives the space of isotropic vectors of degree 6 h′ for all h′ 6 h,
so that we only need to perform one run of this algorithm over all the singular part of the pencil. Once
we have isolated the minimal Kronecker module K of V in Step 2, we may then project this basis on the
quotient V/K to directly obtain a (sorted) basis of the isotropic vectors of V/K.
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Step 2: Compute a Kronecker module as a direct factor. Given the vectors e1, . . . , eh computed
in the previous step, we can, with no more than O(n3) field operations, compute vectors f1, . . . , fh such
that b0(ei, fj) = 1 if i = j and 0 otherwise. In any basis completing the family (e0, . . . , eh; f1, . . . , fh), the
symmetric pencil (bλ) has the matrix
Bλ =
 0 K ′λ 0tK ′λ Aλ tCλ
0 Cλ B
′
λ
 , (A.4)
where the blocks have size d+ 1, d and n− (2d+ 1). We use a change of coordinates of the form
P =
1 0 X0 1 0
0 Y 1
 . (A.5)
The action of P on the sub-matrix Cλ of Bλ is given by Cλ ← Cλ + tXK ′λ + BλY . Now let x0, . . . , xh;
y1, . . . , yh; c1, . . . , ch; c
′
1, . . . , c
′
h be the columns of
tX,Y,C0 and C∞. We then have to solve the equations{
c′i + xi +B
′
0yi = 0
i = 1, . . . , h
;
{
c′i + xi−1 +B
′
∞yi = 0
i = 1, . . . , h
. (A.6)
This uniquely determines the values x0 and xh. The equations for x1, . . . , xh−1 have solutions iff the val-
ues y1, . . . , yh satisfy the relations B
′
0yi+B
′
∞yi+1 = c
′
i+1− ci for i = 1, . . . , h−1. This translates into matrix
form as B′0 B′∞ 0. . . . . .
0 B′0 B
′
∞
 ·
y1...
yh
 =
 c
′
2 − c1
...
c′h − ch−1
 . (A.7)
We may solve this equation using the same technique as that of Step 1, for a total cost of O(n3h). Computing
the values (xi) is then straightforward.
Step 3: Put the Kronecker module in canonical form. We now compute a coordinate change
Q =
(
1 Z
1
1
)
(A.8)
such that tQ · Bλ · Q puts the Kronecker module in the canonical form Kh described in (1.9). The action
of Q on Aλ is given by Aλ ← Aλ + tZKλ + tKλZ. Let Z = (zi,j), A0 = (ai,j) and A∞ = a′i,j ; the equations
to solve are then
zi,j + zj,i = ai,j , zi−1,j + zj−1,i = a
′
i,j , for i, j = 1, . . . , h. (A.9)
Since the matrices A0 and A∞ are symmetric, only the equations for i > j are relevant. We derive from zi,j
the values zi,i =
1
2ai,i and zi−1,i =
1
2a
′
i,i. The remaining values zi,j for i+ j = constant are deduced from the
relation zi,j − zi−1,j+1 = ai,j − a′i,j+1. We check that these relations compute all the values zi,j in optimal
time, which is O(n2) computations in the base field K.
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