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1. INTRODUCTION 
The problem to be considered is motivated by the following considerations. 
Suppose a linear control system of the form 
ff = 4gv(t) + A,x(t - u) + B@(t) a>0 (1.1) 
is given. Starting from a given initial function QI at time a the problem is to 
bring the system to rest at a specified time b > a + 0 in such a way that a 
certain performance index J(x, U) is minimized on a class U of admissible 
controls. The rest position or equilibrium position is in this case the zero 
function on [- u, 0] (cf. [8]). Following Hale [8] if x : [a - (T, b] + Rn and 
t E [a, b], then we use xt for the function on r-0, 0] defined by ~~(6) = 
x(t + 19), - u < 8 < 0. In this notation the boundary conditions for the 
above problem are X, = v, xb = 0. Our purpose in this note is to present 
a solution to this type of problem by the classical method of Lagrange 
multipliers in a Banach space. The actual systems we consider will have 
the form 
L+(t) =f(t, x(t), x(t - a), u(t), u(t - 7)) u, 7 > 0, (1.1’) 
where f is in general a nonlinear function (cf. Section 2), with boundary 
conditions 
xc2 = % Xb = *. (1.2) 
The problem is to minimize a given functional 
(1.3) 
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on a suitable class of admissible pairs (s, U) satisfying (1.1’) and (1.2). (If 
one wants to bring a linear system of the form (1.1’) to equilibrium when there 
are lags in the controls, then appropriate functional end conditions on the 
admissible controls u should also be imposed as in [3].) 
When this problem is formulated as a Lagrange-multiplier problem in 
Sobolev space We1 (cf. [9]) a rather complete sohrtion to the above variational 
problem is possible. In particular, we obtain necessary and sufficient condi- 
tions for the Lagrange-multiplier problem to be regular [16, 171 in the form 
of a controllability result, thereby giving conditions for normality in the 
sense of the calculus of variations. A set of necessary conditions for an optimal 
control is derived, and for a special class of convex problems these con- 
ditions are also sufficient. Existence and uniqueness theorems for an optimal 
control are also established. 
There are good bibliographies on recent developments for control problems 
involving functional differential equations in [l-3]. However, we have not 
found any literature on the optimization problem proposed above with the 
exception of [l l] and [12]. Kao in [ 1 l] considered a special case of the above 
problem. There the Lagrange-multiplier problem was formulated in the 
B-space C of continuous functions with the norm of uniform convergence. 
In that formulation conditions for a regular Lagrange-multiplier problem 
could not be obtained. Nonetheless formal calculations led to a valid sufficient 
condition.In [12] Kent obtained results for a general class of problems(involv- 
ing neutral functional differential equations) which at least partially cover 
those obtained herein. There is in [12] the explicit hypothesis that the function 
I/ in (1.2) be continuously differentiable and other than the zero function. 
However, this condition can easily be relieved by a number of devices. Kent 
did not obtain conditions for the regularity (or normality) of his problem as 
we are able to do (cf. Lemma 3.1). In addition, Kent’s method of solution 
(based on Neustadt’s work in [18, 191) differs substantially from the more 
classical one which we give. The approach we have taken indicates that the 
Sobolev space II TZ1 is a rather attractive choice of the state space for our 
control problem. 
2. TERMINOLOGY AND ASSUMPTIONS 
Let 5? be an open subset of a Banach space E, and let F be a Banach space. 
If H : 9 -+ F is Frechet differentiable at x,, E 9, then we use H’(x,) to denote 
the Frechet differential of H at x,, . Suppose H is continuously Frechet 
differentiable on 3. Then x0 E .Q is called a regular point of the transformation 
H if H’(x,,) is a surjection (i.e., maps E onto F). If E = El x E, , 
.rO = (ur , QJ E.Q?, then we will use the subscript notation of Dieudonne’s 
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text [5, p. 1671 for partial derivatives. That is, the Frechet derivative of 
x1 t+ H(x, , ua), (x1 , aa) E 9 [respectively, xa w H(a, , A$, (al , xs) E 91 is 
denoted by D,H(a, , aa) [respectively, D,H(a, , a,)]. 
The Banach spaces which are used in this paper are actually real Hilbert 
spaces. If E is a real Hilbert space we use \;x, y;,*, for the scalar product of z 
and y E E. We also use I/ . 11 for any norms that come into the discussion 
including the norm of a linear operator. The context will make clear in which 
space the norm is being applied, and there will be no need for distinguishing 
subscripts on the various norms. The notation RP denotes Euclidean space of 
p dimensions, p = 1, 2 ,... . Vectors x E RD will be written as column vectors. 
We use A* to denote the adjoint of a given linear operator. Thus in the case 
of a matrix A, ,4* denotes the transposed matrix. 
In all situations where the notion of measurability intervenes, Lebesgue 
measure is understood. If [OL, p] is a compact interval, then we useL,([a, 81, Ro) 
in its usual sense [6] to denote the Hilbert space of all “square integrable” 
functions on [01, /3] with functions identified if they are equal almost every- 
where (a.e.) on [cr, /I]. We use Wal([a, /3], Rp) to denote the collection of all 
absolutely continuous Z : [01, /I] + RP such that t M dZ(t)/dt =: Z(ct) is in 
&([a, /?I), Rp). The inner product on IVzl([a, p], Rn) is defined by 
The space Wzl([or, p], RP) with this inner product is a Hilbert space. 
Now we discuss the assumptions that will be needed for the functionsfand 
L which were formally introduced in Eqs. (1.1’) and (1.3). The functions 
f:RxR’1sR71xRmxRm+Rn and L:RxR’“i<R’“+R are as- 
sumed to be continuous. Generic points in R x R” x R” x RI’” x R”” 
(respectively, R x R” x R”) are denoted by (t, rl , r2 , r3 , rl) [respectively, 
(t, p, , pa)]. For each fixed t functions f and L are taken to be continuously 
differentiable in the remaining arguments. Let X I IVzl([a - (T, b], R”), 
u > 0 and let 
U s {u E L,([u - T, b], R”) 1 u(t) = 0, a - T < t 6 a} 7 > 0. (2.2) 
Suppose also that b > max(a + u, a + T). The set U is called the set of 
admissible controls, and we will consider U to be identified in the natural way 
with L&a, b], R”). The problem we propose to solve is 
w Minimize (locally) 
J(x, u) f 1: L(t, x, 24) dt 
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with constraints: .u E -Y, u E U, 
2’(t) =.f(C x(t), x(t - u), u(t), u(t - T)), 
a.e. on [a, b], x, = q, sb = 4, where v and I/ are fixed elements of 
;u, -= W*l([- u, 01, R”). 
Other kinds of end conditions, e.g., 
G(G) = 0, 
where G : X0 --) R” is continuously differentiable, can also be handled 
essentially by repeating the arguments for our solution to (P). Problem (P) 
represents the most difficult case since it is here that the regularity conditions 
will be most difficult to satisfy. At any rate in this paper only problem (P) 
will be treated. It should also be mentioned that there are various devices 
in the classicai theory of calculus of variations for treating additional con- 
straints on controls II E U, e.g., j ui j < 1, i = 1, 2 ,..., m, where 
u = (d,..., urn)*. An instance of this is illustrated in the examples at the end 
of the paper (cf. also Remark 5.2). 
Although we still do not have enough assumptions on the functions jand L 
for us to set up the Lagrange-multiplier problem which we have in mind, 
nonetheless, let us “define” formally the operators that will be needed and 
then it will be clear what additional hypotheses are needed: Let 
d : X x U+ X be “defined” by 
/ 
x(t) - p(t - u) if a--cr<t<a 
a+, u) (t) = x(t) - p(o) - J‘t j(s, x(s), A+ - 4, u(s), 4s - 4) ds 
(1 
if a<t<b. 
(2.3) 
Thus if SZ! is to be well defined for each (x, U) E X x U some growth condi- 
tions are going to have to be imposed on f in the arguments r3 and r4 . More- 
over, we will need SZZ’ to be continuously Frechet differentiable. Taking into 
account the norms on X and U one sees that rather stringent growth restric- 
tions on f are required. What we actually need are hypotheses for L and f 
that assure 
/:Xx U-tR and d:Xx u-+x 
are both well defined and continuously difierentiable. 
(2.4) 
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The hypotheses we make are: there exist functions M : R x Rn x Rn -+ R, 
111 : R x Rn -+ R which are bounded on bounded sets such that 
(4 lIf(C 71 , r2 t r3 , y4) -f(c Yl 9 T2 1 r3'9 r4')ll 
d M(t, r1 , y?,) [II 73 - y3’ II + II r4 - r4’ Ill, 
II Dif (t, r 1, ~2 , r3 , ~4) - Qf (t, ~1 > ~2 9 13’9 ~4% 
< MO, ~1 , r2> [II r3 - r3’ II + II r4 - r4’ Ill, 
(2.5) 
i= 1,2,rl,r2~Rn, and r3 , r4 , Y3', rat E R”, 
II Dif (4 rl , r2 , y3 , r4)ll < MO, rl , r2> i = 3,4, rl , r2 E R”, r3 , r4 E Rm; 
lb) II -WY Pl > P2) - -WY Pl 9 P2’)Il < Nt, A) II P2 - Pa’ II 9 
P, E R”, P, , ~2' E R", 
II DAt, PI 3 P2) - DiL(t, Pl 3 P,‘)lI < Nt, PJ II P2 - P2’ II 3 
i = 1,2, p, E Rn, p, , p,’ E R”“. 
Here Dif (respectively, D,L) denotes the partial derivative with respect to the 
argument Ye (respectively, pi) with the corresponding subscript. 
With these assumptions it can be shown that (2.4) is satisfied. Moreover, if 
(T, iz) E X x U, th en the Frechet differential of d at (5, a) in the direction 
(h, v) E X x U is given by 
i 
h(t), if a--a,<t<a 
h(t) - j: Plf(s) 4s) + 4JW “4s - 4 d’(%, ii) (h, v) (t) = 
+ D3J(s) $4 + D4f(~) $s - 41 4 
if a<t\<b, 
(2.6) 
where DiJ(s) is defined by 
Dif(s) = Di f (s, T(s), z(s - o), ii(s), u(s - T)), a<s<b, (2.7) 
i = 1, 2, 3, 4. A similar-l meaning is assigned to D&(s), i = 1, 2, and we have 
JIG 4 (h, 4 = j: <Dim 44) + @&>, WW ds, (24 
h,vEXx U.Let&:Xx U~XObedefinedby 
f?qx, u) = Xb - 4, (x, u) E x x u. (2.9) 
1 D&s), i = 1, 2, are treated as column vectors. 
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The optimization problem (P) has now been transformed into the following 
Lagrange-multiplier problem: 
FL) blinimize (locally) J(N, U) on the manifold 
il = {(X, U) ES )r: I?' / H(.X, U) = 01. 
Remark 2.1. The unpleasant conditions (2.5a, b) were imposed because 
we made a choice of c’ CL,([a ~- 7, b], Rjtt) and required (2.4). Was this 
merely an unfortunate choice of the function space U? Certainly if we had 
chosen U to be the corresponding subspace of &([a - 7, b], Rm), the result 
(2.4) could have been obtained directly from the differentiability conditions 
on f and L. But the investigation of conditions for the regularity of the trans- 
formation H in problem (PL) given in Section 3 (to follow) would dictate 
the choice of the spaces X and X, as the corresponding Sobolev spaces IVz*. 
Rhile we do not want to rule out this approach, it seems clear that the 
solution to (PL) with this change of spaces 9, X” , and U will be substantially 
more complicated. Likewise for a number of problems a suitable B-space C 
of continuous functions (with the norm of uniform convergence) turns out to 
be a pleasant choice for X, S, , and C:. However, simple examples of problem 
(P) show that some discontinuities in the controls u must be allowed. More- 
over, if the state spaces 9 and X,, are spaces of continuous functions C, then 
the regularity condition that will be needed on H (see Section 3) will not be 
true (cf. [l I]). In effect this regularity condition on H forces a certain type of 
“compatibility” between the spaces X, X0 , and LT. We do not claim that 
some other choices of spaces ,Y, S,, , U could not also lead to a correct solution 
to (PL), but it does appear that the more or less complete nature of the solu- 
tion to problem (PL) we are able to obtain using the Sobolev spaces 
Wzl([a - 0, b], R”), Wzt([- 0, 01, 17”) for the state spaces X and X0, 
respectively, and using L, controls does offer some fairly strong support 
for our choice of spaces. 
3. REGULARITY AND CONTROLLABILITY 
In this section the question of regularity of the transformation H in (PL) 
is considered. Only the special problem with no lags in the controls will be 
treated, i.e., we assume that f  is independent of rA so that 
f: R x R” x R” x R”-+R”. 
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The case with lags in the control can also be treated, but only at the expense 
of considerably more technical detail. For notational convenience we adopt 
the notation 
4jw = p,(t), i- 1,2, 
4fW = L?l@)l 
(3.1) 
where oJ(t) is defined in (2.7). N ow x u 1s a regular point of the trans- (; -) 
formation H in (2.10) means that the bounded linear operator 
H’(x, u) : x x L’+ x x x0 
is surjective. The mapping in (2.9) has Frechet derivative given by 
ay3, u) (h, v) = h, . (3.2) 
Taking advantage of (2.6) and (3.2) ‘t . r 1s noted that (3, ZZ) being a regular 
point of H is equivalent to the following controllability condition: For each 
choice of (y, A) E X >( X,, there is an (h, V) E X x U such that 
j(t) = w - pl(t> h(t) - Pdt) 4t - 0) - 81(t) $0, a.e. on [a, b], 
h, -~a, hb = A. (3.3) 
Extend h to all of R by defining A(t) = h(O), t > 0 and h(t) = A(- a), 
t < - u. Define 
z(t) = h(t) - h(t - b). 
Then (3.3) can be rewritten as 
2 = PI(t) z(t) + Pi?(t) z(t - 0) + 81(t) v(t) + C(t), a.e. on [a, b], 
% = Ya - A(- 4, .zb = 0, (3.4) 
where 
t(t) = j(t) - ic(t - 6) + PI(t) h(t - 6) + P*(t) h(t - b - u). (3.5) 
If (z, a) is a regular point of H, then there is a v E L’ such that (3.4) is satis- 
fied. Hence 
pzw 4t - 4 + 81(t) o(t) + &) = 0 a.e. on [b - u, b]. (3.6) 
The equation (3.6) must have a solution ZJ EL,([~ - u, b], Rm) for every 
admissible choice of 5 of the form (3.5). On the interval [b - 0, b] function 
t-j(t) is an arbitrary L, function. It easily follows that the matrix Ql(t) 
has rank n a.e. on [b - (T, b] (see the appendix). Therefore the mapping 
t ++ Il(ol(t) a*wl 112, b--a,(t<b, 
is well defined almost everywhere on [b - u, b]. 
(3.7) 
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There is an immediate partial converse to this result. Suppose that 
Qr(f) Ql*(t) is invertible almost everywhere on [a, 61 and suppose the function 
in (3.7) is integrable on the interval [b - (T, b]. Let ,Y(t, s) be the fundamental 
matrix for the homogeneous equation corresponding to (3.4), i.e., X(f, s) is 
an n .< n matrix such that s c, s(t, s), s < t is the absolutely continuous 
solution to 
(6xjas) (f, s) = - X(t, s) PI(S) - qt, s + u) P2(s + u), s < t, 
X(t, t) = I = n x 71 identity matrix, 
X(t, s) = 0, s>t 
[7, p. 3591. Just as in [22] one can verify that the matrix 
r-O X(b - CT, s) QI(s) Q1*(s) X*(6 - u, s) ds 
LO 
(3.8) 
has rank n. For suppose the matrix has rank less than n. Then there is a 
nonzero vector 7 E Rn such that 
Q1*(s) X*(b - 0, s) 7j = 0 a.e. on [a, b - u]. 
Since, however, Q1*(s) must have rank n a.e. on [a, b] we have that 
x*(b - u, s) -q = 0 a.e. on [a, b - 01, 
and so 71 = 0 contrary to our assumption. Since the matrix (3.8) has rank II 
one can select a suitable ~7 E Rn such that the function 
s k-+ v(s) E.72 Q1*(s) X’*(b - u, s) v, a<s<b-u 
will provide a solution on the interval [a, b - u] to the differential equation in 
(3.4) satisfying the boundary conditions 
z,, = ya - A(- 47 z(b - u) = 0. (3.91 
This follows at once from the variation-of-parameters formula [7, p. 361: 
and the fact that the matrix in (3.8) is invertible. Now the assumptions or 
QI assure us that v can be extended to an L, function on [a, b] in such a way 
as to assure (3.6) [and hence (3.4)] by taking v(t) = Q1*(t) E(t) 
b - u < t < b, for an appropriate choice of [ E L,([b - u, b], R”). We have 
proved the following lemma. 
LEMMA 3.1. If (.T, ii) E X x U is a regular point of the transformation l! 
in problem (PL), then the mat& Q1(t) has rank n for almost all t E [b - u, b 
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(so that Qdt) Q1*@) is invertible for almost all t E [b - u, b]). Moreover, t f  the 
matrix QI(t) has rank n a.e., on [a, b] and if thefunction in (3.7) is integrable on 
[b - ~,bl, th en x u is a regular point of the transformation H. (-9 -) 
Remark 3.1. The necessary condition of the preceding lemma is clearly 
also sufficient in the case where Qr is not dependent on time. On the other 
hand, for sufficiency in the time-dependent case one can clearly relax the 
assumptions on Ql(t) on the interval [a, b - u] to any assumption assuring 
that the matrix in (3.8) h as rank n, thereby guaranteeing the existence of an 
L, control a such that the differential equation in (3.4) has a solution with 
boundary conditions (3.9) (cf. [22]). Th e conditions for regularity of H are 
then the analogs of corresponding results for ordinary control problems [17, 
p. 2561. If the right end condition in (1.2) involved a point constraint 
x(b) = x1 E R” or more generally G(NJ = 0, where G : X,, -+ Rr is a “suit- 
able” continuously differentiable function, then conditions for the regularity 
of the associated Lagrange-multiplier problem are easier to obtain. The 
expected connections with the controllability of the corresponding linear 
system (3.3) were established in [I 11. It is also instructive to compare Lemma 
3.1 with the assumptions in [IO, p. 3521. 
4. NECESSARY CONDITIONS 
We can now apply the classical Lagrange-multiplier theorem [16, p. 209 
or 17, p. 2431 to problem (PL). 
THEOREM 4.1. Let (5 u) be a solution to (PL), and let (3, U) be a regular 
point of the transformation H in (2.10). Then there is a function 7 : [a, co) -+ R” 
such that 77 / [a, b - ] u is an absolutely continuous solution to 
W,) - 4(t)* = (Wt, W, W>* 
+ T(t)* &f(t, f(t), qt - a), qq, qt - 7)) + q(t + u)* 
x Dzf(t + 0, X(t + 4, X(t), g(t + u), J(t + 0 - 7)) 
a.e. on [a, b - u], and there is a TV E X,, such that 
p(t) = q(t) - At - 4, b--o<t<b 
is absolutely continuous and satisjes 
(NJ - P(t)* = (D,L(t, +I, W))* 
+ T(t)* Dlf(t, W %(t - 4, @(t), @(t - 7)) 
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a.e. on [b - u, b], and 
(N3) P(b) = 0, 
p(b - u) = T)((b ~- u)-) - p(- CT), 
v(t) = 0, t ;.- b. 
Moreover, the following equalities are satisfied: 
(NJ (W(t, WI, a(t))>* + 7(t)* Qf(t. y(t), $1 - a), @S(t), @(t - 7)) 
+ rl(t + 7>* 4f(t + 7 ) .qt + T), qt - u + T), u(t + T), u(t)) 
=O 
a.e. on [a, b - T] and 
(Nd (W(t, W), W))” + v(t)* L&f@, X(t), x(t - 4, c(t), @(t - 4) 
=o a.e. on [b - T, b]. 
Proof. The Lagrange-multiplier theorem [16, p. 209; 17, p. 2431 reveals 
that there is a A E X and p E XC such that 
J’(x, u) (h, v) + +I’(T, u) (h, n), A; + <~hb, p) = 0 (4.1) 
for every h E X and v E U. Using the notation in (2.7) the result in (4.1) 
yields, with the aid of (2.6), (2.1), and (2.8), the following two equations: 
I ‘b [(&E(t), h(t)> + (ir(t) - &f(t) h(t) - W(t) h(t - 4, @);I dt - a 
+ (h(b - o), p(- u)> + 1” 
(4.2) 
(h(b + d), B(W de = 0 
--o 
for every h E X with h, = 0, and 
1” KD&), v(t)> - W,J(t) 44 + 4fW 4t - 4, w>l dt = 0 (4.3) 
-a 
for every v E U. Extend the function h by defining 
w = W), t > b. 
Taking h, = h, = 0 in (4.2) one can readily verify 
(4.4) 
1 
b--o 
[<W(t), h(t)) - <(NW+ A(t) + PzJ(~ + 4)* A(t + 4, h(t)) 
- a + (h(t), h(t))] dt = 0. (4.5) 
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A modification of the fundamental lemma of the calculus of variations [lo, 
Lemma 15.2, p. 521 gives that there is a c E R” such that 
i(t) = c + 1‘1 [D&s) - (&f(s))* it(s) - (&f(s + a))* ii(s -1 u)] ds 
n 
a.e. on [a, b - u]. We may, henceforth, assume that x is actually absolutely 
continuous on [a, b - u] and 
i;(t)* = (D&t))* - X(t)* &f(t) - X(t + u)* DJ(t + u) (4.6) 
a.e. on [a, b - CT]. Return now to the situation in (4.2), but this time take 
h(t) = 0 on [Q - o, b - U] and we arrive at 
it [(OIL(s), h(s)? - ((DJ(s))*@), h(s)) + <A(,) + p(s - b), h(s))] ds = 0. 
- b-o 
(4.7) 
Once more applying the modified version of the fundamental variational 
lemma [lo, p. 511 it is determined that if we define 
then there is a vector K E Rn such that 
dt> = K + j:-, P&) - VW))’ &)I ds 
a.e. on [b - u, b]. Therefore, p(t) may be assumed absolutely continuous on 
[b - U, b] and 
p(t)* = (&E(t))* -X(t)* Qf(t), a.e. on [b - C, 61. (4.9) 
This two-step procedure leading to (4.6), (4.8), and (4.9) may leave a possible 
ambiguity in the assignment of a value to x at b - u. However, from (4.2) 
we see that 
s b-o [(W(t), h(t)> - <(4f(t)>* %t) + (W(t + UN* X(t + 01, h(t)> a 
(4.10) 
+ j:-, K~J%), WD - <(W(t))* %t), W) + (P($ &)>I dt 
=o 
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for every h E X with I/, = 0. Since p is absolutely continuous on [h - CJ, h] 
and x is absolutely continuous on [a, b - u], the terms 
J 
.h-o 
&t), h(t)) dt, I’l’ ,:p(t), h(t)‘> dt 
b * h-n 
in (4.10) can be integrated by parts to remove the terms involving h. Then an 
obvious limiting process leads at once to 
t-J(b) = 0 = A(b) + fi(O), 
p(b - CT) = X((b - u)-) + p(- CT). 
(4.11) 
Finally, turning to the equation (4.3) (valid for every v E U) it is noted that 
this equation can be written as 
I 
b-r 
[a&), V(S)) - @do))* 44, +)j 
n 
- ((4f(~ + T))* hs + T), v(s)>1 ds (4.12) 
+ I:., W&), v(s)) - #M(4)* &~)a vW1 ds = 0 
for each v E U. It follows at once that 
(DJ(t))* - X(t)* DJ(t) - X(t + T)* D&t + T) = 0 (4.13) 
a.e. on [a, b - T] and 
(D,L(t))* - i(t)* DJ(t) = 0 (4.14) 
a.e. on [b - 7, b]. If we change variables by substituting 7 = - x in (4.4), 
(4.6), (4.8), (4.9), (4.11), (4.12), and (4.13), then we get exactly the necessary 
conditions (N,)-(N,) stated in the theorem. 
5. EXISTENCE, UNIQUENESS, AND SUFFICIENCY 
For linear systems we have the following simple analog of a result in Lee 
and Markus [15] for ordinary control problems. 
THEOREM 5.1. Let the system equations in (P) of Section 2 have the form 
i+(t) = A,(t) x(t) + A,(t) x(t - a) + B&t) u(t) + l?,(t) u(t - T) (5.1) 
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a.e. on [a, b] with end conditions 
x, = 93 xb = 4, (5.2) 
where v  and # are$xed functions in X0 . Let the cost functional J in (P) have the 
special form 
J(.T 4 = jb [f %Q), 4 + Ws), N(s) 4s)>l ds. a 
Let the mappings2 & : [a, b] + -EpR”, R”), Bi : [a, b] + Y(Rrn, R”), i = 0, 1, 
and N : [a, b] --f P’(R”, R”‘) be continuous. The transformation N(t) is positive 
semidejnite for each t E [a, b]. Let f O : Rn x R + R be continuous, and let 
x t+ f O(x, t), x E R” be continuously ds&rentiable and convex for each t E R: 
the convexity condition means that for each t E R, x, x E Rn, the inequality 
((af”p.q (x, t), z - x) ,< fO(Z, t) - fO(X, t) 
is satisfied. Then the following conclusions hold: 
(5.3) 
(A) I f  N is positive defmite, then there is at most one solution (z, a) to 
problem (P). 
(B) If f  O > d for some constant d, t f  N is positive dejnite, and zf there 
is at least one pair (x, u) E X x U satisfying (5.1) and (5.2), then there is an 
optimal solution to problem (P) (globally). 
(C) Let (x, u) E X x U satisfy (5.1) and (5.2). If functions t.~ E X,, , 
77 : [a, co) + R” exist such that 7 is absolutely continuous on [a, b - u], 
p(t) = y(t) - c;(t - 4, b--a<t<b 
is absolutely continuous, and such that the following conditions are fulfilled: 
(N,) - q(t) = (af”/a.v> (n(t), t) + A,*(t) r)(t) + 4*(t + 0) rl(t -1 4 
a.e. on [a, b - u], 
(NJ - p(t) = (3f “W (W t) + Ao*(t) v(t) 
a.e. on [b - u, b], 
(NJ p(b) = 0, 
db - 4 = d(b - 4-I - A- 4, 
q(t) = 0, t > b, 
(Na) N(t) n(t) + Be*(t) y(t) + 4*(t + 4 rl(t + 7) = 0 
a =.V’(R*, Ra) denotes the vector space of all linear mappings from R” into RQ with 
a suitable norm. 
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n.e. on [a, b - T], mu/ 
0%) ,V(t) c(t) -~ B,“(t) q(t) = 0 
a.e. on [b -~ 7, b], then (.?, U) is a global solution to the problem (P). 
Remark 5.1. Note that even when conclusions (A) and (B) are satisfied 
choice of 7) and p may not be uniquely determined by (Nr)-(Ns) and (5.1), 
(5.2), so some sufficient condition as in (C) is needed. 
Proof. Statement (A) is an immediate consequence of standard properties 
of linear systems and the strict convexity of function J in the variable u. The 
assumptions in (B) admit the possibility of determining a sequence 
6% 9 u,) E X x U satisfying (5.1) and (5.2) such that 
lim J(x, , u,) = inf{J(.v, u) ) (.‘c, u) E X >: c’ satisfies (5.1) and (5.2)) 
m. (5.4) 
The special form of the integrand for J(x, u) tells us that the sequence {u,} 
is bounded in L, . Therefore, we may extract from (un} a subsequence which 
we still call {un} such that u, is weakly convergent to a ii E C’. One can easily 
verify that the sequence v n : t ++ un(t - T) must then converge weakly to 
F : t ++ iT(t - T). Hence the variation-of-parameters formula [7, p. 3611 
apphed to (5.1) shows at once that responses x, to the controls u, must 
converge pointwise to a function f E X which is the response to control 
USE U. Actually one could show that the convergence 9, + x is uniform on 
[a, b] (cf. [20]), but this stronger result is not needed here. Using Fatou’s 
lemma and the weak lower semicontinuity of the functional 
u t+ fb (u(t), N(t) u(t)> dt 
- (I 
(see [16, p. 123]), it follows at once that 
JGF, E) < lim inf J(x~ , u,) = m 
and 2, u satisfy (5.1) and (5.2). Therefore, J(%, U) = m. This proves (B). 
Let X, ii satisfying the assumptions of part (C) be called, respectively, an 
estremal response and an extremal control. Define a function 
X : Rm x [a, b] + R 
X(24, t) = - $(u, N(t) u> - (B,“(t) q(t) + B1*(t + T) q(t + T), u>. (5.5) 
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NOW a23-/a2u = - N(t) and iU?(G(t), t)/& = 0 a.e. on [a, b] [note that 
~(1) = 0 if t > b]. Hence we have 
jb ,X@(t), t) dt 3 jb X(u(t), t) dt (5.6) 
a n 
for every u E U. With a little juggling one can show that 
j" .~(4t), 0 dt = j" [- i(4t), ~(4 4t)) - +dt), ~~(0 40) a a 
(5.7) 
- (rl(t), B,(t) u(t - +I dt 
for zc E U [recall that u(t) = 0, a - 7 < t < a]. Define x”(t), a < t < b, 
to be the absolutely continuous solution to 
do(t) = fO(x(t), t) + +&J(t), N(t) u(t)> 
9(u) = 0, 
a.e. on [a, b], 
(5.8) 
where (x, U) E X x U. Suppose (x, U) E X x U satisfy (5.1) and (5.2), and 
suppose go(t) denotes the solution of (5.8) when (z, U) is substituted for 
(x, U) on the right-hand side of (5.8). We want to prove that 
P(b) < x0(b). (5.9) 
In order to do this differentiate - 2(t) - (q(t), x(t)) and integrate the result 
over the interval [u, b - u]; then differentiate - 9(t) - (p(t), x(t)) and 
integrate the result over the interval [b - u, b]. These computations will 
result in the following two equations: 
- x0(6 - 4 - (77((b - u)-), x(6 - 0)) + (da), x(a)> 
.b-o 
=.I [- fwh t) - w), N(t) 4t)) + (afw cm 0,x(t)> 
P G%*(t + f-4 70 + 4, x(t)> - <7(t), 4) 4 - 4) 
- (dt), B,(t) 40) - <rl(t)> W) 4t - +I 4 (5.10) 
- xv) + x0@ - 4 - cm “a) + (f@ - 446 - 4) 
= ,I-, [- f “WY 0 - :W)> N(t) u(t)> + wf o/ax) (f(t), 0, x(t)> 
- <7(t), 4(t) 4t - 4) - <7(t), B,(t) u(t)> 
- (v(t), B,(t) u(t - 4) + CI;(t - b), *(t))l dt. (5.11) 
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Specialize the equations (5.10) and (5.11) to control u with response 2, and 
then solve these equations for .~“(b) - .uO(b) [the calculation is somewhat 
tedious and it is important to use the end conditions (5.2) satisfied by both .T 
and E in order to get the cancellation of appropriate terms] to obtain 
so(b) - i@(b) = jb [-fO(x(t), t) +.f”(.qt), t) - &u(t), LV(f) u(t)) 
a 
+ +(17(t), N(t) u(t),; + (ilf”iSx) (z(t), t), x(t) - R(t)“ 
- <rl(th BOW (u(t) - u(t))> 
- (7)(t), B,(t) (u(t - T) - iqt - T)))] dt. (5.12) 
Equation (5.12) with the aid of (5.7) can be transformed into the following 
equation: 
%0(b) - x0(b) = j” [fO(iqt), t) -fO(x(t), t) + ((appx) (2(t), t), x(t) - x(t);> 
a 
+ ~(W, t) - qqq, t)] df. (5.13) 
The convexity assumption on f” in (5.3) and (5.6) now give (5.9) which is 
the desired result. 
Remark 5.2. It is clear from the proof of part (C) that inequality (5.6) 
and the identity (5.7) play the crucial role in the sufficiency condition. Indeed, 
(N4) and (Ns) can be replaced by (5.6) and (5.7), and we can then treat a 
more generous class of problems with constraints on the controls. Moreover, 
in this connection let functions ho : R” x R + R and h : Rril x R - Rn 
be introduced with 
-W P, , $2) = fob , t) + ho@, , t), 
fk ~1 , rz ,133 r,) = -go(t) ~1 + A,(t) r, + NY, , 4 
in problem (P) subject to the smoothness hypotheses of Section 2 and growth 
conditions (2.5). Then define 
Wu, 4 = - h”(u, 4 - (4th h(u, t)? 
and in Theorem 5.1 (C) replace (NJ and (N5) with inequality (5.6) [of 
course - 3 (u, N(t) u) is replaced by hO(u, t)]. With these provisions one 
again obtains the validity of sufficient condition Theorem 5.1 (C) (cf. [15, 
p. 3411 and Example 5.2 below). 
EXAMPLE 5.1. Consider the scalar system 
k = - x(t - 1) + u(t), O<t<2, 
‘TO = 1, x, = 0, 
(5.14) 
OPTIMUM SETTLING PROBLEM 703 
with cost functional 
J((x, u) = 1: u2 dt (5.15) 
and control set U = L,[O, 21. Problem (P) for this example was solved in [ 1 I] 
for an arbitrary initial function v = x0 . Here we consider only the special 
case (5.14). First we point out that the solution to this problem involves more 
than merely finding Z, ii which minimize si u2 dt, u E U subject to (.5.14), 
but with the right end condition replaced by Z( 1) = 0. (The zero level can 
then be maintained on [l, 21 by using u(t) = %(t - 1) on [ 1, 21.) This 
procedure yields an incorrect solution to the problem. However, this problem 
can be solved by standard methods [I] by transforming the original problem 
into the following equivalent problem: 
Minimize 
subject to constraints 
J(x, u) = j: x2 + u” dt 
I+(t) = - x(t - 1) + u(t), o<t<1 
x, = 1, x(1) = 0. 
This simple problem was chosen so that it could be solved by two different 
methods and could permit us to check the validity of Theorem 4.1. We present 
only the solution to problem (P) for (5.14) and (5.15) using the results of this 
paper. Applying Theorem (5.1) (A), (B), it is not difficult to show there is at 
least one admissible pair (x, u) E X x U satisfying (5.14). We see there is a 
unique optimal solution (z, E) to problem (P) for (5.14) and (5.15). Using 
Theorem 4.1 we get 
P(t) = - rl(t)/Z o<t,<2, 
7i(t) = rl(t + I), 
so that 
p(t) = q(t) - /.i(t - 2) = 0, l<t<2, 
77(l) - 1(O) + PO - 11, 
dt) = [/q - 2) 
O<tt1 
l<t<2. 
Therefore 
ii(t) = K + j-f Y(S + 1) ds O<t<1 1 
Y(S) l<t<2, 
(5.16) 
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where 
- - k’ $8 ?( 1) P(O) - ji(t - = Y(O 
2) 
2 = 2 , 1 5; t :.< 2. 
Now solve the differential equation (5.14) with the two boundary conditions. 
One finds that for 1 < t < 2 
jtr(s)ds - jtjupl/ry(s + l)dsdydp 
1 10 ‘1 
=-Km.- SJ “~~(~+l)drdv+(t-l)+[--++I~. 0 I (5.17) 
The complicated integral equation actually reduces to an ordinary differential 
equation 
y(t) - y(t) = 0 
so that y(t) = ue’ + be-r, 1 < t < 2. This result is substituted back in (5.17) 
to get 
a-e-l 
t?2 - 1 ’ 
b=L 
es-1 
k’ = *+ 1. 
Using (5.16) we get 
L -L + & e-t + 1 1 - e2 O<t<1 zi(t) = et-l e2 1 - e2 + e2 e- (f-1) 1 <t<2 
and solving (5.14) with this F we find 
[ 
et e2 - ___ 
s(t) = 1 - e2 + e2 - 1 e-t 
O<t<1 
0 l<t<2. 
Theorem 5.1 (C) applies to give that (5, J) above is indeed the optimal solu- 
tion to our problem. 
EXAMPLE 5.2. This example is also of the simplest type, and is aimed at 
illustrating how a problem with an additional control constraint J u 1 6 1 
can be dispatched by a standard device. Take the scalar system 
32 = - x(t - 1) + sine(t) o<t<2 
x0 = 0, x2 = #, (5.18) 
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with cost functional 
J(x, u) = 1: F dt. (5.19) 
Suppose there is an optimum solution (3, V) to problem (P) with (5.18) and 
(5.19), then Theorem 4.1 says that 
4(t) = dt + 1) o<t<1, 
?l(t) = r;(t - 2) 1 <t<2, (5.20) 
cos f?(t) (sin U(t) + y(t)) = 0 o<t<2. 
With the sufficient condition of Remark 5.2 in view it is seen that choice of 
v so that 
dt) < - 1 
- 1 < 7](t) < 1 (5.21) 
77(t) > 1 
will give the validity of inequality (5.6) in the modified form of Remark 5.2. 
Thus it is now only a question of solving the complicated integral equation 
that results from meeting the boundary conditions (if possible) of (5.18) 
subject to (5.20) and (5.21). Specializing the function 9 of (5.18) so that the 
right end condition is 
x(t) = e-2 - 2e-l + e-9, l<t<2, 
the optimum solution $ u = sin XY is given by 
Kent [12] solved a number of other examples of a more complicated 
nature. Application of our results or Kent’s (where the two approaches speak 
to the same class of problems) have yielded identical solutions to example 
problems. 
APPENDIX 
PROPOSITION 1. If (3.6) has a solution v E &.([a, b], P) fog every 
5 eL2([b - (J, b], R”), then Ql(t) has rank n almost everywhere on [b - a, b]. 
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Proof. Note that z(t - a), b - o < t < b is continuous and depends on o 
on the interval [a, b - ~1. Suppose the conclusion of the proposition is false. 
Then there is a measurable set I C [b - O, b] with positive measure such that 
rank Q,,(t) < n, t EI. 
Since rank Q1(t) = rank[Ql(t) QI(t)*], the symmetric matrix QI(t) Ql(t)* 
has a zero eigenvalue for each t E 1. Then an eigenvector e(t) corresponding 
to the zero eigenvalue can be chosen for each t E I such that t H e(t), t E I, 
is measurable and 11 e(t)11 = 1, t ~1 (cf. [21]). According to Lusin’s theorem 
there is a measurable subset J C I with positive measure such that e 1 J and 
P2 1 J are both continuous. We also have that 
44 E ker(QI(t)*) = WQdfW, teI, 
since (e(t), QI(t) Ql(t)* e(t)>) = iSI( e(t), Ql(t)* e(t)j. Let 01 be an arbitrary 
function in &(I, R). Then the function 
- 4) e(t), 
w = [ 0 
tgJ 
t $19 
is in L,([b - u, b], P). With this choice of 5 there is a corresponding 
v EL& b], 22”‘) such that (3.6) is satisfied. Form the inner product of e(t) 
with the left-hand side of (3.6). We obtain 
tP&) $t - 4, e(t)> = (- 5(t), e(t)> = 4 a.e. on J. 
Hence OL is equal almost everywhere on J to a continuous function. Since J 
has positive measure and 01 EL,(], I?) was arbitrary, this is a contradiction. 
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