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We give a new analysis of a nonconforming Galerkin finite element method for
solving linear elliptic singularly perturbed boundary value problems for rectangular
domains. In the case of ordinary boundary layers the method is shown to be
convergent uniformly with respect to the perturbation parameter of order h1r2 in
the energy norm. The trial functions are exponentials fitted to the differential
operator. Q 1996 Academic Press, Inc.
1. INTRODUCTION
In this paper we consider the following singularly perturbed linear
elliptic boundary value problem
Lu ' y«Du q b u q b u q cu s f on V s 0, 1 = 0, 1 .  .1 x 2 y 1 .
u s 0 on ­ V
 .  .  .  .with b s b , b , b s b x, y , c s c x, y , f s f x, y , all assumed to1 2 1, 2 1, 2
be sufficiently smooth, 0 - « F « < 1, and0
B , B G b x , y , b x , y G b , b ) 0, 0 , .  .  .  .  . .1 2 1 2 1 2
2a .
c x , y G g ) 0 on V . .
 4  4  <  . <We set B s max B , B , b s min b , b , and B9 s max =b x, y ,1 2 1 2 1
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<  . <4=b x, y . Furthermore, we assume2
c G 1 q 1r2 div b on V . 2b .
To guarantee the existence of smooth classical solutions we require
f 0, 0 s f 0, 1 s f 1, 0 s f 1, 1 s 0. 2c .  .  .  .  .
This problem is a basic model of a steady-state convection]diffusion
process. For small values of « the solution u will in general vary rapidly in
 . 4a layer region at x, y g V ¬ x s 1 or y s 1 .
Classical numerical methods are in general unsuitable for such problems
w x}see, for instance, 7, 13, 18 . When « < 1, they are stable only if the
mesh width h satisfies unrealistically strong conditions. We are interested
 .in finite element techniques for solving 1 on quasiuniform meshes. The
 .best known techniques for 1 are the streamline diffusion or SUPG
 . w xmethod streamline upwind Petrov]Galerkin 6, 14, 15, 16 and the
w x w xrelated Galerkin least-squares method 8, 9 , upwind finite elements 4, 5 ,
w xand exponentially fitted methods 19, 20, 17 .
For methods, which are not exponentially fitted, convergence results of
the type
A A a 5 5u y u F Ch u 2h
5 5 m . A Aare known. Here ? denotes the usual H V Sobolev norm and ?m
denotes a special norm which is related, for instance, to the kind of
stabilization in a least-squares technique. Such results are satisfactory
when the solution u is smooth. However, this is not a uniform convergence
result. We call a method uniformly con¨ergent of order p with respect to a
5 5norm ? if the computed solution u satisfies the inequalityh
5 5 pu y u F Ch , 3 .h
where u is the exact solution, p is a constant, and C here and throughout
.the paper is a generic constant independent of « and h. Equivalently, we
may also write
5 5 pu y u s O h . .h
 .For the boundary value problem 1 it is natural to ask for a uniformly
convergent numerical method in the energy norm
5 5 2 < < 2 < < 2 1w ' « w q w for w g H V . .« 1 0
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The only result known in this direction is due to O'Riordan and Stynes. In
w x20 they investigated the case
b is constant on V ,
w xwhile in 19 they were able to handle
b s b x , b s b y on V . 4 .  .  .1 1 2 2
The aim of our work consists in avoiding the very restrictive assumption
 .4 .
Another kind of a nonconforming Petrov]Galerkin finite element
w xmethod was proposed in 17 . But for this technique the question of
uniform convergence is open.
Let us finally mention that an alternative way for achieving uniform
convergence is the use of meshes adapted to layers in the solution and
w xthat, in particular, piecewise constant meshes due to Shishkin 23, 24 have
recently attracted much interest. These meshes work well for a wide range
of one-dimensional problems. In two or more dimensions, however, the
analysis of finite element methods on Shishkin meshes is an open ques-
tion; in particular, an abrupt change of local meshwidth is present in such
meshes, and no analysis exists of the effect this has on the conditioning of
the discrete problems generated.
2. THE NONCONFORMING METHOD
Let us introduce the bilinear form
a u , ¨ [ « =u , =¨ q b=u q cu , ¨ for u , ¨ g H1 V . .  .  .  .
Then, a standard conforming finite element method starts with a finite
1 .element space V , V ; H V , and defines the approximation u g V toh h 0 h h
solve
a u , ¨ s f , ¨ ;¨ g V . .  .h h h h h
Due to
b=u , ¨ s y b=¨ , u y div b , u¨ .  .  .
it would be possible to modify the bilinear form, for instance, to
1 1 1a* u , ¨ s « =u , =¨ q b=u , ¨ y b=¨ , u q c y div b u , ¨ . .  .  .  .  . .2 2 2
However, in a conforming method such a modification results only in some
minor advantages, the discrete problems generated are equivalent.
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The crucial point to achieve uniform convergence lies in the definition
of the finite element space. Let us first define a grid
x s ih , y s jh with h s 1rNi j
 .  .and denote V s x , x = y , y . In the next step we define somei j i iq1 j jq1
splines on V . We use piecewise projections d of continuous functionsi j
 .d s d x, y defined by
1i j<d s d s d x , y q d x , y .  .V i j i jq14i j
qd x , y q d x , y on V .  . .iq1 j iq1 jq1 i j
i .and introduce the basis functions w x, y to be tensor products of ordi-j
nary one-dimensional L-splines in x- and y-directions; i.e., we assume a
i . i  . k l . .representation w x, y s w x w y on every subdomain V . Suchj k l . j k l
splines are defined, for instance, by
i iy«w x q b w x s 0 .  .x x 1 x
k , l i .on each subinterval, where b [ b and w x s d . Due to the fact that1 1 j i j
i .we have to localize the w x, y to a special subdomain later, we use aj
 .wildcard ? and get
w i x [ w i x .  .?. k?.
¡ iy1, ?1 y exp yb x y x r« . .1 ii , lw x s 1 y , .?. iy1, ?1 y exp yb hr« .1
w xx g x , x , i.e., k s i y 1,iy1 i~ i , ?s 1 y exp yb x y x r« . .1 iq1i , rw x s , .?. i , ?1 y exp yb hr« .1
w xx g x , x , i.e., k s 1,i iq1¢
0, elsewhere.
?. .The w y are defined analogously. Finally, we getj
w i x , y s w i x w ?. y .  .  .j ?. j
and, for instance,
i i  iy1.w x , y s w x w y . .  .  .j  jy1. jV iy1 , jy1
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Due to bi jy1 / bi j, in general, we especially obtain on an interior bound-1 1
 q y .ary of the net y s y using y s y q 0, y s y y 0 ,j j j j j
w i x , yq s w i x / w i x s w i x , yy . .  . .  .j j  j.  jy1. j j
Thus our splines are not continuous. Every element c of our finite element
space S admits the unique representationh
Ny1
ic x , y s ¨ w x , y . .  . i j j
i , js1
Now we define our nonconforming finite element method as follows. We
use the bilinear form
Ny1 1 1
a w , ¨ [ «=w ? =¨ q b ? =w ¨ y b ? =¨ w .  .  . Hh 2 2V i ji , js0
1
q c y div b w¨ d x d y /2
 < 1 . 4for w, ¨ g S, where S s ¨ with ¨ g H V for all V and requireV i j i ji j
u g S to solveh h
Ny1
a u , c s f , c [ fc d x d y ;c g S . .  .  Hhh h h
V i ji , js0
 .Remark 1. Exactly in the separable case 4 our splines are continuous.
Then, our method is conforming and almost identical with the method of
O'Riordan and Stynes.
Adapted to our bilinear form we define the energy norm
22 25 5¨ [ « =¨ q ¨ d x d y .« H
V i ji , j
for functions ¨ of S. Analogously we generalize the other norms and linear
functionals containing derivatives to be defined piecewise on V . Fromi j
 .the definition of the bilinear form it follows immediately with M s 1
LEMMA 1. There exists a constant M ) 0 independently of « such that
5 5 2a ¨ , ¨ G M ¨ ;¨ g S. . «h
Therefore the discrete problem admits a unique solution.
ROOS, ADAM, AND FELGENHAUER720
5 5The aim of this paper is to estimate the discretization error u y u .«h
We finally get the following.
 .  .THEOREM 1 Discretization error . Assuming our problem 1 satisfies
 .2 . Let, furthermore,
b q c b .  .1 2x x
F s L .
b b q c / .  .y y1 2
be a strictly diagonal-dominated L-matrix and let
b s b . I .  .  .y2 1x
Then we ha¨e
5 5 1r2u y u s O h . .«h
The proof of Theorem 1 follows the standard way to estimate the error
in nonconforming finite element methods. It is well known that in every
finite element analysis the interpolation error plays a crucial role. Let us
suppose that w is continuous and define its interpolant w I g S byh
Ny1
I iw x , y s w x , y w x , y . .  .  . i j j
i , js1
Then we split the discretization error into two parts
5 5 5 I 5 5 I 5u y u F u y u q u y u .« « «h h
By means of Lemma 1 we get
5 I 5 2 I Iu y u F a u y u , u y u .«h h h h
s a uI y u , uI y u q a u y u , uI y u . .  .h h h h h
Thus,
Ia u y u , c a u y u , c . .h h hI5 5 5 5u y u F u y u q sup q sup .« «h 5 5 5 5c c« «cgS cgSh h
To estimate these three expressions}the interpolation error, the approxi-
mation error, and the consistency error}is the essence of this paper see
.Theorems 2, 3, and 4 . Finally we will end with the desired result.
 .  .Remark 2. We expect that conditions L and I , especially the integra-
 .  .bility condition b s b , can be weakened. But so far we are not able2 x 1 y
to prove this.
A NOVEL UNIFORMLY CONVERGENT FEM IN 2D 721
3. A PRIORI ESTIMATES OF THE EXACT SOLUTION
Using the conditions of Theorem 1 we will derive some estimates of the
exact solution in this section. Although we will end with some restrictions
for the coefficient functions b, there are still large varieties of possible
choices for the coefficients.
 .  w x.Analogously to the separable case 4 see 19 we start with some
well-known facts.
1 .LEMMA 2. If ¨ , w g H V we ha¨e
b
5 5 5 5a* w , ¨ F C w ¨ q ¨=w y w=¨ d x d y. 5 .  .  .« « H 2V
Further, its discrete analogon is ¨alid for ¨ , w g S,
Ny1 b
5 5 5 5a w , ¨ F C w ¨ q ¨=w y w=¨ d x d y. 6 .  .  .« « Hh 2V i ji , js0
Proof. The proof of Lemma 2 immediately follows applying Schwarz'
inequality to the symmetric part of the bilinear form.
 w x.LEMMA 3 Existence 20 . Under the assumptions formulated in the
introduction there exists a classical solution u of the boundary ¨alue problem
2, a 4, a .  .  .1 with u g C V l C V .
 w x. 1 .LEMMA 4 Maximum principle 11 . Let w g H V , w G 0 a.e. on ­ V
and Lw G 0 on V. Then w G 0 a.e. on V.
 . <  . <    . ..LEMMA 5. i u x, y F C 1 y exp y2 B 1 y x r«1
 . <  . <ii u x, y F Cx
 . 5 5 <  . <iii u [ max u x, y F C.` V
Proof. The estimates are a direct consequence of the maximum princi-
ple.
LEMMA 6. For 0 - y - 1 we get
 . <  . < y1i u 1, y F C« ,x
 . <  . <ii u 0, y F C.x
Proof. Using the limes-definition of the derivative and the estimates of
Lemma 5 it is very straightforward to get the bounds desired.
ROOS, ADAM, AND FELGENHAUER722
<  . < <  . <The same estimates hold for u x, 1 and u x, 0 .y y
So far everything has been standard. The key of getting the desired a
priori estimates for the first partial derivatives of the exact solution on the
whole domain lies in the following maximum principle for systems of
 w x .differential equations see 11 for details .
 .LEMMA 7 Maximum principle for systems . Let
L*v F L*w, LU s L ¨ q f ¨ , ¨ , k s 1, 2, .k k k k 1 2
where L are elliptic operators andk
f ¨ , ¨ f f . ¨1 1 2 11 12 1f ¨ , ¨ s s \ F v .1 2 ¨ / /f f /f ¨ , ¨ . 221 222 1 2
 .where F denotes an L-matrix i.e., f ) 0, f F 0 , satisfyingii i j
1 1< < < <f G f q f , f G f q f .11 12 21 22 12 212 2
Furthermore, let v F w on ­ V. Then
v F w on V .
 .LEMMA 8. Let L be fulfilled. Then there exists an « ) 0 with0
y1u x , y F C* 1 q « exp ya 1 y x r« , 7 .  .  . . .x 1
y1u x , y F C* 1 q « exp ya 1 y y r« 8 .  .  . . .y 2
for all 0 - x - 1, 0 - y - 1, and 0 - « F « , where a s b r2, a s b r2.0 1 1 2 2
 .Proof. First we will differentiate the original problem 1 with respect
to x and y, getting a system of two differential equations for u and u onx y
which we can apply the maximum principle for systems. We start with
Lu s y«D u q b ? = u q b u q b u q cu q c u s f . .  .  .  .  .x x x 1 x 2 y x x xx x
Defining
L z s L z s Lz [ y«D z q b ? =z ,1 2
we have
w xL u q b q c u q b u s f y c u. .  .x 1 x 2 y x xx x
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Analogously we get
w xL u q b u q b q c u s f y c u. .  .y yy 1 x 2 y y y
Thus,
b q c b f y c u .  .u u u1 2 x xx xx x xL* s L q s ,u u u f y c u /  /  /  /b b q c /y y y .  . y yy y1 2
where the right-hand side is obviously bounded by a constant. The assump-
tions of the lemma guarantee the applicability of the maximum principle
for systems. Using the following majorizing functions
w x , y .1
s C 1 q «y1 exp ya 1 y x r« q D exp ya 1 y y r« , .  . . .  . .1 1 1 2
w x , y .2
s C 1 q «y1 exp ya 1 y y r« q D exp ya 1 y x r« , .  . . .  . .2 2 2 1
we get
UL w s Lw q f w , w .1 1 1 1 2
2 y2 y1s C b a y a « q C b q c « q D b .  . 41 1 1 1 1 1 2 2x x
= exp ya 1 y x r« . .1
2 y1 y1q D b a y a « q C b « q D b q c .  . 41 2 2 2 2 2 1 1x x
= exp ya 1 y y r« q C b q c q C b . .  .  . 4 .2 1 1 2 2x x
and the analogous equation for LU w. Based on2
v the assumed strict diagonal dominance of F and the choice C s C1 2
sufficiently large to bound the right-hand side
v wthe choice of D and D to be large enough to satisfy D b a y1 2 1 2 2
2 x < . < w 2 x < . <a G C b and D b a y a G C b2 2 2 x 2 1 1 1 1 1 y
v
2the dominance of the « -terms in the above expressions,
we get
"uw x1L* G L* . 9 .w / "u /2 y
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On the boundaries of the domain considered we have
w 0, y G C , w 1, y G C «y1 , w x , 0 G 0, w x , 1 G 0, .  .  .  .1 1 1 1 1 1
w x , 0 G C , w x , 1 G C «y1 , w 0, y G 0, w 1, y G 0. .  .  .  .2 2 2 2 2 2
Using Lemma 6 we get
y1u 0, y F C , u 1, y F C« , u x , 0 F C , .  .  .x x y
y1u x , 1 F C« . .y
From the boundary conditions we additionally conclude
u x , 0 s u x , 1 s u 0, y s u 1, y ' 0. .  .  .  .x x y y
As a summary we get on the boundaries of the domain
< <uw x1 G . 10 .w / < <u /2 y­ V ­ V
 .  .Using now 9 and 10 we get by means of Lemma 7
< < < <u F w x , y , u F w x , y . .  .x 1 y 2
 .  .Thus we end with 7 and 8 .
 .  .LEMMA 9. Let the a priori estimates 7 and 8 be satisfied and, further-
 .more, let the assumption I of Theorem 1 be fulfilled. Then
< < < <max y« u q b u , y« u q b u F C on V . 11 . 4x x 1 x y y 2 y
Proof. We start by setting
g s y« u q b u .x x 1 x
Using the boundary conditions of the exact solution we have again
u 0, y s u 1, y s u x , 0 s u x , 1 ' 0. .  .  .  .y y x x
Thus,
g 0, y s y« u 0, y q b u 0, y s f 0, y q 0 F C , .  .  .  .x x 1 x
g 1, y s y« u 1, y q b u 1, y s f 1, y q 0 F C , .  .  .  .x x 1 x
g x , 0 s y« u x , 0 q b u x , 0 s 0, .  .  .x x 1 x
g x , 1 s y« u x , 1 q b u x , 1 s 0; .  .  .x x 1 x
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i.e.,
<g F C. 12 .­ V
The operator L applied to g yields
Lg s y« y« u y « u q b u q b u q 2 b u .  .  .y yx x x x x x y y 1 x 1 x 1 x xx x x
q2 b u q b u q b u q b y« u q b u q b u .  .y1 x y 1 x x x 1 x y y 1 x x x 1 x 1 x xx
w xq b y« u q b u q b u q c y« u q b u . . y2 x x y 1 x 1 x y x x 1 x
On the other side, one gets
Lu s y« u y « u q b u q b u q cu . x x x x x y y 1 x x 2 x y x
q b u q b u q c u s f .  .1 x 2 y x xx x
and
Lu s y« u y « u q b u q b u q cu q 2 b u .  .x x x x x x x x y y 1 x x x 2 x x y x x 1 x xx
q2 b u q 2c u q b u q b u q c u s f . .  .  .2 x y x y 1 x 2 y x x x xx x x x x
Putting the three last representations together yields
Lg s y« Lu q b Lu q « c u q 2c u y b c u .  .  .x x x1 x x x 1 x
q 2« b y b u q b b y « b u .  .  .  .y y y y2 1 x y 1 2 1 xx
q « b y b b u . .  .2 1 2 yx x x
Thus the assumptions of the lemma lead to
< < < < < < < <L "g F « f q b f q C q C u q C u . x x 1 x x y
F C 1 q «y1 exp ya 1 y x r« . . .1
q C 1 q «y1 exp ya 1 y y r« . 13 .  . . .2
We use the majorizing function
w x , y s C* 1 q exp ya 1 y x r« q exp ya 1 y y r« .  .  . . 1 2
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and obtain
y1 2Lw s C* « b a y a q c exp ya 1 y x r« . . .1 1 1 1
y1 2q C* « b a y a q c exp ya 1 y y r« q C*c . . .2 2 2 2
y1G C* 1 q « exp ya 1 y x r« . .1
y1q C* 1 q « exp ya 1 y y r« q C* 14 .  . .2
and
<w G C*. 15 .­ V
 .  .  .  .Putting 12 , 15 and 13 , 14 together and choosing C* sufficiently large
yields
w " g G 0 on ­ V
Lw q L "g G 0 on V . .
Thus, based on Lemma 4 we conclude
< <g F w s C* 1 q exp ya 1 y x r« q exp ya 1 y y r« .  . . 1 2
and end with
< <y« u q b u F C on Vx x 1 x
as claimed above. Analogously one proves
< <y« u q b u F C on V .y y 2 y
For later use we want to establish two more estimates containing first
derivative terms of the exact solution u. To characterize the limit be-
haviour of the boundary layer with respect to a grid with a stepwidth h we
introduce the function
1 Bh
m s m h , « [ coth 16 .  .0 0 2 2«
which fulfills
y1  4m F 2 min 1, Bhr« .0
 .  .LEMMA 10. Let again 7 and 8 be satisfied. Then
 . < y j  . <i  H u x , y dy F Cj y y ijy 1
 . <  . < y1ii  u x , y F Cm « .i x i 0
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 .  .Proof. i Using 8 one gets
yj
u x , y d y . H y i
yjy1j
y1F u x , y d y F C* 1 q « exp ya 1 y y r« d y .  . . . H Hy i 2
j j
1 y1 y1F C* 1 q « exp ya 1 y y r« d y F 1 q a C* . . .  .H 2 2
0
 .  .ii From 7 we conclude
« u x , y . x i
i
F « 1 q «y1 exp ya 1 y x r« . . . 1 i
i
s « q exp ya 1 y x r« . . . 1 i
i
Ny i« a h « 11s q exp y F q  / /h « h 1 y exp ya hr« .1i
« a h1F q coth .
h 2«
 .  .Using a standard argument cf. Lemma 16 yields 0 - z [ hr« - `
2rz F B coth Bzr2 , a coth a zr2 F B coth Bzr2 if B ) a . .  .  .1 1 1
 .Thus, we end with ii .
We still need an additional result about the exact solution.
LEMMA 11. Let
y1u x , y F C 1 q « exp ya 1 y x r« . .  . . .x 1
Then
y1 .i u x , y d x d y F Chm .H x 0
V i j
2Ny1
y1 .ii u x , y d x d y F Chm . . H x 0
V i ji , js0
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 .  .Proof. i Follows from a direct computation. To prove ii we estimate
as follows:
2Ny1
u x , y dx dy . H x
V i ji , js0
2
x yiq1 jq1y1F C 1 q « exp ya 1 y x r« dx d y . . . H H1
x yi ji , j
2y1s Ch h q a exp ya 1 y x r« y exp ya 1 y x r« .  . .  . . 1 1 iq1 1 i
i
2 y2F Ch 2h q 2a exp ya 1 y x r« . . 1 1 iq1
i
2yexp ya 1 y x r« . . .1 i
y1F Ch h q m . .0
4. PROPERTIES OF THE TRIAL FUNCTIONS
In order to present the estimates of the consistency error and the
approximation error in a readable way we decided to establish some
lemmata in advance to be used for the actual proofs later on. We start
with some general ingredients for handling L-splines to simplify the proofs
and to make them more lucid. Next we formulate estimates for our
 .nonconforming spline c Lemmas 19, 20, and 21 .
Because we use tensor product splines first we consider L-splines in the
one-dimensional case. To solve the boundary value problems of the kind
Ãy«f q bf s 0, f t s a , f t q h s a 17 .  .  .t t t 1 2
Ãwith respect to a set of real parameters « , b, h, t, we introduce a special
 .  .Ãfunction s t s s « , b, h, t; t to be the solution of the problem
Ã Ãy«s q bs s 0, s t q h y s t s 1. 18 .  .  .t
Further, some constants are defined by the expressions
Ã Ãm s s t q s t q h r2 s 1r2 coth zr2 , z s bhr« , .  .  . .
2A s h 1r2 y m q 1 y m rz , 19a .  .  .
2B s h 1r4 y m q mrz , 19b .
2C s h 1r2 q m q y1 y m rz . 19c .  .  .
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 . w  . x wÃRemark 3. We use this modification s t s exp b t y t y h r« r 1 y
 .xexp ybhr« of the exponential function because of the simple differenti-
ation and integration rules
b z
s t s s t s s t .  .  .t « h
« hÃ Ãtqh tqh
s t d t s s t d t s .  .H H tb zÃ Ãt t
h2 « hÃ Ã Ãtqh tqh tqh2 2s t d t s s t d t s s t s t d t s m. .  .  .  .H H Ht t2 b zzÃ Ã Ãt t t
 .The solution of the boundary value problem 17 now reads
f t s a y a m y s t q a q a r2 .  .  .  . .1 2 1 2
s a 1r2 q m y s t q a 1r2 q s t y m , .  . .  .1 2
and we have
f9 t s a y a s t s b«y1 a y a s t . .  .  .  .  .2 1 t 2 1
LEMMA 12. Let z ) 0. Then the following inequalities hold:
A q B s 1r2 y m q 1rz h F hr2, .
20a .
B q C s 1r2 q m y 1rz h G hr2, .
A q 2 B q C s h , 20b .
A G B ) 0, C G B q hr6 ) B , 20c .
A F hr3, A F 2« mrb, 20d .
0 F C y A F h. 20e .
 .Proof. Equation 20b is easy to see. B ) 0 is equivalent to sinh z ) z.
 .To prove the inequalities 20c we integrate z sinh z G 0 three times on
w x  .the interval 0, z z ) 0 to get
2 z q z cosh z G 3 sinh z .
 . 2 .Using z s 2 zr2 and dividing by sinh zr2 the inequality
1coth zr2 coth zr2 y 2rz G .  . . 3
 4  .follows. Having in mind this inequality and max 1, 2rz F coth zr2 we
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estimate
A y B s 2m y 1 m y 1rz h G 0 .  .
C y B s 2m q 1 m y 1rz h G m 2m y 2rz h G hr6 ) 0 .  .  .
h G C y A s 2 m y 1rz h G 0. .
 .LEMMA 13. The solution of the boundary ¨alue problem 17 satisfies the
following identities and inequalities:
Ãtqh
f t d t s a h q a y a A q B .  .  .H 1 2 1
Ãt
Ãtqh
< <f t y a d t s a y a A q B 21a .  .  .H 1 2 1
Ãt
Ãtqh
< < < <f t d t F a q 1r2 a y a h .  .H 1 2 1
Ãt
< < < <F 3r2 a q 1r2 a h 21b . .1 2
Ãtqh 2 2 2f t d t s a C q 2a a B q a A .H 1 1 2 2
Ãt
22 2G a hr6 q a q a B G a hr6 21c .  .1 1 2 1
Ãtqh 22 < < < < < <f t d t F a max a , a h q a y a A 21d 4 .  .  .H 1 1 2 2 1
Ãt
< <« f9 t F 2bm a y a , 21e .  .2 1
Ãtqh 22« f9 t d t s bm a y a . 21f .  .  .H 2 1
Ãt
Proof. The computation of the integrals is straightforward, using the
 .integration rules of Remark 3. Then the estimate 21c is a consequence of
 .Lemma 12 while 21d follows from
2 2 < <a C y A q 2a a B q A F max a , a a C y A q 2 B q 2 A .  .  . 41 1 2 1 1 2
2 < <s max a , a a h. 41 1 2
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 .  .To prove 21b we make use of 1r2 q s t y m G 0 and 1rz y m F 0
to estimate
Ã Ãtqh tqh
< < < <f t d t F a q a y a 1r2 q s t y m d t .  . .H H 1 2 1
Ã Ãt t
< < < <F a h q a y a 1r2 q 1rz y m h .1 2 1
< < < <F a h q a y a hr2.1 2 1
1 .  .21e follows from 0 - s t F q m - 2m.2
 .The last inequality of 21c , which turns out to be essential for the
 w x.following estimates, was first proven by O'Riordan and Stynes see 19 .
The application of Lemma 12 simplifies their proof.
w xLet us further cite another one-dimensional estimate from 2 . The
results above allow a different proof and show the constant C to be
 .1r2C s 2rb .
LEMMA 14. Let f be a one-dimensional L-spline. Then
1r2
Ã Ãtqh tqh 21r2f9 t d t F C« f9 t d t . .  .H H /Ã Ãt t
 w x.For later use we also cite a result of Gartland see 10 .
LEMMA 15. Assuming w satisfies the one-dimensional boundary ¨alue
problem
y« w0 q bw9 q cw s f , w 0 s a , w 1 s a , .  .1 2
where b ) 0, b g L , and c, f g L . Then` 1
5 5 5 5 5 5 < < < <w q « w9 F C f q a q a . .` ` L 1 21
 .Next we compare two different L-splines. Besides f solving 17 we
Äconsider another L-spline f defined with the same boundary conditions by
the modified problem
Ä ÄÄ Ä ÄÃ Ãy«f q bf s 0, f t s a , f t q h s a . .  .t t t 1 2
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 .  .LEMMA 16. Consider 18 for two sets of parameters « , b, h and
Ä Ä Ä Ä Ä .  4  4« , b, h . If « s « , h s h, B G max b, b , and b F min b, b thenÄ Ä
Ä .  .  . Ã Ãi s t F s t if b F b and t F t F t q h,Ä
 .ii mrm F Brb,Ä
Ä Ä . < <  . < <iii bm y bm F 1 q Brb b y b m,Ä
 .iv m F m F Brb m ,0 0
 .where m is defined in 16 .0
Proof. The first inequality is obvious. If z ) 0 then the functions
 .  .  .coth zr2 and 1rz coth zr2 are monotonous decreasing while z coth zr2
 4  4monotonously increases. Thus, for z s max z, z and z s min z, z it fol-Ä Ä
lows that
m coth zr2 coth zr2 z B .  .Ä Ä
s F F F
m coth zr2 coth zr2 z b .  .
Ä .and considering the case b G b
Ä Ä Ä Äbm y bm F bm y bm q bm y bm s b y b m q m . . .  .  .Ä Ä Ä Ä
ÄF 1 q Brb b y b m. .  .
The last inequality of the lemma is a special application of the first and the
Ãsecond one if m s m and t s t.Ä 0
ÄLEMMA 17. Let f and f fulfill the same boundary conditions; then
Ä .  .  . Ã Ãi f t y f t does not change its sign for t - t - t q h,
Ä Ä . <  .  . < < < < <ii f t y f t F C a y a b y b ,2 1
Ãtqh Ä Ä . <  .  . < < < < <iii H f t y f t d t F C a y a b y b h,Ãt 2 1
where C is the constant of Lemma 15 for the case c ' 0.
Proof. Remembering the monotonicity of s we obtain from the maxi-
Ämum principle that the solution x s f y f of the problem
Ä Ä Äy«x 0 q bx 9 s b y b f9 s a y a b y b s , . .  . Ä2 1 t
Ã Ãx t s x t q h s 0 .  .
has the same sign as its right-hand side. Furthermore, we get
Ã Ãtqh tqh
5 5s s s t d t s s t d t s 1 .  .Ä L H Ht t t1
Ã Ãt t
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 .  .and thus ii is the result of the application of Lemma 15. Integrating ii
 .we get iii .
On each subdomain V we define two sets of such functions andi j
related constants. We use superscript indices i, j, choosing the parameters
i j < Ãb s b s b , h s x y x , t s x , and t s x and subscript ones forV1 iq1 i ii j
< Ãb s b s b , h s y y y , t s y , and t s y, respectively.Vi j 2 jq1 j ji j
Remark 4. We need upper and lower bounds of our auxiliary functions.
  ..Defining see 18
s x s s « , B , h , x ; x , s y s s « , B , h , y ; y , .  .  .  .1 1 i 2 2 j
s x s s « , b , h , x ; x , s y s s « , b , h , y ; y , .  .  .  .1 1 i 2 2 j
it follows that
i js x F s x F s x .  .  .1 1
s y F s y F s y .  .  .2 i j 2
from Lemma 16.
For an arbitrary element c of our finite element space S on ah
subdomain V we geti j
i , r  i. iq1, l  i.c x , y s ¨ w x w y q ¨ w x w y .  .  .  .  .V i j i j  j. j , r iq1, j  j. j , r
q ¨ w iq1, l x w  i. y q ¨ w i , r x w  i. y , .  .  .  .iq1, jq1  j. jq1, l i , jq1  j. jq1, l
22 .
where
1 1i , l iy1 j iy1 j i , r i j i jw x s q s x y m , w x s q m y s x , .  .  .  . j.2 2 j.
23 .
1 1 i.  i.w y s q s y y m , w y s q m y s y . .  .  .  .j , l i jy1 i jy1 j , r i j i j2 2
Furthermore,
i j i j«c x , y s b s x F y , 24 .  .  .  .Vx ii j
where
F y [ ¨ y ¨ w  i. y q ¨ y ¨ w  i. y .  .  .  .  .i iq1 j i , j j , r iq1, jq1 i , jq1 jq1, l
and
j«c x , y s b s y F x , 25 .  .  .  .y i j i jV i j
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where
F j x [ ¨ y ¨ w i , r x q ¨ y ¨ w iq1, l x . .  .  .  .  .i jq1 i j  j. iq1 jq1 iq1 j  j.
 .LEMMA 18. For the spline c defined by 22 we ha¨e
2 2 2
c y ¨ d x d y F « h m 4 ¨ y ¨ q ¨ y ¨ .  . .H  /i j i j i jq1 i j iq1 jq1 iq1 j
V i j
2 2i jqm 4 ¨ y ¨ q ¨ y ¨ . 26 .  .  . /iq1 j i j iq1 jq1 i jq1
Proof. It is sufficient to prove the assertion for the case ¨ s 0. Leti j
 .l ) 0. Because of 20b and Lemma 13 we derive an alternative to the
 .inequality 21d :
Ã Ã Ãtqh tqh tqh 22 2f t d t F 1 q 1rl a d t q 1 q l f t y a dt .  .  .  . .H H H1 1
Ã Ã Ãt t t
22F 1 q 1rl a h q 1 q l a y a A. 27 .  .  .  .1 2 1
 .  .Applying 27 to the left-hand side of 26 first to the x-integration and
second to both of the arising y-integrals we get
c 2 d x d yH
V i j
F 1 q 1rl 1 q l ¨ 2 A h q 1 q l 1 q 1rl ¨ 2 Ai jh .  .  .  .1 2 i jq1 i j 1 3 iq1 j
2 i jq 1 q l 1 q l ¨ q ¨ y ¨ A A . .  .  .1 3 i jq1 iq1 j iq1 jq1 i j
1Choosing l s , l ª 0, and l s 1 this reads1 2 32
c 2 d x d yH
V i j
22 2 i j i jF 3 ¨ A h q ¨ A h q ¨ q ¨ y ¨ A A , . /i jq1 i j iq1 j i jq1 iq1 j iq1 jq1 i j
 .and the assertion of the lemma follows due to 20d and
2¨ q ¨ y ¨ .i jq1 iq1 j iq1 jq1
2 22 2F ¨ q ¨ q ¨ y ¨ q ¨ y ¨ . .  .i jq1 iq1 j i jq1 iq1 jq1 iq1 j iq1 jq1
 .LEMMA 19. For the spline c defined by 22 we ha¨e
1r2
2 2i j 2 25 5c G C hm ¨ y ¨ q hm ¨ y ¨ q h ¨ . .  .«  /iq1 j i j i j i jq1 i j i j /
i , j
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Proof. Remembering the definition of the norm
5 5 2 2 2 2c s «c q «c q c d x d y ,« H x y
V i ji , j
 .we estimate the piecewise integrals. Using the representation 24 we apply
the formulae of Remark 3 and Lemma 13:
2i j x yb . iq1 jq12 i j2 2«c d x d y s s x d x F y d y .  .H H Hx i«V x yi j i j
h hi j i j 2i j i j 2 i j i jG b m F y s b m ¨ y ¨ .  .i j iq1 j i j6 6
b1 2i jG hm ¨ y ¨ . .iq1 j i j12
Analogously we get
b2 22«c d x d y G m h ¨ y ¨ . .H y i j i jq1 i j12V i j
 .To estimate the third integral we apply 21c twice:
c 2 d x d yH
V i j
i , r  i.  i.s w x ¨ w y q ¨ w y .  .  . .H  j. i j j , r i jq1 jq1, l
V i j
2iq1, l  i.  i.qw x ¨ w y q ¨ w y d x d y .  .  . . j. iq1 j j , r iq1 jq1 jq1, l
i j i j 2yh h h hjq1 2 i j i.  i. 2 2G ¨ w y q ¨ w y d y G ¨ s ¨ . .  .H i j j , r i jq1 jq1, l i j i j6 36 36yj
1 12  4Choosing C s min b , b , we finish the proof.1 212 3
As an easy consequence of Lemma 19 we get the following.
LEMMA 20. Let
< < < < < < < <¨ s max ¨ , ¨ , ¨ , ¨ 4i j i j iq1, j i , jq1 iq1, jq1
< < < < < < < <w s max ¨ y ¨ , ¨ y ¨ , ¨ y ¨ , ¨ y ¨ . 4i j iq1 jq1 iq1 j iq1 jq1 i jq1 i jq1 i j iq1 j i j
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Then
 . 5 5i ¨ s c s max c x , y , .Vi j Vi j, ` i j
2 Ny1 2 2 2 . 5 5  .ii c G C  hw q h ¨ ,« i, js0 i j i j
Ny1 3r2 2 . 5 5  .iii c G C  h w q h ¨ .« i, js0 i j i j
Proof. The monotonicity of the tensor product L-splines with respect to
both variables leads to the fact that the maximum and minimum of c are
 .achieved at the nodes. Thus, Lemma 19 gives us assertion ii , using
1 1
2 2 2 2 2 2 2 2 2h ¨ s h ¨ q ¨ q ¨ q ¨ G h ¨ .  i j i j iq1 j i jq1 iq1 jq1 i j4 4i , j i , j i , j
2 2h ¨ y ¨ q ¨ y ¨ .  .  /iq1 j i j i jq1 i j
i , j
1 2 2s h ¨ y ¨ q ¨ y ¨ .  .  iq1 j i j iq1 jq1 i jq12 i , j
2 2q ¨ y ¨ q ¨ y ¨ .  . /i jq1 i j iq1 jq1 iq1 j
1
2G hw . i j2 i , j
 .  . 2Assertion iii follows from ii using Schwarz' inequality and  h s 1.i, j
Next we want to establish a lemma which is useful to estimate the
expressions containing derivatives of c .
LEMMA 21. The gradient of the spline c can be estimated by
5 5=c F Chw .V , 1 i ji j
Proof.
x yiq1 jq1i j5 5c s s x d x F y d y due to 24 .  .  .V , 1 H Hx x ii j
x yi j
3 1< < < <F 1 ? ¨ y ¨ q ¨ y ¨ h F 2w h .iq1 j i j iq1 jq1 i jq1 i j2 2
due to 21b . .
5 5Analogously one gets c F 2w h.V , 1y i ji j
5. THE INTERPOLATION ERROR
Assuming the a priori estimates of the exact solution established for
special choices of the coefficient functions in Section 3 in general, we now
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will estimate the interpolation error. First, using Lemma 1 we get
5 I 5 2 I IC u y u F a u y u , u y u .« h
s a y a u y uI , u y uI q a u y uI , u y uI . 28 .  .  .  .h
In order to notice the actual proof of the interpolation error see Theorem
.2 in a closed form we start with some useful lemmata.
 .  .LEMMA 22. Let the a priori estimates 7 and 8 be fulfilled. Then
xiq1y1 I q« m u x , y d x F C. .  .y H0 j
xii j
Similar estimates hold for y s yy and concerning the deri¨ ati¨ e with respectj
to x.
 I .  .Proof. We start by deriving an explicit representation of u x, y ony
 .V based on the representation 25 and the interpolation conditioni, j
I .  .u x , y s u s u x , y :i j i j i j
« uI x , y .  .y
i , r iq1, ls b s y u y u w x q u y u w x .  .  .  .  .i j i j i jq1 i j  j. iq1 jq1 iq1 j  j.
yjq1 i , rs b s y u x , y d yw x .  .  .Hi j i j y i  j.
yj
yjq1 iq1, lq u x , y d yw x . 29 .  .  .H y iq1  j.
yj
By the application of Lemma 16 we get
1s y F s y s q m F Cm . .  .i j i j jq1 i j 02
 .  .Thus, using Lemma 10 i we obtain by means of 29
xiq1y1 I q« m u x , y d x .  .y H0 j
xii j
x yiq1 j
F C u x , y dy d x . H H y i
x yi jy1i j
x yiq1 j
q C u x , y dy d x . H H y iq1
x yi jy1i j
xiq1
F C dx F C.H
xii
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 .  .  .LEMMA 23. Suppose 7 , 8 , and 11 are fulfilled. Then
I y1<u y u x , y F Cm h ;V . .  . ­ V 0 i ji j
Proof. Using again the usual maximum principle for elliptic operators
we will prove the assertion on one of the four boundaries.
 .  y4Let, for instance, x , x = y \ G. Instead of L we now use ai iq1 j
one-dimensional operator M defined by
i jy1Mz s y« z q b z , b s b .x x 1 x 1
We start with
Iw xM u y u s Mu s f y cu q « u y b u q b y b u . .  .y y 2 y 1 1 x
Thus using our assumptions yields
I y1w xM u y u F C 1 q h« exp ya 1 y x r« . 30 .  . . .1
Furthermore, we have on ­ G
u y uI x , yy s u y uI x , yy s 0. 31 .  .  . .  .i j iq1 j
Using the majorizing element
w x s C* x y x q h exp ya 1 y x r« .  .  . .i 1
= 1 y exp yb x y x r« , . .1 iq1
we get
y1 2Mw s C* h« b a y a exp ya 1 y x r« q b . . .1 1 1 1 1
y1 2q h« b a q a exp ya 1 y x r« q b . . . .1 1 1 1 1
=exp yb x y x r« q b 32 .  . .1 iq1 1
and, furthermore, obviously
w ) 0. 33 .­ G
 .  .  .  .Putting 30 , 31 , 32 , and 33 together and choosing C* sufficiently large
yields
I IM w " u y u G 0, w " u y u G 0. .  . . ­ G
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Thus
I y1< <u y u F w F Ch 1 y exp yBhr« r2 F Chm on G. . 0
Analogously one gets the same estimate on the three other boundaries of
each subdomain. Thus we end with
I y1<u y u x , y F Chm ;V .  . ­ V 0 i ji j
as claimed above.
LEMMA 24. We again assume the same conditions as in Lemma 23. Then
the interpolation error satisfies in the supremum norm the estimate
I5 5u y u F Ch on V .`
Proof. This time, using the maximum principle for two-dimensional
elliptic operators, we will prove the estimate on an arbitrary subdomain
V . We start with the definition of the operator N,i j
i j i jNz s y«D z q b z q b z , b s b , b s b .1 x 2 y 1 1 2 2
We get
Iw xN u y u s Nu s f y cu q b y b u q b y b u . .  .1 1 x 2 2 y
Thus, using the assumptions of the lemma yields
Iw xN u y u
F C 1 q h«y1 exp ya 1 y x r« q h«y1 exp ya 1 y y r« . .  . .  . 1 2
34 .
Lemma 23 gives us
I y1<u y u x , y F Chm F 2Ch. 35 .  .  .­ V 0i j
Using the majorizing element
w x , y s C* h q x y x q y y y q h exp ya 1 y x r« .  .  .  . .i j 1
qh exp ya 1 y y r« , . .2
we get
y1 2Nw s C* h« b a y a exp ya 1 y x r« q b . . .1 1 1 1 1
y1 2qh« b a y a exp ya 1 y y r« q b 36 .  . . .2 2 2 2 2
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and, furthermore, obviously
w x , y G C*h. 37 .  .­ V i j
 .  .  .  .Putting 34 , 35 , 36 , and 37 together and choosing C* sufficiently large
yields
I IN w " u y u G 0, w " u y u G 0. .  . . ­ V i j
Thus,
I< <u y u F w F Ch on V .i j
Consequently we end with
I5 5u y u F Ch on V`
as claimed above.
Remark 5. 1. Using different mesh widths h and k in the x- and
y-directions one analogously would get
I5 5u y u F C h q k on V . .`
 w x.2. Similar estimates were proved by O'Riordan and Stynes see 19
 .in the separable case 4 .
 .  .  .  .THEOREM 2 Interpolation error . Let 7 , 8 , and 11 be fulfilled.
Then the interpolation error satisfies in the energy norm the estimate
5 I 5 1r2u y u s O h . .«
 .Proof. Recalling 28 we start with
5 I 5 2 I I I IC u y u F a y a u y u , u y u q a u y u , u y u . .  .  .« h
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Using integration by parts in order to adapt the continuous bilinear form
to the discretized one we get
a y a u y uI , u y uI .  .h
1 1
s c y c y b y b y b y b .  .  .  .  . .  .H y y1 1 2 2x x2 2V i ji , j
2I= u y u d x d y .
y1 jq1
y b x , y . H 1 i2 yjj i
2 2I y I q= u y u x , y y u y u x , y d y .  . .  .i i
x1 iq1
q b x , y . H 2 j2 xii j
2 2I y I q= u y u x , y y u y u x , y d x . .  . .  .j j
Using integration by parts for the second term as well, this time having the
formulation of the original problem in mind, yields
a u y uI , u y uI .
I I Is f y cu q b y b ? =u u y u d x d y .  .H
V i ji , j
yjq1 I y I yq « u y u x , y u y u x , y .  .  .  . H x i i
yjj i
y u y uI xq, y u y uI xq, y d y .  . 4 .  .x i i
xiq1 I y I yq « u y u x , y u y u x , y .  .  .  .y H j j
xii j
y u y uI x , yq u y uI x , yq d x . .  . 4 .  .y j j
 .Using now the a priori estimates of the exact solution, Lemma 10 ii , the
lemmata 22, 24, and the order of the approximations used, we get
I I 3 2a y a u y u , u y u F Ch q 4C h s O h .  .  . Hh
and
I Ia u y u , u y u F Ch q 4Ch q 4Ch s O h . .  .
I 1r25 5  .Thus we end with u y u s O h as claimed above.«
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1 .To simplify estimates of the differences between H V functions and
trial functions c we introduce a continuous approximation ¨ of ourh
 .arbitrary discontinuous test function c . This approximation is character-
ized as follows:
v  .The values in the grid vertices are the same: ¨ x , y s ¨ .h i j i j
v
i jw x .  .  .  .  .L ¨ x, y [ y« ¨ y « ¨ q b ¨ q b ¨ s 0 in Vi j h h x x h y y h x i j h y i j
v ¨ is continuous on the entire domain V and an L-spline on everyh
smooth part of ­ V .i j
A few more words to the last point. We use the following approximations
 .  .of b x, y and b x, y on the edges1 2
bi jy1r2 [ bi j q bi jy1 r2, b [ b q b r2; .  .iy jr2 i j iy1 j
i jy1r2  .  4i.e., b ``varies around'' the edge x , x = y and b ``variesi iq1 j iyjr2
 4  .around'' the edge x = y , y .i j jq1
 .Looking, for instance, at the function ¨ x, y restricted to the ``inner''h
boundary V l V or V l V , respectively, the values of ¨ arei j iy1 j i j i jy1 h
defined to solve the boundary value problems,
 4 i jy1r2on x , x = y : y« ¨ x , y q b ¨ x , y s 0 .  .  .  .  .i iq1 j h j h jx x x
 4on x = y , y : y« ¨ x , y q b ¨ x , y s 0 .  .  .  .  .y y yi j jq1 h i iyjr2 h i
 . with ``boundary values'' ¨ x , y s ¨ at all vertices i.e., k s i, i q 1,h k l k l
. i, j .l s j, j q 1 . Thus, ¨ x, y is continuous. As a consequence of thish
1 .construction we have ¨ g H V and c g S interpolating ¨ as uh h h I
interpolates the exact solution u.
Now we are able to prove results analogous to Lemma 24 or Theorem 2,
considering c to be the interpolant of ¨ as u interpolates the exacth I
solution u. To do this we remark that the difference c y ¨ fulfillsh
piecewise the differential equation
L c y ¨ s y«D c y ¨ q bi j c y ¨ q b c y ¨ s 0. 38 .  .  .  .  .yi j h h h i j hx
The proof of the estimates essentially is a consequence of the following
lemma based on the maximum principle.
LEMMA 25. The spline ¨ satisfiesh
 . 5 5 5 5i ¨ s ¨ s cV , ` V , `h i ji j i j
 . 5 5 <  .  . <ii c y ¨ s sup c x, y y ¨ x, y F ChwV , `h V h i ji j i j
2 . 5 5iii c y ¨ F Ch w­ V , 1h i ji j
 . 5 5 5 5iv c y ¨ F Ch c ,« «h
where w is defined in Lemma 20.i j
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Proof. The first relation is a consequence of the maximum principle
and the monotonicity of the L-splines on the boundary parts of V . Fromi j
 .Lemma 17 ii and due to the Lipschitz continuity of b it follows that
5 5c y ¨ F CB9hw .­ V , `h i ji j
 .Applying the maximum principle taking notice of 38 we prove the second
assertion
5 5c y ¨ F CB9hw . 39 .V , `h i ji j
Integration along the boundary of V with the measure 4 ? h yields thei j
third assertion. To apply standard estimates for the energy norm we
homogenize the boundary values of c y ¨ on ­ V using the auxiliaryh i j
function
i , r iq1, lc s ¨ x , y w x q ¨ x , y w x .  .  .  .h i  j. h iq1  j.
q ¨ x , y w  i. y q ¨ x , y w  i. y .  .  .  .h j j , r h jq1 jq1, l
with the properties
c x , y s ¨ x , y q c x , y if x , y g ­ V 40 .  .  .  .  .h i j
i , r2 L c s b y b ¨ x , y w x .  .  . . yi j i j iy1 j h i  j.
q b y b ¨ x , y w iq1, l x .  .  . . yi j iq1 j h iq1  j.
q bi j y bi jy1 ¨ x , y w  i. y .  .  .  .h j j , rx
q bi j y bi jq1 ¨ x , y w  i. y . 41 .  .  .  .  .h jq1 jq1, lx
Thus, taking into consideration the temporary notation
1r2
25 5 < <u s « =u d x d y ,« . H /V i j
we can estimate
5 5 5 5 5 5c y ¨ F c y c y ¨ q c y 2c« . « . « .h h
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and, using integration by parts,
25 5c y c y ¨ s L c y c y ¨ c y c y ¨ d x d y .  .« . Hh i j h h
V i j
s L c c y c y ¨ d x d y .  .H i j h
V i j
5 5F L c c y c y ¨ . . V , `i j hV , 1 i ji j
Analogously we get
b25 5c y 2c s n ? «= c y 2c y c y 2c c y 2c d s .  .  .« . H  /2­ V i j
q L c c y 2c d x d y .  .H i j
V i j
­
5 5F « c y 2c q B c y 2c q L c .  .­ V , 1 i j V , 1i j i j /­ V , 1­ n i j
5 5= c y 2c .V , `i j
 .Considering the representation 41 explicitly we are able to apply the
 .Lipschitz property of b and the Lemmata 16 and 13, 21b to estimate
25 5L c F CB9h wV , 1i j i ji j
25 5 5 5 5 5c y 2c F 4h c y 2c s 4h c y ¨ F 4CB9h w .­ V , 1 ­ V , ` ­ V , `h i ji j i j i j
5 5We estimate the ? terms based on the maximum principle. First, weV , `i j
 .estimate L c choosing C s BB9r2 :i j 1
y1 i , r iq1, l< <L c F C h« s y w x q s y w x .  .  .  .i j 1 iyjr2  j. iqjr2  j.
i jy1r2  i. i jq1r2  i.qs x w y q s x w y w , .  .  .  . .j , r jq1, l i j
y1F C h« s x q s y w . .  . .1 1 2 i j
The barrier functions we construct based on our ``special function,''
- .  .   ..Ã Ã Ão t s s « , br2, h, t; t , choosing t s x and t s y , respectively cf. 18 .i j
We make use of
- -L o1 x q o2 y .  . .i j
i j - -s b y br2 o1 x q b y br2 o2 y br 2« .  .  . .  .i j
G b 2r 4« s x q s y .  .  . .1 2
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which is valid due to Lemma 16 and Remark 4. Defining the function
y2 - - - -s x , y s 4C b h o1 x q o2 y y o1 x y o2 y , .  .  .  .  . .1 i j
s fulfills
y20 F s x , y F 4C b h , w L s x , y G L c x , y . .  .  . .  /1 i j i j i j
5 5Now we use the barrier functions s s w ? s and s s c y ¨ q s­ V , `1 i j 2 h 1i j
to apply the maximum principle to the operator L . Thus,i j
y25 5 5 5c y c y ¨ F s F 4C b hwV , ` V , `h 1 1 i ji j i j
y25 5 5 5c y 2c F s F CB9 q C b hw . .V , ` V , `2 1 i ji j i j
Finally, we consider the remaining norm on the boundary. We split the
w xnorm into the boundary pieces, estimating, for instance, along x , x =i iq1
 4y :j
xiq1
« c x , y y 2c x , y d x .  .H  /y j y j
xi
xiq1 i , rs w x ¨ y ¨ b s y y b s y .  .  .  . .H  j. i jq1 i j iyjr2 iyjr2 j i j i j j
xi
qw iq1, l x ¨ y ¨ b s y y b s y .  .  .  . . j. iq1 jq1 iq1 j iqjr2 iqjr2 j i j i j j
qb s y ¨ x , y y ¨ x , y y ¨ y ¨ w i , r x .  .  .  .  .i j i j j h jq1 h j i jq1 i j  j.
iq1, ly ¨ y ¨ w x d x .  . .iq1 jq1 iq1 j  j.
2F Cm h wi j i j
 .due to Lemma 17 iii and Lemma 16. This is the way to prove
­
i j 2« c y 2c F C m q m h w . .  .i j i j
­ V , 1­ n i j
Collecting all the estimates we obtain
1r2i j 3r25 5c y ¨ F C m q m h w . .« .h i j i j
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2 4 2 . 5 . 5From 39 we get c y ¨ - h w and, summing up, the fourthV , 1h i ji j
 .assertion, iv , follows due to
2 2 22 < < < < < <w F ¨ y ¨ q ¨ y ¨ q ¨ y ¨i j iq1 j i j i jq1 i j iq1 jq1 i jq1
< < 2q ¨ y ¨iq1 jq1 iq1 j
and Lemma 19.
6. THE CONSISTENCY ERROR
First we are interested in a more convenient representation of this error.
Adding terms containing the continuous approximation ¨ of c we geth
a u y u , c s a u , c " a* u , ¨ " a u , ¨ y a u , c .  .  .  .  .h h h h h h h h
s f , c y ¨ q a* y a u , ¨ q a u , ¨ y c , .  .  .  .h h h h hh
42 .
where
Ny1
f , w [ fw d x d y. .  Hh hh
V i ji , js0
 . .First we want to estimate the most troublesome a* y a u, ¨ term.h h
 . .Using the continuity of bu¨ x, y on the whole domain V we get theh
representation by means of integration by parts,
a* y a u , ¨ .  .h h
Ny1 1
s a* y a u , ¨ q b y b u= c y c d x d y .  .  .  . Hh h 2V i ji , js0
Ny1 1
s b y b ¨ =u y u=c .  . H h 2V i ji , js0
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1 1
q c y c y div b q div b u¨ h /2 2
1
q b y b u= c y ¨ d x d y , .  .h 52
where
b y b u= c y ¨ d x d y .  .H h
V i j
s n ? b y b u c y ¨ d s .  .H h
­ V i j
y div bu c y ¨ q b y b c y ¨ =u d x d y. .  .  .H h h
V i j
Using this representation it is possible to estimate
a* y a u , ¨ .  .h h
5 5 5 5 2 5 5 5 5F Ch u ¨ h q =c q c y ¨ ` V , ` V , 1 ­ V , 1  h hi j i j i j
i , j
5 5 5 5 5 5 5 5q c y ¨ h q =u ¨ q c y ¨ .V , ` V , 1 V , ` V , ` 5.h h hi j i j i j i j
2 5 5F Ch hw q h ¨ q =u hw q ¨ . V , 1 5i j i j i j i ji j
i , j
2 5 5F Ch hw q h ¨ q =u ¨ V , 1 5i j i j i ji j
i , j
1r2 1r2
22 2 25 5F Ch hw q h ¨ q C =u h ¨ 5  V , 1i j i j i ji j  / /
i , j i , j i , j
1r2 5 5F Ch c «
 .  .due to the results of Lemmata 5, 11 i , ii , 25, and 21. Thus, we have
proven the following result.
LEMMA 26. Let the conditions of Lemma 11 be satisfied. Then
1r25 5a* y a u , ¨ F C c h . .  . «h h
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 .Next we want to handle the a u, ¨ y c term. Recalling the estimateh h
 .6 of Lemma 2 we have to consider the following inequality:
5 5 5 5a u , ¨ y c F C u ¨ y c . « «h h h
Ny1 b
q ? u= ¨ y c y ¨ y c =u d x d y. .  . . H h h2V i ji , js0
b ? n
5 5 5 5F C u ¨ y c q ? u ¨ y c d s .« « Hh h2­ V i ji , j
y b ? ¨ y c =u d x d y. .H h
V i j
Applying Lemma 25 and making use of
5 5 5 5¨ y c u d s F u ¨ y c .H ` ­ V , 1h h i j
­ V i j
5 5 5 5¨ y c =u d x d y F =u ¨ y c .H V , 1 V , `h hi j i j
V i j
 .  .and the results of Lemmata 5, 11 i , 25, and 20 iii , Lemma 27 is proved.
LEMMA 27. Let the conditions of Lemma 11 be satisfied. Then
1r25 5a u , ¨ y c F C c h . . «h h
For the remaining term of the representation of the consistency error
 .42 we need the following estimate.
LEMMA 28. The following estimate holds:
5 5f , c y ¨ F C c h. . «h h
 .Proof. Using Lemma 25 and Lemma 20 ii for the last step we conclude
Ny1
f , c y ¨ s f c y ¨ d x d y .  . Hh hh
V i ji , js0
1r2 1r2
21r2 25 5 5 5F C hw f F Ch f hw  V , 1 V , 1i j i ji j i j  / /
i , j i , j i , j
3r2 5 5 5 5F Ch f cL V . «2
as claimed above.
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Combining Lemmata 26, 27, and 28, we can state the final consistency
error estimate.
 .THEOREM 3 Consistency Error . If the solution of the gi¨ en boundary
 .  .¨alue problem satisfies the a priori estimates 7 , 8 then we ha¨e
1r25 5a u y u , c F C c h . «h h
for the consistency error of the nonconforming method.
7. THE APPROXIMATION ERROR
 .We consider the following expression cf. Lemma 2 :
I 5 I 5 5 5a u y u , c F C u y u c . « «h
Ny1 b
I Iq ? c = u y u y u y u =c d x d y. .  . H 2V i ji , js0
43 .
 I .Now it is the term containing the gradient of u y u which causes the
most trouble.
 .  .LEMMA 29. Assume L and I of Theorem 2. Then
Ny1
I 1r25 5b ? = u y u c d x d y F C c h . . H «
V i ji , js0
Proof. Splitting the left-hand side we make use of the results of
Lemmata 18, 16, and 19 to estimate the first part:
Ny1
Ib ? = u y u c d x d y . H
V i ji , js0
Ny1
I Is b ? = u y u c y ¨ q b ? = u y u ¨ d x d y .  . . H i j i j
V i ji , js0
Ny1
Ib ? = u y u c y ¨ d x d y .  . H i j
V i ji , js0
1r2Ny1
22I y15 5 < <F u y u « b c y ¨ d x d y .« H i j /V i ji , js0
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2I i j5 5F C u y u h m ¨ y ¨ .« H i jq1 i j V i ji , j
1r2
2qm ¨ y ¨ d x d y .i j iq1 j i j /
5 I 5 5 5F C u y u c .« «
Integrating the sum over the second part of the integral piecewise exactly,
we get
Ny1
I¨ b ? = u y u d x d y . H i j
V i ji , js0
yy x iq1y jq 1x yiq1 jq1I i j Is ¨ b u y u d x q ¨ b u y u d y. .  .H Hi j i j i jqyx y qji ji , j x i
Combining the integrals on the same boundary part of two neighbouring
elements we estimate the integrals separately. Let us consider, for in-
stance, the integrals in the x-direction,
yy jq 1xiq1 I¨ b u y u d x .H i j i j
qx yi j
xiq1 I ys ¨ b u x , y y u x , y .  . .H i jy1 i jy1 j j
xi
y ¨ b u x , y y uI x , yq d x .  . .i j i j j j
xiq1 I qs ¨ y ¨ b q ¨ b y b u x , y y u x , y d x .  . .  . .  .H i jy1 i j i j i jy1 i jy1 i j j j
xi
xiq1 I q I yq ¨ b u x , y y u x , y d x .  . .H i jy1 i jy1 j j
xi
< < 2 < < < < 2 < <F C h ¨ y ¨ q h ¨ h q u y u h ¨ , . /i jy1 i j i jy1 iq1 j i j i jy1
due to
< < 5 I 5b y b F B9h , u y u F Ch`i jy1 i j
Lemma 24 .
xiq1 I q I y 2< <u x , y y u x , y d x F CB9 u y u h Lemma 17 . . .  .H j j iq1 j i j
xi
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The integrals with respect to y are to be estimated analogously. Summing
up all these estimates we get
Ny1
I¨ b ? = u y u d x d y . H i j
V i ji , js0
1r2
2F Ch h d x d yH /V i ji , j
1r2
2 2 2 2= h ¨ y ¨ q h ¨ y ¨ q h ¨ d x d y .  .H i jq1 i j iq1 j i j i j /V i ji , j
1r2
2 21r2q h h u y u q h u y u d x d y .  .H iq1 j i j i jq1 i j /V i ji , j
1r2
2 2= h ¨ d x d yH i j /V i ji , j
1r2 5 I 5 5 5 1r2 5 5F C h q h u c F Ch c .« « «
due to Theorem 2 and Lemma 19.
This proves the assertion of Lemma 29.
Now we can establish the final error estimate for the approximation
error.
 .  .  .THEOREM 4 Approximation error . Assuming L and I of Theorem
2, then we ha¨e for the approximation error of the nonconforming method:
I 1r25 5a u y u , c F C c h . . «h
 .Proof. Recalling our representation 43 and Lemma 29 we have to
estimate one remaining term. First we get
5 I 5 5 5 5 5 1r2u y u c F C c h due to Theorem 2.« « «
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For the last term we have
Ny1
Ib ? =c u y u d x d y . H
V i ji , js0
Ny1
I < < < <F C u y u c q c d x d y . V  . Hi j x y`
V i ji , js0
y1r2 5 5 5 5 1r2F Chh c s C c h due to Lemmata 24 and 21.« «
Combining these estimates with Lemma 29 finally yields
I 1r25 5a u y u , c F C c h . «h
which ends the proof.
 1r2 .After establishing uniformly the error estimates of order O h for the
interpolation error, the consistency error, as well as for the approximation
error in the last three sections, we have done everything that we an-
nounced we would do at the end of Section 2. So the proof of our main
result}Theorem 1}is complete.
8. NUMERICAL RESULTS
The aim of this section is to show that the method described yields
reasonable numerical results, i.e., that our nonconforming method is
numerically stable and the order of convergence obtained is optimal. We
tested, for instance, the problem
1
2y Du q 2 q x y y u q 3 y x q y u q u .  .x y100
s 2 y q 3 x y x 2 y y2 q xy2 q 2 xy
with zero boundary conditions on a unit square, which satisfies the
 .  .  .conditions L and I . Note that u x, y s xy is the solution of the0
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 .FIG. 1. Comparison between our nonconforming method left and a standard streamline
 .diffusion method right .
 .reduced problem « s 0 , so you get an impression how the discretized
solution should look, see Figure 1.
 w x.As usual see, e.g., 14 we use the double mesh principle to determine
the numerical order of convergence:
5 51 u y u «h h r2
p s ln .
5 5ln 2 u y u «h r2 h r4
The numerical rates of convergence of Table I confirm our theoretical
investigations.
We also studied the numerical behaviour of the pointwise error. The
results indicate uniform convergence with a rate around 0.75. Related
w xnumerical experiments can be found in 12 .
TABLE I
Numerical Convergence Rates
h Numerical order of convergence
1r16 0.61044
1r32 0.56242
1r64 0.54695
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