In this paper, we discuss a general multiscale model reduction framework based on multiscale finite element methods. We give a brief overview of related multiscale methods. Due to page limitations, the overview focuses on a few related methods and is not intended to be comprehensive. We present a general adaptive multiscale model reduction framework, the Generalized Multiscale Finite Element Method. Besides the method's basic outline, we discuss some important ingredients needed for the method's success. We also discuss several applications. The proposed method allows performing local model reduction in the presence of high contrast and no scale separation.
Introduction

Objectives
In this paper, we will present a novel multiscale model reduction technique for solving many challenging problems with multiple scales and high contrast. Our approach systematically and adaptively adds degrees of freedom in local regions as needed and goes beyond scale separation cases. The objectives of the paper are the following: (1) to demonstrate the main concepts of our unified approach for local multiscale model reduction; (2) to discuss the method's main ingredients; and (3) to demonstrate its applications to a variety of challenging multiscale problems.
The need for a systematic multiscale model reduction approach
Computational meshes. In order to present our approach, we need the notions of coarse and fine meshes, which are illustrated in Figure 1 . We assume that the computational domain Ω is partitioned by a coarse grid T H , which does not necessarily resolve any multiscale features. We let N c be the number of nodes in the coarse grid and N e be the number of coarse edges. We use the notation K to represent a generic coarse element in T H . To represent multiscale basis functions, we perform a refinement of T H to obtain a fine grid T h , with mesh size h > 0. The fine grid can essentially resolve all multiscale features of the problem and we perform the computations of the local basis functions on the fine grid.
Scale separation approaches and their limitations. Many current approaches for handling complex multiscale problems typically limit themselves to two or more distinct idealized scales (e.g., pore and Darcy scales). These include homogenization and numerical homogenization methods [64, 37, 68] . To demonstrate some of the main concepts, we consider L(u) = f,
The basic concepts of Generalized Multiscale Finite Element Method
General idea of GMsFEM. In this paper, we will develop novel solution strategies centered around adaptive multiscale model reduction. The GMsFEM was first presented in [32] and later investigated in several other papers (e.g., [43, 44, 33, 35, 8, 25, 26, 23, 24] ). The GMsFEM is motivated by our earlier works on designing multiscale coarse spaces for domain decomposition preconditioners [42, 31, 34] , the studies in MsFEM, and the concepts of global model reduction methods (e.g., [49, 5] and references therein), which employ global snapshots and Proper Orthogonal Decomposition (POD). The proposed approach is a generalization of the MsFEM and defines appropriate local snapshots and local spectral decompositions. The need for such systematic methods will be discussed in the examples of various applications. Our proposed approaches add local degrees of freedom as needed and provide numerical macroscopic equations for problems without scale separation and high contrast. Because of the proposed multiscale model reduction's local nature of, one can adaptively add the degrees of freedom based on error estimators and rigorously estimate the errors. To our best knowledge, this is one of the first local systematic multiscale model reduction frameworks that can be easily adopted for different applications.
Multiscale basis functions and snapshot spaces. The main idea of our multiscale approach is to systematically select important degrees of freedom for the solution in each coarse block (see Figure 1 for coarse and fine grid illustration). More precisely, for each coarse block ω i (or K), we identify local multiscale basis functions φ ωi j (j = 1, ..., N ωi ) and seek the solution in the span of these basis functions. For problems with scale separation, one needs a limited number of degrees of freedom. However, as the heterogeneities get more complicated, one needs a systematic approach to find the additional degrees of freedom. In each coarse grid, we first build the snapshot space, V ωi snap = span{ψ ωi j }. The choice of the snapshot space depends on the global discretization and the particular application. The appropriate snapshot space (1) yields faster convergence, (2) imposes problem relevant restrictions on the coarse spaces (e.g., divergence free solutions) and (3) reduces the computational cost of building the offline spaces. Each snapshot can be constructed, for example, using random boundary conditions or source terms [9] .
Reducing the degrees of freedom. Once we construct the snapshot space V ωi snap , we identify the offline space, which is a principal component subspace of the snapshot space and derived based on analysis. To obtain the offline space, we perform a dimension reduction of the snapshot space. This reduction identifies dominant modes, which we use to construct a multiscale space. If the snapshot space and the local spectral problems are appropriately chosen, we obtain reduced dimensional spaces corresponding to numerical homogenization in the case of scale separation. When there is no scale separation, we have a constructive method to add the necessary extra degrees of freedom that capture the relevant interactions between scales.
Adaptivity and nonlinearities. The algorithmic framework proposed above is general and can be used for different multiscale, high contrast, and perforated problems [22, 26, 43, 8] . The multiscale basis functions are constructed locally and using an adaptive criteria. Thus, in different regions, we expect a different number of basis functions depending on the local features of the problem, such as heterogeneities and high contrast. For example, in the regions with scale separation, we expect only a limited number of degrees of freedom. The adaptivity will be achieved using error indicators. In nonlinear problems, one performs local nonlinear interpolation to approximate the Jacobian or other nonlinear terms. The above multiscale procedure can be complemented with online basis functions which helps to converge to the fine-scale solution by constructing multiscale basis functions in the simulations [23, 24] (also, see Figure 2 for the ingredients of proposed multiscale method).
Limitations. Though the proposed approaches can be used in many applications, it is limited to problems where the solution space locally has a low dimensional structure. If the latter is not the case, our approaches will use many degrees of freedom and the computational gain may not be significant in those regions. Many multiscale application problems we have encountered can benefit from local adaptive multiscale model reduction.
Methodological ingredients of GMsFEM
Our computational framework will rely on several important ingredients (see Figure 2 ) that are general for various discretizations (such as mixed methods, discontinuous Galerkin, and etc,) and applications. These ingredients include (1) a procedure for identifying local snapshot spaces and multiscale basis, (2) developing global coupling mechanisms for multiscale basis functions, (3) adaptivity strategies, (4) local nonlinear interpolation tools, and (5) online basis functions. These ingredients are building blocks that are needed for constructing an accurate and robust multiscale model reduction. We will motivate the use of multiscale model reduction by showing how it can take us beyond conventional macroscopic modeling and discuss some relevant ingredients.
The proposed framework provides a promising tool and capability for solving a large class of multiscale problems without scale separation and high contrast. This framework is tested and applied in various applications where we have followed the general framework to construct local multiscale spaces. We identify main ingredients of the framework, which can be further investigated for speed-up and accuracy.
Applications and organization of the paper
We apply the proposed adaptive multiscale framework to several challenging and distinct applications where one deals with a rich hierarchy of scales. These include (1) flows in heterogeneous porous media (2) diffusion in fractured media (3) multiscale processes in perforated regions (4) wave propagation in heterogeneous media (5) nonlinear diffusion equations in heterogeneous media. We will discuss some of the applications here.
In Section 2, we describe numerical homogenization and its limitations. In Section 3, we discuss Multiscale Finite Element Method. In Section 4, we describe the GMsFEM and its basic principles. In Section 5, adaptive strategies for the GMsFEM are described. Section 6 is devoted to the construction of the online basis functions. We describe the selected global couplings in Section 7. The GMsFEM using sparsity in the snapshot space is discussed in Section 8. We discuss the GMsFEM for space-time heterogeneous problems in Section 9. In Section 10, we discuss the GMsFEM for problems in perforated domains. We present some selected applications in Section 11. In Section 12, we discuss some remaining aspects of the GMsFEM, such as applications to nonlinear problems and its use in global model reduction techniques.
A brief introduction to numerical homogenization
Numerical homogenization
The main idea of numerical homogenization is to identify the homogenized coefficients in each coarse-grid block. The basic underlying principle is to compute these upscaled quantities such that they preserve some averages for a given set of local boundary conditions. We discuss it on an example.
We consider a simple example
where κ ij (x) is a heterogeneous field. The objective is to define an upscaled (or homogenized) conductivity for each coarse block without directly using the periodicity. Following the homogenization technique, the local problems are solved in each coarse block
where K is a coarse block. The boundary condition needs to be chosen such that it represents the local heterogeneities. We limit ourselves to Dirichlet boundary conditions N l = x l on ∂K. One can use other boundary conditions [68] . We note that if the local problem is homogenized and the homogenized coefficients are constant, then the solution of the homogenized equation is N * l = x l in K. The upscaled coefficients κ * ,nh ij can be defined by averaging the fluxes:
The motivation behind this upscaling is to state that the average flux response for the fine-scale local problem with prescribed boundary conditions is the same as that for the upscaled solution. If we take N *
Remark 1 (Convergence). Assuming that κ ij (x) = κ ij (x/ ), one can study the convergence of the numerical homogenization technique and show ( [68] ) that
where κ * ,nh il is the numerical homogenization and κ * il is the "correct" homogenized coefficients.
Remark 2 (Oversampling). The convergence analysis suggests that the boundary layers due to artificial linear boundary conditions, N l = x l , cause the resonance errors. To reduce these resonance errors, oversampling technique has been proposed. The main idea of this method is to solve local problems in a larger domain. In oversampling method [50] , the local problem that is analogous to (3) is solved in a larger domain (see Figure 1 ). In particular, if we denote the large domain by K + while the target coarse block by K (see Figure 1) , then
For simplicity, we can use N ovs l = x l on ∂K + . The upscaled conductivity κ * ,ovs ij is computed by equating the fluxes on the target coarse block:
Noting that the domain K + is only slightly larger, we can still claim that N * ,ovs l = x l , and thus,
The advantage of this approach is that one reduces the effects of the oscillatory boundary conditions. One can show ( [68] ) that the error for the residual is small and scales as /H instead of /H.
Limitations
The above numerical homogenization concepts (for linear and nonlinear problems) are often used to derive macroscopic equations. These techniques assume that the solution space has a reduced dimensional structure. For example, as we can observe from the above example and derivations, the solution in each coarse block is approximated by three local fields (in 3D). In fact, this "effective" dimension is related to the number of elements (constants) in the effective properties. In general, for many macroscopic equations, one implicitly assumes the local effective dimension for the solution space related to the number of macroscopic parameters. In many cases, the assumptions on the limited effective dimension of microscale problem break down and the local solution space may need more degrees of freedom. This requires general approaches, where we do not rely on macroscale equations, and approximate the solution space via multiscale basis functions. Next, we give a brief overview of these concepts.
Multiscale Finite Element Method
In this section, we will give a brief overview of MsFEM as a method for solving a problem on a coarse grid. MsFEMs consist of two major ingredients: (1) multiscale basis functions and (2) a global numerical formulation which couples these multiscale basis functions. Multiscale basis functions are designed to capture the fine-scale features of the solution. Important multiscale features of the solution need to be incorporated into these localized basis functions which contain information about the scales which are smaller (as well as larger) than the local numerical scale defined by the basis functions. In particular, we need to incorporate the features of the solution that can be localized and use additional basis functions to capture the information about the features that need to be separately included in the coarse space. A global formulation couples these basis functions to provide an accurate approximation of the solution.
As before, we consider the second order elliptic equations with heterogeneous coefficients
where
∂ ∂xj u with appropriate boundary conditions. We seek multiscale basis functions supported in each domain ω j , denoted by φ ωj . Then, the coarse-grid solution is represented by
where c i are determined from
In the above formulation, we define V 0 = span{φ ωi },
One can also view MsFEM in the discrete setting. Assume that the basis functions are defined on a fine grid as Φ ωi with i varying from 1 to N c , where N c is the number of multiscale basis functions. Given coarse-scale basis functions, the coarse space is given by
and the coarse matrix is given by A H = R T 0 AR 0 where A is the fine-scale stiffness matrix and
Here Φ ωi 's are discrete coarse-scale basis functions defined on a fine grid (i.e., column vectors). Multiscale finite element solution is the finite element projection of the fine-scale solution into the space V 0 . More precisely, multiscale solution U H is given by
where f H = R T 0 b. Next, we discuss some coarse spaces. Linear boundary conditions. Let χ 0 i be the standard piecewise linear or piecewise polynomial basis function supported in ω i . We define multiscale finite element basis functions that coincide with χ 0 i on the boundaries of the coarse partition. In particular, div(κ∇χ
where K is a coarse grid block within ω i . Note that multiscale basis functions coincide with standard finite element basis functions on the boundaries of coarse grid blocks, while are oscillatory in the interior of each coarse grid block.
Remark 3.
We would like to remark that the MsFEM formulation allows one to take advantage of scale separation. In particular, K can be chosen to be a volume smaller than the coarse grid and the integrals in the stiffness matrix computations need to be re-scaled (see [37] for discussions).
Remark 4 (The relation between MsFEM and numerical homogenization). It can be shown ( [37] ) that the MsFEM with one basis function on triangular elements yields the same coarse-grid stiffness matrix as the numerical homogenization.This is due to the fact that the numerical homogenization uses the local solutions of PDEs as in the MsFEM. However, the MsFEM has several advantages, which include fine-scale information recovery, adaptivity based on the residual, the use of global information and so on ( [37] ).
Remark 5 (The relation between MsFEM and some other multiscale techniques). The relation between the MsFEM and other multiscale methods is discussed in [37] . It can be shown that the MsFEM can use an approximation of multiscale basis functions if there is a periodicity. As a result, the MsFEM can recover a similar approximation and the computational cost as Heterogeneous Multiscale Method ( [29] ) for elliptic equations in the presence of scale separation. The relation of the MsFEM and variational multiscale method ( [53] ) is also discussed in [37] . The variational multiscale method (VMM) recovers the fine-scale information via the equation for the residual. The localization of this equation and the choice of the initial multiscale spaces are important for the VMM. It can be shown that with a simple choice, one can recover the MsFEM. On the other hand, one can use more sophisticated coarse spaces and the residual recovery, to improve the accuracy of the VMM [10] .
Oversampling technique. Because of linear boundary conditions, the basis functions do not capture the fine-scale features of the solution along the boundaries. This can lead to large errors. When coefficients have a single physical scale , it has been shown that the error (see [52] ) is proportional to /H, and thus can be large when H is close to . Motivated by such examples, Hou and Wu in [50] proposed an oversampling technique for multiscale finite element method. Specifically, let ψ +,ωi be the basis functions satisfying the homogeneous elliptic equation in the larger domain K + ⊃ K (see Figure 1 ). We then form the actual basis φ +,ωi by linear combination of ψ +,ωi , φ +,ωi = j α ij ψ +,ωj , and restricting them to K. The coefficients α ij are determined by condition φ +,ωi (x j ) = δ ij , where x j are nodal points. Other conditions can also be imposed (e.g., α ij are determined based on homogenized parts of ψ +,ωi ). Note that this method is nonconforming. One can also multiply the oversampling functions by linear basis functions to restrict them onto ω i and have a conforming method. Numerical results and more discussions on oversampling methods can be found in [37] . Many other boundary conditions are introduced and analyzed in the literature. For example, reduced boundary conditions are found to be efficient in many porous media applications ( [54] ).
The use of limited global information. Previously, we discussed multiscale methods which employ local information in computing basis functions with the exception of energy minimizing basis functions. The accuracy of these approaches depends on local boundary conditions. Though effective in many cases, multiscale methods that only use local information may not accurately capture the local features of the solution. In a number of previous papers, multiscale methods that employ limited global information is introduced. The main idea of these multiscale methods is to incorporate some fine-scale information about the solution that can not be computed locally and that is given globally. More precisely, in these approaches, we assume that the solution can be represented by a number of fields p 1 ,..., p N , such that
where G is sufficiently smooth function, and p 1 ,.., p N are global fields. These fields typically contain the essential information about the heterogeneities at different scales and can also be local fields defined in larger domains. In the above assumption (14) , p i are solutions of elliptic equations. These global fields are used to construct multiscale basis functions (often multiple basis functions per a coarse node). Finding p 1 , ..., p N , in general, can be a difficult task and we refer to Owhadi and Zhang [62] as well as to [36] where various choices of global information are proposed.
4 Generalized Multiscale Finite Element Method. Basic Concepts
Overview
Previous multiscale finite element concepts focus on constructing one basis function per node. As we discussed earlier these approaches are similar to numerical homogenization (upscaling), i.e., one can use one basis function to localize the effects of local heterogeneities. However, for many complex heterogeneities, multiple basis functions are needed to represent the local solution space. For example, if the coarse region contains several high-conductivity regions, one needs multiple multiscale basis functions to represent the local solution space. In this section, we discuss how to systematically construct multiscale basis functions in a general framework Generalized Multiscale Finite Element Methods. Generalized Multiscale Finite Element Method (GMsFEM) incorporates complex input space information and the input-output relation. It systematically enriches the coarse space through our local construction. Our approach, as in many multiscale and model reduction techniques, divides the computation into two stages (see Figure 3 ): offline and online. In the offline stage, we construct a small dimensional space that can be efficiently used in the online stage to construct multiscale basis functions. These multiscale basis functions can be re-used for any input parameter to solve the problem on a coarse-grid. Thus, this provides a substantial computational saving in the online stage. Below, we present an outline of the algorithm and will discuss its main ideas on the example of (9) .
Offline computations: (1) Coarse grid generation; (2) Construction of snapshot space that will be used to compute an offline space. (3) Construction of a small dimensional offline space by performing dimension reduction in the space of snapshots.
Online computations: (1) For each input parameter, compute multiscale basis functions (for parameter dependent problems); (2) Solution of a coarse-grid problem for any force term and boundary condition; (3) Iterative solvers, if needed. 
Examples of snapshot spaces. Oversampling and non-oversampling
The snapshot space, denoted by V ωi H,snap for a generic domain ω i , is defined for each coarse region ω i (with elements of the space denoted ψ ωi l ) and can approximate the solution space with a prescribed accuracy. The appropriate snapshot space (1) yields faster convergence, (2) imposes problem relevant restrictions on the coarse spaces (e.g., divergence free solutions) and (3) reduces the computational cost of building the offline spaces. In particular, we emphasize that the use of oversampling in the snapshot spaces can improve the convergence.
All fine-grid functions
We can use local fine-scale spaces consisting of fine-grid basis functions within a coarse region. More precisely, the snapshot vectors consists of unit vectors defined on a fine grid within a coarse region. In this case, the offline spaces will be computed on a fine grid directly ( [31] ).
Harmonic extensions
This choice of snapshot space consists of harmonic extension of fine-grid functions defined on the boundary of ω i . More precisely, for each fine-grid function, δ h l (x), which is defined by δ
, where J h (ω i ) denotes the set of fine-grid boundary nodes on ∂ω i , we obtain a snapshot function ψ
Oversampling approaches
To describe the oversampling approach, we consider the harmonic extension as described above in the oversampled region (see, e.g., Figure 1 ). This choice of snapshot space consists of harmonic extension of fine-grid functions defined on the boundary of ω 
Randomized boundary conditions
In the above construction of snapshot vectors, many local problems are solved. This is not necessary and one can only solve a relatively small number of snapshot vectors. The number of snapshot vectors is defined by the number of offline multiscale basis functions. In this case, we will use random boundary conditions.
More precisely, for each fine-grid function, r h l (x), which is defined by r
, where r l,k are random numbers, we obtain a snapshot function ψ 
Offline spaces
The offline space, denoted by V ωi H,off for a generic domain ω i , is defined for each coarse region ω i (with elements of the space denoted φ ωi l ) and used to approximate the solution. The offline space is constructed by performing a spectral decomposition in the snapshot space and selecting the dominant eigenvectors (corresponding to the smallest eigenvalues).
The choice of the spectral problem is important for the convergence and is derived from the analysis as it is described below. The convergence rate of the method is proportional to 1/Λ * , where Λ * is the smallest eigenvalue among all coarse blocks whose corresponding eigenvector is not included in the offline space. Our goal is to select the local spectral problem to remove as many small eigenvalues as possible so that we can obtain smaller dimensional coarse spaces to achieve a higher accuracy.
General concept and example
The construction of the offline space requires solving an appropriate local spectral eigenvalue problem. The local spectral problem is derived from the analysis. A first step in the analysis is to decompose the energy functional corresponding to the error into coarse subdomains. For simplicity, we denote the energy functional corresponding to the domain Ω by a Ω (u, u), e.g., a Ω (u, u) = Ω κ∇u · ∇u. Then,
where ω are coarse regions (ω i ), u ω is the localization of the solution using the snapshot vectors defined for ω and u ω H is the component of the solution u H spanned by the basis in ω. The local spectral decomposition is chosen to bound
where s ω (·, ·) is an auxiliary bilinear form, which needs to be chosen and δ is a threshold related to eigenvalues. First, we would like the fine-scale solution to be bounded in s ω (·, ·). We note that, in computations, (16) involves solving a generalized eigenvalue problem with a mass matrix defined using s ω (·, ·) and the basis functions are selected based on dominant eigenvalues as described above. The threshold value δ is chosen based on the eigenvalue distribution. Secondly, we would like the eigenvalue problem to have a fast decay in the spectrum (this typically requires using oversampling techniques). Thirdly, we would like to bound
where a Ω (u, u) can be bounded independent of physical parameters and the mesh sizes. In this step, one can need energy minimizing snapshots (See Remark 8 and [18] ).
Next, we discuss a choice for a ω (·, ·) and s ω (·, ·). Recall that for (16), we need a a local spectral problem, which is to find a real number λ and v ∈ V ωi H,snap such that
where a ωi is a symmetric non-negative definite bilinear operator and s ωi is a symmetric positive definite bilinear operators defined on V ωi H,snap × V ωi H,snap . Based on our analysis, we can choose
where κ = are multiscale basis functions (see (13)). We let λ ωi j be the eigenvalues of (17) arranged in ascending order. We will use the first l i eigenfunctions to construct our offline space V ωi H,off . The choice of the eigenvalue problem is motivated by the convergence analysis. The convergence rate is proportional to 1/Λ * (with the proportionality constant depending on H), where Λ * is the smallest eigenvalue that the corresponding eigenvector is not included in the offline space. We would like to remove as many small eigenvalues as possible. The eigenvectors of the corresponding small eigenvalues represent important features of the solution space. By choosing the multiscale basis functions, χ ms i , in the construction of local spectral problem, some localizable important features are taken into consideration through χ ms i and, as a result, we have fewer small eigenvalues (see [31] for more discussions). For constructing conforming multiscale basis functions, the selected eigenfunctions are multiplied by the partition of unity functions, such as χ ms i or χ 0 i (cf., [60] ). The multiplication by the partition of unity functions modifies the multiscale nature of the selected multiscale eigenfunctions. We will discuss some other important discretizations such as mixed, discontinuous Galerkin discretizations, which can be more suitable for the coupling of the multiscale eigenfunctions and which avoid the multiplication by the partition of unity functions. The global offline space V H,off is formed as the union of all V ωi H,off . Once the offline space is constructed, we solve (10) and find
An implementation view
Next, we present an implementation view of the local spectral decomposition. The space formed by the snapshot vectors is H,snap . We note that in the case when ω i is adjacent to the global boundary, no oversampled domain is used. We can put all snapshot functions using a matrix representation
The local spectral problems (17) can be written in a matrix form as
for the k-th eigenpair. We present two choices: one with no oversampling and one with oversampling, though one can consider various options [35] . In (19) , with no oversampling, we can choose A ωi = [a 
A numerical example
We present a numerical result that demonstrate the convergence of the GMsFEM. More detailed numerical studies can be found in the literature. We consider the permeability field, κ(x) (see (9) ) that is shown in Figure 4 , the source term f = 0, and the boundary condition to be x 1 . The fine grid is 100 × 100, coarse grid is 10 × 10. We consider the snapshot space spanned by harmonic functions in the oversampled domain (with randomized boundary conditions) and vary the number of basis functions per node. The numerical results are shown in Table 1 in which e a and e 2 denote errors in energy and L 2 norms repsectively. As we observe from these numerical results the GMsFEM converges as we increase the number of basis functions. We also show the convergence when using polynomial basis functions. It is clear that the FEM method with polynomial basis functions does not converge and one can only observe this convergence only after a very large number of basis functions are chosen so that we cross the fine-scale threshold. We note that the convergence with one basis function per node does not perform well for the GMsFEM because of the high contrast. The first, second, and third smallest eigenvalues, Λ * , among all coarse blocks are 0.0024, 24.0071, 35.6941, respectively. We emphasize that if the eigenvalue problem (and the snapshot space) is not chosen appropriately, one can get more very small eigenvalues ( [31] ). As we see that the first smallest eigenvalue is very small and, as a result, the error is large, when using one basis function. The eigenvalue distribution is important for online basis construction, as will be discussed later. 
Adaptivity in GMsFEM
The success of the GMsFEM depends on adaptive implementation and appropriate error indicators. In this section, we discuss an a-posteriori error indicator for the GMsFEM framework. We will demonstrate the main idea using a continuous Galerkin formulation; however, this concept can be generalized to other discretizations as we will discuss later on. This error indicator is further used to develop an adaptive enrichment algorithm for the linear elliptic equation with multiscale high-contrast coefficients. Rigorous a-posteriori error indicators are needed to perform an adaptive enrichment. We would like to point out that there are many related activities in designing a-posteriori error estimates for global reduced models. The main difference is that the error estimators presented in this section are based on a special local eigenvalue problem and use the eigenstructure of the offline space. We can consider various kinds of error indicators that are based on the L 2 -norm of the local residual and the other is based on the weighted H −1 -norm (we will also call it H −1 -norm based) of the local residual where the weight is related to the coefficient of the elliptic equation. The latter will be studied in the paper and we refer to [25] for more details.
Let u H ∈ V H,off be the solution obtained in (18) . Consider a given coarse neighborhood ω i . We define a space
We also define the following linear functional on V i by
This is called the
, gives a measure of the size of the residual. The first important result states that these residuals give a computable indicator of the error u − u H in the energy norm. We have
where C err is a uniform constant, and λ 
Next, we will add basis functions for the coarse neighborhoods with large residuals. To do so, we reenumerate the coarse neighborhoods so that the above local residuals η 2 i are arranged in decreasing order
For those coarse neighborhoods ω 1 , · · · , ω k (in the new enumeration) chosen in the above procedure, we will add basis functions by using the next eigenfunctions Ψ ωi li+1 , Ψ ωi li+2 , · · · . We remark that the number of new additional basis depends on the eigenvalue decay. The resulting space is called V m+1 off
. We remark that the choice of k defined in (22) is called the Dorlfer's bulk marking strategy [27] .
As we mentioned the local basis functions do not contain any global information, and thus they cannot be used to efficiently capture these global behaviors. We will therefore present in the next section a fundamental ingredient of GMsFEM -the development of online basis functions that is necessary to obtain a coarse representation of the fine-scale solution and gives a rapid convergence of the corresponding adaptive enrichment algorithm.
Remark 6 (Implementation). The algorithm above can be described as follows. We start with an initial space with a small number of basis functions for each coarse grid block. Then we solve the problem and compute the error estimator. We locate the coarse grid blocks with large errors and add more basis functions for these coarse grid blocks. This procedure is repeated until the error goes below a certain tolerance. We remark that the adaptive strategy belongs to the online process, because it is the actual simulation. On the other hand, the generation of basis functions belongs to the offline process. About stopping criteria for this algorithm, one can stop the algorithm when the total number of basis functions reach a certain level. On the other hand, one can stop the algorithm when the value of the error indicator goes below a certain tolerance.
Remark 7 (Goal Oriented Adaptivity).
For some practical problems, one is interested in approximating some function of the solution, known as the quantity of interest, rather than the solution itself. Examples include an average or weighted average of the solution over a particular subdomain, or some localized solution response. In these cases, goal-oriented adaptive methods yield a more efficient approximation than standard adaptivity, as the enrichment of degrees of freedom is focused on the local improvement of the quantity of interest rather than across the entire solution. In [30] , we study goal-oriented adaptivity for multiscale methods, and in particular the design of error indicators to drive the adaptive enrichment based on the goal function. In this methodology, one seeks to determine the number of multiscale basis functions adaptively for each coarse region to efficiently reduce the error in the goal functional. Two estimators are studied. One is a residual based strategy and the other uses dual weighted residual method for multiscale problems. The method is demonstrated on high-contrast problems with heterogeneous multiscale coefficients, and is seen to outperform the standard residual based strategy with respect to efficient reduction of error in the goal function.
Numerical Results
We show numerical results for the H −1 adaptivity. We consider the permeability field shown in Figure 4 for (9) and the forcing term shown in Figure 5 . In Table 2 , we present the numerical results and in Figure 5 (right plot), we compare the convergence of the adaptive GMsFEM and the GMsFEM, which uses a uniform number of basis functions. As we observe that the adaptive GMsFEM converges faster. 6 Residual-based online procedure Previously, we discussed adaptive enrichment procedures and derived an a-posteriori error indicator, which gives an estimate of the local error over coarse grid regions. We developed the error indicators based on the L 2 -norm of the local residual and on the weighted H −1 -norm of the local residual, where the weight is related to the coefficient of the elliptic equation. Adaptivity is important for local multiscale methods as it identifies regions with large errors. However, after adding some initial basis functions, one needs to take into account some global information as the distant effects can be important. In this section, we discuss the development of online basis functions that substantially accelerate the convergence of GMsFEM. The online basis functions are constructed based on a residual and motivated by the analysis. We show that one needs to have a sufficient number of initial (offline) basis functions to guarantee an error decay independent of the contrast. In particular, the error decay in one adaptive iteration is proportional to 1 − CΛ * (see (25) for more precise estimate), where Λ * is the smallest eigenvalue among all coarse blocks that the corresponding eigenvector is not included in the offline space. Thus, it is important to include all eigenvectors corresponding to very small eigenvalues in the offline space. In general, we would like to apply one iteration of the online procedure and reach a desired error threshold. Numerical results are presented to demonstrate that one needs to have a sufficient number of initial basis functions in the offline space before constructing online multiscale basis functions.
Residual-based online adaptive GMsFEM
We use the index m ≥ 1 to represent the enrichment level. At the enrichment level m, we use V + αφ on,ωi , where α is a scalar to be determined, we have
The last two terms in the above inequality measure the amount of reduction in error when the new basis function φ on,ωi is added to the space V m H,off . To determine φ on,ωi , we first assume that the basis function φ on,ωi is normalized so that a(φ on,ωi , φ on,ωi ) = 1. In order to maximize the reduction in error, one can show that α = a(u − u m H , φ on,ωi ). Using this choice of α, we have
We can show that
and φ on,ωi
. Hence, the new online basis function φ on,ωi ∈ V i can be obtained by solving (24) . In addition, the residual norm R i V * i provides a measure on the amount of reduction in energy error. In [23, 24] , we have studied the convergence of the above online adaptive procedure. To simplify notations, we write r i = R i V * i . We have shown that
where n i is the number of offline basis in ω i . The above inequality gives the convergence of the online adaptive GMsFEM with a precise convergence rate for the case when one online basis function is added per iteration.
The estimate (25) shows that the eigenvectors corresponding to very small eigenvalues need to be included in the offline space in order to achieve a significant error reduction in one iteration. To enhance the convergence and efficiency of the online adaptive GMsFEM, we consider enrichment on non-overlapping coarse neighborhoods. Let I ⊂ {1, 2, · · · , N } be the index set of some non-overlapping coarse neighborhoods. For each i ∈ I, we can obtain a basis function φ on,ωi ∈ V i using (24). We define V m+1 H,off = V m H,off + span{φ on,ωi , i ∈ I}. We remark that the error will decrease independent of physical parameters such as the contrast and scales if the offline space is appropriately chosen. We will demonstrate the effectiveness of this method by a numerical example. We remark that one can also derive apriori error estimate for u − u 
Numerical result
In Table 3 , we present numerical results for online enrichment for the GMsFEM. We use the permeability field shown in Figure 4 and the forcing term shown in Figure 5 (left figure) . As we observe the online enrichment does not improve the error if we have only one offline basis function. We remind that the first, second, and third smallest eigenvalues, Λ * , among all coarse blocks are 0.0024, 24.0071, 35.6941, respectively. Because the first eigenvalue is small, the error decrease in one online iteration is small. In particular, for each online iteration, the error decreases slightly. It is important that one adaptive online iteration can decrease the error substantially. As we increase the number of offline basis functions, the convergence is very fast and one online iteration is sufficient to reduce the error significantly. In one iteration, the error drops below 1% for the energy error. We note that this procedure can be implemented adaptively and we add online basis functions only in some regions. 
Selected global discretizations and energy minimizing oversampling
In previous sections, we used continuous Galerkin coupling for multiscale basis functions. In many applications, one needs to use various discretizations. For example, for flows in porous media, mass conservation is very important and, thus, it is advantageous to use mixed methods. In seismic wave applications involving the time-explicit discretization of wave equations, one needs block-diagonal mass matrices, which can be obtained using discontinuous Galerkin approaches. In this section, we present two global couplings, mixed finite element and Interior Penalty Discontinuous Galerkin (IPDG) couplings. We refer to [39] for Hybridized Discontinuous Galerkin (HDG) coupling and to [18] for comparisons between using IPDG and HDG couplings with multiscale basis functions. For each discretization, we define snapshot spaces and local spectral decompositions in the snapshot spaces. As we emphasized earlier the construction of the snapshot spaces and local multiscale spaces depends on the global discretization. For example, for mixed GMsFEM, the multiscale spaces are constructed for the velocity field using two neighboring coarse elements. We will present some ingredients of GMsFEM introduced earlier in the construction of multiscale basis functions, e.g., oversampling techniques and online multiscale basis functions. We also mention a new ingredient for multiscale basis construction -energy minimizing snapshots.
In a mixed formulation, the problem can be formulated as
with Neumann boundary condition v · n = v Ω on ∂Ω. Depending on a discretization technique, the coarse grid configuration will vary. For a mixed formulation, coarse grid blocks that share common edges (faces) will be used in constructing multiscale basis functions. In a discontinuous Galerkin formulation, the support of multiscale basis functions is limited to coarse blocks.
Discretizations
The mixed GMsFEM
For the mixed GMsFEM, we will construct basis functions whose supports are ω E , which are the two coarse elements that share a common edge (face) E. In particular, we let E H be the set of all edges (faces) of the coarse grid and let N e be the total number of edges (faces) of the coarse grid. We define the coarse grid neighborhood ω E of a face E ∈ E H as
which is a union of two coarse grid blocks if E i is an interior edge (face) (see Figure 1 ). For a coarse edge E i , we write ω Ei = ω i to unify the notations. Next, we define the notations for the solution spaces for the pressure u and the velocity v. Let Q H,off be the space of functions which are constant on each coarse grid block. We will use this space to approximate u. For the multiscale approximation of the velocity v, we will follow the general framework of the GMsFEM and construct a multiscale space V H,off for the velocity. Using the pressure space Q H,off and the velocity space V H,off , we solve for u H ∈ Q H,off and v H ∈ V H,off such that
with boundary condition v H · n = v Ω,H on ∂Ω, whereV H,off = {v ∈ V H,off : v · n = 0 on ∂Ω}, and v Ω,H is the projection of v Ω in the multiscale space. We remark that we will define the snapshot and offline spaces so that the functions in V H,off are globally H(div)-conforming, and as a result the normal components of the basis are continuous across coarse grid edges.
DG GMsFEM (GMsDGM)
For the GMsDGM, the general methodology for the construction of multiscale basis functions is similar to the above mixed GMsFEM. We will construct multiscale basis functions for the approximation of u in (9). The main difference is that the functions in the snapshot space V H,snap and the offline space V H,off are supported in coarse element K, instead of the coarse neighborhood ω i . Moreover, in the oversampling approach, the oversampled regions K + are defined by enlarging coarse elements K (see Figure 1) . The construction of basis functions will be given in the next section. When the offline space V H,off is available, we can find the solution u H ∈ V H,off such that (see [15, 24] 
where the bilinear form a DG is defined as
with
where γ > 0 is a penalty parameter, n E is a fixed unit normal vector defined on the coarse edge E ∈ E H . Note that, in (29), the average and the jump operators are defined in the classical way. Specifically, consider an interior coarse edge E ∈ E H and let K L and K R be the two coarse grid blocks sharing the edge E. For a piecewise smooth function G, we define
we assume that the normal vector n E is pointing from K R to K L . Moreover, on the edge E, we define κ = (κ K R + κ K L )/2 where κ K L is the maximum value of κ over K L and κ K R is defined similarly. For a coarse edge E lying on the boundary ∂D, we define { {G} } = [[G]] = G, and κ = κ K on E, where we always assume that n E is pointing outside of D. We note that the DG coupling (28) is the classical interior penalty discontinuous Galerkin (IPDG) method with the multiscale basis functions as the approximation space.
Basis construction
Multiscale basis functions in mixed GMsFEM. Non-oversampling
First, we present the construction of the snapshot space for the approximation of the velocity v. The space is a large function space containing basis functions whose normal traces on coarse grid edges are resolved up to the fine grid level. Let E i ∈ E H be a coarse edge. We can write the edge E i = Ji j=1 e j , where the e j 's are the fine grid edges (faces) contained in E i and J i is the total number of those fine grid edges. To construct the snapshot vectors, for each j = 1, 2, · · · , J i , we will solve the following local problem
subject to the Neumann boundary conditions ψ i,j · n i = 0 on ∂ω i and ψ i,j · n Ei = δ h j on E i , where n Ei is a unit normal vector on E i , δ h j is a fine-scale discrete delta function defined by
and n is the outward unit-normal vector on ∂ω i . The function α i,j is constant on each coarse grid block within ω i and it should satisfy the condition K α i,j = ∂K ψ i,j · n i for each coarse grid K ∈ ω i . We denote the number of snapshots from (30) by L i and the space spanned by these functions by V ωi H,snap . Now, we define the local spectral problem for V ωi H,snap for the construction of the offline space V ωi H,off . The local spectral problem is to find real number λ and v ∈ V ωi H,snap such that
where a i is a symmetric non-negative definite bilinear operator and s i is a symmetric positive definite bilinear operators defined on V 
We let λ ωi j be the eigenvalues of (32) arranged in ascending order, and ψ ωi j be the corresponding eigenfunctions. We will use the first l i eigenfunctions to construct our offline space V ωi H,off . We note that it is important to keep the eigenfunctions with small eigenvalues in the offline space. The global offline space V H,off is the union of all V ωi H,off . The oversampling can be performed by using the snapshots in the regions surrounding the edge and computing boundary conditions. We refer to [21] for the details.
Multiscale basis functions in GMsDGM. Oversampling
For each K i ∈ T H , we consider an oversampled region K [49]). Next, we will define the local spectral problem as finding λ and v ∈ V +,ωi H,snap such that
where a i is a symmetric non-negative definite bilinear operator and s i is a symmetric positive bilinear operators defined on V +,ωi
We let λ ωi j be the eigenvalues of (34) arranged in ascending order, and ψ +,ωi j be the corresponding eigenfunctions. We denote ψ ωi j as the restriction of ψ +,ωi j on K i We will use the first l i restricted eigenfunctions to construct the offline space V ωi H,off . We note that it is important to keep the eigenfunctions with small eigenvalues in the offline space. The global offline space V H,off is the union of all V ωi H,off . Remark 8 (Energy minimizing oversampling). For efficient online simulations, one needs to develop energy minimizing snapshot vectors [18] . In these approaches, the snapshot vectors are computed by solving local constrained minimization problems. More precisely, first, we use an oversampled region to construct the snapshot space. We denote them ψ + 1 , ..., ψ + N for simplicity and consider one coarse block. Next, we consider the restriction of these snapshot vectors in a target coarse block and identify linearly independent components, ψ 1 , ..., ψ M , M ≤ N . A next important ingredient is to construct minimum energy snapshot vectors that represent the snapshot functions in the target coarse region. These snapshot vectors are constructed by solving a local minimization problem. We denote them by ψ 1 , ..., ψ M . In the final step, we perform a local spectral decomposition to compute multiscale basis functions ( [18] ). Energy minimizing snapshots are important for online basis computations and are used to show the stable decomposition.
Numerical results
We present the numerical results for the mixed GMsFEM. The permeability field is as shown in Figure 4 and f = 1. The coarse grid 10 × 10 and we use zero Dirichlet boundary conditions. In Table 4 , the relative errors measured in the norm v 2 = Ω κ −1 |v| 2 are shown as we increase the number of basis functions. As we observe from this table, the mixed GMsFEM has a very good convergence rate. In general, we have observed a good accuracy when the mixed formulation of the GMsFEM is used. With only 3 basis functions per node, the error in the velocity field is less than 5%. We note that the total degrees of freedom for the fine-grid solution is 20200. #basis 1 (220) 2 (440) 3 (660) 4 (880) 8 Discussions on the sparsity in the snapshot space
In previous approaches, multiscale basis functions are constructed using local snapshot spaces, where a snapshot space is a large space that represents the solution behavior in a coarse block. In a number of applications, one may have a sparsity in the snapshot space for an appropriate choice of a snapshot space.
More precisely, the solution may only involve a portion of the snapshot space. In this case, one can use sparsity techniques to identify multiscale basis functions. We briefly discuss two such sparse local multiscale model reduction approaches (see [14] for details). In the first approach (which is used for parameter-dependent multiscale PDEs), we use local minimization techniques, such as sparse POD, to identify multiscale basis functions, which are sparse in the snapshot space. These minimization techniques use l 1 minimization to find local multiscale basis functions, which are further used for finding the solution. In the second approach (which is used for the Helmholtz equation), we directly apply l 1 minimization techniques to solve the underlying PDEs. This approach is more expensive as it involves a large snapshot space; however, in this example, we cannot identify a local minimization principle, such as local generalized SVD.
We consider Lu = f , where L is a differential operator. For example, we consider parameter-dependent heterogeneous flows, Lu = −div(κ(x; µ)∇u), and the Helmholtz equation, Lu = −div(κ(x)∇u) − ζ 2 n(x)u. Previous approaches use all snapshot vectors when seeking multiscale basis functions. In a number of applications, the solution is sparse in the snapshot space, which implies that in the expansion
many coefficients c i,j are zeros. In this case, one can save computational effort by employing sparsity techniques.
The main challenge in these applications is to construct a snapshot space, where the solution is sparse. In the first example, this can be achieved, because an online parameter value µ can be close to some of the pre-selected offline values of µ's, and thus, the multiscale basis functions (and the solution) can have a sparse representation in the snapshot space. In the second example, we select cases where the solution u contains only a few snapshot vectors corresponding to some wave directions. We note that if the snapshot space is not chosen carefully, one may not have the sparsity. We can consider two distinct cases.
• First approach: "Local-Sparse Snapshot Subspace Approach". Determining the online sparse space locally via local spectral sparse decomposition in the snapshot space (motivated by parameter-dependent problems).
• Second approach: "Sparse Snapshot Subspace Approach". Determining the online space globally via a global solve (motivated by using plane wave snapshot vectors and the Helmholtz equation).
See Figure 6 for illustration. We use sparsity techniques (e.g., [11, 67] ) to identify local multiscale basis functions and solve the global problem. The numerical results and more discussions can be found in [14] .
Space-time GMsFEM
Many multiscale processes vary over multiple space and time scales. In many applications, the heterogeneities change due to the time can be significant and it needs to be taken into account in reduced-order models. Some well-known approaches for handling separable spatial and temporal scales are homogenization techniques Figure 6 : Illustration of the approaches.
[ 55, 63, 65, 40] . In these methods, one solves local problems in space and time. We remind a well-known case of the parabolic equation
subject to smooth initial and boundary conditions. The homogenized equation has the same form as (35), but with the smooth coefficients κ * (x, t). One can compute the coefficients using the solutions of local spacetime parabolic equations in the periodic cell. This localization is possible thanks to the scale separation. One can extend this homogenization procedure to numerical homogenization type methods [61, 41] , where one solves the local parabolic equations in each coarse block.
Previous approaches within GMsFEM focused on constructing multiscale spaces and relevant ingredients in space only. The extension of the GMsFEM to space-time heterogeneous problems requires a modification of the space only problems because of (1) the parabolic nature of cell solutions, (2) extra degrees of freedom associated with space-time cells, and (3) local boundary conditions in space-time cells. In the approach that we are going to discuss, we construct snapshot spaces in space-time local domains. We construct the snapshot solutions by solving local problems. We can construct a complete snapshot space by taking all possible boundary conditions; however, this can lead to very high computational cost. For this reason, we use randomized boundary conditions for local snapshot vectors. Computing multiscale basis functions employs local spectral problems in space-time domain.
We consider the parabolic differential equation (35) in a space-time domain Ω×(0, T ) and assume u = 0 on ∂Ω × (0, T ) and u(x, 0) = β(x) in Ω. The proposed method follows the space-time finite element framework, where the time dependent multiscale basis functions are constructed on the coarse grid. Therefore, compared with the time independent basis structure, it gives a more efficient numerical solver for the parabolic problem in complicated media.
We would like to compute the solution u H in the whole time interval (0, T ). In fact, if we assume the solution space V (0,T ) H,off is a direct sum of the spaces only containing the functions defined on one single coarse time interval (T n−1 , T n ), we can decompose the problem into a sequence of problems and find the solution u H in each time interval sequentially. The coarse space will be constructed in each time interval and V will be defined later)
, where g (n)
for n ≥ 1; β(·) for n = 0}, and F (α + ) and F (α − ) denote the right hand and left hand limits of F at α respectively. Then, the solution u H of the problem in (0, T ) is the direct sum of all these u
H . Next, we motivate the use of space-time multiscale basis functions by comparing it to space multiscale basis functions. In particular, we discuss the savings in the reduced models when space-time multiscale basis functions are used compared to space multiscale basis functions. We denote {t n1 , · · ·, t np } as the p fine time steps in (T n−1 , T n ). When we construct space-time multiscale basis functions, the solution can be represented as u
In this case, the number of coefficients c l,i is related to the size of the reduced system in space-time interval. On the other hand, if we use only space multiscale basis functions, we need to construct these multiscale basis functions at each fine time instant t nj , denoted by ψ ωi l (x, t nj ). The solution u H spanned by these basis functions will have a much larger dimension because each time instant is represented by multiscale basis functions. Thus, performing space-time multiscale model reduction can provide a substantial CPU savings.
Construction of offline basis functions
Snapshot space
Let ω be a given coarse neighborhood in space. We omit the coarse node index to simplify the notations. The construction of the offline basis functions on coarse time interval (T n−1 , T n ) starts with a snapshot space V ). We also omit the coarse time index n to simplify the notations. The snapshot space V ω H,snap is a set of functions defined on ω and contains all or most necessary components of the fine-scale solution restricted to ω. A spectral problem is then solved in the snapshot space to extract the dominant modes in the snapshot space. These dominant modes are the offline basis functions and the resulting reduced space is called the offline space. There are two choices of V ω H,snap that are commonly used. The first choice is to use all possible fine-grid functions in ω × (T n−1 , T n ). This snapshot space provides an accurate approximation for the solution space; however, this snapshot space can be very large. The second choice for the snapshot spaces consists of solving local problems for all possible boundary conditions, which we present here. As before, we denote by ω + the oversampled space region of ω ⊂ ω + , defined by adding several fine-or coarse-grid layers around ω. Also, we define (T * n−1 , T n ) as the left-side oversampled time region for (T n−1 , T n ). In the following, we generate inexpensive snapshots using random boundary conditions on the oversampled space-time region ω + × (T * n−1 , T n ). That is for each fine boundary node on ∂ ω + × (T * n−1 , T n ) , we solve a small number of local problems imposed with random boundary conditions
where r l are independent identically distributed (i.i.d.) standard Gaussian random vectors on the fine-grid nodes of the boundaries t = T * n−1 and on ∂ω
where l ω is the number of local offline basis we want to construct in ω and p ω bf is the buffer number. Later on, we use the same buffer number for all ω's and simply use the notation p bf . In the following sections, if we specify one special coarse neighborhood ω i , we use the notation l i to denote the number of local offline basis. With these snapshots, we follow the procedure in the following subsection to generate offline basis functions by using an auxiliary spectral decomposition.
Offline space
To obtain the offline basis functions, we need to perform a space reduction by appropriate spectral problems. Motivated by a convergence analysis, we adopt the following spectral problem on ω
where the bilinear operators A n (φ, v) and S n (φ, v) are defined by
where the weight function κ
is a partition of unity associated with the oversampled coarse neighborhoods {ω 
, where g i is linear on each edge of ∂K.
We arrange the eigenvalues {λ (36) in the ascending order, and select the first L ω eigenfunctions, which are corresponding to the first L ω ordered eigenvalues, and then we can obtain the dominant modes ψ ω j (x, t) on the target region ω × (T n−1 , T n ) by restricting ψ
Finally, the offline basis functions on ω × (T n−1 , T n ) are defined by φ
, where χ ω is the standard multiscale basis function for a generic coarse neighborhood ω. This product gives conforming basis functions (Discontinuous Galerkin discretizations can also be used). We also define the local offline space on
Note that one can take V 
Numerical result
We start with a high-contrast permeability field shown in Figure 4 , which is translated uniformly in x 2 direction after every other fine time step. The total translation is 10% of the global domain. The number of local offline basis that will be used in each ω i , is denoted by l i , and the buffer number p bf needs to be chosen in advance since they determine how many local snapshots are used. Then, we can construct the lower dimensional offline space by performing space reduction on the snapshot space. In the experiments, we use the same buffer number and the same number of local offline basis for all coarse neighborhood ω i 's. Our numerical experiments show that the error does not change beyond p bf = 4. In our numerical simulations, we take p bf = 8 and vary l i . The errors are displayed in Table 5 . These are L 2 and energy errors. We observe that with a fixed buffer number, the relative errors are decreasing as using more offline basis. We can also observe that the values 1/Λ * 's and energy errors are correlated as predict our theory [19] . Table 5 : Relative errors using different l i 's.
GMsFEM in perforated domains
One important class of multiscale problems consists in perforated domains. In these problems, differential equations are formulated in perforated domains. These domains can be considered to be the outside of inclusions or connected bodies of various sizes. Due to the variable sizes and geometries of these perforations, solutions to these problems have multiscale features. One solution approach involves posing the problem in a domain without perforations but with a very high contrast penalty term representing the domain heterogeneities ( [45] ). However, the void space can be a small portion of the whole domain and, thus, it is computationally expensive to enlarge the domain substantially.
The main difference in developing multiscale methods for problems in perforated domains is the complexity of the domains and that many portions of the domain are excluded in the computational domain. This poses a challenging task. For typical upscaling and numerical homogenization (e.g., [66, 48] ), the macroscopic equations do not contain perforations and one computes the effective properties.
Several multiscale methods have been developed for problems in perforated domains. The use of GMsFEM for solving multiscale problems in perforated domains is motivated by recent works [59, 56, 48] . Using snapshot spaces is essential in problems with perforations, because the snapshots contain necessary geometry information. In the snapshot space, we perform local spectral decomposition to identify multiscale basis functions. In this section, we show an example for Stokes equations and refer to [26] for more discussions and extensions to other problems.
Problem setting
In this section, we present the underlying problem as stated in [20] 
where L ε denotes a linear differential operator, n is the unit outward normal to the boundary, f and g denote given functions with sufficient regularity. We will focus on the Dirichlet problem, namely, w = 0 in (38) .
Denote by V (Ω ε ) the appropriate solution space, and
where ·, · Ω ε denotes a specific inner product over Ω ε for either scalar functions or vector functions and and (f, v) Ω ε is the L 2 inner product. Some specific examples for the above abstract notations are given below. Laplace: For the Laplace operator with homogeneous Dirichlet boundary conditions on ∂Ω ε , we have L ε (u) = −∆u, and
For the elasticity operator with a homogeneous Dirichlet boundary condition on ∂Ω ε , we assume the medium is isotropic. Let u ∈ (H 1 (Ω ε )) 2 be the displacement field. The strain tensor
. Thus, the stress tensor σ(u) ∈ (L 2 (Ω ε )) 2×2 relates to the strain tensor ε(u) such that σ(u) = 2µε + ξ∇ · u I, where ξ > 0 and µ > 0 are the Lamé coefficients. We have
where µ is the viscosity, p is the fluid pressure, u represents the velocity,
, and
with zero average in Ω ε . We will illustrate our ideas and results using the Stokes equations.
For the numerical approximation of the above problems, we first introduce the notations of fine and coarse grids pertinent to perforated domains. It follows similar constructions as before with the exception of domain geometries, which can intersect the boundaries of coarse regions. Let T H be a coarse-grid partition of the domain Ω ε with mesh size H. Notice that, the edges of the coarse elements do not necessarily have straight edges because of the perforations (see Figure 7 , left). By conducting a conforming refinement of the coarse mesh T H , we can obtain a fine mesh T h of Ω ε with mesh size h. Typically, we assume that 0 < h H < 1, and that the fine-scale mesh T h is sufficiently fine to fully resolve the small-scale information of the domain, and T H is a coarse mesh containing many fine-scale features. Let N v and N e be the number of nodes and edges in coarse grid respectively. We denote by {x i |1 ≤ i ≤ N c } the set of coarse nodes, and {E j |1 ≤ j ≤ N e } the set of coarse edges. We define a coarse neighborhood ω ε i for each coarse node x i by ω
H ; x i ∈K ε j }, which is the union of all coarse elements having the node x i . For the Stokes problem, additionally, we define a coarse neighborhood ω ε m for each coarse edge E m by
which is the union of all coarse elements having the edge E m . We let V h be the fine scale space for velocity u and Q h be the fine scale space for the pressure p. One can choose V h to be piecewise quadratic and Q h to be piecewise constant with respect to the fine mesh T h . We will then obtain the fine-scale solution (u, p) ∈ V h × Q h for the Stokes system by solving the following variational problem
These solutions are used as reference solutions to test the performance of the schemes.
The construction of offline basis functions
In this section, we describe the construction of offline basis for the Stokes problem in perforated domains. We refer to [16] for online basis construction and the analysis, as well as GMsFEM for the elliptic equation and the elasticity equations in perforated domains.
Snapshot space
To compute snapshot functions, we solve the following problem on the coarse neighborhood ω
with boundary conditions u 
We emphasize that, for the Stokes problem, we will solve (42) in both node-based coarse neighborhoods and edge-based coarse neighborhoods (40) . Collecting the solutions of the local problems generates the snapshot space, ψ
One can reduce the cost of solving local problems by using the randomization techniques [9] .
Offline Space
We perform a space reduction in the snapshot space through using a local spectral problem in ω ε i . We consider the following local eigenvalue problem in the snapshot space
where (
v with χ i specified below. Note that we solve the above spectral problem in the local snapshot space corresponding to the neighborhood domain ω ε i . We arrange the eigenvalues in an increasing order, choosing the first l i eigenvalues and taking the corresponding eigenvectors Ψ 
For constructing the conforming offline space, we multiply the functions Φ
x2,k ) by a partition of unity function χ i . Note that discontinuous Galerkin methods will eliminate the need for χ i . We remark that we define the partition of unity functions {χ i } with respect to the coarse nodes and the midpoints of coarse edges. One can choose {χ i } to be the standard multiscale finite element basis. However, upon multiplying by partition of unity functions, the resulting basis functions no longer have constant divergence, which affects the scheme's stability. Moreover, the multiplication by partition of unity functions may not honor the perforation boundary conditions as discussed before. To resolve the problem with the divergence, for each Φ 
with n ij the outward normal vector to ∂K i j and the boundary condition Φ
with the boundary condition Φ
Combining them, we obtain the global offline space:
Using a single index notation, we can write V H,off = span{Φ
l i . We will use this as an approximation space for the velocity. For coarse approximation of the pressure, we will take Q H,off to be the space of piecewise constant functions on the coarse mesh. Note that for many applications, the size of the coarse problem can be substantially small compared to the fine-scale problem. For example, for problems with scale separation, we can only use 1-2 basis functions. Once multiscale basis functions are constructed, the global coarse-grid problem can be solved on the coarse grid with pre-computed multiscale basis functions. 
Numerical results
We present a numerical result for Stokes equations in Ω = [0, 1] × [0, 1]. We consider a perforated domain as illustrated in Figure 7 , where the perforated regions B ε are circular. We coarsely discretize the computational domain using uniform triangulation, where the coarse mesh size H = 1 5 for Stokes problem. Note that our approach does not impose any geometry restriction on coarse meshes. Furthermore, we use nonuniform triangulation inside each coarse triangular element to obtain a finer discretization.
We consider the Stokes operator with zero velocity u = (0, 0) on ∂Ω ε ∩ ∂B ε and ∂u ∂n = (0, 0) on ∂Ω. For the fine-scale approximation of the Stokes problem, we use P 2 -elements for velocity and piecewise constants for pressure. The x 1 -component of the velocity solution is shown in Figure 8 . We present the offline solution with one basis function and three basis functions. We observe that the offline velocity solution with one basis function (DOF=1082) is not able to capture the solution accurately. The L 2 -error is 10.1%. If we use three multiscale basis functions per coarse element (DOF=2846), we obtain a more accurate solution, the L 2 -error is only 1.02%. These results show that one needs a systematic and rigorous approach for enriching coarse-grid spaces in order to obtain accurate solutions using only a small number of basis functions.
Selected Applications
Previously, we discussed the main concept of the GMsFEM and some important ingredients. The GMsFEM can be used in various applications. Below, we discuss a few applications.
Two-phase flow
We present simulation results for two-phase flow and transport problems. We consider the two-phase flow problem with zero Neumann boundary condition −η(S)κ∇p = v in Ω, div v = f in Ω, v · n = 0 on ∂Ω,
where η(S) = (47) is solved by the mixed GMsFEM, and the saturation equation is solved on the fine grid by the finite volume method. In our simulations, we take f to be zero except for the top-left and bottom-right fine-grid elements, where f takes the values of 1 and −1, respectively. Moreover, we set the initial value of S to be zero. For the source r, we also take it as zero except for the top-left fine element where r = 1.
For the simulations of two-phase flow, the mixed GMsFEM is used for the flow equations. The multiscale basis functions are computed at time zero using the unit mobility, i.e., η = 1. These multiscale basis function for the velocity field is used without any modification to compute the fine-scale velocity field. The fine-scale velocity field is further used to update the saturation file. We note that each time the flow equation is solved on a coarse grid, which provides a substantial computational saving. We present the numerical results for the saturation in Figure 9 for the permeability field shown in Figure 4 . As we observe from this figure that with three basis functions, we obtain very good agreement (L 2 error is 1.8%). 
Flow in fractured media
In this section, we briefly discuss the application of the GMsFEM to flows in fractured media, in particular, the application to shale gas transport in fractured media. We remark that the study of flows in fractured media has a long history (see, e.g., [57, 46] ). We study nonlinear gas transport in fractured media (cf., [2] )
where z = m, f with m referring to the matrix phase and f referring to the fracture phase. The fractures have "zero" thickness and are represented on a fine-scale variational formulation as edge elements. More precisely, the domain Ω can be represented by Ω = Ω m ⊕ i d i Ω f,i . Here, d i is the aperture of the i th fracture and i is the index of the fractures (see Figure 10) . Then, the fine-scale equations have the form In our numerical simulations, we solve the above problem using the GMsFEM framework for some specific parameter values that are specified below. We note that the fractures are modeled within snapshot space via harmonic extensions as we discussed above (see [1] for more details). In the method, the basis functions are constructed using the steady state with b z = 1 in (48) and taking into account the fracture distribution. The problem (48) is solved by using implicit discretization and by linearizing c at the previous time step.
We . We present the numerical results in Figure 10 . In the left figure, we depict the fracture distributions, and then, show the fine-scale and the coarse-scale solution. We observe that with only 4 basis functions, we obtain a good agreement between the fine-scale and multiscale solution (L 2 error 0.34%, H 1 error 4.69%). 
Other applications
We have demonstrated two applications of the GMsFEM. The GMsFEM can be used for other complex multiscale problems. For example, in [13] , we have applied the GMsFEM for elastic wave propagation in fractured media. We have also used the GMsFEM for acoustic wave propagation [22] . The GMsFEM can also be effectively used in inverse problem, where the forward problem is solved many times. In [38] , we apply the GMsFEM in uncertainty quantification in inverse problems.
Discussions
In this paper, we give an overview of multiscale finite element methods and discuss their generalizations. Due to page limitations, we do not present a comprehensive overview of multiscale methods and mention only some important aspects of the GMsFEM as a tool for performing adaptive multiscale model reduction. The application of the method to nonlinear problems is not discussed in the paper. We refer to ( [17] ) for the application to nonlinear problems, where we consider nonlinear eigenvalue problems, hybridization, and nonlinear interpolation ideas to efficiently solve these problems. The proposed local reduced-order models can be used in performing global model reduction. The GMs-FEM can be employed to construct the snapshots for the global model reduction methods. In this case, using reduced representation of the global snapshots, we can perform POD or another model reduction for the global modes. Moreover, we can use adaptively local approaches to update the global snapshots when online computations are needed. These global-local approaches can be effective in many applications [3] .
Optimal multiscale basis functions can be obtained using the oversampling techniques, optimization, and singular value decomposition [51] . In this paper, we focus on a general adaptive strategy that can be easily adapted for various applications and discretization, as demonstrated. One can use the ideas of optimized multiscale basis functions as in [51] in the proposed framework.
The stochastic multiscale problems are challenging due to additional degrees of freedom due to randomness. For stochastic problems, one can use multiscale finite element framework with Monte Carlo techniques or separation of variables. A promising approach for solving multiscale stochastic problems is to use data driven stochastic method concepts as shown in [69] .
Multiscale framework proposed in the paper can also be employed for the stabilization. For example, in [7] , the authors use the GMsFEM to stabilize the convection-dominated problems by constructing multiscale test spaces.
Finally, we would like to remark that the proposed methods are well suited for the parallel computation, in particular, the task of multiscale basis computations is embarrassingly parallel. Our numerical results (using up to 1000 processors) on 3D perforated problems show that one can achieve almost perfect scaling in the parallel computations.
