This paper considers online news censorship and it concentrates on censorship of identities. Obfuscating identities may occur for disparate reasons, from military to judiciary ones. In the majority of cases, this happens to protect individuals from being identified and persecuted by hostile people. However, being the collaborative web characterised by a redundancy of information, it is not unusual that the same fact is reported by multiple sources, which may not apply the same restriction policies in terms of censorship. Also, the proven aptitude of social network users to disclose personal information leads to the phenomenon that comments to news can reveal the data withheld in the news itself. This gives us a mean to figure out who the subject of the censored news is. We propose an adaptation of a text analysis approach to unveil censored identities. The approach is tested on a synthesised scenario, which however resembles a real use case. Leveraging a text analysis based on a context classifier trained over snippets from posts and comments of Facebook pages, we achieve promising results. Despite the quite constrained settings in which we operate -such as considering only snippets of very short length -our system successfully detects the censored name, choosing among 10 different candidate names, in more than 50% of the investigated cases. This outperforms the results of two reference baselines. The findings reported in this paper, other than being supported by a thorough experimental methodology and interesting on their own, also pave the way for further investigation on the insidious issues of censorship on the web.
Introduction
With billions of users, social media probably represent the most privileged channel for publishing, sharing, and commenting information. In particular, social networks are often adopted to spread news content [1] . According to a Pew Research study, Americans often gets news online, with a double share of them preferring social media rather than print magazines 1 . As a matter of fact, popular newspapers have an official account on social platforms. Through their pages, news stories -or their previews -are published -often under the form of a short post, with a further link to the complete text. The readers' community can like, share, and re-post news stories. Users can also comment and discuss issues in the news themselves. Still a Pew Research survey highlights that a share of 37% of social media news consumers comment on news stories, while the 31% "discuss news on the news in the site" 2 . Undeniably, users' comments and discussions may help to increase the awareness and value of the published information, thanks to the addition of informative details. Examples of support are, for example, the depiction of the context in which the news facts took place, or to track down mistakes, draw rectifications, and even unveil fake information.
In this paper, we focus on online news articles and, in particular, on those news portions that organisations choose not to make public. News censorship may occur for different reasons. Organisations, be them military, commercial, governmental, or judicial, may decide to veil part of the information to protect sensitive data from, e.g., competitors, customers, or hostile entities. Standard examples of censored data are identities: from a business point of view, a press agency may veil the identity of the buyer of a huge amount of fighters. Also, the names of the victims of particularly hateful offences, like rapes and abuses on minors, are typically obfuscated, as for regulations dictated by law. Finally, a peculiar practice when publishing Israeli military-related news on social media is the veiling of the identities of public officers (e.g., Corporal S., rather than the explicit identity of such officer, see, e.g., [2] ). However, as highlighted by recent literature [3] , given the essential nature of social networking, the "non identification alone is ineffective in protecting sensitive information". This is due to the fact that, featuring a commented post structure of the published news, a specific information, withheld in the news, is compromised through the effects of users' comments, where specific content may reveal, either explicitly or implicitly, that information.
This work places itself amongst a few ones, like, e.g., [4, 2] that investigate to which extent the connections among news articles, comments, and social media influence the effectiveness of identities censorship procedures. In particular, we present a novel approach to unveil a censored identity in a news post, by exploiting the fact that, on the social Web, it is not unusual to find the same content, or a very similar one, published elsewhere, e.g., by another publisher with different censorship policies. Also and noticeably, as discussed above, the amount of user generated content on social networks may lead to the very unexpected phenomenon according to which the hidden information may emerge in the users' comments.
Differently from prior work in the area, which exploits the friendship network of the commenters to some censored news, here we inherit from the field of text analysis. In particular, we exploit techniques often used to address co-reference resolution [5] , based on recognising the context in which certain names tend to appear, to successfully address the task of unveiling censored names. To the best of our knowledge, this is the first attempt that addresses the task by means of a semi-supervised approach, which only makes use of texts, without relying on metadata about the commenters, and trying to reconstruct missing information exploiting similar contexts. For running and validating our analysis, we make use of Facebook data, which we purposely censored for the sake of the experiments. Even if we rely on an experimental setting that is built ad hoc, our synthesised scenario is easily connectable to real use cases, as described in subsequent sections.
Our extensive experimental campaign explores a dataset of almost 40,000 posts published on the Facebook pages of the top 25 US newspapers (by weekday circulation). By exploiting an algorithm based on context categorisation, we train a classifier on the posts, and related comments, in the dataset, to demonstrate the capability to reveal the censored term. The system performances are benchmarked against two baselines, obtaining a more than significant improvement.
Summarising, the paper contributes along the following dimensions:
• the design and development of a methodology based on text-analysis, here applied for the first time to spot identities that have been censored in social media content;
• the proposal of an approach that is solely based on very loosely structured data, in contrast to other proposed techniques that leverage the social network structure. The latter have the issues that 1. the association between names and social network nodes needs to be addressed, and 2. the structure of the social network constitutes significant a-priori knowledge. Instead, we simply use raw data, by only assuming a "commented post" structure of the data;
• starting from revealing censored popular identities, our results constitute the prelude to the detection of other kind of censored terms, such as, e.g., brands and even identities of common people, whose veiling is a usual practice often applied by publishers for privacy issues, be them driven by legal, military, or business motivations.
In the next section, we first introduce real identity censorship procedures, discussing the role of comments -and commenters -in bypassing their effectiveness. Section 3 presents the data corpus for our analyses, also highlighting similarities of such corpus with the real scenarios presented in Section 2. Section 4 presents the methodology, and Section 5 describes the experiments and comments the results. In Section 6, we discuss related work in the area of investigation. Finally, Section 7 concludes the paper.
Identities censorship in online news and its circumvention
Moving from motivations for identities censorship in news, this section discusses the effectiveness of such censorship when news are published online [3] .
Traditionally, the censorship of identities in news occurs for three main reasons: 1) business, since, e.g., it may be not advantageous to disclose the real identity of a participant in a commercial transaction, such as a large quantities of weapons; 2) legal (e.g., do not become known minors abused); and 3) military, to protect the individuals, and their relatives, from being identified by adversaries. As an example, in Israeli " policy dictates many situations in which the identity of officers must not be released to the public [3] . In the above circumstances, the censorship usually takes place either by putting an initial or using a fancy name.
With the advent of the social media era, the publication of news on social networks sites became a usual pratice. Thus, when the news is published on social networks sites, such as on the Facebook pages of newspapers, the identities are still blurred as written above, directly from the organisation that chooses not to publish that information (therefore, either the government, or the news agency that publishes the news, or some other military or commercial stakeholder).
However, when the news post is on the social network, and a "commented post" structure of the data is followed, the comments are freely posted by users other than the news publisher. Also, comments are generally not moderated by the platform administrators, unless they are reported as offensive content, inciting hate campaigns, or some judicial authority required the cancellation of specific comments.
The fact that there are a number of uncensored comments leads to the phenomenon that, although in the post the information is withheld, that information is compromised by one, or more, comments. In fact, it has been proven that, although the organisation that posted the news has censored an identity in the news itself, and so published it, those people who know the censored name and who make comments tend to talk about the name, indirectly or even directly. This is the case featured, e.g., by the Facebook dataset analysed in [3] , where 325,527 press items from 37 Facebook news organisation pages were collected. A total of 48 censored articles were identified by a pattern matching algorithm first, and then manually checked. On the whole amount of comments tied to those articles, the 19% of them were classified as comments presenting an explicit identification of the name or the use of a pseudonym. A de-censorship analysis based on the social graph of the commenters has been carried out to recognise the censored names [2] . In the rest of the paper, we will propose a methodology based instead of recognising the textual context in which certain terms tend to appear.
To test the methodology, we rely on a Facebook dataset that we intentionally censored, by however resembling the real scenarios depicted above. We deliberately censored identities in a Facebook dataset of US newspaper posts, leaving comments to posts unchanged. The dataset is described in the following section. 
Dataset of US newspapers Facebook pages
In this work, we leverage the fact that many newspapers have a public social profile, to check whether an identity -that was censored in some news -can be spotted by analysing comments to that news -as well as other news published on different online newspapers. We consider a set of posts and comments from the Facebook pages of the top 25 newspapers, by weekday circulation, in US 3 . Table 1 shows the names of the newspapers, the corresponding Facebook page (if any), and the number of collected posts and comments, crawled from the pages.
We developed a specific crawler to collect the data. The crawler is written in the PHP scripting language, using the Laravel 4 framework, to make it scalable and easy manageable. In particular, the crawler exploits the Facebook Graph API 5 to collect all the public posts, comments, and comments to comments from the Facebook pages of the newspapers. The collection requires as input the URL of the Facebook page and a set of tokens required to authenticate the application on the social network. The crawler supports parallel downloads, thanks to its multi-process architecture. It recursively downloads data, until it fully covers the time span specified by the operator. It stores data in the JSON format, since it is the most natural format for social media data. Also, such format can be easily employed to feed storage systems like Elasticsearch 6 or MongoDB 7 .
We collected posts and comments from August 1, 2016 figure  1 , the text of the post is short and not very informative, since the actual content of the news is in the link to the journal website. In that very short piece of text, two identities are mentioned, Paul Ryan and Donald J. Trump. Figure 2 shows an example list of some comments related to the same post. Comments are usually copious, with discussions that are focused on several aspects. Notably, not all the comments are strictly related to the topics of the post. As we can see from the figure, more than one identity is mentioned in the comments set (i.e., Donald Trump, Hillary Clinton, Ben Carson, Paul Ryan, Abraham Lincoln, and McConnell) among which the two mentioned in the related post. Also, references to some of the identities are with different variants (e.g., Ryan, Paul Ryan, Trump, Donald Trump).
It is worth noting that comments are generally short, thus comparable to microblog messages, e.g., tweets or Tumblr posts. For the sake of the experiments illustrated in the next section, we purposely censored the identities of some people in part of the crawled Facebook posts, to simulate a censorship behaviour.
In the following, we will propose a methodology to recognise the censored name among a set of candidate names as they appear in comments to the censored post. Among the candidate names, there is the same name as the one in the censored post (e.g., Trump in the censored post, Trump in the comments). Remarkably, since our analysis is based on similarities of the surroundings of a name, rather than on the name itself, the proposed approach is still valid also when the censored identity is referred in comments with a pseudonym (e.g., Trump in the censored post, Mr. President in the comments). This last case often happens in real scenarios, as introduced in Section 2.
Methodology
The text analysis approach proposed in this paper to unveil censored identities is motivated by the hypothesis that, in the collaborative web, a "perfect" censorship is impossible. Indeed, the redundancy of information (e.g., the same fact reported by multiple sources, many of which do not apply the same restriction policy for publishing that fact) gives us a means to figure out who the subject of a censored post is. Obviously, as shown in the post and comments of Figures 1 and 2 , the same news reported and/or commented by various sources will not use the same exact wording (see, for example, Donald J. Trump, Donald Trump, Trump), so that the problem remains a non trivial one.
Overall methodology
The proposed approach makes use of two distinct Named Entity Recognisers (NER). Named Entity Recognition (NER) is the process of identifying and classifying entities within a text. Common entities to identify are, e.g., persons, locations, organizations, dates, times, and so on. NER state-of-the-art systems use statistical models (i.e., machine learning) and typically require a set of manually annotated training data, in combination with a classifier. Popular NERs frequently adopted in the literature are the Stanford NER tagger 8 , also available through the NLTK Python library 9 , and the spaCy NER (the one adopted in this paper, introduced in Section 5.1).
Mostly based on machine learning techniques, NERs exploit features such as strong indicators for names (e.g., titles like "Ph.D.", "Mr.", "Dr.", etc.) to determine whether a small chunk of text (say, a window of 50-200 characters around the name) indicates a person, an organisation, a date, and so on. NERs are to this day standard pieces of an NLP pipeline; we plan here on showing how to build on top of one to address our specific task. We first apply a generic NER to the whole collection of data depicted in Table 1 , to detect the identities within. Then, by extending the NER scope to a wider context, we exploit a second, more specific entity recogniser, hereafter called Candidate Entity Recogniser (CER), to recognise specific people (out of a smallish set of candidates).
Let's suppose that, in a piece of text (like a Facebook post) the name "Mark Smith" has been censored by replacing it with "John Doe". The text might contain sentences such as: "during his career as a drug dealer, John Doe was often in contact with the Medellín Cartel". In order to reveal the original name hidden by John Doe, we will proceed as follows:
1. in the text, we will identify names to "resolve" (John Doe in the example), using the generic NER; 2. still relying on the generic NER, we will then identify a set of candidate names for the actual identity of John Doe, among which the correct one ("Mark Smith"), by searching in a textual data collection wider than the single piece of censored text. For the sake of this simple example, let us assume that we have "Mark Smith" and "Mary Jones" as possible candidates; 3. we will obtain a set of sentences that include the candidates, e.g., "The notorious drug baron Mark Smith used to spend much time in Medellín" and "Mary Jones's career as police officer was characterised by her fights with the drug dealers"; 4. using the sentences retrieved at the previous step, we will train a customised version of a NER, i.e., the Candidate Entity Recogniser (CER), to identify instances of Mark Smith and Mary Jones, discarding the actual name from the text. In practice, we will train the CER with sentences like: "The notorious drug baron <MarkSmith> XXXX XXXX </MarkSmith> used to spend much time in Medellín" or "<MaryJones> XXXX XXXX </MaryJones>'s career as police officer was characterized by her fights with the drug dealers"; 5. finally, we will apply the CER model thus obtained to the censored sentences in the original text, to find out who they refer to. In practice, by feed the sentence: "during his career as a drug dealer, XXXX XXXX was often in contact with the Medellín Cartel", we expect the trained CER to return "Mark Smith" rather than "Mary Jones".
For the sake of a more compact representation, we synthesise the algorithm as follows:
Find all names in text with the NER and put them in namedEntities; for each namedEntity found do Put all sentences from text that contains the namedEntity in contexts[namedEntity], substituting namedEntity with XXXX XXXX; end end for namedEntity ∈ namedEntities do Train CER[namedEntity] using contexts[namedEntity]; end Apply CERs to the target and check which named entity better fits.
Algorithm 1: How to train a CER to spot censored identities.
It is worth noting that the application of the algorithm to the whole collection would be costly, due to the large amount of text. To shorten the procedure, we restrict its application to only those posts having a meaningful number of occurrences of the candidate name in the comments, as detailed in Section 5.
Experiments and Results
Here, we actualise the methodology in 4.1 for the Facebook dataset described in Section 3. In that dataset, the data reflect our hypothesised structure of "post & comments": a post published onto a platform that accepts un-moderated (or, at least, not heavily moderated) comments.
Clearly, the original posts in the dataset are not censored: the names have not been altered, it being a condition that we need in order to check for the correctness of our decensorship system. However, in order for us to work in a simulated censored condition, we need to first pre-process the dataset, by removing specific target names occurring in the source post. In order to do this, we rely on a generic Name Entity Recogniser to detect the names, which we then replace by unique random strings, to give the following processing steps no hints as to who the removed names were.
Therefore, to run the experiments according to the methodology defined in Section 4.1, we implement the steps listed below:
1. selecting a target name that is the object of censorship in a Facebook post. We choose the name among a set of popular ones, specifically selected for the experiment, for which we expect to find enough data (Section 5.1); 2. retrieving a sub-set of the posts containing the target name, which will constitute the corpus that will be subject of censorship (Section 5.2); 3. censoring such posts: the target name is removed from that sub-set of posts and it is replaced by a random string (pre-processing phase, Section 5.2); 4. applying a NER to the comments tied to the sub-set of posts, to extract candidate names (Section 5.3); 5. filtering the candidate names, so that only k candidates remain (Section 5.4); 6. searching for the candidate names in the whole collection -all the posts and comments in the dataset described in Section 3 -except for the set of posts from which the target name has been removed (Section 5.5); 7. training a specific Candidate Entity Recogniser (CER), so that, instead of a generic "person" class, it is able to distinguish occurrences of the various candidates. The CER is trained on the data retrieved at step 6 (Section 5.6); 8. applying the CER for the k candidates to the censored name in the original set of posts, to see whether the classifier is able to correctly recognise the name that was censored (Section 5.7); 9. evaluating the results in terms of standard measures, by comparing the decisions taken by the system vs the name actually removed from the posts (Section 5.7).
Below, we provide details of the implementation of each step.
Selecting names
Names to test the system against were selected relying on a popularity criterion. In fact, we need names that are 1) present in the collection and 2) popular enough to appear in a certain amount of posts and comments. The latter requirement might appear as a strict constraint, but on Social Media data is often redundant.
To obtain the list of such names, we run a pre-trained NER over the whole data collection, retrieving all occurrences of person names. For this task, we use the spaCy 10 Named Entity Recogniser in its pre-trained form. We make this particular choice because we need a NER that comes in pre-trained form, to ease our task, and that features the capability of being re-trained easily over new examples, for our purposes. SpaCy is an open source software library for the Python language, entirely devoted to natural language processing. It includes several pre-trained models. The spaCy website reports an F-score for the used English NER of 85. 30 11 . The result of the NER application is a list of more than 1,000 terms, with their occurrences in the whole data collection. We first polish the list, by removing terms erroneously recognised by the NER as person names (examples are "Facebook", "Wikileaks", "Twitter", and "Google"). Then, we keep only those names occurring more than 100 times. The result, consisting of 149 names, are listed in Table A.7 and Table A. 8. For readability, we show here just a short excerpt of the two tables (Table 2 ) and move the whole collection in Appendix A. Politicians turn out to represent the most present category in the collection (64 names). The other names, which mostly include journalists, entrepreneurs, activists, lawyers, athletes, TV stars and actors, are grouped together under the generic label "Celebrities" (85 names).
Retrieving and censoring the posts with the target names
To retrieve all posts containing a certain name, we indexed the whole collection using Apache SOLR indexing and search engine 12 . SOLR is a very popular keyword-based search engine system. Its core functionality is to index a text, and retrieve it by keywords (though more sophisticated means of retrieval are available). Its task is essentially defined as "retrieve all and only the documents matching the query". The way we used in this paper, SOLR is responsible for:
1. retrieving all documents containing a string (it is reasonable to expect that any bugless retrieval system performs this task with a 100% accuracy); 2. returning the window of text around the search string (same consideration as above).
This was an enabling means for us to effectively retrieve all documents containing a name and then apply our methodology -SOLR has no notion of the meaning of that name, so searching for "John Wick" might return documents referring to the movie, or documents referring to Clearly, searching for the occurrence of a name (e.g., "Donald J. Trump") does not guarantee that all the references to the same person are returned (a person might be referenced by aliases, nicknames, etc.), but, in its simplicity, it provides the highest possible precision, at the expense of recall, and it makes little difference for our purposes. Indeed, we will only consider those texts that are, in fact, returned. Furthermore, using SOLR actually accomplishes a second feat to us. Since we will build a "custom" NER (i.e., our CER -Candidate Entity Recogniser) on the immediate surrounding of names, we do not need the posts with the name in their whole form -but just a window of text surrounding the occurrences of the name. Therefore, we can use SOLR's snippet feature to immediately retrieve a chunk of a few words surrounding the name instance. We asked for snippets of 200 characters and ignored all the snippets shorter than 50 characters. The choice of this particular length is due to the fact that it is coherent, e.g., with the length of a tweet or a Facebook comment. From these snippets, we removed the actual name, replacing it with a token string composed of random letters (all unique to the snippet), with the first letter capitalised. This simulates our censorship of the snippets. These censored snippets are those bits of texts out of which we will try to reconstruct the original name.
It is worth noting that the target names are not replaced in the whole corpus of posts. Instead, we set as 20 the maximum number of posts where the name is replaced. In many cases, the name was present in less than 20 posts. The threshold has been chosen after diverse attempts, and 20 is the one that guarantees the best performances of our approach.
Retrieving candidates from comments
For each SOLR resulting document censored so far, we retrieve the relative comments by exploiting the association between posts and their comments. In the comments, as per our assumption, we expect to find many names, among which the one we removed earlier from the snippet. To obtain a list of all names in the comments, we run the spaCy NER on them. The application of the NER to the comments produces, as a result, a list of names that we consider suitable candidates to fill the spot of the original name previously removed from the text snippet.
Filtering candidates
An initial test showed that the candidates retrieved in 5.3 were often too many. Since we are going to train a specific Candidate Entity Recogniser (CER) to recognise them, we need to produce training examples for each of them, possibly a lengthy task. Therefore, we select only k candidates from the list of all those returned at the previous step. The selection criteria is simple: we select the k most frequent candidates found in the comments. It is worth noting that considering the k most frequent candidates might not include the actual name we are looking for. Thus, we always include the actual name within the k filtered candidates. We remark that, even if we include the actual name in the k candidates regardless of its frequency among the comments, we verified that the name actually appears in the same comments. This preserves the fairness of the approach.
This also gives us a convenient baseline to compare our system against: what if the actual name is always the first one in the list of candidates? We would have solved the problem at this stage without further ado. In Section 5.7, we will compare the performance of our system against this naïve baseline solution.
Fetching examples for each candidate
After filtering the list of candidates, we need to figure out the typical context in which each of the candidates occurs. Clearly, the mentions in the comments tied to the censored post are a starting point, but we can use more examples. Still using SOLR, we tap into our dataset, searching for each candidate name and retrieving all the snippets in which it appears, them being relative to both posts and comments of the whole collection (excluding the original posts that we retrieved and censored in Section 5.2). It is worth noting that we make no attempt at reconciling the names. Thus, there is the possibility to obtain different sets of examples for 2 different names that might actually refer to the same person (e.g., "Donald J Trump" and "The Donald"). This might have the disadvantage of spreading our training set that becomes too thin. In fact, still considering "Donald J Trump" and "The Donald", we could have two sets, one for "Donald J Trump" and the other for "The Donald"; furthermore, obviously, the two sets would be smaller than their union. However, it is of paramount importance to act in this way, to avoid the infusion in the system of a-priori knowledge beyond the data. It could also be the case that, when 2 (or more) names refer to the same person, the corresponding CER models will be very similar. The fetched snippets of text constitute the training set for training our CER, to recognise the name based on the surrounding text. For the purposes of the training, we only keep longish snippets (> 50 chars).
Training the Candidate Entity Recogniser
A Named Entity Recogniser usually works on broad entity categories, such as people, organisations, locations, etc. Being based on machine learning techniques, however, nothing keeps us from training a recogniser for a more specific task: the identification of not just any person, but, specifically, one of the k candidates. To do that, we censor the snippets retrieved as in Section 5.5 the same way we censored the original post, so that the CER is forced to build its model without relying on the specific occurrence of a name. In fact, usually, a NER would leverage features of the name itself (e.g., recognising the first given name). By removing the candidates' names, we force the model to rely on other features, i.e., the characteristics of the surrounding words. In order to be able to pinpoint a specific name, we annotate the censored names by one of the following k classes: ANON for the occurrences of the target name, and DUMBO1, ..., DUMBOk − 1 for the other candidates. Table 3 shows the way a NER is usually trained and the specific training we decided to implement here.
Resolving the target name
The last step for finding out who the target name is applies the trained CER classifier to the censored snippets of Section 5.2. Given the way the CER was built, we can check whether, in correspondence to a censored snippet, the CER returns the class ANON. This is indeed the class label that we assigned to the occurrences of the actual name removed from the snippet, and therefore, the correct classifier answer. All DUMBOx's and, possibly, empty class assignments are to be considered wrong answers.
Measuring performances
In addition to this, we can measure how hard the task is, by comparing our performances with the ones of two simple baselines: 1) the first baseline assigns to the censored snippet the most frequent candidate that appears in the related comments; 2) the second one assigns a choice at random among our k candidates. Intuition might suggest that the first baseline could perform well, whereas the second one effectively represents a performance lower bound. All the experiments were conducted with k = 5, 10, and 20.
The CER is tested over the names in Tables A.7 and A.8. In particular, over a number of 149 names, occurring at least 100 times in the whole Facebook dataset, we consider only those with at least 50 occurrences in the comments related to the post where the name was censored, resulting in 95 names. The 95 names are reported in Table A .9 in the Appendix.
For the evaluation of the system performances, we consider the following metrics. Given that the censored name is always inserted among the k candidates (with k = 5, 10, 20):
• The CER accuracy is defined as the joint probability that 1) the system successfully recognises the censored name, and 2) the name is really one of the k most frequent names in the comments associated to the censored posts.
"Standard" NER annotation.
As Table 3 : How a NER is normally trained vs how we train the CER for our purposes.
• The Global accuracy is the probability of the system to successfully recognise the censored name, regardless of the fact that the name is among the k most frequent candidates (we remind the reader that the name is however present in the comments associated to the censored posts, thus guaranteeing the fairness of the approach).
• The Most frequent selection accuracy is the probability that the most frequent candidate is the censored name (first baseline).
• The Random among top k accuracy is the probability to recognise the censored name by randomly choosing from the top k candidates (and being the name among such candidates, second baseline).
Remarkably, the CER accuracy gives the accuracy of the system when the analysis is performed choosing among the actual top k most frequent names, over the associated comments per censored post. Thus, the CER accuracy and the Global accuracy match when the name is actually among the k most frequent names in all the comments associated to the censored posts. Since the CER accuracy is computed as a joint probability, it holds that CER accuracy ≤ Global accuracy ≤ 1. Table 4 and Table 5 report the results under the following settings: k = 10 and nocc ≥ 200 (where nocc is the number of occurrences of the name in the whole collection). Considering only the names that occur at least 200 times in the whole data collection and, among them, the ones that appear at least 50 times in the comments related to the post where those names was censored, we get a total of 49 names. Obviously, the 49 names are included in the 95 mentioned at the beginning of this Subsection 5.7. The complete outcome over the 49 names is in the Appendix, where Table B.10 shows the average results, both in terms of the single names, considering the number of posts in which the name has been censored, and in terms of the µaverage along all the candidates, considering the scenario with k = 10. The µaverage is computed as the average of the single averages, per name. Table 4 shows an excerpt of Table B .10 in the Appendix. In particular, it reports the worst and best 5 results (in terms of Global accuracy) considering those target names censored in at least 10 posts. As an example, let the reader consider the case of "Colin Kaepernick". Over the 20 posts in which the name was censored, the classifier correctly recognised the term in 75% of the time, if the analysis is run considering the real 10 most frequent candidates per post. The accuracy rises to 85% if we force to 1 the probability that the target name is among the 10 most frequent candidates, for the whole set of comments associated to each censored post. Table 5 gives the overall statistics of the system, still evaluated over 49 names and k=10. It does not consider the single identities and it reports the flat average accuracy. Over a total number of 525 analysed posts, 49 censored names, and 10 possible candidates to choose from, the Candidate Entity Recogniser was able to correctly recognise the name 54% of the time.
Target name
When not considering the actual most frequent candidates per post, the average system accuracy rises to 0.62. Such results outperform the outcome of the two baselines. Notably, and probably not so intuitively, picking up the most frequent candidate mentioned in the comments as the censored name is successful only in 19% of the cases. Even worse, choosing randomly among the 10 most frequent candidates leads to a success rate of about 10%, as is to be expected. This is an indication of how hard the task is, and whereas 60% performance might seem low for a classifier, the complexity of the task, and the simplifying assumptions must be taken into account. Regarding possible steps to improve the actual performances, we argue that the most direct direction to look into is widening the text window taken into account: this was not done in this paper, mainly because it further raises the issue of determining whether the enlarged window is relevant with respect to the censored name. Naively, here we assumed as relevant a short window around the occurrence. Closing the discussion with settings k = 10 and nocc ≥ 200, the classifier succeeds, on average, largely more than 50% of the time, choosing among 10 different candidate names. We argue that the performance of our snippet classification approach is very promising. Indeed, it is worth noting how we heavily constrained our operational setting, by considering concise snippets (50-200 characters each), both for posts and for comments. Furthermore, not all the comments related to a post are strictly related to the content of that post. Remarkably, the Facebook pages in which the posts are published contain the link to the complete news: we expect that considering the complete news text will lead to a sensitive improvement of the results. Finally, we notice that the length of our snippets is comparable to that of tweets, leading to the feasibility of applying the proposed approach over social platforms other than Facebook (e.g., Twitter and Tumblr).
Metric Value

Performances of the classifier under different settings
We conclude the presentation of the results by considering all the different settings in which we ran the experiments. Table 6 : System performances varying the number of candidates k and the number of occurrences of the names nocc.
of k and nocc. Focusing on the CER accuracy, the best average performances are achieved when considering the pair (k=10, nocc ≥ 200): such results have been already presented and discussed in the previous section. Turning to the global accuracy, we achieve a slightly better result still considering only the names that appear at least 200 times in the whole collection, but having only 5 names as possible candidates (Global Accuracy = 0.65). Considering the number of occurrences of the target name in the whole collection, from the analysis of the values in the table, we can see that the worst performances are achieved with nocc ≥ 100 (see, e.g., the column that reports the CER accuracy values, with 0.39, 0.48, and 0.39 ≤ 0.42, 0.54, and 0.43, respectively).
Instead, considering the number k of candidates to search within, taking into accounts all the 95 names (nocc ≥ 100, first three lines in the table), the CER accuracy is noticeably higher when searching among 10 possible candidates (0.48) than that obtained with k = 5 and k = 20 (where the classifier achieves the same CER accuracy of 0.39). A different result is obtained for the Global Accuracy: the less the value of k, the better the accuracy.
The above considerations still hold considering the last three lines of the table (the ones with nocc ≥ 200).
For all the possible pairs of k and nocc, there is an evident degradation of the performances, both when choosing the most frequent name as the censored name and when randomly guessing the name among the k candidates.
Finally, Table C .11 shows the complete results over all the tested names, with k = 10. Figure 3 shows in a pictorial way the classifier performances and those of the baseline techniques. Noticeably, the accuracy obtained when applying the baseline techniques (most frequent selection and random guessing among top k) are extremely poor, for all the tested combinations of k and nocc (Figures 3a and 3b) . When applying the proposed classifier, considering only names that occur in the whole collection at least 200 times leads to better results than considering the names with at least 100 occurrences. This assumption holds independently from the value of k for both Global and CER Accuracy (see the yellow bars in Figures 3c and 3d , with respect to the blue bars in the same figures). Finally, as already noticed, the best results, in terms of CER Accuracy, are achieved with the configuration k=10, nocc ≥ 200 (Figure 3d) . Overall, the Global Accuracy values are higher than the CER Accuracy values, since the former disregard the probability that the censored name is indeed in the top k most frequent candidates (see the comparison between the values in Figure 3c and Figure 3d ).
Related Work
Social media provide Internet users with the opportunity to discuss, get informed, express themselves and interact for a myriads of goals, such as planning events and engaging in commercial transactions. In a word, users rely on online services to say to the world what they are, think, do; and, viceversa, they learn the same about the other subscribers. For a decade, scientists have been evaluating and assessing the attitude of users to disclose their personal information to receive higher exposure within the network community [6, 7] . Both sociologists and computer scientists have investigated the amount and kind of personal information available on social networks. As an example, work in [8] represents one of the first studies on identity construction on Facebook (comparing the difference in the identities narration on the popular social network with those on anonymous online environments).
Two years later, the authors of [9] studied the amount of personal information exposed by Facebook, characterising it according to the account age (the younger the user, the more the personal information exposed) and the inclination to set up new relationships. Thus, despite the enormous volume of daily communications, which leads to levels of obfuscation and good resistance to analysis techniques [10] , social networks naturally offer a huge amount of public information -even redundant -with its fast diffusion supported by influencers and even weak ties among users [11, 12] . Recently, researchers also concentrated on misinformation spread, considering the dynamics and motivations for the large number of followers of fake news [13] . The demonstrated tendency of people to disclose their data, despite privacy issues [14] , has let researchers argue that, where the structure of data is under the form of a commented post, the content of comments may reveal a lot about the post itself, in those cases in which parts of them have been obfuscated. Indeed, several approaches have been tested in the literature to automatically classifying which comments lead to leakage of information. Some of these approaches exploit discourse analysis, to "examine how language construct phenomena" [15] or semiotic analysis, which concerns the study of signs to infer the "deeper meaning" of the data [16] . In [3] , the authors shown how to leverage discourse and semiotic analysis, in conjunction with standard text classification approaches, to automatically categorise leakage and non-leakage comments.
The issue of censorship on the Web has been faced from different perspectives: in the early 2000's, some information leakage was already possible to circumvent national censorship [17, 18] . In this work, we specifically consider censored texts. Work in [19] proposes a method to make textual documents resilient to censorship sharing them over a P2P network, one of the most frequently used decentralised sharing mechanism. However, when considering centralised systems, like Facebook, censorship might occur on document instances (i.e., posts and comments). Thus, strategic information may be altered -or censored-by malicious users of P2P networks, as well as by authors of single posts on social media.
Regarding news, work in [3, 20] characterises those comments exploitable for revealing censored data. In [2] , the authors consider comments to Facebook posts about Israeli military news. While specific identities in the post contents are censored, through the analysis of the social graph of the commenters [4] , the authors were able to spot the identity of the mentioned people. In particular, the approach exploits accounts' public information to infer the ego network of an individual and tries to reconstruct it when the access to user data is restricted from Facebook API, assuming that the account of the censored identity is linked to one of the commenters [21] . Thus, the approach is effective when the commenters are friends of the target, even in the case that comments are few. However, it might be less effective in general scenarios, in which commenters are not friends of the target of the censorship (like, e.g., when the censored identity is a popular one). Also, leveraging the social network structure, a significant a-priori knowledge is needed. The work in [22] describes an effective approach to de-anonymize a social network using a random forest classifier and the number of friends of each node in the network as a feature.
In a past work, the authors showed how to leverage a semi-supervised analysis approach to detects drugs and effects in large, domain-specific textual corpora [23] . Here, we inherit that snippets and contexts classification approach, to propose a methodology solely based on very loosely structured data. As clarified in the rest of the paper, we reveal identities in censored Facebook posts, only relying on a corpus made of very short texts, some of them even irrelevant to the domain of the post where the censored name is. This approach, although conceptually not far from what is proposed in [24, 25] for author disambiguation, adopts textual contents rather than other metadata to link information. Disambiguation of identities on social networks is the matter of investigation in [26, 27] , which exploits semantic social graphs to disambiguate among a set of possible person references. The last approach is somehow in the middle between the de-anonymization technique proposed in [4] and the semantic analysis performed in [23] , although the knowledge extraction is mainly performed for different purposes.
Compared with previous work with similar goals, the current proposal differentiates because it does not rely on the social graph of the commenters to recognise the censored term. Instead, the paper proposes an adaptation -and application -of a text-analysis approach to the issue of unveiling censored identities. The approach is tested on a synthesised scenario, which however resembles a real use case.
Furthermore, it is worth noting that, although a series of work consider automatic classification of comments to detect those ones leading to leakage of information, we decided here to bypass such a classification, and to consider the whole set of identities in the comments dataset. Thus, we ran a Name Entity Identifier to recognise the terms representing identities, and we directly pass to launch our methodology: this to distinguish, amongst the set of identified candidates, the censored term.
For the sake of completeness, we acknowledge the occurrence of different kinds of censorship, from DNS to router level ones [28] . Differently from veiling single terms, an entire domain might not be accessible, thus requiring different approaches to circumvent the block [29] . Work in [30, 31, 32] propose a survey on different topics related to censorship, either on detection or possible countermeasures. Also, monitoring tools exist, to trace the diffusion of the phenomenon [33, 34] . Finally, emails or other communication channels different from social media might be affected by censorship [35] .
Conclusions
In this paper, we applied a text analysis technique based on snippet classification to unveil censored identities in texts. As a running scenario, we considered the Facebook pages of the major US newspapers, considering posts to news and their related comments. The approach outperforms baseline techniques such as choosing randomly from a set of possible candidates or picking up the most frequent name mentioned in the comments.
A limitation of the approach is given by the number of occurrences of the censored name that we need to find: in the experiments, we considered names 1) cited more than 100 times in the whole data collection, and 2) with at least 50 occurrences in the associated comments to the posts where the names appear. Also, the classifier performances moderately depend from the number of candidates names available. Among all the tested system configurations, we obtained the best results with a number of candidates to choose from equal to 10, and for names that occur at least 200 times in the whole collection.
Considering the average outcome of our classifier, in its best configuration, the accuracy of the system is largely above 50%, meaning that we were able to identify the correct name in more than half of the tested cases (choosing among 10 possible candidates). This is an encouraging result. Indeed, we considered very short snippets (similar to tweets): on the one hand, this demonstrates the capability to apply the same technique to microblogging platforms like Twitter; on the other hand, this leaves room for augmenting the performances, when considering longer texts (as an example for our scenario, the full version of the news, which is typically linked after the text of the post on the Facebook page).
Finally, it is worth noting that, due to its coverage, we considered Facebook as a relevant case study. However, our methodology is general enough to be applied to various data sources, provided there is a sufficient number of training examples. 
