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OPTIMAL ORTHOGONAL APPROXIMATIONS TO SYMMETRIC TENSORS
CANNOT ALWAYS BE CHOSEN SYMMETRIC
OSCAR MICKELIN AND SERTAC KARAMAN
Abstract. We study the problem of finding orthogonal low-rank approximations of symmetric tensors.
In the case of matrices, the approximation is a truncated singular value decomposition which is then
symmetric. Moreover, for rank-one approximations of tensors of any dimension, a classical result proven
by Banach in 1938 shows that the optimal approximation can always be chosen to be symmetric. In
contrast to these results, this article shows that the corresponding statement is no longer true for
orthogonal approximations of higher rank. Specifically, for any of the four common notions of tensor
orthogonality used in the literature, we show that optimal orthogonal approximations of rank greater
than one cannot always be chosen to be symmetric.
1. Introduction
Given a tensor T P Rn1ˆ...ˆnd or T P Cn1ˆ...ˆnd , it is a well-studied problem to search for a compressed
approximation of T . Representing the approximation using the canonical decomposition, computing a
low-rank (and therefore low-storage) approximation of the form
řr
k“1 σk
Âd
j“1 vkj is a classical problem
with great practical interest [16].
It is well-known that the optimal rank-r approximation problem in F “ R or F “ C
(1.1) inf
vkj
#
}T ´
rÿ
k“1
σk
dâ
j“1
vkj} : vkj P Fnj , σk P F
+
,
is in general ill-posed for r ą 1 since the set of tensors of rank at most r is not necessarily closed [7]. For
r “ 1, the rank-one approximation problem is well-posed [12], but in general NP-hard to solve for any
d ě 3 [14]. Nonetheless, in practical computations, suboptimal approximations are often good enough,
and a variety of methods exist to compute rank-r approximations for any r ě 1; we refer to the review
article by Kolda and Bader [16] for an overview of these methods and a longer discussion.
The nature of the approximation problem changes when imposing orthogonality conditions on the
vectors vkj . There are a number of natural notions of orthogonality of rank-one tensors in the literature,
and we recall their definitions in Section 2. When restricting the families vkj to be orthogonal under any
of these notions, the corresponding optimal orthogonal rank-r approximation problem in Equation (1.1)
has been shown to be well-posed for any r ě 1 [4, 27, 29].
In this article, we will consider the orthogonal approximation problem under the additional assumption
that T is a symmetric tensor. When T is symmetric, it is in many applications natural to look also for
symmetric approximations of T , for instance when attempting to recover a symmetric tensor corrupted
by noise in independent component analysis [5] or latent variable models [1, 20, 21]. In the matrix case
d “ 2, the truncated singular value decomposition shows that an optimal approximation can always be
chosen symmetric. Moreover, when r “ 1 and T is a symmetric tensor, a classical result proven by
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Banach in 1938 [2] and also rediscovered recently [34, 33, 8] shows that the optimizer of Equation (1.1)
can be chosen to be symmetric, i.e., vk1 “ vk2 “ . . . “ vkd, for all terms k. However, for r ą 1,
it is not known in general if an optimal orthogonal approximation to T can necessarily be chosen to
be symmetric. This is both of theoretical and practical interest, since a symmetric approximation has
fewer degrees of freedom and the optimization problem in Equation (1.1) can therefore typically be
accelerated and more easily analyzed. Furthermore, computations with symmetric tensors are known to
admit algorithms with beneficial stability properties and speed [26, 24]. This article shows that optimal
orthogonal approximations to symmetric tensors cannot be chosen symmetric, in general, for any of the
notions of orthogonality used in the literature.
1.1. Related work. Numerical algorithms for computing orthogonal approximations have received sub-
stantial attention in recent years. This has produced several classes of approximation algorithms for
general tensors as well as improved algorithms for special cases of tensors satisfying certain structural
assumptions. Nie and Wang [22] phrased the rank-one approximation problem as a semidefinite opti-
mization problem which can be solved for tensors of moderate size. Friedland and Wang [11] presented
an alternative way of computing the best rank-one approximation of a symmetric tensor, by finding the
fixed points of the associated polynomial map. For higher-rank orthogonal approximations, the litera-
ture has used non-linear optimization techniques to produce algorithms converging to local minima of
Equation (1.1). Chen and Saad [4] introduced a higher-order power method for computing completely
orthogonal approximations, with convergence guarantees to a local minimum. Sørensen et al. [27] con-
sidered alternating least-squares based algorithms for partially orthogonal approximations, and Wang,
Chu and Yu [29] presented a higher-order power method for the same purpose, also proving convergence
to a local minimum.
The convergence guarantees of the orthogonal approximation problem have been improved by imposing
structural assumptions on the tensors under consideration. An important special case that guarantees
also global convergence is when T is completely orthogonally decomposable, i.e., when T has an exact
orthogonal (but unknown) decomposition T “ řrk“1Âdj“1 vkj with vkj K vk1j for all k ‰ k1. Optimal
rank-r orthogonal decompositions for these tensors can be computed by successively computing the
optimal rank-one approximations, subtracting these from T and iterating, in a deflation procedure [31].
An optimal rank-one approximation of orthogonally decomposable tensors can be computed efficiently
by the tensor power iteration method [1] and each term corresponds to a singular vector of the original
tensor. This method has also been extended to nearly completely orthogonally decomposable tensors
[1, 20, 21].
Lastly, the results of this article are related to (but distinct from) Comon’s conjecture [6], which asks
if the rank and symmetric rank of a symmetric tensor coincide, i.e., if
(1.2) min
r
#
r : T “
rÿ
k“1
σk
dâ
j“1
vkj
+
“ min
r
$&
%r : T “
rÿ
k“1
σk vk b . . .b vkloooooomoooooon
d
,.
- ,
whenever T is a symmetric tensor. This conjecture has been proven to be true in many special cases
[32, 9], but is now known to not be true in general [25]. The setting of this article can be seen as an
extension of Comon’s conjecture to the case of orthogonal approximations of a tensor. This extension
differs from Comon’s conjecture in two ways. Firstly, we consider approximations in Equation (1.1), rather
than the exact decompositions in Equation (1.2). Secondly, we impose orthogonality constraints on the
terms vkj in Equation (1.1). This drastically changes the nature of the problem, since for instance the
approximation problem is ill-posed without orthogonality constraints and well-posed with orthogonality
constraints. The status of Comon’s conjecture therefore does not have any direct bearing on the extension
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we consider. Our results show that this extension is not true in general, for any of the common notions
of orthogonality of tensors considered in the literature.
1.2. Contributions. We treat a number of theoretical and practical questions concerning the optimal
orthogonal rank-r approximation problem for symmetric tensors. Our main contributions treat the
symmetry of orthogonal optimizers of Equation (1.1). We show that the optimizer of Equation (1.1)
cannot in general be chosen symmetric, for any of the notions of orthogonality that appear in the literature
(see Section 2 for a definition of these different notions). However, we show that the optimal completely
orthogonal rank-r approximation of a symmetric tensor T can be chosen to be symmetric when n1 “
. . . “ nd “ 2, and that a stronger condition than complete orthogonality results in symmetric optimizers.
We also show that the optimal partially orthogonal rank-r approximation can be chosen to have terms
that are separately symmetric under permutations of two disjoint partitions of the tensor dimensions
when n1 “ . . . “ nd “ 2. However, the optimizer cannot be taken symmetric in all tensor dimensions, in
general. We also prove a pair of results on the structure of symmetric orthogonal, strongly orthogonal
and partially orthogonal tensors, which may be of independent interest.
Along the way, we also present a number of additional ways in which the orthogonal approximation
problem differs from the matrix case, and rank-one approximation of general tensors. Firstly, we show that
the optimal completely orthogonal rank-r approximation of T cannot in general be computed by successive
deflations using the optimal rank-one approximations, for non-orthogonally decomposable tensors. This is
an analogue of a result in [28] to the setting of orthogonal decompositions. We also provide examples that
show that the terms in the optimal orthogonal rank-r approximation are not necessarily the tensor singular
vectors for r ě 2. Secondly, we provide examples of symmetric tensors T for which the optimal completely
orthogonal rank-2 approximation coincides with the optimal rank-3 approximation, but without being
equal to T . This is a situation that does not occur in the matrix case. We conclude by showing that
it is in general NP-hard to calculate the optimal orthogonal, strongly orthogonal, partially orthogonal,
and completely orthogonal rank-r approximations of a tensor (symmetric or not), for any r ě 1. This
result is known for r “ 1 [14], but the case r ą 1 has not appeared in the literature, to the best of our
knowledge.
The remainder of the article is structured as follows. Section 2 presents our notation, followed by
a few auxiliary results in section 3. Section 4 contains our main results on the existence of symmetric
optimal approximations. Lastly, section 4.5 concludes with a short result on NP-hardness of orthogonal
approximations for any r.
2. Notation and definitions
We will state our definitions and results in terms of a base field F, which we will exclusively take to
be either R or C. Scalars will therefore be taken from F and tensors from Fn1ˆ...ˆnd . In contrast to the
matrix case d “ 2, notions such as rank are dependent on the choice of base field, meaning that e.g., a
tensor with real-valued entries can have different ranks over R and C [16]. We choose to emphasize this
in our notation by including the subscript F wherever the result depends on the base field.
The kth standard basis vector will be denoted by ek. The Kronecker delta will be denoted by δk,k1 .
We will write the k-fold tensor power of a vector v P Fn by vbk :“ v b . . .b vlooooomooooon
k
. For tensors S and T in
Fn1ˆ...ˆnd , we define the Frobenius (or Hilbert-Schmidt) inner product and norm by
(2.1) xT, Sy :“
n1,...,ndÿ
i1,...,id“1
T pi1, . . . , idqSpi1, . . . , idq,
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and }T } :“ axT, T y. Given a tensor T in Fn1ˆ...ˆnd and a matrix A in Fmˆnk , we define the k-mode
contraction of T by A as a tensor T ˆk A P Fn1ˆ...ˆnk´1ˆmˆnk`1ˆ...ˆnd , with
(2.2) pT ˆk Aqpi1, . . . , idq “
nkÿ
jk“1
T pi1, . . . , ik´1, jk, ik`a, . . . , ikqApik, jkq.
In particular, when v P Fnk is a vector, we view the resulting tensor T ˆk v as an element of the space
Fn1ˆ...ˆnk´1ˆnk`1ˆ...ˆnd , by omitting the singleton dimension.
The group of all permutations on d elements will be denoted by Sd. A tensor T P Fnˆ...ˆn is called
symmetric if T pi1, . . . , idq “ T piϕp1q, . . . , iϕpdqq for all permutations ϕ P Sd, and we denote the set of all
symmetric tensors by SdpFnq.
The spectral norm of a tensor (also known as the injective norm; see e.g., [12]) is defined as
(2.3) }T }σ,F :“ sup
xk
!
|xT, x1 b . . .b xdy| : xk P Fnk , }xk} “ 1
)
.
The dual of the spectral norm is the tensor nuclear norm (also known as the projective norm [12]), defined
by
(2.4) }T }˚,F :“ inf
r,σk,vkj
#
rÿ
k“1
|σk| : T “
rÿ
k“1
σkvk1 b . . .b vkd, }vkj} “ 1, r P N
+
.
For a symmetric tensor T , both the spectral and nuclear norm of T are achieved for symmetric maximizers,
i.e., for x1 “ x2 “ . . . “ xd in Eq. (2.3) and vk1 “ vk2 “ . . . “ vkd in Eq. (2.4) [2, 10].
For tensors in dimensions d ě 2, we will use several different notions of orthogonality of two rank-one
tensors. The following definitions were introduced by Kolda [15]. Let x “ x1b. . .bxd and y “ y1b. . .byd
be two tensors of rank 1. We will say that x and y are
‚ orthogonal (x K y) if xx, yy “ xx1, y1y ¨ . . . ¨ xxd, ydy “ 0.
‚ strongly orthogonal (x Ks y) if x K y and if for each j “ 1, . . . , d, either xj K yj or xj “ µjyj for
some non-zero 0 ‰ µj P F.
‚ completely orthogonal (x Kc y) if xj K yj for all j “ 1, . . . , d.
It is clear that complete orthogonality implies strong orthogonality, which in turn implies orthogonality.
Let P Ď t1, . . . , du be a non-empty subset of tensor dimensions. We will also say that x and y are
P -partially orthogonal (x KP y) if xxj , yjy “ 0 for each j P P . The case when |P | “ 1 is also known as
semiorthogonality in the literature [27, 29].
Let now T be a given tensor. For each notion of orthogonality, we will be interested in a decomposition
of the form
(2.5) T “
rÿ
k“1
σivk1 b . . .b vkd.
A decomposition as in Equation (2.5) is called an orthogonal, strongly orthogonal, completely orthogonal
or partially orthogonal decomposition of T with rank at most r if for each pair k ‰ k1, the terms vk1 b
. . . b vkd and vk11 b . . . b vk1d are orthogonal, strongly orthogonal, completely orthogonal or partially
orthogonal, respectively. The set of all orthogonal, strongly orthogonal, completely orthogonal and
partially orthogonal decomposition tensors of rank at most r will be denoted by ON r,SON r, CON r,
PCON r,P , respectively. The dimensions of the tensors will be clear from the context and therefore omitted
from the notation. By a slight abuse of notation, we will write both T P ON r and tvkjuk,j P ON r and
likewise for SON r, CON r, and PCON r,P .
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Note that by fixing an orthogonal basis tvkjunjk“1 of Fnj for each j shows that strongly orthogonal
and orthogonal decompositions exist for any tensor, and for the matrix case d “ 2, the singular value
decomposition guarantees the existence of a completely orthogonal decomposition of any matrix M .
Importantly, however, for d ą 2, the existence of a completely orthogonal decomposition is a very special
property and is not guaranteed for all tensors T [15, 31].
3. Orthogonal tensor approximations
This section presents a few auxiliary results that are used in the remainder of the article. For a given
tensor T in Fn1ˆ...ˆnd , we consider the four problems of finding the optimal orthogonal, strongly orthog-
onal, completely orthogonal and P -partially orthogonal rank-r approximations Y “ řrk“1 σkÂdj“1 vkj
to T , i.e., of calculating
(3.1) min
vkj
#
}T ´
rÿ
k“1
σk
dâ
j“1
vkj} : tvkjuk,j P Ar, }vkj} “ 1
+
,
where Ar “ ON r, SON r, CON r or PCON r,P . For d “ 2 or for completely orthogonally decomposable
tensors, these three problems coincide, but they are in general distinct for tensors which are not completely
orthogonally decomposable in d ą 2. For the case of completely orthogonal tensors, Chen and Saad
showed in [4] that this problem is equivalent to
(3.2) max
vkj
#
rÿ
k“1
|xT,
dâ
j“1
vkjy|2 : tvkjuk,j P Ar, }vkj} “ 1
+
,
and the proof carries through also to the other notions of orthogonality. In stark contrast to the case
without any orthogonality assumptions on the vkj , the domain of the problem is compact, so the maximum
is in fact achieved and the problem is well-posed for any r ě 1, although the maximizer is not necessarily
unique (even for d “ 2).
For the discussion in this article, we will also frequently use the following alternative characterization
of Equation (3.2).
Proposition 3.1. For Ar “ ON r, SON r, CON r or PCON r,P , we have
max
vkj
#
rÿ
k“1
|xT,
dâ
j“1
vkjy|2 : tvkjuk,j P Ar, }vkj} “ 1
+
“
´
max
Y
t|xT, Y y| : Y P Ar, }Y } ď 1u
¯2
.
(3.3)
Moreover, if Y “ řrk“1 σkÂdj“1 vkj with }vkj} “ 1 is a maximizer of the right hand side of Equa-
tion (3.3), then vkj is a maximizer of Equation (3.2) and vice versa.
Proof. Let Y “ řrk“1 σkÂdj“1 vkj be a (strongly, completely, partially) orthogonal decomposition of Y
with
řr
k“1|σk|
2 ď 1, and }vkj} “ 1. Cauchy-Schwarz gives
(3.4) |xT, Y y| ď
rÿ
k“1
|σkxT,
dâ
j“1
vkjy| ď
gffe rÿ
k“1
|xT,
dâ
j“1
vkjy|2,
and equality is achieved when the σk are proportional to xT,
Âd
j“1 vkjy. 
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The expressions
(3.5) max
Y
t|xT, Y y| : Y P Ar, }Y } ď 1u
clearly define four different norms, which we will denote by }T }ONr,F, }T }SONr ,F, }T }CONr,F, and
}T }PCONr,P ,F, respectively. For r “ 1, all four expressions coincide with the spectral tensor norm
}T }σ,F. For a tensor T with real-valued entries, it is known that the value of the spectral norm depends
on if the tensor is seen as having base field R or C, i.e., }T }σ,R ‰ }T }σ,C in general. The analogous
statements }T }ONr ,R ‰ }T }ONr,C, }T }SONr ,R ‰ }T }SONr,C, }T }CONr ,R ‰ }T }CONr ,C, }T }PCONr,P ,R ‰
}T }PCONr,P ,C, in general, are also true for any r ě 1, in light of Proposition 4.14 below.
For the sake of completeness, we note the following result, which is an analogue of a result for the case
r “ 1 presented in [18].
Proposition 3.2. For Ar “ ON r, SON r, CON r or PCON r,P and any T in Fn1ˆ...ˆnd , the following
inequalities hold
}T }σ,F “ }T }A1,F ď }T }A2,F ď . . . ď }T } ď . . . ď }T }˚A1,F “ }T }˚,F,(3.6)
}T }CONr ,F ď }T }SONr ,F ď }T }ONr,F.(3.7)
Moreover, the dual norm }T }˚Ar,F can be characterized as
(3.8) }T }˚Ar,F “ infN,vk
#
Nÿ
k“1
}vk} : T “
Nÿ
k“1
vk, vk P Ar
+
,
and for Y in Ar with corresponding (strongly, completely, partially) orthogonal decomposition Y “řr
k“1 σk
Âd
j“1 vkj where }vkj} “ 1, it holds that }Y }Ar ,F “ }Y }˚Ar,F “ }Y } “
ařr
k“1 σ
2
k.
Proof. The statements }T }Ak,F ď }T }Ak`1,F are clear by definition. To show that }T }Ak,F ď }T }, note
that |xT, Y y| ď }T } for }Y } ď 1, using Cauchy-Schwarz. The remaining inequalities follow by duality and
the fact that } ¨ } is self-dual. The second set of inequalities is clear from their definitions.
The remaining statements can be proven by exactly the same argument as in the case r “ 1 in [18,
Lemma 21]. 
4. Symmetric approximations to symmetric tensors
This section contains our main results. For the remainder of the section, we let T be a symmetric tensor
in SdpFnq. The following theorem was proven by Banach [2] and also rediscovered recently [34, 33, 8]. It
shows that the optimal rank-one approximation of T can in this case be chosen symmetric.
Theorem 4.1 ([2]). If T P SdpFnq is symmetric, then
(4.1) max
}xk}ď1
|xT, x1 b . . .b xdy| “ max}x}ď1|xT, x
bdy|
The remainder of the article is devoted to exploring extensions of this result to r ě 1, while imposing
one of our four different notions of orthogonality. Somewhat surprisingly and in contrast to the matrix
case d “ 2, none of the notions of orthogonality result in the existence of symmetric global maximizers,
in general. An overview of the results is provided in Table 1.
The proofs of these statements are given in section 4.3. These will require a few results on the structure
of symmetric tensors under orthogonality constraints, given in section 4.1, as well as a semidefinite
programming formulation of the orthogonal approximation problem, provided in section 4.2. In addition,
section 4.4 contains some further examples of how orthogonal approximations in the general tensor case
differ from the matrix case, and section 4.5 concludes by showing that the approximation problem is in
general NP-hard, for any r ě 1.
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Table 1. Summary of results in Section 4.
Orthogonality Can optimal approximations always be chosen symmetric?
ON r In general, no (Thm. 4.13)
SON r In general, no (Thm. 4.12, Thm. 4.13)
CON r Yes for n “ 2 (Thm. 4.8), no for n ą 2 (Thm. 4.7)
PCON r,P
In general, no (Thm. 4.13).
Separate symmetry of dimensions in P for n “ 2 (Thm. 4.9)
Symmetry of tensor dimensions in t1, . . . , du r P (Thm. 4.10)
4.1. Symmetric tensors under orthogonality constraints. This section contains a number of struc-
tural results that are used to prove the main results in Table 1. We would first like to point out the
following distinction between symmetric tensors and symmetric decompositions of a tensor. For a tensor
Y P Ar, one could ask for two seemingly different notions of symmetry: (i) for Y to be symmetric with
rank no more than r, or (ii) for the seemingly stronger condition that Y has a symmetric decomposition
of the form Y “ řrk“1 σkvbdk . Without imposing any orthogonality conditions, the question of whether or
not the sets in (i) and (ii) are equal is known in the literature as Comon’s conjecture [6], which has been
proven in many special cases [32, 9], but is now known to not be true in general [25]. For Y P CON r, these
two notions are however equivalent, because the terms in a rank decomposition of an orthogonally de-
composable tensor can be uniquely computed by successively computing the optimal rank-one deflations
[31], i.e., by recursively defining Y0 “ 0, σi “ xY, Yiy and
(4.2) Yi`1 :“ yi`1,1 b . . .b yi`1,d “ argmax
}yj}ď1
|xY ´
iÿ
k“1
σkYk, y1 b . . .b ydy|.
By Theorem 4.1 and the uniqueness of rank´1 approximations, when Y is symmetric, each Yi is symmetric
as well, i.e., Yi “ vbdi . We now show that this statement also holds for symmetric tensors in PCON r,P ,
for any non-empty subset P Ď t1, . . . , du, i.e., when imposing partial orthogonality, the resulting analogue
of Comon’s conjecture is true. We will need the following result:
Lemma 4.2. For a symmetric tensor T P SdpFnq and any vector v P Fn
(1) T ˆj v P Sd´1pFnq is a symmetric tensor for any index j.
(2) T ˆj v “ T ˆk v for any indices 1 ď j, k ď d.
Proof. For the first statement, let ϕ P Sd´1 be any permutation on d´ 1 elements. We have
pT ˆj vqpiϕp1q, . . . , iϕpj´1q, iϕpj`1q, . . . , iϕpdqq “
“
nÿ
ij“1
T piϕp1q, . . . , ij, . . . , iϕpdqqvij
“
nÿ
ij“1
T pi1, . . . , idqvij “ pT ˆj vqpi1, . . . , ij´1, ij`1, . . . , idq,
(4.3)
where the second equality comes from T being a symmetric tensor.
For the second statement, let ϕ P Sd be the permutation of p1, . . . , dq that swaps j and k and leaves
the other indices unchanged. We can assume j ď k for notational purposes, since the complementary
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case follows by relabeling k Ø j. The symmetry of T implies that
pT ˆj vqpi1, . . . , ij´1,ij`1, . . . , idq “
nÿ
ij“1
T pi1, . . . , idqvij
“
nÿ
ij“1
T piϕp1q, . . . , iϕpdqqvij
“ pT ˆk vqpi1, . . . , ij´1, ik, ij`1, . . . , ik´1, ik`1, . . . , idq
“ pT ˆk vqpi1, . . . , ij´1, ij`1, . . . , idq,
(4.4)
where the second equality follows from the symmetry of T and the last equality by the first statement of
the Lemma. 
We next prove the first main result of this section, on the structure of symmetric and partially orthog-
onal tensors.
Proposition 4.3. Take d ě 3 and vkj vectors with }vkj} “ 1. Let T P SdpFnq be a symmetric tensor with
decomposition T “ řrk“1 σkÂdj“1 vkj . Assume that there is an index 1 ď j˚ ď d such that vkj˚ K vk1j˚
for all k ‰ k1. If r is the minimal integer for which such a decomposition exists, then vkj “ vk1 up to
multiplication by a complex phase factor, for all 1 ď j ď d and 1 ď k ď r.
Moreover, if there are two distinct indices 1 ď j˚, j˚˚ ď d with vkj˚ K vk1j˚ and also vkj˚˚ K vk1j˚˚
for all k ‰ k1, then any such decomposition has minimal r, which also equals the rank of T .
Proof. By permuting the tensor dimensions if necessary, we can without loss of generality assume that
j˚ “ 1. For any i, T ˆ1 vi1 “ σibdj“2 vij is symmetric by Lemma 4.2, so vij “ vi2 up to multiplication by
a complex phase factor, for each j ě 2, i.e., T “ řrk“1 σkvk1 b vbd´1k2 after absorbing the complex phase
factors into σk.
We next prove that vi1 “ vi2 up to a complex phase factor. By Lemma 4.2, we have
(4.5) T ˆ1 vi1 “ σivbd´1i2 “ T ˆ2 vi1 “
rÿ
k“1
σkpvi1 ¨ vk2qvk1 b vbd´2k2 .
For any j, acting with vj1 on the first tensor dimension on both sides of this equation, we obtain
σipvj1 ¨ vi2qvbd´2i2 “ σjpvi1 ¨ vj2qvbd´2j2 . This implies that, for each j, either (i) vi2 “ vj2 up to a
complex phase factor, or (ii) vj1 K vi2 and vi1 K vj2.
If the first case holds, i.e., if for some j ‰ i and complex λ, vi2 “ λvj2, then
(4.6) σivi1 b vd´1i2 ` σjvj1 b vd´1j2 “ pσiλd´1vi1 ` σjvj1q b vbd´1j2 ,
so T “ pσiλd´1vi1 ` σjvj1q b vbd´1j2 `
řr
k‰i,j σkvk1 b vbd´1k2 is a strictly shorter decomposition of T with
orthogonality in the first tensor dimension, which contradicts the minimality of r.
We have therefore shown that vi1 K vj2 and vj1 K vi2 for all j ‰ i. This implies that T ˆ1 vi1 “
σiv
bd´1
i2 “ T ˆ2 vi1 “ σipvi1 ¨ vi2qvi1 b vbd´2i2 . The left hand side shows that vi1 ¨ vi2 ‰ 0, so vi1 “ vi2
up to a complex phase factor. Since i was arbitrary, this concludes the proof of the first statement, after
absorbing the complex phase factor into σi.
For the second statement, we can assume j˚ “ 1, j˚˚ “ 2 by permuting the tensor dimensions,
if necessary. Let M be the first unfolding matrix of T defined by M
`
i1, pi2 . . . idq
˘ “ T pi1 . . . idq with
pi2 . . . idq written as one long index. M then has the decompositionM “
řr
k“1 vk1buk with ukpi2 . . . idq “śd
j“2 vkjpijq, so rankpMq ď r. Now, vk1 K vk11 for k ‰ k1 and uk K uk1 , since vk2 K vk12. It follows that
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r “ rankpMq. Since r ě rankpT q ě rankpMq “ r, we conclude that r “ rankpT q and we showed the
second statement. 
We can extend the previous result also to the following setting.
Corollary 4.4. Take d ě 3 and vkj vectors with }vkj} “ 1. Let T P SdpFnq be a symmetric tensor with
decomposition T “ řrk“1 σkÂdj“1 vkj where there is an index 1 ď j˚ ď d so that the vectors tvkj˚urk“1
are linearly independent. If r is the minimal integer for which such a decomposition exists, then vkj “ vk1
up to multiplication by a complex phase factor, for all 1 ď j ď d and 1 ď k ď r.
Proof. Since the vectors tvkj˚urk“1 are linearly independent, there is an invertible matrix A mapping each
vkj˚ to ek. The tensor S “ Tˆ1Aˆ2 . . .ˆdA is symmetric and can be written as S “
řr
k“1 σk
Âd
j“1 Avkj .
S is therefore in PCON r,tj˚u. Moreover, if there is an s ă r such that S “
řs
k“1 λk
Âd
j“1 wkj with the
vectors twkj˚usk“1 mutually orthogonal, then the vectors tA´1wkj˚usk“1 are linearly independent, and
T “ S ˆ1 A´1 ˆ2 . . .ˆd A´1 “
řs
k“1 λk
Âd
j“1A
´1wkj , which contradicts the minimality of r. Applying
Theorem 4.3 now shows that Avkj “ Avk1, for all k and j, so also vkj “ vk1. 
In the case d “ 2, the first statement in Proposition 4.3 is no longer true, as shown by the decomposition“
1 1
1 0
‰ “ “ 1
1
‰b“ 1
0
‰`“ 1
0
‰b“ 0
1
‰
, which has minimal length since the matrix has rank 2 and has orthogonality
in the second tensor dimension.
The corresponding statement of Proposition 4.3 for tensors T P SON r or ON r is however not true.
We must therefore in general distinguish between symmetric approximations and approximations with
symmetric decompositions. In fact, we will use the following two characterizations of symmetric tensors
in ON r and SON r for r “ 2 and r “ 3, respectively.
Theorem 4.5. For any n and d, we have
ON 2 X SdpFnq “ SON 2 X SdpFnq “ CON 2 X SdpFnq
“ tσ1vbd1 ` σ2vbd2 : σ1, σ2 P F, v1, v2 P Fn, v1 K v2u.
(4.7)
Proof. Take first any T P ON 2XSdpFnq with orthogonal decomposition T “ σ1
Âd
j“1 v1j `σ2
Âd
j“1 v2j .
By possibly permuting the tensor dimensions, we can without loss of generality assume that v11 K v21,
so the conclusion follows from Proposition 4.3. The same argument applies to SON 2 and CON 2. 
Theorem 4.6. For any n and any d ą 3, we have
SON 3 X SdpFnq “ CON 3 X SdpFnq
“
!
σ1v
bd
1
` σ2vbd2 ` σ3vbd3 : σk P F, vk P Fn, xvk, vk1y “ δk,k1
)
,
(4.8)
and for d “ 3
SON 3 X S3pFnq “
!
σ1v
bd
1
` σ2vbd2 ` σ3vbd3 : σk P F, vk P Fn, xvk, vk1y “ δk,k1
)
Y
!
σ pv b w b w ` w b v b w ` w b w b vq : σ P F, v, w P Fn, v K w, }v} “ }w} “ 1
)
.
(4.9)
Proof. The proof exhaustively considers the possible cases, and we treat the cases d “ 3 and d ą 3
simultaneously. For any d ě 3, write T P SON 3 X SdpFnq as
(4.10) T “ σ1
dâ
j“1
w1j ` σ2
dâ
j“1
w2j ` σ3
dâ
j“1
w3j .
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If there is some index j˚ such that the three vectors w1j˚ , w2j˚ , w3j˚ are mutually orthogonal, then
T P PCON 3 X SdpFnq, so T “ σ1wbd1j˚ ` σ1wbd3j˚ ` σ3wbd3j˚ with xwkj˚ , wk1j˚y “ δk,k1 , by Theorem 4.3.
We proceed by considering the case when there is no such index j˚. In the following, we will make
repeated use of the fact that strong orthogonality then implies that, for any fixed index j, there will be
two distinct indices k and k1 such that wkj “ wk1j . Since the term
Âd
j“1 w1j is orthogonal to the termÂd
j“1 w3j , there will be some index j such that w1j K w3j . By possibly permuting the dimensions, which
does not affect the symmetry of T , we can assume that w11 K w31. Because of strong orthogonality, it
must be the case that either w21 “ w11 or w21 “ w31 up to complex phase factors. By possibly reordering
the first and third terms in the definition of T , we can assume that w21 “ w11, after absorbing a phase
factor into σ2.
Again, since the term
Âd
j“1 w1j is orthogonal to the term
Âd
j“1 w2j , there will be some index j such
that w1j K w2j . This cannot happen for the first tensor dimension, since w21 “ w11. By possibly
permuting the tensor dimensions, we can assume that this occurs in the second tensor dimension, i.e.,
w22 K w12. By strong orthogonality, we then have either w32 “ w12 or w32 “ w22 up to complex phase
factors. After potentially reordering the first two terms in Equation (4.10) and absorbing a complex
phase factor, we have w32 “ w22. Note that this reordering does not change the assumptions in the first
tensor dimension, i.e., that w21 “ w11 K w31. Summarizing the steps so far, this means that we can write
(4.11) T “ σ1ab
dâ
j“2
w1j ` σ2ab ub
dâ
j“3
w2j ` σ3w31 b ub
dâ
j“3
w3j ,
for some a, u, where a K w31 and u K w12. By Lemma 4.2, it follows that T ˆ1 w31 “ σ3u b
Âd
j“3 w3j
is symmetric so w3j “ u for j ě 2 after absorbing a phase factor into σ3. Likewise, T ˆ2 w12 “
σ1ab
Âd
j“3 w1j is symmetric so w11 “ w1j “ a for all j ě 3. T is therefore of the form
(4.12) T “ σ1ab w12 b ad´2 ` σ2ab ub
dâ
j“3
w2j ` σ3w31 b ubd´1,
where a K w31 and u K w12. In the third tensor dimension, it is by assumption not the case that
u,w23, and a are all mutually orthogonal. By strong orthogonality, it must then be the case that either
u “ w23 K a, u K w23 “ a, u “ a K w23 or u “ a “ w23. We study these four cases in turn.
Case 1: u “ w23 K a. We have T ˆ3 a “ σ1a b w12 b abd´3 symmetric, so w12 “ a after absorbing
complex phase factors. This means that T ˆ3 a “ σ1abd´1 “ T ˆ1 a “ σ1abd´1 ` σ2ub u b
Âd
j“4 w2j .
The second term in Equation (4.12) is then zero, so T P SON 2 X SdpFnq and T “ σ1vbd1 ` σ2vbd2 by
Theorem 4.5.
Case 2: u K w23 “ a. We have Tˆ3u “ σ3w31bubd´1 “ Tˆ2u “ σ3w31bubd´1`σ2abab
Âd
j“3 w2j .
The second term in Equation (4.12) is then zero, so T P SON 2 X SdpFnq and T “ σ1vbd1 ` σ2vbd2 by
Theorem 4.5.
Case 3: u “ a K w23. Assume firstly that w12 and w31 are not parallel. We then claim that the set
w12, a, w31 is linearly independent. To see this, assume that 0 “ λ1w12 ` λ2a ` λ3w31. Acting on this
equation with a implies that 0 “ λ2, so 0 “ λ1w12 ` λ3w31 and λ1 “ λ2 “ 0, since w12 and w31 are
not parallel. By the Hahn-Banach theorem, it then follows that there is some vector v P Fn such that
a ¨ v “ 0 “ w31 ¨ v and w12 ¨ v ‰ 0. This gives T ˆ1 v “ 0 “ T ˆ2 v “ σ1pw12 ¨ vqabd´1. The first term in
Equation (4.12) is then zero, so T P SON 2 X SdpFnq and T “ σ1vbd1 ` σ2vbd2 by Theorem 4.5.
Next, if w12 and w31 are parallel, then w12 “ w31 after absorbing a complex phase factor. This gives
T ˆ1 w31 “ σ3abd´1 “ T ˆ3 w31 “ σ2pw31 ¨ w23qa b a b
Âd
j“4 w2j . If now w31 ¨ w23 “ 0, then it
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follows that σ3a
bd´1 “ 0, so the third term in Equation (4.12) is then zero, T P SON 2 X SdpFnq and
T “ σ1vbd1 ` σ2vbd2 by Theorem 4.5. If w31 ¨ w23 ‰ 0, then symmetry of T ˆ3 w31 implies that w2j “ a
for j ě 4 after absorbing complex phase factors. T is then of the form
(4.13) T “ σ1ab w12 b abd´2 ` σ2ab ab w23 b abd´3 ` σ3w12 b abd´1,
where a K w12 and a K w23. Now, if w12 and w23 are not parallel, then the set w12, a, w23 is linearly
independent. To see this, assume that 0 “ λ1w12 ` λ2a` λ3w23. Acting on this equation with a implies
that 0 “ λ2, so 0 “ λ1w12 ` λ3w23 and λ1 “ λ2 “ 0, since w12 and w23 are not parallel. By the Hahn-
Banach theorem, it follows that there is some vector v P Fn such that a ¨ v “ 0 “ w12 ¨ v and w23 ¨ v ‰ 0.
This gives T ˆ1 v “ 0 “ T ˆ3 v “ σabd´1, so T “ 0, which is a contradiction.
The only remaining case is w12 “ w23, meaning that T can be written as
(4.14) T “ σ1ab w12 b abd´2 ` σ2ab ab w12 b abd´3 ` σ3w12 b abd´1,
where w12 K a. For d “ 3, symmetry implies that σ1 “ σ2 “ σ3, so T is in the second set in Equation (4.9).
For d ě 4, we have T ˆ1 w12 “ σ3abd´1 “ T ˆ4 w12 “ 0, so T “ 0, which is a contradiction.
Case 4: u “ a “ w23. We have T ˆ1 w31 “ σ3abd´1 “ T ˆ3 w31 “ 0, so T “ 0.
This exhausts all the cases and concludes the proof. 
For tensors T that are not completely orthogonally decomposable, we will provide examples in Sec-
tion 4.4 that the optimal completely orthogonal rank-r approximation cannot in general be computed by
successive rank-one deflations, even when explicitly imposing orthogonality constraints. In detail, if we
recursively define T0 “ 0, σi “ xT, Tiy and
(4.15) Ti`1 “ vi`1,1 b . . .b vi`1,d “ argmax
}yj}ď1,yjKvkj
|xT ´
iÿ
k“1
σkTk, y1 b . . .b ydy|,
then we will produce tensors T with
(4.16) |xT,
řr
k“1 Tk
}řrk“1 Tk}y| ă maxY PCONr}Y }ď1 |xT, Y y|.
Consequently, existence of a symmetric rank decomposition does not follow as in the completely orthog-
onally decomposable case. In fact, the results in Table 1 show that the optimal orthogonal, strongly
orthogonal and completely orthogonal rank-r approximations of a symmetric tensor T cannot in general
be chosen symmetric.
4.2. Semidefinite programming formulation for symmetric completely orthogonal approx-
imations. This section prepares for the proofs of the results in Table 1. The proofs make use of a
standard semidefinite programming formulation for the symmetric approximations in Equation (3.3) in
combination with analytical calculations. The semidefinite formulation for the case r “ 1 is treated
by Nie and Wang [22] and a comprehensive introduction to polynomial optimization using semidefinite
relaxations can be found in a recent monograph [3]. We distinguish the cases of odd and even dimension
d.
4.2.1. Odd dimension d. Let x “ px1, . . . , xdq and define the polynomial
(4.17) ppxq “
nÿ
i1,...,id“1
T pi1, . . . , idqxi1 . . . xid .
12 OSCAR MICKELIN AND SERTAC KARAMAN
Write xk “ pxk1, . . . , xkdq for each term k “ 1, . . . , r in the completely orthogonal approximation. Since
the dimension d is odd, we have pp´xkq “ ´ppxkq, so we can drop the absolute value signs in Equa-
tion (3.3), which then is equivalent to the polynomial optimization problem
(4.18)
max
rÿ
k“1
ppxkq
s.t. xxk, xk1y “ 0, for k ‰ k1
rÿ
k“1
}xk}2d ď 1.
A standard moment-based relaxation of this problem can be solved using e.g., the existing tools Glop-
tiPoly3 [13] and YALMIP [19] in MATLAB. A global maximum is found by introducing a basis of
monomials of the variables x11, . . . , x1d, . . . , xrd, which is then relaxed to a (convex) semi-definite opti-
mization problem of a specified degree. The global maximizer of the relaxed problem can be found using
interior point methods, which guarantees an upper bound to Equation (4.18). Moreover, the relaxation is
guaranteed to be tight provided the relaxation degree is sufficiently large, and typically only a low degree
is required. A global maximizer of Equation (4.18) can be automatically extracted from the optimizer
of the relaxed problem in GloptiPoly3. The relaxed problem is often of great size, and the large-scale
semidefinite solver SDPNAL+ [30] was used in our computations.
4.2.2. Even dimension d. For even d, ppxq “ pp´xq and the optimal completely orthogonal rank-r ap-
proximation of T in Equation (3.3) equals
řr
k“1 tkppxpkqq, where tk P t´1, 1u. We then consider the
polynomial optimization problem
(4.19)
max
rÿ
k“1
tkppxkq
s.t. xxk, xk1y “ 0, for k ‰ k1
rÿ
k“1
}xk}2d ď 1
´1 ď tk ď 1.
The optimal solution clearly has tk P t´1,`1u. Just as in the case of odd dimension, these problems can
be solved using a moment-based relaxation.
4.3. Main results. This section contains the proofs of the results in Table 1. We provide examples
of where none of the optimal orthogonal rank-r approximations of a symmetric tensor T can be chosen
symmetric. In the case of completely orthogonal approximations, we also give some stronger conditions
which do result in the existence of symmetric optimizers.
4.3.1. CON r and PCON r,P approximations. We first consider the cases CON r and PCON r,P , and first
show that the optimal rank-r approximation to a symmetric tensor cannot in general be chosen symmetric.
In fact, we show that this occurs for a wide class of tensors.
Theorem 4.7. Let x1, x2, x3 be three mutually orthonormal vectors in R
3. Define the symmetric tensor
T P S3pR3q by
(4.20) T “ 1
6
ÿ
σPS3
xσp1q b xσp2q b xσp3q.
There is then no optimal rank-3 completely orthogonal approximation of T that is symmetric.
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Proof. Since x1, x2, x3 are mutually orthogonal, we can without loss of generality perform a change of basis
to assume x1 “ e1, x2 “ e2, x3 “ e3. When the same change of basis is applied to a completely orthogonal
approximation of T , this does not change the fact that the approximation is completely orthogonal. The
optimal symmetric and completely orthogonal approximation Ys of T “ 16
ř
σPS3 eσp1q b eσp2q b eσp3q can
be found by the procedure in Sec. 4.2. This results in
(4.21) Ys “ 4
27
`
yb3
1
` yb3
2
` yb3
3
˘
,
where y1 “ 13 r´2,´2, 1sT , y1 “ 13 r´2, 1,´2sT , y1 “ 13 r1,´2,´2sT to within machine precision. The
resulting approximation error is
(4.22)
}T ´ Ys}
}T } “ 0.7778.
However, the completely orthogonal (but not symmetric) tensor Yns defined by
(4.23) Yns “ 1
6
pe1 b e2 b e3 ` e2 b e3 b e1 ` e3 b e1 b e2q
has approximation error
(4.24)
}T ´ Yns}
}T } “ 0.7071,
which concludes the proof. 
In contrast to the above result, we next prove that in the case n “ 2, the optimal completely orthogonal
approximation can always be taken symmetric. For n “ 2, r is either 1 or 2. The case r “ 1 is exactly
Theorem 4.1, and we next show the case r “ 2.
Theorem 4.8. If T P SdpF2q is symmetric and n “ r “ 2, then the optimal completely orthogonal rank-2
approximation of T can be chosen symmetric. i.e.
max
Y
t|xT, Y y| : Y P CON 2, }Y } ď 1u
“ max
v,w,σk
 
|xT, σ1vbd ` σ2wbdy| : v K w, }v} “ }w} “ 1, σ21 ` σ22 “ 1
(
.
(4.25)
Proof. Let R “ “ 0 ´1
1 0
‰
. For r “ n “ 2, Equation (3.3) is equivalent to the maximization problem
max
µk,vj
 
|µ1xT, v1 b . . .b vdy ` µ2xT,Rv1 b . . .bRvdy| : µ21 ` µ22 ď 1, }vk}“1
(
“ max
µk,vj
 
|xµ1T ` µ2T ˆ1 RT ˆ2 . . .ˆd RT, v1 b . . .b vdy| : µ21 ` µ22 ď 1, }vk} “ 1
(
.
(4.26)
For any µ1, µ2, the tensor µ1T ` µ2T ˆ1 RT ˆ2 . . . ˆd RT is a sum of two symmetric tensors, and
hence symmetric. By Theorem 4.1, the maximizer of Equation (4.26) can be chosen symmetric i.e.,
v1 b . . . b vd “ vbd. This implies that both terms in the completely orthogonal approximation are
symmetric. 
Next, we extend this theorem also to partially orthogonal approximations. Note that if T P SdpFnq
is symmetric and Y P PCON r,P , then xT, Y y “ xT, Yσy, where Yσpi1, . . . , idq “ Y piσp1q, . . . , iσpdqq. It
follows that approximations in PCON r,P and PCON r,t1,...,|P |u result in the same approximation errors
to symmetric tensors. We will therefore in this section identify PCON r,P and PCON r,t1,...,|P |u without
further comment.
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Theorem 4.9. If T P SdpF2q is symmetric, n “ r “ 2, and P Ď t1, . . . , du, then the optimal completely
orthogonal rank-2 approximation of T has symmetric terms in each of the two disjoint index sets P and
t1, . . . , dur P , i.e.
max
Y
t|xT, Y y| : Y P PCON 2,P , }Y } ď 1u
“ max
vk,σk
#
|xT,
2ÿ
k“1
σkw
b|P |
k b vbd´|P |k y| : xwk, wk1y “ δk,k1 ,
2ÿ
k“1
σ2k “ 1
+
,
(4.27)
Proof. Let R “ “ 0 ´1
1 0
‰
, and let Y “ ř2k“1 σkÂdj“1 wkj be a maximizer of Equation (3.3). We first fix the
terms
Âd
j“|P |`1 wkj , for k “ 1, 2. For r “ n “ 2, the terms
Â|P |
j“1 wkj are maximizers of the expression
max
}vj}“1
 
|σ1xT, v1 b . . .b v|P | b w1,|P |`1 b . . .b w1dy
` σ2xT,Rv1 b . . .bRv|P | b w1,|P |`1 b . . .b w1dy|
(
“ max
}vj}“1
 
|xσ1T ˆ|P |`1 w1,|P |`1 . . .ˆd w1d
` σ2T ˆ1 RT ˆ2 . . .ˆ|P | RT ˆ|P |`1 w1,|P |`1 . . .ˆd w1d, v1 b . . .b vdy|
(
.
(4.28)
For any σ1, σ2 and vectors w1,|P |`1 . . .ˆd w1d, the tensor σ1T ˆ|P |`1 w1,|P |`1 . . .ˆd w1d ` σ2T ˆ1 RT ˆ2
. . . ˆ|P | RT ˆ|P |`1 w2,|P |`1 . . . ˆd w2d is a sum of two symmetric tensors, and hence symmetric. By
Theorem 4.1, the maximizer of Equation (4.28) can be chosen symmetric i.e., we can replace
Â|P |
j“1 w1j
by a symmetric maximizer v1b . . .b vd “ vbd, with also
Â|P |
j“1 w2j replaced by the symmetric maximizer
pRvqbd.
Fixing the terms vbd and pRvqbd, the first termÂdj“|P |`1 w1j is a maximizer of
max
uj
 
|σ1xT, v b . . .b v b u|P |`1 b . . .b udy| : }uj}“1
(
“ max
uj
 
|xσ1T ˆ1 v . . .ˆ|P | v, u|P | b . . .b udy| : }uj} “ 1
(
.
(4.29)
Since the tensor σ1T ˆ1 v . . . ˆ|P | v is symmetric,
Âd
j“|P |`1 wkj can be replaced by a symmetric
maximizer wbd
1
. In the same way, the second term
Âd
j“|P |`1 w2j can be replaced by a symmetric term
wbd
2
. 
In the same way as the second part of Theorem 4.9, we can show the following.
Theorem 4.10. If T P SdpFnq is symmetric, and P Ď t1, . . . , du, then the optimal partially orthogonal
rank-r approximation of T can be partitioned into two disjoint index sets, one of which has symmetric
terms, i.e.
max
Y
t|xT, Y y| : Y P PCON r,P , }Y } ď 1u
“ max
vk,σk
#
|xT,
rÿ
k“1
σk
|P |â
j“1
wkj b vbd´|P |k y| : xwk, wk1y “ δk,k1 ,
rÿ
k“1
σ2k “ 1
+
.
(4.30)
We lastly show that imposing a stronger condition than complete orthogonality results in the existence
of symmetric optimizers. Given r tensors v11b . . .b v1d, . . . , vr1b . . .b vrd, we study approximations vkj
under the condition that
(4.31) xvkj , vk1j1y “ 0, for all k ‰ k1 and all 1 ď j, j1 ď d.
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Note that this condition does not vacuously imply vkj “ vkj1 for all k, j, j1 if rd ď n. However, we now
show that the optimal approximation to a symmetric tensor T can be chosen to have vkj “ vkj1 .
Theorem 4.11. If T P SdpFnq is symmetric and r ď n, then the optimal rank-r approximation σ1v11 b
. . .b v1d ` . . .` σrvr1b . . .b vrd obeying the condition in Equation (4.31) can be chosen symmetric, i.e.,
of the form σ1v
bd
1
` . . .` σrvbdr .
Proof. Fix a maximizer twkju of Equation (3.3) obeying Equation (4.31). Write Vk “ span pwk1, . . . , wkdq.
It follows that Vk K Vk1 for any k ‰ k1. Write Pk as the matrix for the projection onto Vk. Consider the
maximization problem
(4.32) max
vkj
#
rÿ
k“1
|xT ˆ1 PTk ˆ2 . . .ˆd PTk ,
dâ
j“1
vkjy|2 : }vkj} “ 1
+
where no orthogonality conditions are explicitly imposed. Given any maximizer tvkju of Equation (4.32),
it is clear that the tensors P1v11 b . . . b P1v1d, . . . , Prvr1 b . . . b Prvrd satisfy Equation (4.31) withřr
k“1|xT ˆ1 PTk ˆ2 . . .ˆd PTk ,
Âd
j“1 vkjy|2 “
řr
k“1|xT
Âd
j“1 Pkvkjy|2. The maximum of Equation (4.32)
is therefore no greater than the maximum of Equation (3.2). Plugging in the tensors twkju into Equa-
tion (4.32) shows that these maxima in fact coincide. Since each tensor Tˆ1PTk ˆ2 . . .ˆdPTk is symmetric,
Theorem 4.1 now shows that for any k, the term
Âd
j“1 vkj in Equation (4.32) can be chosen symmetric,
which concludes the proof. 
4.3.2. ON r and SON r approximations. This section provides examples that show that optimal orthogo-
nal and strongly orthogonal approximations of symmetric tensors cannot be chosen symmetric, in general.
Not only does there not exist a decomposition of the optimal approximation with each term symmetric,
but the approximation as a whole can in general not be taken symmetric (cf. the discussion following
Theorem 4.1). We provide two examples: one with r ď n and one with r ą n.
Theorem 4.12. The tensor T P S3pFnq defined by
(4.33) T “
ˆ
0 1 1 0
1 0 0 2
˙
has no optimal strongly orthogonal rank-3 approximation that is symmetric.
Proof. We will produce a strongly orthogonal tensor with lower approximation error than the optimal
symmetric strongly orthogonal approximation. We first consider symmetric strongly orthogonal approx-
imations. Since no three non-zero vectors in F2 can be mutually orthogonal, any S P SON 3 X S3pF2q is
either of the form (i) σ pw b v b v ` v b w b v ` v b v b wq or (ii) σ1vb2 ` σ2wb2 for v K w, by Theo-
rem 4.6. For the form (i), we write v “ rv1, v2sT , and can then put w “ eiφ r´v2, v1sT for some phase φ.
We have
|xT,w b v b vy|2 “ |pv21 ´ v22qv1 ` p´v2v1 ` 2v2v1qv2|2 “ |v1|6,(4.34)
with maximum achieved for v “ eiϕe1 for some phase ϕ. The remaining terms |xT, v b w b vy|2, |xT, v b
v b wy|2 also achieve their maxima for this v, so the approximation is S “ xT,w b v b vyw b v b v `
xT, v b w b vyv b w b v ` xT, v b v b wyv b v b w “ e2 b e1 b e1 ` e1 b e2 b e1 ` e1 b e1 b e2 with
approximation error }T ´ S} “ 2.
For the form (ii), if w ‰ 0, we can write v “ rv1, v2sT , w “ eiφ r´v2, v1sT and obtain
|xT, vb3y|2 ` |xT,wb3y|2 “ `|v2||3v21 ` 2v22 |˘2 ` `|v1||3v22 ` 2v21 |˘2
ď |v2|2
`
3|v1|
2 ` 2|v2|2
˘2 ` |v1|2 `3|v2|2 ` 2|v1|2˘2(4.35)
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with equality precisely when v1 and v2 have the same complex phase. This is maximized for |v1| “ 1?
2
,
and the resulting approximation
(4.36) S1 “
ˆ
0 5
4
5
4
0
5
4
0 0 5
4
˙
has approximation error }T ´ S1} “
?
3
2
. If w “ 0, the maximization of |xT, vb3y|2 “ `|v2||3v21 ` 2v22 |˘2
gives v “ e2 with resulting approximation
(4.37) S2 “
ˆ
0 0 0 0
0 0 0 2
˙
and approximation error }T ´ S2} “
?
3. However, defining a “ 1?
2
r1, 1sT , b “ r0.8321, 0.5547sT ,
c “ 1?
2
r1, 1sT and aK “ r´a2, a1sT and likewise for bK, cK, the strongly orthogonal approximation S3 “
xT, ab bb cyab bb c`xT, aKb bKb cKyaKb bKb cK`xT, ab bKb cyab bKb c evaluates numerically to
(4.38) S3 “
ˆ
0 1.5001 1.0001 0
1.0001 0 0 1.5001
˙
with approximation error }T ´S3} « 0.7071 ă minp
?
3
2
,
?
3, 2q. Since S3 is not symmetric, this concludes
the proof. 
Theorem 4.13. The symmetric tensor T P S4pR2q defined by
(4.39) T “ e1 b e1 b e1 b e2 ` e1 b e1 b e2 b e1 ` e1 b e2 b e1 b e1 ` e2 b e1 b e1 b e1
has no optimal orthogonal, strongly orthogonal or partially orthogonal rank-2 approximation that is sym-
metric.
Proof. Because of Theorem 4.5, it will be enough to produce a strongly orthogonal tensor of rank no
greater than 2 with strictly lower approximation error than the optimal completely orthogonal rank-2
approximation. The procedure in Section 4.2 gives the optimal completely orthogonal rank-2 approxima-
tion
(4.40) Ys “ ´yb41 ` yb42 ,
where y1 “ 1?
2
r1,´1sT , y2 “ 1?
2
r´1,´1sT with approximation error }T ´ Ys} “
?
2. However, the
strongly orthogonal tensor
(4.41) Y “ 3?
8
e1 b ub3 ` 3?
8
e1 b vb3,
with u “ 1?
2
“´1, 1‰T , v “ 1?
2
“
1, 1
‰T
has approximation error }T ´ Y } “
b
7
4
ă ?2. Since Y is not
symmetric, this concludes the proof. 
4.4. Additional differences from the matrix case. This section gives three additional examples of
properties of orthogonal approximations that differ starkly between the matrix case and the general tensor
case.
As is well known, the Eckart-Young theorem states that the optimal rank-r (orthogonal) approximation
of a matrix A is given by
řr
k“1 σkukv
T
k , where σ1 ě σ2 ě . . . ě 0 are the singular vectors of A and uk, vk
are the left and right singular vectors, respectively. By the min-max theorem, these can be computed by
successive rank-one deflations as in Equation (4.15). Theorem 4.7 implies that this is not true in general,
for n ě 3, since rank-1 approximations can be chosen symmetric, meaning that the successive deflations
ORTHOGONAL APPROXIMATIONS TO SYMMETRIC TENSORS 17
can all be taken symmetric. Since the optimal orthogonal approximation is not always symmetric, they
cannot coincide, in general. The following example shows the same statement for n “ 2.
Example 1. Let T P S3pR2q be the tensor defined by
(4.42) T “
ˆ
0 1 1 0
1 0 0 2
˙
Since n “ 2, the optimal completely orthogonal approximation can be taken symmetric by Theorem (4.8).
We compare the optimal orthogonal rank-2 approximation to the result of the successive orthogonal defla-
tion in Equation (4.15). As shown in Theorem 4.12, the optimal rank-2 completely orthogonal approxi-
mation is given by
(4.43) S1 “
ˆ
0 5
4
5
4
0
5
4
0 0 5
4
˙
,
and the optimal rank-1 approximation is
(4.44) S2 “
ˆ
0 0 0 0
0 0 0 2
˙
.
Performing a successive orthogonal deflation as in Equation (4.15) results in the second term being the
zero tensor. Since }T ´S1} ă }T ´S2}, the two-fold orthogonal deflation gives larger approximation error
than the optimal rank-2 completely orthogonal approximation.
A vector x P Fn is a singular vector [17, 23] of the symmetric tensor T P Fnˆ...ˆn with singular value
σ if T ˆ2 xˆ . . .ˆd x “ σx. For r “ 1, the solution x to Equation (3.2) is known to be a singular vector
with T ˆ2 xˆ . . .ˆd x “ xT, xb . . .b xyx. This is not the case for r ě 2, as we now show.
Example 2. Let T be as in Equation (4.42). As shown in Theorem 4.12, the optimal rank-2 completely
orthogonal approximation is given by the terms 5
2
?
2
v b v b v ` 5
2
?
2
wbwbw, where v “ 1?
2
r1, 1sT , w “
1?
2
r´1, 1sT , so T ˆ2 v ˆ . . .ˆd v “ r1, 32 sT , which is not a multiple of v.
Lastly, we present an example where the optimal completely orthogonal approximations coincide for
r “ 2 and r “ 3, but without being equal to the approximated tensor T . This situation is unique to
tensors with dimension d ě 2 and does not occur in the matrix case d “ 2.
Example 3. We consider the tensor T P S3pR3q defined by T “ e1b e1b e2` e1b e2b e1` e2b e1b e1.
The procedure in Section 4.2 results in an optimal rank-2 completely orthogonal approximation Y with
terms v b v b v and w b w b w, where v “ 1?
2
r1, 1, 0sT and w “ 1?
2
r´1, 1, 0s, respectively, to machine
precision. Using the same procedure shows that this coincides with the optimal rank-3 approximation, up
to machine precision, and the approximation error is
?
3
2
, i.e., non-zero.
4.5. NP-hardness of optimal rank-r (strongly, completely, partially) orthogonal approxima-
tion. For tensors of dimension d ą 2, it is well-known that finding the optimal rank-one approximation
over F is NP-hard in general for F “ R and d ě 3 [14], or F “ C and d ě 4 [10]. However, this does
not immediately translate into the corresponding result for r ą 1, since we showed in Section 4.4 that
the optimal rank-r approximation is in general unrelated to the optimal rank-one approximation. This
section therefore constructs a straight-forward polynomial-time reduction from finding the optimal rank-r
approximation to finding the optimal rank-one approximation, which shows that the situation is NP-hard
for any r ě 1 and d ě 3 for F “ R, or d ě 4 for F “ C.
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Given an integer r and a vector v P Fn, define Bkpvq P Frn by
(4.45) Bℓpvqpiq “
#
vpiq, pℓ´ 1qn ă i ď ℓn,
0, otherwise.
For a tensor T “ řrk“1 σkÂdj“1 vkj , define BℓpT q “ řrk“1 σkÂdj“1 Bℓpvkjq. A block-diagonal tensor with
copies of T on the diagonal is then given by B1pT q ` . . . ` BrpT q. The following is a straightforward
calculation.
Proposition 4.14. An optimal (strongly, completely, partially) orthogonal rank-r decomposition of
B1pT q ` . . .` BrpT q is B1puq ` . . .` Brpuq, where u is the optimal rank-1 approximation of T .
Proof. Let S “ řrk“1 σkÂdj“1 vkj be any sum of (strongly, completely, partially) orthogonal tensors with
vkj P Frnj and }vkj} “ 1. Write vTkj “
”
vT
kj,p1q . . . v
T
kj,prq
ı
for vkj,pℓq P Fnj . Then for fixed k
(4.46) |xB1pT q ` . . .` BrpT q,
dâ
j“1
vkjy| “ |
rÿ
ℓ“1
xT,
dâ
j“1
vkj,pℓqy| ď |xT, uy|
rÿ
ℓ“1
dź
j“1
}vkj,pℓq}.
By the AM-GM inequality, we see that
(4.47)
rÿ
ℓ“1
dź
j“1
}vkj,pℓq} ď
rÿ
ℓ“1
1
d
dÿ
j“1
}vkj,pℓq}2 “ 1
d
dÿ
j“1
rÿ
ℓ“1
}vkj,pℓq}2 “ 1,
since
řr
ℓ“1 }vkj,pℓq}2 “ }vkj}2 “ 1, for every j. Inserting this into Equation (4.46) shows that
(4.48)
rÿ
k“1
|xT prq,
dâ
j“1
vkjy|2 ď r|xT, uy|2,
and this equality is clearly achieved with the choice
Âd
j“1 vkj “ Bkpuq for every k. Since this results in
a completely orthogonal decomposition, this concludes the proof. 
Theorem 4.15. For T P Fn1ˆ...ˆnd and any r ě 1, It is in general NP-hard to approximate any of
}T }ONr,F, }T }SONr ,F, }T }CONr ,F, }T }PCONr,P ,F to arbitrary accuracy for d ě 3 if F “ R, and d ě 4
if F “ C. For real-valued symmetric tensors T P SdpRnq, computing any of }T }ONr ,F, }T }SONr,F,
}T }CONr,F, }T }PCONr,P ,F is also NP-hard.
Proof. Since r ď minjpnjq, B1pT q` . . .`BrpT q has dimensions bounded by n2, so Proposition 4.14 gives
a polynomial reduction from the problem of approximating }B1pT q` . . .`BrpT q}ONr ,F to approximating
}T }σ,F, which is NP-hard in general ([14, Theorem 1.11] for R and [10, Corollary 8.7] for C). This shows
the first statement. For the second, note that B1pT q ` . . . ` BrpT q is symmetric when T is symmetric
and apply Theorem 10.2 in [14]. 
5. Conclusions
We have shown that optimal orthogonal approximations to symmetric tensors exhibit significant dif-
ferences to their counterparts for symmetric matrices. Under any of the notions of tensor orthogonality,
we have provided examples where there are no optimal approximations that are symmetric. This is an
analogue of Comon’s conjecture in the setting of orthogonal approximation, and is different from the
matrix case and the rank-1 approximation for general tensors. Moreover, we have given examples where
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the optimal approximations cannot be calculated by an iterative deflation of the optimal rank-1 approx-
imations and where the approximating terms are not tensor singular values. We have also shown some
structural results on symmetric orthogonally decomposable tensors that might be of independent interest.
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