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The set of vector fields that are in normal form with respect to a given linear part
has the structure of a module and is best described by giving the Stanley decompo-
sition of that module. An algorithm is presented that produces a Stanley decompo-
sition for the module of equivariants of the flow of a nilpotent linear vector field,
given a Stanley decomposition for the ring of invariants. This reduces the study of
nilpotent normal forms to classical invariant theory plus this one additional
algorithm. Both the inner product normal form (Elphick) and the sl(2) normal
form (Cushman–Sanders) are covered within a single theory, and simplified (non-
equivariant) versions of each normal form are presented. © 2002 Elsevier Science (USA)
The theory of normal forms is concerned with finding the simplest form
for systems of differential equations
x˙=Ax+a2(x)+a3(x)+· · · ,
where x ¥ Rn and each aj is a homogeneous polynomial vector field of
degree j. The power series expansion is formal (that is, it is not assumed to
converge). The hope motivating the theory is that when a system has been
put in a simple form, by removing as many terms as possible, those terms
that remain should be the ones having dynamical significance. This has
proven to be the case in many examples. However, in this paper we are
concerned only with the normal forms themselves and not their conse-
quences. Normal form theory divides into two parts, the case when A=S
is diagonalizable (or semisimple) and the case when A=N is nilpotent; the
general case A=S+N can be solved by combining the results of the two
special cases. This paper is concerned only with the nilpotent case, the
more difficult of the two.
There are two styles of normal form theory in the nilpotent case: the
inner product theory of Dragt and Finn [5], Belitskii [1], and Elphick
et al. [7] (explained also in [14]) and the sl(2) theory of Cushman and
Sanders [2, 3, 11]. In both theories, the vector fields in normal form are
those that are equivariant under a certain one-parameter group action
(different in the two theories), and the set of equivariant vector fields forms
a module over the ring of polynomial functions invariant under the same
group. Both the ring and the module can be described by giving their
Stanley decompositions (see below for the definition). There is an
algorithmic procedure for obtaining the Stanley decomposition of the ring
by Gröbner basis methods. The principal contribution of this paper, con-
tained in Theorem 1 of Section 2 and Theorem 3 of Section 5, is to provide
an algorithmic procedure which, given a Stanley decomposition of the ring
of invariants, produces a Stanley decomposition of the module of equi-
variants. Such Stanley decompositions were obtained in [2], by a different
and more complicated method, for the sl(2) version of normal form theory.
A Stanley decomposition of a ring or module is a way of expressing each
element of the ring or module uniquely as a linear combination of Stanley
basis elements, with coefficients that are polynomials in restricted sets of
variables. For example, in the ring R[x, y]/Oxy−x−1P of polynomials in
x and y modulo the ideal generated by the syzygy xy−x−1=0, any terms
divisible by xy can be eliminated and each polynomial can then be
expressed uniquely as f(x)+g(y) y. The Stanley decomposition of the
ring is
R[x, y]/Oxy−x−1P=R[x] À R[y] y.
The Stanley basis is {1, y} and the coefficients are arbitrary polynomials
f(x) ¥ R[x] and g(y) ¥ R[y], each of which is a polynomial in a subset of
the original variables {x, y}. The invariant rings that we consider are in
fact Cohen–Macaulay rings and have Hironaka decompositions, which are
Stanley decompositions of a special type. But the algorithm to produce a
Hironaka decomposition (see [13]) is more difficult than the one that gives
a Stanley decomposition, and the Hironaka decomposition for the
invariants is not needed to obtain a Stanley decomposition for the equi-
variants. (See [12] for definitions, for a proof that rings of invariants of
finite groups are Cohen–Macaulay, and a reference for the general
theorem. See also Section 4 below, where it is pointed out that the Stanley
decomposition obtained there for the ring of invariants of N4 is actually a
Hironaka decomposition.)
In Section 1, a uniform treatment of the inner product and sl(2) normal
form styles is presented and it is shown that both theories admit an sl(2)
structure. (In spite of this, we will continue to refer to the Cushman–
Sanders version as the sl(2) normal form style.) The sl(2) structure of the
inner product normal form style is not quite as useful as that of the sl(2)
style, but its inadequacy (explained in Section 1) affects only the algorithms
for putting a system of differential equations into normal form; for the
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present purpose of studying the normal form module, the sl(2) structure of
the inner product normal form style is quite adequate, and the two styles
can be studied simultaneously. In Section 2 it is shown that equivariant
normal form modules of both styles are isomorphic to direct sums of
certain modules of (scalar) polynomials. This reduction to a scalar problem
(the basic isomorphism) is quite simple, but is crucial to our algorithm for
Stanley decompositions. The Stanley decompositions in [2] were obtained
by a different reduction to a scalar setting, the (very complicated) algebra
of covariants of special equivariants. As a by-product of the basic iso-
morphism, it is shown in Section 3 that there exist two additional normal
form styles, the simplified inner product style and the ‘‘simplified sl(2)
style.’’ These are modules isomorphic to the others, but do not consist of
equivariant vector fields. Simplified normal forms of this type have pre-
viously been constructed for special cases by ad hoc methods in [7] and for
the quadratic terms in the general case in [9].
Section 4 reviews (without proof) the ideas required to calculate the
Stanley decomposition of the ring of invariants; this involves finding a set
of basic invariants I1, ..., Is and a Gröbner basis for their syzygies. The
method is illustrated by computing the ring of invariants of N4. Section 5
presents the main theorem giving the algorithm to pass from the ring of
invariants to the module of equivariants, again illustrated by the example
of N4. (Further examples are given in Section 7.) A central feature of the
algorithm is that it operates entirely with the basic invariants I1, ..., Is, their
syzygies, and the differential operators that define the sl(2) action; no cal-
culation in the original variables x1, ..., xn is required. This is important
because the expressions for the invariants in the original variables can be
quite complicated. Of course, at the end one can return to the x variables
to write the normal form of the differential equations.
The method of Section 4 for finding the ring of invariants is, in principle,
fully general, but can be supplemented by an additional method in the case
when N contains more than one Jordan block. This method, which we call
the Clebsch–Gordan theorem with external transvectants, is presented in
Section 6 and used to calculate the ring of invariants of N3, 2. The utility of
the Clebsch–Gordan theorem in this connection has been well understood
by Cushman and Sanders, although its brief mention in their papers has
not highlighted its computational effectiveness. The version presented here
is a more concrete repackaging of these ideas, which incidentally makes
clear the relationship between the notion of transvectants (from invariant
theory) and the Clebsch–Gordan theorem. In Section 7 the Stanley
decompositions of the normal forms for N3, 2 and N2, 2, 2 are calculated.
External transvectants can also be used to clarify the relationship between
invariants and equivariants and illuminate the results of Sections 2 and 3;
this is carried out in Section 8.
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1. EQUIVARIANT NORMAL FORM STYLES
The basis for normal form theory is the observation (which is well
known and will not be reproved here) that the differential equation
x˙=Nx+a2(x)+· · ·+aj(x)+· · ·(1)
is transformed by
x=y+sj(y),
where sj is homogeneous of degree j, into
y˙=Ny+a2(y)+· · ·+aj−1(y)+bj(y)+· · · ,
where
LNsj=aj−bj(2)
with
(LNv)(x)=vŒ(x) Nx−Nv(x).(3)
A normal form is computed by repeating such calculations for j=1, ..., k
up to some chosen finite k, reverting after each calculation to the original
notation (1). At each stage it is necessary to choose bj so that aj−bj ¥ im
LN; then sj will exist. In order to proceed systematically, it is best to select a
complement to im LN in each degree, and determine bj by projecting aj into
that complement.
Let Pi(Rn, Rm) denote the vector space of homogeneous polynomials of
degree i on Rn with coefficients (and hence values) in Rm. Let P(Rn, Rm) be
the graded vector space of all such polynomials of any degree (the direct
sum of the subspaces Pi), and let Pg(Rn, Rm) be the graded vector space of
formal power series (the direct product of the Pi). If m=1, Pg(Rn, R)
becomes the graded ring of (scalar) formal power series onRn. Iff ¥Pi(Rn, R)
and v ¥Pj(Rn, Rm) then fv ¥Pi+j(Rn, Rm), making Pg(Rn, Rm) a graded
module over Pg(Rn, R). In the same way, P(Rn, Rm) is a module over
P(Rn, R). From the standpoint of smooth differential equations, it is most
natural to work with formal power series (Taylor series), but since in prac-
tice these must always be truncated somewhere, it is sufficient to work with
polynomials. This is helpful because certain algorithms terminate with
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polynomials that do not terminate for formal power series (although the
same theorems are often true in both settings).
For any matrix A, define the Lie operator
LA: Pj(Rn, Rn)QPj(Rn, Rn)
as in (3) with A in place of N, and define the operator
DA: Pj(Rn, R)QPj(Rn, R)
defined by
(DAf)(x)=fŒ(x) Ax=(Ax·¨) f(x).(4)
Then DA is a derivation of the ring P(Rn, R), meaning that
DA(fg)=(DAf) g+f(DA g).(5)
In addition,
LN(fv)=(DNf) v+fLNv.(6)
Therefore LN is not a module homomorphism of P(Rn, Rn) into itself, but
it is a linear mapping (a graded vector space homomorphism over R). A
graded vector subspaceN …P(Rn, Rn) will be called a normal form style if
P(Rn, Rn)=im LN ÀN(7)
(where À is direct sum of graded vector spaces). Alternatively, a normal
form style may be described by giving the projections
P: P(Rn, Rn)QN, I−P: P(Rn, Rn)Q im LN
associated with the direct sum decomposition. If P is specified, the so-called
homological equation (2) of normal form theory can be replaced by
bk=Pak, LNsj=(I−P) ak.(8)
Note that although P may be called the projection into normal form, apply-
ing P to a differential equation does not produce a correct normal form for
that equation. The normalization process requires the separate application
of P to each degree, with intervening calculations that modify the higher
degrees before the next application of P.
There are two normal form styles in common use for nilpotent systems.
The inner product normal form is defined by
P(Rn, Rn)=im LN À ker LNg,(9)
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where Ng is the transpose of N (or conjugate transpose, should we decide
to work over the complex numbers instead of the reals, as assumed here).
The proof of (9), given in [7], works by constructing an inner product on
P(Rn, Rn) such that LNg=L
g
N, the adjoint of LN with respect to the inner
product; (9) then follows by the Fredholm alternative, and the splitting is
orthogonal with respect to the inner product. The projections P and I−P
can be obtained from the inner product by finding orthonormal bases for
im LN and ker LNg, which is feasible in low dimensions. Notice that DNg is a
derivation (but not a homomorphism) of the ring P(Rn, R), so its kernel is
a subring (but not an ideal). It follows from (6), applied to Ng, that ker LNg
is a module over ker DNg. This is the inner product normal form module.
The sl(2) normal form is defined by constructing matrices M and H
(given N) such that
[N, M]=H, [H, N]=2N, [H, M]=−2M.(10)
Examples of such triads {N, M, H} are
N4=r0 1 0 00 0 1 00 0 0 1
0 0 0 0
s , M4=r0 0 0 03 0 0 00 4 0 0
0 0 3 0
s ,
(11)
H4=r3 1 −1
−3
s
and
N3, 2=|0 1 00 0 10 0 0
0 1
0 0
} , M3, 2=|0 0 02 0 00 2 0
0 0
1 0
} ,
(12)
H3, 2=|2 0 −2
1
−1
} .
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It will be pointed out briefly in Section 4 how such triads can be created,
when N is in Jordan form. The name sl(2) normal form style results from
the fact that {N, M, H} span a Lie algebra of n×n matrices isomorphic to
the Lie algebra sl(2). It follows from the representation theory of sl(2) (see
P4 in Section 4) that
P(Rn, Rn)=im LN À ker LM.(13)
There is no apparent natural inner product under which the splitting is
orthogonal, but there does exist (see [11]) a very efficient splitting algo-
rithm for computing the projections. This algorithm is not suitable for
hand calculation, but is much more effective for symbolic algebra systems
than finding orthonormal bases for im LN and ker LNg in the inner product
normal form. Again, ker DM is a subring of P(Rn, R) and ker LM is a
module over this subring, the sl(2) normal form module.
Since the existing theory for the sl(2) normal form is much richer than
the theory of the inner product normal form, it is natural to ask whether an
sl(2) structure exists for the inner product theory. Observe that if
{N, M, H} satisfy (10), then {Mg, Ng, Hg} satisfy
[Mg, Ng]=Hg, [Hg, Mg]=2Mg, [Hg, Ng]=−2Ng.(14)
(In nilpotent normal form theory we usually work over the real numbers,
so that these conjugate transposes are simply transposes; also, if N is in
Jordan form, H is diagonal and Hg=H.) Notice that the interchange is of
order N andM places Ng in the second position, originally occupied byM.
This is the position from which the operator LM is constructed, whose
kernel defines the normal form. This observation leads to a uniform
treatment of both normal form styles. The only part of the sl(2) theory
that does not carry over to the inner product normal form is the efficient
splitting algorithm in [11]. Comparing (10) with (14) shows that the analog
of (13) is
P(Rn, Rn)=im LMg À ker LNg.
This is indeed true, and its projections can be calculated by the splitting
algorithm. But this is not a normal form splitting, because im LN is not one
of its terms; computing this splitting is of no help in determining the
projections of (9).
The remainder of this paper will be concerned only with the module
structure of the normal form modules, not the computation of the projec-
tions. For this purpose the inner product and sl(2) normal form theories
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can be treated simultaneously. (All computations requiring a choice will be
carried out using the inner product style.) Let {X, Y, Z} denote either
X=N, Y=M, Z=H(15)
for the sl(2) theory or
X=Mg, Y=Ng, Z=Hg(16)
for the inner product theory. In both cases,
[X, Y]=Z, [Z, X]=2X, [Z, Y]=−2Y.(17)
Write
X=DY, Y=DX, Z=DZ(18)
and
X=LY, Y=LX, Z=LZ.(19)
(Again, note the switch in ordering: X is not DX, X is not LX.) The normal
form module in each theory is now ker X, which is a module over the ring
ker X. In both normal form styles, elements of ker X will be called
invariants and elements of ker X, equivariants. This is because if f: RnQ R
is a smooth function, its formal Taylor series (truncated at any degree)
belongs to ker X if and only if f(e tYx)=f(x) for all real t (remembering
that X=DY), and similarly, if v: RnQ Rn is a smooth vector field, its
Taylor series (truncated at any degree) belongs to ker X if and only if
e−tYv(e tYx)=v(x) for all t (because X=LY).
The crucial fact underlying the structure theorems for invariants and
equivariants is that the operators {X, Y,Z} and {X, Y, Z} inherit the triad
properties (17); that is,
[X, Y]=Z, [Z, X]=2X, [Z, Y]=−2Y(20)
and
[X, Y]=Z, [Z, X]=2X, [Z, Y]=−2Y.(21)
For future use, the operators associated with the examples (11) and (12)
are as follows. All computations are done in the inner product style, that is,
with {X, Y, Z}={Mg, Ng, H}. For N4,
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X=r0 3 0 00 0 4 0
0 0 0 3
0 0 0 0
s
Y=r0 0 0 01 0 0 0
0 1 0 0
0 0 1 0
s
Z=r3 1
−1
−3
s ,
and therefore
X=DY=x1
“
“x2
+x2
“
“x3
+x3
“
“x4
Y=DX=3x2
“
“x1
+4x3
“
“x2
+3x4
“
“x3
(22)
Z=DZ=3x1
“
“x1
+x2
“
“x2
−x3
“
“x3
−3x4
“
“x4
.
It follows from (3), (4), (18), and (19) that
X rv1v2
v3
v4
s=r Xv1Xv2−v1
Xv3−v2
Xv4−v3
s , Y rv1v2
v3
v4
s=rYv1−3v2Yv2−4v3
Yv3−3v4
Yv4
s ,
(23)
Z rv1v2
v3
v4
s=rZv1−3v1Zv2−v2
Zv3+v3
Zv4+3v4
s .
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For N3, 2,
X=x1
“
“x2
+x2
“
“x3
+x4
“
“x5
(24)
Y=2x2
“
“x1
+2x3
“
“x2
+x5
“
“x4
Z=2x1
“
“x1
−2x3
“
“x3
+t4
“
“x4
−x5
“
“x5
and
Xv=| Xv1Xv2−v1Xv3−v2
Xv4
Xv5−v4
} .(25)
Although (25) may suggest that the blocks behave independently, this is
not quite the case, because X involves all of the variables.
2. THE BASIC ISOMORPHISM
For the remainder of the paper it is assumed that N is a nilpotent matrix
in upper Jordan form. (It follows, of course, that our arguments are not
coordinate-free.) Let Nr1, r2, ..., rk , with r1+·· ·+rk=n, be the n×n nilpotent
matrix in upper Jordan form with block sizes r1, ..., rk. Let
Ri=r1+·· ·+ri
for i=1, ..., k, so that R1, ..., Rk are the row numbers of the bottom rows
of the Jordan blocks. Define a map
j2: P(Rn, Rn)QP(Rn, Rk)
by
j2(v1, ..., vn)=(vR1 , vR2 , ..., vRk ).
For instance, for N4, j2(v)=v4 and for N3, 2, j2(v)=(v3, v5). It is easy to see
that j2 is a homomorphism of modules over P(Rn, R). Let j denote the
restriction of j2 to ker X.
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Theorem 1. The image of j is ker X r1 À X r2 À · · · À X rk, and the
mapping
j: ker XQ ker X r1 À ker X r2 À · · · À ker X rk
is an isomorphism of modules over the ring ker X.
Proof. Observe that if f ¥ ker X and g ¥P(Rn, R) then
X(fg)=fXg.(26)
It follows that if g ¥ ker X r ( for any r) then fg ¥ kerX r; that is, ker X r is a
module over ker X. The rest of the proof will be clear after considering the
example N3, 2. From (25), v ¥ ker X if and only if Xv1=0, Xv2=v1,
Xv3=v2, Xv4=0, and Xv5=v4. These conditions imply that X3v3=0 and
X2v5=0, so that j(v)=(v3, v5) ¥ ker X3 À ker X2, and also show that v
can be reconstructed from (v3, v5) (provided that v ¥ ker X) by the
reconstruction map
j−1(v3, v5)=|X2v3Xv3v3
Xv5
v5
} .(27)
Thus j is invertible. Since it is clearly a module homomorphism, it is an
isomorphism. L
3. SIMPLIFIED NORMAL FORMS
The mapping j2 of the last section can be written slightly differently, as a
map
F2 : P(Rn, Rn)QP(Rn, Rn),
by setting to zero those entries in v that are omitted by j2; thus for N3, 2,
F2 |v1v2v3
v4
v5
}=| 00v3
0
v5
} .
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The restriction F of F2 to ker X is again a module isomorphism (being
essentially the same as f), and its image is the kernel of the operator D
defined (in the N3, 2 case) by
D |v1v2v3
v4
v5
}=| v1v2X3v3
v4
X2v5
} .
(In the general case, D applies X ri to vRi for each i and leaves the other
entries of v fixed.) Thus ker D is a module over kerX and
F: ker XQ ker D
is a module isomorphism.
The next theorem shows that ker D is a normal form style in its own
right. We call it the simplified normal form. (Of course there are actually
two distinct simplified normal forms, corresponding to {X, Y, Z}=
{N, M, H} and {X, Y, Z}={Mg, Ng, H}.)
Theorem 2. ker D is a complement to im=LN.
Proof. Since j is a module isomorphism, it is a vector space iso-
morphism in each degree. Therefore dimker D=dimker X, and ker D has
the correct dimension to be a complement of im LN. So it is only necessary
to check that ker D 5 im LN={0}. It seems to be necessary to give two
proofs, one for the inner product case and one for the sl(2) case. To avoid
messy notations, the proof will be given for N3, 2 in the inner product case
and for N4 in the sl(2) case. The arguments generalize at once.
The inner product on P(Rn, Rn) used in the inner product normal form
theory is such that monomial vector fields (vector fields having only a
single monomial in a single component) are orthogonal. It follows that the
inner product is a direct sum of inner products on the polynomials in
P(Rn, R) that form the components. (An inner product on V ÀW is the
direct sum of inner products on V and W if O(v, w), (vŒ, wŒ)P=Ov, vŒP+
Ow, wŒP.) For N3, 2, the Gram-Schmidt process can be used to produce a
basis f1, ..., fp for ker X3 and a basis g1, ..., gq for kerX2. Then the vectors
(0, 0, fi, 0, 0) and (0, 0, 0, 0, gj) form a basis for ker D. Let
v=C
i
ai(0, 0, fi, 0, 0)+C
j
bj(0, 0, 0, 0, gj)
be a nonzero element of ker D. We need to show that v ¨ im LN. Since in
the inner product theory, im LN is the orthogonal complement of ker X, it
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suffices to produce an element of ker X to which v is not orthogonal.
At least one of the coefficients ai and bj is nonzero; suppose for
instance that a1 ] 0. Then the inner product of v with the element
(X2f1, Xf1, f1, 0, 0) ¥ ker X is a1 ||fi || ] 0 (where the norm is taken using
the inner product for polynomials). (An alternate, but essentially equiva-
lent, proof is given in [9] for the quadratic terms, but easily generalizes.)
For the sl(2) normal form, there does not appear to be a suitable inner
product, but instead it is the case that LN=Y belongs to the triad
{X, Y, Z}. We claim that if v ¥ im Y 5 ker D then v=0, and we give the
argument for N4, leaving the reader to generalize. From (23), any element
of im Y has the form Y(v1, v2, v3, v4)=(Yv1−v2, Yv2−v3, Yv3−v4, Yv4),
while any element of ker D has the form (0, 0, 0, f) with X4f=0. If these
are equal, it follows that f=Y4v1. But then, from the properties of triads
(see P7 in Section 4 below), X4f=cv1 for a nonzero constant c. But
X4f=0, so v1=0, so f=0. L
Among the four normal forms discussed here (inner product, sl(2), and
the simplified version of each), the simplified inner product normal form is
probably the best for investigations of abstract questions in dynamics (that
is, where it is possible to begin with the general system in normal form,
rather than transform a specific given system into normal form), because
the simplified inner product normal form has the least number of nonzero
terms and the simplest coefficients and is also suitable for calculation of
unfoldings [9]. But the equivariant (nonsimplified) version of the sl(2)
normal form still has the best projection algorithms when it is necessary to
put a given system into normal form [11].
Remember that simplifying a normal form destroys many of its nice
structural properties. The vector fields in normal form are no longer equi-
variants. The simplified inner product normal form is no longer an
orthogonal complement to im LN, and neither simplified normal form
admits an sl(2) action. It should also be emphasized that F cannot be
applied to a system in equivariant normal form to obtain the simplified
normal form of the same system. F is a module homomorphism, but does
not commute with the (nonlinear) process of putting a specific system into
normal form. (See the note following equation (8).)
4. THE RING OF INVARIANTS
This section contains the basic facts from representation theory and
Gröbner basis theory that are necessary to understand the structure of the
ring ker X and concludes with the computation of a Stanley decomposition
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for this ring in the case of N4. There are no new results in this section, but
there is no reference which brings them all together in the form needed for
Section 5.
Suppose that V is a finite-dimensional vector space and {X, Y, Z} is a
triad of linear operators on V satisfying (17). Then the following properties
hold. Proofs may be found in [8].
P1. X and Y are nilpotent.
P2. Z is diagonalizable and has integer eigenvalues (called weights).
P3. ker X has a basis consisting of weight vectors (eigenvectors of Z).
P4. Any basis {v1, ..., vs} of ker X consisting of weight vectors can be
taken as a set of chain tops for Jordan chains for Y; that is, each sequence
vj, Yvj, Y2vj, ... terminates with 0 and constitutes an (independent) Jordan
chain for Y, so that the nonzero vectors of the form Y ivj form a basis for
V. In particular, it follows that
V=ker X À im Y.
(The term chain tops suggests that Y be viewed as mapping down the
chains.)
P5. The vectors Y ivj are also weight vectors, with weights given by
wt(Y ivj)=wt(vj)−2i.
P6. The length of the chain headed by vj is wt(vj)+1, implying that
the bottom vector of each chain is Ywt(vj)vj and has weight −wt(vj).
P7. The action of X on the basis vectors is given by
X(Y ivj)=pr(Y ivj)(Y i−1vj),(28)
where pr(Y ivj) is the nonzero constant
pr(Y ivj)=wt(vj)+wt(Yvj)+· · ·+wt(Y i−1vj).
The constant pr(Y ivj) will be called (by a play on words) the pressure on
Y ivj, because it is the sum of the weights of the vectors above Y ivj in its
Jordan chain.
P8. The number of chain tops of weight w \ 0 equals m(w)−
m(w+2), where m(w) is the multiplicity of w as an eigenvalue of Z.
These properties may be used in a converse manner to construct triads such
as (11) and (12). Given N in upper Jordan form, H must contain the
weights and M the pressures. For each Jordan block of N, the weights will
NILPOTENT NORMAL FORM MODULES 211
form a string of integers differing by 2 and symmetrically arranged around
zero. The pressures can then be found by taking partial sums of the
weights.
Our first major application of P1–P8 will be to calculate kerX, the ring
of invariants. Four steps are required to complete this calculation in any
given example:
A. Compute a finite set of invariants I1, ..., Is, called basic invariants,
which suffice to generate all the invariants up to some given degree j.
B. Compute a Gröbner basis for the syzygies (relations) among the
basic invariants I1, ..., Is.
C. From the Gröbner basis, determine a Stanley decomposition for
the ring R of polynomials in the invariants I1, ..., Is.
D. From the Stanley decomposition, set up a two-variable generating
function called a table function, and use it to test whether R is in fact all of
ker X. If it is not, then not all of the basic invariants have been found. In
that case, return to step A and increase the value of j.
These steps will be discussed in turn, after which they will be illustrated by
doing the calculations for the example of N4. The discussion will be
somewhat abstract, but the example is quite simple.
A. In principle, step A could be carried out simply by examining the
kernel of X on each Pi(Rn, R) for i=1, ..., j. But finding kernels is difficult
when the dimensions are large, and it is better to proceed differently. The
operators {X, Y,Z} map each Pi(Rn, R) to itself, so that Pi can be taken
as the vector space V in P1-P8. Since Z is diagonal and Z=DZ, the
monomials in (x1, ..., xn) are the eigenvectors of Z, that is, the weight
vectors. (This, and other details of the discussion, will become clearer from
the example of N4 below.) The weights of each monomial (up to degree j)
can be calculated, and P8 can be used to determine how many chain tops
of each weight exist in each degree. It then remains to fill each of the posi-
tions in this top weight list. Some of these positions can be filled by certain
elementary invariants that can be obtained by a cross-section method
described below in the N4 example; these elementary invariants will be
included among the basic invariants I1, ..., Is. Other positions can be filled
by products of the elementary invariants (and hence do not count as basic).
Finally, any remaining positions can be filled by evaluating kernels of X on
specific eigenspaces of Z (spanned by monomials of the required weight);
the invariants found this way are counted among the basic invariants. An
additional method of filling positions, useful when N contains more than
one Jordan block, will be given in Section 6.
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B. Given a set of polynomials I1, ..., Is in x1, ..., xn, there exist algo-
rithms (available in computer algebra systems) which produce a Gröbner
basis for the syzygies among these polynomials; see [6]. The existence of
this algorithm shows that the methods described in this paper are general;
that is, in principle it is always possible to obtain the required Gröbner
basis (the only limitation being the amount of computation which may be
required). However, for the examples actually computed in this paper (and
also for all of the examples computed in [2]) there is only a single (inde-
pendent) syzygy. Under these circumstances step B is trivial, because the
single syzygy is automatically a Gröbner basis for the syzygies. A follow-up
to this paper is planned, containing examples (such as those computed by
Cushman et al. in [4]) which have more than one syzygy.
C. An algorithm to pass from a Gröbner basis for the syzygies to a
Stanley decomposition of the ring R of polynomials in I1, ..., Is is given in
[13]. The idea is that the possession of a Gröbner basis divides the
monomials in I1, ..., Is into two classes, standard and nonstandard. Non-
standard monomials are those which belong to the initial ideal associated
with the Gröbner basis and can therefore be eliminated through the use of
the syzygies; thus every element of R can be written uniquely as a linear
combination of standard monomials. A Stanley decomposition is simply a
compact expression for such a linear combination. For the examples in this
paper, where there is only one syzygy, it is enough to choose an ordering of
the I1, ..., Is (for instance, the ordering given by the subscripts), order the
monomials lexicographically, and write the terms of the syzygy in this
ordering. Then a nonstandard monomial is one that is divisible by the first
term of the syzygy, and all other monomials are standard.
D. In discussing step D it is essential to distinguish the two degrees
of a monomial in R, its degree in I (the sum of the powers of the I1, ..., Is)
and its degree in x. Since each Ii was constructed to fill a position in the
top weight list, each Ii consists of terms having a specific weight and a
specific degree in x. Since weights and degrees add when polynomials are
multiplied, it follows that each monomial in the I1, ..., Is also has a weight
and a degree in x. Elements of R, which are polynomials in I1, ..., Is, will
have a weight and degree (in x) if and only if each term has the same
weight and degree. Now suppose for a moment that R=kerX (instead of
merely being a subring). Then, according to property P4, any maximal
linearly independent set of elements of R which have a weight, and which
have degree i in x, may be taken as a set of chain tops for the chains in
Pi(Rn, R). By Lemma 1 below, the standard monomials (in I1, ..., Is) of
degree i in x constitute just such a maximal linearly independent set. So to
test whether or not R=ker X it is enough to find out whether, for each i,
the number of elements in the chains of Pi whose tops are standard
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monomials is equal to the dimension of Pi. This calculation is facilitated by
certain two-variable generating functions introduced by Sylvester and
rediscovered (and named table functions) by Cushman and Sanders; the
method will be clear from the example below. (The more familiar one-
variable version of such generating functions may be seen in Algorithm
2.2.5 in [12]
Lemma 1. Let R be any subring of ker X generated by homogeneous
polynomials I1, ...Is in x=(x1, ..., xn) which are weight vectors for the triad
{X, Y,Z}, and let Rik be the vector subspace of R consisting of polynomials
homogeneous in x of degree i and weight k. Let a Gröbner basis for the
syzygies of I1, ..., Is be selected. Then:
1. The standard monomials in I1, ..., Is (with respect to the given
Gröbner basis) having degree i (in x) and weight k form a basis for Rik.
2. If R=kerX, the standard monomials of degree i form a set of
chain tops for the chains in Pi(Rn, R).
Proof. The standard monomials of degree i and weight k are linearly
independent and span Rik, so the first conclusion is trivial. The second
follows from the first together with P4. L
Example N4. It is time to turn to the example of N4. Step A calls for
determining the basic invariants in each degree i=1, ..., j for some j. It
turns out (this is not clear in the beginning) that j=4 is sufficient. From
(22),
Z(xm11 x
m2
2 x
m3
3 x
m4
4 )=(3m1+m2−m3−3m4)(x
m1
1 x
m2
2 x
m3
3 x
m4
4 ).
That is, the monomials in each Pi(Rn, R) are weight vectors with comput-
able weights. (This is always the case when the initial N is in Jordan form.)
Therefore it is possible (and easily programmable) to tabulate the weights
present in each Pi(Rn, R); for instance, for i=4 the nonnegative weights
and their multiplicities are given by
weight 12 10 8 6 4 2 0
multiplicity 1 1 2 3 4 4 5
with symmetrical multiplicities for negative weights. It follows from P8 that
there must be chain tops of weights 12, 8, 6, 4, and 0. Thus the top weight
list in degrees 1 through 4 (with vertical lines separating the degrees) is
found to be
3 | 6 2 | 9 5 3 | 12 8 6 4 0.(29)
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The next problem is to find chain tops of the appropriate weights and
degrees. There lies at hand a collection of elementary invariants that are
easy to find. These can be used as an initial source of chain tops to fill
positions in the top weight list. For the case of N4 these are
degree weight
a = x1 1 3
b = x22−2x1x3 2 2
c = x32−3x1x2x3+3x
2
1x4 3 3
(30)
These elementary invariants are first integrals of the flow eYt=eN
gt and
may be computed by using the hyperplane x2=0 as a cross-section of this
flow. (The point where an orbit intersects a cross-section is an invariant of
the flow. Such invariants form a complete set of continuous invariants, in
the sense that any continuous invariant is a continuous function of the
elementary invariants. But not every polynomial invariant is a polynomial
function of the elementary invariants, as will be seen below.) The general
formula for the elementary invariants of the flow of Ngr (a single Jordan
block of size r) is a1=x1 and
aj=x
j
2+C
j
k=2
(−1)k−1 j · [(j−2)(j−3) · · · (j−k+1)] xk−11 x
j−k
2 xk+1(31)
for j=2, ..., r−1. Each aj has a weight. The weight of a1 is r−1, and the
weight of aj for j > 2 is (r−3) j. One advantage of the inner product
normal form style is that these formulas for aj do not depend upon r
(although their weights do): there is an infinite list, and the first r of them
are used. (The corresponding invariants in the sl(2) normal form style do
depend on r, through the pressure factors.)
We can now use I1=a, I2=b, and I3=c to fill in certain positions in
the top weight list:
3 | 6 2 | 9 5 3 | 12 8 6 4 0
a | b | c |
Products of a, b, and c fill the remaining positions, except for the weight
zero invariant in degree 4, which we call I4=d:
3 | 6 2 | 9 5 3 | 12 8 6 4 0
a | a2 b | a3 ab c | a4 a2b ac b2 d
(32)
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The missing invariant d may be calculated by finding the kernel of X on
the space spanned by the monomials of degree 4 with weight zero. (The a,
b, and c could also have been found by this method.) The result is
d=9x21x
2
4−3x
2
2x
2
3−18x1x2x3x4+8x1x
3
3+6x
3
2x4.(33)
It will be shown in step D that the subring R of P(Rn, R) generated by
a, b, c, d actually equals ker X (that is, that there are no further gaps to be
filled in degrees beyond 4), but first it is necessary to examine the structure
of R (steps B and C).
There is a single syzygy holding among a, b, c, d (or more precisely, the
ideal of syzygies has a single generator),
c2=b3+a2d.
This can be discovered by inspection or by using Gröbner basis software.
Any of the three terms of this syzygy may be considered the leading term
under lexicographic ordering, depending on the order chosen for the indi-
vidual variables. The simplest choice of leading term is c2; with this choice,
all powers of c beyond the first can be removed, so that monomials divi-
sible by c2 are nonstandard. Standard monomials are those containing at
most one factor of c. Every element of R can be written uniquely as a
linear combination of such standard monomials, which can then be
factored as f(a, b, d)+g(a, b, d) c, where f and g are polynomials. Thus a
Stanley decomposition is
R[a, b, d] À R[a, b, d] c.(34)
This Stanley decomposition of R, with Stanley basis {1, c}, is also a
Hironaka decomposition: the elements a, b, and d are algebraically inde-
pendent (because each contains a variable not present in the previous ones),
and R can be viewed as a free module (with generators 1 and c) over the
subring of polynomials in a, b, and d. In the terminology of Hironaka
decompositions, a, b, and d are called primary invariants and c is a secon-
dary invariant. (In speaking of R as a module it is important to remember
that it is also a ring in its own right, while the other modules we have dis-
cussed are not.) If b3 is taken as the leading term, the standard monomials
are those containing at most two factors of b, and the Stanley decomposi-
tion is
R[a, c, d] À R[a, c, d] b À R[a, c, d] b2,(35)
which is again a Hironaka decomposition. If a2d is taken as the leading
term, a standard monomial may contain any power of a if d is not present,
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but if d is present, a may not occur beyond the first power. This can be
expressed through the Stanley decomposition
R[a, b, c] À R[b, c] d À R[b, c] ad.(36)
This is not a Hironaka decomposition, because f, g, and h are not func-
tions of the same set of (algebraically independent) variables. (This last
Stanley decomposition is the one generated by the algorithm in [13] using
the ordering a < b < c < d.) We will use (34) for the remainder of the
discussion.
To generate a table function, replace each term in the Stanley decompo-
sition (34) by a rational function in d and w (for ‘‘degree in x’’ and
‘‘weight’’) constructed as follows: for each basic invariant (a, b, or d)
appearing in a coefficient function (f or g), the denominator will contain a
factor 1−dpwq, where p and q are the degree and weight of the invariant;
the numerator will be dpwq, where p and q are the degree and weight of the
Stanley basis element for that term. The result, for this example, is
T=
1+d3w3
(1−dw3)(1−d2w2)(1−d4)
.
When the table function is fully expanded as a power series in d and w, it
contains the term mdrw s if there are exactly m standard monomials that
have total degree r and weight s. Thus the table function is an encoded
version of that part of the top weight list (29), carried to all orders, that can
be generated from a, b, c, d. To prove that R=ker X, it would suffice to
prove that this is the entire top weight list, and for this it is enough to
prove that the number of elements in the chains having these top weights,
in degree j, is equal to dimPj(Rn, R). This is equivalent to checking that
“
“w wT
:
w=1
=
1
(1−d)4
,
which can easily be verified. Multiplying T by w adds one to each weight,
so that the power of w in each term now equals the length of the chain;
differentiating with respect to w brings that chain length into the coefficient
as a factor; and setting w=1 combines all terms of the same degree. The
result should equal the Hilbert series of P(Rn, R), which (for polynomials
on Rn) is 1/(1−d)n; here n=4. This completes step D.
The methods described above suffice, in principle, to obtain a Stanley
decomposition for the ring of invariants for any Nr, but the computations
become prohibitive if r becomes large, and they have only been carried out
for a few small integer values. (The problem of invariants, in our sense, for
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Nr is equivalent to the classical problem of covariants of binary forms of
degree r−1. It is pointed out in [10, p. 40] that results have been claimed
up to r−1=12 but these are reliable only up to r−1=6, that is, N7.)
These methods also work for N with several Jordan blocks, such as N2, 3,
but the additional techniques given in Section 6 shorten the work.
5. STANLEY DECOMPOSITIONS FOR ker X r
AND FOR NORMAL FORMMODULES
The object of this section is to describe a procedure for obtaining a
Stanley decomposition for kerX r, given a Stanley decomposition for
ker X. By Theorem 1, this will give a Stanley decomposition for the normal
form module ker X (and, even more directly, one for the simplified normal
form module ker D of Section 3). Nothing in the argument requires that r
be the size of a Jordan block occurring in N, although those values of r are
the ones needed for ker X.
According to Lemma 1, the chain tops of P(Rn, R) under the triad
{X, Y,Z} may be taken to be the standard monomials in the basic
invariants I1, ..., Is, with respect to the given Stanley decomposition of
ker X. The chains under these chain tops can be obtained by repeated
application of Y, and a vector space basis for ker X r can be found by
computing these iterates down to depth r. (By a basis for the infinite-
dimensional space ker X r we mean the union of bases for each degree.)
Thus, for N4, the chain tops up to degree 4 listed in (32) give rise to the
following basis for kerX4 in these degrees:
a | a2 b | a3 ab c |
Ya | Y(a2) Yb | Y(a3) Y(ab) Y(c) |
Y2a | Y2(a2) Y2b | Y2(a3) Y2(ab) Y2(c) |
Y3a | Y3(a2) f | Y3(a3) Y3(ab) Y3(c) |
(37)
a4 a2b ac b2 d
Y(a4) Y(a2b) Y(ac) Y(b2) f
Y2(a4) Y2(a2b) Y2(ac) Y2(b2) f
Y3(a4) Y3(a2b) Y3(ac) Y3(b2) f
Notice that some chains continue beyond depth 4 (for example, Y4(a2) is
not zero), while others end before reaching depth 4. (The positions marked
by asterisks would be zero and hence are not included in the basis for
ker X4.)
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Suppose that V … ker X r is a (graded) vector subspace (over R) of
ker X r. Then if V contains all elements Y if, where f is a standard mono-
mial in I1, ..., Is and i=0, ..., r−1, then V contains a basis for ker X r and
hence V=kerX r. For instance, if V …X4 contains every entry in the table
(37), continued to all degrees, it follows that V=ker X4. The following
lemma is a generalization of this idea. Let f be a standard monomial of
degree j (in x) and let Y if be a (nonzero) entry in the chain under f.
Define g ¥Pj(Rn, R) to be a replacement for Y if if X ig is a nonzero
multiple of f. (Notice that under this definition, Y if can be considered a
replacement for itself.)
Lemma 2. If a vector subspace V … kerX r contains a replacement for
every chain element under the standard monomials down to depth r, then
V=ker X r.
Proof. It suffices to show that any set of replacements for the chain
elements in Pj(Rn, R) ( for any j) down to depth r is a basis for the vector
space Kj=Pj(Rn, R) 5 ker X r. It is clear that the replacements belong to
Kj. Since the set of chain elements down to depth r is a basis for Kj, the set
of replacements has the correct cardinality, and it is only necessary to
check that they are linearly independent. Suppose a nontrivial linear rela-
tion holds among the replacements, and let i be the maximum depth of any
term in the relation having a nonzero coefficient. Then applying X i−1 to
the relation leads to a nontrivial relation among the chain tops. But this is
impossible. Note that the replacements for the elements in a chain need not
form a Jordan chain themselves and need not belong to the span of the
chain they are replacing. The argument given here must be carried out one
degree at a time, not one chain at a time. L
The next lemma gives a method of finding replacements.
Lemma 3. Let f be a standard monomial. A replacement for Y if can be
found by placing i copies of Y arbitrarily in front of the various factors of f,
as long as the result is not zero.
Proof. The proof is by induction on i. For i=1, let the standard
monomial f be factored in any way into a product of two standard
monomials, f=gh. We claim that gYh is a replacement for f. By (26) and
P7, X(gYh)=pr(Yh) gh, which is a positive multiple of f. For i > 1,
suppose that g is obtained from f by placing i copies of Y in front of
various factors of f. One application of X will produce i terms, each of
which is a positive multiple of an expression obtained from g by removing
one Y. After i applications of X there will be many terms, each equal to a
positive multiple of f. Thus their sum is a nonzero multiple of f. L
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A systematic construction of replacements for the chain elements under a
standard monomial, down to depth r, can be given as follows based on
Lemma 3. Think of each standard monomial as being written without
powers and with the terms in order by index (so that I21I
3
2 appears as
I1I1I2I2I2). Apply Y repeatedly to the last factor in the monomial, until one
more application of Y would produce zero. (By P6, the maximum power of
Y that can be applied to an invariant equals the weight of the invariant.)
After that, additional copies of Y will be applied to the next to the last
factor until the power of Y equals its weight, then to the factor before that,
and so on, stopping when the total number of factors of Y reaches r−1.
Each replacement constructed in this manner contains two parts, a prefix
which is itself a standard monomial and a suffix which begins with the first
occurrence of Y. The important point is that the collection of suffixes that
occur when this process is applied to all possible standard monomials is
finite, and consists of exactly the expressions
(Y i1Ij1 )(Y
i2Ij2 ) · · · (Y
ikIjk ),(38)
subject to the following conditions.
1. 1 [ j1 [ j2 [ · · · [ jk [ s (where I1, ..., Is are the basic invariants).
The number k is not fixed, but varies from one suffix to another.
2. 1 [ i1 [ wt(Ij1 ), so that the first factor contains at least one Y and
is not zero.
3. i2 through ik are equal to wt(Ij2 ) through wt(Ijk ), so that each
factor after the first contains its maximal power of Y.
4. i1+·· ·+ik [ r−1, so that the depth i1+·· ·+ik+1 of the suffix
will be [ r.
Notice that no basic invariant of weight zero can appear in a suffix; these
invariants will be called trivial, because they do not contribute to the
weight of any term in which they are present. The simplest suffix sets will
be obtained when the basic invariants are indexed (or ordered) in such a
way that the weight is a nondecreasing function of the index. (This maxi-
mizes the number of powers of Y that can be applied to each factor
before moving to the preceding factor. For instance, if the last basic
invariant Is satisfies wt(Is) \ r−1, the only suffixes that contain Is will be
YIs, ..., Y r−1Is.)
Since there are only finitely many suffixes, each suffix will occur in infi-
nitely many replacements. The next step is to describe the set of prefixes
that can occur with any given suffix. Let S be a suffix and let g be the
standard monomial that results from deleting all occurrences of Y in S; we
call g a stripped suffix. Let f be any other standard monomial. Then fS
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occurs as a replacement (that is, f is a prefix for S) precisely when the
following two conditions are satisfied:
1. fg is a standard monomial (so that fg occurs as a chain top);
2. the factors of fg are correctly ordered (assuming those of f and g
are correctly ordered). Equivalently, the final factor of f either precedes or
equals the first factor of g.
Let m1, ..., mp be the leading monomials of the Gröbner basis for the
syzygies, so that a monomial is standard if and only if it is not divisible by
any of the m1, ..., mp. (In the examples calculated in this paper, p=1.)
Then, given g, the condition (1) for fg to be standard is that f not be divi-
sible by any of the monomials m −i=mi/gcd(mi, g). Let the first basic
invariant appearing in g be Ii(g). Then the condition (2) for fg to be
correctly ordered is that f not be divisible by Ii(g)+1, ..., Is. Therefore
the prefix monomials f associated with a given stripped suffix g are
just the standard monomials with resect to the (new) ideal
Om −1, ..., m
−
p, Ii(g)+1, ..., IsP. Then the collection of polynomials which are
linear combinations of such prefix monomials for a given suffix S is a ring,
the prefix ring for S, which has a Stanley decomposition (defined by its
standard prefix monomials). This Stanley decomposition will be denoted
P(S), the Stanley decomposition of the prefix ring for the suffix S.
We are now ready to state the main theorem. The proof is given imme-
diately after the theorem, but is probably best understood after studying
the examples that follow it. Further comments on the proof are given at the
end of this section.
Theorem 3. A Stanley decomposition for kerX r is given by
ker X r=SD(kerX) À 1 Â
S
P(S) S2 ,(39)
where:
a. SD(ker X) is the Stanley decomposition of the invariant ring
determined by a particular Gröbner basis for the syzygies among the
invariants;
b. the sum ranges over all suffixes S of depth [ r, suffixes being
defined as in (38) using a selected ordering of the basic invariants; and
c. P(S) is the Stanley decomposition of the prefix ring for S, as
defined above, using as standard monomials those determined by the same
Gröbner basis used to obtain SD(ker X).
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The ordering of the basic invariants I1, ..., Is used in constructing the suffix
set need not be related to the term ordering used to obtain the Gröbner basis.
Proof. It is clear that ker X … ker X r and that P(S) S … ker X r for each
suffix S; therefore if V denotes the vector subspace of P(Rn, R) spanned by
the vectors in these sets, V … ker X r. It is also clear (by the method of
construction of prefixes and suffixes and by Lemma 3) that V contains
replacements for each chain element under the standard monomials down
to depth r; therefore by Lemma 2, V=ker X r. (This property is called
‘‘completeness’’ of the Stanley decomposition in [2].) What remains to be
proved is only that the sums in equation (39) are in fact direct sums; that is,
that every element of ker X r is uniquely expressed in the form indicated in
(39). (This is called ‘‘minimality’’ in [2].) But this is also obvious. To see it,
define a generalized monomial in I1, ..., Is to be any product of finitely
many expressions Y iIj with i \ 0. Then our construction of prefixes and
suffixes generates only those generalized monomials that are actually
needed to form a set of replacements for the chain elements under the
standard monomials down to depth r, and these, according to Lemma 2,
are linearly independent (as functions of x). L
Example N4. The theorem will be illustrated by constructing two
Stanley decompositions for ker X4 in the case of N4, using the two Stanley
decompositions (34) and (36) for kerX. For both decompositions the
ordering of basic invariants will be d < b < a < c (or equivalently, I1=d,
I2=b, I3=a, I4=c), which is consistent with the order of their weights
(0, 2, 3, 3).
For the first Stanley decomposition, based on (34), the chain tops are
those of table (37). That is, the standard monomials are of the form
a ib jckda, where k is restricted to the values 0 or 1; written in the order
described above, these become dab ja ick. Each such standard monomial
belongs to one (and only one) of the following five types (when written
without powers):
1. The final factor is c.
2. The final factor is a.
3. The final factor is b and the factor before that is d.
4. The final two factors are both b.
5. The final factor is d.
The suffix set for standard monomials of the first type is {Yc, Y2c, Y3c}
and for the second type is {Ya, Y2a, Y3a}. There is no need to use factors
before the last in creating these suffixes, because depth 4 has already been
reached. For the third type the suffix set is {Yb, Y2b}; depth 4 is not
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reached, but it cannot be, because the only remaining factors must be d,
which have weight zero. For the fourth type, the suffix set includes the suf-
fixes of the third type and also YbY2b. That is, Y is applied to the next-to-
last factor after the possibilities for the last factor have been exhausted.
Since depth 4 has been reached, there is no need to continue. For the fifth
type, there are no suffixes because the weight is zero.
The prefix ring for each suffix is very easy to find in this example,
because the only restriction on standard monomials is that they contain at
most one c. Thus for suffixes of type one, that is, suffixes arising from
monomials of the first type in the list above, the prefix ring is R[a, b, d],
because the only c present has already been used in forming the suffix. For
suffixes of type two, the coefficient ring is again R[a, b, d], because there
can be any number of additional factors of a besides the one used in the
suffix. For suffixes of types 3 and 4 the coefficient ring is R[b, d]. Each of
these prefix rings is a full polynomial ring in algebraically independent
elements, so the expressions given for these rings are already their Stanley
decompositions. Thus according to Theorem 3, the Stanley decomposition
is
ker X4=R[a, b, d] À R[a, b, d] c(40)
À R[a, b, d] Yc À R[a, b, d] Y2c À R[a, b, d] Y3c
À R[a, b, d] Ya À R[a, b, d] Y2a À R[a, b, d] Y3a
À R[b, d] Yb À R[b, d] Y2b À R[b, d] YbY2b.
Beginning from the Stanley decomposition (36) for kerX leads to a dif-
ferent Stanley decomposition of ker X4. The standard monomials will be
different, but (since we are using the same ordering of the basic invariants)
the classification of standard monomials into five types will be the same as
before, and so the suffix set is the same. (To be sure of this, the list of types
and the associated list of suffixes should be constructed without making
any use of the standard monomials. If it should happen that a particular
Gröbner basis makes standard monomials of a particular type impossible,
the prefix ring for suffixes of that type will be empty.) This example has
been chosen because the Stanley decompositions of the prefix rings are not
as simple as in (40). According to (36), there is now no restriction on the
number of c in a standard monomial, so the prefix ring for a monomial
of type one (ending in c) is the full ring of invariants. Thus if
S ¥ {Yc, Y2c, Y3c}, P(S)=R[a, b, c] À R[b, c] d À R[b, c] ad. Mono-
mials of type 2, ending in a, may come from the term R[a, b, c] in (36) or
from the term R[b, c] ad; in the former case there may be any number of
factors of a, and in the latter case, only one. The Stanley decomposition of
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the prefix ring for suffixes of type two is R[a, b, c] À R[b, c] d. For suf-
fixes of types three and four it is R[b] À R[b] d. It is left to the reader to
write down the Stanley decomposition of kerX4 that results from this.
Having obtained a Stanley decomposition for ker X4 in either of these
ways, it is easy to convert it into a Stanley decomposition for the simplified
normal form ker D or the inner product normal form ker X (since the cal-
culations have been done using the inner product version of {X, Y,Z}).
For the simplified normal form, the Stanley decomposition is obtained by
inserting each term of (40) into the last entry of a four-dimensional vector.
This can be written as
ker D=R[a, b, d] r00
0
1
s À R[a, b, d] r00
0
c
s À R[a, b, d] r 00
0
Yc
s À · · · .(41)
This can be reduced to the original variables x by referring to (30), (33),
and the expression for Y in (22). A table of the necessary expressions (such
as Yc) is given below. For the inner product normal form, the reconstruc-
tion map j−1 should be applied to each term of (40), resulting in
ker X=R[a, b, d] r00
0
1
s À R[a, b, d] rX3cX2c
Xc
c
s À R[a, b, d] rX3YcX2Yc
XYc
Yc
s À · · · .(42)
Of course each of the expressions such as X iYc should be simplified by
using pressure factors (so that XYc=3c, because pr(Yc)=wt(c)=3).
Thus it is never necessary to apply X, and the entries in the Stanley
decomposition for either the simplified or inner product normal form can
be obtained from the following table.
(1/3)Ya=x2(43)
(1/12)Y2a=x3
(1/36)Y3a=x4
(1/2)Yb=x2x3−3x1x4
(1/4)Y2b=2x23−3x2x4
(1/8)YbY2b=2x2x
3
3−3x
2
2x3x4−6x1x
2
3x4+9x1x2x
2
4
(1/3)Yc=x22x3−4x1x
2
3+3x1x2x4
(1/12)Y2c=3x22x4−x2x
2
3−3x1x3x4
(1/12)Y3c=9x2x3x4−4x
3
3−9x1x
2
4
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The following remarks are intended to clarify the relationship of this
argument to the methods of proof of minimality and completeness in [2].
The arguments in [2] treat the module of equivariants, ker X, by the same
methods that we have used in Section 4 to study ker X. Thus basic equi-
variants are computed to fill the positions in a top weight list; then a
proposed Stanley decomposition is constructed (by methods that we need
not discuss); then minimality is proved (so that the proposed Stanley
decomposition is known to be an actual Stanley decomposition of some
submodule of the equivariants; and finally completeness is proved by a
table function argument. It is therefore crucial that minimality is proved
before completeness. Let us sketch how minimality would be proved for the
Stanley decomposition (40) by the methods of [2]. It would be assumed
that an expression
f1(a, b, d)+f2(a, b, d) c
+f3(a, b, d) Yc+f4(a, b, d) Y2c+f5(a, b, d) Y3c
+f6(a, b, d) Ya+f7(a, b, d) Y2a+f8(a, b, d) Y3a
+f9(b, d) Yb+f10(b, d) Y2b+f11(b, d) YbY2b
is identically equal to zero (as a function of x). Then it would be proved
that each coefficient f1, ..., f11 is identically equal to zero. This can be done
by applying X three times to the given identity, to obtain a total of four
separate identities, and then working backward starting with the simplest
one, using algebraic independence arguments to prove that each of the
functions fi vanishes. In [2] the required identities are not obtained by
applying X, but by taking separate components of the equivariants; but
according to our reconstruction map j−1 (see Theorem 1), these are the
same thing. It is not necessary for us to iterate X on such expressions to
prove minimality, because the required iteration of X has been incor-
porated into the proof of the linear independence part of Lemma 2. It is
also not necessary for us to use a table function argument to prove
completeness, because that is covered by the cardinality argument in the
proof of Lemma 2.
6. THE CLEBSCH–GORDAN THEOREMWITH
EXTERNAL TRANSVECTANTS
Let X1, Y1, Z1 be a triad acting on a vector space V1, and X2, Y2, Z2
a triad on V2. There is a natural triad X, Y, Z defined on the tensor
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product space V=V1 é V2 by the equations X=X1 uX2, Y=Y1 u Y2,
Z=Z1 u Z2, where
Au B=A é I+I é B.(44)
The usual version of the Clebsch–Gordan theorem describes the chain
structure (the number and length of the chains, or irreducible subrepresen-
tations) of V in terms of that of V1 and V2, but does not give a formula for
the chain tops. The required formula will be given in terms of external
transvectants, which are related to the transvectants of classical invariant
theory. This form of the Clebsch–Gordan theorem will then be used to
facilitate the computation of the ring of invariants of a nilpotent matrix
with several Jordan blocks and in Section 8 to explain in greater detail the
relation between the ring of invariants and the module of equivariants for
any N.
Let a ¥ ker X1 … V1 and b ¥ ker X2 … V2, with weights wa and wb (with
respect to Z1 and Z2, respectively). Then (a, b) (i), the ith external transvec-
tant of a and b, is the element of V1 é V2 defined by
(a, b) (i)=C
i
j=0
(−1) jW ijab(Y
j
1a) é (Y i− j2 b),(45)
where
W ijab=1 ij2 (wa−j)!(wa−i)! · (wb−i+j)!(wb−i)! .(46)
The first few external transvectants are given explicitly by
(a, b) (0)=a é b(47)
(a, b) (1)=waa é (Y2b)−wb(Y1a) é b
(a, b) (2)=wa(wa−1) a é (Y22b)−2(wa−1)(wb−1)(Y1a) é (Y2b)
+wb(wb−1)(Y
2
1a) é b
(a, b) (3)=wa(wa−1)(wa−2) a é (Y32b)
−3(wa−1)(wa−2)(wb−2)(Y1a) é (Y22b)
+3(wa−2)(wb−1)(wb−2)(Y
2
1a) é (Y2b)
−wb(wb−1)(wb−2)(Y
3
1a) é b.
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Lemma 4. If a ¥ ker X1 and b ¥ ker X2, with weights wa and wb (with
respect to Z1 and Z2), then (a, b) (i) belongs to ker X and has weight
wa+wb−2i (with respect to Z). If a ] 0 and b ] 0 then (a, b) (i) ] 0 for
i=0, ..., s, where s is the length of the shorter of the chains headed by a and
b, and is zero for i > s.
Proof. That the transvectant belongs to ker X follows by applying X to
(45) using (44) and (28) and checking that
W ijab pr(Y
i− j
2 b)=W
i, j+1
ab pr(Y
j+1
1 a).
The transvectant is nonzero for small i because the terms are linearly
independent and vanishes for large i because in each term one factor in the
tensor product vanishes. L
The study of tensor products of triads is simplest when the vector
spaces V1 and V2 contain only one chain each (so that they are irreducible
representations of sl(2)).
Theorem 4 (Clebsch–Gordan). If V1 has a single chain top a of weight
wa, and V2 has a single chain top b of weight wb, then the number of chains in
V1 é V2 equals the length 1+min{wa, wb} of the shorter of the given chains.
The top weights of these chains are wa+wb, wa+wb−2, wa+wb−4, ..., and
the chain tops may be taken to be the external transvectants (a, b) (0),
(a, b) (1), (a, b) (2), ... .
Proof. The proof follows the same pattern used in Section 4 to compute
ker X: establish the table of weights and multiplicities; establish the top
weight list; find weight vectors filling the positions in the top weight list.
Since {a, Ya, ..., Ywaa} and {b, Yb, ..., Ywbb} are bases for V1 and V2, the
vectors Y ia é Y jb form a basis for V1 é V2. These are weight vectors with
weights wa+wb−2(i+j). So the weight wa+wb occurs with multiplicity 1,
wa+wb−2 with multiplicity two, and as two is subtracted repeatedly
from the weight, the multiplicities continue to increase by one until
wa+wb−min{wa, wb} is reached; after that the multiplicity is steady until it
begins to decrease. So there exists one chain of each of the top weights
wa+wb, wa+wb−2, ..., wa+wb−min{wa, wb}. According to Lemma 4,
these positions can be filled by the external transvectants. L
This result can be extended to vector spaces V1 and V2 with arbitrary
numbers of chains by the formula
1Â
i
V1i 2 é 1Â
j
V2j 2=Â
ij
(V1i é V2j),(48)
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where each V1i and V2j is the span of a chain in V1 or V2. It follows that the
chain tops of V1 é V2 may be taken to be exactly the set of all possible
external transvectants of (a given choice of) chain tops in V1 with (a given
choice of) chain tops in V2.
In order to compute the ring of invariants ker X associated with a nilpo-
tent matrix N having several Jordan blocks, a further slight generalization
is needed. The following considerations are directed toward the case Nr, s.
If k: V1×V2 QW is a surjective bilinear map onto a vector space W with
dimW=(dim V1)(dim V2), then V1 é V2 is isomorphic with W via the
unique linear map such that u é vW k(u, v), and W may be called a con-
crete realization of the tensor product. In particular, if Pi(R r, R) and
Pj(R s, R) are the vector spaces of homogeneous polynomials of degrees i
and j in distinct sets of variables (x1, ..., xr) and (xr+1, ..., xr+s), the map
k: Pi(R r, R)×Pj(R s, R)QPi+j(R r+s, R) defined by k(u, v)=uv (the ordi-
nary product of polynomials) maps onto the subspace Pi, j(R r+s, R) con-
sisting of polynomials that are separately homogeneous with degrees i and
j in the two sets of variables, and this subspace is a concrete realization of
the tensor product. Furthermore
Pk(R r+s, R)= Â
i+j=k
Pi, j(R r+s, R).
Therefore
Pk(R r+s, R) 5 Â
i+j=k
Pi(R r, R) éPj(R s, R).(49)
Let {X1, Y1,Z1} and {X2, Y2,Z2} be the triads defined on P(R r, R) and
P(R s, R) by Nr and Ns respectively (using either the inner product or sl(2)
recipes). Then the triad defined by Nr, s on P(R r+s, R) will be X=X1+X2,
etc.; see (24). Under each isomorphism Pi, j(R r+s, R) 5Pi(R r, R) é
Pj(R s, R), X1+X2 corresponds to X1 uX2. Therefore (49) allows the
Clebsch–Gordan theorem to be used to compute the top weight list for
Nr, s. External transvectants can be used to supply any required chain tops,
although (as will be seen in the following example) this is not the preferred
choice, and they should be used only when needed.
Example N3, 2. To calculate N3, 2, let
a=x1(50)
b=x4
c=x22−2x1x3.
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Then the top weight list and chain tops for degrees 0 through 3 for N3
(using x1, x2, x3) and N2 (using x4, x5) are
0 | 2 | 4 0 | 6 2
1 | a | a2 c | a3 ac
and
0 | 1 | 2 | 3
1 | b | b2 | b3
These are obtained by the methods of Section 4. The tensor product of
these top weight lists is computed in the following table. The second row
gives the external transvectant which could be used to fill the position
according to the Clebsch–Gordan theorem; zero-th transvectants are
written simply as products, with factors of 1 omitted (thus (a, 1) (0)=a).
Dotted lines separate transvectants obtained from tensor products of
distinct gradations. The third row will be explained below.
0 | 2 1 | 4 0 x 3 1 x 2 |
1 | a b | a2 c x ab (a, b) (1) x b2 |
| | x d x |
(51)
6 2 x 5 3 1 x 4 2 0 x 3
a3 ac x a2b (a2, b) (1) bc x ab2 (a, b2) (1) (a, b2) (2) x b3
x ad x bd e x
The entries in the second row of this table reflect only the external trans-
vectant structure. If we were to continue in this way, the ring structure of
ker X in P(R5, R) would never appear, whereas it is just this ring structure
that is of interest. Therefore we read the second row again, looking for
products of earlier elements that can replace transvectants later in the list.
(Zeroth transvectants already appear as products, and do not need to be
replaced; the external product of elements from the two rings P(R3, R) and
P(R2, R) coincides with the internal product of the elements regarded as
belonging to P(R5, R).) Each transvectant that cannot be replaced by a
product is given a new name (hence d and e) and added to the generators of
the ring. (Note that we are not using identities to replace the transvectants.
When (a2, b) (1) is replaced by ad=a(a, b) (1) it is not because we have cal-
culated (a2, b) (1)=2a(a, b) (1) and dropped the 2, but because ad is a weight
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vector of weight 3 and degree 3 and so serves to fill the position. It is also
clearly independent of b3, the other entry of the same weight and degree.)
The explicit evaluation of d and e follows from the definition of transvec-
tant (and the identification of tensor products with ordinary products when
the variables are distinct). It is convenient to add numerical factors to
simplify the result:
d=12 (a, b)
(1)=12 (2aY2b−(Y1a) b)=x1x5−x2x4
e=14 (a, b
2) (2)=x1x
2
5−2x2x4x5+2x3x
2
4.
(52)
The invariants a, b, c, and one of d and e are algebraically independent,
and there is a single syzygy
d2=ae+b2c(53)
which constitutes a Gröbner basis for the syzygies. Taking d2 as the leading
term gives a Stanley decomposition for ker X that is also a Hironaka
decomposition:
kerX=R[a, b, c, e] À R[a, b, c, e] d.(54)
As in Section 4, a table function argument (which we omit) can be used to
show that the calculation of the generators for the ring of invariants is
finished.
The rest of this section explains how external transvectants are related
(by way of an intermediate notion of internal transvectants) to the classical
transvectants of invariant theory. Consider any triad {X, Y,Z} acting on
P(Rn, R), obtained from some nilpotent matrix N by either the inner
product or sl(2) recipes. Let a ¥Pnk 5 ker X and b ¥Pna 5 kerX. Then the
internal transvectant of a and b can be defined by
(a, b) (i)=C
i
j=0
(−1) jW ijab(Y
ja)(Y i− jb),(55)
with W ijab as in (46); the definition is the same as for external transvectants,
except that Y1 and Y2 become Y and the tensor product is replaced by
ordinary product. For instance, in (51) the internal transvectant of any two
chain tops can be computed, without requiring that one involve only
x1, x2, x3 and the other x4, x5. Under these circumstances, the ordinary
polynomial product no longer coincides with the tensor product. In other
words, the internal transvectant is the image of the external transvectant
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(a, b) (i) under the unique linear map k: Pnk(R
n) éPna (Rn)QPnk+a(Rn)
defined by k(u é v)=uv. Since this map has a sizeable kernel, the internal
transvectant frequently vanishes when the external transvectant does not;
for instance the internal transvectant of a polynomial with itself, (a, a) (i),
vanishes whenever i is odd. Internal transvectants could have been used in
the last section to compute the missing chain tops for N4 (instead of com-
puting the kernel of X on small subspaces), but there seems to be no way
to know in advance which transvectant will work; of the several possible
transvectants that give the right degree and weight, most will vanish.
Classical invariant theory, motivated by different problems than normal
form theory, nevertheless finds itself concerned with a triad {X, Y,Z} very
much like ours, acting on P(Rn, R). (There is always only a single Jordan
block, and the usual convention for the entries in the matrices X, Y, Z
differs slightly from ours.) What we have been calling an invariant, that is,
an element of ker X, is known in classical invariant theory as a semin-
variant or semi-invariant. Seminvariants are in one-to-one correspondence
with certain forms in two additional variables, called covariants; the
seminvariant of a covariant is its leading coefficient, and the covariant can
be reconstructed from its seminvariant by applying the Hilbert operator.
The classical ith transvectant is an operation performed upon two covari-
ants to yield a third. What we have called the internal ith transvectant of
two seminvariants is equivalent to the following sequence of classical
operations: apply the Hilbert operator to the two seminvariants to obtain
covariants; take their classical ith transvectant; then extract its leading
coefficient (its seminvariant). Note that identities that hold among classical
transvectants may not hold among external transvectants, but should hold
(perhaps with modified coefficients due to notational conventions) among
internal transvectants, at least if N has only one Jordan block.
7. STANLEY DECOMPOSITIONS FOR THE
NORMAL FORMS OF N3, 2 AND N2, 2, 2
In this section Theorem 3 of Section 5 will be applied to the Stanley
decomposition (54) of kerX for N3, 2 obtained in Section 6, to produce
Stanley decompositions of ker X3 and ker X2. These will then be combined,
via the basic isomorphism of Section 2, to obtain a Stanley decomposition
for the normal form. The example N2, 2, 2 will be treated in the same way.
Example N3, 2. The basic invariants for N3, 2 may be ordered as follows:
c < e < b < d < a, with weights 0, 0, 1, 1, 2. For ker X2 it is only necessary
to go to depth 2, and each of the nontrivial basic invariants b, d, a is the
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top of a chain that is nonzero to that depth. The standard monomials are
those that contain at most one factor of d, and may be classified into those
that end with a, those that end with d (and hence contain no other factors
of d and also do not contain a), those that end with b, and those (ending in
e or c) that are trivial (have weight zero). Therefore the suffix set will be
{Ya, Yd, Yb}, and the prefix rings for each suffix are as given in the
following Stanley decomposition.
ker X2=R[a, b, c, e] À R[a, b, c, e] d(56)
À (R[a, b, c, e] À R[a, b, c, e] d) Ya
À R[b, c, e] Yd À R[b, c, e] Yb.
For kerX3, the classification of standard monomials must be carried
farther. Those that end in a have full depth 3, but those ending in d or b do
not. In the case of d, the preceding factor is either b or trivial (since d
cannot appear twice); the same is true (because of the ordering) if the last
element is b. Thus the suffix set is {Ya, Y2a, Yd, YbYd, Yb, (Yb)2}, and
the Stanley decomposition is
kerX3=R[a, b, c, e] À R[a, b, c, e] d(57)
À (R[a, b, c, e] À R[a, b, c, e] d) Ya
À (R[a, b, c, e] À R[a, b, c, e] d) Y2a
À R[b, c, e] Yd À R[b, c, e] YbYc
À R[b, c, e] Yb À R[b, c, e](Yb)2.
In evaluating these in terms of x, the basic invariants are given by (50) and
(52), and Y is given by (24).
The reader may wish to check that if the basic invariants are ordered
c < e < b < a < d, the Stanley decomposition for kerX3 has nine terms
instead of ten; this results from the fact that d can never appear in a prefix.
On the other hand, the suffix set contains seven elements instead of six; the
extra element, YaYd, arises because standard monomials ending in d must
now be classified into three types rather than two: d preceded by a, d
preceded by b, and d preceded by a trivial invariant. This illustrates that
when a Hironaka decomposition (rather than just a Stanley decomposition)
for ker X is known, it is worthwhile to consider orderings in which the
secondary invariants are placed last, even if this is not consistent with
ordering by weight.
The Stanley decomposition for the simplified normal form for N3, 2 is
obtained from (56) and (57 by putting (57) into the third position in the
vector fields and (56) in the fifth. Thus one obtains
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ker D=(R[a, b, c, e] À R[a, b, c, e] d) |001
0
0
}(58)
À (R[a, b, c, e] À R[a, b, c, e] d) | 00Ya
0
0
}
À · · · À
À (R[a, b, c, e] À R[a, b, c, e] d) |000
0
1
} À · · · .
The Stanley decomposition for the inner product normal form is obtained
by applying the reconstruction map (0, 0, f, 0, g)W (X2f, Xf, f, Xg, g)
to (58).
Example N2, 2, 2. The example of N2, 2, 2 will be treated much more
briefly. This is one of the main examples worked out by the method of
‘‘covariants of special equivariants’’ in [2] and is the first of a family of
examples N2, 2, ..., 2 treated by that method in [4]. Since the members of this
family beyond N2, 2, 2 have a complicated family of syzygies, their treatment
by our method will be left for future research.
The basic invariants for N2, 2, 2 comprise three elementary invariants,
a=x1, b=x3, c=x5,
and three pairwise first transvectants of these,
d=x1x4−x2x3, e=x1x6−x2x5, z=x3x6−x4x5.
These are related by a single syzygy
cd−be+az=0.
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This syzygy can be used to eliminate the combination az from any poly-
nomial in the basic invariants, so that standard monomials cannot contain
both a and z; one Stanley decomposition for the invariants separates terms
into those containing no z and those containing at least one z (but no a):
kerX=R[a, b, c, d, e] À R[b, c, d, e, z] z.
To compute kerX2 it is only necessary to go to depth 2. The invariants a,
b, and c have weight 1, while d, e, and z have weight 0. So the suffix set is
{Ya, Yb, Yc}. If the nontrivial invariants are ordered by c < c < a, the
Stanley decomposition given by Theorem 3 will be
ker X2=R[a, b, c, d, e] À R[b, c, d, e, z] z
(R[a, b, c, d, e] À R[b, c, d, e, z] z) Ya
(R[a, b, c, d, e] À R[b, c, d, e, z] z) Yb
(R[c, d, e] À R[c, d, e, z] z) Yc.
The Stanley decomposition of the simplified normal form module is
obtained by placing this into the second, fourth, and sixth positions in the
vector fields, and the Stanley decomposition of the inner product normal
form is obtained from that by reconstruction.
8. EXTERNAL TRANSVECTANTS AND EQUIVARIANTS
The external transvectant, defined in Section 6, was used to calculate
invariants when N has several Jordan blocks. It can also be used to
calculate the equivariants, one degree at a time, from the invariants. The
particular transvectants necessary for this purpose take an especially simple
form when mapped from the equivariant normal form into the simpli-
fied normal form. This final section ties up several loose ends relating
Sections 2, 3, and 6. It does not add anything to the discussion of Stanley
decompositions.
Theorem 5. The unique map Pj+1(Rn, R) é RnQPj(Rn, Rn) sending
f é vW fv is an isomorphism of vector spaces, under which the triad
{X, Y, Z} on Pj(Rn, Rn) corresponds with {Xu (−Y),Yu (−X),
Zu (−Z)}. The chain tops for Pj(Rn, Rn) (which are a basis for the nor-
malform in degree j+1) may therefore be taken to be the (nonzero) external
transvectants (f, ek) (i), where f ranges over any choice of chain tops in P
n
j+1
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and ek are the standard unit vectors in Rn for values of i corresponding to
bottom rows of Jordan blocks. Written explicitly using the ordinary product,
these external transvectants are
(f, ek) (i)=C
i
j=0
W ijfek (Y
jf)(X i− jek)(59)
where
W ijfek=1 ij2 D
i−1
p=j
(wf−p) D
i−1
q=i−j
(wek −q),(60)
with wek=r−1 if the Jordan block of N having the kth row as its bottom
row is an r×r block.
Proof. The map Pj+1(Rn, R)×RnQPj+1(Rn, Rn) defined by (f, v)
W fv is surjective and dimPj(Rn, Rn)=(dimP
n
j+1)(dimR
n), so the ordi-
nary product fv is a concrete realization of the tensor product. Since
{X, Y, Z} is a triad, it follows that {−Y, −X, −Z} is a triad. Also,
(Xu (−Y)) fé v=(DY u (−Y)) fé v=DYfé v−fé (Yv), which maps
der the isomorphism to (DYf) v−fYv. Taking into account that when
v ¥ Rn is regarded as an element of Pj(Rn, Rn) it is a constant vector field,
this equals LY(fv)=X(fv). The remaining calculations go similarly.
Theorem 4 implies that the transvectants give the chain tops; notice that
the principal ek are chain bottoms for {X, Y, Z} but chain tops for
{−Y, −X, −Z} and that the weight of ek with respect to {−Y, −X, −Z}
is r−1. Notice also that alternating signs do not appear in (59), because
they cancel with the powers of (−X). L
These external transvectants take a very simple form when projected
into the simplified normal form. The content of the following theorem
overlaps with, and casts further light on, that of Theorem 1, because the
polynomials Y if occurring in (61) form bases for the various ker X r of
Theorem 1.
Theorem 6. A basis for ker D 5Pj(Rn, Rn), the simplified normal form
in degree j, is given by the vector fields
F((f, ek) (i))=(Y if) ek,(61)
where f ranges over any choice of chain tops for Pj(Rn, R), k ranges over the
row numbers of the bottom rows of Jordan blocks of N, and for each k which
is the bottom row of a Jordan block of size r, i ranges over i=0, ..., r.
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Proof. Recall (section 3) that F is a restriction of F2 , which is a module
homomorphism of P(Rn, Rn) to itself as a module over P(Rn, R) (although
it is only a module isomorphism when applied to ker X as a module over
ker X). Therefore F passes across the functions Y if in (59), even though
they are not invariants, to give
F(f, ek) (i)=C
i
j=0
W ijfek (Y
jf) F(X i− jek),
which reduces to (61) because F(X i− jek)=0 if i ] j and =ek if i=j, and
W ii=1. Since F is an isomorphism on the normal form, and the trans-
vectants form a basis for ker X 5Pj(Rn, Rn) by Theorem 5, their images
form a basis for ker D 5Pj(Rn, Rn). L
As a corollary of the last theorem, the transvectants can be calculated by
the formula
(f, ek) (i)=F−1((Y if) ek).(62)
Here F−1 is essentially the same as the reconstruction map j−1, illustrated
in (27).
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