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ABSTRACT
A challenge in sonification design is mapping data param-
eters onto acoustic parameters in a way that aligns with a lis-
tener’s mental model of how a given data parameter should sound.
Studies have used the psychophysical scaling method of magni-
tude estimation to systematically evaluate how participants per-
ceive mappings between data and sound parameters - giving data
on perceived polarity and scale of the relationship between the
data and sound parameters. As of yet, there has been little re-
search investigating whether data-to-sound mappings that are de-
signed based on results from these magnitude estimation experi-
ments have any effect on users’ performance in an applied audi-
tory display task. This paper presents an experiment that com-
pares data-to-sound mappings in which the mapping’s polarity is
based on results from a previous magnitude estimation experiment
against mappings whose polarities are inverted. The experiment
is based around a simple task in which participants need to rank
WiFi networks based on how secure they are, where security is
represented using an auditory display. Results suggest that for a
simple auditory display like the one used here, whether or not the
polarities of the data-to-sound mappings are based on magnitude
estimation does not have a substantial effect on any objective per-
formance measures gathered during the experiment. Finally, po-
tential areas for future work are discussed that may continue to
investigate the problems addressed by this paper.
1. INTRODUCTION
Parameter mapping is a technique for data sonification: “the use
of non-speech audio to convey information” [1]. In a parameter
mapping sonification system (commonly shortened to PMSon for
parameter mapping sonification) data values are used to manipu-
late acoustic parameters which facilitates the communication of
the data. One of the most fundamental design challenges during
the development of a PMSon system is the mapping topology - the
relationship between the data parameters and acoustic parameters.
In their chapter on PMSon in The Sonfication Handbook [2],
Grond & Berger posit that “effective PMson often involves some
compromise between intuitive, pleasant and precise display char-
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acteristics”. However, there is little theory or evidence to guide
designers toward what is the most effective acoustic parameter
to convey a particular data value. Negative consequences caused
by a deficit in Grond & Berger’s trio of necessary characteristics
can be grave in high-stakes contexts. This has been seen in
noted instances of nuclear control room operators, locomotive
drivers and aircraft pilots turning off auditory displays due to
sounding unpleasant, or the information that they intend to convey
being misleading or false [3]. Therefore, the imperative to move
towards designing parameter mappings with a balance of these
three characteristics is clear, yet it remains an under investigated
problem.
Walker proposed the use of magnitude estimation as a tool
which could be used by sonification designers to aid in establishing
what the most effective acoustic parameter would be to represent
a particular value of data [4]. Magnitude estimation maps the re-
lationship between a sensory stimulus and its associated perceived
intensity [5]. Walker’s method provides two psychophysical
measurements: polarity and scale. Polarity is the directional
aspect of the mapping (e.g. increasing or decreasing pitch mapped
to increasing temperature). Scale defines the amount of change in
the acoustic parameter for a given change in the data parameter
(e.g. for an increase from 10  C to 20  C, increase pitch by 50 Hz).
Walker used polarity as a measure of the “naturalness” of a
mapping - the more unanimously participants perceived the po-
larity of a given data-to-sound mapping, the more “natural” this
mapping was and therefore more effective as a parameter mapping
topology. This methodology has been used in more recent studies
for a variety of types of data and acoustic parameters [6, 7] and
even beyond data-to-sound mappings into data-to-vibration map-
pings [8]. These studies indicate that magnitude estimation is a
useful predictor of the effectiveness of a data-to-sound mapping
in that it tells the researcher how unanimous the mapping polar-
ity is amongst participants. However, there has been no research
investigating the extent to which using results from these experi-
ments to influence the design of a data-to-sound mapping has in
an actual sonification task. This paper describes an experiment
which investigates the effect that using parameter mapping polari-
ties based [7] has on the performance of a simple sonification task,
when compared with using parameter mappings with arbitrary po-
larities - in this case, the inverse polarity. The goal of this study is
to establish to what extent the data from magnitude estimation ex-
periments are generalisable when used in actual sonification tasks
and therefore, further understand how to use experimental methods
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and techniques to design parameter mappings for sonification.
2. RELATED WORK
2.1. A Brief Introduction to Parameter Mapping Sonification
There are three main aspects that must be considered when
designing the mapping between a data parameter and an acoustic
parameter. Firstly, there are psychophysical aspects: polarity and
scale [2]. In addition to the psychophysical aspects, there are
contextual factors. For example, the semiotics of the parameter
mapping - what is the nature of the acoustic representation of the
data? Kramer described a continuum for sound representation
which ranges from analogic to symbolic, where analogic repre-
sentations are more directly connected with the object (such as a
Geiger counter) and symbolic representations are more abstract
and indirect such as using pitch to represent temperature.
Walker & Kramer conducted the first study to investigate the
effect that the choice of acoustic parameter(s) had on participant
performance in a PMson system (originally presented in 1996
[9], published in 2005 [10]). They used of a number of acoustic
parameters commonly used in sonification systems (pitch, onset,
loudness and tempo) to convey simple data variables (tempera-
ture, pressure, size and rate) in a process-monitoring task. These
parameters were split into four ensembles: Intuitive, Okay, Bad
and Random based on how “natural” the designers believed a
mapping to be. Results showed that the mappings which the
sound designers believed to be optimal, e.g. temperature:pitch,
did not result in either the most accurate or the fastest responses.
Contrarily, mappings in the Bad ensemble yielded the fastest
response time and Random led to the best performance.
Walker continued this line of research [4, 6], which in-
vestigated the use of the psychophysical method of magnitude
estimation for systematically evaluating the perceived relationship
between a data concept and an acoustic parameter in the context
of sonification, with the goal of determining how “natural” a
mapping is. Walker’s studies obtained polarity and scale data for
a number of data-to-sound mappings for basic data concepts and
acoustic parameters such as temperature:pitch or pressure:tempo.
Based on this data, Walker used the following criteria for eval-
uating a data-to-sound mapping: if a given polarity obtained a
majority of all responses by participants in a block it was predicted
to be a “good” polarity choice and it could therefore be predicted
that the mapping itself was effective.
Present in the discussion section of these studies [10, 4, 6]
is the importance of the listener’s mental model. The “represen-
tation of some domain or situation that supports understanding,
reasoning, and prediction” [11], or how they expect a data value
to sound when it is sonified. A general assumption may be that an
increase in a data value should be represented by an increase in an
acoustic parameter, however findings from all of these previous
works show that in many cases this is false. An example of this
can be seen in the results from Walker’s 2007 study [6] in which
they found that when frequency was used to represent a value of
size, more participants responded in a negative polarity than a
positive. This suggests that these participants felt that “bigger”
things are better represented by lower acoustic frequencies - align-
ing with a more physically-based mental model of sonification
mapping, as larger things in the world often produce lower sounds.
Ferguson & Brewster conducted an experiment using the
same magnitude estimation paradigm in which they investigated
a number of additional data-to-sound mappings [7]. This study
focused particularly on mappings in which both the data concept
and the acoustic parameter are both generally deemed to be
“undesirable” - attempting to further investigate the role of listen-
ers’ mental models in their determination of polarity and scale.
The data concepts explored in this study were all semantically
negative (danger, error and stress) and the acoustic parameters
used to represent them (roughness and noise) would generally be
considered undesirable from the standpoint of music or sound
quality. Findings from this study suggested that for all of these
mappings, the majority of participants perceived the mappings in a
positive polarity - suggesting that for the data-to-sound mappings
presented, an increase in a musically “undesirable” acoustic
parameter like noise was perceived as conveying an increase
in a semantically negative data variable such as stress. This
again supports Walker & Kramer’s assertion of the importance
of the listener’s mental model of the data being sonified being an
important factor in how they expect a given data value to sound
when it is sonified.
In a section entitled Continuing Research Needs in Walker’s
paper detailing initial investigations into using magnitude estima-
tion for parameter mapping design [4], they posit that “the final
test would always be instantiating these and other findings in more
and varied sonification applications and systematically evaluating
their effectiveness”. However, this step has not yet been taken and
the work detailed here aims to provide a starting point for this next
stage of investigation into this method.
3. EXPERIMENT
An experiment was conducted to investigate if using mapping po-
larities based on results from a prior magnitude estimation experi-
ment has any effect on performance during a simple auditory dis-
play task. In this experiment, a task consisting of ranking three
WiFi networks based on their security level was used, in which
the level of security for each network (low, medium, high) was
conveyed using an auditory cue. The data-to-sound mappings and
the polarities were based on results from Ferguson & Brewster
[7], specifically here using the mappings of danger:roughness and
danger:noise - danger in this context being how insecure or “dan-
gerous” a WiFi network may be. In this magnitude estimation
study, they found that when noise was used to represent danger,
13 of 15 participants perceived this mapping in a positive polarity
(increasing noise = increasing danger). Similarly, when roughness
was used, 12 of 13 participants responded in a positive polarity.
3.1. Participants
Twenty four participants took part in the study. Participants were:
12 female, 11 male, 1 non-binary, mean age = 28.2 years, SD = 6
years, 23 right-handed, 1 left-handed. All participants reported no
uncorrected vision impairment and no hearing impairments.
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3.2. Design
Eight conditions were investigated in which the independent vari-
ables were the acoustic parameter used and the polarity in which
it was mapped to the security of the network. The polarity of each
data-to-sound mapping was either based on results from [7], or
were the inverse from the prior study, meaning the polarity was
inverted such as increasing roughness = increasing danger would
thus be inverted to increasing roughness = decreasing danger. For
the sake of brevity, in this paper we will refer to all polarities based
results from [7] as aligned and the others as inverted. The main
dependent variable collected during the experiment include com-
pletion time, correctness of responses and NASA Task Load Index
(TLX) [12]. The experiment used a within-subjects design. For
this experiment, it was important to consider the order in which
participants were presented with each polarity, as a participant may
favour whichever polarity they were exposed to first, thus reducing
the quality of the data gathered. Therefore counterbalancing was
used to ensure that equal numbers of participants received each
polarity first.
3.3. Stimuli
Roughness and noise were used as acoustic parameters in this
study, based on the stimuli used in Ferguson & Brewster’s
magnitude estimation study [7]. These parameters were chosen in
this prior work due to the effect of roughness on the perception of
danger [13] and noise’s effect on the perception of image focus
[14] (with lack of focus or “bluriness” also being a semantically
negative or “undesirable” data concept). This prior study used ten
levels for each acoustic parameter, an example being the noise
condition in that study containing ten sound cues ranging from a
clean tone to total white noise. Results from another study that
Ferguson & Brewster carried out using both acoustic roughness
and noise to convey information suggested that participants found
it difficult to interpret ten levels of these stimuli [14]. Therefore
for the experiment described in this paper we reduced the number
of levels to three to ensure that the task would be simple and the
sound cues could easily interpreted. As in [7], each stimulus was
2 seconds in length. Each stimulus had an amplitude envelope
with a 0.2 second linear ramp onset (attack) and offset (release).
An amplitude envelope was included in the sound design, as an
abrupt start or stop of a sound can be perceived as unpleasant
[15]. All stimuli were created in the Supercollider programming
language 1. The acoustic design of each stimuli is described below.
• Roughness
100 % sinusoidally amplitude modulated 1000 Hz pure-tone
with modulation frequencies of 0, 11 and 70 Hz.
• Noise
This condition consisted of a 1000 Hz pure tone for the first
level, and equal blend of a pure tone and broadband white
noise for the second level and the final level was solely broad-
band noise.
3.4. Procedure
The experiment consisted of four blocks - each acoustic parameter
(roughness, noise) mapped in each polarity (aligned, inverted).
1http://supercollider.github.io
Each block consisted of three trials. At the beginning of each
condition, participants were presented with a screen which
explained the acoustic parameter being used in that block and how
it was mapped to each level of network security (Figure 1). In this
screen, participants could use the three coloured buttons to hear
the sound cues for each level of security for the given condition’s
data-to-sound mapping. Participants could not press the continue
button until the button for each level of security was pressed at
least once, however they could listen to each sound cue as many
times as they needed. In each trial, participants were presented
with a screen showing three WiFi networks, each with a button to
play the sound cue to convey their level of security (Figure 2).
Figure 1: Condition introduction page where the data-to-sound
mapping is explained, including the polarity. Three coloured but-
tons allow the participant to hear the sound for each level of secu-
rity.
Figure 2: Screen for each trial showing three networks, each with
a button to play their associated sound stimuli.
Sounds were presented using a pair of Beyerdynamic DT100
headphones. The participants were tasked with rearranging the
networks based on their security (top = most secure, bottom = least
secure) as conveyed by the sound cues. Similarly to the first screen
(Figure 1) participants had to listen to each stimuli at least once
before being able to submit their ranking, however there was no
upper limit to how many times they could repeat each sound. For
each condition participants completed three rankings, each time
the ordering and name of the networks were randomised. The ran-
domisation was implemented such that it was ensured that the net-
work ordering was always mixed - ensuring the ordering wasn’t
correct at the beginning of each trial - thus ensuring the participant
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had to rearrange the ordering. At the beginning of the experiment,
participants completed a practice condition to allow them to famil-
iarise themselves with the experiment. This practice condition was
identical in procedure to all the subsequent conditions, except par-
ticipants were required to rank the networks based on colour rather
than using sound cues. Sound was omitted from the practice to en-
sure that participants were not influenced in any way which may
have an effect their future responses. At the end of each condition,
participants completed the NASA Task Load Index.
4. RESULTS
Firstly, since each ranking was completed three times, the mean
completion time was calculated for each participant, for each
sound/polarity combination. No statistically significant difference
was found between the completion times for both polarities in
the roughness (F1,46 = 1.6, p = 0.2) and noise (F1,46 = 0.02, p
= 0.9) conditions. Of all 288 ranking trials completed, only 10
were ranked in an incorrect order. In this case, it is of interest
to attempt to gain a more thorough insight into how little polarity
choice impacted the participants’ completion time. For example,
it may be useful for an auditory interface designer to understand if
carrying out a magnitude estimation experiment to evaluate a par-
ticular data-to-sound mapping is necessary for their particular use-
case. Therefore, we calculated effect sizes (using the recommen-
dations set out by the Transparent Statistics in Human-Computer
Interaction Group [16]). Looking at the results for the roughness
conditions, a Welch’s t-test shows that the estimated difference in
the means between the aligned and inverted polarities is -1774ms
(95% CI: [-4601, 1053]). Cohen’s d = 0.36. For the results for the
noise conditions, a Welch’s t-test shows that the estimated differ-
ences in the means between the aligned and inverted polarities is
-149ms (95% CI: [-2505, 2206]). Cohen’s d = 0.03. A Wilcoxon
signed rank test found no statistically significant differences be-
tween NASA Task Load Index workloads for both polarities in the
roughness and noise conditions (Table 1 shows TLX results).
Condition Polarity Mean (Workload) SD (Workload)
Roughness Aligned 31.1 13.6
Roughness Inverted 32.2 12
Noise Aligned 25.8 9.7
Noise Inverted 30.1 15.7
Table 1: Summary of NASA Task Load Index results including
mean workload and standard deviations
5. ANALYSIS
The small effect sizes and estimated differences between polari-
ties for both acoustic parameters is surprising, as it would be a
reasonable expectation a priori to assume that the mapping design
in which the polarity is based on results from a previous magni-
tude experiment would result in a faster completion time. The esti-
mated differences in the means for the roughness conditions is less
than two seconds and less than a quarter of a second for the noise
conditions. For many applications this very small difference may
be acceptable, meaning that carrying out a magnitude estimation
experiment to gather polarity data may not be necessary in some
cases. In order to further explore this notion, we utilised the Akaike
Information Criterion to investigate whether a model in which the
completion times for both polarities are equal is more representa-
tive of the data gathered from this study, than a model in which
the completion times for each polarity is assumed to be different.
The following section provides an introduction to this method and
describes its application to the results from this experiment.
5.1. A Brief Overview of the Akaike Information Criterion
As this method is uncommon in auditory display literature (with
the notable exception of Frohmann et al. [17]) a brief overview
of the process of using the method is given in this section. Hi-
rotugu Akaike’s information criterion (AIC) [18] is a method to
estimate the relative quality of statistical models for a given data
set. AIC estimates the amount of information lost when data is fit-
ted to a given model, thus when comparing two potential models,
the model with less information lost is more representative of the
data in question. Null hypothesis testing cannot allow acceptance
of the null hypothesis (in this case being “the completion times for
mappings that are based either on polarity data from a prior exper-
iment or inverted polarities are equal”) however AIC can be used
to reframe the question to be “is there more support for a model
in which the completion times for both polarities are equivalent
than one in which they are not”. The following equation is used to
estimate the AIC of a model [18, 19]:
AIC =  2log(L̂) + 2k (1)
where k is the degrees of freedom and L̂ is the maximum value
of the likelihood function of the model. To quantify the quality
of each model, the raw AIC score must be converted to weighted
scores. The first step is to calculate the differences in AIC for each
model with the respect to the AIC of the best candidate model
[19, 20]:
 i(AIC) = AICi   AICmin (2)
Where AICmin is the minimum of the AIC values. This trans-
formation causes the best model to have  i(AIC) = 0, while
the rest of the models have positive values. The next step is to





where / denotes “is proportional to”. Finally, the relative like-
lihoods for each model are normalised to obtain weighted AIC
scores for each model (wi). Here each model’s relative likelihood








Finally, the weighted AIC scores can infer the best fitting model.
For example, if two models: A and B are being compared, with
weighted AIC scores of wa(AIC) = 0.6094 and wb(AIC) =
0.2242, their weighted AIC scores would be used to show that
model A is around 2.7 times more likely to be a better fit for the







2example taken from [21].
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5.2. Applying AIC to the Current Experiment
As discussed in the prior sections, we use the Akaike Information
Criterion to answer the question:
“Is there more support for a model in which the com-
pletion times for both polarities are equivalent than
one in which they are not?”
Firstly, we fit two models: a linear model in which the com-
pletion times for both polarities is forced to be equivalent (effec-
tively treating the data as if there were only one polarity category)
- henceforth written as Equivalent Model, and a linear model in
which they are assumed to be not equal - here named Unequal
Model. By using the process described in the previous section, the
quality of these models can be compared. Table 2 shows the results
of the AIC analysis.
6. DISCUSSION
From the AIC analysis results in Table 2 we can see that for
both roughness and noise, the equivalent model i.e. the one in
which the completion times for each polarity are assumed to be
equivalent is the best model for the given data (1.2 and 2.7 times
more so for roughness and noise respectively). The AIC results
in combination with the small effect sizes reported earlier support
the argument that for this task, the polarity of the data-to-sound
mapping did not have a substantial effect on the time it took
participants to complete the task, with the estimated effect being
⇠1.8s for roughness and ⇠0.15s for noise. Furthermore, the
NASA TLX results also suggest similar levels of workload in both
polarities.
These results are surprising as the previous magnitude es-
timation study [7] showed that nearly all the tested participants
perceived increasing noise or roughness as increasing danger,
therefore it was expected that the mappings used in this study that
were based on this would result in faster completion times, how-
ever this was not found to be true. This suggests that for simple
auditory displays using roughness or noise such as the application
used in the experiment here, the polarity in which the data is
mapped to the acoustic parameter does not have a substantial
effect. This means that for designers working in a similar space,
the expenditure of resources to carry out a magnitude estimation
experiment to establish polarities may not be necessary if the
design can afford the potential discrepancies in completion time
as discussed earlier.
7. LIMITATIONS AND FUTURE WORK
The generalisability of data-to-sound mapping polarities obtained
from magnitude estimation studies like [4, 6, 7] has yet be fully
determined. This study provided insight into the how general-
isable polarities obtained for two data-to-sound mappings: dan-
ger:roughness and danger:noise [7], but it is only a first step to-
ward understanding how generalisable data from these magnitude
estimation experiments are in practice. The following sections dis-
cusses some limitations of the current study and puts forward po-
tential future work that may address them.
7.1. Difficulty of The Task
The primary limitation of this study is that participants could po-
tentially work through a “bad” data-to-sound mapping, because
the task was relatively simple - 96.5 % of rankings were com-
pleted correctly. For example, even if a participant thinks that a
more natural representation of increasing danger for them is us-
ing increasing roughness to convey this increase, they may still be
able to complete the task in a fairly quick amount of time using a
conflicting representation (i.e. increasing danger conveyed by de-
creasing roughness) due to the relative easiness of the task. The
task was intentionally designed to be easy to carry out - both to
account for participants who may be new to the notion of an au-
ditory display and so that we could begin investigating this area
with a simple auditory display. Many situations where auditory
displays are commonly confronted by most people are quite sim-
ple such as mobile phone notifications or in-car displays etc. so
we wanted to reflect that in this study before moving onto more
complex sonifications. We intend to carry out a similar study with
a more complex task by using a similar auditory display but in
a more cognitively demanding and potentially more ecologically
valid situation - again, to attempt to reflect the fact that many audi-
tory displays are specific in context and complex, such as used by
aircraft pilots or process-monitors.
7.2. Specificity of Context
This experiment focused solely data-to-sound mappings convey-
ing danger - specifically the danger posed by an insecure WiFi net-
work. The previous magnitude estimation study [7] presented dan-
ger in general and contextually agnostic terms, therefore it may be
useful for future works attempting to investigate the generalisabil-
ity of polarities gathered from magnitude estimations to evaluate
multiple contexts for a given data-to-sound mapping. For example,
a sonification of a value of danger in terms of WiFi security may be
perceived vastly differently than a much more severe context such
as a process-monitoring sonfication system in a nuclear power sta-
tion. Therefore evaluating a broader range of contexts may afford
a more well-rounded view of how generally polarities and scales
from magnitude estimation experiments may be applied.
8. CONCLUSIONS
The research presented in this paper presents a first attempt to in-
vestigate the effect of designing data-to-sound parameter mapping
polarities based on data from a magnitude estimation experiment.
We presented a study in which we compared the time it took par-
ticipants’ to complete an auditory display based ranking task using
two data-to-sound mappings in a simple auditory display task: one
mapping in which the the polarity was based on results from a pre-
vious magnitude estimation experiment and one mapping in which
the polarity was arbitrarily designed - in this case inverted. Based
on results from this experiment we used the Akaike Information
Criterion to discuss statistically that the polarity of the data-to-
sound mappings did not have a substantial effect on the time it took
participants to complete a ranking. Finally, we discussed some
limitations of this study and suggest some future work which may
address them. This work represents a first step toward researching
how data obtained from magnitude estimation experiments can be
appropriately applied in real-world sonification tasks and results
from this study underline the need for further research in this area.
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Condition Model DoF log(L̂) AIC  AIC wi(AIC) wa(AIC)wb(AIC)
Roughness Equivalent 2 -475 954.8 0 0.5449 1.2Roughness Unequal 3 -474 955.1 0.3601 0.4551
Noise Equivalent 2 -466 935.6 0 0.7294 2.7Noise Unequal 3 -466 937.6 1.983 0.2706
Table 2: Summary of results from AIC analysis.
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