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ABSTRACT
We use the UniverseMachine to analyze the source of scatter between the central galaxy
mass, the total stellar mass in the halo, and the dark matter halo mass. We also propose a
new halo mass estimator, the cen+N mass: the sum of the stellar mass of the central and
the N most massive satellites. We show that, when real space positions are perfectly known,
the cen+N mass has scatter competitive with that of richness-based estimators. However, in
redshift space, the cen+N mass suffers less from projection effects in the UniverseMachine
model. The cen+N mass is therefore a viable low scatter halo mass estimator, and should be
considered an important tool to constrain cosmology with upcoming spectroscopic data from
DESI. We analyze the scatter in stellar mass at fixed halo mass and show that the total stellar
mass in a halo is uncorrelated with secondary halo properties, but that the central stellar mass
is a function of both halo mass and halo age. This is because central galaxies in older halos
have had more time to grow via accretion. If the UniverseMachine model is correct, accu-
rate galaxy-halo modeling of mass selected samples therefore needs to consider halo age in
addition to mass.
Key words: galaxies: clusters – cosmology: observations – large-scale structure
1 INTRODUCTION
The abundance of galaxy groups and clusters is a powerful tool for
constraining cosmology, particularly the cosmological parameters
σ8 and Ωm (e.g., White et al. 1993; Rozo et al. 2009; Weinberg
et al. 2013). However, current cosmological constraints have un-
certainties dominated by cluster mass uncertainties (e.g., Planck-
Collaboration et al. 2016b). To improve these constraints, the ideal
halo mass estimator would have low intrinsic scatter in the observ-
able – Mvir relation and be easy to observe across a large fraction
of the sky.
While scatter in the observable – Mvir relation is a source
of uncertainty in cosmology, it can also be an important source of
information about galaxy formation and evolution. For example,
Tinker (2017) showed that measurements of the scatter in the M∗
– Mvir relation can be used to help constrain galaxy quenching,
and Gu et al. (2016) showed that these observations, along with
estimates of the scatter due to hierarchical assembly, can constrain
the scatter in star formation. Finally, correlations between scatter
and halo or baryonic properties can suggest that the stellar content
depends on properties other than the halo mass (e.g., Croton et al.
? E-mail: christopher.bradshaw@ucsc.edu
2007; Zentner et al. 2014; Hoshino et al. 2015; Matthee et al. 2017;
Kulier et al. 2018).
Therefore, to better constrain cosmology and galaxy evolu-
tion, the development and analysis of accurate, large area halo mass
estimators is an important area of research. Estimators that use opti-
cal and near-IR data are of particular interest because of the wealth
of both wide and deep data that will come from surveys such as the
Subaru Hyper Suprime-Cam Survey (HSC, Aihara et al. 2018), the
Dark Energy Survey (DES, Abbott et al. 2018), the Large Synop-
tic Survey Telescope (LSST, Ivezic et al. 2019), the Dark Energy
Spectroscopic Instrument (DESI, DESI-Collaboration et al. 2016),
and Euclid (Laureijs et al. 2011). Optical and near-IR estimators
can also probe a lower halo mass range than other methods such as
X-rays (e.g., Kravtsov et al. 2006; Mahdavi et al. 2013; Mantz et al.
2016) and YSZ (e.g., Sunyaev & Zeldovich 1970; Marriage et al.
2011; Bleem et al. 2015). For these reasons, in this paper we focus
on observables accessible to these next generation surveys.
The simplest optical proxy for halo mass is the stellar mass
of the central galaxy (M∗, cen). Previous work indicates that the
lognormal scatter in M∗, cen at fixed halo mass (σM∗, cen|Mvir ) is
approximately 0.2 dex (e.g., More et al. 2009; Yang et al. 2009;
Behroozi et al. 2010; Guo et al. 2010; Leauthaud et al. 2012; Red-
dick et al. 2013). In this paper, all estimates of scatter are in units
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of dex and all logarithms are assumed to be base 10. Expressing
the scatter in M∗, cen at fixed halo mass is physically motivated be-
cause galaxy formation is known to exhibit strong dependence on
halo mass (e.g., White & Rees 1978; Blumenthal et al. 1984). How-
ever, for a halo mass estimator the inverse of this is needed – the
scatter in halo mass at fixed M∗, cen (σMvir|M∗, cen ). Assuming a
power law relation M∗, cen ∝ Mvirα and α = 0.4 from Kravtsov
et al. (2018), σMvir|M∗, cen ≈ 0.5 dex.
A second optical proxy is cluster richness: a measure of the
number of galaxies in a halo. One of the best current richness es-
timators is redMaPPer’s λ (Rykoff et al. 2014), which was tuned
to minimize the scatter in halo mass. Initial estimates in Rozo &
Rykoff (2014) and Rozo et al. (2015) using SDSS DR8 data found
σMvir|λ ≈ 0.10 for λ > 20 or Mvir > 3 × 1014M. How-
ever, more recent results from Mantz et al. (2016) and Murata et al.
(2018) suggest σMvir|λ ≈ 0.2 at this mass with a scatter that in-
creases (decreases) at lower (higher) richness.
A third class of optical proxies uses the luminosity or mass of
multiple members of the cluster. The total stellar mass in the cluster
(M∗, tot) was proposed by Andreon (2012) and found by Kravtsov
et al. (2018) to have σMvir|M∗, tot ≈ 0.18, significantly less than
the scatter using M∗, cen. Golden-Marx & Miller (2018) showed
that information from even a few satellites (parameterized by the
magnitude gap) could also significantly reduce scatter in halo mass
estimates. An analogous measurement to the total stellar mass is the
total K band luminosity from the cluster. Ziparo et al. (2016) found
that measuring luminosity within 1Mpc resulted in σMvir|LK =
0.18±0.07 forMvir > 3.5×1013M. At higher masses (Mvir >
2 × 1014M), Mulroy et al. (2014) found a significantly lower
scatter of σMvir|LK ≈ 0.05.
A summary of both optical and other halo mass estimators is
shown in Table 1. For a detailed review of the performance of op-
tical estimators and how they are impacted by projection, we refer
readers to Pearson et al. (2015) and Wojtak et al. (2018).
While many studies have characterized the amount of scatter
between various observables and halo mass, the source of the scat-
ter is much less understood. An improvement in our understanding
of the factors that cause the scatter would be valuable as it could
directly improve our understanding of galaxy physics, and indi-
rectly allow us to construct better halo mass estimators for cosmol-
ogy. Perhaps the best-studied source of scatter is the distribution of
secondary halo properties, such as age and concentration, among
galaxies of the same Mvir (e.g., Croton et al. 2007; Zentner et al.
2014; Hearin et al. 2016; Matthee et al. 2017). More recently, with
large and accurate hydrodynamical simulations, baryonic proper-
ties are also being investigated as a source of the scatter (e.g., Kulier
et al. 2018). Scatter also naturally arises from intrinsic stochasticity
in hierarchical assembly (e.g., Gu et al. 2016) and galaxy quench-
ing (e.g., Tinker 2017).
In this paper, we both propose a new stellar-mass-based halo
mass estimator, and investigate the contribution that variance in
secondary halo properties makes to the scatter in stellar mass
(both M∗, cen and M∗, tot). The new estimator is the cen+N mass
(M∗,N), defined as the sum of the mass of the central and the N
most massive satellites. We show that, with only a few satellites,
this is a competitive halo mass proxy. We then show that M∗,N
and M∗, tot have significantly less dependence on secondary halo
properties than M∗, cen. Using these findings, we further show that
the scatter in M∗, cen can be decomposed into a stochastic compo-
nent (due to hierarchical assembly) and an age dependent process
(related to the mergers of satellite galaxies onto the central).
This paper is organized as follows. In section 2 we introduce
the UniverseMachine simulation on which our analysis is based.
In section 3 we present and analyze the performance of the cen+N
mass proxy. In section 4 we show that both M∗,N and M∗, tot are
less sensitive to secondary halo properties thanM∗, cen, and in sec-
tion 5 we use this to decompose the scatter into a stochastic and
age dependent process. Finally, we summarize and conclude in sec-
tion 6.
We adopt a flat ΛCDM, Planck cosmology (ΩM =
0.307,ΩB = 0.048,ΩΛ = 0.693, σ8 = 0.829, ns = 0.96, H0 =
67.8) (Planck-Collaboration et al. 2016a).
2 SIMULATIONS
2.1 Small MultiDark Planck (SMDPL)
The SMDPL1 (Klypin et al. 2016; Rodrguez-Puebla et al. 2016)
N-body simulation contains 38403 (∼ 6 × 1010) particles in a pe-
riodic, comoving volume 400 h−1 Mpc on a side. It was run
with the GADGET-2 code (Springel 2005) and has excellent mass
(9.6 × 107M) and force (1.5 h−1 kpc) resolution. SMDPL uses
a cosmology consistent with Planck-Collaboration et al. (2016a).
Halos were found using Rockstar and merger trees constructed
with Consistent Trees (Behroozi et al. 2013a,b). We use a snapshot
at z ≈ 0.40 to match the HSC analysis of Huang et al. (2018).
We convert the default Rockstar mass accretion rate to a unit-
less measurement as in Diemer (2017):
Γ =
log[M(t)]− log[M(t−∆t)]
log[a(t)]− log[a(t−∆t)] (1)
where M(t−∆t) = M(t)− ΓRockstar,∆t ·∆t. Unless specified,
we use ∆t = 2 tdyn,rockstar where
tdyn = (
4
3
piG∆cρm)
− 1
2 (2)
and ∆c is the virial overdensity in units of ρcrit using the Bryan &
Norman (1998) fitting formula and ρm = ρcritΩm(1 + z)3 is the
mean matter density. For an overview of the variety of dynamical
times used throughout the literature see Xhakaj et al. (in prep.) 2.
2.2 The UniverseMachine
The UniverseMachine3 (UM; Behroozi et al. 2018) is an empirical
model that predicts the star-formation histories of galaxies across
cosmic time. The foundation of the UM is a flexible, parameter-
ized model for the connection between galaxy star formation rates
(SFR) and the assembly history of dark matter halos. In this model,
SFR is a function of vMpeak ≡ vmax(zMpeak), the maximum circular
velocity at the redshift when the halo attained its peak mass, ∆vmax,
the growth in vmax in the last dynamical time, and redshift. With a
functional form for SFR(vMpeak, z,∆vmax), UM maps an in situ
SFR to each halo and subhalo at each snapshot of the simulation.
At any given snapshot, the stellar mass of a galaxy is calculated by
integrating the star-formation history of the galaxy, additionally ac-
counting for ex situ mass growth from mergers, and mass loss from
passive evolution (see Behroozi et al. 2018, for further details).
1 doi:10.17876/cosmosim/smdpl/
2 2 tdyn,rockstar corresponds to a crossing time or 1 tdyn,COLOSSUS
(Diemer 2018)
3 https://www.peterbehroozi.com/data.html
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Observable σMvir|observable [dex] Halo Mass [10
13 M] Reference
Ysz 0.09± 0.02 > 20 Bleem et al. (2015)
YX(< 1Mpc) 0.11± 0.05 > 20 Mahdavi et al. (2013)
LcutX (< 1Mpc) 0.14± 0.02 > 20 Mahdavi et al. (2013)
M∗, tot 0.18± 0.06 > 5 Kravtsov et al. (2018)
LK(< 1Mpc) 0.18± 0.07 > 3.5 Ziparo et al. (2016)
λ 0.11± 0.02 > 10 Rozo & Rykoff (2014)
λ 0.2± 0.02 30 Murata et al. (2018)
M∗, cen 0.45± 0.13 > 5 Kravtsov et al. (2018)
Table 1. Scatter in the halo mass estimates of various proxies. Estimates using the Sunyaev-Zel’dovich effect and X-ray properties have extremely low scatter
≈ 0.1 dex but are limited to high mass clusters and are not available to optical surveys. Estimates with optical proxies that use information from multiple
galaxies in the halo (M∗, tot, LK , λ) have scatter≈ 0.18 (using the more conservative Mantz et al. (2016) and Murata et al. (2018) estimates for λ). While it
is a simple observable, estimates using M∗, cen have a much larger scatter than the other proxies.
The parameters of the UM model were fit to a diverse set of
observations from a data compilation spanning a wide range of red-
shifts, 0 < z . 10. These data include stellar mass functions
from ZFOURGE/CANDELS (Tomczak et al. 2014) and PRIMUS
(Moustakas et al. 2013); quenched fractions in PRIMUS (Mous-
takas et al. 2013) and COSMOS/UltraVISTA (Muzzin et al. 2013);
and galaxy correlation functions from SDSS DR7 (Abazajian et al.
2009).
The UM output that we use differs slightly from that discussed
in Behroozi et al. (2018) in that it separately tracks the in situ and ex
situ growth, rather than placing some fraction of the ex situ mass in
the central galaxy and the rest in the intracluster light. This model
overestimates the number density of very high mass galaxies com-
pared to, for example, the HSC survey4. This may partly be due
to a difference in the mass definition: the UM includes all stellar
mass while HSC will miss some of the diffuse component. While
this steeper slope of the M∗, cen – Mvir relation will likely lead
to a lower absolute σMvir|M∗, cen , we primarily focus on relative
comparisons which remain valid.
3 COMPARISON OF HALOMASS PROXIES
One of the primary goals of this paper is to investigate new, low
scatter, halo mass proxies. In this section we present our candidate,
the cen+N mass, which is defined as the sum of the mass of the
central and the N most massive satellites. We motivate this choice
by demonstrating that stellar-mass-based proxies that include more
of the stellar mass in the halo have reduced intrinsic scatter, and
argue that the cen+N mass makes the right trade-off in reducing
the intrinsic scatter while keeping the cluster finding requirements
simple enough to minimize projection effects. Finally, we compare
the scatter, both intrinsic and with projection effects, of the cen+N
mass to that of a richness-based estimator.
3.1 Notation for Masses and Scatter
We define in situ stellar mass as stars that formed in the central
galaxy of the host halo and ex situ stellar mass as stars deposited
4 See Huang et al. (2018) for a rescaling of the UM masses to fit HSC. We
do not use these rescaled masses here.
onto the central galaxy by mergers (Huang et al. 2018; Rodriguez-
Gomez et al. 2016). We use the following notation throughout:
• M∗, in: the in situ stellar mass of the central galaxy.
• M∗, ex: the ex situ stellar mass of the central galaxy.
• M∗, cen: the stellar mass of the central galaxy = M∗, in +
M∗, ex
• M∗, sat: the sum of the stellar mass of all satellite galaxies in
the halo.
• M∗, tot: the total stellar mass in the halo = M∗, cen +M∗, sat
• M∗,N: the cen+N mass, the sum of M∗, cen and the stellar
mass of the N most massive satellites.
• M∗, x: A generic stellar mass (any of M∗, in, M∗, cen, M∗, 2,
etc.)
• σx|y: the lognormal scatter, in dex, of x at fixed y.
3.2 Central and Total Stellar Mass
We first characterize the M∗, cen – Mvir and M∗, tot – Mvir rela-
tions in the UM. We then test the performance of estimators based
onM∗, cen andM∗, tot. We show that the UM has scatter consistent
with results in the literature.
We find the best fit to the M∗, x – Mvir relation for each mass
definition (e.g., M∗, cen, M∗, 2) for the five parameter functional
form from Behroozi et al. (2010) and widely used in the literature
(e.g., Leauthaud et al. 2011; Geha et al. 2012):
log10(Mvir) = log10(M1)+β log10(
M∗, x
M∗, 0
)+
(
M∗, x
M∗, 0 )
δ
1 + (
M∗, x
M∗, 0 )
−γ
−1
2
(3)
where M1 is a characteristic halo mass, M∗, 0 a characteristic stel-
lar mass, β controls the low mass slope, δ the high mass slope, γ
the transition from the low to high mass regime, and M∗, x is the
stellar mass under consideration.
The best fits for M∗, cen and M∗, tot, along with the one and
two sigma scatter, are shown in the left panel of Figure 1. We
find that these fits differ in a few ways. First, a power law (a spe-
cial case of Equation 3 with δ = γ = 0) is sufficient for the
M∗, tot – Mvir relation, but all five parameters are required for
M∗, cen. Second, M∗, tot increases more steeply with Mvir than
M∗, cen; d logM∗, tot/d logMvir ≈ 0.89 at all halo masses, while
d logM∗, cen/d logMvir varies between 0.5 at log(Mvir/M) ≈
MNRAS 000, 000–000 (0000)
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Figure 1. Comparison of the slope and scatter of the total, central and in situ stellar mass as a function of Mvir in the UM and literature. Left: In group
and cluster mass halos, M∗, tot increases more steeply with halo mass, and has less scatter at fixed halo mass, than M∗, cen. The solid lines and shaded
regions show the best fit using the Behroozi et al. (2010) functional form, and the one and two sigma scatter. Right: σM∗, in|Mvir is significantly larger than
σM∗, cen|Mvir , which implies that the observed scatter in the M∗, cen – Mvir relation may depend on observation depth. Shallow observations that only
capture the bright inner portion of the central will find a larger scatter than those that see more of the light. M∗, tot is most tightly correlated with Mvir and is
an excellent tracer of halo mass with scatter ranging from 0.19 to 0.04 dex at log(Mvir/M) = 13 and 15 respectively. σM∗, cen|Mvir and σM∗, tot|Mvir
in the UM are broadly consistent with that found in the literature. However, while most previous works assumed mass independent scatter, the UM predicts a
significant decrease in scatter with increasing Mvir.
13 and 0.75 at log(Mvir/M) ≈ 14. Third, σM∗, cen|Mvir is sig-
nificantly larger than σM∗, tot|Mvir .
The right panel of Figure 1 compares the scatter of the in situ,
central, and total stellar mass estimators. This shows more clearly
that σM∗, cen|Mvir is roughly 0.1 dex larger than σM∗, tot|Mvir at all
halo masses. However, this figure also shows that, for both estima-
tors, the scatter decreases significantly as halo mass increases: from
0.28 to 0.18 dex for M∗, cen and 0.19 to 0.04 dex for M∗, tot in the
mass range log(Mvir/M) = 13 to 15.
The right panel also shows that σM∗, in|Mvir is large compared
to σM∗, cen|Mvir . This is a potential problem for surveys that only
detect the bright inner region of galaxies where a significant frac-
tion of stellar mass comes from the in situ component (Rodriguez-
Gomez et al. 2016). Halo mass predictions using shallow surveys
may therefore have significantly higher scatter than those using
deeper surveys. Huang et al. (in prep) found this effect in HSC ob-
servations: the scatter of the stellar mass within the inner 10 kpc is
∼ 30% larger than the scatter using the maximum radius of the cen-
tral galaxy. Even in deep surveys, the exact results will be sensitive
to the amount of light that is counted as part of the central galaxy
vs the intracluster light (ICL). The output of the UM that we use
includes all stellar mass that has merged with the central galaxy. In
practice, some of this mass in the ICL will not be directly observed
and is either ignored, or needs to be fitted for (Ardila et al. in prep).
Despite these concerns, the UM results are broadly consis-
tent with previously published values. σM∗, cen|Mvir ≈ 0.2 has
been found using a variety of techniques (e.g., Tinker et al. 2013;
Zu & Mandelbaum 2015; Gu et al. 2016; Kravtsov et al. 2018),
and σM∗, tot|Mvir ≈ 0.1 was found by both Lin et al. (2012) and
Kravtsov et al. (2018). At log(Mvir/M) ≈ 14 the scatter we
measure is comparable to these fiducial values.
Our results differ from the literature in that, while many previ-
ous works assume mass independent scatter, we find a strong mass
dependence. We discuss potential physical reasons for this decreas-
ing scatter in section 5.
These results suggest that estimators that use more of the stel-
lar mass (assuming perfect knowledge of cluster membership) dis-
play reduced scatter. In the next section we evaluate how quickly
cen+N mass based estimators converge to the performance of
M∗, tot. We also consider how these estimators degrade with un-
certain redshifts and imperfect cluster finding.
3.3 Cen+N Stellar Mass
In the previous section, we showed that there is significantly less in-
trinsic scatter inM∗, tot at fixedMvir than inM∗, cen. However, de-
termining M∗, tot in observations requires assigning cluster mem-
berships to galaxies. This process can introduce its own, potentially
hard to quantify, uncertainties and biases (see Wojtak et al. 2018 for
a discussion of how imperfect cluster membership affects mass es-
timates). Stellar mass based estimators therefore need to make a
trade-off between reducing the intrinsic scatter of the observable
(by including satellite masses) and adding scatter and bias in the
cluster finder. A potential compromise is the cen+N mass: the sum
of M∗, cen and the N most massive satellites. For small N this ob-
servable should be significantly less prone to cluster membership
errors than M∗, tot. This is particularly true with upcoming large
spectroscopic surveys, such as DESI, which will obtain spectro-
scopic redshifts for the brightest cluster members (subject to ob-
servational constraints such as fiber collisions, the effects of which
we do not model in this paper). In this section we show that this
observable has a competitive intrinsic scatter, even with relatively
small N .
The left panel of Figure 2 shows σM∗, x|Mvir for the central,
total, and cen+N (N = 1, 2 and 5) stellar masses. The cen+N mass
estimators have scatter between that of M∗, cen and M∗, tot with
scatter decreasing as N increases (i.e., as the estimator includes
MNRAS 000, 000–000 (0000)
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Figure 2. The scatter in M∗, x at fixed Mvir (and vice-versa) for M∗, cen, selected definitions of the cen+N mass (N = 1, 2, 5), and M∗, tot. Left: At
fixed Mvir, definitions of stellar mass that include more of the total stellar content of the halo have less scatter (e.g., σM∗, tot|Mvir < σM∗, 2|Mvir <
σM∗, cen|Mvir ). At log(Mvir/M) ≈ 13, the cen+2 stellar mass has comparable scatter to M∗, tot. As halo mass increases, more satellites are needed to
converge to the scatter of M∗, tot, though σM∗, 5|Mvir is within 0.05 dex of σM∗, tot|Mvir at log(Mvir/M) ≈ 15. Right: At fixed cumulative number
density (calculated from the stellar mass) using a stellar mass proxy that includes more of the stellar mass reduces the scatter in Mvir. However, the scatter in
Mvir for the cen+N mass proxies converges slower than the scatter in the proxy at fixed Mvir shown on the left. This is primarily due to the increasing slope
of of the M∗, x – Mvir relation for proxies that contain more of the stellar mass.
a larger fraction of M∗, tot). However, the importance of the N th
satellite is not constant with halo mass. At log(Mvir/M) ≈ 13,
including a single satellite reduces scatter to within 0.02 dex of
M∗, tot. In more massive halos, where a larger fraction of the total
mass is outside the central, more satellites need to be added to con-
verge to M∗, tot: at log(Mvir/M) ≈ 14, σM∗, 5|Mvir is within
0.01 dex of that of M∗, tot. However, even in these massive ha-
los, adding just a single satellite gives a significant improvement
(∼ 0.1 dex) over M∗, cen.
While the left panel shows the physically motivated
σM∗, x|Mvir , the relevant quantity to evaluate a halo mass estimator
is the scatter in Mvir at fixed observable (σMvir|M∗, x ) shown in
the right panel. As the dependent variable is not consistent, this is
plotted against number density, with the correspondingMvir shown
along the top axis to allow comparison to the left panel.
The relationship between the left and right panels is not ob-
vious. For example, σM∗, 1|Mvir is comparable to σM∗, tot|Mvir at
log(Mvir/M) = 13 (left panel), but σMvir|M∗, 1 is significantly
different to σMvir|M∗, tot at the same halo mass (right panel). This
can be explained by assuming that, locally, the M∗, x – Mvir rela-
tion is a power law,
log10(M∗) ∝ β log10(Mvir) (4)
with lognormal scatter. We can then convert between σM∗, x|Mvir
and σMvir|M∗, x as follows:
σMvir|M∗, x = σM∗, x|Mvir
d log10(Mvir)
d log10(M∗, x)
=
σM∗, x|Mvir
β
. (5)
The quantity σMvir|M∗, x is therefore a function both of
σM∗, x|Mvir , and the slope, β.
As shown in Figure 1, the slope steepens as more stellar mass
is included. So, even though we have σM∗, tot|Mvir ≈ σM∗, 1|Mvir ,
we nonetheless have
σMvir|M∗, tot ≈
β1
βtot
σMvir|M∗, 1 < σMvir|M∗, 1 (6)
as β1 < βtot.
Because of the slope-dependence of the scatter in halo mass,
the quantity σMvir|M∗, x does not converge as quickly to the perfor-
mance of the total stellar mass as σM∗, x|Mvir does. However, the
cen+N mass is still a significant improvement overM∗, cen, and can
be comparable to the low scatter attained with M∗, tot. For exam-
ple, at log(Mvir/M) = 14, σMvir|M∗, 5 ≈ 0.17, which is roughly
half the scatter in halo mass at fixed M∗, cen, and only 0.06 dex
larger than the scatter at fixed M∗, tot. Thus, even with relatively
small N , the cen+N mass gives low scatter estimates of Mvir.
3.4 Cen+N Versus Richness
The current most popular halo mass proxy for large optical surveys
is cluster richness. In particular, the red-sequence based redMaPPer
(Rykoff et al. 2014) has been used with success on a number of
surveys (e.g., Rozo & Rykoff 2014; Rykoff et al. 2016; McClintock
et al. 2019). In this section, we compare the cen+N mass to a simple
richness-based estimator. We include tests with simple models of
projection effects.
We define our richness proxy, Ngals, as the number of galax-
ies that are more massive than some cutoff, and that have a specific
star formation rate (sSFR) below some cutoff. We choose the same
mass cutoff as in redMaPPer: 0.2M∗ = 1010.64, and a cutoff in
sSFR of 10−11 to ensure we only select red galaxies. We apply this
same mass cut (simulating survey completeness) to the galaxies in-
cluded in the cen+N mass, though in practice this only affects the
M∗, tot mass. We emphasize that Ngals is not designed to precisely
mimic redMaPPer’s λ. To do this we would need to assign cluster
membership using redMaPPer’s algorithm, which is not possible
MNRAS 000, 000–000 (0000)
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Figure 3. Scatter in Mvir at a fixed value for an observable (M∗, x or Ngals). Left: The ideal case which uses the real space positions and true cluster
membership from the simulation. M∗, tot has the lowest intrinsic scatter while M∗, 2 is ∼ 0.03 dex worse than Ngals at all but the highest masses. Center:
The case in which galaxies have spectroscopic redshifts. M∗, 2 suffers less from projection effects than, and is now an improvement on, Ngals. Right: A
Simulation of a photometric survey where the redshift measurement includes an uncertainty of 90h−1Mpc. Because of the simplified cluster finding, none of
the estimators are a significant improvement over M∗, cen. See the text for details of the cluster finder and the richness proxy Ngals. Shown for comparison is
the scatter for λ from Rozo & Rykoff (2014) estimated from SDSS DR8 data. However, we caution that this scatter was calculated from generally much larger
X-ray and SZ clusters (20 < λ < 100) than those shown here.
as the UM (and no currently available model) can predict realis-
tic galaxy colors. Instead, we use a simple cluster finder (selection
within some volume around known centrals) and compare the halo
mass estimates of the generic richness estimator Ngals to those of
the cen+N mass.
We test the performance of these estimators in three observ-
ing conditions. First, we use the real space positions and true cluster
memberships as given by the UM. This is an ideal case, unachiev-
able in observations, but will show the intrinsic scatter for these es-
timators. Second, we simulate a spectroscopic survey with precise
redshift measurements. Observed real space positions are therefore
only affected by redshift space distortions (RSD) (Kaiser 1987).
Third, we simulate a photometric survey with redshift uncertainty
of σz/(1 + z) = 0.01. At our z ≈ 0.4, this corresponds to ≈
90 h−1 Mpc which is the estimated uncertainty of a single SDSS
red galaxy at the median redshift of the redMaPPer cluster sample
given in Busch & White (2017).
In both the spectroscopic and photometric cases, we assume
a cluster finder that can perfectly identify centrals. All galaxies
within a cylinder centered on the central are considered members
of this cluster. We use the virial radius (which in practice could
be approximated iteratively) as the radius of this cylinder and 10
h−1 Mpc and 50 h−1 Mpc as the half-length for the spectroscopic
and photometric surveys respectively. While these cylinder choices
have some impact on our results (e.g., in the spectroscopic case,
a shorter cylinder giver better results for lower mass clusters) we
are not overly sensitive to changes in the ranges 5 – 15 h−1 Mpc
(spectroscopic) and 40 – 90 h−1 Mpc (photometric).
The results for the ideal case with known 3d positions and
cluster membership are shown in the left panel of Figure 3. Among
the estimators considered, M∗, tot has the lowest scatter and is ∼
0.05 dex better than Ngals averaged across the mass range. M∗, 2
has slightly worse performance than Ngals, within 0.03 dex at all
but the highest masses. At intermediate richness (5 < Ngals < 20),
the cen+N mass with between 2 and 5 satellites has intrinsic scatter
comparable to that of richness; at higher richness, more satellites
are needed, but these halos also have more bright satellites.
The middle panel of Figure 3 compares the performance of
the estimators assuming a spectroscopic survey with the effects of
RSD and imperfectly assigned cluster membership. As expected,
all estimators (except M∗, cen which suffers no projection effects)
show increased scatter compared to the ideal case. However, the
performance of the Ngals estimator is now worse than M∗, 2 at all
masses. However, while we expect to have spectroscopic redshifts
for the handful of members used in the cen+N mass estimate for
DESI, a richness-based estimator needs redshifts for many more
galaxies. Existing richness based catalogs usually rely on color, and
so their performance will be a combination of the central and right
panel which shows the performance with this larger uncertainty on
position.
We note that Rykoff et al. (2012) mentioned that weighting
cluster members by luminosity increased scatter – the opposite to
what we find. This could be due to a number of reasons: 1. Our
simple cluster finding algorithm could be biased in favor of the
cen+N mass method. 2. The SDSS photometry used in Rykoff et al.
(2012) is missing light from low surface brightness outer regions
(Bernardi et al. 2013; Kravtsov et al. 2018) which would reduce the
benefits of luminosity weighting since Figure 1 shows that M∗, in
has a larger scatter. 3. Luminosity (or mass) weighting is likely
more valuable at the lower mass range we are testing (as mentioned
in Rykoff et al. 2012). 4. A large scatter in the mass – luminosity
relation decreases the value of mass weighting in observations.
We have shown that in the UM, and in the case of an idealized
cluster-finder with zero projection effects, the cen+N mass, with N
between 2 and 5, has intrinsic scatter comparable with Ngals at all
but the highest halo masses (Ngals > 20, log(Mvir/M) > 14.6).
Moreover, when using a simple model for projection effects to relax
the assumption of perfect cluster membership assignment, we find
that the cen+N mass estimator can outperform richness-based mass
estimation. These results, combined with the fact that stellar mass
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Characteristic M∗, cen selected Mvir matched
Concentration 5.60 4.82± 0.09
Halfmass Scale 0.450 0.491± 0.003
Last MM Scale 0.353 0.445± 0.013
Acc. Rate (Γ) 0.753 0.939± 0.056
Table 2. The median value of secondary halo characteristics for two se-
lections of halos. The first is selected with a thin M∗, cen cut (11.9 <
log(M∗, cen/M) < 12.1). The second is selected randomly, but
weighted to have the sameMvir distribution as the first. Despite having the
same halo mass distributions, the two selections of halos have significantly
different assembly histories. As shown in Figure 4, the M∗, cen selection is
consistent with being older.
is easier to model than richness as it does not rely on color, make
the cen+N mass a promising halo mass estimator.
4 CORRELATIONS BETWEEN STELLAR MASS AND
SECONDARY HALO PROPERTIES
Recent work has argued that M∗, cen depends both on Mvir and on
the halo assembly history (e.g., Hearin & Watson 2013; Rodrguez-
Puebla et al. 2015; Hearin et al. 2015; Saito et al. 2016; Matthee
et al. 2017). If M∗, cen does depend on properties other than Mvir,
and those properties have variance at fixed Mvir, this could be a
source of the scatter in M∗, cen. In this section we show that, in
the UM, M∗, cen depends strongly on secondary properties, while
M∗, tot does not. We discuss the implications of this result for both
observational measurements and simple mock making techniques
such as abundance matching.
The left panel of Figure 4 shows that, in the UM, M∗, cen de-
pends strongly on halo age. At fixedMvir, halos that formed earlier
contain larger centrals than those that formed later. The variance of
halo age at fixed mass is therefore a source of some of the intrinsic
scatter in the M∗, cen – Mvir relation.
The age dependence also means that an M∗, cen cut preferen-
tially selects old halos. Table 2 demonstrates this by comparing the
median value of various secondary halo properties in two samples.
The first sample is selected by a thin M∗, cen cut, while the sec-
ond is selected randomly to match the first’s Mvir distribution. The
M∗, cen selected sample has secondary properties biased in a di-
rection that indicates earlier halo formation (less recent accretion,
a higher concentration, an earlier halfmass age) than the random
sample.
In contrast, the right panel of Figure 4 shows that the impact
of age on theM∗, tot –Mvir relation is negligible. As a result, there
is little contribution to the scatter from age, and, as Table 3 shows,
a sample selected by an M∗, tot cut is similar to one selected with
a matching Mvir distribution.
We now test how the cen+N mass is affected by secondary
properties. We quantify the effect of a secondary property as the
difference in stellar mass at fixed Mvir for halos in the top and bot-
tom 20% of that property (i.e., the gap between the two lines in Fig-
ure 4 highlighted by the vertical gray lines). Figure 5 shows how the
effect varies for a number of secondary halo properties as the stel-
lar mass definition changes. We find that increasing the number of
satellites included in the stellar mass decreases the dependence on
all tested secondary parameters. As with the scatter, the number of
satellites required to achieve results comparable toM∗, tot depends
on halo mass. At logMvir/M ≈ 13.5, there is little gain from
Characteristic M∗, tot selected Mvir matched
Concentration 4.68 4.73± 0.08
Halfmass Scale 0.495 0.493± 0.003
Last MM Scale 0.465 0.456± 0.013
Acc. Rate (Γ) 1.036 1.015± 0.063
Table 3. The median value of secondary halo characteristics for two se-
lections of halos. The first is selected with a thin M∗, tot cut (12.38 <
log(M∗, tot/M) < 12.62) chosen to match the number density of the
M∗, cen cut used in Table 2. The second is selected randomly, but weighted
to have the sameMvir distribution as the first. These selections have similar
secondary characteristics.
using satellites beyond the most massive two as the effect size for
M∗, 2 is comparable to that for M∗, tot. At logMvir/M ≈ 14.4,
the effect size of M∗, 5 is not quite comparable to that of the total
stellar mass, though, as mentioned before, these larger halos will
contain more bright satellites, and forM∗, 5 the dependence is only
0.05 dex.
The fact thatM∗, tot does not depend on secondary halo prop-
erties, and that this dependence is reduced for the cen+N mass (e.g.,
M∗, 2, M∗, 5), make these promising observables to use to identify
and estimate the mass of halos. Not only do these estimates suffer
from less intrinsic scatter, but they also select populations that are
less biased with respect to halo assembly. This is also useful when
making mocks as these properties can be accurately assigned using
Mvir, without considering secondary terms.
A benefit of having one observable that is correlated with sec-
ondary properties (M∗, cen) and another that is not (M∗, tot) is dis-
cussed in Xhakaj et al. (in prep.), which shows how observations of
M∗, cen and M∗, tot can be combined to form a proxy for halo age.
5 PHYSICAL ORIGIN OF σM∗, cen|Mvir IN GROUPS AND
CLUSTERS
We have shown that M∗, cen has both a larger scatter and a greater
dependence on halo assembly than M∗, tot. However, in massive
halos, M∗, cen is dominated by its ex situ component and there-
fore, like M∗, tot, grows primarily through mergers. This suggests
that the growth of M∗, cen can be thought of as a two-stage pro-
cess, where stellar mass is first brought into the halo, and then sub-
sequently deposited onto the central. In this section, we decom-
pose σM∗, cen|Mvir into separate components relating to these two
stages. The first, σM∗, tot|Mvir , is shown to be stochastic. The sec-
ond, σM∗, cen|M∗, tot , depends on halo age.
We emphasize that the conclusions of this section are only
valid in the regime where M∗, cen is dominated by accreted mass
(M∗, ex) rather than star formation (M∗, in), which is true in the
UniverseMachine for halos with log(Mvir/M) > 14.
5.1 Decomposition of σM∗, cen|Mvir
The central stellar mass is comprised of two components,
M∗, cen = M∗, in +M∗, ex (7)
However, Figure 6 shows that for large halos M∗, ex dominates: in
halos with log(Mvir/M) > 14, the ex situ fraction is > 80%.
This is consistent with the ex situ fraction of the most massive
galaxies in hydrodynamical simulations (e.g., Lee & Yi 2013;
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Figure 4. The M∗, cen – Mvir (left) and M∗, tot – Mvir (right) relations for the youngest and oldest 20% of halos in each mass bin. M∗, cen has a
strong dependence on halo formation time; at all halo masses the oldest halos have a central stellar mass ∼ 0.2 dex greater than the youngest halos. In
contrast, M∗, tot has almost no correlation with halo age. The vertical gray lines show the effect size of halo age at log(Mvir/M) = 13.5 and 14.4.
Figure 5 shows how the effect size varies for different secondary properties and stellar mass definitions. The horizontal gray box shows that an M∗, cen cut at
log(M∗, cen/M) ≈ 11.5 selects old halos at a significantly lower mass than it does young halos. Because of this, and the shape of the halo mass function,
M∗, cen selects an sample of halos that is biased old compared to a random selection of the same Mvir distribution.
Figure 5. The effect that selected secondary halo properties have on various
stellar masses. At fixed Mvir, the secondary property effect size is defined
as the difference in stellar mass between halos in the top and bottom 20%
of that secondary parameter. This can be visualized as the length of the
vertical gray lines in Figure 4. Stellar mass definitions that include more of
the stellar mass are less affected by secondary halo properties, and M∗, tot
is almost uncorrelated with all tested secondary properties. However, at high
masses more satellites are needed to reduce the effect size than at lower
masses.
Pillepich et al. 2017). For halos in this mass range, we can therefore
neglect the in situ component and approximate M∗, cen ≈M∗, ex.
The accretion of stellar mass onto the central (ex situ growth)
can be thought of as a two-stage process. First, stellar mass is
brought into the halo in satellite galaxies. Second, those satellites
merge onto the central. Both of these stages have some scatter,
which we assume is lognormal. In the first stage, M∗, tot is a func-
tion of Mvir,
logM∗, tot ∼ N (M∗, tot(Mvir), σM∗, tot|Mvir) (8)
while in the second stage, M∗, cen is a function of M∗, tot: it is the
fraction of M∗, tot that has merged onto the central,
logM∗, cen ∼ N (M∗, cen(M∗, tot), σM∗, cen|M∗, tot) (9)
We can therefore expressM∗, cen as a function ofMvir by combin-
ing these two stages,
logM∗, cen ∼ N ( (10)
M∗, cen(N (M∗, tot(Mvir), σM∗, tot|Mvir), (11)
σM∗, cen|M∗, tot) (12)
We find that, in the UM, the two scatters (σM∗, tot|Mvir ,
σM∗, cen|M∗, tot ) are uncorrelated (their correlation coefficient is
< 0.02). Because of this, the overall scatter in M∗, cen at fixed
Mvir is described by,
σ2M∗, cen|Mvir = (
dM∗, cen
dM∗, tot
σM∗, tot|Mvir)
2 + σ2M∗, cen|M∗, tot
(13)
We now consider the physical processes that drive these two
components.
5.2 Stochastic component (σM∗, tot|Mvir )
We have already shown in section 4 that the total stellar content
of halos does not correlate with other halo properties (see Figure 4
and Figure 5). We now show that the scatter is consistent with be-
ing stochastic. We also show that the decrease in σM∗, tot|Mvir with
halo mass, as shown in Figure 1, is the result of the statistics of
hierarchical assembly. We present two simple experiments that il-
lustrate these points.
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Figure 6. The distribution of M∗, tot as a function of halo mass. On av-
erage, in halos with log(Mvir/M) ≈ 14, one third of the stellar mass
is in the central and two thirds in satellites. Of M∗, cen, 80% comes from
mergers (M∗, ex) and 20% from in situ star formation (M∗, in). At higher
masses, the fraction of mass in satellites increases, while the fraction of
M∗, in decreases.
5.2.1 Stochasticity test
While we cannot prove that M∗, tot depends solely on halo mass,
we can show that its scatter is similar to that predicted by a simple
random model, the conditional luminosity function (CLF) (Yang
et al. 2003). The CLF describes the expected galaxy population of
a halo given its mass, Φ(M∗|Mvir)dM∗. The variant we use, (e.g.,
Cooray 2006; Lan et al. 2016), consists of central (Φc) and satellite
(Φs) components. These distributions can be used to construct sim-
ulated cluster galaxies by drawing once from Φc, and n times from
the normalized Φs where n is a draw from the Poisson distribu-
tion with a mean of the expected number of satellites. We note that
the CLF method simplifies the galaxy-halo relation (e.g., Zentner
et al. 2014) and so will not generate perfectly realistic realizations
of M∗, tot. However, it will give a good estimate of the scatter in
M∗, tot that is expected from random assembly, as the components
are drawn independently from the population.
We construct a CLF by setting Φc, Φs, and n to be that of the
UM in the mass range 14 < log(Mvir/M) < 14.1. The com-
parison between the M∗, tot of UM halos in that mass range and
of CLF simulated halos is shown in Figure 7. Both distributions
are centered at the same M∗, tot to within 0.01 dex, and the UM
and CLF have σM∗, tot|Mvir of 0.08 and 0.12 dex respectively. The
slightly larger scatter in the CLF is expected as in the UM the cen-
tral stellar mass is anticorrelated with that of the satellites. How-
ever, the fact that the σM∗, tot|Mvir in the UM is similar to that of
the random CLF suggests that scatter from hierarchical assembly is
well modeled by a stochastic process.
5.2.2 Decreasing scatter expected under stochastic assembly
Figure 1 showed σM∗, tot|Mvir decreasing significantly with halo
mass. We show here that, assuming M∗, tot is determined inde-
pendently for each halo i.e., there is no strong environment depen-
dence, this decrease is just a result of the statistical properties of
the sum of draws from a lognormal distribution.
Consider the simple case where we assume that clusters are
built from a population of progenitors with a single halo mass,
Figure 7. The distribution of M∗, tot for halos with 14 <
log(Mvir/M) < 14.1 in the UM and CLF simulation. The distributions
are centered within 0.01 dex of each other, and σM∗, tot|Mvir is 0.08 and
0.12 dex for the UM and CLF respectively. The CLF shows the approxi-
mate scatter for random assembly and is similar to the scatter in the UM.
Mvir,prog, and so have stellar mass given by logM∗, tot,prog ∼
N (µ, σ), σ  1. The cluster that results from the merger of n of
these progenitors will have M∗, tot of
log(M∗, tot) ≈ log(n) + µ± σ√
n
(14)
This is entirely due to the statistics of summing draws from a log-
normal distribution, but shows that the lognormal scatter in M∗, tot
is expected to decrease with the number of mergers and therefore
the mass of the cluster.
In Figure 8, we model σM∗, tot|Mvir using Equation 14 with
progenitors of log(Mvir/M) = 13.1 and σM∗, tot,prog|Mvir =
0.18 (chosen to fit the low mass end of the UM). The predic-
tions of scatter at the high mass end, even in this highly simplified
model, are relatively accurate. This simple model ignores contribu-
tions to the scatter from varying progenitors masses, and variance
across halos in the unevolved progenitor mass function. However,
the added scatter from this second component will be limited by
the universality of the mass function (e.g., Jiang & van den Bosch
2016).
While this section is primarily concerned with σM∗, tot|Mvir ,
asM∗, cen for massive halos is dominated by its ex situ component,
the same statistical argument explains why σM∗, cen|Mvir also de-
creases with halo mass. A more detailed analysis of the effect of
mergers on σM∗, cen|Mvir (and applicable to σM∗, tot|Mvir ) is the
Monte Carlo simulation shown in Figure 6 of Gu et al. (2016). This
model assumes no initial scatter in the stellar to halo mass rela-
tion, so scatter initially increases with mergers. However, as in our
model, after a large number of mergers, the scatter tends asymptot-
ically to 0.
5.2.3 Conclusions
These two experiments suggest a physical cause for σM∗, tot|Mvir
in clusters. We assume that early galaxies have a lognormally dis-
tributed M∗, tot, with the scatter primarily due to variations in the
central star formation efficiency. Cluster mass halos then assemble
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Figure 8. σM∗, tot|Mvir in the UM compared to that of a stochastic toy
model. The model builds high mass halos from a single mass progenitor
population of log(Mvir/M) = 13.1 with σM∗, tot|Mvir ≈ 0.18 (cho-
sen to match the low mass end of the plot). The model illustrates that, un-
der the assumption of random assembly, scatter decreases as halo mass in-
creases. As the model is an obvious oversimplification (i.e., single mass
progenitors), we do not expect it to be consistent with the UM. However,
the trends are remarkably similar, suggesting that the simple theory of as-
sembly may be appropriate.
by random mergers of many of these early-galaxy progenitors. This
simple picture generically predicts a σM∗, tot|Mvir that decreases
with increasing halo mass.5
5.3 Age dependent component (σM∗, cen|M∗, tot )
We have shown in section 4 thatM∗, cen depends both on halo mass
and assembly, with halos that formed earlier hosting a larger central
galaxy. We now show that the cause of this age dependence is the
ex situ component of M∗, cen, which dominates at high masses. We
then determine how much of σM∗, cen|M∗, tot can be explained by
halo properties that summarize assembly.
5.3.1 Source of σM∗, cen|M∗, tot
Figure 9 shows how the in situ and ex situ components of M∗, cen
depend on halo age. The mass of in situ stars is nearly independent
of age, but the ex situ component of the oldest quintile of halos
is ∼ 0.5 dex larger than that of the youngest. Age therefore pri-
marily influences the stellar mass accreted onto the central from
mergers, not the stellar mass formed in the central in situ. In older
halos, more stellar mass has been deposited onto the central galaxy,
whereas in recently formed halos, this additional mass is still bound
up in satellites.
To what extent can σM∗, cen|M∗, tot be understood in terms
of the dependence of M∗, ex on halo age? To test this, we de-
fine ∆M∗, cen|M∗, tot = M∗, cen − M∗, cen(M∗, tot), the differ-
ence between the actual M∗, cen and the expected M∗, cen given
M∗, tot. Halos with larger (smaller) central galaxies than ex-
pected, given their M∗, tot, will therefore have positive (negative)
5 As a corollary, we note that the same statistical argument leads to
the generic decrease in the scatter σM∗, cen|Mvir with halo mass, since
M∗, cen is dominated by M∗, ex in cluster-mass halos.
Figure 9. TheM∗, ex –Mvir andM∗, in –Mvir relations for the youngest
and oldest 20% of halos in each mass bin. M∗, ex depends strongly on age:
the ex situ mass in the oldest quintile of halos is∼ 0.5 dex larger than in the
youngest. In older halos, more stellar mass from mergers has deposited onto
the central galaxy and less exists in satellites. While the difference between
the mean M∗, in in the oldest and youngest halos is statistically significant,
as this difference is < 0.05 dex it is not practically significant.
Characteristic Rs
Halfmass Scale -0.56
Concentration 0.46
Accretion Rate (Γ) -0.51
Last MM Scale -0.41
Table 4. The Spearman rank correlation coefficients for halo properties
that correlate best with ∆M∗, cen|M∗, tot , the difference in dex between the
true M∗, cen and the expected M∗, cen given M∗, tot. For halo properties
where a large value implies that most growth happened at late times (e.g.,
accretion rate, last major merger scale, halfmass scale), there is a negative
correlation: halos whose growth happened at late times have smaller than
expected, given M∗, tot, central galaxies. A large concentration, indicative
of early halo formation (e.g., Wechsler et al. 2002), implies a larger central,
given total stellar mass. ∆M∗, cen|M∗, tot is therefore sensitive to the halo
formation time.
∆M∗, cen|M∗, tot . We then use a Spearman rank correlation to find
the halo properties that correlate best with ∆M∗, cen|M∗, tot and
therefore the halo properties that most strongly predict deviations
from the mean relation. The Spearman rank correlation coeffi-
cient describes how well a monotonic function could fit the data,
with Rs = 1 (-1) indicating a perfect, increasing (decreasing)
correlation and Rs = 0, no correlation. Table 4 shows the halo
properties with the most significant Spearman correlations with
∆M∗, cen|M∗, tot . These properties are all correlated with the halo
formation time.
We build a model for M∗, cen that includes both M∗, tot
and the halo properties that have a strong correlation with
∆M∗, cen|M∗, tot . The model for the halo properties is a linear re-
gression as we find that allowing higher order polynomial fits does
not significantly improve the performance. Figure 10 compares the
scatter in M∗, cen using just M∗, tot and using both M∗, tot and
other halo properties. Including the halo properties reduces scatter
from 0.19 to 0.13 dex: these properties can account for a significant
fraction, but not all, of σM∗, cen|M∗, tot .
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Figure 10. The scatter inM∗, cen is significantly reduced if secondary halo
properties (the most important of which are shown in Table 4) are also con-
trolled for. This plot compares the scatter in M∗, cen first at fixed M∗, tot
(∆M∗, cen|M∗, tot ), and second at fixedM∗, tot and with a linear model to
control for secondary halo properties (∆M∗, cen|M∗, tot, halo properties). The
scatter is significantly reduced in the second case, from 0.19 to 0.13 dex.
This is for cluster mass (logMvir/M > 14) halos.
The large residual scatter is not surprising. First, the halo prop-
erties we used in our model are very broad summaries of the mass
accretion history. They do not capture details such as the merger or-
bital parameters and mass ratios, both of which dramatically affect
the time it takes for satellites to deposit onto the central (Boylan-
Kolchin & Ma 2007; Boylan-Kolchin et al. 2008). Second, the
choice of star formation rates in the UM has some intrinsic ran-
domness to allow it to mimic scatter caused by physical processes
that are not captured in N-body simulations. An example of this
is baryonic effects, which recent work with hydrodynamic simula-
tions has shown can also explain some of the scatter (e.g., Matthee
et al. 2017; Kulier et al. 2018). However, it is clear that age is a ma-
jor component of σM∗, cen|M∗, tot , and therefore of σM∗, cen|Mvir .
5.3.2 Implications for richness-based halo mass estimates
The fact that M∗, cen increases, and therefore the stellar mass in
satellites decreases, with halo age is a concern for richness-based
mass estimators. It suggests that, at fixed Mvir, halos that assem-
bled later will have a higher richness. Here we show that richness,
measured by our proxy Ngals, is indeed influenced by halo age,
albeit with a significantly weaker correlation relative to M∗, cen.
Figure 11 shows the contours of constant Ngals as a function
of Mvir and halfmass scale (a). As the contours are not vertical,
richness is a function both of halo mass and halo age. At fixed halo
mass older halos are less rich than younger ones, an effect that can
add a scatter of∼ 0.1 dex in Mvir at fixed Ngals. The uncertainties
are not shown in the plot, but while the scatter in richness within
each bin of Mvir and a is relatively large (∼ 1 and 3 at the low and
high mass ends respectively), the uncertainty on the mean richness
is negligible at all but the highest masses.
The dependence of Ngals on age is, however, significantly
smaller than that of M∗, cen. The dynamics of mergers offers a nat-
ural explanation for this. It is well known that it takes less time for
larger satellite galaxies to merge with the central than smaller ones
(e.g., Lacey & Cole 1993; Boylan-Kolchin & Ma 2007; Jiang et al.
2008). The mass of the central will, after a relatively short period of
Figure 11. Richness, measured by the proxy Ngals, as a function of Mvir
and the halfmass scale (a). The contours of fixed richness are not vertical
and therefore the age of the halo can influence richness-based Mvir esti-
mates. The effect of age is∼ 0.1 dex, for exampleNgals = 10 is the mean
richness for both Mvir = 14.4, a = 0.4 and Mvir = 14.25, a = 0.65.
The uncertainty on the mean richness (the contours) is negligible at all but
the largest halo masses.
time, be significantly boosted by these large mergers. On the other
hand, the richness is dominated by galaxies just above the Ngals
mass cutoff. These smaller galaxies will take longer to merge onto
the central, and so the effect of age on richness is smaller than on
M∗, cen.
6 SUMMARY AND CONCLUSIONS
Obtaining accurate halo mass estimates is essential for constraining
cosmology, but is made difficult by scatter in the observable –Mvir
relation. With an eye to upcoming large optical surveys, we have
used the UniverseMachine to investigate the causes of the scatter of
two halo mass proxies,M∗, cen andM∗, tot. We have also proposed
a new low scatter observable, the cen+N mass (M∗,N), defined as
the sum of the stellar mass of the central galaxy and the N most
massive satellites. Our main results are summarized below.
• We introduced the cen+N mass, the sum of the central and
the N most massive satellites (M∗,N), and showed that its scatter
is significantly smaller than that of M∗, cen and approaches, with
relatively small N , that of M∗, tot. We find that the cen+N mass
has intrinsic scatter comparable to richness-based estimators with
only a few (2 – 5) of the most massive satellites used. However, we
showed that it performs better than richness-based estimators under
simple tests of projection.
• For all definitions of stellar mass (M∗, cen,M∗, tot,M∗,N), the
scatter decreases significantly with halo mass. While most previous
works have assumed mass independent scatter, we show that this
decrease is expected from the statistics of hierarchical assembly.
• We find thatM∗, tot is a function only ofMvir with some scat-
ter. We show that this scatter exhibits no correlation with secondary
halo properties and is consistent with being stochastic.
• On the other hand, M∗, cen depends both on Mvir and the
halo’s age. Moreover, this dependence is almost entirely due to the
size of the ex situ component ofM∗, cen: In halos with early forma-
tion times, a large fraction of stellar mass from mergers has been
deposited onto the central; in halos with late formation times, more
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of this mass is bound up in satellites. Insofar as the UniverseMa-
chine model accurately approximates how massive centrals are as-
sembled in the real universe, this implies that any M∗, cen-based
selection of massive galaxies will be biased towards samples resid-
ing in old halos.
We made a number of simplifications and assumptions in this
work. Most importantly, our entire analysis is predicated on the
UniverseMachine. We also assumed that stellar masses are known
with no uncertainty, while in practice these need to be inferred
from observations of the luminosity. These observations will in-
clude some scatter and will likely not include all light. Apart from
a single section, we also assumed that we have perfect information
about cluster membership. However, with these assumptions, we
have shown that the cen+N mass is a viable, low-scatter, minimally
biased, halo mass proxy that appears to perform well with spec-
troscopic data. In future work, we plan to see if similar effects are
seen in the IllustrisTNG300 simulations (Nelson et al. 2018), and
to apply the cen+N estimator to observations.
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