In this paper, a new absolute thermal contrast method is proposed for pulsed infrared thermography. It is based on the computations of reconstructed defect-free images so that no a priori knowledge of a sound area on the sample is necessary. Moreover, a correction is applied to take into account possible delays in the acquisition time. Results are presented both on Plexiglas TM and graphite-epoxy specimens. Comparisons with Pulsed Phase Thermography phase images are also presented along with a discussion on the advantages of the proposed method.
Introduction
Pulsed thermography (PT) is a common thermal stimulation approach in active infrared thermography (AIRT) [1] . Among established thermogram processing techniques, thermal contrast computations are convenient in order to enhance subsurface defect visibility, and also to enable some quantitative extractions such as defect depth, size and thermal properties. Thermal contrast definitions imply the knowledge of a sound area within the infrared camera field of view [1] . This is obviously a severe limitation since it requires a priori information not always available (after all, the purpose of AIRT is precisely to delineate sound areas!). Moreover, in these thermal contrast computations, the temperature of the sound area is generally assumed uniform all over the specimen and thus reduced to a scalar value. Of course this is untrue if the energy deposited over the specimen is not uniform nor if the thermal properties of the material (ex: thermal effusivity) change over the specimen. In all these cases, traditional contrast computations lead to inaccuracies [2] .
In this paper, a new technique is proposed to overcome these difficulties in order to obtain a reliable thermal contrast. First of all a method is proposed to compute the local temperature of a sound area Ts [i,j] (t) by mean of an heat transfer model (semi-infinite body assumption) and without a priori knowledge of sound area locations (here [i,j] represents location within the field of view, T the temperature, t the time and subscript s stands for sound area). Second, the inaccuracy of the acquisition time is also taken into account and corrected.
Reconstructed sound area temperature images
In PT, the specimen is submitted to a thermal pulse at t = 0, the thermal pulse last up to t f and a thermogram sequence is recorded. Once temperature is recorded over the surface with the infrared (IR) camera, it takes a moment before the defects manifest themselves due to the travelling time of the thermal waves within the specimen [1] . Let assume t' is a time between t f and the time at which the first temperature spot related to subsurface defects appears. In this case, we have Ts [i,j] (t') = T [i,j] (t'). Next we compute Ts [i,j] for all the rest of the temporal sequence. Assuming a Dirac pulse applied to a semi-infinite body, the 1-dimensional Fourier equation is solved as (z is the depth variable, z = 0 corresponds to the surface, Q is the injected energy at the surface, e is the thermal effusivity of the sample and ∆T is the temperature increase from t = 0) [3, see also the discussion in 4]: As it is well known, the solution provided by eq. (1) diverges as time elapses and also as plate thickness enlarges with respect to the non-semi-infinite case [4] . For instance, in case of Plexiglas TM , it was found the error obtained with eq. (1) is less than 2% for observation time of less than 2 s and plate thickness less than 1 mm. In case of an Al specimen, error is less than 20% for time of 0.02 s and 2 mm plate thickness [5] . Nevertheless, eq. (1) is a good approximation.
At time t', the temperature of the sound area Ts [i,j] (t') is then given by:
Assuming injected energy over the specimen is changing relatively smoothly, eq. (1) stands and allows to extract Q/e locally:
From eq. (3), the temperature of the sound area can be defined locally as a function of t:
Interestingly, performing eq. (4) 
computations over all the surface (all locations [i,j])
and for the whole temporal sequence) reconstructs the "ideal" defect-free thermogram sequence.
New Absolute Contrast (NAC)
Now lets introduce the well known absolute thermal contrast definition C ac [1] :
The new proposed thermal contrast definition is first generalized over all thermogram locations:
− =
We can then rewrite eq. (6) in terms of ∆T as follows:
where T [i,j] (0-) is the absolute temperature of the specimen at location [i,j] before heating (i.e. at t = 0-), this is generally referred to as the cold image. Obviously we also have T [i,j] (0-) = Ts [i,j] (0-) since no defects are present at t = 0-and both cancel out in eq. (7) so that from eq. (5) we can write:
Finally, the New Absolute Contrast (NAC) is obtained as:
Time considerations
Since eq. (1) as the form ∆T = c . t a , in logarithmic space it can be re-written as (see [4, 7] for instance) log (∆T) = a . log(t) + b where a and b are constant for a given location [i,j] on the specimen surface and with a = -1/2 and b = log(Q/(e√π)). As it is well known, the good thing with such representation is that the logarithmic time behavior of a defectfree region is a line with -1/2 slope.
In eq. (9) time t and t' are referenced to t f . Any error t ε on t f will affect NAC computations, especially when a logarithmic space is chosen. For instance Figures 1a and  1b show such effect for positive and negative values of t ε . In the figure the curve ∆T vs. (t+) is plotted (case of a plastic plate, no defect). The straight corresponds to the ideal -1/2 slope Ts(t) case. Obviously, the actual data does not match the ideal case and such error t ε will affect further NAC computations. 
. (a) Small positive error on time t ε , (b) Small negative error on time t ε , (c) Error compensated
The solution to this is to find the error t ε and then to compensate it by computing:
Normally, such procedure should lead to a curve with a linear behavior, at least at the earlier times (due to unaccounted thermal lateral flow, thermal losses), see for instance Figure 1 -c. Such adjustment is made dynamically thanks to a dedicated computer program by modifying t ε so that both lines coincide together [10] . Interestingly, in [11] another method is shown to deal with a finite pulsed width in case the pulse is not fast enough.
Experimental results

Plexiglas
TM plate
The 4 mm-thick plate contains 6 flat-bottom holes of depth 1, 1.5, 2, 2.5, 3, 3.5 mm, all with 10 mm diameter. This academic specimen was flashed heated for 15 ms (with two flashes of 6.4 KJ of electrical energy per flash) and 200 thermograms were recorded (from t = 0.1 to t = 20 s). The experimental apparatus is described elsewhere [8] . and the dotted curves ∆T [i,j] (t). The NAC corresponds, respectively for the three cases, to the difference between the dotted curve and the straight as in eq. (9) . Figure 3 -a shows the NAC at t = 6.4 s. For reference, the phase image at frequency f = 0.5 Hz in Pulsed Phase Thermography (PPT) [9] is provided in Figure 3 -b as well. As it is seen both images are similar with defects showing over a relatively flat background (compare with raw thermogram of Figure 2-b) . The absolute contrast image is not provided as it is similar to Figure 2 -a (since a constant value is simply subtracted from each image -eq. (5) -this does not modify the relationship between defects and background). 
Graphite-epoxy plate
The next specimen is a graphite-epoxy plate of 5 plies. Simulated defects as a Teflon insert and a thin void were embedded at manufacturing stage. Fifty images were acquired from 0.55 s to 1.53 s. The same experimental apparatus as in previous section was used. Figure 4 shows three raw thermograms recorded at different times. Figure 5 shows the NAC for the same three moments. Both defects are clearly seen as also a possible delamination or epoxy-richer zone on the right side of the specimen. For reference, Figure  6 shows the phase image at frequency f = 1 Hz in PPT. In this case, the NAC provides better results. 
Discussion
As seen, the NAC is a novel processing technique that improves the signal to noise ratio using a simple and fast -no complex computations in eq. (9) -algorithm by computing locally the sound area values Ts. In fact, it brings the following advantages to PT:
For a given time t, only two thermograms (at t' and at t of interest) are needed to compute the NAC while for instance the PPT approach requires many more (100-150).
In quantitative studies (ex: to extract defect depth), one approach consists to compute the maximum contrast. Since this is computed precisely with the NAC (ex: the local injected energy is taken into account), higher reliability is achieved. Since the background is made "flat", defects are segmented easily, especially in case of non uniform heating or local emissivity variations. Ts computed in the NAC can be applied to other contrast definitions [1] as well. Thus, the known Absolute thermal Contrast is strongly enhanced thanks to a better definition of the sound area Ts. The Absolute Contrast is only taken as an example to show the interests about computing this new Ts [i,j] (t'). The local sound area Ts [i,j] (t') can be applied to any equation involving a sound area Ts, especially it can enhance most of type of contrasts and not only the absolute contrast. In 1987, [12] [13] found out a powerful way to show defects they called it the "Normalized Apparent Effusivity' (NAE). For instance, an advantage of the NAE was its ability to maintain a constant background from image to image. Interestingly, the local Ts [i,j] (t') helps explaining the NAE. In fact, the NAE is the inverse of the Running Contrast using Ts [i,j] (t'). From this point, the NAE can be seen as a particular case of a general method presented in this article.
Conclusion
In this paper a new absolute contrast (NAC) procedure is derived and proposed based on the reconstruction of the temperature of the sound area. It was also shown how important is to adjust uncertainties in the acquisition time. Results were presented on two specimens with comparisons with PPT. Due to its distinctive advantages, it is believed the interests of the local Ts [i,j] (t') will be well received by the AIRT, PT community.
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