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ABSTRACT 
Geohazards are natural Earth processes that threaten human lives and property. Examples 
of typical geohazards are subsidence, landslides, earthquakes and so forth, all of which can 
result in significant casualty and loss of property. Nowadays, the rapid development of 
wireless sensor networks and microelectromechanical systems has allowed real-time remote 
surveillance of geohazards, from which an accurate understanding of the dynamics and 
variations of geohazards can be obtained. Besides, over the years, geological engineers and 
scientists have acquired better comprehension of the mechanisms and the factors causing 
the disasters, which is also a crucial precondition in order to evaluate the situation and 
predict the occurrence of the geohazards. 
Therefore this study aims at establishing a unified process model for an early warning 
system which could contribute significantly to reduce the damage from geohazards. The 
JDL data fusion process model has been selected as a prototype and been adapted based on 
geological attributes and requirements for respective purposes in each steps of the process. 
A demonstration of the modified model is provided step by step with either a 
methodological description or simulation. Briefly, the scheme of the adapted JDL model is 
conceptualized by three divisions: Data Source, Data Fusion Domain and Human/Computer 
Interface. In the Data Source Domain, all kinds of monitored data like displacements, tilt 
angles, pore-water pressures from distributed sensors within the network are measured and 
preceded knowledge in the aspects of geology, tectonics, lithology and morphology are 
collected. Being exported to the Data Fusion Domain, the raw data are processed 
corresponding to a gradual hierarchy. This allows the assessment of the situation of the 
observed phenomenon and the derivation of the potential possibility of failure. Data mining 
techniques, numerical simulation and statistical methods are implemented accordingly. 
Finally, the results are reported to the Human/Computer Interface where the prediction can 
be displayed and subsequent commands can be given. 
  
ZUSAMMENFASSUNG 
Naturkatastrophen entstehen durch natürliche Prozesse unserer Erde und richten oftmals 
verheerende Schäden ab. Beispiele für typische Naturkatastrophen sind Erdfälle, Erdrutsche, 
Erdbeben, etc., sie alle können zu gravierenden Verlusten von Menschenleben und 
Sachgütern führen. Heutzutage können Naturkatastrophen dank der schnell 
fortschreitenden Entwicklung von drahtlosen Sensor-Netzwerken und mikro-
elektromechanischen Systemen in Echtzeit und aus der Entfernung überwacht werden. So 
können wichtige Erkenntnisse über die Dynamik und Variationen von Katastrophen 
gewonnen werden. Dies hat dazu beigetragen dass Ingenieure und Geologen in den letzten 
Jahren ein deutlich besseres Verständnis über die Ursachen von Katastrophen erlangt haben 
und somit eine grundlegende Voraussetzung für die Vorhersage von Katastrophen durch 
Terrainüberwachung und -analyse geschaffen wurde. 
Diese Arbeit führt eine vereinheitlichte Vorgehensweise für Naturkatastrophen-
Frühwarnsysteme ein. Das Joint Director of Laboratories (JDL) Datenfusionsmodell wurde 
hierfür als Vorbild gewählt und basierend auf den geologischen Gegebenheiten in den 
jeweiligen Prozessschritten angepasst. Das adaptierte Modell wird schrittweise vorgestellt 
und dabei methodisch oder anhand von Simulationen beschrieben. Das Konzept des 
adaptierten JDL Modells lässt sich grob in drei Elemente gliedern: die Datenquellen, die 
Datenfusion, und die Schnittstelle zwischen Mensch und Computer. 
Die erste Ebene umfasst bereits bekannte geologische, tektonische, lithologische, und 
morphologische Aspekte der beobachtete Umgebung, sowie alle messbaren Daten, wie z.B. 
Verschiebungen, Neigungswinkel oder Wasserdruck. Diese Messdaten werden von zum 
Netzwerk gehörenden Sensoren gesammelt und zusammen mit den vorab bekannten, für 
das überwachte Gebiet spezifischen, Informationen an die Datenfusionsebene weitergeleitet. 
Hier werden die Rohdaten hierarchisch verarbeitet, um aus den beobachteten Phänomenen 
die Stabilität der überwachten Umgebung zu bewerten. Diese Stufe beinhaltet Techniken 
des Data Minings, sowie numerische Simulationen und statistische Methoden. 
Schlussendlich wird das Ergebnis in anschaulicher Weise für menschliche Bearbeiter 
dargestellt, so dass im Falle eines bestehenden Risikos entsprechende Maßnahmen 
eingeleitet werden können.  
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CHAPTER 1 INTRODUCTION 
1.1 Backgrounds 
Geohazards (geologic hazards) are natural Earth processes that adversely affect humans and 
property (Coch, 1995). Categorized by occurrence and response time, landslides, 
earthquakes, floods, volcanos are typical sudden phenomena while ground subsidence, 
erosion, soil liquefaction are slow phenomena. Both two types of geohazards can result in 
catastrophes (Figure 1-1).  According to the World Disasters Report 2014 from International 
Federation of Red Cross and Red Crescent Societies (IFRC), in the past ten years between 
2004 and 2013, 3,867 natural disaster fatalities were reported, 979,537 people were killed and 
more than twice as many as that were affected from these disasters, and the economic loss 
reached up to 1,641 billion US dollars. Among all the natural disasters, geohazards that are 
 
Figure 1-1 Typical Geohazards Types. The Pictures From Top to Bottom and Left to Right are: Elura 
Mining-caused Subsidence in Austrilia (Rolinator, 2006), Volcanic Eruption in Italy (Pfeiffer, 2009), 
Earthquake-induced Landslide in China (Stringer, 2013), and Earthquake-induced Tsunami in Japan 
(Shimbun, 2011)). 
1.2 Objectives
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related to earth processes have taken the majority. Earthquakes, tsunamis, floods, mass 
movements and volcanic eruptions have caused significant casualty of human lives and loss 
of property. Specifically, Petley (2012) has recorded fatal landslides worldwide since 
September 2002, during the period of seven years between 2004 and 2010 a total of 2,620 
non-seismic fatal landslides were recorded causing 32,322 deaths. 
A current or potential geohazard can be managed in several ways like restrictive zoning, 
structural solutions, hazard warning and evacuation, and abandonment and public use of 
hazardous areas (Coch, 1995). Specifically, restrictive zoning is effective but also leads to a 
limitation of population and development in hazardous areas; structural reinforcement 
measures can minimize damage to structures during earthquakes or hurricane winds; 
hazard warning systems and evacuation plans are used to protect lives by predicting the 
occurrence of hazards in order to shift occupants in time; what’s more, the means of 
abandonment or low-density public use can also be applied to reduce the risk to people 
with a sacrifice of effective land use. 
With the rapid growth of Wireless Sensor Networks (WSNs), Micro Electro Mechanical 
Systems (MEMS), and numerical techniques, the research of geologic hazards have gained 
fruitful results these years. The geological engineers have devoted their efforts to learn the 
mechanisms of those disasters through observations of the geohazards from monitoring 
systems, and have acquired better understanding of the factors and triggers that can cause 
the hazards. Furthermore, some scientists have also endeavored to evaluate the situation of 
geohazards to predict the occurrence of the disasters or set up an early warning system in 
order to reduce the losses caused by disasters. 
However, from the published literatures that have declared an available prediction or early 
warning system for any sort of geohazards, there is not yet a unified procedure for 
geohazards early warning that can be referred and reused reasonably for many distinct 
applications. In other words, a demonstrated processing methodology for predicting a 
geological disaster is not repeatable to another geohazard type or even the same kind with 
certain discrepancy. The lack of unification in geohazards early warning system will surely 
hinder its comprehensive improvement in effectivity and reliability. 
1.2 Objectives 
In this study, the main objective is to establish a unified process model for geohazards early 
warning system. To realize this target, some prerequisites are required and are listed below: 
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· An advanced real-time monitoring system 
· A reasonable hierarchical design for the process of geohazards early warning 
· Methodologies or algorithms for each layer or function of the model 
· Powerful operating platform for the early warning system 
Up to date, the improvement and development of WSNs as well as MEMS have been 
conducive to the real-time monitoring capabilities; herein the condition of geohazards can 
be measured by sensing nodes and be sent to the remote control center immediately. On the 
other hand, the commands from the control center can also be received via wireless 
communication and be executed in time. With regard to the process model applied for 
geohazards early warning, reliable process models have been investigated through different 
fields, and JDL data fusion process model has been selected and adapted according to 
geological attributes and requirements for early warning of geohazards. Concerning 
respective purposes in every step of the adapted JDL process model, data mining techniques, 
numerical simulation and statistical methods are accordingly implemented. What's more, 
the advanced numerical analysis techniques and computer-aided calculation capabilities 
have ensured the accomplishment of complex algorithms designed for each function in the 
model. 
A reliable early warning system should be structured and highly integrated with a general 
hierarchy. The work the author has done in this dissertation is an attempt of building up a 
pertinent frame and procedure of early warning system for geologic hazards. Further 
applications of geohazards early warning systems require interdisciplinary knowledge and 
cooperation from experts in diverse fields.  
1.3 Structure of the Thesis 
This dissertation is arranged into six chapters and the remainder of the content is organized 
as follows: 
Chapter 2 (Literature Review) provides an overview from the up-to-date literatures with 
respect to the main applications of wireless sensor network, data fusion as well as the 
research progress of geohazards. 
Chapter 3 (Methodology) introduces some concepts and methods that are relevant to the 
following discussions. Specifically, Wireless Monitoring offers an introduction of this 
emerging technology to non-professionals from the aspects of brief history, hardware and 
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software, networking, and constraints. Data Fusion presents the basic concept of multi-
sensor data fusion as well as its pros and cons, and describes a representative data fusion 
process model – the JDL model - which is the reference model implemented for geohazards 
early warning system in this study. Geohazard Research focuses on two types of specific 
geohazards which are land subsidence and landslide as the required knowledge facilitating 
the subsequent demonstration.  
Chapter 4 (X-SLEWS Wireless Monitoring System) is a concise introduction of the 
implemented wireless network for geohazards monitoring in this study. Besides the 
technical descriptions of the network, it also exhibits the mechanism of the applied sensors 
along with the output format of the system. 
Chapter 5 (Demonstration of JDL Model for Geohazards Early Warning) is the pivotal 
section in this study, and it provides a demonstration of the adapted JDL data fusion 
process model for geohazards early warning by going through each function with either a 
methodological description or simulation. Two scenarios namely a tunneling-caused land 
subsidence and a rainfall-triggered landslide are provided as examples of the applications to 
the adapted JDL process model. In the end, a few supplements relevant to the functions of 
the model and the outlook of future work are given. 
Finally, Chapter 6 (Summary) presents a summary of the research activities that are 
conducted within the scope of this study. 
CHAPTER 2 LITERATURE REVIEW
 
- 5 - 
 
CHAPTER 2 LITERATURE REVIEW 
2.1 Wireless Monitoring 
Sensor networks have been traditionally applied into high-end military applications such as 
radiation and nuclear-threat detection systems (Q. Wang & Balasingham, 2010). Due to the 
fast development of Micro Electro Mechanical Systems (MEMS) and the optimization of 
sensor cost, size and energy consumption in the last two decades, Wireless Sensor Networks 
(WSNs) has been progressively applied into many areas such as environmental monitoring, 
industrial sensing, traffic control, health monitoring, public security and so on. 
Summarizations and reviews of the application of WSNs can be found in many research 
papers such as (Buratti et al., 2009; Chong & Kumar, 2003; Q. Wang & Balasingham, 2010). 
Some of the typical applications are shown here. 
Environment and Disaster Monitoring 
Since environment is closely related to the safety of human lives, it makes a significant sense 
that we research on the impact of the environment on human. WSNs have contributed a lot 
since it has been applied to environment monitoring such as animal tracking, forest 
surveillance and flood detection. In 2004, researchers from the University of Southampton 
installed an environmental sensor network called GlacsWeb for glaciers at Briksdalsbreen. 
They collected data from wireless sensor nodes deployed within the ice and the sub-glacial 
sediment without disturbing the environment (Padhy et al., 2005). Besides, since the natural 
disasters have been increasingly threatened human lives and property, many researchers 
have managed to implement wireless sensor network into the monitoring systems for 
potential disasters, as the parameters to be monitored (e.g. rainfall, humidity, displacement 
and so on) are distributed over a large region. Cho et al. (2008) and his fellows have 
incorporated several wireless communication capabilities to debris flow monitoring system 
in the study area of Taiwan. Different types of sensors like rain gauges, tension cables, 
ultrasonic sensors and CCD cameras were connected together and assembled in a pyramid-
shaped, weather-proof capsule. Making use of Wi-Fi technology, data from each sensor 
could be transmitted to a data aggregator and then be uplinked to low-orbit satellites. 
Ramesh (2009) performed a real-time deployment of a heterogeneous network in India for 
landslide detection and prediction. The detection system was developed for induced 
landslides under heavy rainfall conditions; the WSN architecture consists of a Field 
2.1 Wireless Monitoring
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Management Center (FMC) for data transmission and a Data Management Center (DMC) 
for modeling and simulation. Werner-Allen et al. (2005) implemented a wireless sensor 
network to monitor volcanic eruptions using low-frequency acoustic sensors. Infrasonic 
signals at 102 Hz were transmitted via the wireless network over a distance of 9 km to a 
remote base station. During the deployment, 54 hours of successive data were collected and 
at least 9 large explosions were identified. 
Industrial Sensing 
Implementing WSN into industrial activities is a means of lowering cost and improving 
machine performance and maintainability, as sensor nodes can be deeply embedded into 
machines and there is no infrastructure (Q. Wang & Balasingham, 2010). For example, 
Rohrback Cosasco Systems, Inc. has been provided leading-edge corrosion control solutions 
since 1950 in the fields of oil and gas, water treatment, pulp and paper and so on. Among 
their products, the Cosasco Wireless system offers high speed, wireless corrosion 
monitoring in all process environments, and measures metal loss, corrosion rate and pitting 
tendency just like the wired version does . M. Li and Liu (2009) designed a Structure-Aware 
Self-Adaptive (SASA) WSN system for underground monitoring in coal mines. This system 
can rapidly detect structural variations caused by underground collapses, and maintain the 
validity of the monitoring system when the structure is altered. With regard to another 
aspect of underground monitoring, Roy et al. (2011) designed a WSN system in a “Bord & 
Pillar” coal mine to detect fire and generate an alarm. This design allows the acquirements 
of exact fire location as well as the spreading direction so that the fire can be prevented at 
the early stage. 
Traffic Control 
Wireless sensor networks have been implemented for traffic monitoring and control for 
some years. Traditional wired sensors like video cameras at the crossroads that is used to 
monitor road traffic conditions are costly, whereas the wireless sensor nodes that equipped 
in WSNs are cost-efficient and easy installed in the car, at the parking lots or along the 
roadside, etc. (Q. Wang & Balasingham, 2010) For instance, Streetline, Inc. deploys ultra-low 
powered wireless sensors in a wireless mesh network that provides drivers information of 
unoccupied parking places in different scenarios like cities, universities and so on. The 
wireless parking sensors can be installed in minutes and are able to provide years of 
continuous service without changing batteries. This solution does not only help people to 
find spaces, but also help to reduce traffic congestion and improve parking management. 
Friesen et al. (2014) presented a practical means of collecting inferred traffic data by 
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searching from consumer devices using Bluetooth communications. In their prototype of 
Bluetooth traffic monitoring system, sampling of Bluetooth radios are taken as proxies for 
vehicles and thus the vehicle density and flow can be derived. 
Health Monitoring 
WSNs can be deployed into a hospital building to trace and monitor patients as well as all 
medical resources. Special kinds of sensors can be even knitted into clothes to remotely 
nurse old people by measuring blood pressure, body temperature and electrocardiograph 
(Q. Wang & Balasingham, 2010). For example, Chung et al. (2007) developed a wireless 
CDMA-based healthcare monitoring system that enables patients’ continuously 
physiological signs between wireless LAN (WLAN) and cellular networks within and 
outside the hospital area. The physiological signs such as electrocardiogram diagnosis are 
collected remotely by specialized tiny self-powered nodes, and an intermediary dongle will 
either transmit the information directly via WLAN or relay them through CDMA network 
to medical center or PDA. Y. Lee and Lee (2008) implemented a wireless two-axis 
accelerometer into a wireless radio frequency module to determine the posture, activity and 
fall of an individual via an algorithm. This system can be used as activity monitoring system 
for patients or the elderly, or exercise measurement and pattern analysis for athletes.  
Infrastructure Security 
Wireless sensor network can also be applied into infrastructure security and 
counterterrorism systems. Power plants, airports, military bases and other critical facilities 
should be protected from potential threats (Chong & Kumar, 2003). Video and acoustic 
sensors that are implemented in a wireless ad hoc network can be deployed around these 
infrastructures to detect possible intrusions. For instance, an initiative WSN-aided intrusion 
prevention system has been installed peripherally to Shanghai Pudong International Airport 
to prohibit any unexpected invasions. During Expo 2010 Shanghai, this system was used in 
the Expo area as well (2010). 
2.2 Data Fusion 
The research of data fusion focused mainly on military applications, whereas in recent years 
the attention has been also extended to nonmilitary applications with the commercial-off-
the-shelf data fusion technologies and software. Military applications cover the aspects of 
target tracking (Smith & Singh, 2006), automated target recognition, and situation 
assessment (D. L. Hall & McMullen, 2004). Linn et al. (1991), Llinas and Antony (1993) and 
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Nichols (2001) have conducted three independent survey related to defense applications. 
Among all of them, typical applications include ocean surveillance, air-to-air and surface-to-
air defense, battlefield intelligence and surveillance, and strategic warning and defense. 
Each application involves a desired set of inferences, a particular sensor suite, a surveillance 
volume and available sensor platforms. For instance, an ocean surveillance system aims to 
detect, track, and identify ocean-based targets or events; the sensor suite consists of radar, 
sonar, infrared sensors, synthetic aperture radar (SAR) and so on; the surveillance volume 
may cover hundreds of nautical miles of air, surface and subsurface areas; multiple 
platforms like ships, aircrafts and submarines can be equipped with this system (Liggins et 
al., 2008). 
In this study, more attention has been given to civilian applications. However, due to the 
proprietary nature of the research, much work in nonmilitary applications has not been 
published(D. L. Hall & McMullen, 2004). Concrete examples can be partially found in the 
fields of law enforcement, medical diagnosis, robotics, remote sensing and so on. 
Law Enforcement 
In the aspect of law enforcement, data fusion can be used for drug interdiction. A unique 
biological sensor, a specially trained dog and other sensors that used to locate the drug 
ships could be involved in a fusion system (D. L. Hall & McMullen, 2004). Besides, 
intelligence fusion centers as information sharing centers were created and have grown 
rapidly in the last few years in the United States of America, aiming to promote the 
information sharing about threats among law enforcement, the private sector, and the 
intelligence community (Carter & Carter, 2009). 
Medical Diagnosis 
With respect to medical diagnosis, data fusion techniques have been employed to determine 
the condition of a patient, from the basic level of the combination of touch, sight, sound and 
the patient’s self-reported symptoms, to the advanced level of using multiple sensors like 
nuclear magnetic resonance and X-ray images. Some of the well-known applications are 
MYCIN and INTERNIST-1, which were expert systems individually designed to identify 
bacterial infections or diagnose blood diseases, and assist the physician to diagnose the 
main diseases of internal medicine (D. L. Hall & McMullen, 2004; Shortliffe & Buchanan, 
1975; R. A. Miller et al., 1985). Specifically, James and Dasarathy (2014) have conducted a 
survey about the fusion methods, imaging modalities, and major application domains 
(organs) of medical image fusion in the last decade. The use of computer aided imaging 
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techniques has helped the medical practitioners to reach an unbiased and objective decision 
within short time, and the applicability of imaging has also shifted towards a necessary 
diagnostic tool instead of just being a research way (James & Dasarathy, 2014). 
Robotics 
Moreover, data fusion has also been involved in robotic applications (Abidi & Gonzalez, 
1992; Everett, 1995). Luo et al. (2007) applied a data fusion modeling methodology to the 
mobile robot in order to detect and track human. Larionova (2010) provided a means of 
feature-based sensor fusion on a mobile robot for landmine detection. Liu et al. (2010) 
compared different sensor fusion algorithms in the performances of a hexapod biomimetic 
robot. 
Remote Sensing 
A widely implemented application of data fusion is the integration of multiple sensor data 
for remote sensing (Lillesand et al., 2015). The remote sensing technique allows information 
gathering of an object or phenomenon without physical touching. The fusion of remote 
sensing data can be used for agricultural monitoring (Zheng et al., 2014; Cammalleri et al., 
2014), land management (Zhang & Zhang, 2007; Obade & Lal, 2013; Singh et al., 2012), 
mineral exploration (Sabins, 1999; Pena & Abdelsalam, 2006), and natural disaster 
management (Nayak & Zlatanova, 2008). 
Besides, other examples of data fusion are the applications of intelligent transportation 
systems (El Faouzi et al., 2011), condition-based machinery monitoring (Jardine et al., 2006), 
nondestructive testing (Heideklang & Shokouhi, 2013) and so forth. 
2.3 Geohazard Research 
The research of geohazards can be categorized into several aspects: some scholars focus on 
the monitoring for the sake of an efficient and accurate method to surveillance potential 
geohazards (Cho et al., 2008; Marciano et al., 2011; P. Miller et al., 2008; Waltham et al., 2011; 
Corsini et al., 2005; Peyret et al., 2008; Klar et al., 2014); while other researchers devote much 
time to seek the best model for the geohazards so that they can simulate their behavior and 
assess the risk (Zaniboni et al., 2014; Luna et al., 2012; Pedrazzini et al., 2012; Worni et al., 
2014; Istadi et al., 2009; M.-C. Wu et al., 2014; R. H. Chen et al., 2009; Cascini et al., 2013; 
Cascini et al., 2010); moreover, there are some academics dedicating their work to establish 
predicting or early warning systems either from mathematical point of view or based on 
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constitutive relations that can describe soil behavior (Y. P. Wu et al., 2014; Kannan, 2014; 
Yang & Xia, 2013; Ohlmacher & Davis, 2003). Published literatures with respect to 
geohazard research are not confined by any single aforementioned aspect; instead, many of 
them have covered two or even all of the three features (Xu et al., 2013; Merkuryeva et al., 
2014; Unlu et al., 2013; Marcato et al., 2012; Istadi et al., 2009; Yin et al., 2010). Some typical 
researches are selected and briefly described here. 
Monitoring 
Geohazards monitoring methods can be generally classified by the monitoring types listed 
in Table 2-1. Based on distinct purposes, different sensors or instrument will be selected. For 
instance, GPS (Global Positional System) benchmarks and inclinometers can detect the 
absolute and relative displacement of surface, while OTDR (Optical Time Domain 
Reflectometry) cables can be used to measure deep displacement. Besides, piezometers 
monitor the groundwater pressure; a meteorological station provides thermometer, 
barometer and rain gauge to measure the temperature, atmospheric pressure and 
precipitation. 
Table 2-1 Primary Methods for Geological Hazard Monitoring (Modified From Han and Xue (2005)) 
Monitoring Types Monitoring Methods 
Deformation 
General Geological Survey 
Surface Displacement Monitoring 
Deep Displacement Monitoring 
Physical and Chemical Field 
Stress Field Monitoring 
Underground sound Monitoring 
Electromagnetic Field Monitoring 
Temperature Monitoring 
Radioactivity Measurement 
Mercury Gas Measurement 
Induced Factor 
Meteorological Monitoring 
Seismic Monitoring 
Human Engineering Activities Monitoring 
Groundwater 
Dynamic Groundwater Monitoring 
Pore-water Pressure Monitoring 
Groundwater Quality Monitoring 
Corsini et al. (2005) conducted a field monitoring at the Corvara landslide in Italy for 7 years, 
and they implemented diverse types of sensors or devices like inclinometers, TDR cables, 
electric piezometers and GPS benchmarks to measure several parameters that indicate slope 
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movements. The cumulative movements measured by GPS benchmarks presented a 
horizontal deformation in the range of a few centimeters and over one meter, and a vertical 
variation with maximum 10 centimeters in the past one year since September 2001. With 
regard to the underground movements, the inclinometers and TDR cables indicated that the 
depth of the major active shear surfaces of the slope ranged from 10m to 48m. Afterwards, 
the volume of active component of the landslide was estimated at about 50 million m3. Klar 
et al. (2014) applied BOTDR (Brillouin Optical Time Domain Reflectometry) and OBR 
(Optical Backscatter Reflectometry) techniques to monitor ground displacement caused by 
tunneling. Their approach was evaluated in two field investigations with different depths 
and diameters; in both cases, the fiber optics was buried directly within the ground above 
the tunnel. 2D and 3D empirical ground displacement models were used to optimize and 
analyze the fiber optic signals and the result verified the reliability of this innovative 
approach. 
Modeling 
R. H. Chen et al. (2009) implemented finite element method and limit equilibrium method to 
simulate the process of infiltration on a slope and analyze the slope stability. To establish the 
input parameters for both models, they conducted a series of laboratory tests to obtain the 
mechanical and hydraulic properties of the soil under unsaturated and saturated conditions. 
The numerical analysis demonstrated that the rainfall intensity-time history significantly 
affects the variation of stress and, pore-water pressure. On the other hand, the limit 
equilibrium stability analysis that utilized distinct soil properties based on pre-calculated 
hydraulic conditions showed that the stability of the slope will decrease rapidly over time if 
the rainfall continues, and when the infiltration depth reaches 15m underground, a failure 
may occur. Similarly, Cascini et al. (2010) conducted a geomechanical modeling of failure 
and postfailure stages of rainfall-induced shallow landslides of the flow-type that is 
characterized by long travel distances and high velocities. The failure and postfailure stages 
are respectively represented by the formation of a continuous shear plain through the entire 
soil mass and rapid generation of the sudden acceleration resulted from failed soil mass. 
Three different modeling alternatives (limit equilibrium analysis, uncoupled stress-strain 
analysis and coupled stress-strain analysis) were presented to analyze one or both stages at 
different scales. Following the former research, Cascini et al. (2013) discussed the potential 
of a hydromechanical coupled finite element model to analyze the postfailure stage of 
rainfall-induced landslides of the flow-type using an advanced constitutive model. Two 
different quasi steady-state groundwater seepage conditions (subhorizontal and vertical 
downwards directed) were proposed and compared for both loose and dense soil slopes. 
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The result outlined the possibility to analyze both failure and post-failure stages in a unique 
framework, and indicated that the post-failure mechanisms are deeply correlated with 
specific predisposing factors (i.e. slope geometry and stress conditions) and boundary 
conditions. 
Prediction and Early Warning 
Yin et al. (2010) carried out a geohazard real-time monitoring network with measuring 
capabilities of ground and deep displacement, pore-water pressure, precipitation, reservoir 
water level etc. since 2003. Based on monitoring data and other scenarios of adjacent 
landslides over the years in the Three Gorges Reservoir area, they established a four-grade 
criterion for landslide early warning, from which the status of a potential landslide can be 
classified and corresponding mitigation means can proceed. 
Besides, for regional scale of landslide researches, Ohlmacher and Davis (2003) created a 
landslide hazard map for Atchison in northeast Kansas, USA using a statistical method 
called multiple logistic regression. Data included were digitized geology, slope and 
landslides. Relationships between the predictor variables and the occurrence or 
nonoccurrence of landslides were set up by logistic regression method and then be used to 
produce a map showing the probability of future landslides. On the other hand, Y. P. Wu et 
al. (2014) proposed an information-matter-element model to compile the landslide 
susceptibility map. In their model, parameters like lithology, structural geology, slope 
morphology and angle, surface waters and human induced geomorphological variations 
were taken into account. Meanwhile, the critical quantity of rainfall and rainfall intensity 
were utilized to build up an effective rainfall model that can define rainfall threshold values 
for the occurrence of landslides. Afterwards, a warning map was compiled by overlaying 
the landslide susceptibility map and the rainfall threshold map. 
As for the prediction method for other geohazards such as mining subsidence, Yang and Xia 
(2013) made a quantitative prediction of mining subsidence under thin bedrocks and thick 
unconsolidated layers by means of artificial neural networks (ANN) based on field 
measurement, and even factors like repeat mining, mining depth and the height of the 
adjacent goaf were not considered in the study, the ANN output still indicated the trends of 
ground movement and deformation. Xu et al. (2013) conducted a numerical prediction of 
coal mining-induced rock movement by means of a 3-D finite difference method (FDM). The 
geotechnical parameters were determined by making use of a back analysis procedure and 
four scenarios with respective mining area boundaries were applied to the prediction. The 
result showed that the maximum subsidence would be 2.14m located in the mid-west area 
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of the coalfield, and the shortest distance from the subsidence boundary to the adjacent dam 
foundation would be 35m, thus the mining would not cause damage to the dam. 
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CHAPTER 3 METHODOLOGY 
3.1 Wireless Sensor Network 
Wireless Sensor Network (WSN) is identified by MIT technology review as one of the 10 
emerging technologies that will change the world  ("10 Emerging Technologies That Will 
Change the World," 2003). A WSN consists of spatially distributed sensors to monitor 
various conditions such as temperature, pressure, humidity, sound, vibration, pollutants 
and motion. With the fast development of Micro Electro Mechanical Systems (MEMS), many 
fatal disadvantages of WSN have been improved or eliminated, such as energy 
consumption, data validation and durability in harsh condition. These days, WSN has been 
applied widely in many areas, with the advantages of low-costing, low-energy consumption 
and little size. By summarizing the development process of sensor networks, one can get a 
brief impression of this up-to-date technology. 
3.1.1 Brief History of Sensor Networks 
The development of sensor network technology is closely related to sensing, communication 
and computing area. Respective or combined advancements in those areas have promoted 
the research of sensor network. Generally, the development of sensor networks can be 
divided into four phases (Chong & Kumar, 2003), which are: 
Cold-war Military Sensor Networks 
Defense applications are impulsive forces for research and development in sensor networks, 
especially during the Cold-war era. The Sound Surveillance System (SOSUS) and air defense 
radars networks were developed and deployed separately to detect quiet Soviet submarines 
and defend the continental United States and Canada. Until now, those applications are 
improved and still being used. These networks adopt a hierarchical processing structure, 
where information about events of interest is processed consecutively and finally be reached 
by the user. In many cases, human operators play a key role in those systems. 
Promotion of Defense Advanced Research Projects Agency 
By the time around 1980, the Arpanet (predecessor of the Internet) had been applied for a 
few years. R. Kahn, who had played a key role in developing the Internet later, was the 
director of the Information Processing Techniques Office (IPTO) at Defense Advanced 
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Research Projects Agency (DARPA). He wanted to know whether the Arpanet approach for 
communication could be extended to sensor networks. Distributed Sensor Networks (DSN) 
program was carried out then and assumed to possess many spatially distributed low-cost 
sensing nodes which were collaborated with each other but operate autonomously, with a 
best using of information being routed to whichever node. It was quite an ambitious 
program at that time, as personal computers and workstations hadn’t been developed and 
processing was done mainly on minicomputers and other technical hindrance existed. 
However, technology components for a DSN were identified in a Distributed Sensor Nets 
workshop (Q. Wang & Balasingham, 2010). These components contained sensors (acoustic), 
communication, processing techniques and algorithms, and distributed software. One 
application that time is that a communication-oriented operating system called Accent, 
which was developed by researchers at Carnegie Mellon University (CMU), allowing 
flexible, transparent access to distributed resources required for a fault-tolerant DSN 
(Rashid & Robertson, 1981).  
Military Sensor Networks in the 1980s and 1990s 
Even though early researchers on sensor networks had in mind the vision of a DSN, the 
technology was not ready for large-number and small-sensor networks. However, planners 
of military systems recognized the benefits of sensor networks, which became a crucial 
component of network-centric warfare (Alberts et al., 1999). In network-centric warfare, 
sensors were collaborated with each other over a communication network, and information 
was sent to the appropriate “shooters”. An example is the Cooperative Engagement 
Capability (CEC) developed by the U.S. Navy (Chong & Kumar, 2003). The system was 
composed of multiple radars collecting data on air targets, and the measurements were 
associated by a processing node and shared with other nodes. Since all nodes had the access 
to essentially same information, a “common operating picture” essential for consistent 
military operations was accomplished. 
Sensor Network Research in the 21st Century 
The advances in computing and communication during these 20 years have leaded to a new 
generation of sensor network technology. The appearance of small and low-cost sensors 
based on MEMS technology, wireless networks, and inexpensive low power-consumption 
processors allow the deployment of wireless ad hoc networks for various applications. 
Among sensor network applications these years, WSN is a promising technique with its 
advantages of low-cost, self-organization, real-time and so on. Several protocols were drawn 
up to standardize and facilitate wireless sensor networks, and the commercialization of 
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WSNs was being accelerated by new formed companies like Dust Networks and Crossbow 
Technology. 
3.1.2 Hardware and Software 
Wireless Sensor Network (WSN) has been developed rapidly in the past 20 years in both 
hardware and software fields. Concretely, WSN is built of “sensor nodes”, each of which 
contains one or several sensors, and the types of the sensors are quite various like tilt 
sensors, displacement transducers, acceleration sensors, barometric pressure sensors and 
extensometers. A sensor node is available of sensing, transmitting, retrieving and 
forwarding the collected data in a network. Each node possessed its own voltage supply, 
transmission and receiving unit (transceiver), microprocessor, and internal memory storage, 
so it is capable of communicating with any other and simply processing. Table 3-1 compares 
three general generations of sensor nodes by Chong and Kumar (2003). 
(1) Sensor Node Components 
A WSN consists of a group of dispersed motes which cover a geographic area in terms of 
some measured parameter (Sohraby et al., 2007). Each sensor node has the capability of 
wireless communication, some logic for signal processing, topology management (if and 
where applicable), and transmission handling (including digital encoding and possibly 
encryption and/or forward error correction). Generally, a typical sensor node could be 
divided into four key components, which are power unit, sensing unit, processing unit, and 
communication unit (Figure 3-1).  
Table 3-1 Comparison of Three Generations of Sensor Nodes (After Chong and Kumar (2003) ) 
 1980’s~1990’s 2000~2003 Tomorrow(2010) 
Size Large Shoe Box and up 
Pack of Cards to Small Shoe 
Box 
Dust Particle 
Weight Kilograms Grams Negligible 
Node Architecture 
Sensing, Processing and Communication 
Separate Integrated Integrated 
Topology Point-to-point or Star Client Server or Peer to Peer Peer-to-peer 
Power Supply and 
Lifetime 
Large Batteries, 
Hours to Days 
AA Batteries, 
Days to Weeks 
Solar, 
Months-to-years 
Deployment 
Vehicle-placed or Air-
drop single sensors 
Hand-emplaced Embedded 
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Figure 3-1 Hardware Components of a Typical Sensing Node (Modified From Sohraby et al. (2007)) 
Power Unit 
Power unit is an appropriate energy supply to support operation of a node from a few hours 
to months or years. According to different use of the wireless sensor network, the power 
supply could be selected from many kinds of infrastructures such as alkaline battery, 
Lithium battery, solar cell and other self-replenishable apparatus. 
Sensing Unit 
Sensor is the interface between the environment and the wireless node, and different types 
of sensors can be respectively used for measuring physical sensing of parameters such as 
acceleration, displacement, tilt angle, humidity, light, magnetic flux, temperature, pressure, 
sound and so on. Besides the sensor module, a sensing unit includes an Analog-to-Digital 
Converter (ADC) module, which converts the analog signal into digital and could be 
transmitted later.  
Processing Unit 
Processing Unit consists of a processor and a storage unit for data processing and 
manipulation, transient storage, encryption, forward error correction (FEC), digital 
modulation and transmission. By managing procedures on processing unit, sensor nodes 
collaborate with each other, in which way the assigned sensing task can be carried out. The 
processor required ranges from an 8-bit microcontroller to a 64-bit microprocessor, and the 
storage ranges from 0.01 to 100 gigabytes (GB). 
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Communication Unit 
A transceiver and an antenna constitute a communication unit, which is a device that 
possesses both functions of transmitting and receiving digital signal. Under instructions of 
the processing unit, measured data could be transmitted to other nodes or database; 
alternatively, the sensor node could be used as a transit media for data transited from other 
nodes to the database. 
Besides the basic four components, there are also other sub-units, which are optional to 
constitution of motes.  
Location Finding System 
It is common that a location finding system is deployed in a sensor node, as most of the 
sensing tasks and network routing techniques require high-accuracy location information. 
Mobilizer 
The mobilizer is also called actuator, which is needed when the sensor nodes are required to 
move by assignment of tasks.  
Power Generator 
As power supply is crucial for the operation of a network, a power generator could be 
implemented into a sensor network as an energy scavenging method to extend its lifetime, 
guarantee the energy continuity and avoid the data interruption. 
All these sub-units above may need to be placed into a small box as a complete mote, which 
can be easily carried and fast deployed in the field. 
(2) Transmission Frequency 
In the United States, most frequency bands are assigned by the Federal Communications 
Commission (FCC) to a specific (private) user or association; a few other frequency bands 
can be publicly utilized. The former bands require licenses for transmission, while the latter 
bands are not expected. Among the free frequency bands, two of them are typically used by 
WSN: the Industrial, Science and Medical (ISM) band and the Unlicensed National 
Information Infrastructure (U-NII) band (at 5 GHz).  
ISM bands are defined by the ITU Radio communication Sector (ITU-R), which is one of the 
three divisions of the International Telecommunication Union (ITU) and is responsible for 
radio communication. The allocation of ISM bands are showed as follows (Table 3-2): 
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Table 3-2 Frequency Ranges and Corresponding Center Frequencies of ISM Bands 
Frequency Range Center Frequency 
6.765-6.795 MHz 6.78MHz 
13.553-13.567MHz 13.560MHz 
26.957-27.283MHz 27.120MHz 
40.660-40.700MHz 40.68MHz 
433.050-434.790MHz 433.920MHz 
902.000-928.000MHz 915MHz 
2.400-2.500GHz 2.450GHz 
5.725-5.875GHz 5.800GHz 
24.000-24.250GHz 24.125GHz 
61.000-61.500GHz 61.250GHz 
122.000-123.000GHz 122.500GHz 
244.000-246.000GHz 245.000GHz 
U-NII bands are proposed by Federal Communications Commission (FCC) of United States 
regulating the 5-GHz-domain wireless devices. It operates over four ranges (Table 3-3): 
Table 3-3 Frequency Ranges of U-NII Bands 
Frequency Band Frequency Range 
U-NII Low (U-NII-1) 5.15-5.25 GHz 
U-NII Mid (U-NII-2) 5.25-5.35 GHz 
U-NII Worldwide 5.47-5.725 GHz 
U-NII Upper (U-NII-3) 5.725 to 5.825 GHz 
Besides, other frequency bands are also used by some countries. For example, the ranges 
from 149.995 to 150.005 MHz are parts of the ISM bands in Germany. To be widely used, the 
equipment should provide several transmit frequency options. 
(3) Operating System 
An Operating System (OS) is a collection of software that manages computer hardware 
resources and provides common services of computer programs. Because of the limitation of 
resource in wireless sensor network hardware platforms, OS for WSN is required to enable 
rapid innovation and implementation while minimizing code size according to the severe 
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memory constraints inherent in WSNs. TinyOS is such a good example which is described 
below: 
TinyOS ("TinyOS,") is an open-source component-based embedded operating system 
designed for WSNs. It is developed as a collaboration product for being incorporated into 
smart dust. Nowadays it has been extended to an international consortium called TinyOS 
Alliance, which is much more competitive than other OS as the codes are successively 
contributed by many research groups. TinyOS is written in the nesC programming language 
which is an extension of the C programming language optimized for the memory limits of 
WSN. TinyOS is based on an event-driven programming model instead of multithreading. 
When an external event occurs, such as an incoming data packet or a sensor reading, 
TinyOS calls the appropriate event handler to handle the event. And then the event handler 
can arrange the task based on the task schedule posted by TinyOS kernel. Tasks are non-
preemptive and run in a first-in-first-out order. 
3.1.3 Networking 
Network Architecture 
A wireless sensor network is built of sensor nodes with sensing, wireless communications 
and computing capabilities. Each of the sensor nodes possesses its own voltage supply, 
communication unit, microprocessor as well as internal memory storage, and different types 
of sensors. A WSN senses the physical world by deploying sensor nodes scattered into an 
unattended environment, collecting sensed data to a few sink nodes (gateway) which have 
accesses to networks such as the Internet. An end user can fetch the sensed data remotely by 
accessing to the networks. Figure 3-2 shows a sketch map about how the WSN operates. 
End User Data Sink 
(Gateway)
Sensor Nodes
Sensor Field
 
Figure 3-2 Sketch of a Wireless Sensor Network 
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Standardizations 
Standards play a major role in unifying the architecture of sensor networks, Figure 3-3 
depicts a protocol stack model that can be utilized to the sink and all sensor nodes. This 
protocol stack is horizontally composed of an application layer, a transport layer, a network 
layer, a data link layer and a physical layer; vertically, it consists of a power management 
plane, a mobility management plane, and a task management plane.  
The application layer is closest to the end user; different types of application software can be 
built according to sensing tasks. The transport layer helps to maintain the flow of data when 
the systems is planned to be accessed through internet or other external networks. The 
network layer takes care of routing the data supplied by the transport layer between sensor 
nodes and the sink node. Coping with multiplexing of data streams (point-to –point and 
point-to-multipoint), data frame detection, medium access and error control are handled by 
the data link layer. Signal detection, modulation, transmission and data encryption are dealt 
with in the physical layer. 
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Figure 3-3 Generic Protocol Stack for Sensor Networks (After Akyildiz et al. (2002)) 
From the other side, the power, mobility and task management planes help the sensor nodes 
to coordinate the sensing task and reduce the power consumption overall. The power 
management plane manages how a sensor node uses its power efficiently by turning off its 
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receiver conditionally and so on. The mobility management plane detects the movement of 
sensor nodes to keep the sensors being tracked by the user and being informed which the 
neighbor node is.  The task management plane schedules the sensing tasks given to a 
specific region, so that the sensor nodes can work together in a power efficient way. 
The wireless protocols in the lower layers (Physical Layer and Data Link Layer) are 
applicable to WSNs. Wireless protocols determine the physical encoding of transmitted 
signal, the data link layer frame of information, the procedures for channel-sharing as well 
as data- and event-handling.  
There are several wireless protocols, and the most widely used are: 
· The IEEE (Institute of Electrical and Electronics Engineers) 802.15.1 (also known as 
Bluetooth); 
· The IEEE 802.11 a/b/g/n series of wireless LANs (known as WLAN);  
· The IEEE 802.15.3 (known as ZigBee); 
· The MAN-scope IEEE 802.16 (also known as WiMax); 
· Radio-frequency identification (RFID) tagging (Sohraby et al., 2007).   
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Figure 3-4 Comparison of Different Wireless Transmission Protocols With Regard to Range and 
Data Transmission Rate 
Generally, with the increase of transmission distance, the power consumption rises sharply. 
When the data are being transmitted, the indoor transmission rate is much faster than that 
in outdoor environment; the same with static rate than moving rate. The achievement of 
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long transmission distances always goes with reduced bitrates which dues to increased bit 
error rate. 
Network category 
According to Sohraby’s taxonomy, sensor networks and systems are classified into two basic 
categories (Sohraby et al., 2007): 
Category 1 WSNs (C1WSNs): mesh-based systems with multi-hop radio connectivity among 
or between sensor nodes, using dynamic routing in both the wireless and wireline portions 
of the network, which can be seen as the left part of Figure 3-5. 
Category 2 WSNs (C2WSNs): star-based systems with single-hop radio connectivity to 
sensor nodes, using static routing over the wireless network, which is shown in the right 
part of Figure 3-5. In other words, C2WSNs is a point-to-point or multipoint-to-point system, 
and there is only one route from the sensor nodes to the companion terrestrial or wireline 
forwarding node.  
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Figure 3-5 Comparison of C1WSN (Left) and C2WSN (Right) 
3.1.4 Constraints for WSN 
Even though WSN has been developed and improved for over 20 years, the technique has 
not reached its maturity yet; there are some constraints which need to be taken into account: 
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Power consumption 
Power supply is invariably a limit for wireless sensor network, as the observation and 
operation will be interrupted if the power goes off while it is working. Communication 
circuitry and antennas are the primary elements which use up most of the energy, and the 
survey time interval of different sensor types is inversely proportional to power 
consumption. Power type should be considered conscientiously before deployment, self-
replenishable power source and disposable battery can be selected based on different cases. 
Communication 
Wireless network usually has limited bandwidth, and the communication channel may be 
noisy and unprotected. The frequency for transmission must be elaborately picked, and 
modulation becomes necessary. On the other side, to avoid the interruption of transmitting 
route and get communication complexity, we should densely deploy wireless sensors to be 
capable of retrieving data from a backup route. This method could be used for preventing 
data loss.  
Computation 
Wireless sensor networks have limited computing capability and storage resources. The 
limitation is due to the restriction of the data processing algorithm that runs on sensor 
nodes. To conquer the limitation of the computing power, a distributed data management 
layer should be deployed that scales with the growth of sensor interconnectivity and 
computational capability. 
Uncertainty in measured parameters 
Detected data may be commingled with noise and/or interference from the environment. 
Node malfunction and wrong placement can lead to collection of inaccurate data. Thus, the 
raw data must be aligned and the outliers should be filtered before the analysis. 
3.2 Multi-sensor Data Fusion 
3.2.1 Introduction 
(1) Definition and Development 
Multi-sensor data fusion is an emerging technology which incorporates data from multiple 
sensors and related information from associated databases, to reach more improved 
accuracies and specific inferences than those obtained by the use of a single sensor alone (D. 
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L. Hall & Llinas, 1997). Analogous to the ongoing cognitive process used by humans to 
integrate data continually from their senses of distinct aspects to make inferences about the 
external world, the data from different sources and types of sensors are combined using 
techniques drawn from a wide range of areas including artificial intelligence, pattern 
recognition, statistical estimation and other areas.  
Historically, multi-sensor data fusion methods were mainly used for military applications, 
such as automated target recognition, battlefield surveillance, and threat assessment. 
Nowadays, the technique has been extended into non-military areas as well, such as law 
enforcement, medical diagnosis, robotics, and remote sensing. What’s more, military and 
civilian communities have started to share information to create technology that transfer 
across application fields (D. L. Hall & Llinas, 1997). 
(2) Advantages 
There are both qualitative and quantitative benefits from the process of multi-data fusion. 
The qualitative benefits of multi-sensor fusion are summarized by Waltz (1986), Van Der 
Wal and Shao (2000), and D. L. Hall and McMullen (2004) , which can be stated from three 
aspects: 
Extended Spatial and Temporal Coverages 
Sensors are distributed over a large area or even in extended dimensions; some sensors can 
sense where others cannot, or can observe when others cannot.  
Increased Confidence and Reduced Ambiguity of Inferences 
The usage of data from several sensors confirming the same target increases the 
measurement accuracy, and the merged information from several sensors reduces the 
number of hypotheses and thus an enhanced assurance of detection and system reliability 
are derived. 
Improved System Reliability 
Multiple sensors create overlap in observations and thus redundancy. If this redundancy is 
properly exploited, graceful system degradation can be applied in case sensors breakdown. 
The quantitative benefits of multi-sensor fusion can be demonstrated from a study from 
Nahin and Pokoski (1980). They postulated N identical sensors, each of which was 
statistically independent with equally priori probabilities in identifying or classifying the 
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phenomenon.  Figure 3-6 illustrates the marginal gain in correct classification when the 
number of sensors is increased from 1 to 3 (the top curve), 3 to 5 (the middle curve) and 5 to 
7 (the bottom curve) (D. L. Hall & McMullen, 2004), from which we can see the probability 
in correct classification is increasing with the increase of the number of sensors. Besides, this 
illustration also indicates some empirical criterion, specifically as follows: (1) There is no 
significant overall advantage by combining data from multiple inaccurate sensors, when 
each of the sensors has the probability of correct inference less than 0.5 or more than 0.95. (2) 
Adding additional identical sensors does not significantly improve the inference accuracy, 
when the number of sensors is large (e.g. more than 8 or 10). However, this does not involve 
the case that a new type of sensor is added; since the dimensionality of data is enlarged 
hereby, the inference capability may have a significant impact. (3) The greatest marginal 
gain takes place for a moderate number of sensors, when each Figure 3-6 of them has a 
reasonable probability of correct identification. 
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Figure 3-6 Marginal Gain in Correct Classification With Additional Sensors (After Nahin and 
Pokoski (1980)) 
 
∆𝑃𝑁
𝑃𝑁
=
𝑃𝑁+2 − 𝑃𝑁
𝑃𝑁
 Equation 3-1 
(3) Limitation and Prevention 
Apart from outstanding advantages, D. L. Hall and Garga (1999) also discussed the 
limitations in data fusion systems, which are: (1) There is no substitute for a good sensor. 
The fusion of multiple poor sensors can never substitute for a single accurate sensor that 
measures the phenomena that you want to observe. (2) Downstream processing cannot 
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make up for errors in upstream processing. Data fusion processing cannot correct errors (or 
failures) in processing of individual sensor data. (3) Sensor fusion can cause poor 
performance or even a corruption of the fused results if incorrect information about sensor 
performance is used. (4) There is no magic or golden data fusion algorithm which is optimal 
under all conditions. Frequently, many practical applications rarely meet the underlying 
assumptions required by data fusion algorithms. (5) There will never be enough training 
data in practice. (6) It is difficult to quantify the value of a data fusion system. While 
measures of performance (e.g. probability of correct identification or observation accuracy) 
can be obtained, measures of mission effectiveness (e.g. probability of survival) are difficult 
to define. (7) Fusion is not a static process, but rather an iterative dynamic process that 
attempts to continually refine the estimation about the situation and threat environment. 
To avoid the pitfalls described above, some recommendations for system implementers and 
designers are given by D. L. Hall and Garga (1999). Suggestions include: (1) Perform a 
systematic analysis of sensor observing ability and then link the observable phenomena to 
required inferences. (2) Select commensurate algorithms for sensor pre-processing to mostly 
extract the information from the sensor data. (3) Perform a systematic algorithm selection 
based on the realistic availability of requisite prior data and make tradeoffs with the 
evaluation of real sensor data. (4) Use hybrid approaches such as hybrid pattern recognition 
techniques to overcome the limitations caused by a lack of training data. (5) Quantify the 
utility of a data fusion system for the purpose of supporting a human user to make more 
effective decisions. (6) Refine and adapt the dynamic data fusion process to assure the 
validity of fusion products. 
(4) Data Fusion Process Models 
Based on all of the consideration of multi-sensor data fusion, several data fusion process 
models have been developed to describe the data fusion process and their functions, such as 
the Boyd’s control loop (Boyd, 1987), Dasarathy’s functional model (Dasarathy, 1994), 
Waterfall model (Bedworth, 1994), and the Bedworth and O’Brien’s Omnibus process model 
(Bedworth & O'Brien, 2000). Here JDL data fusion process model is selected among all of the 
models to be adapted into process of geohazards early warning due to its consistency with 
the structure of disaster monitoring and prediction, and a detailed description of JDL data 
fusion model is given below. 
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3.2.2 A Data Fusion Process Model - JDL Model 
Lack of a uniform terminology crossing application-specific boundaries had been one of the 
historical barriers to technology transfer in data fusion. To improve communications among 
military researchers and system developers, the Joint Directors of Laboratories (JDL) data 
fusion working group, which had established since 1986, began to codify the data fusion 
terminology. One of their creations is the JDL process model (Figure 3-7) for data fusion. 
(Kessler et al., 1992; D. L. Hall & Llinas, 1997) As a functionally oriented data fusion model, 
it is intended to be very general and useful across multiple application areas. 
The JDL data fusion process model has a two-layer hierarchy, which is conceptualized by 
three divisions, named Sources of Information, Human/Computer Interface (HCI), and 
Data Fusion Domain respectively. Meanwhile, the Data Fusion Domain can be sub-
conceptualized by level 0 processing, level 1 processing, level 2 processing, level 3 
processing, level 4 processing and data management. Each of these above is summarized 
below (D. L. Hall & Garga, 1999; D. L. Hall & McMullen, 2004; David L. Hall & Steinberg, 
2001): 
Sources of Information: This indicates that a number of available sources of information as 
input to the data fusion system, which include local and distributed sensors, and 
information from reference systems and human inputs. 
Human/Computer Interface (HCI): This provides an interface to allow a human to interact 
with the fusion system by human input such as commands, information requests, analysis 
of inferences and reports from human operators. Besides, HCI is the mechanism by which 
the fusion system geographically conveys its results via alerts, displays and so on. 
Figure 3-7 JDL Data Fusion Process Model (After D. L. Hall and Llinas (1997)) 
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Data Fusion Domain: All of the data are processed here, which is constituted by five levels 
of processing and a database management system. There are: 
Level 0 Processing (Source Preprocessing): An initial process that extracts and pre-screens 
data and prepares the data for subsequent fusion processing. This leads a reduction of the 
data fusion system load and more concentration on the data that are most relevant to the 
current situation. Signal and image processing, alignment of the data in time or space, 
filtering of data may be required. 
Level 1 Processing (Object Refinement): This process combines positional, parametric and 
identity information from multiple sensors to set up the refined representations of 
individual objects. Functions of data alignment, association and correlation, identity 
estimation and position, kinematic and attribute estimation may be in use. 
Level 2 Processing (Situation Refinement): This process develops a description of the 
current relationships between objects and events in the context of their environment to 
determine the meaning of interpretation of the situation. The results of Level 1 Processing 
are aggregated and examined using both formal and heuristic techniques to achieve the 
relational information. 
Level 3 Processing (Threat Refinement): This process draws the current situation into the 
future to obtain the potential impact or threats related to a current evolving situation. The 
inferences refers to enemy threats, friendly and enemy vulnerabilities, and opportunities for 
operations for military systems; however, for nonmilitary applications, Level 3 Processing 
aims at the predictions of future conditions and health of a machine, the remaining useful 
time for the machine and so on. 
Level 4 Processing (Process Refinement): The level 4 processing can be considered as a 
meta-process, which concerns about other processes for the purpose of optimizing the 
performance of the ongoing data fusion, such as improve the accuracy of inferences, and 
utilize the communication and computer resources. Process Refinement is partially inside 
and partially outside the data fusion process, the display of which is a deliberate 
representation to indicate the optimization of the ongoing data fusion process accounts for 
both needs of the fusion system and operation. When encountering a conflict between these 
needs, the Level 4 Processing or a human decision maker should resolve the contradiction.  
Database Management: The database management system is the most extensive support 
function, which provides access to, and management of databases, including data retrieval, 
storage, data mining, archiving, compression, relational queries, and data protection.  
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As JDL data fusion model is a general process model with a clear hierarchy, it can be 
adapted to the structure of disaster monitoring and prediction. In Chapter 5 the JDL-based 
geologic hazards early warning system is shown and demonstrated. 
3.3 Geologic Hazards 
In this study, two types of geologic hazards, ground subsidence and rainfall-induced 
landslides, are referred and discussed in the demonstration of early warning system 
respectively in the Section 5.3 and Section 5.4. Therefore, some basic knowledge is provided 
here for the purpose of a better understanding. 
3.3.1 Land Subsidence 
Definition and Causes 
Land subsidence can be defined as the differential sinking of the ground surface relative to 
surrounding terrain or sea level (Hu et al., 2004). The occurrence of land subsidence can be a 
result of natural causes like sea level rise and tectonic motion or human-induced reasons 
such as the withdrawal of groundwater, the exploitation of coal and the underground 
excavation for cavern and tunnel. The consequence of land subsidence could be seawater 
intrusion, underground utility lines cracking and settlements of civil infrastructures, all of 
which will bring about great casualty of human lives and property. Here only the 
excavation-caused subsidence is discussed, since the other types of subsidence are not 
related to the work of this thesis. A WSN-based field test about ground movement was 
conducted on the surface of a tunneling construction site and the processing and the result 
analysis will be shown in Section 5.3.2. Therefore, a brief introduction of subsidence owing 
to tunneling is provided. 
Transverse and Longitudinal Settlement 
The tunneling-caused deformations and the consequent potential damage to peripheral and 
overlying infrastructures depend on (i) the ground and groundwater conditions, (ii) the 
depth and diameter of the tunnel and most significantly (iii) the construction details (Peck, 
1969; K. M. Lee et al., 1992). In 1969 Peck proposed the empirical procedure for ground 
movements due to tunneling, since then it has been widely used to assess potential 
subsidence. Based on a considerable number of case records, geotechnical experts have 
summarized a description of the settlement trough immediately after a tunnel has been 
constructed by a Gaussian distribution curve (Sugiyama et al., 1999) as: 
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 𝑆 = 𝑆𝑚𝑎𝑥 𝑒𝑥𝑝 (
−𝑥2
2𝑖2
) Equation 3-2 
Where 𝑆 is the settlement value, 𝑆𝑚𝑎𝑥 is the maximum settlement on the tunnel center line, 𝑥 
is the horizontal distance from the center line, 𝑖 is the horizontal distance between the tunnel 
center line and the point of inflection on the settlement trough. Generated from the 
experience in London area by O'reilly and New (1982),  𝑖 could be further expressed as: 
 𝑖 = 𝐾𝑧0 Equation 3-3 
In which 𝐾 is the trough width parameter while 𝑧0 is the depth of the tunnel. This definition 
is illustrated in Figure 3-8. 
In addition to transverse settlement, longitudinal settlement is divided into five types 
(Sugiyama et al., 1999) as: 
Step 1: Preceding settlement before the shield machine arrives. 
Step 2: Deformation of ground towards the face due to stress relief. 
Step 3: Settlement during the passage of the shield. 
Step 4: Subsidence due to the tail void between shield and lining. 
Step 5: Succeeding settlement due to consolidation. 
Z0
i
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Ground Surface
Point of Inflection
 
Figure 3-8 Definition of Settlement Profiles of Gaussian Form (After Sugiyama et al. (1999)) 
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Due to these five components, the ground deformation will show a periodical settlement 
along with the process of the construction (Figure 3-9). 
Step 1 Step 2 Step 3 Step 4 Step 5
Settlement
Distance
Face Tail
Segment Lining
Passage of the Shield
Smax
 
Figure 3-9 Process of Ground Deformation Caused by Shield Tunneling (Modified from Sugiyama et 
al. (1999)) 
In the latter part of this paper, a data processing of land subsidence will be provided in 
Section 5.3.2 followed by a deformation analysis. 
3.3.2 Landslides 
(1) Definition and Category 
Landslide is a general term used to describe the downslope movement of soil, rock and 
organic materials under the effects of gravity and also the landform that results from such 
movement (The Landslide Handbook). Figure 3-10 shows a graphic illustration of a 
landslide with typical terminology describing its features. To categorize various types of 
landslides, Varnes (1978) gave a classification of landslides that is presented in Table 3-4 
based on the mode of movement and the kinds of material involved. 
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Figure 3-10 Idealized Landslide With Commonly Accepted Terminology Labeling the Parts of a 
Landslide (After USGS (2004)) 
(2) Causes and Triggers 
In addition to the types, the causes of landslides are also diverse, can be summarized in the 
following aspects including geological, morphological, physical and human reasons by 
Varnes (1978), that are listed below in Table 3-5. 
Table 3-4 Varnes’ Classification of Slope Movements (After Varnes (1978)) 
Type of Movement 
Type of Material 
Bedrock 
Engineering Soils 
Predominantly Coarse Predominantly Fine 
Falls Rock Fall Debris Fall Earth Fall 
Topples Rock Topple Debris Topple Earth Topple 
Slides 
Rotational 
Rock Slide Debris Slide Earth Slide 
Translational 
Lateral Spreads Rock Spread Debris Spread Earth Flow 
Flows (Deep Creep) (Soil Creep) 
Complex                                    Combination of Two or More Principal Types of Movement 
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Table 3-5 Checklist of Landslide Causes (After Cruden and Varnes (1996)) 
Geological Causes Morphological Causes Physical Causes Human Causes 
a. Weak Materials 
b. Sensitive Materials 
c. Weathered Materials 
d. Sheared Materials 
e. Jointed or Fissured 
Materials 
f. Adversely Oriented 
Mass Discontinuity 
g. Adversely Oriented 
Structural 
Discontinuity 
h. Contrast in 
Permeability 
i. Contrasts in Stiffness 
a. Tectonic or Volcanic 
Uplift 
b. Glacial Rebound 
c. Fluvial Erosion of 
Slope Toe 
d. Wave Erosion of 
Slope Toe 
e. Glacial Erosion of 
Slope Toe 
f. Erosion of Lateral 
Margins 
g. Subterranean 
Erosion 
h. Freeze-and-thaw 
Weathering 
i. Shrink-and-swell 
Weathering 
a. Intense Rainfall 
b. Rapid Snow Melt 
c. Prolonged Exceptional 
Precipitation 
d. Rapid Drawdown 
(Floods and Tides) 
e. Earthquake 
f. Volcanic Eruption 
g. Thawing 
h. Freeze-and-thaw 
Weathering 
i. Shrink-and-swell 
Weathering 
a. Excavation of Slope 
or its Toe 
b. Loading of Slope or 
its Crest 
c. Drawdown 
(Reservoirs) 
d. Deforestation 
e. Irrigation 
f. Mining 
g. Artificial Vibration 
h. Water Leakage from 
Utilities 
Even though Landslides can have several causes, there is only one trigger that leads a near-
immediate response in the form of a landslide. Observations and measurements have 
documented the triggers of landslides, which are commonly intense rainfall, earthquake 
shaking, volcanic eruption, storm waves, rapid stream erosion or human activities 
(Wieczorek, 1996). 
In this study, the author concentrates on rainfall-triggered landslides, and provides a 
stability analysis as well as a prediction under the intensive precipitation, which are 
described in Section 5.4 and Section 5.5. A brief introduction to the methodology of soil 
slope stability analysis is presented here. 
(3) Finite Element Method and Modeling 
Finite Element Method 
The Finite Element Method (FEM) is a numerical technique that can be applied to find 
approximate solutions for partial differential equations (Dhatt et al., 2012). This method was 
firstly introduced to the geotechnical engineering field in 1967 (Clough & Woodward, 1967), 
and the consideration of nonlinear stress-strain behavior and the applicability of 
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nonhomogeneous conditions have earned much attention from geotechnical engineers who 
were incapable of the usefulness of linear elastic analysis of stresses and movements in earth 
masses (Duncan, 1996b).  In general, the incremental technique treats the overall problem as 
a series of events and analyzes each event as a simple linear problem; during each increment, 
the nonlinear and stress-dependent stress-strain behavior is modeled by changing the 
stiffness values assigned to each element. These designs lead the FEM to a better reality but 
also cause a large numbers of calculations when conducting iterations in each incremental 
step. With the fast development of computer technology, the FEM has been widely applied 
to geological and geotechnical research, and many specialized commercial software are 
available such as ANSYS, ABAQUS, ADINA, GEO5, MIDAS, PLAXIS and GEO-SLOPE. 
In order to establish a numerical simulation model for a landslide, the stress-strain 
constitutive relationship of the material and the failure criterion are also imperative besides 
the numerical technique. These aspects of research in geotechnical engineering have been 
carried on for years since Karl Terzaghi has published his first famous work “Principles of 
Soil Mechanics: A Summary of Experimental Studies of Clay and Sand” in the year of 1926. 
By far a large number of constitutive models have been developed and some of them have 
been also accepted by geotechnical applications. Generally, the models can be categorized as 
elasticity-based models and plasticity-based models; typical elastic models are Cauchy 
elastic model, hyperelastic model and hypoelastic model, while common plasticity-based 
elastoplastic models embrace elastic-perfectly plastic model, Cam-Clay model, Duncan-
Chang model and elasto-plastic damage model (W. F. Chen & Baladi, 1985; H. J. Chen et al., 
2014). Concerning the aspect of failure criterion, typical strength criteria are Tresca criterion, 
Von Mises criterion, Mohr-Coulomb criterion, Drucker-Prager criterion and so forth (W. F. 
Chen & Baladi, 1985). In this study, the elastic-perfectly plastic constitutive model and 
Mohr-Coulomb failure criterion are selected for the FEM soil slope model in Chapter 5. 
Hereby a brief introduction to these two concepts is provided here. 
Elastic-plastic Model 
The elastic-perfectly plastic constitutive relationship can be illustrated by a typical stress-
strain curve shown in Figure 3-11. The strain of the material is categorized into elastic strain 
and plastic strain through a yield point; stresses are proportional to strains until the yield 
point and then stay constant. 
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Figure 3-11 Elastic-perfectly Plastic Constitutive Relationship 
Concretely, the total strain increment is assumed to be the sum of the elastic and plastic 
components: 
 𝑑𝜀𝑖𝑗 = 𝑑𝜀𝑖𝑗
𝑒 + 𝑑𝜀𝑖𝑗
𝑝  Equation 3-4 
The elastic strain increments 𝑑𝜀𝑖𝑗
𝑒  can be achieved from Hooke’s law and is expressed as: 
 𝑑𝜀𝑖𝑗
𝑒 = 𝐷𝑖𝑗𝑘𝑙𝑑𝜎𝑘𝑙 Equation 3-5 
Where 𝐷𝑖𝑗𝑘𝑙  is the inverse of the tensor of elastic moduli 𝐶𝑖𝑗𝑘𝑙 , and is called as the 
compliance tensor. 
The plastic flow equations can be written in the form: 
 𝑑𝜀𝑖𝑗
𝑝 = 𝑑𝜆
𝜕𝑓
𝜕𝜎𝑖𝑗
 Equation 3-6 
Where 𝑑𝜆 is a plastic scalar factor, 𝑓 is the plastic potential function. 
Substituting Equations 3-5 and 3-6 into 3-4 to obtain the complete strain-stress relation for 
an elastic-perfectly plastic material, and solving the equation for 𝑑𝜎𝑖𝑗: 
 𝑑𝜎𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙(𝑑𝜀𝑘𝑙 − 𝑑𝜀𝑘𝑙
𝑝
) = 𝐶𝑖𝑗𝑘𝑙𝑑𝜀𝑘𝑙 − 𝑑𝜆𝐶𝑖𝑗𝑘𝑙
𝜕𝑓
𝜕𝜎𝑘𝑙
 Equation 3-7 
Within the theory of incremental plasticity (Hill, 1998), the derivative of the yield function 𝑓 
equals to zero when the stress state is on the yield surface, which is written as: 
 𝑑𝑓 =
𝜕𝑓
𝜕𝜎𝑖𝑗
𝑑𝜎𝑖𝑗 = 0 Equation 3-8 
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Substituting Equation 3-7 into Equation 3-8, and 𝑑𝜆 can be solved: 
 𝑑𝜆 =
𝜕𝑓
𝜕𝜎𝑖𝑗
𝐶𝑖𝑗𝑘𝑙𝑑𝜀𝑘𝑙
𝜕𝑓
𝜕𝜎𝑟𝑠
𝐶𝑟𝑠𝑡𝑢
𝜕𝑓
𝜕𝜀𝑡𝑢
 Equation 3-9 
In the end, substituting Equation 3-9 into Equation 3-7, the incremental stress-strain 
relationship can be expressed by: 
 𝑑𝜎𝑖𝑗 = [𝐶𝑖𝑗𝑘𝑙 −
𝐶𝑖𝑗𝑚𝑛
𝜕𝑓
𝜕𝜎𝑚𝑛
𝜕𝑓
𝜕𝜎𝑝𝑞
𝐶𝑝𝑞𝑘𝑙
𝜕𝑓
𝜕𝜎𝑟𝑠
𝐶𝑟𝑠𝑡𝑢
𝜕𝑓
𝜕𝜎𝑡𝑢
] 𝑑𝜀𝑘𝑙 Equation 3-10 
In which the elastic-plastic tensor of tangent moduli for an elastic-perfectly plastic material 
can be represented by the coefficient tensor in the parentheses: 
 𝐶𝑖𝑗𝑘𝑙
𝑒𝑝 = 𝐶𝑖𝑗𝑘𝑙 −
𝐶𝑖𝑗𝑚𝑛
𝜕𝑓
𝜕𝜎𝑚𝑛
𝜕𝑓
𝜕𝜎𝑝𝑞
𝐶𝑝𝑞𝑘𝑙
𝜕𝑓
𝜕𝜎𝑟𝑠
𝐶𝑟𝑠𝑡𝑢
𝜕𝑓
𝜕𝜎𝑡𝑢
 Equation 3-11 
All indices in Equation 3-9, Equation 3-10 and Equation 3-11 are dummy indices that 
indicate the scalar character of 𝑑𝜆. Further information can be found in W. F. Chen and Han 
(2007). 
Mohr-Coulomb Yield Criterion 
The Coulomb’s equation used to describe the shear strength of geotechnical materials is 
expressed as: 
 𝜏𝑓 = 𝑐 + 𝜎𝑛𝑡𝑎𝑛𝜑 Equation 3-12 
Where: 
𝜏𝑓 − shear strength 
𝑐 − cohesion 
𝜎𝑛 − normal stress on the shear plane 
𝜑 − internal friction angle 
The Mohr-Coulomb failure envelope together with half-Mohr circles are shown in Figure 
3-12, which indicates that it is not the maximum shear stress but the combination of the 
shear stress and the normal stress on the shear plane results in material damage. 
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Figure 3-12 Mohr-Coulomb Failure Envelope 
(4) Stability Analysis – Factor of Safety 
Limit Equilibrium Method 
Limit Equilibrium is usually used as a method to analyze slope stability. It requires the 
information of soil strength, but does not demand the data of stress-strain behavior. As a 
result, the factor of safety that is defined as the ratio of the available shear strength to the 
shear stress required for equilibrium is obtained to describe the safety of the slope, the 
formula of which can be expressed as: 
 𝐹𝑠 =
𝑠ℎ𝑒𝑎𝑟 𝑠𝑡𝑟𝑒𝑛𝑔𝑡ℎ
𝑠ℎ𝑒𝑎𝑟 𝑠𝑡𝑟𝑒𝑠𝑠 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑓𝑜𝑟 𝑒𝑞𝑢𝑖𝑙𝑖𝑏𝑟𝑖𝑢𝑚
=
𝑐 + 𝜎𝑡𝑎𝑛𝜑
𝜏𝑒𝑞
 Equation 3-13 
In which: 
𝐹𝑠 − factor of safety 
𝑐 − cohesion 
𝜎 − normal stress on slip surface 
𝜑 − angle of internal friction 
𝜏𝑒𝑞 − shear stress required for equilibrium 
To use the method of limit equilibrium, the surface that the mass most likely to slide along, 
which is called a critical slip surface should be assumed at first. The mass above the slip 
surface is taken as the potential sliding mass and will be subdivided into slices for the 
purpose of analysis.  
Before the establishment of equilibrium equations, two simplifications are given as: 
(1) Each slide passes through only one type of material, 
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(2) The slices are narrow enough that the base of each can be represented by a straight line. 
And then, the equilibrium conditions can be considered slice by slice. Figure 3-13 shows the 
forces on slice 𝑖 , where 𝑊𝑖 is the weight of slice 𝑖, 𝐸𝑖, 𝐸𝑖+1 are normal inter-slice forces while 
𝐻𝑖, 𝐻𝑖+1 are inter-slice shear forces on each sides of slice 𝑖, ℎ𝑖 , ℎ𝑖+1 are the distances from 
acting point of normal inter-slice forces to the arc, 𝑇𝑖 and 𝑁𝑖  are the tangential force and 
normal force on the slice base.  
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Figure 3-13 Forces on Slide i 
When considering N as the numbers of slices from the subdivided mass, there will be 2N 
equations available if only force equilibrium is satisfied or 3N equations if both force and 
moment equilibria are satisfied. However, the numbers of unknowns are respectively 3N-1 
and 5N-2 (Duncan, 1996a), which means, the problem cannot be solved without 
assumptions in order to make up the imbalance between equations and unknowns. By now, 
there are many methods of limit equilibrium can be used to the analysis of a soil slope, such 
as Fellenius method, Bishop’s simplified method, Janbu’s simplified method, Spencer 
method, Janbu’s Generalized method, and Morgenstern-Price method; they differ in the 
directions of the forces existed inside or between the slices, and the satisfaction of 
equilibrium or moment or forces, Table 3-6 lists the types of satisfied equilibrium conditions 
and the assumptions of inter-slice forces of some commonly used limit equilibrium methods 
of slices (Fredlund & Krahn, 1977; Fredlund et al., 1981). Here the principle of Bishop’s 
simplified method (Alan W. Bishop, 1955) in the absence of any pore-water is introduced as 
an instance. 
Bishop’s simplified method (Figure 3-14) considers normal inter-slice forces but ignores 
inter-slice shear forces, and it satisfies the mass moment equilibrium and all vertical forces 
balance but not the horizontal forces equilibrium. The process of derivation is: 
Summing the forces in the vertical direction gives: 
 𝑊𝑖 + ∆𝐻𝑖 = 𝑁𝑖𝑐𝑜𝑠𝛼𝑖 + 𝑇𝑖𝑠𝑖𝑛𝛼𝑖 Equation 3-14 
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Table 3-6 Comparison of Commonly Used Methods of Slices 
Method 
Moment 
Equilibrium 
Force 
Equilibrium 
Inter-slice 
Normal 
(E) 
Inter-
slice 
Shear 
(H) 
Assumptions of Inter-slices 
Fellenius Yes No No No 𝐸 = 0, 𝐻 = 0 
Bishop’s 
Simplified 
Yes 
Only 
Vertical 
Yes No 𝐸 ≥ 0, 𝐻 = 0 
Janbu’s 
Simplified 
No Yes Yes No 𝐸 ≥ 0, 𝐻 = 0 
Spencer Yes Yes Yes Yes 𝐻/𝐸 = 𝑡𝑎𝑛𝜃1 
Janbu’s 
Generalized 
Yes (by slice) Yes Yes Yes 
𝐻𝑖+1 = 𝐸𝑖𝑡𝑎𝑛𝛼𝑡 −
(𝐸𝑖+1 − 𝐸𝑖)𝑡𝑖+1/𝑏2 
Morgenstern - 
Price 
Yes Yes Yes Yes 𝐻/𝐸 = 𝜆𝑓(𝑥) 3 
Corps of 
Engineers 
No Yes Yes Yes 
Resultant Direction = the 
Average Surface Slope 
Lowe - 
Karafiath 
No Yes Yes Yes 
Resultant Direction = 
Average of the Surface and 
Slip Surface Slopes 
Where 𝛼𝑖 is the angle between vertical and the line connecting 𝑂 and midpoint of base arc. 
Based on the definition of factor of safety in Equation 3-13, 𝑇𝑖 is expressed as: 
 𝑇𝑖 =
1
𝐹𝑠
(𝑐𝑖𝛽𝑖 + 𝑁𝑖𝑡𝑎𝑛𝜑𝑖) Equation 3-15 
In which 𝑐𝑖 is the cohesion of slice i, 𝛽𝑖 is the length of the line that approximates the arc at 
the base of the slice i, 𝜑𝑖 is the internal friction angle of slice i. 
Substituting Equation 3-15 into Equation 3-14, after rearranging: 
                                                     
1 𝜃 − angle of the resultant inter-slice force from the horizontal 
2 𝛼𝑡 − angle between the line of thrust on the right side of a slice and the horizontal, 𝑡𝑖+1 − vertical 
distance from the base of the slice to the line of thrust on the right side of the slice, 𝑏 − the width of a 
slice 
3 𝜆 − a constant representing the percentage (i.e., portion of the function used when solving for the 
factor of safety) 
3.3 Geologic Hazards
 
- 42 - 
 
O
Wi
bi
di
Ei
Ei+1
Hi
Hi+1
Ni
βi 
αi 
Ti
Ti
Wi
Ni
ΔHi=Hi+1-Hi
ΔEi=Ei+1-Ei
αi 
αi 
 
Figure 3-14 Forces Acting on ith Slice and the Force Polygon for Equilibrium by Bishop’s Simplified 
Method 
 𝑁𝑖 =
1
𝑚𝛼𝑖
(𝑊𝑖 + ∆𝐻𝑖 −
𝑐𝑖𝛽𝑖𝑠𝑖𝑛𝛼𝑖
𝐹𝑠
)  Equation 3-16 
In which: 
 𝑚𝛼𝑖 = 𝑐𝑜𝑠𝛼𝑖 +
𝑠𝑖𝑛𝛼𝑖𝑡𝑎𝑛𝜑𝑖
𝐹𝑠
 Equation 3-17 
For equilibrium of the sliding mass, taking the moment about 𝑂 , 𝐸𝑖  and 𝐻𝑖  can be 
counterbalanced since they come in pairs with identical absolute value and opposite 
directions. What’s more, 𝑁𝑖 does not have a moment because it goes through the center of 
circle. As a result, the equilibrium expression of the moment about 𝑂 comes as: 
 ∑𝑊𝑖𝑑𝑖 = ∑𝑇𝑖𝑅 Equation 3-18 
Where 𝑑𝑖 is the distance between 𝑂 and the center line of slice i, 𝑅 is the radius of the circle.  
Substituting Equation 3-15 and Equation 3-16 into Equation 3-18, after simplifying the 𝐹𝑠 is: 
 𝐹𝑠 =
1
∑ 𝑊𝑖𝑠𝑖𝑛𝛼𝑖
∑
𝑐𝑖𝑏𝑖 + 𝑊𝑖𝑡𝑎𝑛𝜑𝑖
𝑚𝛼𝑖
 Equation 3-19 
In which 𝑏𝑖 is the width of slice i. 
Since the existence of unknown 𝐹𝑠 is also in the expression of 𝑚𝛼𝑖, the solution can only be 
obtained by iteration method.  
The limit equilibrium methods are widely used for calculating the factor of safety of a slope 
and can be incorporated into computer programs tools for slope stability analysis. The 
Morgenstern-Price method is used in Section 5.4, where the stability analysis for the 
rainfall-induced landslides is conducted. 
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Shear Strength Reduction Method 
In addition, slope stability analysis can also be achieved by other methods such as the shear 
strength reduction (SSR) method in numerical simulation. As Duncan (1996a) pointed out, 
the factor of safety can be stated in another way as “the factor by which the soil shear 
strength would have to be divided to bring the slope to the verge of failure”. Since it is 
considered as a shear strength reduction factor, a direct way to calculate 𝐹𝑠 with a FEM 
program is to continuously reduce the soil shear strength until failure occurs. The strength 
reduction factor (SRF) is defined as: 
 𝑆𝑅𝐹 =
𝑡𝑎𝑛𝜑
𝑡𝑎𝑛𝜑𝑟
=
𝑐
𝑐𝑟
=
𝑐 + 𝜎𝑡𝑎𝑛𝜑
𝑐𝑟 + 𝜎𝑡𝑎𝑛𝜑𝑟
=
𝜏𝑓
𝜏𝑟
 Equation 3-20 
Where 𝜑 and 𝑐 are initial strength parameters corresponding to shear strength 𝜏𝑓, and 𝜑𝑟 
and 𝑐𝑟 are reduced strength parameters that in agreement with the reduced shear strength 
𝜏𝑟. 
When the numerical model reaches the state of barely stable equilibrium, namely the last 
moment a converged solution could be obtained or the ultimate step before a dramatic 
increase of displacement occurs (D. V. Griffiths & P. A. Lane, 1999), 𝜏𝑟 is identical to the 
shear strength required for equilibrium 𝜏𝑒𝑞 , hereby the SRF equals to 𝐹𝑠 . The strength 
reduction technique was firstly proposed by Zienkiewicz et al. (1975)  and since then has 
been developed and applied to slope stability analysis by several researchers (Cheng et al., 
2007; E. Dawson et al., 2000; D. V. Griffiths & P. A.  Lane, 1999; Matsui & San, 1992).  
Comparison 
By and large, both the limit equilibrium method and the shear strength reduction method 
have their pros and cons when analyzing slope stability. For example, the limit equilibrium 
method has its advantage by less time-consuming, but since it is based on the assumptions 
that the failing soil mass can be divided into slices and some forces are not existed or can be 
counterbalanced, which is not realistic and could result in inaccuracy of factor of safety. 
While the shear strength reduction technique gains its superiority by no necessity of 
hypothesizing the shape or location of the critical slip surface; nevertheless, the accuracy of 
this method is related to the incremental and iterative settings, which need further 
investigation. Within the last few years, more research and comparison of these two 
methods for slope stability analysis has been carried on (Fredlund et al., 1981; E. M. Dawson 
et al., 1999; Wei et al., 2009). By far, there are three types of failure criteria summarized for 
landslides modeling using shear strength reduction method (Tu et al., 2014; L. Chen et al., 
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2011), which indicates that this method is still in gradually development and needs a 
discussion. Therefore, instead of two methods, only the limit equilibrium method will be 
applied in this study to deduce the factor of safety. 
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CHAPTER 4 X-SLEWS WIRELESS MONITORING SYSTEM 
SLEWS - a Sensor based Landslide Early Warning System is a joint project4 carried out by 
Department of Engineering Geology and Hydrogeology, RWTH Aachen University and its 
partners from 2007 to 2010, aiming at developing a prototype of an alarm and early warning 
system for different kinds of natural hazards. A self-organizing and multi-hop wireless 
monitoring network was created thereby (Fernandez-Steeger et al., 2009; Azzam et al., 2010). 
X-SLEWS is a technically predecessor system from SLEWS. Added with an add-on board 
and an X-Bee radio module, the X-SLEWS is much more stable, flexible and power-efficient 
than the previous design (May, 2013). Figure 4-1 exhibits the main components of the X-
SLEWS network. For the purpose of demonstrating a complete design for a geohazard early 
warning system, a general description of the X-SLEWS that has been applied in this study is 
given below. 
4.1 Hardware 
The hardware layout of the sensor node is divided into two components: the base board that 
contains the parts required for basic operation of the node and the add-on board that is 
deployed with sensors and offers additional functions. Specifically, the base board includes 
the microcontroller, the power supply circuitry and a socket for the radio module; the add-
on board has been already allocated with a SD card socket for optional data storage as well 
as a 3-axis accelerometer and two orthogonal 1-axis inclinometers for geotechnical use (C. Li 
et al., 2014). The XBee radio module family is chosen as the radio component based on its 
variety of radio frequencies and promising performance for long-distance radio 
transmission during a previous project (Bitsch Link et al., 2010). Therefore, the capability of 
changing radio modules according to altered monitoring tasks like short-range intense 
measurements or long-distance surveillance is provided in X-SLEWS. With respect to the 
sensor node, it is powered by three 3.6 volt batteries, and the microcontroller or peripheral 
components could be provided with an appropriate supply voltage via a voltage regulator. 
                                                     
4 SLEWS is funded by GEOTECHNOLOGIEN, which is a geoscientific research and development 
programme, supported by the German Federal Ministry for Education and Research (BMBF) and the 
German Research Foundation (DFG). 
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This design allows flexible replacements and easy repair for the sensor nodes in varied 
applications. More detailed information about the microcontroller, radio modules and the 
power supply can be found in May's thesis (May, 2013). 
 
Figure 4-1 Components of X-SLEWS (From C. Li et al. (2014)). The sensor board comprises a base 
board for basic operation and an add-on board for sensing and storing function. The add-on board can 
be removed and substituted to another additional board according to different use. The battery capsule 
allocated with three 3.6-Volt batteries provides the power supply to the node capsule while measuring 
and data transmitting. The gateway receives and saves the retrieved data from all the nodes in the 
network and broadcasts the updated clock periodically to connected nodes. 
In this section, the introduction to the MEMS sensors that have been designed for the X-
SLEWS sensor network is specifically provided for their relevance to the latter analysis in 
Chapter 5. 
Accelerometers and Inclinometers 
The MEMS sensors deployed in each node of X-SLEWS are a 3-axis accelerometer and two 
orthogonal 1-axis inclinometer, both of which are produced by Murata Electronics Oy 
(previous called VTI Technologies). Table 4-1 is a generic data sheet for the two sensor types. 
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Accelerometers and inclinometers share the same mechanism in measuring acceleration 
value. Using Newtonian mechanics, the sensing element is taken as a proof mass converting 
the mechanical motion into an electrical output. Due to different precision of the sensors, the 
output of the accelerometer and inclinometer is substituted into respective formulas to 
obtain the acceleration value (Murata). 
Table 4-1 Basic Parameters of the Accelerometers and Inclinometers 
Sensor Type Accelerometers Inclinometers 
Product SCA3100-D04 SCA830-D07 
Size(w x h x l) 7.0 x 3.3 x 8.6 mm3 7.6 x 3.3 x 8.6 mm3 
Measurement Axis 3-axis 1-axis 
Range ±2g ±1g 
Sensitivity (LSB/g) 900 (0.0637˚/count) 32000 (0.00179˚/count) 
A sketch of a MEMS accelerometer is shown below in Figure 4-2. The movable proof mass is 
suspended by the restoring springs, while the sensing plates are fixed onto the sensor board. 
The accelerometer is sensitive to the linear acceleration of the sensor and the earth 
gravitational field, both the gravitational field and the linear acceleration can lead a 
deflection on the proof mass. When the acceleration direction points upward, because of the 
inertia from the spring, the mass proof will drift downward relative to the fixed comb; 
however, when the gravitational field which is a static force directs upward, the variation 
will be opposite to the former case. As a result, a linear acceleration aligned with the 
positive semi-axis provides a positive output, while the gravitational field weight that is in 
accordance with the direction of the positive semi-axis returns a negative value. The change 
in capacitance (C1 and C2) between the fingers of the proof mass and sensing plates can be 
converted into a voltage signal, which will then be digitized and output as a digital value, 
hereby the weight of the acceleration along the axis can be expressed through a given 
formula. 
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Figure 4-2 Sketch of a MEMS Accelerometer 
Addtional Sensors 
In addition to the acceleration sensors, many sensor types are also considered as a necessary 
supplement to the monitoring sensor network such as the gyroscope, the pressure sensor 
and the humidity sensor. A gyroscope is a device for measuring orientation, when 
combined with an accelerometer it can be used to track the position, direction and velocity 
of a moving target without consulting external references. A pressure sensor measures 
pressure specifically for gases and liquids, which is a key control and surveillance means for 
applications like groundwater measurement, altitude sensing and leak testing. A humidity 
sensor measures the moisture content in the atmosphere and can be applied to assist the 
weather station to analyze and forecast the weather condition; besides, it can be used to 
monitor the surrounding humidity of other sensors so that will help to assess their 
performance. 
4.2 Operating System 
In the X-SLEWS network, TinyOS platform is implemented due to its superiority and 
specialization for WSN. As an open-source component-based embedded operating system, 
TinyOS focuses on event-driven programming model for memory-limited WSN system. The 
sensors are connected to the platform and the XBee radio module is adapted to work along 
with TinyOS network protocols. A concrete description of the implemented operating 
system for X-SLEWS can be acquired in May (2013). 
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4.3 Gateway 
Unlike the SLEWS project where a separate gateway device was designed, the gateway of X-
SLEWS uses commercial off-the-shelf (COTS) hardware consisting of a Raspberry Pi 
running Debian Linux and an available sensor node, and the blueprint and its 
implementation from May (2013) are shown in Figure 4-3. In the wireless network, the data 
measured by the sensor nodes are transmitted via the XBee radio module to the base station 
adapted from a sensor node, and then can be broadcasted to all connected clients depending 
on the respective interface like USB, Ethernet or UMTS. It is worth noting that the base 
station not only receives data but also stores them permanently with periodically updated 
timestamps, in case some measurements are missing because the network is temporally 
weak or disconnected, data from all the sensor nodes can be still be acquired afterwards (C. 
Li et al., 2014; May, 2013). 
 
Figure 4-3 Blueprint and Implementation of the X-SLEWS Gateway (After May (2013)) 
4.4 Output 
Two measurements using the X-SLEWS network were conducted in January 2013 in 
Shanghai, China (May, 2013). In the two tests, the data collecting rate was set to every 10 
seconds and all the measured values were respectively amplified to integers from 10 to 106 
times to assure no loss of information from transmission. The measurements received at the 
base station were stored in a plain text log file and formatted as: 
2013-01-15T19:11:00.027989+0800 > $1358239557|101|1|10@1358230555|ACC|1|-82|988|80 
2013-01-15T19:11:00.043215+0800 > $1358239557|101|1|10@1358230555|BATT|4028 
2013-01-15T19:11:00.055838+0800 > $1358239557|101|1|10@1358230555|INC|-17156|-59718 
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Which can be separated by the delimiters “>”, “|” and “@” and read from left to right as the 
timestamp from the Linux-based Raspberry Pi, the Linux timestamp from the sensor node 
that belongs to the base station, the node ID of the sensor node that creates the message, the 
node ID of the first recipient in the path to the base station (“1” represents for the base 
station), 10 times of the estimated number of required transmission during delivery, the 
gathering time of the data according to the sensor node, and the sensed data with respect to 
different categories. Concretely, the acceleration data of 3 axes of accelerometer are given 
behind the abbreviation “ACC”, following with a temperature measured by an embedded 
thermometer; the number behind “BATT” shows the current voltage from the external 
power supply; “INC” leads a spontaneous data set from the two orthogonal inclinometers. 
To ensure the digital accuracy after transmission, the units of the data from the 
accelerometer, the battery and the inclinometer are chosen as mm/s2,mV mV and μm/s2 (C. 
Li et al., 2014; May, 2013). 
In the next chapter, the data from one of the field measurements will be implemented to 
demonstrate one processing of the provided data fusion system.  
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CHAPTER 5 DEMONSTRATION OF THE JDL MODEL FOR 
GEOHAZARDS EARLY WARNING 
As described in Chapter 2 (Literature Review), the research of geohazards can be 
categorized into three main aspects which are monitoring, modeling and forecasting as 
gradual processes. These researches are usually not confined by any single aforementioned 
aspect, and valuable experiences and diverse applications in geohazards prediction have 
been achieved. Even though, the “success mode” in researching geohazards is still unknown. 
Specifically, since geohazards are inevitable in most cases, to be able to predict the 
occurrence of disasters via mastering their generating mechanisms is the top goal for 
researchers, so that human lives and properties can be saved and protected in time. But 
there is not yet a unified procedure in the study of geohazards that can be referred and 
implemented in distinct applications; one demonstrated processing cannot be easily 
implemented to another geohazard type or even an unlike phenomenon within the same 
geohazard type. Hence, the chief objective of this study is to establish a unified process 
model for geohazard early warning systems. To realize this target, several innovations in 
monitoring technique have been concerned and reliable process models have been 
investigated through diverse domains; related work was introduced in Chapter 2 and 
Chapter 3. The JDL Data Fusion Model has already been applied across multiple areas as a 
general functional model. Hereby this model is selected and adapted according to geological 
attributes and requirements for the sake of a pertinent method for early warning of 
geohazards. The following content of this chapter is going to demonstrate the availability 
and practicability of this modified model. To start with, the scheme of the process model for 
the use of geohazards early warning is introduced. Secondly, the concrete methods of each 
processing are described in Section 5.2 to Section 5.6. Afterwards, two scenarios 
representing two types of typical geohazards are provided with specific processes in 
Section 5.7 and Section 5.8. At last, a Discussion and Outlook is given in Section 5.9 
emphasizing the neglected essentials between and inside each process and future practice. 
5.1 Scheme of the Adapted JDL Data Fusion Process Model for Geohazards Early Warning
 
- 52 - 
 
5.1 Scheme of the Adapted JDL Data Fusion Process Model for 
Geohazards Early Warning 
The scheme of the adapted JDL Data Fusion Process Model for geohazards early warning is 
illustrated below in Figure 5-1 . Likewise, the model is conceptualized by three divisions: 
Data Source, Data Fusion Domain and Human/Computer Interface (HCI). 
DATA FUSION DOMAIN
Object
Refinement
Pre-
Processing
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Refinement
DATA
SOURCE
Database Management System
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Data 
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Figure 5-1 Adapted JDL Data Fusion Process Model for Geohazards Early Warning 
The Data Source Domain collects all kinds of monitored data from distributed sensors under 
the frame of the sensor network together with preceded knowledge like geological, tectonic, 
lithological and morphological aspects, and meteorological estimation such as wind speed 
and rainfall. The types of sensed data include displacement, tilt angle, seismic wave, ground 
stress, pore-water pressure (matric suction), temperature and so on. All the data above are 
exported to the Level 0 (namely Pre-Processing) of the Data Fusion Domain where they are 
prescreened and allocated to appropriate processes based on their usability. For instance, 
the tilting and displacement information are being filtered, assorted, transformed and 
uniformed in Pre-Processing as a preparation for Level 1 (Object Refinement), whereas the 
meteorological forecasting are assigned directly as triggering information to Level 3 (Threat 
Refinement). The procedure for Pre-Processing is given in Section 5.2 based on Arnhardt’s 
summary (2011) and further laboratory tests done by the author. The Level 1 Processing 
(Object Refinement) is presented in Section 5.3 that conducts a combination and 
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interpretation of the data from Level 0 in order to build a correlation between the sensed 
data and the real observed target. In addition, an application of the measurement of 
tunneling caused subsidence is given, from which a better comprehension of Object 
Refinement can be achieved. The Level 2 (Situation Refinement) is presented in Section 5.4 
that aims at obtaining the relational facts between the objects and events of environmental 
context, in other words, the situation of the observed phenomenon. A simulation of a soil 
slope under the condition of rain is provided as a demonstration of the processing. 
Afterwards, as described in Section 5.5, the Level 3 (Threat Refinement) draws the current 
situation to the future to derive the potential possibility of failure. Two methods of 
geohazards forecasting are described individually for the purpose of short-term or extreme 
condition prediction and long-term prediction. Furthermore, the Other Functions provides 
a description about Process Refinement, Database Management and Human/Computer 
Interface (HCI) that are shown in Section 5.6. Before a discussion of this chapter is 
presented in Section 5.9, two concrete flowcharts are given in Section 5.7 and Section 5.8 as 
examples of the applications to the adapted JDL process model for geohazards early 
warning, and the corresponding descriptions are presented. 
5.2 Pre-Processing 
Once the raw data are imported from Data Source to the Data Fusion Domain, the first step 
is to pre-process them for the sake of getting them ready for further fusion. As Arnhardt 
(2011) suggested, the main aspects within Pre-Processing are: 
5.2.1 Transformation of Raw Data into Measuring Values 
Since every type of sensor has its own data format, the raw data may not be understandable 
until they are transformed to measuring values with SI units or SI derived units. For 
example, the inclinometer being used in X-SLEWS wireless sensor network gives a 16-bit 
binary output (Table 5-1) that can be transformed into decimal acceleration values with unit 
of g (Equation 5-1) (SCA830-D07), from which the angular measure of the inclination with 
unit of rad can be derived (Equation 5-2) and directly used to express the inclination along 
the axial direction of the sensor: 
 
𝐴𝑐𝑐[𝑔] =
1
32000
[−𝑠 ∙ 215 + 𝑏14 ∙ 2
14 + 𝑏13 ∙ 2
13 + 𝑏12 ∙ 2
12 + 𝑏11
∙ 211 + 𝑏10 ∙ 2
10 + 𝑏9 ∙ 2
9 + 𝑏8 ∙ 2
8 + 𝑏7 ∙ 2
7 + 𝑏6 ∙ 2
6
+ 𝑏5 ∙ 2
5 + 𝑏4 ∙ 2
4 + 𝑏3 ∙ 2
3 + 𝑏2 ∙ 2
2 + 𝑏1 ∙ 2
1 + 𝑏0] 
Equation 5-1 
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Table 5-1 SCA830-D07 1-Axis Inclinometer Output Table 
+/- 1g product DOUT MSB bits (7:0) DOUT LSB bits (7:0) 
16b bits (15:0) 
Bit number 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 [-] 
SCA8xx S* 512 256 128 64 32 16 8 4 2 1 0.5 0.25 0.13 0.06 0.03 [mg] [Dec] 
+ 1g position 0 1 1 1 1 1 0 1 0 0 0 0 0 0 0 0 1000 32000 
- 1g position 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 -1000 -32000 
+ Full-scale 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1023 32767 
- Full-scale 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1024 -32768 
* S = sign bit 
 𝛼[𝑟𝑎𝑑] = 𝑎𝑟𝑐𝑠𝑖𝑛
𝐴𝑐𝑐[𝑔]
𝑔
 Equation 5-2 
Where 𝑔 is the gravitational acceleration and can be substituted as a value between 9.78 
 𝑚/𝑠2 and 9.83 𝑚/𝑠2 depending on the altitude. 
Likewise, the raw data from other types of sensors like barometric pressure sensors and 
thermometers are processed in similar ways.  
5.2.2 Filtering of Evident Outliers 
Statistically, an outlier is one observation point that appears to deviate markedly from other 
observations. An outlier could be either an extreme manifestation of the inherent randomly 
variable data, or an error in experimenting, calculating or recording (Grubbs, 1969). There 
are many statistical methods developed to detect outliers, such as Grubbs’ test (1969) and 
Dixon’s Q test (1951). Outliers arise from miscellaneous causes, e.g. malfunction of the 
devices, error in data transmission or transcription, change of the measuring instrument. 
The existence of outliers can lead to increased error rates and significant distortions of 
parameter and statistic estimates (Osborne & Overbay, 2004). Nevertheless, with respect to 
the objective of geohazards early warning, false negatives (type II errors) are much more 
intolerable than false positives (type I errors). Thus raw data should be carefully processed 
to avoid the ignorance of observations from sudden movements, as a result, only obvious 
outliers that are demonstrated to be wrong are removed from the dataset. Based on 
Arnhardt’s previous work (2011) and further laboratory tests, the manifest indicators for 
outliers that indicate errors usually are:  
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Incomplete Raw Data Values 
This kind of outlier is usually caused by the missing of one or more digits of the data string 
used for data transmission in the sensor network, and it is also easy to be recognized 
according to the incompletion of the data flow, below is an example from the log file of 
SLEWS sensor network (Arnhardt, 2011). The background of the outliers are shaded. 
3401|2010-01-16#01:47:40|ACC|03A0|FFC0|2A80|2000 
3401|2010-01-16#01:47:50|ACC|03A 
Values out of the Sensor’s Measuring Range 
Each sensor has a predefined measuring range and thus a scope of output values. For 
instance, the tilt sensor used in SLEWS sensor network has a measuring range of ±30°, and 
the digital output ranges from 19A0 to E660 as hexadecimal values. Therefore, if the output 
shows a hexadecimal number below 19A0 or bigger than E660, this piece of data should not 
be taken as useful information and shall be removed from the data flow. An example is 
shown below (Arnhardt, 2011). 
3397|2009-07-22#12:23:10|INCL|7AA0|7B00|164 
3397|2009-07-22#12:23:20|INCL|0000|0500|164 
3397|2009-07-22#12:23:30|INCL|7AA0|7B20|164 
Unrealistic High/Low Values 
Different phenomena have certain range of intensity and variation. For example, the 
accelerometer measures not only the three-dimensional weights of gravitational acceleration 
but also a temperature value, which is given at the end of each piece of data. The 
temperature values are amplified to integers by a factor of 10, so that there will be no loss of 
information from data transmission. For example, the number 155 represents 15.5°C. This 
kind of outlier is safer to confirm when all adjacent sensors provide identical values that 
differ from the abnormal value at the same time. One outlier from the X-SLEWS sensor 
network is shown here. The temperature value from node 105 is -137°C which is quite 
different from the other two sensors at the same time range and also unrealistic according to 
the test environment. 
2013-11-13T10:18:37.545027+0100 > $1384334317|103|1|10@1384334317|ACC|-106|132|978|155 
2013-11-13T10:18:38.558439+0100 > $1384334318|105|1|10@1384334318|ACC|0|0|2488|-1370 
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2013-11-13T10:18:39.627315+0100 > $1384334319|101|1|10@1384334319|ACC|-1035|11|15|143 
Zero Value in all Spatial Dimensions (Only for Accelerometer) 
Because of the measuring mechanism of accelerometers, the zero values from all the three 
spatial dimensions are not reasonable and can be directly diagnosed as an error, such as the 
example given below. 
2013-11-13T10:18:29.983096+0100 > $1384334310|105|1|10@1384256354|ACC|0|0|0|-1370 
These four types of outliers described above are removed from the dataset within the Pre-
Processing, the rest of which will be conveyed to the subsequent fusion processing, namely 
Object Refinement. 
5.3 Object Refinement 
This level processing aims at establishing refined representations of individual objects via 
combining positional, parametric and identity information from multiple sensors, and the 
main functions include (1) data alignment, (2) data/object correlation, (3) position, kinematic, 
attribute estimation, and (4) object identity estimation (D. L. Hall & McMullen, 2004). 
Compared to typical military applications whose tracking targets are often maneuvering 
and deceptive, the monitoring of geohazards is relatively simple. Hereby the estimation of 
object identity is not necessary here for this processing, since the identity of the target being 
monitored is usually ascertained in advance. Besides, the sensors used for geo-monitoring 
are normally specified for one phenomenon at one observing point, thus the observations 
are already assorted into groups, in which a separated physical event is presented. Hence 
the functions (2) and (4) are skipped for the adapted Object Refinement Processing in 
geohazards early warning process model, and the functions of Data Alignment and 
Position, Kinematic, and Attribute Estimation are individually introduced as follows.  
5.3.1 Theoretical Introduction 
(1) Data Alignment 
Once the data are imported from Pre-Processing into the processing of Object Refinement, 
they are firstly required to be aligned into a form that is suitable for latter position, 
kinematic and attribute estimation. The data should be in a formation that is directly 
applicable in a common spatial reference system and are indexed chronologically. To 
accomplish this target, types of algorithms like spatial reference adjustments, temporal 
adjustments and unit adjustments may be in need (D. L. Hall & McMullen, 2004). The 
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transformed data can be then utilized for the estimation of the object’s position, kinematic 
and attribute. 
(2) Position, Kinematic, and Attribute Estimation 
This fusion combines observations to estimate the target’s position, kinematic and attribute 
information. The estimation techniques determine the state vector that best fits the observed 
data in a defined mathematical sense. The term state vector denotes an independent set of 
variables including position and velocity that could allow accurate prediction for the future 
behavior of the object. The estimation is processed in phases: 
① Firstly, it is essential to specify what parameters may be estimated as the state vector 
allows predictions of future states based on the observed data (D. L. Hall & McMullen, 2004). 
For positional estimations, the typical state vector contains the coordinates necessary to 
locate an entity, examples are geodetic latitude and longitude (𝜙, 𝜆), three dimensional 
Cartesian coordinates (𝑥, 𝑦, 𝑧) and the range and angular direction (𝑟, 𝑎𝑧𝑖𝑚𝑢𝑡ℎ, 𝑒𝑙𝑒𝑣𝑎𝑡𝑖𝑜𝑛). 
Whereas for non-positional estimation, the state vector may include model coefficients that 
represent the data or sensor biases. 
② Secondly, the estimation problem is identified by the observation equations, which relate 
the unknown state vector to predicted observations and can be described as: 
 𝑧𝑖(𝑡𝑖) = 𝑔(𝑥𝑗(𝑡𝑖)) + 𝑛 Equation 5-3 
Where 𝑥𝑗(𝑡𝑖) is the state vector 𝑥 at time 𝑡𝑖, 𝑔(𝑥𝑗(𝑡𝑖)) is a transforming function that convert 
the assumed state vector into predicted observation 𝑧𝑖(𝑡𝑖), 𝑛 represents the observational 
noise. 
③ Afterwards, the key issue becomes how to find a criterion to define the best fit of the state 
vector that fit the observed data. The function of the residuals is expressed as: 
 𝑣𝑖 = 𝑦𝑖(𝑡𝑖) − 𝑧𝑖(𝑡𝑖) Equation 5-4 
In which 𝑣𝑖  is the vector difference between the 𝑖
𝑡ℎ  observation 𝑦𝑖(𝑡𝑖) and the predicted 
observation 𝑧𝑖(𝑡𝑖) at time 𝑡𝑖. 
Hereby the estimation problem becomes an optimization problem. Many optimization 
criteria are optional, such as least squares, weighted least squares, mean squared error and 
maximum likelihood. 
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5.3.2 Methods for Geohazards Object Refinement 
With respect to geohazards monitoring, the types of data imported from Pre-Processing 
include displacement, tilt angle, seismic wave, ground stress, pore-water pressure, 
temperature and so forth. Most of them can be directly used or be made use of via a 
conversion algorithm. As described in Section 4.4, using the X-SLEWS network the output 
measurements are formatted as strings of values that are separated by delimiters and are 
respectively amplified to integers by factors of 10 to 106 times. Based on this format of data 
string, the data are easy to be assorted and assigned to further analysis. But a comparison of 
the positional information from different sensors is not possible since each of them is 
expressed in its own spatial reference system. Besides, as accelerometers and inclinometers 
retrieve only one-dimension tilt angles along individual axes, these individual values are 
not adequate to describe the three-dimensional position variation of the sensors over time. 
Hence, for sensors such as accelerometers and inclinometers, the normal vectors in a 
common three dimensional Cartesian coordinate system should be deduced as a standard 
expression before the analysis of Position Estimation.  
(1) Data Alignment – Derivation of Normal Vectors 
The mechanism of accelerometers has been introduced in Section 4.1; besides the 
measurement of dynamic acceleration forces caused by vibration or movement, the 
accelerometer can also be used for measuring static forces like the constant gravity pointing 
to the earth, which principally agrees with the inclinometer. As the output of an 
accelerometer or inclinometer represents the weight of the earth gravitational field along the 
axis, the tilting angle of the axis with respect to the horizontal plane can be obtained easily 
via a sine function (Figure 5-2). It should be noted that due to the mechanism of 
accelerometers, when an accelerometer is used to measure the earth’s gravitational 
acceleration 𝑔, the weight that aligns along the positive semi-axis will result in a negative 
readout on the accelerometer. This characteristic is going to be applied in subsequent 
descriptions. The transformation method that prepares the data being analyzed in a 
common spatial reference system is provided below in four steps (C. Li et al., 2014). 
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g
α
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g' 
Horizontal Plane
 
Figure 5-2 Measurement of the Accelerometer. The accelerometer measures the value of  𝑔, which 
represents for the weight of the earth’s gravitational acceleration g in the axial direction on the sensor 
board. The tilting angle of the axis with respect to the horizontal plane can be calculated via an 
inverse trigonometric function: ∝= arcsin
g'
g
. 
① Rotation Matrices and the Expression of g’ 
The Inertial Navigation System (INS) is a navigation aid that combines a computer and 
sensors to successively calculate the position, orientation and velocity of a moving object 
without the need for external references (Jekeli, 2001). It is commonly used by vehicles like 
ships, aircrafts, and guided missiles. The use of rotation matrices is the key to realize 
coordinate transformation, which helps the vehicle to trace targets within its own navigation 
system and is very significant during relative movement. To start with, the Euler 
Orientation Cosine Matrix is briefly introduced here. 
We define a coordinate system 𝑂𝑋0𝑌0𝑍0, which is transformed to a new coordinate system 
𝑂𝑋′𝑌′𝑍′ by rotating a roll angle 𝜑, a pitch angle 𝜃 and a yaw angle 𝜓 around x-, y- and z-axis 
respectively (Figure 5-3). The roll, pitch and yaw rotation matrices that are used to deduce a 
rotated vector are listed as: 
 𝑅𝑥(𝜑) = (
1 0 0
0 𝑐𝑜𝑠𝜑 𝑠𝑖𝑛𝜑
0 −𝑠𝑖𝑛𝜑 𝑐𝑜𝑠𝜑
) Equation 5-5 
 𝑅𝑦(𝜃) = (
𝑐𝑜𝑠𝜃 0 −𝑠𝑖𝑛𝜃
0 1 0
𝑠𝑖𝑛𝜃 0 𝑐𝑜𝑠𝜃
) Equation 5-6 
 𝑅𝑧(𝜓) = (
𝑐𝑜𝑠𝜓 𝑠𝑖𝑛𝜓 0
−𝑠𝑖𝑛𝜓 𝑐𝑜𝑠𝜓 0
0 0 1
) Equation 5-7 
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Figure 5-3 Coordinate System Transforming Through the Order of X-Y-Z. The initial coordinate 
system 𝑂𝑋0𝑌0𝑍0 (a) is transformed to 𝑂𝑋
′𝑌′𝑍′ under a rotation by angles 𝜑 in roll (b), 𝜃 in pitch (c) 
and 𝜓 in yaw (d) around the x-, y- and z-axis respectively. 
There are 6 possible orders for the rotation of the coordinate system and principally they are 
equally valid. Following different rotation orders, the expressions of gravitational vector in 
the new coordinate system are correspondingly distinctive. However, the roll and pitch can 
only be solved by the orders of Z-Y-X or Z-X-Y since a spatial vector has two degrees of 
freedom (Pedley, 2013).Taking the Z-Y-X order for instance, after being rotated successively 
around z-, y- and x-axis, the rotated vector of earth gravitational acceleration (0,0, −1)′ can 
be expressed as: 
 𝑔′𝑥𝑦𝑧 = 𝑅𝑥(𝜑)𝑅𝑦(𝜃)𝑅𝑧(𝜓) (
0
0
−1
) = (
𝑠𝑖𝑛𝜃
−𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜑
−𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝜑
) Equation 5-8 
② Acquirement of Rotation Angles 
In this step, based on the equivalent relations between the sensor output value and the 
corresponding components of the 𝑔′  vector, the roll 𝜑  and pitch 𝜃  can be resolved and 
rotation matrices are hereby obtained. As a result of the mechanism of an accelerometer, the 
vector of the earth’s gravitational acceleration is exported as (0,0,1)′ instead of (0,0, −1)′. 
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Similarly, the components of 𝑔′𝑥𝑦𝑧  are correspondingly equal to the magnitude of the 
normalized accelerometer reading 𝐺𝑝(𝐺𝑝𝑥, 𝐺𝑝𝑦, 𝐺𝑝𝑧)′ after multiplying with -1, which can be 
presented as: 
 
𝐺𝑝
‖𝐺𝑝‖
= −𝑔′𝑥𝑦𝑧 = − (
𝑠𝑖𝑛𝜃
−𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜑
−𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝜑
) Equation 5-9 
 ⇒
1
√𝐺𝑝𝑥
2 + 𝐺𝑝𝑦
2 + 𝐺𝑝𝑧
2
(
𝐺𝑝𝑥
𝐺𝑝𝑦
𝐺𝑝𝑧
) = (
−𝑠𝑖𝑛𝜃
𝑐𝑜𝑠𝜃𝑠𝑖𝑛𝜑
𝑐𝑜𝑠𝜃𝑐𝑜𝑠𝜑
) Equation 5-10 
Solving equation Equation 5-10, the roll 𝜑 and the pitch 𝜃 can be expressed as: 
 𝑡𝑎𝑛𝜑 =
𝐺𝑝𝑦
𝐺𝑝𝑧
 Equation 5-11 
 𝑠𝑖𝑛𝜃 = −𝐺𝑝𝑥/√𝐺𝑝𝑥
2 + 𝐺𝑝𝑦
2 + 𝐺𝑝𝑧
2  Equation 5-12 
 In the case of a small rotation of the sensor (less than 90˚), a 2-axis inclinometer is enough to 
deduce the roll 𝜑 and the pitch 𝜃. When acquiring these values by means of inclinometers, 
since the two outputs cannot be normalized, the Equation 5-11 and Equation 5-12 are 
replaced with the following: 
 sinθ = -Gpx Equation 5-14 
Even though we can resolve the roll value 𝜑 and the pitch value 𝜃, we cannot get the 
solution for yaw 𝜓 without an additional type of sensor like a magnetometer or a gyroscope. 
Considering the relatively simple deformation mode in geotechnical projects and the slight 
relevance to construction safety, we take the yaw 𝜓 that represents the rotation around z-
axis equaling as zero for now. Thus all the rotation angles are fixed and the rotation matrices 
have been obtained. 
③ Derivation of the Normal Vector 
After retrieving the expression of rotation matrices, we operate the matrices inversely and 
intend to convert the normal vector from the transformed coordinate system into a 
description according to the old one. Defining the upward direction that is perpendicular to 
 
𝑠𝑖𝑛𝜑 =
𝐺𝑝𝑦
√1 − 𝐺𝑝𝑥
2
 
Equation 5-13 
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the sensor board plane as the normal direction; following the Z-Y-X order, the equation that 
describes the correlation between initial normal vector 𝑉𝑛 and the converted normal vector 
(0,0,1)′ in the rotated coordinate system can be expressed as: 
 𝑅𝑥(𝜑)𝑅𝑦(𝜃)𝑅𝑧(𝜓)𝑉𝑛 = (
0
0
1
) Equation 5-15 
As the rotation matrices 𝑅𝑧(𝜓), 𝑅𝑦(𝜃) and 𝑅𝑥(𝜑) are unit orthogonal matrices5, they satisfy 
the principle that the transpose equals to their inverse. Hence Equation 5-15 could be also 
written as: 
 𝑉𝑛 = 𝑅𝑧
′ (𝜓)𝑅𝑦
′ (𝜃)𝑅𝑥
′ (𝜑) (
0
0
1
) Equation 5-16 
 ⇒ 𝑉𝑛 = (
𝑐𝑜𝑠𝜑𝑠𝑖𝑛𝜃
−𝑠𝑖𝑛𝜑
𝑐𝑜𝑠𝜑𝑐𝑜𝑠𝜃
) Equation 5-17 
The normal vector represents the tilt direction and the tilt angle of the sensor board, which 
moves along with the monitored objects during geotechnical events. However, the 
expressions of normal vectors from distinct sensors should be firstly unified before further 
processing of Position Estimation. 
(2) Position Estimation – Optimization of Normal Vectors 
The normal vectors calculated from raw data of the MEMS sensor have inherited inferences 
and noises from the original signal and thus should not be used directly to represent the 
position. The Position Estimation provides methods to filter noises from the results and 
estimate the real position; here the Kalman Filter as one of the most common optimization 
methods is applied. A brief introduction is given below. 
R. E. Kalman proposed a recursive solution to the discrete-data linear filtering problem in 
1960 (Kalman, 1960). As one of the primary developers of the linear quadratic estimation 
(LQE), this method is named after his name. The Kalman filter is a set of mathematical 
equations that uses a recursive means to estimate the underlying system state by 
minimizing the mean square error (Welch & Bishop, 1995). 
                                                     
5 Unit Orthogonal Matrix: is a unitized square matrix, the transpose of which equals to its inverse, 
which can be expressed as 𝑄′ = 𝑄−1, 𝑄𝑄′ = 𝑄′𝑄 = 𝐸, where 𝐸 is the identity matrix. 
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The first step of the Kalman filter is to build a model that represents the series of data. The 
state variable 𝑥  is addressed as an expression of discrete linear stochastic difference 
equation and the measurement value 𝑧 is described as a linear function of 𝑥: 
 𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝐵𝑢𝑘−1 + 𝑤𝑘−1 Equation 5-18 
 𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 Equation 5-19 
Where 
𝐴 − State transition matrix relating the state at the previous time step k-1 to that at the 
current step k 
𝑢 − Optional control input 
𝐵 − Control matrix that relates u to the state 𝑥  
𝑤 − Process noise with a normal probability distribution 𝑝(𝑤)~𝑁(0, 𝑄) 
𝐻 − Meaurement transition matrix relating the state 𝑥 to the measurement 𝑧 
𝑣 − Measurement noise with a normal probability distribution 𝑝(𝑣)~𝑁(0, 𝑅), 𝑤 and 𝑣 are 
statistically independent 
Once the model is estimated, the Kalman filter applies the estimating process via a 
predictor-corrector algorithm. Specifically, time update equations and measurement update 
equations are respectively grouped and are responsible for the a priori estimate for the next 
time step and the feedback of the a priori estimate respectively. Table 5-2 provides the 
update equations from groups of time and measurement; as shown in Figure 5-4, the 
Kalman filter is operated by iterating the estimates from the predictor-corrector algorithm. 
When the initial state value is established, the iteration can be immediately started. A 
detailed explanation of the Kalman filter can be found in Welch and Bishop (1995), Grewal 
and Andrews (2008). 
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Table 5-2 Kalman Filter Update Equations6 
Time Update Equations Measurement Update Equations 
𝑥𝑘
− = 𝐴𝑥𝑘−1 + 𝐵𝑢𝑘−1 Equation 5-20 𝐾𝑘 = 𝑃𝑘
−𝐻𝑇(𝐻𝑃𝑘
−𝐻𝑇 + 𝑅)−1 Equation 5-21 
𝑃𝑘
− = 𝐴𝑃𝑘−1𝐴
𝑇 + 𝑄 Equation 5-22 𝑥𝑘 = 𝑥𝑘
− + 𝐾𝑘(𝑧𝑘 − 𝐻𝑥𝑘
−) Equation 5-23 
  𝑃𝑘 = (𝐼 − 𝐾𝑘𝐻)𝑃𝑘
− Equation 5-24 
Measurement Update
(Corrector)
Time Update
(Predictor)
 
Figure 5-4 Kalman Filter Predictor-Corrector Algorithm 
5.3.3 An Application in Subsidence Monitoring 
A one-day field test of the X-SLEWS wireless sensor network was conducted from 10 am to 
5 pm on January 27th in 2013 at a tunneling construction site in Shanghai. The sensor nodes 
were deployed on the surface above the super high way tunnel at South Hongmei Road 
during the passing of the shield machine through the deployment site 41.65 meters 
underground. An observation of real-time ground settlement caused by excavation was 
expected. During the measurement, all of the five located sensor nodes worked well, but 
only three sensors recorded full data due to hardware problems on the other two. Each node 
contains a three-axis accelerometer and a two-axis inclinometer, and both of them are able to 
measure the tilting of the sensor with a settable frequency to the base station via a wireless 
network (May, 2013). This condition allows an Object Refinement with respect to multi-
sensor data fusion. 
                                                     
6 ?̂?𝑘
−
 - Priori state estimate at step k,  𝑃𝑘
− - Priori estimate error covariance at step k, ?̂?𝑘 - Posteriori state 
estimate at step k,  𝑃𝑘  - Posteriori estimate error covariance at step k, 𝐾𝑘  - Kalman Gain that is 
deduced by minimizing 𝑃𝑘. 
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(1) Derivation of Normal Estimation 
Figure 5-5 presents the deployment and surroundings in the field and Figure 5-6 shows the 
positional relationship between the MEMS sensors and the tunnel underground; Figure 5-7 
shows a planar sketch of the distribution of the sensor nodes and illustrates the steps within 
the process of data analysis. Five sensor nodes were separately placed with a distance of 10 
to 20 meters to each other on the surface along with or perpendicular to the excavating 
direction (Figure 5-7(a)). Three sensor nodes (N101, N102 and N105) recorded full data 
among the five located nodes. After resolving the normal vectors 𝑉𝑛 by Equation 5-11 and 
Equation 5-12 (or Equation 5-13 and Equation 5-14) and Equation 5-17, we have obtained the 
expressions of normal vectors from N101, N102 and N105 (Figure 5-7(b)), but the values are 
still not unified until we transfer all of them into a common Cartesian coordinate system 
that the x-axis points towards east and y-axis pointing towards north (Figure 5-7(c)). Hereby 
the yaw rotation matrix (Equation 5-7) is needed and the standard normal vectors 𝑉𝑛_𝑢𝑛𝑓 are 
expressed by: 
 𝑉𝑛_𝑢𝑛𝑓 = 𝑅𝑧(𝜓) ∙ 𝑉𝑛 = (
𝑐𝑜𝑠𝜓 𝑠𝑖𝑛𝜓 0
−𝑠𝑖𝑛𝜓 𝑐𝑜𝑠𝜓 0
0 0 1
) ∙ 𝑉𝑛 Equation 5-25 
Where the value of 𝜓 are respectively 80° for N105, -120° for N102 and -116° for N101. 
 
Figure 5-5 Deployment of Sensor Nodes and Surroundings in the Field. The MEMS sensors were 
deployed along with or perpendicular to the tunnel axial direction, and a total station was set for the 
absolute value of the settlement as a reference. 
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41.65m
Shield Head
N102 N103 N104
 
Figure 5-6 Schematic Diagram of Spatial Relation Between Sensors and the Shield Machine. The 
shield machine would pass through the space that is 41.65m under the sensors on the measuring day. 
 
 
Figure 5-7 Distribution of Sensor Nodes and the Flowchart of Data Mining. (a) is the sketch map of 
the deployment of the sensors. After receiving the raw data, we calculated 𝑉𝑛 of each sensor in their 
own coordinate system (b); and then we unified the normal vectors in a Cartesian coordinate system 
with the x positive semi-axis pointing to east (c); after all, we projected the unified normal vectors 
𝑉𝑛_𝑢𝑛𝑓 from (c) to the cross section plane as 𝑉𝑛_𝑝𝑟𝑗 (d). 
(2) Calculation and Optimization of Dip Angles 
After the normal vectors of the sensor nodes have been derived, in order to describe the 
variations of the ground surface, the direct positional information should be expressed. 
Hereby the normal vectors have been projected into the direction of the cross section of the 
tunnel as 𝑉𝑛_𝑝𝑟𝑗 (Figure 5-7(d)), and the dip angle values derived from 𝑉𝑛_𝑝𝑟𝑗 indicate the 
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change on the surface along the direction of the cross section. Figure 5-8 illustrates the 
derivation of the dip angle from the projected normal vector 𝑉𝑛_𝑝𝑟𝑗 on the cross section. 
Vn_prj
N
Dip 
Angle
X
Y
Z
O
Dip 
Angle
 
Figure 5-8 Derivation of the Dip Angle From the Projected Normal Vector 𝑉𝑛_𝑝𝑟𝑗  on the Cross 
Section. The dip is the angle between 𝑉𝑛_𝑝𝑟𝑗 and z positive semi-axis, as well as the angle between the 
sensor board and the horizontal plane 
Afterwards, the dip angles of the sensor nodes N101, N102 and N105 over time are 
processed by the Kalman filter, and the model is built as: 
 𝑥𝑘 = 𝐴𝑥𝑘−1 + 𝑤𝑘−1 Equation 5-26 
 𝑧𝑘 = 𝐻𝑥𝑘 + 𝑣𝑘 Equation 5-27 
Where 𝑥𝑘 = [
𝜃𝑘
𝜔𝑘
], 𝐴 = [
1 10
0 1
] , 𝐻 = [1 0] , 𝑝(𝑤)~𝑁(0, 𝑄) , 𝑝(𝑣)~𝑁(0, 𝑅) , and 𝑤  and 𝑣  are 
statistically independent. 
𝑣  is considered as white noise, thus 𝑅 = 1; since the state transition matrix has a high 
reliability, the result will not be influenced much by 𝑤 , hence we define 
𝑄 = [
0.0000001 0
0 0.0000001
]. 
The initial values are defined as 𝑥0 = [
0
0
],  𝑃0 = [
1 0
0 1
]. These values are substituted into 
Equation 5-20 to Equation 5-24 following the Kalman filter cycle as shown in Figure 5-4. 
Figure 5-9 and Figure 5-10 present the variations of dip angles over time together with the 
result from the Kalman filter. 
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Figure 5-9 Dip Angle Before and After the Application of Kalman Filter 
 
Figure 5-10 Dip Angle After the Application of Kalman Filter (First 200 Data are Deleted) 
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(3) Deformation Analysis 
After the optimization from the Kalman filter, the data tend to be more realistic and thus can 
present the real variations over time. In addition, a brief analysis concerning the 
deformation is given below. 
As shown in Figure 5-10, all of the three sensor nodes indicate an undulation. As described 
in Section 3.3.1, Sugiyama et al. (1999) summarized the five primary types of ground 
deformation caused by shield tunneling, which are illustrated in Figure 3-9. Due to these 
five components, the ground deformation will create a periodically settlement along with 
the process of the construction. Since the accelerometer and inclinometer record the tilt 
angle of the sensor board with respect to the horizontal plane, the retrieved data do not 
show the gradually increasing settlement over time as in Figure 3-9, but a tilt-return-tilt 
cycle that can be briefly displayed in Figure 5-11. When the shield arrives beneath the sensor 
node, the sensor will tend to the settlement center and measure a gradually increasing 
inclination; as the deformation expands, the surface under the sensor will become 
comparably flat and thus the tilt angle will restore to a certain extent; while the shield 
machine moving forward, a succeeding settlement will occur and the sensor node will 
incline to the subsidence center again. According to the distance to the digging center and 
the slight differences of soil property, the level of ground subsidence at distinct location will 
be different, which can explain why all the three nodes show a trend of undulation but do 
not show simultaneously wave crests and troughs. 
(a)
(b)
(c)
(d)
 
Figure 5-11 Statuses of a Sensor During Excavation. When the excavation causes ground subsidence, 
the sensor node will firstly incline to the settlement center on the ground (b), secondly restore to a 
certain extent with the expansion of the settlement area (c), and then tilt to the settlement center 
again following the succeeding subsidence. 
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The application of subsidence monitoring illustrates how the theoretical methods of Object 
Refinement for geohazards work; furthermore, for other geoharzards like landslides or 
earthquakes, this method can be applied with some adjustments. According to the JDL 
process model for geohazards early warning, the processing of Object Refinement aims at 
combining and interpreting the sensed data to build a refined representation of the 
observed target; once the goal is realized, the variations of the target such as displacements 
and inclinations can be used in the subsequent Situation Refinement processing.  
5.4 Situation Refinement 
The processing of Situation Refinement and Threat Refinement develop an interpretation 
of the situation from the relationships between objects and events, and draw the current 
situation into the future to obtain the potential impact or threats. 
According to the functional introduction of JDL data fusion process model, the key 
functions for Situation Refinement are object aggregation, contextual interpretation, event 
and activity aggregation and multi-perspective assessment (D. L. Hall & McMullen, 2004). 
For non-military applications like geohazards early warning, these functions can be 
specifically explained. For example, when monitoring the subsidence caused by 
underground tunneling, the measurements from sensors at the longitudinal and cross 
sections are grouped by their location and then applied to separate analysis to determine 
how the deformation distributed transversely and axially. Besides, the subsidence should be 
analyzed based on time or proceeding of the event: for example, the same settlement at an 
observing point before and after the passing of the shield machine does not lead to identical 
situation assessment. Furthermore, the context of the current situation should also be 
considered, since different excavating speed from the tunnel boring machine will result in 
distinct settlement performance. At last, an objective view should be applied for the 
situation analysis, aiming at determining what can be observed and how the context 
influences the understanding of the situation. 
5.4.1 Procedure of Numerical Simulation 
In the adapted JDL multi-data fusion model, this processing is implemented by numerical 
modeling. Numerical modeling solves physical problems by appropriately simplifying the 
reality and obtaining approximation of the exact solution. With the fast development of 
computational technology, a large number of numerical models and techniques have been 
put forward into engineering practices. Among all of them, the Finite Element Method (FEM) 
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as a numerical technique aiming at finding approximate solutions for partial differential 
equations was firstly introduced to the geotechnical engineering field in 1967 (Clough & 
Woodward, 1967), and it has become popular in short term according to its consideration of 
nonlinear stress-strain behavior and the applicability of nonhomogeneous conditions. This 
technique divides the overall problem into a series of incremental events and analyzes each 
of them as a simple linear problem, and finds an approximate solution for the whole 
problem via connecting the simple equations from each subdivision. Several commercial 
numerical analysis software based on the FEM technique are used for geotechnical 
modeling, such as ANSYS, ABAQUS, ADINA, GEO5, MIDAS, PLAXIS and GEO-SLOPE. 
Take GeoStudio for instance, the processing of Situation Refinement is illustrated in Figure 
5-12 following with a description. 
Model 
Configuration
Geometry and 
Meshing
Material Models 
and Properties
Boundary 
Conditions
Model Analysis
Stability Modeling
Seepage Modeling
Stress-Deformation 
Modeling
Dynamic Modeling
Thermal Modeling
Contaminant Modeling
Air Flow Modeling
Vadose Zone Modeling
Result Visualization
Factor of Safety
Acceleration, Velocity, Displacement, 
Stress, Strain
Temperature, Thermal Flux
Concentration, Adsorption, Mass, 
Velocity
Water Content, Air Pressure, Air Flux, 
Air Head, Velocity
Displacement, Stress, Strain, 
Pressure, Force
Water Content, Pore-water Pressure, 
Water Flux, Total Head, Velocity
Water Content, Pore-water Pressure, 
Water Flux, Evaporation
 
Figure 5-12 Processing of Situation Refinement 
As shown in Figure 5-12, the first step of the processing of Situation Refinement is to 
configure the model. To begin with, the geometry is outlined and is partitioned into several 
regions on account of respective definitions. Secondly, the whole continuum is discretized 
into small pieces, each of which describes the behavior or actions of itself. Reconnecting all 
the pieces, the behavior of the continuum can represented. Afterwards, the constitutive 
model and the yield criterion are selected regarding the property of the research object and 
the purpose of the simulation. Hereby the crucial material parameters for the model are 
defined, i.e. density 𝜌 , unit weight 𝛾 , elastic modules 𝐸 , Poisson’s ratio 𝜈 , cohesion 𝑐 , 
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internal friction angle 𝜑, and functions of water content and hydraulic conductivity against 
pore-water pressure. What’s more, the definition of boundary conditions enables the 
imitation of the real driving force or loading conditions. Several types of boundaries can be 
selected, such as displacement, stress, flux, and total head, some of which can be set as 
functions of time or other variables. In GeoStudio, the analysis of the numerical model is 
categorized into eight modulus (seen from Figure 5-12) with regard to distinct situation and 
targets. All of the modulus are not limited for individual application, but can be parallel or 
hierarchical combined. For example, to simulate a rainfall-triggered landslide, the Seepage 
Modeling imitates the variations of water content and pore-water pressure along with the 
process of raining; the Stress-Deformation Modeling calculates the displacement and stress 
of the slope; the Stability Modeling assesses the stability of the slope to determine the factor 
of safety. In the next section, the processing of Situation Refinement is concretely explained 
through a numerical model simulating the influence of rainfall to a soil slope. 
5.4.2 Demonstration of Situation Refinement 
Rainfall infiltration and rapid drawdown are typical factors that lead to slope or 
embankment instability. In this section, a numerical model that simulates a homogeneous 
soil slope under the condition of intensive rainfall is performed. Since the classical soil 
mechanics has developed with the attention on saturated sands, dry sands, silts and clays, 
the behaviors of numerous unsaturated materials encountered in engineering practice do 
not adhere to those traditional principles (Fredlund & Rahardjo, 1993b). Therefore, the slope 
stability analysis under rainfall is processed using principles of unsaturated soil mechanics. 
To start with, some concepts and the shear strength criterion for unsaturated soil are briefly 
introduced. 
(1) Mechanism of Unsaturated Soil 
Unsaturated soil mechanics has been developed relatively slower than saturated soil 
mechanics until people have been realized that many geotechnical problems could be better 
analyzed with unsaturated soil behavior (Fredlund & Rahardjo, 1985, 1987). Examples are 
“problematic soils” like swelling clays, residual soils, and collapsing soils, as their negative 
pore-water pressures produce behavior that was difficult to test in the laboratory and 
predict. Besides, as one-third of the earth’s surface is comprised of arid and semi-arid 
regions, the groundwater table can be much lower than the ground surface and thus the 
soils used for construction are unsaturated (Fredlund & Rahardjo, 1993a). With time, the 
theory and measurements of unsaturated soil mechanics has been developed, one classic 
textbook about unsaturated soils is from Fredlund and Rahardjo (1993b). Here the relevant 
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theory associated with the flow of water as well as shear strength of slope stability in 
unsaturated zone is provided. 
① Flow Laws 
Both of the flows of saturated and unsaturated soils are described using Darcy’s Law, which 
postulates that the rate of water flow through a soil mass is proportional to the hydraulic 
head gradient (Darcy, 1856):  
 𝜐𝑤 = −𝑘𝑤
𝜕ℎ𝑤
𝜕𝑦
= −𝑘𝑤𝑖𝑤𝑦 Equation 5-28 
Where 𝜐𝑤 is the rate of water flow, 𝑘𝑤 is the permeability coefficient with respect to the 
water phase,  
𝜕ℎ𝑤
𝜕𝑦
 that is defined as 𝑖𝑤𝑦 is the hydraulic head gradient in the 𝑦 direction. The 
negative sign indicates that the water flows along with the direction of the decreasing 
hydraulic head. 
For a specific saturated soil, the permeability coefficient 𝑘𝑤  is relatively constant. 
Nevertheless, for unsaturated soils it is a variable highly related to the volumetric water 
content or the matric suction (Fredlund & Rahardjo, 1993b). The matric suction is defined as 
the difference between the air and water pressure (𝑢𝑎 − 𝑢𝑤), and the variation of the matric 
suction will affect the volume of water stored within the voids in the soil, which is known as 
the volumetric water content 𝜃𝑤. The Water Retention Curve (WRC) which describes the 
relationship between 𝜃𝑤 and (𝑢𝑎 − 𝑢𝑤) is a key material function to define the behavior of 
unsaturated soils, and a typical shape of Water Retention Curve (WRC) is shown in Figure 
5-13. WRC can be obtained from laboratory measurements or be estimated from predictive 
models when test results are limited (Aubertin et al., 2003; Fredlund & Xing, 1994; Van 
Genuchten, 1980). 
It is generally assumed that the water flows along a web of interconnected channels within 
the soil mass, and the increase of water content will result in a growth of the size and 
number of the channels, which will then lead to an improvement of the water-conducting 
ability of the soil. Thus when the soil is fully saturated, the hydraulic conductivity - which is 
known as coefficient of permeability 𝑘𝑤 - reaches its maximum value. On the contrary, as 
the water content decreases, the capacity of water conductivity of the soil gradually 
diminishes due to the reduction of continuous flowing channels within the soil (Ng & Shi, 
1998a). Since the volumetric water content 𝜃𝑤 is related to the matric suction (𝑢𝑎 − 𝑢𝑤), the 
coefficient of permeability 𝑘𝑤 can also be expressed as a function of (𝑢𝑎 − 𝑢𝑤), hereby the 
difficulty of measuring the unsaturated hydraulic conductivity has been overcome. Some 
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commonly used estimation methods are given by Fredlund and Xing (1994), Green and 
Corey (1971), and Van Genuchten (1980). A typical curve that indicates the correlation 
between 𝑘𝑤 and (𝑢𝑎 − 𝑢𝑤) is shown in Figure 5-14.  
 
Figure 5-13 Typical Water Retention Curve 
 
Figure 5-14 Water Coefficient of Permeability Versus Matric Suction 
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The variations of volumetric water content 𝜃𝑤 and the coefficient of permeability 𝑘𝑤 over 
matric suction are typical characteristics for infiltration analysis of unsaturated soils, thus 
they are essential parameters required for the simulation model. 
② Effective Stress and Shear Strength 
For saturated soils, the effective stress concept from Terzaghi (1936) has been experimentally 
validated and well accepted (Fredlund & Rahardjo, 1993b). As Terzaghi described, the total 
normal stress 𝜎 acting at any point of a section through a mass of soil consists of two parts, 
one of which is the pore-water pressure 𝑢𝑤 that acts equally intensive to every direction in 
the water and solid, and the other one is the effective normal stress 𝜎′ that controls the 
volume change and the shear strength characteristics for saturated soils. The expression of 
the effective normal stress is: 
 𝜎′ = 𝜎 − 𝑢𝑤 Equation 5-29 
However, as unsaturated soil behavior is more complex than saturated soil behavior, it is 
thus more difficult to reach a consensus regarding the description of the stress state. A. W. 
Bishop (1959) suggested a tentative expression for effective stress of unsaturated soils by 
extending the expression for saturated soils, which has gained widespread reference: 
 𝜎′ = (𝜎 − 𝑢𝑎) + 𝜒(𝑢𝑎 − 𝑢𝑤)  Equation 5-30 
Where 𝑢𝑎 is the pore-air pressure, 𝜒 is a parameter that is varied in the range of 0 and 1 
based on the degree of saturation of the soil and can be obtained experimentally.  
Hence the shear strength of an unsaturated soil using the Mohr-Coulomb failure criterion 
and Bishop’s effective stress concept for unsaturated soils is derived as: 
 𝜏 = 𝑐′ + [(𝜎 − 𝑢𝑎) + 𝜒(𝑢𝑎 − 𝑢𝑤)]𝑡𝑎𝑛𝜑
′ Equation 5-31 
In which 𝑐′ is the effective cohesion, 𝜑′ is the effective angle of internal friction. 
Besides, Fredlund and Rahardjo (1993b) have suggested an equation of shear strength for 
unsaturated soil which is by far widely adopted: 
 𝜏 = 𝑐′ + (𝜎 − 𝑢𝑎)𝑡𝑎𝑛𝜑
′ + (𝑢𝑎 − 𝑢𝑤)𝑡𝑎𝑛𝜑
𝑏 Equation 5-32 
Where 𝜑𝑏 is an angle indicating the rate of increase in shear strength concerning the matric 
suction. 
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The aforementioned shear strength methods are commonly used in commercial FEM 
software for calculations with regard to unsaturated issues. For instance, Plaxis has applied 
Bishop’s shear strength while GeoStudio has utilized Fredlund and Rahardjo’s method.  
(2) Numerical Modeling 
In this study, a simple scenario of a homogeneous slope has been simulated by the 
commercial geotechnical software GeoStudio 2012. The slope is designed with a height of 
10m and a slope of 0.5. To minimize the influences on the slope from boundaries, the slope 
mass has been extended respectively by 20m and 10m laterally and vertically, which is 
illustrated in Figure 5-15. The finite element mesh of the slope mass consists of 971 nodes 
and 902 Elements with the shapes of quadrats and triangles whose sizes are not larger than 
1 meter, and the initial ground water level is assumed to be about 4 meters below the 
ground surface indicating the leakage from the top of the mountain.  
 
Figure 5-15 Geometry and Numerical Mesh of the Slope 
The elastic-plastic material model and Mohr-Coulomb strength criterion are selected for this 
soil slope, and the parameters are given in Table 5-3 based on the empirical value of stiff 
clay with strong plastic properties in DIN1055-2:2010-117 and EAU 19908. 
                                                     
7 DIN represents “Deutsches Institut für Normung” (in English: the German Institute for Standardization), 
the DIN1055-2:2010-11 standard gives empirical values for soil properties that can be used for 
geotechnical construction. 
8  EAU stands for “Empfehlungen des Arbeitsausschusses ‘Ufereinfassungen’, Häfen und 
Wasserstraßen” (in English: Recommendations of the Committee for Waterfront Structures, Harbors 
and Waterways), the EAU 1990 provides empirical values for soil characteristics as a standardization 
for calculation and construction of waterfront structures. 
CHAPTER 5 DEMONSTRATION OF THE JDL MODEL FOR GEOHAZARDS EARLY WARNING
 
- 77 - 
 
Table 5-3 Soil Parameters of the Slope 
Description Symbol Unit Value 
Saturated Unit Weight 𝛾𝑟 kN/m3 19.5 
Elasticity E-Modulus E kPa 5000 
Effective Poisson's ratio 𝜈′ - 0.334 
Effective Cohesion 𝑐′ kPa 10 
Effective Internal Friction Angle 𝜑′ ° 17.5 
Considering the unsaturated properties, the hydraulic parameters of volumetric water 
content and coefficient of permeability are depicted in Figure 5-13 and Figure 5-14, and the 
detailed data are included in Appendix A. Besides, as the Equation 5-32 from Fredlund and 
Rahardjo (1993b) is used in GeoStudio 2012, the value of 𝜑𝑏 is defined as 15° based on a few 
examples offered by the software. 
The boundary conditions are illustrated in Figure 5-16Error! Reference source not found.. 
To simulate a scenario of a one-day rainstorm with the precipitation of 267mm referring to 
Ng and Shi (1998a), the perpendicular intensities of 267mm/day and 239mm/day are 
respectively defined on the crest and the slope. The toe surface is set as a zero pressure 
boundary considering the surface runoff under heavy rain caused by incomplete infiltration. 
A restraint of horizontal displacements is implemented at the left and right boundaries of 
the model, while both horizontal and vertical displacement restraints are applied on the 
base. The aforementioned three boundaries are simplified as impervious boundaries, as the 
water distribution surrounding the sliding surface is barely influenced by the seepage at the 
side and bottom of the model. 
  
Figure 5-16 Boundary Conditions of the Slope (0-24h) 
 
5.4 Situation Refinement
 
- 78 - 
 
 In the analysis, the infiltration and deformation are modeled by using the SEEP/W 
Transient Module (Seepage Modeling) and SIGMA/M Volume Change Module 
(Stress/Deformation Modeling) separately in GeoStudio 2012. The pore-water condition that 
changes over incremental time step in SEEP/W is imported into the SIGMA/W module; in 
other words, the calculation of deformation in SIGMA/W is based on the stress 
redistribution caused by infiltration and seepage from SEEP/W. This approach can be found 
in the example “Heave due to infiltration” in support files from GEO-SLOPE International 
Ltd. and has been applied by Cascini et al. (2010). What’s more, the SLOPE/W Equilibrium 
Module (Stability Modeling) is combined with the other two modules to assess the stability 
of the slope, and the result is provided in the form of safety factor. The calculation is divided 
into 24 equivalent time steps representing 24 hours in all modules, and the results are 
recorded at the end of each hour of the day.  
(3) Influence of Precipitation on Slope Stability 
Essentially, the precipitation causes more soil moisture, from which the weight of the slope 
mass will rise. On the other hand, with the continuity of the precipitation, the water table 
rises and more areas within the slope mass are immersed, thus the effective weight of the 
submerged slope mass will reduce. As can be seen in Figure 5-17, after precipitation, the 
unit weight within the slope mass above the water table increases up to the saturated unit 
weight 𝛾𝑟, while below the water table it reduces to the submerged unit weight 𝛾
′. As a 
result, the upper slope mass (light blue zone in Figure 5-17) becomes heavier due to the 
increasing of soil moisture; conversely, the effective weight of the lower slope mass (blue 
zone in Figure 5-17) tends to be lighter because of the buoyancy effect of water. In General, 
the new submerged area appears mainly in the lower part of the slope, whereas the region 
that tends to be saturated is principally more located at the upper zone. The added weight 
at the crest results in a larger driving force, whereas the reduced effective weight at the toe 
generates a smaller resisting force. 
γ' γ' 
γ γr γ γr 
(a) (b)
Initial Status After Precipitation
 
Figure 5-17 Water Table Before (a) and After Precipitation (b) 
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In addition to the weight, the change of the matric suction also influences the stability of the 
slope. As shown in Figure 5-13, the matric suction reduces with the increasing of volumetric 
water content. Rain infiltration leads to an increasing of the volumetric water content within 
the slope, in the meantime a decreasing of the matric suction. With the gradual increasing of 
saturation of the soil, the matric suction progressively reduces to zero; particularly, when 
the soil is below the water table, the pore-water pressure becomes positive and thus the 
effective stress 𝜎′ (Equation 5-30) becomes smaller. 
According to unsaturated soil mechanics theory, the strength of a soil slope is determined 
by three components: cohesion, frictional strength and suction strength. Based on A. W. 
Bishop (1959)’s effective stress expression for unsaturated soils (Equation 5-30), the formula 
of safety factor of the slope can be expressed as: 
 𝐹𝑠 =
𝑐′ + [(𝜎 − 𝑢𝑎) + 𝜒(𝑢𝑎 − 𝑢𝑤)]𝑡𝑎𝑛𝜑
′
𝜏𝑒𝑞
 Equation 5-33 
Where 𝜏𝑒𝑞 is the shear stress required for equilibrium. 
Generally, the cohesion of soils decreases when they are wetted for a large amount of clay 
(Kemper & Rosenau, 1984). However, in this case, since the volumetric water content within 
the soil slope didn’t vary much from the precipitation, it is not considered as a chief reason 
responsible for the destabilization. Besides, the rising of the water table within the slope 
mass causes a weight change that generates a decreasing 𝜎 and an increasing 𝜏𝑒𝑞, which is 
detrimental to the safety of the slope. Furthermore, as the pore-water pressure 𝑢𝑤 changes 
from negative to positive along with the rising of the water table, the value of 𝐹𝑠 drops, 
herein the slope tends to be more instable. 
It is worth noting that, as the behavior of the suction of the soil within the slope is hard to 
acquire and to deduce, a conservative factor of safety without the consideration of the 
matric suction is usually applied for geotechnical slope stability analysis. In that case, the 
slope stability analysis under the condition of precipitation is conducted only based on the 
variation of weight in the slope mass. Nevertheless, as the calculated 𝐹𝑠 is permanently not 
less than the real factor safety of the slope, the reliability of the result can be assured. 
(4) Result and Discussion 
Figure 5-18 presents the contours of volumetric water content in every four hours (from top-
left to bottom-right). Overall, the groundwater level has risen over time due to the 
infiltration, and the seepage has occurred on the surface of the lower slope. The volumetric 
water content has not varied below the groundwater level, whereas above the water table it 
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has continuously increased over time. The minimum value has grown from 32.989% at hour 
1 to 41.182% at hour 24 at the top. Figure 5-19 shows the variation of volumetric water 
content at the crest of the slope over time. The volumetric water content has monotonously 
increased from 33.015% to 41.441%. 
 
Figure 5-18 Contours of Volumetric Water Content at Different Time Steps 
On the other hand, the change of displacement has been shown in Figure 5-20Error! 
Reference source not found.. The displacements in the whole slope area have increased 
over time. From the results of absolute value that do not consider symbol, the biggest 
displacement at hour 1 was just 0.015999m, but it has reached to 0.050134 until hour 24. 
Besides, the contours show that the strain has been constantly enlarged particularly inside 
the slope over time. With regard to surface points, Figure 5-21 provides the respective 
displacements of the 20 nodes in the vertical direction on the top and bottom surfaces of the 
slope at hours 4, 8, 12, 16, 20, and 24. As we can see, the left half section on the top surface 
has subsided while the right half section has risen; among all the points on the surface, the 
rightmost node shows a vertical uplift from 0.0144383m at hour 4 to 0.0257905m at hour 24. 
With respect to the bottom, the surface has been unevenly uplifted; the vertical 
displacement at the leftmost point varies from 0.0303161m to 0.0393523m. 
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Figure 5-19 Volumetric Water Content Over Time at the Crest 
 
Figure 5-20 Absolute Value of Displacement at Different Time Steps 
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Figure 5-21 Y-Displacement Variations at the Top (Left) and Bottom Surfaces (Right) 
The limit equilibrium method for slope stability analysis is adopted to obtain the factor of 
safety (Fs) of the slope based on the results of numerical seepage analysis. Examples can be 
found in Cascini et al. (2010), Cascini et al. (2013), Wilkinson et al. (2002), and Ng and Shi 
(1998b). In this study, the stability analysis is performed through the Morgenstern – Price 
method. Figure 5-22 shows that Fs of the soil slope have monotonously decreased from 1.21 
to 1.09 over time. 
 
Figure 5-22 Morgenstern-Price Factor of Safety Over Time (0-24h) 
Section 5.4.2 is a numerical simulation about the influence of intensive rainfall on the 
stability of a soil slope. In reality, the processing of Situation Refinement performs no 
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difference to this simulation. The result of the analysis will be compared with the 
measurements regarding volumetric water content, displacement, and pore-water pressure, 
through which an adjustment of the numerical model can be made, so that its reliability will 
be sustained. The aim of this processing is to obtain the situation of the observed object 
under the environmental context, and the simulation of the object should always be 
consistent with the reality. This processing is also a preparation for the Threat Refinement, 
in which the forecast of the geohazards is conducted. 
5.5 Threat Refinement 
The processing of Threat Refinement focuses on the consequence prediction in order to 
understand the threats and risks. For military applications, this processing involves the 
prognosis of what the rivals will do, where they will be, what their purposes are, and what 
the consequences would be (D. L. Hall & McMullen, 2004). Whereas for non-military 
applications like early warning of geohazards, this level fusion attempts to predict the time 
when the hazard occurs, how the failure develops and how it affects the safety of human 
lives and property. Two methods of prediction are introduced here depending on their valid 
time and urgency. 
5.5.1 Short-term and Extreme Condition Prediction  
In the Situation Refinement, we aim to establish a numerical model that can represent the 
situation in reality via appropriate simplifications and assumptions. Based on the new 
retrieved information from Object Refinement, this model is dynamically updated with 
time in order to obtain the most approximate simulation of the real situation, which means, 
the numerical model is reliable in recent time and thus can be applied into short-term 
prediction of geohazards. 
Likewise, the same slope in Situation Refinement is used here to demonstrate the feasibility 
of this short-term prediction method. A heavy rainfall with intensity of 534mm/d has been 
assumed to occur at the end of the 24th hour for one day. Considering the previous 
infiltration and the high intensity of rainfall, both the toe and slope surfaces were set as zero 
pressure boundaries representing the surface runoff caused by incomplete infiltration 
(Figure 5-23). 
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Figure 5-23 Boundary Conditions of the Slope (24-26h) 
The factor of safety (Fs) of the slope was calculated by the SLOPE/W module. Figure 5-24 
shows the variation of the Fs over time. We can see that Fs has been reduced along with the 
continuum of rainfall, and until 25h30m it has decreased to 1, which means the slope has 
reached the limit equilibrium status and would probably fail at any future time. The 
prediction should be sent to the Human/Computer Interface, and the early warning should 
be alarmed in advance. 
 
Figure 5-24 Morgenstern-Price Factor of Safety Over Time (24-26h) 
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However, as the numerical model will be successively updated according to the recent 
retrieved information from Object Refinement, it is not precise to apply a long-term 
prediction on a temporary model. Therefore, another predicting method is brought below. 
5.5.2 Long-term Prediction 
Numerical simulation is a main method to conduct short-term prediction for geohazards, 
but due to its dynamic updates it is not appropriate for long-term prediction. For the safety 
status of the observing target over a long period of time, statistical methods are more 
applicable, such as the method of time series. 
A time series is a collection of data points that are measured chronologically with uniform 
time intervals (Tsay, 2000). Time series are used in many areas of engineering, science, 
sociology, and economics (Peter J. Brockwell & Davis, 2002). A time series analysis consists 
of methods to analyze data from a time series and extract information and characteristics, in 
order to better understand the data or forecast the future tendency. Among the models used 
for time series analysis, ARIMA (AutoRegressive Integrated Moving Average) model (G. E. 
P. Box et al., 2013) proposed by Box and Jenkins in 1970s has been widely used in many 
fields like economics and engineering. 
Main Concepts of Time Series and ARIMA Model 
Time series can be divided into stationary series and non-stationary series. According to the 
strict definition of stationary series, a stationary stochastic process is one whose statistical 
properties (expectations, variances, skewness and higher order of moment) do not change 
over time. It means with given 𝑡1, 𝑡2 … 𝑡𝑚, the joint statistical distribution of  𝑥𝑡1 , 𝑥𝑡2 … 𝑥𝑡𝑚 is 
the same as the joint statistical distribution of  𝑥𝑡1+𝑟 , 𝑥𝑡2+𝑟 … 𝑥𝑡𝑚+𝑟 , where m is a positive 
integer and 𝑟 is an integer: 
 𝐹𝑋(𝑥𝑡1 , 𝑥𝑡2 … 𝑥𝑡𝑚) = 𝐹𝑋(𝑥𝑡1+𝑟 , 𝑥𝑡2+𝑟 … 𝑥𝑡𝑚+𝑟) Equation 5-34 
∀𝑚 ∈ ℕ∗, ∀𝑟 ∈ ℕ 
As this definition is too strict, a weak definition is practically applied. Weak stationarity 
means that the mean and the variance of a stochastic series are constant with respect to time, 
and the autocovariance 𝛾(𝑡, 𝑠) between 𝑥𝑡 and 𝑥𝑠 only depend on the lag (Nason, 2006): 
 𝐸(𝑥𝑡) = 𝜇 = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡, ∀𝑡 ∈ ℕ Equation 5-35 
 𝑣𝑎𝑟(𝑥𝑡) = 𝜎
2 = 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡, ∀𝑡 ∈ ℕ Equation 5-36 
 𝛾(𝑡, 𝑠) = 𝛾(𝑘, 𝑘 + 𝑠 − 𝑡), ∀𝑡, 𝑠, 𝑘 ∈ ℕ Equation 5-37 
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To model a stationary time series, the ARMA (AutoRegressive Moving Average) model is 
extensively used. The 𝐴𝑅𝑀𝐴(𝑝, 𝑞) model is a combination of an AR (AutoRegressive) model 
and a MA (Moving Average) model, and it is defined as: 
 𝑦𝑡 = 𝑐 + 𝜑1𝑦𝑡−1 + ⋯ + 𝜑𝑝𝑦𝑡−𝑝 + 𝜀𝑡 + 𝜃1𝜀𝑡−1 + ⋯ + 𝜃𝑞𝜀𝑡−𝑞 Equation 5-38 
Where the conditional mean of  𝑦𝑡  is expressed as a function of both past observations 
𝑦𝑡−1, 𝑦𝑡−2, … 𝑦𝑡−𝑝  and past innovations 𝜀𝑡−1, 𝜀𝑡−2, … 𝜀𝑡−𝑞 . Besides, c is a constant, 𝜀𝑡  is an 
uncorrelated innovation process with mean zero, non-negative integers 𝑝 and 𝑞 refer to the 
order of the autoregressive, and moving average, 𝜑1, 𝜑2, … 𝜑𝑝, 𝜃1, 𝜃2, … 𝜃𝑞 are parameters. 
If a time series does not have the properties that are listed above, it is denoted as a non-
stationary series and processed by ARIMA (AutoRegressive Integrated Moving Average) 
model, which is generalized from ARMA model. Non-stationarity can be removed by a 
differencing step; after a specific number of differences, the time series turns to be stationary 
and then can be applied to ARMA model. 
The 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝐷, 𝑞) model is defined as: 
 ∆𝐷𝑦𝑡 = 𝑐 + 𝜑1∆
𝐷𝑦𝑡−1 + ⋯ + 𝜑𝑝∆
𝐷𝑦𝑡−𝑝 + 𝜀𝑡 + 𝜃1∆
𝐷𝜀𝑡−1 + ⋯ + 𝜃𝑞∆
𝐷𝜀𝑡−𝑞 Equation 5-39 
Where ∆𝐷 refers to the order of difference, and the other parameters are defined the same as 
in ARMA model. 
Typically, a seasonal 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝐷, 𝑞) model (G. E. P. Box et al., 2013) can be expressed as: 
 𝜑(𝐿)(1 − 𝐿)𝐷𝜙(𝐿)(1 − 𝐿𝑠)𝐷𝑠𝑦𝑡 = 𝑐 + 𝜃(𝐿)𝛩(𝐿)𝜀𝑡 Equation 5-40 
Where 𝐷  and 𝐷𝑠  are degrees of nonseasonal and seasonal integration, and 𝐿  is the lag 
operator that is defined as: 
 𝐿𝑖𝑦𝑡 = 𝑦𝑡−𝑖 Equation 5-41 
𝜑(𝐿), 𝜃(𝐿), Φ(𝐿), and Θ(𝐿) are respectively 
𝜑(𝐿) = 1 − 𝜑1𝐿 − 𝜑2𝐿
2 − ⋯ − 𝜑𝑝𝐿
𝑝, which is a p-degree autoregressive polynomial 
𝜃(𝐿) = 1 + 𝜃1𝐿 + 𝜃2𝐿
2 + ⋯ + 𝜃𝑞𝐿
𝑞, which is a q-degree moving average polynomial 
𝜙(𝐿) = 1 − 𝜙𝑝1𝐿
𝑝1 − 𝜙𝑝2𝐿
𝑝2 − ⋯ − 𝜙𝑝𝑠𝐿
𝑝𝑠 , which is a p-degree seasonal autoregressive 
polynomial 
𝛩(𝐿) = 1 + 𝛩𝑞1𝐿
𝑞1 + 𝛩𝑞2𝐿
𝑞2 + ⋯ + 𝛩𝑞𝑠𝐿
𝑞𝑠 , which is a q-degree seasonal moving average 
polynomial 
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For specific events, there are also several extended models based on ARIMA. For instance, 
ARCH (AutoRegressive Conditional Heteroskedastic) model (Engle, 1982) and GARCH 
(Generalized AutoRegressive Conditional Heteroskedastic) model (Bollerslev, 1986) are 
used for those time series whose residuals are not white noise but show heteroskedasticity. 
In this study, we implement ARIMA model to demonstrate the feasibility of statistical 
methods to conduct long-term prediction for geohazards. 
Processing of ARIMA Model 
Figure 5-25 illustrates the Flowchart of ARIMA model based on the Box-Jenkins method ((G. 
E. P. Box et al., 2013)). First of all, the time series data should pass the stationary and 
seasonal test, a non-stationary or seasonal series should be differenced or seasonal 
differenced until a stationary array is established. After verifying the stationary time series 
is not a white noise which is uncorrelated and homoscedastic, we could identify a 
hypothetical probability model to represent the data on the basis of the results of ACF 
(AutoCorrelation Function) and PACF (Partial AutoCorrelation Function) of the data 
sample. Furthermore, the parameters in the model are being estimated according to statistic 
methods like maximum likelihood and least squares. We then conduct a diagnostic checking 
to assess the model adequacy, and confirm the optimized one to present the data from all 
candidate models. Finally, we use this model to forecast the future trend. Concretely, the 
processing can be described in following seven steps: 
Stop
Difference
N
Y
Y
Forecasting
N
N
Y
Observing Time Series
Stationary and 
Seasonal Test
Model 
Identification
Model 
Estimation
White Noise 
Test
Diagnostic 
Checking
Model 
Optimization
 
Figure 5-25 ARIMA Process Model 
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(1) Stationary and Seasonal Test 
When we start to analyze a time series, the first step we should do is to check its stationarity. 
The easiest way to assess the data is to plot a run chart and check whether the data undulate 
around a specific constant within a bounded range. Besides the intuitive verification, we can 
also make use of many methods like the autocorrelation, spectral density functions (G. E. P. 
Box et al., 2013) and unit root test ("Matlab Documentation: Unit Root Tests,"). If the series is 
proved to be non-stationary or seasonal, it should be successively differenced or seasonal 
differenced until it shows stationarity. 
(2) White Noise Test  
To avoid worthless work, we should confirm the time series is not a sequence of 
independently identical distributed random variables. Therefore, we conduct white noise 
test aiming to check the randomness of the data in the series. Box–Pierce test (George E. P. 
Box & Pierce, 1970; Y. Wang, 2008) and Ljung-Box test (Ljung & Box, 1978; Y. Wang, 2008) 
are commonly used white noise test methods. Only until the data are verified to be 
correlated shall we start to identify the order of the model. 
(3) Model Identification 
To identify the ARMA model, we have to know the order at first. There are different ways 
to confirm the autoregressive order 𝑝 and moving-average order 𝑞. One way is the plotting 
of ACF (AutoCorrelation Function) and PACF (Patial AutoCorrlation Function), the other 
way could be the use of AICC (P. J. Brockwell & Davis, 2009) which is a modified version of 
Akaike’s AIC (Akaike Information Criterion). 
Take the method of ACF and PACF for instance, a table that presents below will help us to 
identify the order of the model (Table 5-4). For an autoregressive process, the sample ACF 
decays gradually, but the sample PACF cuts off after a few lags. Conversely, for a moving 
average process, the sample ACF cuts off after a few lags, but the sample PACF decays 
gradually. If both the ACF and PACF decay gradually, the model is considered as an ARMA 
model. 
Table 5-4 Decay in ACF and PACF of Distinct Models 
Model ACF PACF 
AR(p) Decay Gradually Cut Off After p Lags 
MA(q) Cut Off After q Lags Decay Gradually 
ARMA(p,q) Decay Gradually Decay Gradually 
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(4) Model Estimation 
Knowing of the orders of 𝑝 and 𝑞  has led us to a tentative formulation for the model 
𝐴𝑅𝑀𝐴(𝑝, 𝑞); we then need to derive the estimates of the parameters. The functions of 
moment, maximum likelihood (ML) and least squares (LS) are common methods that are 
being used to obtain the estimates. Generally, the moment function is effective for a coarse 
estimation, and the result can be used as an initial value in the estimation of ML or LS (Y. 
Wang, 2008). 
(5) Diagnostic Checking 
After the parameters have been estimated, diagnostic checks will be applied to the fitted 
model. By comparing the observed values with corresponding predicted values, we get a 
series of residuals. When the series of residuals is proved to be a white noise from a fixed 
distribution with a constant mean and variance, we confirm that the fitted model is 
appropriate. If the assumption is not satisfied, we need to fit a more appropriate model and 
should go back to the model identification step. Typical statistical methods are LB (Ljung-
Box) test and DW (Durbin Waston) test (Y. Wang, 2008).  
(6) Model Optimization 
The fitted model with identified p and q is not always the only one that can pass the 
goodness-of-fit check; with different orders of AR and MA, the fitted 𝐴𝑅𝑀𝐴(𝑝, 𝑞) models are 
all valid. To find the optimized model, we can make use of Akaike information criterion 
(AIC) or Bayesian information criterion (BIC) (Burnham & Anderson, 2004), and pick the 
corresponding model with the smallest AIC and BIC value. 
(7) Forecasting 
After all the steps above, we consider the optimized model as a model that fits the actual 
data, bearing in mind that estimations errors of the parameters will not affect the forecasts 
seriously. The minimum-mean-square-error linear prediction is a commonly used method 
(Pollock); besides, there are some other time-honored methods for forecasting like 
exponential smoothing and the hot-winters method (Pollock). 
Use of ARIMA Model for Geohazard Prediction 
To illustrate the method of long-term prediction using for geohazards, we have simulated a 
series of synthetic data presenting the factor of safety of a slope every single day for 10 years, 
which can be inquired in Appendix B. The ARIMA model is adopted here. The data are 
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plotted in Figure 5-26, which shows an apparent unstationality. As the rainfall cycle is 
deeply related to the safety factor of a slope, the 365-degree seasonality is applied in the 
model. After the seasonal difference and one-term difference, stationarity of the time series 
is achieved, which is plotted in Figure 5-27.  
 
Figure 5-26 Synthetic Data Plots of Slope Safety Factor Over Time 
 
Figure 5-27 Stationary Time Series Plots After Difference 
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Figure 5-28 ACF and PACF of Differenced Stationary Series 
The series is then verified to be a non-white noise and the results of ACF and PACF (Figure 
5-28) can be used to identify the model. To identify the best lags, all the combinations of 
𝑝 = 1,2, … ,5  and 𝑞 = 1,2, … ,5  are individually applied and the best fit is verified using 
Bayesian information criterion (BIC). The BIC values of the 25 models are: 
      ans = 
                   1.0e+04 * 
-3.3411   -3.3404   -3.3399   -3.3391   -3.3384 
-3.3405   -3.3397   -3.3391   -3.3384   -3.3376 
-3.3398   -3.3391   -3.3383   -3.3381   -3.3367 
-3.3391   -3.3377   -3.3375   -3.3378   -3.3359 
-3.3383   -3.3375   -3.3345   -3.3369   -3.3361 
Where the smallest number (in red) that located in row 1 and column 1 indicates the best fit 
combination of 𝑝 and 𝑞. 
Therefore, the 𝐴𝑅𝐼𝑀𝐴(1,1,1) with a seasonal degree of 365 is established to estimate the time 
series. The process of estimation is conducted in Matlab R2013b using the Estimate function 
in econometrics toolbox. The result is shown below. 
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Table 5-5 Estimation of the ARIMA(1,1,1) Model 
Parameter Value Standard Error t Statistic 
Constant 0.000000 Fixed Fixed 
AR(1) 0.537561 0.009071 59.262800 
MA(1) 0.301577 0.010200 29.565500 
Variance 0.000001 Fixed Fixed 
Hereby, the fitted model is: 
 (1 − 0.537561𝐿)(1 − 𝐿)1(1 − 𝐿365)𝑦𝑡 = (1 + 0.301577𝐿)𝜀𝑡 Equation 5-42 
where 𝜀𝑡 is an normally distributed series with mean 0 and variance 0.000001. 
The residual of the fitted model is then applied by Ljung-Box Q-test to check the goodness 
of the model. Ljung-Box Q-test is a statistical autocorrelation test with the null hypothesis of 
no autocorrelation (G. E. P. Box et al., 2013). The result returns a number of 0, which 
indicates that there is not enough evidence to reject the null hypothesis, which means, the 
residual is considered to be not autocorrelated, and the model has extracted all the useful 
information from the data, thus the fitted model can represent the series. 
Finally, the fitted model is used to forecast the safety factor of the slope in the next 30 days. 
Using the Forecast function in econometrics toolbox of Matlab 2013b, the result is presented 
in Figure 5-29. It can be seen that in the next 30 days, the factor of safety will fluctuatedly 
decrease, the value will be within the scope of [1.38 1.43] on the 30th day under a 95% 
confidence interval. This ARIMA model is going to be updated after every new value being 
added to the series. 
It should be noted that the long-term prediction using statistical methods can only be 
applied as a reference for the trend over a long period of time. To predict geohazards in 
short-term especially when the situation is already close to the limit equilibrium status, the 
numerical simulation should be utilized instead. In addition, for extreme conditions like 
torrential rain or earthquake that do not occur regularly or periodically, since we are not 
able to extract this related information from statistical data, the numerical simulation 
considering the radical conditions can be executed parallel to the statistical method as a 
supplement means for geohazards prediction. 
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Figure 5-29 30-day Forecast of Safety Factor From ARIMA Model 
5.6 Other Functions 
The result from Threat Refinement is conveyed to the Level 4 Processing (Process 
Refinement), after optimization it will be shown in Human/Computer Interface. Besides, 
the Database Management function is a key element in the Data Fusion Domain as a data 
center. All the three functions are briefly described below. 
5.6.1 Process Refinement 
This level of processing is considered as a meta-process that intends to optimize the 
performance of the ongoing data fusion by means of concerning other processes. Concretely, 
four main functions are included in this processing. Firstly, this level of processing monitors 
the performance of the data fusion to assure it provides the information about real-time 
control and long-term performance. Secondly, it determines which information is needed 
for the optimization of the fusion. Thirdly, it collects relevant information by requiring 
specific source (i.e. specific sensor or sensor type). Lastly, it assigns the sources to 
accomplish the goals (D. L. Hall & Garga, 1999; D. L. Hall & Llinas, 1997). The functions is 
located only partly inside the fusion domain as a deliberate arrangement; because the needs 
for fusion system and the operation may be conflicting, the processing of a human decision 
maker is needed to resolve the problem (D. L. Hall & McMullen, 2004). With regard to the 
5.6 Other Functions
 
- 94 - 
 
adapted JDL model for geohazards early warning system, the Process Refinement performs 
exactly the four functions mentioned before. Besides, the functions of sensor tasking and 
observation scheduling are established based on the prediction conducted in Threat 
Refinement; the Measures of Performance (MOP) and Measures of Effectiveness (MOE) 
should be developed to characterize how good the data fusion system has been performed 
and then be contributed to optimize the performance in future. 
5.6.2 Database Management 
This function manages large amounts of data of the data fusion system and is a key element 
of the data fusion system. It offers access to, and management of databases, including data 
retrieval and storage, data mining, archiving, compression, relational queries, and data 
protection (D. L. Hall & Garga, 1999; D. L. Hall & Llinas, 1997). The types of data include 
sensor data, model parameters, preceded knowledge and other external database 
information, human input, environmental data, situation and threat database, performance 
data and so on. Many commercial or open-source products such as ORACLE, ADABAS, DB2 
and Cacti can be implemented and adopted for a fusion system. D. L. Hall and McMullen 
(2004) have summarized general database characteristics and requirements for fusion 
systems, Connolly and Begg (2014) and Coronel and Morris (2014) have given general 
information on database design and implementation. In this study further information is not 
provided since it is beyond the scope of this work. 
5.6.3 Human/Computer Interface 
Human/Computer Interface (HCI) offers functions of which the results of data fusion are 
conveyed to a human operator, and the methods of how the operator controls and guides 
the fusion inference. Unlike ordinary computer program, the HCI involves both 
perspectives of user-driven and data-driven operations simultaneously (D. L. Hall & 
McMullen, 2004). Specifically, an operator intends to command a fusion system to retrieve 
data, conduct computations and so on; in the meantime, the data are received from sensors 
and are automatically processed and presented to the user. By far, many existing HCIs for 
data fusion systems are supported by Geographical Information System (GIS) (D. L. Hall & 
McMullen, 2004; Bovenga et al., 2007; Steele et al., 1999). For the adapted JDL geohazards 
early warning model, the HCI should cover the functions of data presenting, information 
inquiry, displays controlling, predictions display and other relevant functions. Likewise, a 
deeper description will not be given here due to its irrelevance to the main study. 
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The scheme of the adapted JDL data fusion process model for geohazards early warning as 
well as its corresponding methodology has been provided in Sections 5.1 to Section 5.6. To 
present a concrete usage of this model, two specific scenarios are provided with specific 
processing flowcharts, which are respectively introduced in in Section 5.7 and Section 5.8. 
5.7 Scenario A: Tunneling-caused Land Subsidence 
Both natural and human-induced reasons can cause land subsidence. Take tunneling of 
underground infrastructure for example, the excavation may lead to cracking of 
underground utility lines and damage of adjacent infrastructures. Based on the experience 
obtained from the subsidence monitoring at a tunneling construction site in Shanghai, the 
processing flowchart for the early warning of tunneling-caused land subsidence is given in 
this study shown in Figure 5-30. When mapping the flowchart to the adapted JDL process 
model, the centered vertical series correspond to the main functions of the JDL model, and 
the brightness indicates the sequence of the processing. The data from Data Source namely 
Sensed Data are imported to Data Fusion Domain, and then be successively processed 
through Format Conversion & Outliers Filtering (level 0), Ground Subsidence (level 1),  
Modeling (level 2), and Situation Prediction (level 3). Among all the processing in Data 
Fusion Domain, the green colored Ground Properties and Further Construction Condition 
are from the Database Management, and the blue lines represent the performance of the 
Process Refinement. Specifically, the two blocks of Stability Analysis are outlined by blue 
color, which means the functions are not entirely automatic but partially influenced by the 
human decision makers. At last, the result from the fusion domain is sent to Early Warning 
(Human/Computer Interface) where all the data are prepared and a decision can be made. A 
concrete description is given below. 
The tilt sensors and displacement sensors are deployed on the ground where the 
underground excavation takes place. Not only should the direction be along with the 
tunneling path, but also the perpendicular orientation be considered for surveillance. The 
principle of the deployment is to assure a comprehensive view of settlement on the ground 
around the excavating center. The wireless sensor network can be used as an efficient tool to 
measure the aforementioned data in an adjustable time interval. The real-time sensed data 
retrieved from the wireless monitoring system are imported to the Data Fusion Domain 
and are processed there.  
First of all, the format of the sensed data is converted to values of interest in SI or SI derived 
units. Outliers like incomplete values and unrealistic values are then removed for the 
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purpose of a more accurate assessment. This step corresponds to the Pre-Processing in the 
adapted JDL process model. 
 
Figure 5-30 Processing Flowchart for Early Warning of Tunneling-caused Land Subsidence in the 
Frame of JDL Process Model. The gradually reinforced red colors indicate the processing from Data 
Source to Pre-Processing, Object Refinement, Situation Refinement, Threat Refinement, and 
Human/Computer Interface; the green boxes stand for the Database; the blue arrows and boxes 
present the Process Refinement. 
Afterwards, the pre-processed data are substituted into algorithms that can deduce the 
value of ground subsidence. As described in Section 5.3.3, the normal vectors of the sensor 
can be obtained using the given algorithms; taking the process of gradual ground 
subsidence caused by tunneling (Figure 3-9) into account, the absolute vertical settlements 
over time can be calculated according to the variations of the tilt angle over time. Hence, a 
smooth subsidence map within a certain range around the excavating center can be 
achieved through the difference of adjacent vertical displacements. As is shown in Figure 5-
30, the target of level 1 (Object Refinement) is to deduce the value of ground subsidence, 
which is going to be applied to the numerical modeling in the next step. 
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In level 2 (Situation Refinement), a numerical model is preliminarily established based on 
the ground properties, following the modeling process introduced in Section 5.4.1. Even 
though the numerical model simplifies the reality and obtains approximation of the exact 
solution, a qualified model should perform in accordance with the measurements over time. 
When the geometry of the surface is determined, the initial subsidence can be considered as 
zero. Then the subsequent measurements are compared with the simulation and then 
applied to adjust and update the model. The updating frequency depends on both the 
modeling rate and the discrepancy. Specifically, as the simulation consumes time, to ensure 
that the processing works practical, the updating time interval should be at least longer than 
the time needed for one time modeling. Besides, the discrepancy occurs over time after the 
latest adjustment of the model; the faster the discrepancy varies, the more urgent update it 
needs. Hereby the determination of the updating frequency refers to the increasing rate of 
the discrepancy: once the threshold is surpassed, the higher updating frequency is taken. At 
the end of this processing, a stability analysis is conducted. With respect to the scenario of 
tunneling-caused land subsidence, the settlement value is a common criterion to assess the 
safety of the tunneling, the relevant research has been provided in Section 3.3.1. In addition, 
a safety factor obtained from the use of shear strength reduction method in the numerical 
model can also be applied as an assessment criterion indicating the level of the stability. 
When the settlement reaches the maximum tolerable value, or the safety factor is below 1, 
an early warning should be immediately announced without further operations. If the 
situation is still stable, the early warning system will continue to predict the future situation. 
The prediction of the situation and its stability is the main task in level 3 (Threat 
Refinement). Since the progress of excavation is scheduled and can be controlled, a prior 
simulation is feasible when inputting the further construction operations into the numerical 
model, which will perform how the deformation is when the expected excavation takes 
place. 
Afterwards, a stability analysis is executed: if the prediction shows that the situation will 
become unstable, this information will be sent to the early warning processing and an 
adjustment of the construction progress is made to avoid the crisis; on the other hand, if the 
stability is still ascertained, a new cycle of early warning processing is triggered. 
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5.8 Scenario B: Rainfall-triggered Landslide 
Intensive rainfall is a typical trigger for slope instability. The processing of early warning for 
rainfall-triggered landslide is slightly distinguished from that for land subsidence, and the 
flowchart is illustrated in Figure 5-31. Like Scenario A, when mapping the flowchart to the 
adapted JDL process model, the blocks in a vertical series of red are the main functions of 
the JDL model, and the sequence of the processing can be recognized by the gradual 
brightness. The data from Sensed Data (Data Source) are sent to Data Fusion Domain, and 
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Figure 5-31 Processing Flowchart for Early Warning of Rainfall-triggered Landslide in the Frame of 
JDL Process Model. The gradually reinforced red colors indicate the processing from Data Source to 
Pre-Processing, Object Refinement, Situation Refinement, Threat Refinement, and 
Human/Computer Interface; the green boxes stand for the Database; the blue arrows and boxes 
present the Process Refinement. 
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then be successively processed through level 0 to level 3. Inside Data Fusion Domain, the 
green colored Slope Properties, Rain Forecast and Cumulated Safety Factors are from the 
Database Management, and the blue lines represent the performance of the Process 
Refinement. Especially, the two blocks of Stability Analysis outlined by blue color indicate 
that these functions are not entirely automatic but partially influenced by the human 
decision makers. Finally, the result from the fusion domain is sent to Early Warning 
(Human/Computer Interface) and a decision based on the fusion analysis will be made. A 
detailed description of the flowchart is presented below: 
Likewise, the wireless sensor network can be applied to measure the data in need due to its 
efficiency and flexibility. Many types of sensors are implemented based on the property of 
the slope. For a slope that may fail from intensive rainfall, the amount of rainfall and the 
underground water level are primarily required. Besides, the real-time volumetric water 
content and deformation are also needed in order to understand the behavior of the slope 
and then be able to model it. Thus common sensors demanded for this scenario are rain 
gauges, piezometers, soil moisture sensors, and deformation sensors like tilt sensors and 
fiber optical sensors. These sensors are deployed on the surface or underground according 
to their respective usages. For instance, the rain gauges and tilt sensors are located on the 
surface of the slope, while the piezometers and fiber optical sensors should be placed 
underground to measure the underground water pressure and underground deformation, 
and the soil moisture probes are embedded at a series of gradually deepened distances from 
the surface. The data retrieved from all the sensors are sent to the Data Fusion Domain and 
processed there. 
Firstly, in the Pre-Processing, the format of the raw data is converted to values of interest in 
SI or SI derived units, and incomplete or unrealistic values are taken as outliers that are 
removed from the dataset. 
Secondly, the level 1 (Object Refinement) continues to process the data until the water 
content, displacement, and pore-water pressure are deduced and optimized via specific 
algorithms. The three types of data support the numerical modeling in the next step. 
The processing of level 2 (Situation Refinement) aims at building a numerical model that 
can represent the situation of the slope and keeping its reliability over time. Just as Scenario 
A, the slope properties are the basis to establish the numerical model; besides, the initial 
measurements that indicate the soil-water relationship, the geometry of the slope, and the 
underground water level are advanced parameters to comprehensively simulate the slope. 
In order to maintain the consistency of the model to reality, the three variables calculated 
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from modeling are compared to subsequent measurements periodically; when the 
calculation is not in accordance with the real variation, the numerical model is required to 
be modified and updated. Likewise, both the modeling rate and the discrepancy are the 
factors that determine the updating frequency. The updating period should be at least 
longer than the time required for one time modeling; the faster the discrepancy varies, the 
higher updating frequency is applied. This processing loop ensures the reliability of the 
simulation and thus the accuracy of the following stability analysis. To evaluate the stability 
of a slope, the factor of safety is commonly used; hence, in the scenario of rainfall-triggered 
landslide, the safety factor as the criterion assesses the stability. The calculation method of 
the factor of safety has been introduced in Section 3.3.2. When the safety factor is smaller 
than the value needed for limit equilibrium status (normally taken the value of 1), an early 
warning is promptly announced, and any further analysis is no longer needed. On the 
contrary, if the stability of the slope is still ascertained, the system continues to process the 
next step, in which the future situation is going to be predicted. 
The level 3 processing (Threat Refinement) draws the situation into the future and conducts 
a prediction based on the current situation and reliable information from the database. 
Similar to Scenario A, as the weather forecast can be acquired from the weather station, a 
prior simulation of the slope is feasible if the expected precipitation is prior considered in 
the model. Since the accuracy of the numerical model decreases over time, especially when 
the rainfall occurs, the update of the model takes much time, so that a reliable simulation 
may not be guaranteed in time. Therefore, except for the method using the numerical model 
to deduce the safety factor, a parallel means should be involved as a support and backup to 
this processing, namely the statistical method. The statistical method specializes in long-
term prediction: building statistical model on the basis of the dataset of past safety factors, 
from which the trend of the variation can be derived. In the process of stability prediction, 
the two calculated safety factors are merged via specific fusion algorithms, and a series of 
comprehensive safety factors in the next few days are determined. 
In the end, the value of the predicted safety factor of the slope is used to decide the next step. 
When the result shows that the safety factor is higher than the value needs for limit 
equilibrium status (normally 1) and stays stable in the next few days, a new start of the cycle 
of the early warning processing is triggered. Otherwise, if the series shows a decreasing 
tendency and the factor of safety will reach the limit equilibrium status in some days, the 
result is reported to the Human/Computer Interface, and an early warning that based on 
the urgency and severity of the landslide is made. Generally speaking, the early warning 
should be latest announced at a time when there is adequate time for evacuation. Besides, if 
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time permits, the level 3 (Threat Refinement) should be reprocessed to exclude the 
possibility of a false assessment. 
5.9 Discussion and Outlook 
As explained at the beginning of this chapter, this study focuses on the demonstration of the 
adapted JDL Process Model for geohazards early warning, rather than a particular 
application using a specific algorithm to predict a disaster. Therefore, many critical but 
irrelevant aspects like the establishment of the constitutive relationship and the concrete 
principle of creating a numerical model are not included in the main content. Nevertheless, 
besides the descriptions given before, there are still a few supplements related to the target 
and are provided here. 
5.9.1 Sensor Types 
The implemented sensors in this study include accelerometers and inclinometers, which are 
positional sensors that the normal vectors from distinct sensors need to be unified to a 
common coordinate system. In addition to these sensor types, further available sensors are 
optional. For example, positional sensors like gyroscopes and GPS benchmarks, pore-water 
sensors like piezometers, meteorological station including rain gauges and thermometers, 
fiber optic sensors using the technique of BOTDR (Brillouin Optical Time Domain 
Reflectometry), acoustic sensors, seismometers and so forth can all be applied into a real-
time wireless monitoring system and be able to sense data with a flexible frequency. 
5.9.2 Back Analysis for Geohazard Modeling 
How to build up a fittest simulation model based on the observation values in the 
processing of Situation Refinement is a crucial step in the procedure of simulating the 
situation of a geohazard. The shortage or uncertainty of essential parameters or an improper 
constitutive relationship model can result in an inaccurate simulation and will affect the 
succeeding analysis. To realize a precise simulation, a back analysis is in need, and several 
mathematical algorithms are off the shelf, such as artificial neural networks and Monte 
Carlo analysis method. Some of the relevant applications are listed here in Feng et al. (2000), 
Meng et al. (2012), Shou and Wang (2003). 
5.9.3 Automation and Integration 
A few algorithms for the model of geohazards early warning system have been provided in 
this study, such as the raw data transformation and outlier filter methods in Pre-Processing, 
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and the normal vector deduction and Kalman filter algorithms in the processing of Object 
Refinement. Except for data mining, Situation Refinement and Threat Refinement can 
also be automatically processed by available algorithms, so long as there are an appropriate 
constitutive relationship model and an efficient calculating technique like FEM. Besides the 
numerical simulation method used for short-term and extreme condition prediction, statistic 
algorithms can be applied to the prediction of long-term tendency by calling archived data 
from the function of Database Management. All of the algorithms should be embedded into 
the geohazards early warning system and can be called and run according to the 
requirement of the processing. To accomplish the automation and integration of the 
geohazards early warning system is feasible and also highly demanded for the end users.  
5.9.4 Outlook 
Even though the monitoring techniques have been improved significantly these years, the 
research of geohazards is still under development and has quite a big room for 
improvement. Plenty of constitutive relationships are required to be assessed and the 
properties of many materials should be thoroughly studied. In addition, the application of a 
geohazards early warning system demands multi-disciplinary knowledge, i.e. computer 
science, mathematics, statistics, geology, geological and geotechnical engineering; hence, an 
interdisciplinary collaboration is essential to this subject. 
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CHAPTER 6 SUMMARY 
Geohazards as natural Earth processes will cause heavy casualties and property loss. 
Landslides, earthquakes, floods, tsunamis and subsidence are typical types of fatal 
geohazards that have attracted widespread attention by geological research institutes and 
other relevant departments. To establish a geohazards early warning system is one of the 
effective responses to protect human lives by predicting the occurrence of hazards and 
transfering occupants in time. 
The fast growths of Wireless Sensor Networks (WSNs) and Micro Electro Mechanical 
Systems (MEMS) have brought about an enormous enhancement of the monitoring 
capabilities of geologic hazards; a real-time remote surveillance is possible to be conducted 
via a wireless network composed of MEMS embedded energy-efficient sensing nodes. On 
the other hand, the progress of numerical techniques as well as computing abilities of 
computers has been conducive to deep analyses of the mechanisms of geohazards; 
simulation methods like finite element method (FEM) are widely used when calculating the 
status of a geohazard and a variety of stress-strain constitutive relationship models are 
already embedded into the numerical model.  
Monitoring, modeling and predicting are three gradual steps in the process of geohazards 
research; among the related published literatures, the research scopes were not only 
confined by any single aforementioned aspect but covered two or even all of the three 
features. Nevertheless, there is not yet a proposed unified procedure for geohazards early 
warning that can be referred and reused to distinct applications. That is to say, even a 
processing methodology for predicting a geologic hazard has been demonstrated, we are 
still not able to extend this method to another geohazard type or even the same kind with 
certain discrepancy. The objective of this study is to build up a unified process model for 
geohazards early warning systems, and both practical applications and simulation have 
been implemented to demonstrate the effectivity and reliability of the model. 
To begin with, the innovations in monitoring techniques in recent years have been 
concerned. In Section 3.1 a brief introduction of wireless sensor networks was provided, 
and in Chapter 4 the technical descriptions of the applied wireless monitoring system X-
SLEWS as well as the mechanism of the MEMS sensors installed in sensor nodes were given. 
By and large, the hardware layout of the sensor node in X-SLEWS is divided into two 
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components: the base board that contains the parts required for basic operation of the node, 
and the add-on board that is deployed with sensors and offers additional functions. 
Currently the add-on board is equipped with a three-axis accelerometer and a two-axis 
inclinometer, but other types of sensors like gyroscopes or humidity sensors are also 
possible to be assigned on the basis of distinct objectives. The X-SLEWS wireless network 
implements the open-source TinyOS platform, and the XBee radio module family is chosen 
as the radio component based on its variety of radio frequencies and promising 
performance for long-distance radio transmission. The data measured by the sensor nodes 
are transmitted to the base station, and then be broadcasted to all connected clients 
depending on the respective interface like USB, Ethernet or UMTS. 
From another aspect, the reference model for the processing of geohazards early warning 
system was investigated, and the JDL data fusion process model was selected due to its 
flexible design for multiple application areas. The concepts and functions of the JDL model 
were illustrated in Section 3.2. Afterwards, the adapted JDL model for geohazards early 
warning system based on geological attributes and requirements was described in Chapter 
5 step by step in detail. The scheme of the adapted model is identical to the general model 
conceptualized by three divisions: Data Source, Data Fusion Domain, and 
Human/Computer Interface. In Data Source Domain, all kinds of monitored data like 
displacements, tilt angles, pore-water pressures from distributed sensors within the network 
are measured and the preceded knowledge in the aspects of geology, tectonics, lithology 
and morphology are collected. All of the aforementioned data are exported to the Data 
Fusion Domain via a real-time wireless network. After being processed and analyzed, the 
results are reported to the Human/Computer Interface where the prediction information 
can be displayed and the subsequent command can be made. The methods of how the data 
are processed in the gradual processing of the Data Fusion Domain were individually 
presented in Section 5.2 to Section 5.6. As the core element in this study they are 
summarized below: 
The Pre-Processing processes the raw data to facilitate following analyses. Firstly, the raw 
data with a format of binary digit are transformed into measuring values via specific 
formulas. After that, the evident outliers that can be already identified in this step are 
deleted. Considering the particularity of the prediction of geohazards, the ignorance of a 
geohazard is much worse than a false alarm, hence only the most certain outliers are filtered. 
The corresponding outlier types include: (1) incomplete raw data values, (2) incomplete raw 
data values, (3) unrealistic high/low values, and (4) zero value in all spatial dimensions (for 
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accelerometers). These aforementioned outliers are removed from dataset, and the rest will 
be conveyed to the subsequent fusion processing, namely Object Refinement. 
The Object Refinement aims at establishing refined representations of individual objects 
via combining positional, parametric and identity information from multiple sensors, and 
the main functions include (1) data alignment and (2) position, kinematic, attribute 
estimation. The theoretical methodology and process were provided firstly, followed by a 
practical application of data processing. The data were retrieved from a one-day field test of 
X-SLEWS wireless sensor network, and the sensor nodes equipped with MEMS 
accelerometers and inclinometers were deployed on the ground during the tunneling 
construction. A brief description of tunneling induced subsidence can be inquired from 
Section 3.3.1. By making use of rotation matrices in specific ways, the inclinations of each 
sensor are processed to expressions of three-dimensional normal vectors that represent the 
change of the ground. Since the deduced normal vectors contain inferences and noises from 
the raw data, the results should not be used directly to represent the positional situation. 
Herein the Kalman filter as one of the most commonly used filtering methods was 
conducted to filter the noises from the results and estimate the optimal dip angles of the 
sensors. 
With respect to the Situation Refinement, the key functions are object aggregation, 
contextual interpretation, event and activity aggregation, and multi-perspective assessment. 
In the adapted JDL multi-data fusion model, numerical simulation is suggested and 
implemented in this processing. After a description of the procedure, a simulation is given 
to demonstrate this processing. The numerical model simulates a soil slope under intensive 
precipitation, and the variations of volumetric water content, displacement and pore-water 
pressure of the slope can be calculated along with the infiltration. These results are going to 
be compared with the measurements periodically in order to keep the accuracy of the 
simulated model. Taking into account of the demands of readers from different specialties, 
an instruction of landslides and the numerical modeling as well as stability analysis 
methods were provided in advance in Section 3.3.2. 
The Threat Refinement can be separately considered based on the period of the prediction. 
For the prediction in short-term or under extreme conditions the numerical model is valid; 
however, as the simulation model is periodically updated based on new observations, for a 
long-term prediction this method is not appropriate. Alternatively, time series analysis as a 
statistical method is applied to estimate the long-term performance of geohazards. In this 
study, the seasonal ARIMA model was chosen to exhibit the process of time series by 
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analyzing a synthetic time series of safety factor in the last ten years and then calculating the 
predictive values of the safety factors in the next 30 days. 
Besides the four main functions in the Data Fusion Domain of the adapted JDL process 
model, the functions of Process Refinement as an optimization module and Data 
Management as the database were also pivotal to the geohazards early warning system. In 
addition, the Human/Computer Interface offers functions of which conveys the results of 
data fusion to human operators and controls the fusion inference. 
In Section 5.7 and Section 5.8, two concrete flowcharts are provided for two specific 
scenarios, namely a tunneling-caused land subsidence and a rainfall-triggered landslide, as 
examples of the applications to the adapted JDL process model. 
At the end of Chapter 5, a few additional discussions that are relevant to the functions of the 
model are amplified, like the expansibility of sensor types, back analysis methods for 
geohazards modeling, and the requirements of automation and integration in the 
geohazards early warning system. In future work, apart from the successive research of 
constitutive relationships and properties of geological materials, multi-disciplinary 
cooperation is in need to establish a comprehensive geohazards early warning system. 
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APPENDIX A 
Hydraulic Properties Volumetric Water Content and Hydraulic Conductivity 
Matric Suction (kPa) Volumetric Water Content (m³/m³) Permeability (m/hr) 
0.1 0.499976 0.1 
0.105887506 0.499973 0.099884455 
0.11212164 0.49997 0.099767909 
0.118722808 0.499968 0.099649232 
0.125712621 0.499965 0.099527298 
0.13311396 0.499962 0.099400991 
0.140951052 0.499959 0.099269196 
0.14918956 0.499955 0.099131808 
0.149249555 0.499955 0.09913081 
0.158036631 0.499951 0.098984897 
0.167341048 0.499946 0.098831169 
0.177193263 0.499941 0.098669501 
0.187625527 0.499936 0.098499767 
0.198671992 0.49993 0.098321846 
0.210368818 0.499923 0.098135621 
0.22257524 0.499916 0.097943772 
0.222754295 0.499916 0.097940977 
0.235868968 0.499909 0.097737777 
0.249755769 0.4999 0.097525789 
0.264460155 0.499891 0.097304764 
0.280030263 0.499881 0.097074457 
0.296517063 0.49987 0.096834629 
0.313974523 0.499858 0.096585046 
0.33205901 0.499845 0.096331059 
0.332459793 0.499844 0.096325481 
0.352033384 0.49983 0.096055461 
0.372759372 0.499814 0.095773578 
0.394705603 0.499797 0.095478224 
0.417943921 0.499778 0.09516782 
0.442550395 0.499757 0.094840812 
0.468605578 0.499735 0.094495682 
APPENDIX A
 
- II - 
 
Hydraulic Properties Volumetric Water Content and Hydraulic Conductivity (Continued) 
Matric Suction (kPa) Volumetric Water Content (m³/m³) Permeability (m/hr) 
0.49539735 0.499711 0.094141479 
0.49619476 0.49971 0.094130944 
0.525408258 0.499683 0.093745964 
0.556341702 0.499653 0.093343122 
0.589096355 0.499621 0.092925453 
0.62377944 0.499585 0.092495951 
0.660504493 0.499547 0.092057564 
0.699391737 0.499504 0.091613188 
0.73908111 0.499459 0.09118142 
0.740568469 0.499458 0.091165671 
0.784169484 0.499407 0.09071449 
0.830337512 0.499351 0.090247271 
0.879223685 0.499291 0.089749248 
0.930988035 0.499224 0.08920601 
0.985800014 0.499151 0.088603567 
1.043839051 0.499072 0.087928434 
1.1026318 0.498988 0.087201702 
1.105295141 0.498985 0.087167731 
1.170369462 0.498889 0.086320901 
1.239275037 0.498785 0.085428159 
1.312237433 0.498672 0.084537095 
1.389495494 0.498547 0.083693377 
1.471302129 0.49841 0.082940888 
1.557925134 0.498261 0.082322095 
1.6450115 0.498106 0.081895724 
1.649648074 0.498098 0.081878635 
1.746771208 0.49792 0.081624915 
1.849612473 0.497725 0.081482543 
1.958508523 0.497512 0.081354206 
2.073815835 0.497279 0.081143357 
2.195911873 0.497024 0.080754619 
2.325196322 0.496744 0.08009532 
2.4541854 0.496458 0.07914619 
2.462092401 0.49644 0.079078101 
2.607048246 0.496108 0.077659321 
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Hydraulic Properties Volumetric Water Content and Hydraulic Conductivity (Continued) 
Matric Suction (kPa) Volumetric Water Content (m³/m³) Permeability (m/hr) 
2.760538375 0.495745 0.075920225 
2.923065245 0.495348 0.073964851 
3.095160895 0.494914 0.071891037 
3.277388687 0.49444 0.069788366 
3.470345152 0.493922 0.067737273 
3.6613883 0.493394 0.06592622 
3.674661941 0.493357 0.065809138 
3.891007893 0.492742 0.064044805 
4.120091227 0.492071 0.062408362 
4.362661857 0.491339 0.060852824 
4.619513847 0.490541 0.059335647 
4.891488015 0.48967 0.057818327 
5.179474679 0.488721 0.056266274 
5.4624089 0.487765 0.054765298 
5.484416576 0.487689 0.054648911 
5.807311946 0.486568 0.052947308 
6.149217802 0.485349 0.051169289 
6.511253386 0.484023 0.049327795 
6.894603838 0.482583 0.047435617 
7.300524071 0.481019 0.045505267 
7.730342884 0.479323 0.043548854 
8.1493436 0.477633 0.041730624 
8.185467307 0.477485 0.041577988 
8.667387209 0.475498 0.039601802 
9.177680175 0.47335 0.037623462 
9.718016671 0.471029 0.035645891 
10.29016551 0.468525 0.033672994 
10.89599965 0.465826 0.031709552 
11.53750232 0.462922 0.029761115 
12.15797 0.460072 0.027995438 
12.21677349 0.459801 0.027833871 
12.9360368 0.456451 0.025934827 
13.69764677 0.452865 0.024072168 
14.50409659 0.449034 0.02225406 
15.35802619 0.444947 0.020488281 
APPENDIX A
 
- IV - 
 
Hydraulic Properties Volumetric Water Content and Hydraulic Conductivity (Continued) 
Matric Suction (kPa) Volumetric Water Content (m³/m³) Permeability (m/hr) 
16.26223094 0.440598 0.018782098 
17.21967081 0.435976 0.017142139 
18.138421 0.431533 0.015714415 
18.23348001 0.431073 0.015574293 
19.30697729 0.425883 0.01408387 
20.44367679 0.420408 0.01267588 
21.64729954 0.414654 0.011354113 
22.92178566 0.408623 0.010121012 
24.27130723 0.402321 0.008977736 
25.70028197 0.395752 0.007924258 
27.060629 0.389603 0.007050517 
27.21338768 0.38892 0.006959464 
28.81557759 0.381833 0.006081493 
30.51209653 0.374512 0.005288091 
32.30849813 0.366981 0.004576013 
34.21066299 0.359263 0.003941129 
36.22481792 0.35138 0.003378661 
38.35755635 0.343357 0.002883398 
40.371633 0.336079 0.002492844 
40.61585988 0.335216 0.002449886 
43.00712118 0.326982 0.002072632 
45.53916814 0.318684 0.001746269 
48.22028953 0.310352 0.001465527 
51.0592621 0.302014 0.001225329 
54.06537936 0.293701 0.001020866 
57.24848197 0.285443 0.000847665 
60.230259 0.278183 0.000716808 
60.61898993 0.277268 0.000701619 
64.18793677 0.269204 0.000579002 
67.96700558 0.261264 0.000476474 
71.9685673 0.253462 0.000391073 
76.20572122 0.245812 0.000320195 
80.69233784 0.238326 0.00026157 
85.44310429 0.231018 0.000213233 
89.857256 0.224741 0.000177843 
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Hydraulic Properties Volumetric Water Content and Hydraulic Conductivity (Continued) 
Matric Suction (kPa) Volumetric Water Content (m³/m³) Permeability (m/hr) 
90.47357242 0.223901 0.000173499 
95.80020968 0.216988 0.000140922 
101.440453 0.210287 0.000114275 
107.4127661 0.203807 9.25E-05 
113.7366994 0.197556 7.48E-05 
120.4329547 0.191542 6.04E-05 
127.5234525 0.185776 4.87E-05 
134.05764 0.180946 4.03E-05 
135.0314038 0.180263 3.92E-05 
142.9813862 0.175004 3.16E-05 
151.3994242 0.169964 2.54E-05 
160.3130749 0.165106 2.04E-05 
169.7515172 0.160394 1.64E-05 
179.7456484 0.155789 1.31E-05 
190.3281848 0.151254 1.05E-05 
200 0.147352 8.69E-06 
201.5337686 0.14722 8.69E-06 
213.3990819 0.14623 8.69E-06 
225.9629662 0.145241 8.69E-06 
239.26655 0.144251 8.69E-06 
253.3533832 0.143261 8.69E-06 
268.2695795 0.142272 8.69E-06 
284.0639679 0.141282 8.69E-06 
300.7882518 0.140292 8.69E-06 
318.497179 0.139302 8.69E-06 
337.2487204 0.138313 8.69E-06 
357.10426 0.137323 8.69E-06 
378.1287957 0.136333 8.69E-06 
400.3911523 0.135344 8.69E-06 
423.9642065 0.134354 8.69E-06 
448.9251258 0.133364 8.69E-06 
475.3556208 0.132374 8.69E-06 
503.3422128 0.131385 8.69E-06 
532.9765172 0.130395 8.69E-06 
564.3555431 0.129405 8.69E-06 
APPENDIX A
 
- VI - 
 
Hydraulic Properties Volumetric Water Content and Hydraulic Conductivity (Continued) 
Matric Suction (kPa) Volumetric Water Content (m³/m³) Permeability (m/hr) 
597.5820111 0.128416 8.69E-06 
632.7646895 0.127426 8.69E-06 
670.0187504 0.126436 8.69E-06 
709.4661463 0.125446 8.69E-06 
751.2360102 0.124457 8.69E-06 
795.4650775 0.123467 8.69E-06 
842.2981339 0.122477 8.69E-06 
891.8884894 0.121488 8.69E-06 
944.3984802 0.120498 8.69E-06 
999.9226682 0.119509 8.69E-06 
1000 0.119508 8.69E-06 
1000 0.119508 8.69E-06 
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APPENDIX B 
Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years 
1.89837725846433 1.89691836694485 1.89567528138582 1.89610779871237 
1.89558578010718 1.89395066975721 1.89330415425153 1.89154311114675 
1.88914648989243 1.88966008953145 1.88999919972410 1.89070540978621 
1.89052047631595 1.88784738968050 1.88507337874479 1.88260993431744 
1.88142801388835 1.88016114115044 1.88083988425028 1.87850339385072 
1.87698743557655 1.87559506708519 1.87612778466863 1.87694013353611 
1.87986894585748 1.88145707793579 1.88157928735393 1.88222054453680 
1.88436721981918 1.88407889422687 1.87933560733203 1.87545949443458 
1.87381424010813 1.87543109318146 1.87653915154482 1.87711395181008 
1.87846702769343 1.87850641431875 1.87669474994143 1.87497346775237 
1.87129508552102 1.86941398912956 1.86712276989061 1.86312751971147 
1.86050677674261 1.85995359669822 1.85953805707653 1.86003340559870 
1.86167565967338 1.86388323041337 1.86498188542379 1.86584109274107 
1.86554906891041 1.86745498449578 1.86800021023753 1.86618343204933 
1.86379115756027 1.86124828001958 1.85770687485012 1.85340104330354 
1.85330347722610 1.85414925051393 1.85319255424822 1.85392027887003 
1.85330961608370 1.85490764898992 1.85596413444807 1.85518528942527 
1.85645953768113 1.85684992192559 1.85680333222940 1.85789430280849 
1.85921616829144 1.85903445180963 1.85543518491398 1.85147678417926 
1.85018134851779 1.85148960906456 1.85301176783193 1.85530079142406 
1.85736278147388 1.86075881034646 1.86541073008631 1.86753275820076 
1.86835738535603 1.86969691152749 1.87260134308344 1.87486676426044 
1.87528109786353 1.87520680852398 1.87312089033235 1.87065488733242 
1.86786586438303 1.86635600228152 1.86531184956967 1.86642706216134 
1.86780929642565 1.86685979533452 1.86653649567790 1.86505662590190 
1.86417738228734 1.86756593452973 1.86971202041040 1.87089250297367 
1.87332444213243 1.87351545261899 1.87506102734619 1.87579636315133 
1.87725173607254 1.87754585204289 1.88009072800697 1.88397753207772 
1.88541991479559 1.88861953642584 1.89063052818482 1.89273949930550 
1.89443499206499 1.89535677003989 1.89891618294415 1.89927708200388 
1.89643611005362 1.89556012341064 1.89219083311515 1.89076967846070 
1.89243087683214 1.89159079297132 1.89044029795376 1.88893601116776 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.88933356306738 1.88899269862671 1.88975937834894 1.88934398843231 
1.89043111351275 1.89203732208866 1.89120066439635 1.88848178191296 
1.88668160769168 1.88278754392883 1.88133262266776 1.88327872369755 
1.88593770600567 1.88581823520371 1.88560009251286 1.88901751295928 
1.89367124978540 1.89740743406521 1.90086003486100 1.90503770725629 
1.90803509277027 1.90945913902342 1.90971050359705 1.90995923746650 
1.90980296551261 1.90845185364089 1.90600699515070 1.90528680955926 
1.90434236441302 1.90217439809708 1.89856569657597 1.89403620697229 
1.89219060594033 1.89102647414665 1.89122278180621 1.89346005054389 
1.89472798505257 1.89634730107407 1.90191052762489 1.90550651984278 
1.90783428611212 1.90873680970756 1.91075342402760 1.91166228245625 
1.91129652834959 1.91193477093607 1.91252433652517 1.91176390869318 
1.90776200277079 1.90261919524679 1.89857753467587 1.89751260704120 
1.89840826628134 1.90001008834006 1.90263035815768 1.90410686928314 
1.90533636154951 1.90603143917284 1.90703649622902 1.90746157385119 
1.90916590602370 1.90810684361454 1.91046802732335 1.91231781300618 
1.91123784788437 1.90838540613318 1.90637173907275 1.90733348499458 
1.90697044084622 1.90699660053591 1.90594087820169 1.90649231550827 
1.90636304303867 1.90482815298759 1.90701819216876 1.90953672058455 
1.91292125105695 1.91667451284992 1.91931071036547 1.92279137660103 
1.92497741701632 1.92685185851777 1.92566700279844 1.92249732949125 
1.92152109945770 1.92084285650523 1.91971533537120 1.91955033847516 
1.91563001001941 1.91191561933866 1.90824473978957 1.90663581542916 
1.90609432526907 1.90349863725798 1.90134743701913 1.89988162688729 
1.89984582563704 1.89911281276858 1.89639943503280 1.89430927582533 
1.89399492051235 1.89461833090662 1.89610387469906 1.89571905986189 
1.89379696698965 1.89142415422765 1.89087364982093 1.89131414897275 
1.89220015104198 1.89435734539701 1.89693656452760 1.89827065475038 
1.89910465687185 1.90299732689673 1.90816519010630 1.91072464445387 
1.90895217590253 1.90661279784940 1.90546830587971 1.90190771510646 
1.90120160422069 1.90361220328642 1.90544978850568 1.90576450901362 
1.90688943271066 1.90891219748595 1.91006286707790 1.90973017279915 
1.90970227792644 1.91264827921943 1.91275245690133 1.91476107437937 
1.91374886391189 1.91112397551308 1.91030526210498 1.91185293012851 
1.91181663615253 1.91112238747286 1.90944500094132 1.90587948107914 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.90513274391312 1.90454704363846 1.90408040701292 1.90708708574419 
1.91008001360348 1.91169300967128 1.91358716730140 1.91523104503982 
1.91432120663169 1.91443476536472 1.91484068092646 1.91491161813380 
1.91606955788299 1.91729599576825 1.91716218848984 1.91500094925971 
1.91436150004147 1.91554223943045 1.91680355817439 1.91766735545669 
1.91800425910865 1.91795098731591 1.91754947648843 1.91944120408008 
1.92281559913728 1.92446513056317 1.92624847124607 1.92659378657456 
1.92540652821367 1.92429793213926 1.92400408576571 1.92308878917547 
1.92017486690004 1.91928062141965 1.91851895998267 1.91796884631951 
1.91859702023371 1.91930622704420 1.91973361559977 1.92050347793439 
1.92188988118222 1.92195426324482 1.92225983436473 1.92350015019342 
1.92493674974381 1.92349188867904 1.92382381717571 1.92292706495252 
1.92497207177857 1.92587573749835 1.92568942761381 1.92715882432687 
1.92631895613806 1.92598502530451 1.92715364684148 1.92889619148064 
1.92890374068422 1.92926938389095 1.92816518707771 1.92762063256237 
1.92664280349385 1.92619015298658 1.92480505908290 1.92436960466310 
1.92359002171374 1.92167432847525 1.91695764423193 1.91430710219171 
1.91585149640800 1.91657205058684 1.91887470244855 1.92040307287156 
1.91984261513802 1.91931653565410 1.91846803963319 1.91891696975935 
1.91814760850902 1.91756692475177 1.91777519603374 1.91820540245028 
1.91891624642049 1.91875622145472 1.91622425077210 1.91479702626712 
1.91279455303578 1.91306039493641 1.91323313433863 1.91449558520098 
1.91815441902773 1.92025547683006 1.92023182491094 1.92164164291287 
1.92333954752033 1.92439056461763 1.92515028143404 1.92446701112561 
1.92538971244712 1.92629711992572 1.92644245171054 1.92576771132276 
1.92848452036524 1.93022511629725 1.92512045073906 1.92103930222518 
1.91940092578743 1.91715590223723 1.91660591209035 1.91680047152636 
1.91987509489583 1.92267761527448 1.92201102274637 1.92107873507829 
1.92056347410697 1.92031801581308 1.92004388995063 1.92138137179119 
1.92043927406314 1.92089003019866 1.91858603559355 1.91717409544423 
1.91488498139776 1.91584614139197 1.91301700685241 1.90970713133657 
1.91019378346728 1.91341390634386 1.91601713226246 1.91334381185471 
1.90967493397352 1.90508581868308 1.90841410784866 1.91202892838206 
1.91561715676951 1.91978214805136 1.92088126986743 1.91893406487021 
1.91314437900512 1.90473921359545 1.89938626419178 1.89415537152486 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.88949823148946 1.88757690142062 1.88680978439992 1.88424682316499 
1.88431944378094 1.88598568278857 1.88867860110436 1.89070128660135 
1.89199857044540 1.89296429824518 1.89617512853104 1.89754844467379 
1.89454151383852 1.89112734778475 1.88949157339032 1.88619959964499 
1.88244359713231 1.88377407592185 1.89070956358090 1.89322630104865 
1.89505027831776 1.89423796729893 1.89319785808705 1.89251360375675 
1.89144534638737 1.89217056628517 1.89205179519007 1.89157373297214 
1.89194069012834 1.89145893498846 1.88888628697300 1.88236205662995 
1.87758820052181 1.87616564177650 1.87789932868201 1.87871413609163 
1.87702100196634 1.87617568674711 1.87909676246074 1.88554389279046 
1.88630614538313 1.88606979764185 1.88725682021021 1.89022805929815 
1.89237915792728 1.89565460799482 1.89613365720534 1.89410150463491 
1.89242910931769 1.88722134448322 1.88426667777802 1.88492709918035 
1.88712448299181 1.88847173830959 1.88514811823358 1.88343346801111 
1.88297925122000 1.88116787010845 1.88145118128128 1.88050899812206 
1.88001700285205 1.88336775729768 1.88538959433244 1.88798243092974 
1.88791581768768 1.88867682020324 1.88947434119932 1.89141576756772 
1.89502140678919 1.89684095881725 1.90237823196861 1.90854142490083 
1.91059459752471 1.91307972920147 1.91390602603589 1.91511656945812 
1.91277616213160 1.90757802054903 1.90578179148332 1.90176607088009 
1.89785857963756 1.89712561664043 1.89201704174358 1.89027448100067 
1.88821616202700 1.88910354890584 1.89034486453761 1.89120915879225 
1.88821117997097 1.88496923954332 1.88494150979274 1.88347479541138 
1.88200881401522 1.88060754862127 1.87222948521312 1.86553513215572 
1.86557934306324 1.86796910907286 1.87066624798250 1.87324226590404 
1.87547790499244 1.88250982517205 1.89021030204086 1.89390755055081 
1.89787627191861 1.90080243875225 1.90101359495609 1.89754251460263 
1.89365367011678 1.89141408412900 1.88829835528928 1.88340796736990 
1.88114745860755 1.88343362655795 1.88444946246956 1.88371972148049 
1.88015554156300 1.87616690699856 1.87149719793102 1.87025241333234 
1.87209105957884 1.87310978514598 1.87589729725826 1.88561625675318 
1.89371343247812 1.89822168212947 1.90052084673029 1.90481053619369 
1.90739445955319 1.91014797589201 1.91490775608588 1.91903896189881 
1.91794761751326 1.91124134280337 1.90265816566368 1.89803363306647 
1.89711751505189 1.90097817238688 1.90474944984162 1.90838322208622 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.91001953291605 1.91318647174462 1.91704721476655 1.92040263588445 
1.92132459830853 1.92247513850009 1.92041301128246 1.92314643222079 
1.92704228579285 1.92996123315665 1.93144680713431 1.93043196664974 
1.93293534966439 1.93399696117569 1.93371065594423 1.93186724975984 
1.93171248999327 1.93116700671754 1.92964127722200 1.93169393090431 
1.93340284922181 1.93806060240223 1.94522424810764 1.95106064110503 
1.95649769906318 1.96186517543069 1.96541866131122 1.96444431170418 
1.96132854099054 1.96192603756222 1.96233535769446 1.96254347182801 
1.96314498137168 1.95990251366135 1.95360928872273 1.94987540369139 
1.95041141835801 1.94978478909828 1.94288254084722 1.93997405873184 
1.93897865463720 1.94063086753870 1.94207481516227 1.94135301271029 
1.94223991079018 1.94467834112716 1.94429314637373 1.94553114897137 
1.94481426018630 1.94286632013112 1.94090465413851 1.94118429351718 
1.94134560433010 1.94096414849506 1.94058591086229 1.94308028238707 
1.94501781211415 1.94688848978664 1.95308697521052 1.95811677943261 
1.95834525190110 1.95461843708778 1.95227552957074 1.95011898279269 
1.94450699233864 1.94324650293346 1.94610441296706 1.94916016513155 
1.95139643909069 1.95539402517043 1.95668001865352 1.95688773430673 
1.95671209224527 1.95433385168461 1.95546772045894 1.95633820500876 
1.95689702790053 1.95452788532034 1.95036441105239 1.94959188214135 
1.94977299378105 1.94681337781820 1.94611630524234 1.94576672425530 
1.94517756653750 1.94787027885980 1.95034100108661 1.95186782459112 
1.95390828733497 1.95580232384834 1.95717759745549 1.95982083929555 
1.96067833457181 1.95909683304561 1.96153952143968 1.96305507400255 
1.96359026272979 1.96530006905690 1.96548297679221 1.96496003046395 
1.96309311810989 1.95906860234941 1.96085097192389 1.96552762370916 
1.97057762738356 1.97487147282111 1.97666689099920 1.97520219667962 
1.97529584236686 1.97832328356876 1.98294658325365 1.98556208145244 
1.98871582563994 1.98818160966858 1.98814451046721 1.98864355296402 
1.98511125450277 1.98381105120361 1.98302646857135 1.98068699135970 
1.97833551283538 1.97728330987576 1.97730537315518 1.97798939841821 
1.98223238748859 1.98848420152770 1.99310305385131 1.99512336557661 
1.99856004258462 2.00128322752009 1.99994978248429 2.00103858838153 
1.99894532952671 1.99617270026083 1.99293461189855 1.98920044584824 
1.98981247145149 1.98853392766427 1.99005826780830 1.99201419130826 
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1.99486621487957 1.99646402152344 1.99844806939341 1.99685285340354 
1.99571067648200 1.99426833794337 1.99264429166772 1.98994323206061 
1.98797219061468 1.98572974336868 1.98162516474817 1.97355680597879 
1.96768614672276 1.96688339638596 1.96782530825185 1.96979904027534 
1.97327144593256 1.97231792463063 1.97387267161183 1.97520639601313 
1.97352009765413 1.97177000663958 1.96762526822874 1.96555318979327 
1.96843650048276 1.97115135418789 1.97266078744742 1.97221404344314 
1.97156521108047 1.97103285317443 1.97183722265290 1.97344873680529 
1.97430925593549 1.97741759288839 1.97883209922568 1.97714379018324 
1.97749998734981 1.97646175702859 1.97296623800398 1.96848288661316 
1.96328593040974 1.96287020853246 1.96357041263882 1.96554025341352 
1.96785636834924 1.97178618087613 1.97183536988551 1.96530405243474 
1.95999126763436 1.95944666498314 1.95718912102766 1.95870837735565 
1.96104919821733 1.96602240186068 1.96889525609791 1.96638542914834 
1.96379750776674 1.96240631719033 1.95950226026547 1.95739833825554 
1.95669798746558 1.95502820143150 1.95679857498003 1.95271463402928 
1.94843882959790 1.94397159604116 1.94028202878464 1.93013574615420 
1.91939360181991 1.91675548236518 1.92129448405447 1.92432461796235 
1.92088319223018 1.91689478552657 1.91347077358225 1.91909791766251 
1.92809103723148 1.93623799660310 1.94111571937457 1.94557617457036 
1.94484816657463 1.93813472870651 1.93032977562481 1.92596042359785 
1.92140591828833 1.91712726131725 1.91335272628352 1.90908293945136 
1.90162031004495 1.89962922040820 1.89924221732238 1.89784993221747 
1.89776308159427 1.89783612481777 1.89608385794087 1.89778197080065 
1.89920311383209 1.89719000830525 1.89357192760092 1.89101441830325 
1.88643977466968 1.88209564156187 1.88398677356014 1.89394443557714 
1.89778554615685 1.89903016927988 1.89737068605801 1.89759903160040 
1.89747252853586 1.89791797850523 1.89870215938292 1.89696907869278 
1.89805991130561 1.90135525939748 1.90359866037199 1.90265880278853 
1.89603830459316 1.89273584905325 1.89431437258221 1.89537678645840 
1.89329044506139 1.88905689863062 1.88903855303372 1.89364996544870 
1.90311780899864 1.90510815455102 1.90594989409300 1.90694558808819 
1.90667368016723 1.90681426329490 1.90928503783872 1.90821672419326 
1.90422245309482 1.90012714340250 1.89414552583125 1.88945330386148 
1.88967185537527 1.89147418319350 1.89212976877738 1.88701354576822 
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1.88272343370148 1.87957081315977 1.87469789610814 1.87195069812654 
1.86818947560709 1.86367368057242 1.86165174860142 1.85541086872650 
1.85327237119278 1.84960189030932 1.84845193894314 1.84779334456453 
1.85010530054941 1.85485919166691 1.85968557118698 1.86776756252975 
1.87613507688021 1.87895905825282 1.88025967677449 1.87744237607420 
1.87394788103346 1.87131505659195 1.86479509849816 1.86252505797524 
1.85861115640369 1.85583839412045 1.85564691240897 1.85028867471367 
1.84925782248688 1.84736037098974 1.84855205849928 1.85221936401426 
1.85589077655388 1.85367189407240 1.85012540456805 1.85198164087733 
1.84938140552253 1.84701726128788 1.84767417668008 1.84105103276553 
1.83554283341125 1.83774614826458 1.84518116262124 1.85291615785150 
1.85758479946199 1.86061623083371 1.86700139297852 1.87408087189443 
1.87374884629718 1.87304954627258 1.87403548462940 1.87426274027269 
1.86898674964339 1.86436773803775 1.86230416579039 1.86096378061585 
1.85774495068205 1.85497272892490 1.85520225228240 1.85288988689196 
1.85029355282516 1.84719643519334 1.84317920644289 1.83780632244003 
1.83522408277548 1.83278324022420 1.82872592794389 1.82776119299968 
1.83591234060775 1.84208665924733 1.84339309180187 1.84184638315706 
1.84492281610483 1.84768844882357 1.85087901494109 1.85711452138199 
1.86365009688729 1.86319848595461 1.85389516391774 1.84099864107113 
1.83492502622228 1.83441575673507 1.83656783556429 1.83821344865824 
1.84049667703263 1.84160856637422 1.84447398613912 1.84688722245431 
1.85082304587025 1.85177747128777 1.85126576023592 1.84494335423884 
1.84270078146185 1.84773284389551 1.85157062422823 1.85550701765747 
1.85560208352770 1.85998221129442 1.86154289539174 1.86014839093588 
1.85796655653378 1.85804857823464 1.85875467240706 1.85740238599950 
1.86016314078912 1.86141346239885 1.86678037782677 1.87568906371068 
1.88315494850254 1.88792871019562 1.88996119329463 1.89017505140074 
1.88744556843714 1.88116285556874 1.88025662323086 1.88261112625313 
1.88381228545468 1.88447327671881 1.87962301069458 1.87196521819845 
1.86617583672470 1.86685850852965 1.86795442023103 1.86262193135644 
1.86017424461286 1.86176948922113 1.86216923304838 1.86253631327213 
1.86246270630311 1.86405075659320 1.86887970581470 1.86910015445719 
1.87037513961919 1.87178845821768 1.87016355035619 1.86987703406698 
1.86887378350956 1.86723498660969 1.86802912055939 1.86973348130116 
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1.87351341158180 1.87648487923126 1.87760669786755 1.88073062462962 
1.88035173325468 1.87784395226168 1.87009289387452 1.86545990947871 
1.85957406079766 1.85203523367261 1.85046154881915 1.85354210403802 
1.85620288573016 1.85998520589237 1.86661964647455 1.86772371156556 
1.86647894346762 1.86597229243904 1.86303985912894 1.86536367641435 
1.86539880491797 1.86576395555365 1.86464429775340 1.86196446982451 
1.86246935921200 1.86133113962714 1.85963079820200 1.86011175299983 
1.85835401686865 1.85496988112147 1.85360461517006 1.85195695152571 
1.85192944997846 1.85296844449931 1.85450137431896 1.85701731999123 
1.85958246053193 1.86125150456121 1.86013896171731 1.86227842688324 
1.86401074524297 1.86454002259746 1.86528328764718 1.86731349145332 
1.86856689140350 1.86764358023323 1.86348396094949 1.86277059610924 
1.86743726841305 1.87158581307606 1.87516139617234 1.87673599521426 
1.87693923272747 1.87800620442719 1.88015497526217 1.88310073586413 
1.88482789948520 1.88730922418335 1.88410479550123 1.88363713391204 
1.88366321330577 1.88352573652645 1.88505533117061 1.88529033096828 
1.88347494158272 1.88176258124589 1.88196729489990 1.88687908674450 
1.88824473729396 1.89039318967607 1.89408977535532 1.89758794046072 
1.89861546454396 1.90224234540171 1.90319542249500 1.90210327363435 
1.90424614120034 1.90330482608215 1.89938142624102 1.89409557461753 
1.88931551098140 1.88831112685167 1.88711909077179 1.88809024614938 
1.88827452720840 1.89059285480542 1.89077040226279 1.89311464254320 
1.88983248222561 1.88603490836830 1.88603524816013 1.88476767002774 
1.88114359210134 1.87892149446680 1.87722447147253 1.87802681541510 
1.87589025474711 1.87285255274983 1.87424834720436 1.87876385155003 
1.88310018870883 1.88402444082978 1.88021598266147 1.87821929272185 
1.87807502237848 1.87575202929757 1.87523547622342 1.87063881250127 
1.86963703791772 1.87180948709707 1.87594653197401 1.87913433753058 
1.88143063034177 1.88052077154174 1.88052246323104 1.88108205958873 
1.87994989610362 1.88066052581802 1.88489909708637 1.88682565546607 
1.88566939210316 1.88565696861543 1.88213387897952 1.87354804386009 
1.86293189235407 1.85316562872385 1.85127636487215 1.85138737704406 
1.85321959561675 1.85483445652708 1.85868281512901 1.86007748996962 
1.85345409944001 1.84581896773361 1.84436264328392 1.84091468723105 
1.83816305336586 1.83773046001250 1.84234292459909 1.84638295141595 
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1.84534479181777 1.84354142275037 1.84269456373636 1.84307397465513 
1.84356885551683 1.84365239365046 1.84433848361897 1.84969098927575 
1.85053589346827 1.85098076349783 1.85016886734806 1.85068524295606 
1.84302553683275 1.83300701395974 1.82936765380383 1.83568470408016 
1.84398369015548 1.84580540427566 1.84401434128748 1.83958209380735 
1.84277731026399 1.85022892493345 1.85566754509332 1.85623404300062 
1.85552688871853 1.85221131289286 1.84129562683513 1.83120623481718 
1.82656610149301 1.82045790853263 1.81347448240184 1.80703048198233 
1.80018727947076 1.79243900164746 1.79047398063122 1.78873424764392 
1.78704553927001 1.78853781680122 1.78721453202229 1.78581176291482 
1.78666386541909 1.78422113616254 1.77949960619762 1.77628821869056 
1.77632057326902 1.77300120973797 1.77015752927273 1.77292539621712 
1.78297155753865 1.78852542593625 1.79151779270943 1.79230972871154 
1.79495208221941 1.79527250751497 1.79648717647197 1.79767271310615 
1.79419923600991 1.79417086792602 1.79698892990775 1.79818999186714 
1.79666937763374 1.78851879081960 1.78696784425162 1.78785792000081 
1.78549373824663 1.78259356371310 1.77726292760083 1.77536814762661 
1.77777430753670 1.78721695578402 1.78978674536033 1.79173136990456 
1.79066642849448 1.78579170127362 1.78314861404407 1.78145679361501 
1.78034717485575 1.77769165532380 1.77640713177398 1.76972349625677 
1.76468096861516 1.76571654045659 1.76990019353376 1.77173960291165 
1.76496713182324 1.75812617538403 1.75256587081536 1.74575386845860 
1.74156343728507 1.73737081258200 1.73596579336304 1.73518534186984 
1.72816275559220 1.72800486913863 1.72989435629267 1.73153544560401 
1.72901453126639 1.73027564951358 1.73365603152085 1.73735510592637 
1.74468558143486 1.75312385441704 1.75413334443336 1.75428950330726 
1.75037130793984 1.74386063871221 1.73882070011657 1.72943526283775 
1.72962609630690 1.72833108832712 1.72674026212938 1.72674327296033 
1.72119711238040 1.72187653315444 1.71927472018567 1.71830688132752 
1.72208936188627 1.72700003420407 1.72532133561107 1.72402289575674 
1.72747055565676 1.72706931967654 1.72623457638590 1.73038766795360 
1.72759797470177 1.72538101813208 1.72822175980496 1.73491115045845 
1.74265909808347 1.74795182734681 1.74924974873232 1.75453737756392 
1.76173478077180 1.75892688069931 1.75442296945540 1.75521035300782 
1.75517679393494 1.74779366430786 1.74105269008170 1.73966897372643 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.73989495231270 1.73421997331609 1.72834741467358 1.72434502362060 
1.71825485746265 1.71058892215670 1.70510775789479 1.70177442679179 
1.69850496750440 1.69888792221907 1.70028741137171 1.69747642593112 
1.69598462098692 1.70152307868601 1.70275449541302 1.69926090302829 
1.69288105020099 1.69302108010750 1.69377060959083 1.69644721070759 
1.70119993677652 1.70708524071734 1.70676241488033 1.69510946485118 
1.67729630280161 1.66430429159382 1.65826692557276 1.65748275785207 
1.65847936921042 1.65915375141690 1.65835706443660 1.65660664708717 
1.65839305432496 1.66162997595564 1.66244678990340 1.65959045169550 
1.65060948752217 1.64827719040397 1.65185377558639 1.65517022678227 
1.65727109049622 1.65689556408764 1.66209041551116 1.66409588840528 
1.66560626551550 1.66324543870616 1.66332043288936 1.66698718913157 
1.66840528556173 1.67377457065349 1.67636988357823 1.68367015258973 
1.69120663416384 1.69543585431413 1.69640869959795 1.69429293670068 
1.69556214603717 1.69709852124269 1.69279528739211 1.69326946114221 
1.69399174524051 1.69254155531128 1.69110725671180 1.68554177435870 
1.67950427796866 1.67601871592745 1.67810576331778 1.68179169174987 
1.67804227485725 1.67730174692724 1.68315628076690 1.68483111843884 
1.68487135326580 1.68301036893506 1.68086123623543 1.68461477092987 
1.68404644825766 1.68211768526255 1.67958626062820 1.67702452444409 
1.67770843954193 1.67765863016919 1.67412806078315 1.67245576458270 
1.67121937764355 1.67513204260048 1.67777168914394 1.67972368682205 
1.68624100691158 1.69037695411240 1.69168837914329 1.68416287313874 
1.68260021080752 1.67729629139666 1.66839544289817 1.66580148911118 
1.66950438394729 1.67323578855492 1.67645260267786 1.68091790035814 
1.67818901098539 1.67375788424548 1.67104383821657 1.66666143500266 
1.66761407744118 1.66755755897937 1.66789293164469 1.66579838439170 
1.66193967979644 1.66423153635748 1.66483708019534 1.66565874717586 
1.66730633523660 1.66488704632854 1.66297797224225 1.66392261912253 
1.66278903331555 1.66484272512581 1.66719159472491 1.66916987335013 
1.67180113829986 1.67416400587397 1.67609374524973 1.67305700417233 
1.67441735650006 1.67226067274866 1.66969410144821 1.66716584362967 
1.66774350186218 1.66693803077770 1.66584788411854 1.66092970517797 
1.65807597336677 1.66165650341909 1.66483051265175 1.66694829743085 
1.66670579407442 1.66703981038474 1.66780804851063 1.66940908677599 
APPENDIX B
 
- XVII - 
 
Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.67111933386643 1.67168622402685 1.67230311468145 1.66859293771842 
1.66851267474519 1.67014723092293 1.67158889650241 1.67452326977404 
1.67590153170472 1.67710753418817 1.67742077509882 1.67803100983947 
1.68340825611647 1.68452338486627 1.68434158235881 1.68535771335195 
1.68639184883287 1.68664863194573 1.69091783285389 1.69211796693226 
1.69140960256217 1.69249080318858 1.69046074774776 1.68548162247723 
1.68058521628099 1.67763602860508 1.67710470494469 1.67295102054891 
1.67165006037774 1.67251069727533 1.67740404872916 1.68033708734913 
1.68586131601189 1.68320193017619 1.67737034618382 1.67647908112852 
1.67474072142838 1.66900027409489 1.66625451779380 1.66672619950986 
1.66964319155956 1.66911107492619 1.66719344622935 1.66812597278805 
1.67211700389623 1.67750636654209 1.67760422754370 1.67431520271341 
1.67493279814433 1.67653924733591 1.67487666849362 1.67673065234335 
1.67467058764708 1.67583282355686 1.67906225216343 1.68241315724563 
1.68414502653122 1.68614422224910 1.68387611963164 1.68273145530024 
1.68158005967016 1.67720802739559 1.67817310300291 1.68461298798886 
1.68772357565371 1.68881636745064 1.69058075503145 1.68870503003511 
1.68181460699131 1.67270405873479 1.66384903819410 1.66240466041281 
1.66162875865474 1.66448528564192 1.66669696280985 1.67064342229149 
1.67042925819741 1.66255762659603 1.65660313430874 1.65497573183968 
1.65203371260638 1.64762916342839 1.64651765481025 1.65338434796307 
1.65944536854271 1.65771101826907 1.65765473612116 1.65686558698425 
1.65576548512628 1.65588124955276 1.65654849757432 1.65758106281183 
1.66345805436232 1.66534894150496 1.66625932653466 1.66600848231045 
1.66636142976487 1.65765616235125 1.64609653194022 1.64157312533529 
1.64594232940811 1.65173834187938 1.65180465687439 1.64962669527243 
1.64485250688207 1.64777932100532 1.65413408815268 1.65641307649469 
1.65378117346850 1.65029381674821 1.64750049837600 1.63906489041474 
1.63146282674115 1.63016663133102 1.62641568355408 1.61977989315453 
1.61455955674632 1.60768564991516 1.59841943651596 1.59616595868678 
1.59364234401652 1.58970424770176 1.58839301343989 1.58433449815617 
1.57917856358322 1.57639283385649 1.57259582085553 1.57074381516073 
1.56906217429421 1.57050433701283 1.57088170632542 1.57067751400768 
1.57417851027618 1.58473795559689 1.59096198037250 1.59312874893481 
1.59330470149253 1.59478626424826 1.59257970776975 1.59220927881815 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.59402919608909 1.59219730916949 1.59326618430368 1.59770656636549 
1.60168822734884 1.60183722727290 1.59395649826897 1.59347683637588 
1.59521571974963 1.59612500998425 1.59373888291667 1.58579162929923 
1.58028195015470 1.58060577466213 1.58898212591876 1.59062867495636 
1.59343170586823 1.59299190037859 1.58914794567813 1.58974132239412 
1.59218129653557 1.59292347654416 1.59435953806384 1.59762146509368 
1.59400987054674 1.58898383241164 1.59213979664390 1.59799321881018 
1.60044257547823 1.59396778465320 1.58763420475153 1.58580943482641 
1.58394364092603 1.58272313900027 1.58240532324298 1.58312875087460 
1.58162282122876 1.57305328360444 1.57098642472807 1.57145302687686 
1.57222070314226 1.57049298697130 1.57145278783157 1.57588666927796 
1.58010286384429 1.58833297815510 1.60026263988960 1.60406752382003 
1.60644935808447 1.60281433540887 1.59648163888574 1.59043287005166 
1.57991974491027 1.57838776661990 1.57604526695774 1.57262717259592 
1.57262164355511 1.56786653565035 1.56710388635592 1.56020199094893 
1.55388919069816 1.55288437300434 1.55495674588417 1.55243903988015 
1.54904938188841 1.54816013830287 1.54400855416585 1.53846095785646 
1.53910887944646 1.53269126504682 1.52880960798000 1.53004602921588 
1.53574194473247 1.54155035703355 1.54808015630456 1.55092238322972 
1.55659875069570 1.56183844332437 1.55796343490074 1.55141083279000 
1.54888983023770 1.54558734417834 1.53523014989072 1.52574763957776 
1.52524348033864 1.52765935041455 1.52544678099072 1.51783647007944 
1.51131585153383 1.50361111252617 1.49457635185331 1.49077978576692 
1.48825391029746 1.48391413981425 1.48387627957665 1.48331012481252 
1.48143042644750 1.48269136394412 1.49362702609858 1.49947074635552 
1.49884949203168 1.49589050311642 1.49851476914951 1.50053865864596 
1.50240237045149 1.50513432725292 1.50959809965308 1.50955810595874 
1.49984350212828 1.48244770447508 1.46864285219891 1.46063281543511 
1.45655124634913 1.45577373225836 1.45523932004504 1.45574121073311 
1.45459367705142 1.45781838974227 1.46139359480883 1.46283468481967 
1.46237588513932 1.45487383678265 1.45352836510283 1.45367794163294 
1.45335510989724 1.45372561877015 1.45274491477095 1.46022543737648 
1.46465503063336 1.46753094733754 1.46664923507234 1.46572937487608 
1.46759237131274 1.46865244755866 1.47371454483863 1.47239493650992 
1.47774529590445 1.48254881722270 1.48285699592079 1.48194080320034 
APPENDIX B
 
- XIX - 
 
Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.47870450883369 1.47811227066382 1.47594930110574 1.46812280766719 
1.46321098161953 1.46078005360915 1.45780073146333 1.45357395323997 
1.44571284237159 1.44292116952193 1.44274454895887 1.44719664434865 
1.45470591684977 1.45419522726980 1.45526575181740 1.46214094598973 
1.46484663929697 1.46718340088158 1.46742043665457 1.46824770086869 
1.47385926883622 1.47543281420930 1.47416024438717 1.47302115779835 
1.46975221328942 1.46885056024516 1.46702715933861 1.46513171793068 
1.46355692407509 1.46001186290498 1.46260908881734 1.46286921004716 
1.46147511209208 1.46655395549582 1.47061722886082 1.47406951874238 
1.46880979873405 1.47074584595318 1.46906947529441 1.46483497659014 
1.46551721297486 1.46773449011934 1.46878027113555 1.46997356116845 
1.47360220636705 1.46982830767671 1.46547082420296 1.46341020696904 
1.46243822088415 1.46403786476328 1.46373132219768 1.46339020462209 
1.46272504479525 1.46098269518042 1.46581095188342 1.46788404841184 
1.47078216468739 1.47621377802405 1.47532776048102 1.47249038397498 
1.47266500385050 1.47012755161231 1.47304322112218 1.47596767738663 
1.47642311266903 1.47791145345609 1.47854042988916 1.47700890872073 
1.47217707887176 1.47196014107365 1.46933370619084 1.46849247334807 
1.46729304620945 1.46754457854536 1.46679110562883 1.46722558825925 
1.46411277858906 1.46229152518112 1.46626263321430 1.46805071690910 
1.46880661913538 1.46775962570711 1.46859296684207 1.47108123538449 
1.47422826867438 1.47557351685234 1.47347211368847 1.47225912603629 
1.46734888047682 1.46680089102327 1.46467462554330 1.46410383851835 
1.46679024991217 1.46804820438617 1.46854648466481 1.46923197094671 
1.47063687219683 1.47541840262547 1.47592542982638 1.47398693285697 
1.47249900056568 1.47425859709729 1.47272586837631 1.47338052918918 
1.47626021943421 1.47775036967696 1.48057924163024 1.48167707810190 
1.47592008888496 1.47243359667579 1.47261442973163 1.47253556816500 
1.46771336164829 1.46662052024470 1.46646349664362 1.46947434388173 
1.47038020459855 1.47442631778331 1.46996618111402 1.46385164759147 
1.46323722212684 1.46378913463422 1.45867404123432 1.45737236501043 
1.45983205912381 1.46497172443138 1.46570627350048 1.46425396930830 
1.46334294508345 1.46759196607468 1.47335741438947 1.47416030602479 
1.47254198896950 1.47395338344586 1.47609442697642 1.47411031444925 
1.47739166808324 1.47519347911928 1.47785717955233 1.48402330417017 
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1.49157177485538 1.49651579345234 1.50246026291300 1.50273555675264 
1.50259316869424 1.50122172316181 1.49723931491337 1.49797415014726 
1.50401952251534 1.50651953490316 1.50686559755688 1.50491149791876 
1.49984269442239 1.48863991618514 1.47708281299879 1.46828168345955 
1.46613838082012 1.46574963145555 1.46976982032960 1.47277822687235 
1.47980952922557 1.48312016745383 1.47731685956956 1.47345291187927 
1.47418409973770 1.47529050742807 1.47155977938542 1.47126166320822 
1.47918007400967 1.48447992747188 1.47941892637808 1.47557954220514 
1.47234456268243 1.47060135012810 1.47161145200737 1.47255000991308 
1.47321987063672 1.47984040403272 1.48368138744655 1.48778295074839 
1.48678046162734 1.48404479433353 1.47367903215497 1.46302517235142 
1.45806858572547 1.46136809209684 1.46580037949150 1.46487326989667 
1.46147648133469 1.45704199947537 1.45811889044197 1.46592457765978 
1.46777279119040 1.46584101385842 1.46493282253798 1.46370490487979 
1.45625041709370 1.44853605689808 1.44817673387446 1.44574310321798 
1.44026537043354 1.43704244467119 1.43143139683341 1.42459206528048 
1.42406671595986 1.42345538899703 1.42090820649049 1.42111385882795 
1.41832623083761 1.41478766292893 1.41243968695011 1.41049884352355 
1.40960824422499 1.40881404766232 1.40913429857392 1.41053832775939 
1.41277158640984 1.41742103398466 1.42706416552623 1.43184739502419 
1.43370398367246 1.43455485310906 1.43760111569905 1.43564421705032 
1.43520961252790 1.43676058390539 1.43377713153678 1.43526561855653 
1.44084891451086 1.44504844630271 1.44454186619181 1.43610771330877 
1.43427704847694 1.43365715092356 1.43287037068836 1.42900207500864 
1.41968802589654 1.41404437126606 1.41718423702745 1.42652662312139 
1.43113955214450 1.43648830566528 1.43635026735848 1.43333893612544 
1.43524481287944 1.43769388825806 1.43838584245367 1.43766606450739 
1.43528337119887 1.42814079147642 1.41983474930010 1.42182372634989 
1.42830488377336 1.43289878132014 1.42894896497719 1.42535153911562 
1.42482400572513 1.42690057395045 1.42908639779297 1.43120445384088 
1.43534329812122 1.43455646679794 1.43049688559392 1.43021684639835 
1.43319844173519 1.43791610589706 1.43775576442989 1.43618351542243 
1.43705318707659 1.43931304638792 1.44734784872977 1.45987486322387 
1.46340429788547 1.46534374048258 1.46419353010235 1.46057880960399 
1.45576375645876 1.44579958989863 1.44601178728440 1.44449493042245 
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1.44262169361251 1.44254574437460 1.43630221325374 1.43324730648177 
1.42205960569315 1.41495377170474 1.41609901497587 1.41876837801880 
1.41704047119593 1.41635545037931 1.41613337161118 1.41043011923948 
1.40302599931088 1.40404637951980 1.39869913491606 1.39523940621354 
1.39829507526745 1.40373100119935 1.40730625227063 1.41226795053985 
1.41490394424329 1.42112700754641 1.42534240574487 1.41989823113577 
1.41198520981934 1.40895689674785 1.40571996112544 1.39580071594309 
1.38549882115083 1.38510134899485 1.38943060031432 1.38835200212139 
1.38069190175306 1.37475943105525 1.36631742908514 1.35918954374104 
1.35594027565761 1.35336144508696 1.34780938842145 1.34612084533167 
1.34428552786511 1.34326061507024 1.34479106312372 1.35562456118096 
1.36115675129900 1.36213810603395 1.35746048691645 1.35916681628552 
1.36110918293720 1.36074193971781 1.36173477490023 1.36523022773674 
1.36463091721551 1.35556546600206 1.33879949346989 1.32637086857146 
1.32198979744089 1.32157186549193 1.32276018095107 1.32207275679977 
1.32498590582010 1.32530475717525 1.33068934960891 1.33713082902503 
1.34142884182040 1.34330337165675 1.33627838395468 1.33608555984572 
1.33698834179218 1.33701955552301 1.33752662073754 1.33590828217540 
1.34104426052797 1.34311709220723 1.34651256986817 1.34951745151827 
1.35139783056718 1.35560926457077 1.35879502308428 1.36259282713019 
1.36017070329832 1.36366386141196 1.36469119998161 1.36131179445406 
1.36079754681965 1.35867155736609 1.35703597100872 1.35495263155401 
1.34824464927559 1.34364481523863 1.34208209393243 1.33935895662280 
1.33318411365605 1.32184475688328 1.31652928073671 1.31356505135972 
1.31538413358232 1.32141777057416 1.32041462099919 1.31891514652265 
1.32426648294333 1.32621157095141 1.32910892209804 1.33122716901771 
1.33137645042227 1.33701511650840 1.33913356729593 1.34019201046538 
1.34110197895608 1.33781596275909 1.33344320878538 1.32739131688198 
1.32107075156076 1.31696630474277 1.31017121387180 1.30839083612558 
1.30603803134221 1.30631242605517 1.31177383648713 1.31319382664229 
1.31105105468124 1.30057894856274 1.30032933744296 1.29754371547625 
1.29270847886196 1.29413554474558 1.29927126899680 1.29950394603360 
1.29874994415910 1.30009232175873 1.29380276214158 1.28394672112530 
1.27596418282136 1.27326691064029 1.27560295011055 1.27611839339772 
1.27731918972735 1.27565627271527 1.27254831097692 1.27605348778582 
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1.27843845058440 1.28409741932831 1.29025370038920 1.29098687893766 
1.28954232998639 1.29239209779426 1.29328248196965 1.29693938452924 
1.30273101316632 1.30329996619316 1.30451396096603 1.30751927864839 
1.30560281135410 1.29937896774274 1.29772186019541 1.29444218107938 
1.29423803478931 1.29318972972379 1.29405600601056 1.29713145251741 
1.30284984955573 1.30573306706966 1.30853775172894 1.31401908688408 
1.31681279979439 1.31927823969759 1.32097544104073 1.32481146506151 
1.32823028816654 1.32959556647062 1.32738062226189 1.32203945355183 
1.31972929778159 1.31686533916669 1.31790489336165 1.31793882619494 
1.31700069066221 1.32098598866608 1.32362398881022 1.32674520841357 
1.33028411406430 1.33242140794274 1.33578679728668 1.33161612446279 
1.32610639765790 1.32255249161741 1.32260744038823 1.32143774298787 
1.32267423729005 1.32689116491984 1.33052723664855 1.33519131746632 
1.33597861579545 1.33053700762817 1.32682095672256 1.32447825008486 
1.32396049668789 1.32309946894530 1.32388792857775 1.32433029466408 
1.32952967592095 1.32883993684396 1.32817456329056 1.32010096074713 
1.31366624741996 1.31854357140198 1.32829736982125 1.33080656131973 
1.33476137870267 1.33926926378288 1.34244968002401 1.34123908389785 
1.33904163227507 1.33798906600369 1.34474202528239 1.35268845445761 
1.35707830843827 1.35916281426475 1.36401137357718 1.36609567628623 
1.36465203295471 1.36957033953532 1.36742440658965 1.37037840075873 
1.37755793918214 1.38666290406944 1.39374119569552 1.40286985003911 
1.40539615667573 1.40724501082250 1.40713419544119 1.40529232108974 
1.40663721116987 1.41432175831470 1.41626812827703 1.41713093438862 
1.41562884631691 1.41119369914391 1.39992618875232 1.38798623078094 
1.37941875613963 1.37886245756453 1.38101674836714 1.38725141063852 
1.39344334606731 1.40321206341166 1.40992549491751 1.40927940665304 
1.40706324534359 1.40635623372534 1.40813414981070 1.40507997175543 
1.40577922505511 1.41680417290397 1.42339906197660 1.41720811924186 
1.41249636420768 1.40915428113009 1.40824206745947 1.41067765546997 
1.41038389476973 1.40947418808617 1.41484437087925 1.41437301631406 
1.41323757789163 1.41019283186174 1.40510927251062 1.39343605547384 
1.37955410849043 1.37262772144237 1.37642315108742 1.38325040007279 
1.38337920061746 1.37881452266916 1.37454448577074 1.37599439931064 
1.38405385807578 1.38793150054983 1.39036551304881 1.39114060221335 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.38960642959525 1.38190429461656 1.37512974264749 1.37759690350319 
1.37805798367381 1.37363334951223 1.37227103089969 1.36893719247363 
1.36325543574544 1.36414113554180 1.36481524360960 1.36578716184199 
1.36820462288619 1.36834235373614 1.36865796952703 1.36796660839627 
1.36764854852348 1.36925260374496 1.37261691875012 1.37378679119483 
1.37379093748521 1.37520063076638 1.37589943271703 1.38015293615935 
1.37878139232438 1.37780073620857 1.37659127687270 1.38290199121607 
1.38519127099040 1.38849531289535 1.39204465061843 1.38950973483144 
1.39232320879229 1.40074365862405 1.40913012235094 1.41348501454736 
1.40977956715404 1.41077584036179 1.41151816496668 1.41005831509678 
1.40524557054035 1.39599705287322 1.38844191985139 1.38936533989857 
1.39679016662807 1.40040075850356 1.40479215107076 1.40353241019161 
1.39781405748094 1.39599787387826 1.39407885860636 1.39246465876751 
1.39139315653336 1.38617305574719 1.37503862883179 1.36365827613159 
1.36477028081943 1.37138099308697 1.37744923779453 1.37256555030541 
1.36687997841766 1.36294520844421 1.36283615752395 1.36272637772768 
1.36448725169798 1.36621739592779 1.36357562227411 1.35532428663244 
1.35056997696193 1.35077791040197 1.35468056463883 1.35480214967524 
1.35083921443258 1.35042987398263 1.35348725298016 1.36106807322487 
1.37455366078337 1.37816920820710 1.37859979831627 1.37659234700124 
1.37363743252300 1.37015899952808 1.36152950254859 1.36344855713563 
1.36258203099138 1.36193957032879 1.36374336805158 1.35634280511087 
1.35111072540132 1.34001054626612 1.33282885345114 1.33283015175558 
1.33425318520829 1.33320169295596 1.33136183220382 1.33117900647302 
1.32707435188774 1.32161440889559 1.32284635494633 1.31558294100622 
1.31203803733162 1.31609437451894 1.32240501666428 1.32674977970649 
1.33280179146423 1.33672824264682 1.34559170469151 1.35268732273755 
1.34912032462401 1.34368081074325 1.34523337167139 1.34554058080655 
1.33901825885869 1.32920183739951 1.33030178015674 1.33503954855450 
1.33339083166482 1.32633581461680 1.32039758964857 1.30843858164832 
1.29552305414792 1.28635594828920 1.28101768405621 1.27357562727111 
1.27020670091049 1.26573709076223 1.26576999564487 1.26832044103049 
1.27832177385755 1.28346307524258 1.28196768788333 1.27453453888522 
1.27477504530360 1.27922023563723 1.28151759736990 1.28445807660391 
1.29025958654000 1.29275712815605 1.28489881256449 1.26903607134984 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.25463507039106 1.24921614649301 1.24676810094907 1.24617541561299 
1.24483795603540 1.24622952355251 1.24734935876676 1.25293211942695 
1.25827179284092 1.26276485725444 1.26706067721387 1.26212119093125 
1.26144532516538 1.26321507210958 1.26300541605386 1.25995443634102 
1.25411215826815 1.25903478783596 1.26485156408391 1.27139150921300 
1.27620851926157 1.27631952197278 1.27608809667159 1.27737457972379 
1.28018501522627 1.27596325472065 1.27740181854313 1.27644087660309 
1.27166135937229 1.26872173953537 1.26520165973817 1.26338968450284 
1.26260554955125 1.25615827279794 1.25388446725760 1.25370645667583 
1.25234344015829 1.24639620905437 1.23756778530358 1.23356192116753 
1.23245113598963 1.23507790457907 1.24279474246084 1.24473186579905 
1.24495839415039 1.25058964581329 1.25166360814963 1.25357666363808 
1.25445497116355 1.25091551340682 1.25343429887489 1.25431337305213 
1.25373633804299 1.25250055140706 1.24692021210224 1.24106137504827 
1.23299862359087 1.22339716984541 1.21943817445976 1.21257164055088 
1.21132716663740 1.20770120704645 1.20981964190524 1.21712242232752 
1.22124583857581 1.22216583895553 1.21356567219304 1.21472879552830 
1.21184399452925 1.20684681405257 1.20955128471695 1.21490011515170 
1.21412407476435 1.21229197762792 1.21416245891323 1.20698126420893 
1.19462356039785 1.18446469468792 1.18014169122760 1.18259719752060 
1.18513333724547 1.18620965643185 1.18108821830850 1.17298050455031 
1.17143691596451 1.16878012466942 1.17119403045224 1.17505776237860 
1.17690616125464 1.17788124009343 1.18223910502401 1.18198037369971 
1.18473504381082 1.19067621166444 1.19215731811501 1.19346976912015 
1.19482670354214 1.19402112033908 1.18823182271246 1.18660658841285 
1.18442155389220 1.18512261911144 1.18336717202585 1.18602549977503 
1.18649185184748 1.19034759677113 1.19481394696488 1.19889546646878 
1.20478119934142 1.20678256336974 1.21228186085644 1.21908660003772 
1.22616845093400 1.23080684629716 1.23141568731940 1.23079485737098 
1.22450227776151 1.21965815219754 1.21446120819287 1.21247000119898 
1.20862572788007 1.20626940784921 1.20976296659564 1.21138063698422 
1.21337716303857 1.21607285093044 1.21629087995584 1.21793947145917 
1.21150017576631 1.20569680653910 1.20311343091325 1.20334766714199 
1.20261418701252 1.20292013207496 1.20534939619949 1.20686358777974 
1.21049832364286 1.21094735920379 1.20226494260738 1.19450302161231 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.18894336709812 1.18626499514118 1.18344118003927 1.18401215463883 
1.18662392551854 1.19503915709517 1.19700938715498 1.19950394733276 
1.19531165237523 1.19220631546044 1.20204913304389 1.21481363065315 
1.21924368475360 1.22362350246210 1.22716489312696 1.22807493423397 
1.22411777801672 1.21823865789681 1.21429744921191 1.21838836689366 
1.22705699150403 1.23332708999408 1.23364044757712 1.23850177264801 
1.24031219189144 1.23607789491769 1.23968910918528 1.23900331970943 
1.24369382887854 1.25249190155440 1.26137233966297 1.26774449671505 
1.27630152125686 1.27814425196035 1.28066487344099 1.28004562939061 
1.27710343413127 1.27706730794447 1.28448997374313 1.28841775266514 
1.29356001795929 1.29820457565424 1.29626705027066 1.28467202112023 
1.27519847635064 1.26932678882812 1.26944635334029 1.27382458956683 
1.27944089159619 1.28390365720609 1.29116364277927 1.29790151800409 
1.30076763314040 1.30233646922839 1.30614739711811 1.31325700028712 
1.31464829115246 1.31711299148684 1.33017387273464 1.33870647070016 
1.33192566849953 1.32555332146835 1.32340887178281 1.32202101649751 
1.32418525890129 1.32274176245406 1.32176343567298 1.32585313641739 
1.32237221649263 1.31949496204773 1.31432803239503 1.30977636247429 
1.29976437292834 1.28643077995031 1.27909318453220 1.27947353573024 
1.28366197300322 1.28580063195082 1.28371095506158 1.27925546587365 
1.28065451091133 1.28995444675634 1.29276649960249 1.29486608693690 
1.29789563700820 1.29849113595248 1.29149951222752 1.28339400801784 
1.28483818936707 1.28327652350162 1.27687054225288 1.27372958280987 
1.26924343847026 1.26367456605495 1.26418672369821 1.26458740814346 
1.26283803848244 1.26464019943062 1.26341580107374 1.26216770883661 
1.26082526213608 1.26162571787154 1.26297597303653 1.26588745773436 
1.26594585508104 1.26346545517826 1.26307952074441 1.26260347378353 
1.26612927205805 1.26280197885995 1.25958601976961 1.25753189218753 
1.26463319327981 1.26722299531402 1.27359177549363 1.27803324151838 
1.27343208260672 1.27709422897895 1.28527185066376 1.29282343726306 
1.29516058576783 1.28820062917866 1.28585131712982 1.28431791166126 
1.28096202125869 1.27632016631396 1.26691535008639 1.26102797931933 
1.26211101014509 1.26685801341458 1.26886562125304 1.27460630267660 
1.27427055453293 1.27079364861796 1.27029232568815 1.26795329122661 
1.26394859404020 1.26274932308614 1.25597741471782 1.24297551934080 
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1.22932224374531 1.22776037662130 1.23224690113232 1.23734194061742 
1.23239765594966 1.22550065551483 1.22109369270651 1.22169088152417 
1.22195599062335 1.22349313697006 1.22316120403702 1.21940835238841 
1.21325683282606 1.21145012561957 1.21329940996463 1.21885019948516 
1.22034247996145 1.21802429423486 1.21888790952727 1.22265282100776 
1.23301900862318 1.24881349422389 1.25461458693815 1.25761817878150 
1.25927946510008 1.25852906244902 1.25704110228482 1.24979483686027 
1.25169821311855 1.25044654390162 1.25048732414310 1.25176885852524 
1.24618217270264 1.24545823795830 1.23636191093406 1.22931861415464 
1.22993498792846 1.23249207015002 1.23430660983979 1.23442510293700 
1.23762269203147 1.23466361355621 1.22951668247988 1.23143581193063 
1.22318797719584 1.21879837461908 1.22205462524078 1.22915322455594 
1.23511791115113 1.24505997264565 1.25330125353558 1.26493544398486 
1.27053472476598 1.26514080628393 1.25755431769357 1.26133012765815 
1.26396152807562 1.25921012795841 1.25105511612361 1.25299518378746 
1.25530906589211 1.25480373590598 1.24982656311927 1.24387899034221 
1.23120444574323 1.22026035278727 1.21304591388062 1.20902773475595 
1.20181190043753 1.19607316753384 1.18863712096351 1.18553880973029 
1.18623585487219 1.19558081577333 1.20018705302449 1.19945674187817 
1.19221030913390 1.19274288144751 1.19611669684830 1.19598087890957 
1.19680654846167 1.20267492517389 1.20587990637672 1.19891871755579 
1.18255672660227 1.16653096852063 1.16085926284655 1.15922691655371 
1.15722163202175 1.15228067714057 1.15273462769955 1.15380897455657 
1.15911143330333 1.16481584355014 1.16950118451799 1.17416900058117 
1.17022759547203 1.16779786164247 1.16797298860656 1.16691511730000 
1.16403923560417 1.15893549446786 1.16246932564265 1.16722365102249 
1.17176684808103 1.17458692534129 1.17369843063228 1.17447428392028 
1.17741162284406 1.18166755663595 1.17611784080808 1.17641012209361 
1.17671752374352 1.16987946578654 1.16564719565391 1.15793689022063 
1.15243769814705 1.15027831523203 1.14072155713157 1.13727113892781 
1.13716292974291 1.13739153770324 1.13342246171589 1.12512532084094 
1.12167807790136 1.12096508288779 1.12089837263986 1.12692010285211 
1.12868038051340 1.12962103997963 1.13597602918917 1.13728299139874 
1.13515717685424 1.13514959184400 1.13046509342742 1.13088812419267 
1.13166189176301 1.13054908854480 1.12726053451712 1.12117521877329 
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1.11496989353766 1.10490506590136 1.09630473720762 1.09313286997583 
1.08533769452571 1.08120683570883 1.07501982310972 1.07807977463787 
1.08752368912670 1.09143659329607 1.09147239695168 1.08365224379255 
1.08797862151886 1.08719112113753 1.08193468768655 1.08457544751270 
1.08829726663675 1.08753505395681 1.08467197971507 1.08464551285511 
1.07319137091881 1.05633189734465 1.04387995287989 1.04035786336038 
1.04545569830302 1.04735883948272 1.04683556068358 1.04073782684743 
1.03211570737738 1.03063965405622 1.02839116020829 1.03029706328582 
1.03330261549647 1.03355415382461 1.03236772551134 1.03675495827796 
1.03509294115050 1.03604161598974 1.03910939669706 1.03959647638149 
1.03904483676748 1.03637793288620 1.03081248857248 1.02288527391462 
1.02370106210531 1.02283386114338 1.02518946364593 1.02710198882292 
1.03418949877822 1.03989133959879 1.04618808780898 1.05318806692556 
1.05863963319826 1.06283116991017 1.06276146845062 1.06760335528654 
1.07704316004630 1.08765348469403 1.09485246814009 1.09835949408377 
1.09885286717080 1.09088071440349 1.08354716599409 1.07498083985151 
1.07226181083621 1.06829693950693 1.06400147476369 1.06566390143607 
1.06498003926271 1.06495865448186 1.06867590874730 1.07233412698628 
1.07524998052169 1.06853196241199 1.06306525303985 1.06101867722862 
1.06079327787617 1.06115670947263 1.06031266356281 1.06540498438314 
1.06887062537595 1.07392983674846 1.07419675998521 1.06354157448811 
1.05605702753346 1.05121427924710 1.04926455326831 1.04710278228261 
1.04912539828273 1.05543758426797 1.06751557222339 1.07267160035129 
1.07896551491695 1.07861236842389 1.07608233221933 1.08528270872872 
1.09512379558537 1.09823579081834 1.10512754933547 1.11320863879419 
1.11851838782929 1.11575101879178 1.10891174348397 1.10442728914802 
1.10812765844963 1.11786570772679 1.12707474748528 1.12907619862418 
1.13455699737736 1.13831636087774 1.13630515127076 1.13868688695174 
1.13537785197063 1.13723661238906 1.14224997624659 1.14835369875080 
1.15345501132964 1.16356478858892 1.16790047947929 1.17376637622510 
1.17420170311950 1.17193308094351 1.17487844605074 1.18355203572195 
1.18883645970268 1.19690977193803 1.20201566200184 1.20057751498594 
1.18807130693361 1.17700212819976 1.16909827613716 1.16713023832809 
1.16976315903618 1.17308761689016 1.17506187372112 1.18155456107212 
1.19068821413177 1.19316343342463 1.19341540456379 1.19696491372105 
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1.20483977843970 1.20829002724883 1.21242108502167 1.22371589577619 
1.23158711853944 1.22615270395927 1.22002627013506 1.21726844891531 
1.21453887978634 1.21551467912397 1.21197406567788 1.21133277953131 
1.21428358672254 1.20909579252982 1.20720983353702 1.20373266198599 
1.19964996583371 1.18905578650810 1.17582686190826 1.17009720118847 
1.17279084546915 1.18111518625368 1.18457674547607 1.18241158851611 
1.17474193255098 1.17423003699808 1.18388290937507 1.18733290372144 
1.18721416899649 1.18521445661219 1.18513108578956 1.17672697313766 
1.16877259344657 1.17045926243523 1.16882061635218 1.16140838935063 
1.15835326091870 1.15393059006843 1.14669014919683 1.14539999758563 
1.14473024566508 1.14223578126980 1.14428369366796 1.14399918504959 
1.13956658172809 1.13427653627032 1.13256797973424 1.13333538065390 
1.13721827375972 1.13890015438454 1.13689788113667 1.13877989860423 
1.13886319888467 1.14005184527987 1.13553162919351 1.13338610843140 
1.13379036693806 1.14336275193632 1.14876286390756 1.15717878391000 
1.16510658093791 1.16503097585124 1.17171674723841 1.18264325279096 
1.19362238266883 1.20047170564444 1.19625272654058 1.19713357565910 
1.19946049150054 1.20002439396892 1.19962159912746 1.19272227078702 
1.18898430691717 1.19309138207853 1.19917522534158 1.19969338499580 
1.20510849582129 1.20521861042786 1.20274376327335 1.20292963317296 
1.19963587033450 1.19550308186924 1.19588546966541 1.19077711873591 
1.17841481358009 1.16492144987104 1.16307276020885 1.16520287609756 
1.16889182233680 1.16498738028782 1.15918613348405 1.15449187790312 
1.15569850533400 1.15841775219332 1.16243012563982 1.16429766545739 
1.16220896548638 1.15611370813873 1.15427387554011 1.15789029315559 
1.16475607839446 1.16795847369086 1.16672638179544 1.16900645354582 
1.17280397083313 1.18108545028711 1.19157431446832 1.19472473196760 
1.19726774052290 1.19996916383275 1.20094430415084 1.19786686147220 
1.18916952884234 1.19334868656863 1.19554197270239 1.19750121116823 
1.19895808237273 1.19268693305453 1.19184755817162 1.18309473278610 
1.17494233629700 1.17390065754184 1.17498849440605 1.17761283407990 
1.18019232999941 1.18554850289610 1.18188221076316 1.17617079162373 
1.17911375828529 1.17144198153585 1.16525656669353 1.16584742617911 
1.17245741170244 1.17843138450173 1.18893170388408 1.19810309663176 
1.21149316139136 1.21977619456733 1.21683661247199 1.21152400496057 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.21725069721939 1.21927808760150 1.21511639980932 1.20928064110392 
1.21336265003116 1.21653231913401 1.21547818223119 1.20757781071326 
1.19949739431970 1.18669702824701 1.17743421310731 1.17130858173153 
1.16704057009749 1.16210537811707 1.16090810540223 1.16017857438499 
1.16009816758737 1.15991483036448 1.16847981989118 1.17336448247632 
1.17399735692393 1.16699538490830 1.16712141311898 1.16973020782237 
1.16606151239151 1.16296284082517 1.16659528427280 1.16807858695841 
1.16135138454562 1.14639806125221 1.13180497426293 1.12793361757009 
1.13062258710159 1.13133463370597 1.13170356060388 1.13886878898632 
1.14608054365635 1.15202509712701 1.15628632830262 1.15798032631957 
1.16085773373676 1.15449781490545 1.14970235019337 1.15074941430594 
1.14892920234872 1.14229022413636 1.13331774482748 1.13418348295332 
1.13853053034015 1.14336381426664 1.14584514557811 1.14498407651250 
1.14414335917169 1.14621068234713 1.15175223016620 1.14728922328001 
1.14992570679517 1.15144042722294 1.14661077144316 1.14179488657181 
1.13324537490508 1.12821720676023 1.12495424316212 1.11211139944620 
1.10543909632587 1.10305374383318 1.10409665677834 1.09962084149890 
1.09220396060993 1.08927920667646 1.08776333610302 1.08647568463955 
1.09498754621031 1.09803084833043 1.10164223758753 1.11015661480569 
1.11181512848689 1.11071248715307 1.11172250589770 1.10747079920498 
1.10880693299908 1.10953136596753 1.11140801666096 1.11073501250865 
1.10723438638063 1.10424342185831 1.09482650361801 1.08837071856772 
1.08844930855689 1.08159051071524 1.07806738813766 1.07093278103173 
1.07497858283458 1.08543835870388 1.09123589707325 1.09272115027106 
1.08606206643956 1.09033721313460 1.08859676644132 1.08236652815805 
1.08813755479198 1.09586456803625 1.09836132951201 1.09822429071497 
1.10347420755022 1.09645493422316 1.08302246768530 1.07164745144283 
1.06835430815656 1.07197325315098 1.07349488601989 1.07200888363461 
1.06720685105152 1.06135210825928 1.06160689855653 1.05964709530809 
1.05943505772820 1.06205085310611 1.06380729050164 1.06361437071986 
1.07166502528409 1.07370555175014 1.07769670681812 1.08259674549724 
1.08518404282481 1.08490048930929 1.08188037568693 1.07457478095991 
1.06344187033336 1.05928529435799 1.05751734040983 1.05704863849733 
1.06021416263142 1.07017338267099 1.07443254524178 1.07890146692231 
1.08629701816606 1.09130067657266 1.09616781203008 1.09521601480513 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.09929147224188 1.11071933927103 1.12359293280765 1.13398656902219 
1.13975845165307 1.14037562921373 1.13293784322516 1.12618866492989 
1.12119120196687 1.11998093161628 1.11654617712060 1.11032945768643 
1.11284572815256 1.11434227965733 1.11787711066123 1.12363491654563 
1.12888509622263 1.13479004892762 1.12971481301371 1.12580418323848 
1.12265027063064 1.12077984157788 1.12000398475095 1.11746679998178 
1.11898427096106 1.12037924877233 1.12490156714722 1.12596035780561 
1.11746485041960 1.11016857881703 1.10541985577614 1.10385867217328 
1.10378591286424 1.10881334666957 1.11585477389484 1.12516727200279 
1.12686976326298 1.13257488749231 1.13236901975741 1.12959822043891 
1.13752117917318 1.14545020275775 1.14802707729311 1.15602088008028 
1.16577335626342 1.17242557352869 1.17219665304369 1.16688661489905 
1.16305929109366 1.16558531493904 1.17459382885166 1.18330482852613 
1.18343264988835 1.18835722199803 1.19250499177860 1.19395894595790 
1.19980635003570 1.19925738390048 1.20246402762730 1.20640272122145 
1.20965759264924 1.21330771988415 1.22518849742296 1.23168896358310 
1.24026559803233 1.24174457700459 1.24025200842388 1.24332626094896 
1.25073402897113 1.25615873395583 1.26421466390125 1.26427200844263 
1.26179002815477 1.24919193842697 1.23852468738515 1.23030348906967 
1.22820753073108 1.23044927549658 1.23336466879455 1.23444228705535 
1.23860248072747 1.24536396042018 1.24689208262935 1.24650787208635 
1.25208927438735 1.26643770988277 1.27338861718457 1.27759199583449 
1.28691579497935 1.29182976108245 1.28429872118145 1.27759999019059 
1.27495068512935 1.27035113172973 1.27212271601909 1.27114235599684 
1.27071465874023 1.27295845750373 1.26656686015749 1.26376312078946 
1.25882207192784 1.25262224831139 1.24091884406909 1.22675642121259 
1.22041809926764 1.22226974475490 1.22979090923928 1.23311135430104 
1.22997499789421 1.22363552661799 1.22534720018790 1.23218230586495 
1.23194964330554 1.23066914394975 1.22981207680620 1.22855078772780 
1.22160110611184 1.21512227363241 1.21523442495008 1.21147149645205 
1.20181120832629 1.19973230427580 1.19317192555178 1.18262689408645 
1.17990539447553 1.17983138762574 1.17549443201414 1.17796549573517 
1.17636823902496 1.16928717292972 1.16173975228095 1.16003055644814 
1.16202448062532 1.16678064703393 1.17024091578152 1.16869982928786 
1.17296381986850 1.17509858117418 1.17454353172824 1.16692775085549 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.16131556466501 1.15781011939132 1.16591900725205 1.16904602748659 
1.17577190064083 1.18266902540376 1.18084131738369 1.18646279905054 
1.19583421724180 1.20853530071304 1.21478661006122 1.20998174749889 
1.20992815633266 1.21123912305843 1.20855729450850 1.20702404792472 
1.20027488792651 1.19838364557608 1.20486413252884 1.21120466891720 
1.20962142779647 1.21264631536994 1.21212053501913 1.20787877039776 
1.20630123162246 1.19867660858984 1.18987437104458 1.18819398207768 
1.18351760313064 1.17386878093060 1.16301027634463 1.16322286414580 
1.16505551010640 1.16512654377534 1.16002516104356 1.15490236229577 
1.15147393907820 1.15451634922189 1.15778444865369 1.16358461508881 
1.16832567862870 1.16767276830420 1.16122285403755 1.15884630429004 
1.16319283578718 1.17248570918880 1.17893892218397 1.17689551860513 
1.17835272938617 1.17718844301436 1.17914254530094 1.18444336777747 
1.18467962207560 1.18569772585059 1.18742307262004 1.18943745061588 
1.18753365208877 1.18082290348279 1.18628292713996 1.18768570009087 
1.18701969376827 1.18845227922529 1.18208343699946 1.18174354372468 
1.17345216987468 1.16472787488472 1.16386343351420 1.16396468859713 
1.16711492792832 1.17233066116560 1.18236967990342 1.18291048494851 
1.18104041002463 1.18753596725001 1.18046229334716 1.17393808477537 
1.17494663820217 1.18021244927444 1.18464964967606 1.19211676732760 
1.19872236430461 1.21105752946035 1.21943071317985 1.21773359073245 
1.21485253368309 1.22191513243465 1.22597927274205 1.22485630477205 
1.22077437616854 1.22583055525885 1.23092647771835 1.23115113530627 
1.22275034919494 1.21331070482396 1.19861550166152 1.18645544685101 
1.18026695561199 1.17334897564199 1.16599313279223 1.16374122658313 
1.16285869993995 1.16247035569894 1.15970399934509 1.16544722868499 
1.16710257155763 1.16669973674280 1.15889439505967 1.15916480648394 
1.16196677645639 1.15751209849127 1.15264163979135 1.15293438966797 
1.15089264003084 1.14110371832339 1.12417130743372 1.10917064863961 
1.10563653334644 1.10990795499466 1.11187736205611 1.11445941356513 
1.12292206175183 1.13025622671115 1.13737368822123 1.14308685968375 
1.14586572001959 1.14866036761483 1.14181884849416 1.13537050072528 
1.13489431784695 1.13252175489445 1.12813079012451 1.12033807347080 
1.12094704587674 1.12531718811198 1.13048896333566 1.13322139039736 
1.13265458029996 1.12888121858983 1.13054965537970 1.13743717866725 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.13329013229864 1.13489314811579 1.13453765010661 1.12589301841883 
1.11802163102227 1.10965261883200 1.10287414090939 1.09535547114533 
1.07954866520199 1.06932504068902 1.06410805426227 1.06245663615295 
1.05694868685084 1.04855509551384 1.04513051030251 1.04406262252909 
1.04380968090587 1.05376284413771 1.05730052683299 1.05725456359103 
1.06319425818788 1.06226236205024 1.06025091844678 1.05902522590785 
1.05461158920463 1.05495980055998 1.05377623312787 1.05500640504081 
1.05777315842376 1.05562340161548 1.05560697760590 1.04924570677403 
1.04317911095119 1.04421004381014 1.03851608720098 1.03495951768401 
1.02692561132442 1.02718965853497 1.03457350100184 1.03956973270651 
1.04130127766408 1.03437972290917 1.03999766963647 1.03881124928088 
1.03361668988934 1.03842004048403 1.04483822528499 1.04702925170038 
1.04797157134184 1.05415056619516 1.04813743786889 1.03728291626128 
1.02967170525155 1.02797059103632 1.03248582637577 1.03692541564741 
1.03786203084182 1.03439587956704 1.03138967348260 1.03508046994380 
1.03424408325087 1.03429860660648 1.03533328028641 1.03540462583329 
1.03562726903401 1.04233075342938 1.04466744339391 1.04868795412306 
1.05236190551965 1.05289547707022 1.04799717550095 1.04155033907503 
1.03072936584028 1.01474749494233 1.00738973641203 1.00312196370705 
1.00052469884561 1.00263270264990 1.01237101136557 1.01606052370939 
1.01964872417613 1.02586588076807 1.02970671179715 1.03244680302489 
1.02800688602220 1.02802144454314 1.03770935993758 1.04996305569972 
1.06142307327251 1.06994180338868 1.07130689539818 1.06228003530602 
1.05141167884899 1.04318012059165 1.04131152781007 1.04015157252474 
1.03587459512797 1.03868597467738 1.04045352532018 1.04297011464842 
1.04798072191815 1.05277536369669 1.05652473819599 1.04929084966534 
1.04485297534949 1.04382235566811 1.04450621792276 1.04822522088294 
1.04776620497499 1.05028764876536 1.05201462168592 1.05685172339482 
1.05649225586430 1.04663677727627 1.03813169289594 1.03206425856739 
1.02911664977359 1.02778953451468 1.03208499531421 1.04074293877908 
1.05087849181990 1.05281074301394 1.05611388910894 1.05423678687856 
1.05083887874405 1.05749747619933 1.06506316748132 1.06719026954085 
1.07441343659291 1.08193219067739 1.08828971191877 1.08690719526546 
1.08076251999338 1.07674881789557 1.08033297601435 1.09132797991607 
1.09930163710006 1.10041031965253 1.10729185067215 1.11123103301135 
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Synthetic Data of Safety Factors of a Slope for Every Day in the Last 10 Years (Continued) 
1.11063480721053 1.11437865685502 1.11177229228969 1.11517886373792 
1.12121491597200 1.12630761099434 1.13254039082151 1.14635025454925 
1.15589092618129 1.16845576489542 1.17054996542875 1.17006067857164 
1.17458138744700 1.18254540289836 1.18943137510892 1.19791592306668 
1.19711754278717 1.19481336743582 1.18240188346593 1.17192534371793 
1.16559483574821 1.16421312897443   
 
