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Abstract
In this article we prove that quasi-multiplicative (with respect to the usual
length function) mappings on the permutation group Sn (or, more generally, on
arbitrary amenable Coxeter groups), determined by self-adjoint contractions ful-
filling the braid or Yang-Baxter relations, are completely positive. We point out
the connection of this result with the construction of a Fock representation of
the deformed commutation relations did
∗
j −
∑
r,s t
ir
jsd
∗
rds = δij1, where the ma-
trix tirjs is given by a self-adjoint contraction fulfilling the braid relation. Such
deformed commutation relations give examples for operator spaces as considered
by Effros, Ruan and Pisier. The corresponding von Neumann algebras, generated
by Gi = di + d
∗
i , are typically not injective.
Typeset by AMS-TEX
1
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1. Introduction
We will prove in this paper the following result.
Theorem 1.1. Consider for fixed n ∈ N the permutation group Sn and denote
by πi ∈ Sn (i = 1, . . . , n− 1) the transposition between i and i + 1. Furthermore,
let operators Ti ∈ B(H) (i = 1, . . . , n− 1) on some Hilbert space H be given with
the properties:
i) T ∗i = Ti for all i = 1, . . . , n− 1
ii) ‖Ti‖ ≤ 1 for all i = 1, . . . , n− 1
iii) The Ti satisfy the braid relations:
TiTi+1Ti = Ti+1TiTi+1 for all i = 1, . . . , n− 2
TiTj = TjTi for all i, j = 1, . . . , n− 1 with |i− j| ≥ 2
Define now a function
ϕ : Sn → B(H)
by quasi-multiplicative extension of
ϕ(e) = 1, ϕ(πi) = Ti,
i.e. for a reduced word Sn ∋ σ = πi(1) . . . πi(k) we put ϕ(σ) = Ti(1) . . . Ti(k).
Then ϕ is a completely positive map, i.e. for all l ∈ N, fi ∈ CSn, xi ∈ H
(i = 1, . . . , l) we have
〈
l∑
i,j=1
ϕ(f∗j fi)xi, xj〉 ≥ 0.
One should note that the braid relations of the Ti ensure [Bou] that ϕ is well
defined. Of course, we do not assume that T 2i = 1. In this case, ϕ were a
representation of Sn and the theorem would be trivial.
To get a flavour of the meaning of this theorem let us just mention, that for
S3 the statement is equivalent to the fact that the operator P = 1 + T1 + T2 +
T1T2 + T2T1 + T1T2T1 is strictly positive, whenever T
∗
i = Ti, ‖Ti‖ < 1, and
T1T2T1 = T2T1T2.
Theorem 1.1 is also valid much more generally, namely for all finite (or even
amenable) Coxeter groups. The formulation and the proof of this generalization
will be given in Sect. 1.
The motivation for our Theorem 1.1 comes from investigations on perturbed
commutation relations. The crucial step in establishing the existence of a Fock
representation of such relations is the positivity of some map on the permutation
groups Sn. So, in [BSp1]we investigated the relations
cic
∗
j − qc∗j ci = δij1
for a real q with |q| ≤ 1, and we needed essentially the fact that
ϕ : Sn → C, π 7→ q|pi|
is a positive definite function for all n, where |π| denotes the number of inver-
sions of π. Different proofs of this positive definiteness, and correspondingly of
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the existence of the Fock representation of the q-relations, are now available, see
[BJS,BSp1,BSp2,Spe2,Fiv,Gre,Zag].
In [Spe2], we considered, more generally, the relations
did
∗
j − qijd∗jdi = δij1
for −1 ≤ qij = qji ≤ 1 and proved by central limit arguments the existence of a
Fock representation. In Sect. 3, we will construct the Fock representation of these
deformed commutation relations, now even for the most general case of complex
qij with q¯ij = qji. We will see that again the positivity of some map on Sn is the
key point behind this construction. This positivity will then follow as a special
case of our general Theorem 1.1.
Our construction of the qij-relations depends essentially on some operator T ,
which is a self-adjoint contraction and fulfills the braid or Yang-Baxter relation.
Thus, our natural frame in Sects. 3 and 4 will be that we consider the general
deformed commutation relations
did
∗
j −
∑
r,s
tirjsd
∗
rds = δij .
Such general Wick ordering relations are also investigated by Jørgensen, Schmitt,
and Werner [JSW2]. Whereas in the most general case, without any assumptions
on tirjs apart from the necessary t¯
dc
ab = t
ab
dc, nothing can be said about the existence
of a Fock representation, we get, by Theorem 1.1, a proof for the existence of this
representation in the case where the matrix tirjs is given by a self-adjoint contraction
T fulfilling the braid relation.
In Sect. 4, we examine the deformed commutation relations from an operator
space point of view, namely we extend a result of Haagerup and Pisier and show
that the operator space generated by the Gi := di + d
∗
i is completely isomorphic
to the canonic operator space R ∩ C, which means
‖(a1, . . . , aN)‖max ≤ ‖
N∑
i=1
ai ⊗Gi‖ ≤ 2√
1− q ‖(a1, . . . , aN)‖max
for all bounded operators a1, . . . , aN on some Hilbert space, where
‖(a1, . . . , aN)‖max := max(‖
N∑
i=1
aia
∗
i ‖1/2, ‖
N∑
i=1
a∗i ai‖1/2).
We will also make some remarks on the von Neumann algebra generated by the
Gi. In particular, we show that it is typically not injective.
Our main theorem, 1.1 and its general version 2.1, considers operator valued
functions which are quasi-multiplicative with respect to the usual length function
(=minimal number of generators). In Sect. 5, we replace this length function by
another, also quite natural one (= minimal number of different generators) and
prove the analogue of 2.1 for this case.
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2. Completely positive maps on finite Coxeter groups
Let (W,S) be a Coxeter system consisting of a Coxeter group W and a set
S = {s1, . . . , sn} of generators. This means that W is the group generated by the
elements si = s
−1
i ∈ S and that for each two distinct generators si, sj ∈ S (i 6= j)
there exists a natural number mij ≥ 2 such that we have the relation
(sisj)
mij = e,
where e is the unit element of W . The fact si = s
−1
i can also be stated in this
form as mii = 1. In the following we will only consider finite Coxeter groups W .
For each σ ∈W we denote by |σ| the length of σ with respect to S, i.e.
|σ| := min{k ∈ N | there exist si(1), . . . , si(k) ∈ S with σ = si(1) . . . si(k)},
and |e| = 0.
The example of Sn fits into this frame by putting W = Sn, S = {π1, . . . , πn−1}.
The length function |π| is then given by the number of inversions and the relations
are given by mij = 2 for |i− j| ≥ 2, i.e.
πiπjπiπj = e⇔ πiπj = πjπi (|i− j| ≥ 2)
and mi,i+1 = 3, i.e.
πiπi+1πiπi+1πiπi+1 = e⇔ πiπi+1πi = πi+1πiπi+1.
For a general Coxeter groupW , we will also rewrite the defining relations (sisj)
mij
= e in the braid like form
sisjsi . . .︸ ︷︷ ︸
mij factors
= sjsisj . . .︸ ︷︷ ︸
mij factors
,
which means
(sisj)
mij/2 = (sjsi)
mij/2 for mij even
and
(sisj)
(mij−1)/2si = (sjsi)(mij−1)/2sj for mij odd.
Let now self-adjoint contractions Ti ∈ B(H) on some Hilbert space be given which
fulfill the generalized braid relations
TiTjTi . . .︸ ︷︷ ︸
mij factors
= TjTiTj . . .︸ ︷︷ ︸
mij factors
for all i, j = 1, . . . , n with i 6= j. Then we define the mapping
ϕ : W → B(H)
by ϕ(e) = 1 and
ϕ(σ) = Ti(1) . . . Ti(k) for σ = si(1) . . . si(k) with |σ| = k.
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It is known [Bou] that the generalized braid relations for the Ti ensure that this
definition of ϕ is well defined. We can also state our definition in the way that we
put ϕ(si) = Ti and extend ϕ in a quasi-multiplicative way, which means
ϕ(σ1σ2) = ϕ(σ1)ϕ(σ2) if |σ1σ2| = |σ1|+ |σ2|.
Note that the self-adjointness of the Ti implies ϕ(σ
−1) = ϕ(σ)∗.
Let us extend ϕ from W to its group algebra
CW := {f =
∑
σ∈W
f(σ)δσ}
(with the usual multiplication (δσδpi = δσpi) and involution (δ
∗
σ = δσ−1) structure)
in the canonical way
ϕ(
∑
σ∈W
f(σ)δσ) =
∑
σ∈W
f(σ)ϕ(σ),
then we can state our main result in the following way.
Theorem 2.1. Let Ti ∈ B(H) (i = 1, . . . , n) be bounded operators on some Hilbert
space H, which fulfill the following assumptions:
i) T ∗i = Ti for all i = 1, . . . , n
ii) ‖Ti‖ ≤ 1 for all i = 1, . . . , n
iii) We have for all i, j = 1, . . . , n with i 6= j the generalized braid relations
TiTjTi . . .︸ ︷︷ ︸
mij factors
= TjTiTj . . .︸ ︷︷ ︸
mij factors
.
Then the quasi-multiplicative map
ϕ : CW → B(H)
given by
ϕ(e) = 1, ϕ(si) = Ti (i = 1, . . . , n)
is completely positive, i.e. for all l ∈ N, fi ∈ CW , xi ∈ H (i = 1, . . . , l) we have
〈
l∑
i,j=1
ϕ(f∗j fi)xi, xj〉 ≥ 0.
Remark. Another equivalent characterization of complete positivity is the follow-
ing (see, e.g., [Pau]): For arbitrary α :W →H (with finite support) we have
∑
ρ,σ∈W
〈ϕ(ρ−1σ)α(σ), α(ρ)〉 ≥ 0.
This formulation is the operator valued version of the definition of a positive
definite function on W .
Theorem 2.1 follows essentially from the following theorem.
6MAREK BOZ˙EJKO1 AND ROLAND SPEICHER2 1 INSTYTUT MATEMATYCZNY UNIWERSYTET WROC LAWSKI PLAC GRUNWALDZKI 2/4 50-384 WROC LAW POLAND E-MAIL: BOZEJKO @ PLWRUW11.BITNET AND 2 INSTITUT FU¨R ANGEWANDTE MATHEMATIK UNIVERSITA¨T HEIDELBERG IM NEUENHEIMER FELD 294 D-69120 HEIDELBERG FEDERAL REPUBLIC OF GERMANY E-MAIL: L95 @ VM.URZ.UNI-HEIDELBERG.DE MATHEMATICS SUBJECT CLASSIFICATION (1991): 20F55, 46L50, 81S05
Theorem 2.2. Let Ti and ϕ be as in 2.1. Then the operator
P :=
∑
σ∈W
ϕ(σ)
is positive, i.e. P ≥ 0.
By putting all xi ≡ x it is clear that complete positivity implies P ≥ 0. Let us
now see how we get, in the other direction, 2.1 from 2.2.
Proof of 2.2 ⇒ 2.1. Let λ be the left regular representation of W acting on
l2(W )=ˆCW equipped with the scalar product 〈f, g〉 =∑σ∈W f¯(σ)g(σ), i.e.
(λ(ρ)f)(σ) := f(ρ−1σ) or λ(ρ)δσ = δρσ for ρ, σ ∈W , f ∈ l2(W ).
If we now define the operators
Tˆi := λ(si)⊗ Ti on l2(W )⊗H,
then they also satisfy the assumptions of Theorem 2.2, which yields
Pˆ :=
∑
σ∈W
ϕˆ(σ) ≥ 0,
where ϕˆ is the quasi-multiplicative function given by the Tˆi, clearly
ϕˆ(σ) = λ(σ)⊗ ϕ(σ) for σ ∈W .
The positivity of Pˆ implies now
〈
l∑
i,j=1
ϕ(f∗j fi)xi, xj〉 ≥ 0
in the following way: Put
α :=
∑
ρ∈W
δρ ⊗
(∑
i
fi(ρ
−1)xi
) ∈ l2(W )⊗H.
Then
0 ≤ 〈Pˆα, α〉
=
∑
σ
〈(λ(σ)⊗ ϕ(σ))α, α〉
=
∑
σ,ρ,τ,i,j
〈(λ(σ)⊗ ϕ(σ))(δρ ⊗ fi(ρ−1)xi), δτ ⊗ fj(τ−1)xj〉
=
∑
σ,ρ,τ,i,j
〈δσρ ⊗ fi(ρ−1)ϕ(σ)xi, δτ ⊗ fj(τ−1)xj〉
=
∑
σ,ρ,τ,i,j
〈δσρ, δτ 〉〈f¯j(τ−1)fi(ρ−1)ϕ(σ)xi, xj〉
= 〈
∑
i,j
ϕ(f∗j fi)xi, xj〉.
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The last line follows from
〈δσρ, δτ 〉 =
{
1, σ = τρ−1
0, else
and the fact that with
fi =
∑
ρ
fi(ρ
−1)δρ−1 , f
∗
j =
∑
τ
f¯j(τ
−1)δτ
we have
f∗j fi =
∑
ρ,τ
f¯j(τ
−1)fi(ρ−1)δτρ−1 .
♦
So we are left with the proof of 2.2. Note first that it suffices to treat the case
of strict contractions.
Theorem 2.3. Let Ti and ϕ be as in 2.1, but with the stronger assumption of
strict contractivity, i.e. ‖Ti‖ < 1 for all i = 1, . . . , n. Then the operator
P :=
∑
σ∈W
ϕ(σ)
is strictly positive, i.e. P > 0.
Theorem 2.2 can be infered from this version in the following way.
Proof of 2.3 ⇒ 2.2. Consider T (t)i := tTi (i = 1, . . . , n) for 0 ≤ t < 1. If the Ti
fulfill the assumptions of 2.2, then the T
(t)
i fulfill the assumptions of 2.3. Thus
P (t) =
∑
σ∈W
ϕ(σ)t|σ| > 0 for all 0 ≤ t < 1.
If now tր 1, then P (t) → P uniformly and we get the assertion.
♦
To prove 2.3 we reduce the assertion about strict positivity to one about invert-
ibility. Note that P is self-adjoint, since
P ∗ =
∑
σ∈W
ϕ(σ)∗ =
∑
σ∈W
ϕ(σ−1) = P.
Theorem 2.4. Let Ti, ϕ, and P be as in 2.3. Then P is invertible.
For the reduction of 2.3 to 2.4 we need a fact on the norm-continuity of the
smallest element in the spectrum of a self-adjoint operator. Define for a self-adjoint
operator A ∈ B(H) the number
m0(A) := inf{〈Ax, x〉 | x ∈ H, ‖x‖ = 1}
as the smallest element in the (compact!) spectrum of A.
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Lemma 2.5. We have for arbitrary self-adjoint operators A,B ∈ B(H)
|m0(A)−m0(B)| ≤ ‖A−B‖.
Proof of 2.5. Assume m0(A) ≥ m0(B). Fix an arbitrary ǫ > 0. Then there exists
x ∈ H with ‖x‖ = 1 such that m0(B) ≥ 〈Bx, x〉 − ǫ. Since m0(A) ≤ 〈Ax, x〉 we
have
|m0(A)−m0(B)| ≤ 〈Ax, x〉 − 〈Bx, x〉+ ǫ = 〈(A−B)x, x〉+ ǫ ≤ ‖A−B‖+ ǫ.
For ǫ→ 0 we get the assertion.
♦
Proof of 2.4 ⇒ 2.3. Consider again the collection of T (t)i := tTi (i = 1, . . . , n)
for all t with 0 ≤ t ≤ 1. Then, by 2.4, P (t) = ∑ϕ(σ)t|σ| is invertible for all
0 ≤ t ≤ 1 and we have P (0) = 1 and P (1) = P . Furthermore, the map t 7→ P (t) is
norm-continuous. Put m0(t) := m0(P
(t)) (note P (t)∗ = P (t)). Since
|m0(t1)−m0(t2)| ≤ ‖P (t1) − P (t2)‖,
the mapping t 7→ m0(t) is continuous. But now invertibility of P (t) impliesm0(t) 6=
0. Because ofm0(0) = m0(1) = 1, we havem0(t) > 0 for all 0 ≤ t ≤ 1, in particular
m0(P ) = m0(1) > 0, i.e. P > 0.
♦
Up to now we have only used very general arguments for the reduction of
our theorem. This reduction has led us to a statement on invertibility of some
operator P ∈ CW . This is now an algebraic problem which can be ‘calculated’
in our group algebra. Of course, now we need the special structure of Coxeter
groups. The proof will be by induction on the cardinality of Coxeter generators of
parabolic subgroups of W .
For J ⊆ S, letWJ be the subgroup ofW generated by all s ∈ J . Such subgroups
are called parabolic. They are also Coxeter groups, given by the system (WJ , J).
We need now the following known facts on these subgroups (see, e.g., [Bou,Car]):
For J ⊆ S we define
DJ := {σ ∈W | |σs| = |σ|+ 1 for all s ∈ J},
i.e. σ ∈ DJ if and only if σ is the element of smallest length in the coset σ ·WJ .
Thus DJ is a canonical representative system of the cosets of WJ . If we define for
σ ∈W the set
Jσ := {s ∈ S | |σs| = |σ|+ 1},
then the definition of DJ can also be put in the way
σ ∈ DJ ⇐⇒ J ⊆ Jσ.
This characterization gives at once the Euler-Solomon-formula [Sol] for all σ ∈W
∑
J⊆S
with
σ∈DJ
(−1)|J| =
∑
J⊆Jσ
(−1)|J| =
{
0, if σ 6= σ0
1, if σ = σ0,
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where σ0 is the unique element in W with the greatest length, i.e. the unique
element with the property Jσ0 = ∅.
Furthermore, we have the nice property that each element σ ∈W can uniquely
be written in the form σ = τJσJ with τJ ∈ DJ and σJ ∈ WJ , and with |σ| =
|τJ |+ |σJ |.
Note in particular that, for J = S, we have WS = W and hence DS = {e}. In
the next section we will need the following special case: For W = Sn+1 consider
J := {π2, π3, . . . , πn}, i.e. WJ ∼= Sn. Then DJ = {e, π1, π2π1, . . . , πnπn−1 . . . π1}.
As an example, take n = 2, then W = S3 = {e, π1, π2, π1π2, π2π1, π1π2π1 =
π2π1π2}, J = {π2}, WJ = {e, π2} ∼= S2, DJ = {e, π1, π2π1}.
Now define for an arbitrary subset A ⊆W the operator
P (A) :=
∑
σ∈A
ϕ(σ).
Then the uniqueness of the decomposition W = DJWJ and the quasi-multiplicity
of ϕ give for all J ⊆ S
P = P (W ) = P (DJ )P (WJ).
For the above example of W = S3 and J = {π2} this decomposition is given by
1+ T1 + T2 + T1T2 + T2T1 + T1T2T1 = (1+ T1 + T2T1)(1+ T2).
The crucial point for our induction is now the translation of the Euler-Solomon-
formula to our operators P (A).
Lemma 2.6. Let (W,S) be an arbitrary finite Coxeter group and σ0 the unique
longest element in W . Then we have
∑
J⊆S
(−1)|J|P (DJ ) = ϕ(σ0).
Proof of 2.6. We have
∑
J⊆S
(−1)|J|P (DJ ) =
∑
J⊆S
(−1)|J|
∑
σ∈DJ
ϕ(σ)
=
∑
σ∈W
( ∑
J⊆Jσ
(−1)|J|)ϕ(σ)
= ϕ(σ0).
♦
Proof of 2.4. We prove this by induction on the cardinality of S. If |S| = 0, then
W = {e} and P = 1 is invertible. If |S| = 1, then W = {e, s1} and P = 1+ T1 is
invertible because of ‖T1‖ < 1.
Assume now we know the invertibility of P (W˜ ) for all finite Coxeter groups (W˜ , S˜)
with |S˜| ≤ n− 1. Consider an arbitrary finite Coxeter group (W,S) with |S| = n.
By J ⊂ S we will denote in the following the situation that J ⊆ S, but J 6= S.
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Then we have by induction hypothesis the invertibility of P (WJ) for all J ⊂ S,
hence
P (DJ ) = P (W )P (WJ)
−1.
Lemma 2.6 yields then
P (W )
{∑
J⊂S
(−1)|J|P (WJ)−1
}
=
∑
J⊂S
(−1)|J|P (DJ )
= ϕ(σ0)− (−1)|S|P (DS)
= ϕ(σ0)− (−1)|S|1.
Since ‖ϕ(σ0)‖ < 1, the element ϕ(σ0)− (−1)|S|1 is invertible and we get
P (W )
{∑
J⊂S
(−1)|J|P (WJ)−1
}{
ϕ(σ0)− (−1)|S|1
}−1
= 1,
hence P = P (W ) is right invertible. Because of P ∗ = P it is also left invertible,
hence invertible.
♦
Remarks. 1) If we specialize to W = Sn and S = {π1, . . . , πn−1} then we recover
Theorem 1.1 from the introduction. Note that even in this case our main step,
namely the positivity of P , is by no means trivial. E.g., for S3 it states that the
operator P = 1+ T1 + T2 + T1T2 + T2T1 + T1T2T1 is positive, whenever T
∗
i = Ti,
‖Ti‖ < 1, and T1T2T1 = T2T1T2.
2) Theorem 2.1 is also true for amenable Coxeter groups. Since we know by a
result of de la Harpe [deH] that amenable Coxeter groups are either finite or affine
Coxeter groups and hence the cardinality of the set {σ | |σ| ≤ k} is at most of
polynomial growth in k (see [Bou] for the structure of affine Coxeter groups), the
operator P is also well defined in the case ‖Ti‖ < 1 for amenable Coxeter groups.
In this case, all our arguments remain the same, only in Lemma 2.6 the value ϕ(σ0)
on the right side of the equation has to be replaced by 0 if the Coxeter group is
infinite. Thus we get in the same manner as for finite groups the assertion of 2.1
also for amenable groups in the case ‖Ti‖ < 1. Since the statement on complete
positivity involves only finite sums, we can now carry out the limit ‖Ti‖ ր 1 and
obtain in this way the validity of Theorem 2.1 for all amenable Coxeter groups.
3) It is an open question whether 2.1 is true for all infinite Coxeter groups. What
can be proved in this general case is the validity of 2.1 for all Coxeter groups in
the special case of scalar valued Ti ∈ C. This proof uses other methods and will
be published elsewhere [Boz2]. In the special case, when W is the free product
of 2-elements groups, i.e. when we have as only relations s2i = e for all i, then
Theorem 2.1 was also proved for the general operator valued case, see [Boz1].
3. Fock Representation of Deformed Commutation Relations
We will now use our general result 1.1 for the construction of the Fock repre-
sentation of the qij-relations
did
∗
j − qijd∗jdi = δij1
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for q¯ij = qji and |qij | ≤ 1, i.e. we are looking for operators di, d∗i on some Hilbert
space H˜ and some vector Ω ∈ H˜ (called vacuum), such that di and d∗i are adjoints
of each other and all annihilation operators di annihilate the vacuum: diΩ = 0.
One should note that these requirements determine the structure of the Fock
representation up to unitary equivalence, the only problem is to prove the existence
of such a structure, in particular to show the positivity of the corresponding scalar
product in H˜.
We will treat in the following a more general case and specify this in the end
to the above mentioned relations. Assume we are given some operator T and a
Hilbert space H such that T ∈ B(H ⊗ H) is a self-adjoint contraction (T ∗ = T ,
‖T‖ ≤ 1) and such that it fulfills the braid relation
(BR) (1⊗ T )(T ⊗ 1)(1⊗ T ) = (T ⊗ 1)(1⊗ T )(T ⊗ 1),
where 1⊗ T and T ⊗ 1 are the natural amplifications of T to H⊗H⊗H. Then
we define
Ti := 1⊗ · · · ⊗ 1︸ ︷︷ ︸
i−1 times
⊗T acting on H⊗(i+1),
and by amplification also on all H⊗n with n ≥ i+1. The Ti fulfill the assumptions
of Theorem 1.1.
The braid relation (BR) appears also in a lot of contextes under the name
‘Yang-Baxter equation’, see, e.g., [Man,Jim,Wen].
Now we define, for each f ∈ H, a creation operator d∗(f) and an annihilation
operator d(f) on a dense subset F of the full Fock space⊕∞n=0H⊗n, where H0 :=
CΩ (‖Ω‖ = 1), F being the set of finite linear combinations of product vectors. On
the full Fock space we have the canonic free creation and annihilation operators
given by (see [Eva,Voi,Spe1])
l∗(f)Ω = f
l∗(f)f1 ⊗ · · · ⊗ fn = f ⊗ f1 ⊗ · · · ⊗ fn
and
l(f)Ω = 0
l(f)f1 ⊗ · · · ⊗ fn = 〈f, f1〉f2 ⊗ · · · ⊗ fn.
We define now our deformation by
d∗(f) := l∗(f)
and
d(f) := l(f)(1+ T1 + T1T2 + · · ·+ T1T2 . . . Tn−1) on H⊗n.
Of course, d(f) and d∗(f) are not adjoints of each other with respect to the usual
scalar product 〈 , 〉. Thus we introduce a new one 〈 , 〉T given by
〈ξ, η〉T := δnm〈ξ, P (n)η〉 for ξ ∈ H⊗n, η ∈ H⊗m,
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where
P (n) :=
∑
σ∈Sn
ϕ(σ) (note P (0) := 1)
is the canonic operator corresponding to the quasi-multiplicative function ϕ : Sn →
B(H⊗n) given by ϕ(e) = 1 and ϕ(πi) = Ti (i = 1, . . . , n − 1). According to
Theorem 2.2 the operators P (n) are positive, thus 〈 , 〉T is positive definite. If
‖T‖ < 1 then, by 2.3, we know that all P (n) are strictly positive and we can take
as FT the completion of F with respect to 〈 , 〉T . In the case ‖T‖ = 1, we might
get a kernel of 〈 , 〉T and we have to divide this out before taking the completion.
Theorem 3.1. i) For all f ∈ H, d(f) and d∗(f) are adjoints of each other on
FT , i.e. for all k ∈ N and all ξ, η ∈
⊕k
n=0H⊗n we have
〈d∗(f)ξ, η〉T = 〈ξ, d(f)η〉T .
ii) If ‖T‖ = q < 1, then
‖d∗(f)‖T ≤ ‖f‖ 1√
1− q .
Proof. i) By definition of the Ti, we have
l∗(f)Ti = Ti+1l∗(f) (i ≥ 1),
which implies
l∗(f)P (n) = (1⊗ P (n))l∗(f) or P (n)l(f) = l(f)(1⊗ P (n)).
Furthermore, our general decomposition P (W ) = P (DJ)P (WJ) gives for the case
W = Sn+1, J = {π2, π3, . . . , πn}, DJ = {e, π1, π2π1, . . . , πn−1πn−2 . . . π1}
the relation
P (n+1) = P (Sn+1) = R
(n+1)∗(1⊗ P (n)) = (1⊗ P (n))R(n+1),
where
R(n) := 1+ T1 + T1T2 + · · ·+ T1 . . . Tn−2Tn−1.
Note that
d(f) = l(f)R(n) on H⊗n.
We have now for ξ ∈ H⊗n and η ∈ H⊗(n+1)
〈d∗(f)ξ, η〉T = 〈d∗(f)ξ, P (n+1)η〉
= 〈ξ, l(f)P (n+1)η〉
= 〈ξ, l(f)(1⊗ P (n))R(n+1)η〉
= 〈ξ, P (n)l(f)R(n+1)η〉
= 〈ξ, P (n)d(f)η〉
= 〈ξ, d(f)η〉T .
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ii) Since
‖R(n)‖ ≤ 1 + q + q2 + · · ·+ qn−1 ≤ 1
1− q ,
we have
P (n+1)P (n+1) = (1⊗ P (n))R(n+1)R(n+1)∗(1⊗ P (n))
≤ 1
(1− q)2 (1⊗ P
(n))(1⊗ P (n))
hence (because of the positivity of P (n) and P (n+1))
P (n+1) ≤ 1
1− q (1⊗ P
(n)),
which gives for ξ ∈ H⊗n
‖d∗(f)ξ‖2T = 〈d∗(f)ξ, d∗(f)ξ〉T
= 〈f ⊗ ξ, f ⊗ ξ〉T
= 〈f ⊗ ξ, P (n+1)f ⊗ ξ〉
≤ 1
1− q 〈f ⊗ ξ, (1⊗ P
(n))f ⊗ ξ〉
=
1
1− q 〈f, f〉〈ξ, P
(n)ξ〉
=
1
1− q ‖f‖
2 ‖ξ‖2T .
♦
If we choose some basis {ei}i∈I of H and define the matrix t by
Tea ⊗ eb =
∑
c,d∈I
tdcabed ⊗ ec (a, b ∈ I),
then, by using the definition of our creation and annihilation operators, it is easy
to check that the operators di := d(ei) (i ∈ I) fulfill the relations
did
∗
j −
∑
r,s∈I
tirjsd
∗
rds = δij (i, j ∈ I).
Since by construction d(f)Ω = 0 for all f ∈ H, we have obtained the Fock repre-
sentation of these relations.
Now we want to recover the qij-relations from our general construction. For
this we consider the operator T = Qπ1, where Q is the multiplication operator
Q(ei ⊗ ej) = qij(ei ⊗ ej)
and π1 the natural action of the corresponding transposition
π1(f ⊗ g) = g ⊗ f (f, g ∈ H).
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This T is self-adjoint (because of q¯ij = qji), contractive (‖T‖ = supi,j∈I |qij | ≤ 1),
and fulfills the braid relation (BR). Thus the foregoing construction may be applied
to it. In this case one gets the following concrete formula for the annihilation
operator.
d(ei)ei(1) ⊗ · · · ⊗ ei(n) =
=
n∑
k=1
qi(k),i(k−1)qi(k),i(k−2) . . . qi(k),i(1)δi,i(k)ei(1) ⊗ · · · ⊗ eˇi(k) ⊗ · · · ⊗ ei(n),
where ei(k) has to be deleted in the tensor.
Thus we get the following corollary on the existence of Fock representations out
of our constructions.
Corollary 3.2. i) Let T ∈ B(H ⊗ H) be a self-adjoint contraction fulfilling the
braid relation and write
Tea ⊗ eb =
∑
c,d∈I
tdcabed ⊗ ec (a, b ∈ I)
for some basis {ei}i∈I of H. Then there exist operators di (i ∈ I) on some Hilbert
space H˜ and a ‘vacuum vector’ Ω ∈ H˜ such that diΩ = 0 for all i ∈ I and
did
∗
j −
∑
r,s∈I
tirjsd
∗
rds = δij (i, j ∈ I).
If ‖T‖ < 1, then the di are bounded.
ii) In particular, for given qij (i, j ∈ I) with q¯ij = qji for all i, j ∈ I and
supi,j∈I |qij | = q ≤ 1 there exist operators di (i ∈ I) on some Hilbert space H˜
and a ‘vacuum vector’ Ω ∈ H˜ such that diΩ = 0 for all i ∈ I and
did
∗
j − qijd∗jdi = δij1 (i, j ∈ I).
If q < 1, then the di are bounded.
Remarks. 1) Consider the qij -relations. Let q < 1. Then, for qii ≥ 0, it follows
from did
∗
i − qiid∗i di = 1 the estimate ‖di‖2 ≤ 1 + qii‖di‖2, i.e. ‖di‖ ≤ 1/
√
1− qii.
For qii < 0, we even have did
∗
i = 1+ qiid
∗
i di ≤ 1, i.e. ‖di‖ ≤ 1. The restriction of
our representation from FT to the linear span of {e⊗ni | n ∈ N} shows that these
inequalities are indeed equalities, thus
‖di‖T =
{ 1√
1−qii , if qii ≥ 0
1, if qii < 0.
This is true for all q < 1, thus, by continuity, also for q = 1.
2) For the crucial step, namely the positivity of all P (n), in our construction of
the qij-relations we do not need 2.2 in full generality but only for the special case
of Ti = Qiπi, where the Qi commute. For this case a simpler proof of 2.2 (for
W = Sn) is given in [JSW2] (but without any assertion on strict positivity of P
(n)
in the case ‖T‖ < 1).
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4. Operator spaces
Now we want to consider the deformed commutation relations constructed in the
last section from an operator space point of view. Operator spaces were introduced
by Effros and Ruan [ER1,ER2] and further investigated by Blecher and Paulsen
[BP] and Pisier [Pis2]. Operator spaces are closed linear subsets of B(H) for some
Hilbert space H and have a lot of nice properties. The philosophy behind their
introduction is that they quantize functional analysis in that sense that in the
usual statements, e.g. in norm inequalities, numbers are replaced by operators.
We refer to [ER2,BP,Pis2] for more details.
One canonic operator space is the Hilbert space R∩C ⊂MN ⊕MN (where MN
are the N×N -matrices, for N =∞ the compact operators) with basis {δi}i=1,...,N
given by
δi =


0
...
1 ©
...
0

⊕


0 . . . 1 . . . 0
©

 ,
where the 1 is appearing in the i-th position in the first column or first row, re-
spectively. Operator spaces which are also Hilbert spaces are called Hilbertian
operator spaces. The Hilbertian operator space R ∩ C has the following charac-
terizing property: For all ai ∈ B(H˜) (i = 1, . . . , N) on some Hilbert space H˜ one
has
‖
N∑
i=1
ai ⊗ δi‖B(H˜)⊗MN = ‖(a1, . . . , aN)‖max,
where
‖(a1, . . . , aN)‖max := max
(‖ N∑
i=1
aia
∗
i ‖1/2, ‖
N∑
i=1
a∗i ai‖1/2
)
.
We consider now the operators d(f) and d∗(f) (f ∈ H) on FT as constructed,
for a given self-adjoint contraction T fulfilling the braid relation (BR), in the last
section. Assume in the following ‖T‖ = q < 1. We choose a basis {ei} of H and
put di := d(ei) and
Gi := di + d
∗
i .
Then we claim that the operator space generated by the closure of the linear span
of the Gi is, as an operator space, isomorphic to R ∩ C, where N = dimH. This
means nothing else than the following norm estimate.
Theorem 4.1. We have for arbitrary operators ai ∈ B(H˜) (i = 1, . . . , N) with
N ≤ dimH the estimate
‖(a1, . . . , aN)‖max ≤ ‖
N∑
i=1
ai ⊗Gi‖H˜⊗FT ≤
2√
1− q ‖(a1, . . . , aN)‖max.
The case T = 0 was treated by Haagerup and Pisier [HP]. Our proof will follow
their ideas.
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Proof. By definition d(f) = l(f)R(n) on H⊗n, i.e. more generally d(f) = l(f)R,
where the infinite sum
R := 1+ T1 + T1T2 + T1T2T3 + . . .
makes sense because of ‖T‖ < 1. The crucial step is now a norm estimate for
this R. Of course, we have with respect to the usual norm on the full Fock space
‖R‖ ≤ 1/(1 − q). We want to show that the same estimate is true for ‖R‖T .
Remember that P (n+1) = (1 ⊗ P (n))R(n+1) and P (n+1) ≤ 1/(1 − q)(1 ⊗ P (n)).
Then we have for ξ ∈ H⊗(n+1)
‖Rξ‖2T = 〈R(n+1)ξ, R(n+1)ξ〉T
= 〈R(n+1)ξ, P (n+1)R(n+1)ξ〉
≤ 1
1− q 〈R
(n+1)ξ, (1⊗ P (n))R(n+1)ξ〉
=
1
1− q 〈R
(n+1)ξ, P (n+1)ξ〉
=
1
1− q 〈R
(n+1)ξ, ξ〉T
≤ 1
1− q ‖Rξ‖T ‖ξ‖T ,
which implies
‖Rξ‖T ≤ 1
1− q ‖ξ‖T , hence ‖R‖T ≤
1
1− q .
Since
‖
N∑
i=1
bici‖ ≤ ‖
N∑
i=1
bib
∗
i ‖1/2 ‖
N∑
i=1
c∗i ci‖1/2
for arbitrary bounded operators b1, . . . , bN , c1, . . . , cN on some Hilbert space, we
obtain now
‖
N∑
i=1
ai ⊗ d∗i ‖H˜⊗FT = ‖
N∑
i=1
(1⊗ d∗i )(ai ⊗ 1)‖H˜⊗FT
≤ ‖
N∑
i=1
d∗i di‖1/2T ‖
N∑
i=1
a∗i ai‖1/2H˜ .
Because of
N∑
i=1
d∗i di = (
N∑
i=1
l∗i li)R = (1− PΩ)R,
where PΩ is the projection onto the vacuum Ω, we get
‖
N∑
i=1
ai ⊗ d∗i ‖H˜⊗FT ≤ ‖R‖
1/2
T ‖
N∑
i=1
a∗i ai‖1/2H˜
≤ 1√
1− q ‖
N∑
i=1
a∗i ai‖1/2H˜
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and by taking adjoints
‖
N∑
i=1
ai ⊗ di‖H˜⊗FT ≤
1√
1− q ‖
N∑
i=1
aia
∗
i ‖1/2H˜ ,
which yield together the right inequality of our assertion.
For the other inequality we use the vacuum expectation state
ǫ(T ) := 〈Ω, TΩ〉 (T ∈ B(FT )).
We only need
ǫ(GiGj) = 〈Ω, did∗jΩ〉 = δij
to obtain
‖
N∑
i=1
ai ⊗Gi‖2H˜⊗FT ≥ supϕ state
on B(H˜)
(ϕ⊗ ǫ)[( N∑
i=1
ai ⊗Gi)∗(
N∑
j=1
aj ⊗Gj)
]
= sup
ϕ state
on B(H˜)
ϕ(
N∑
i=1
a∗i ai)
= ‖
N∑
i=1
a∗i ai‖,
and analogously
‖
N∑
i=1
ai ⊗Gi‖2H˜⊗FT ≥ ‖
N∑
i=1
aia
∗
i ‖.
♦
Our theorem characterizes completely the operator space structure of our de-
formations, namely this structure does not depend on the deformation (at least
as long as ‖T‖ < 1). One may also ask about the C∗- or W ∗-structure of our
deformations. In this respect, the situation is not so clear. Let us make in the
following some remarks in this direction.
For |q| sufficiently small, the method of [JSW1] should still work showing that
the C∗-algebra generated by all d(f) (f ∈ H) is equal to the extension of the
Cuntz algebra On by the compact operators, where n = dimH. See [JSW2] for
investigations in this direction. It is conceivable that the C∗-structure of the qij -
relations or even of our general deformations is the same for all ‖T‖ < 1.
Another interesting problem is the structure of the von Neumann algebra MT
generated by all Gi. Typically, these von Neumann algebras are not injective.
Injectivity of a von Neumann algebra M ⊆ B(H) means that there exists a pro-
jection of norm 1 from B(H) onto M.
Theorem 4.2. If the vacuum expectation ǫ is a faithful trace onMT and dimH >
16/(1− q)2, then MT is not injective.
Proof. If MT were injective we would have for all ai, bi ∈MT (compare
Corollary 2 of [Was])
‖
m∑
i=1
ai ⊗ b¯i‖ ≥ |ǫ(
m∑
i=1
aib
∗
i )|,
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in particular, for ai = bi = Gi,
‖
m∑
i=1
Gi ⊗ G¯i‖ ≥ ǫ(
m∑
i=1
GiGi) = m.
But on the other side, by putting ai = G¯i in Theorem 4.1, we also have
‖
m∑
i=1
Gi ⊗ G¯i‖ ≤ 4
1− q
√
m,
which leads, for m > 16/(1− q)2, to a contradiction.
♦
By following the ideas of Theorem 2.9 in [Pis2], we see that faithfulness of ǫ is
not really needed. But according to the next theorem we do not need to make this
distinction.
Theorem 4.3. Assume that the vacuum expectation ǫ is tracial on MT . Then
the vacuum Ω is cyclic and separating for MT . In particular, ǫ is faithful.
Proof. For cyclicity of Ω it suffices to see that we can obtain all basis product
vectors ei(1) ⊗ · · · ⊗ ei(k) for all k ∈ N and all i(1), . . . , i(k) ∈ {1, . . . , n} from Ω
by application of some polynomial in the Gi. Since
ei(1) = Gi(1)Ω
and
ei(1) ⊗ · · · ⊗ ei(k) = Gi(1) . . .Gi(k)Ω− η with η ∈
k−1⊕
l=0
H⊗l,
this follows by induction.
To show that Ω is separating for MT is the same as showing that Ω is cyclic
for M′T . Let us define the anti-linear conjugation operator J : FT → FT by
JAΩ = A∗Ω for A ∈ MT . This is well-defined because the trace property of ǫ
implies ‖AΩ‖FT = ‖A∗Ω‖FT . One can easily check that JMTJ ⊆ M′T . Since Ω
is cyclic for JMTJ , the assertion follows.
♦
Note that we have shown that MT is in standard form and thus JMTJ =M′T .
By the way, the conjugation operator J is explicitly given by
J(ei(1) ⊗ · · · ⊗ ei(n)) = ei(n) ⊗ · · · ⊗ ei(1),
i.e. the operators JGiJ are like the Gi, only action from the left is replaced by
action from the right.
This raises the question whether ǫ is a trace onMT . This can be answered like
follows.
Theorem 4.4. 1) The vacuum expectation ǫ is a trace on MT if and only if T
fulfills
〈ed ⊗ ec, T ea ⊗ eb〉 = 〈ec ⊗ eb, T ed ⊗ ea〉
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for all a, b, c, d ∈ {1, . . . , dimH}.
2) In particular, in the case of the qij-relations, ǫ is a trace if and only if the qij
are symmetric and hence real.
Proof. 1) We will only give a sketch of the proof for the general case.
Let us write
Tea ⊗ eb =
∑
c,d
tdcabed ⊗ ec.
Then the asserted condition for T reads as
tdcab = t
cb
da,
i.e. tdcab is cyclic in its four indices. (By the way, T = T
∗ reads in this language as
t¯dcab = t
ab
dc.)
Necessity of this cyclicity condition follows from
ǫ(GaGbGcGd) = ǫ(dadbd
∗
cd
∗
d)+ǫ(dad
∗
bdcd
∗
d) = 〈ea, ed〉 〈eb, ec〉+tbacd+〈ea, eb〉 〈ec, ed〉.
To see that cyclicity is also a sufficient condition, one has to check, by using the
very definition of di and d
∗
i , the following formula.
ǫ(Gi(1) . . .Gi(m)) =
{
0, m odd∑
V T (V), m = 2r,
where the sum runs over all pairings V = {(a1, z1), . . . , (ar, zr)} of the indices
1, . . . , 2r (we always assume ak < zk and ak < al for k < l) and where T (V) is a
factor which is calculated from a given V in the following way: Put 2r points on
a circle and denote them in clock-wise order by 1, . . . , 2r. Connect the points ak
and zk for all k = 1, . . . , r by an arc inside the circle in such a way that at most
two arcs cross in one point and such that the number of these crossing points is
minimal. Thus we get a graph consisting of points, namely the outer points on the
circle and the crossing points, and edges, namely the pieces of our arcs connecting
two points. To each edge, we assign a variable a, b, c, . . . . This graph determines
now T (V) by the following rules: Each outer point k with edge a gives a factor
δi(k),a. Each crossing point with the four edges a, b, c, d (in clock-wise order) gives
a factor tdcab. Take then the product over the factors corresponding to all points
and sum this over all variables of the edges, each running from 1 to dimH. The
result is T (V).
Examples: For V = {(1, 4), (2, 4)} we have
T (V) =
∑
a,b
δa,i(1)δa,i(4)δb,i(2)δb,i(3) = δi(1),i(4)δi(2),i(3).
For V = {(1, 3), (2, 5), (4, 6)} we have
T (V) =
∑
a
t
i(1)a
i(2)i(3)t
ai(6)
i(4)i(5),
whereas for V = {(1, 4), (2, 5), (3, 6)} we obtain
T (V) =
∑
a,b,c
tcbi(6)i(1)t
ba
i(2)i(3)t
ac
i(4)i(5).
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Note that the braid relation for T ensures that T (V) does not depend on the
way we have drawn our graph, as long as we keep the number of crossing points
minimal. If we do not assume cyclicity of tdcab, then a similar formula would be
valid, one only has to take care how to arrange the variables at tdcab at the crossing
points. For this one has to distinguish between ingoing and outgoing edges.
Having the above formula for the calculation of ǫ, one sees quite easily that under a
cyclic permutation of V the clockwise order at the crossing points does not change,
thus T (V) does not change under such a cyclic permutation (under the assumption
tdcab = t
cb
da) and hence ǫ is a trace on MT .
2) Since tdcab = qbaδbdδca, we have t
dc
ab = t
cb
da if and only if qab = qba.
In this case, T (V) from part 1 can be written more explicitly as
T (V) = δi(a1),i(z1) . . . δi(ar),i(zr) · t(V)
for a given pairing V = {(a1, z1), . . . , (ar, zr)} of the indices 1, . . . , 2r. The number
t(V) denotes a weighting factor taking into account the number of inversions of V,
namely with
I(V) := {(k, l) | k, l = 1, . . . , r such that ak < al < zk < zl}
it is given by
t(V) =
∏
(k,l)∈I(V)
qi(ak),i(al).
In this case the formula for ǫ(Gi(1) . . .Gi(m)) can be proved quite easily from the
identical one for ǫ(d#i(1) . . . d
#
i(m)), where d
#
i(k) stands for di(k) or d
∗
i(k). This latter
formula follows by noticing that it is true for products of the form
d∗i(1) . . . d
∗
i(k)di(k+1) . . . di(k+l) and that both sides of the formula change in the same
way under application of the qij -relations, see [BSp1,Spe2].
♦
We conjecture that MT is, at least for the qij-relations, a factor. This will be
pursued further in forthcoming investigations.
5. Completely positive maps corresponding to block length
The completely positive maps on Coxeter groups considered in Sect. 2 were
canonical generalizations of the basic example ϕ(σ) = q|σ|, where |σ| is the usual
length function on our Coxeter group W . This example appeared (for W = Sn)
quite naturally in the course of our investigations on generalized Brownian motions
in [BSp1]. In [BSp3] we considered another example of a Brownian motion which
is intimately connected with Voiculescu’s concept of freeness [VDN]. We found
that once more the positive definiteness of some function on Sn is the key point
in our construction. This function is again of the form
ϕ(σ) = q‖σ‖,
but now ‖σ‖ is another length function on Sn. Namely, whereas |σ| counts the
number of generators in a reduced representation of σ, the function ‖σ‖ gives
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the number of different generators. This length function and the corresponding
quasi-multiplicative ϕ can now again be extended in a canonical way to arbitrary
Coxeter groups and to operator valued functions.
Let (W,S) be an arbitrary Coxeter group. If σ = si(1) . . . si(k) is a reduced
representation of σ, then we put
b(σ) := {si(1), . . . , si(k)},
the set of generators appearing in σ. Although a reduced representation is not
unique, b(σ) is well defined, see [Bou]. For example, inW = S3, we have π1π2π1 =
π2π1π2, and b(π1π2π1) = b(π2π1π2) = {π1, π2}.
We call the corresponding length function
‖σ‖ := #b(σ)
block length function. As will follow from our Theorem 5.1, it is a positive definite
function on W . For W = Sn, it has a nice graphical meaning, namely
‖σ‖ = n− the number of connected components of the graph of σ,
e.g.
σ = π1π4π3 =
1
◦
2
◦
3
◦
4
◦
5
◦
◦
1
◦
2
◦
3
◦
4
◦
5
‖σ‖ = 5− 2 = 3
σ = e =
1
◦
2
◦
3
◦
4
◦
5
◦
◦
1
◦
2
◦
3
◦
4
◦
5
‖σ‖ = 5− 5 = 0.
The analogue of 2.1 for this concept of block length is now the following.
Theorem 5.1. Let Ti ∈ B(H) (i = 1, . . . , n) be bounded operators on some Hilbert
space H, which satisfy:
i) 0 ≤ Ti ≤ 1 for all i = 1, . . . , n.
ii) The Ti commute: TiTj = TjTi for all i, j = 1, . . . , n.
Define now a quasi-multiplicative (with respect to ‖σ‖) function
ϕ : CW → B(H) by ϕ(σ) :=
∏
i with
si∈b(σ)
Ti (ϕ(e) := 1).
Then ϕ is completely positive.
Remarks. Note that our assumptions on the Ti are quite natural.
1) In the example ϕq(σ) = q
‖σ‖ in the case W = Sn one can check that ϕq is
positive definite only for 1 ≥ q ≥ αn, where αn < 0, but limn→∞ αn = 0. Thus,
in general, we have to assume Ti ≥ 0.
2) Also commutativity of the Ti is necessary, otherwise the relations in W would
conflict with a canonical definition of ϕ, e.g. forW = S3 and π := π1π2π1 = π2π1π2
there is no canonic preference for one of the two possibilities ϕ(π) = T1T2 or
ϕ(π) = T2T1, thus they should coincide.
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Proof. Since the pointwise product of two commuting completely positive maps is
again completely positive [Boz3], it suffices to consider the special case where all
Ti but one are equal to 1, i.e. for arbitrary but fixed k ∈ {1, . . . , n} we consider
ϕ(σ) =
{
T, if sk ∈ b(σ)
1, if sk 6∈ b(σ),
where T := Tk fulfills 0 ≤ T ≤ 1.
Since T can be diagonalized by the spectral theorem, the assertion can be reduced
to the scalar valued case and we only have to treat the special cases
ϕq(σ) =
{
q, if sk ∈ b(σ)
1, if sk 6∈ b(σ)
for all k ∈ {1, . . . , n} and all q with 0 ≤ q ≤ 1.
Let Wk be the parabolic subgroup of (W,S) generated by J := S\{sk}. Then one
knows [Bou] that
sk ∈ b(σ)⇐⇒ σ ·Wk 6= Wk.
Now consider the kernel δ on all subsets of W given by
δ(A,B) =
{
1, if A = B
0, if A 6= B for A,B ⊆W .
Then we have by putting q = exp(−t) (0 < t <∞)
ϕq(σ) = q
1−δ(σ·Wk,Wk) = e−tetδ(σ·Wk,Wk)
or
ϕq(τ
−1σ) = e−tetδ(σ·Wk,τ ·Wk).
Since δ is positive definite on all subsets of W we get, by the Scho¨nberg theorem
(see, e.g., [Boz3]), the positive definiteness of ϕq for t > 0. The case q = 1 is
trivial, and q = 0 follows by continuity from q ց 0.
♦
Remarks. 1) Note that, contrary to the situation considered in Sect. 2, the scalar
valued case contains all essential information, the operator valued version is a mere
transcription to diagonal operators. Thus, in the spirit of the remarks 2 and 3 at
the end of Sect. 2, we are not restricted to amenable Coxeter groups, but Theorem
5.1 is valid for all Coxeter groups.
2) Note that here there is no reduction to a positivity problem for some operator
P like the reduction from 2.1 to 2.2. The statement that
∑
σ∈W ϕ(σ) ≥ 0, is
trivially true because of Ti ≥ 0 and TiTj = TjTi, but it is by far not sufficient for
the complete positivity of ϕ.
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