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ABSTRACT
We present in detail the convolutional neural network used in our previous work to
detect cosmic strings in cosmic microwave background (CMB) temperature anisotropy
maps. By training this neural network on numerically generated CMB temperature
maps, with and without cosmic strings, the network can produce prediction maps that
locate the position of the cosmic strings and provide a probabilistic estimate of the
value of the string tension Gµ. Supplying noiseless simulations of CMB maps with
arcmin resolution to the network resulted in the accurate determination both of string
locations and string tension for sky maps having strings with string tension as low as
Gµ = 5× 10−9, a result from our previous work. In this work we discuss the numerical
details of the code that is publicly available online. Furthermore, we show that though
we trained the network with a long straight string toy model, the network performs
well with realistic Nambu-Goto simulations.
Key words: methods: data analysis – methods: statistical – techniques: image pro-
cessing – cosmic background radiation – cosmology: theory
1 INTRODUCTION
Cosmic strings are line-like topological defects, remnants
of a high-energy phase transition in the very early Uni-
verse which can form in a large class of extensions of the
Standard Model. The gravitational effects of the string are
parametrized by its string tension Gµ, a dimensionless con-
stant where G is Newton’s gravitational constant, and µ is
the energy per unit length of the string. Currently the Planck
Collaboration et al. (2014) provides the best robust limits
on the string tension with Gµ . 10−7 at the 95% confidence
level.
In recent years much research has been done to find a
more sensitive probe of cosmic strings in cosmic microwave
background (CMB) and 21 cm intensity maps. As long cos-
mic strings move, they accrete matter into overdense wakes
which perturb the CMB radiation and the 21 cm line in
particular. Future 21 cm redshift surveys could observe cos-
mic string wakes through their distinctive shape in red-
shift space (Brandenberger et al. 2010; Herna´ndez et al.
2011; Herna´ndez & Brandenberger 2012; Herna´ndez 2014;
da Cunha et al. 2016) or through the cross-correlation be-
tween CMB and 21-cm radiation from dark ages (Berndsen
? Email: razvan.ciuca@mail.mcgill.ca
† Email: oscarh@physics.mcgill.ca
‡ Email: michael.s.wolman@gmail.com
et al. 2010). Edge and shape detection algorithms such as
the Canny algorithm (Canny 1986), wavelets, and curvelets
have been proposed and studied as alternatives to the power
spectrum in looking for cosmic strings in these maps. A
string moving between an observer and the surface of last
scattering can lead to a step discontinuity in a CMB tem-
perature anisotropy map through the Gott-Kaiser-Stebbins
(GKS) effect of long strings (Gott 1985; Kaiser & Stebbins
1984). Amsel et al. (2008); Stewart & Brandenberger (2009);
Danos & Brandenberger (2010) used the Canny algorithm
to look for GKS edges produced by long strings in the CMB
temperature maps simulated. They found more short edges
in maps with strings which they interpreted as the disrup-
tion of long edges by Gaussian noise. However as shown
in Ciuca & Herna´ndez (2017) these edges do not necessarily
correspond to the string locations. References Hergt et al.
(2017); McEwen et al. (2017) used curvelet transforms to
analyse simulated CMB temperature maps with noise, and
most recently Vafaei Sadr et al. (2018) has combined both
Canny and curvelets to place a detection limit of Gµ ∼ 10−7
on maps with realistic noise.
All of the methods discussed above can be thought of
as a statistic on a sky map. These methods involve choices
and it remains unclear whether or not a different choice
would improve detection. For example, in the Canny algo-
rithm changing the gradient thresholds changes the number
of edges found. In the wavelet and curvelet analysis there is
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a choice of mother function. Furthermore none of the above
proposals find the location of strings on sky maps. We re-
cently proposed in Ciuca & Herna´ndez (2017) a Bayesian
interpretation of cosmic string detection and within that
framework we improved on these shortcomings. First of all,
our framework would allow different approaches, such as the
ones described above, to be unified and studied systemati-
cally with machine learning used to search for the optimal
combination of methods and choices within each approach.
Secondly, we used machine learning to estimate the cosmic
string locations in CMB maps, δsky , and we derived a con-
nection between these estimates and the probability distri-
bution of the cosmic string tension Gµ. In a machine learning
context this is a supervised classification learning problem.
Broadly speaking, we need to build a machine which classi-
fies each pixel in the sky as being on a string or not being on
a string. For our case this machine is a convolutional neural
network. 1
In this paper we present the details of the convo-
lutional neural network that we developed and used for
the analysis presented in Ciuca & Herna´ndez (2017). We
make the code publicly available at https://gitlab.com/
oscarhdz/cosmicstringnn_v2 and in the sections that fol-
low, we specify where in the code the procedure being de-
scribed can be found. In Sections 2 and 3 we introduce su-
pervised learning and neural networks, respectively. In Sec-
tion 4 we explain the architecture of the particular con-
volutional neural network we developed. These details are
contained in the file src/model_def.py of the code. The
final weights and biases after training are in the file mod-
els/modelv2.pth. In 5 we present the methodology used
to train our network. The main parts of this procedure are
contained in the files src/train.py. A CMB maps passed
through our trained network results in a prediction map.
But this prediction maps needs to be normalized. This pro-
cedure is also discussed in Section 5 and is contained in
file src/compute_frequencies.py. The calculation of the
posterior probability distributions for the string tension Gµ
from the normalized prediction maps is done in the file
src/bayesian.py. In Section 5 we also show that the net-
work performs well with a realistic Nambu-Goto simulation,
even though all the development and training was done with
a long straight string model. In Section 6 we present our con-
clusions and the prospects for future work.
2 SUPERVISED LEARNING
Suppose we have a dataset D = {(x i, y i) | i = 1...N}, where x i
and y i belong to some input space A and some label space
B, respectively. The goal of supervised learning is to find the
mapping f : A→ B which assigns labels to data points. The
space A is frequently Rn, but not always. For example, A
could be the space of all graphs with labelled vertices. Note
1 For a general introductions to machine learning with empha-
sis on supervised and unsupervised learning, see the textbook by
Murphy (Murphy 2012) and the one by Hastie et al. (Hastie et al.
2009), and for an introduction to reinforcement learning, see the
textbook by Sutton and Barto (Sutton & Barto 1998). For an in-
troduction to neural networks, see the recent book by Goodfellow
et. al. (Goodfellow et al. 2016).
that we wish to approximate the unknown process which
generates the dataset’s labels, not fit the dataset itself. A
mapping which produces the right labels on the original
dataset D but does not produce the right labels on a sec-
ond similar dataset with previously unseen data produced
by the same process is said to be overfitted. The standard
way to detect overfitting is to split the dataset into a training
set Dtrain which we use to find the mapping f and another
evaluation set Deval on which we evaluate the performance
of the mapping.
Let fw : A → B be a manifold in function space
parametrized by coordinates which we arrange as elements
of a vector w . The best choice of w is the one which min-
imizes a problem-dependent error function. In general this
function has the following form
E(w ) =
∑
(x i,y i )∈Dtr ain
| |y i, fw (x i)| | . (1)
The symbol | | , | | is a norm in function space. For example, if
we set the input space A = B = R, and consider the manifold
in function space of all linear functions, and set the norm in
the last equation to be the squared Euclidean distance, this
produces the standard linear regression problem, which is
easily minimized by setting its derivatives to 0 and solving
the resulting system of linear equations for fw .
The goal of finding the mapping which minimizes 1
among all functions which map from A to B is of course
infeasible since the space is so large. The problem is made
tractable by restricting ourselves to a finite dimensional
manifold on this function space and finding the best func-
tion on the manifold, this can be interpreted as applying
an infinitely strong prior on the function space. The field
of supervised learning concerns itself with finding the right
priors in function space for a given problem. For instance if
A = B = Rn, the space of all linear functions from A to B is
such a manifold, the prior here is simply zero for all nonlin-
ear functions. Broadly speaking, supervised learning is about
designing good functional forms and good error functions for
a broad class of problems. In the next section we consider a
class of functional forms called neural networks and discuss
their properties in some detail.
Casting the problem of predicting string locations on an
m ×m pixel CMB map as a supervised learning problem, we
make the following assignments: A = Rm×m, B = {0, 1}m×m.
The dataset Dtrain = {(δisky, ξi) | i = 1...N} is made up of
N simulated sky temperature maps, δi
sky
, with the string
map contribution added at different Gµ and the associated
string location maps ξi . Given a pixel j ≡ ( j1, j2), ξij1, j2 = 1
or 0, depending on whether a string is located at that pixel
or not. In this context fw ≡ ∏j ∈pixels( fw, j )ξ ij (1 − fw, j )1−ξ ij
is a convolutional neural network, to be described in Sec-
tion 4, with free parameters labelled by w . The norm used
is the Kullback-Leibler divergence (equations (4.3) and (4.7)
in Ciuca & Herna´ndez (2017)), and in this case the error
function is known as the cross entropy. Dropping the unnec-
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essary normalisation factor, we minimize:
E(w ) =
∑
(δi
sky
,ξ i )∈Dtr ain
∑
j ∈pixels
−
{
ξij × log( fw, j (δisky))
+ (1 − ξij ) × log(1 − fw, j (δisky))
}
. (2)
3 NEURAL NETWORKS
In general, a neural network is a function from Rn to Rm
parametrized by some parameter vector w. These functions
are often made up of alternating linear transformations (or
rather affine functions) and element-wise nonlinearities. To
obtain the output of the neural network, we first multiply
the input x ∈ Rn by some matrixW1 ∈ Rh1×n whose elements
are part of the parameter vector, then we apply an element-
wise nonlinear function to the resulting vector W1x ∈ Rh1 .
The value h1 corresponds to the number of neurons in the
first hidden layer. We can repeat this process a number of
times to gain some abstraction from the input. This process
of alternating linear transformations and element-wise non-
linearities produces ”layers” in the functional form. In cases
where there are many layers (here many can refer to as lit-
tle as 3) the network is referred to as “deep”. The process
described above is called deep learning. For a recent review
of the field, see LeCun et al. (2015).
An example which maps from Rn → Rm using one hid-
den layer h1 is
F(x ) = σ(W2σ(W1x + b1) + b2) , (3)
where W1 ∈ Rh1×n, W2 ∈ Rm×h1 , b1 ∈ Rh1 and b2 ∈ Rm,
σ(x) is some nonlinear function which is applied to each
element of its vector input. Here the elements of the pa-
rameter vector w i are all the elements of Wi and bi , called
weights and biases, respectively. If σ is a non-constant,
bounded, monotonic continuous function such a tanh(x) or
the sigmoid(x) ≡ 1/(1 + exp(−x)), then functions of this class
are universal approximators on the unit hypercube (Hornik
et al. 1990). That is, for any piecewise continuous function
G(x ) and some  > 0, there exists an h1 and some parameters
w such that F(x ) approximates G(x ) to a better accuracy
than  (in either the mean-square or supremum norms). We
can generalize the above functional form by allowing for mul-
tiple layers, a multi-layered perceptron, (MLP). Let F(x;w )
be of the form above parametrized by the vector of weights
and biases w , then we can define an n-layered neural net-
work as :
Fmlp(x) = Fn(Fn−1(F ...F1(x;w1);w...);wn−1);wn) (4)
For two layers equation 4 can be written as F(x) =
σ(W3σ(W2σ(W1x + b1) + b2) + b3).
Training such a function is the process of parameter
fitting to some data using some error characteristic. Let xi
be a set of N inputs and yi be a set of N answers, where i
labels the element in the dataset. Then we define the error
function:
E(W) =
N∑
i
| |yi − Fmlp(xi ;w )| | (5)
If we use the least-square norm or the cross entropy, the
error function is differentiable with respect to the parame-
ters w and we could in principle exactly optimize by setting
the partial derivatives with respect to these parameters to
zero and solving the subsequent system of nonlinear equa-
tions. On the other hand, for a multi-layered function F, the
error landscape is in general non-convex and has multiple
local minima. Though non-trivial, it is nonetheless possible
to optimize the error function with various heuristic meth-
ods (Choromanska et al. 2015), perhaps using a scheme such
as gradient descent.
A gradient evaluation of the error function, for a gen-
eral nonlinear functions of multiple variables, would take the
same number of evaluations of the function as the number of
weights and biases. However, for neural networks there ex-
ists an algorithm which allows for gradient computation to
be roughly as costly as two passes through the network. The
algorithm is called backpropagation (Rumelhart et al. 1986)
and is easily derived by applying the chain rule to equation
4. This decrease in the computational cost of evaluating first
derivatives is one of the main advantages of neural networks
over other function approximators.
4 THE CONVOLUTIONAL NEURAL
NETWORK’S PARAMETRIZATION
In this section we describe the convolutional neural network
defined in the file src/model_def.py of the our online code.
2 The final weights and biases after training are in the file
models/modelv2.pth.
In Ciuca & Herna´ndez (2017) we used a convolutional
neural network to produce prediction maps for string loca-
tions. These prediction maps were approximations to the
pixel dependent probability pj of there being a string at a
pixel j ≡ ( j1, j2) of a sky map, for a given sky map δsky
and string tension Gµ. The prediction map produced by the
network depended on series of parameters that we named β
in Ciuca & Herna´ndez (2017) but which we call w in this
paper’s notation. The values of w were chosen through the
training of the network so that they gave the best approxi-
mation to pj as defined through the Kullback-Leibler diver-
gence given in equation 4.7 of reference Ciuca & Herna´ndez
(2017). Equation 4.7 from Ciuca & Herna´ndez (2017) is the
cross entropy we quoted in eq. 2 with fw, j (δsky) from eq. 2
corresponding to pβ, j (δsky) in eq. 4.7 of Ciuca & Herna´ndez
(2017). In this section we expand on the nature of this con-
volutional neural network and explain the choices we made
when we designed it.
The idea behind convolutional neural networks is to ex-
ploit the 2 dimensional structure of some data to drastically
reduce the number of parameters we need to optimize. Con-
sider using the function 3 for our task. Here the input x are
the pixel values of the m × m pixel sky temperature map,
and the W1 matrix will have m2 × h1 parameters. The func-
tional form in 3 does not exploit the fact that the input is an
image, the network will perform just as well if we randomly
permute the pixels in the map. To address this, we impose an
infinitely strong prior on the weight matrix W1 and set most
of its entries to 0. We do this in the following way. First we
2 https://gitlab.com/oscarhdz/cosmicstringnn_v2
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set h1 = m2. W1 now has as many rows as we have pixels in
the CMB maps. To each row i we assign a different pixel in
the map. Each column is also already associated with a pixel
j , we impose that the only nonzero entries of W1 be those
where the pixel j is in the neighbourhood of pixel i . Here
the notion of neighbourhood is flexible, but for definiteness
say that two pixels are neighbours if they are adjacent. We
impose periodic boundary conditions on our 2-d maps and
each pixel then has 8 adjacent pixels. With this definition
each row of W1 will only have 9 non-zero elements. We also
impose that the weight matrix be translation invariant in
the sense that W1
i,j
= W1i+k,j+k for every translation by k .
Keep in mind that i, j , k here are pixels that are represented
by pairs of integers. After these conditions are applied, there
remain only 9 independant parameters in W1, and W1
i,j
= 0
for pixels j outside of the 3 × 3 rectangle around i . We see
that W1 is a convolution, W1[i − j ] ≡ W1
i,j
on the sky map,
or a filter with kernel size 3 and stride size 1:
(W1 ∗ δsky)[i ] =
m2∑
i’=1
W1[i − i’ ] δsky[i’ ] ≡
m2∑
i’=1
W1i,i’ δsky[i’ ]
(6)
We can also have a convolution operation V between
vector-valued maps with vector dimensions A to B. If each
pixel i of the map x has a vector value of dimension A given
by x[i]α, with α = 1, ...A, then we have the vector-valued
map of vector dimension B given by:
(Vβ ∗ x )[i ] =
A∑
α=1
m2∑
i’=1
Vβα[i − i’ ]xα[i’ ] (7)
We now define 4 convolution operationsWa, a = 1, 2, 3, 4,
between maps with pixels m × m = 512 × 512, and with the
pixel values having vector-dimensions Aa, Ba. We take A1 = 1
and all the other A’s and B’s are 32. We also pick a bias vec-
tor ba of dimension 32 which we add to every pixel after each
convolution. The values of Wa
αβ
and ba
β
are free parameters
that will be chosen by training the network.
The map (W1∗δsky)+b1 will be an m×m map with vector-
dimension B1. On this map we apply tanh element-wise so
that tanh(W1 ∗ δsky + b1) is still an m × m map with vector-
dimension B1. We repeat this process with all 4 convolutions:
(
−−−−−−−−−−−−−−−−−−→
tanh4(W + b) ∗ δsky) ≡
tanh(W4∗tanh(W3∗tanh(W2∗tanh(W1∗δsky+b1)+b2 )+b3 )+b4 )
Finally we take the dot product of the vector value at each
pixel with the vector W5 to produce a scalar value at each
pixel and again add a scalar bias b5 to each pixel.
layer 1 : 1-dim → 32-dim, kernel size = 3, stride = 1
↓ tanh
layer 2 : 32-dim → 32-dim, kernel size = 3, stride = 1
↓ tanh
layer 3 : 32-dim → 32-dim, kernel size = 3, stride = 1
↓ tanh
layer 4 : 32-dim → 32-dim, kernel size = 3, stride = 1
↓ tanh
layer 5 : 32-dim → 1-dim, kernel size = 1, stride = 1 (8)
We then apply the sigmoid(x) ≡ 1/(1+ exp(−x)) element-wise
on this scalar valued map:
fw, j (δsky) ≡ sigmoid
(
W5 · (
−−−−−−−−−−−−−−−−−−→
tanh4(W+b) ∗ δsky)+ b5
)
[j ] . (9)
The weights and biases W1, W2, W3, W4, b1, b2, b3, b4, W5,
b5 constitute a total of{(32 × 32 + 32) + (322 × 32 + 32) × 3 + 32 + 1} = 28 097
parameters that will be determined when the network is
trained. These are the parameters we are modifying to opti-
mize the cross entropy defined in eq. 2. The function also has
the ”hyperparameters” Aa, Ba, and the 3×3 kernel size which
we have fixed in the presentation above. During regression
those numbers are kept constant, but we used a small grid
search to find which set of hyperparameters would give the
best results. It is possible to understand the form above as
the application of Aa different linear filters on the map x ,
obtaining Ba new maps x ′, We then combined them using
the local nonlinear function tanh and sigmoid. An example
of a common operation on maps which has this general form
is the computation of the norm of the gradient: to compute
it, we first apply the linear filters corresponding to taking
derivatives in x and y, we then combine those 2 derivative
maps using a nonlinear function g(x, y) =
√
(x)2 + (y)2.
We choose this particular functional form for our neu-
ral network for several of reasons. First, by the universal
approximation theorem, this form is general enough to cor-
rectly approximate any nonlinear filter with support of size
3× 3. This generality implies that if there exists a nonlinear
filter capable of determining whether a given pixel belongs
to a cosmic string by looking at the surrounding 3×3 pixels,
then there exists some values of A and B for which 9 will be
capable of approximating that filter arbitrarily closely.
Furthermore, noticing that tanh(x) is approximately lin-
ear for small values of x, we can see that this form can also
approximate linear filters by setting W5 to high values and
all the rest of the Wa, ba parameters to small values. We use
the sigmoid(x) function because we wish to interpret the out-
put of fw, j (δ) as the probability that a given pixel belongs
to a string, probabilities must have values in (0, 1).
Lastly, in image recognition applications, it is com-
mon to see functions with multiple convolutional layers (see
Turaga et al. (2010) for an example of such a structure). Such
functional forms contain nested convolutions and element-
wise nonlinearities, as we do. They also often contain so-
called “pooling layers” which make the output invariant un-
der small translations of the input map. We do not use these
“pooling layers” because we found that they do not work
well for our task. String detection from CMB maps requires
the extraction of a very small signal from the overwhelming
gaussian fluctuations and the smallness of this signal means
that functions whose output is invariant under small trans-
lations of the input are not good detectors of strings.
5 TRAINING AND IMPLEMENTATION
DETAILS
As mentioned in Section 2, the aim of training is to set
the free parameters w of the network discussed in the last
section such that the cross entropy in eq. 2 is minimized. The
MNRAS 000, 1–8 (2017)
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training procedure described below is implemented in the
file src/train.py of our online code. We used the pytorch
environment (https://pytorch.org/) for machine learning
and optimization algorithms. Training the model on a Tesla
K80 GPU took 12 h in total.
The minimization is achieved by a gradient descent al-
gorithm which iteratively improves the free parameters in
the direction of the negative gradient ∂E/∂wj . The param-
eters w are initially drawn from a distribution with small
mean and standard deviation to ensure that the training is
better behaved. Starting with small values guarantees that
the network is approximately linear at the beginning, so the
derivatives will not start out too large or too small.
Computing E(w ) and ∂E/∂wj on all maps in Dtrain at
every iteration is prohibitively expensive since Dtrain con-
tains a rather large number of maps. This is solved by only
sampling some small number of maps and computing the
gradient on those. This produces, at every iteration, a noisy
estimates of the true gradient. The more maps we sample
at each iteration, the closer the gradient estimate is to the
truth. Hence the training proceeds as follows:
(i) Initiate each element of w randomly with a Glorot
initialization. Glorot initialization refers to sampling the
weights with a standard deviation that depends on the num-
ber of filters in the previous layer. The w ’s are taken from
a uniform distribution on the interval [−√1/k/10,√1/k/10].
Here k is known as the fan-in number and it refers to the
square of the kernel size of the current layer, multiplied by
the dimension of the vector valued pixel from the previous
layer.
(ii) Randomly sample 10 input-answer tuples (δi
sky
, ξi)
from Dtrain, and compute fw, j (δisky) using eq. 9 for each.
(iii) Compute E(w ) over this set of ten fw, j (δisky) and ξi
with eq. 2, and then also compute ∂E/∂wj .
(iv) Set the learning rate or step size α = 0.001. Update
wj to wj − α × ∂E/∂wj .
(v) Repeat from step 2 until the error function 2 no longer
decreases. This was achieved after 1000 iterations. We call w
the value of the parameters w obtained after this procedure,
and hence the network’s output map is fw, j (δsky).
In practice it is found that progressively decreasing
the α parameter in step 4 is critical for converging to
a good solution. There are many competing algorithms
for scheduling α updates, for example Momentum, Nes-
terov, RMSprop, Adagrad, and Adam. See http://ruder.
io/optimizing-gradient-descent/ for a nice review. We
used the Adam algorithm (Kingma & Ba 2014) provided
in the optimization package of the pytorch environment.
This algorithm keeps track of mean and variance of the
gradients and uses them to set a parameter-dependent α.
Adam has two internal free parameters β1 and β2 that char-
acterize the average timescales of the first and second mo-
ments of the gradients respectively (see http://ruder.io/
optimizing-gradient-descent/index.html#adam). We set
to β1 = 0.9 and β2 = 0.999, as recommended by the authors
of the programme. These values have been found to make
our network adequately convergence. Ideally we would have
performed random search over these parameters to obtain
better convergence properties, however this would require
retraining the network fully a large number of times and is
therefore computationally infeasible.
As expected for a probability distribution, the map
fw, j (δsky), has values between 0 and 1 for all pixels. This
is ensured by the network architecture. However we need to
normalize each value to ensure that when the network pre-
dicts a probability of a string being in a particular pixel with
probability φ, a fraction φ of them are actually on a string.
Thus for a fixed Gµ we do the following:
(i) Sample 100 sky maps from Dtrain all with the same
Gµ and their associated ξ maps.
(ii) Obtain fw, j (δisky) for each of the sky maps δisky gen-
erated above. Let fi, j be the value of fw, j (δisky) at the i, j
pixel .
(iii) Bin the values fi, j into 1000 bins of size ∆x = 0.001.
Recall that all values of fi, j are between 0 and 1. For each
bin, compute which fraction of the pixels with values be-
tween [x, x+∆x] contain strings. Let hGµ(x) be this fraction.
(iv) Replace the pixel value of fi j by the corresponding
hGµ( fi, j ) value. In this way we obtain our final prediction
map pw, j (δsky) ≡ hGµ( fi, j ).
We perform the above procedure for 200 values of Gµ be-
tween 10−11 and 10−6 in equally spaced log intervals: Gµ =
10−11+n×5/200, n = 0, ..., 200. The procedure described above
is implemented in the file src/compute_frequencies.py of
the code.
To make sure we have not overfitted and to test the
performance of our trained network, we evaluated the loss
function 2 on sky maps produced from gaussian maps and
string maps that were not part of the training set. In par-
ticular, for the training set, the average cross entropy at the
end of training was 0.67. The cross entropy for maps in the
evaluation set was indistinguishable from the training set.
Using the evaluation set, we produced the map
fw, j (δsky) given by eq. 9 and apply the procedure above
to get our prediction of the string locations pw, j (δsky). Fig-
ure 1 shows one such sky map, along with the location of the
strings, and the convolutional neural network’s prediction
pw, j (δsky). Figure 1 reproduces figures 1 and 2 from Ciuca
& Herna´ndez (2017). Finally, posterior probability distri-
butions for the string tension Gµ are produced from the
prediction maps pw, j (δsky) through the script defined in
src/bayesian.py.
Our network was developed and trained within the con-
text of a long string model (Perivolaropoulos 1993). We
described and justified this choice in Ciuca & Herna´ndez
(2017). However we have shown that this very same net-
work with no additional training detects strings in realis-
tic Nambu-Goto string simulations without noise. In fig-
ures 2b and 2c we show a string location map from a realistic
Nambu-Goto simulation (C. Ringeval, private communica-
tion) similar to those in Fraisse et al. (2008), and a prediction
map produced by the 4-layer neural network presented here
when applied on a sky map containing those strings with
string tension Gµ = 5 × 10−8, fig. 2a. The prediction map
was made on a sky map without noise. These maps are the
analogue of those presented in fig. 1.
Let us explain exactly what we mean when we
say we sample from Dtrain. Every map in the train-
ing set is produced using the following equation:
MNRAS 000, 1–8 (2017)
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(a) The complete sky map, δsky .
(b) The strings’ locations, ξ .
(c) pw, j (δsky ), Gµ = 10−8.
Figure 1. Maps from the evaluation set: CMB sky map,
cosmic string location map, and a neural network predic-
tion map. The maps correspond to 512 × 512 pixels with a reso-
lution of 1 arcmin per pixel. Figure 1a shows a CMB anisotropy
temperature map with cosmic strings having a string tension
Gµ = 10−8. The white and black pixels are +450µK and −450µK
anisotropies, respectively. CMB maps with and without strings
are indistinguishable by eye. In 1b we show the map ξ , i.e. the
actual placement of long strings in the sky map of figure 1a. The
shades of grey of the strings correspond to the relative strength
of the CMB temperature discontinuity due to the string. In 1c we
show pw, j (δsky ), our neural network’s prediction of ξ when the
string tension is Gµ = 10−8. The shades of grey in the prediction
maps correspond to the probability of a pixel being on a string,
with completely black pixels being 0 probability and completely
white pixels being probability 1.
(a) The complete sky map, δsky .
(b) The strings’ locations, ξ .
(c) pw, j (δsky ), Gµ = 5 × 10−8.
Figure 2. Figure 2a shows a CMB anisotropy temperature map
with cosmic strings from a realistic Nambu-Goto simulation hav-
ing a string tension Gµ = 5×10−8. In 2b we show the actual place-
ment of such strings in the sky map. In 2c we show pw, j (δsky ),
our neural network’s prediction when analyzing 2a.
δsky = δgauss+Gµ δstring. We numerically produce a dataset
of 500 gaussian maps δigauss and a dataset of 500 string tem-
perature maps δi
string
along with their associated answer
maps ξi . In the online code these maps are kept in the files
data/cmbedge_g_maps.npy, data/cmbedge_s_maps.npy,
and data/cmbedge_a_maps.npy, respectively. These all have
a size of 512 × 512 pixels with a resolution of 1 arcmin per
pixel. We therefore have 500 unique gaussian maps and 500
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unique string maps. However, a gaussian map translated
with respect to the string map is a distinct gaussian map.
Using the translations in 2D, each of the 500 gaussian maps
give rise to 5122 more gaussian maps. We effectively have
5122 × 500 gaussian maps and thus 5122 × 5002 distinct
combinations of gaussian-string maps.
There still remains some freedom in the choice of Gµ.
Every time we want to sample from Dtrain we will generate
the Gµ by sampling from a prior distribution P(Gµ). Since
Planck quotes a 95% confidence limit on the Nambu-Goto
string tension of Gµ < 1.3 × 10−7, we chose a distribution
that decreases exponentially in the string tension with 95%
of its area below Gµ = 9 × 10−8:
P(Gµ) = exp(−Gµ/(3 × 10
−8))
3 × 10−8 . (10)
Thus the procedure to sample maps from Dtrain is to first
randomly choose a gaussian map, a string map, and a string
tension from {δigauss}, {δistring} and 10, respectively. Then
we apply a random translation to the gaussian map and
finally set δsky = δgauss + Gµ δstring. With this Dtrain, the
network is just going to learn that the large gaussian fields
are noise compared to the string map, so the network learns
to ignore the gaussian fields and do feature extraction.
6 CONCLUSIONS
In Ciuca & Herna´ndez (2017) we presented a bayesian inter-
pretation of cosmic string detection and proposed a general
machine learning framework which we implemented with a
convolution neural network. The network as applied to noise-
less simulations of CMB maps with arcmin resolution was
able to locate strings and accurately determine the value of
the string tension for sky maps having strings with string
tension as low as Gµ = 5 × 10−9, which is more than an or-
der of magnitude better than that obtained by the Canny
algorithm (Amsel et al. 2008; Stewart & Brandenberger
2009; Danos & Brandenberger 2010), and significantly bet-
ter than the Gµ = 3 × 10−8 achieved by the wavelet curvelet
approach (Hergt et al. 2017). It is not straightforward to
compare our network’s performance to wavelet analysis of
ref. McEwen et al. (2017) which considers full sky maps with
noise and at a different resolution.
Strings locations are visible by eye in our prediction
maps for string tensions below Gµ ∼ 10−8, a feature none of
the other approaches achieve. The prediction maps of string
locations produced by our convolutional neural network are
unique to our approach as compared to the other meth-
ods mentioned above. Here we presented the details of the
convolutional neural network that produced these predic-
tion maps. We described its structure and explained how it
was trained on simulations of CMB temperature anisotropy
maps with and without strings. We also explained in detail
how we used it to obtain the prediction maps for the esti-
mated string locations. In the modern deep learning context
our network is relatively simple. The type of layers and num-
ber of layers and parameters used by our network resembles
that used for character recognition twenty years ago (LeCun
et al. 1995).
From a machine learning point of view there is nothing
new in the techniques we used. The methods used in this pa-
per are typically applied to image recognition (Krizhevsky
et al. 2012) or image segmentation (Shelhamer et al. 2017)
datasets in which the relevant signals are much larger than
the signals we are working with. Typical tasks include recog-
nizing a face in an image, whereas the signals we are trying
to detect are not even visible by eye. What is new in our ap-
proach is the application to images with such faint features,
which in our case are the cosmic strings hidden in the CMB
maps. No other machine learning methods have been used
with this type of dataset to produce maps resembling our
prediction maps.
The results from this network are very promising and
while there are many directions for further research, we wish
to mention a couple which are of particular interest to us.
First of all, we presented our framework within the context
of cosmic string detection in CMB temperature anisotropy
maps. However it could equally be applied to the detection of
cosmic string wakes in 21 cm intensity maps (Brandenberger
et al. 2010; Herna´ndez et al. 2011; Herna´ndez & Branden-
berger 2012; Herna´ndez 2014; da Cunha et al. 2016). Ap-
plying this framework to 21 cm intensity maps will require
modifying the network presented here. A second step would
be to move away from the long straight string model to re-
alistic Nambu-Goto string simulations similar to those dis-
cussed in Fraisse et al. (2008) and used to place the Planck
constraints on the string tension (Planck Collaboration et al.
2014).
A final step would be to include noise. Once noise is
included, a more sophisticated network will be needed to
detect the strings. We believe there is great possibility for
the improvement of the network presented here, both by
using better architecture design such as He et al. (2015)
and many more layers. Our network used 4 layers and
28,097 parameters, and to train the model it took 12 h
on one Tesla K80 GPU. The general trend in deep learn-
ing research has been to improve network performance with
deeper networks. Modern convolutional networks, such as
GoogLeNet (Szegedy et al. 2015), which are used for object
classification, image segmentation, and evaluating Go board
positions, have on the order of 102 layers and 107 free pa-
rameters. Training such networks requires multiple GPUs to
be run for days or even weeks. Thus the main limiting factor
in our network design will be the access to such computer
resources.
ACKNOWLEDGEMENTS
We thank Christophe Ringeval for useful discussions and we
thank Franc¸ois Bouchet and Christophe Ringeval for pro-
viding the CMB map and the string location map used in
figures 2a and 2b. We would like to acknowledge the support
of the Fonds de recherche du Que´bec – Nature et technolo-
gies (FRQNT) Programme de recherche pour les enseignants
de colle`ge. Computations were made on the supercomputer
Helios from Universite´ Laval, managed by Calcul Que´bec
and Compute Canada. The operation of this supercomputer
is funded by the Canada Foundation for Innovation (CFI),
the ministe`re de l’E´conomie, de la science et de l’innovation
du Que´bec (MESI) and the Fonds de recherche du Que´bec
– Nature et technologies (FRQNT).
MNRAS 000, 1–8 (2017)
8 Ciuca, Herna´ndez, Wolman
REFERENCES
Amsel S., Berger J., Brandenberger R. H., 2008, Journal of Cos-
mology and Astroparticle Physics, 2008, 015
Berndsen A., Pogosian L., Wyman M., 2010, Monthly Notices of
the Royal Astronomical Society, 407, 1116
Brandenberger R. H., Danos R. J., Herna´ndez O. F., Holder G. P.,
2010, Journal of Cosmology and Astroparticle Physics, 2010,
028
Canny J., 1986, IEEE Transactions on Pattern Analysis and Ma-
chine Intelligence, PAMI-8, 679
Choromanska A., Henaff M., Mathieu M., Ben Arous G., LeCun
Y., 2015, Journal of Machine Learning Research: Workshop
and Conference Proceedings, 38, 192
Ciuca R., Herna´ndez O. F., 2017, Journal of Cosmology and As-
troparticle Physics, 2017, 028
Danos R. J., Brandenberger R. H., 2010, International Journal of
Modern Physics D, 19, 183
Fraisse A. A., Ringeval C., Spergel D. N., Bouchet F. R., 2008,
Physical Review D, D78, 043535
Goodfellow I., Bengio Y., Courville A., 2016, Deep learning.
Adaptative computation and machine learning series, The
MIT Press, Cambridge, MA, http://cds.cern.ch/record/
2244405
Gott J. R. I., 1985, The Astrophysical Journal, 288, 422
Hastie T., Tibshirani R., Friedman J., 2009, The elements
of statistical learning: data mining, inference, and predic-
tion; 2nd ed.. Springer Series in Statistics, Springer, Dor-
drecht, doi:10.1007/978-0-387-84858-7, http://cds.cern.ch/
record/1315326
He K., Zhang X., Ren S., Sun J., 2015, arXiv.org, p.
arXiv:1512.03385
Hergt L., Amara A., Brandenberger R. H., Kacprzak T., Refregier
A., 2017, Journal of Cosmology and Astroparticle Physics,
2017, 004
Herna´ndez O. F., 2014, Physical Review D, 90, 123504
Herna´ndez O. F., Brandenberger R. H., 2012, Journal of Cosmol-
ogy and Astroparticle Physics, 2012, 032
Herna´ndez O. F., Wang Y., Fong J., Brandenberger R. H., 2011,
Journal of Cosmology and Astroparticle Physics, 2011, 014
Hornik K., Stinchcombe M., White H., 1990, Neural Networks, 3,
551
Kaiser N., Stebbins A., 1984, Nature, 310, 391
Kingma D. P., Ba J., 2014, arXiv.org, p. arXiv:1412.6980
Krizhevsky A., Sutskever I., Hinton G. E., 2012, Advances in
Neural Information Processing Systems, 25, 1097
LeCun Y., et al., 1995, Neural Networks The Statistical Mechan-
ics Perspective, pp 261–276
LeCun Y., Bengio Y., Hinton G., 2015, Nature, 521, 436
McEwen J. D., Feeney S. M., Peiris H. V., Wiaux Y., Ringeval
C., Bouchet F. R., 2017, Monthly Notices of the Royal Astro-
nomical Society, 472, 4081
Murphy K. P., 2012, Machine learning: a probabilistic perspec-
tive. The MIT Press, Cambridge, MA, http://cds.cern.ch/
record/1981503
Perivolaropoulos L., 1993, Physics Letters B, 298, 305
Planck Collaboration et al., 2014, Astronomy and Astrophysics,
571, A25
Rumelhart D. E., Hinton G. E., Williams R. J., 1986, Nature,
323, 533
Shelhamer E., Long J., Darrell T., 2017, IEEE Transactions on
Pattern Analysis and Machine Intelligence, 39, 640
Stewart A., Brandenberger R. H., 2009, Journal of Cosmology
and Astroparticle Physics, 2009, 009
Sutton R. S., Barto A. G., 1998, Reinforcement Learn-
ing: An Introduction. MIT Press, http://scholar.google.
comjavascript:void(0)
Szegedy C., et al., 2015, in 2015 IEEE Conference on Com-
puter Vision and Pattern Recognition (CVPR). IEEE, pp 1–9,
doi:10.1109/CVPR.2015.7298594, http://ieeexplore.ieee.
org/document/7298594/
Turaga S. C., Murray J. F., Jain V., Roth F., Helmstaedter M.,
Briggman K., Denk W., Seung H. S., 2010, Neural Computa-
tion, 22, 511
Vafaei Sadr A., Movahed S. M. S., Farhang M., Ringeval C.,
Bouchet F. R., Bouchet F. R., 2018, Monthly Notices of the
Royal Astronomical Society, 475, 1010
da Cunha D. C. N., Brandenberger R. H., Herna´ndez O. F., 2016,
Physical Review D, 93, 123501
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–8 (2017)
