This study explored whether neural processes underlying recognition of speaker's voice and vocal affect are dissociable by measuring event-related potentials. Individuals were asked to identify a target emotion, or a target (congruent) speaker among distracter (incongruent) emotions or speakers. The incongruent condition elicited more negative N400-like response during both tasks, but the distributions differed. Although the response in speaker task was more pronounced at frontal than posterior recording sites, in emotion task, the opposite was true. Furthermore, the response was more pronounced at the left recording sites for speaker task and more pronounced at the right recording sites for emotion task. The present results suggest that neural substrates involved in processing speaker identity are different from those responsible for processing vocal affect. NeuroReport
Introduction
Event-related potential (ERP) studies have shown differences in the distribution of brain potentials in response to processing of face identity and facial expressions [1] [2] [3] . Munte et al. [2] recorded ERPs in response to incongruous and congruous faces during an identity and an expression-matching task. A N400-like negative response was elicited for incongruous faces during both tasks, but with a different scalp distribution; the identity task was associated with a frontocentral effect, whereas the expression task was associated with a centroparietal effect [2] . N400-like negativity during face-processing tasks has been suggested to be a nonlinguistic analogue of the N400 reflecting expectancy violations of configuration and feature-contents [4] or an item's compatibility with currently activated memory representations [5] . ERPs associated with discrimination of facial expressions have been observed predominantly over the right centroparietal or temporal recording sites; whereas ERP components related to discrimination of facial features were bilaterally distributed [1, 3] . Several neuroimaging studies have shown that processing of face identity is mediated by the fusiform gyrus, whereas processing of facial expressions is mediated by a region in the superior temporal sulcus suggesting that dissociable cortical regions within the temporal-occipital cortex are involved in the processing of invariant (identity) and changeable (expression) aspects of face [6] [7] [8] [9] .
Neural substrates underlying voice perception have been extensively studied during recent years [10] [11] [12] . ERP recordings have revealed a voice-sensitive potential peaking at 320 ms after stimulus onset in response to sung tones compared with fundamental-frequency-matched instrumental tones [10, 11] . In neuroimaging studies, the anterior part of the superior temporal sulcus has been shown to exhibit selective activation for human voices suggesting that this region may be analogous to the facesensitive area in the fusiform gyrus [13] [14] [15] . Processing of extralinguistic (voice identity or affective prosody) and linguistic (word content or phonetic characteristics) features of spoken language has been shown to recruit dissociable neuronal substrates in the human brain [16] [17] [18] [19] . The right hemispheric structures were recruited by processing of voice identity or affective prosody, whereas processing of words resulted in activation in the left hemispheric structures [16, 18] . However, to the best of our knowledge there are only two studies in which processing of speaker's identity has been compared with processing of vocal affect [20, 21] . In the ERP investigation by Spreckelmeyer et al. [21] , the individuals were performing an emotion and an identity-matching task and the stimulus pairs were musical notes sung by female singers with a happy or a sad quality. The ERP results showed that the congruence effect was observed earlier in the emotion than in the identity-matching task, but no differential distribution of ERP effects were reported. The results of a positron emission tomography study showed that different structures in the frontal and temporal cortices were recruited by a speaker and an emotion identification task [20] . However, as direct contrasts between activations in two tasks were not analyzed, the results do not prove the presence of a functional dissociation between processing of speaker's identity and vocal affect.
There is not yet convincing evidence whether the neural processes underlying recognition of speaker identity and vocal affect are dissociable, although an analogous dissociation has been shown in the visual system. This study was designed to investigate whether this dissociation exists for speaker identity and vocal affect, by measuring ERPs during a recognition task for congruent and incongruent spoken words. On the basis of earlier ERP findings during face recognition tasks, incongruous conditions were expected to elicit a N400-like response with different scalp distributions in the speaker and emotion tasks suggesting a dissociation as shown earlier in the face recognition system for facial identity and facial expressions.
Methods

Participants
Thirteen native Finnish speaking, right-handed individuals (aged 20-38 years, mean 26 years, five females) with normal hearing, normal or corrected-to-normal vision, and no history of neurological disorders participated in the experiment. The individuals gave written informed consent and were paid for participating in the experiment. An ethics board had approved the experimental protocol.
Stimuli
The spoken words were abstract Finnish nouns consisting of four syllables. The speakers (seven females) were native Finnish. They were instructed to produce six different words in an angry, frightened, happy, sad, and neutral tone. The speakers recited each of the six words in each emotional tone three times, and the best attempt of each speaker was chosen for an auditory rating test. The samples were recorded in a sound-proof room with a sampling rate of 44.1 kHz.
The words were rated in an auditory rating test by a separate group of subjects (n = 6) to find out the best samples for each emotional category. On basis of the results of this test, samples from three speakers, each uttering four words [(tiivistelmä, vaikutelma, valmistelu, olettamus); (an) abstract, impression, preparation, assumption, respectively] in an angry, frightened, happy, and sad tone, were chosen to be used in the emotion task. The mean agreements of the judges on the samples chosen to represent the angry, frightened, happy, and sad categories were 98, 83, 90, and 100%, respectively. We aimed to use the same stimuli for the voice task. However, the results of a preliminary behavioral study showed that the number of incorrect responses was much higher in the voice than in the emotion task. For the voice task, we therefore used the same words recited by the same three speakers with a neutral tone. The mean durations of the emotional utterances, independent of the word or speaker, were 909 ms (SD 107), 723 ms (SD 64), 1059 ms (SD 128), and 994 ms (SD 145) for the angry, frightened, happy, and sad emotions, respectively.
The mean duration of all emotional utterances was 921 ms. The mean durations of the neutral words, independent of speaker, were 971 ms (SD 117), 997 ms (SD 208), 954 ms (SD 137), and 1027 ms (SD 194) . The mean duration of all neutral words was 987 ms. The energy levels (dB) of neutral word samples were normalized. The energy levels (dB) of emotional samples were not normalized to maintain the possibility of the natural characteristics unique to each emotion. The mean intensity levels of the angry, frightened, happy, and sad samples were 65, 63, 57, and 55 dB, respectively.
Recognition task
In the speaker task, the individuals were asked to identify a target speaker among equally familiar distracter speakers. In the emotion task, the individuals were asked to identify a target emotion among distracter emotions. The stimuli to be recognized were presented in rapid succession and the individuals were asked to press a button for a target stimulus (congruent condition) and another one for a nontarget stimulus (incongruent condition). The task paradigm used in the present investigation was adapted from the study by Jiang et al. [22] . For each trial, participants were first shown an instruction text (for 1500 ms), which was a visual word 'speaker' for the speaker or 'emotion' for the emotion task. Three seconds after the instruction image, the individuals heard a speech sample to be memorized. The same sample was presented three times with an interstimulus interval (ISI) of 3000 ms. In the speaker task, the individuals were asked to memorize the speaker independent of the words spoken and, in the emotion task, the emotional connotation of the sample independent of the speaker or words spoken. After the sample presentation, the individuals heard 15 samples of speech stimuli (with an ISI of 3000 ms) and their task was to press a button when they heard a voice or emotion that matched the sample and another button when the sample and the voice/emotion did not match. The next trial started 3000 ms after the presentation of the last stimulus in a sequence. In a block, there were four trials each including 15 stimuli. There were altogether eight blocks and the individuals performed four runs of the voice and four runs of the emotion task. Half of the stimuli in both tasks were matched and half of them did not match. The presentation order of runs was counterbalanced between the individuals. Thus, altogether, there were 16 trials (4 runs Â 4 trials) for each task, comprising 240 (16 trials Â 15 words) test words for each task. The experiment lasted about 45 min. The stimuli were presented binaurally through headphones while the participant was seated in an electrically shielded room.
Before the recordings, the individuals listened to all the words twice to gain familiarity with each speaker's voice and vocal affect. They were also allowed to practice both tasks for two trials and, if necessary, more before starting the experiment. The trials presented during the practice were not used in the actual experiment.
Data acquisition and analysis
An electroencephalogram (EEG) was recorded (DC-100 Hz bandpass, 500 Hz sampling rate) with a 32-channel electrode cap. The reference electrode was attached to the nose. Horizontal and vertical electrooculograms were recorded with electrodes placed at the outer canthus and below the right eye, respectively. All interelectrode impedances were set below 10 kO. The analysis epoch was 1000 ms (including a 200-ms prestimulus period), which determined the baseline for amplitude measures. Epochs that included EEG or electrooculogram exceeding ± 100 mV and incorrect responses were rejected. ERPs were obtained by averaging EEG epochs separately for congruent and incongruent conditions during speaker and emotion tasks, and difference waves (incongruent minus congruent) were computed separately for both tasks. The amplitudes of N400-like responses were obtained by measuring the peak latency of the response in grand-averaged difference waves separately for both tasks. The peak latencies of the grand-averaged difference waveforms in each task were measured from the channel with the highest peak amplitude. The mean amplitudes were computed during a 100-ms time window around the peak amplitude ( ± 50 ms) individually for each participant. The peak latencies were defined by measuring the latencies of the most negative component during the time window of 350-700 ms individually for each participant and separately for both tasks.
Twenty-five electrodes were included in the analyses of variance. The distribution of the N400-like response and the differences between tasks were tested with a threeway (task Â anterior-posterior distribution Â laterality) repeated-measures analysis of variance. The sources of interesting significant effects (task, task Â laterality, task Â anterior-posterior distribution) were tested with the least significant difference post-hoc test. The performance data were subjected to a two-way (task Â condition) repeated-measures analyses of variance. The results of the analyses of variance were GreenhouseGeisser corrected.
Results
The mean accuracy in speaker task was 81% and in emotion task 84%. There was no main effect of task [F(1,12) = 2.34, P = 0.15], but the main effect of condition was significant [F(1,12) = 37.57, P < 0.001]. The accuracy was higher for incongruent than for congruent trials in both tasks (P < 0.005). The reaction time in speaker task was 1282 ms and in emotion task was 1306 ms. There was no main effect of task [F(1,12) = 0.37, P = 0.55]. However, the main effect of condition [F(1,12) = 15.10, P < 0.005] and an interaction between task and condition were significant [F(1,12) = 15.37, P < 0.005]. In emotion task, reaction times for congruent trials were longer (1374 ms) than for incongruent trials (1237 ms) (P < 0.001). In speaker task, the difference in reaction times between congruent (1276 ms) and incongruent (1287 ms) trials was not significant.
Difference waves (incongruent minus congruent trials) were computed separately for both tasks. Incongruent stimuli elicited a slow negative, N400-like response (Fig. 1) . The mean latencies of the N400 response were 559 and 573 ms for the speaker and emotion task, respectively. The difference in the latencies was not statistically significant. The distribution of the N400-like response, however, differed between the tasks. The main effect of anteriorposterior direction [F(1,4) = 6.11, P < 0.05] and the interaction between task and anterior-posterior direction [F(1,4) = 5.41, P < 0.05] were significant. According to the post-hoc tests, the amplitudes of the N400-like response in the emotion task were more negative at the parietal and parietooccipital recording sites than at the central, frontocentral, or frontal sites (all P < 0.05). In the speaker task, the amplitudes of the N400-like response were more negative at the frontal than at the parietal or parietooccipital recording sites (all P < 0.05). In a comparison between the tasks, a significantly more negative N400-like response for the emotion than for the speaker task was obtained at the parietooccipital recording sites (P < 0.0005). The response was more negative at the frontocentral recording sites for the speaker than for the emotion task, but did not quite reach the significance (P = 0.085).
The main effect of laterality was not significant [F(1,4) = 2.85, P < 0.061], but there was a significant interaction between the task and the lateral direction [F(1,4) = 6.29, P < 0.005] of the amplitude of the N400-like response. Post-hoc analyses showed that within the emotion task, the amplitudes of the N400-like response were more negative at the right than at the left recording sites (all P < 0.05), whereas within the speaker task the opposite was true; the N400-like responses were more negative at the left than at the right recording sites (all P < 0.05). In addition, the difference between the tasks was statistically significant. The N400-like response was more pronounced at the left hemispheric recording sites in the voice than in the emotion task (P < 0.05) and, in contrast it was more pronounced at the right hemispheric recording sites in the emotion task than in speaker task (P < 0.05).
Discussion
The present results provide evidence for the dissociable neural substrates underlying processing of voice identity and vocal affect during a recognition task. The participants were asked to maintain speaker's voice or vocal affect in active memory store and match this memory template with the words during the recognition task. During both tasks, the incongruence condition elicited a larger negative, N400-like response than the congruence condition. This N400-like response in this study is suggested to be analogous of a linguistic N400 response reflecting cognitive processes related to context violation [23] . In the speaker task, the N400-like response was more pronounced at the frontal than posterior recording sites, whereas in the emotion task, the N400-like response was largest at the parietooccipital recording sites. Furthermore, the N400-like response was more pronounced at the left recording sites in the speaker than in the emotion task and, in contrast more pronounced at the right recording sites in the emotion than in the speaker task. The results suggest that there is a dissociation in the neural processes underlying the recognition of identity and affect of voice, analogous to that underlying face perception.
The N400-like response was more pronounced at the right hemispheric recording sites in the emotion task and, in contrast, more prominent at the left hemispheric recording sites in the speaker task. The results are in line with earlier findings which have shown more pronounced activity in the right hemispheric structures for processing of emotional prosody than processing of linguistic prosody or word content [16, 24] . When processing of speaker identity has been directly compared with processing of word content, voice-specific activity has been found also in the right prefrontal cortex [18] and in the right superior temporal sulcus [17] . This study, however, showed that when processing of speaker's identity and vocal affect were directly contrasted, there was a hemispheric dissociation that suggests that right and left hemispheres are differentially involved in processing of extralinguistic aspects of speech.
However, it is possible that our participants were more tuned to implicit processing of linguistic information (words) in the speaker than in the emotion task, as the stimulus properties in two tasks were not exactly the same. This could have contributed to more pronounced left hemispheric distribution of N400-like response in the speaker task. In the emotion task, three speakers uttered four abstract words in four emotional tones and the participants were asked to direct their attention only to vocal affect embedded in each word. In the speaker task, the stimuli were the same four spoken words as in the emotion task, but uttered in a neutral tone by the same three speakers and the participants were asked to direct their attention to the speaker's identity. Earlier, it has been shown that when the attention was directed to the semantics of a sentence, prosodic information did not affect the magnitude of the recorded ERPs, whereas when the attention was directed to the prosodic components of speech, semantic information influenced the recorded potentials [25] .
In the speaker task, the N400-like response was more pronounced at the frontal than posterior recording sites, whereas in the emotion task, the response was largest at the parietooccipital recording sites. These results are in accordance with earlier findings showing that the distribution of N400-like response was more anterior during a face identity than during a face expression-matching task [2] . The finding that the N400-like response occurred later in the face expression than in the face identity-matching task [2] was not, however, replicated in this study.
Conclusion
The present results indicate that the neural substrates involved in processing speaker identity are different from those responsible for processing vocal emotions, suggesting that affective prosody and voice identity are processed in segregated pathways. It is suggested that this segregation is analogous to that proposed in the visual modality for the processing of face identity and facial expressions.
