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STANLEY-REISNER IDEALS WHOSE POWERS HAVE FINITE
LENGTH COHOMOLOGIES
SHIRO GOTO AND YUKIHIDE TAKAYAMA
Abstract. We introduce a class of Stanley-Reisner ideals called generalized
complete intersection, which is characterized by the property that all the
residue class rings of powers of the ideal have FLC. We also give a combi-
natorial characterization of such ideals.
1. Introduction
Let S = K[X1, . . . , Xn] be a polynomial ring over a fieldK andm = (X1, . . . , Xn).
We view (S,m) as a standard graded algebra with the unique graded maximal ideal
m. Let I ⊂ S be a graded ideal and set R = S/I. Then R, or I, is called gen-
eralized Cohen-Macaulay or FLC if the local cohomology Him(R) has finite length
for all i < d = dimR. If I is a Stanley-Reisner ideal, i.e., a square-free monomial
ideal, it is well known that FLC coincides with Buchsbaumness, and Buchsbaum
Stanley-Reisner ideals are well understood through topological characterization of
the simplicial complexes corresponding the ideal. However, FLC monomial ideals,
which are not always square-free, have not been well understood. In [6], the second
author gave combinatorial characterizations of FLC monomial ideals for d ≤ 3 and
a method for constructing FLC monomial ideals from Buchsbaum Stanley-Reisner
ideals. But the problem to find fairly large classes of FLC monimial ideals has been
open.
The aim of this paper is to give an answer to this problem. As shown in [6], for
a monomial ideal I ⊂ S, it is FLC only when √I is a Buchsbaum Stanley-Reisner
ideal. One of the typical cases of this situation is that J ⊂ S is a Buchsbaum
Stanley-Reisner ideal and we consider its powers, i.e., I = Jℓ for ℓ = 1, 2, . . ..
Unfortunately, such monomial ideal J is not always FLC. We show that I is FLC
for all integer ℓ ≥ 1 if and only if the simplicial complex ∆ corresponding to J is pure
and k[lk∆({i})] is complete intersection for all i ∈ [n] = {1, . . . , n} (Theorem 2.5).
Then we classify such simplicial complexes ∆ (Theorem 3.16).
For a Noetherian local ring (R, n) and a finitely generated R-module M , we
denote by MinRM the set of minimal primes in AssR(M). If M is an Artinial
R-module, we denote its length as an R-module by ℓR(M).
We thank J. Herzog who read early version of this manuscript and gave us
valuable comments.
2. Powers of generically complete intersection ideal
Let I be an ideal of a Cohen-Macaulay local ring (S, n) such that S/I is gener-
ically a complete intersection, namely for arbitrary p ∈ MinSS/I, the ideal ISp is
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generated by Sp-regular sequence. We consider here the condition that when S/I
ℓ,
ℓ = 1, 2, . . ., are Cohen-Macaulay. Now we recall the following well-known result,
which was originally proved by Cowsik and Nori [3] and whose refinement as stated
in the following lemma has been given, for example, in [1, 4, 8].
Lemma 2.1. Let I ⊂ S be as above. Then the following are equivalent.
(1) I is generated by an S-regular sequence,
(2) S/Iℓ+1 is Cohen-Macaulay for arbitrary integer ℓ ≥ 0,
(3) Λ = {ℓ ≥ 0 | S/Iℓ+1 is Cohen-Macaulay} is an infinite set.
Notice that Stanley-Reisner ideal is a typical class of generically complete in-
tersection (cf. Th. 5.1.4 [2]). Let ∆ be a simplicial complex over the vertex set
[n] = {1, . . . , n}. We always assume that {i} ∈ ∆ for all i ∈ [n] unless oth-
erwise stated. Then we denote the Stanley-Reisner ring corresponding to ∆ by
k[∆] = S/I∆, where S = k[X1, . . . , Xn] is the polynomial ring over the field k and
I∆ ⊂ S is the square-free monomial ideal corresponding to ∆. For a monomial
ideal I ⊂ S, we denote by G(I) the minimal set of generators. Also for F ∈ ∆, we
define the link by lk∆(F ) = {G | G ∪ F ∈ ∆, G ∩ F = ∅}. See [2] Chapter 5 for the
detail on these terminologies.
Now we introduce the following notion.
Definition 2.2. A Stanley-Reisner ring k[∆] is called a generalized complete in-
tersection (gCI) if ∆ is pure and k[lk∆({i})] is complete intersection for all i ∈ [n].
We also call ∆ to be generalized Cohen-Macaulay if k[∆] is gCI.
This terminology comes from the analogy of generalized Cohen-Macaulayness.
We notice the following fact, whose proof is left to the readers.
Proposition 2.3. For a simplicial complex ∆, the followings are equivalent:
(i) ∆ is gCI.
(ii) ∆ is pure and k[∆]P is a complete intersection for every prime P (6= m).
(iii) ∆ is pure and k[∆]Xi is a complete intersection for every i = 1, . . . , n.
(iv) ∆ is pure and if G(I∆) = {u1, . . . , uℓ} then u¯1, . . . , u¯ℓ is a Si-regular se-
quence for all i ∈ [n], where Si = k[X1, . . . ,
i∨ . . . , Xn] and u¯j is obtained
from uj by substituting Xi by 1.
Corollary 2.4. If k[∆] is complete intersection, then it is generalized complete
intersection .
Now we can prove the main theorem of this section.
Theorem 2.5. Let n ≥ 1 be an integer and let ∆ be a simplicial complex over the
vertex set [n]. Then following are equivalent.
(1) k[∆] is generalized complete intersection
(2) S/I∆
ℓ+1 has FLC for arbitrary integer ℓ ≥ 0
(3) The set {ℓ ≥ 0 | the ring S/I∆ℓ+1 has FLC} is infinite.
If one of these conditions holds, k[∆] is Buchsbaum.
Proof. (1)⇒ (2): Since k[∆]xi ∼= k[xi, x−1i ][lk({i})], (1) is equivalent to the
condition that ∆ is pure and k[∆]P is complete intersection for all prime
ideals P 6= m. In particular, this implies that k[∆] is Buchsbaum. See,
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for example, Excer. 5.3.6 [2]. Also by Lemma 2.1, SP /(I∆SP )
ℓ is Cohen-
Macaulay for all integers ℓ ≥ 0. This implies that S/Iℓ∆ is generalized
Cohen-Macaulay, i.e., it has FLC.
(3)⇒ (1): (3) implies that, for arbitrary P 6= m, SP /(I∆SP )ℓ is Cohen-
Macaulay for infinitely may integers ℓ > 0. Thus by Lemma 2.1 k[∆]P =
SP /I∆SP must be complete intersection, and this implies that k[∆]xi
∼=
k[xi, x
−1
i ][lk({xi})] is complete intersection for all i = 1, . . . , n. Then we
obtain (1).

3. Combinatorial characterization
The aim of this section is to give a combinatorial characterization of gCI simpli-
cial complexes. We denote by ∆ a simplicial complex over the vertex set [n] and
S = k[X1, . . . , Xn] is the polynomial ring over the field k.
3.1. core of simplicial complex. We recall here the notion of core of simplicial
complexes ([2] section 5.5). For F ∈ ∆, we define star∆(F ) = {G | G ∪ F ∈ ∆}.
We also define core[n] = {i ∈ [n] | star∆(i) 6= ∆}. Then the core of ∆ is defined by
core∆ = {F ∩ core[n] | F ∈ ∆}.
For two simplicial complexes ∆1 and ∆2, we define the join of them by ∆1∗∆2 =
{F∪G | F ∈ ∆1, G ∈ ∆2}. In particular, if ∆1 = {∅, {i}}, which we will abvreviate
simply to ∆1 = {i}, {i} ∗∆ is called a cone over ∆. Notice that if i ∈ [n]\ core[n]
then we have
∆ = star∆(i) = {G | G ∪ {i} ∈ ∆} = {i} ∗ link∆(i).
Thus if ∆ 6= core∆ then U := [n]\ core[n] is non-empty and any element from
G(I) does not contain Xj, j ∈ U . This implies that k[∆] is a polynomial ring
over the ring k[core∆]: k[∆] = k[core∆][Xj | j ∈ U ] with k[core∆] = S′/I∆S′,
S′ = k[Xi | i ∈ core[n]].
3.2. complete intersection by localization. Let I∆ = (u1, . . . , uℓ) ⊂ S be a
square-free generalized complete intersection ideal that is not a complete inter-
section. Then, (a) ∆ is pure, and (b) the localization by Xi, i ∈ [n], is complete
intersection. In this subsection, we consider the problem to characterizeG(I∆) with
the ideal I∆ having the property (b). The purity condition (a) will be considered
in the next subsection. First of all we have
Lemma 3.1. We must have ℓ ≥ 2 and ∆ = core∆.
Proof. The necessity of the first condition is clear. Now assume that ∆ 6= core∆.
Then there exists an element i ∈ [n]\⋃ℓj=1 supp(uj). k[∆]Xi must be a complete
intersection and u1, . . . , uℓ remain to be the minimal set of generators in I∆SXi so
that supp(uj), 1 ≤ j ≤ ℓ, must be pairwise disjoint. Thus we know that k[∆] itself
is a complete intersection, which contradicts the assumption. 
Now we will assume ∆ = core∆ in the following. We will rephrase our problem
by purely combinatorial setting. Let Sj := supp(uj), j = 1, . . . , ℓ and set
F∆ := {S1, . . . , Sℓ}.
Since ∆ = core∆, we have
(3.1) S1 ∪ · · · ∪ Sℓ = [n].
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Also, since {i} ∈ ∆ for all i ∈ [n], we have
(3.2) ♯Sj ≥ 2 for all 1 ≤ j ≤ ℓ.
Since {u1, . . . , uℓ} = G(I∆), we have
(3.3) Si 6⊂ Sj for all i, j with i 6= j.
Now for i ∈ [n], we set Fi = {S\{i} | S ∈ F∆}. We will say that S(∈ F∆) is
minimal in Fi if (∅ 6=)S\{i} is minimal in Fi with regard to the set inclusion. We
set minFi := {Sj\{i} | Sj is minimal in Fi}, which represents G(I∆SXi). Since
SXi/(u1, . . . , uℓ)SXi is a complete intersection for all i ∈ [n], we must have
(3.4)
(S\{i}) ∩ (S′\{i}) = ∅ for all distinct S\{i}, S′\{i} ∈ minFi for all i ∈ [n].
Finally, since we do not assume that k[∆] itself is a complete intersection, we exclude
the case that elements in F∆ are pairwise disjoint so that we pose
(3.5) S ∩ S′ 6= ∅ for some S, S′ ∈ F∆.
Now our problem is as follows: determine F∆ = {S1, . . . , Sℓ}, Sj ⊂ [n], satisfying
the conditons (3.1), (3.2), (3.3), (3.4) and (3.5), together with some condition
assuring the purity of ∆.
Lemma 3.2. For every element S ∈ F∆, there exists another element S′ ∈ F∆
such that S ∩ S′ 6= ∅.
Proof. Assume that S1 ∩ Sj = ∅ for j = 2, . . . , ℓ. Then for any i ∈ S1 we have
i /∈ Sj for j = 2, . . . , ℓ. Thus Fi = {S1\{i}, S2, . . . , Sℓ} and, by the condition
(3.3) and the assumption on S1 we know that Fi = minFi. Thus, by the condition
(3.4), we know that S1, . . . , Sℓ are pairwise disjoint, which contradicts the condition
(3.5). 
Lemma 3.3. Let S ∈ F∆ be arbitrary. For any i ∈ S, S is minimal in Fi. Also if
S\{i} ⊂ S′\{i} for distinct S, S′ ∈ F∆, we have i ∈ S.
Proof. Assume that S with i ∈ S is not minimal in Fi. Then there exists another
element S′ ∈ F∆ such that S′\{i} ⊂ S\{i}. We must have i ∈ S′ and i /∈ S, since
otherwise we have S′ ⊂ S which contradicts (3.3). But this is impossible since we
have i ∈ S by assumption. Thus S must be minimal in Fi with i ∈ S. 
Lemma 3.4. For every S, S′ ∈ F∆, ♯(S ∩ S′) ≤ 1.
Proof. Assume that i, j ∈ S1 ∩ S2, i 6= j. Since j ∈ (S1\{i}) ∩ (S2\{i}) 6= ∅, either
S1 or S2 is non-minimal in Fi by the condition (3.4). But, since i ∈ S1 and i ∈ S2,
they must be minimal in Fi by Lemma 3.3, a contradiction. Thus S1 ∩S2 contains
at most one element. 
Lemma 3.5. Let S ∈ F∆ be such that ♯S ≥ 3. If S′ ∈ F∆ is another element such
that S′ ∩ S 6= ∅, then ♯S′ = 2.
Proof. Let S1, S2 ∈ F∆ be such that ♯S1 ≥ 3 and S1 ∩ S2 6= ∅. Notice that the
existence of such S2 is assured by Lemma 3.2. Now by Lemma 3.4, we can assume
without loss of generality that S1∩S2 = {1} and 2, 3 ∈ S1\S2. First we consider F2.
Since (S1\{2})∩(S2\{2}) = {1} 6= ∅ and 2 ∈ S1, we must have (S3\{2}) ⊂ (S2\{2})
for some S3(6= S2) ∈ F∆ with 2 ∈ S3 by (3.4) and Lemma 3.3. We know that
S3 6= S1. By Lemma 3.4 we know that S3 = {2, k} with some k ∈ S2\S1. We can
STANLEY-REISNER IDEALS WHOSE POWERS HAVE FINITE LENGTH COHOMOLOGIES 5
assume without loss of generality that k = 4: S3 = {2, 4}. Next we consider F1. We
have (S1\{1}) ∩ (S3\{1}) = {2} 6= ∅ and 1 ∈ S1, so that by (3.4) and Lemma 3.3
we must have (S4\{1}) ⊂ (S3\{1}) for some S4(6= S3) ∈ F∆ with 1 ∈ S4. Thus by
Lemma 3.4 we know that the only possible case is S4 = S2 = {1, 4}, i.e., ♯S2 = 2
as required. 
Lemma 3.6. Let S ∈ F∆ be such that ♯S ≥ 3. If S′ = {i, j} ∈ F∆ is another
element such that S′ ∩ S = {j}, then {i, k} ∈ F∆ for all k ∈ S.
Proof. As in the proof of Lemma 3.4, we can assume without loss of generality that
♯S1 ≥ 3, S2 = {1, 2}, 3, 4 ∈ S1\S2 and S1 ∩ S2 = {1}. It suffices to show that
{2, 3} ∈ F∆. We consider F3. Since 3 ∈ S1, S1 is minimal in F3 by Lemma 3.3.
We have (S1\{3}) ∩ (S2\{3}) = {1} 6= ∅ and (S1\{3}) 6⊂ (S2\{3}). Thus, by (3.4)
and Lemma 3.3, we have (S3\{3}) ⊂ (S2\{3}) = S2 for some S3 ∈ F∆ with 3 ∈ S3.
By Lemma 3.4, we know that S3 = {2, 3}. 
Now for an element S ∈ F∆ such that ♯S ≥ 3, we set
C(S) = {i ∈ [n] | {i, j} ∈ F∆ for some j ∈ S}.
By the condition (3.3), we know C(S) ∩ S = ∅. According to Lemma 3.5, for any
i ∈ C(S), we have {i, k} ∈ F∆ for all k ∈ S.
Lemma 3.7. Let S ∈ F∆ be such that ♯S ≥ 3. For an i ∈ [n], if i /∈ C(S)∪S, then
{i, k} ∈ F∆ for all k ∈ C(S).
Proof. Assume that for an i /∈ C(S) there exists k ∈ C(S) such that {i, k} /∈ F∆.
We will deduce a contradiction. By (3.1) there exists at least one T ∈ F∆ such
that i ∈ T . Now we have two cases: (i) {i, k} ⊂ T and ♯T ≥ 3, or (ii) for all such
T we have {i, k} 6⊂ T .
We first consider the case (i). We have {k, j} ∈ F∆ for some j ∈ S, and k ∈ T
with ♯T ≥ 3. Thus by Lemma 3.5 {i, j} ∈ F∆, which contradicts the assumption
that i /∈ C(S).
Next we consider the case (ii). For any distinct j1, j2 ∈ S, we have ({k, j1}\{i})∩
({k, j2}\{i}) = {k} 6= ∅ in Fi. Thus there exists S′ ∈ F∆ with i ∈ S′ such that
(S′\{i}) ⊂ ({k, jp}\{i}) with p = 1 or 2. Thus we must have either S′ = {i, k} or
S′ = {i, jp}. But both of the cases contradicts the assumptions of non-existence of
{i, k} ∈ F∆ and i /∈ C(S). 
In the following, we partly use the language of graph theory. We call an element
E ∈ F∆ with ♯E = 2 an edge. Also we will call a set P = {E1, . . . , Eq} of edges
with Ei ∩ Ei+1 6= ∅, i = 1, . . . , q − 1, a path.
Lemma 3.8. Any two elements i, j ∈ [n] are linked with a path P = {E1, . . . , Eq},
such that i ∈ E1 and j ∈ Eq.
Proof. The case that {i, j} ∈ F∆ is trivial. Also, if {i, j} ⊂ S for some S ∈ F∆
with ♯S ≥ 3, then by Lemma 3.2, 3.5 and 3.6, there exists k ∈ C(S) and we have
{i, k}, {k, j} ∈ F∆. Namely, i and j are linked with the path P = {{i, k}, {k, j}}.
Now we will consider other cases.
Let i, j ∈ [n] be arbitrary. Assume that there exists a set Q = {S1, . . . , Sr},
r ≥ 2, of elements from F∆ such that i ∈ S1, j ∈ Sr and Si ∩ Si+1 6= ∅ for
i = 1, . . . , r − 1, where we have ♯Sj ≥ 3 for some 1 ≤ j ≤ r. By Lemma 3.5, we
must have ♯Sj−1 = ♯Sj+1 = 2 if Sj−1 and Sj+1 exist. We consider the case that
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Sj−1 exists. Another case is similar. We set Sj−1 = {i1, i2} and Sj = {i2, . . . , iq}
with q ≥ 4. Then by Lemma 3.6 there exists {i1, iq} ∈ F∆. Thus by replacing the
pair of two sets Sj−1, Sj by an edge {i1, iq} we can remove Sj from Q. Using the
same argument, we can construct from Q a path P with the required property.
Finally we show the existence of the path. Assume that if there exist i, j ∈ [n]
that are not linked by any path, i.e., contained in different components. Then
considering Fi or Fj we immediately know that elements from F∆ contained in
each component must be pairwise disjoint, which entails all the elements of F∆ are
pairwise disjoint. But this contradicts the condition (3.5). 
Lemma 3.9. If there exists a length 4 path P = {{ip, ip+1} ∈ F∆ | p = 1, 2, 3, 4},
then there exists an edge {i1, iq} ∈ F∆ with q = 3, 4 or 5.
Proof. Consider Fi1 . We have ({i3, i4}\{i1}) ∩ ({i4, i5}\{i1}) = {i4} 6= ∅. Thus
by Lemma 3.3 and the condition (3.4) there exists S′ ∈ F∆ with i1 ∈ S′ such
that (S′\{i1}) ⊂ ({i3, i4}\{i1}) = {i3, i4} or (S′\{i1}) ⊂ ({i4, i5}\{i1}) = {i4, i5}.
Thus, by taking the condition (3.3) into account, we know that S′ = {i1, iq} with
q = 3, 4 or 5. 
Now we show a converse to what we have proved:
Proposition 3.10. Consider F∆ = {Sj | Sj ⊂ [n], j = 1, . . . , ℓ} satisfying the
following conditions, which are the same as (3.1), (3.2) and (3.3):
(1) S1 ∪ · · · ∪ Sℓ = [n],
(2) ♯Sj ≥ 2 for all 1 ≤ j ≤ ℓ, and
(3) Si 6⊂ Sj for all i, j with i 6= j.
Then the following are equivalent:
(i) F∆ satisfies the following conditions, which are the same as (3.4) and (3.5):
(a) (S\{i}) ∩ (S′\{i}) = ∅ for all distinct S\{i} and S′\{i} ∈ minFi for
all i ∈ [n]
(b) S ∩ S′ 6= ∅ for some S, S′ ∈ F∆.
(ii) For F∆, Lemma 3.2 to Lemma 3.9 hold.
Proof. We have only to show (i) from (ii). The condition (3.5) is immediate from
Lemma 3.2. Now we show the condition (3.4) from Lemmas 3.2∼3.9.
Assume that there exists i ∈ [n] and S, T ∈ F∆ such that
(3.6) (S\{i}) ∩ (T \{i}) 6= ∅
and both S and T are minimal in Fi. If i ∈ S ∩ T , then (3.6) implies ♯(S ∩ T ) ≥ 2,
which contradicts Lemma 3.4. Thus we have either i /∈ S or i /∈ T , and we can
refine (3.6) as
(3.7) (S\{i})∩ (T \{i}) = S ∩ T = {j}
for some j. Now we have two cases
case (either ♯S ≥ 3 or ♯T ≥ 3): We can assume that ♯S ≥ 3. Then ♯T = 2
by Lemma 3.5 so that we set T = {j, k} for some k ∈ [n]. If k = i, then i /∈ S
since otherwise we have T ⊂ S, contradinting the condition (3.3). Then we
have {j} = (T \{i}) ⊂ (S\{i}) = S, which contradicts the assumption that
S is minimal in Fi. Thus we must have k 6= i.
Now assume that i ∈ S. Then by Lemma 3.6 we have {i, k} ∈ F∆, so
that {k} = {i, k}\{i} ⊂ T \{i} = {k, j} and {i, k} 6= T , which contradicts
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the minimality of T in Fi. Thus we must have i /∈ S. Moreover, if ∈ C(S),
then again by Lemma 3.6 we have {i, j} ∈ F∆ and {j} = {i, j}\{i} ⊂
T \{i} = {k, j} and {i, j} 6= T , which contradicts the minimality of T in Fi.
Thus we must have i /∈ C(S)∪S. Then by Lemma 3.7 we have {k, i} ∈ F∆,
so that {k} = {k, i}\{i} ⊂ T \{i} = {k, j} and {k, i} 6= T . This contradicts
the minimality of T in Fi.
case (♯S = ♯T = 2): We set S = {j, h} and T = {j, k} for some h, k(6= i) ∈
[n]. Then by Lemma 3.8 i and h are linked with a path P = {E1, . . . , Er},
with edges Ej ∈ F∆, j = 1, . . . , r, Ek ∩ Ek+1 6= ∅ for k = 1, . . . , r − 1 such
that i ∈ E1 and h ∈ Er. If r ≥ 4, we can take another path with smaller
length by Lemma 3.9, so that we can assume that r ≤ 3. Then P ∪ {S, T }
is a path of length ≤ 5 that links i and k. Again by using Lemma 3.9 we
know that {i, l} ∈ F∆ where l = h, j or k. But then we have {i, l}\{i} ⊂ S
or {i, l}\{i} ⊂ T and S or T is not minimal in Fi, which contradicts the
assumption.

3.3. purity of ∆. We now characterize the purity of the simplicial complex. For
F∆ as in Prop. 3.10, we define the associated graph G∆ as follows: The vertex set
is V (G∆) = [n] and the edge set is E(G∆) = {{i, j} | {i, j} /∈ F∆}. Then G∆ is
exactly the skeleton of ∆: G∆ = {F ∈ ∆ | dimF ≤ 1}.
Notice in partcular that, for S ∈ F∆ with ♯S ≥ 3, all the edges in the complete
graph K(S) over the vertex set S are contained in E(G∆).
Remark 3.11. Recall that if I∆ is generated in degree 2, it is called an edge ideal
represented by a graph G whose edges are suppots of the generators. In this case,
G∆ is nothing but the complement G (see [7] Chapter 6).
Definition 3.12. For a finite graph G we define
Simp(G) =
{
F | ∃H a subgraph of G such that
F = V (H) and H ∼ Kr for some r
}
where Kr is the complete graph over the vertex set [r] and G ∼ H denotes isomor-
phism of graphs.
Definition 3.13. For F∆ as in Prop. 3.10 and a simplicial complex Γ over the
vertex set [n], we define
Red(F∆,Γ) = Γ\{F ∈ Γ | S ⊂ F for some S ∈ F∆ with ♯S ≥ 3}.
Proposition 3.14 (cf. Prop. 6.1.25 [7]). For F∆ as in Prop. 3.10, we have
∆ = Red(F∆, Simp(G∆)).
Proof. ∆ ⊂ Red(F∆, Simp(G∆)) is clear from the definitions. Now take any
F = {i1, . . . , ir} ∈ Red(F∆, Simp(G∆)). Since F ∈ Simp(G∆), {ip, iq} ∈ ∆,
i.e., {ip, iq} /∈ F∆, for all 1 ≤ p < q ≤ r. In other words, XipXiq /∈ I∆ for all
1 ≤ p < q ≤ r. If F /∈ ∆, then the monimial Xi1 · · ·Xir is in I∆. Thus there exists
a subset S = {j1, . . . , js} ⊂ {i1, . . . , ir} with 3 ≤ s ≤ r such that S ∈ F∆. But
this contradicts the assumption that F ∈ Red(F∆, Simp(G∆)). Thus F ∈ ∆ as
required. 
Corollary 3.15. For F∆ as in Prop. 3.10, following are equivalent:
8 SHIRO GOTO AND YUKIHIDE TAKAYAMA
(i) ∆ is pure.
(ii) for every vertex i ∈ G∆ consider a subgraph Hi ⊂ G∆ such that
(a) Hi ∼= Kri and i ∈ V (Hi)
(b) V (Hi) contains no subset S ∈ F∆ such that ♯S ≥ 3, and
(c) ri is maximal among other such subgraphs.
Then ri is constant for all i.
Proof. By Prop. 3.14, we know that a subgraph H(⊂ G∆) isomorphis to Kr satis-
fying the conditions given above is exactly the skeleton of an (r− 1)-face in ∆. 
3.4. combinatorial characterization of generalized complete intersection.
Now we obtain a combinatorial characterization of generalized complete intersection
Stanley-Reisner ring.
Theorem 3.16. Let k[∆] be a Stanley-Reisner ring with ∆ = core∆. Let G(I∆) =
{u1, . . . , uℓ} and F∆ = {supp(uj) | j = 1, . . . , ℓ}. Assume that k[∆] is not a
complete intersection. Then k[∆] is a generalized complete intersection if and only
if the following conditions hold:
(1) for every S ∈ F∆ with ♯S ≥ 3, there exists a non-empty set C(S)(⊂ [n])
such that
(a) C(S) ∩ S = ∅,
(b) for every i ∈ C(S), we have Eij := {i, j} ∈ F∆ for all j ∈ S. Moreover
if S ∩ T 6= ∅ for T ∈ F∆, then T = Eij for some i, j.
(c) for every k /∈ C(S) ∪ S, we have {i, k} ∈ F∆ for all i ∈ C(S).
(2) Any two elements i, j ∈ [n] are linked with a path P = {{ik, ik+1} | k =
1, . . . , r}, with edges {ik, ik+1} ∈ F∆ for k = 1, . . . , r such that i = i1 and
j = ir+1.
(3) If there exists a length 4 path P = {{ip, ip+1} ∈ F∆ | p = 1, 2, 3, 4}, then
there must be an edge {i1, iq} ∈ F∆ with q = 3, 4 or 5.
(4) for every vertex i ∈ G∆ consider a subgraph Hi ⊂ G∆ such that
(a) Hi ∼= Kri and i ∈ V (Hi)
(b) V (Hi) contains no subset S ∈ F∆ such that ♯S ≥ 3, and
(c) ri is maximal among other such subgraphs.
Then ri is constant for all i.
Moreover, if ∆ 6= core∆, k[∆] is a generalized complete intersection if and only if
it is a complete intersection.
Proof. The main part is straightforward by Proposition 3.10 and 3.14. The last
part is by Corollary 2.4 and Lemma 3.1. 
We show a few examples of generalized complete intersection Stanely-Reisner
ideals.
Example 3.17. Examples of non Cohen-Macaulay edge ideals:
(1) I∆ = (X1X3, X1X4, X2X3, X2X4) = (X1, X2) ∩ (X3, X4) ⊂ k[X1, . . . , X4]
and ∆ = 〈{1, 2}, {3, 4}〉 (two disjoint edges).
(2) I∆ = (X1X2, X2X3, X1X3, X3X4, X4X5, X1X5) = (X2, X3, X5)∩(X1, X3, X5)∩
(X1, X3, X4)∩(X1, X2, X4) ⊂ k[X1, . . . , X5] and ∆ = 〈{1, 4}, {4, 2}, {2, 5}, {5, 3}〉
(a path of length 4).
(3) I∆ = (X1X2, X2X3, X1X3, X3X4, X4X5, X1X5, X2X5) = (X2, X3, X5) ∩
(X1, X3, X5)∩ (X1, X2, X4) ⊂ k[X1, . . . , X5] and ∆ = 〈{1, 4}, {4, 2}, {5, 3}〉
(disjoint union a path of length 2 and an edge).
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(4) I∆ = (X1X2, X1X5, X2X3, X2X5, X3X4) = (X2, X4, X5) ∩ (X2, X3, X5) ∩
(X1, X2, X4) ∩ (X1, X2, X3) ∩ (X1, X3, X5) ⊂ k[X1, . . . , X5] and
∆ = 〈{1, 3}, {3, 5}, {5, 4}, {4, 1}{4, 2}〉 (an edge attached to a circle).
(5) I∆ = (X1, . . . , Xn)∩ (Xn+1, . . . , X2n) ⊂ k[X1, . . . , X2n]. Notice that G(I∆)
is a bipartite graph.
Example 3.18. Examples of Cohen-Macaulay edge ideals:
(1) I∆ = (X1X2, X2X3, X3X4) = (X2, X4)∩(X2, X3)∩(X1, X3) ⊂ k[X1, . . . , X4]
and ∆ = 〈{1, 3}, {1, 4}, {4, 2}〉 (a path of length 3)
(2) I∆ = (X1X2, X2X3, X3X4, X4X5, X5X1) = (X2, X4, X5) ∩ (X1, X2, X4) ∩
(X1, X3, X4) ∩ (X1, X3, X5) ∩ (X2, X3, X5) ⊂ k[X1, . . . , X5] and
∆ = 〈{1, 3}, {3, 5}, {5, 2}, {2, 4}, {4, 1}〉 (a circle)
For Cohen-Macaulay edge ideals, see [7].
Example 3.19. Ideals whose generators contain degree ≥ 3 monomials:
(1) I∆ = (X1X2X3) + (X1, X2, X3) ∗ (X4, X5, X6) + (X4X7, X5X7, X6X7) ⊂
k[X1, . . . , X7] and
∆ = 〈{1, 2, 7}, {1, 3, 7}, {2, 3, 7}, {4, 5, 6}〉,
which is a not Cohen-Macaulay complex since it is not connected.
(2) I∆ = (X1X2X3X4) + (X1, X2, X3, X4) ∗ (X5, X6, X7) and
∆ = 〈{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}, {5, 6, 7}〉,
which is a not Cohen-Macaulay complex since it is not connected.
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