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1. Introduction
La modélisation déclarative s’attache à construire un ensemble de solutions correspondant à une
description effectuée à l’aide de divers médias. Il s’ensuit que la description d’une scène cons-
titue un élément clé du processus déclaratif.
Depuis [LMM89], un certain nombre de projets ont vu le jour et ont permis de mettre en évi-
dence des connaissances et des techniques indispensables à un modeleur déclaratif. Citons par
exemple les projets PolyFormes (modélisation déclarative de polyèdres [MaM90]), AutoFormes
(modélisation déclarative d’automates cellulaires [Mar90b]), VoluFormes (contrôle spatial dé-
claratif [Chau94]), CurviFormes (modélisation déclarative de courbes [Dan95]). Ces projets ont
tous en commun de traiter un sujet spécifique et ne sont pas directement adaptables à d’autres
sujets. Cependant, la plupart d’entre eux mettent en oeuvre des techniques similaires. Nous
nous sommes donc intéressés à la mise en oeuvre d’un ensemble d’outils, une plate-forme (le
projet CordiFormes), visant à faciliter la mise en oeuvre de futurs modeleurs déclaratifs.
Parmi les outils à mettre en oeuvre, nous nous intéressons entre autres à ceux permettant
d’exploiter une description. Celle-ci est généralement vue comme une liste de propriétés. La
propriété, trait caractéristique de la scène par rapport à un concept donné, est donc une notion
centrale en modélisation déclarative. Notre objectif est d’une part de mieux comprendre le fonc-
tionnement d’une description et d’autre part de proposer des traitements automatiques, en parti-
culier pour une interprétation fine de la description, une gestion plus efficace de la cohérence et
une optimisation performante de la génération des solutions.
Pour atteindre cet objectif, nous devons nécessairement comprendre le mécanisme de fonction-
nement des propriétés utilisées pour la description. Ce travail demande une étude de toutes les
facettes d’une propriété ainsi qu’une formalisation cohérente.
Après un bref rappel des notions élémentaires utilisées, nous présenterons un classement syn-
taxique des propriétés de la description. Nous aborderons ensuite des éléments de classification
structurelle par rapport à la méthode de représentation des propriétés choisie, et une classifica-
tion comportementale vis à vis de la génération des solutions. Enfin, nous proposerons une
première classification du point de vue sémantique.
2. Rappels des notions élémentaires
Une scène est caractérisée par plusieurs    concepts   Ci (i∈J⊂Ν). Par exemple, un bâtiment estcaractérisé par sa hauteur, sa largeur, sa forme, son style, sa couleur, son nombre de fenêtres,
son nombre de sorties… Pour le concept Ci, le    domaine    de    description   Di est l’ensemble desvaleurs qu’il est susceptible de recevoir. La     mesure    de     D  i est une fonction de Uf (univers desscènes possibles) dans Di qui à toute scène de Uf associe une valeur de Di.  A chaque concept Ciest associé un ensemble de propriétés Pik (appelées    propriétés    de    base   ) se référant au domaineDi. Etant donné que ces propriétés sont souvent de nature imprécises ou vagues, la théorie dessous-ensembles flous ([Zad65]) peut être utilisée pour les représenter.
La Figure 1 présente trois propriétés de base définies sur un domaine Di d’un concept Ci. Géné-ralement, deux cas se présentent :
•  le concept ne contient qu’une seule propriété de base dont le nom est issu de celui du concept
(ou par défaut « vérifiée »).
•  le concept contient trois propriétés de base : « faible » , « moyen » et « important » qui
prend souvent un nom issu de celui du concept.
E. Desmontils - J.-Y. Martin IRIN - Nantes
Propriété de
base
Borne du
domaine
Domaine associé à un concept
Degré
d’appartenance
Borne du
domaine
0
1
Figure 1 : Domaine et propriétés de bases d’un concept donné
Ces cas sont justifiables au niveau linguistique. [DSc95] présente une notion intéressante : la
   catégorie    sémantique   ([Bro43], [Bro48], [Hje35], [Hje37]). Il est possible de définir les catégo-
ries sémantiques (pour nous, les concepts) à partir d’une    catégorie      maximale   constituée des
unités sémantiques (pour nous, les propriétés) suivantes :
•  deux termes, I (   positif  ) et F (   négatif  ), disjoints présentant deux qualités incompatibles,
•  un terme    neutre   M qui indique l’absence de l’une et l’autre de ces qualités (la non-application
de la catégorie),
•  un terme complexe C qui recouvre à la fois I et F (indique seulement l’application de la caté-gorie),
•  deux termes IM et FM équivalents à C mais avec insistance soit sur I soit sur F.
Toutes les catégories sont construites avec un sous-ensemble des unités sémantiques de cette
catégorie maximale avec cependant des contraintes de symétries sur les éléments « signés ».
Du point de vue d’une description, ce seront les éléments I, F et M qui seront le plus souvent
présents. Ce sont les termes simples de base. Ce qui revient à pouvoir construire les catégories
suivantes : {I}, {F}, {F, I} et {F, M, I}.
Par exemple, avec le concept « longueur d’un segment », nous aurons naturellement les trois
propriétés de base « faible » (ou « court »), « moyen » et « important » (ou « long »). De
même, avec le concept « densité de population », nous aurons la propriété de base « dense ».
3. Classification syntaxique
Pour construire une scène à l’aide d’un modeleur déclaratif, le concepteur doit fournir une des-
cription. Celle-ci est formée d’une liste de propriétés. Nous nous intéressons à la « forme » de
ces propriétés. Elles se regroupent en deux grandes catégories : les propriétés permettant de
construire la description initiale et celles modifiant la description en cours de génération.
Les schémas standard que nous proposons permettent d’interpréter cette description au niveau
syntaxique et sont utilisés pour    construire    automatiquement   le     modèle    de    description   nécessaire
à la génération.
3.1 Propriétés descriptives
Ces propriétés permettent de construire une description déterminant le sous-univers des formes
plausibles. Elles se classent en plusieurs catégories selon leur structure. La première catégorie
de propriétés concerne les propriétés descriptives. Elles permettent de    construire    une    description   
menant à la construction de l’ensemble des formes plausibles.
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3.1.1 Propriétés prédicats
Ce sont les propriétés les plus élémentaires. Elles correspondent à des prédicats logiques du
premier ordre et portent sur la forme entière, sur une partie de la forme ou sur un élément. Elles
correspondent à des énoncés de la forme :
«  Ci [de X] est fα mβ Pik » .
Où X est un objet de la scène ou d’une sous-scène (implicite ou explicite), fα est un opérateurflou et mβ est un modificateur de la propriété de base Pik. Elles ont été étudiées sous le nom de«     propriétés    simples   » précisément dans [Des95b], [Des96] et [DPa96] (Figure 2). Nous pen-
sons que le terme « propriété prédicat » est plus proche de la notion que cette catégorie de pro-
priétés représente.
Propriété de
base
Propriété
simple
Borne du
domaine
Domaine associé à
un concept
Degré
d’appartenance
0
1
Figure 2 : Propriétés de base et propriétés prédicats
Les modificateurs possibles sont très nombreux. Nous avons restreint notre choix à un ensem-
ble de P modificateurs, noté : M P={mα  α∈[1..P]}, pour lesquels existe la relation d’ordretotal suivante : mα ≤ m β ⇔ α ≤ β. M P comporte un modificateur particulier« normalement » également noté « Ø ». C’est l’opérateur par défaut ou modificateur vide.
Ainsi, un énoncé de la forme « x est Pik » est équivalent à l’énoncé d’une propriété prédicat« x est Ø Pik » ou « x est normalement Pik ». Il est donc implicite dans l’énoncé « x est im-portant ». Dans ce travail, nous avons utilisé l’ensemble suivant : M 7={extrêmement peu,très peu, assez peu, normalement, assez, très, extrêmement} (Figure 3a). On peut noter le cas
particulier du modificateur « très » qui peut être répété plusieurs fois (deux en général).
a)
Extrêmement
Très très
Très
Assez
Ø - Normalement
Assez peu
Très peu
Très très peu
Extrêmement peu
b)
Vaguement
Environ
Plus ou moins
Øf
Vraiment
Exactement
Figure 3 : Modificateurs et opérateurs flous choisis
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Les opérateurs flous possibles étant très nombreux, nous avons restreint notre choix à un en-
semble noté  FQ={fα  α ∈ [1..Q]} muni de la relation d’ordre total : fα ≤ fβ ⇔ α ≤ β. FQcomporte un opérateur par défaut noté « Øf ». Nous avons choisi l’ensemble F 6={exactement,vraiment, Øf, plus ou moins, environ, vaguement} (Figure 3b).
Nous remarquons que l’énoncé « Ci [de X] est Pik » est donc équivalent à « Ci [de X] est Øf ØPik » .
Exemples :
•  « Le nombre d’intersections [de la scène] est assez important » où « Le nombre
d’intersections » est le concept , « assez » un modificateur et « important » une propriété
de base du concept,
•  « La longueur du segment est vraiment très faible » où « La longueur du segment » est le
concept, « vraiment » un opérateur flou, « très » un modificateur et « faible » une pro-
priété de base du concept.
Les propriétés portant sur l’ensemble de la scène sont parfois appelées « propriétés globales »
et celles portant sur une partie de la scène (sous-ensemble d’une scène structurée ou élément de
base) « propriétés locales ». Cependant, il semble que cette classification ne soit pas judi-
cieuse. La séparation entre ces deux ensembles n’est absolument pas nette. Une propriété glo-
bale est une propriété locale sur l’objet (unique) qu’est la scène.
3.1.2 Signe d’une propriété
Pour manipuler les propriétés prédicats, on a besoin de déterminer son signe. Or celui-ci est
fonction de la propriété de base utilisée ainsi que des modificateurs.
Le    signe    de   la    propriété    de    base   Pik (+1, -1 ou 0) est celui de la direction suivie par les fonctionsd’appartenance de mα Pik où mα ∈ M P et α allant de 1 à P par rapport à la variable du domaine.
Une propriété Pik est dite    positive   si son signe est +1. Elle est dite    négative   si son signe est -1 et   neutre   si le signe est 0. Nous retrouvons là les notions relatives aux termes linguistiques que
l’on a présenté au paragraphe 2.
Le    signe    d’un     modificateur  mα, noté signe(mα), est défini dans M P comme-suit : signe(ma) = 0si ma = Ø, signe(mα) = +1 si α > a et signe(mα) = -1 si α < a.
Par conséquent, le    signe    d’une    propriété    prédicat  dépend du signe de la propriété de base et de
celui du modificateur suivant la formule : signe(mα) * signe(Pik) ∈ {-1, 0, +1}.
3.1.3 Cas des propriétés paramétrées
Parfois, une description utilise une propriété faisant référence à une ou plusieurs valeurs du
domaine. A partir des propriétés élémentaires,  nous avons alors besoin de construire des pro-
priétés paramétrées par une ou deux valeurs du domaine. La propriété de base Pik est remplacéepar une propriété de base paramétrée Pj(U) ou Pj (U,V). Les énoncés de propriétés paramétréessont de trois formes (Figure 4) :
1) « Ci [de X] est fα Ø de V »  ou « Ci [de X] est fα Ø entre U et V »,2) « Ci [de X] est fα mβ supérieur à V » ou « Ci [de X] est fα mβ inférieur  à V »,3) « Ci [de X] est Øf Ø au moins de V » ou « Ci [de X] est Øf Ø au plus de V ».
On note que ces formes se rapprochent de celle des propriétés prédicats. Une propriété sur une
valeur précise (« Le longueur de la configuration est environ de 3 unités ») et sur un intervalle
classique (« Le nombre de maisons est entre 10 et 20 ») sont donc des propriétés paramétrées
de forme 1. L’utilisation d’opérateur flou permet de transformer une valeur précise en valeur
floue et un intervalle classique en intervalle flou.
Les énoncés de forme 3 correspondent aussi à des intervalles classiques entre la valeur donnée
et une des deux bornes du domaine (« La hauteur de la maison est au moins de 4 mètres »). Ils
ne supportent aucun opérateur.
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Figure 4 : Exemples de propriétés prédicats paramétrées
Avec les énoncés de forme 2, nous obtenons des intervalles flous associés à des propriétés de
base qui ne sont pas explicitement paramétrées (« La surface du terrain est très supérieure à 3
Ha »). Cet intervalle se trouve à une distance plus ou moins importante de la valeur proposée
en fonction de l’opérateur et du modificateur utilisé. Cela revient à déterminer une propriété de
base sur un sous-domaine construit à partir de la valeur et d’une borne du domaine.
3.1.4 Propriétés prédicats et quantificateurs
Avec certains concepts, la propriété prédicat ne s’applique plus forcément sur un seul objet mais
sur tout un ensemble d’objets. Il est alors nécessaire de préciser un quantificateur. Comme en
logique du second ordre, il est possible de trouver les deux quantificateurs classiques : « il
existe » (∃) et « pour tout » (∀). Entre ces deux extrêmes, toute une gradation est possible.
   3.   1  .4   .1     Le    quantificateur    existentiel    et   le    quantificateur    universel
Le  quantificateur existentiel permet l’énoncé d’une propriété d’un unique élément (peut être
plusieurs si l’on prend le sens « au moins un »). L’utilisation du quantificateur universel per-
met de décrire une propriété que doivent respecter chacun des objets de la scène (ou d’une partie
de la scène).
Exemples :
•  « La longueur d’un segment est très importante » est interprétable comme « Il existe un
segment dont la longueur est très importante »,
•  « La pente de tous les segments est assez faible » est interprétable comme « Pour tout seg-
ment, la pente est assez faible ».
   3.   1  .4   .2     Les    quantific     ations   intermédiaires
Entre les deux quantificateurs classiques existe tout un ensemble de quantificateurs indiquant
une quantité ou une proportion plus ou moins importante d’objets vérifiant la propriété. Ces
quantificateurs peuvent être précis (« un », « 12 »…), imprécis (« entre 10 et 15 ») ou flou
(« une dizaine », « quelques », « beaucoup », « au moins »…).
Exemples : « La hauteur d’une dizaine de maisons est très importante », « La longueur de
beaucoup de segments n’est pas très importante ».
   3.   1  .4   .3     Forme    d’   une    propriété    prédicat    quantifiée
Une propriété prédicat quantifiée est un énoncé de la forme :
«  Ci de Qt X est fα mβ Pik » .
où Ci est une concept portant sur une caractéristique d’un objet. Qt est un quantificateur prisparmi les valeurs suivantes : (∃), « un », « au moins un », …, « une dizaine », …, « le
tiers », …, « quelques », …, « beaucoup », …, « tous », (∀).
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En fait, les quantificateurs sont de trois catégories :
•  les quantificateurs proportionnels qui font référence à une proportion de propriétés vérifiées
(« 1/3 », « la moitié », « la plupart », « tous », « aucun »…).
•  les quantificateurs énumératifs qui donnent une idée du nombre de propriétés vérifiées
(« un », « une douzaine », « au moins trois », « au plus 20 »…).
•  les quantificateurs ambigus comme « un tout petit peu », « un peu », « quelques »,
« Ø », « beaucoup », « énormément » qui, suivant le contexte, sont classables dans l’une
ou l’autre des catégories précédentes.
En fait, ces derniers sont de deux sortes : les quantités absolues (« une dizaine ») et les pro-
portions (« le tiers », « beaucoup »).
A noter que les propriétés commençant par « Le nombre de X ayant Ci… » sont une forme depropriété quantifiée.
3.1.5 Propriété prédicat globale et propriété prédicat locale
Ceci nous amène à donner une nouvelle définition pour « locale » et « globale ». Selon le
concept, la présence des quantificateurs n’est pas toujours indispensable. Nous proposons donc
de baser nos définitions sur cette utilisation des quantificateurs.
Nous appellerons    concept   local  tout concept dont les propriétés utilisent de façon systématique
un quantificateur. Une    propriété    prédicat   locale   est une propriété d’un concept local. Souvent,
un concept local est construit à partir :
•  d’un paramètre d’un objet de la scène,
•  d’une relation entre deux (ou plus) objets de la scène,
•  d’un concept spécifique sur un objet ou un sous-ensemble d’objets.
Par opposition, les propriétés associées à un    concept     global  ne demandent pas de quantifica-
teurs. Une    propriété    prédicat    globale   est une propriété d’un concept global. Un concept global
peut être :
•  une statistique ou une quantification sur une propriété locale,
•  le dénombrement d’objets,
•  un concept spécifique.
Mais alors, comment classer une propriété telle que : « la longueur des segments est impor-
tante » ? Comme elle sous-entend un quantificateur universel, elle est classée comme une pro-
priété locale.
Exemple : Si l’on considère un logement composé d’une maison, d’un garage et d’un jardin,
nous pouvons donner la propriété globale suivante : « La hauteur de la maison est assez im-
portante ». Par contre, si l’on considère un lotissement composé d’un certain nombre de mai-
sons, nous pouvons donner la propriété locale suivante : « La hauteur d’une maison est assez
importante » étant sous-entendu « Il existe une maison dont la hauteur est importante ».
Il existe un cas particulier de propriété globale : les statistiques sur une propriété locale (« la
surface moyenne d’une propriété est très importante »).
3.1.6 Propriétés anonymes et propriétés nommées
Dans certaines descriptions, le concepteur veut pouvoir nommer des objets afin de pouvoir leurs
attribuer plusieurs propriétés.
En première approche, il semblerait se dégager trois sous-catégories de propriétés locales : les
propriétés anonymes (« La hauteur d’une maison est assez importante »), les propriétés pseu-
do-nommées (« La maison la plus haute est rouge) ou « La troisième maison [décrite] est lon-
gue ») et les propriétés nommées (« La hauteur de la maison M est assez importante »).
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Cependant une propriété anonyme ou pseudo-nommée peut être considérée comme une pro-
priété dont l’objet est nommé par défaut (« La hauteur [d’une maison] de la maison M102 est
assez importante »).
3.1.7 Propriétés de concepts n-aires
Dans certains cas d’application, il existe des domaines dont les mesures ne se font pas par rap-
port à un élément mais par rapport à plusieurs éléments. Ces concepts représentent des relations
entre des objets Ce sont des concepts n-aires (relation avec n objets). Une    propriété   relative   est
une propriété prédicat associée à un concept n-aire. En dehors de la référence aux objets, cette
forme de propriété est de même nature que celle des propriétés prédicats.
   3.   1  .7   .1     Propriétés    de    concepts    binaires
Les concepts permettant de tenir compte de relations (d’interactions) entre deux objets (concepts
binaires) sont les plus courants et les plus facilement manipulables.  Par exemple, si on consi-
dère des relations spatiales nous aurons des relations de placement relatif (« à gauche de »,
« devant », « sur »…) et de distance (« loin de », « proche de »…). Nous avons alors des
énoncé de la forme :
 « Ci entre Xp et Xq est fα mβ Pik » .
Exemples : « La distance entre la maison M1 et la maison M2 est très faible », « La maison
M1 est à gauche de la maison M2 ».
   3.   1  .7   .2     Propriétés    quantifiées    de    concepts    binaires
A partir de ces propriétés de concepts binaires, on peut construire des propriétés quantifiées
faisant intervenir plus de deux objets. On les appelle des propriétés binaires quantifiées. Ces
énoncés ont une des deux formes suivantes :
1) « Ci entre Xp et Qt X est fα mβ Pik » ou « Ci entre Qt X et Xp est fα mβ Pik » .2) « Ci entre Qt (X et Y) est fα mβ Pik » .
Exemples : « La distance entre la maison M1 et les autres maisons est très importante » (cas 1),
« La distance entre chaque maison est assez faible »  (cas 2).
   3.   1  .7   .3     Propriétés    de    concepts    n-aires
Par extension de la notion de concept binaire, on peut imaginer d’avoir des concepts n-aires
(n>2). Cependant, à notre connaissance, ce type de concept n’existe pas ou, en tout cas, n’est
vraiment pas courant car sans doute trop complexe à manipuler par l’être humain. Ceux qui
existent sont souvent reformulables à l’aide de concepts unaires ou binaires. Cependant, ce
n’est évidemment pas toujours le cas. Certaines propriétés ne sont pas reformulables (ou très
difficilement). Nous aurons par exemple une propriété comme « Quatre maisons forment un
carré » (ou « La forme géométrique des maisons M1, M2, M3 et M4 est un carré »).
3.1.8 Propriétés de relations n-aires
Ces propriétés mettent en jeu soit au moins deux objets de la scène par rapport à une propriété
soit deux propriétés sur un ou deux objet (ou sur la scène). Les éléments des domaines sont
nécessairement comparables au niveau sémantique. Les propriétés utilisées sont des propriétés
prédicats ou relatives.
   3.   1  .8   .1     Propriétés    de   relation    binaires
Une telle propriété permet de manipuler un ou deux objets de la scène suivant une ou deux pro-
priétés de base pas forcément du même concept. Les concepts manipulés sont unaires. Cette
catégorie de propriété est appelée    propriété     de     comparaison   . Nous avons des énoncés de la
forme :
 « Ci de Xp est kα sβ Pik que Cj de Xq » .
E. Desmontils - J.-Y. Martin IRIN - Nantes
avec i et j quelconques du moment que les valeurs de Di et Dj sont comparables au niveau arith-métique et sémantique. kα est   l’indicateur    de    différence   qui est flou (« un tout petit peu », « unpeu », « Ø », « beaucoup », « extrêmement ») ou précis (« 2 fois », « de V unités »,
« Entre U et V unités », « d’au moins V unités », « d’au plus V unités ») et sβ indique la   direction    de    comparaison   (« moins », « aussi » et « plus ») par rapport à la direction de la
   propriété    de   référence   Pik.
Par exemple :
•  « La hauteur de la maison M1 est beaucoup plus importante que la hauteur de la maison
M2 ».
•  « La largeur de la maison M1 est plus importante que sa hauteur », « La longueur de S1 est
beaucoup moins importante que celle de S2 ».
Habituellement, nous avons les cas suivants:
•  (i =j et p≠q) appelée    comparaison    homogène   ,
•  (i≠j) appelée    comparaison    hétérogène   .
   3.   1  .8   .2     Propriétés    n-aires   (n>2)
Par extension, nous pouvons construire des propriétés mettant en relation un objet avec plu-
sieurs. Ces propriétés sont construites comme une relation binaire à l’exception d’un des deux
objets qui devient un groupe d’objets. Nous pouvons alors avoir des énoncés selon les deux
formes suivantes :
1 -  «  Ci de Xp est kα sβ Pik que Cj de Qt X ».2 -  «  Ci de Qt X est kα sβ Pik que Cj de Xp » .
Exemples : « La maison M1 est beaucoup plus grande que les autres » (cas 1), « Une dizaine
de maisons ont une largeur plus importante que celle de la maison M1 » (cas 2).
Lorsque la propriété de référence n’est plus associée à un concept unaire mais à un concept bi-
naire, nous aurons des    propriétés    de    comparaison   relatives   . Ce sont généralement des compa-
raisons homogènes. Nous aurons des énoncés de la forme :
«  Ci entre Xp et Xq est kα sβ Pik que Ci entre Xr et Xs » .
Par exemple : « La maison M1 est beaucoup plus loin de la maison M2 que la maison M3 »
(avec Xq=Xr), « La maison M1 est beaucoup plus loin de la maison M2 que de la maison M3 »(avec Xp=Xr), « La maison M1 est beaucoup plus loin de la maison M2 que la maison M3 de lamaison M4 ».
Nous pouvons étendre ces propriétés de comparaison relatives à l’aide de quantificateurs de la
même manière qu’avec les propriétés de comparaison simples.
3.2 Affirmative et négative
Bien sûr, l’utilisateur décrit ce qu’il veut obtenir mais aussi ce qu’il ne veut pas. Par consé-
quent, une description comporte des propriétés affirmatives et négatives. Par exemple, on peut
dire « La maison n’est pas très haute » (propriété négative avec « n’est pas ») puis « La mai-
son est rose » (propriété affirmative avec « est »). Nous pouvons noter que l’interprétation de
la négation n’est pas triviale. La négation logique classique n’est pas satisfaisante. Il est préfé-
rable de s’orienter vers une interprétation linguistique ([Mul91], [DPa96]).
Pour les linguistes, « ne pas être A » n’équivaut pas, en général, à la propriété logique « être
non-A » qui en termes de sous-ensembles flous est définie à partir de A. Ceci résulte du fait
que la propriété logique « non-A » le plus souvent n’a pas de signification linguistique. Le
locuteur veut ainsi traduire le fait qu’un objet satisfait à un certain degré une propriété P du
même domaine que A. Lorsqu’un locuteur souhaite donner un énoncé comme « le nombre
d’intersections n’est pas très faible » cela peu signifier « le nombre d’intersections est vraiment
important ». En d’autres termes, un énoncé de négation équivaut alors à une affirmation se
référant à une autre propriété (du même domaine). Cependant, il arrive que le locuteur se con-
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tente de fournir une négation sans arrière pensée quant à sa signification. La détermination de la
signification d’une négation ne peut pas être entièrement automatique. Le logiciel détermine et
trie les propriétés plausibles mais c’est au locuteur de décider du sens définitif.
3.3 Propriétés constructives
Lorsque l’utilisateur d’un modeleur déclaratif désire décrire une scène, il veut pouvoir décrire
les composants. Pour cela, il utilise un certain nombre de propriétés spécifiques indiquant de
quoi est composée la scène. Ces composants sont les éléments de base de la scène mais aussi
des objets « de niveau supérieur » construits à partir d’autres objets. Nous appellerons ces
propriétés des    propriétés    constructives   .
Nous pouvons mettre en évidence deux catégories de propriétés constructives :
•  les propriétés déterminant des composants de base de la scène selon le schéma « La scène
est composée de X, Y… » appelée    propriétés    de    construction    descendante   ,
•  les propriétés déterminant les objets de la scène selon le schéma « Les objets X, Y… for-
ment un objet Z » appelée    propriétés    de    construction    ascendante   .
Nous avons des descriptions comme « La scène est composée de cercles et de rectangles »,
« Les cercles forment une zone A », « Les rectangles forment une zone B » et « Les zones A
et B forment une zone C »…
Ces propriétés ne manipulent pas de concepts mais seulement des éléments qui seront caractéri-
sés par des propriétés descriptives. Nous aurons, par exemple, dans la suite de la description ci-
dessus la propriété « La zone C est très large ».
Cette construction hiérarchique de la scène est soit donnée en bloc au début de la génération soit
construite en ajoutant au fur et à mesure les éléments et seulement lorsque ceux de niveau supé-
rieur sont convenablement construit. Cette dernière méthode correspond à une construction par
ébauches successives.
Pour revenir à notre première description, la méthodes par ébauches construit d’abord une zone
schématique C possédant les propriétés voulues. Ensuite, les zones A et B sont construites dans
la zone C selon leurs propres caractéristiques. Enfin, les cercles et les rectangles sont placés
dans leurs zones respectives en fonction des contraintes qui leurs sont appliquées. Avec une
telle technique, chaque ébauche d’un niveau est description pour le niveau en dessous.
Entre les propriétés constructives et les propriétés descriptives, nous trouvons un cas particulier
de propriétés descriptives indiquant la quantité d’objets d’un type donné. Nous avons alors un
énoncé de la forme : « La nombre d’objets X est fα mβ Pik ». Par exemple, nous aurons « Lenombre de rectangles est assez important » ou « Le nombre de cercles est très faible ».
3.4 Propriétés modificatrices
Lorsque le concepteur prend connaissance d’une solution à sa description, il peut lui arriver de
vouloir l’ajuster en modifiant une propriété. Ces propriétés sont donc relatives à une forme so-
lution donnée.
3.4.1 Propriété modificatrice
Une propriété modificatrice est un énoncé de la forme :
«  Ci [de X] est fα kβ sδ Pik » .
avec les différents opérateurs définis pour les propriétés de comparaison. L’action de ces pro-
priétés dépend de l’opérateur sδ. Pour ces opérateurs tels que « plus » et « moins », la solu-tion attendue sera différente de celle proposée. Par contre, avec l’opérateur « aussi »,
l’utilisateur fige la valeur du concept à la valeur actuelle.
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Exemples :
•  « La longueur de la rue est beaucoup plus importante »,
•  « La hauteur de la maison M est environ de 2m plus importante »,
•  « La longueur de la rue est entre 2 et 3 Km plus faible »,
•  « La maison M1 est aussi grande » (« La taille attendue de la maison M1 est la même que la
taille actuelle » ≡ « ne plus bouger la taille de la maison »).
Ce type de propriété est à rapprocher des propriétés prédicats (ou relatives) paramétrées en con-
sidérant le paramètre comme étant la valeur de la scène courante. Ainsi, « La longueur de la rue
est beaucoup plus importante » est équivalent à «    La   longueur    attendue    de   la   rue   est très supé-
rieure à   la   longueur    actuelle    de   la   rue   » (Figure 5). Elles portent principalement sur des con-
cepts unaires ou binaires. Bien sûr ces propriétés sont, elles aussi, quantifiables.
Valeur courante
Borne du
domaine
Domaine associé à
un concept
Degré
d’appartenance plus important
un peu plus important
beaucoup plus important
0
1
Figure 5 : Exemple de modification d’une description par rapport à un concept
3.4.2 Propriété modificatrice quantifiée et relative
Une    propriété     modificatrice    quantifiée   est un énoncé de la forme :
«  Ci de Qt X est fα kβ sδ Pik » .
Sauf avec les deux quantificateurs classiques (∃ et ∀), il ne semble pas que ce genre de pro-
priété soit souvent utilisée. Exemples : « La longueur de tout les segments est plus impor-
tante », « La pente du segment S est beaucoup moins faible ».
Une    propriété     modificatrice   relative   est donc un énoncé de la forme :
«  Ci entre Xp et Xq est fα kβ sδ Pik » .
Exemple : « La distance entre les maisons A et B est beaucoup plus importante ».
Une    propriété     modificatrice   relative    quantifiée   est donc un énoncé de la forme :
1) « Ci entre Xp et Qt X est fα kβ sδ Pik » ou « Ci entre Qt X et Xp est fα kβ sδ Pik » .2) « Ci entre Qt (X et Y) est fα kβ sδ Pik » .
Exemple : « La distance entre chaque maison est beaucoup plus importante ».
4. Classification structurelle
Selon la forme de la fonction d’appartenance d’une propriété, sa manipulation n’est pas toujours
la même. Nous nous intéressons donc aux différentes caractéristiques liées à cette forme.
4.1 Rappels sur la structure d’une propriété
A toute propriété prédicat ou relative Pi (et forcément à toute propriété de base) est associée unefonction d’appartenance définie sur le domaine Di. Cette fonction d’appartenance est construite àl’aide d’une fonction de type LR. L’expression d’une fonction d’appartenance L-R d’une pro-
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priété Pi d’un domaine Di (Figure 6) définie par le quadruplet <α,a,b,β> et les fonctions L(x) etR(x) est donnée par :
µ<α,a,b,β>, L, R : Di → [0,1]t → 0 si t < a-α
L((a - t) / α) si (α ≠ 0) et (a-α ≤ t < a)
1 si a ≤ t ≤ b
R((t - b) / β) si (β ≠ 0) et (b < t ≤ b+β)
0 si t > b+β
βα
a b
L R
0
1
Di
Figure 6 : Fonction d’appartenance d’une propriété
4.2 Position de la fonction d’appartenance
Un des éléments constitutifs d’une propriété prédicat est la propriété de base. La forme de cette
propriété est déterminée par la forme intuitive de la propriété prédicat possédant l’opérateur flou
par défaut et le modificateur par défaut (forme de Pik = forme de Øf Ø Pik). Dans certains cas, ilest indispensable de recalculer les bornes du domaine (dépendant par exemple d’un paramètre
de l’univers). Il faut donc se poser la question suivante : quelle sera la forme et la position de la
propriété de base après cette modification ?
4.2.1 Propriétés à valeur absolue
La première situation concerne les propriétés définies indépendamment des bornes du domaine
car construites autour d’une valeur caractéristique. Elles ne sont pas concernées par les modifi-
cations des bornes. Par exemple, si l’on considère la taille d’un individu, les tailles minimales et
maximales sont susceptibles d’être modifiées plus souvent que la taille moyenne qui servira de
référence pour la propriété de base « moyen ». Il en est de même pour les propriétés construi-
tes à partir de valeurs paramètres sauf dans le cas particulier de « supérieur à » et « inférieur
à » où c’est plutôt la place relative qui importe.
4.2.2 Propriétés à valeur relative
Le second cas porte sur les propriétés dépendantes des bornes. Elles sont relatives à leur posi-
tion dans le domaine. Dans ce cas, ce n’est plus une valeur qui importe mais la place et la forme
de la propriété sur le domaine et, en particulier, par rapport aux bornes. Il en est ainsi des pro-
priétés comme « important » et « faible » dans la plupart des concepts. Les propriétés de cette
catégorie sont souvent des propriétés floues (à l’exception parfois de « moyen ») ou des pro-
priétés paramétrées de la forme « inférieur à » et « supérieur à ».
4.3 Propriété modifiable
Le problème qui se pose est le suivant : pourquoi peut on dire « Le nombre de segments est très
important » mais pas « Le nombre de segments est très de 10 » ? Il y a donc des propriétés qui
sont modifiables à l’aide d’un modificateur autre que « Ø » et d’autres pas.
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Les    propriétés     modifiables   , c’est-à-dire acceptant un modificateur, sont associées à une fonction
d’appartenance représentant un intervalle flou (Figure 7 : F2b en particulier). L’explication de ce
phénomène est que les modificateurs ne peuvent s’appliquer qu’à des propriétés suffisamment
floues. C’est justement l’intérêt de ces modificateurs : manipuler une propriété dont on ne con-
naît pas les valeurs exactes et qui ne sont donc pas manipulables autrement.
Par contre, les opérateurs flous s’appliquent à une propriété quelconque. Sur des propriétés qui
ne sont pas modifiables, comme les propriétés paramétrées, ils permettent d’introduire de
l’incertain (par exemple : « la hauteur des plafonds est environ de 3 mètres »).
4.4  Forme
Ensembles
classiques
Ensembles
flous
C1
C2
F1
F2a F2b F2c
C3 F3
Figure 7 : Classement des différentes formes de fonctions d’appartenance en théorie des
ensembles flous
Les fonctions d’appartenance peuvent être classées en deux groupes divisibles eux-mêmes en
trois formes :
•  les ensembles classiques
les valeurs précises (Figure 7 : C1)
les intervalles classiques (Figure 7 : C2)
les ensembles classiques quelconques (Figure 7 : C3)
•  les ensembles flous
les valeurs floues (Figure 7 : F1)
les intervalles flous de forme Z, Π ou S (Figure 7 : resp. F2a, F2b et F2c)
les ensembles flous quelconques (Figure 7 : F3)
4.5 Dimensions du domaine
A chaque concept Ci est associé un domaine Di regroupant l’ensemble des valeurs que peutprendre Ci vis à vis d’une forme. Ces valeurs sont généralement de dimension 1. Le type desvaleurs est a priori quelconque. On a par exemple :
•  b , pour les concepts qui n’ont pas de mesure numérique et qui permettent de vérifier une
qualité sans pouvoir quantifier (la mesure se contente de signaler si la propriété est ou non
présente),
•  n, pour les propriétés qui, par exemple, dénombrent une caractéristique,
•  z , r , [0,1] très souvent utilisés,
•  ou d’autres types comme une énumération d’objets (chaînes de caractères…).
Nous venons de voir des domaines de dimension 1 mais rien n’interdit d’imaginer des concepts
avec un domaine de dimension supérieure (en particulier de dimension 2 et 3). Cependant, en
dehors des propriétés de comparaison, il nous semble difficile d’envisager simplement de tels
concepts. Le problème essentiel n’est pas de trouver une mesure mais surtout de définir aisé-
ment des propriétés (précises, des intervalles, de base…) et de les manipuler facilement (et fi-
dèlement à l’intuition s’il y en a une !). Par contre, il est tout à fait envisageable d’utiliser un
modeleur déclaratif spécifique permettant de rechercher soit une solution convenable pour
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l’utilisateur soit de transformer le domaine en dimension 1 pour pouvoir manipuler plus facile-
ment les différents opérateurs. Cette méthode s’applique pour tout concept trop complexe pour
être manipulé directement.
5. Classification comportementale
L’objectif essentiel d’une propriété est d’intervenir dans la génération afin de sélectionner au
plus vite toutes les solutions de l’univers qui la vérifient. Pour cela, elle va intervenir à plusieurs
niveaux dans le processus déclaratif pour réduire cet univers, orienter les recherches et valider
les formes obtenues.
5.1 Rappels sur les méthodes de génération
En modélisation déclarative, le rôle des propriétés et leurs conséquences dépendent des techni-
ques de génération utilisées et des caractéristiques des concepts vis à vis de cette génération. Les
premières études sur des classifications de ce type ont été effectuées par [Ple89], [Mar90a],
[Col90], [Chau94], [Paj94] et [Pou94].
On distingue trois grandes méthodes de génération :
•  L’exploration algorithmique (arbres d’énumération, de construction…),
•  Les systèmes à base de règles et de faits,
•  La génération aléatoire sous contraintes (systèmes d’intervalles, résolution de contraintes,
tirage aléatoire…).
Dans les techniques classiques de modélisation déclarative, on a montré qu’il est possible
d’effectuer des optimisations de l’arbre de génération en fonction de caractéristiques des pro-
priétés ([LDe96]). Avec l’utilisation des ensembles flous, la méthode est conservée. Le con-
cepteur peut donc pouvoir décrire les caractéristiques de la propriété et du concept propres à
   provoquer    automatiquement   les    o   p  timisations   de la génération.
Les travaux les plus importants sur le rôle des propriétés en génération a été produit pour les
arbres d’exploration ([Elk89], [Col90], [Mar90a], [Col92]) et sur les systèmes experts
([Ple89], [MaM89]). L’étude des comportements des propriétés permet, en particulier,
d’améliorer le parcours en provoquant des élagages de branches et en simplifiant les vérifica-
tions (« réduction des contrôles » [Col92] ou « stérilisation des propriétés » [Gra96]).
5.2 Les parcours d’arbres
5.2.1 Générali tés
Les caractéristiques de comportement dans les arbres de génération ainsi que les techniques
d’optimisation sont celles utilisées pour les propriétés à deux états.
Nous allons étudier certaines conditions permettant de déterminer les caractéristiques de com-
portement d’une propriété prédicat dans un arbre donné. Ces conditions sont généralisables aux
autres propriétés (quantifiées, relatives…).
Remarque : toutes les définitions et propriétés que nous énonçons ici dépendent de l’arbre de
génération.
5.2.2 Quelques définitions utiles
Le comportement d’une propriété prédicat est fonction du comportement d’une part de la mesure
associée au domaine sur lequel elle est définie et d’autre part de sa fonction d’appartenance.
Nous allons donc donner un certain nombre de définitions permettant de décrire le comporte-
ment de ces deux fonctions.
   5.   2  .2   .1      Définitions    à    propos    des     mesures    des    domaines
Une mesure est dite croissante dans un arbre donné si, à un niveau i de l’arbre, fi-1 et fi deux
formes consécutives dans une descente d’arbre sont telles que m(fi-1) ≤ m(fi). Une mesure est
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dite strictement croissante dans un arbre donné si, à un niveau i de l’arbre, fi-1 et fi deux formes
consécutives dans une descente d’arbre sont telles que m(fi-1) < m(fi).
Une mesure est dite décroissante dans un arbre donné si, à un niveau i de l’arbre, fi-1 et fi deux
formes consécutives dans une descente d’arbre sont telles que m(fi-1) ≥ m(fi). Une mesure est
dite strictement décroissante dans un arbre donné si, à un niveau i de l’arbre, fi-1 et fi deux for-
mes consécutives dans une descente d’arbre sont telles que m(fi-1) > m(fi).
Une mesure est dite [strictement] monotone si elle est [strictement] croissante ou [strictement]
décroissante.
   5.   2  .2   .2      Définitions    à    propos    des   fonctions    d’appartenance
Une propriété prédicat P est dite croissante si sa fonction d’appartenance µ est croissante sur le
domaine D, c’est-à-dire si : ∀(t,t')∈D×D : t > t', µ(t) ≥ µ(t') . Une propriété prédicat P est dite
strictement croissante si sa fonction d’appartenance µ est croissante sur le domaine D, c’est-à-
dire si : ∀(t,t')∈D×D : t > t', µ(t) > µ(t') . C’est le cas des propriétés de forme S (Figure 7-
F2c).
Une propriété prédicat P est dite décroissante si sa fonction d’appartenance µ est décroissante
sur le domaine D, c’est-à-dire si : ∀(t,t')∈D×D : t > t', µ(t) ≤ µ(t') . Une propriété prédicat P
est dite strictement décroissante si sa fonction d’appartenance µ est décroissante sur le domaine
D, c’est-à-dire si : ∀(t,t')∈D×D : t > t', µ(t) < µ(t') . C’est le cas des propriétés de forme Z
(Figure 7-F2a).
Une propriété prédicat P est dite [strictement] monotone si elle est soit [strictement] croissante
soit [strictement] décroissante.
   5.   2  .2   .3     Seuil    d’acceptation
Nous avons montré dans [Des95b] qu’il est possible de choisir entre plusieurs politiques pour
déterminer un seuil d’acceptation (seuil à partir duquel la propriété est considérée comme suffi-
samment vérifiée pour être retenue). La détermination de la forme de la propriété est à la charge
du concepteur : d’un bon choix dépendra une production raisonnable de solutions. A priori,
dès que le degré d’appartenance de la scène à la propriété n'est plus nul, on peut considérer que
cette scène appartient un peu à la propriété. Autrement dit, toute scène dont le degré
d’appartenance à la propriété n'est pas nul vérifie (plus ou moins) cette propriété. En consé-
quence, nous pouvons choisir un seuil d’acceptation qui soit juste au-dessus de 0 (0.01 ou 0.1
suivant la précision des propriétés).
Remarque : les « flouistes » utilisent généralement la valeur 0.2 comme seuil.
5.2.3 Synthèse de différents types de comportements
Jusqu’ici, les propriétés sont évaluées selon la logique booléenne classique. Donc, lors d’un
parcours dans une branche d’un arbre, une propriété peut prendre deux états  :
•  V (la propriété est vérifiée),
•  F (la propriété n’est pas vérifiée).
Il y a donc deux situations possibles liées aux deux états :
•  E (la propriété est étudiée et est V ou F),
•  ? (il n’y a pas de vérifications).
Un parcours de branche s’écrit alors à l’aide de la suite des états de la propriété. Par exemple :
FFVVFFVFFVVVFF
Pour synthétiser l’écriture d’un parcours, nous posons les éléments suivants :
•  E* : l’état E se répète 0, 1 ou plusieurs fois,
•  E+: l’état E se répète 1 ou plusieurs fois,
•  E[p] : l’état E se répète p fois,
•  (ABCD) : les états A, B, C, D forment un “motif” (qui peut se répéter).
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A l’aide de ces conventions, le Tableau 1 effectue une synthèse des classements de propriétés
proposées dans les différents travaux en modélisation déclarative. Ces classements ne sont pas
complets. Nous allons donc en proposer un nouveau effectuant d’une part une synthèse et
d’autre part une adaptation au formalisme flou.
Tableau 1 : Types des propriétés classiques [Des95a]
[Col90]  (C) ,
[Elk89] (E) et
[Pou94] (P)
[Paj94] Catégorie
se lon
[Mar90a]
Branche Remarques
Stable (C, E et P) Transmissible de type 2 2 F*V+
Stable (E et P) Transmissible de type 1 3 V*F+ Extension de Stable pour (C)
p-régulière (C) 5 (VF[p-1])+
Alterne (C) 5 (VF)+
5 F*(VF[p-1])+ Extension de p-régulière de (C)
6 F*(VE[p-1])+ Extension de p-périodique de (C)
p-périodique (C) 6 (VE[p-1])+
1 - 4 - 7 ?*E+ Sans caractéristiques générales mais
selon le domaine d’application des opti-
misations sont possibles
Semi-transmissible de
type 1
F*V+F+
Semi-transmissible de
type 2
V*F+V+
Pseudo-stable (P) E*F+V+
E*V+F+
Extension des semi-transmissibles de
[Paj94]
F[p]V[q]F* Propriétés pq-semi-transmissibles type 1
V[p]F[q]V* Propriétés pq-semi-transmissibles type 2
5.2.4 Les propriétés stables
Une propriété stable est une propriété prédicat qui une fois vérifiée (resp. non vérifiée) le reste
pour tout le sous-arbre. Les propriétés stables sont réparties en deux catégories (Figure 8) :
•  les propriétés V-Stables qui, une fois vérifiées, le restent définitivement.
•  les propriétés F-Stables qui, une fois non vérifiées, le restent définitivement.
Figure 8 : Exemples de propriétés V-Stable et F-Stable (mesure croissante)
Pour déterminer si une propriété est stable, il faut étudier la mesure du domaine (m) et la fonc-
tion d’appartenance à la propriété (µ). Nous allons étudier les conditions pour avoir une pro-
priété V-Stable.
D’une manière générale, une propriété est V-Stable si, à partir d’un niveau de l’arbre, m ∈ PS(Coupe de niveau S≠0, S est le seuil défini plus haut) dans tout le sous-arbre. En particulier,
c’est le cas dans les situations suivantes :
•  m = Cste et Cste ∈ PS.
•  m ∈ [a,b]  et [a,b] contenu dans PS.
•  (m croissante et µ croissante) ou (m décroissante et µ décroissante).
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D’une manière générale, une propriété est F-Stable si, à partir d’un niveau de l’arbre, m ∉ PSdans tout le sous-arbre. En particulier, c’est le cas dans les situations suivantes :
•  m = Cste et Cste ∉ PS.
•  m ∉ [a,b]  et [a,b] n’est pas contenu dans PS.
•  (m décroissante et µ croissante) ou (m croissante et µ décroissante).
5.2.5 Propriétés quasi-stables
Les propriétés quasi-stables sont des propriétés prédicats qui ne sont vérifiées (resp. non véri-
fiées) que sur un intervalle de niveaux de l’arbre. Les propriétés quasi-stables sont réparties en
deux catégories (Figure 9) :
•  les propriétés quasi-V-Stables qui sont vérifiées sur un intervalle.
•  les propriétés quasi-F-Stables qui ne sont pas vérifiées sur un intervalle.
Figure 9 : Exemples de propriétés Quasi-F-Stable et Quasi-V-Stable (mesure monotone)
Cas particulier pour obtenir des propriétés quasi-stables :
•  m est monotone et µ de forme Π (Figure 7-F2b),
•  m se comporte en deux phases (croissante puis décroissante ou inversement) et le point de
changement (maximum ou minimum) se trouve dans PS.
Remarque : ce cas se retrouve assez souvent dans une description. En effet, on obtient des pro-
priétés de ce style si l’on dit : « L’objet formé est d’environ X unités », « L’objet est entre X
et Y », « L’objet est de longueur moyenne »…
5.2.6 Elagage et stérilisation des propriétés
Une propriété provoque un    élagage   de l’arbre de génération si elle permet d’éviter l’exploration
du sous-arbre dont elle est la racine. Il existe deux modes d’élagage ([Col90] et [Elk89]) :
•     L’élagage   immédiat  , appelé aussi    élagage    par   le    haut  . Lorsqu’une forme ne vérifie pas une
propriété F-Stable, cette forme est rejetée et le parcours de cette branche s’arrête là. Cet éla-
gage peut avoir lieu aussi lors d’une vérification définitive de toutes les propriétés (voir la
stérilisation des propriétés). Il est donc effectué quand le système est certain de l’échec ou de
la réussite de toutes les formes du sous-arbre.
•     L’élagage    par   le    bas   . Lorsqu’une propriété requise ne peut plus être vérifiée dans le sous-
arbre, il n’est plus nécessaire de continuer le parcours de cette branche. Aucune forme issue
de ce niveau ne sera solution. On opère donc un élagage sous la forme courante, l’objectif ne
pouvant être atteint.
La   réduction    des    contrôles   ou    stérilisation    des    propriétés   est une diminution du nombre de pro-
priétés à étudier. Elle a lieu quand une propriété V-Stable est vérifiée. Cette propriété est retirée
de la liste des propriétés à vérifier pour toutes les branches issues de la forme courante car elle
sera toujours vérifiée. Toutes les formes issues du noeud héritent de la propriété.
Lorsqu’on est sûr qu’une propriété ne sera pas vérifiée au moins avant un niveau n du parcours
de l’arbre, il n’est pas nécessaire de vérifier les propriétés de la liste avant ce niveau. Il va donc
y avoir une    stérilisation    globale    des     propriétés   : aucune propriété ne sera plus étudiée avant le
niveau n. Ce type de stérilisation a lieu éventuellement plusieurs fois dans le parcours d’une
branche. On appelle ce niveau le    seuil    de    détection   .
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5.2.7 Optimisations automatiques
Les optimisations, en particulier les conditions d’élagage, sont généralement à la charge du con-
cepteur. Cependant, il est tout à fait possible de détecter automatiquement des situations
d’élagage sans que le concepteur ait à s’en occuper. Nous allons donner quelques situations
permettant de provoquer automatiquement des optimisations.
   5.   2  .7   .1      Hypothèses
La méthode de génération que nous avons choisie est la génération par arbres d’énumération.
Une des caractéristiques essentielles de cette méthode est que, pour un niveau donné, tout fils
est construit en ajoutant un chiffre au numéro courant. A partir de cette constatation, il y a sou-
vent des mesures monotones faciles à détecter de la part du concepteur.
Nous allons donc proposer quelques conditions détectables automatiquement, basées sur le
comportement des mesures et sur la forme des propriétés.
   5.   2  .7   .2     Formes    des    propriétés    et    stabilité
Compte tenu du comportement de la mesure et de la forme de la propriété, il est assez facile de
déterminer la stabilité de la propriété ou de son complémentaire (avec -1) (Tableau 2).
Tableau 2 : Etude de la stabilité d’une propriété en fonction de son domaine et de sa forme
Comportement de la mesure
Forme de la propriété Croissante Décroissante
Z ou S-1 F-Stable V-Stable
S ou Z-1 V-Stable F-Stable
Quasi-F-Stable Quasi-F-Stable
-1 Quasi-V-Stable Quasi-V-Stable
Nous pouvons noter que les formes proposées ici ne sont parfois que partiellement entre les
bornes du domaine (Figure 10). Nous pouvons associer dans cette figure les formes A à la
forme Π, les formes B au complémentaire d’une forme Π, les formes C1 et D2 à la forme Z et,
enfin, les formes C2 et D1 à la forme S. Il arrive donc que l’optimisation potentielle ne soit ja-
mais atteinte.
A1 A2 B1 B2
C1 C2
D1 D2
Figure 10 : Exemples de formes classiques « dégénérées »
   5.   2  .7   .3      Détections    automatiques    sur   la    stabilité    d’une    propriété
Une fois que l’on connaît la qualité de stabilité de la propriété, il suffit de détecter les valeurs
clés ou les conditions spécifiques qui, quand elles apparaissent, provoquent un élagage de
l’arbre de génération ou une stérilisation d’une ou plusieurs propriétés (Tableau 3).
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Tableau 3 : Situations d’élagage de l’arbre ou de stérilisation d’un propriété
Domaine F-Stable Quasi-F-Stable V-Stable Quasi-V-Stable
Monotone Elagage
µ(mn) < S
Elagage
µ(mn) < S et µ(mn-1) ≥ S
Stérilisation
µ(mn) = 1
Stérilisation
µ(mn) = 1 et µ(m n-1) < 1
Strictement
monotone
Elagage
µ(mn) ≤ S
Elagage
µ(m n) ≤ S et µ(mn-1) > S
Stérilisation
µ(mn ±u) = 1
Stérilisation
µ(mn ±u) = 1 et µ(mn-1) ≤ 1
Avec :
•  S : seuil d’acceptation
•  u : unité du domaine (+ dans le cas croissant et - dans le cas décroissant)
•  µ : fonction d’appartenance de la propriété
•  mn : mesure au niveau n de l’arbre
   5.   2  .7   .4      Notion    de    valeur    critique
Une valeur critique est une valeur particulière du domaine permettant, dans certaines situations,
de provoquer une optimisation (élagage ou réduction des contrôles).
On peut mettre en évidence deux types de valeurs critiques :
•  les stables,
•  les instables.
Une valeur critique stable est une valeur d’un domaine telle que si, au cours d’une descente
dans l’arbre, la mesure l’atteint, tout le sous-arbre aura cette valeur dans ce domaine.
Une valeur critique instable est une valeur d’un domaine telle que si, au cours d’une descente
dans l’arbre la mesure prend une autre valeur, elle ne sera plus atteinte dans le sous-arbre.
Remarques :
•  Ces valeurs sont souvent des extrêmes des domaines.
•  Dans certains cas, cette notion de valeur critique peut être étendue à des intervalles critiques.
La gestion est alors identique.
A1 A2 A3
Figure 11 : Cas possible de valeur critique stable
La Figure 11 nous donne trois cas possibles de placement d’une valeur critique stable par rap-
port à une propriété prédicat. Deux cas sont intéressants : A1 (le degré d’appartenance de la
valeur est nul) et A3 (le degré d’appartenance est 1). Si lors d’une exploration, la mesure asso-
ciée au domaine atteint la valeur A1, tout le sous arbre aura cette valeur. Par conséquent, il y a
possibilité d’élagage. Par contre, si l’on arrive à la valeur A3, tout le sous-arbre vérifiera la pro-
priété. Il y a alors possibilité d’une réduction des contrôles.
En ce qui concerne la valeur critique instable, un seul cas est intéressant : la propriété prédicat
est une valeur précise égale à la valeur critique instable. Dans ce cas, dès que la mesure ne véri-
fie plus la propriété nous pouvons effectuer un élagage, car elle ne sera jamais plus vérifiée dans
le sous-arbre.
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   5.   2  .7   .5      Cas    particulier    des     mesures    strictement    croissantes    ou    strictement    décroi    s   santes
Pour les mesures strictement croissantes ou strictement décroissantes, il est possible d’améliorer
le traitement des valeurs critiques. En effet, les élagages sont détectables un niveau plus tôt que
pour les autres. Ceci peut faire économiser un nombre d’explorations important (cas où le nom-
bre de fils d’un arbre est très important).
5.2.8 Concepts spécifiques
Outre les optimisations sur la forme des propriétés comme nous venons de le montrer, certains
concepts classiques disposent de caractéristiques particulières amenant des situations d’élagage
de l’arbre, de stérilisation des propriétés ou d’autres techniques permettant une amélioration de
l’exploration.
   5.   2  .8   .1      Mesures   incrémentales
Pour certains concepts, mesurer une forme solution s’avère très coûteux en temps. Pour optimi-
ser cette évaluation, quand c’est possible, une mesure peut être évaluée de manière incrémen-
tale : toute mesure à un niveau n de l’arbre d’exploration dépend uniquement de la mesure au
niveau n-1 et de la forme courante. Ainsi, on bénéficie du travail déjà fait.
A noter que, d’un niveau sur l’autre, on peut conserver d’autres informations que spécifique-
ment la mesure du domaine. Nous verrons dans ce qui suit qu’il est intéressant, dans le cas de
concepts quantitatifs, de garder des calculs annexes (sommes de valeurs…).
   5.   2  .8   .2     Propriétés   incrémentales    quant   itatives   (quantités    ou    proportions)
L’idée de base des mesures des domaines de ces concepts est la quantité (absolue pour la quan-
tification et relative pour la proportion). Cette quantité peut être le nombre d’éléments vérifiant
une propriété prédicat locale (gestion d’un quantificateur par exemple) ou une mesure d’un con-
cept spécifique.
Nous allons poser les hypothèses suivantes : la mesure est monotone et incrémentale (la quantité
courante est la quantité du niveau précédent plus ou moins une valeur calculée sur la forme cou-
rante). Dans ce cas, nous sommes capables de calculer l’intervalle D’ du domaine dans lequel se
trouve la mesure de toute solution issue d’un noeud donné.
Si on arrive à montrer que l’intervalle flou, fonction d’appartenance de la propriété, a son sup-
port (intervalle où le degré d’appartenance n’est pas nul) disjoint de D’ alors on peut effectuer
un élagage de l’arbre. En effet, on est alors certain que le propriété ne sera jamais plus satisfaite.
Si nous avons les données suivantes :
•  M la plus grande quantité possible,
•  Dmin0 et Dmax0 les bornes du domaine au départ,
•  Mi la plus grande valeur à ajouter ou retirer au niveau i,
•  mi la valeur effectivement ajoutée ou retirée au niveau i.
Nous allons chercher à calculer :
•  Smini la quantité effective au rang i,
•  Smaxi la quantité maximale au rang i.
•  Dmini et Dmaxi les bornes du domaine connaissant le niveau i.
Nous cherchons à calculer [Dmini, Dmaxi] cet intervalle D’.
Si la mesure est croissante, nous aurons :
•  Smini = Smini-1 + mi
•  Smaxi = Smaxi-1 - Mi + mi.
Si la mesure est décroissante, nous aurons :
•  Smini = Smini-1 + Mi - mi
•  Smaxi = Smaxi-1 - mi.
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a)     Cas des propriétés associées à un concept de quantité   
Nous avons alors Dmin0 = 0, Dmax0 = M, Smin0 = Dmin0 et Smax0 = Dmax0.Et enfin : Dmini = Smini et Dmaxi = Smaxi.
b)     Cas des propriétés associées  à un concept de proportion   
Nous avons alors Dmin0 = 0, Dmax0 = 1, Smin0 = 0 et Smax0 = M.Et enfin : Dmini = Smini / M et Dmaxi = Smaxi / M.
A noter qu’il est parfois difficile d’interpréter des propriétés à base de quantités. Il y a ambiguïté
entre la quantité « pure » et la proportion. Par exemple « La quantité de segment horizontaux
est importante » signifie-t-elle « La quantité de segment horizontaux est importante par rapport
à la quantité maximale possible » (quantité « pure ») ou « La quantité de segment horizontaux
est importante par rapport à la quantité de segments courante » (proportion).
   5.   2  .8   .3     Propriétés   incrémentales    statistiques
Pour les concepts à base de statistiques et, en particulier, pour les concepts de moyenne, nous
allons pouvoir mettre au point une optimisation similaire à celle développée pour les propriétés
de quantité.
Nous allons étudier les concepts concernant les moyennes sur une quantité. Ici encore nous
avons à calculer une quantité sur la forme courante. Cependant, nous allons poser les hypothè-
ses suivantes : la mesure du domaine est la moyenne des quantités vues jusqu’ici et non direc-
tement cette quantité et cette même quantité est incrémentale (la quantité courante est la quantité
du niveau précédent plus ou moins une valeur calculée sur la forme courante).  Il n’est pas né-
cessaire de poser une hypothèse sur la monotonie de la mesure.
Comme pour les propriété du paragraphe précédent, nous cherchons l’intervalle D’ dans lequel
seront toutes les mesures des formes du sous-arbre et qui nous permettra éventuellement
d’effectuer des élagages.
Si nous avons les données suivantes :
•  N la profondeur de l’arbre,
•  Dmin0 et Dmax0 les bornes du domaine au départ,
•  ci la quantité calculée au niveau i.
Nous allons chercher à calculer :
•  Si la somme des quantités au rang i (S0 = 0),
•  Dmini et Dmaxi les bornes du domaine connaissant le niveau i.
Nous cherchons à calculer [Dmini, Dmaxi] cet intervalle D’.
Nous avons : Si = Si-1 + ciDonc, nous avons :
Dmini = (Si + (N - i) * Dmin0) / Net Dmaxi = (Si + (N - i) * Dmax0) / N.
5.3 Moteurs d’inférences
Les techniques à base de moteurs d’inférences génèrent des informations sur l’objet en procé-
dant par déduction sur les informations déjà acquises. Cette technique de génération utilise la
notion de faits (ou une notion équivalente) pour matérialiser la connaissance que l’on a de la
scène à un instant donné. Le mécanisme de raisonnement est généralement mis en oeuvre à
l’aide d’un ensemble de règles et d’un moteur d’inférences.
Les règles utilisées dans les moteurs d’inférences peuvent être regroupées en six catégories.
5.3.1 Les règles de création
Qu’elles soient appelées   règle    de    création   ,   règle    de    construction   , ou toute appellation de même
nature (voir [MaM91], [Col90]), le but de ces règles est la production de nouveaux faits. Elles
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travaillent à partir des informations contenues dans la base de faits et en déduisent de nouvelles
informations. [MaM91]distingue deux classes de règles :
•  Des   règles    de    calcul  . Elles visent essentiellement à déduire une valeur en la calculant à partir
des données fournies par la base de faits. Une règle de ce type commence par vérifier
l’existence de faits nécessaires au calcul et, si les conditions sont réunies, elle effectue le cal-
cul et engendre un ou plusieurs faits.
•  Des   règles    de    déduction   . Ces règles sont des mécanismes de raisonnement sur les faits. Elles
analysent les faits existant et en déduisent de nouveaux, ne nécessitant pas forcément des
étapes de calcul.
Ces règles sont toutefois de nature identiques : leur seul but est de construire de nouveaux faits
à partir de ceux existants. Le fait que ces règles soient purement calculatoire ou non ne change
rien à leur nature. Seule la nature de leur implémentation peut expliquer un tel classement.
Remarque : Les faits produits par ces règles peuvent être de nature :
•  précise valuée ( « la hauteur de la maison est de 5 unités »),
•  précise non valuée ( « la largeur de la maison est égale à sa longueur » ),
•  imprécise valuée ( « la hauteur de la maison est entre 3 et 5 unités » ),
•  imprécise non valuée ( « la position de la maison A est entre celles des maisons B et  C » ),
•  floue valuée ( « la hauteur de la maison est environ  5 unités » ),
•  floue non valuée ( « la longueur de la maison est très supérieure à sa largeur » ).
En fonction de la précision que peut fournir une règle lors de la création d’un fait, le moteur va
être plus ou moins efficace. Par exemple, les règles de calcul s’appliquent rarement sur des in-
tervalles, mais sur des valeurs fixes. Cette précision est souvent difficile à gérer car elle corres-
pond à des principes inhérent au domaine étudié.
Une règle précise valuée ou non peut engendrer la production immédiate d’un nouveau fait. Une
règle imprécise peut également permettre la production d’un fait, mais dont la nature sera moins
précise. Une gestion d’intervalle peut dans ce cas se révéler efficace. Une règle floue est plus
complexe à gérer.
5.3.2 Les règles de suppléance
Ces règles sont spécifiques à ce type de moteur d’inférences. Elles ne sont déclenchées que
  lorsque   le     moteur    d’inférences    ne    peut    plus   rien    déduire    de    sa     base    de   faits   . En effet, le méca-
nisme de déduction mis en oeuvre dans le moteur d’inférences est de temps en temps bloqué
parce qu’aucune règle ne peut fournir de nouveaux faits (toutes les déductions possibles ont été
faites).
Ces règles mettent en oeuvre une instanciation forcée de certains paramètres de la scène. En
fonction de la nature du domaine auquel appartient le paramètre, le comportement de cette règle
peut être très différent :
•  Pour un domaine fini, et dont le nombre d’éléments possibles n’est pas trop important, la
règle va générer un balayage de l’ensemble de ces éléments. L’ordre dans lequel se fait le
balayage peut être fixé à l’avance, tiré au hasard, ou suivre une quelconque règle
(préférences utilisateur, optimisation de parcours, ...)
•  Pour un domaine dans lequel il est possible de définir un nombre fini, peu important de clas-
ses d’éléments, sous réserve que ces classes puissent être représentées dans leur entier
(intervalle de valeurs, ...), la règle va engendrer un balayage systématique de ces classes.
•  Pour les autres domaines, d’autres mécanismes devront être mis en oeuvre (tirages aléatoi-
res, intervention de l’utilisateur pour effectuer des choix, ...).
Les méthodes appliquées par ces règles de suppléance peuvent conduire à des résultats diffé-
rents. Une énumération n’implique pas de notion d’ordre sur le parcours des éléments d’un
ensemble, ce qui influe sur l’ordre de présentation des résultats (sans remettre en cause leur
existence). Un tirage aléatoire n’est généralement pas le même d’une génération à l’autre (sauf
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mécanisme de génération aléatoire contrôlé), ce qui peut conduire, pour deux générations iden-
tiques, à des résultats complètement différents.
5.3.3 Les règles de modification
Les faits produits par les règles de création conduisent inévitablement à des redondances
d’information. Les   règles    de     modification   ont pour but de raisonner sur la base de faits pour en
limiter le nombre.
[Bea89] et [MaM91] utilisent la notion de “règles de modification”, mais dans un sens différent.
Ces règles visent à modifier la valeur d’un fait sans remettre en cause son existence. Il est clair
que ce type de règle vise essentiellement à optimiser le moteur d’inférence et sera classé dans la
catégorie correspondante.
Ces règles ne font que modifier la base de faits, sans changer la nature des faits qu’elle contient.
A ce titre, on ne peut donc pas parler d’une quelconque modification du comportement du mo-
teur d’inférences.
5.3.4 Les règles de vérification
Ces règles ont pour but de vérifier la cohérence de la base de faits. Elles permettent d’assurer
que la génération ne conduit pas à une impasse. De même que pour les arbres de génération, on
va retrouver différents types de règles de vérification:
•  Des   règles    de    vérification   immédiates   . Elles vérifie que les faits énoncés dans la base ne sont
pas contradictoires. Par exemple, l’existence simultanée des faits « La longueur du segment
est 3 unités » et « la longueur du segment est au moins de 7 unités » conduit à un échec.
•  Des   règles    de    vérification    et    anticipation   . Ces propriétés permettent de définir si, en fonction
des données de la base de faits, il sera possible de construire la scène. Ceci est à rapprocher
du fonctionnement de certaines propriétés dans les arbres de génération. La stabilité de cer-
taines propriétés conduit à la mise en oeuvre de ce type de règles.
Les   règles    de    vérification   , même si elles ne conduisent pas l’ordre d’obtention des solutions,
agissent énormément sur le comportement du moteur d’inférences. De la qualité des règles mi-
ses en oeuvre va dépendre, pour une bonne part, la rapidité d’obtention des solutions. Les plus
complexes sont évidemment les règles de vérification et anticipation qui doivent permettre de
prévoir, en fonction des faits courants si une solution est possible ou non. C’est pourtant sou-
vent leur intervention qui augmente la rapidité de déduction du moteur d’inférences.
5.3.5 Les règles internes
Ces règles assistent le moteur d’inférence dans sa gestion des faits. Elles peuvent être divisées
en plusieurs classes :
•  Des   règles    de     manipulation    des   faits   . Les mécanismes de création et suppression de faits sont
des exemples typiques de ce type de règles. Les “règles de suppression” de [Col90] entrent
également dans cette classe.
•  Des   règles     d’optimisation     de     parcours   . Elles visent à indiquer au moteur d’inférences les
éléments à traiter en priorité. Ces règles modifient l’ordre de parcours des éléments. Elles ont
une influence sur l’ordre de présentation des solutions et parfois sur les résultats (dans la cas
par exemple de l’existence d’une règle limitant le nombre de solutions).
•  Des   règles    d’optimisation    du     moteur  . Ces règles visent à optimiser certaines actions effec-
tuées par le moteur d’inférence. On retrouve dans cette catégorie les “règles de modification”
de [Bea89] et [MaM91] dont le but essentiel est la modification de la valeur d’un fait, évitant
ainsi de mettre en place un mécanisme de destruction, puis de création du fait avec une autre
valeur.
Ces règles ont évidement une influence sur le moteur d’inférences. Les règles de manipulation
de faits et les règles d’optimisation du moteur ne font qu’en assurer un fonctionnement plus
rapide. Les règles d’optimisation de parcours permettent de structurer les éléments de manière à
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obtenir plus rapidement des solutions, laissant les branches ayant moins de chances de com-
porter des solutions pour la fin de l’exploration.
5.3.6 Les MétaRègles
Les     métarègles   n’interviennent pas directement sur la génération d’une scène. Leur but est
d’enrichir la base de règles du moteur pour en optimiser le comportement. Elles agissent à plu-
sieurs niveaux :
•      Raisonnement    sur    les    générations   . Il s’agit d’analyser les différentes générations effectuées
par le moteur d’inférences pour en déduire de nouvelles règles. Ceci passe donc par la mé-
morisation des caractéristiques des scènes engendrées et leur analyse a posteriori
•      Raisonnement    sur   les    échecs   . Les règles de vérification conduisent de temps en temps à un
échec car la base de faits est devenue incohérente. Dans certains cas, il est possible de déter-
miner la raison de cet échec (combinaison de deux règles incompatibles par exemple).
L’analyse des échecs permet alors de définir de nouvelles règles qui vont éviter que
d’anciennes situations d’échec se reproduisent.
•      Raisonnement    sur   les   règles   . Il s’agit cette fois d’un raisonnement formel. Le but est de dé-
duire directement des informations à partir des règles présentes dans la base de règles. Aucun
travail n’a pour l’instant abordé ce problème.
Les métarègles interviennent en dehors du mécanisme de génération. Elles permettent
d’accumuler de la connaissance pour les explorations futurs. Cette connaissance permet
d’optimiser les générations effectuées par la suite car les erreurs ne sont plus reproduites.
Actuellement, aucun moteur n’a encore implémenté de façon efficace ce type de règle. Les es-
sais effectués ont souvent conduit à des échecs car le mécanisme d’apprentissage induisait plus
souvent un ralentissement du moteur, suite à la gestion de ces nouvelles règles.
5.3.7 Ordre d’application des règles
Le comportement du moteur d’inférences est directement dépendant de l’ordre d’application des
différentes règles. L’ordre est généralement le suivant :
1.    Les   règles    de    création   : Elles sont appliquées en premier car ce sont elles qui permettent de
mettre en oeuvre les faits de la base de faits.
2.    Les   règles    de     modification   : Ces règles ne s’appliquent que lorsque la scène a été créée. Elles
ne peuvent donc qu’intervenir qu’après le mécanisme de génération de scène.
3.    Les   règles    de    suppléance   : Elles ne s’applique que lorsque les règles de création ne sont plus
capables de fournir de nouveaux faits.
4.    Les   règles    de    vérification   : Lorsque de nouveaux faits ont été créés (par les règles de création
ou les règles de suppléance), les règles de vérification peuvent s’appliquer.
5.    Les     MétaRègles   : Elles mettent en oeuvre des déduction sur les résultats obtenus et peuvent
donc être appliquée en dehors du mécanisme de génération.
Les règles internes ne peuvent être classées dans cette liste car se sont, pour la plupart des règles
de base utilisées par les autres règles.
L’ordre indiqué ci-dessus n’a aucun caractère obligatoire. certaines règles peuvent être appli-
quées avant d’autres en fonction des besoins, ou des desiderata. L’ordre cité ci-dessus a été
établit en suivant un processus logique de conception qui n’est pas forcément optimum pour
tous. Il est clair également qu’à l’intérieur de chacune des catégories, l’ordre d’application des
règles aura une influence. Ainsi, une règle de création peut dépendre d’une autre règle de créa-
tion, et dès lors, leur ordre d’exécution n’est pas sans conséquences.
E. Desmontils - J.-Y. Martin IRIN - Nantes
5.4 Autres techniques
5.4.1 Réduction d’intervalles
Les mécanismes que nous avons abordés jusqu’à présent permettent de parcourir des ensembles
de valeurs. En un certain sens, on peut considérer que pour ces méthodes, on commence par
générer des valeurs, puis qu’on vérifié, a posteriori, si ces valeurs sont correctes. Bien sûr, des
mécanismes ont été mis en place pour reculer de plus en plus cet état de fait (comme par exem-
ple les règles de vérification et anticipation).
La réduction d’intervalle aspire a un autre but. Si l’expression d’une partie des propriétés de la
scène peut être mise sous la forme d’un système d’équations et d’inéquations, la recherche
d’une solution s’apparente alors à la recherche d’une solution dans cet ensemble d’équations et
d’inéquations. Il est toutefois rare que cet ensemble fournisse une solution évidente. Dès lors,
on définit pour chacun des paramètres un domaine de validité. L’ajout d’une équation ou d’une
inéquation va conduire à une éventuelle diminution (ou réduction) de cet intervalle de validité.
Lorsque toutes les équation et inéquations ont été prises en compte, on dispose alors de
l’intervalle de validité de chacun des paramètres, ce qui conduit à l’ensemble des solutions.
Le cas où l’on peut déterminer directement les intervalles de validité des paramètres est malheu-
reusement peut fréquent. L’interdépendance des paramètres bloque de temps en temps la réso-
lution, et l’adjonction d’une méthode plus classique de parcours (parcours d’arbre ou moteur
d’inférences) permet de lever momentanément certains problèmes.
Les techniques de réduction d’intervalle doivent donc être vus plus comme un outil complé-
mentaires de techniques habituelles que comme une méthode de parcours. Cet outil permet de
cerner assez précisément (et donc a priori) les intervalles de validité des paramètres définissant
la scène.
Lors de problème relativement simples, la réduction d’intervalle peut conduire à définir des in-
tervalles de validité des paramètres tels que toute valeur prise dans ces intervalles conduit à une
solution. Cette situation permet alors de construire des “solutions génériques”. Ces solutions
constituent des données intéressantes pour un mécanisme d’apprentissage.
5.4.2 Tirages aléatoires
Le tirage aléatoire est souvent utilisé lors de parcours d’univers dont certains paramètres sont à
valeur réelles ou, de façon plus générale, lorsque le domaine de validité de ces paramètres sont
infinis. Il s’applique en dernier recours dans les mécanismes de parcours d’arbres et les moteurs
d’inférence.
Ces techniques de parcours sont particulièrement adaptés aux univers dont les paramètres sont
finis. Lorsque les domaines de validité des paramètres sont infini, ils essaient de repousser le
plus tard possible le moment où ils donneront une valeur à ce paramètre. Une réduction
d’intervalle est alors un outil efficace. Il arrive toutefois un moment où cette valeur devient es-
sentielle pour continuer la génération. La valeur étant quelconque dans le domaine de validité,
un tirage aléatoire fournit alors de quoi continuer la génération. Il est clair que ce choix est com-
plètement arbitraire, qu’il peut ou non conduire à une convergence du processus de génération,
mais que, de manière générale, aucune conclusion ne peut être tirée sur des valeurs voisines du
paramètre choisi.
La fonction fournissant une valeur aléatoire revêt une grande importance si elle doit être utilisée.
En effet, il peut être intéressant de conserver des informations pour effectuer plusieurs fois une
génération identique (comme par exemple pour tester l’influence d’une règle d’optimisation sur
un moteur d’inférence). Dans ce cas, le mécanisme de génération aléatoire doit fournir les mê-
mes séquences aléatoires lors de deux générations successives. Ceci est la plupart du temps
possible car le mécanisme de génération fournit des valeurs à partir d’un germe qu’il suffit de
mémoriser pour obtenir deux fois de suite des séquences identiques. Lorsque ce n’est pas le
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cas, il faut implémenter un mécanisme interne de génération aléatoire (basé le plus souvent sur
des fonctions trigonométriques) de manière à disposer de ce germe.
5.5 Apprentissage
L’apprentissage est un outil qui peut être vu de deux manières différentes. D’un certain coté,
c’est un outil qui permet à un programme de s’améliorer en acquérant des connaissances sur le
domaine qu’il traite et en exploitant ces connaissances. Ce type d’apprentissage est en quelque
sorte un    apprentissage     de    l’univers   de travail du modeleur. D’un autre coté, au contact de
l’utilisateur, le programme peut apprendre à anticiper ses réactions parce qu’il a acquis des con-
naissances sur les méthodes de travail de cet utilisateur. Nous parlerons alors d’un    apprenti    s- 
   sage    de   l’utilisateur  .
   5.   5  .1   .1      Apprentissage    de   l’utilisateur
Que ce soit lors de la description d’une scène, de sa modification, ou de la prise de connais-
sance des solutions, le concepteur peut utiliser des termes ambigus. Il utilise cependant ces ter-
mes avec la même signification d’une génération à l’autre.
•      Apprentissage    des    pré-requis   . Il est fréquent qu’un utilisateur, souvent par habitude, omette
de préciser certains éléments de sa description, parce que, pour lui, ils sont sous-jacents. En
fonction des utilisateur, certaines propriétés devront être ajoutées à la description, sauf si
l’utilisateur précise explicitement le contraire.
•       Apprentissage    des    paramètres   . Les termes utilisés pour décrire des scènes, bien qu’utilisant
le même langage, ne correspondent pas forcément aux mêmes résultats. Ainsi, suivant les
utilisateurs, le terme grand peut recouvrir des notions légèrement différentes : la nation de
grandeur est relative. Il en va ainsi pour tous les paramètres flous qui peuvent être utilisés.
Chacun, d’eux utilise des paramètres qui permettent d’expliciter une fonction floue désignant
le concept. L’apprentissage des paramètre correspond à un apprentissage du réglage de ces
paramètres pour un utilisateur donné.
Tous ces mécanismes d’apprentissage participent au confort de l’utilisateur. Suivant les pré-
requis et les paramètres, la génération peut être très différente d’un utilisateur à l’autre. La des-
cription « le garage est à droite de la maison » correspond soit à un garage inclus dans la mai-
son mais sur la droite, à un garage collé à la maison et à droite, à un garage séparé de la maison
et plus ou moins loin à droite. Toutes ces situations répondent à la description initiale mais peu-
vent être mise en oeuvre au moyen de pré-requis et du paramétrage.
   5.   5  .1   .2      Apprentissage    de   l’univers
D’une génération à l’autre, il est possible de recueillir des informations permettant d’accélérer
ultérieurement les mécanismes de parcours. Ceci peut aller de la simple mémorisation de con-
jonctions de faits à l’analyse de ces conjonctions. Quelle que soit la méthode utilisée, elle con-
duit à mettre en place de nouvelles propriétés lorsqu’un ensemble donné de propriétés se trouve
réunit.
Ces “propriétés d’apprentissage” ne sont pas nécessairement connues de l’utilisateur, mais elles
peuvent modifier considérablement le mécanisme de parcours dans la mesure où ce dernier dis-
pose d’informations qu’il ne possédait pas à l’origine.
Notons toutefois qu’un juste milieu doit être trouvé entre le mécanisme de parcours et le méca-
nisme d’apprentissage. Ce dernier ne doit pas, de par sa mise en oeuvre, induire un comporte-
ment plus lent du parcours. Cela sous-entend qu’une informations apprise doit être suffisam-
ment générale pour que le programme ne passe pas son temps à chercher dans une base de con-
naissance s’il se trouve dans un cas particulier ou non.
5.6 Intervention des propriétés
Dans un système déclaratif, les propriétés interviennent dans différentes conditions en fonction
du moment où elles sont utilisées et de l’influence qu’elles ont. Nous pouvons donc les classer
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en fonction de leur rôle dans le processus de conception déclarative. Notons que ces modes
d’intervention ne sont pas exclusifs.
5.6.1 Les propriétés de vérification
Une    propriété    de    vérification   intervient lorsqu’une solution est construite. Elle permet de vérifier
a posteriori si la forme répond à la description. C’est l’action la plus courante et la plus naturelle
à mettre en oeuvre. Pour ce type de propriétés, nous pouvons différencier deux comportements
possibles :
•  la propriété ne vérifie que des solutions complètes, ce sont des    propriétés   terminales   ,
•  elle vérifie aussi les formes partiellement construites.
5.6.2 Les propriétés de génération
Une propriété peut intervenir pour contribuer à optimiser la méthode de génération en dirigeant
et en participant à la construction. C’est une    propriété    de    génération   . Nous avons, de ce point de
vue deux styles de propriétés :
•  les    propriétés    directives   qui permettent d’orienter la recherche en organisant l’espace de re-
cherche et son parcours (orientation de la génération pour avoir les solutions le plus vite pos-
sible),
•  les    propriétés    constructives   qui permettent d’améliorer l’exploration de l’univers des formes
en participant à la construction par réduction statique ou dynamique de l’espace de recherche
(réduction des solutions à tester) et par aide directe à la construction (en intervenant sur les
paramètres de génération).
Parmi les propriétés constructives, nous pouvons mettre en évidence une catégorie de propriétés
remarquable permettant de voir de préférence tel ou tel type de solution. Nous les appelons des
   propri    é  tés    d’ordonnancement  .
5.6.3 Les propriétés de modification
Enfin, une propriété peut permettre de modifier, d’affiner une description tout au long de la
génération et de l’exploration des solutions. Ce sont les    propriétés      modificatrices   que nous
avons vu plus haut. A partir d’une solution, elle permettent d’affiner l’exploration.
5.7 Relations entre propriétés
Dans une description, les propriétés énoncées ne sont pas forcément indépendante les unes des
autres. Nous allons regarder maintenant les différentes relations possibles entre elles. Cela nous
permet d’améliorer la construction du modèle de description et la gestion de la cohérence.
5.7.1 Niveau d’une propriété
Une propriété peut être mise en relation avec un autre concept au niveau syntaxique. Nous au-
rons trois    n  i   veaux    de    propriétés   :
•  Niveau 1 : Ce sont des concepts dont la mesure prend son argument dans la scène (objet,
ensemble d’objets ou scène entière). Nous avons par exemple : toutes les propriétés prédicats
(quantifiées ou non) sur des propriétés de base, les propriétés relatives (quantifiées ou
non)…
•  Niveau 2 : Cela concerne les concepts prenant comme paramètre la mesure d’autres concepts.
Par exemple, nous avons : les propriétés de comparaison, les propriétés concernant des sta-
tistiques sur une propriété locale, celles de dénombrement de propriétés locales…
•  Niveau 3 : Concerne les propriétés construites à partir de la composition d’autres propriétés.
Nous verrons, dans la suite, comment de telles propriétés sont construites.
5.7.2 Dépendance d’instanciation
Dans la description, des propriétés peuvent être liées par la référence à un objet explicitement
désigné par un nom. Prenons la description suivante : « La hauteur de la maison M1 est assez
importante (P1). La surface de la maison M2 est plus importante que celle de la maison M1
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(P2). La couleur de la maison M2 est blanche (P3) ». Les propriétés P1 et P2 sont liées par la
référence à l’objet M1. Nous parlerons de    dépendance    d’instanciation   . Cette dépendance peut
être étendue à la propriété P3 car les objets M1 et M2 sont explicitement en relation grâce à la
propriété P2.
Par contre, si nous avions eu : « La hauteur d’une maison est assez importante (P1). La sur-
face de la maison M2 est plus importante que celle de la maison M3 (P2). La couleur de la mai-
son M1 est blanche (P3) ». Ces trois propriétés sont indépendantes (même s’il peut arriver que,
lors d’une évaluation, la maison de P1 soit M1, M2 ou M3).
5.7.3 Dépendance sémantique
Lors d’une description, il peut arriver plusieurs propriétés fassent référence au même concept.
Pour s’assurer de la cohérence, il faut s’intéresser aux   liens    sémantiques     entre    les     propriétés   .
Prenons par exemple la description suivante : « La hauteur de la maison M1 est assez impor-
tante. La hauteur de toutes les maisons n’est pas extrêmement importante… ». Ces deux pro-
priétés sont liées sur la maison M1 qui doit pouvoir vérifier au moins un peu des deux. Tout
dépendra de l’interprétation que l’on fera de la négation (comme on l’a déjà vu).
Ce type de lien entre propriétés peut être direct comme nous venons de le voir mais aussi plus
ou moins indirect par l’intermédiaire d’autres propriétés.
5.7.4 Dépendance de construction
Généralement, la description n’est pas fournie complètement, d’un seul trait. Les propriétés
sont énoncées les unes après les autres. Le traitement d’une propriété donnée ne sera donc pas
le même suivant sa place dans la description.
Par exemple, si l’on donne la propriété « Les maisons ne sont pas très larges », l’interprétation
linguistique de cette négation sera différente si l’on place avant ou après la propriété « La lar-
geur des maisons est moyenne ». En effet, si elle est placée avant, les propriétés candidates à la
négation ne seront que celles ayant une intersection avec elle. Par contre, si elle est placée après,
toutes les propriétés suffisamment différentes seront candidates.
Certaines méthodes de construction traitent une description de manière incrémentale. Une solu-
tion est produite après chaque ajout de propriété. Ainsi, la propriété « La prochaine maison est
à droite de celles déjà faites » dépend de manière évidente de la description précédente.
5.7.5 Propriétés de composition
Parfois, une propriété ne peut pas s’exprimer à l’aide d’une propriété prédicat. Il est alors né-
cessaire de combiner des propriétés (prédicats, relatives, de comparaison…) à l’aide
d’opérateurs de composition. Les propriétés définis à l’aide d’une composition s’appellent des
   propriétés    de    composition   .
Nous distinguerons deux classes d’opérateurs de composition :
•  les    opérateurs    conjonctifs   (“Et”, “.”) pour obtenir une vérification de chacune des propriétés
de la composition ,
•  les    opérateurs    disjonctifs   (“Ou”, “Ou Bien”) pour construire des propriétés alternatives.
Les énoncés permettant de définir une propriété de composition sont de la forme :
« P    signifie :  “P1”     OP  “P2”     OP  “P3”… ».
où OP est un opérateur de composition.
Cette propriété de composition est alors utilisée dans une description comme une propriété pré-
dicat ou relative. Elle permet de construire des énoncés comme « X est fα mβ P » (il n’y a pasde concept explicitement utilisé avec de telles propriétés). Il est en effet tout à fait possible de lui
appliquer un modificateur et un opérateur flou. Cependant, l’application de tels opérateurs ne
sera pas identique à celle effectuée sur une propriété de base d’un concept et dépendra de
l’opérateur utilisé.
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   5.   7  .5   .1     L’opérateur    conjonctif     “.”
Une composition de propriétés dont l’opérateur est “.” est une conjonction de propriétés. Elles
sont considérées comme totalement indépendantes les unes des autres. Cet opérateur permet de
construire une énumération de propriétés demandées simultanément, c’est-à-dire qu’elle n’est
vérifiée que si toutes ses propriétés le sont.
La description « La maison M1 est très haute. La couleur des maisons est beige. La hauteur des
maisons n’est pas extrêmement importante… » comporte un certain nombre de propriétés,
éventuellement liées implicitement par une dépendance sémantique, indépendante les unes des
autres en particulier par rapport à d’éventuels modificateurs. L’application d’un opérateur à P
sera alors équivalente à l’application de l’opérateur à chacune des propriétés composant P
(distributivité des opérateurs).
S’il on considère que « Trapu signifie : La hauteur est faible. La largeur est importante. » alors
« Très trapu » sera équivalent à « La hauteur est très faible. La largeur est très importante. ».
   5.   7  .5   .2     L’opérateur    conjonctif     “Et”
Une composition de propriétés dont l’opérateur est “Et” est aussi une conjonction de propriétés.
Cependant, son utilisation fait intervenir une ou plusieurs relations implicites entre les opéran-
des de cette conjonction. Ces relations ne sont possibles que si les domaines de ces opérandes
sont comparables au niveau sémantique. Dans le cas contraire, “Et” est totalement équivalent à
“.”.
Les relations qui lient les différentes propriétés sont implicites. Ce qui veut dire qu’il est assez
difficile de les déterminer automatiquement. Comme pour la négation, il faut arriver à faire pré-
ciser par le locuteur les éventuelles propriétés implicites de la description.
Ainsi, « Trapu signifie : La hauteur est faible Et la largeur est importante. » peut être équivalent
à « Trapu signifie : La hauteur est faible. La largeur est importante. La hauteur est beaucoup
plus faible que la largeur. ». Par conséquent, « Très Trapu » sera équivalent à « La hauteur
est très faible. La largeur est très importante. La hauteur est beaucoup beaucoup plus faible que
la largeur. » (« très beaucoup » étant considéré comme équivalent « beaucoup beaucoup »).
   5.   7  .5   .3     L’opérateur    disjonctif    “Ou”
Une composition de propriétés dont l’opérateur est “Ou” est une disjonction de propriétés. Elles
sont considérées comme totalement indépendantes les unes des autres. De toute manière, il est
difficile d’imaginer une relation, même implicite, entre deux propriétés qui ne sont pas forcé-
ment vérifiées en même temps. Cet opérateur permet de construire une énumération de proprié-
tés alternatives. Elles peuvent être éventuellement vérifiées simultanément, c’est-à-dire que elle
est vérifiée si une au moins de ses propriétés l’est.
Du fait de l’indépendance totale des propriétés les unes par rapport aux autres, l’application
d’un opérateur sur une propriété de composition sera identique à celle effectuée pour l’opérateur
“.”.
   5.   7  .5   .4     L’opérateur    disjonctif    “Ou     Bien”
Une composition de propriétés dont l’opérateur est “Ou Bien” est une disjonction de propriétés.
Son utilisation et son comportement sont identique à ceux de l’opérateur “Ou” à ceci près qu’il
faut nécessairement qu’une seule propriété soit vérifiée.
6. Classification sémantique
Lorsque l’on parcourt les différents travaux effectués en modélisation déclarative, très vite on se
demande s’il ne serait pas possible de disposer d’une bibliothèque de concepts voir de pouvoir
en construire certains automatiquement.
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6.1 Les concepts « courants »
Comme le domaine privilégié de la modélisation déclarative en synthèse d’image est la modéli-
sation géométrique, et cela à déjà été montré dans [Des95a], certains concepts ou classes de
concepts se retrouvent assez souvent dans un modeleur. Plus généralement, il serait intéressant
de disposer de tous les concepts faisant partie de l’ontologie en modélisation (voir [CBB96]).
Nous distinguerons deux catégories de concepts :
•  ceux liés à un objet,
•  ceux liés à un ensemble d’objets.
6.1.1 Décrire un objet
Les concepts permettant de décrire un objet sont des concepts liés essentiellement à sa géométrie
(forme géométrique, topologie, dimensions, orientation…), à son placement dans la scène
(souvent mesuré par rapport à la Boîte de Manhattan qui lui est associée) et à ses caractéristiques
de rendu (couleur, texture, luminosité…).
6.1.2 Décrire un ensemble d’objets
Dans certaines applications, la scène comporte plusieurs objets éventuellement de type différent.
Il existe un ensemble de concepts liés aux relations entre ses objets (propriétés inter-objets)
avec, en particulier, les concepts de positionnement relatif, de répartition et de dénombrement
(nombre d’objet de chaque type).
6.2 Les concepts construits de manière automatique
Nous venons de montrer que certains concepts se retrouvent très souvent dans les modeleurs.
En fait, aux différents objets ainsi qu’à la scène, on peut associer des ensembles de paramètres.
Il est alors envisageable de construire des concepts se basant sur ces paramètres. Eventuelle-
ment, tel ou tel paramètre ne donnant pas de concept « représentatif » peut être éliminé.
Par exemple, si l’on désire décrire des segments dans un plan (projet FiloFormes), la scène sera
paramétrée par les dimensions de la grille sur laquelle seront « posés » les segments. Un seg-
ment (objet de la scène) se paramètre par son origine, sa pente et sa longueur. Ainsi, nous pou-
vons construire automatiquement, à la définition de ces paramètres des concepts comme « la
taille verticale de la scène », « la pente d’un segment »…
Plus généralement, nous rencontrons deux types de concepts dans une application déclarative :
•  les concepts liés à une caractéristique d’un objet (de base ou complexe),
•  les concepts liés à des relations entre les objets.
Les premiers servent éventuellement à générer l’objet alors que les seconds se contentent de
vérifier la scène construite.
7. Conclusion
Nous avons mis en évidence quelques méthodes de classement des propriétés composant une
description. En particulier, trois axes sont ressortis :
•  le syntaxique qui permet de comprendre une description et de construire un modèle de des-
cription interne cohérent et fidèle pour la phase de génération,
•  le structurel pour manipuler efficacement les différentes propriétés,
•  le comportemental pour réduire l’espace de recherche et orienter la génération.
•  le sémantique pour construire et manipuler automatiquement certains concepts courants.
Le formalisme présenté ainsi que l’utilisation des différentes facettes des propriétés est actuelle-
ment en cours d’implémentation et d’évaluation dans le cadre du projet CordiFormes. En parti-
culier, l’implémentation des propriétés prédicats a permis de valider tout ce qui concerne leur
formalisation et leur manipulation.
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Ce travail ouvre la porte à un vaste champ d’investigation en particulier sur l’axe comportemen-
tal. En effet, un certain nombre de travaux ont été effectués sur ce sujet. Cependant, ils ne por-
tent que sur certains points précis et ne sont pas développés dans le cadre général de la modéli-
sation déclarative. De même, il conviendrait d’affiner la formalisation de l’ensemble des classes
syntaxiques proposées afin de travailler dans un cadre formel unique et cohérent.
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