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Neuronal interactions between primary and
secondary visual cortical areas are important
for visual processing, but the spatiotemporal
patterns of the interaction are not well under-
stood. We used voltage-sensitive dye imaging
to visualize neuronal activity in rat visual cortex
and found visually evoked waves propagating
from V1 to other visual areas. A primary wave
originated in the monocular area of V1 and
was ‘‘compressed’’ when propagating to V2. A
reflected wave initiated after compression and
propagated backward into V1. The compres-
sion occurred at the V1/V2 border, and local
GABAA inhibition is important for the compres-
sion. The compression/reflection pattern pro-
vides a two-phase modulation: V1 is first depo-
larized by the primary wave, and then V1 and V2
are simultaneously depolarized by the reflected
and primary waves, respectively. The compres-
sion/reflection pattern only occurred for evoked
waves and not for spontaneous waves, sug-
gesting that it is organized by an internal mech-
anism associated with visual processing.
INTRODUCTION
During visual processing, extensive interactions occur
both within the primary visual cortex (V1) and between
visual areas via feedforward and feedback projections
(Rockland and Pandya, 1981; Kennedy and Bullier,
1985; Livingstone and Hubel, 1987, 1988; Angelucci
et al., 2002; Sincich and Horton, 2002a, 2002b, 2003;
Shmuel et al., 2005). Such intra- and interareal interactions
may follow a stereotypical spatial pattern and temporal
sequence between the visual areas, and may manifest
as propagation of excitation waves at the population level.
In invertebrates and lower vertebrates, propagating
waves have been suggested to participate in visual and ol-
factory processing (Delaney et al., 1994; Prechtl et al.,
1997, 2000; Senseman and Robbins, 1999; Lam et al.,
2000, 2003). In mammals, propagating waves have also
been observed in somatosensory cortex and olfactorybulb (Freeman and Barrie, 2000; Derdikman et al., 2003;
Petersen et al., 2003a, 2003b; Civillico and Contreras,
2006; Ferezou et al., 2006). In motor cortex, waves have
been suggested to mediate information transfer during
movement preparation and execution (Rubino et al.,
2006). However, in mammalian visual cortex, while waves
have been reported in a few studies (Arieli et al., 1995;
Roland et al., 2006), the spatiotemporal patterns of
evoked waves have not been carefully examined. Since
propagating waves determine when and where population
depolarization will occur in the cortical network, they may
play critical roles in cortical processing (Ermentrout and
Kleinfeld, 2001; Rubino et al., 2006). Thus, characterizing
the initiation and spatiotemporal patterns of the evoked
waves in visual areas is important for understanding the
population mechanisms of visual processing.
Voltage-sensitive dye (VSD) imaging provides a useful
tool for visualizing the spatiotemporal patterns of cortical
activity. With the improvement of blue dyes (Shoham
et al., 1999), sensory-evoked activity from mammalian
cortex can be observed in vivo with high signal-to-noise
ratio (Derdikman et al., 2003; Petersen et al., 2003a,
2003b; Grinvald and Hildesheim, 2004; Ferezou et al.,
2006; Chen et al., 2006). In this study, we used VSD imag-
ing to examine visually evoked activity in rat visual cortical
areas. Our imaging device offers 17–19 bit dynamic range,
allowing us to examine wave dynamics in detail in single
trials (Lippert et al., 2007). We found that a visual stimulus
initiated a propagating wave in V1, which was com-
pressed when propagating to V2. A reflected wave was
subsequently initiated and propagated back into V1. Fur-
ther study showed that the compression occurred at the
V1/V2 border. Similar compression/reflection patterns
were also observed at the border between mediomedial
V2 (V2MM) and retrosplenial dysgranular (RSD) areas.
These compression/reflection patterns occur only in
evoked waves and not in spontaneous waves, suggesting
that the compression and reflection are governed by
mechanisms specific for processing visual inputs.
RESULTS
Evoked Waves: Compression and Reflection
VSD signals were measured from V1 and V2 areas of
anesthetized rat with a photodiode array (Figure 1A). The
visual stimulus was a drifting grating (0.05 cycles/degree,Neuron 55, 119–129, July 5, 2007 ª2007 Elsevier Inc. 119
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Wave Compression and Reflection in Visual CortexFigure 1. Wave Compression and Reflection
(A) Schematic drawing of imaging field (blue hexagon) overlying the map of the visual areas (left hemisphere; the map is shown as a mirror image of the
cortex due to conversion in the macroscope). Four optical detectors, 1–4, were selected (out of a total of 464 detectors) and their signal traces are
shown on the right (B). V1B, V1M: binocular and monocular areas of V1, respectively; V2MM, V2ML: mediomedial and mediolateral areas of V2, re-
spectively; RSD: retrosplenial dysgranular. The map shown was made according to the stereotaxic map of Paxinos and Watson (2005). (B) Optical
signals of visually evoked activity from four detectors (1–4). A grating (0.05 cycles/degree, 50w 3 38h degrees of viewing angle) was constantly pre-
sented to the contralateral eye. Drifting of the grating (3 cycles/s) was used as visual stimulus, with onset time marked by the vertical line (St). The peak
of the activity occurred sequentially from detector 1 to 4, indicating a forward-propagating wave (primary wave) from V1 to V2 (left broken line). A
reflected wave can be seen starting from detector 3 and propagating backward to detector 1 (right broken line). The two waves can be clearly
seen in the bottom images. (C) The pseudocolor images (0.6 ms snapshots) of the initial section of the evoked response. Twelve images (time marked
by the doted line under the traces) are shown from a total of 8192 frames in a 5 s recording trial. On each detector, the amplitude of the signal was
converted to pseudocolor according to a linear color scale (peak, red; baseline, blue). The first image was taken when the evoked primary wave first
appeared in the V1M, approximately 104 ms after the grating started to drift.50w 3 38h degrees of viewing angle) presented to the
contralateral eye. The drift of the grating (3 cycles/s) reli-
ably evoked a propagating wave in the visual cortex.
The evoked wave initiated with a latency of 100 ms
(99.8 ± 18.2 ms, mean ± standard deviation [SD], n =
115 trials) after the onset of the drifting, and the activity
was seen in all optical detectors, with a small time differ-
ence between each detector (Figure 1B, traces 1–4). The
signal on each individual detector was converted to pseu-
docolor according to a linear color scale. The pseudocolor
images showed that the evoked wave initiated in the mon-
ocular area of V1 (V1M) and propagated in both directions
to the V1 binocular area (V1B) and to V2. This evoked
wave, referred to as the primary wave, was ‘‘compressed’’
in its spatial dimension into a thin band in the middle of the
propagating path (Figure 1C). A reflected wave initiated
after compression and propagated backward to V1
(Figure 1C). The primary and reflected waves can be iden-
tified in the signal traces of individual detectors as double
peaks (Figure 1B). Supplemental Movie S1, in the Supple-
mental Data available with this article online, presents an-
other example showing the spatiotemporal sequence of
the compression/reflection.
This compression/reflection pattern was reliably ob-
served in different recording trials. Figure 2A shows
wave patterns from the same animal produced with iden-120 Neuron 55, 119–129, July 5, 2007 ª2007 Elsevier Inc.tical stimuli (intertrial interval of 200 s). In this animal, the
compression bands reached the narrowest width (Fig-
ure 2A, column c) at 72.7 ± 7.2 ms (mean ± SD, n = 9) after
the onset of the primary wave. The compression band
then became wider again due to the wave propagating
into V2 and the back propagation of the reflected wave
(Figure 2A, column d). The location and the shape of the
compression band were similar from trial to trial. Movie
S2 provides an example from another animal, in which
three trials show almost identical location and temporal
sequence for the wave compression. We have examined
the visually evoked waves in 36 animals, and a similar pri-
mary wave, compression band, and reflected wave were
observed in all animals. In Figure 2B, representative trials
from seven animals all show similar spatiotemporal pat-
terns. In different animals, the locations of the compres-
sion and the shape of the compression band varied
slightly, probably reflecting individual variability in the neu-
roanatomy of the visual areas.
A similar compression/reflection pattern was observed
under visual stimuli with various parameters, including
alternation of orientation (0, 90, 180, or 270), drifting
velocity (30–200 degree/s), spatial frequency (0.025–0.3
cycles/degree), stimulus position (Figure S3 in the Supple-
mental Data available with this article online), contrast
(>0.5, Figure S4) and size (>10, Figure S4), while the
Neuron
Wave Compression and Reflection in Visual CortexFigure 2. Wave Compression Occurs Robustly
(A) Nine recording trials from one animal. In each trial four images are chosen from four stages of the evoked wave: a, initiation of the primary wave;
b, full expansion of the primary wave in V1 and the start of the compression; c, full compression (band at narrowest); and d, after the compression,
in which the waves move forward into V2 and reflect backward into V1. The evoked wave patterns were stable over a period of 2 hr.
(B) Evoked waves from seven animals (1–7) showing similar compression patterns. The animal in (A) is shown as animal 6 in (B).
Color scale bar: the amplitude of the signal from each detector was converted to pseudo-color according to a linear color scale; red represents the
peak and blue represents the baseline.probability for initiating the primary wave, the initiation
site, and the shape of the compression band could be
altered by varying stimulus parameters. Changes in stim-
ulus position altered the location of the primary wave initi-
ation site, consistent with the retinotopic map in V1M (Fig-
ures S2 and S3A). The shape of the compression band
also varied when the location of the initiation site changed
(red and blue lines in Figure S3A). The probability of evok-
ing the wave decreased when either stimulus size or con-
trast was reduced, with a threshold of 6–10 and 0.2–
0.5, respectively (Figure S4). However, once the primary
wave was initiated by suprathreshold stimulation, the
same pattern of compression/reflection occurred. This
was true even when the stimulus was presented at two po-
sitions with a large difference in the visual field (Figure S3B,
top and middle row). Thus, the wave compression/reflec-
tion pattern is the rule rather than the exception.
Compression at the Border between Visual Areas?
The reliability of the wave compression suggests it may be
related to the neuroanatomical structure of the cortex, es-
pecially the border between V1 and V2. To test this idea,
we used corpus callosum fiber bundles to identify theV1/V2 border. In rats, these bundles are abundant near
the V1/V2 border (Olavarria and Hiroi, 2003), so when elec-
trical shocks were applied to the visual cortex contralat-
eral to the imaging side, action potentials may reach the
imaging side by the callosal fibers and be visualized with
VSD imaging. Indeed, electrical stimulation of a moderate
intensity in the contralateral V1M area evoked a localized
activity on the imaging side (Figure 3B). The activity loci on
the imaged side were fixed when the stimulation site was
fixed, and the poststimulus latency of the activity was
short and fixed (22.4 ± 2.6 ms, mean ± SD, n = 12 trials
from three animals), indicating that electrical shock
evoked the activity on the imaging side via callosal fiber
bundles. In the same animal, visually evoked waves (Fig-
ure 3A) compressed adjacent to the activity evoked by
contralateral electrical shocks (Figures 3C and 3D), sug-
gesting that the compression occurred near the V1/V2
border.
We next examined if compression occurs at borders be-
tween other visual areas. Indeed, a second compression
often occurred (observed in 11 out of 36 animals) along
the propagating path (Figure 4A). The location of the sec-
ond compression (Figure 4C) was more medial to that ofNeuron 55, 119–129, July 5, 2007 ª2007 Elsevier Inc. 121
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Wave Compression and Reflection in Visual CortexFigure 3. Compression Band and the Corpus Callosum Fibers
(A) The visually evoked wave started in V1 (second image) and compressed into a thin band (fourth image). The number below each image indicates
the poststimulus time (in ms) for that frame.
(B) Images from the same field of view, with activity evoked by an electrical shock to V1M of the contralateral cortex. The activity first appeared at the
location of a bundle of afferent callosal fibers. The intensity of the electrical stimulation was small so that the activity in the imaging side was localized
without propagation; increasing the stimulus intensity could cause the activity to expand and blur the initiation site.
(C and D) The location of the compression band (the center of the band is marked by a black line) is shown adjacent to the activity of the callosal bundle
(D). The two images are enlarged from the images in (A) and (B) marked by an asterisk. The black line in (C) is redrawn on (D).
Color scale bar: the amplitude of the signal from each detector was converted to pseudo-color according to a linear color scale; red represents the
peak and blue represents the baseline.the first compression (Figure 4B), and probably at the bor-
der between V2MM and RSD areas. Between the two
compressions there was a narrow gap, which correlated
well with the V2MM area (Figure 4C). While the onset
time of the second compression was more variable from
trial to trial, the location of the second compression was
fixed. Multiple compressions suggest that wave compres-
sion is associated with the border between visual cortical
areas.
Mechanisms of Wave Compression
The compression of the primary wave started as an abrupt
slowing of the wave leading edge. As shown in Figure 5,
the primary wave was initiated by the visual stimulus and
quickly expanded into the entire V1 area (Figure 5A, first
two images) at a propagation velocity of 5070 mm/s.
When reaching the V1/V2 border, the leading edge of
the wavefront had an abrupt slowing (the velocity around
the V1/V2 border was about 5 mm/s). Meanwhile, the
trailing edge of the wave was still in V1 and maintained
a higher speed (50–70 mm/s). As a result, a thin band of
compressed activity formed along the V1/V2 border122 Neuron 55, 119–129, July 5, 2007 ª2007 Elsevier Inc.(Figure 5B). The compression and the resulting thin band
sustained for a relatively long time compared with the
time taken for the initial propagation within V1. In order
to analyze the abrupt slowing of the wave, we present
the data in another form of pseudocolor map, the X-T
map (Figure 5C), in which the signal on a row of detectors
along the propagating direction is displayed against time.
In the X-T map the slope of the leading edge is propor-
tional to the propagating velocity, and slowing of the
wavefront can be identified as a reduction in the slope.
Wave compression can be clearly seen as a thin horizontal
stripe at the V1/V2 border (Figure 5C), indicating a nearly
zero propagating velocity for about 35 ms during the
course of the wave compression.
We assumed that inhibition in local circuits may play
a role in the control of velocity. To test if wave compres-
sion can be modulated by GABAA inhibition, we applied
bicuculline, a GABAA receptor antagonist, to the cortex.
The bicuculline was applied epidurally with a low concen-
tration of 3–5 mM, which is below the threshold of interic-
tal-like spikes (5–10 mM). At low concentration, bicuculline
can completely abolish the wave compression withoutFigure 4. Multiple Compressions along the Propagating Path
(A) Sequential snapshots (bottom row follows the top row; interframe interval, 15 ms) during an evoked wave. The wave was initiated in the V1 area (a)
and compressed into a thin band at the V1M/V2 border (b). After the compression the wave continued to propagate into the V2 area (bottom row) and
compressed again at the V2/RSD border (c).
(B and C) Enlarged images of b and c from (A), showing the locations of compression bands.
Color scale bar: the amplitude of the signal from each detector was converted to pseudo-color according to a linear color scale; red represents the
peak and blue represents the baseline.
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(A) Selected images (0.6 ms snapshots) of an evoked wave. The number below each image indicates the poststimulus time (in ms) for that frame. The
wave initiated at 109 ms poststimulus time (PST, first image) and the compression sustained for 35 ms (136–171 ms). (B) Enlarged frame at 141 ms
PST (image in [A] marked with asterisk) overlaid with an anatomy map of V1/V2 border. A row of detectors, starting from the initiation site of the evoked
wave and perpendicular to the V1M/V2 border, is selected (boxes) for making X-T maps in (C). (C) X-T map made from signals picked up by the row of
detectors (boxes in B) showing the space-time of the activity across the V1/V2 border (white dashed line). The thin stripe at the V1M/V2 border in-
dicates that compression sustained for a long period. Movie S1 shows the propagation pattern of this data set.
Color scale bar: the amplitude of the signal from each detector was converted to pseudo-color according to a linear color scale; red represents the
peak and blue represents the baseline.significantly changing the speed of wave propagation
within V1 (Figure 6), suggesting that inhibition in the local
circuit plays a major role in the wave compression. Com-
pression bands reappeared after bicuculline was washed
out (data not shown), suggesting that elimination of the
compression band does not require a permanent change
in the cortical circuit. Under low dose of bicuculline perfu-
sion, the propagating velocity across the V1/V2 border
was the same as that within V1 and V2 (Figure 6B), sug-
gesting that changes in the excitatory connections at the
border do not play a major role in the compression.
Origin of the Reflected Wave
Reflected waves, while more variable, were observed in
most trials (86%, 168/194) following the compression,
and they originated near the compression band (Figure 1
and Figure 5C). Since corpus callosum afferent fiber bun-
dles are concentrated near the borders between visual
areas, we wanted to determine if the reflected waves
were initiated via the callosal fibers by the activity on thecontralateral side of the cortex. Locally applied lidocaine
or CNQX to the contralateral cortex significantly sup-
pressed the local EEG response on the contralateral
cortex, but it did not block the reflected wave (Figure S5),
suggesting that the input from contralateral cortex is not
a major contributor to the reflected wave. Thus, the
reflected waves are likely to originate ipsilaterally; they
may be feedback waves from higher visual areas.
Evoked Waves versus Spontaneous Waves
Both evoked and spontaneous cortical activities mani-
fested as propagating waves. The spontaneous activities
have also been referred to as ‘‘UP states’’ (Petersen
et al., 2003b). It is difficult to distinguish evoked events
from spontaneous events in a recording from a single
site. However, the spatiotemporal pattern of these two
types of events differed markedly. Figure 7 shows wave
patterns of two evoked events and six spontaneous
events from the same animal. The evoked waves were ini-
tiated in V1, compressed near the V1/V2 border, and hadFigure 6. Bicuculline Eliminates the
Wave Compression
X-T maps from the same field of view, before
and after bicuculline treatment.
(A) Under control conditions.
(B) Five micromolar bicuculline was added to
the epidural surface. Note: subthreshold con-
centrations (3–5 mM) were used to block the
GABAA receptors. Bicuculline will cause spon-
taneous interictal-like spikes with a threshold
concentration of 5–10 mM (applied epidurally).
If spontaneous interictal-like spikes occurred,
the animal was excluded from the data set.
Color scale bar: the amplitude of the signal
from each detector was converted to
pseudo-color according to a linear color scale;
red represents the peak and blue represents
the baseline.Neuron 55, 119–129, July 5, 2007 ª2007 Elsevier Inc. 123
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Wave Compression and Reflection in Visual CortexFigure 7. Compression Only Occurs in
Evoked Waves
Images of two evoked waves (A) and six spon-
taneous waves (B). All images were taken from
the same field of view in the same animal. The
evoked response showed a clear compression
at the V1/V2 border (*) in the middle of the im-
aging field. Spontaneous events initiated from
different locations and propagated in various
directions; none had wave compression. Note
that images in (A) and (B) are presented with
different interframe intervals for clarity, be-
cause spontaneous events propagated faster
than evoked events.
Color scale bar: the amplitude of the signal
from each detector was converted to
pseudo-color according to a linear color scale;
red represents the peak and blue represents
the baseline.a reflected wave (Figure 7A). In contrast, the six spontane-
ous events all initiated from different locations and propa-
gated across the cortex with various directions (Figure 7B).
Compression and reflection were not observed during
these spontaneous waves.
To further elucidate the difference between evoked and
spontaneous waves, we examined a large number of
spontaneous and evoked events. Figure 8A shows the dis-
tribution of initiation sites of 20 evoked events and 123
spontaneous events from one animal. The initiation sites
of the evoked events were clustered in the V1M, while
the spontaneous events started at various locations,
many of which were from outside of the imaged area.
Since the evoked waves underwent compression at the
V1/V2 border, their overall propagating velocity might be
slower than that of spontaneous waves. The velocity of
89 evoked and 354 spontaneous events in five animals
was examined (Figure 8B). We recorded the peak time
for a wave to reach each detector and calculated the SD
of the peak time for all detectors (Figure 8B, left). A larger
SD indicates either a longer delay between initiation site
and other locations or a slower wave, while smaller SD in-
dicates shorter delay or a faster wave. (This method sim-
plifies the calculation of the velocity because propagation
direction vectors can be ignored.) The distribution of SDs
showed that most of the evoked events had large SDs
compared with the spontaneous ones (Figure 8B, right,
p < 0.001, t test); while SDs of 80% of spontaneous events124 Neuron 55, 119–129, July 5, 2007 ª2007 Elsevier Inc.were between 0–20 ms, 80% of evoked SDs were be-
tween 20–40 ms.
DISCUSSION
The principal findings of this study are as follows: (1) visu-
ally evoked activity in rat visual cortex manifests as a wave
propagating from V1 to other visual cortical areas. (2) The
evoked wave is compressed at the border between visual
areas, and a reflected wave is initiated after the compres-
sion. The compression and reflection occur robustly and
reproducibly in different trials and in different animals. (3)
GABAergic inhibition near the border between V1 and V2
plays a major role in the wave compression. (4) The com-
pression and reflection occur in visually evoked waves,
but not during spontaneous events, suggesting that the
compression/reflection pattern is governed by a mecha-
nism associated with visual processing.
Studies on visual processing have emphasized the re-
ceptive fields of individual neurons and the input-output
relationship at the single-cell level. Spatiotemporal dy-
namics due to interactions in large networks, while impor-
tant to the integration of information at the system level,
are much less understood. In this report, we have ob-
served complex and highly reproducible wave patterns,
which imply that an internal mechanism organizes the ac-
tivity at population level. To our knowledge, such intriguing
patterns have not been reported in the previous studies of
Neuron
Wave Compression and Reflection in Visual CortexFigure 8. Comparison of Evoked and
Spontaneous Events
(A) Initiation sites of spontaneous and evoked
events from one animal. The hexagons mark
the imaging field. (Left) The initiation sites of
20 evoked events; all were in area V1M. (Right)
The initiation sites of 123 spontaneous events
are distributed in various locations. (When
a spontaneous event was initiated outside of
the field of view, its initiation site was marked
as the center of the wavefront when it entered
the field of view.)
(B) Propagating velocity of the waves. (Left)
The peak time (t, the time of peak response
at that detector) was measured for all detectors
(when multiple wave peaks occurred, only the
first peak was counted). Bold trace: initiation
site, t = 0. Standard deviation (SD, bottom
equations) of the peak time is used to quantify
the distribution of propagation velocity over the
imaging field. (Right) Distribution of SDs in
evoked and spontaneous events (443 events
in five animals). The spontaneous events (white
bars) have smaller SDs on average (80% be-
tween 0 and 20 ms), while the evoked events
(black bars) have greater SDs on average
(80% are 20–40 ms).cortical waves. This is probably because the wave com-
pression/reflection pattern is not time-locked to the onset
of stimuli and may be blurred when averaging multiple tri-
als. Thus, visualizing waves in single trials using blue VSDs
(Shoham et al., 1999) and a high dynamic range imaging
apparatus (Wu and Cohen, 1993; Lippert et al., 2007) is
essential for our findings.
Propagating Waves in Sensory Cortices
In mammalian sensory cortex, sensory-evoked propagat-
ing waves were found in previous imaging studies using
blue dyes (Derdikman et al., 2003; Petersen et al.,
2003a; Roland et al., 2006). During these waves, neurons
in layers II–III depolarize for a few millivolts above the rest-
ing potential (Petersen et al., 2003b), and thus the firing
probability is modulated. Multiple peaks in VSD signal
(e.g., Figure 1, traces 1 and 2) during the primary and
reflected waves suggest biphasic responses in the
spiking of individual neurons (see Figure 4 of Roland
et al., 2006).
As a common feature, sensory-evoked waves robustly
initiated from the location of cortical afferents and propa-
gated over a large area. Due to the propagation, a time de-
lay is spatially distributed over the cortical area as deter-
mined by the propagating velocity. On a population
scale, such delayed activation is different from the syn-
chrony on a millisecond scale between active neurons.
Wave compression/reflection observed in this report sug-
gests an even larger time delay, in that the depolarization
in V2 is 30 ms after V1 is activated (Figure 5C). The
reflected wave, in contrast, would allow V1 and V2 to be
depolarized together within 10 ms following the compres-
sion. This distinct temporal pattern provides a mechanismfor simultaneously depolarizing neurons in several visual
areas. Neurons in two different visual areas may simulta-
neously increase their firing probability during the wave,
within a particular period after receiving a visual stimulus,
thus facilitating the information exchange between these
areas.
Feedback waves traveling from areas 21 and 19 toward
area 18 and 17 were recently reported by VSD imaging in
ferrets (Roland et al., 2006). While marked differences in
latency and propagating velocity were seen between their
data and ours, in general, both forward and backward
waves were observed, thus suggesting that propagating
waves are common phenomena during visual processing.
Stereotypical Pattern during Visually Evoked Activity
Compression/reflection was observed in every animal,
suggesting that there is a stereotypical pattern of cortical
activity for processing visual information. This pattern is
likely to be governed by an internal mechanism that is
not activated during spontaneous events. Propagating
waves are known to change velocity, direction, or both
due to dynamic interactions with other waves. For exam-
ple, in brain slices, the collision of two waves propagating
toward each other results in annihilation (Wu et al., 1999)
or the formation of spiral waves (Huang et al., 2004; Schiff
et al., 2007). Reflection has also been frequently observed
in brain slices (Bao and Wu, 2003). However, wave-to-
wave interactions in brain slices occurred at various loca-
tions with uncertain wave patterns (Huang et al., 2004).
Such interactions are dynamic and different from the
wave compression/reflection reported here, because the
latter occurred at a fixed location and had a similar pattern
from trial to trial (Figure 2).Neuron 55, 119–129, July 5, 2007 ª2007 Elsevier Inc. 125
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propagating velocity of the leading edge of the wave
near the V1/V2 border (Figure 5C). We consider two pos-
sible mechanisms underlying the abrupt slowdown of the
leading edge: one is a reduction in the horizontal connec-
tions near the V1/V2 border, and the second is an increase
in the local circuit inhibition. Abundant horizontal connec-
tions exist between the pyramidal neurons in layers II–III of
visual cortex (Gilbert and Wiesel, 1979; Rockland and
Lund, 1982, 1983; Livingstone and Hubel, 1984; Martin
and Whitteridge, 1984; Gilbert and Wiesel, 1989), which
are thought to mediate the subthreshold activation over
a large area (Das and Gilbert, 1995; Toth et al., 1996).
Computational models suggest that reflected waves can
also occur when a wave runs into an area with decreased
excitatory interactions (Ermentrout and Rinzel, 1996).
However, changes of horizontal excitatory connections
near the V1/V2 border itself cannot explain the wave com-
pression, because spontaneous waves do not slow down
at the V1/V2 border (Figure 7). Dynamic increase of
GABAA inhibition during the evoked activity offers another
mechanism. Inhibition in local cortical circuits is known to
be important for controlling propagation velocity (Traub
et al., 1987; Chervin et al., 1988; Miles et al., 1988; Cha-
gnac-Amitai and Connors, 1989; Wadman and Gutnick,
1993; Golomb and Amitai, 1997; Laaris et al., 2000; Wu
et al., 2001; Golomb and Ermentrout, 2002). Indeed, we
found that bicuculline completely eliminated the compres-
sion at the V1/V2 border (Figure 6), suggesting that GABAA
inhibition provides a mechanism for the wave compres-
sion. Such inhibition is dynamic and temporary because
it is exclusively related to visually evoked waves. Interic-
tal-like spikes occur in visual cortex when 10%–20%
of GABAA inhibition is reduced (Chagnac-Amitai and
Connors, 1989). Wave compression can be disrupted be-
low the threshold of interictal-like spikes, suggesting that
wave compression requires a delicate balance of
GABAergic inhibition.
From a computational perspective, cortical neuronal
populations may be viewed as loosely coupled oscillators
(Grannan and Kleinfeld, 1993). A visual stimulus may in-
crease the interactions and change phase shift among
the oscillators. When the stimulus reaches threshold, the
magnitude of the interactions will be high enough to initi-
ate the primary wave. The velocity of the propagation of
the wave may be determined by the phase shift among
the neuronal oscillators (Ermentrout and Kleinfeld, 2001).
Our results suggest that GABAergic inhibition also in-
creased during evoked events, causing wave compres-
sion at the border between visual areas. Apparently, spon-
taneous waves are sustained by a different process;
cortical neurons may receive nonspecific and synchro-
nized input from subcortical structures (Steriade, 1997),
resulting in a small phase shift and a fast overall propaga-
tion velocity.
We have observed the same propagation pattern when
the stimulus was drifting at various orientations. This may
be due to the lack of orientation columns in rodent visual126 Neuron 55, 119–129, July 5, 2007 ª2007 Elsevier Inc.cortex, with cells responding to different stimulus orienta-
tions mixed in the V1 area (Girman et al., 1999; Ohki et al.,
2005; Van Hooser et al., 2005; Yoshimura et al., 2005). The
intercolumnar projections in layers II–III and light scatter-
ing in cortical tissue are potential factors that might blur
the boundary of the columnar structures. However, stimuli
presented at different locations in the visual field did affect
the shape and location of the compression band (Figures
S3A and S3B), suggesting interactions between propaga-
tion waves and cortical columnar structures. We specu-
late that in species with well-developed orientation col-
umns, the fine structure of the initiation of the wave may
vary when the orientation of the visual stimulus changes.
In conclusion, we have observed a stereotypical pattern
of wave compression and reflection during visually
evoked cortical activity. This pattern occurs robustly dur-
ing a variety of visual stimuli, but not during spontaneous
events. Such patterns may provide a mechanism to simul-
taneously depolarize a large population of neurons across
two visual areas, and may have important implications for
visual processing.
EXPERIMENTAL PROCEDURES
Surgical Procedures
Adult Long-Evans rats (250–400 g, n = 36) were used in the experi-
ments. Surgical procedures were approved by Georgetown University
Animal Care and Use Committee, strictly following NIH recommenda-
tions and guidelines.
Before surgery, the animal was given an intraperitoneal (i.p.) injec-
tion of atropine (60 mg/kg). Anesthesia was induced with 4% isoflurane
in air. After a tracheostomy tube was inserted, the animal was
connected to a small animal respirator (Harvard Apparatus) and the
concentration of isoflurane was reduced to 2.5% in pure oxygen for
surgery and 1.5%–2.0% throughout the imaging experiment. The
respiratory rate (60–100 c/min) and volume (2–3 ml) were adjusted
such that the inspiratory pressure was between 5 and 10 mm H2O
and the end-tidal (ET) CO2 was 25–35 mm Hg (3.3%–4.6%). The
body temperature of the anesthetized animals was maintained at
37C with a regulated heating pad. A cranial window (5 3 5 mm2)
was drilled over the visual cortex of the left hemisphere (bregma 4
to 9 mm, lateral 0.5–5.5 mm). The bone was carefully separated
from the dura and great care was taken to avoid irritating the dura
and the cortex underneath by touching or excessive pressure. Irritated
dura or cortex often led to poor staining, and thus careful craniotomy
was important for successful staining. In some experiments, dexa-
methasone sulfate (1 mg/kg i.p.) was given a few hours prior to the sur-
gery to reduce the inflammatory response of the dura.
Dye Staining
The cortex was stained through the dura. Leaving dura intact signifi-
cantly reduces the movement artifact during optical recording (London
et al., 1989). In order to increase the dural permeability to the dye, we
dried the dura with gentle airflow before staining. The VSD RH-1691 or
RH-1838 (Optical Imaging, www.opt-imaging.com) was dissolved in
Ringer’s solution (1–2 mg/ml), and 200 ml dye solution was used for
staining an area 5 mm in diameter. During staining, the dye solution
was continuously circulated by a perfusion pump (London et al.,
1989). The pump drew a small amount (100 ml) of the dye solution
from the top of the dura, held it for half a second, and then released
the drop back to the pool. Using circulation greatly improved the stain-
ing quality. After staining for 90 min, the cortex was washed with dye-
free Ringer’s solution for 30 min. Our method provided a good
Neuron
Wave Compression and Reflection in Visual Cortexstaining over cortical layers I–III (Figure S6), similar to that achieved
when staining without dura (Kleinfeld and Delaney, 1996; Ferezou
et al., 2006).
Optical Imaging
The cortex was imaged with a 5 3 macroscope (Kleinfeld et al., 1994)
with a field of view approximately 4 mm in diameter. Light from a tung-
sten filament lamp (12V, 100W, Zeiss) was filtered by a 630 ± 15 nm in-
terference filter and then reflected down onto the cortex via a 655 nm
dichroic mirror (Chroma Technology). Ko¨hler illumination was achieved
through the macroscope. The cortex was exposed to the light only dur-
ing recording trials. Dye fluorescence was filtered with a 695 nm long-
pass filter and projected onto the fiber optic aperture of a 464 channel
photodiode array (WuTech Instruments). Each channel (pixel) of the
array received light from a cortical area of 160 mm in diameter. The
photocurrent from each channel was individually amplified with a
two-stage amplifier system (Wu and Cohen, 1993). At the output of
the second stage amplifier, a signal of 103 spaned a range of 6 bits
when digitized with a 12 bit A/D converter at 1.6 kHz.
Local EEG, ECG, tracheal respiratory pressure, and sensor signal
monitoring the visual stimulation were digitized simultaneously with
the optical channels. Local EEG was recorded with a silver ball elec-
trode placed at the corner of the imaging field, amplified 1000 times,
and filtered between 0.2 and 400 Hz. ECG and tracheal pressure
were used for removing pulsation and respiration artifacts offline.
Subtracting Brain Pulsation Artifact
Pulsation and respiration artifacts were time-locked to the ECG and
tracheal pressure, and an algorithm was used to separate the artifacts
from the signal. The algorithm was modified from our previous
methods (Ma et al., 2004). Briefly, an ‘‘averaged pulsation artifact’’
was obtained for each optical detector. During each 5 s recording trial,
there were 30 heartbeats. Since neuronal activity was not time-
locked to the ECG, in the averaged pulsation artifact, the signal would
be reduced 30 fold. Therefore, ECG-triggered subtraction removes
the components time-locked to the ECG, but has little effect on the sig-
nal. The algorithm was implemented in Matlab (Mathworks, Natick,
MA). We used NeuroPlex (RedshirtImaging, Decatur, GA) to record
and view data during experiments and Matlab for data analysis and
making figures.
Sensitivity of Optical Imaging
In order to verify the sensitivity of VSD recording, we simultaneously re-
corded the optical signal and local field potentials from the same loca-
tion in visual cortex (Figure S1). Under isoflurane anesthesia, both
spontaneous and evoked events in the local field potential were also
seen in the VSD signals (Figures S1A and S1B). Note that almost every
peak in the local EEG also occurs in the optical recordings, demon-
strating that the sensitivity of our optical recording is comparable to
that of local EEG recordings. This sensitivity is essential for visualizing
wave compression/reflection in single trials without averaging. How-
ever, the waveforms of the EEG and optical recordings are not exactly
the same, probably because the local EEG electrode picked up signals
from strong current sources in deep cortical layers or subcortical
structures, while the VSD signal was localized to the neurons in cortical
layers I–III under each optical detector.
Stimulation
Visual stimulation patterns were generated by programs written in Vi-
sual C++. The patterns were displayed by a screen projector, projec-
ting to a screen of 10 3 7 inches. The resolution of the projector was
1024 3 768 with a refresh rate of 60 Hz. The screen was placed ap-
proximately 20 cm in front of the animal’s contralateral eye (Figure S2).
The visual stimulus presented to the contralateral eye cannot be seen
by the ipsilateral eye, and so the ipsilateral eye was not covered in the
most of the experiments. A sinusoidal grating (0.02–0.3 cycles/degree,
50w 3 38h degrees of viewing angle) was constantly presented to thecontralateral eye. The stimulation is the drifting of the grating. The stim-
ulation duration was500–2000 ms and the velocity of the drifting was
30–200 degree/s. Visual stimulation was monitored by a photosensor
attached to the corner of the screen. The output of the sensor was
digitized simultaneously with the imaging data.
Data Analysis and Pseudocolor Images
Data analysis was done with scripts written with Matlab (Mathworks).
The pseudocolor images and movies were generated from the frac-
tional changes of the fluorescent light on a linear color scale. Briefly,
during data acquisition, the resting fluorescent light on each detector
was removed by the amplifier hardware and the fractional changes
in the fluorescence were amplified and digitized. In data analysis the
fractional change in light on each detector was normalized between
prestimulus baseline and the peak of the primary wave. The normal-
ized value was assigned to colors (red = 1 to blue = 0) according to a lin-
ear pseudocolor scale (Grinvald et al., 1982; Jin et al., 2002; Ma et al.,
2004).
Supplemental Data
The Supplemental Data for this article can be found online at http://
www.neuron.org/cgi/content/full/55/1/119/DC1/.
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