Abstract-When working with probabilistic graphical models we usually have two options to build the model: either using a Bayesian network (BN) or a Markov random field (MRF).
INTRODUCTION
Probabilistic graphical modeling is a powerful method in artificial intelligence and machine learning which emerges from the combination of graph theory and probability theory. Tn general, probabilistic graphical models can be grouped into two main classes. The first are so-called directed graphical models, which are also popular with the name Bayesian Network; and the second are called undirected graphical models, which are also commonly referred to as Markov Random Fields. The main difference between both models lies the treatment of the "direction-ness" in the model: the direction in the Bayesian Network reflects the conditional relation between variables tied by the directed-link between them, while the non-direction in the Markov Network simply reflects the potential of maximal cliques within the graph, where the ordering of variables is not important.
Here we will investigate a combination of both formalisms that can preserve more information about the form of the distribution than either Bayesian Network or Markov Network can do alone [1] . This is where the factor graph takes place. Tn its original form, it is an undirected graphical model but in its inference, it can also behave the same way like directed model depending on the underlying Bayesian Network. For a factor graph which has underlying functionality originating from one of those Bayesian Networks, it is straight forward to use standard exact inference such as belief propagation. However, working with a factor graph which has a cyclic topology (such as those that resulted from Markov Network transformation) will be very challenging and requires special treatment/tuning 978-1-4799-1208-7/13/$31.00 ©2013 IEEE
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Center for Sensorimotor Research Ludwig-Maximil ians-Universitat Munich, Germany Paul.Maier@lrz.uni-muenchen.de in order to avoid oscillation in the network. However, since the concepts behind factor graphs are independent of these considerations we focus on cycle-free factor graphs in this paper.
Also in this paper, we focus on factor graphs that use discrete representation for their parameters. For case examples in this paper, we discretize continues value of a random variable using population coding principles. In population coding theory, a collection of neighboring neurons in brain, which might has similar characteristic, will react in synchrony after the stimulus. The combined activation levels of those neurons resemble the probability density function of certain multinomial distribution. We will explain this approach in more detail in the next section.
The first section of this paper will give brief explanation on what factor graphs are and how to represent its structural elements (i.e. variable and factor nodes). The more details on learning the factor graph will be presented in the second section. Finally, some illustrative examples of the factor graph for probabilistic reasoning are presented in the third section.
IT.
CONSTRUCTING A FACTOR GRAPH Although the origin of factor graphs lie in coding theory, it has similar instantiations used in machine learning community [2] . It is natural to treat a factor graph (with extension) to express the popular Bayesian Network [1] . The same approach can be applied in Markov Network settings but won't be covered in this paper.
A factor graph has two important properties: network parameters and structure. Tn this paper, we only deal with the learning of network parameters. Although learning a network structure is very interesting, but it is very challenging and out of the scope of this paper. Instead, we assume that the structure of the network will be given as a part of task's description.
A. Network Structure
Here we show the construction of a factor graph from Bayesian network perspective: factors in the graph represent joint probability and/or conditional probability of interconnecting variables.
For example, given a model with five variables (A,B,C,D and E) and the following relation:
The way a Bayesian network expresses this conditional probability is that all child variables are linked to their parent using parent-to-child arrow. For the given relation, the resulting graph is shown in Fig. l .a.
By defmition, a factor graph is a bipartite graph that expresses the structure of factorization [2] . Tn a factor graph, expression (1) is factorized as:
and the resulting factor graph is shown in Fig. l .b Fig. 1 shows that the factor graph preserves the structural infonnation from its underlying Bayesian network. Since the Bayesian network is an acyclic network, the resulting factor graph also has acyclic structure, which is favorable especially when dealing with exact inference. However, when transfonning a Markov random field into a factor graph, it might yield a cyclic structure and one must use approximate inference to avoid oscillation due to a loop in the graph [3] . Tn this paper we focus on factor graph without loop (i.e. acyclic) so that the most important aspect of underlying computation principle in factor graph can be fully covered.
B. Network Parameters
Working with factor graphs to solve probabilistic inference problem means that variable and factor nodes in the graph also have probabilistic representations: this is how the network will be parameterized. In general, we can represent a value by: categorical (ordinal) or numeric representation. The categorical representation is useful when dealing with categorical variable such as blood type, weather condition, etc. The numerical representation is useful when dealing with applications which include real numbers such as someone's salary, student grade, or temperature measurement. In this paper, we are interested in working with numerical representation. Usually, the numerical variables take continuous values and it will be very challenging to propagate them in a network because of multimodality and multidimensional integration [5] . Hence, we discretize those continuous values and treat the network as a network with completely discrete parameters.
Also when working with discrete parameters, one must consider the numeric encoding of data since it can have a significant effect on perfonnance. Tn this paper, the tenn discrete parameter reflects the fact that the variable nodes in the factor graph are discrete ones. By definition, a discrete random variable (RV) X is a measurable function X: n---+ s from the fmite/countable sample space n to another 00 ~ (a) (b) Figure I . Constructing a factor graph as a structured factorization of conditional probability.
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measurable fmite space S called the state space. Each state has a detenninistic value which represents a probability of certain event that occur randomly. Subsequently, parameter learning described in section TIT simply means how to update the states representation of a factor in a factor graph.
Since every discrete RV has a certain number of states which represent its probability distribution (for example, a binary RV has two states to represents its possible value) then we need to transform any value in the nodes into some discrete representation. Consider the network in Fig. I a; if we assume that all variables are binary, then it requires 2 5 states to represent the joint probability p(A,B,C,D,E). In the numerical representation setting, first we divide the interval [= [ min _val, max_val] in k subintervals (called states) and then assign a probability of each state and make sure that Lk Pk = I
Since we only work with discrete factor graphs, a factor will take a fonn of conditional probability table (CPT). This standard method easily burdens the computation once the interval [has a long range and thus requires a bigger value of k to properly represents the number. In this paper we use a compact state representation using distributed response similar to the idea of spike rate population coding [6] [7] . In this representation, we can think of a state in a discrete variable like a neuron in a small location in the brain. A population of several neighboring neurons which have similar characteristics will react in synchrony after the stimulus. For example, in a fully connected homogeneous neuron population, an external stimuli S"xt(t) will trigger the population to generate a response R(t) (see Fig. 2 ).
We can defme k neurons in the population and expect a Gaussian distribution as their response to an input stimulus:
where Xi is the i_lh neuronal activation level. When we are given
.
• eo'': the probability distribution over the neurons population, we can infer back the stimulus value which triggers the distribution. However, we cannot select only the neuron with the highest value to get the correct input value; instead we integrate all neuron responses using weighted population average.
In section TIT, we will give an example of how to use this representation for several applications. But first, we have to make sure that the population representation gives correct encoding. We test this method against the linearity and nonlinearity mapping response. For linearity test, we generate two linear data-A and data-B in the range [minA, maxA] where we set data-B simply equal to data-A times a constant C. For a nonlinearity test, we generate also data-A in the range [minA, maxA] and data-B as a logistic function of data-A. The result is shown in Fig. 3 . Fig. 3 was produced with varying the parameter (J 2 of (2) and also with varying the number of states being used. As it can be seen, the variance value has an effect as important as the number of states to determine the smoothness of the curve. This effect can be clearly seen when inspecting the "internal" state distribution of the factor as shown in Fig. 4 . Giving too low value on parameter (J 2 will yield a "staircase"-effect (see blue plot lines on Fig 3) which is a natural response by which (2) will approach a Kronecker-delta function, which in turn will cause the joint distribution (i.e the factor) to become more "thin" (see Fig. 4a ). However, setting too high value on (J 2 (see Fig. 4d ) will flatten (2), thus approaching uniform distribution which yields scaling effect when using weighted population average to recover the real value back from the distribution. In our experiments, we usually set this parameter (J 2 within the range [I, 10] . In general, the proposed discretization approach using population coding paradigm produces very good result with proper parameter setup. For example, the linearity test in Fig. 3 using 50 states produces mean squared error (MSE) = 0.4, while the nonlinearity test produces MSE = 0.5.
C. Belief Propagation
Once we have done with defining factor graph structure and network parameters, we can continue with performing the inference. If the structure of factor graph is without loop, then we can use exact inference algorithm conveniently. One popular method of exact inference is the belief propagation mechanism. In references, the Bayesian network which uses this mechanism is known as Belief Network. There is similar mechanism in factor graph, popularly known as sum-product algorithm [2] , which relies on message passing among nodes in the graph. A belief is the marginal distribution of a node and a message is a representation of such distribution which is interchanged between corresponding nodes [4] .
There are two types of messages that are transmitted within the factor graph: the message sent by a variable node to a factor node (denoted as flXi-7f'(J()(XJ) and the message sent by a factor node to a variable node (denoted as flf(X)-7(Xij(J()). Belief propagation algorithm ensures that a variable node will update its belief after receIVIng messages from all its neighboring factor nodes:
ne(X,)
In this section we will show how to use the same inference method using belief propagation described in the previous section as a mean of learning factor parameters in a factor graph using Maximum Likelihood Estimation (MLE).
In common setting, one uses learning algorithm for estimating network parameters from observed data and uses inference algorithm to make prediction about data and then perform reasoning based on the result of prediction. There is a close relation between inference and learning in probabilistic graphical model. For example, in the Expectation Maximization (EM) algorithm, the result of inference step for calculating the expectation value has crucial effect in the next step for maximizing the expected log-likelihood [8] [9] .
In this paper, we assume that we work with fully observed data and the structure of the network is given. Hence, it is sufficient to use MLE. In fact, MLE is one of preferred methods for parameter estimation in statistics, particularly in nonlinear modeling with non-normal data [11] . We start exploring MLE by considering Bayes' rule formula: The denumerator p(D) doesn't do anything with parameter e and it just reflects the normalization of distribution. For observed data D and parameter e, p(Dle) is the likelihood of the data D generated by the model with parameter B, p(B) is the prior knowledge about the underlying parameter B, and p(BID) is the posterior. Thus, the learning process is to maximize the posterior, which is called maximum a posteriori (MAP) [8] [9]:
In one iteration only learning process, it is safe to assume that we know nothing about the prior and we make the prior to be uniform. In this setting, we will get the maximum likelihood:
It is also important to assume that there IS no dependency between observations:
Eq. (4) is called likelihood function and we want to maximize it. Before we continue further, let's assume that the population of neurons produces Kronecker-delta function. Using empirical distribution for discrete variable with k number of states, (4) becomes:
where Nk is the number of neuron-k 'h flres while the other neurons keep silent.
It is more convenient if we maximize the log of (5) 
and call it log-likelihood function [(B:D). When we maximize [(B:D),
we also need to apply the sum-to-one constraint to B. For discrete variable with k number of states, the constraint is:
i=! Adding this constraint to (4) will result in Lagrangian objective function:
with Lagrange multiplier A. Maximizing (7) by taking its derivatives with respect to Bk to zero yields:
Solving A by using (6) yields:
A =INk
And thus: (8) which is basically the firing rate of the k-th neuron in the population.
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To adapt (8) into factor graphs with population coding representation and Gaussian response (2) for its parameters, we simply summarize every neuron response using sum-product algorithm. It means that for all samples in the dataset, we sum up the probability of each state as neuron's flring rate. This is a generalization procedure of empirical distribution with Kronecker-delta function; where for each sample, only one state has probability 1.0 and 0.0 for the rest. In the sum-product algorithm, we treat the message passing from a node in the factor graph in different way depending on the type of the node: variable or factor node. If the node is a variable node, then the message is basically the posterior belief and will be computed just as (3) but if the node is a factor node, then message will be computed as the product of all incoming messages with the local function at that factor node. To summ arize, the following formulas are the core of sum-product algorithm.
Message from variable x to factor node f:
!/'--'>l(X) = ITfLl(Xj)--,>Xj (XJ (9) ne(Xj)
Message from factor node f to variable x: (10) ne(x;):t:x lne(xi )
To apply this approach, we use a factor graph shown in Fig.  5a as an example. Let's assume we have a dataset containing two RVs A and B which will be fed into the network. Variable A and B from the dataset will be discretized using aforementioned population coding approach and enter the network through factors fA and fB respectively as (10) (hence we extend the network in Fig. 5a with two "leaf' factors fA and fB as shown in Fig. 5b ). The prior belief of factor fAB then will be updated with these messages using (9) . Then the posterior of fAB is basically the accumulation of the counting action in (8) .
Using this approach also has benefit such that we can use the same inference mechanism in the factor graph. Hence we perform parameter learning through inference. The resulted (ff L will be assigned to the corresponding factors in the network. There is one important thing that needs to be considered when working with factor graph; that is, when using standard form of factor graph, it is a bit tricky to set the correct parameter for the factor. For example, given a model with two variables A and B thenp(A,B) = p(AIB) . pCB) = p(BIA) . peA). The only graph that we can construct for this model is shown in Fig. 5a . However, if we treat the factor fAB in the graph as p(A, B) and we want to compute B by sending message from A, then we will get biased result (Fig.  5c ) because we currently compute
LA P(A , B) ' p(A ).
To correct this inference, we have to conditioning fAB over A during learning phase so that we can compute B as LA p (B I A)p(A ). The result is shown in Fig. 5d .
There is a better way to express this causal relationship by extending factor graph but it will not be covered in this paper. See [1] for more detail about this extension of factor graph. Figure 5 .The bias effect when improperly assigns factor parameter. By conditioning fAE over A, the bias effect as seen in (c) will be reduced and the network produces better result (d).
IV. ILLUSTRATIVE EXAMPLE
There are many applications where we can use factor graph to perform reasoning for a given task. In those reasoning tasks, the factor graph is used mainly as an inference engine. Here we give examples with standard tasks usually found in machine learning literature.
A. Factor graph/or regression
Regression can also be used as a performance test of the proposed discretization strategy for a factor graph. Basically, the regression analysis is a mechanism for estimating the relationship between a dependent variable and an independent variable. Hence in this scenario, dependency between two variables A and B yields a mapping functionfA-B which is depicted in fig. 6 .a. For example, we generate 50 samples from a function feB) = 500*sin(A *0.5*pi)+ 250*cos(A *2*pi) where variable A has a range [-400,400]. The regression result, shown in Fig. 6 .b, is the updated belief at node B after the message starts propagating from fA and arrives at B.
It is interesting to note that the applied inference mechanism on the factor graph shown in Fig. 6 .a yields non overfitting curve since its marginal likelihood basically integrates over all model parameters. To evaluate further the performance of such regression model, we also add noise on I -S,m,l, Do<, 1 the sampled data and we perform the inference once again. The result shown in Fig. 7 , together with its root mean square error (RMSE) calculated during the MLE process of the model parameters. It is also interesting to see that the RMSE gets steady when the model has received enough samples for estimating its parameter (in this case 30% of all points in dataset). This explains the well behavior of regression inference in Bayesian setting as shown in Fig. 6 .
B. Factor graph/or classification
Another application which is quite popular in machine learning is a classification task. For classification in the setting of probabilistic framework, one can use method such as the popular NaIve Bayes classification algorithm. In fact, many have considered NaiVe Bayes classifier as a baseline classifier to try before developing more complex classifier. Here we will show how to use a simple NaIve Bayes classification in the form of factor graph, which is simply done by transforming the respective Bayesian Network into the factor graph. The task is to classifY data points shown in Fig S. b into two classes (the data points are virtually separated by the green line).
In NaiVe Bayes classifier setting, it is assumed that the each particular feature Fi is independent to the other features Fj! i, given the class variable C:
By assuming conditional independencies among features, it means that:
SO that, it becomes:
which results a network shown in Fig. Sa . It can be seen that the structure in Fig. Sa is an extension of the structure in Fig  6. a. It is important to note that the normalization factor Z in (3) needs to be computed when estimating the factor parameter during the MLE process. Although Z mainly gives strong influences when involving more scope variables in a factor node, but we have already seen its biasing effect even when the scope of the factor node is relatively small (see Fig. 5 ).
The classification is done by using the same inference procedure in the belief propagation mechanism. The result shown in Fig S. The left end of the curve seems to be shifted upwards and the right end of the curve seems to be shifted downwards. This shifting was resulted from the shallow probability distribution of factor Fl and F2 in Fig 8a, which is the side effect of the low probability at the left most and right most part of the Gaussian distribution used in the population coding representati on.
C. Factor graph fo r kinematics control in robotics
One final example of reasoning with factor graph is for computing kinematics control of a robot. For the mobile robot such as shown in Fig 9. a, which we use intensively for our research project, it is important to know its own kinematics before it can perform any high level tasks such as mapping the environment given a set of observations and to localize itself [11] . Here we show both kinematics computations: forward kinematics for estimating the wheel velocity given a motor command as input, and inverse kinematics where we are interested to estimate proper motor command given a desired velocity value of the motor.
The result shown in Fig 9. c tells us that the forward kinematics model works almost perfectly fme even in the presence of noise. The inverse kinematics model also works very well although it cannot overcome an extreme change or discontinuity phenomena presence in the dataset (which can be seen at the middle of the curve). These results were produced using 50 states for each node in the model (Fig 9.b) .
V.

CONCLUDING REMARKS
We present the conceptual principle of factor graph with discrete nodes and how it can be used for reasoning using exact inference mechanism. We also present one effective way to discretize the variable using population coding principle and apply it for nodes in a factor graph. For estimating the parameters, we present the effective method to compute MLE by using inference algorithm in belief propagation algorithm. However, using MLE effectively requires known structure and dataset consist of fully observed instances of network variables. We apply this MLE procedure to learn network parameters for several illustrative applications and we show that the reasoning Figure 9 . Example of using factor graph for kinematics control.
mechanism works quite well for those applications. We argue that the method presented in this paper can be extended into more complex settings such as factor graph with cycle because there exists generalization of belief propagation with looping structure [3] .
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