Let {X, X n ; n ≥ 1} be a sequence of i.i.d. random variables taking values in a real separable Hilbert space (H, · ) with mean zero and covariance Σ and set S n = n k=1 X k , n ≥ 1. Let σ 2 i , i ≥ 1 be the eigenvalues of Σ arranged in non-increasing order and take into account the multiplicities. Let l be the dimension of the corresponding eigenspace of largest eigenvalue σ 2 = σ 2 1 . Let log x = ln(x ∨ e), x ≥ 0. This paper studies the precise rates for ∞ n=1 (log n) b n 3/2 E{ S n − σ ε 2n log log n} + . We show that when l > 1 and b > −1, E( X 2 (log X ) 3b+3 / log log X ) < ∞ implies lim ε √ 1+b
∞ n=1
(log n) b n 3/2 E{ S n − σ ε 2n log log n} + . We show that when l > 1 and b > −1, E( X 2 (log X ) 3b+3 / log log X ) < ∞ implies 
Introduction and main result
Let {X n ; n ≥ 1} be a sequence of random variables with common distribution, EX 1 = 0 and 0 < EX 2 1 < ∞. Set S n = n k=1 X k , n ≥ 1 and denote log x = ln(x ∨ e), log log x = log(log x). When {X n ; n ≥ 1} is a sequence of i.i.d. random variables, Gut and Spǎtaru [6] discussed the convergence rates of the law of the iterated logarithm, and proved the following theorem:
Theorem A. Suppose that EX 1 = 0 and 0 < EX 2 1 < ∞. Then we have
1 n log n P(|S n | ≥ ε n log log n) = EX Also Chow [3] first showed the moment convergence of i.i.d. random variables, and got the following result:
Theorem B. Suppose that EX = 0. Assume p ≥ 1, α > 1/2, pα > 1 and E(|X | p + |X | log(1 + |X |)) < ∞. Then for any ε > 0, Recently, Jiang and Zhang [8] gave the precise asymptotics in the law of the iterated logarithm for the moment convergence in real spaces.
Theorem C. Suppose that EX = 0 and EX 2 = σ 2 < ∞, and let a n = O(1/ log log n). For b > −1, we have
(log log n) b n 3/2 log n E{|S n | − σ (ε + a n ) 2n log log n} + = σ 2 −b−1 (b + 1)(2b
Inspired by Huang et al. [7] , we investigate the rates of the law of the iterated logarithm for the moment convergence of Hilbert-space-valued i.i.d. random variables in this paper, and we also want to find out whether the precise rates hold when ε tends to a non-negative constant.
In the following, let {X, X n ; n ≥ 1} be a sequence of i.i.d. random variables taking values in a real separable Hilbert space (H, · ) with mean zero and covariance Σ unless it is specially mentioned. Denote the largest eigenvalue of Σ by σ 2 , i.e. σ 2 = sup{E[(X, y) 2 ] : y ≤ 1}, where (·, ·) denotes the scalar product in H. Let l be the dimension of the corresponding eigenspace, and let σ 2 i , 1 ≤ i < l be the positive eigenvalue of Σ arranged in a nonincreasing order and take into account the multiplicities. Further, if l < ∞, put σ 2 i = 0, i ≥ l . Note that we always have
. Let {e i } be a sequence of orthonormal eigenvectors corresponding to the eigenvalues {σ 2 i } and ϕ(n) = 2n log log n. Then it follows from a known result of De Acosta and Kuelbs [1] that with probability one,
Now we state our main result as follows.
Then we have the following conclusions:
where (·) is a Gamma function and
Remark. Here we extend the results of Jiang and Zhang [8] on two sides. On one side, the random variables are extended to the Hilbert space setting, and on the other side, we consider that ε tends to a non-negative constant.
Conjecture. We believe that in case (i) of Theorem 1.1, there is a type of precise asymptotics for l = 1. To get such an improvement of the results, we think a different approach is necessary.
This paper is organized as follows. We first verify the theorem under the assumption that X is a nondegenerate Gaussian random variable with mean zero and covariance operator Σ in Section 2. Then, in Section 3, we show the general case via truncation and approximation methods. In the following, let C, C , C 0 and C 1 denote positive constants whose values can differ in different places and a n ∼ b n means that a n /b n → 1 as n → ∞.
Normal case
In this section, we prove Theorem 1.1 in the case that {X, X n ; n ≥ 1} are Gaussian random variables. Let Y be a nondegenerate Gaussian random variable with mean zero and covariance Σ . Denote the density of Y 2 by g. The following Proposition is our main result in this section.
where Gamma and K (Σ ) are defined as in Theorem 1.1. Now we state two lemmas which will be used later.
Lemma 2.1. Let Y be a nondegenerate Gaussian random variable with mean zero and covariance operator Σ . Then for y > 0,
where A = (2σ 2 )
we can get the result immediately.
Proof. See Lemma 2.4 of Huang and Zhang [7] . Now, we start to prove the proposition.
Proof of Proposition 2.1. We only give the proof of (2.1). The other statement (2.2) can be proved in a similar way. By Lemmas 2.1 and 2.2, we have that for b > −1 and l > 1
where
So the proposition is now proved.
The general case
In this section, we will show the general case. Without loss of generality, we assume that σ = 1 in the following. For each n ≥ 1, 1 ≤ j ≤ n and p > 0, whose value will be special later, we define that
X n j , and
And define S n j , S n j ,S n j ,S n j similarly. Denote n = S nn − S n . It is easily seen that under condition (1.2),
For the proof of the theorem, we need some lemmas as follows.
. . , Y n be independent Gaussian mean zero random variables with Cov(ξ i ) = Cov(Y i ), i = 1, 2, . . . , n. Here Cov(ξ i ) denotes the covariance operator of an H-valued random variables. Then we have that, for any s, t > 0
where C is a universal constant.
Proof. See Lemma 5 of Einmahl [4] .
Lemma 3.2. Let ξ 1 , ξ 1 , . . . , ξ n be independent H-valued random variables with
4)
y ≤ 1} and C 1 is a constant depending on Q only. Proof. See Theorem 5 of Einmahl [5] .
In the following, we only give the proof of (1.5). The other statement (1.6) can be provided in the same way. Let {Y ni } be a sequence of independent H-valued Gaussian mean zero random variables with Σ n = Cov(Y ni ) = Cov(X ni ), 1 ≤ i ≤ n. Thus, the proof of Theorem 1.1(i) is based on the following propositions.
Proposition 3.1. Let Y be a nondegenerate Gaussian random variable with mean zero and covariance operator Σ , and β n = O((log log n) −δ ), δ > 0. Suppose that (1.3) is satisfied. Then, for b > −1 and l > 1, we have 5) and when l < ∞,
Proof. Note that
By Lemma 3.1, there exist a constant C and a sequence of independent H-valued Gaussian mean zero random variables {Y n j } with Σ n = Cov(Y n j ) = Cov(X n j ), 1 ≤ j ≤ n, such that
n + y + β n y dy and
C(β n y)
Then, for p > 0 large enough, we can get
Denote p n = p n1 + p n2 . Thus we have
where p n satisfies
Applying the inequality of Anderson [2] , we have that for any x ∈ R,
Hence,
For l < ∞, note that Σ −1 exists and Σ n → Σ , as n ∞. Thus, we also assume that Σ −1 n exists for all n ≥ 1. Then we have that
and for any x > 0,
So we complete the proof via (3.7)-(3.9). (log n) b n 3/2 I I n ≤ CE X 2 (log X ) 3b+3 /(log log X ) < ∞, (3.10)
(log log n) 2 )dx and p, λ will be special later.
Thus it follows that
Note that X n j = 0 whenever X j = X n j , j ≤ n. So for λ > 0, there exists an n 0 such that for n ≥ n 0 and 1 ≤ j ≤ n, we have
By Lemma 3.2, for any Q > 2 there exists a constant C 1 such that for n large enough,
Now, we estimate P 1 and P 2 , respectively. For P 1 , by (1.2), we have
Thus, for P 1 , it follows that
And for P 2 , we have
provided Q is large enough. Thus we have proved that n∈H
Now, we estimate P 3 and P 4 , respectively. For P 3 , via the fact that T n = nE X I ( X > √ n/(log log n) p ), we can get that
So we prove that n ∈H (log n) b n 3/2 I I n < ∞, and consequently, we complete the proof of Proposition 3.2.
Proposition 3.3. Suppose that EX = 0 and E X 2 (log X ) 3b+3 /(log log X ) < ∞. Then, for b > −1, there exists a constant C such that
11)
Proof. Observe that
and E S nn ≤ CnE X I ( X > ϕ(n)).
Recall (1.2). We have that
Then, for Q > 2 and n large enough, (log n) b n 3/2 (n log log n)
E X Q I ( 2( j − 1) log log( j − 1) < X ≤ 2 j log log j)
E X Q I ( 2( j − 1) log log( j − 1) < X ≤ 2 j log log j) · ∞ n= j n −Q/2 (log n) b (log log n)
E X Q I ( 2( j − 1) log log( j − 1) < X ≤ 2 j log log j) · j 1−Q/2 (log j) b (log log j) −Q+1 2 ≤ C + C 1 E X 2 (log X ) 3b+3 /(log log X ) < ∞.
It follows from Proposition 3.2 that
Thus the proof of Proposition 3.3 is completed.
Now we turn to the proof of Theorem 1.1.
Proof. Theorem 1.1(i) will be established as follows. Note that E{ S n − εϕ(n)} + = ∞ 0 P( S n ≥ εϕ(n) + x)dx ≤ ∞ 0 P S n ≥ εϕ(n) + x, n ≤ √ n (log log n) p dx
S nn ≥ εϕ(n) − √ n (log log n) p + x dx + I n = E S nn − εϕ(n) − √ n (log log n) p + + I n , and E{ S n − εϕ(n)} + = ∞ 0 P ( S n ≥ εϕ(n) + x) dx ≥ ∞ 0 P S n ≥ εϕ(n) + x, n ≤ √ n (log log n) p dx ≥ ∞ 0 P S nn ≥ εϕ(n) + √ n (log log n) p + x, n ≤ √ n (log log n) p dx
