We generalise a technical tool, originally developed by Pervova for the study of maximal subgroups in Grigorchuk and GGS groups, to all weakly branch groups satisfying a natural condition, and in particular to all branch groups. We then use this tool to prove that every maximal subgroup of infinite index of a branch group is also a branch group. As a further application of this result, we show that every maximal subgroup of the Basilica group is of finite index.
Introduction
The study of maximal subgroups in branch groups dates back to the work of Pervova in 2000 [16] and 2005 [17] , where she showed that all the maximal subgroups of the periodic Grigorchuk and GGS groups are of finite index. Her original motivation was to shed some light on a conjecture of Kaplansky regarding the groups for which the Jacobson radical of a group algebra over a field of prime characteristic is equal to the augmentation ideal. However, her results also had other interesting implications for the groups she studied. For example, using the fact that every maximal subgroup of the Grigorchuk group is of finite index, Grigorchuk and Wilson showed in [10] that the Grigorchuk group is subgroup separable (also known as locally extended residually finite, or LERF), and that its finitely generated subgroups are either finite or abstractly commensurable with the entire group.
Pervova's results opened up a new line of enquiries in the field of branch groups. In [2] , Bartholdi, Grigorchuk andŠuniḱ asked if it was true that a maximal subgroup of a branch group must always be of finite index. This was answered negatively by Bondarenko in 2010 in [4] , where he constructed an example of a branch group with maximal subgroups of infinite index. It was later shown by the author and Garrido in [6] that even some Grigorchuk groups of intermediate growth admit maximal subgroups of infinite index (although they must necessarily contain elements of infinite order, by Pervova's result). In a different direction, Pervova's methods were extended to larger and larger classes of branch groups to prove that they admit no maximal subgroups of infinite index, notably by Alexoudas, Klopsch and Thillaisundaram [1] , and Klopsch and Thillaisundaram [14] .
At the heart of many of these results lies a technical lemma stating that for certain branch groups, the projections of vertex stabilisers of proper dense subgroups in the profinite topology are also proper and dense. This was proved by Pervova for the periodic Grigorchuk and GGS groups in her original paper, and was generalised by the author and Garrido in [6] to self-replicating just-infinite branch groups with a regular and primitive action on the first level of a regular rooted tree. In this article, we prove that this result holds in fact for all weakly branch groups satisfying a natural condition, and in particular is true for all branch groups (Theorem 3.3). This gives us a very general tool to study maximal subgroups in branch and weakly branch groups. As an application, we use this result to show the following structural result about maximal subgroups of infinite index of branch groups. Theorem 3.5. Every maximal subgroup of infinite index of a branch group is also a branch group.
As a further illustration of the usefulness of this tool, we then proceed to study the maximal subgroups of a weakly branch group known as the Basilica group. This group, which was introduced by Grigorchuk andŻuk in [11, 12] , was the first example of an amenable but not subexponentially amenable group, as was shown by Bartholdi and Virág [3] . We prove the following: To the best of our knowledge, it is the first example of a group with this property among weakly branch but not branch groups.
The paper is organised as follows. In Section 2, we recall a few definitions and key results regarding branch and weakly branch groups. In Section 3, we prove our main result, Theorem 3.3, which states that projections of maximal subgroups of infinite index of branch groups are also maximal subgroups of infinite index. We then obtain Theorem 3.5 as a consequence. Finally, in Section 4, we apply the results of Section 3 to the Basilica group to prove Theorem 4.28.
We would like to mention that a preliminary version of some of the results in Section 3, and most of Section 4, were contained in the author's PhD thesis [5] .
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Preliminaries
In this section, we define the basic notions and set the notation that will be used throughout the paper.
2.1. Rooted trees. Recall that a rooted tree is a tree (i.e. a simple graph without cycles) equipped with a distinguished vertex called the root. Throughout this entire text, unless otherwise specified, we will always assume that our rooted trees are infinite and locally finite.
Let T be a rooted tree. By a slight abuse of notation, if v is a vertex of T , we will write v ∈ T .
Since T is a tree, for any pair of vertices v, w ∈ T , there exists a unique simple path between v and w. The combinatorial distance between v and w, which we will denote by d(v, w), is then the number of edges in this unique simple path. Definition 2.1. Let T be a rooted tree, let v 0 ∈ T be the root of T and let v ∈ T be an arbitrary vertex. The length of v, denoted |v|, is defined as
For n ∈ N, the set L n = {v ∈ T | |v| = n} is called the n th level of T .
The combinatorial distance also allows us to define a partial order on the vertices of T . Definition 2.2. Let T be a rooted tree of root v 0 ∈ T . We define a partial order on the vertices of T by saying that for v, w ∈ T , v ≤ w if and only if
In other words, v ≤ w if and only if v lies on the unique simple path connecting w to the root.
Using this partial order, we can define the notion of a subtree rooted at a specific vertex of a rooted tree. Definition 2.3. Let T be a rooted tree and v ∈ T be an arbitrary vertex. We denote by T v the subtree of T whose vertex set is the set of all vertices w ∈ T such that v ≤ w. By setting v as the root, T v becomes a rooted tree that we call the subtree of T rooted at v.
Spherically homogeneous rooted trees.
In what follows, we will be interested in rooted trees which are as symmetric as possible. More precisely, we will concern ourselves with spherically homogeneous trees. Definition 2.4. Let T be a rooted tree. Then, T is said to be spherically homogeneous if for all n ∈ N and for all v, w ∈ L n , we have deg(v) = deg(w).
To each spherically homogeneous rooted tree T , one can associate a sequence of integers (m i ) i∈N , where m 0 is the degree of the root of T , and for i > 0, m i + 1 is the degree of vertices on level i.
Conversely, given a sequence of integers (m i ) i∈N , one can construct a spherically homogeneous rooted tree T in the following way. For each i ∈ N * , let A i be a set of cardinality m i−1 . Let (A i ) * be the set of all finite sequences of the form a 1 a 2 . . . a n , where a i ∈ A i for all 1 ≤ i ≤ n, including the empty sequence. We will call words in (A i ) the elements of (A i ) * . The length of a word will simply be the number of elements in the sequence composing the word. We define a rooted graph T by declaring its set of vertices to be (A i ) * and its root to be the empty word. Two words in (A i ) are connected by an edge in T if and only if one is a prefix of the other and their length differ by exactly 1.
It is easy to check that the graph thus described is a spherically homogeneous rooted tree and that any other such tree with the same sequence of degrees must be isomorphic to it. Therefore, in what follows, when dealing with spherically homogeneous rooted trees, we will often implicitly assume that their vertex set is of the form (A i ) * for a given collection of finite sets (A i ). Furthermore, by a slight abuse of notation, we will often simply write T = (A i ) * to mean the rooted tree whose vertex set is (A i ) * .
In the special case where (m i ) i∈N is a constant sequence, the rooted tree T is called a regular rooted tree. In this case, we can choose a constant sequence for the sets A i . We will thus write the vertex set of T simply as A * for some finite set A of cardinality m i .
The advantage of representing vertices of a spherically homogeneous rooted tree as words in a sequence of finite sets is that it then gives us a canonical isomorphism between subtrees rooted at the same level. Indeed, let T = (A i ) * be a spherically homogeneous rooted tree and let v ∈ (A i ) * be a word of length n for some n ∈ N.
Then, it is clear from the definitions that the subtree T v is simply the subtree whose vertex sets is all the words in (A i ) * beginning with v. One can then define a bijection between the vertices of T v and the spherically homogeneous rooted tree (A i+n ) * simply by deleting the prefix v. It is clear that this bijection is an isomorphism of rooted trees between T v and (A i+n ) * . In what follows, we will often implicitly identify these two rooted trees through this isomorphism. Since, for every v ∈ L n , we have a canonical isomorphism between T v and the rooted tree (A i+n ) * , which does not depend on v, we also get a canonical isomorphism between T v and T w for all v, w ∈ L n .
2.3.
Automorphisms of rooted trees. Let T be a rooted tree. We will denote by Aut(T ) the group of all automorphisms of T . Since such an automorphism must preserve the root, it obviously cannot act transitively on the vertices of T . However, in the case of spherically homogeneous rooted trees, it acts spherically transitively. Definition 2.5. Let T be a rooted tree and let G ≤ Aut(T ) be a group of automorphisms of T . We say that the action of G on T is spherically transitive if G acts transitively on the set L n for all n ∈ N.
Let T = (A i ) * be a spherically homogeneous rooted tree and let v = a 1 a 2 . . . a n ∈ (A i ) * , w = a 1 a 2 . . . a n a n+1 . . . a n+k ∈ (A i ) * be two vertices of T , with v ≤ w. As any automorphism of T must preserve the partial order on its vertices, for any g ∈ Aut(T ), we have g · v ≤ g · w. In particular, this implies that there must exist a unique automorphism
Definition 2.6. Let T be a spherically homogeneous rooted tree. We will denote by ϕ v : Aut(T ) → Aut(T v ) the map that sends g ∈ Aut(T ) to g v ∈ Aut(T v ), and we will call this map the projection at v.
Note that the map ϕ v is not a homomorphism (unless v is the root). However, it becomes one if we restrict it to St(v). Therefore, we will frequently want to restrict this projection map to elements that stabilise v. For convenience, let us introduce a notation for the image of a stabiliser under this map. Notation 2.7. Let T be a spherically homogeneous rooted tree and let G ≤ Aut(T ) be a group of automorphisms of T . We will denote by G v = ϕ v (St G (v)) the image of the stabiliser of v in G under the projection at v.
In the case where T v is naturally isomorphic to T , it could happen that G v is a subgroup of G. The groups for which this happens are called self-similar. Definition 2.8. Let T be a regular rooted tree and let G ≤ Aut(T ) be a group of
Let T = (A i ) * be a spherically homogeneous rooted tree, and let n ∈ N. We will denote by (A i ) n i=1 the set of all words of length n in (A i ) * . Let π n : Aut(T ) → Sym((A i ) n i=1 ) be the natural map given by the action of Aut(T ) on (A i ) n i=1 , and let Aut((A i ) n i=1 ) be the image of Aut(T ) under this map. It is clear that any automorphism g ∈ Aut(T ) is uniquely determined by the collection {π n (g), (g v ) v∈Ln }. We thus have the following fact. Proposition 2.9. Using the notation above, the map
is an isomorphism, where Aut((A i+n ) * ) Ln denotes the set of maps from L n to Aut((A i+n ) * ).
In what follows, when considering a spherically homogeneous rooted tree (A i ) * , we will often assume that we have an alphabetical order on each of the sets A i , which then allows us to order the vertices of the n th level of the tree by lexicographical order. Using this order, we can represent elements of Aut((A i+n ) * ) Ln simply as an |L n |-tuple of elements of Aut((A i+n ) * ). Thus, for g ∈ Aut(T ), we will write
The boundary of a rooted tree. Let T be a rooted tree, and let ∂T be the set of all infinite simple path in T starting at the root. Given a path ξ ∈ ∂T and a vertex v ∈ T , we will write v ≤ ξ if the path ξ passes through v. Note that this relation is compatible with the partial order on the vertices of T , in the sense that if u ≤ v and v ≤ ξ, then u ≤ ξ, where u, v ∈ T and ξ ∈ ∂T .
Given v ∈ T , the cylinder set at v is the set
One can show that the set of all cylinder sets forms a base for a topology on ∂T . The set ∂T equipped with the topology defined by this base is called the boundary of T . If no cylinder set contains only a single point (which is always the case, for instance, in a spherically homogeneous rooted tree (A i ) * with |A i | > 1), then the boundary ∂T is homeomorphic to the Cantor set. Any automorphism of a rooted tree T can be naturally extended to a homeomorphism of the boundary ∂T . Furthermore, the support of such a homeomorphism must always be an open set, as the next lemma shows. Lemma 2.10. Let g ∈ Aut(T ) be an automorphism of the rooted tree T , and let Supp(g) = {ξ ∈ ∂T | gξ = ξ} be the complement of the set of fixed points of the action of G on the boundary of the tree ∂T (we will call this set the support of G, even though we would need to take the closure of this set in order to obtain the classical notion of support). Then, Supp(g) is an open set of ∂T .
Proof. Since g is a homeomorphism of a first-countable Hausdorff space, its set of fixed points is closed, so Supp(g) is open.
2.5.
Stabilisers and rigid stabilisers. Let T be a rooted tree. Given a group G ≤ Aut(T ) of automorphisms of T , the action of G on T gives rise to many different subgroups. Notably, for v ∈ T , we have the vertex stabiliser St G (v), and for n ∈ N, we have the level stabiliser
In addition to these stabilisers, we also have what is known as rigid stabilisers. Definition 2.11. Let T be a rooted tree, let G ≤ Aut(T ) be a group of automorphisms of T , and let U ⊆ T be a subset of vertices of T . The rigid stabiliser Rist G (U ) of U is the subgroup of G of all the elements that act trivially outside of the subtrees rooted at elements of U :
In the special case where U = {v}, we will simply write Rist G (v).
In other words, the rigid stabiliser of a set U is the subgroup of all elements of G whose support is contained in u∈U C u ⊆ ∂T .
Given an integer n ∈ N, we can also define the rigid stabiliser of the n th level.
Definition 2.12. Let G ≤ Aut(T ) be a group of automorphism of a rooted tree T , and let n ∈ N be an integer. The rigid stabiliser of the n th level, Rist G (n), is the subgroup
generated by the rigid stabilisers of each vertex in L n .
Given two vertices u, v ∈ L n on level n, elements in Rist G (u) and elements in Rist G (v) have support C u and C v , respectively. Since those two sets are disjoint, we have
2.6. Branch and weakly branch groups. We are now ready to give the definition of a (weakly) branch group. Definition 2.13. Let T be a spherically homogeneous rooted tree, and let G ≤ Aut(T ) be a group of automorphism of T . If (i) G acts spherically transitively,
then G is called a weakly branch group. If, furthermore,
then G is said to be a branch group.
For self-similar groups (see Definition 2.8), we can also ask that the rigid stabilisers also satisfy some form of self-similarity, which gives rise to the notion of regular branch and weakly branch groups. Definition 2.14. Let X be a finite alphabet and let G ≤ Aut(X * ) be a self-similar weakly branch group of automorphisms of the rooted tree X * . If there exists a nontrivial subgroup K ≤ G such that K ≤ ϕ v (Rist K (v)) for all v ∈ X, the group G is said to be regular weakly branch over K. If, furthermore, K is of finite index in G, we say that G is regular branch over K.
The most direct example of a branch group is the group of automorphisms Aut(T ) of a spherically homogeneous rooted tree T . Indeed, in that case, the action is spherically transitive and the rigid stabiliser is equal to the level stabiliser, and thus of finite index. Other important examples of branch groups include the Grigorchuk group [7, 8] , the Gupta-Sidki group [13] and their various generalisations (see for instance [2] ).
The following lemma gives us some information about the structure of normal and subnormal subgroups of branch and weakly branch groups. In this context, a version of it was first given by Grigorchuk in [9] , but it also appeared in various other contexts. Indeed, although we formulate it here in terms of weakly branch groups for simplicity, note that this result is true more generally for groups with micro-supported actions by homeomorphisms on topological spaces (see for instance [15] , Lemma 4.1). We include a proof here for completeness.
Lemma 2.15. Let T be a spherically homogeneous rooted tree, let G be a weakly branch group, and let
Proof. We proceed by induction on k. For k = 0, we have H = G, so there is nothing to prove. Let us now assume that the result is true for some k ∈ N, and let us show it for k + 1.
Let v be a vertex not stabilised by H. Let K ≤ G be a k-subnormal subgroup of G such that H K. Then, v is not stabilised by K, so by our hypothesis, Rist Of course, the previous lemma is only interesting if we know that Rist
is not trivial, which we show in the following lemma. Once again, we include a proof for completeness. Lemma 2.16. Let G be a weakly branch group acting on a spherically homogeneous rooted tree T . Then, for any vertex v ∈ T and for any k ∈ N, the subgroup Rist
Proof. We proceed by induction on k. The case k = 0 follows directly from the definition of a weakly branch group.
Let us assume that there exists k ∈ N such that Rist
G (gw), and since gw = w, these two subgroups commute, which implies that [g −1 , r] = 1. This concludes the proof.
A consequence of the previous two lemmas is that commuting subnormal subgroups of weakly branch groups have disjoint support. Proposition 2.17. Let G be a weakly branch group acting on a spherically homogeneous rooted tree T , and let
Proof. Suppose on the contrary that Supp
As a corollary, we get the following, which will be useful later on.
Corollary 2.18. Let G be a weakly branch group acting on a spherically homogeneous rooted tree T , and let
Proof. By Proposition 2.17, H 1 and H 2 have disjoint support. Since H 2 is nontrivial, its support is non-empty. As it is open by Lemma 2.10, there is a vertex v ∈ T such that C v ⊆ Supp(H 2 ). This implies that C v ∩ Supp(H 1 ) = ∅, which means that H 1 acts trivially on C v . Consequently, we must have H 1 v = v and ϕ v (H 1 ) = 1.
Maximal subgroups and prodense subgroups.
In what follows, we will be interested in the index of maximal subgroups. Let us fix some notation. Notation 2.19. We will denote by MF the class of groups whose maximal subgroups are all of finite index.
The existence of maximal subgroups of infinite index is closely related to the existence of proper prodense subgroups. Let us first recall the definition.
Under a natural assumption, the existence of a maximal subgroup of infinite index is equivalent to the existence of a proper prodense subgroup. Proof. (⇒) Let H < G be a proper prodense subgroup of G. Since G is finitely generated, H is contained in a maximal subgroup M < G, which must also be prodense. In particular, M cannot contain a non-trivial normal subgroup of G. This implies that M must be of infinite index in G. Indeed, were it of finite index, it would contain a normal subgroup N G of finite index, which would necessarily be non-trivial, since G is infinite.
(⇐) Let M < G be a maximal subgroup of infinite index, and let N G be a non-trivial normal subgroup. If M N = G, then N ≤ M by the maximality of M . Therefore, by the correspondence theorem, M/N is a maximal subgroup of infinite index of G/N , which is absurd, since G/N is in MF . We conclude that M N = G for all non-trivial normal subgroups of G, and so M is a proper prodense subgroup of G.
Note that if we are interested in determining whether a given finitely generated group G is in MF or not, then the assumptions of Proposition 2.21 are fairly natural. Indeed, if the group is finite, then it is obviously in MF, and if it admits a quotient which is not in MF, then it cannot be in MF by the correspondence theorem. Therefore, the only unknown case is when G is infinite and all its proper quotients are in MF. As the next proposition shows, these two assumptions are always satisfied by branch groups. Proof. It is clear from the definition that branch groups are infinite. By Lemma 2.15, if N G is a non-trivial normal subgroup of G, there exists n ∈ N such that Rist
Since being in MF clearly passes to quotients, it suffices to show that G/ Rist
is a finitely generated virtually abelian group. Such groups are known to be in MF .
For weakly branch groups, however, we do not know whether all quotients must be in MF or not.
Maximal subgroups of infinite index in branch groups
In this section, we prove that the projections of proper prodense subgroups of branch and weakly branch groups are again proper prodense subgroups (Theorem 3.2). We then use this result to prove that maximal subgroups of infinite index of branch or weakly branch groups are also branch or weakly branch groups, respectively (Theorems 3.5 and 3.6).
We begin with a lemma concerning the projections of prodense subgroups. 
Gu (n) = G u for all n ∈ N. Indeed, since G u is weakly branch, for every non-trivial normal subgroup N G u , there exists n ∈ N such that Rist Gu (n) is non-trivial for every n ∈ N. Let us suppose that u is on level m, and let n ∈ N be any natural number.
As Rist (1) G (n + m) is a non-trivial normal subgroup of G, we have by hypothesis H Rist
As we have seen above, for weakly branch groups, the projection of any prodense subgroup to a vertex is still a prodense subgroup. However, to determine whether a group belongs to MF or not, we need to study proper prodense subgroups. The next theorem tells us that the projections of proper prodense subgroups stay proper. Proof. If H u = G u , then clearly H = G. Let us now assume that H = G and let us show that H u = G u . It suffices to prove this fact for u ∈ L 1 , where L 1 is the first level of the rooted tree T . Indeed, if this property holds on the first level of the rooted tree, we can then use induction to prove it for u on any level thanks to Lemma 3.1.
Therefore, let u ∈ L 1 be a vertex on the first level of the tree and let us assume for the sake of contradiction that
The rigid stabiliser of the vertex u in H, Rist H (u) = Rist G (u) ∩ H, is a normal subgroup of St H (u). Since H u = G u , it is also a normal subgroup of St G (u). Indeed, for any g ∈ St G (u), there exists h ∈ St H (u) such that ϕ u (g) = ϕ u (h). Hence, since any r ∈ Rist H (u) acts trivially outside of T u , the subtree rooted at u, we have
Now, since G acts transitively on L 1 and since H St G (1) = G, we conclude that H must also act transitively on L 1 . Therefore, for any
This implies that Rist H (1) = {1}. Indeed, otherwise, by hypothesis, we would have H Rist H (1) = G, which is absurd since H Rist H (1) = H and H = G.
Let U ⊂ L 1 be a subset of vertices of the first level such that Rist H (U ) ∩ St H (1) = {1} and whose cardinality is minimal for this property. Note that such a set must exist, since Rist H (L 1 ) ∩ St H (1) = St H (1), which is clearly non-trivial. By transitivity, we can assume that u ∈ U . As we have seen above, Rist H (u) = {1}, which implies that 2 ≤ |U | ≤ |L 1 |.
We are going to show that there must exist a surjective homomorphism
Let us consider the (possibly trivial) subgroup Rist H (L 1 \ {u}) ∩ St H (1) of elements of St H (1) that are sent to the identity by ϕ u . We have
where the last equality is due to the minimality of U . We conclude that Rist
By the minimality of the size of U , we know that ϕ w (Rist H (U ) ∩ St H (1)) is non-trivial. Therefore, it follows from Corollary 2.18 that there exists some v ∈ T w (possibly equal to w) such that Rist
This implies that the kernel of the map
is contained in the kernel of the map
Therefore, we have a well-defined homomorphism
is any element such that ϕ u (g) = g. Since, for anyg ∈ St H (|v|), we have α(ϕ u (g)) = ϕ v (g), we see that this homomorphism is surjective.
We will now derive a contradiction from the existence of this homomorphism and the fact that H is prodense in G.
Let r ∈ Rist G (v) be any non-trivial element of the rigid stabiliser of v. Such an element exists since G is a weakly branch group. Notice that since we have shown that Rist H (w) = 1 for all w ∈ L 1 , we must have that r / ∈ H. Let us consider ϕ v (r) ∈ ϕ v (St G (|v|)). Since r is non-trivial and in the rigid stabiliser of v, we have that ϕ v (r) is non-trivial. Therefore, there must exist n ∈ N such that ϕ v (r) / ∈ St Gv (n). Let us write
As St ϕv (StH (|v|)) (n) is a normal subgroup of finite index of ϕ v (St H (|v|)), we have that K is a normal subgroup of finite index of ϕ u (St H (|v|) ). Now, we know that St H (|v|) is a normal subgroup of finite index in St H (u). Therefore, we have that ϕ u (St H (|v|) ) is a normal subgroup of finite index of ϕ u (St H (u)) = G u . This means that K is a subgroup of finite index of G u . Let L be the normal core of K in G u . Then, L is a normal subgroup of G u of finite index. It follows from Lemma 2.15 and the fact that G u is a weakly branch group that there exists some k ∈ N such that Rist G (m + 1). We know that this is a normal subgroup of G. Thus, since H is prodense, we have that H Rist 
Furthermore, since ϕ u (r) = 1, we find that ϕ u (h) = ϕ u (g) −1 . As g ∈ Rist
Therefore, we get ϕ v (r) ∈ St Gv (n), which contradicts our choice of r and n.
Since assuming that H u = G u led us to a contradiction, we must conclude that
We have just shown that the projections of proper prodense subgroups are proper prodense subgroups. We will now see that if we have a maximal subgroup of infinite index of a weakly branch group, then its projections are also maximal subgroups of infinite index.
Recall from Proposition 2.22 that for branch groups, every proper quotient is always in MF . Proof. Since M is a maximal subgroup of infinite index and since every proper quotient of G is in MF , we have that M is a proper prodense subgroup of G. Then, by Theorem 3.2, we know that M v is a proper prodense subgroup of G v . It thus only remains to show that it is maximal.
For the sake of contradiction, let us assume that
By the definition of G v , there existsg ∈ St G (v) such that ϕ v (g) = g. Since M is prodense in G, we have that M St G (|v|) = G. Therefore, there existsm ∈ M and s ∈ St G (|v|) such thatg =ms. Since bothg ands belong to St G (v), we must have thatm ∈ St G (v). Therefore, we have
Thus, replacing g by ϕ v (m −1 )g andg bys if necessary, we can assume that g ∈ St G (|v|). Now, let w ∈ L |v| be any vertex of level |v| different from v. Since Rist G (w) is a normal subgroup of St G (w), we have that ϕ w (Rist G (w)) is a normal subgroup of G w . By Theorem 3.2, we know that M w is a proper prodense subgroup of G w . Therefore, we have that M w ϕ w (Rist G (w)) = G w . Consequently, there exist m w ∈ M w and r w ∈ Rist G (w) such that m w ϕ w (r w ) = ϕ w (g). Letĝ =g
Then, for every w ∈ L |v| \ {v}, we have
where the second equality comes from the fact that r w ′ ∈ Rist G (w ′ ), so ϕ w (r w ′ ) = 1 if w = w ′ . Furthermore, by a similar computation, we have that ϕ v (ĝ) = g.
Since g / ∈ M v by construction, we must have thatĝ / ∈ M . Let us write H = M,ĝ . By the maximality of M , we must have that H = G. However, we will now prove that
which will contradict the fact that H = G. Let h ∈ St H (v) be an arbitrary element of H stabilising v. Since h ∈ H = M,ĝ , there exist n ∈ N, i 1 , . . . , i n ∈ Z and µ 1 , . . . , µ n+1 ∈ M such that
We will now see that for all 1 ≤ j ≤ n, we must have
This concludes the proof.
Using the above results, we can show that every maximal subgroup of infinite index of a branch group is again a branch group. For this, we first need a lemma. Proof. It is clear that Rist M (n) ≤ Rist G (n) ∩ M . Thus, we only need to show the other inclusion. Let g ∈ Rist G (n) ∩ M be any element. Then, by the definition of Rist G (n), there exists for all v ∈ L n an element
Let us fix some v ∈ L n , and let us define
As M v is a proper subgroup of G v by Theorem 3.2, we conclude that H = G. Therefore, by the maximality of M , we have H = M , which implies that g v ∈ Rist M (v). As this is true for all v ∈ L n , we get that g ∈ Rist M (n). We also have a corresponding result in the case where G is a weakly branch group.
Theorem 3.6. Let G be a weakly branch group acting on a rooted tree T , and suppose that every proper quotient of G is in MF . Let M < G be a maximal subgroup of infinite index of G. Then, M is a weakly branch group for its action on T .
Proof. By Lemma 3.4, we know that Rist M (n) = Rist G (n) ∩ M for all n ∈ N. We thus need to show that Rist G (n) ∩ M is non-trivial for every n ∈ N.
Let us fix some n ∈ N, and let r 1 ∈ Rist G (n) be a non-trivial element of Rist G (n). If r 1 ∈ M , then Rist G (n) ∩ M = 1. If not,by the non-triviality of r 1 , there must exist m > n such that r 1 / ∈ St G (m). In particular, r 1 / ∈ Rist G (m). Using the fact that M is prodense, there must exist h ∈ M and r 2 ∈ Rist G (m) such that hr 2 = r 1 . Therefore, we have h = r 1 r −1 2 . Since r 1 / ∈ Rist G (m), we know that r 1 r −1 2 = 1, and since m > n, we have Rist G (m) ≤ Rist G (n), and thus r 1 r −1 2 ∈ Rist G (n). We conclude that r 1 r −1 2 ∈ Rist G (n) ∩ M , and thus this subgroup is non-trivial. This concludes the proof.
Maximal subgroup of the Basilica group
In this section, as an application of Theorem 3.3, we prove that every maximal subgroup of the Basilica group is of finite index. To the best of our knowledge, this is the first example of a weakly branch but not branch group belonging to the class MF.
4.1. The Basilica group. Before we study its maximal subgroups, let us first give a definition of the Basilica group and list some of its properties that will be relevant to our investigation. We refer the interested reader to [11] for more information about this group.
Definition 4.1. Let X = {0, 1} be an alphabet of two letters, let σ ∈ Sym(X) be the non-trivial permutation on X, and let a, b ∈ Aut(X * ) be the automorphisms of the rooted tree X * defined by the recursive formulas
The Basilica group B = a, b ≤ Aut(X * ) is the group of automorphisms of the rooted tree X * generated by a and b.
Remark 4.2. In [11] , Grigorchuk andŻuk defined the Basilica group by a rightaction on the rooted tree X * , but it is easy to check that the corresponding leftaction, defined by g · x = x · g −1 , gives rise to the recursion formulas given above.
The following theorem collects a few properties of the Basilica group B that were proved by Grigorchuk andŻuk in [11] . We refer the reader to that text for the proofs. In the same article, Grigorchuk andŻuk also obtained a presentation for B, which will be useful later on. 
4.2.
The derived subgroup of B. According to Theorem 4.3, the Basilica group B is a regular weakly branch group over its derived subgroup B ′ . For this reason, having a good description of B ′ will be very useful later on in the study of subgroups and quotients of B. In this subsection, we prove that B ′ is a finitely generated group and give a minimal set of generators. We believe that these results could also be of independent interest to anyone studying the Basilica group. We begin by introducing some notation which will hopefully help to make the computations that follow more readable. 
The following proposition establishes some relations between these commutators.
Proposition 4.6. For all s, t ∈ Z, we have the following relations in B:
Proof. The proof is a direct computation, using the injectivity of the map ψ 1 defined in Proposition 2.9. We will make frequent use of the fact that
. By direct computation, we find
Therefore, it follows from the injectivity of ψ 1 that we have α s,2t+1 = α s 1,2t+1 . Using this fact, we see that
Now, using the fact that ψ 1 (α −1 1,−1 ) = (b −1 , b) and ψ 1 (a t ) = (1, b t ), we see that α −1 1,−1 and a t commute. Therefore, we have
The first relation then immediately follows from the injectivity of ψ 1 .
To prove the second relation, let us notice that from direct computations, we immediately get ψ 1 (α s,2t ) = (1, α −1 t,s ). Hence, we have
This proves the second relation.
The previous proposition implies that the derived subgroup of the Basilica group is generated by only three elements. Proof. Since the Basilica group is generated by two elements, a and b, its commutator subgroup B ′ is generated by the set
It then follows from Proposition 4.6 that B ′ is generated by α 1,1 , α 1,−1 and α 1,2 .
It turns out that this generating set is minimal. However, to prove this, we will need a better understanding of the quotients of B, so we postpone the proof of this fact to the next subsection (Proposition 4.14).
4.3.
Quotients of B. To use Theorem 3.3 to study maximal subgroups of the Basilica group B, we first need to show that every proper quotient of B belongs to the class MF . Let us first notice that B is not a branch group, so we cannot simply use Proposition 2.22. To show this, we first observe that the discrete Heisenberg group H 3 (Z) is a quotient of B. 
Let F (a, b) be the free group on a and b. Then, for all m, n ∈ Z and for x, y ∈ {a, b}, we have [x −m y n x m , y n ] = y −n y n x −m y −n x m y −n x −m y n x m y −n y n y n
where γ 3 (F (a, b) ) is the third term in the lower central series of F (a, b).
Since γ 3 (F (a, b) ) is normally generated by [[a, b] , a] and [[a, b], b], we conclude by the above that λ k (τ m ) is a consequence of these two relations for all k ∈ N and m ∈ 2N + 1. Therefore, we have
which is the presentation of the discrete Heisenberg group H 3 (Z).
As a direct consequence, we get that the Basilica group is not a branch group. Proof. It follows from Lemma 2.15 that every proper quotient of a branch group is virtually abelian. However, by Proposition 4.8, B admits the discrete Heisenberg group H 3 (Z) as a quotient, and this quotient must be proper by Lemma 2.16. As H 3 (Z) is not virtually abelian, we conclude that B is not a branch group.
Therefore, before we can use Theorem 3.3, we first need to prove that every proper quotient of B is in MF . In fact, we will prove something stronger, namely that every proper quotient of B is virtually nilpotent. This is indeed stronger, since every finitely generated virtually nilpotent group is in MF .
To prove that every proper quotient is virtually nilpotent, since B is a weakly regular branch group over B ′ , it is sufficient to prove that B/B ′′ is virtually nilpotent, as the next theorem shows. Theorem 4.10. Let X be a finite alphabet of size d, let G ≤ Aut(X * ) be a regular weakly branch group over a normal subgroup K, and let P be a property of groups that is preserved under taking finite direct products, quotients and subgroups. Then, every proper quotient of G is virtually P (i.e. contains a subgroup of finite index with property P) if and only if G/K ′ is virtually P.
Proof. As K cannot be abelian by Lemmas 2.15 and 2.16, G/K ′ is a proper quotient, so the necessity is obvious. Let us show that if G/K ′ is virtually P, then so is every proper quotient of G.
Let N G be a non-trivial normal subgroup of G. According to Lemma 2.15, there exists n ∈ N such that Rist ′ G (n) ≤ N . Now, by definition of a regular weakly branch group over K, we have that there exists a subgroup K n ≤ K such that K d n = ψ n (K n ). In particular, we see that K n ≤ Rist G (n). Consequently, we have that K ′ n ≤ Rist ′ G (n) ≤ N . As K is normal in G and as G is self-similar, it follows from its definition that K n must also be a normal subgroup of G. Consequently, as K ′ n is a characteristic subgroup of K n , we have that K ′ n is a normal subgroup of G. Hence, we can take the quotient G/K ′ n . If we can prove that G/K ′ n is virtually P, then this will imply that G/N is also virtually P. Indeed, as K ′ n ≤ N ≤ G, we have that
If G/K ′ n is virtually P, then by the correspondence theorem, there exists H ≤ G of finite index such that K ′ n ≤ H and such that H/K ′ n has P. Since P is preserved by taking quotients, we have that
has P. It is also of finite index in G/N , since H is of finite index in G. Thus, it suffices to prove that G/K ′ n is virtually P. In fact, since K ′ n ≤ St G (n) and since St G (n) is of finite index in G, it suffices to prove that St G (n)/K ′ n is virtually P. Now, since G is self-similar, we have ψ n (St G (n)) ≤ (G) d n . Hence,
As G/K ′ is virtually P, there exists a finite index subgroup H ≤ G containing K ′ such that H/K ′ has property P. Since property P is preserved by finite direct products, (H/K ′ ) d n is a finite index subgroup of (G/K ′ ) d n with property P. Let us set L = ψ −1 n (H d n ∩ ψ n (St G (n))). As K ′ ≤ H, we clearly have that K ′ n ≤ L. We claim that L is a finite index subgroup of St G (n) such that L/K ′ n has P. To see that L is of finite index in St G (n), it suffices to notice that since H d n is of finite index in G d n , we have that H d n ∩ ψ n (St G (n)) is of finite index in ψ n (St G (n)). Since ψ n restricted to St G (n) is an isomorphism onto its image, we conclude that L is of finite index in St G (n). To see that L/K ′ n has P, it suffices to notice that ψ n gives us an isomorphism between L/K ′ n and (H d n ∩ ψ n (St G (n)))/(K ′ ) d n ≤ (H/K ′ ) d n .
Since (H/K ′ ) d n has P and since P is inherited by subgroups, we conclude that L/K ′ n has P. This proves that G/K ′ n is virtually P and thus concludes the proof.
We thus only need to show that B/B ′′ is virtually nilpotent. For this, we will require the following lemma, which is Lemma 9 in [11] . However, since the proof in [11] relies on Lemma 8 of [11] , whose proof contains a mistake, we give here a different proof. . We find
Since γ 3 (B) is a normal subgroup of B, any conjugate of these elements will also belong to γ Using this lemma, we can show that B/B ′′ is virtually nilpotent. Proof. Thanks to Lemma 4.11, we have
. We can now finally conclude that every proper quotient of the Basilica group is virtually nilpotent, and thus in MF. Proof. The fact that every proper quotient of Basilica is virtually nilpotent follows directly from Theorem 4.10, Lemma 4.12 and the fact that B is a regular weakly branch group over B ′ . Since every finitely generated virtually nilpotent group is in MF, we conclude that every proper quotient of B is in MF .
We can thus use Theorem 3.3 to study maximal subgroups of the Basilica group, which we will do in the next section. Before we go on, however, let us quickly remark that by combining Lemma 4.11 and Proposition 4.8, we can show that the set of generators of B ′ obtained in Proposition 4.7 is minimal. Proof. Since ψ 1 is an injective map, we have
It thus follows from Proposition 4.8 that ψ
Let f : Z 3 → B ′ /B ′′ be the homomorphism sending (1, 0, 0) to α 1,1 , (0, 1, 0) to α 1,−1 and (0, 0, 1) to α 1,2 , and let g : B ′ /B ′′ → H 3 (Z) × H 3 (Z) be the injective homomorphism implied above. To prove the result, it suffices to show that the kernel of g • f is trivial.
By direct computation, we see that and we quickly see that this is trivial if and only if l = m = n = 0. Thus, g • f is injective, which implies that f is injective. By Proposition 4.7, it is also surjective and is thus an isomorphism.
4.4.
Maximal subgroups of the Basilica group. In this subsection, we use Theorem 3.3 to prove that every maximal subgroup of the Basilica group B is of finite index. Although the details are very different, the general strategy of the proof is roughly the same as the one used by Pervova in [17] to prove that the Grigorchuk group is in MF . Namely, assuming that there exists a maximal subgroup of infinite index M < B, we will show, using arguments of length reduction, that there must exist some vertex v ∈ X * such that M v = G, thus contradicting Theorem 3.3. To achieve this, we will require several intermediate steps. Before we begin, however, let us first fix some notation that will be useful throughout this section. Notation 4.15. We will denote by | · | : B → N the word norm with respect to the generating set S = {a, a −1 , b, b −1 }. In other words, for g ∈ B, we denote by |g| the smallest word in the alphabet S representing g. In what follows, we will generally make no distinction in the notation between a word in the generating set S and the element it represents in the group B and rely on the context to distinguish between the two cases. In particular, if w ∈ S * is a word in the alphabet S, we will denote by |w| the length of the corresponding element in B, which may be smaller that the number of letters in w. A word w = s 1 . . . s n ∈ S * will be called a word of minimal length or a geodesic word if |s 1 . . . s n | = n.
Remark 4.16. The map | · | : B → N is subadditive: for g 1 , g 2 ∈ B, we have |g 1 g 2 | ≤ |g 1 | + |g 2 |. In particular, if w = s 1 . . . s i s i+1 . . . s n is a geodesic word, this implies that |w| = |s 1 . . . s i | + |s i+1 . . . s n | for all 1 ≤ i ≤ n. This means that subwords of geodesic words are always geodesic.
Notation 4.17. Let g, g 1 , g 2 ∈ B and ǫ ∈ {0, 1} be such that ψ 1 (g) = σ ǫ (g 1 , g 2 ). From now on, we will frequently suppress the ψ 1 from the notation and simply write g = σ ǫ (g 1 , g 2 ).
We begin our investigation with a series of lemmas establishing various bounds between the length of elements in B and the length of their projections. Lemma 4.18. Let g ∈ B be an arbitrary element of the Basilica group, and let g 1 , g 2 ∈ B, ǫ ∈ {0, 1} be such that g = σ ǫ (g 1 , g 2 ). Then, |g 1 | + |g 2 | ≤ |g|.
Proof. As a = (1, b), b = σ(a, 1), a −1 = (1, b −1 ) and b −1 = σ(1, a −1 ), we see that the given inequality is true for the generating set S = {a, b, a −1 , b −1 }. Therefore, by induction, it must be true for any element of B.
Lemma 4.19. Let g = σ(g 1 , g 2 ) / ∈ St B (1) be an element of B that does not belong to the stabiliser of the first level, and let α, β ∈ B be such that g 2 = (α, β). Then, |α|, |β| ≤ |g|.
Proof. We have g 2 = σ(g 1 , g 2 )σ(g 1 , g 2 ) = (g 2 g 1 , g 1 g 2 ). Hence, thanks to Lemma 4.18, we have |α| ≤ |g 2 | + |g 1 | ≤ |g|, and likewise, |β| ≤ |g|. Lemma 4.20. Let g = σ ǫ (g 1 , g 2 ) ∈ B be an arbitrary element of the Basilica group, where ǫ ∈ {0, 1}, and let x 1 x 2 . . . x n ∈ S * be a word of minimal length representing
Proof. As the word x 1 x 2 . . . x n is reduced (otherwise, it would not be of minimal length), it follows from the hypothesis that it must contain a subword of the form ba k b −1 for some k ∈ Z * . Seen as an element of B, we have
Since ba k b −1 is a subword of a geodesic word, we must have |ba k b −1 | = |k| + 2. Indeed, otherwise, we could replace it by a shorter word representing the same element. On the other hand, |b k | ≤ |k|. Thus, there is a difference of at least 2 between the length of ba k b −1 and the sum of the length of its children. By using subadditivity, Lemma 4.18, and the fact that every subword of a geodesic word must again be a geodesic, we can conclude that |g 1 | + |g 2 | ≤ |g| − 2 < |g|. Lemma 4.21. Let g = σ ǫ (g 1 , g 2 ) ∈ B be an arbitrary element of the Basilica group, where ǫ ∈ {0, 1}, and let x 1 x 2 . . . x n ∈ S * be a word in the alphabet S = {a, b, a −1 , b −1 } of minimal length representing g. If x 1 x 2 . . . x n contains a subword of the form b −2 a k b 2 , then |g 1 | + |g 2 | < |g| = n.
As in the proof of Lemma 4.20, we observe that |b −2 a k b 2 | = |k| + 4 and |1| + |a −1 b k a| ≤ k + 2 and thus conclude that |g 1 | + |g 2 | ≤ n − 2 < n = |g|.
In addition to these facts regarding length contraction of elements of B, we will also need to know the equivalence classes of the projections of some elements modulo the commutator subgroup B ′ , which we study in the following lemma. Notation 4.22. Let g 1 , g 2 ∈ B be two arbitrary elements. We will write
Lemma 4.23. Let g / ∈ St B (1) and g 2 = (g 1 , g 2 ). Then,
Proof. If g = abz for some z ∈ B ′ with z = (z 1 , z 2 ), then
According to Lemma 5 of [11] , we have z 1 ≡ B ′ z −1 2 , so the result follows. Similarly, if g = ab −1 z, we have g 2 = (1, b)(a −1 , 1)σ(z 1 , z 2 )(1, b)(a −1 , 1)σ(z 1 , z 2 ) = (a −1 z 2 bz 1 , bz 1 a −1 z 2 ), and if g = a −1 bz, we have
We are now almost in position to prove that any subgroup of B that is prodense must project to B on some vertex. The next few lemmas form the crucial part of the proof. Lemma 4.24. Let g ∈ B be such that g ≡ B ′ ab. Then, there exist a vertex u ∈ X * in the rooted tree X * and an element g ′ ∈ St B (u) ∩ g such that ϕ u (g ′ ) = ab.
Proof. Let us proceed by induction on the length of g.
By definition, the elements of length 1 of B are a, b, a −1 , b −1 , none of which are congruent to ab modulo B ′ by Theorem 4.3, so the case |g| = 1 is impossible. For |g| = 2, by the same theorem, the only possibilities are g = ab or g = ba. The case g = ab is trivial. If g = ba, we have g 2 = baba = (ba, ab), and so ϕ 1 (g 2 ) = ab. Now, let us assume that the result is true for any h ∈ B such that h ≡ B ′ ab and |h| < n for some n ∈ N, and let g ∈ B be such that g ≡ B ′ ab and |g| = n.
Since g ≡ B ′ ab, we must have g / ∈ St B (1), so g = σ(g 1 , g 2 ). Therefore, we have g 2 = (g 2 g 1 , g 1 g 2 ). By Lemma 4.23, g 2 g 1 ≡ B ′ g 1 g 2 ≡ B ′ ab, and by Lemma 4.19, |g 2 g 1 |, |g 1 g 2 | ≤ |g| = n. If |g 2 g 1 | < n or |g 1 g 2 | < n, we can then conclude by induction. Otherwise, we must have |g 2 g 1 | = |g 1 g 2 | = n. Therefore, the words representing g 1 and g 2 obtained from a geodesic of g by the substitution a → (1, b) and b → σ(a, 1) must be geodesics, and so must their concatenations g 2 g 1 and g 1 g 2 (since the sum of the length of the words for g 1 and g 2 , before any reduction, is exactly n).
Let us write g 1 g 2 = σ(α, β). If the geodesic word for g 1 discussed above contains b and the one for g 2 contains b −1 , then by Lemma 4.20, |α| + |β| < n. Therefore, (g 1 g 2 ) 2 = (βα, αβ) with |αβ| < n, αβ ≡ B ′ ab. Hence, we can conclude by induction. Likewise, if g 2 contains b and g 1 contains b −1 , we can conclude by induction by using the projections of (g 2 g 1 ) 2 .
Since it follows from Theorem 4.3 that the sum of the exponents of a in any word representing g is 1, the exponents of b in g 1 and g 2 must sum up to 1. Hence, if g 1 and g 2 both contain some b, one of them must also contain b −1 . Likewise, if both contain some b −1 , then one of them must contain b. Hence, the only remaining case is if g 1 = a k or g 2 = a k for some k ∈ Z, with |g 1 g 2 | = |g 2 g 1 | = |g|. We will show that this can only occur if g = ab or g = ba.
Let us notice that a k1 b 2l+1 a k2 = σ(b k1 a l+1 , a l b k2 ). Hence, if g contains a subword of the form a k1 b 2l+1 a k2 with k 1 , k 2 ∈ Z * and l ∈ Z, then both g 1 and g 2 contain some non-trivial power of b. Hence, if g 1 = a k or g 2 = a k , then we must have
with i j=1 l j = 0 and i j=1 k j = 1. Indeed, we just saw that in a geodesic word representing g, odd powers of b cannot be sandwiched between non-zero powers of a. This means that odd powers of b must be either at the very beginning or at the very end of the word. Hence, there are only two possible positions, which implies that there are at most two odd powers of b. As the sum of the powers of b must be 1, we conclude that the word for g must contain exactly one b with an odd power, either at the beginning or at the end, thus obtaining the two possibilities above.
If g = b 2l1+1 a k1 b 2l2 a k2 . . . b li a ki , it follows from Lemmas 4.20 and 4.21 that g = ba or g = b −1 a k1 b 2 a k2 with k 1 + k 2 = 1. Indeed, otherwise, g would contain a subword of the form ba k b −1 or b −2 a k b 2 , which contradicts the hypothesis that |g 1 g 2 | = |g 2 g 1 | = n. If g = b −1 a k1 b 2 a k2 , we have g 2 = (a −1 b k1 ab k2 a, b k1 ab k2 ), and |b k1 ab k2 | ≤ |k 1 | + |k 2 | + 1 < |k 1 | + |k 2 | + 3 = |g|, a contradiction. Hence, the only possible case is g = ba.
Similarly, if g = a k1 b l1 a k2 b l2 . . . a ki b 2li+1 , then unless g = ab, g must contain a subword of the form ba k b −1 or b −2 a k b 2 , which is impossible according to Lemmas 4.20 and 4.21.
This concludes the proof. Proof. We again proceed by induction on |g|.
The case |g| = 1 is impossible. If |g| = 2, we have g = b −1 a or g = ab −1 . Since (ab −1 ) −2 = σ(a, 1)(1, b −1 )σ(a, 1)σ(1, b −1 ) = (b −1 a, ab −1 ), the result is true in those cases.
Let us now assume that the result is true for elements of length smaller than n ∈ N and let g ∈ B be such that g ≡ B ′ ab −1 and |g| = n. Writing g = σ(g 1 , g 2 ), g 1 g 2 = (α, β) and g 2 g 1 = (α ′ , β ′ ), if |α|, |β|, |α ′ | or |β ′ | is smaller than n, we find that the result is true by induction thanks to Lemma 4.23 and Lemma 4.19.
Notice that once again, unless g 1 = a k or g 2 = a k for some k ∈ Z, then one of |α|, |β|, |α ′ | or |β ′ | must be smaller than n, thanks to Lemma 4.20 and the fact that the exponents of b in g 1 and g 2 must sum to 1.
As in the proof of Lemma 4.24, this means that g cannot contain a subword of the form a k1 b 2l+1 a k2 with k 1 , k 2 ∈ Z * and l ∈ Z. Therefore, we must have g = b 2l1−1 a k1 b 2l2 a k2 . . . b 2li a ki or g = a k1 b 2l1 a k2 b l2 . . . a ki b 2li−1 with i j=1 l j = 0 and i j=1 k j = 1. If g = b 2l1−1 a k1 b 2l2 a k2 . . . b 2li a ki , then unless g = b −1 a, g must contain a subword of the form ba k b −1 or b −2 a k b 2 , which is impossible according to Lemmas 4.20 and 4.21.
If g = a k1 b 2l1 a k2 b 2l2 . . . a ki b 2li−1 , then for the same reasons, we must have g = ab −1 or g = a k1 b −2 a k2 b with k 1 + k 2 = 1. However, (a k1 b −2 a k2 b) 2 = (a −1 b k1 a −1 b k2 a, b k1 a −1 b k2 ), and |b k1 a −1 b k2 | ≤ |k 1 | + |k 2 | + 1 < |g|.
Hence, unless g = ab −1 or g = b −1 a, we always have that one of α, β, α ′ , β ′ is of length smaller than |g|. We can therefore conclude by induction thanks to Lemma 4.23.
Lemma 4.26. Let u be a vertex of the rooted tree X * . Then, there exists g ∈ ab ∩ St B (u) such that ϕ u (g) = ab or ϕ u (g) = ba.
Proof. We have (ab) 2 = (ba, ba) and (ba) 2 = (ba, ab). The result follows by induction.
We can now finally piece all of these lemmas together to show that prodense subgroups of the Basilica group must project to B on some vertex. Proof. Since HB ′ = B, there exists g ∈ H such that g ≡ B ′ ab. Hence, it follows from Lemma 4.24 that there exists v ∈ X * such that ab ∈ H v . Now, by Lemma 3.1, H v is prodense in B, so we have H v B ′ = B. Hence, there exists h ∈ H v such that h ≡ B ′ ab −1 . Therefore, according to Lemma 4.25, there exists v ′ such that b −1 a ∈ (H v ) v ′ = H vv ′ . From Lemma 4.26, we also have that either ab ∈ H vv ′ or ba ∈ H vv ′ .
If ab, b −1 a ∈ H vv ′ , then a 2 ∈ H vv ′ . Since a 2 = (1, b 2 ) and b 2 = (a, a), if we set u = vv ′ 11 ∈ X * , we have that a and either ab or ba are in H u . Since B is generated by a and b, we get H u = B.
Likewise, if ba, b −1 a ∈ H vv ′ , then b 2 ∈ H vv ′ , and since b 2 = (a, a), by setting u = vv ′ 1 ∈ X * , we get that a, b ∈ H u , so H u = B.
We are now finally ready to prove the announced theorem. As was mentioned above, in addition to being one of the rare non-linear examples of a group belonging to the class MF , the Basilica group is, to the best of our knowledge, the first example of a weakly branch but not branch group in this class. It is also different in many other aspects from the groups studied by Pervova [17] and their generalisations [1, 14] , such as the Grigorchuk group and the GGS groups. To name but a few, it is torsion-free, it is not just-infinite and it admits non-nilpotent quotients. This example thus serves to illustrate the wide range of algebraic properties that can be enjoyed by weakly branch groups in MF .
