Introduction
1. This work is a continuation of our previous work "Blowup of small data solutions for a quasilinear wave equation in two space dimensions" [6] . We consider in both quasilinear We assume that the Cauchy data are C ~ and small, u(x, 0)= eu~176 0~u(x, 0) = eu~ +~2u~ +...,
(0.2)
and supported in a fixed ball of radius M. We could with minor changes handle as well more general equations of the form o~u-~xu+Z 9,j(vu)0~ju = 0,
with g~j (0)=0, because cubic and higher-order terms play no crucial role in the blowup. We restrict ourselves to (0.1) because previous papers used here have been written in this framework, and also for simplicity.
Following [10] , we define g(w) = Z gik ~i~j wk, (0 are the usual polar coordinates in space, and w0=-l, ~l=cosw, ~2=sinw.
Our aim is to study the existence of smooth solutions to this problem, more precisely the lifespan T~ of such solutions and the breakdown mechanism when these solutions stop being smooth. In space dimensions two or three, this problem has been introduced and extensively studied by John (see his survey [12] and the references therein), then by Klaincrman [13] , [14] , H5rmander [10] , [11] and many authors. Using some crude approximations by solutions of Burgers' equation, HSrmander [10] has obtained in dimensions two and three explicit lower bounds for the lifespan. The result in dimension two is
liminf sT~/2/> (max g(w)O~R(1)(a,w) ) -1 -To.
(0.4)
Here, the "first profile" R (1) is defined as 
~ [R(s,w,u~)_OsR(s,w, uO)]ds,
(
dx.
It was suggested in [11] that these lower bounds should be sharp. In our previous work [6] , we were able to prove actual blowup only for the special example of (0.1), (O~-A)u = (0tu)(02u).
It was not clear then whether this result was likely to be true in fact for the general equation (0.1), or if it was a consequence of the special structure of the nonlinear terms.
In the present work, we prove that actual blowup takes place at the suggested time for a general equation (0.1), (0.2) (see Lifespan Theorem 1 of Part I). The only assumption we need is the "generic" condition on the Cauchy data:
(ND) The function -g(w)0a2R (1) (Or, W) has a unique strictly negative nondegenerate minimum at a point (c~0, Wo).
In fact, Theorem 1 shows that the full formal asymptotic lifespan computed in [3] is the asymptotic expansion of the true lifespan T~. Moreover, the method of proof yields an accurate description of the behavior of V2u close to the unique blowup point M~ at time t=T~: it is a geometric blowup of cusp type, according to the terminology of [4] (see Geometric Blowup Theorem 2 of Part I).
Hence, geometric blowup of cusp type seems to occur quite often at times equal to the lifespan for quasilinear hyperbolic equations. We hope that further work will confirm this view (see [8] for a discussion of the stability of this pattern and [7] for a short discussion of other possibilities).
2. The method of proof relies on the blowup techniques introduced in [4] : we show there how to construct blowup solutions by solving in smooth functions a nonlinear system called blowup system. In [6] , the special structure of the nonlinear terms in (0.1) made it possible to eliminate unknowns and reduce the nonlinear blowup system to a scalar third-order equation. The improvement of the present paper over [6] is so to speak of "algebraic" nature: we display in the general case, using the genuine nonlinearity g(wo)r implied by (ND), decoupling properties of the linearized blowup system (and only at the linearized level) which allow one to find solutions and prove tame estimates: these results are explained in Theorem 3 of Part II. Let us emphasize that this blowup theory has nothing to do with perturbation problems or asymptotic analysis; its only connection with problem (0.1), (0.2) is that, blankly applied to this problem after an adequate preparation using some asymptotic analysis, it yields the solution. For clarity, we develop in Part II the blowup theory for a second-order general quasilinear equation. In Part III, we consider the application of this theory to (0.1), (0.2), and review step by step the proof of [6] to indicate how it extends to the general case: surprisingly enough, only minor changes are needed in the estimates; the approach of the determination of the lifespan as a free boundary problem remains unchanged. We hope that this theory will extend to systems, and will be a tool to approach such problems as the stability of blowup and so on (see [8] for results in this direction).
I. Results for the nonlinear wave equations
Consider the problem (0.1), (0.2) (already outlined in the Introduction) of a quasilinear wave equation in two space dimensions with small compactly supported Cauchy data.
Recall the normalized variables usually used:
Using the function g and the first profile R (1) (defined in (0.3) and (0.5)), we make the following "generic" assumption on the Cauchy data:
(ND) The function -g(w)O2R fl) (~, w) has a unique strictly negative nondegenerate minimum at a point (ao, To).
We have then the following theorem.
LIFESPAN THEOREM 1. The lifespan Te of the classical solution of
( 
IO~u(. ,t)JL~ >1 -C'T~-t" (1.3)
As in [6] , let us remark that the full asymptotics of Te and of the location of Me has been already computed in [3] ; the one term asymptotics of (1.1) is only given for simplicity.
Close to the point Me, we have a much better description of u, given by the following theorem. It is of course understood, in Theorems 1 and 2, that the dependence of the various objects on s is "uniform": the points M~ and 214~ depend continuously on e, the neighbourhood V can be taken as the intersection of a fixed set with {T~<~}, the functions r v, w are uniformly bounded in C 3, the strict inequalities in (H) are uniform, etc.
Exactly as in [6] , we see that the blowup of V2u only comes from the singularity of the mapping (I) at the point/14~; according to (H), this singularity is of cusp type (in the usual sense of classification of mappings): this is exactly what is called in [4] a "geometric blowup of cusp type". Taking into account the fact that equation (0.1) has no special structure in its nonlinearity (in the sense that the coefficients g~j are arbitrary), this result seems to indicate that geometric blowup of cusp type occurs very often for quasilinear hyperbolic equations. We hope that further work on various other equations or systems will confirm this view (see [7] for a short discussion of more complicated cases).
We can easily deduce from Theorem 3 the following corollary, which we can view as some "blowup criterion" (see [15] or [7] ):
COROLLARY. Assume that the data of a solution u of (0.1) satisfy (ND) and that c is small enough. If u is smooth for t<T~T~ and, for some C,
IV2u( -,t)LL~ ~< C, then T <T~.
We wonder if it is possible to prove such a statement directly by some "functional analysis" method.
II. Blowup of a quasilinear second-order equation
This section is self-contained. In Part III, we will explain how to use this theory to obtain the results of Part I about quasilinear wave equations.
We have developed in [4] a general theory of "blowup solutions" and "blowup systems". However, we do not know in general how to solve the blowup system of a given equation or system. We were able to solve this blowup system only in the special cases considered in [5] and [6] .
If we start with a second-order scalar equation, we can of course write it as a firstorder system to which the theory of [4] applies, but this is rather tedious: we develop here along the same lines another approach, in which we keep in sight as far as possible the scalar character of the original equation.
Let us consider, in some domain of R" with coordinates (xl, ..., xn), the quasilinear equation 
Linearization of the blowup system.
To compute the linearized blowup system, we must introduce some notations. We set, for arbitrary smooth functions r v, w,
(E (2.4)
Zl= ~-~pij(r Q= ~piyO~y,
Co : E KijOuPiJ +Ouq,
al=Tv~-Zlr a2=ao+elr162
It is understood here that the summations are taken for all i, j, and that Pij and its various derivatives are taken at (r y, w, Ow-r With these notations, we list first certain technical identities. 
( a2-ao )vs -e2r
We denote now by the differential of C at the point (r v, w), and similarly for R and .A.
The following proposition describes the linearized system of the blowup system.
PROPOSITION II.2. We set ~=(v-vr and have then
The straightforward computation is left to the reader.
Remark. In establishing the blowup system (2.3), we keep in mind that (I), v, w cannot be separately determined, because we can always replace (I) by (I)(Ih ((Ih being a diffeomorpism), and then replace v,w by v((Ih),w((I)a). What we need here is that (I) should be of corank one wherever it is not invertible. The choice (2.2) is then no restriction and has the advantage of being simple and leading to (relatively) easy computations. Of course, the structure of the linearized blowup system also reflects this indeterminacy between (I), v and w. Generally speaking, if u((I,)=w, we have ~((I))+ut((I))(P=~b, hence ~b-u'((I,)(~ is indeed the "good unknown" for the linearized system (this fact has many applications in nonlinear problems involving free boundaries, see for instance [1] ). Here, 2 is this good unknown, because v=(O~u)((P). This terminology is justified by the following fact: for a blowup solution such as u, the main contribution to the matrix u" at the blowup point is given by the matrix of rank one ~tq~ (see also Proposition 2.2.1 of [4] ); hence 3`r asserts the effective dependence of the symbol ~pijr on Vu in the relevant direction -r (it is the same situation as that described by Lax for first-order systems). In this case, we can express ~) in terms of r i according to Proposition II.2. The remarkable fact is that the resulting system in r i almost decouples, as indicated in the following theorem. 
= -r r~' + ( z~ + a2) .4' -~ (ao 0~ + Z~ r E',
The point of this theorem is that, thanks to Lemma II.2, the coefficients al and a2 of the terms involving Z1r and q~ in the first equation are small if $, ~, .4 and their derivatives are small. In a Nash Moser scheme aimed at solving g=0, ~=0, A=0, we could view these terms as "quadratic errors". However, we cannot just neglect them, because this would correspond to solving the linearized system up to quadratic errors divided by r which is not acceptable in the framework of smooth functions.
In applications, we will solve exactly the equations 
If the geometry of D and the boundary conditions are appropriate, this will yield .A~=h, and the linearized system is exactly solved.
III. Application to quasilinear wave equations with small data
In this part, we apply the theory of Part II to equation (0.1). The surprising fact is that, with the help of this theory, the proofs of Theorems 1 and 2 for the general case require only a little extra work compared to the proof of [6] . Thus this part is divided into three sections:
(i) First, we recall the general strategy of the proof of [6] .
(ii) Second, we point out the differences between the general case at hand and the special case of [6] .
(iii) Finally, we scan the proof of [6] , step by step, to explain what minor modifications have to be done to get a complete proof of the general ease.
The idea of the proof is to construct a piece of blowup solution to (0.1) in a strip -CoEr-tEM, T3s-2<.t<~T~, 0<70<f0, close to the boundary of the light cone. This gives an upper bound for the lifespan, which turns out to be the correct one. Of course, this is not surprising, because the first blowup of the solution is believed to take place in such a strip, and not far inside the light cone. The proof of the theorems is thus devoted to this construction, which is done in four steps.
Step 1. Asymptotic analysis, normalization of variables and reduction to a local problem. We choose a number 0<T0<?0 and use here asymptotic information on the behavior of u for r-t>~-Co and Et 1/2 close to ~'0. Thus, we are far away from any possible blowup at this stage, because of (0.2). According to [1] Step 2. Blowup of the problem. We see that u, Vu will remain continuous and that V2u will blowup at some point, in accordance with the expected behavior of u.
Note that instead of looking for a singular solution G of the normalized original equation as in Step 1, we are now looking for a smooth solution (r v, w) of the blowup system. However, we cannot just solve for T close to To: we have to reach out to attain a point where Cs=0.
Finally, introducing an unknown real parameter (corresponding to the height of the domain), we can reduce the free boundary problem at hand to a problem on a fixed domain.
Step 3. Existence and tame estimates for the linearized problem. The genuinely nonlinear character of the problem (in the sense of Definition II.3) is implied by the condition (ND). The theory of Part II (Theorem 3) tells us that in this case, the linearized blowup system decouples approximately. This allows us to obtain existence of a solution and tame estimates by doing so for a scalar third-order equation, as in the special case of [6] . The (unknown) point where r vanishes is a degeneracy point for this equation.
Energy estimates can then be obtained using an appropriate multiplier.
Step 4. Back to the solution u. Having w and 0, we deduce G and thus obtain a piece of solution ~ of (0.1) with the desired properties. It remains to prove that g=u where ~ is defined, and that u does not blowup anywhere else.
We indicate now the two main differences between the present work and [6] :
(i) In the special case of [6] , the full blowup system could be reduced to a single scalar third-order equation on r Here, this is no longer possible, but the theory of Part II (Theorem 3) shows that the linearized blowup system almost decouples into an ordinary differential equation and a scalar third-order equation, very close to that of [6] .
(ii) We do not assume g(w)~O as in [6] . The condition (ND) only tells us that g(w) will be nonzero for w close to wo. Thus we have to localize the (global in w) estimates of [6] to prove estimates for the linearized blowup system in a local domain of appropriate geometry in s, 7 and w.
Everything else is essentially the same, in particular, the analysis of the nondegem eracy condition (H) and the "fundamental lemma" are unchanged.
We proceed finally with the step-by-step analysis of the modifications of the proof of [6] .
Step 1. Asymptotic analysis, normalization of variables and reduction to a local problem. The asymptotic analysis "close to the boundary of the light cone" is exactly the same as in [6] . It leads us to set g u(x, t) = 7)
with r=lxl, x=r(cosw, sinw), a=r-t, T=st 1/2.
We fix 0<7"0<~0 (see (0.4)). Results from [2] indicate that close to TO, G behaves essentially as a smooth function of its arguments (uniformly in ~). We start from time
To to reach the actual (unknown) blowup time TE, which we expect to be close to ~0-In fact, 7o will have to be chosen very close to ~o, as will be explained in w of Step 2.
For completeness, though it is not really necessary, we indicate the expression of L(u) in the normalized variables a, w, 7.
PROPOSITION III.1. Set ~=(0,-sin50, cosw), c-0=(0, cos50, sin50), ~=(-1,cos50,sinw), R=T2+c2a.
Then, for a smooth function q of its arguments,

R1/2 C2
~L(u)-R1/~oLa+~2-iTr~ o~,a--R-z~o~a+~q(~,50,~,a, va )
~o
6~ ~ o ~ c* ~j 02c~l ~.(c).
We want to solve the equation P(G)=0 in an appropriate subdomain of with two trace conditions on {~-=T0} corresponding to that for u and G supported in {~<M}.
Step 2. Blowup of the problem and reduction to a Goursat problem on a fixed domain. A'= i8 +v8r r Since g(w0)r we are in the genuinely nonlinear case in a domain where w is close enough to cOo, which we will always assume in the rest of this work. The identities of Theorem 3 read, for ~=0,
Finally, we need to know the main terms (that is, the s2-terms) of Q: they are
~=(ko~-1 =)
Q= \ 4T r ~0~ q-O(g4). 
Straightening out a characteristic surface.
We will see in Step 3 that solving the linearized system reduces essentially to solving the main term in ~1 (Theorem 3) whose principal part is
z~O~-r
As in [6] , in order to obtain a characteristic Goursat problem, we consider the "nearly horizontal" surface E={T=r through {r=ro,s=M} which is characteristic for this operator taken on r ~, O. We perform then in the nonlinear blowup system the (known) change of variables where X is zero near one and one near zero, and 7>0 is small enough.
We now work in a subdomain of X<~M, 0 ~< T ~< T=r w of [6] has no equivalent here, so we jump to 2.4. Construction of an approximate solution in the large. For s=0, the exact solution r Vo, Wo of the blowup system is r
To), ~o=O~R(1)(X,Y,~-o), ~o=R(1)-lgT(O~R(1)) 2.
Gluing together r Vo, Wo with the true local solution r ~, ~ yields as in [6] an approximate solution ~(0)V(0), ~(0) for which s These right-hand sides are smooth, flat on {X=M}, zero near {T=0}, and vanish for s=0.
The condition (H).
For the sake of completeness, and because it is an essential point, we repeat here what has been said in w of [6] . 
Reduction to a Goursat problem on a fixed domain and condition (H).
3.1. Reduction to a fixed domain. Exactly as in [6] , to be free to adjust the height of the domain, we perform a change of variables depending on a parameter A close to zero:
X=x, Y=y, T=T(t,A)--t+At(1-xl(t)),
where X1 is one near zero and zero near To, and To is defined in (2.2.3). We hope that the reader will not confuse these coordinates with the original coordinates! To describe the fixed domain Do in which we will work, we first consider the following picture in the plane {x=M}:
(i) Fix wl small enough to have g#0 for wo-wl ~<w~<Wo+Wl.
(ii) Fix 0<z~< 
61= {t=O,y-(wO-Wl)=--~(x-M)} 52=_ =O,y-(wo+Wl)= w(x-M) }.
The domain Do is the domain bounded by the planes x=-Ao,x=M, t=O,t=To, the plane containing ((5t, Ilia), and the plane containing (52, I214); these planes have normal n~: = (-~71, +u, 1). It is understood that Ao and small r/1 are chosen such that r satisfies (H) for a point M interior to the upper boundary of Do.
We denote now by ~(k, r v, w) the nonlinear equation $ of the blowup system transformed by the two successive changes of variables (2.2.2) and (2. 2) and (2.3.1). As in [6] , we neglect the "quadratic errors" q~L and so on.
The idea for adjusting J~ is the following: once ~ is known, we want to have r162 satisfy again condition (H) for some point on the upper boundary of our fixed domain Do. This can be achieved by picking up ~ appropriately; this is what we call the "fundamental lemma" (see w167 3.3 and 3.4 of [6] ). Note that, at this stage, it is the nondegeneracy condition (ND) which ensures the stability of the vanishing pattern of Cz under perturbations. The iteration scheme is identical to that of [6, w which we do not repeat here.
Hence, it is enough to solve the transformed linear system
in Do.
Step 3. Existence and tame estimates for the linearized problem.
1. Structure of the linearized system. In order to write down the transformed linearized system, let us denote by ZI,0~-S,Q, and so on, the transformed operators of Z1,0s, Q, and so on. We normalize Zl to have it be Ot for ~=0, so that (as in [6]) Z=Ot+S2zoOy, S=Ox+~2soOt, and the transformed linearized system has the form 
Energy inequality for the linearized system.
We replace ~2 by r and set
= ZSZ+r162
We set Z=Z]r in the linearized system (3.1.1), so we have now to solve the system
There are two main differences with the treatment of [6] : first, we do not have to solve only for P, but for a coupled system; second, we want to prove estimates in Do, and hence we have to check that the geometry of Do is correct. 
The first quadratic form in the factor of 771-~s0 is clearly positive for small ~. The second is positive for small e only if L,2<-N1/N3: taking into account the explicit form of N1 and N3, and the choice of L,, this condition is satisfied for small ~. The boundary terms on the other plane for which u is changed into -~, are handled similarly.
We have thus proved that the energy estimate (4.2.2) of [6] Proof. First, we extend the fields Z, S, the operator 15 and the various coefficients of (3.2.1) to transform (3.2.1) into a system global in w, with the same properties as (3.2.1). In particular, we assume that we can solve the extended/5 in smooth flat functions as in Proposition IV.4 of [6] , and that we have the same estimates.
Next, we use the following fixed point scheme:
~]~(n+l) _F~ll(Zk(n)) § (oqZ+~2) ~(n) = ]1, We prove, exactly as in the proof of (3.2.2), that for an appropriate choice of 72 and h0, we have the contraction (K0 < 1)
ZE (~+~) +~Z~(")
Q~+I <~ KoQn, 
The function u does not blowup anywhere else. The proof is completely analogous
to that of [6] : we extend first, in a strip close to the light cone, the obtained function G globally in w to an approximate G which blows up only at/~. Then we extend this approximate G into the interior of the light cone, and complete the proof by the standard energy inequality argument.
