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BIFURCATION OF PERTURBATIONS OF NON-GENERIC CLOSED
SELF-SHRINKERS
ZHENGJIANG LIN AND AO SUN
Abstract. We discover a bifurcation of the perturbations of non-generic closed self-shrinkers.
If the generic perturbation is outward, then the next mean curvature flow singularity is cylin-
drical and collapsing from outside; if the generic perturbation is inward, then the next mean
curvature flow singularity is cylindrical and collapsing from inside.
1. Introduction
A mean curvature flow (MCF) is a family of hypersurfaces {Mt} in Rn+1 satisfying
(1.1) ∂tx = −Hn.
Here H is the mean curvature, which is the minus of trace of the second fundamental
form, and n is the unit outer normal vector. It is known that a mean curvature flow of
closed hypersurfaces must generate finite time singularities, and a central topic in mean
curvature flow is to study the singular behavior.
The singularities of mean curvature flows are modelled by a special class of hypersurfaces
called self-shrinkers. There are a lot of self-shrinkers (see [A92], [N14], [KKM18]) and it
seems impossible to classify all self-shrinkers. In contrast, it is believed that, generically, the
singularities should not be too complicated (see [H90], [AIC95]).
The theory of generic singularities was first developed by Colding-Minicozzi in [CM12].
In [CM12], Colding-Minicozzi established a way to characterize genericity of self-shrinkers.
Moreover, they showed that only those generalized cylinders Sm(
√
2m)× Rn−m are generic
self-shrinkers. Besides, they proved that one can perturb a non-generic self-shrinker so
that it will never be the tangent flow of the mean curvature flow starting at the perturbed
hypersurface.
In this paper, we further investigate the perturbations of non-generic self-shrinkers. Our
main theorem is the discovery of the following bifurcation phenomenon:
Theorem 1.1. Suppose Σn is a non-generic closed embedded self-shrinker in Rn+1, with
k-th homology (in Q) non-trivial for some 1 ≤ k ≤ n− 1. Then after a generic perturbation
(see Definition 2.2), the perturbed hypersurface Σ˜n under mean curvature flow will
(1) develop a cylindrical singularity collapsing from inside if the perturbation is inward,
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2 ZHENGJIANG LIN AND AO SUN
(2) or develop a cylindrical singularity collapsing from outside if the perturbation is
outward.
Let us be more precise. A closed hypersurface Σn in Rn+1 would divide Rn+1 into two
connected components, and we call the unbounded one the outside of Σ and we call the
bounded one the inside of Σ. Suppose f is a positive function on Σ, then sfn is an outward
perturbation on Σ if s > 0 and an inward perturbation if s < 0. A singularity is a cylindrical
singularity if the tangent flow at this singularity is a multiplicity 1 generalized cylinder
{√−t(Sm×Rn−m)}t∈(−∞,0). By Brakke/White’s regularity theory (see [W05]), it means that
the parabolic blow up sequence at this singularity converges to {√−t(Sm × Rn−m)}t∈(−∞,0)
smoothly. Then we say this cylindrical singularity collapsing from inside if the unit normal
vectors of the blow-up sequence converge to the unit outer normal vector on {√−t(Sm ×
Rn−m)}t∈(−∞,0), and we say this cylindrical singularity collapsing from outside if the unit
normal vectors of the blow-up sequence converge to the opposite of the unit outer normal
vector on {√−t(Sm × Rn−m)}t∈(−∞,0). The following figure gives an intuitive illustration of
our main theorem.
outward perturbation
inward perturbation
flow by RMCF
flow by RMCF
Figure 1. Bifurcation of generic perturbations. After an outward perturba-
tion, under RMCF, the blue dotted circle collapses, which represents a collaps-
ing from outside. After an inward perturbation, the red dotted circle collapses,
which represents a collapsing from inside.
The proof of Theorem 1.1 relies on several observations. The first one is a regularity theory
developed by Hershkovitz-White [HW19] for rescaled mean curvature flow (In [HW19] they
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called it X-weak flow). A family of hypersurfaces is a rescaled mean curvature flow if they
satisfy the equation
(1.2) ∂tx = −
(
H − 〈x,n〉
2
)
n.
The rescaled mean curvature flow (RMCF) was introduced by Huisken in [H90], and each
RMCF is equivalent to a mean curvature flow up to a rescaling in spacetime. The quantity
(H − 〈x,n〉
2
) is called the rescaled mean curvature. We say a hypersurface is rescaled mean
convex or rescaled mean concave if (H − 〈x,n〉
2
) > 0 or (H − 〈x,n〉
2
) < 0 respectively (see
[CIMW13, Section 2]).
Suppose Σ is a non-generic closed self-shrinker. After a generic outward perturbation, the
perturbed hypersurface Σ˜ is rescaled mean convex or rescaled mean concave (see [CIMW13,
Lemma 1.2]). The parabolic maximum principle shows that a RMCF starting at Σ˜ must
be rescaled mean convex or rescaled mean concave respectively in future. Moreover, this
RMCF is nested, in the sense that for 0 ≤ t < s, Ms always lies inside/outside of Mt if the
RMCF is rescaled mean convex/rescaled mean concave respectively.
Hershkovitz-White have developed the regularity of the limit flow of a rescaled mean
convex RMCF in [HW19] (See also references [7], [8], [9] in [HW19]). Their result also holds
true for rescaled mean concave RMCF by flipping the inside and outside of the hypersurfaces.
We state their regularity theorem here.
Theorem 1.2 (Theorem 4 in [HW19]). The singularities of rescaled mean convex/rescaled
mean concave are of convex type. That is, the limit flow is smooth and has multiplicity 1.
Moreover, the tangent flows are generalized cylinders.
An alternative approach to understand the regularity of the limit flow is to compare it to
the regularity theory of mean convex MCF. After the pioneer work by White on mean convex
MCF (see [W94], [W00], [W03]), there are some interpretations of the results from different
points of view. One of them is the non-collapsing analysis initiated by Sheng-Wang in [SW09]
and Andrews in [A12]. Haslhofer-Kleiner [HK17] used the non-collapsing condition to give
some simple arguments towards the regularity of mean convex MCF (see also [HK17-2]). We
prove that a similar non-collapsing argument also holds true for RMCF.
Theorem 1.3. Let M¯n be a compact manifold, and F : M¯n × [0, T ) → Rn+1 a family of
smooth embeddings evolving by the rescaled mean curvature flow, with positive rescaled
mean curvature (negative rescaled mean curvature resp.). If M0 = F (M¯, 0) is rescaled-δ-
non-collapsed (rescaled-−δ-non-collapsed resp.) for some δ > 0, then Mt = F (M¯, t) is also
rescaled-δ-non-collapsed (rescaled-−δ-non-collapsed resp.) for every t ∈ [0, T ).
We would also like to address two alternative approaches related to this problem. The
first one was studied by Huisken-Sinestrari in [HS99], [HS99-2] (also see some applications
by Brendle-Huisken in [BH16], [BH18]). They used differential geometry techniques to study
mean convex MCF. Though we do not use this approach in our paper, it is plausible that
their techniques can also be used to study RMCF.
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The second one was studied by Colding-Ilmanen-Minicozzi-White in [CIMW13]. They
studied the regularity of the tangent flows of RMCFs with low entropy. Their approach was
further generalized by Bernstein-Wang [BW16] and Zhu [Z16].
Our further observation is a finite time singularity argument for RMCF of the generic
perturbed hypersurfaces. Note that a RMCF defined for time t ∈ [0,∞) is naturally cor-
responding to a MCF defined for time t ∈ [−1, 0) (see Section 2). Suppose that Σ is a
non-generic closed self-shrinker, with non-trivial k-th homology (in Q). After a generic per-
turbation, the perturbed hypersurface Σ˜ must develop a finite time singularity under RMCF.
This is equivalent to say that the corresponding MCF develop a singularity at time t < 0.
Since a self-shrinking MCF develop a singularity at time t = 0, this means that after the
generic perturbation, the MCF starting at Σ˜ would develop a singularity earlier than the
time when the self-shrinking MCF generate a singularity.
If the perturbation is inward, the finite time singularity of RMCF has been proved by
Colding-Ilmanen-Minicozzi-White in [CIMW13], and there is no topological assumption on
the self-shrinkers. Nevertheless, for an outward perturbation, the topological assumption
that the k-th homology is non-trivial is necessary. To see this, we can think about a self-
shrinking sphere Sn(
√−2nt). If we perturb the −1 time slide Sn(√2n) outwards a little bit
to Sn(
√
2n+ ), it would not shrink to a point before time 0. Hence, the RMCF starting at
Sn(
√
2n+ ) does not have a finite time singularity.
The condition that the k-th homology is non-trivial is also used by White-Heshkovitz in
[HW19]. It is natural to imagine that this condition is very special for self-shrinkers. We
remark that Brendle proved in [B16] that non-generic closed embedded self-shrinkers must
have non-trivial 1-st homology group.
Our final observation is the bifurcation in perturbations. This bifurcation has been dis-
covered for 1-dimensional MCF. In [AL86], Abresch-Langer conjectured that given a closed
immersed self-shrinker in the plane (which is known as an Abresch-Langer curve), after an
outward perturbation, it would become round under MCF, and after an inward perturbation,
it would generate some cusp singularities. This conjecture was proved by Au in [A10].
The local dynamic of an Abresch-Langer curve has been studied by Epstein-Weinstein in
[EW87], and Au’s result can be viewed as a partial extension to longtime dynamic. Similarly,
a higher dimensional local dynamic result has been studied by Colding-Minicozzi in [CM18],
[CM18-2]. Our result can also be viewed as a partial extension to longtime dynamic. That
is, we can give information of the next time singularity after a generic perturbation.
We organize this paper as follows. In Section 2, we present some preliminaries on rescaled
mean curvature flow, self-shrinkers and generic perturbations. In Section 3, we prove a finite
time blow up theroem of RMCF. In Section 4, we study the non-collapsing result of RMCF.
In Section 5, we study the bifurcation of the next time singularity after the perturbation.
We also have an appendix including some computations and the non-collapsing result for
RMCF in case the readers may find it interesting.
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2. Preliminaries
A self-shrinker in Rn+1 is a hypersurface Σ satisfying the equation
(2.1) H − 〈x,n〉
2
= 0.
The name comes from the fact that {√−tΣ}t∈(−∞,0) is a mean curvature flow. In this paper
we only study closed embedded self-shrinkers. Then, by Alexander duality, the self-shrinker
would divide Rn+1 into two connected components. Recall from the introduction that we
call the bounded one inside and the unbounded one outside. We will always fix the unit
normal vector n at each point on Σ to be the one pointing outside.
A self-shrinker is generic if and only if it is Sk(
√
2k) × Rn−k for k ∈ {0, 1, · · · , n}. This
definition is related to some deep theory in [CM12].
We refer the readers to [CM12, Section 2] for further discussions on self-shrinkers. Here we
discuss an important differential operator on self-shrinkers and generic self-shrinkers. Given
a self-shrinker Σ, the linearized operator L is defined by
(2.2) Lu = ∆Σu− 1
2
〈x,∇Σu〉+ (1/2 + |A|2)u.
The self-shrinkers are critical points of the Gaussian area functional
F (Σ) =
∫
Σ
e−|x|
2/4dµΣ,
and L is the second variational operator for this functional. It is a self-adjoint operator with
respect to the Gaussian density e−|x|
2/4dµΣ.
Inspired by the shrinker’s equation, we define the rescaled mean curvature of a hypersurface
in Rn+1 to be the quantity
(2.3) H˜ = H − 〈x,n〉
2
.
Recall from the introduction that we say a hypersurface is rescaled mean convex if H˜ > 0
and we say a hypersurface is rescaled mean concave if H˜ < 0.
Next we study the perturbations of a self-shrinker. We will use the following notation: if
Σ is a closed hypersurface in Rn+1 and f is a function on Σ, then we define the graph of f
over Σ to be the hypersurface
Σf := {x+ f(x)n(x) : x ∈ Σ}.
In Lemma 1.2 of [CIMW13], Colding-Ilmanen-Minicozzi-White perturbed a closed self-
shrinker by the first eigenfunction of the linearized operator L. Then they proved that
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after the perturbation, the perturbed hypersurface is rescaled mean convex or rescaled mean
concave, depending on the direction of the perturbation. We state the lemma here.
Lemma 2.1 (Lemma 1.2 of [CIMW13]). Let Σ be a non-generic self-shrinker. There exists
a positive function f and  > 0 such that Σsf is
• rescaled mean convex if − < s < 0,
• rescaled mean concave if 0 < s < .
In [CM12], Colding-Minicozzi proved the existence of such a perturbation. This pertur-
bation could lower a quantity called entropy, which is a core argument in [CM12]. In this
paper, we do not need any arguments directly related to entropy (though actually there are
some relations, see [CM12]), and we define the generic perturbations as follows.
Definition 2.2. We say a perturbation fn is a generic perturbation if
• either Σf is rescaled mean convex, and in this case we say fn is an inward perturba-
tion;
• or Σf is rescaled mean concave, and in this case we say fn is an outward perturbation.
Next, we study the rescaled mean curvature flow (RMCF). Recall from the introduction
that a rescaled mean curvature flow is a family of hypersurfaces satisfying the equation
(2.4) ∂tx = −
(
H − 〈x,n〉
2
)
n.
A RMCF is equivalent to a MCF up to a rescaling in spacetime. More precisely, suppose
M˜t is a RMCF defined for t ∈ [0,∞), then Mτ =
√−τM˜− log(−τ) is a MCF defined for
τ ∈ [−1, 0). Conversely, if Mτ is a MCF defined for τ ∈ [−1, 0), then M˜t = M−e−t/
√
e−t is a
RMCF defined for t ∈ [0,∞).
For MCF, Huisken [H84] have done some important computations, which show that many
geometric quantities satisfy some parabolic evolution equations. Later in [CIMW13, Lemma
3.1], Colding-Ilmanen-Minicozzi-White did similar computations for RMCF. Here we list
some evolution equations of geometric quantities. They play important roles in our later
study of non-collapsing result. See Lemma A.1, Lemma A.2 and Lemma A.3. Here we only
point out a simple but important fact based on these computations.
Lemma 2.3. For a RMCF we have the following equation
(2.5) ∂t
(
H − 〈x,n〉
2
)
= L
(
H − 〈x,n〉
2
)
.
Moreover, by parabolic maximum principle, a RMCF is rescaled mean convex/rescaled mean
concave if the initial hypersurface is rescaled mean convex/rescaled mean concave respec-
tively.
BIFURCATION AND GENERICITY 7
3. Finite time blow up of RMCF
The goal of this section is to prove the following finite time blow up of the perturbed
hypersurface under RMCF. The proof is similar to the proof of finite time singularity in
[HW19], and we generalize its argument to outward perturbations.
Theorem 3.1. Suppose Σ is an n-dimensional closed smoothly embedded self-shrinker in
Rn+1. Moreover, Σ is not generic and has a non-trivial k-th homology (in Q) class for some
1 ≤ k ≤ n − 1. Let f be a positive function on Σ. Then, there is an 0 > 0 such that for
|s| < 0, s 6= 0, the RMCF starting at Σsf has a finite time singularity.
According to the classification theorem of [B16], the only genus 0 closed embedded self-
shrinker in R3 is the sphere with radius 2, which is generic. Thus, in R3 the topological
assumption holds true automatically.
Corollary 3.2. Suppose Σ is a 2-dimensional non-generic closed smoothly embedded self-
shrinker in R3. Let f be a positive function on Σ. Then there is an 0 > 0 depending on f
such that for |s| < 0, s 6= 0, the RMCF starting at Σsf has a finite time singularity.
We need some lemmas to prove Theorem 3.1. First, we notice that Theorem 3.1 is equiv-
alent to a short time blow-up property of MCF. Recall that if Mt is a RMCF defined for
t ∈ [0,∞), then √−τM− log(−τ) is a MCF, defined for τ ∈ [−1, 0) (see Section 2).
Lemma 3.3. Let Mt be a RMCF. Then Mt having a finite time singularity is equivalent to
MCF
√−τM− log(−τ) having a singularity at time τ = T while T < 0.
From now on we will fix a positive perturbation function f . The RMCF starting at Σsf
is denoted by M st , and the corresponding MCF
√−τM s− log(−τ) is denoted by M˜ sτ . M˜ sτ is a
MCF starting at time −1. We only need to prove that M˜ sτ has a singularity before time 0.
Next, we recall the avoidance principle of MCF of closed hypersurfaces.
Lemma 3.4. Suppose {M˜1t }t∈[0,T ) and {M˜2t }t∈[0,T ) are two MCFs of smoothly embedded
closed hypersurfaces. If M˜10 ∩ M˜20 = ∅, and the distance between M˜10 and M˜20 is d, then the
distance between M˜1t and M˜
2
t is at least d.
The proof is a standard application of parabolic maximum principle. We refer the readers
to [M11, Theorem 2.1.1] for a proof.
Remark 3.5. The avoidance principle is also used by White [W00] to define a weak form
of mean curvature flow. See also [HK17].
We need some topological arguments. Let us recall some facts in algebraic topology which
might be well-known to the experts. For the fundamental algebraic topology results, we refer
the readers to [H02].
Let K be a k-dimensional closed submanifold in Rn+1 and L be an compact, locally
contractible topological subspace in Rn+1 with K ∩L = ∅. Since they are both compact, we
8 ZHENGJIANG LIN AND AO SUN
can assume that they both lie in a big ball BR of Rn+1. Then we can compactify Rn+1 to
get a sphere Sn+1. Then we say K has an non-trivial linking with L if [K] ∈ Hk(Sn+1\L) is
non-trivial. The non-trivial linking property is isotopic invariance.
Now we can prove the main theorem of this section. The idea is similar to the proof of
Theorem 2 in [HW19], with which one could show the existence of finite time singularity
under both inward and outward perturbations. The proof for outward perturbations need
more topological ingredients.
Proof of Theorem 3.1. We prove the case of s > 0 and the proof for the case of s < 0 is
similar. Define A to be the closure of the inside of Σsf , A′ to be the closure of the inside of
Σ, and define B to be the closure of the outside of Σ, B′ to be the closure of the outside of
Σsf . Then A ∩ B = ⋃0≤a≤s Σaf , which is topologically Σ × [0, s]. Σ has a nontrivial k-th
homology implies that we can pick a k-th cycle K ⊂ A∩B which is non-trivial in Hk(A∩B).
Since we are working in Q coefficient homology, we can always pick K to be an embedded
k-dimensional submanifold (see Section 4 of [S04]).
A∪B is the whole Rn+1, and after a compactification at infinity, it is Sn+1. By MayerVi-
etoris sequence, we have the following long exact sequence
· · · → Hk+1(Sn+1)→ Hk(A ∩B)→ Hk(A)⊕Hk(B)→ Hk(Sn+1)→ · · ·
Then for 1 ≤ k ≤ n− 1, we obtain an isomorphism Hk(A∩B) ∼= Hk(A)⊕Hk(B). Then [K]
is also non-trivial in Hk(A) or Hk(B).
If [K] is non-trivial in Hk(A), since K ⊂ A ∩ B, we can pick K ⊂ Σ. Then [K] is also
non-trivial in Hk(S
n+1\Bi), where Bi is the interior of B. Moreover, there is a deformation
retraction from Bi to B′. Thus, [K] is also non-trivial in Hk(Sn+1\B′). In other words, K
has an non-trivial linking with B′. Furthermore, if the distance between Σsf and Σ is at
least d, then the d/2-tubular neighbourhood Nd/2K has an non-trivial linking with B
′.
Suppose M˜ st is the MCF starting at Σ
sf . We use Kt to denote
√−tK, and B′t to denote
the outside of M˜ st . Now we argue by contradiction. If M˜
s
t does not have singularity before
t = 0, then
√−tΣ and M˜ st are all isotopies of hypersurfaces by the avoidance principle,
Lemma 3.4. Moreover, Lemma 3.4 implies that B′t does not intersect with Nd/2Kt. However,
when t is sufficiently close to 0, Nd/2Kt is contractible (it is actually star-shaped), and it
cannot represent an non-trivial homology class in Hk(S
n+1\B′) ∼= Hk(Sn+1\Bi), which is a
contradiction.
If [K] is non-trivial in Hk(B), a similar argument works. Now we can pick K in Σ
sf , and
Nd/2K has an non-trivial linking with A
′. Again we can argue by contradiction to show that
M˜ st must have a singularity before time t = 0. This concludes the proof. 
4. Non-collapsing
In this section, we study the non-collapsing property of a RMCF starting at a perturbed
hypersurface. The main regularity theorem is due to [HW19] and we refer the readers to
there. Instead, we show that the RMCF and its blow up sequence satisfy a non-collapsing
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property similar to the non-collapsing property of a mean convex MCF, as well as some
consequences. The precise computations are very similar to [A12], and we include them in
the appendix for the convenience of the readers.
Let us first review some basic facts about the tangent flow of MCF with additional forces.
Theorem 4.1. Suppose Mt is a MCF with L
∞ additional force. Then the tangent flow of
Mt is a weak homothetic shrinking MCF, i.e. it is given by {
√−tΣ}t∈(−∞,0), where Σ is an
integral varifold satisfying the self-shrinker’s equation
~H +
x⊥
2
= 0.
If the additional force is zero, i.e. Mt is a MCF, this theorem was first proved by Huisken
in [H90] with an extra curvature assumption. Later White [W94] and Ilmanen [I95] proved
this theorem for a MCF without curvature assumptions. The proof for a MCF with L∞
additional force is similar, and we refer the readers to [S18] for a proof. We remark that a
RMCF of closed hypersurfaces can be viewed as a MCF with L∞ additional force.
In the rest of this section, we study the non-collapsing result of a RMCF.
Definition 4.2. Given δ > 0. A rescaled mean convex hypersurface M bounding an open
region Ω in Rn+1 is rescaled-δ-non-collapsed if for every x ∈ M there is an open ball B of
radius δ/H˜ contained in Ω with x ∈ ∂Ω.
This definition is a natural generalization of the definition of non-collpasing of a mean
convex hypersurface in [SW09] and [A12]. Note that given a closed hypersurface M ⊂ Rn+1,
the furthest point on M must have positive mean curvature. Thus there is no closed mean
concave hypersurface in Rn+1. Nevertheless, there are many rescaled mean concave closed
hypersurfaces, and they play an important role in this paper. So we also define the following
types of non-collapsing for these hypersurfaces.
Definition 4.3. Given δ < 0. A rescaled mean concave hypersurface M bounding an open
region Ω in Rn+1 is rescaled-δ-non-collapsed if for every x ∈ M there is an open ball B of
radius δ
H˜
contained in Ω with x ∈ ∂Ω.
Given a hypersurface M = X(M¯), we define a function on M ×M by
Z˜(x, y) =
H˜
2
‖X(y)−X(x)‖2 + δ〈X(y)−X(x),n(x)〉.
Then we have the characterization:
Lemma 4.4. Given δ > 0. A rescaled mean convex hypersurface M is rescaled-δ-non-
collapsed if and only if Z˜ ≥ 0 for all x, y ∈ M . A rescaled mean concave hypersurface M is
rescaled-−δ-non-collapsed if and only if Z˜ ≤ 0 for all x, y ∈M .
Proof. The proof is the same as in [A12]. 
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Similar to [A12], we can prove the following non-collapsing theorem.
Theorem 4.5. Let M¯n be a compact manifold, and F : M¯n × [0, T ) → Rn+1 be a family
of smooth embeddings evolving by the rescaled mean curvature flow, with positive rescaled
mean curvature (negative rescaled mean curvature resp.). If M0 = F (M¯, 0) is rescaled-δ-
non-collapsed (rescaled-−δ-non-collapsed resp.) for some δ > 0, then Mt = F (M¯, t) is also
rescaled-δ-non-collapsed (rescaled-−δ-non-collapsed resp.) for every t ∈ [0, T ).
The proof is based on Andrews’ proof in [A12] with necessary modification. For the
completeness we provide a proof in the Appendix.
Remark 4.6. If F : Mn × [0, T ) → Rn+1 is a RMCF defined as in (2.4), then, for any
σ ∈ R+ and y ∈ Rn+1, T ∈ (0,∞), the parabolic rescaling of the RMCF F σ,(y,T )(x, t) =
σ(F (x, T + σ−2t)− y) satisfies the evolution equation:
(4.1) ∂tF
σ,(y,T ) = −
(
H − 1
2σ2
〈F σ,(y,T ),n〉 − 〈y,n〉
2σ
)
n .
This evolution equation also corresponds to the first variation of weighted area with density
ef for f = − |x−σy|2
4σ2
. A version of Theorem 4.5 for a parabolic rescaling of RMCF also holds
true, see Remark A.11.
Remark 4.7. Remark 5 in [A12] suggests that a RMCF preserves not only the non-
collapsing property from “inside” region bounded by the closed hypersurface, but also the
non-collapsing from “outside” region which is not bounded by the closed hyerpsurface. So
the computation actually yields a two-sided non-collapsing along the RMCF.
From now on, we will use rescaled-|δ|-non-collapsing to denote the non-collapsing from the
inside and the outside at the same time.
Rescaled-|δ|-non-collapsing (from both inside and outside) implies the following curvature
pinching result.
Corollary 4.8. Suppose M0 is a closed embedded rescaled mean convex/rescaled mean con-
cave hypersurface in Rn+1, which is rescaled-|δ|-non-collapsed from both inside and outside.
Then we have the following curvature pinching estimate
(4.2) − |δ|−1|H˜|g ≤ A ≤ |δ||H˜|g,
where A is the second fundamental form and g is the metric tensor.
With non-collapsing of RMCF and its parabolic dilation sequence (see Remark 4.6 and
Remark A.11), we could follow Haslhofer-Kleiner’s arguments in [HK17] to study Theorem
1.2. The idea is very similar to the idea in Haslhofer-Kleiner’s [HK17]. Though the proof in
[HK17] are quite elegant and short, it is still too long to fit here. Instead, we will sketch the
basic ideas here and refer the readers to [HK17] for detailed proofs.
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The key is a half-space convergence theorem (Theorem 2.1 in [HK17]). A necessary mod-
ification is to set a sequence of parabolic rescalings of RMCF, which are rescaled-|δ|-non-
collapsed flow, with their σ in (4.1) tends to ∞, and y in (4.1) uniformly bounded. Hence,
the evolution equation (4.1) is like the one of MCF as σ → ∞ and y uniformly bounded.
One also need to get the evolution of spheres under RMCF, which could be derived from the
evolution of spheres under MCF and the 1−1 correspondence between RMCF and MCF. In
order to show further that this convergence is smooth, one also have to establish the local
density estimates with gaussian area by one-sided minimization property with gaussian area.
By this half-space convergence of RMCF type, we can argue as in [HK17] that one could
also get the corresponding curvature estimate. After which the arguments are the same as
in Haslhofer-Kleiner’s [HK17].
So far, we haven’t specify whether the tangent flow in Theorem 1.1 is the tangent flow of
the MCF starting at Σ˜, or the tangent flow of the RMCF starting at Σ˜. In the end of this
section, we prove that they are actually the same objects.
Lemma 4.9. Let Mt be a RMCF, which has a singularity at the spacetime point (y, T ). Let
M˜τ be the corresponding MCF, which has a singularity at (e
−T
2 y,−e−T ). Then the tangent
flow of the RMCF at (y, T ) is the same as the tangent flow of the MCF at (e−
T
2 y,−e−T ).
Proof. Recall that if M˜t is a RMCF defined for t ∈ [0,∞), then Mτ =
√−τM˜− log(−τ) is a
MCF defined for τ ∈ [−1, 0). Then the time −1 slice of the blow up sequence of the RMCF
αi(M˜T−α−2i − y) = αi
(
M−eα−2i −T
eα
−2
i /2−T/2
− y
)
= βi(M−e−T+β−2i ti − e
−T
2 y) + αi(e
−α−2i − 1)y.
Here βi = αie
−α−2i /2+T/2 and ti = α−2i (e
−α−2i − 1). Hence it is also a blow up sequence of
the corresponding MCF with a slightly variance in time and a translation in the space. As
αi →∞, we have βi →∞, ti → −1 and αi(e−α−2i −1)→ 0. Moreover, the limit of the blow up
sequence of RMCF and MCF are both homothetically shrinking MCF. Therefore, the tangent
flows of Mt at (y, T ) must be identified with the tangent flow of M˜τ at (e
−T
2 y,−e−T ). 
5. Bifurcation
In this section we study the bifurcation phenomenon. Recall from Remark 4.6 that the
tangent flow of a RMCF Mt at spacetime point (y, T ) is the limit of the sequence
M
σ,(y,T )
t = σ(MT+σ−2t − y),
and Mσ,(y,T ) satisfies the equation
∂tx
σ,(y,T ) = −
(
H − 1
2σ2
〈xσ,(y,T ),n〉 − 〈y,n〉
2σ
)
n,
where xσ,(y,T ) is the position of M
σ,(y,T )
t .
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Now suppose Mt is a RMCF starting at a perturbed hypersurface given by an inward
perturbation of a non-generic closed self-shrinker, with k-th non-trivial homology. Theorem
3.1 shows that Mt has a finite time singularity, and we assume it is (y, T ). Lemma 2.3 implies
that Mt is rescaled mean convex for every time t < T , hence 〈∂tx,n〉 < 0. Since Mσ,(y,T )t is
a parabolic rescaling of Mt, it also satisfies 〈∂txσ,(y,T ),n〉 < 0. Therefore we obtain
H ≥ 1
2σ2
〈xσ,(y,T ),n〉+ 〈y,n〉
2σ
.
By passing to a limit, the regularity theory of Hershkovitz-White [HW19] (see also our dis-
cussion in Section 4) shows that M
σ,(y,T )
t smoothly converges to a multiplicity 1 self-shrinking
mean curvature flow. As σ → ∞, on the limit H ≥ 0. Therefore by the classification the-
orem by Huisken [H90] (see also [W00], [W03] and [CM12]), the tangent flow must be a
self-shrinking (generalized) cylinder.
Similar argument holds for RMCF starting at a perturbed hypersurface given by an out-
ward perturbation of a non-generic closed self-shrinker, with k-th non-trivial homology. In
this case, similar argument shows that after passing to a limit, the tangent flow satisfies
H ≤ 0. Therefore, by flipping the sign we again obtain the tangent flow must be a self-
shrinking (generalized) cylinder.
In particular, the sign of H of the blow up sequence implies two different collapsing
directions. This verifies the bifurcation phenomenon.
Appendix A. Computation of RMCF
A.1. Evolution Equations. We need to clarify some notations we would like to use in our
calculations. Given a local coordinate, the second fundamental forms are hij = 〈∇∂in, ∂j〉 ,
the mean curvature is H = hijg
ji . We denote by T = 〈∇f,n〉 , and H˜ = H + T . Here f is
a smooth function on Rn+1. Our rescaled MCF (RMCF) is defined by:
F : Mn × [0, T )→ Rn+1 ,
with
(A.1)
dF
dt
(x, t) = −H˜xnx .
The subscription shows at which point the geometric quantities are defined. Also, we have
used the abbreviation that ∂i =
dF
dxi
and ∂t =
dF
dt
. ∇ is the usual Levi-Civita connection of
Rn+1 while ∇M is the induced connection of M . n is the unit outer normal vector.
Lemma A.1 (Evolution of the intrinsic geometry).
(A.2) ∂tgij = −2H˜hij ,
(A.3) ∂tdetg = −2H˜H detg .
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Lemma A.2 (Evolution of the extrinsic geometry).
(A.4) ∂tn = ∇MH˜ ,
(A.5) ∂hij = (HessM H˜)ij − H˜(h2)ij ,
where (h2)ij = hipg
pqhqj, and HessM is the Hessian on M .
(A.6) ∂tH = ∆MH˜ + |h|2H˜ .
Lemma A.3 (Evolution of T).
(A.7) ∂tT = −H˜∇2f(n,n) + 〈∇f,∇MH˜〉 .
All these three lemmas are fundamental calculations. One could turn to [H84] for evolution
equations of MCF, and the calculations are very similar.
A.2. Main Calculation. Most of our calculation would follow [A12] with the evolution
equations of RMCF above.
In order to prove Theorem 4.5, by Lemma 4.4, we consider the following funtion:
Z˜(x, y, t) =
H˜(x, t)
2
‖F (y, t)− F (x, t)‖2 + δ〈F (y, t)− F (x, t),n(x, t)〉.
Then, the theorem is equivalent to prove that this function is non-negative everywhere
provided that it is non-negative on M¯ × M¯ × {0}. For our convenience, we would use
same notations as in [A12]. We would still apply maximum principle to show this. Let H˜x
be the rescaled mean curvature and nx the outward unit normal vector at (x, t), and let
d = |F (y, t)− F (x, t)| and ω = F (y,t)−F (x,t)
d
, and ∂xi =
∂F
∂xi
.
We compute first and second derivatives of Z˜, with respect to some choices of local normal
coordinates {xi} near x and {yi} near y. In our following calculation, T is in a general form,
not just for the situation that f = − |x|2
4
. We only use f = − |x|2
4
in the final proof of Theorem
4.5. Moreover, the same result of Theorem 4.5 also holds if we rescale f , see Remark A.11 .
Lemma A.4 (First derivatives of Z˜).
(A.8)
∂Z˜
∂yi
= dH˜x〈ω, ∂yi 〉+ δ〈∂yi ,nx〉,
(A.9)
∂Z˜
∂xi
= −dH˜x〈ω, ∂xi 〉+
d2
2
∇iH˜x + δdhxiqgqpx 〈ω, ∂xp 〉,
∂Z˜
∂t
=dH˜x〈ω,−H˜yny + H˜xnx〉+ d
2
2
[
∆MH˜x + H˜x|hx|2 + ∂t(Tx)
]
+ δ〈−H˜yny + H˜xnx,nx〉+ δd〈ω,∇MH˜x〉,
(A.10)
where hxij = 〈∇∂xi nx, ∂xj 〉 is the second fundamental form at (x, t).
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Proof. The first two equations are by direct calculation, while in the third one, we use Lemma
A.2 to express ∂tH and ∂tnx 
We then have the following relation among nx, ny and ω, the proof is the same to the one
in [A12].
Lemma A.5.
(A.11) nx +
dH˜x
δ
ω − 1
δ
∂Z˜
∂yq
gqpy ∂
y
p = ±ny
√
1 +
2H˜x
δ2
Z˜ − 1
δ2
|∇My Z˜|2.
Proof. We first show that the left hand side is normal to each ∂yi :
〈∂yi ,nx +
dH˜x
δ
ω − 1
δ
∂Z˜
∂yq
gqpy ∂
y
p〉 = 〈∂yi ,nx +
dH˜x
δ
ω〉 − 1
δ
∂Z˜
∂yi
= 0 .
The last equality is from (A.8) of Lemma A.4. Hence, the left hand side is parallel to ny.
Then,
‖nx + dH˜x
δ
ω − 1
δ
∂Z˜
∂yq
gqpy ∂
y
p‖2
= 1 +
d2H˜2x
δ2
+ 2
dH˜x
δ
〈nx, ω〉+ 1
δ2
|∇My Z˜|2 −
2
δ
〈∇My Z˜,nx +
dH˜x
δ
ω〉
= 1 +
d2H˜2x
δ2
+ 2
H˜x
δ2
(Z˜ − d
2
2
H˜x) +
1
δ2
|∇My Z˜|2 −
2
δ
〈∇My Z˜,nx +
dH˜x
δ
ω − 1
δ
∇My Z˜〉 −
2
δ2
|∇My Z˜|2
= 1 +
2H˜x
δ2
Z˜ − 1
δ2
|∇My Z˜|2 .
For the last equality, we used the fact that ∇My Z˜ is some linear combination of ∂yi , hence
orthogonal to nx +
dH˜x
δ
ω − 1
δ
∇My Z˜. 
Remark A.6. Note that we use ± here as we only calculated the length of the left hand side
of Lemma A.5. But no matter + or − here, at the final step, each ’−’ term would multiply
with another ’−’term. Hence, they would cancel each other. It loses nothing if one takes +
or − in Lemma A.5.
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Lemma A.7 (Second derivatives of Z˜ at (x, y)).
(A.12)

∂2Z˜
∂yi∂yj
= H˜x〈∂yi , ∂yj 〉 − dH˜xhyij〈ω,ny〉 − δhyij〈ny,nx〉,
∂2Z˜
∂yi∂xj
= −H˜x〈∂yi , ∂xj 〉+ d〈ω, ∂yi 〉∇jH˜x + δhxjqgqpx 〈∂yi , ∂xp 〉,
∂2Z˜
∂xj∂xi
= H˜x〈∂xj , ∂xi 〉 − d〈ω, ∂xi 〉∇jH˜x + dH˜xhxij〈ω,nx〉 − d〈ω, ∂xj 〉∇iH˜x
+
d2
2
∇j∇iH˜x + δd(∇jhxiq)gqpx 〈ω, ∂xp 〉 − δhxij − δdhxiqgqpx hxpj〈ω,nx〉
Proof. The proof is also by directly differentiating equations in Lemma A.4. As we chose
local normal coordinates near x and y, terms like ∇∂xi ∂xj and ∇∂yi ∂
y
j all vanish at the point
(x, y)in the calculation 
Also, we can choose local normal coordinates at first so that {∂xi } is orthonormal at x and
{∂yi } is orthonoraml at y, and ∂xi = ∂yi for i = 1, · · · , n − 1. Thus ∂xn and ∂yn are coplanar
with nx and ny. We also require that the orientations formed by {∂xn,nx} and {∂yn,ny} are
the same.
For abbreviation, let
L(Z˜) =
n∑
i,j=1
gijy
∂2Z˜
∂yi∂yj
+ gijx
∂2Z˜
∂xi∂xj
+ 2gikx g
jl
y 〈∂xk , ∂yl 〉
∂2Z˜
∂xi∂yj
.
Now, by the Codazzi equation ∇jhxik = ∇ihxjk, we have:
∂tZ˜ − L(Z˜) = dH˜x〈ω,−H˜yny + H˜xnx〉+ d
2
2
[
∆MH˜x + H˜x|hx|2 + ∂t(Tx)
]
+ δ〈−H˜yny + H˜xnx,nx〉+ δd〈ω,∇MH˜x〉 − nH˜x + dH˜xHy〈ω,ny〉+ δHy〈ny,nx〉
− nH˜x − dH˜xHx〈ω,nx〉+ 2d〈ω,∇MH˜x〉 − d
2
2
∆MH˜x − δd〈ω,∇MHx〉+ δHx
+ δd〈ω,nx〉|hx|2 + 2(n− 1)H˜x + 2H˜x〈∂yn, ∂xn〉2 − 2d〈∂xi , ∂yj 〉〈ω, ∂yj 〉∇iH˜x
− 2δ(Hx − hxnn + 〈∂xn, ∂yn〉2hxnn) .
We can further simplify the right hand side to
= dH˜x〈ω,−Tyny〉+ dH˜x〈ω, Txnx〉+ d
2
2
∂t(Tx) + |hx|2Z˜ + δ〈−Tyny,nx〉+ δTx
+ δd〈ω,∇MTx〉 − 2H˜x + 2d
〈
ω, ∂xi − 〈∂xi , ∂yj 〉∂yj
〉∇iH˜x + 2H˜x〈∂yn, ∂xn〉2
+ 2δhxnn(1− 〈∂xn, ∂yn〉2) ,
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and finally we have
= Z˜|hx|2 + 2d〈ω, ∂xi − 〈∂xi , ∂yj 〉∂yj 〉∇iH˜x − 2(H˜x − δhxnn)(1− 〈∂yn, ∂xn〉2)
+ dH˜x〈ω, Txnx − Tyny〉+ δ〈Txnx − Tyny,nx〉+ d
2
2
∂t(Tx) + δd〈ω,∇MTx〉 .
We denote the first line of the right hand side of the last equation by A1, while the second
line of the right hand side of the last equation by A2, i.e.
(A.13) A1 = Z˜|hx|2 + 2d
〈
ω, ∂xi − 〈∂xi , ∂yj 〉∂yj
〉∇iH˜x − 2(H˜x − δhxnn)(1− 〈∂yn, ∂xn〉2) ,
(A.14) A2 = dH˜x〈ω, Txnx − Tyny〉+ δ〈Txnx − Tyny,nx〉+ d
2
2
∂t(Tx) + δd〈ω,∇MTx〉 .
Note that A1 is similar to the one Andrews got in [A12], and we would use the same way to
simplify A1 at any critical point of Z˜ (i.e.
∂Z˜
∂xi
= 0 and ∂Z˜
∂yi
= 0 for every i).
Lemma A.8.
(A.15) A1 =
(
|hx|2 + 4H˜(H˜ − δh
x
nn)
δ2
〈ω, ∂yn〉2
)
Z˜
at any critical point of Z˜.
Proof. At critical points of Z˜, by Lemma A.4, we have two equations:
(A.16) dH˜x〈ω, ∂yi 〉 = −δ〈∂yi ,nx〉 ,
(A.17) ∇iH˜x = 2
d
〈ω, H˜x∂xi − δhxip∂xp 〉 .
From Lemma A.5, at critical points, we also get:
(A.18) nx +
dH˜x
δ
ω = ±nyρ ,
where ρ =
√
1 + 2H˜x
δ2
Z˜. This tells that ω is also in the plane formed by {∂xn,nx}. Also,
as ∂xn, ∂
y
n,nx,ny are in the same plane, we have ∂
x
n − 〈∂xn, ∂yn〉∂yn = 〈∂xn,ny〉ny. Then, 1 −
〈∂xn, ∂yn〉2 = 〈∂xn,ny〉2. Hence,
A1 = Z˜|hx|2 + 4
〈
ω, ∂xn − 〈∂xn, ∂yn〉∂yn
〉〈
ω, H˜x∂
x
n − δhxnn∂xn
〉− 2(H˜x − δhxnn)〈∂xn,ny〉2
= Z˜|hx|2 + 2(H˜x − δhxnn)
[
2〈ω,ny〉〈∂xn,ny〉〈ω, ∂xn〉 − 〈∂xn,ny〉2
]
.
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Now, by A.18, and ω has unit norm, we get:
〈ω,ny〉 = ± 1
ρ
(
〈ω,nx〉+ dH˜x
δ
)
= ±1
ρ
(
1
δd
(
Z˜ − d
2
2
H˜x
)
+
dH˜x
δ
)
= ± 1
ρ
dH˜x
2δ
(
1 +
2Z˜
d2H˜x
)
,
(A.19)
and
(A.20) 〈ω, ∂xn〉 = ±ρ
δ
dH˜x
〈ny, ∂xn〉 .
Hence,
A1 = Z˜|hx|2 + 2(H˜x − δhxnn)
[(
1 +
2Z˜
d2H˜x
)〈ny, ∂xn〉2 − 〈ny, ∂xn〉2]
=
(
|hx|2 + 4(H˜x − δh
x
nn)
d2H˜x
〈ny, ∂xn〉2
)
Z˜ =
(
|hx|2 + 4H˜x(H˜x − δh
x
nn)
δ2
〈ω, ∂yn〉2
)
Z˜ .

Till now,what we have obtained is very similar to the one we can get from Andrews’s work
[A12], but we have a bad term A2. We would simplify A2 in a general form Tx = 〈∇fx,nx〉
first and then specify f = − |x|2
4
to prove Theorem 4.5.
Lemma A.9.
(A.21) A2 = −d
2
2
H˜x∇2fx(nx,nx)±
(
δρ〈ny,∇fx −∇fy〉+ δ
2ρ
H˜x
〈ny, ∂xn〉∇2fx(nx, ∂xn)
)
,
at any critical point of Z˜. Here, ∇fx is the gradient of f in Rn+1 at point x, ∇2fx is the
Hessian of f in Rn+1 at point x, ρ =
√
1 + 2H˜x
δ2
Z˜ as before.
Proof. By (A.18), the first two terms of A2 in (A.14) are ±〈Txnx − Tyny, ρδny〉. The third
term of A2 in A.14, by Lemma A.3, is:
d2
2
(− H˜x∇2fx(nx,nx) + 〈∇fx,∇MH˜x〉) .
By (A.17),(A.18), and the fact that ω is in the plane formed by {∂xn,nx},
〈∇fx,∇MH˜x〉 = ∂xi f∂xi H˜x =
2∂xi f
d
〈ω, H˜x∂xi − δhxip∂xp 〉
=
2
d
(
∂xnfH˜x − δhx(∇Mfx, ∂xn)
)〈ω, ∂xn〉
= ± 2ρδ
d2H˜x
(
∂xnfH˜x − δhx(∇Mfx, ∂xn)
)〈ny, ∂xn〉 .
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We also notice that ny = 〈ny, ∂xn〉∂xn + 〈ny,nx〉nx. Hence, the sum of first three terms of A2
is
(A.22) − d
2
2
H˜x∇2fx(nx,nx)± δρ
(
〈ny,∇fx −∇fy〉 − δh
x(∇Mfx, ∂xn)
H˜x
〈ny, ∂xn〉
)
.
For the last term in (A.14), by (A.18), and the the fact that ∇∂xnnx is tangent to M ,
δd〈ω,∇MTx〉 = ± δ
2ρ
H˜x
〈ny,∇MTx〉 = ±δ
2ρ
H˜x
〈ny, ∂xn(Tx)∂xn〉
= ± δ
2ρ
H˜x
〈ny, ∂xn〉
(
〈∇∂xn∇f,nx〉+ 〈∇f,∇∂xnnx〉
)
= ± δ
2ρ
H˜x
〈ny, ∂xn〉
(
〈∇∂xn∇f,nx〉+ 〈∇Mf,∇∂xnnx〉
)
= ± δ
2ρ
H˜x
〈ny, ∂xn〉
(
∇2fx(∂xn,nx) + hx(∇Mf, ∂xn)
)
.
(A.23)
Sum equations (A.22) and (A.23), we get the expression (A.21). 
Remark A.10. Note that ,by (A.18),
±δ
2ρ
H˜x
〈ny, ∂xn〉 = 〈dδω, ∂xn〉 ,
and with (A.19),
〈dδω,nx〉 =
〈
dδω, (±ρny)− dH˜x
δ
ω
〉
= −d
2H˜x
2
+ Z˜ .
Hence, by(A.21), we can alo get
A2 = −Z˜∇2fx(nx,nx) +∇2fx(nx, dδω) + 〈δnx + dH˜xω,∇fx −∇fy〉 .
This is an expression without term ρ, but expression (A.21) is easier to handle when we
prove the Theorem 4.5.
Proof of Theorem 4.5. If the initial data has positive rescaled mean curvature, then, by
Lemma 2.3, H˜x > 0 at any point of space and time. For f = − |x|24 , we have ∇f = −x2 and
∇2f = −1
2
I. Hence,
(A.24) ∇2fx(nx, ∂xn) = 0 ,∇2fx(nx,nx) = −
1
2
,
and by equation (A.19),
δρ〈ny,∇fx −∇fy〉 = δρ
2
〈ny, F (y, t)− F (x, t)〉 = dδρ
2
〈ny, ω〉 = ±d
2H˜x
4
(
1 +
2Z˜
d2H˜x
)
.
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By Lemma A.9,
A2 =
d2H˜x
2
+
Z˜
2
≥ Z˜
2
.
Hence, by our previous calculation with Lemma A.8 and Lemma A.9,
∂tZ˜ − L(Z˜) ≥
(
1
2
+ |hx|2 + 4H˜(H˜ − δh
x
nn)
δ2
〈ω, ∂yn〉2
)
Z˜
at any critical point of Z˜. The maximum principle on M ×M \{x = y} implies that Z˜ stays
nonnegative if initially nonnegative (Z˜ is zero on the diagonal {x = y}).
If the initial data has negative rescaled mean curvature, we could also get the corresponding
rescaled-−δ-non-collapsed result by Lemma 4.4 with the same calculation above for some
δ > 0. 
Remark A.11. It is easy to check that the above calculation in the proof of Theorem 4.5
also holds for f = − |x−σx0|2
4σ2
, ∀σ ∈ (0,∞), ∀x0 ∈ Rn.
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