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Abstract: The paper is concerned with the Chebyshev acceleration (or semi-iteration, SI) and the conjugate gradient 
(CG) acceleration procedures for the SAOR method. Moreover in order to obtain more effective iteration, the adaptive 
procedures which determine automatically the parameters required for each iteration are applied. Numerical results for 
the proposed algorithms are given and their characteristics are cleared. The effectiveness and superiority to other 
algorithms are also considered. 
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1. Introduction 
The successive overrelaxation (SOR) method is one of the effective methods for 
linear systems such as 
Au=b, 
where A = I - L - U is a real N X N nonsingular matrix and u is the N X 1 
solving large 
(1.1) 
vector to be 
determined. We assume that A is symmetric and positive definite. The symmetric SOR (SSOR) 
method [13] has been also developed in order to apply some acceleration procedures and to 
improve its convergence. In [6,7] the accelerated SSOR method with the Chebyshev (or 
semi-iterative) procedure (SSOR-ST) and with the conjugate gradient (CG) procedure (SSOR-CG) 
appeared. Recently the accelerated overrelaxation (AOR) method was introduced by Hadjidimos 
[2,8,9], which was an accelerated iterative method with two parameters (y, w) [8]. By an analogy 
with the SSOR method Yamada et al. [12] have developed the symmetric AOR (SAOR) method 
[10,12]. It has been proved that except for some special cases [3] the optimum AOR method has 
the same convergence rate as the optimum SOR method [9]. However, the optimum SOR 
parameter, which minimizes the spectral radius of the SOR iteration matrix, cannot always be 
found out in actual cases. For practical use of the SOR method, the users could not help 
employing some parameter. Thus it can be suggested that the AOR method is more extensive 
than the SOR one since it involves the extrapolation parameter s (= w/y) as well as the 
acceleration one. In Section 2, we introduce the Chebyshev acceleration procedure. Some 
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numerical results are given to demonstrate the efficiency of the present algorithms in Section 3. 
The final results obtained are also summarized. 
2. Acceleration procedures 
2. I. Chebyshev accelerations 
In order to improve the convergence of the SAOR method the Chebyshev acceleration 
procedure is introduced in this section. It becomes necessary for this purpose that three 
parameters are assumed: one is the spectral radius S( H( y, w)) of the SAOR iteration matrix 
H(y, o) and others are the SAOR parameters (y, w) [5,10,11,12]. Thus we can consider three 
versions of the Chebyshev acceleration on the SAOR method: One is the non-adaptive version 
(Non-Adaptive SOAR-S1 algorithm) which estimates neither S( H( y, o)) nor ( y, w). The other is 
the partially adaptive version (Partial-Adaptive SAOR-SI algorithm) which estimates only 
S( H(y, o). Another is the fully adaptive version (Full-Adaptive SAOR-SI algorithm) which 
estimates both S( H( y, w)) and (y, w). 
2.1.1. Non-Adaptive SAOR-SI algorithm 
Let us define the n th iterated vector u (n) during the Non-Adaptive SAOR-SI algorithm as 
U(n+i) = p 
n+l (%+1 8’“’ + z&n)) + (1 - pntl)z6-? (2.1) 
where a(“) is the pseudo-residual vector represented by 
8’“’ = H(y, ti)U@) + K(Y, Cd) - dn). (2.2) 
Also v,, and p,, are the Chebyshev parameters defined by 
2 
V 
n+l = 2- S(H(y, 0)). 
(2.3) 
and 
P1 =I, p2 = (1 - :c?-‘, 
p,,+I=(1-+2p,)-1, n>,2. (2.4) 
in which u is given by 
SW(Y, 4) 
(J = 2 - S(H(y, 0)) . 
(2.5) 
In the Non-Adaptive algorithm the formula (2.1)-(2.5) are simply iterated with some fixed 
parameters S( H( y, w)) and ( y, w) until a suitable criterion for convergence is achieved. 
2.1.2. Partial-Adaptive SAOR-SI Algorithm 
Let us introduce the partially adaptive procedure to the Non-Adaptive SAOR-SI algorithm 
which estimates the spectral radius S( H(y, w)) of the SAOR iteration matrix H(y, w). The 
Partial-Adaptive SAOR-SI algorithm has the same forms for the Non-Adaptive SAOR-SI 
algorithm, except that the S( H( y, 0)) is replaced by the estimated value S,( H( y, w)) and the 
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Chebyshev parameter p, + i. Thus the partially adaptive version involves the parameter change 
test and the parameter estimation procedures. 
(1) Parameter change test procedure. We change S( H( y, w)) whenever 
where 
p=n-s (2.7) 
and 
r= 
1 - (1 - c7y2 
1 + (1 - c#*. 
(2.8) 
Here F is the damping factor to be selected in the interval [0, 11. 
(2) Parameter estimation procedure. Once we have decided to change S( H( w, w)), we take a 
new value for 
[&MY1 4l.EW =max(SE(H(y, w>>SL(H(Y, a>>), (2.9) 
where SL( H( y, w)) is determined from the Rayleigh quotient 
$(H(Y, u>> = 
( WC?‘“‘, WH( y, 0) 6(n)) 
(WV”‘, W6’“‘) . 
(2.10) 
If the new value is determined, we set S = n, and we compute the Chebyshev parameter p, + , 
from 
P z;,; (2.11) 
(l-&J;&-‘, n3s+2. 
2. I. 3. Full-Adaptive SA OR-SI algorithm 
Here we shall introduce the fully adaptive procedure which estimates not only S( H( y, w)) as a 
partially adaptive procedure but also (y, w), in order to obtain more effective iterations in the 
process of the Non-Adaptive SAOR-SI algorithm. We name the algorithm derived the Full- 
Adaptive SAOR-SI algorithm. The iterative formulae are the same forms with the Partial-Adap- 
tive SAOR-SI algorithm. The Full-Adaptive SAOR-SI algorithm involves the following parame- 
ter estimation procedure. 
(3) Parameter estimation procedure [7]. 
We assume that 
(2.12) 
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where m(B) and M(B) are respectively the minimum and maximum eigenvalues of the Jacobi 
iteration matrix B. If we choose y as 
2 
1++2M+4fi’ 
M<4P, 
Yl = 
I 
2 
(2.13) 
1+/m’ 
M>44P, 
then the spectral radius of the SSOR iteration matrix H(y, y) is minimized and is given by 
l- 
1-M 
{l-2M+4/3 
> M<4P, 
(2.14) 
spectral radius of the SSOR iteration matrix 
s( = w/y), it is possible to determine computa- 
(2.15) 
Thus we can surely obtain the minimized 
H(y, w). Furthermore, by use of the parameter 
tionally the overrelaxation parameter w so that 
S(H(Y, w)) G S(H(Y,, Vi>>. 
The parameter s should be interpreted as strategy parameter that may be chosen in the 
interval [0.95, 1.101. If s = 1.0, then of course our algorithm is equivalent to the SSOR-SI 
algorithms. If this strategy parameter s is suitably chosen, we must be able to obtain at least 
better convergence than the SSOR method. It is significant to note that our SSOR-SI algorithm 
is different from the Hayes-Young’s version [7] because of the symmeterization matrix W. 
We change the ME(B) which is the estimate of M(B), whenever 
]( Gfl) I( A”?/]] 8(S) )] A’/’ > (2’p’2/(1 + +>) F, (2.16) 
where p and Y are respectively given in (2.7) and (2.Q and F is the damping factor. 
Having decided to change ME(B), we take a new value for 
[%A%,, = max(M,(B), MA(B)), (2.17) 
where ML(B) is computed from 
M;_(B) = 1) B6’“’ 11 D~,~z,‘ll 6’“’ (I D~,~l. (2.18) 
Once the value of ME(B) has been determined, y is computed from (2.13), and the 
corresponding spectral radius S( H( y, y)) is then determined from (2.14). We employ the 
S( H( y, y)) as an estimated value S,( H( y, w)). 
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3. Numerical experiments 
In order to test the feasibility and efficiency of our proposed algorithms we have carried out 
some numerical experiments. The model problem we treat in this paper involves the generalized 
Dirichlet problem with the partial differential equation 
(3.1) 
in the unit square (0 < x < 1, 0 < y < l), where U = 0 is imposed on the whole boundary. Various 
choices of the coefficients A(x, y) and C(x, y) [14] are considered. Now, we deal with the first 
type (MODEEl) that A( x, r) = C( x, _Y) = 1, i.e., the Laplace equation 
Pu + a2u - -= 
ax2 
o 
ay’ . 
(3.2) 
The five-point difference formula is adopted for the discretization of all the model problems. 
All the iterative algorithms to be treated in the numerical experiments are terminated when the 
iterated vector U(~) satisfies the criterion 
II P) II A’,* -=Z ‘$= 10-6, (3.3) 
where ecn) is the n th error vector for the exact solution U. In the adaptive procedures, instead of 
the above formula the following criterion is employed: 
(3.4) 
The initial vector u(O) is also set such that all its elements are equal to be [l/(l/(n - 1))] in 
which h is the square mesh size. 
3.1. Characteristics 
It is not too much to say that the main algorithm in this paper, Full-Adaptive SAOR-SI is 
characterized by its damping factor F. The damping factor F is an experimental strategy 
parameter to be chosen in the interval [0, l] and plays its deterministic role in the parameter 
change procedure. In general, if F is close to zero, the parameter changing is seldom done, i.e., 
we must work out the iterations with the parameter which is not estimated good enough. Also if 
F is close to unity, the parameter changing is done very frequently, which causes extraneous 
works. Rigorously speaking, the selection of the damping factor F is depending on the problem 
and/or the algorithm to be applied. 
Figure 1 shows the relation between the required numbers of iterations for convergence and 
the damping factor F. When we consider only the results in Fig. 1, it seems that the effectiveness 
of the adaptive procedures are affected little for each damping factor F. Then in order to check 
up on the affection of F from a different point of view, we show the numbers of parameter 
changing in the Full-Adaptive SAOR-SI algorithm in Tables 1 and 2. 
In those tables the following item is observed: 
The number of parameter changing in the Full-Adaptive SAOR-SI algorithm is also affected 
little for each value of the damping factor F, i.e., the nearly optimum parameters are estimated 
within a few times of the parameter changing. 
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0 0.55 0.65 0.75 0.85 0.95 
damping factor F 
Fig. 1. 
Table l(a) 
Full-adaptive SAOR-SI algorithm (F = 0.55) (Model 1) 
Iteration number r S(f-f(r, w)) 
h =1,‘20 3 1.4652238 
9 1.7284822 
20 Convergence 
h =1/40 3 1.4651884 
10 1.8247973 
25 Convergence 
h =1/60 3 1.4651878 
10 1.8181668 
21 1.9001886 
35 Convergence 
h = l/80 3 
10 
20 
37 
h = l/100 3 1.4651873 
10 1.8180357 
21 1.9381428 
40 Convergence 
1.4651874 
1.8180386 
1.9243515 
Convergence 
0.6913468 
0.8543548 
0.6913232 
0.9083859 
0.6913228 
0.9047537 
0.9488171 
0.6913226 
0.9046833 
0.9614466 
0.6913225 
0.9046817 
0.9685856 
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Table l(b) 
Full-adaptive SAOR-SI algorithm (F = 0.65) (Model 1) 
Iteration number r S(H(r, ~1) 
h = l/20 3 1.4652238 0.6913468 
8 1.7282965 0.8542479 
19 Convergence 
h = l/40 3 1.4651884 0.6913232 
9 1.8119306 0.9013259 
28 Convergence 
h = l/60 3 1.4651878 0.6913228 
9 1.8065100 0.8983373 
17 1.9000715 0.9487556 
32 Convergence 
h = l/80 3 1.4651874 0.6913226 
9 1.8064685 0.8983144 
18 1.9241124 0.9613224 
36 Convergence 
h = l/100 3 1.4651873 0.6913225 
9 1.8064664 0.8983133 
18 1.9344013 0.9666538 
36 Convergence 
Table l(c) 
Full-adaptive SAOR-SI algorithm (F = 0.75) (Model 1) 
Iteration number r S(H(r, w)) 
h = l/20 3 1.4652238 
8 1.7282965 
19 Convergence 
h =1/40 3 1.4651884 
9 1.7955567 
18 1.8536691 
28 Convergence 
h = l/60 3 1.4651878 
8 1.7922303 
15 1.8997656 
31 Convergence 
h = l/80 3 1.4651874 
8 1.7922211 
15 1.9213051 
33 Convergence 
h = l/100 3 1.4651873 
8 1.7922205 
16 1.9273777 
34 Convergence 
0.6913468 
0.8542479 
0.6913232 
0.8922723 
0.9240563 
0.6913228 
0.8904235 
0.9485947 
0.6913226 
0.8904183 
0.9598629 
0.6913225 
0.8904181 
0.9630174 
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Table l(d) 
Full-adaptive SAOR-SI algorithm (F = 0.85) (Model 1) 
Iteration number r S(H(r, w)) 
h =1,‘20 2 1.4022154 0.6485910 
6 1.7271003 0.8535592 
17 Convergence 
h = l/40 2 1.4022450 0.6486114 
6 1.7494229 0.8663383 
12 1.8526856 0.9235264 
25 Convergence 
h =1/60 2 1.4022559 0.6486190 
6 1.7490750 0.8661403 
12 1.8983658 0.9478581 
29 Convergence 
h = l/80 2 1.4022614 0.6486227 
6 1.7490757 0.8661407 
12 1.9029876 0.9502881 
30 1.9237875 0.9611536 
34 Convergence 
h = l/100 2 1.4022646 
6 1.7490762 
12 1.9002014 
20 1.9364131 
36 Convergence 
0.6486250 
0.8661410 
0.9488239 
0.9676930 
From the above observations, we can conclude as follows: 
In the Full-Adaptive SAOR-SI algorithm, the effective iteration and fast convergence may be 
guaranteed only if we employ the damping factor F in the interval [0.55, 0.951. Consequently, the 
Full-Adaptive SAOR-SI algorithm is advantageous. 
3.2. Comparisons 
For the comparison purpose, we give in Table 3 the required numbers of iterations for 
convergence in each algorithm for MODEL 1. The SOR method has the optimum acceleration 
parameter w. In the Non-Adaptive SAOR-CG algorithm, the SAOR parameter (y, w) are taken 
as (y, o) = (1.40, 1.54) which are the optimum values obtained in the numerical test and are also 
used in the Non-Adaptive and Parameter-Adaptive SAOR-SI algorithms. As a typical value of 
the damping factor we employ F = 0.75 in all the algorithms that require it. We have observed 
and concluded from the result in Table 4 the following. 
(a) The presented algorithms involving the adaptive and/or acceleration procedures have 
much faster convergence than that of optimum SOR algorithm. For non-optimum parameters 
(Y, w> and 
wJ(Y> W>>> 
the accelerated methods converge stably and sufficiently fast in a few iterations, as expected in 
Figs. 2 in [ll]. 
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Table l(e) 
Full-adaptive SAOR-SI algorithm (F = 0.95) (Model 1) 
Iteration number r S(H(r, 0)) 
h = l/20 2 1.4022154 0.6485910 
6 1.7271003 0.8535592 
17 Convergence 
h = l/40 2 1.4022450 0.6486114 
6 1.7494229 0.8663383 
11 1.8494186 0.9217641 
25 Convergence 
h =1/60 2 1.4022559 0.6486190 
6 1.7490750 0.8661403 
12 1.8983658 0.9478581 
29 Convergence 
h = l/80 2 1.4022614 0.6486227 
6 1.7490757 0.8661407 
12 1.9029876 0.9502881 
24 1.9216164 0.9600249 
31 Convergence 
h = l/100 2 1.4022646 
6 1.7490762 
12 1.9002014 
19 1.9345472 
34 Convergence 
0.6486250 
0.8661410 
0.9488239 
0.9667292 
Table 2 
Full-adaptive SAOR-SI algorithm (F = 0.55) (Model 2) 
Iteration number r S(H(r, a>) 
h = l/20 3 1.3443787 0.6079264 
7 1.5169670 0.7253127 
16 Convergence 
h = l/40 3 1.4163405 0.6583130 
9 1.6852192 0.8291657 
23 Convergence 
h = l/60 3 1.4370832 0.6724450 
9 1.7328445 0.8568622 
15 1.7807477 0.8840164 
27 Convergence 
h = l/80 3 1.4459818 0.6784555 
9 1.7557252 0.87699187 
16 1.8423230 0.9179262 
31 Convergence 
h = l/100 3 1.4506416 0.6815906 
9 1.7687292 0.8772686 
17 1.8671616 0.9312993 
34 Convergence 
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(b) The Adaptive SAOR-CG algorithm converges slightly faster than the Full-Adaptive 
SAOR-SI algorithm as well as the non-adaptive algorithms. Thus in the Trequired number of 
iterations for convergence, the CG acceleration may be advantageous. 
(c) The Adaptive SAOR-CG and Full-Adaptive SAOR-SI algorithms converge as fast as the 
Non-Adaptive SAOR-CG and Non-Adaptive SAOR-SI algorithms with the optimum parameters 
algorithms estimate good parameter in afew iterations, i.e., the effective iterations as expected are 
obtained. 
Last but not the least, the amount of computational works in the Adaptive SAOR-CG and 
Full-adaptive SAOR-SI algorithms cannot 
algorithm requires less amount of works 
algorithm. 
3.3. Further applications 
be ignored. We note that the Full-Adaptive SAOR-SI 
per iteration than that of the Adaptive SAOR-CG 
We try to test the applicability of our main algorithms, Full-Adaptive SAOR-SI and Adaptive 
SAOR-CGalgorithms, to more general problems. Here we try to solve MODEL 2, i.e., the 
coefficients A( x, y) and C(x, y) are taken as A(x, y) = C(x, y) = Tables 19-23 show how 
the SAOR parameters (y, w) and the corresponding spectral radii S( H( y, w)) have changed 
Table 2(b) 
Full-adaptive SAOR-SI algorithm (F = 0.65) (Model 2) 
Iteration number r S(H(r, ~1) 
h =1/20 3 1.3443787 0.6079264 
7 1.5169670 0.7253127 
16 Convergence 
h =1,‘40 3 1.4163405 0.6583130 
8 1.6746236 0.8229063 
14 1.6746236 0.8229063 
20 Convergence 
h =1/60 
h =1/80 
h = 1,000 
3 1.4370832 
8 1.7208724 
13 1.7640025 
18 1.7728382 
26 Convergence 
3 1.4459818 
8 1.7430159 
14 1.8317303 
30 Convergence 
3 1.4506416 
8 1.7555712 
15 1.8599127 
22 1.8599127 
30 Convergence 
0.6724450 
0.8499666 
0.8746029 
0.8795804 
0.6784555 
0.8626861 
0.9121704 
0.6815906 
0.8698314 
0.9274143 
0.9274143 
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during the Full-Adaptive SAOR-SI algorithm. for reference purposes, we join the tables for the 
Partial-Adaptive SAOR-SI algorithm. for comparison purposes, we show in Table 4 the required 
numbers of iterations for convergence in each the algorithm. In the further applications, we have 
found out the following results: 
(a) From the results in Table 4, the proposed algorithms converge far faster than the SOR 
algorithm with the optimum parameter. 
(b) In the Partial-Adaptive SAOR-SI algorithm, the numbers of parameter changing are large 
as well as in the MODEL 1. The fact causes the vain works in the computational procedore. It 
may be stated from the above reasons that the Partial-Adaptive SAOR-SI algorithm is not much 
efficient. In addition the disadvantage arising mfrom an unbalance of the estimation of the 
spectral radius S( H(y, w)) only may be settled by the introducing of the fully adaptive 
procedure. 
(c) The Full-Adaptive SAOR-SI algorithm is very efficient in the sence that the required 
number of iterations for convergence requires a minimal amount of work. 
Table 2(c) 
Full-adaptive SAOR-SI algorithm (F = 0.75) (Model 2) 
Iteration number r S(H(r, a)) 
h = l/20 3 1.3443787 0.6079264 
7 1.5169670 0.7253127 
16 Convergence 
h =1/40 3 1.4163405 0.6583130 
7 1.6593566 0.8138233 
11 1.6593566 0.8138233 
17 1.7189251 0.8488408 
23 Convergence 
h = l/60 
h = l/80 
h = l/100 
3 1.4370832 
8 1.7208724 
13 1.7640025 
17 1.7726759 
26 Convergence 
3 1.4459818 
8 1.7430159 
14 1.8317303 
17 1.8317303 
29 Convergence 
0.6724450 
0.8499666 
0.8746029 
0.8794892 
0.6784555 
0.8626861 
0.9121704 
0.9121704 
3 1.4506416 
8 1.7555712 
14 1.8515033 
19 1.8525033 
25 1.8525033 
33 Convergence 
0.6815906 
0.8698314 
0.9234281 
0.9234281 
0.9234281 
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Table 2(d) 
Full-adaptive SAOR-SI algorithm (F = 0.85) (Model 2) 
Iteration number r S(ff(r, w)) 
h = l/20 2 1.2963971 0.5731079 
5 1.4777970 0.6996932 
15 Convergence 
h = l/40 2 1.3589491 0.6183027 
6 1.6419481 0.8033734 
10 1.6419481 0.8033734 
13 1.7123631 0.8450384 
22 Convergence 
h = l/60 2 1.3766545 
6 1.6843817 
11 1.7773570 
15 1.7773570 
23 Convergence 
2 1.3841815 
6 1.7043971 
11 1.8135293 
15 1.8150740 
19 1.8314985 
27 Convergence 
2 1.3881054 
6 1.7156255 
11 1.8328454 
16 1.8459329 
19 1.8794984 
32 Convergence 
0.6307911 
0.8286723 
0.8821170 
0.8821170 
0.6360606 
0.8404043 
0.9022057 
0.9030551 
0.9120440 
0.6387984 
0.8469305 
0.9127778 
0.9198805 
0.9378777 
h = l/80 
h = l/100 
4. Concluding remarks 
In this paper, we have presented the new algorithms based on the SAOR method accelerated 
by the Chebyshev and acceleration procedure and/or some kinds of adaptive procedures. As a 
result we have succeeded in improving the convergence of the SAOR method. We have shown in 
the numerical experiments the effectiveness of the presented new algorithms. In particular the 
Full-Adaptive SAOR-SI and Adaptive SAOR-CG algorithms are effective in the sense that they 
require a small number of iterations for convergence and consume the minimal amount of works 
in their computational iteration procedures. 
However, the presented algorithms, even the Full-Adaptive SAOR-SI algorithm, may not be 
effective for other problems. In this sense the results in the paper are preliminary. In the future 
the new algorithms should be tested for more general problems with symmetric and positive 
definite matrix. Furthermore, we need to construct more effective procedures taking account of 
the characteristics of current computers. 
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Table 2(e) 
Full-adaptive SAOR-SI algorithm (F = 0.95) (Model 2) 
Iteration number 
h = l/20 2 
5 
12 
15 
h = l/40 2 
6 
10 
13 
22 
r 
1.2963971 
1.4777970 
1.4777970 
Convergence 
1.3589491 
1.6419481 
1.6419481 
1.7123631 
Convergence 
S(H(r, w)) 
0.5731079 
0.6996932 
0.6996932 
0.6183027 
0.8033734 
0.8033734 
0.8450384 
h = l/60 
h = l/80 
2 1.3766545 
6 1.6843817 
10 1.7514431 
13 1.7816933 
25 Convergence 
2 1.3841815 
6 1.7043971 
11 1.8135293 
15 1.8150740 
18 1.8450750 
29 Convergence 
0.6307911 
0.8286723 
0.8674873 
0.8845456 
0.6360606 
0.8404043 
0.9022057 
0.9030551 
0.9194164 
h = l/100 2 1.3881054 0.6387984 
6 1.7156255 0.8469305 
11 1.8328454 0.9127778 
16 1.8459329 0.9198805 
19 1.8794984 0.9378777 
32 Convergence 
Table 3 
Comparison of the algorithms (model 1) 
l/h =20 40 60 80 100 
Optimum SOR 
algorithm 58 
Non-adaptive SAOR-CG algorithm 
(r, w) = (1.40,1.54) 13 
(r, a) = (L wh) 14 
Adaptive SAOR-CG algorithm 
(F = 0.75) 17 
Non-adaptive SAOR-SI algorithm 
(r, w) = (1.40, 1.54) 
and ME = 0.99 69 
(rr w, = (k wb) 
and optimum ME 15 
Partial-adaptive SAOR-SI algorithm (F = 0.75) 
(r, w) = (1.40, 1.54) 22 
(1. a) = (yh, ah) 17 
Full-Adaptive SAOR-SI algorithm 
(F=0.75) 19 
115 173 231 289 
23 34 44 53 
20 24 28 32 
20 29 26 33 
70 72 127 230 
21 27 30 34 
43 60 82 99 
22 27 34 36 
28 31 33 34 
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Table 4 
Further application (model 2) 
l/h = 20 40 60 80 100 
SOR algorithm 
Non-Adaptive SAOR-SI algorithm 
(r, w) = (1.40,1.54) 
ME = 0.99 
12 161 241 321 401 
88 90 90 89 89 
Partial-Adaptive SAOR-SI algorithm 
(r, w) = (ropt, wopt) 
F = 0.65 
22 32 42 50 53 
Adaptive SAOR-CG algorithm 
F = 0.85 26 61 87 102 95 
Appendix 1. Note on the treatment of symmetrization matrix. 
In each the adaptive procedure, there may be a key question how 
matrix A1j2 in the computational program. It is almost impossible 
practice, however for any vector u, by use of the transformation as 
(A “‘u, A”2u) = (u, Au) 
we can compute the Ail2 -norm with simple procedure. 
Appendix 2. Note on the partial-adaptive SAOR-SI algorithm 
we treat the symmetrization 
to make the matrix All2 in 
(A-1) 
The estimation procedure in the process of Partial-Adaptive SAOR-SI algorithm employs the 
Rayleigh quotient with the symmetrization matrix A 1’2 If the spectral radius estimated is . 
beyond the unity, we settle S( H(y, w)) such that S( H(y, w)) = 0.9999 and then we do not 
consider to change S( H( y, w)) any more. 
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