The capture cross section of 235 U has been re-evaluated by the OECD/NEA/NSC/WPEC Subgroup 29 focusing on energy region from 100 eV to 1 MeV from the viewpoints of differential and integral data analyses since 2007. Sodium-void reactivity experiments with uranium fuels were carried out at the Fast Critical Assembly (FCA) in the Japan Atomic Energy Agency (JAEA) in 2009 and new integral data were obtained to help to validate the re-evaluated capture cross section of 235 U. The benchmark specification for the sodium-void reactivity experiments is given. The detailed benchmark calculations for the new integral data were performed by using a continuous-energy Monte Carlo code (MVP) with use of the evaluated nuclear data libraries JENDL-3.2, -3.3, -4.0, ENDF/B-VII.0 and JEFF-3.1. The MVP calculations were performed with 2,000,000,000 particles. The statistical uncertainties of the MVP calculations were within several percents of the measured sodium-void reactivities. The ratios of calculated to experimental (C/E) values of sodium-void reactivities with respect to JENDL-3.3, ENDF/B-VII.0 and JEFF-3.1 are less than those with respect to JENDL-3.2 and -4.0. The analysis results are similar to those of sodium-void reactivities previously obtained at the BFS facility which is another fast critical assembly in Russia. The benchmark calculations demonstrate the improvement of the reliability of the integral data such as the new integral data obtained at the FCA and the previously obtained data in the BFS and the usefulness of the new integral data for the validation of the re-evaluated cross section of 235 U. In addition, the benchmark tests with various correction factors by a deterministic calculation system are summarized for the help to validate the re-evaluated capture cross section of 235 U.
I. Introduction

1
The cross sections of 235 U were examined by the working party on international nuclear data evaluation co-operation (WPEC) under the nuclear science committee (NSC) of OECD/NEA as the activity of the subgroup 18 focusing on the thermal and the epithermal energy regions. 1) As a result, the Oak Ridge National Laboratory (ORNL) group evaluated the resolved resonance parameters of 235 U up to 2.25 keV, which have been recently used for major libraries such as JENDL-3.3,
2) ENDF/B-VII.0 3) and JEFF-3.1. 4) Using the resolved resonance parameters evaluated, prediction accuracy of neutronic characteristics has been satisfactory for thermal reactors. However, recent benchmark analyses have revealed a problem regarding the capture cross section of 235 U for fast-neutron critical experiments at the BFS facility of Institute of Physics and Power Engineering (IPPE) in Russia and at the Fast Critical Assembly (FCA) of the Japan Atomic Energy Agency (JAEA) using uranium fuels. 5) Among the existing libraries, JENDL-3.3, ENDF/B-VII.0 and JEFF-3.1 cannot describe the criticalities and the sodium-void reactivities for these critical assemblies. This problem is attributable to large capture cross section of 235 U in energy region from 100 eV to 2.25 keV where the resolved resonance parameters evaluated are used. Moreover, *Corresponding author, E-mail: fukushima.masahiro@jaea.go.jp in the energy region from 30 keV to 1 MeV, there exists a big difference in 235 U capture cross sections between JENDL-3.3 and ENDF/B-VII.0. The WPEC is to address these problems on the 235 U capture cross section from the viewpoints of differential and integral data analyses and then obtains recommended cross section in energy region from 100 eV to 1 MeV as the activity of the subgroup 29. In order to obtain new integral data to help the validation of the re-evaluated 235 U capture cross sections, sodium-void reactivity experiments with uranium fueled core were carried out at the FCA in 2009. The purpose of the present study is to prepare the benchmark specification of the sodium-void reactivity experiments and to perform benchmark calculations. Detailed benchmark calculations were performed by using a continuous-energy Monte Carlo code, MVP 6) with geometry models made as detailed as possible. The measured data were analyzed with the existing libraries JENDL-3.2, 7) -3.3, -4.0, 8) ENDF/B-VII.0, JEFF-3.1. The newest JENDL-4.0 was just released on May 28th, 2010. This paper presents an introduction of new integral data obtained at the FCA, the results of the benchmark calculations and the comparison between them. In Appendix, the benchmark tests with various correction factors by a deterministic calculation are given.
II. Experiment
Core Characteristics
The FCA is a horizontal table-split type assembly consisting of fixed and movable halves. These half assemblies are separated for fuel loading, and are brought together for operation. The sodium-void reactivity experiments with uranium fuels were carried out with the FCA-XXVII core series. The cores were coupled systems comprising a central core zone and surrounding blanket zones. Figure 1 gives an R-Z cross-sectional view of the fixed half assembly of the XXVII core. The core zone was composed of low and high enriched uranium metals and graphite (EU-C region). The average enrichment of the core zone was approximately 30%. The height of the core zone was approximately 61 cm. In the radial direction, the core zone is surrounded by two radial blanket zones; the inner blanket zone of approximately 30 cm thickness contains a significant amount of depleted uranium dioxide and sodium, and the outer blanket zone of approximately 20 cm thickness contains only depleted uranium block.
Measurement of Sodium-Void Reactivity Worth
The test zone was set up at the center of the core zone with changing the height as listed in Table 1 . Figures 2(a) and (b) give X-Y cross-sectional views of the XXVII core for Case-1 and for Cases-2 and -3, respectively. A couple of half fuel drawers (that contain EU-CLR region) were added in the core zone for Cases-2 and -3. The equivalent radii of the core zones are also given in Table 1 . The test zone was composed of low and high enriched uranium metals and canned sodium (EU-NA region). The EU-NA at the test zone was replaced with the EU-VOID where canned sodium in the EU-NA were altered to voided steel cans to evaluate the sodium-void reactivities. Table 2 gives the homogenized atomic number densities of the regions shown in Fig. 1 . For Cases-1 and -2, the reactivities were measured by using the control rods that were calibrated beforehand. For Case-3, the reactivity was measured by adopting the source multiplication method. The effective delayed neutron fraction eff  (=0.00754±0.00027) was evaluated with JENDL-3.3. The error of eff  was evaluated by its covariance data of d  .
2) The measured sodium-void reactivities are summarized in Table 3 together with the experimental errors. One sees that the relative errors were about a few percents. They were small enough to distinguish the differences of the calculated results among the libraries which were observed in the BFS experiments. 
III. Benchmark Calculation
The sodium-void reactivities were analyzed with the use of the existing libraries JENDL-3.2, -3.3, -4.0, ENDF/B-VII.0 and JEFF-3.1 by using a continuous-energy Monte Carlo code MVP with geometry models made as detailed as possible. The reactivities were obtained from (k' eff -k eff )/ k eff k' eff , where k eff and k' eff were the effective multiplication factors of cores with EU-NA and EU-VOID, respectively. The calculated sodium-void reactivities using the MVP calculations together with the statistical uncertainties are shown in Table 4 . In this table, the ratios of calculation to experimental (C/E) values together with the uncertainties of the calculations are also summarized. The MVP calculations were performed with 2,000,000,000 particles. The statistical uncertainties of the MVP calculations were within several percents of the measured sodium-void reactivities. These were small enough to distinguish the differences of the calculated results among the major libraries. One understands from this table that the C/E values of sodium-void reactivities with respect to JENDL-3.3, ENDF/B-VII.0 and JEFF-3.1 are less than those with respect to JENDL-3.2 and -4.0. This tendency of the C/E values is similar to those for the sodium-void reactivity experiments using uranium fuels at the BFS facility. In BFS cores with uranium fuels, the sodium-void reactivities were sensitive to the 235 U capture cross sections at keV energy region, where a big difference exists among major nuclear data libraries.
IV. Sensitivity Analysis
A sensitivity analysis was carried out to investigate the differences among the libraries. The sensitivity coefficients were calculated based on the diffusion theory by using a generalized perturbation code, SAGEP 9) and JENDL-4.0 library. Here, a homogeneous model was adopted. U capture cross section to the sodium-void reactivity change from JENDL-4.0 to other libraries for Case-2. We can find that the differences with respect to JEFF-3.1, JENDL-3.3 and ENDF/B-VII.0 are much larger than that with respect to JENDL-3.2. Figure 5 shows nuclide-wise contributions to the sodium-void reactivity change from JENDL-4.0 to other libraries. We can find that the difference of 235 U capture cross sections contributes mainly to the sodium-void reactivity change. The total differences from JENDL-4.0 to JENDL-3.3, ENDF/B-VII.0 and JEFF-3.1 are up to about 28%, 33% and 24%, respectively. The tendency is consistent with the results by the Monte Carlo calculations. It was clarified that the main cause explaining the difference among libraries was the capture cross section of 235 U.
V. Conclusion
New integral data of the sodium-void reactivity with uranium fueled cores were obtained at the FCA of the JAEA in 2009. The benchmark specification of the experiments is prepared. The detailed benchmark calculations were performed by using a continuous-energy Monte Carlo code (MVP) with use of the existing libraries JENDL-3.2, -3.3, -4.0, ENDF/B-VII.0 and JEFF-3.1. The statistical uncertainties of the MVP calculations were within several percents of the measured sodium-void reactivities. The new integral data reproduce the similar tendency of the C/E values among the libraries to those of the previous experiments at the BFS in Russia. From the sensitivity analysis, it was clarified that the sodium-void reactivities are sensitive in keV energy region of 235 U capture cross section. Since the similar results are independently obtained, it can be said that the new integral data obtained at the FCA improve the reliability of the existing integral data both for the FCA and the BFS. Therefore, the new integral data can be used to help the validation of the re-evaluated capture cross sections of 235 U and will contributes to the compilation of new versions of the libraries and the activity of the subgroup-29 under WPEC of OECD/NEA with benchmark tests of the new integral data by a deterministic calculation system, which are given in Appendix.
Additionally, the benchmark tests by a deterministic calculation system were performed for the new integral data. The deterministic calculation codes used in the analysis are the following: 
Transport
The core calculation by the diffusion theory can be performed by using XYZ models shown in Fig. 2 . To compare the calculation results with the experimental results correction factors were applied. The correction factors were prepared for JENDL-3.2, -3.3, -4.0, ENDF/B-VII.0 and JEFF-3.1. The correction factors were evaluated by the exact perturbation method, since the sodium-void reactivity consists of various components. The components are generally classified into two terms, i.e., the non-leakage and leakage ones. The correction factors were prepared for the respective two terms. Table 5 summarizes the calculation methods to evaluate the correction factors and definitions of them.
In method-1 which was the base calculation method, the effective macroscopic cross sections for each region were prepared to take account of the resonance self-shielding effect in infinite homogeneous media. The cell and core calculations in method-1 were performed by 70 energy groups (lethargy width: 0.25 in energy range from 0.3 eV to 10 MeV) and commonly used in all calculation methods except for method-5. The core calculation was performed by the XYZ models and commonly used in all the calculation methods. The mesh intervals in the core calculation were 2.76 cm in the X-and Y-directions, and 2.54 cm in the Z-direction and commonly used in all the calculation methods.
In method-2 which was used for the evaluation of the correction factor of "Hetero/Homo", the cell calculation was performed in the one-dimensional slab heterogeneous geometry. The effective cross sections for the heterogeneous cells were evaluated by using Tone's method.
15) The cell averaged macroscopic cross sections were produced by the flux weighting based on the flux distribution obtained by the collision probability method. The diffusion coefficient was defined by the average of the anisotropic diffusion coefficients based on the Benoist's formula. 16) In methods-3 and -4 which were used for the evaluation of the correction factor of "Transport", the cell calculations were performed in the one-dimensional slab heterogeneous geometry. The correction factor was evaluated by a ratio of the result of S N transport calculation to that of diffusion calculation. The S N transport calculation is performed with the S 8 quadrature set and with the transport cross section defined by the extended transport approximation. The diffusion coefficient was defined by one third of the inverse of the transport cross section used in the transport calculation.
In method-5 which was used for the evaluation of the correction factor of "Ultrafine", the cell calculation was performed in the one-dimensional slab heterogeneous geometry. The resonance self-shielding was evaluated by the collision probability method with a ultrafine energy group structure. The correction factor was evaluated by a ratio of the result of method-5 to that of method-2.
In method-6 which was used for the evaluation of the correction factor of "Aniso/Iso", the diffusion coefficients were defined by the anisotropic diffusion coefficients based on Benoist's formula. The correction factor was evaluated by a ratio of the result of method-6 to that of method-2. The correction by "Aniso/Iso" was negligibly small. Moreover, the difference between method-2 and method-4 was also negligibly small.
Thus obtained correction factors are listed in Table 6 . "Hetero/Homo" = method-2 /method-1 "Transport" = method-3 /method-4 "Ultrafine group" = method-5 /method-2 "Aniso/Iso" = method-6 /method-2 
