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Abstract
We give a survey of known and not known harmonic type approximation lemmas which are descendants of the classical
De Giorgi’s one, and we outline some of their recent or possible applications.
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1. The harmonic approximation lemma
Compactness methods are a powerful tool in the modern theory of partial differential equations in that their use
allows to simplify approaches and proofs, and to often achieve optimal regularity results unreachable otherwise. Here,
by compactness methods we mean the use of convergence methods in order to prove certain inequalities, which, in
principle, could also be proved by direct, analytical ways. Such analytical methods are very often delicate, and do not
always lead to the optimal result one would expect; this is one of the reasons for using instead indirect methods.
* Corresponding author.
E-mail addresses: duzaar@mi.uni-erlangen.de (F. Duzaar), giuseppe.mingione@unipr.it (G. Mingione).0022-247X/$ – see front matter © 2008 Published by Elsevier Inc.
doi:10.1016/j.jmaa.2008.09.076
302 F. Duzaar, G. Mingione / J. Math. Anal. Appl. 352 (2009) 301–335A prominent example of such tools is the following simple lemma, firstly employed by De Giorgi [17] in the proof
of the regularity of minimal surfaces, and that in the following version is contained in the work of Simon [77].
Lemma 1.1 (De Giorgi’s harmonic approximation lemma). Let B be the unit ball in Rn. For every ε > 0 there exists a
positive constant δ ∈ (0,1] depending only on n,N and ε such that the following is true: Whenever u ∈ W 1,2(B,RN)
satisfying∫
B
|Du|2 dx  1
is approximately harmonic in the sense that∣∣∣∣
∫
B
Du ·Dϕ dx
∣∣∣∣ δ sup
B
|Dϕ| (1.1)
holds for all ϕ ∈ C∞0 (B,RN), then there exists a harmonic map h ∈ W 1,2(B,RN), i.e. h = 0 in B , such that∫
B
|Dh|2 dx  1 (1.2)
and ∫
B
|h− u|2 dx  ε2. (1.3)
Proof. The proof of this lemma is particularly simple but nevertheless instructive in the sense that it contains, in the
simplest version, all the basic conceptual ingredients for proving such statements. It goes by contradiction; assume
that the statement of the lemma is false, then there would exist ε > 0 and a sequence {uk} such that uk ∈ W 1,2(B,RN),∫
B
|Duk|2 dx  1 (1.4)
and ∣∣∣∣
∫
B
Duk ·Dϕ dx
∣∣∣∣ 1k supB |Dϕ| for every ϕ ∈ C∞0
(
B,RN
)
, (1.5)
and finally such that∫
B
|h− uk|2 dx > ε2 (1.6)
whenever h is a harmonic map satisfying (1.2).
Now, since all the previous statements only involve the gradient of uk , and since adding a constant vector to a
harmonic map again yields a harmonic map, up to subtracting the average of uk we may always assume∫
B
uk dx = 0 for every k ∈ N.
Using (1.4), by weak compactness we may extract from {uk} a subsequence, still denoted by {uk}, such that uk ⇀ u
weakly in W 1,2(B,RN) for some u ∈ W 1,2(B,Rn); moreover—and this time we use Rellich’s lemma—we have also
that uk → u strongly in L2(B,RN). By weak lower semicontinuity with respect to the weak convergence, we then
have, via the use of (1.4), that∫
|Du|2 dx  lim inf
k
∫
|Duk|2 dx  1. (1.7)B B
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B
Du ·Dϕ dx = 0 for every ϕ ∈ C∞0
(
B,RN
)
.
This means that u is weakly harmonic and therefore harmonic in the classical sense. As a consequence, by (1.7) we
can take u ≡ h in (1.6) and (1.2), thereby getting∫
B
|u− uk|2 dx > ε2
which yields the desired contradiction since uk → u strongly in L2(B,RN). 
Before going on, let us emphasize a few aspects of the previous lemma, and its proof, that will in some sense
set the mood for the next pages. The lemma leads to a strong inequality, that is (1.3), starting by a weaker assertion
as (1.1), it therefore exhibits a sort of rigidity property of approximately harmonic maps. When we call (1.1) a weaker
assertion we mean that (1.1) involves a test with smooth maps; more precisely, condition (1.1) involves an integral
featuring an integrand, that is Du · Dϕ, which is still an L2-function, and not only an L1-one. Therefore there is in
some sense a gain of integrability here, and not the whole integrability of Du is required to formulate (1.1). This fact,
together with the proper generalizations of the harmonic approximation lemma presented in the next sections, is a key
feature, for instance allowing for a simpler proof of partial regularity of solutions to non-linear elliptic and parabolic
systems, avoiding the use of so-called higher integrability lemmas; this possibility is again due to the integrability
gain mentioned above.
In the rest of the paper we shall survey a list of lemmas, which in various directions generalize (1.1); some of them
have been already proved and used in order to obtain various types of partial regularity results for vectorial problems.
Others, like Lemma 3.2 below, are instead hereby presented for the first time, and can be applied, along the same lines
of the known ones, to further and more general regularity problems, as shown in Section 3.2 below.
General notation. We denote by c a general constant, that may vary from line to line, and in general such that c 1;
particular dependence on parameters will be emphasized in parentheses when needed, while special occurrences will
be denoted by c˜, c0 or the like. With x0 ≡ (x0,1, . . . , x0,n) ∈Rn, we denote
BR(x0) :=
{
x ∈Rn: |x − x0| <R
}
the open ball with center x0 and positive radius R. We shall often use the short hand notation BR ≡ B(x0,R), when
no ambiguity will arise and all the balls considered share the same center. Finally, we shall often denote
B1(0) ≡ B. (1.8)
With A ⊂Rn being a measurable set with finite measure, if g :A → Rk is an integrable map, the average of g over A
is
(g)A := −
∫
A
g(x)dx := 1|A|
∫
A
g(x)dx.
When considering a function space X(Ω,Rk) of possibly vector valued measurable maps defined on an open set
Ω ⊂ Rn, with k ∈ N, e.g., Lp(Ω,Rk),Wβ,p(Ω,Rk), we shall define in a canonic way the local variant Xloc(Ω,Rk)
as that space of maps f : Ω →Rk such that f ∈ X(Ω ′,Rk), for every Ω ′ Ω. Moreover, also in the case f is vector
valued, that is k > 1, we shall also use the short hand notation X(Ω,Rk) ≡ X(Ω), or even X(Ω,Rk) ≡ X.
In general, for the rest of the paper, unless otherwise stated ν and L will denote numbers such that
0 < ν  L< ∞.
In the following
Ω ⊂Rn
will always denote a bounded domain where n 2, while N will denote another integer such that N  1.
304 F. Duzaar, G. Mingione / J. Math. Anal. Appl. 352 (2009) 301–3352. The A-harmonic approximation lemma
In order to introduce the first generalization of Lemma 1.1, let us first describe a few aspects of the partial regularity
theory of solutions to non-linear elliptic systems. We shall consider the following plain example:
diva(Du) = 0 in Ω. (2.1)
Here the assumptions are rather standard: a :RNn → RNn is a C1-vector field such that the following growth and
ellipticity assumptions are satisfied:∣∣Da(w)∣∣ L and 〈Da(w)w˜, w˜〉 ν|w˜|2 (2.2)
for all possible choices of w, w˜ ∈ RNn, with 0 < ν  L; here as in the following Da stands for the partial derivatives
of a(·) with respect to the gradient variable. The regularity statement is that if u ∈ W 1,2(Ω,RN) is a weak solution
to (2.1), that is a solution in the usual distributional sense as in (2.17) below, then there is an open subset Ωu ⊂ Ω
such that
u ∈ C1,α(Ωu,RN ) for every α < 1 and |Ω \Ωu| = 0. (2.3)
This is actually called partial regularity of solutions, and it asserts that the gradient is regular outside a negligible
open subset
Σu := Ω \Ωu,
in fact called the singular set of u. This is a general principle: since in the vectorial case solutions in general exhibit
singularities [18,74,80], then one looks for regularity in a subset of Ωu ⊂ Ω , which one would like to have as large
as possible. The same applies in the variational case, i.e. when minimizing integral functionals of the Calculus of
Variations of the type
v 	→
∫
Ω
F(x, v,Dv)dx.
Also minimizers of such functionals are partially regular; see Section 3.1 below. In general what one is led to do
as a next step is giving an estimate on the Hausdorff dimension of the singular set Σu. For example, in the case of
solutions to (2.1) we have that the Hausdorff dimension of Σu is strictly less than n − 2, while for estimates in more
general cases we refer to [67,68,57,56,70] and related references. For general aspects concerning partial regularity
and singular sets estimates we refer for instance to the classical treatise [42], and to the recent survey papers [69,71].
Now we come to a rough description of the proof of the partial regularity result in (2.3), and its relations with
harmonic type approximation lemmas. Let us first recall a few definitions.
Definition 1. A strongly elliptic bilinear form A ∈ Bil(Hom(Rn,RN)), with ellipticity constant ν > 0, and upper
bound L> 0, means that
ν|w˜|2 A(w˜, w˜), A(w, w˜) L|w||w˜|, ∀w, w˜ ∈RNn. (2.4)
Definition 2 (A-harmonic maps). With A being a bilinear form with constant coefficients satisfying (2.4), a map
v ∈ W 1,2(B,RN) is called A-harmonic in the ball B ⊂Rn if it satisfies∫
B
A(Dv,Dϕ)dx = 0 for all ϕ ∈ C∞0
(
B,R
N
)
.
In other words, an A-harmonic map in B is just a weak solution to a constant coefficients elliptic system in the
ball B .
Now the basic idea for proving partial regularity of solutions, that is (2.3), is to linearize the system (2.1) around
suitable averages of the gradient, in a small ball B(x0), provided x0 is a Lebesgue’s point for Du, that is
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∫
B(x0)
∣∣Du− (Du)B(x0)∣∣2 dx → 0 as  → 0. (2.5)
In fact it can be proved that the regular set Ωu in (2.3) is exactly the set of Lebesgue’s points of the gradient Du,
from which the full measure property |Ω \ Ωu| = 0 immediately follows. How this is now achieved, and how the
linearization actually work? The idea is to consider the solution v to the following system with constant coefficients:
div
[
Da
(
(Du)B(x0)
)
Dv
]= 0 in B(x0), (2.6)
where we have to think that B(x0) is “small.” Now notice that v is an A-harmonic map with the choice A ≡
Da((Du)B(x0)), and it is therefore smooth in the interior of B(x0) by classical regularity theory [12]; moreover
it enjoys good a priori regularity estimates. Now, the idea is that if we prove that the original solution u to (2.1) is
close enough to a solution v to an elliptic system with constant coefficients as (2.6), then we may hope that the good
regularity estimates available for v are in some sense inherited by u, and we can conclude with the partial regularity.
This is now achieved as follows: using (2.5), and in particular that the integral quantity there is small, we conclude
that the system in (2.6) does not differ too much from the original one in (2.1), in the ball B(x0). Therefore it turns
out that u is close to be A-harmonic, and this is achieved by using the weak inequality∣∣∣∣ −
∫
B(x0)
A(Du,Dϕ)dx
∣∣∣∣ (small quantity) sup
B(x0)
|Dϕ|
for every ϕ ∈ C∞0 (B(x0),RN). Note that such a condition reduces to (1.1) when A is the identity and B(x0) ≡ B1.
Therefore if we could use a lemma like 1.1, in which we replace I by A, we could conclude there exists an A-harmonic
map v which is strongly close to u in the sense of (1.3), and then in turn we would conclude with the regularity of u.
This lemma, in a more general version valid for general balls, is in fact the next
Lemma 2.1 (A-harmonic approximation lemma). Consider fixed constants 0 < ν  L, and n, N ∈ N with n 2. Then
for any given ε > 0 there exists δ = δ(n,N,ν,L, ε) ∈ (0,1] with the following property: For any bilinear form A
satisfying (2.4), and for any u ∈ W 1,2(B(x0),RN) ( for some B(x0) ⊂Rn) satisfying
−n
∫
B(x0)
|Du|2 dx  1, (2.7)
and being approximately A-harmonic in the sense that∣∣∣∣−n
∫
B(x0)
A(Du,Dϕ)dx
∣∣∣∣ δ sup
B(x0)
|Dϕ| (2.8)
holds for every ϕ ∈ C∞0 (B(x0),RN), there exists an A-harmonic map
h ∈ H =
{
w ∈ W 1,2(B(x0),RN ): −n
∫
B(x0)
|Dw|2 dx  1
}
i.e. div(ADh) = 0 in B(x0), satisfying
−n−2
∫
B(x0)
|h− u|2 dx  ε. (2.9)
Proof. We assume first that x0 = 0,  = 1 (at the end of the proof we will show how a rescaling of this result yields
the general result). Again the proof is by contradiction. Were the conclusion false, we could find ε > 0, a sequence of
bilinear forms {Ak} uniformly satisfying (2.4), and a sequence of maps {uk}, with uk ∈ W 1,2(B,RN), fulfilling∫
|w − uk|2 dx  ε for all Ak-harmonic w ∈ H (2.10)
B
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B
|Duk|2 dx  1 (2.11)
and ∣∣∣∣
∫
B
Ak(Duk,Dϕ)dx
∣∣∣∣ 1k supB |Dϕ| for all ϕ ∈ C∞0
(
B,RN
)
. (2.12)
Without loss of generality we can assume −
∫
B
uk dx = 0, as in the proof of the harmonic approximation Lemma 1.1.
Poincaré’s inequality and Rellich’s lemma then allow us to find a subsequence, also denoted by {uk}, u ∈ W 1,2(B,RN)
and A˜ ∈ Bil(Hom(Rn,RN)) still satisfying (2.4), such that
uk ⇀ u weakly in W 1,2
(
B,RN
)
, uk → u strongly in L2
(
B,RN
)
and
Ak → A˜ and
∫
B
|Du|2 dx  1.
The convergence of the bilinear forms is in the sense of the usual Hilbert–Schmidt norm. We then write, for any
ϕ ∈ C∞0 (B,RN),∫
B
A˜(Du,Dϕ)dx =
∫
B
A˜(Du−Duk,Dϕ)dx +
∫
B
(A˜−Ak)(Duk,Dϕ)dx +
∫
B
Ak(Duk,Dϕ)dx.
The first term on the right-hand side of the previous equality tends to 0 as k → ∞ due to the weak-W 1,2 convergence
of {uk} to u; similarly the second term via (2.11) and the convergence of the Ak’s, and the third term via (2.12). Thus
u is A˜-harmonic on B .
By Lax–Milgram theorem, we define vk ∈ u+W 1,20 (B,RN) as the unique weak solution to the following Dirichlet
problem:⎧⎪⎪⎨
⎪⎪⎩
∫
B
Ak(Dvk,Dϕ)dx = 0 for every ϕ ∈ C∞0
(
B,RN
)
,
vk − u ∈ W 1,20
(
B,RN
)
.
We then have, using (2.4), the Ak-harmonicity of vk , the A˜-harmonicity of u, and Cauchy–Schwartz’s inequality,
ν
∫
B
|Dvk −Du|2 dx 
∫
B
Ak(Dvk −Du,Dvk −Du)dx = −
∫
B
Ak(Du,Dvk −Du)dx
=
∫
B
(A˜−Ak)(Du,Dvk −Du)dx  |A˜−Ak|
∫
B
|Du||Dvk −Du|dx
 |A˜−Ak|
(∫
B
|Du|2 dx
) 1
2
(∫
B
|Dvk −Du|2 dx
) 1
2
. (2.13)
Given the convergence of Ak to A˜ and the fact that
∫
B
|Du|2 dx  1, we can conclude that vk converges strongly to u
in W 1,2(B,RN), and in particular we have that ‖vk − u‖L2(B,RN) → 0 as k → ∞. Setting
mk = max
{‖Dvk‖L2(B,RN),1} and Vk = vk
mk
,
we have Vk ∈ H and also ‖Vk − uk‖L2(B,RN) → 0, because limk mk = 1 by the strong W 1,2-convergence of vk to u
with ‖Du‖L2(B,RN)  1. This gives the desired contradiction to (2.10), and finishes the proof of the lemma in the case
B(x0) ≡ B .
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existence of an A-harmonic h˜ ∈ W 1,2(B,RN) satisfying (2.9) on B (with h replaced by h˜, u replaced by u˜). Rescaling
via h(x) = ρh˜( x−x0
ρ
) yields the desired result. 
Remark 2.1. The previous lemma still works—see [32]—when considering a bilinear form satisfying, instead of (2.4),
the strong Legendre–Hadamard ellipticity condition, that is ellipticity on rank-one matrix
ν|ξ |2|η|2 A(ξ ⊗ η, ξ ⊗ η) L|ξ |2|η|2 for every ξ ∈RN, η ∈ Rn. (2.14)
Lemma 2.1 has been first derived in [32], for applications to the boundary regularity of minimizing elliptic currents.
This is not a surprise: historically speaking regularity techniques from Geometric Measure Theory inspired those for
elliptic and parabolic systems. Eventually the lemma was applied for proving partial regularity of solutions to elliptic
systems in [25,22], and of minimizers of quasiconvex integrals in [23,26,27]; it everywhere yielded optimal regularity
results, allowing to avoid the use of heavy tools such as Gehring’s lemma [50]. The reason for this was already
mentioned in the first section: one checks that the original solution to (2.1) is in a small ball close to a solution to a
constant coefficients systems, that is one checks (2.9), by verifying a weaker condition as (2.8).
A reformulation of the A-harmonic approximation lemma, which is particularly suited to so-called quasilinear
systems, that is systems of the type
div
[
b(x,u)Du
]= 0,
is the following:
Lemma 2.2. (See [25].) Consider fixed constants 0 < ν  L, and n, N ∈ N with n  2. Then for any given ε > 0
there exists C = C(n,N,ν,L, ε) such that for any bilinear form satisfying (2.4) and any u ∈ W 1,2(B(x0),RN), with
B(x0) ⊂⊂Rn, there holds
inf
{(
−n
∫
B(x0)
|h− u|2 dx
) 1
2
: h is A-harmonic in B(x0) and
∫
B(x0)
|Dh|2 dx 
∫
B(x0)
|Du|2 dx
}
 C sup
{
2−n
∫
B(x0)
A(Du,Dϕ)dx: ϕ ∈ C∞0
(
B(x0),R
N
)
, ‖Dϕ‖∞  1

}
+ ε
(
2−n
∫
B(x0)
|Du|2 dx
) 1
2
. (2.15)
Remark 2.2. The A-harmonic approximation technique can be naturally up-graded to higher order versions; this is
for instance motivated by the study of regularity of weak solutions to higher order systems of the type∫
Ω
a
(
x, du,Dmu
) ·Dmϕ = 0 for every ϕ ∈ C∞0 (Ω,RN ),
where m is a positive integer. The case m = 1 gives back second-order systems as for instance in (2.1). The maximal
order derivative Dmu stands for {Dαu} where |α| = m, while the lower derivative du stands for {Dαu} where |α| <m;
here α denotes a multi-index, and |α| its length. Of course suitable regularity and ellipticity conditions are prescribed
on the vector field a(·) in order to guarantee the partial regularity of solutions, that in this case asserts the Hölder
continuity of the maximal derivative Dmu outside a closed subset with zero measure. We refer for instance to [24] for
a precise formulation, and we note that in the case m = 1 such result recovers (2.1). In order to prove such a statement
a strategy similar to the one based on the A-harmonic approximation can be devised. This in turn leads to a higher
order version of the A-harmonic approximation lemma, which allows to approximate maps with A-polyharmonic
maps, that is weak solutions to higher order systems with constant coefficients. We also refer to the recent paper of
Bögelein [10].
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We end this section with the main partial regularity results from [25,37], whose proofs are based on the application
of the A-harmonic approximation lemma as outlined before the statement of Lemma 2.1. We confine ourself to the
case of homogeneous systems of the type
diva(x,u,Du) = 0. (2.16)
In this setting, a weak solution to (2.16) is a map u ∈ W 1,2(Ω,RN) such that a(·, u,Du) is locally integrable and∫
Ω
a(x,u,Du) ·Dϕ dx = 0 for every ϕ ∈ C∞0
(
Ω,RN
)
. (2.17)
The assumptions on the vector field a :Ω ×RN ×RNn →RNn are
H1. a(x, ξ,w) is a differentiable map in w with bounded and continuous derivatives:∣∣Da(x, ξ,w)∣∣ L for every (x, ξ,w) ∈ Ω ×RN ×RNn, for some L> 0.
H2. a(·, · ,·) is uniformly strongly elliptic, i.e. for some ν > 0 we have〈
Da(z, ξ,w)w˜, w˜
〉
 ν|w˜|2 for every x ∈ Ω, ξ ∈ RN and w, w˜ ∈ RNn.
H3. There exists β ∈ (0,1) and K : [0,∞) → [0,∞) monotone non-decreasing functions such that∣∣a(x, ξ,w)− a(x˜, ξ˜ ,w)∣∣K(|ξ |)(|x − x˜|2 + |ξ − ξ˜ |2) β2 (1 + |w|)
for all x, x˜ ∈ Ω , ξ, ξ˜ ∈ RN , and w ∈ RNn.
We note that while assumptions H1–H2 serve to prescribe the growth and the ellipticity assumptions on the vector
field a(·, · ,·), assumption H3 serves to ensure that the dependence of the map
(x, ξ,w) 	→ a(x, ξ,w)
1 + |w|
on the lower order terms (x, ξ), also named the coefficients of the system, is Hölder continuous with exponent β ∈
(0,1). The partial regularity result is now
Theorem 2.1. (See [25].) Let u ∈ W 1,2(Ω,RN) be a weak solution to (2.16) under the assumptions H1–H3, and let
Ωu be the largest open subset of Ω such that Du is continuous in Ω . Then
u ∈ C1,β(Ωu,RN ) and |Ω \Ωu| = 0.
The optimality of the previous result relies in the fact that the Hölder continuity exponent of Du is optimal, as
suggested, already in the linear scalar case N = 1, by classical Schauder estimates valid for linear elliptic equations.
Related borderline results involving Dini-continuity of Du, and Dini-continuous coefficients for the system, can be
also obtained via the A-harmonic approximation lemma; see [22,23]. For estimates on the Hausdorff dimension of the
singular set Ω \ Ωu we refer to [67,68]; in general the dimension of Ω \ Ωu is always strictly less than the ambient
dimension n, as proved in [68].
The final result we present in this section, whose proof is still based on the A-harmonic approximation lemma, is
taken from [37], and deals with systems with continuous–not-necessarily-Hölder-continuous coefficients. The result
also extends to minima of so-called quasiconvex integrals and to systems with polynomial growth, for which we refer
to [37]; see also Section 3.1 below. Beside H1 and H2 listed above, we shall consider
H4. There exists a non-decreasing, concave, globally bounded function ω : [0,∞) → [0,∞) such that
lim ω(t) = 0 (2.18)
t→0
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holds for all x, x˜ ∈ Ω , ξ, ξ˜ ∈ RN , and w ∈ RNn.
H5. There exists another non-decreasing, concave, globally bounded function μ : [0,∞) → [0,∞) such that
lim
t→0μ(t) = 0
and ∣∣Da(x, ξ,w)−Da(x, ξ, w˜)∣∣ μ( |w − w˜|
1 + |w| + |w˜|
)
holds for all x ∈ Ω , ξ ∈ RN , and w, w˜ ∈RNn.
A function such as ω(·) or μ(·) is usually called a modulus of continuity.
The result now tells that when abandoning the Hölder continuity of (x, ξ) 	→ a(x, ξ,w)/(1 + |w|), just requiring
that such map is continuous, i.e. assuming only (2.18) without further specifications of the decay rate of ω() as
 → 0, we still have the partial Hölder continuity of u, for every exponent α < 1. This parallels the classical scalar
case N = 1: when considering elliptic equations with continuous coefficients then solutions are Hölder continuous
(everywhere, since we are in the scalar case), with every exponent strictly less than one.
Theorem 2.2. (See [37].) Let u ∈ W 1,2(Ω,RN) be a weak solution to (2.16) under the assumptions H1–H2 and
H4–H5. Then there exists an open subset Ωu ⊆ Ω such that
u ∈ C0,α(Ωu,RN ) for every α < 1 and |Ω \Ωu| = 0.
We point out that no estimate is this time known on the Hausdorff dimension of the singular set Ω \Ωu appearing in
the previous theorem. Theorem 2.2 settles a rather longstanding issue in the theory of vectorial regularity problems in
that its proof was given in the eighties by Campanato, but turned out to be affected by irreparable flaws; later on some
attempts in this direction have been done: amongst the others we mention [22,23], where the case of Dini-continuity of
coefficients has been considered (a sort of limit case of Hölder continuity), and in [27], where a special case involving
ω-minima of autonomous functionals has been considered.
3. The p-harmonic approximation lemma
Lemmas 1.1 and 2.1 allow to establish that a map is close to a solution to an elliptic system with constant coef-
ficients, and ultimately to a solution of a linear problem; this is useful because solutions to linear problems enjoy in
general good regularity properties. Lemmas 1.1 and 2.1 are therefore used when one wants to linearize a problem, as
shown in the previous section. There are anyway situations in which it would be interesting to establish that a map is
close to a solution of a non-linear problem, since the non-linear problem considered is good by itself, and its solutions
are already regular, and no further linearization is needed. A related harmonic type approximation lemma should now
involve solutions to non-linear problems, rather than harmonic maps as in Lemma 1.1. The most natural non-linear
replacement of the Laplacean is the so-called p-Laplacean operator. This leads to the following:
Definition 3 (p-Harmonic maps). Let p > 1, a map h ∈ W 1,p−1(Ω,RN) is called p-harmonic in the domain Ω ⊂Rn
if it satisfies∫
Ω
|Dh|p−2Dh ·Dϕ dx = 0 for every ϕ ∈ C∞0
(
Ω,RN
)
. (3.1)
Remark 3.1. We notice that the initial integrability condition h ∈ W 1,p−1(B,RN) is the minimal one ensuring the
possibility to give sense to the distributional formulation of the equation
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(|Dh|p−2Dh)= 0,
that is (3.1). We adopted this definition for the sake of generality while this is not really needed since in the se-
quel all the p-harmonic and (a,p)-harmonic maps—see Definition 4 below—considered, will be at least of class
W 1,p(Ω,RN).
Remark 3.2. As already in the case of harmonic maps above, here there is a bit of ambiguity in the terminology: in
vast parts of the literature the name p-harmonic maps is used to indicate minima of the p-Dirichlet energy—that is
the functional in (3.18)—amongst all possible maps with a fixed Dirichlet datum, and satisfying a manifold constraint
as for instance |u| = 1.
The weak operator involved in (3.1) is called the p-Laplacean operator and it is usually denoted by
pu ≡ div
(|Du|p−2Du).
Of course when p = 2 then we have 2 ≡  and p-harmonic maps reduce to ordinary harmonic maps. p-Harmonic
maps are of fundamental importance today, both in applied pde, where they serve to give a model for pdes describing
several physical phenomena, especially in the evolutionary case [19,5], and for instance in modern geometric analysis,
due to their natural connection with quasiconformal maps [49,51]. Basic papers on the regularity of p-harmonic
maps h are of course [81,82,49]. The fundamental regularity property of p-harmonic maps is that their gradients are
Hölder continuous in Ω for some exponent α < 1. Note that in general p-harmonic maps are not C1,α-regular for
every α < 1 as shown by a celebrated counterexample of Ural’tseva: this is basically due to the degeneracy of the
p-Laplacean operator. For more basic aspects in this direction we refer to [61,63].
Back to the approximation lemma we would like to have, the problem is now having a version of Lemma 1.1 where
harmonic maps are replaced by p-harmonic maps. While some partial results in this direction have been obtained in
[47,39], the full statement has been finally achieved in [28], and naturally reads as
Lemma 3.1 (p-Harmonic approximation lemma). Let p > 1 and B be the unit ball in Rn. For every ε > 0 there
exists a positive constant δ ∈ (0,1] depending only on n,N,p and ε such that the following is true: Whenever u ∈
W 1,p(B,RN) satisfies∫
B
|Du|p dx  1
and is approximately p-harmonic in the sense that∣∣∣∣
∫
B
|Du|p−2Du ·Dϕ dx
∣∣∣∣ δ sup
B
|Dϕ| (3.2)
holds for all ϕ ∈ C∞0 (B,RN), then there exists a p-harmonic map h ∈ W 1,p(B,RN), i.e. div(|Dh|p−2Dh) = 0 in B ,
such that∫
B
|Dh|p dx  1 and
∫
B
|h− u|p dx  εp.
It is immediately clear that, although the previous lemma reduces to Lemma 1.1 for p = 2, its proof can by no mean
be obtained following the arguments of Lemma 1.1, since there, as also in the A-harmonic approximation lemma, we
used weak convergence to pass to the limit in (1.5), while this is not the case here, since the integral in (3.2) involves
non-linear quantities of the gradient. In fact, as we shall see below, a main difficulty in the proof of the previous result
is in passing to the limit in relations as (3.2).
Instead of presenting the proof of the p-harmonic approximation lemma as stated above, we shall give here a far-
reaching generalization of it, valid for general monotone operators, and which, as far as we know, does not appear in
the literature. Despite such a greater generality the proof shall be simplified with respect to the original one proposed
in [28] for the plain p-Laplacean operator and moreover, the role played by certain delicate truncation arguments will
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the by-contradiction structure of the argument, avoiding any type of convergence, both for the involved maps, and for
the considered vector fields.
In the following we shall consider Carathéodory vector fields a :Ω ×RNn →RNn satisfying the following growth
and monotonicity conditions:∣∣a(x,w)∣∣ L(μ2 + |w|2) p−12 , (3.3)
ν
(
μ2 + |w|2) p−22 |w|2  a(x,w) ·w (3.4)
and
ν
(
μ2 + |w˜|2 + |w|2) p−22 |w − w˜|2  (a(x,w)− a(x, w˜)) · (w − w˜) (3.5)
whenever x ∈ Ω , w, w˜ ∈RNn, where
p > 1, μ 0, 0 < ν  L.
The prototype of a vector field satisfying (3.3)–(3.5) is of course given by
a(x,w) = (μ2 + |w|2) p−22 w,
and we find the p-Laplacean case for μ = 0. We notice that under the above assumptions allow to consider a discon-
tinuous dependence on x in that the map
x 	→ a(x, ·)
is assumed to be just measurable. Accordingly we give the following:
Definition 4 (a-Harmonic maps). Let p > 1. A map h ∈ W 1,p−1(Ω,RN) is called a-harmonic in the domain Ω ⊂Rn,
with a(·,·) being a vector field satisfying (3.3), if it satisfies∫
Ω
a(x,Dh) ·Dϕ dx = 0 for every ϕ ∈ C∞0
(
Ω,RN
)
.
Such maps have been actually already considered in Section 2.1, under additional assumptions H1–H3 on the
vector field a(·,·).
We can now give the following generalization of the p-harmonic approximation lemma.
Lemma 3.2 ((a,p)-Harmonic approximation lemma). Let n,N,p, ν,L and μ, and let B(x0) ≡ B ⊂ Rn be a ball
with radius  > 0. Then for every ε > 0 there exists a positive constant δ ∈ (0,1] depending only on n,N,p, ν,L,μ
and ε, such that the following holds: Whenever a :B × RNn → RNn is a vector field satisfying (3.3)–(3.5) (with
B ≡ Ω), and u ∈ W 1,p(B,RN) satisfies
−n
∫
B
|Du|p dx  1, (3.6)
and is approximately a-harmonic in the sense that∣∣∣∣−n
∫
B
a(x,Du) ·Dϕ dx
∣∣∣∣ δ sup
B
|Dϕ| for every ϕ ∈ C∞0
(
B,R
N
)
, (3.7)
then there exists an a-harmonic map h ∈ W 1,p(B,RN), i.e. diva(x,Dh) = 0 in B , such that
−n
∫
B
|Dh|p dx H (1 +μp|B|) and −n−p ∫
B
|h− u|p dx  εp (3.8)
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case a(x,w) = |w|p−2w we have H ≡ 1. Finally, the map h can be chosen such that
h− u ∈ W 1,p0
(
B,R
Nn
)
.
Remark 3.3. The shape of the function H is determined in Lemma 3.3. Now the choice a(x,w) ≡ |w|p−2w and
B(x0) ≡ B makes Lemma 3.1 a particular case of Lemma 3.2. As a matter of fact the main difference between the
previous lemma and the standard p-harmonic approximation Lemma 3.1 is the appearance of the function H , which
reflects in the energy estimate (3.8) the structure properties of the vector field a(·) displayed in (3.3)–(3.5).
For the proof of Lemma 3.2 we shall need a couple of preliminary results. Let us recall that if v ∈ L1(Rn,RN) then
M(v)(x) = sup
>0
−
∫
B(x)
∣∣v(y)∣∣dy
denotes the Hardy–Littlewood maximal function of the map v. When we have a map v ∈ L1(Ω,RNn) such that v ≡ 0
on ∂Ω in some sense—for instance in the Sobolev sense of traces—we shall consider v as defined on the whole Rn
by simply letting v ≡ 0 outside Ω .
The next result finds its roots in the Lipschitz truncation techniques introduced in the fundamental works [1,2,41].
Proposition 3.1. There exists a constant c depending only on n such that whenever {wk} is a bounded sequence in
W
1,p
0 (B), then for any λ > 0 there exists a sequence {wλk } of maps wλk ∈ W 1,∞0 (B) such that∥∥wλk∥∥W 1,∞(B)  cλ. (3.9)
Moreover, denoting
Aλk =
{
x ∈ B: wλk (x) = wk(x)
}
then ∣∣Aλk ∣∣ cλp ‖Dwk‖pLp(B). (3.10)
Consequently,∥∥Dwλk∥∥pLp(B)  c‖Dwk‖pLp(B)  c sup
k∈N
‖Dwk‖pLp(B) < ∞. (3.11)
Moreover we have
Aλk ⊂ Rλk = Fλk ∪Gλk ∪Hλk ,
where Fλk , G
λ
k and Hλk satisfy∣∣Fλk ∣∣ cλp ‖Dwk‖pLp(B), (3.12)∣∣Gλk ∣∣ cλ2p ‖Dwk‖pLp(B), (3.13)∣∣Hλk ∣∣= 0.
In the previous statement the sets Fλk and Gλk are actually given by
Fλk =
{
x ∈ B: λ <M(Dwk)(x) λ2
}
,
Gλk =
{
x ∈ B: M(Dwk)(x) > λ2
}
. (3.14)
Keeping in mind the notation in (3.14) we now consider a sequence {gk} of non-negative functions, which is bounded
in L1, i.e.
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k
∫
B
g dx < ∞,
and we recall a “Slicing-selection lemma” proved in [38, Proposition 4.3].
Proposition 3.2. Fixed ε > 0, there exists a subsequence {gk}k∈K, K ⊂N, and
λ 1
ε
independent of k ∈ K such that for any k ∈ K,∫
Fλk
g dx  ε, (3.15)
where Fλk = {x ∈ B: λ <M(Dwk)(x) λ2}.
For more details and applications of the previous theorem we refer to [38,21,60].
Lemma 3.3. Let u,v ∈ W 1,p(B,RN) such that v solves the following Dirichlet problem:⎧⎪⎨
⎪⎩
∫
B
a(x,Dv) ·Dϕ dx = 0 for every ϕ ∈ C∞0
(
B,RN
)
,
v = u on ∂B,
(3.16)
where the vector field a(·,·) satisfies (3.3) and (3.4). Then∫
B
|Dv|p dx H(p,L/ν)
∫
B
(
μp + |Du|p)dx, (3.17)
where H is an explicitly computable, non-decreasing function of the arguments (p,L/ν). Moreover, in the p-
Laplacean case a(x,w) = |w|p−2w we have H ≡ 1.
Proof. We first prove the statement concerning the p-Laplacean case. We recall that the p-Laplacean system (3.1) is
the Euler–Lagrange equation of the p-Dirichlet functional
g 	→
∫
Ω
|Dg|p dx, (3.18)
with Ω ≡ B . As a consequence the map v is the only minimizer of the strictly convex p-Dirichlet functional in the
Dirichlet class u+W 1,p0 (B,RN), and we conclude with∫
B
|Dv|p dx 
∫
B
|Du|p dx
that is, we can take H ≡ 1 as prescribed in the statement.
We now pass to the general case. Let us first observe that eventually passing to the new vector field a(x,w)/L,
which satisfies (3.3) and (3.4) with ν replaced by ν/L, and L replaced by 1, we may assume in the rest of the proof
that L = 1, eventually replacing ν with ν/L in the final estimate.
We observe that the trivial inequality
tp max
{
1,2
2−p
2
}(
μ2 + t2) p−22 t2 +μp (3.19)
holds whenever t,μ 0; this is trivial for p  2, while for p < 2 it follows distinguishing the cases t < μ and μ< t .
We now test (3.16)1 by ϕ = v − u so that, using (3.3)–(3.4) we have
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∫
B
(
μ+ |Dv|)p−2|Dv|2 dx  ∫
B
a(x,Dv) ·Dv dx =
∫
B
a(x,Dv) ·Dudx 
∫
B
(
μ+ |Dv|)p−1|Du|dx.
Using (3.19), Young’s inequality repeatedly, and of course using also (3.3), we have
ν
∫
B
|Dv|p dx  c
∫
B
(
μ+ |Dv|)p−1|Du| +μp dx  (ν/2)∫
B
|Dv|p dx + c(p,1/ν)
∫
B
(
μp + |Du|p)dx,
and (3.17) follows again for a suitable, and explicitly computable function H as in the statement of the lemma. 
Proof of Lemma 3.2. Step 1: Preliminary reductions. We first show how to reduce the proof to the case B(x0) ≡
B1(0) ≡ B . Indeed, assuming the lemma true in this case we define
a˜(y,w) := a(x0 + y,w), u˜(y) := −1u(x0 + y), y ∈ B,
and notice that the vector field a˜(·) satisfies (3.3)–(3.5). We notice that assuming (3.6)–(3.7) for u and a(·), then (3.6)–
(3.7) when B(x0) ≡ B are also satisfied by u˜ and a˜(·). Therefore applying the lemma we find an a˜-harmonic map h˜,
i.e. div a˜(y,Du˜) = 0 in B , satisfying (3.8), that is∫
B
|Dh˜|p dx H (1 +μp|B|) and ∫
B
|h˜− u˜|p dx  εp.
Defining h(x) := h˜((x − x0)/), we easily see that h is a-harmonic in B , and that the previous inequalities im-
ply (3.8). Therefore from now on we shall prove the lemma assuming B(x0) ≡ B .
The second reduction actually involves a trivial observation whose proof we include for completeness: we notice
that (3.7) is actually equivalent to∣∣∣∣
∫
B
a(x,Du) ·Dϕ dx
∣∣∣∣ δ‖Dϕ‖L∞(B) for every ϕ ∈ W 1,∞0 (B,RN ). (3.20)
This fact essentially follows by the usual density argument. In fact take ϕ ∈ W 1,∞0 (B,RN), that we think as defined
on the whole Rn letting ϕ ≡ 0 outside B . Let us take a sequence {σk} such that 3/2 > σk > 1 and σk → 1; we define
the retracted map
ϕ˜k(x) := ϕ(σkx)
so that ϕ˜k ≡ 0 outside B1/σk ⊂ B . Then we consider a family of standard mollifiers {φε}: in particular we have
0 φε  1,
∫
φε dx = 1, suppφε  Bε. (3.21)
We define, via mollification
ϕk(x) := (ϕ˜k ∗ φk)(x), where φk := φ(1−1/σk)/10,
so that ϕk ∈ C∞0 (B,RN). Now, notice that Dϕ˜k(x) = σkDϕ(σkx); moreover, it easily follows that
ϕk → ϕ strongly in W 1,s0
(
B,RN
)
, for every s < ∞. (3.22)
Moreover, by elementary properties of convolutions, we have
sup
B
|Dϕk| σk‖Dϕ‖L∞ . (3.23)
Finally, assuming (3.7), and using (3.23) and finally Hölder’s inequality, we get
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∣∣∣∣
∫
B
a(x,Du) ·Dϕ dx
∣∣∣∣
∣∣∣∣
∫
B
a(x,Du) ·Dϕk dx
∣∣∣∣+
∣∣∣∣
∫
B
a(x,Du) · (Dϕk −Dϕ)dx
∣∣∣∣
 δ sup
B
|Dϕk| + c
∫
B
(
1 + |Du|)p−1|Dϕk −Dϕ|dx
 σkδ‖Dϕ‖L∞ + c
∥∥(1 + |Du|)∥∥
Lp(B)
‖Dϕk −Dϕ‖Lp(B).
Letting k → ∞ in the preceding inequality, and using (3.22) together with σk → 1, we conclude with (3.20). There-
fore, from now on, we shall use (3.20) instead of the apparently weaker (3.7).
Step 2: Truncation argument and conclusion. Supposing the lemma to be false there exists ε¯ > 0, a sequence
uk ∈ W 1,p(B,RN), with∫
B
|Duk|p dx  1 (3.24)
and a sequence of vector fields
ak :B ×RNn → RNn
satisfying (3.3)–(3.5) uniformly, such that∣∣∣∣
∫
B
ak(x,Duk) ·Dϕ dx
∣∣∣∣ δk‖Dϕ‖L∞(B) (3.25)
for all ϕ ∈ C∞0 (B,RN) where
δk → 0,
and such that the inequality∫
B
|w − uk|p dx > ε¯p (3.26)
holds for every k and every ak-harmonic map w ∈ Hk where
Hk =
{
w ∈ uk +W 1,p0
(
B,RN
)
: w is an ak-harmonic map on B,
∫
B
|Dw|p H(p,L/ν)(1 +μp|B|)}.
(3.27)
In the previous definition the function H(p,L/ν) is defined as being the one introduced in Lemma 3.3. This settles
the definition of the function H(p,L/ν) in the statement of Lemma 3.2.
Beside the map uk , we define its ak-lifting by introducing vk ∈ uk + W 1,p0 (B,RN) as the unique weak solution to
the following Dirichlet problem:⎧⎪⎨
⎪⎩
∫
B
ak(x,Dvk) ·Dϕ dx = 0 for every ϕ ∈ W 1,∞0
(
B,RN
)
,
vk = uk on ∂B.
(3.28)
By (3.17) from Lemma 3.3, and (3.24), we have∫
B
|Dvk|p dx H(p,L/ν)
∫
B
(
μp + |Duk|p
)
dx H(p,L/ν)
(
1 +μp|B|). (3.29)
The last estimate allows to conclude that
vk ∈ Hk. (3.30)
316 F. Duzaar, G. Mingione / J. Math. Anal. Appl. 352 (2009) 301–335For later convenience we let
K := sup
k
‖Duk‖Lp(B) + ‖Dvk‖Lp(B) +μ.
Now, in order to derive a few monotonicity estimates, we consider
fk :=
(
ak(x,Duk)− ak(x,Dvk)
) · (Duk −Dvk). (3.31)
Note that the previous function is non-negative in view of the fact that the vector fields ak(·,·) satisfy the monotonicity
assumption (3.5). We observe that the sequence {f θk } is equi-integrable as a soon as θ ∈ (0,1); indeed, by using the
growth conditions (3.3) uniformly satisfied by ak(·,·) together with (3.24) and (3.29) we obtain that∫
B
fk dx  c
∫
B
(
μp + |Duk|p + |Dvk|p
)
dx  c. (3.32)
We now define
wk := uk − vk ∈ W 1,p0
(
B,RN
) (3.33)
for every k ∈ N, to which we apply Theorem 3.1 to conclude: For λ > 0—to be chosen later—there exists a sequence
wλk ∈ W 1,∞0 (B,RN) such that∥∥wλk∥∥W 1,∞(B,RN )  c(n)λ, (3.34)∣∣Aλk ∣∣ c(n)λp ‖Dwk‖pLp(B,RNn)  cλp , (3.35)
where
Aλk =
{
x ∈ B: wλk (x) = wk(x)
}
.
By (3.35) and the equi-integrability of {f θk }, given ε ∈ (0,1) we can find λ ≡ λ(ε), independent of k ∈N, such that∫
Aλk
f θk dx  ε (3.36)
holds for every k ∈ N. Now, if fk > ε then we also have(
fk
ε
)θ
 fk
ε
. (3.37)
Hence, using the definition of Aλk , the fact that vk solves (3.28)1, the approximate (ak,p)-harmonicity in (3.25), and
that fk  0, we get∫
{fk>ε}\Aλk
f θk dx
(3.37)
 εθ−1
∫
{fk>ε}\Aλk
fk dx
(3.28)
 εθ−1
∣∣∣∣
∫
B
ak(x,Duk) ·Dwλk dx
∣∣∣∣+ εθ−1
∣∣∣∣
∫
Aλk
(
ak(x,Duk)− ak(x,Dvk)
) ·Dwλk dx
∣∣∣∣
(3.34)
 c(n)εθ−1λδk + εθ−1
∣∣∣∣
∫
Aλk
(
ak(x,Duk)− ak(x,Dvk)
) ·Dwλk dx
∣∣∣∣. (3.38)
We estimate the last term in the above chain of inequalities. To this purpose we wish to use Proposition 3.2 with the
choice
gk :=
(
μp + |Duk|p + |Dvk|p
)
.
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further enlarged λ 1/ε such that∫
Fλk
(|Dvk|p + |Duk|p +μp)dx  ε pp−1 (3.39)
holds for every k. We then have∣∣∣∣
∫
Aλk
(
ak(x,Duk)− ak(x,Dvk) ·Dwλk
)
dx
∣∣∣∣ 
∣∣∣∣
∫
Fλk
(· · ·) dx
∣∣∣∣+
∣∣∣∣
∫
Gλk
(· · ·) dx
∣∣∣∣
=: Ik + IIk. (3.40)
As for Ik , using the fact that the vector fields {ak(·,·)} satisfy the growth conditions (3.3) uniformly with respect to k,
we have, by mean of (3.12) and Hölder’s inequality
Ik  c
(∫
Gλk
(
μp + |Duk|p + |Dvk|p
)
dx
)1− 1
p
(∫
Gλk
∣∣Dwλk ∣∣p dx
) 1
p
 c
(∫
B
(
μp + |Duk|p + |Dvk|p
)
dx
)1− 1
p
λ
∣∣Gλk ∣∣ 1p
 cKp−1 1
λ
‖Dwk‖Lp(B,RNn)
 cK
p
λ
 cεKp. (3.41)
Similarly, we obtain using Hölder’s inequality, (3.34), (3.12), and (3.39)
IIk  c
(∫
Fλk
(
μp + |Duk|p + |Dvk|p
)
dx
)1− 1
p
(∫
Fλk
∣∣Dwλk ∣∣p dx
) 1
p
 c
(∫
Fλk
(
μp + |Duk|p + |Dvk|p
)
dx
)1− 1
p
λ
∣∣Fλk ∣∣ 1p
 cK
(∫
Fλk
(
μp + |Duk|p + |Dvk|p
)
dx
)1− 1
p
 cεK. (3.42)
Combining (3.41) and (3.42) with (3.40) and in turn with (3.38) we gain∫
{fk>ε}\Aλk
f θk dx  cεθ−1λδk + cε,
with c being independent of λ, ε and k, while we recall that λ > 1/ε. Clearly, it also holds that∫
{fkε}\Aλk
f θk dx  εθ |B|. (3.43)
Combining (3.36), (3.38) and (3.43) we get
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∫
B
f θk dx  cε + εθ |B| + cεθ−1λδk.
Letting k → ∞ yields—recall that ε, θ < 1,
lim sup
k→∞
∫
B
f θk dx  cεθ , (3.44)
that is
lim sup
k→∞
∫
B
[(
ak(x,Duk)− ak(x,Dvk)
) · (Duk −Dvk)]θ dx  cεθ .
In turn, using (3.5) we infer that
lim sup
k→∞
∫
B
[(
μ2 + |Duk|2 + |Dvk|2
) p−2
2 |Duk −Dvk|2
]θ
dx  cεθ . (3.45)
Now, in the case p  2 this immediately implies
lim sup
k→∞
∫
B
|Duk −Dvk|pθ  cεθ , (3.46)
since we may trivially estimate
|Duk −Dvk|pθ 
[(
μ2 + |Duk|2 + |Dvk|2
) p−2
2 |Duk −Dvk|2
]θ
.
In the case 1 <p < 2 we argue via Hölder’s inequality as follows∫
B
|Duk −Dvk|pθ dx 
(∫
B
[(
μ2 + |Duk|2 + |Dvk|2
) p−2
2 |Duk −Dvk|2
]θ
dx
) 1
2
·
(∫
B
[(
μ2 + |Duk|2 + |Dvk|2
) 2−p
2 |Duk −Dvk|2p−2
]θ
dx
) 1
2
 c
(∫
B
[(
μ2 + |Duk|2 + |Dvk|2
) p−2
2 |Duk −Dvk|2
]θ
dx
) 1
2
·
(∫
B
(
μ2 + |Duk|p + |Dvk|p
)θ
dx
) 1
2
 c|B| 1−θ2 [2H(p,L/ν)(1 +μp|B|)] θ2
·
(∫
B
[(
μ2 + |Duk|2 + |Dvk|2
) p−2
2 |Duk −Dvk|2
]θ
dx
) 1
2
and observe that in the last estimates we have used (3.24) and (3.29). Therefore, keeping (3.46) in mind, we conclude
that in any case p > 1 we have
lim sup
k→∞
∫
B
|Duk −Dvk|pθ  cε θ2 .
Since θ < 1 is arbitrary we have indeed proved that
lim sup
k→∞
∫
|Duk −Dvk|s  cε θ2 for every 1 s < p. (3.47)B
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lim sup
k→∞
∫
B
|uk − vk|p dx  hθ (ε) ≡ h(ε),
where hθ (ε) → 0 when ε → 0. Now, taking (3.30) into account this is a contradiction to (3.26) provided we choose ε—
and therefore we pass to a non-relabeled subsequence when applying Proposition 3.2—such that h(ε) < ε¯p . The proof
is complete. 
Remark 3.4. An additional convergence argument actually shows that the constant δ in the statement of Lemma 3.2
is independent of μ, as far we are taking μ ∈ [0,A]; in this case the related constant is independent of μ and just
depends on the universal upper bound A. This can be seen as follows: we shall consider a sequence of fields ak(·,·)
satisfying (3.5) for different constants μ ≡ μk ∈ [0,A]; this does not affect the rest of the proof; in particular, upon
extracting another subsequence we may assume that μk → μ∞ and that the limit vector field a˜(·,·) satisfies (3.3)–(3.5)
with μ ≡ μ∞ ∈ [0,A].
3.1. A first application to degenerate vectorial problems
Here we present a sample application of the p-harmonic approximation lemma; it is the main result from [29]
and it is actually an application of both the A-harmonic and the p-harmonic approximation lemma, in that the proof
offered in [29] shows that when treating certain degenerate problems the two lemmas combine in a very natural
way to provide regularity results. The result is concerned with so-called quasiconvex variational integrals, showing a
degeneracy condition, and it gives a first answer to an open problem stated in [43, Section 3], where the author asks
for partial regularity proofs of minima of degenerate quasiconvex functionals.
We recall that a continuous function F : RNn →R is called quasiconvex if for every w0 ∈ RNn there holds∫
[0,1]n
(
F(w0 +Dϕ)− F(w0)
)
dx  0 for every ϕ ∈ C∞0
([0,1]n,RN ). (3.48)
By a simple covering argument we recall that in the previous definition [0,1]n can be replaced by any other open
subset of Rn—see [16].
Introduced by Morrey [72] as a necessary and sufficient condition for the lower semicontinuity of multiple integrals,
and initially planned to weaken the usual convexity one, the formulation in (3.48) of quasiconvexity is non-local, and
in fact Kristensen [54], confirming a longstanding conjecture of Morrey, proved that this notion is genuinely non-
local, in that there does not exist any pointwise condition on F(·) characterizing its potential quasiconvexity. This
non-locality is at the source of most of the difficulties when dealing with quasiconvexity. As mentioned a few lines
above, quasiconvexity is important in the modern Calculus of Variations since it serves to characterize the lower
semicontinuity of multiple integrals defined on Sobolev spaces; for such issues we refer to [1,55]. Quasiconvexity
also plays an important role in nowadays Mathematical Materials Science, see [8,73]. For more on quasiconvexity
and its role in the modern Calculus of Variations we refer for instance to [16].
Starting by the basic paper of Evans [36], there is a nowadays rather developed partial regularity theory for min-
imizers of quasiconvex functionals; see [3,14] for optimal statements, and [58] for the first results concerning the
Hausdorff dimension of the singular sets.
Here, as mentioned above, we present a result from [29]. We shall consider a variational integral of the type
v 	→ F(v) :=
∫
Ω
F(Dv)dx, (3.49)
where the continuous integrand function F(·) initially satisfies the growth assumption
ν|w|p  F(w) L(1 + |w|)p for p > 1 and L 1 ν > 0, (3.50)
and whenever w ∈ RNn. We recall that a local minimizer of F is a map u ∈ W 1,p(Ω,RN) such that
F(u)F(u+ ϕ) for every ϕ ∈ W 1,p(Ω,RN ).0
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p < 2, we shall consider the following assumptions:
H6. F ∈ C2(RNn).
H7. (Growth condition) There exists L ∈ (1,+∞) such that for all w ∈RNn we have∣∣D2F(w)∣∣ L|w|p−2.
H8. (Hölder continuity of second derivatives) There exists some Hölder exponent β ∈ (0,min(1,p − 2)) such that∣∣D2F(w)−D2F(w˜)∣∣ L(|w|2 + |w˜|2) p−2−β2 |w − w˜|β
holds whenever w, w˜ ∈RNn.
H9. (p-Laplacean type behavior at the origin) We have
lim
t↓0
DF(tw)
tp−1
= |w|p−2w, uniformly in {w ∈ RNn: |w| = 1}.
H10. The function F(·) is (strictly) degenerate quasiconvex, that is, there exists a constant ν > 0 such that∫
B(x0)
(
F(w0 +Dϕ)− F(w0)
)
dx  ν
∫
B(x0)
(|w0|2 + |Dϕ|2) p−22 |Dϕ|2 dx
holds whenever B(x0)Ω , w0 ∈ RNn and ϕ ∈ C∞0 (B(x0),RN).
We point out that H10 features a quasiconvexity condition that suitably reinforces the one (3.48), and which, in one
of its various forms, is necessary to obtain regularity results. The term “degenerate” here refers to the fact that H10
differs from the usual strict, uniform quasiconvexity which reads∫
B(x0)
(
F(w0 +Dϕ)− F(w0)
)
dx  ν
∫
B(x0)
(
1 + |w0|2 + |Dϕ|2
) p−2
2 |Dϕ|2 dx, (3.51)
a condition which has been first introduced by Evans [36] to prove the partial regularity of minima of quasiconvex
integrals. The degeneration effect of condition H10 is now the following: in the case of a C2-function F(·), condi-
tion (3.51) implies the Legendre–Hadamard ellipticity condition〈
D2F(w)w˜, w˜
〉
 cν
(
1 + |w|)p−2|w˜|2 (3.52)
for every possible rank-one matrix w˜ ∈RNn, and every matrix w ∈RNn; the restriction imposed on w˜ to be a rank-one
matrix comes from the quasiconvexity assumption H10, which in general implies properties weaker than the strong
ellipticity in (2.2)—compare with Remark 2.1. Instead, condition H10 implies〈
D2F(w)w˜, w˜
〉
 cν|w|p−2|w˜|2, (3.53)
which is a degenerate ellipticity condition when |w| = 0.
The partial regularity result is now
Theorem 3.1. (See [29].) Let u ∈ W 1,p(Ω,RN) be a local minimizer of the functional F in (3.49), under the assump-
tions H6–H10. Then there exist α ≡ α(n,N,p) ∈ (0,1) and an open subset Ωu ⊂ Ω such that
u ∈ C1,α(Ωu,RN ) and |Ω \Ωu| = 0.
Let us notice that, on the contrary of the regularity result in (2.3), here the gradient is not necessarily Hölder
continuous on Ωu for every exponent. This is a natural fact since the theorem applies in particular to p-harmonic maps,
since (3.1) is the Euler–Lagrange equation of the p-Dirichlet functional already defined in (3.18), which obviously
satisfies H6–H10. In this case Ωu = Ω , see [81,82], while by a well-known counterexample due to Ural’tseva we do
not have in general u ∈ C1,α for every α < 1.
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approximation lemma, and p-harmonic one combine towards the proof of Theorem 3.1. We have seen in Section 2
that the typical partial regularity proof involves a linearization procedure that consists of comparing, in a small ball,
the solution in question to the solution of a suitable constant coefficients system. This also applies to the case of
minimizers, where the linear elliptic system in question, playing the same role of (2.6), is
div
[
D2F
(
(Du)B(x0)
)
Dv
]= 0 in B(x0). (3.54)
Here we find a problem; while the uniform ellipticity condition in (2.2) guarantees the uniform ellipticity of the matrix
Da((Du)B(x0)) in (2.6), in this case H10 only implies (3.53). As a consequence, referring to (3.54), when |(Du)B(x0)|
approaches zero, the reference estimates for v get lost, since the system (3.54) loses its ellipticity properties. The idea
to prove Theorem 3.1 is now based on an alternative: when |(Du)B(x0)| is not too close to zero, in a precisely
quantifiable way, then the system in (3.54) is elliptic enough, and v enjoys good estimates; therefore so the original
minimizers u does via the comparison estimates provided by the A-harmonic approximation lemma—see Remark 2.1.
If, on the contrary, |(Du)B(x0)| is too close to zero, then we do not use (3.54) as a comparison system, but we rather
use the new comparison system
div
(|Dv|p−2Dv)= 0 in B(x0), (3.55)
and thanks to H9 we may use the p-harmonic approximation lemma to show that u is once again close to v. The
meaning of H9 is in fact exactly this: when |w| approaches zero, DF(w) is close the vector field defining the p-
Laplacean system, that is |w|p−2w. Now since solutions to the p-Laplacean system (3.55) are C1,α , for some α < 1,
and furthermore enjoy good a priori regularity estimates (see [29, Proposition 1]), then we once again obtain the
regularity of u in B(x0). In fact, the exponent α from Theorem 3.1 is directly related to the one of solutions to (3.55).
We point out that in any case this argument works in the Lebesgue points of the gradient, i.e. those x0 for which (2.5)
holds.
3.2. A second application to degenerate vectorial problems
Here we want to briefly outline how the result Theorem 3.1 can be extended to several other functionals, which
do not necessarily degenerate at the origin as the p-Laplacean operator, like in H9, but rather as a more general
regularizing operator. The (a,p)-harmonic approximation lemma related to the operator in question is here crucially
employed to find the necessary estimates. The main input here is to formulate a suitable replacement of H9, see H14
below.
We shall first consider a family of special elliptic systems whose peculiar structure, according to the basic work
of Uhlenbeck [81], allows to prove the everywhere regularity of solutions. In the following we shall consider vector
fields of the form
a(w) = g(|w|)w, w ∈RNn. (3.56)
This is the so-called Uhlenbeck structure [9]. The assumptions on the function g : [0,∞) → [0,∞) are
H11. The function t 	→ g(t) is of class C1.
H12. (Growth and ellipticity assumptions) The inequalities
νtp−2  g(t) Ltp−2
and
0 g′(t) Ltp−3
hold whenever t ∈ [0,∞), where p  2, 0 < ν  L< ∞.
H13. There exists a Hölder exponent β ∈ (0,min(1,p − 2)) such that∣∣Da(w)−Da(w˜)∣∣ L(|w|2 + |w˜|2) p−2−β2 |w − w˜|β
holds for all w, w˜ ∈RNn.
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considering the p-Laplacean operator. In the singular case 1 <p < 2, which for brevity we are discarding here, needs
some more care. In particular, the inequality g′(t)  0 must be replaced by tg′(t)  dg(t) for a positive constant
d < 1; in the case g(t) = tp−2 and 1 <p < 2 we have indeed d = 2 − p ∈ (0,1).
Then we have a regularity theorem for a-harmonic maps, i.e. solutions to the system
diva(Dh) = div[g(|Dh|)Dh]= 0. (3.57)
Theorem 3.2. Let h ∈ W 1,p(Ω,RN) be a weak solution to (3.57), under the assumptions H11–H13; then there exists
a Hölder exponent α ≡ α(n,N,p,L/ν) ∈ (0,1) such that h ∈ C1,αloc (Ω,RN).
The proof of the previous theorem can be for instance obtained along the lines of the ones in [40,44], where the
similar case of variational integrals has been considered, but under more general assumptions. We also refer the reader
to [9] for techniques related to Theorem 3.2.
Now we are in position to state the new partial regularity theorem. We shall again consider the integral functional
F(·) defined in (3.49), under the assumptions H6, H7, H8 and H10, and then we shall consider
H14. For every ε > 0 there exists δ > 0, depending on ε, such that∣∣∣∣DF(w)− g(|w|)w|w|p−1
∣∣∣∣ ε holds for every w ∈RNn with |w| δ.
Then we have
Theorem 3.3. Let u ∈ W 1,p(Ω,RN) be local minimizer of the functional F in (3.49), under the assumptions H6, H7,
H8, H10, H14. Then there exist α ≡ α(n,N,p,L/ν) ∈ (0,1) and an open subset Ωu ⊂ Ω such that
u ∈ C1,α(Ωu,RN ) and |Ω \Ωu| = 0.
The proof of the preceding result goes as the one for Theorem 3.1 once Lemma 3.2 is gained, and suitable obser-
vations are made. We shall briefly describe here the main modifications, adopting in the following lines the notation
of [29], to which we refer for further explanations the meaning of the various quantities appearing in the next lines.
As already mentioned after Theorem 3.2, one first notices that solutions h to (3.57) enjoy good a priori regularity
estimates; more precisely [29, Proposition 1] holds for h, the only difference being in that the constants involved
in the related estimates also depend on L/ν; for this we refer for instance to [44, Theorem 3.1]. Then one pro-
ceeds along the proof of [29, Theorem 1], modifying the proof of those statements where the basic p-harmonic
approximation Lemma 3.1 is involved. Specifically, in the main inequality of the statement of [29, Lemma 10], with
B(x0) ≡ B ⊂ Ω , one replaces the quantity |Du|p−2Du by g(|Du|)Du, and gets∣∣∣∣ −
∫
B(x0)
g
(|Du|)Du ·Dϕ dx∣∣∣∣ c2
[
μ · (Ψ ())1− 1p + Ψ ()
η(μ)
]
sup
B(x0)
|Dϕ| (3.58)
for all ϕ ∈ C∞0 (B,RN) where
Ψ () = −
∫
B
|Du|p dx.
The next modifications are in [29, Lemma 12]; under the assumptions of such lemma, that is |(Du)B |p  (1/χ)Φ()
for some χ > 0 to be chosen later, inequality (3.58) yields∣∣∣∣ −
∫
B
g
(|Du|)Du ·Dϕ dx∣∣∣∣ c2(c4Φ()) p−1p
[
μ+ (c4Φ())
1
p
η(μ)
]
sup
B
|Dϕ|, (3.59)
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Φ() = −
∫
B
∣∣(Du)B ∣∣p−2∣∣Du− (Du)B ∣∣2 + ∣∣Du− (Du)B ∣∣p dx,
which is assumed to be positive. The next step is to prove that the scaled map
w := u
(c4Φ())
1
p
is a˜-approximate harmonic in B , where
g˜(t) := g((c4Φ())
1
p t)
(c4Φ())
p−2
p
, t  0, and a˜(z) := g˜(|z|)z, z ∈ RNn.
Indeed we notice that by (3.59) the following holds
∣∣∣∣ −
∫
B
g˜
(|Dw|)Dw ·Dϕ dx∣∣∣∣ c2
[
μ+ (c4Φ())
1
p
η(μ)
]
sup
B
|Dϕ| (3.60)
for all ϕ ∈ C∞0 (B,RN), and moreover, a fact which is crucial here, the newly defined function g˜(·), and vector field
a˜(·), still satisfy H11–H13 for the same constants ν,L,β . The rest of the proof follows now [29, Lemma 12]: one
chooses μ and Φ() in order to make the quantity in square brackets appearing in (3.60) smaller than δ/c2, where δ
is a suitably small number to be chosen along the proof; this means∣∣∣∣−
∫
B
g˜
(|Dw|)Dw ·Dϕ dx∣∣∣∣ δ sup
B
|Dϕ|
for all ϕ ∈ C∞0 (B,RN), so that w is approximately a˜-harmonic in B . At this point one applies Lemma 3.2 with the
choice a(·) ≡ a˜(·), to prove that w is close to an a˜-harmonic map h, and proceeds as in [29], again keeping in mind
that [29, Proposition 1] still works for a˜-harmonic maps, as already mentioned above.
3.3. Further directions towards applications
There are elliptic and variational problems which do not satisfy the standard polynomial growth conditions (3.50).
This is the case of problems with so-called non-standard growth conditions, so named after the basic work of Mar-
cellini [64,65]; these generally involve functionals exhibiting coercivity/ellipticity and growth conditions at different
rates:
ν|w|p  F(x,w) L(1 + |w|)q, 1 <p  q. (3.61)
Similar discrepancies are then showed at the level of second derivatives, which are used to describe the elliptic-
ity/convexity properties of the integrand function F(·,·):
ν|w|p−2|w˜|2  〈D2F(x,w)w˜, w˜〉 L(1 + |w|2) q−22 |w˜|2
whenever w, w˜ ∈RNn. Typical examples are
v 	→
∫
Ω
|Dv|p log(1 + |Dv|)dx,
v 	→
∫ n∑
i=1
ai(x)|Div|pi dx, 1 ai(x) L, 1 <p := p1  p2  · · · pn =: q,Ω
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∫
Ω
|Dv|p + a(x)|Dv|q dx, 0 a(x) L,
Dp(x)(v) :=
∫
Ω
|Dv|p(x) dx, 1 <p  p(x) q.
Such kind of energies very often appear in the mathematical modeling of physical phenomena. Especially, the func-
tional Dp(x) appears in the modeling of physical situations exhibiting strong inhomogeneities, in particular in the
context of non-newtonian fluid-dynamics (see [75,5,7] and related references), and in the theory of homogenization
(see [83] and related references). Moreover, last years have witnessed a large number of studies dedicated to various
aspects of the functional Dp(x); we refer the reader to [4,6,15] as far as regularity is concerned; see also [20,48,66,
45] for more abstract function spaces theory problems. For more general aspects of the theory of functionals with
non-standard growth, and connections with other issues from the Calculus of Variations, we refer to [33–35] and to
the survey paper [69]. Here we want to mention that harmonic type approximation lemmas also find applications to
problems with non-standard growth conditions. In fact, recent works [46,78,79] show that the A-harmonic approxima-
tion lemma can be used for proving the partial regularity, in the sense of Theorem 3.1, of minimizers of quasiconvex
functionals with non-standard growth conditions. Moreover it appears to be natural to formulate harmonic type ap-
proximation lemmas suited to problems with non-standard growth as those involving the functional Dp(x).
4. The caloric approximation lemma
We now come to the evolutionary versions of the lemmas presented in the previous sections. Exactly as those
applied for instance to regularity issues for solutions to elliptic systems, these apply to parabolic ones. The basic
references here are the papers [30,31]. We premise some
Basic parabolic notation. In the rest of the paper the space variable will be denoted by x, while the time variable
by t ; the two variables together by z ≡ (x, t). We shall also denote z0 ≡ (x0, t0) and the like; as for cylinders, we will
denote
Q(z0) ≡ B(x0)×
(
t0 − 2, t0
)⊂Rn+1, (4.1)
also omitting to specify the vertex z0 when not needed: Q(z0) ≡ Q . Especially, this will be done when z0 is
the origin. Such cylinders are actually the standard parabolic ones, and they are the balls generated by the standard
parabolic metric in Rn+1,
dpar
(
(x, t), (y, s)
) := max{|x − y|,√|t − s|}, x, y ∈Rn, s, t ∈R. (4.2)
As in (1.8) we shall denote
Q(0,1) ≡ Q ≡ B × (−1,0).
We finally recall that given a cylinder Q = B × (s, t), its parabolic boundary is given by ∂parQ := ∂Q \ (B × {t}),
where ∂Q is the usual topological boundary of Q. In the following all the parabolic systems considered will be defined
in the cylindrical domains of the type ΩT = Ω × (−T ,0), where Ω is as usual a bounded domain in Rn, and T > 0.
The harmonic approximation lemma in Section 1 deals with harmonic maps, therefore a natural parabolic analog
has to deal with caloric maps, that is solutions to the heat system
ht −h = 0. (4.3)
The statement is now
Lemma 4.1 (Caloric approximation lemma). Let Q = B × (−1,0) ⊂Rn+1 be the unit cylinder. For every ε > 0 there
exists δ(n, ε) ∈ (0,1) with the following property: if u ∈ L2(−1,0;W 1,2(B,RN)) with∫ (|u|2 + |Du|2)dz 1 (4.4)Q
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∫
Q
(uϕt −Du ·Dϕ)dz
∣∣∣∣ δ sup
Q
|Dϕ| for every ϕ ∈ C∞0
(
Q,RN
)
,
then there exists a caloric map h ∈ L2(−1/2,0;W 1,2(B1/2,RN)), i.e. ht −h = 0 in Q1/2, such that∫
Q1/2
(|h|2 + |Dh|2)dz 3 and ∫
Q1/2
|h− u|2 dz ε.
For the proof we refer to that of the more general Lemma 4.2 below.
Definition 5 (A-caloric maps). With A being a bilinear form with constant coefficients satisfying (2.4), a map h ∈
L2(t0 − 2, t0;W 1,2(B(x0),RN)) is called A-caloric in the cylinder Q(z0) ⊂Rn+1 if it satisfies∫
Q(z0)
(
hϕt −A(Dh,Dϕ)
)
dz = 0 for every ϕ ∈ C∞0
(
Q(z0),R
N
)
.
We are now ready for the A-caloric approximation lemma, developed in [30]; this lemma necessitates an additional
argument with respect to its elliptic version Lemma 2.1, in that compactness in the time direction must be this time
directly recovered from the approximate A-caloricity (4.5) below, since inequalities as (4.4) give a control only on the
spatial derivatives. The proof has been slightly simplified with respect to the one in [30].
Lemma 4.2 (A-caloric approximation lemma). Let n,N ∈ N with n  2 and 0 < ν  L be fixed; let Q = B ×
(−1,0) ⊂Rn+1 be the unit cylinder. Then for every ε > 0 there exists a positive function δ(n,N,ν,L, ε) 1 with the
following property: Whenever A is a bilinear form on RNn satisfying (2.4) and
u ∈ L2(−1,0;W 1,2(B,RN ))
with ∫
Q
(|u|2 + |Du|2)dz 1
is approximatively A-caloric in the sense that∣∣∣∣
∫
Q
(
uϕt −A(Du,Dϕ)
)
dz
∣∣∣∣ δ sup
Q
|Dϕ| for every ϕ ∈ C∞0
(
Q,RN
)
, (4.5)
then there exists an A-caloric function h ∈ L2(−1/2,0;W 1,2(B1/2,RN)), i.e.
ht − div(ADh) = 0 in Q1/2,
such that∫
Q1/2
(|h|2 + |Dh|2)dz 3 and ∫
Q1/2
|h− u|2 dz ε.
Proof. Step 1: A-caloric limit. Let us first notice that a standard density argument based on standard mollification
allows to consider in (4.5) maps which are slightly less regular, i.e. ϕ ∈ L∞(0, T ;W 1,∞(B,RN)); see also the proof
of Lemma 3.2, Step 1.
We can now proceed by contradiction. Were the assertion false, we could find ε > 0, a sequence {Ak} of bilinear
forms on RNn, and satisfying (2.4), and a sequence of maps {uk}k∈N with uk ∈ L2(−1,0;W 1,2(B,RN)), such that
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∫
Q
(|uk|2 + |Duk|2)dz 1 (4.6)
and ∣∣∣∣
∫
Q
(
ukϕt −Ak(Duk,Dϕ)
)
dz
∣∣∣∣ 1k supQ |Dϕ| (4.7)
holds for all ϕ ∈ C∞0 (B,RN) and k ∈N, but∫
Q1/2
|h− uk|2 dz > ε for every h ∈ Hk, (4.8)
where we define
Hk =
{
w ∈ L2(−1,0;W 1,2(B,RN )): w is an Ak-caloric map on Q 1
2
,
∫
Q 1
2
(|w|2 + |Dw|2)dz 3}.
Passing to a not relabeled subsequence we obtain the existence of a limit map u ∈ L2(−1,0;W 1,2(B,RN)) and of a
bilinear form A˜ still satisfying (2.4), such that there holds⎧⎪⎨
⎪⎩
uk ⇀ u weakly in L2
(
Q,RN
)
,
Duk ⇀Du weakly in L2
(
Q,RNn
)
,
Ak → A˜ as bilinear forms on RNn.
(4.9)
Using the lower semicontinuity of the functional
v 	→
∫
Q
(|v|2 + |Dv|2)dz
with respect to weak convergence in L2(−1,0;W 1,2(B,RN)) we obtain∫
Q
(|u|2 + |Du|2)dz 1. (4.10)
Moreover, for ϕ ∈ C∞0 (Q,RN) we have∫
Q
(
uϕt − A˜(Du,Dϕ)
)
dz =
∫
Q
(
(u− uk)ϕt − A˜(Du−Duk,Dϕ)
)
dz −
∫
Q
(A˜−Ak)(Duk,Dϕ)dz
+
∫
Q
(
ukϕt −Ak(Duk,Dϕ)
)
dz.
Passing to the limit k → ∞ we see that the first term of the right-hand side converges to 0 due to (4.9); the same holds
for the second term in view of the uniform bound of Duk in L2(Q,RNn) (see (4.6)) and the convergence of the Ak’s;
the third term vanishes in the limit k → ∞ via (4.7). This shows that the weak limit u is an A˜-caloric map on Q, i.e.∫
Q
(
uϕt − A˜(Du,Dϕ)
)
dz = 0 for every ϕ ∈ C∞0
(
Q,RN
)
. (4.11)
We note in advance that, being actually a solution to a constant coefficients linear parabolic system, the map u is
smooth in any subcylinder of the type Qγ for γ < 1. Compare with Step 3 below.
Step 2: Strong compactness. Here we want to prove that, up to passing to a not relabeled subsequence, we have
uk → u strongly in L2
(
Q,RN
)= L2(−1,0;L2(B,RN )), (4.12)
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uk → u a.e. in Q. (4.13)
To this aim, we first estimate the distributional time derivatives of uk . We let ϕ ∈ C∞0 (Q,RN) and compute (keep in
mind that z = (x, t) and Q = B × (−1,0)):
∣∣∣∣
∫
Q
ukϕt dz
∣∣∣∣
∣∣∣∣∣
0∫
−1
∫
B
Ak(Duk,Dϕ)dx dt
∣∣∣∣∣+ 1k sup−1t0
∥∥Dϕ(·, t)∥∥
L∞(B)
 |Ak|
0∫
−1
∥∥Duk(·, t)∥∥L2(B)∥∥Dϕ(·, t)∥∥L2(B) dt + 1k sup−1t0
∥∥Dϕ(·, t)∥∥
L∞(B)
 |Ak|
( 0∫
−1
∥∥Duk(·, t)∥∥2L2(B) dt
) 1
2
( 0∫
−1
∥∥Dϕ(·, t)∥∥2
L2(B) dt
) 1
2
+ 1
k
sup
−1t0
∥∥Dϕ(·, t)∥∥
L∞(B)
 |Ak|
( 0∫
−1
∥∥Dϕ(·, t)∥∥2
L2(B) dt
) 1
2
+ 1
k
sup
−1t0
‖Dϕ‖L∞(B). (4.14)
Here we have used in turn (4.7), the Cauchy–Schwartz inequality and (4.6). Now, for −1 < s1 < s2 < 0 and γ > 0
small enough we choose
ζγ (t) :=
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0 for −1 t  s1 − γ,
1
γ
(t − s1 + γ ) for s1 − γ  t  s1,
1 for s1  t  s2,
− 1
γ
(t − s2 − γ ) for s2  t  s2 + γ,
0 for s2 + γ  t  1,
and let ϕ(x, t) = ζγ (t)ψ(x) for ψ ∈ C∞0 (B,RN). Testing (4.14) with ϕ we obtain∣∣∣∣∣
∫
B
(
1
γ
s1∫
s1−γ
uk(x, t) dt − 1
γ
s2+γ∫
s2
uk(x, t) dt
)
·ψ(x)dx
∣∣∣∣∣
 |Ak|
( 0∫
−1
ζγ (t)
2 dt
) 1
2
‖Dψ‖L2(B) +
1
k
‖Dψ‖L∞(B) sup
−1t0
ζγ (t)

(
|Ak|
√
s2 − s1 + 2γ + 1
k
)
‖Dψ‖L∞(B).
Here we need a small clarification: we are using the approximate Ak-caloricity using test functions ϕ which are
actually only of class W 1,∞0 (Q,RN), rather than being C∞-regular. This can be achieved by a standard density
argument as done in the proof of Lemma 3.2, Step 1.
Now, Sobolev-embedding yields
‖Dψ‖L∞(B)  c(n, )‖ψ‖W,20 (B),  >
n+ 2
2
,
we see that∣∣∣∣∣
∫ ( 1
γ
s1∫
uk(x, t) dt − 1
γ
s2+γ∫
s
uk(x, t) dt
)
·ψ(x)dx
∣∣∣∣∣ c(n, )
(
|Ak|
√
s2 − s1 + 2γ + 1
k
)
‖ψ‖
W
,2
0 (B)
.B s1−γ 2
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∫
B
(
uk(·, s2)− uk(·, s1)
) ·ψ dx∣∣∣∣ c(n, )
(
|Ak|√s2 − s1 + 1
k
)
‖ψ‖
W
,2
0 (B)
for any ψ ∈ C∞0 (B,RN). By density of C∞0 (B,RN) in W,20 (B,RN) the last inequality is also valid for any ψ ∈
W
,2
0 (B,R
N). Taking the supremum over all ψ ∈ W,20 (B,RN) with ‖ψ‖W,20 (B)  1 we infer
∥∥uk(·, s2)− uk(·, s1)∥∥W−,2(B,RN )  c(,n)
(
|Ak|√s2 − s1 + 1
k
)
. (4.15)
Interpolating L2(B,RN) between W 1,2(B,RN) and W−,2(B,RN) it follows for μ> 0 that
−h∫
−1
∥∥uk(·, t + h)− uk(·, t)∥∥2L2(B) dt  μ
−h∫
−1
∥∥uk(·, t + h)− uk(·, t)∥∥2W 1,2(B) dt
+ c(μ)
−h∫
−1
∥∥uk(·, t + h)− uk(·, t)∥∥2W−,2(B) dt
 4μ
0∫
−1
∥∥uk(·, t)∥∥2W 1,2(B) dt + c(μ)c2
(
|Ak|
√
h+ 1
k
)2
 4μ+ 2c(μ)c2
(
|Ak|2h+ 1
k2
)
. (4.16)
Here, we have used in the first line the interpolation inequality
‖w‖2
L2(B)  μ‖w‖2W 1,2(B) + c(μ)‖w‖2W−,2(B)
valid for w ∈ W 1,2(B,RN). Moreover, in the second-last line we have used the bound (4.15) for ‖uk(·, t + h) −
uk(·, t)‖W−,2(B) from above and (4.6).
We are now in the position to show that
lim
h↓0
−h∫
−1
∥∥uk(·, t + h)− uk(·, t)∥∥2L2(B) dt = 0, uniformly in k. (4.17)
In order to do this we recall that Ak → A˜ as k → ∞ so that supk1 |Ak| a < ∞. Using this in (4.16) we obtain
−h∫
−1
∥∥uk(·, t + h)− uk(·, t)∥∥2L2(B) dt  4μ+ 2c(μ)c2
(
a2h+ 1
k2
)
.
For given θ > 0 we choose μ = θ12 . This fixes μ and also c(μ) = c( 112θ). Next we choose k0 ∈N such that 2c(μ)c
2
k2
< θ3
for any k  k0. Then, for k = 1, . . . , k0 − 1 we choose h1 > 0 such that
−h∫
−1
∥∥uk(·, t + h)− uk(·, t)∥∥2L2(B) dt < θ for every 0 < h< h1, k = 1, . . . , k0 − 1.
Finally, we choose h2 > 0 such that 2c(μ)c2a2h < θ3 for any 0 < h < h2. Then, for any k ∈ N and 0 < h < h0 :=
min(h1, h2) we have
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−1
∥∥uk(·, t + h)− uk(·, t)∥∥2L2(B) dt < θ
which proves (4.17).
Since the sequence {uk}k∈N is also bounded in L2(−1,0;W 1,2(B,RN)) we are able to apply [76, Theorem 3] with
the choice X = W 1,2(B,RN), B = L2(B,RN), F = {uk}k∈N to obtain a subsequence {uk}k∈N (again labeled by k)
such that (4.12) and (4.13) hold. Note that [76, Theorem 3] is actually a generalization of the classical Aubin–Lions
compactness lemma [62].
Step 3: Final comparison argument. To derive the desired contradiction we denote by
vk ∈ C0
(−(3/4)2,0;L2(B3/4,RN ))∩L2(−(3/4)2,0;W 1,2(B3/4,RN ))
the unique weak solution of the following Cauchy–Dirichlet problem in Q3/4:⎧⎪⎨
⎪⎩
∫
Q3/4
(
vk∂tϕ − 〈AkDvk,Dϕ〉
)
dz = 0, ∀ϕ ∈ C∞0
(
Q3/4,R
N
)
,
vk = u on ∂parQ3/4,
(4.18)
where ∂par denotes the parabolic boundary as explained at the beginning of the section. For the existence we refer to
[59,62], recalling that u is smooth in Qγ for every γ < 1. Again by the smoothness of w, the regularity theory for
linear parabolic systems with constant coefficients—see for instance [13] and related references, and [11]—yields that
vk ∈ C∞(Q3/4,RN). Now we start proving that
Dvk → Du strongly in L2
(
Q3/4,R
Nn
)
. (4.19)
This fact can be achieved using both (4.11) and (4.18), which yield∫
Q3/4
(vk − u)∂tϕ −
〈
Ak(Dvk −Du),Dϕ
〉
dz =
∫
Q3/4
〈
(Ak − A˜)Du,Dϕ
〉
dz.
As in the elliptic version (2.13), the last relation can be formally tested by vk −u since vk and u agree on the parabolic
boundary of Q3/4; this procedure can be made rigorous using Steklov averages [19, Chapter 9]. Proceeding in a
standard way the previous equality yields
ν
∫
Q3/4
|Dvk −Du|2 dz |Ak − A˜|
∫
Q3/4
|Du||Dvk −Du|dz
 |Ak − A˜|
( ∫
Q3/4
|Du|2 dz
) 1
2
( ∫
Q3/4
|Dvk −Du|2 dz
) 1
2
from which (4.19) immediately follows since Ak → A˜. In turn, using again that vk and u agree on the parabolic
boundary of Q3/4 applying Poincaré’s inequality slicewise yields
vk → u strongly in L2
(
Q3/4,R
N
)
. (4.20)
We now have∫
Q1/2
|vk − uk|2 dz 2
∫
Q1/2
|uk − u|2 dz + 2
∫
Q1/2
|u− vk|2 dz → 0. (4.21)
Finally, we note that (4.19), (4.20) and (4.10) yield
lim
k→∞
∫
Q
|vk|2 + |Dvk|2 dz 2
∫
Q
|u|2 + |Du|2 dz 2
∫
Q
|u|2 + |Du|2 dz 2,
1/2 1/2 1
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⎪⎪⎪⎪⎪⎩
∫
Q1/2
|vk|2 + |Dvk|2 dz 3,
∫
Q1/2
|vk − uk|2 dz < ε
hold for k large enough. (4.22)
Now, since vk is Ak-caloric, (4.22)1 tells us that vk ∈ Hk for k large, so that (4.22)2 contradicts (4.8) for k large. This
finishes the proof of the lemma. 
A more sophisticated version of the A-caloric approximation lemma has been recently developed in [31]; it involves
growth exponents different than 2, and its peculiar form makes it suitable to be applied to parabolic systems with
polynomial growth, as we shall show in the next section. We present this lemma in its more general version adapted to
general cylinders. Note that for p = 2 the next result gives back Lemma 4.2, modulo an inessential change in constants
involved.
Lemma 4.3. (See [31].) Given ε > 0, 0 < ν  L and p  2, there exists a positive function δ0(n,p, ν,L, ε) 1 with
the following property: Whenever A is a bilinear form on RNn satisfying (2.4), γ ∈ (0,1], and whenever
u ∈ Lp(t0 − 2, t0;W 1,p(B(x0),RN ))
with ∫
Q(z0)
∣∣∣∣w
∣∣∣∣
2
+ |Du|2 dz+
∫
Q(z0)
γ p−2
(∣∣∣∣u
∣∣∣∣
p
+ |Du|p
)
dz 1,
which is approximatively A-caloric in the sense that∣∣∣∣
∫
Q(z0)
(
uϕt − 〈ADu,Dϕ〉
)
dz
∣∣∣∣ δ sup
Q(z0)
|Dϕ| for every ϕ ∈ C∞0
(
Q(z0),R
N
)
,
where δ > 0 does not exceed the positive constant δ0(n,N,p, ν,L, ε), there exists
h ∈ Lp(t0 − (/2)2, t0;W 1,p(B/2(x0),RN )),
which is A-caloric on Q/2(z0), i.e. ht − div(ADh) = 0 in Q/2(z0), such that∫
Q/2(z0)
∣∣∣∣ h/2
∣∣∣∣
2
+ |Dh|2 dz +
∫
Q/2(z0)
γ p−2
(∣∣∣∣ h/2
∣∣∣∣
p
+ |Dh|p
)
dz 2n+3+2p (4.23)
and ∫
Q/2(z0)
∣∣∣∣h− u/2
∣∣∣∣
2
+ γ p−2
∣∣∣∣h− u/2
∣∣∣∣
p
dz ε. (4.24)
4.1. Applications to non-linear parabolic systems
Here we shall present an application of the A-caloric approximation lemma to the partial regularity of solutions
to non-linear parabolic systems. The result presented here has been obtained in [30,31]—more precisely [30] deals
with the case p = 2, and [31] with the case p > 2—where by mean of Lemmas 4.2–4.3 optimal partial regularity
assertions for solutions have been obtained, such an optimal result could not be apparently obtained using previous
existing techniques. This is particularly clear in the case p > 2, since reverse Hölder inequality for solutions are not
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based on such a tool. We shall consider weak solutions of the non-linear parabolic system
ut − diva(x, t, u,Du) = 0, in ΩT := Ω × (−T ,0), (4.25)
which means, under the assumptions we are going to consider, that the map
u ∈ C0(−T ,0;L2(Ω,RN ))∩Lp(−T ,0;W 1,p(Ω,RN )), p  2,
is such that∫
ΩT
(
uϕt − a(x, t, u,Du)Dϕ dx
)
dt = 0 holds for every ϕ ∈ C∞0
(
ΩT ,R
N
)
.
We shall consider the following set of assumptions of the continuous vector field a :ΩT ×RN × RNn → RNn; such
assumptions are essentially optimal in order to obtain the result we are going to present.
H15. The map w 	→ a(z, ξ,w) is of class C1, whenever (z, ξ) ∈ ΩT × RN ; moreover the map (z, ξ,w) 	→
Da(z, ξ,w) is continuous.
H16. (Growth and parabolicity assumptions) The inequalities
∣∣a(z, ξ,w)∣∣ L(1 + |w|2) p−12
and 〈
Da(z, ξ,w)w˜, w˜
〉
 ν
(
1 + |w|2) p−22 |w˜|2
hold whenever (z, ξ,w) ∈ ΩT ×RN ×RNn, and w˜ ∈ RNn, where p  2, 0 < ν  L< ∞.
H17. (Hölder continuity of coefficients) The inequality
∣∣a(z, ξ,w)− a(z˜, ξ˜ ,w)∣∣ L˜θ(|ξ | + |ξ˜ |, dpar(z, z˜)+ |ξ − ξ˜ |)(1 + |w|2) p−12
holds for any z = (x, t), z˜ = (x˜, t˜ ) in ΩT , ξ and ξ˜ in RN and for all w ∈RNn where L˜ 2L and
θ(y, s) := min{1, K˜(y)sβ}
and K˜ : [0,∞) → [1,∞) is a given non-decreasing function.
The parabolic distance dpar(·,·) has been defined in (4.2). We now have
Theorem 4.1. (See [30,31].) Let u ∈ C0(−T ,0;L2(Ω,RN)) ∩ Lp(−T ,0;W 1,p(Ω,RN)) be a weak solution to the
system (4.25) under the assumptions H15–H17. Then there exist an open subset Ωu ⊂ ΩT such that
Du ∈ Cβ,β/2(Ωu,RNn) and u ∈ Cα,α/2(Ωu,RN ) for every α < 1,
and
|ΩT \Ωu| = 0.
The previous result means that Du is Hölder continuous in Ωu with exponent β with respect to the parabolic metric
in (4.2); the same applies to u as far as α is concerned. For further results concerning the estimate of the Hausdorff
dimension of the singular set ΩT \Ωu, and additional partial regularity results, we again refer to [30,31].
Remark 4.1. As in the elliptic case—compare with Remark 2.2—a version of the A-caloric approximation lemma
suited to higher order problems has been produced by Bögelein [10]. This allows to approximate, in the style of the
A-caloric approximation lemma, maps with solutions to higher order parabolic systems with constant coefficients,
called A-polycaloric maps. We refer to [10, Lemma 3.1] for the precise statement.
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A full parabolic variant of the p-harmonic approximation lemma is still an open problem. We recall the following:
Definition 6 (p-Caloric maps). Let p be a number larger than 1, a map h ∈ Lp(t0 − 2, t0;W 1,p(B(x0),RN)) is
called p-caloric in the cylinder Q(z0) ⊂Rn+1 if it satisfies∫
Q(z0)
(
hϕt − |Dh|p−2Dh ·Dϕ
)
dz = 0 for every ϕ ∈ C∞0
(
Q(z0),R
N
)
.
In other words caloric maps are solutions to the evolutionary p-Laplacean system
ht −ph = 0.
For such maps and their regularity properties we refer to [19]. We state the p-caloric approximation lemma we would
like to have
Lemma 5.1 (Conjectured p-caloric approximation lemma). Let n,N ∈ N with n  2, p > 1 and 0 < ν  L be
fixed; let Q = B × (−1,0) ⊂ Rn+1 be the unit cylinder. Then for every ε > 0 there exists a positive function
δ(n,N,p, ν,L, ε) 1 with the following property: Whenever p > 1, and u ∈ Lp(−1,0;W 1,p(B,RN)) with∫
Q
(|u|p + |Du|p)dz 1 (5.1)
is approximatively p-caloric in the sense that∣∣∣∣
∫
Q
(
hϕt − |Dh|p−2Dh ·Dϕ
)
dz
∣∣∣∣ δ sup
Q
|Dϕ| for every ϕ ∈ C∞0
(
Q,RN
)
, (5.2)
then there exists a p-caloric function h ∈ Lp(−1/4,0;W 1,p(B1/2,RN)), i.e.
ht − div
(|Dh|p−2Dh)= 0 in Q1/2,
such that∫
Q1/2
(|h|p + |Dh|p)dzK(n,N,p) and ∫
Q1/2
|h− u|p dz εp.
Here K(n,N,p) 1 is a non-decreasing function of its arguments.
We warn the reader that we actually do not know whether the previous lemma holds or not: we state it as it is since
its statement is the naturally suggested by both the statement of the p-harmonic approximation Lemma 3.1 and the
caloric one 4.1.
The main obstruction in the proof of a result as Lemma 5.1 comes from the fact that we have a parabolic problem
which is non-linear. Suppose now we want to follow the approach of Lemma 3.2 in order to prove Lemma 5.1, we
find a basic obstruction: in (5.1) we only have a bound on the spatial derivatives. Therefore the Lipschitz truncation
arguments of Lemma 3.2 cannot be applied, since we cannot truncate the time derivative, which is not even assumed
to exist. The problem with time derivatives is standard when dealing with parabolic systems, but there it is in general
possible to obtain information on ut , or some fractional time derivative, via those available on Du using the fact that
u solves a system, see for instance [7, Section 7], [31, Lemma 5.2]. This is unfortunately not the case in the present
situation, since (5.2) is not an equation, that is something establishing an equality, but only an inequality, which at the
moment seems to be not sufficient to establish Lemma 5.1.
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