Abstract. We give existence results for simple closed curves with prescribed geodesic curvature on S 2 , which correspond to periodic orbits of a charge in a magnetic field.
Introduction
The trajectory of a charged particle on an orientable Riemannian surface (N, g) in a magnetic field given by the magnetic field form Ω = k dA, where k : N → R is the magnitude of the magnetic field and dA is the area form on N , corresponds to a curve γ on N that solves
where D t,g is the covariant derivative with respect to g, and J g (x) is the rotation by π/2 in T x N measured with g and the orientation chosen on N . A curve γ in N that solves (1.1) will be called a (k-)magnetic geodesic. We refer to [3, 5, 11] for the Hamiltonian description of the motion of a charge in a magnetic field. Taking the scalar product of (1.1) withγ we see that if γ is a magnetic geodesic then (γ,γ) lies on the energy level E c := {(x, V ) ∈ T N : |V | g = c}.
The geodesic curvature k g (γ, t) of an immersed curve γ at t is defined by
We call equation (1.2) the prescribed geodesic curvature equation, as its solutions γ are constant speed curves with geodesic curvature k g (γ, t) given by k(γ(t)). For fixed k and c > 0 the equations (1.1) and (1.2) are equivalent in the following sense: If γ is a nonconstant solution of (1.2) with k replaced by k/c, then the curve t → γ(ct/|γ| g ) is a k-magnetic geodesic on E c and a k-magnetic geodesic on E c solves (1.2) with k replaced by k/c. We study the existence of closed curves with prescribed geodesic curvature or equivalently the existence of periodic magnetic geodesics on prescribed energy levels E c . There are different approaches to this problem, the Morse-Novikov theory for (possibly multi-valued) variational functionals (see [20, 24, 25] ), the theory of dynamical systems using methods from symplectic geometry (see [3, [10] [11] [12] [13] [14] 22] ) and Aubry-Mather's theory (see [5] ). We suggest a new approach, instead of looking for critical points of the (possibly multivalued) action functional we consider solutions to (1.2) as zeros of the vector field X k,g defined on the Sobolev space H 2,2 (S 1 , N ) as follows: For γ ∈ H 2,2 (S 1 , N ) we let X k,g (γ) be the unique weak solution of
in T γ H 2,2 (S 1 , N ). The uniqueness implies that any zero of X k,g is a weak solution of (1.2) which is a classical solution in C 2 (S 1 , N ) applying standard regularity theory. The vector field X k,g as well as the set of solutions to (1.2) is invariant under a circle action: For θ ∈ S 1 = R/Z and γ ∈ H 2,2 (S 1 , N ) we define θ * γ ∈ H 2,2 (S 1 , N ) by θ * γ(t) = γ(t + θ).
Moreover, for V ∈ T γ H 2,2 (S 1 , N ) we let θ * V := V (· + θ) ∈ T θ * γ H 2,2 (S 1 , N ).
Then X k,g (θ * γ) = θ * X k,g (γ) for any γ ∈ H 2,2 (S 1 , N ) and θ ∈ S 1 . Thus, any zero gives rise to a S 1 -orbit of zeros and we say that two solutions γ 1 and γ 2 of (1.2) are (geometrically) distinct, if S 1 * γ 1 = S 1 * γ 2 . We will apply this approach to the case N = S 2 , equipped with a smooth metric g, and k a positive smooth function on S 2 . We shall prove Theorem 1.1. Let g be a smooth metric and k a positive smooth function on S 2 . Suppose that one of the following three assumptions is satisfied, 5) sup(K g ) < 4 inf(K g ), (1.6) where K g denotes the Gauss curvature, K − g := − min(K g , 0), and inj(g) the injectivity radius of (S 2 , g). Then there is a simple curve γ ∈ C 2 (S 1 , S 2 ) that solves (1.2) and the number of simple solutions of (1.2) is even provided they are all nondegenerate.
4)
Concerning the existence of closed k-magnetic geodesics for a positive smooth function k on (S 2 , g) the following is known (see [10, 11] ) (i) if c > 0 is sufficiently small, then E c contains two simple closed magnetic geodesics, (ii) if g is sufficiently close to the round metric g 0 and k is sufficiently close to a positive constant, then there is a closed magnetic geodesic in every energy level E c , (iii) if c > 0 is sufficiently large, then E c contains a closed magnetic geodesic. Using the equivalence between (1.1) and (1.2) we obtain from Theorem 1.1 Corollary 1.2. Let g be a smooth metric, k a positive smooth function on S 2 , and c > 0. Suppose that one of the following three assumptions is satisfied,
7)
K g > 0 and c ≤ 2 inf(k) sup(K g ) 8) sup(K g ) < 4 inf(K g ).
Then E c contains a simple magnetic geodesic and the number of simple magnetic geodesics in E c is even provided they are all nondegenerate.
Condition (1.7) should be compared to the existence results in (i) and gives bounds on the required smallness of c in terms of geometric quantities. To show that (1.7) is useful despite the implicit definition of inj(g), we apply an estimate of inj(g) in [17] and obtain (1.8) as a special case. The pinching condition (1.6) extends the existence result in (ii) and shows for instance that on the round sphere there is a simple curve of prescribed geodesic curvature k for any positive function k, which gives a partial solution to a problem posed by Arnold in [4, concerning the existence of magnetic geodesics on S 2 on every energy level E c . By the famous Lusternik-Schnirelmann theorem there are at least three simple closed geodesics on every Riemannian two sphere (S 2 , g). As a byproduct of our analysis we show that in general, even if k is very close to 0, there are no more than two simple closed magnetic geodesics on S 2 (see also [13, Sec. 7] ). Theorem 1.3. Let g 0 be the round metric on S 2 . For any positive constant k 0 > 0 there is a smooth function k on S 2 , which can be chosen arbitrarily close to k 0 , such that there are exactly two simple solutions of (1.2) .
The proof of our existence results is organized as follows. After setting up notation in Section 2 and introducing the classes of maps and spaces needed for our analysis we define in Section 3 a S 1 -equivariant Poincaré-Hopf index or S 1 -degree, χ S 1 (X, M ) ∈ Z, where M is a S 1 -invariant subset of prime curves in H 2,2 (S 1 , S 2 ) and X belongs to a class of S 1 -invariant vector fields. The index χ S 1 (X, M ) is related to the extension of the Leray-Schauder degree to intrinsic nonlinear problems in [8, 27] and is used combined with the apriori estimates in Section 5 to count simple periodic solutions of (1.2). We remark that the standard degree χ(X, M ), that does not take the S 1 invariance into account, vanishes as it detects only fixed points under the S 1 -action, i.e. constant solutions. Equivariant degree theories have been defined and applied to differential equations by many authors, we refer to [6, 7, 9, 15, 16] and the references therein. However, we do not see how to apply these results directly to (1.2). The vector field X k,g corresponding to the prescribed geodesic curvature problem falls into the class of vector fields, where the S 1 -degree is defined. Section 4 is devoted to the computation of χ S 1 (X k 0 ,g 0 , M ), where k 0 is a positive constant, g 0 is the round metric of S 2 , and M is the set of simple regular curves in H 2,2 (S 1 , S 2 ). We call equation (1.2) with k ≡ k 0 and g = g 0 the unperturbed problem, which is analyzed in detail. The family of simple solutions to the unperturbed problem corresponds to parallels of radius (1+k 2 0 ) −1/2 with respect to any fixed north pole and is thus isomorphic to S 2 . In order to compute the S 1 -degree we slightly perturb the constant function k 0 and end up with exactly two nondegenerate solutions of degree −1. This implies that χ S 1 (X k 0 ,g 0 , M ) = −2. Section 5 contains the apriori estimates showing that the set of simple solutions to (1.2) is compact in M under each of the assumptions (1.4)-(1.6). This yields together with the perturbative analysis in Section 4 the proof of Theorem 1.3 and allows to construct an admissible homotopy of vector fields between X k 0 ,g 0 and X k,g whenever k and g satisfy the assumptions of Theorem 1.1. The homotopy invariance of the S 1 -equivariant Poincaré-Hopf index then shows
The existence result is given in Section 6.
Preliminaries
Let S 2 = ∂B 1 (0) ⊂ R 3 be the standard round sphere with induced metric g 0 and orientation such that the rotation J g 0 (y) is given for y ∈ S 2 by where G(y) denotes the positive symmetric map G(y) ∈ L(T y S 2 ) satisfying v, w Ty S 2 ,g = G(y)v, G(y)w Ty S 2 ,g 0 ∀v, w ∈ T y S 2 .
We consider for m ∈ N 0 the set of Sobolev functions
For m = 0 the set H 0,2 (S 1 , S 2 ) = L 2 (S 1 , S 2 ) fails to be a manifold. In this case we define for
where m/2 denotes the largest integer that does not exceed m/2. Let X be a differentiable vector field on
of the vector field X with respect to the metric induced by g is defined as follows: For γ ∈ H 2,2 (S 1 , S 2 ) and V ∈ T γ H 2,2 (S 1 , S 2 ) we consider a
and define
For the vector field theory on infinite dimensional manifolds it is convenient to work with Rothe maps instead of compact perturbations of the identity, because the class of Rothe maps is open in the space of linear continuous maps. We recall the definition and properties of Rothe maps given in [27] for the sake of the readers convenience. For a Banach space E we denote by GL(E) the set of invertible maps in L(E) and by S(E) the set
Then the set of Rothe maps R(E) is defined by
is open in L(E) and consists of Fredholm operators of index 0. Moreover, GR(E) := R(E) ∩ GL(E) has two components, GR ± (E), with I ∈ GR + (E). For A ∈ GR(E) we let sgnA = +1 if A ∈ GR + (E),
If A = I + C ∈ GL(E), where C is compact, then A ∈ GR(E) and sgnA is given by the the usual Leray-Schauder degree of A.
Since g and k are smooth, X k,g is a smooth vector field (see [26, Sec. 6 
Evaluating at s = 0 we obtain
Moreover, we have
Equating (2.1) and (2.2) at a critical point γ of X k,g leads to
We note that (see also [27, Thm. 6 
, where T is a linear map from T γ H 2,2 (S 1 , S 2 ) to T γ L 2 (S 1 , S 2 ) that depends only on the first derivatives of V and is therefore compact. Taking the inverse (−D 2 t,g + 1) −1 we deduce that D g X k,g | γ is the form identity + compact and thus a Rothe map.
where Exp z,g denotes the exponential map on (S 2 , g) at z ∈ S 2 . Due to its pointwise definition
Approximatingγ by vector fields contained in
and
and W g is a C 2 vector field on H 2,2 (S 1 , S 2 ). The form ω g (γ) and the vector W g (γ) are equivariant under the S 1 -action in the sense that for all θ ∈ S 1 and V ∈ T γ H 2,2 (S 1 , S 2 ) we have
Using the vector field W g we define a vector bundle SH 2,2 (S 1 , S 2 ) by
For γ ∈ H 2,2 (S 1 , S 2 ) \ {const} we consider the map
defined by
The differential of ψ γ,g at (0, 0) is given by
Consequently, there is δ = δ(γ, g) > 0 such that ψ γ,g restricted to
is a chart for the manifold SH 2,2 (S 1 , S 2 ) at (γ, 0). The construction is S 1 -equivariant, for
and we may choose δ(γ, g) = δ(θ * γ, g) for all θ ∈ S 1 . Shrinking δ(γ, g) we may assume, as Exp γ,g is also a chart for H k,2 (S 1 , S 2 ) with 1 ≤ k ≤ 4 and by (3.1),
and the norm of the projections corresponding to the decompositions in (3.3) and (3.4) as well as the norm of the map in (3.5) and its inverse are uniformly bounded with respect to V . The circle action is only continuous and not differentiable on H 2,2 (S 1 , S 2 ) as for instance the candidate for the differential of the map θ → θ * γ at θ = 0,γ, is in general only in T γ H 1,2 (S 1 , S 2 ). We prove the existence of a slice of the S 1 -action (see [18, 
Proof. Fix a prime curve γ ∈ H 3,2 (S 1 , S 2 ). We consider for δ 0 > 0 the map
Note that, as S 1 acts continuously on H 2,2 (S 1 , S 2 ) and Exp γ,g is a local diffeomorphism, after shrinking δ 0 > 0 the map F γ,g is well defined. Exp γ,g is a smooth map, such that for fixed θ the map
, the map
by the implicit function theorem and after shrinking δ 0 > 0 we get a unique
Hence, we may define locally around γ
Using the uniqueness of σ γ,g and the fact that γ is prime it is standard to see that Σ γ,g is injective and that the inverse is given locally around θ 0 * γ for fixed θ 0 ∈ S 1 by
). This finishes the proof.
We will compute the Poincaré-Hopf index for the following class of vector fields.
there is ε > 0 such that for all finite sets of charts
and finite sets
Property (4) does not depend on the particular element γ of the critical orbit S 1 * γ, because from θ * X(γ) = X(θ * γ) we get
and Rothe maps are invariant under conjugacy. Concerning the regularity property (5), taking
such that the kernel of D g X| γ at a critical orbit S 1 * γ is nontrivial. The parameter ε > 0 ensures that (5) remains stable under small perturbations used in the Sard-Smale lemma below. If X is a vector field orthogonal to W g and X(γ) = 0, then
where the various curvature terms and terms containing derivatives of W g vanish as X(γ) = 0. Thus, X(γ) = 0 implies 8) and the projection Proj Wg(γ) ⊥ in (4) Proof. From Section 1 and Section 2 the vector field X k,g is S 1 -equivariant and a C 2 -Rothe field. Furthermore, we obtain for α ∈ H 2,2 (S 1 , S 2 )
To show that X k,g is elliptic, we fix
We fix 1 ≤ i ≤ n and get
as well as
where R 1,i and R 2,i consist of lower order terms containing only derivatives of α up to order 1 and derivatives of γ i and W i up to order 2. Thus α is a solution of
where R contains only derivatives of α up to order 1 and derivatives of γ i and W i up to order 2 and
Since H 2,2 -bounds yield L ∞ -bounds, choosing max W i small enough independently of {γ i } and α we may assume A(t) < 1 2 and A is of class H 2,2 with respect to t. Since γ i and W i are in H 4,2 and (−D 2 t,g + 1)W g (α) =α, the right hand side of (3.9) is in H 1,2 . By standard regularity results α is in H 3,2 , such that the right hand side of (3.9) is in H 2,2 , which yields α ∈ H 4,2 . Consequently, X k,g is elliptic.
The orbit S 1 * γ is called a nondegenerate critical orbit of X, if X(γ) = 0 and
is an isomorphism. If S 1 * γ is critical, then using the chart ψ γ,g given in (3.2) we define after possibly shrinking δ > 0 a map
where Proj 2 denotes the projection on the second component.
The nondegeneracy of a critical orbit does not depend on the choice of γ in S 1 * γ.
Lemma 3.5. Under the assumptions of Definition 3.4 a tangent vector
where A :
By (3.5) the map A is an isomorphism. Consequently, the map DX γ | V is invertible, if and only if
is an isomorphism. The injectivity in (3.12), (3.3), and (3.7) implies that the kernel of D g X| Expγ,g(V ) is one dimensional and given by
is a Rothe map and thus a Fredholm operator of index 0, we deduce that (3.12) implies the nondegeneracy of Exp γ,g (V ). If (3.10) holds with γ replaced by Exp γ,g (V ), then the kernel of D g X| Expγ,g(V ) is one dimensional, and from (3.3) we infer that (3.12) holds, which finishes the proof. 
Moreover, analogous to (3.11) for there is δ > 0 such that
where
, and ψ γ 0 ,t 0 is a chart around (t 0 , γ 0 , 0) of the bundle
defined in a neighborhood of (t 0 , 0, 0) in
is surjective.
Analogously to Lemma 3.5 we obtain for a homotopy X. Proof. As X is proper and X −1 (0) ⊂ H 4,2 (S 1 , S 2 ) using Lemma 3.1 we may cover X −1 (0) with finitely many open sets
Lemma 3.8. Under the assumptions of Definition 3.7 the tuple
Thus DX γ i | V remains a Rothe map for V close to 0 and consequently a Fredholm operator of index 0. As Fredholm maps are locally proper, we may assume for all 1 ≤ i ≤ n that the map X γ i is proper and Rothe on
To construct Y we proceed step by step and construct Y j such that
are isolated and nondegenerate. Since each X γ i is proper, X(·) is bounded below by a positive constant in
Consequently, (ii) remains valid for all small perturbations of X. We start with Y 0 := X. In the jth step we consider Y S 2 ) ) and S 1 * γ j is a C 2 sub-manifold of H 2,2 (S 1 , S 2 ). Shrinking δ j > 0 we may assume
and there are ε j,1 , ε j,2 > 0 such that the set
We take a cut-off function η ∈ C ∞ c (R,
It is easy to see that Y j is a S 1 equivariant C 2 vector field, which is orthogonal to W g by construction. If V j is small enough, then (i)-(iii) continue to hold for Y j as well as the Rothe property, because Rothe maps and nondegenerate critical orbits are stable under small perturbations. Moreover, cos(t)
, which is proper, and the zeros of cos(t)
where λ ∈ [0, 1] and θ j (γ) * γ j and θ j (γ) * V j are in H 4,2 . For j = n we arrive at the desired vector-field Y .
Essentially the same arguments lead to the following lemma. 
is surjective for all zeros (t, γ) of Y .
For the rest of this section we let M be an open S 1 -invariant subset of prime curves in H 2,2 (S 1 , S 2 ) and X a (M, g, S 1 )-admissible vector field on M . We shall define the S 1 -equivariant Poincaré-Hopf index χ S 1 (X, M ) of the vector-field X with respect to the set M . We begin with the definition of the local degree of an isolated, nondegenerate critical orbit of X. We fix a nondegenerate critical orbit S 1 * γ 0 of X in M . As X is (M, g, S 1 )-admissible, DX| γ 0 ∈ GR( W g (γ 0 ) ⊥ ) and we define the local degree of X at
From (3.6) the local degree does not depend on the choice of γ 0 in S 1 * γ 0 . 
To show that the definition does not depend on the particular choice of Y , and that the S 1 -degree does not change under homotopies in the class of (M, g, S 1 )-admissible vector-fields we prove Lemma 3.12. Let g t be a continuous family of metrics on H 2,2 (S 1 , S 2 ) for t ∈ [0, 1]. Suppose X is a (M, g t , S 1 )-homotopy between X 0 and X 1 , such that the zeros of X 0 and X 1 are isolated and nondegenerate. Then
Proof. By Lemma 3.10 we may assume the the homotopy X is nondegenerate, i.e. DX t,γ is surjective whenever X(t, S 1 * γ) = 0. Fix (t 0 , γ 0 ) ∈ X −1 (0). From the implicit function theorem, Lemma 3.1, and Lemma 3.8 there is a regular C 1 curve c = (c t , c γ ) ∈ C 1 (I, R × M ) with I = (−1, 1) for t 0 ∈ (0, 1) and I = [0, 1) for t 0 ∈ {0, 1}, such that X(c(s)) ≡ 0, c(0) = (t 0 , γ 0 ), and the map
parametrizes the zero set X −1 (0) locally around (t 0 , γ 0 ), where we define the action of S 1 on tuples (t, γ) by θ * (t, γ) := (t, θ * γ).
The ellipticity of X t shows that c γ (s) ∈ H 4,2 (S 1 , S 2 ), thusċ γ (s) is in T cγ(s) H 2,2 (S 1 , S 2 ) and from (3.1) we deduce thaṫ 
Fix (c 1 , I 1 ) and (c 2 , I 2 ) such that S 1 * c 1 (s 1 ) = S 1 * c 2 (s 2 ) for some s 1 ∈ I 1 and s 2 ∈ I 2 . Then from the uniqueness part in the construction of c 2 we get θ 2 ∈ S 1 such that θ 2 * c 2 (s 2 ) = c 1 (s 1 ). From its construction θ 2 * c ′ 2 (s 2 ) is contained in the kernel of DX| c 1 (s 1 ) spanned by c ′ 1 (s 1 ), (0, (ċ 1 ) γ (s 1 )) . Since c ′ 1 (s 1 ) and θ 2 * c ′ 2 (s 2 ) are both transversal to (0, (ċ 1 ) γ (s 1 )) there is 0 = λ 1 ∈ R and λ 2 ∈ R such that
We choose a function θ 2 ∈ C 1 (I, R/Z) satisfying θ 2 (s 2 ) = θ 2 and θ ′ 2 (s 2 ) = −λ 2 , definec 2 ∈ C 1 (I, M ) byc 2 (s) := θ 2 (s) * c 2 (s), and get
With an additional change in the s parameter we may easily arrive at c ′ 2 (s 2 ) = c ′ 1 (s 1 ) in such a way that the map (θ, s) → θ * c 2 (s) still parametrizes S 1 * c 2 (I 2 ). This gives a recipe how to obtain from two overlapping local parameterizations (c 1 , I 1 ) and (c 2 , I 2 ) of X −1 (0) a parametrization of the union S 1 * c 1 (I 1 ) ∪ S 1 * c 2 (I 2 ). As in the classification of one dimensional manifolds [19] we deduce that X −1 (0) is a two dimensional manifold with components diffeomorphic to S 1 × S 1 or S 1 × [0, 1]. Let P be a component of X −1 (0) with boundary, i.e. of the type S 1 × [0, 1], such that a parametrization of P is given by
To this end we note that from the definition of W g we have
and denote by Proj 1 the projection onto R × W g c t (s) (c γ (s)) ⊥,g c t (s) with respect to this decomposition. There holds
We take θ ∈ C 1 ([0, 1], R) such that θ ′ (s) = −λ(s) and definec(s) := θ(s) * c(s). Then
Thus, replacing c withc we may assume (3.18) holds. Consider for s ∈ [0, 1] the family of operators
each F s is an isomorphism. Moreover, the Rothe property of X implies that each F s is a Rothe map, because F s is obtained from DX| c(s) through a change in finite dimensions. Consequently, sgn(F s ) is well defined and by its homotopy invariance independent of s ∈ [0, 1]. If c ′ t (s) = 0 we have again by the homotopy invariance sgn(F s ) = sgn(F s ), wherẽ
Hence, for all s ∈ [0, 1] such that c ′ t (s) = 0 there holds sgn(F s ) = sgn(F s ) = sgn(c
Let S 1 * α 1 , . . . , S 1 * α k 0 be the critical orbits of X 0 and S 1 * β 1 , . . . , S 1 * β k 1 be the critical orbits of X 1 . The critical orbits of X 0 and X 1 are boundary points of X −1 (0). From (3.19) we get • sgnDX 0 | α i = −sgnDX 0 | α j , if S 1 * α i and S 1 * α j are boundary orbits of the same component of X −1 (0), • sgnDX 1 | β i = −sgnDX 1 | β j , if S 1 * β i and S 1 * β j are boundary orbits of the same component of X −1 (0), • sgnDX 0 | α i = sgnDX 1 | β j , if S 1 * α i and S 1 * β j are boundary orbits of the same component of X −1 (0). Putting the above facts together, we see that
The Unperturbed Problem
Let S 2 = ∂B 1 (0) ⊂ R 3 be the standard round sphere with induced metric g 0 . Then the prescribed geodesic curvature equation with k ≡ k 0 on (S 2 , g 0 ) is given by
where γ ∈ H 2,2 (S 1 , S 2 ),γ andγ are the usual derivatives of γ considered as a curve in R 3 , |γ| is the euclidean norm ofγ in R 3 . Differentiating twice the identity |γ| 2 = 1 we find γ, γ + |γ| 2 ≡ 0 and (4.1) is equivalent tö
In order to solve the ordinary differential (4.2) we fix initial conditions
Ifṽ 0 = 0 then γ is given by the constant curve γ ≡ γ 0 . We may assume in the sequel
For k 0 = 0, the case of geodesics, we may take r = ±1. We define for λ > 0 and a positive oriented orthonormal system {v 0 , v 1 , w} the function α ∈ C ∞ (R, S 
Since we are only interested in solutions in H 2,2 (S 1 , S 2 ) we get an extra condition on λ, i.e. the 1-periodicity leads to λ ∈ 2πZr. Hence the simple solutions in H 2,2 (S 1 , S 2 ) of equation (4.1) are given by {α(·, 2π|r|, v 0 , v 1 , w) : {v 0 , v 1 , w} is a positive orthonormal system in R 3 }.
S0(3) acts on solutions: if γ solves (4.1) so does A • γ for any A ∈ SO(3).
We have
and the set of solutions is parametrized by A ∈ SO(3). It is easy to see, that
for some θ ∈ S 1 if and only if w = w ′ . Consequently the set of critical orbits Z is parametrized by w ∈ S 2 . We need to compute the kernel of
and hence by (2.3)
Due to the geometric origin of equation (4.1) we deduce that 
We will omit the dependence of W i on (v 0 , v 1 , w), if there is no possibility of confusion. Since the initial values of W 0 , . . . , W 3 are linearly independent in T α(0) S 2 2 , the vector-fields are a basis of the kernel of D g 0 X k 0 ,g 0 | α . As only W 1 , . . . , W 3 are periodic, we obtain
To find the range of D g 0 X k 0 ,g 0 | α we note that the moving frame {α, α×α} is an orthogonal system in T α S 2 for any t ∈ S 1 . Thus any V ∈ T α H 2,2 (S 1 , S 2 ) may be written as
for some functions λ 1 , λ 2 ∈ H 2,2 (S 1 , R). Using the fact that
we may express D t,g 0 V and (D t,g 0 ) 2 V in terms of λ 1 and λ 2 . This leads to
Concerning W 1 , . . . , W 3 and W g we find
Lemma 4.1. For any solution α of the unperturbed problem there holds
Proof. We omit the dependence of W i on α. For λ 1 , λ 2 ∈ H 2,2 (S 1 , R) we have
Hence we get by direct calculations
Consequently, by (3.8) and (4.7) the vector W 1 is orthogonal to W 2 , W 3 and to
we get
and the claim follows for
To analyze the range of
where E + is given by
We have for
where we used the fact that for λ 2 ⊥ 1, cos(2π·), sin(2π·)
we see that DX k 0 ,g 0 | α | R(DX k 0 ,g 0 |α) with respect to the decomposition
is given by
To compute the S 1 -degree of the unperturbed vector field X k 0 ,g 0 for k ≡ k 0 > 0 we consider for k 1 ∈ C 2 (S 2 , R), which will be chosen later, and ε ∈ R, which is assumed to be very small, the perturbed vector field X g 0 ,ε defined by
where the vector field K 1 is given by
We fix α 0 ∈ Z and a parametrization ϕ of Z, which maps an open neighborhood of 0 in
As Z consists of smooth functions, Z is a sub-manifold of H m,2 (S 1 , S 2 ) for 1 ≤ m < ∞. We define a map Φ from an open neighborhood U of 0 in
, and
From the properties of Exp α 0 ,g 0 the map Φ is a chart of of H k,2 (S 1 , S 2 ) around α 0 for any 1 ≤ k ≤ 4 and shrinking U we may assume that (3.3)-(3.5) continue to hold with Exp γ,g replaced by Φ, i.e. 13) and the norm of the projections in (4.11) and (4.12) as well as the norm of the map in (4.13) and its inverse are uniformly bounded with respect to V . For α 0 ∈ Z the vectors W 1 (α 0 ) and W g 0 (α 0 ) are collinear and we use W 1 (α 0 ) instead of W g 0 (α 0 ) in the analysis of the unperturbed problem below. As in (3.2) we get a chart Ψ for the bundle SH 2,2 (S 1 , S 2 ) around (α 0 , 0),
Analogous to (3.11) we define
Replacing Exp γ,g by Φ it is easy to see that Lemma 3.5 carries over to X Φ g 0 ,ε , i.e. 14) and if X Φ g 0 ,ε (V ) = 0, then after shrinking U
where the isomorphism A V :
From Lemma 4.1 we may assume
where U 1 and U 2 are open neighborhoods of 0 in W 2 (α 0 ), W 3 (α 0 ) and
We denote for α ∈ Z by P 2 (α) the projection onto R(DX g 0 ,0 | α ) with respect to the decomposition
and by P 1 (α) the projection onto W 2 (α), W 3 (α) . Moreover, for W ∈ U 1 we define for i = 1, 2
The projections P Φ 1 (W ) and P Φ 2 (W ) correspond to the decomposition
as we have for W ∈ U 1
For α 0 ∈ Z after possibly shrinking U there are ε 0 > 0 and
where we used the fact that X Φ g 0 ,0 (W ) = 0 and (4. 
This yields the claim.
Lemma 4.3. Under the assumptions of Lemma 4.2 we have as
ε → 0 X Φ g 0 ,ε (W + U (ε, W )) = εP Φ 1 (W ) • K Φ 1 (W ) + O(ε 2 ) ε→0 , where K Φ 1 is the vector-field K 1 in the coordinates Φ, i.e. K Φ 1 = X Φ g 0 ,1 − X Φ g 0 ,0 . Proof. Since U (ε, W ) = O(ε) we find X Φ g 0 ,ε (W + U (ε, W )) = P Φ 1 (W ) • X Φ g 0 ,ε (W + U (ε, W )) = P Φ 1 (W ) • X Φ g 0 ,0 (W + U (ε, W )) + εP Φ 1 (W ) • K Φ 1 (W + U (ε, W )) = P Φ 1 (W ) • DX Φ g 0 ,0 | W U (ε, W ) + εP Φ 1 (W ) • K Φ 1 (W ) + O(ε 2 ) = εP Φ 1 (W ) • K Φ 1 (W ) + O(ε 2 ) ε→0 .
Lemma 4.4. Under the assumptions of Lemma 4.2 suppose 0 is a nondegenerate zero of the vector-field
is an isomorphism. Then, after possibly shrinking ε 0 and U, for any ε ∈ [−ε 0 , ε 0 ] there is a unique W (ε) ∈ U 1 such that
Proof. Using Lemma 4.2 and the estimates for U and D W U we find
Differentiating the identity for fixed ε (4.17) and (4.18) leads to
. Note that by Lemma 4.3 the function F extends continuously to ε = 0. By (4.19) we have
and F is in C 1 with D W F | (0,0) invertible. Consequently, by the implicit function theorem after shrinking ε 0 and U there is a unique C 1 -function W = W (ε) such that F (ε, W (ε)) ≡ 0 and
Proof. We note that as
Consequently, the assumptions of Lemma 4.4 are satisfied and we may define for 0 < ε < ε 0 the curve γ(ε) by
From (4.14) we infer that γ(ε) is the unique zero of X g 0 ,ε in Φ( W 1 ⊥ ∩ U) and S 1 * γ(ε) is a nondegenerate critical orbit. It is easy to see that the existence of a slice in Lemma 3.1 remains valid if we replace Exp α 0 ,g 0 by Φ. Consequently, S 1 * γ(ε) is the unique critical orbit of
which is an open neighborhood of S 1 * α 0 in H 2,2 (S 1 , S 2 ). We fix 0 < ε < ε 0 and consider for s ∈ [0, 1] the family of maps
we deduce that Y s = id − compact for all s ∈ [0, 1]. From Lemma 4.4 we have that Y 0 is invertible and satisfies
is invertible, the kernel of DX g 0 ,ε | γ(ε) is given by γ(ε) . Since γ(ε) converges to α 0 as ε → 0 andα 0 = W 1 (α 0 ) we geṫ
which implies together with (4.11) that γ(ε) is transversal to the range of
for all s ∈ [0, 1]. Consequently, Y s remains invertible when s moves from 0 to 1. Due to the homotopy invariance we finally obtain
This finishes the proof.
In order to compute the S 1 -degree of X g 0 ,ε we define the function k 1 by
where {e 1 , e 2 , e 3 } denotes the standard basis of R 3 . The corresponding vector-field K 1 on H 2,2 (S 1 , S 2 ) is given by
We note that for α = α(·, 2π|r|, v 0 , v 1 , w) ∈ Z we have
where (−D 2 t,g 0 + 1) −1 h(α) is in the range of DX k 0 ,g 0 |α by (4.6)-(4.9). Hence,
and there are exactly two critical orbits of
where α + = α(·, 2π|r|, e 1 , e 2 , e 3 ) and α − = α(·, 2π|r|, −e 1 , e 2 , −e 3 ).
The curves α ± correspond to two parallels with respect to the north pole e 3 and curvature k 0 . Using the formulas for W 2 and W 3 in (4.4) we find with respect to the basis
Thus, we may apply Lemma 4.5 and get two critical orbits α ± (ε) for X g 0 ,ε converging to α ± as ε → 0.
Lemma 4.6. Let M be the set of simple, regular curves in
Proof. We choose k 1 = ·, e 3 as above. From Lemmas 4.2-4. 4 there is an open neighborhood U of Z such that for all 0 < ε < ε 0 the critical orbits of X g 0 ,ε in U are given exactly by α ± (ε). Indeed, suppose a sequence (α n ) of zeros of X g 0 ,εn converges to Z. Then necessarily ε n → 0 and α n → α 0 ∈ Z as n → ∞. For large n we use the chart Φ around α 0 as in Lemma 4.2.
From the existence of a slice in Lemma 3.1 we get a sequence θ n ∈ R/Z converging to 0 such that
As in the proof of Lemma 4.4 we may decompose
From the uniqueness part of Lemma 4.2, as X g 0 ,εn (W n + U n ) = 0, we get U n = U (ε n , W n ). By Lemma 4.3 we see that necessarily P 1 (α 0 )•K 1 (α 0 ) = 0, such that S 1 * α 0 ∈ {S 1 * α ± }. From Lemma 4.5 we finally deduce that S 1 * α n ∈ {S 1 * α ± (ε n )}.
From the definition of the S 1 -equivariant Poincaré-Hopf index and the classification of the simple zeros of X k 0 ,g 0 there holds for small ε > 0
Apriori estimates
We fix a continuous family of metrics {g t : t ∈ [0, 1]} on S 2 and a continuous family of positive continuous function {k t : t ∈ [0, 1]} on S 2 . We let X t be the vector field on H 2,2 (S 1 , S 2 ) defined by
: γ is simple and regular.}.
We shall give sufficient conditions assuring that the set
where Ω γ denotes the interior of γ with respect to the normal N gt and K gt is the Gauss curvature of (S 2 , g t ). To obtain a contradiction assume that there is (γ n , t n ) in X −1 (0) such that L(γ n ) → 0 as n → ∞. Then the left hand side in the Gauss-Bonnet formula, as k t and K gt are uniformly bounded, tends to 0, which is impossible. Consequently, the length L(γ) of γ satisfies
for some positive constant c = c({k t }, {g t }) and
Then by (5.1) the curve γ 0 is non-constant and regular, hence there is s 1 = s 2 in R/Z such that γ 0 (s 1 ) = γ 0 (s 2 ). As γ n are simple curves, parametrized proportional to arc-length we see thatγ 0 (s 1 ) = ±γ 0 (s 2 ). Ifγ 0 (s 1 ) =γ 0 (s 2 ) then by the unique solvability of the initial value problem γ 0 (· + (s 1 − s 2 )) = γ 0 (·).
Ifγ 0 (s 1 ) = −γ 0 (s 2 ) then we write γ close to s 1 and s 2 as a graph over the tangent directionγ 0 (s 1 ) in normal coordinates Exp γ 0 (s 1 ) . By the maximum principle we find γ 0 (s 1 + t) = Exp γ 0 (s 1 ),g tγ 0 (s 1 ) + a(t)N g (γ 0 (s 1 )) , γ 0 (s 2 + t) = Exp γ 0 (s 1 ),g − tγ 0 (s 1 ) − b(t)N g (γ 0 (s 1 )) , where a(t) and b(t) are positive for t = 0. Consequently, ifγ 0 (s 1 ) = −γ 0 (s 2 ) then γ 0 touches itself at γ 0 (s 1 ), locally separated by the geodesic through γ 0 (s 1 ) with velocityγ 0 (s 1 ). Thus, γ 0 is a m-fold covering for some m ∈ N of a curve α, which is almost simple in the sense that α can only touch itself as described above. Using stereographic coordinates S there is a point p 0 close to the curve γ 0 , such that the winding number of S(γ 0 ) around S(p 0 ) is ±m. Since γ 0 is a limit of simple curves, by the stability of the winding number, we deduce m = 1. We denote by (Ω 0 , g) the interior of γ 0 considered as a Riemannian surface with boundary of positive geodesic curvature. Fix a touching point γ 0 (s 1 ) = γ 0 (s 2 ). The point γ 0 (s 1 ) = γ 0 (s 2 ) corresponds to two different boundary points of Ω 0 . Denote by β the curve of minimal length in Ω 0 connecting the two boundary points. From a regularity result for variational problems with constraints (see [1, 2] ) the minimizer β is a C 1 -curve. By the maximum principle β cannot touch the boundary of Ω 0 and is therefore a C 2 geodesic in the interior of Ω 0 . Moreover, as a minimizer, β is stable and going back to S 2 the curve β is a geodesic loop which is stable with respect to variations with fixed end-points. Thus where inj(g t ) denotes the injectivity radius of (S 2 , g t ).
Proof. We first show that X −1 (0) is closed under each of the above assumptions. Suppose (γ n , t n ) ∈ X −1 (0) converges to some (γ 0 , t 0 ) in H 2,2 (S 1 , S 2 ). To obtain a contradiction assume (γ 0 , t 0 ) / ∈ X −1 (0), i.e. γ 0 is not simple. Then by the above analysis γ 0 touches itself at some point γ 0 (s 1 ) = γ 0 (s 2 ) and there is a stable, nontrivial geodesic loop β, which yields a bound from above on the injectivity radius in ( Moreover, by Bonnet-Meyer's theorem, as β is a stable geodesic loop, its length is bounded by
which yields together with (5.6) the contradiction assuming (5.5).
To deduce the compactness of X −1 (0) we fix a sequence (γ n , t n ) in X −1 (0). By (5.1) the length L gt n (γ n ) is uniformly bounded. Since each γ n is parametrized proportional to arc-length, (|γ n | gt n ) is uniformly bounded. Using the equation (1.2) and standard elliptic regularity (γ n ) is bounded in H 4,2 (S 1 , S 2 ). Hence we may choose a subsequence, which converges in H 2,2 (S 1 , S 2 ) and by the first part of the proof in X −1 (0) under each of the above assumptions. This yields the claim.
Corollary 5.2. Let k 0 > 0 and k 1 ∈ C ∞ (S 2 , R) be given by (4.21) . Then there is ε 0 > 0 such that for any |ε| ≤ ε 0 the vector field X g 0 ,ε has exactly two critical orbits S 1 * α ± (ε) in M , which are nondegenerate and converge to the orbits of the parallels α(·, 2π|r|, ±e 1 , e 2 , ±e 3 ) as ε → 0.
Proof. Consider the metrics g t ≡ g 0 , the functions k t := k 0 + tk 1 , and the corresponding vector fields X t := X g 0 ,t . The zeros of X 0 in M are given by Z, the manifold of solutions to the unperturbed problem. The compactness of X −1 (0) implies that the zeros of X t converge to Z as t → 0. From the proof of Lemma 4.6 there are exactly two critical orbits for |t| small enough close to Z with the claimed behavior.
Existence results
We give the proof of our main existence result.
Proof of Theorem 1.1. We consider the family of metrics {g t : t ∈ [0, 1]} defined by g t := (1 − t)g 0 + tg.
Since {g t } is a compact family of metrics, there is a constant k 0 > 0 such that
We denote by M the set of simple regular curves in H 2,2 (S 1 , S 2 ). Under each of the above assumptions we may apply Lemma 5.1 to deduce that the homotopy is (M, g, S 1 )-admissible, and thus
