The Habitable Exoplanet Observatory Mission (HabEx) is one of four missions under study for the 2020 Astrophysics Decadal Survey. Its goal is to directly image and spectroscopically characterize planetary systems in the habitable zone around nearby sun-like. Additionally, HabEx will perform a broad range of general astrophysics science enabled by 100 to 2500 nm spectral range and 3 x 3 arc-minute FOV. To achieve its exoplanet science goals, HabEx is baselining both an internal coronagraph and a star-shade. But, an internal coronagraph requires an ultra-stable wavefront. Achieving this stability imposes never before required performance specifications upon the telescope and requires a new approach systems engineering. The telescope and coronagraph must be specified and designed as an integrated system. This paper describes a two-step systems engineering process that can be applied to any potential telescope/coronagraph combination. The first step is to determine the coronagraph's performance metrics of core throughput, raw contrast and stability of raw contrast. The second step is to calculate the sensitivity of the coronagraph's performance metric to its telescope's optical performance (e.g. wavefront stability). To illustrate the process, four representative architectures are evaluated: two vectorvortex and a hybrid Lyot coronagraph in combination with an off-axis monolithic telescope; and, an apodized pupil Lyot coronagraph with an on-axis hexagonal segment telescope (similar to the Webb Telescope aperture or the potential Large UV/Optical/IR Surveyor (LUVOIR) decadal mission).
INTRODUCTION
"Are we alone in the Universe?" is one of the most compelling science questions of our generation. Per the 2010 New Worlds, New Horizons Decadal Report 1 : "One of the fastest growing and most exciting fields in astrophysics is the study of planets beyond our solar system. The ultimate goal is to image rocky planets that lie in the habitable zone of nearby stars." The Survey recommended, as its highest priority, medium-scale activity such as a "New Worlds Technology Development Program" to "lay the technical and scientific foundations for a future space imaging and spectroscopy mission." The National Research Council report, NASA Space Technology Roadmaps & Prioroties 2 , states that the second highest technical challenge for NASA regarding expanding our understanding of Earth and the universe in which we live is to "Develop a new generation of astronomical telescopes that enable discovery of habitable planets, facilitate advances in solar physics, and enable the study of faint structures around bright objects by developing high-contrast imaging and spectroscopic technologies to provide unprecedented sensitivity, field of view, and spectroscopy of faint objects." To achieve this science, NASA is studying in detail the Habitable Exoplanet Observatory Mission (HabEx) for the 2020 Decadal Survey. 3, 4 HabEx has three goals: to seek out nearby worlds and explore their habitability; to map out nearby planetary systems and understand the diversity of the worlds they contain; and, to carry out observations that open up new windows on the universe from the UV through near-IR. The HabEx Science and Technology Definition Team has selected as 'Architecture A' a 4-meter telescope with four science instruments (coronagraph, star-shade instrument, UV-NIR imaging multi-object slit spectrograph, and a high resolution UV spectrograph; and a 72-m external star-shade occulter.
Performing exoplanet science with an internal coronagraph requires an ultra-precise ultra-stable optical telescope. But the telescope's specifications are difficult to define -because different coronagraphs perform differently. Thus, the telescope and coronagraph must be designed as an integrated system. This paper introduces a systems engineering process for specifying a telescope's performance from the sensitivity of its coronagraph's performance metric to wavefront stability. Section 2 reviews the basics of coronagraphy. Section 3 defines the method's required coronagraph performance metrics of core throughput, raw contrast and stability of raw contrast. Section 4 derives the telescope's required temporal stability time from SNR. And, Section 5 applies the method to four representative architectures: two vector-vortex and a hybrid Lyot coronagraph with a 4-m off-axis unobscured telescope; and, an apodized pupil Lyot coronagraph with a 6-m on-axis hexagonal segment telescope (similar to the Webb Telescope). 
CORONAGRAPHY
Exo-Earth coronagraphy is hard because exoplanets are very dim relative to their host stars. The key to performing exoplanet science with a coronagraph is blocking the host star's light as close to the star's point spread function (PSF) inner core as possible -such that the plant can be observed. For example, to image Earth from a distance of 10 parsecs requires a coronagraph that can suppress the Sun's light by a factor of 10 10 to 10 11 at an angular separation of 100 milliarc-second (maximum elongation). At quadrature phase (i.e. "half-moon" -see Figure 1 ), our Earth, with a geometric albedo of 0.37, has a flux ratio relative to the sun of 2.1 x 10 -10 , or 210 ppt (parts-per-trillion). 5 Thus, to directly image Earth with a signal-to-noise ratio (SNR) of 7, requires that the residual speckle noise (after coronagraph suppression) from the host star should not exceed 30 ppt. And, it should not exceed this noise floor for the entire duration of the science exposure. A coronagraph typically uses three masks to modify the phase and amplitude of incoming light to suppress diffracted starlight in a region of the image plane, usually referred to as a dark zone or dark hole ( Figure 2 ). The first mask, when present, attenuates the amplitude profile. This mask is often referred to as the shaped pupil mask or apodizer mask. From this pupil, the light is focused onto a focal plane mask (FPM) which modifies or removes the central part of the starlight image-plane electromagnetic field. The planet light, which comes in at a slight angle, misses this mask in part and proceeds less altered. After re-collimation, a third, so-called "Lyot" mask removes the largest portion of the remaining on-axis light. After this final alteration the beam is focused onto the image plane of a detector. Figure 2 . Typical coronagraph setup. Incoming light from the left is shaped in phase by a deformable mirror (or in phase and amplitude by two separated deformable mirrors) then sent through a succession of masks. The result in the final focal plane is a 'dark hole' where starlight is strongly suppressed relative to the (off-axis) planet light.
As illustrated in Figure 3 , a coronagraph is designed assuming a perfectly flat input wavefront. Unfortunately, real optical systems have manufacturing and assembly wavefront errors at low, mid and high-spatial frequencies that distort the wavefront, and consequently also the point-spread function (PSF) in the image plane. This distortion moves energy out of the central core of the PSF and scatters it to larger angles. In the context of a coronagraph's objective in suppressing starlight, this means that energy is scattered into the dark hole. Typically, low and mid-spatial frequencies are corrected via a deformable mirror (DM). Figure 2 shows only one deformable mirror, but many designs use two or more DM's to control both the phase and amplitude of the incoming light before entering the masks. However, these corrections are never perfect, so that the residual wavefront error results in speckles of coherently interfering scattered starlight in the dark hole.
Radially, the inner limit of the dark hole is set by the loss of throughput and increase of starlight leakage. The outer limit is usually set by the number of deformable mirror actuators available. For example, a 64x64 actuator DM can theoretically create a 32 λ/D radius dark hole. These limits are called the inner working angle (IWA) and the outer working angle (OWA), respectively. We will define the IWA more formally in the next section. We note here at the outset, however, that these parameters, while helpful in describing the shape of the dark hole, are not ideally suited for discriminating between different coronagraph approaches. One approach for reducing dark-hole speckle noise is differential imaging (Figure 4 ). For each target star, a reference measurement of the speckle background is taken using a bright, nearby "reference" star (which is also used to create the dark hole). This measure of the speckle background is subtracted from the target star speckle field. If we assume that the average field in the dark hole, during the reference measurement, was 0 ( , ) and it changed by an amount Δ ( , ) by the time the target measurement is made, then the change in the intensity, Δ from the reference observation to the target observation is given by:
In many cases Δ ≪ 0 , and the first term on the right is unimportant in considerations of speckle stability, leaving the second, "cross term" to define the stability. The cross term can be thought of as having become amplified by 0 , and this means the initial field and contrast must be kept small to minimize the instability caused by wavefront error. As long as the perturbation, i.e. WFE stability remains small, the speckle noise remains small. But, as the telescope WFE drifts, speckle noise increases until it exceeds the desired SNR -at which point the dark-hole must be recalibrated.
The time between recalibrations is very important. Ultra-high precision measurements need time. For errors that are random (such as shot noise or detector noise), extending the observation duration reduces the relative error at a rate of 1/√ . On the other hand, drift errors, such as from thermal sources, begin to dominate as integration times are lengthened. The more stable the telescope, the longer the integration time that can be achieved to reduce random errors.
CORONAGRAPH PERFORMANCE METRICS

Core Throughput
A key attribute of a coronagraph is its core throughput. The planet PSF's "core" can be defined as the area circumscribed by its half-max contour. Core throughput is the fraction of the planet light entering the telescope that ends up inside the core region. Photometric SNR is influenced most strongly by the high-signal part of the PSF, and the core is a good representation of that domain. For an unobscured circular primary mirror, the core is a circle of diameter very nearly equal to 1 / . Core throughput includes two effects: the loss of light due to partial or complete obscuration by the masks (particularly the FPM) and the spread of the PSF beyond the core boundary. Both of these are affected by diffraction. Figure 5 shows how the planet's PSF at 3λ/D is distorted because of its strong interaction with the focal plane mask. 
Inner and Outer Working Angles
Inner Working Angle (IWA) is defined as the angular separation from line of sight below which the azimuthally averaged core throughput falls below 1/2 of its maximum value within the dark hole. As an example, Figure 6 shows the azimuthally averaged core throughput is shown for the vector vortex coronagraph charge 4 (VVC-4). The maximum throughput is seen to be 38%. The IWA for this coronagraph is very favorable, at 1.6 / . Note, however, that the inner working angle is not necessarily the closest separation at which effective imaging can take place. In this example, the VVC-4 coronagraph shows good throughput (> 5%), all the way down to 1 / . At the other extreme, the outer working angle (OWA) is limited by the number of actuators in the DM, since they are used to suppress all of the coherent scatter ("speckles") not removed by the three masks. The OWA may additionally be limited by the FPM if the latter is designed with an annular opening. Figure 6 : Azimuthally averaged core throughput (left) for VVC-4. The inner working angle (IWA) occurs at 1.6 / which is the intersection of throughput curve and the half max line. On the right are shown the PSF shapes at two different working angles, 5.1 and 2.1 / , respectively. As the point source gets closer to the line of sight, the coronagraph begins suppressing it: the PSF shape erodes and throughput drops.
Raw Contrast
The coronagraph attribute to compare with the planet flux ratio is its raw contrast. The qualifier "raw" is sometimes used to distinguish it from the residual contrast after differential imaging and other post-processing. Unless otherwise indicated, we will henceforth use the unqualified term contrast to refer to raw contrast.
Contrast is the measure of the effectiveness of the coronagraph in suppressing the starlight near the planet. Its precise definition is as follows. First, we consider a star located at the nominal line of sight of the instrument, which we will label as (0,0). We are interested in knowing what fraction of the star's incident light on the primary mirror ends up within some region of interest at another location ( , ) in the image plane. In hardware, the width of the region of interest is typically a detector pixel. This fraction, which we can think of as a throughput, we label as (0,0): this is a quantity evaluated at ( , ), with the source at (0,0). We now consider a slightly different situation, one where the source itself is located at ( , ). We label this as ( , ): this is the throughput into a reference region centered at ( , ), with the source located also at ( , ). This quantity is referred to as the peak throughput since the peak of the PSF is centered within the region of interest in this case. Contrast at ( , ) is simply the ratio of these two throughputs:
In this definition, the denominator at first seems counter-intuitive, since the star is never placed at ( , ). But when we consider the planet, it is located at ( , ). This way of defining contrast makes the correspondence between flux ratio (a planet attribute) and contrast (an instrument attribute) more explicit, and free from hidden, uncommon throughput factors: the numerator and denominator both are evaluated at the same location, namely ( , ).
For an azimuthal ring of width centered on working angle , the averaged contrast is given by:
where = tan −1 ( / ) is the azimuthal coordinate corresponding to ( , ) . In what follows, plots of quantities versus will always implicitly mean azimuthally averaged quantities and the subscript will be dropped in those cases. Also, we will use working angle (designated by ) to refer to the separation angle between a point of interest (such as a planet location) and the line of sight (LOS) in / units: = √ 2 + 2 /( / ).
INTEGRATION TIME AND SIGNAL TO NOISE RATIO (SNR)
Time is a key parameter for many reasons. Integration time is needed to reduce the effect of random noise. But, other errors (such as thermal errors or actuator drift) actually grow with time. And, of course, for a space mission time is a scarce resource. Success in direct detection of a planet can be parameterized in terms the achieved SNR in a given amount of time, or conversely the time required to achieve a desired SNR. This time defines the maximum desired duration for the telescope's wavefront stability. If sufficient stability within this duration cannot be achieved, then the dark-hole will need to be recalibrated. In this section we develop an analytical expression for the time required to achieve a desired SNR and use the result to determine the optimum combination of parameters for comparing alternative telescope and coronagraph architectures.
SNR
In most applications, we are interested not only in ascertaining that we have detected a true companion, but we also want to measure the reflected light. Even in spectroscopy, we can think of a spectrum as a series of photometric measurements at consecutive spectral bins. For each spectral element, the SNR is given by:
The numerator is given by the planet count rate times the integration time . The noise includes the shot noise from the signal itself, the background speckle, the zodiacal background, as well as the detector noise. These all constitute the random part of the noise and their variance grows linearly with time, so that we can write their variance as the product of a rate and the integration time , i.e.
= . In addition to the random noise, also includes a systematic part which has a different temporal dependence. The systematic error comes from the residual speckle after differential imaging. This residual speckle grows with time just as fast as the signal. We can parametrize the systematic noise in terms of the efficacy of the differential imaging, Δ (0 being ideal) and the mean speckle rate during the target star observation. The differential image is the difference of two intensity maps, and we refer to it as Δ ( , ). Thus, for the systematic noise we use the form = Δ = Δ . Note that this means the variance 2 will grow as integration time, squared. For the total noise we now have:
In the context of the Reference Differential Imaging (RDI) observing scenario where the reference star is a few magnitudes brighter than the target star, the random noise includes contributions from not just the target star observation but also the reference star.
Time to Reach a Desired SNR
The time required for the coronagraph to reach a given SNR defines the maximum desired telescope wavefront stability.
With the above considerations in mind, we can invert the SNR equation above to get the time needed to reach a level of photometric SNR, , as:
where is the total noise variance rate. The subscript reminds us that this is the time needed to get to SNR = . The subtraction in the denominator causes a divergence in the dependence of the integration time on . If the speckle subtraction is not effective (i.e. Δ is too high -wavefront too unstable) or the required SNR, , is too high relative to the available count rate from the planet, , the denominator can vanish or become negative, indicating no solution.
Flux Ratio Noise as the Error Budget Metric
The raw product of planet photometry, whether in an image or a spectrum, is an estimate of counts from the planet. The noise in this estimate comes from a variety of sources. The total variance is given by:
where the variances in order correspond to: 1) planet shot noise , 2) mean speckle shot noise , 3) zodi (local + exo) shot noise , 4) detector noise , and most importantly 5) residual speckle variance Δ 2 . Whereas the first four errors grow as √ (i.e. more slowly than the signal), the last term, Δ 2 does not, as reflected by how we parametrized it in the last section. Residual speckle standard deviation Δ typically grows with time as fast as the signal. If the speckle pattern changes after a slew from the reference star to the target star, the RDI residual speckle will have a spatial standard deviation that grows linearly with the number of photons collected, i.e. Δ grows as fast as . Thus, a coronagraph error budget naturally breaks down into two main branches: random noise (the first four terms) and residual speckle.
Comparing Error Contributions
We are now in a position to assess the relative importance of different error categories. Choosing the reference case of an Earth-like planet around a sun-like star at 10 pc distance and assuming an exo-zodi brightness that is 3 × solar zodi, FigureFigure 7 shows the contributions of the main categories of error to the flux ratio noise for a VVC-6 coronagraph. Figure 7 (a) shows the SNR after a total integration time of 25 hours, as well as the time to reach SNR = 7. These are both plotted against the residual speckle noise (spatial). When this noise is 23 ppt, SNR of 7 is achieved in 25 hours. Figure 7 : Contributions of the different categories of noise to the estimation of the planet flux ratio for an Earth-like planet orbiting at 1AU around a Sun-like star which is 10 pc away. An exo-zodi level that is 3 times denser than solar is assumed. The orbital phase angle is assumed to be 90 degrees. The horizontal axis is the standard deviation of the residual speckle after differential imaging and post processing, in parts per trillion (ppt). The left plot (labeled "a") shows the time to reach SNR and the achievable SNR, as the residual speckle is increased, while the right plot (labeled "b") shows the relative contributions to the flux ratio noise from the main noise sources assuming an integration time of 50 hrs.
In Figure 7 (b), a horizontal line signifies the total allowable error for seeing an exo-Earth with an SNR of 7, namely a total flux ratio noise of 30 ppt. The random contributions are calculated versus integration time, and rolled up into a total random error. The quadrature difference of the total allowable error on the random roll-up is the allowable residual speckle error. We see that at 25 hrs of integration time, the random errors add in quadrature to a total of about 16 ppt in flux ratio noise, leaving about 26 ppt that can be assigned to all else, mainly the residual speckle noise and some reserve. These allocations are made in the top-level error budget shown in Figure 8 . The random noise allocation is equal to the estimate from Figure  7 (b), while the remainder is split between a reserve of 12 ppt and a systematic noise allocation of 22 ppt. Assuming that the differential image effectiveness Δ is computed after some post processing (namely that we can write Δ = Δ ⋅ where the first term is purely from contrast stability and the second is from additional post processing) and assuming that this additional post processing provides a suppression of = 0.5, we have a contrast stability allocation of 40 ppt. All that remains is to flow this allocation down into individual error components, i.e. spatial frequencies or Zernike polynomials, by calculating the delta-contrast sensitivity to each term (Section 5). 
COMPARING THE PERFORMANCE OF DIFFERENT ARCHITECTURES
We have so far outlined the steps needed to model the dark-hole field and calculate a given coronagraphs sensitivity to residual wavefront errors. In this section we apply the method to four cases: originally designed for ATLAST 6 ( Figure 11 ).
The 4-meter unobscured telescope with the VVC-6 coronagraph is the baseline architecture for HabEx. For a telescope which is used with a coronagraph, one of the most important attributes is the geometry of the collecting aperture. The ideal telescope aperture, from the standpoint of starlight suppression, is an unobscured circle with a large diameter. An unobscured circle has well defined diffraction properties and is easier to control. The primary mirror diameter sets the diffraction limit of the telescope, which scales with / . A smaller implies a larger inner working angle, and hence a smaller maximum distance out to which planets in circumstellar habitable zones can be directly imaged. Telescopes with larger diameters reach farther, but the larger diameters come at the cost of segmenting the primary and requiring a central obscuration for a secondary mirror. Telescopes with a central obscuration, struts and segmentation have larger PSFs than an unobscured circular aperture 7 -which degrades coronagraph performance significantly. Diffraction from these pupil discontinuities can be suppressed but at a high cost to the coronagraph throughput and inner working angle. Figure 9 : The two vector vortex coronagraph cases presented are the charge-4 (left) and charge-6 (right) cases. The grayscale colorbars indicated phase in radians. The initial wavefront is assumed to be flat. There is no pupil apodization, nor focal plane mask amplitude variation. The Lyot mask is a simple circle whose diameter is 90% of the pupil diameter. These cases are sufficiently different that one to one comparison is not possible. For example, keeping the wavelength constant, the diffraction limit / will be different between the 6-meter segmented case and 4-meter monolithic cases. We can, however, consider a "fiducial" planetary system, such as the Sun-Earth system viewed from 12 pc, and compare the relative performance of the different architectures. We can compare basic parameters such as contrast and throughput, and then we can evaluate the achievable SNR in some fixed amount of time. The Exo-Earth at 12 pc has a separation angle of 83 mas relative to its host star. Assuming a center wavelength of = 500 nm, for the segmented mirror case, with a primary mirror diameter = 6 m, the diffraction limit is 17 mas, while for the monolithic case, with a primary mirror diameter of = 4 m, the diffraction limit is 26 mas. In terms of working angle, the planet separation is 4.8 / for the segmented case and 3.2 / for the monolithic case. 
Core Throughput Comparison
In Figure 6 , we showed core throughput for a VVC-4 in / units. But, to compare architectures, it is necessary to use diameter-independent angular separation units. Figure 12 shows the core throughput for our four cases. Note that, because of the aperture diameter difference, to normalize the (Segmented -APLC) case relative to the 4-m telescope, its throughput should be doubled from 5% to 10%. But even with this additional signal, the (Monolithic -VVC4) outperforms it all the way down to 30 mas. As is convention, this plot is only the coronagraph throughput. Other throughput losses, such as those from reflections off of mirrors or transmission through filters, are book-kept elsewhere.
Delta-Contrast Sensitivity Comparison
Delta-Contrast Sensitivity is how much residual raw contrast is introduced into the dark-hole as a function of wavefront error. We calculate it by sequentially adding 10 picometer peak-to-valley of each aberration perturbation listed in Table 1 to the initial surface error (e.g. at the DM plane) then creating a new dark hole. The Table 1 perturbations are commonly produced by telescope system modal and inertial response to dynamic mechanical disturbances. Differencing the perturbation-added speckle map from the original speckle map gives the residual speckle map.
For the global modes, we assume that the backplane has the shape corresponding to the mode considered (such as a global bend). We then compute the piston and tip tilt of a tangent plane centered at each segment's 2-dimensional center and apply the piston to the segment at its center. We also apply the local tip tilt arising from the global deformation. For the azimuthally symmetric cases, such as defocus, we only create one instance, while for the rest we randomly create a number of instances with different azimuthal orientation (clocking). We then average the results for the set. In Figure 13 shows a representative output for the (Monolith -VVC6) case exposed to a wavefront error perturbation of 10 pm PV trefoil. The residual speckle map (labeled ΔC) is shown on the left. This residual map is then divided in annular rings in working angle. For each annular region, we compute the standard deviation Δ , giving the respective azimuthally averaged residual speckle. We expect this to grow with both the initial contrast and with the perturbation amplitude. The right hand contour plot shows how the residual speckle spatial noise varies with radial slice and with perturbation amplitude. If we set a requirement, from error budgeting, that the contribution from this perturbation (i.e. trefoil) cannot exceed 1e-11, then the region excluded is that shaded in light red in the figure. This implies that for the level of initial contrast we started with, and for a requirement of Δ < 1e-11, the trefoil change between reference and target star observation times must be kept under about 12 pm PV. Repeating this process for all of the wavefront error modes generates a summary graph for each. The sensitivity we are interested in can be expressed in the context of the tolerance equation:
Where is the allocated flux ratio noise in ppt of planet flux ratio, for the ℎ error mode. The sensitivity of the flux ratio noise to this error mode can be expressed as the partial derivative ⁄ , where is the amplitude of the error mode in question (e.g. Zernike peak-to-valley amplitude). Finally, is the tolerance/requirement on the error mode, here typically expressed in picometers peak to valley.
The summary graphs show Δ for one radial slice as the raw contrast is changed. It can be shown, but not derived here, that the flux ratio noise arising from residual speckle lumpiness Δ is very nearly equal to Δ . Figure 14 shows the results for each of the four cases studied. The vertical line at 10 -10 raw contrast indicates the target goal needed to observe an exo-Earth. The horizontal line at 10 -11 delta-contrast indicates a possible error budget allocation for 10 pm PV of each wavefront error mode. As long as the lines are below the horizontal line, the coronagraph should be able to detect an exoEarth. Figure 14 : Dependence of Δ on initial raw contrast for a perturbation with a peak to valley amplitude of 10 pm in each of the given modes for each of the four cases studied. Δ is computed for a 1 / slice centered on the working angle of the reference case planet (exo-Earth at 10 pc). In the segmented case, the diameter of the primary is larger, reducing / , and increasing the working angle at which the exo-Earth appears. All four cases were evaluated for a center wavelength of 550 nm, with the maximum bandwidth allowable by the design. In the two vector vortex cases there are clearly two populations: those to which the coronagraph is very insensitive and those with higher sensitivity. The difference in sensitivity is over 3 orders of magnitude. In the charge 6 case, only trefoil and secondary trefoil are important. In the charge 4 case, spherical and coma also matter. However, both vector vortex cases easily satisfy the requirements of an error budget with these allocations.
Please note that the HLC and segmented APLC (ATLAST) designs are relatively older and do not necessarily represent the best performance possible by these approaches. The HLC case cannot reach the nominal 1e-10 raw contrast, but its sensitivities to the various modes is mostly good. In the segmented case, the larger diameter means that the same planet can be seen at a larger working angle (5.3 / ).
All that remains is to convert the delta-contrast error budget allocations for each wavefront error into physical tolerances. These are the performance specifications that the telescope in each case study must achieve to detect an exo-Earth. Figure  15 shows the results for the monolithic mirror cases and Figure 16 shows the segmented mirror with ALPC results. All of the specifications in Figure 15 are peak-to-valley. In Figure 16 , the global specification results are PV but the segment level specifications are RMS.
Figure 15: Performance Tolerances in units of picometers peak-to-valley for an off-axis unobscured circular aperture telescope as a function of coronagraph type. [8] [9] [10] Figure 16: Performance Tolerances in units of picometers peak-to-valley and RMS for an on-axis centrally-obscured segmented aperture telescope with an Apodized Pupil Lyot Coronagraph (APLC).
Finally, these rigorously derived analytical results are similar to and consistent with our previously published numerical simulation results.
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SUMMARY AND CONCLUSIONS
Performing exoplanet science with an internal coronagraph requires an ultra-precise ultra-stable optical telescope. But the telescope's specifications are difficult to define -because different coronagraphs perform differently. Thus, the telescope and coronagraph must be specified and designed as an integrated system. This paper introduces a comprehensive systems engineering approach for evaluating the performance of telescope-coronagraph combinations targeted to the science of interest, in this case the direct imaging of exo-Earths, and from that evaluation specifying a telescope's required performance from the sensitivity of its coronagraph's performance metric to wavefront stability. The approach is comprehensive in that multiple performance metrics are used. Comparison of a single coronagraph parameter, such as raw contrast or core throughput may hide important advantages and disadvantages between competing designs and approaches.
The process is generic and can be applied to any telescope/coronagraph combination. The first step is to determine the coronagraph's performance metrics of core throughput, raw contrast and stability of raw contrast as a function of angular separation from line-of-sight. The second step is to use the calculated throughputs and PSF core sizes to calculate the random error contributions expected as a function of exposure time per some observing scenario for a specific fiducial target (e.g. an Exo-Earth at 10 pc). The desired SNR and the flux ratio of the target gives the allowable total error, which is then broken down into random and systematic allocations. Using the latter, and calculating the sensitivity of the coronagraph's residual raw contrast performance metric to its telescope's optical performance (e.g. wavefront stability) one arrives at tolarances.
To illustrate the process, four representative architectures were evaluated: two vector-vortex and a hybrid Lyot coronagraph in combination with an off-axis monolithic telescope; and, an apodized pupil Lyot coronagraph with an on-axis hexagonal segment telescope (similar to the Webb Telescope aperture). The best performing combination is the 4-meter off-axis unobscured circular aperture telescope with a vector-vortex charge-6 coronagraph -which is the baseline concept for the Habitable Exoplanet Observatory decadal mission. Additionally, a method for deriving the maximum period over which the telescope must meet its required stability without recalibration was presented.
