Abstract-Given a video frame in terms of its 8 8 block-DCT coefficients, we wish to obtain a downsized or upsized version of this frame also in terms of 8 8 block-DCT coefficients. The DCT being a linear unitary transform is distributive over matrix multiplication. This fact has been used for downsampling video frames in the DCT domain. However, this involves matrix multiplication with the DCT of the downsampling matrix. This multiplication can be costly enough to trade off any gains obtained by operating directly in the compressed domain. We propose an algorithm for downsampling and also upsampling in the compressed domain which is computationally much faster, produces visually sharper images, and gives significant improvements in PSNR (typically 4-dB better compared to bilinear interpolation). Specifically the downsampling method requires 1.25 multiplications and 1.25 additions per pixel of original image compared to 4.00 multiplications and 4.75 additions required by the method of Chang et al. Moreover, the downsampling and upsampling schemes combined together preserve all the low-frequency DCT coefficients of the original image. This implies tremendous savings for coding the difference between the original frame (unsampled image) and its prediction (the upsampled image). This is desirable for many applications based on scalable encoding of video. The method presented can also be used with transforms other than DCT, such as Hadamard or Fourier.
D
UE to the advances in digital signal processing and digital networks, more and more video data is available today in digital format. For economy of storage and transmission, digital video is typically stored in compressed format. However, for many applications, one needs to produce a compressed bitstream containing the video at a different resolution than the original bitstream. For example, for browsing a remote video database, it would be more economical to send low-resolution versions of the video clips to the user and then, if there is interest, progressively enhance the resolution. The same is true about browsing a remote image database. A typical video-conferencing application requires compositing video bitstreams at different resolutions into one bitstream containing the video frames from all bitstreams but possibly at lower or higher resolutions. Similarly, for transmitting video over dual-priority networks, we can transmit a low-resolution version of the video Manuscript received April 8, 1999 ; revised October 16, 2000 . This work was supported by the Office of Naval Research under Grant N00014-96-1-0502. This paper was recommended by Associate Editor S.-F. Chang.
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over the high-priority channel and an enhancement layer over the low-priority channel. A solution to transmitting video over bandwidth-constrained channels is to transmit a low-resolution version of the video. Spatial scalability is also used in HDTV for maintaining compatibility with standards other than MPEG-2 (e.g., MPEG-1) and to allow for varied bitrate and computational capabilities of different users. Changing the size of a video frame would also be required to convert between various digital TV standards like standard TV and HDTV, and also to fit the incoming video frame onto the user's TV screen.
Since the original video data is typically stored in compressed format (use of block-DCT along with motion compensation for compression is most widespread) and the scaled (in size) version is also typically required in (the same) compressed format, we see that there is a need for changing the size of a video frame in the compressed domain. The straightforward approach of decompressing, carrying out the downsampling in spatial domain and then recompressing, is computationally too intensive for real-time operation on currently available workstations. Hence, recently there has been much work done [1] - [5] in carrying out downsampling, as well as other operations, on video sequences directly in the compressed domain without requiring decompression and recompression.
Let denote four adjacent blocks in the spatial domain as shown in Fig. 1(a) . Consider replacing each block (of each of the blocks) by its average to get the downsampled block shown in Fig. 1 . This downsampling operation can also be represented in matrix notation as follows [4] , [1] , [2] : (1) where the downsampling filters are given by (2) where is defined in Fig. 1 (b) and is a zero matrix. Now consider implementing the same operation directly in the DCT domain, i.e., consider obtaining given, for to . Most previous approaches for downsampling in the compressed domain (say, in the DCT domain) rely on the fact that the DCT, being a linear orthonormal transform, is distributive over matrix multiplication [1] , [2] , [4] , [5] . Let denote the DCT operator matrix. Since , we have (3) and for to can be precomputed. Hence, given for to can be computed as matrix multiplication. However, even though the filter matrices and are sparse, and are not sparse at all. Hence, the matrix multiplication in (3) can have complexity comparable (the Appendix gives a more quantitative reasoning) to downsampling in spatial domain (by first taking inverse DCT, filtering, and taking DCT) using fast algorithms for computation of the DCT [6] .
It can be shown that even if a fast algorithm (tailored for 8-point DCT) is used for forward and inverse DCT computation, the computational complexity of the straightforward approach of computing the inverse DCT, then scaling in the spatial domain using (1) and (2), and then taking the forward DCT would be 3.44 multiplications and 9.81 additions per pixel (of the original image). Specifically, note that this procedure does not exploit the spatial redundancy present in the image (the same number of computations will be required, even if the image is white noise).
The spatial redundancy can be exploited by working in the DCT domain where the block-DCT of the image would be sparse. This also avoids the expensive operations of forward and inverse DCT. Using (3), grouping the terms properly, and further assuming that is 75% sparse (i.e., the high-frequency coefficients are all zero), it is shown in [2] that the computational complexity is reduced to 4 multiplications and 4.75 additions per pixel (of original image). We see that, for the special case of 8-point block-DCT, the tradeoff between working in the spatial domain and using the method of [2] depends critically on how expensive a multiplication is compared to an addition. Note that though the spatial filter matrices are sparse, is not sparse at all, and this plays a significant role in increasing the computations. In this paper, we shall introduce a scheme in which are sparse which yields dramatic improvements in computation. This is achieved without compromising the quality of the filter . In fact we shall see that our scheme is subjectively and PSNR wise better compared to the usual (bilinear interpolation) scheme described above in (1)- (2) .
In [1] , a fast algorithm has been developed for the computation of (3) based on factorization of the DCT matrix corresponding to the Winograd algorithm. However, their algorithm is mainly aimed at the downsampling matrix in (2) (bilinear interpolation) and it has been stated in the paper that it is not guaranteed that for every reasonable anti-aliasing filter, the method would have smaller complexity than spatial domain methods.
A signal can be synthesized by linearly combining the DCT basis vectors using the DCT coefficients of the signal. Hence, one way to obtain a downsampled version of the signal would be to use downsampled versions of the basis vectors in the synthesis process. One way to obtain a downsampled version of the basis vectors is to resample the original continuous-time basis functions more coarsely. An anti-aliasing filter can be implemented simultaneously by zeroing out the high-frequency coefficients during the synthesis process. Such an idea was utilized in [7] to implement anti-aliasing filtering, downsampling, and taking a forward transform in one step. The same idea is utilized in [8] to obtain computational savings when the downsampled signal is desired in the same format (e.g., 8-point DCT coefficients) as the original signal. However, in their case, the highfrequency coefficients are not zeroed out. The coefficients in the final transformation are approximated with inverse powers of two for further computational efficiency.
Suppose that the original DCT basis vectors consists of eight samples. When downsampling by a factor of two, one would resample the original continuous-time basis functions at four uniformly spaced points. This results in basis vectors of a 4-point DCT transform. When the high-frequency coefficients are zeroed out during downsampling, we see that the above described method is same as taking the 4-point inverse DCT of the four low-frequency coefficients in a 8-point DCT of the original 8-point signal. This will result in four samples, which would be a downsampled version of the original eight samples. Such a scheme was described in [9] , though the interpretation in terms of coarsely sampling the continuous-time basis functions was not provided there.
The scheme presented in this paper relies on the point of view presented in [9] (which also implies that we shall be zeroing out the high-frequency DCT coefficients). However, our goal is to obtain the downsampled signal in the same format as the original signal. We shall prove the sparseness properties of the matrices involved by appealing to the orthogonality and symmetry properties of the DCT matrices involved. This means that the sparseness properties will hold true for other transformations as well if they satisfy similar orthogonality and symmetry properties. Moreover, our approach also allows us to introduce a corresponding upsampling scheme that preserves all the low-frequency components of the original signal.
We see that most previous approaches view the downsampling operation as low-pass filtering followed by downsampling, and implement this in the DCT domain. The low-pass filter is typically chosen independent of the DCT transform. In our approach, we shall show that it is possible to design a low-pass filter so that DCT of the filter matrix is sparse rather than the filter matrix itself. This results in very high computational savings. We make use of the fact that low-pass filtering and downsampling can be combined and performed directly in the DCT domain [9] . Specifically, we make use of the fact that taking a inverse DCT of the low-pass coefficients of (which is ) directly gives a low-passed and half-decimated version of . Hence, in our method, the downsampled image retains all the low-frequency components of the original image.
The previous methods mentioned above do not discuss any upsampling scheme corresponding to the downsampling scheme. Upsampling is important for applications involving multiscale image representations, e.g., spatially scalable encoding of video where a prediction or estimation of a high-resolution frame is obtained by upsampling its low resolution version (which is transmitted as the base layer). We shall present an upsampling scheme which also works in the compressed domain. When the upsampling scheme is used together with our downsampling scheme, all the low-pass coefficients of the original image are preserved. This implies significant savings in the bits allocated for transmitting the enhancement layer, which carries the difference between the original and its prediction (i.e., the result of upsampling the downsampled image); only the high-frequency coefficients need to be transmitted in the enhancement layer. However, the upsampling scheme can also be used on its own without regard to the downsampling scheme presented here. Our experiments show that the upsampling scheme produces visually and PSNR-wise better images (compared to bilinear interpolation), even if the downsampled images are created using bilinear interpolation. This feature is important in applications where the user has no control over the downsampling scheme, or if one is interested in upsampling the original image itself.
Section II presents the downsampling scheme for 1-D signals and then extends it to 2-D signals. It also shows how the scheme is equivalent to designing a downsampling filter whose DCT is sparse rather than the filter itself being sparse. Section III presents details of the upsampling scheme, and we shall see how the downsampling and upsampling schemes combined together preserve all the low-frequency components of the original image. Section IV gives an analysis of aliasing effects for our scheme. Section V presents results showing the subjective and PSNR improvement of our scheme over the bilinear scheme. Section VI presents our conclusions. Finally, the Appendix gives detailed derivations of the exact computations required by our downsampling and upsampling schemes. (1)], we get the DCT of downsampled version of data in (5) . The crucial point is the 4-point IDCT in going from (2) to (3) and the 8-point DCT in going from (4) to (5) can be combined together to gain significant reduction in computations. Also note that the 8-samples in (5) contain all the low-frequency coefficients of the original data in (1).
II. DOWNSAMPLING IN THE DCT DOMAIN
The outline of our scheme is shown in Fig. 2 for 1-D signals. Let and denote the 8-point DCT of two consecutive 8-sample blocks and . We wish to generate the 8-point DCT of the 8-point block got by downsampling with an appropriate filter. The downsampling has to be carried out as far as possible in the compressed domain. In principle, the proposed scheme can be viewed as follows. Take 4-point inverse DCT of the four low-pass coefficients in , and similarly for . Concatenate these two 4-point blocks and then take its 8-point DCT. The resulting block is the desired block . It turns out that this series of operations (starting from and in DCT-domain to also in DCT domain) can be implemented in a computationally much more efficient manner compared to matrix multiplication by the DCT of the downsampling filter [cf., (3)]. The scheme works because taking 4-point inverse DCT of the four low-pass coefficients of an 8-point DCT of a block gives a low-passed and downsampled version of the original 8-point block [9] .
We shall now elaborate on the downsampling scheme and give a computationally efficient algorithm for it. We shall derive the relevant equations in 1-D and then extend them to 2-D. Let and denote two consecutive 8-pixel blocks in the spatial domain. Let and be their 8-point DCTs, respectively. Let . Let and denote the first four (low-pass) components of and . Let and denote the 4-point inverse DCT of and . Hence, and are low-passed and downsampled versions of and , respectively. Let and let be the 8-point DCT of . Hence is a low-pass filtered downsampled version of . We need to compute directly from and (i.e., from and ). Let denote the 8-point DCT operator matrix and let denote the 4-point DCT operator matrix. Then we have the following equation:
where and are matrices denoting the first and last four columns, respectively, of the 8-point DCT operator . Let us have a look at and and see how about 50% of the terms in the product turn out to be zeros. The following points can be noted immediately from the expressions 1 for and as given in (5), shown at the bottom of the page, and in (6), as follows: (6) 1) For , the th row of is same as the th row of and the the th row of is negative of the th row of . 2) Since the rows of are orthogonal, point 1 above implies that every th row of of (and also of ) is orthogonal to every row of except the th row for . Hence, in the matrices and , every th row has all its entries as zeros except the th entry. Hence, we see that about 50% of the entries of these matrices are zero.
3) Odd rows of are anti-symmetric and even rows are symmetric. Also, odd rows of are anti-symmetric and even rows are symmetric. These two facts together imply that all the corresponding entries of and are identical excepPt possibly for a change of sign. Specifically, for and . This fact can be exploited to further reduce the computations in (4). Grouping the terms for which is even into one matrix and the remaining terms into another matrix , we have and . Hence, from (4), we have
The expression in (8) is much faster to compute compared to that in (7) because each of the matrices and have only half the number of nonzero entries compared to 1 The normalizing constants in these expressions have been omitted since they do not affect our conclusions.
or . Hence, the number of multiplications involved is reduced drastically. Another way to look at this is that instead of computing expressions like in (7), we are computing in (8). 4) Since and are DCT matrices, it is our belief that much faster procedures (based on fast DCT algorithms [10] ) could be designed for the scheme [cf., (4)] presented here. But we shall not pursue this in the current paper. Derivation of the exact number of multiplications and additions required by our method is given in the Appendix. It is shown that the amount of computation for the 2-D case is 1.25 multiplications and 1.25 additions per pixel of the original image.
A. The Downsampling Filter
In this section, we shall derive the downsampling filter, which corresponds to the downsampling operation mentioned above. We show that in our approach, the downsampling filter is such that the DCT of the filter matrix is sparse rather than the filter itself being sparse. This is more desirable from the point of view of reducing the computations in the compressed domain. We have the following equation: (9) where and denote identity and zero matrices, respectively. Hence, we have (10) where is a zero vector. Hence, gives the downsampling filter matrix corresponding to our scheme. Compare this with the filter matrix in (2) for the bilinear scheme. is chosen without considering the fact that finally, in (3), it is the DCT of that is used. It is more desirable to have to be sparse than to have as sparse. In our approach, the downsampling filter in (10) is derived from the DCT basis functions so that is guaranteed to be very sparse 2
We have already seen above that is very sparse. The at the end makes sure that only the first four low-pass components of are used in the computation of . The product . . . . . . appears in the computation of , which when added to gives the desired low-pass downsampled vector . We know from the 1-D case that it is faster to compute the expression in (17) as shown in (18). Again, from the 1-D case, we know that is faster to compute the expressions in (19) as shown 
B. Extension to 2-D

III. UPSAMPLING
In many applications, it is required to obtain an upsampled version of an image from its downsampled version. For example, for spatially scalable encoding of video [11] , [12] , a prediction of the original frame is obtained by upsampling the lower resolution frame and the difference is encoded in the enhancement or low-priority layer. We have seen that the downsampling scheme preserves all the low-frequency information of the original image. Hence, a natural question is whether we can design an upsampling scheme that works in the compressed domain and can keep all the low-frequency components of the original image in the upsampled image. That way, the residual error Outputs (after downsampling and upsampling using our scheme) corresponding to each of the input edges shown in (a), respectively. We see that the ripples in the output die down with decrease in the slope of the input edge and almost no ripples are seen for the four and five pixel wide edges. Similar, but not identical, responses are observed as the starting location of the input edges is changed. This implies that Gibbs phenomenon will be observed only near very sharp edges. The output is delayed with respect to the input due to our filter-bank implementation. Fig. 8 . PSNR values after downsampling and upsampling using bilinear interpolation and our scheme. Fig. 9 . PSNR values after downsampling using bilinear interpolation and upsampling using (a) bilinear interpolation and (b) our scheme. This table differs from the one in Fig. 8 in that the "our" scheme in Fig. 8 uses our scheme for downsampling whereas in this table the downsampling scheme is bilinear interpolation (averaging). Comparing the two tables makes it evident that the upsampling scheme presented here can be used to gain significant PSNR improvements even if one has no control or knowledge of how the downsampled image was created. Figs. 10-13 make a visual comparison.
(difference between original and upsampled images) would be same as the energy in the high-frequency components, which is typically very low. Such an upsampling scheme can indeed be designed as we shall soon see. For creating the downsampled image, we took inverse DCT of low-frequency components of four consecutive blocks and then took the forward DCT of the concatenation of these blocks. This gives us the downsampled image in the DCT domain, and we saw how this could be implemented very efficiently. Hence, in principle, we can get an upsampled image from this downsampled image as follows: For each block in the downsampled image, compute . Split into sub-blocks so that . Now compute ( DCT) etc. contains all the low-frequency DCT coefficients of the corresponding block in the original image and these are the only coefficients that we can recover from the downsampled image. Hence, let , where denotes a zero matrix. Then is the block (in DCT domain) corresponding to the block in the original image. Similarly, one can get and . This way, we have obtained an upsampled image from the downsampled image. Note that the process of downsampling and then upsampling has the effect of truncating to zero all the high-frequency components in each DCT block in the original image while preserving all the low-frequency components of such blocks. One would expect such truncation to give rise to ringing artifacts due to the Gibbs phenomenon. It is shown in Section IV that ringing is negligible except around very steep edges. Since most natural images do not exhibit sharp discontinuities, there are no visually noticeable ringing artifacts. This is verified subjectively in Section V. As in the case of downsampling, it turns out that the upsampling procedure can also be implemented very efficiently. In terms of our notation, in the previous section the problem is whether we can get back and from . and , etc., are related as in (15) . To get the inverse relationships, we need to derive some orthogonality relationships between the matrices involved in that equation. We have give us the four blocks in the upsampled image corresponding to the block in the downsampled image. Note that the upsampling scheme can be applied to any given image, irrespective of whether or not the given image is obtained by the downsampling scheme outlined in Section II. Again, using and , (27)-(28) can be implemented efficiently by first computing and . Then, obtaining etc. is only a matter of adding these four matrices with different signs. It is shown in the Appendix that the computational complexity of the upsampling scheme is 1.25 multiplications and 1.25 additions per pixel of the upsampled image.
IV. ANALYSIS OF ALIASING
In this section, we shall analyze the anti-aliasing properties of our downsampling scheme for the 1-D case. The same analysis applies to the 2-D case since the 2-D scheme is separable (see Section II-B). The scheme can be represented as shown in Fig. 3(a) . Thus, each block of eight samples of the input is linearly transformed with matrix to get a corresponding block of four samples of the output . For example, for the bilinear case the matrix is given by the first four rows of the matrix in (2). For our scheme is given by the first four rows of the matrix in (10) . Evaluating the matrix as given in (10) shows that, unlike the rows of in (2), the rows of the matrix are not shifted versions of each other. This implies that unlike the bilinear scheme our scheme can not be represented as a filter followed by downsampling by two. Hence, it is not immediately clear as to what "filter" serves as an equivalent pre-filter for our downsampling scheme. We shall see that the rows of the matrix (they are plotted in Fig. 5 ) are approximately shifted versions of each other and an average of these rows with the corresponding shifts serves as an equivalent pre-filter.
The scheme in Fig. 3(a) can be represented as a filter bank structure as shown in Fig. 3(b) . Here, the filter 5 is given by the th row of the matrix written in reverse order. Hence, using standard results from multirate signal processing [13] , the -transform of the output can be written as (capital letters are used to denote the -transforms of the corresponding small-letter time-domain signals) (29) 5 This section uses its own notation and should not be confused with the notation used in Sections I and II and referred in the previous paragraph. The following points can be noted from this equation.
1) Using
and (33), we see that the last four terms of the summation in (36) contribute the same as the first four terms shifted by . This makes periodic with a period of . Hence, [see (34)] would be periodic with a period of , as expected. We only need to look at between 0 and to get .
2) The 's have been plotted in Fig. 4 for the case when our scheme is used for downsampling. Let us concentrate on the first four terms in (36). In the low-frequency regime (0 to and to ), we see that the magnitudes of through are more than 20-dB below that of . Hence, if has predominantly low-pass components, we see that the shaping of (and hence, of ) is predominantly decided by . Since has almost a flat response in the low-pass regime and decays fast outside that regime, we see that the low-pass components of are preserved in (we shall consider phase characteristics of shortly). From (32), it is clear that is obtained by adding through successively shifted by multiples of two. These filters, along with , are shown in Fig. 5 for the case when our scheme is used for downsampling. We see that is even length and symmetric, i.e., it is a type-II FIR filter [14] , and hence has (generalized) linear phase. Note how the shift by multi- ples of two "aligns" the significant magnitude taps of through . 3) In the high-frequency regime, the magnitudes of through are more than 10-dB below the magnitude of in the low-frequency regime. According to (36) to obtain is multiplied by and successively and shifted by and , respectively, and then added to the product of and . Looking at the filters and in Fig. 4 , we see that the shifts by and , respectively, would cause all the corresponding products to have high magnitude at the knee (around ) of . The last four terms in (36) will produce a similar effect at the knee of at . Hence, we see that if has significant high-frequency content, then those frequencies will contribute to at (and at by periodicity), and hence to the output at (and ). Hence, significant high-frequency content in the input will cause aliasing in the output. 4) Now consider the 's for the bilinear case. Here, we can show that for . The response of incomparisonwithour schemeisshowninFig.6. Fromthefigure,weseethat decaysveryslowlyforthebilinearcase.Hence,inthiscase,though ,and donot cause the high frequencies in to aggregate at the knee of itself has high magnitude in the high-frequency region. Hence, if has significant high-frequency content, we will see aliasing in the output. A similar analysis can be carried out for the upsampling scheme and is not given here. The outputs for the upsampling scheme corresponding to edges of different slopes is shown in Fig. 7 (the outputs are similar, but not the same when the starting location of the step edges is changed). We see that there are ripples in the outputs corresponding to strong edges (steep slopes), but they die down as the slope of the edge is decreased, and almost no ripples are seen for the outputs corresponding to 4-and 5-pixel-wide edges.
V. RESULTS
It is shown in the Appendix that our downsampling scheme requires 1.25 multiplications and 1.25 additions per pixel of the original image. It is also shown in the Appendix that the straightforward spatial domain approach using very fast DCT algorithm would take 3.44 multiplications and 9.81 additions per pixel and the compressed domain approach of [2] takes 4.00 multiplications and 4.75 additions per pixel. Hence, we see that our scheme is computationally very efficient. We also presented a computationally fast upsampling scheme that works in the compressed domain.
In this section, we shall see that the subjective and PSNR quality of the images obtained by downsampling and upsampling using our scheme is much better compared to bilinear interpolation. Since we preserve most of the significant energy (the low-pass coefficients of each block) of the image, the image obtained after downsampling and upsampling looks much sharper compared to the image obtained after bilinear interpolation; the latter looks blurred. Comparing the PSNR shows that the image obtained by our downsampling and upsampling scheme is typically about 4-dB better than the image obtained by bilinear interpolation. Fig. 11(a) shows the original Lena image and Fig. 10 shows the Lena images obtained after downsampling. From  Figs. 10(a)-(c) , we see that the downsampled images using our scheme, the bilinear scheme, and the scheme in [8] with full-precision matrices look about the same and there are no visual artifacts. But artifacts can easily be seen in Fig. 10(d) , which is obtained using the scheme in [8] with the transformation matrices' entries approximated by inverse powers of two for computational efficiency. Since the images in Fig. 10(a)-(c) look about the same, we have not shown the downsampled images for the Watch and Cap images.
Results for the upsampling scheme with Lena image are shown in Fig. 11 . We see that the Lena image obtained by our method [ Fig. 11(b) ] is much sharper compared to the bilinearly interpolated Lena image [ Fig. 11(c) ]. This is particularly noticeable in the feather and eye regions. The PSNR values are tabulated in Fig. 8 . We see an improvement of 4.65 dB with our method compared to the conventional bilinear interpolation method [4] , [1] , [2] . Fig. 11(d) is described later.
Similar results for the Watch and Cap image are shown in Figs. 12 and 13. 6 Now consider another possibility in which the upsampling scheme is used without any knowledge or control of the downsampling scheme. Does the upsampling scheme presented here still give visual and PSNR improvements even if the downsampling scheme used is not the one presented in this paper? For example, the user may have no control over the video frames being broadcast from a studio, but it might still be desirable to upsample those frames to fit the user's TV screen. It turns out that the upsampling scheme provides visual as well as PSNR improvement, even if the downsampling scheme used was something different (from our scheme) like bilinear interpolation. Fig. 9 gives the PSNR values when the original image is downsampled using bilinear interpolation and then upsampled using bilinear interpolation and our upsampling scheme (cf., Section III). Comparing the second rows of the tables in Figs. 8 and 9 , we see that the upsampling scheme preserves the PSNR gains even if bilinear interpolation is used for the downsampling scheme. Figs. 11(d), 12(d), and 13(d) show the corresponding upsampled images. We see that the visual quality is still much better compared to bilinear interpolation scheme and is close to the case when our scheme is used for both downsampling and upsampling (part (b) of the corresponding figures).
Another possibility is to use our downsampling scheme and bilinear interpolation for upsampling. It turns out that in this case the visual quality, as well as PSNR values of the resulting upsampled images, is very close to the case in which bilinear interpolation is used for both downsampling and upsampling (see the "bilinear" row in Fig. 8 ). Hence, we have considered all four possibilities: using bilinear or our scheme for downsampling, and then using bilinear or our scheme for upsampling. We see that the upsampling scheme plays the deciding role for the final image quality. This also implies that the decision regarding which downsampling scheme to use should be made depending on the domain in which the original images are available. For example, if the original images are available in raw format, then the bilinear scheme should be used for downsampling as that would be faster. However, if the original images are available in compressed (DCT) format, then our scheme should be used as it is faster in the compressed domain. In either case, the upsampling scheme presented here should be used for upsampling to minimize the energy in the residual (difference between the original and the upsampled image) and obtain visually better image quality.
VI. CONCLUSION
Most previous approaches to downsampling in the compressed domain start with the problem stated in the time domain and then carry out its equivalent operation in the compressed domain. We showed in this paper that thinking of TABLE I  COMPUTATIONAL REQUIREMENTS PER PIXEL OF THE  ORIGINAL IMAGE FOR DOWNSAMPLING IN THE COMPRESSED DOMAIN   TABLE II  ACCOUNT OF COMPUTATIONS the downsampling operation directly in the compressed domain leads to computationally much faster algorithms. We proposed an algorithm which takes this viewpoint and showed that it is computationally more efficient. In particular, we showed that in our case, it is the DCT of the downsampling filter matrix which is sparse rather than the filter matrix itself being sparse (which is the case with schemes that start from the time-domain definition of the problem). The increased efficiency is due to using a filter matrix whose entries depend on the DCT basis functions. Previous approaches pick a filter matrix without regard to the characteristics of the DCT basis functions.
The downsampled image obtained by our method contains all the low-frequency DCT-coefficients of the original image. This, in turn, implies that one can obtain an upsampled image (a prediction for the original image) which contains all the low-frequency DCT-coefficients of the original image from the downsampled image. Since typical images have very little energy in their high-frequency DCT coefficients, this property implies tremendous savings for coding the residual image in scalable video coding. In particular, it is possible to design a scalable encoding scheme for video which can have the benefits of both spatial scalability and frequency scalability [15] without the attendant complexity of spatial scalability. We are currently researching on this possibility.
The method presented here mainly uses the orthogonality and symmetry properties of the DCT to claim most of the computa-tional savings. Hence, it is clear that similar computational savings can be obtained even if other transforms (having similar orthogonality and symmetry properties) like Fourier or Hadamard are used. The scheme presented here works for increasing or decreasing image size by a factor of two and hence by extension works for any power of two. A large number of nonpower of two and noninteger scaling factors are possible if the output image is desired in the spatial domain. For example to obtain a signal th the size of original signal when the original is given in terms of 8-point DCT coefficients one can apply six-point inverse DCT on the six low-frequency coefficients. Similarly, padding with zeros can be used for upsampling. Another approach for upsampling and downsampling by arbitrary ratios when the output image is desired in spatial domain in given in [16] .
APPENDIX
In this section, we shall obtain quantitative estimates of the computation required by our scheme for downsampling and upsampling in the compressed domain. We are given the block-DCT coefficients of an image and we wish to obtain the block-DCT (also ) coefficients of a downsampled version of this image. Consider the amount of computation required if a fast 7 DCT algorithm like the one in [6] is used which takes 11 multiplications (denoted ) and 29 additions (denoted ) for computing 1-D 8-point DCT. Since a 2-D DCT can be implemented as 1-D DCT along each row and then along each column, for 2-D DCT we would need and .
A. Straightforward Spatial Domain Approach
First consider the straightforward approach of taking the inverse block-DCT (involves 4 inverse DCT), downsampling in the time domain and then taking a forward DCT. Assume that the original image is of size so that the downsampled image would be of size . The amount of computation is as follows.
• Four inverse DCT: .
• Averaging: three additions per four pixels. Hence . Since the scaling is by four, it can be implemented with a shift and we do not count it.
• One forward DCT: and .
• Total: . • Total per pixel of original image:
. Compare this with the compressed domain approach of Chang et al. [2] based on (3) . Assuming that the block-DCT of an image is 75% sparse (i.e., only the upper left low freqrency coefficients are nonzero), their approach takes 4 multiplications and 4.75 addtions per pixel of original image (these figures are obtained by putting and in Table I in [2] ). Hence, we see that for the case of block-DCT (which is by far the most widely used), the compressed domain processing approach of [2] has a difficult time competing with 7 Note that the algorithm of Arai et al. [17] , which combines the DCT and the quantizer, cannot be used here because we need to process the spatial domain pixels to get the downsampled image, i.e., we need the actual pixel values and not their quantization levels for this purpose.
the spatial domain approach due to the existance of very fast DCT algorithms tailored for the 8-point DCT.
B. Our Approach
Now consider the computational complexity of our approach. Actual computation shows that the matrices and in (21) are given below as (37)
Now consider the amount of computation in computing where is a vector. Since there are ten nonzero entries in we need ten multiplications. Also there are four rows in each containing two nonzero entries, and hence, the number of additions is four. Total:
. Similarly for . Now consider (21) (38) Here, etc. are . Hence, each of the takes . Each of the takes . The third and seventh rows of (and hence those of ) and the first and fifth rows of (and hence those of ) are zero. Hence, no additions are required for adding the 1st, 3rd, 5th, and 7th rows of the operands of . Hence, involves only instead of . Summing up the total for computing becomes . Ditto for . Now consider computing in (20)
Here, and are . Hence, each requires operations. Each requires . As before, due to the zero rows in and requires only instead of . Hence, for computation from and is . Adding this to the computation for and , we see that the overall total for is , i.e., . Dividing this by the total number of pixels in the original image viz. 256, we get the count as per pixel of the original image.
A summary of the computational requirements per pixel of the original image for downsampling in the compressed domain is shown in Table I . Now consider the complexity of the upsampling scheme described in Section III. Let and . Then using and (27)- (28) Table II .) Hence, our overall total is , i.e.,
. Dividing this by the number of pixels in the upsampled imageviz. 256, we get 1.25 multiplications and 1.25 additions per pixel of the upsampled image.
