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GENERAL INTRODUCTION 
The microscopic Bardeen-Cooper-SchreifFer (BCS) theory has been one of the 
most successful theories [1]. It has been able to explain a large spectrum of exper­
imental results with astonishing agreement. It is indeed a theory that has proved 
beyond any doubt that quantum mechanics works. 
In the same period of time Landau with his tour de force intuition was able to 
lay down, with Ginzburg (G-L), a simple phenomenological theory that v/as designed 
to work not only for superconductivity but also for second-order phase transitions 
in general. The G-L theory, to which most phenomenological successes in supercon­
ductivity are attributed, was able to explain many experimental results, especially 
macroscopic quantities involving an applied magnetic field, where the BCS theory 
was very difficult to manipulate [20]. In this theory the fields that determine the 
physics of the system are the superconducting order parameter and the vector 
potential A. Two types of superconductors are predicted by this theory, type-I and 
type-II. A long type-I superconductor shows perfect diamagnetism when subjected 
to a parallel magnetic field when the latter is less than than a critical field He', it is 
then said that the superconductor is in the Meissner state. Above He, the material 
reverts to the normal state. For a long type-II superconductor in a parallel field there 
are two critical fields, the lower critical field Hd and the upper critical field Hc2- For 
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an applied field H  <  H D ,  the superconductor is in the Meissner state. For fields 
HCI < H < Hc2, magnetic flux enters the superconductor in the form of quantized 
vortices, each carrying a flux quantum (j)o = 2.07 x 10"'^ Gcm^. Abrikosov[34] has 
shown that these vortices arrange themselves in a regular array which was shown 
later to be a triangular lattice [4]. In this case it is said that the superconductor is 
in the Shubnikov or mixed state. For H > HC2 the bulk of the material becomes nor­
mal. From the technological point of view type-I superconductors suffer from small 
values of thermodynamic critical field He, and hence both large currents (producing 
large self-fields) and large external applied fields are detrimental to superconductiv­
ity. Similarly, the Meissner state in type-II superconductors is bounded by the even 
smaller critical field Hd- Hence all technologically relevant materials are type-II 
superconductors operating in the mixed state. 
The discovery of high-temperature superconducting materials [1] has renewed 
interest in superconductivity in general and in type-II superconductors in particular. 
Given the set of properties that these newly discovered superconductors possess, 
it made it possible for both theory and experiment to access new limits and novel 
phenomena in both the statistical and dynamical behaviors of the vortex state, which 
were not observable in the conventional superconductors. On the experimental side 
such novel phenomena include the broadening of the resistive transition in a finite 
magnetic field [6, 29, 18], the existence of a distinct irreversibility hne well below 
Hc2 [9], which is often associated with a melting or glass transition [10, 11], the 
presence of giant creep [12, 13], a rapid decrease in the critical current density jc 
with increasing temperature [14], negative Hall effect [16, 16, 17], and the presence 
of a vortex-chain structure [18] instead of a regular array of vortices, just to name 
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a few. On the theoretical side, the vortex lattice has been studied both statistically 
and dynamically in both the clean and dirty limits, which has led to a number of 
postulates such as the entangled and distangled vortex liquids [19], the vortex glass 
phase [20], and the Bose-glass phase [21]. 
One of the extra properties that some high-temperature superconductors is a 
layered structure. Materials like Bi- and Tl-based compounds have this property, al­
though materials like YBCO can still be described by an anisotropic continuum the­
ory. The theory that describes best the highly anisotropic materials is the Lawrence-
Doniach model [45], in which superconductivity is governed by the G-L theory in each 
of the stacked layers, which are in turn coupled by Josephson interactions. Because 
of the weakness of the Josephson coupling, superconductivity in these materials can 
become quasi-two-dimensional over a large portion of the H-T (field-temperature) 
phase diagram. Furthermore the conventional vortex line is replaced by a stack of 
2D pancake vortices interconnected by Josephson vortices that run between the lay­
ers [34, 36, 43, 26]. In Chapter 1 of this dissertation the structure and stability of 
a stack of 2D pancakes is studied in the limit of zero Josephson coupling. For the 
vortex lattice the structure can dramatically change for weak Josephson coupling. 
As was predicted [27] and then confirmed later [40, 30, 36, 46], and as explained in 
more detail in Chapter 3 of this dissertation, a combination of two types of lattices, 
one perpendicular to the layers and another one running parallel to the layers, should 
exist instead of a regular tilted lattice for a magnetic field applied at an angle from 
the crystal c-axis. Moreover vortex chains can form in these materials, as was found 
experimentally [18, 33] and later explained theoretically [34]. In the strongly layered 
materials more features can appear as a function of the applied field and the temper­
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ature. The vortices can be considered as elastic strings and can be characterized by 
elastic constants. For low fields, the vortex lattice with increasing temperatures first 
loses transverse long-range order by melting to a liquid of vortex lines, in which the 
shear modulus vanishes. Still higher temperatures cause entanglement of the lines, 
which in turn destroys the longitudinal superconductivity [44]. For higher fields it 
is the vortex lines that break first under thermal fluctuations to a liquid of 2D pan­
cakes [51]. Furthermore the layered structure, as well as weak links or stacking faults, 
presents ideal pinning for Josephson vortices [37, 38, 41, 40] making it difficult for 
the vortex lattice to melt when H is applied along the layers [41, 42]. 
Although the introduction of pinning is technologically motivated, it introduces 
as well a wealth of fundamental phenomena. The presence of pinning limits the mo­
tion of vortices and hence produces an increase of critical current density, making 
type-II superconductors technologically more attractive. The search for the ideal 
type of pinning is still on, where a balance has to be struck between efficient pinning 
of vortices and nondestruction of the superconducting condensate. So far, columnar 
defects made by bombarding samples by fast ions have proved to be very effective 
in increasing the critical current [30, 44, 45]. In Chapter 2 of this desertation, we 
give more details on how this can be achieved at low fields. Pinning also alters the 
phase diagram of the vortex lattice in the H-T plane. The vortex lattice becomes a 
vortex glass [20] or a Bose glass if the pinning is strongly correlated [21]. Thermal 
fluctuations would cause the vortex-glass to melt to a pinned vortex liquid phase and 
then unpinned vortex liquid phase where the transverse superconductivity is lost. 
Another way of increasing the current-carrying capacity of a superconducting mate­
rial is to take advantage of the geometrical barrier that delays the flux penetration 
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into superconducting strips. This is explained in more detail in Chapter 4 of this 
dessertation. 
In this dissertation, many of the properties of the static as well as dynamic 
properties of the vortex lattice are touched upon. In the remainder of the introduction 
an overview of the dissertation is presented. 
In Chapter 1, the vortex-line stability is studied in layered magnetically coupled 
superconductors [34, 36]. We use the Green's functions of the vortex interaction given 
in Ref. [34] to study the stability of the vortex line in such materials. Because of 
the weakness of the Josephson coupling between the layers in the HTS, we consider 
only the electromagnetic interaction in this model [34]. We predict that a vortex line 
will become unstable when tilted away from the crystal c-axis. Effectively we show 
that the line tension of the vortex line becomes negative at an angle of 52°. Careful 
calculations are done to see if small fluctuations in the harmonic approximation at 
different tilting angles become unstable. We then propose another structure for the 
vortex line and show that it has a lower free energy. 
In Chapter 2 and as a follow up to Chapter 1, we extend our study to layered 
superconductors where the Josephson coupling is taken into consideration. The idea 
is motivated by an experiment [44] where columnar defects were introduced into some 
HTS (YBCO and BSCCO compounds) and the critical current was measured. It was 
found that with materials with small anisotropy (i.e., YBCO) the critical current is 
enhanced when the magnetic field is along the the columnar defects. On the other 
hand, for materials with high anisotropy (i.e., BSCCO) it was found that the critical 
current does not show any dramatic change with field angle upon the introduction 
of the columnar defects. We explain this by studying the structure of the vortex 
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line as function of anisotropy at low fields. We find that for small anisotropy the 
tilted vortex line is more stable than what we call the the "kinked structured" line 
(see Chapter 2) and therefore the line when along the columnar defect is more stable 
rather than in the other positions and hence produces a greater value of the critical 
current density. For high-anisotropy materials we find actually that the vortex line 
prefers the "kinked structure" than being along the magnetic field, and therefore the 
introduction of the columnar defFects does not alter the value of the critical current. 
In Chapter 3, we push our study further and investigate the vortex lattice struc­
ture in the Josephson coupled layered superconductors. We follow up on the idea 
proposed by Bulaevskii et al. [27] that for certain fields, if the anisotropy in the 
layered materials is high enough, the vortex lattice for a magnetic field applied at 
an angle from the c-axis can be of a combined structure; that is, there can be one 
vortex lattice perpendicular to the layers and another one parallel to the layers. Al­
though some work has been done to check such an idea [40, 29, 36], the tool used (the 
London model) is not adequate to treat materials that have a layered structure. In 
this section we use the theory that describes best the layered materials, namely the 
Lawrence-Doniach theory. We show phase diagrams for the vortex lattice structure 
for anisotropy versus tilting angle and confirm the existence of the combined lattice. 
In Chapter 4 we study the dynamics of the vortices in superconducting strips 
and also the first vortex entry into the strip over the geometrical barrier. We show 
that vortex penetration is significantly delayed because of this barrier and that once 
the field at the edges reaches Hd, the lower critical field, the vortices start to pen­
etrate the film from the edges. Because of the high Meissner currents at the edges 
the vortices are driven very fast toward the middle of the strip, where the current 
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vanishes. Gradually, the vortices collect in a dome-shaped distribution, where the 
current density is zero. When pinning is introduced, the barrier still persists but 
the final distribution has two symmetric domes, within which the current density 
equal to the critical current density. We then show in the quasistatic regime that 
hysteresis develops because of this barrier to flux entry and exit. The magnetization 
is calculated and shown to be nearly inversely proportional to the applied field upon 
flux entry, and proportional to the applied field in the Meissner state and upon flux 
exit. We finally define an irreversibility line whose temperature dependence is the 
same as that of Hd. 
Dissertation Organization 
This dissertation follows an alternate format which permits the inclusion of 
papers submitted or to be submitted to scholarly journals. Four such papers are 
contained in this dissertation; each constitutes one of the numbered sections. The 
research in most of the chapters was suggested by Professor John R. Clem and per­
formed under his supervision. In preparing this work for publication, the candidate 
had primary responsibility for all four chapters. The papers of Chapter 2 and 3 were 
co-authored with Dr. Marko Ledvij. All chapters other than Chapter 3, which has 
been published in Physical Review 5, were or will be submitted for publication in 
Physical Review B. Following the last paper is a general conclusion chapter. 
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CHAPTER 1. INSTABILITY OF A TILTED VORTEX LINE IN 
MAGNETICALLY COUPLED LAYERED SUPERCONDUCTORS 
A paper submitted to Phys. Rev. B 
Maamar Benkraouda and John R. Clem 
A. Introduction 
One of the important characteristics of the high-temperature oxide supercon­
ductors (HTS) is their layered structure. As a result, a number of their properties, 
such as the electric resistivity, magnetic penetration depth, and critical current den­
sity, exhibit strong anisotropy as function of the angle of the applied field relative 
to the c-axis [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. For not too large anisotropy 
(e.g., YBCO, where the anisotropy factor 7 = 5 — 7 [2, 3, 4, 5, 6, 7]), the anisotropic 
Ginzburg-Landau or London theories are applicable [20, 21, 22, 23, 24, 25, 7]. On 
the other hand, for high anisotropy (e.g., Bi-2212, where 7 = 50 — 100 [9, 27, 28, 
29, 12, 13, 14, 15]) the discreteness of the structure becomes relevant. Such systems 
become quasi-two-dimensional, as the layers are weakly coupled by a Josephson term 
that expresses the tunneling current of Cooper pairs. 
As a consequence of the layered structure of the HTS, the magnetic vortex line 
is no longer a usual Abrikosov vortex [34]. It consists of disklike or pancake-shaped 
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current patterns with superconducting cores [35, 36] of radius (ab in the CuO planes, 
where (ab is the coherence length of the order parameter in the a6-plane. The 2D pan­
cake vortices in different conducting planes are connected to each other by Joseph-
son strings [37]. This structure is best described by the Lawrence-Doniach model 
[45, 37, 46, 41, 42, 43], where a series of superconducting layers, governed by two-
dimensional Ginsburg-Landau equations, interact with each other via a Josephson 
coupling term. The strength of the Josephson term depends on the anisotropy factor 
of the material. The higher the anisotropy, the weaker the Josephson interaction is. 
When the applied magnetic field is tilted away from the direction of the crystal 
c-axis, novel features develop in the structure of the vortex lattice. It has been 
argued in Ref. [46] that for high anisotropy a combined vortex lattice, one lattice 
parallel to the c-axis and the other parallel to the ab-planes, is more favorable than a 
tilted vortex lattice. Some recent works have shown such a possibility [see, e.g., Refs. 
[44, 40, 46, 47, 48]]. Such behavior becomes even more likely when the Josephson 
coupling between the layers vanishes. 
Given the apparent relevance of the pancake-vortex model [35] for highly anisotropic 
materials, such as Bi- and Tl-compounds, where the Josephson coupling is very weak, 
we here explore, within the framework of this model, the structure of the vortex line 
as a function of the tilting angle at low fields. 
This paper is organized as follows; In Sec. B we briefly review the model of 
magnetically coupled 2D pancake vortices in layered superconductors [35]. In Sec. 
C we calculate the line tension of a vortex line tilted from the c-axis and show that 
the line tension becomes negative at an angle of 52°, indicating that the tilted vortex 
line becomes unstable. In Sec. D we calculate the tilt modulus C44{k) for small 
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distortions and show that an instability of the vortex line occurs at the same angle 
of 52°. In Sec. E we propose another kinked structure for a vortex line that has a 
lower energy, and in Sec. F we present a brief summary of our results. 
B. Magnetically Coupled 2D Pancake Vortices 
For a stack of superconducting layers (separated by a distance s, see Fig. 1.1), 
with one 2D pancake vortex in the central layer and no pancake vortices in the other 
layers, the vector potential a = 4'a^{p^ z) is given by [35] 
roo 
dqA{q)Ji{qp)Z{q,z), (1.1) 
Jo 
where Z{q,Zn) = exp(—Ql^nl), n = 0, ±1,±2,..., Ji{qp) is a Bessel function of order 
1, and p = \/x'^ + y'^. The boundary condition at each plane is given by the sheet 
current, K = —(c/27rA)[a+ (^o/27r)V7], where A = 2A^(,/s, is the flux quantum, 
\ab is the penetration depth, and 7 is the phase of the order parameter. For small q 
(g< s-i), 
^(9) = (<^o/27rA)(9^ + (1-2) 
which gives, for the current in the same plane as the pancake vortex, 
A'^(p, 0) = (c<^o/47r2Ap)[l - (A„6/A)(l - e""/^"")], (1.3) 
while the current generated by this vortex in the other layers is 
K^{p,Zn) = -(c9io-^a6/47r^A^/7)(e~l®"'/^"'' - e"'""/^*"'), (1.4) 
where = ns and r„ = (/j^ + The force acting between different vortices is 
given by Fp = K^^qJc. It can be readily seen that two vortices in the same plane 
repel each other, whereas they attract each other if they are in different planes. 
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Knowing the force acting between the vortices, we can calculate the energy of 
arbitrarily positioned vortices in the layers. For instance, as shown in Ref. [35] the 
line energy of a tilted vortex line, i.e., a straight stack of pancake vortices tilted at 
an angle 6 from the c-axis, is 
C. Line Tension 
The line tension of a vortex P{6) is related to its Hne energy e{9) [50] via the 
relation 
where the second term on the right-hand side arises from the anisotropy of the system. 
In the case of magnetically coupled vortices, the line tension calculated from Eq. (1.5) 
is 
COS0 —sin^0 
P{&) = (^/47rAa6) TT— (1.7) 
cos 0(1 + COS0) 
The line tension thus becomes negative at the angle O q = cos~^(~^"^'^), which is 
00 = 51.8° (see Fig. 1.2). Notice that this angle does not depend on the characteristics 
of the material (Aaj or s). Similarly, we expect an instability of the vortex line to 
occur at the same angle for a long wavelength tilting wave. This is investigated in 
the next section. 
D. Instability of the Vortex Line under a Tilting Wave 
We calculate the elastic energy of the vortex lattice tilted at an angle 0 un­
der small fluctuations occuring along the vortex line in the low field regime in the 
e(0) = {^ol^irXabY In[(Aab/(^a6)(l -I- cos 0)/2 cos 9] cos 6. (1.5) 
(1.6) 
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harmonic approximation [50, 51]. 
= - «U)K. (1.8) 
m:^n M i,j 
where m and n denote the planes, /j, labels the pancake vortex in the plane m or n, 
and i,j = x, y. The potential V is obtained by using the current expression given by 
Eq. (1.4). 
Using the expressions for and V { p ,  z„) 
(1-9) 
where Q'^ = = ns, |r||,„| -  p  =  Z n  tan 0 ,  k|| = (fc^;, k y ) ,  T n  = z^j cos 0, and 
which is obtained from Eq. (1.4), we can write the elastic energy in Fourier space as 
^ r dk ^ r <Pq g.gj -qui  .q.r||„ 
(27r)3;^ J {2t^Y q^Q 
[1 - e'(''--^"+^r''ll.")]u;(k)uj(-k), (1.12) 
where = Bcos6f<j3o- We may write the elastic energy Egi in the form 
1 r flXc 
Eel = / 7A^'^(k)u,(k)u,(-k), (1.13) 
i,j ' 
where $'-'(k) is the elastic matrix, whose diagonal elements are given by 
Eel = 
n>0 
S cos 6 ^ -ns/cos O X a b  
1 
__ g-ns/AafeCosfJjj]^ _ (1.14) 
72^ td.n 0 
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and 
167r2s2A2^ [•n? tan^ 9 
j-g-ns/Aab _ g-ns/Aa6Cose||-j^ _ g-ik-r„j (1.15) 
The off-diagonal terms are zero. These are the two transverse eingenmodes of the 
vortex line. $^^(k) is always positive [see Fig. 1.4]. On the other hand 
becomes negative at angles greater than 52° for small wavevectors k [see Fig. 1.3], as 
expected. To show this, we note that for small wavevectors k (i.e., ks <C 1), the sum 
over n can be done analytically. 
;f.xxn. N _ cos0-sin20 ,2 
^ (fcab, - 2 TT— ^k . (l-lo) Idtt^A^j, cos p(l + cos 0) 
In the long wavelength limit, the tilt modulus C,i4(k) is given by 
(1.17) 
and the line tension P { 9 )  is related to the tilt modulus through the relation [50] 
p{e) = ^ c«(k), (1.18) 
which gives back the expression given in Eq. (1.7). 
Since the vortex line becomes unstable beyond the tilting angle 52°, this suggests 
that a vortex line held at its ends takes another structure, which we will investigate 
in the next section. 
E. An Alternative Structure for the Tilted Vortex Line 
Since the line tension and the tilt modulus become negative at the angle of 52°, 
the vortex line becomes unstable. The 2D pancake vortices making up the vortex 
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line therefore have to arrange themselves in another form. We suggest below another 
structure (see Fig. 1.5) that we show to have a lower free energy. 
Using Eqs. (1.10) and (1.11) we can express the pair interaction 
This is the building block needed to calculate either the energy of a kinked structure 
or the energy of a stack of 2D pancakes tilted by an angle starting from a straight 
stack of 2D pancakes aligned along the z-axis. 
Although we consider a stack of 2D pancakes of finite height Lq, for the kinked 
structure we take advantage of the exponentially decaying force between the pancakes 
to sum over an infinite number of pancakes. 
The energy required to deform a straight stack of pancakes into the kinked 
structure shown in Fig. 1.5 is given by 
= ( ^ ) ' £  i f  ( 1 . 2 0 )  
where p = LQ tan 9. 
This equation can be rewritten as 
For small s, the sum over n can be converted to an integral, and Ef-ink takes the form 
~ - Eii-piK,)+c (1.22) 
where EI is the exponential-integral function [52] and C is Euler's constant, C = 
0.577... 
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On the other hand, the energy required to tilt a stack of a straight stack of 2D 
pancakes of height Lo by an angle 6 is given by [35] 
It can be seen from the two expressions of energies, E^ink and Etut, that for large 
Lq, Ekink ~ In(io) while Euu ~ Lq- Therefore, for moderately large angles and a 
large number of pancakes the kinked structure requires less energy to be formed than 
the tilted structure. As shown in Fig. 1.6, when we start tilting the straight stack of 
2D pancakes from its vertical, the tilted structure is first energitically more favorable, 
but the kinked structure takes over starting at very small angles. 
We have shown that a tilted vortex line, i.e., a tilted stack of 2D pancake vortices, 
with the tilt maintained by holding the pancake vortices at the ends of the stack, 
becomes unstable at a universal angle (52°). This instability, which is due to the 
absence of the Josephson coupling, is seen from both the expressions of the tilt 
modulus and the line tension. For moderately large angles a kinked structure, such 
as that shown in Fig. 1.5, has a lower energy than that of a uniformly tilted stack of 
pancake vortices. 
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Figure 1.1: A vortex line tilted by an angle 0 represented as a tilted stack of 2D 
pancake vortices. 
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Figure 1.2: The line tension P(0), calculated from Eq. (1.7). 
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CHAPTER 2. STRUCTURE OF A VORTEX LmE IN JOSEPHSON 
COUPLED LAYERED SUPERCONDUCTORS WITH COLUMNAR 
DEFECTS 
A paper to be submitted to Phys. Rev. B 
Maamar Benkraouda and Marko Ledvij 
A. Introduction 
The discovery of high temperature superconductors (HTS)[1] has renewed inter­
est in the application of superconductivity at more accessible temperatures. However, 
given that the new materials are extreme type-II superconductors [2, 3, 4, 5, 6, 7, 8, 9, 
10, 11, 12, 13, 14, 15], the motion of the magnetic vortices, caused by an applied cur­
rent, provides a significant source of losses. The vortex motion broadens the resistive 
transition[16, 17, 18], and the wide temperature range for the superconducting state 
with zero resistivity greatly shrinks in the presence of applied magnetic field, hence 
presenting a major handicap for the application of these new materials. Pinning, 
therefore, has become a very important subject to study to overcome this problem. 
The ideal pinning would be by introducing defects which traps the individual 
vortex lines all along their length. This not only would give a sharper resistive 
transition [19, 20], but also would efficiently increase the critical current density 
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[21, 22, 23]. 
Among the examples of extended pinning are one-dimensional screw dislocations 
observed in films of YBCO [24, 25, 26] and twin boundaries [27, 28], but the most 
prominent type of strong pinning is the one introduced by bombarding the sample 
with heavy ions that cut through the sample forming columnar defects [29, 30, 31, 
32, 33]. These defects are cylinders of diameter ~ the vortex-core size. 
The effectiveness of the columnar defects to pin the whole vortex line depends 
on the strength of the coupling between the pancake vortices [34, 35] forming the 
vortex line. For highly anisotropic materials, e.g. BSCCO, the activation energy is 
relatively small and the measured critical current decreases rapidly with increased 
temperature [33]. A comparison in the angular dependence of the critical current 
density has been carried out in Ref. [23] between irradiated and non-irradiated YBCO 
and YBCO/PrBaCO superlattices. It was found that the critical current density is 
greatly enhanced after irradiating YBCO samples, especially when the vortices are 
along the irradiation direction, whereas for YBCO/PrBaCO superlattices, which are 
highly anisotropic, the critical current density remains practically unchanged. This 
is due to layered structure of the highly anisotropic HTS. In these materials the 
pancake vortices, coupled by a weak Josephson interaction, are pinned individually 
and therefore their depinning energy is much smaller than that required to depin 
a vortex line that is pinned coherently over an appreciable length, as in columnar 
defects [36]. 
Moreover, because of the weakness of the Josephson coupling between the CuO 
layers, the vortex line is no longer a rectilinear object along the direction of average 
magnetic induction when tilted from the direction of the crystal c-axis, as was sug­
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gested in a number of works [37, 38, 39, 40, 41, 42]. For a certain range of tilting 
angles, the usual tilted vortex line becomes unstable and breaks into segments that 
are either perpendicular or parallel to the layers. 
In this paper we try to combine the idea of the possible decomposition of the 
vortex line and its interaction with columnar defects to produce a more complicated 
structure that ultimately gives higher critical currents. Similar approaches have been 
taken in Ref. [43] and Ref. [44] to study twin boundaries using the London theory, 
whereas we will use the Lawrence-Doniach model, which is more general and suitable 
for the HTS [45]. 
This paper is organized as follows: In Sec. B we present an overview of the 
results obtained for a vortex line in the Lawrence-Doniach (LD) model [46]. In Sec. 
C we propose another structure for the vortex line in the layered HTS suggested by 
the presence of the columnar defects (see Fig. 2.1) and calculate its free energy. We 
then compare the free enei'gies of the rectilinear vortex line and the one with the new 
structure for different values of anisotropy and show that for low anisotropy materials 
this structure is stabilized by the presence of columnar defects. In materials with high 
anisotropy, the new structure is stable without the pinning energy provided by the 
defects. In Sec. D we present a brief summary of our results. 
B. Lawrence-Doniach Model 
The LD model describes a stack of superconducting layers connected by Joseph-
son currents where superconductivity in each of these layers is governed by the two-
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dimensional Ginzburg-Landau theory [45]. The free energy functional has the form 
F[«r),A(R)] = ^•£jdv[ej{-iV+~AM^-[^nf + \m' 
+ J dR^. 
(2.1) 
Here A„ = {AnxiA.ny) = [Ax{v^z = ns),Ay(v^z = ns)] is the vector poten­
tial, h = V X A is the magnetic field, and Xn,n+i = dzA^. ^'n(r) = 
|$„(r)| exp[i$„(r)] is the order parameter in the layer n (z = ns), is its phase, 
r = (x,y), R = (r,z), V = ^. He is the bulk thermodynamic critical field, 
^0 = 7rhc/\e\ is the flux quantum, p = '2^l,jfXj is a dimensionless parameter that 
characterizes the Josephson coupling between the layers, ^ab is the coherence length 
in the ab plane, and 75 is the Josephson length. The anisotropy of the system is 
characterized by the factor 7 = Xc/^ab, where \c,ab are the magnetic penetration 
depths. 
For /9 <C 1, the vortex-core size, ^ab-, is very small. Therefore the order parameter 
modulus can be set to a constant and the free energy functional takes the form: 
f [#„(r). A(R)1 = ^ E / + |a„)^ + 
2 
^[1 - COs($„ - $„+i - Xn,n+l)] 
Now if we minimize the free energy with respect to the vector potential A and the 
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phase we obtain the following equations [46]: 
= + (2.3) 
^ sin(¥?„,„+i), (2.4) 
27r 1 
+ —V • A„ = -2 (sin(^„,„+i - sin (2.5) 
90 Aj 
where and V • An are the two-dimensional Laplacian and divergence in the xy 
plane, a = x^y. The factor fn,n+ii^) vanishes everywhere, except for ns < z < 
(n + 1)5, where it is unity, tpn is the gauge-invariant phase defined as ipn,n+i = 
^71 — ^n+i — With appropriate boundary conditions and within the 
linear approximation, the free energy of a vortex line of arbitrary positioned pancakes 
(one pancake per layer, see Fig. 2.2) is given by [46]: 
F = Fj, + Fs, (2.6) 
where 
Fr 
9^0^ r,,. r dq l + XliP + Q') 
and 
Fs = 
32"= i;. J J" [1 + H- Q»)][l + \l,Q' + V,k'] 
X exp[—ik • rm,m' — iq{m — m')] 
I  f i k  r ^  ~  
"*"l67r3 J 7-. 27r ^ 1 + -f (k • r^,™+i)2' ^ 
l^o-s ^ f ]]c r exp[-ik • rm,m' - iqjrn - m')] 
x[l - exp(ik • r„i,^+i)][l - exp(ik • r„i',m'+i)] 
32^3 . 77276771 
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with Vm,m' = Trn - r^', h"^  = and Q"^  = 2s~^(l - cos q). 
The term F-p describes the interaction between pairs of pancakes, and the term 
Fs describes the interaction between pairs of Josephson strings. We use Eq. (7) and 
Eq. (8) in the next section to calculate the energy of each structure of the vortex 
line. 
Consider a stack of superconducting layers perforated by columnar defects with 
an average spacing /q between them (see Fig. 2.1) and an average magnetic induction 
B at an angle 6 from the c-axis. For simplicity we take 6 = 45°. We propose a 
structure that has the shape of a staircase, which we call the "kinked structure", 
consisting of straight-vortex stacks of height Ms along the columnar defects, joined 
by Josephson strings of length /q running between the Cu02 planes. The number of 
pancakes in each columnar defect is denoted by M. This structure will be compared 
in energy with that of the conventional straight "tilted structure", which is tilted by 
an angle of 45° from the crystal c-axis (see Fig. 2.1). 
Using the results of section B, namely Eqs. (2.7) and (2.8), we can calculate the 
energy of each structure. For the kinked structure, the two parts of the energy of 
M pancakes and the Josephson string running between the layers (energy of pancake 
pairs and string pairs, see Fig. 2.1) are given respectively by 
C. Energy Comparison of Two Structures 
327r3A2 
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-\-^9ab 
c o s { k J o ) - g ^ [  . l - g a 6 ^ 2  
1 + - 2ffa6 cos{kJo) 1 - gab r) (2.9) 
and 
Fks = ^ I s  
where 
327r3A2, / dk 1 — cos {kJo) ^->^lb/s' kl y(l + A2F)(l + A2+4Ays2) X  
1 + 5?^ - cos{kJo) 
M k )  =  1 + A^F 
f 2 i k )  =  
l  +  X l k ^ + A X l J s ^ '  
1 
^(n-Ay=)(n-A2,p+ 
(2.10) 
and 
9ab,c — 9 ^ab,ck^ + 2-^ + ^^(1 + + ^lb,ck^ + ^ Kbh' i r  _ S _ ^ ^  
^ab,c' 
For the tilted vortex structure, the energy is given by: 
Ftv — 
4>ls 
•M 
r elk 
J P" ab 
M k )  ^ - 9 l  
- f 2 { k ) j  
1 + g ^ -  2 g a C o s { k a ; s )  
^ - 9 l b  
Fts = <l>oS 
Z2ir^xi ab 
1 — cos(A:2;S) 
+ 9\b - ^9ab cos(A:^5). 
^Kb/s' 
-1 
(2.11) 
(2.12) 
kl v'(l + A2P)(l + A2p + 4Ay.2) 
l - 9 l  
X - (2.13) 
1 + 5c - 2£fc cos(^-^s). 
Notice that both Fkp and Fks diverge logarithmically at large A;'s because of the 
electromagnetic interaction if we do not introduce a cut-off such as . But since 
we are interested in the energy difference we will get finite expressions. 
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As we can expect, the trade-off in energy between the two expressions will be 
between the energy of stretching the vortex line by a length lo for the kinked structure, 
and the energy of tilting the vortex line by an angle of 45° for the tilted structure. By 
varying the length IQ, one might be able to switch from one structure to the other. 
This depends on the size of Aj relative to the other length scales in the system, 
namely \ab and Ac. 
a. Moderate Josephson Coupling: \j <C Kb 
Let us look at the energy difference A/ = { f t p  -|- f t s )  —  { f k p  +  f k s )  (/ denotes a 
dimensionless energy in units of </ios/327r^Aa6) when lo goes from one limit to another. 
This case would correspond to materials with small anistropy like YBCO (7 = 5 — 7) 
The first term on the right hand side represents the energy of the Josephson string 
[46], and the second term comes from the M tilted pancakes. For small enough Aj, 
A/ is negative, which is what is expected because the Josephson coupling between 
the layers is strong enough for two pancakes to be stretched apart by /q. Notice that 
in our case {0 = 45°) lo/K = M. Now if we add to A/ the pinning energy that 
is gained by the kinked structure, which is of the order of the second term in A/, 
the tilted structure would be still more stable. The pinning energy per pancake is 
fSir [20], the energy for one staircase is 
[2, 3, 4, 5, 6, 7]. 
1. lo > Ac 
A/ = -27r^ ln(—) - 27r(^) In(^) + 
\ j  S  S  ^ a b  4  
(2.14) 
327r3A2, 2 (2.15) 
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and the dimensionless corresponding energy is /pi„ = M7r/2. 
2. Aa6</o<Ac 
A/ = -2^AI„(^) _2:r(^)b(^) + ^M(l - A..//,), (2.16) 
A j  S  S  A a b  4  
We see that A/ is still negative, even if pinning is added. 
3. Aj < /o < Aab 
(2.17) 
so the only relevant term in this case is the energy of the Josephson string. If we add 
the pinning energy /p,„ we can see that for 7 small enough, Af = A/ + fpin is still 
negative and therefore the tilted structure is more stable. 
In this case Af  is negative but a very small quantity. Notice also that this is still 
the energy of the Josephson string [46]. If we add the pinning energy Af > 0, the 
kinked structure would be more stable when the defect density is high enough. 
From this we conclude that to enhance the critical current for a material with a 
small enough anisotropy factor (YBCO would be a candidate), even if the vortex lines 
are not along the columnar-defect direction, it is necessary to have enough columnar 
defects in the sample for the vortex line to adjust itself to the pinning tracks and 
hence giving more pinning force to the vortex line. This is in fact what was seen 
in the critical current measurement of YBCO samples with columnar defects, where 
the critical current is significantly increased along and around the direction of the 
4. lo < Xj 
(2.18) 
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columnar defects [23]. Notice that this result is valid only for low fields, where the 
interaction between the vortex lines is negligible compared to the pinning energy. 
Let us now see how these results would change if the anisotropy factor, 7, is high 
enough ( > Xab/s). The Bi-compounds would be in this category (7 = 50 — 100) 
[8, 9, 10, 11, 12, 13, 14, 15]. 
b. Weak Josephson Coupling: Aj ^  Xab 
We run lo through the same limits and see how A/ changes. 
1. lo  >  Ac 
We can clearly see that given the high value of 7, A/ is positive without adding the 
pinning energy. The loss of energy due to the Josephson string of length Iq is much 
less than tilting M pancakes by an angle of 45°. This is because of the weakness of the 
Josephson coupling in these highly anisotropic materials. Notice also that bigger M 
is more stable is the kinked structure. If we let IQ and 7 go to infinity, with the above 
condition observed, we get the result that a tilted vortex line in superconducting 
layers coupled only via electromagnetic interactions is unstable [37, 38]. 
A f = —27r-^ ln(-^) — 27r(-^) ln(7) + 
Aj s s 4 (2.19) 
2. AJ < /o < Ac 
Af = (2.20) 
As above, the kinked structure is more stable. 
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3. \ab < /o < Aj 
= -"k + T"^-
The energy of the Josephson string is as expected to be and is smaller than than 
the pinning energy, which makes the kinked structure more stable. Notice also that 
in these last two cases the bigger the staircase is (the larger the value of M), the 
more stable it is. We get the electromagnetic result by letting 7 go to infinity. 
Experimentally [23], it has been seen that the critical current density for YBCO 
/PrBaCO superlattices is slightly shifted after being irradiated from its value before 
the irradiation. This is because the pancake vortices are loosely connected by the 
weak Josephson coupling and therefore behave as two-dimensional objects. When 
the vortex line is tilted away from the c-axis, the pancake vortices individually ar­
range themselves along the columnar defects, hence forming the kinked structure and 
gaining some energy due to pinning. Thus there is a nearly constant increase in the 
critical current density as function of the angle. 
D. Conclusion 
We have shown by using LD model that, depending on the anisotropy of the 
material, the structure of the vortex line can be different from the one along the 
direction of the field. For materials with small anisotropy factor (e.g., YBCO), the 
vortex line along the magnetic field is more stable except when we add columnar 
defects with an average spacing smaller than the Josephson length. In this case 
the kinked structure is more stable, and the effect of coherent pinning enhances the 
critical current when the average magnetic induction B is along and around the 
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direction of the defects. 
For materials with high anisotropy factor (e.g., Bi and Th compounds), where 
the Josephson coupling between the layers is small compared with the electromagnetic 
interaction, the kinked structure is more stable because a Josephson string threading 
between the layers does not cost much energy as tilting the whole vortex line. Given 
the fact that the depinning energy of the pancake vortex is small, the introduction 
of the columnar deffects does not significantly improve the critical current density. 
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Figure 2.1: A multilayer structure with a spacing distance s. A columnar defect lat­
tice, with a lattice spacing /o, along wich the "kinked structure" forms, 
and the vortex lines are at an angle of 45° from the direction perpen­
dicular to the layers. 
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^n + 1 
Figure 2.2; A stack of layers with arbitrary positioned pancake vortices. 
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CHAPTER 3. VORTEX LATTICE STRUCTURE IN LAYERED 
SUPERCONDUCTORS 
A paper published in Phys. Rev. B 
Maamar Benkraouda and Marko Ledvij 
A. Introduction 
To treat certain equilibrium properties of the vortex lattice (VL), such as elas­
tic properties, pinning forces and thermal fluctuations, it is essential to understand 
the equilibrium VL structure. Given the high anisotropy of the high Tc materials, 
finding the configuration of vortices, for a given magnetic induction B at an angle 
with respect to the principal axes of the crystal, which minimizes the free energy, 
has proven to be a nontrivial task. There has been a number of experimental and 
theoretical results that question the usual type of vortex lattice structure as worked 
out theoretically by Campbell et al. [1] within the anisotropic London theory. Forgan 
et al. [2] have obtained both sixfold and fourfold symmetry patterns from neutron 
scattering on twinned YBCO single crystals, depending on the orientation of the 
magnetic field with respect to the symmetry axes. Bolle et al. [3] found a mixture of 
an isotropic vortex lattice embedded in a vortex "chain" structure for single crystals 
of Bi-Sr-Ca-Cu-0 when the applied field is at an angle with respect to the c-axis. 
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Similar patterns have recently been observed using decoration on Al-doped YBCO 
single crystals [4]. On the theoretical side, Sardella et al. [5], using London theory, 
have found under certain conditions that instabilities in the VL are possible for highly 
anisotropic materials. Also, Benkraouda et al. [6] have found that, for magnetically 
coupled two-dimensional vortices [7], a vortex line (a straight stack of 2D vortices), 
in the limit of small inductions, becomes unstable when tilted beyond a certain angle 
with respect to the crystal c axis. A number of recent works have proposed a new 
vortex lattice structure different from the standard one with all vortices parallel to 
the magnetic induction vector B [8, 9,10,11,12]. Huse [9] argues that the lattice that 
is parallel to the superconducting planes pins the vortex lines that are parallel to the 
c axis, thereby providing a possible explanation for the "chain" structure observed 
by Bolle et al. [3]. Both Daemen et al. [11], and Sudbo et al. [12], using London 
theory, have shown that the coexistence of two types of vortex lattices, where one 
of the lattices is oriented along one of the crystal principal axes, can be stable for a 
range of the anisotropy ratios 7 = XdXabi where Ac and X^b are the magnetic field 
penetration lengths with the screening currents flowing along the c crystal direction 
and in the ab planes, respectively. Preosti et al. [10], also using London theory, have 
found that a "combined lattice" of two types of vortices, one parallel to the c axis 
and the other parallel to the ab planes, gives a stable structure for large anisotropy 
ratio and low inductions. 
The common approach to investigate different vortex lattice structures has been 
the anisotropic Ginzburg-Landau theory and, in particular, its limiting case, London 
theory, which is valid for large k = A/^ far from the upper critical field. Even though 
London theory works well for homogeneous extreme type-II superconductors, it falls 
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short for highly anisotropic materials such as high temperature superconductors. For 
example, as demonstrated by Bulaevskii [13], one needs to go beyond London theory 
to explain the unusual angular dependence of torque in YBCO. Also, the requirement 
of high anisotropy is necessary for the coexistence of two types of vortex lattices [10], 
thereby invalidating the use of the London theory, see [14]. A theoretical approach 
that adequately treats highly anisotropic superconductors taking into account their 
layered nature was proposed by Lawrence and Doniach [15]. The aim of this paper is 
to explore vortex lattice structures in layered superconductors within the framework 
of the Lawrence-Doniach (LD) theory. We will show that for magnetic field applied 
at an angle with respect to the c axis, a combined lattice consisting of a -perpendicular 
lattice (perpendicular to the ab planes) and a parallel lattice (along the ab planes) 
can have lower free energy than the tilted structure consisting only of vortices parallel 
to the vector B. 
B. Free Energy of Different Vortex Lattice Structures 
As shown by Bulaevskii et al. [8], the main difference between the vortex struc­
tures in LD and anisotropic London models lies in the structure of an individual 
vortex, a continuous line representing normal core of a vortex is replaced in the LD 
model with a stack of pancakes (two-dimensional vortices) [7], located in conducting 
layers, and interacting through both the magnetic field and the Josephson currents 
which flow between the layers. We will consider only the limit B <C ^o/>s^7 {B is 
magnetic induction, s is the spacing between the layers in c direction). In this case, 
as shown by Bulaevskii et al. [8], the interaction between vortex stacks can still 
be considered within the framework of the anisotropic London model [1] as the dis­
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tances between nonlinear Josephson regions (the regions where the profiles of fields 
and currents are substantially modified because of the Josephson nature of the in-
terplane currents) are large compared to their dimensions. The Josephson nature of 
the interplane coupling is then manifested in the line energy only. 
a. Tilted Vortex Lattice 
The self energy of vortices (line energy times the density of vortices) for the 
tilted vortex lattice within LD theory is given by [8]: 
4oBcose 1 „ ki[\ + + 0')] + Q'li + \i,{e + Q')I 
32^3 Jpsfj. i,|[i + A;,c3' + A|Piii + A;,(F + 02)i • ' 
where k = [kx-, ky), = 2(1 — cos k x a ) f s ^ ^  a  =  s  tan 0 ,  6  is the angle between the c 
axis of the crystal and vector B, and ^ab is the in-plane coherence length. 
The interaction energy in the tilted vortex lattice can be expressed as [16]: 
ptilt _ ^ 1 
^int O Z_/ 8 7 r ^ { l  +  X l G l  +  X l G l ) { l  +  \ l , G ^ )  
< j > o B  f  ( P k  l  +  f 1  AL.fc- , . 
STT J (2^)2 (1 + X^kl + X'^kDil + XI,k') 
where Xl^ = X^b sin^ 0 + X^ cos^ 6. The vectors of the reciprocal vortex lattice G = 
[GxiGy] are Gx = GolT]my/3f2 and Gy = Gor]{n — m/2), corresponding to a trian­
gular lattice (m and n are integers). Here, Go = and t} = p{Xz.fXcY^^, 
with p being the lattice parameter with respect to which the minimization of the 
e x p r e s s i o n  ( 3 . 2 )  o u g h t  t o  b e  p e r f o r m e d .  F o r  r e l a t i v e l y  h i g h  f i e l d s ,  B  ^  H d ,  p  I  
[1]. Notice that both the sum and the integral in Eq. (3.2) are divergent but their 
difference is convergent. 
The total free energy of the tilted VL is 
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= + (3.3) 
b. Combined Vortex Lattice 
Let us now suppose that the same magnetic induction B is created in the follow­
ing way: its perpendicular (to a-b plane) component {B cos 6) is due to a perpendic­
ular VL, whereas its parallel (to a-b plane) component {Bsm9) is due to a parallel 
VL. 
For the free energy of the perpendicular lattice one can use the London expres­
sion [17], since supercurrents flow only inside superconducting layers and Josephson 
currents are absent: 
cos^ 0 1 
TP 
where Grp — ^ Gpx — 7 and Gpy — G^piri ??2/2). Gqp — 
•^/STT^JScos 0/^0 
The free energy for the parallel part is again expressed as a sum of the self energy 
and the interaction energy 
pparal ^ pfaral ^ pparat _ ^3 5^ 
The interaction energy is obtained upon setting 0 = 7r/2 and then replacing B with 
5sin0 in Eq. (3.2): 
ai ^ sin^ e 1 
Stt ^ 1 + XI,Gl + XlGl 
<f)oB sin 6 f 
Stt I {2ny{l + Xl,kl + Xlkl)' 
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where Gix = mGoiV^f2r]i, Giy = GoiT]i{n — m/2). Goi = y/sTr^B^nOj^o^ and 
Vi = ^ /y/l- The self energy in the LD model is given by [8] 
parai _ <l>oBsme r+°° r+^ 1 
327r35 i-co ' J-^ ^1 + XltQ^ + xm ' ^ 
where = 2(1 — cosg)/s^. Two mutually perpendicular vortex systems do not 
interact with each other [18]. Then, the total energy of the combined lattice is given 
as 
pcomb pperp _j_ jpparal 
C. Results 
We compare the free energy densities for the two vortex lattice configurations. 
AF = F'"'* — . (3.9) 
Throughout our calculations we assume (ab/s — 2 and Xabf^ab = 70, which is ap­
propriate for high temperature superconductors. Typical dependences of the energy 
difference AF on the angle 9 for several values of the anisotropy ratio 7 and two 
values of the magnetic induction parameter Ib = yJ(j)olare shown in Figs. 3.1 and 
3.2. The conspicuous feature of the curves is that for large enough anisotropies and 
for a range of angles the energy difference AF becomes positive, therefore showing 
that the combined lattice is stable. There are two "crossing angles" between which 
the energy difference is positive. Large effective mass anisotropy favors the com­
bined structure, as seen in the increase of the region between the two crossing angles. 
When anisotropy decreases, the region where the combined lattice is stable shrinks 
and eventually disappears, making the tilted lattice stable for all angles. This agrees 
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with the notion that unconventional vortex lattice structures can occur only in lay­
ered materials for which the Josephson nature of the coupling between the layers (in 
addition to the magnetic one) is crucial. 
The phase diagram anisotropy vs angle is shown in Fig. 3.3, summarizing the 
features of the previous two figures. One can see that for the combined structure to 
be stable it is important to have relatively small inductions; see also Fig. 3.4. This 
is because the layered nature of these materials is manifested only in the line energy 
of vortices (as discussed at the beginning of the previous section), so that only when 
the line energy is not too small compared to the interaction between vortices (which 
happens when vortices are relatively far apart) can one see the effect. One then also 
expects that when the ratio Isl^ab becomes very large (interactions negligible), the 
line separating the two phases should saturate; this is what happens, as shown in 
Fig. 3.4. 
D. Conclusion 
Using Lawrence-Doniach theory, which is appropriate for Josephson coupled lay­
ered systems, we have shown that under certain conditions a vortex structure con­
sisting of two mutually perpendicular vortex lattices - one parallel and the other 
perpendicular to the ab planes - has lower free energy than the usual vortex lattice 
with all vortices parallel to the magnetic induction vector B. The mass anisotropy 
parameter 7 needs to be large (> 60) for this new vortex lattice structure to be 
stable. If we look at the high temperature superconductors, we see that such a large 
7 is present in Bi- and Tl- families of compounds. In YBCO (7 < 10), on the other 
hand, only the standard vortex lattice is likely to occur. 
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Figure 3.1; The difference in free energy densities of tilted and combined vortex 
lattice structures as a function of the angle 9 between the vector of 
the magnetic induction B and the c axis of the crystal for ^abj^ — 2, 
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Figure 3.3: The phase diagram 7 versus 0 for ^ab/^ = 2, Xab/^ab = 70, and for two 
different values of Isl^ab- 2 and 5. The region above each of the curves 
is where the combined lattice is stable. 
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Figure 3.4: The phase diagram 7 versus Isf^ah for ^ab/s = 2. Xab/^ab — 70, and for 
6 = 45°. The region above the curve is where the combined lattice is 
stable. 
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CHAPTER 4. MAGNETIC HYSTERESIS FROM THE 
GEOMETRICAL BARRIER IN TYPE-II SUPERCONDUCTING 
STRIPS 
A paper submitted to Phys. Rev. B 
Maamar Benkraouda and John R. Clem 
A. Introduction 
The first penetration of magnetic flux into a type-II superconducting strip sub­
jected to a perpendicular magnetic field has been found to be significantly delayed by 
a potential barrier of geometrical origin [1, 2, 3]. An important consequence of this 
effect is that such a strip exhibits strongly hysteretic behavior even if the vortices 
in the interior of the strip are completely unpinned, i.e., even if the bulk critical 
current density Jc is zero. This geometrical barrier is due solely to the shape of the 
sample's cross section at the edge of the strip; it is similar to the barrier observed 
in type-I superconductors of rectangular cross section [4], but is different from the 
Bean-Livingston surface barrier observed in type-II superconductors [5, 6, 7, 8, 9]. 
The geometrical barrier arises because Meissner screening currents, flowing on 
the top and bottom surfaces of a flat strip, arise in response to an applied magnetic 
field [1, 2, 3]. The directions of these currents are such that, if one vortex is nucleated 
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at the strip's edge, the resulting Lorentz force on the vortex tends to drive it towards 
the center of the strip. For a vortex at the very edge of the strip, however, its line 
tension initially opposes the inward Lorentz force and keeps the vortex near the edge. 
As the applied field increases until the vortex straightens and spans between the flat 
surfaces of the strip, the line tension no longer produces a significant outward force, 
and the vortex is driven to the middle of the sample. This inward motion occurs 
rapidly and dissipates energy. If the applied field is now reduced, the Lorentz force 
on the vortex from the Meissner screening currents still keeps the vortex in the middle 
of the sample until the applied field drops below zero, at which point the Lorentz 
force reverses sign and drives the vortex out of the sample. 
A long sample of elliptical cross section would not exhibit this kind of geometrical 
barrier, because for this sample shape the inward Lorentz force arising from the 
Meissner screening currents has exactly the same spatial dependence as that of the 
outward force arising from line tension [1, 2, 3, 10]. Once the field at the edge of 
the sample reaches the lower critical field Hd-, a vortex can be nucleated. A slight 
further increase of the applied field causes the vortex to move slowly to the middle 
of the sample. A slight reduction of the applied field, on the other hand, causes the 
vortex to leave the sample. 
The time dependence of flux penetration into a strip with radiation-enhanced 
edge pinning was studied by Schuster et al. [2], who solved a nonlinear integro-
differential equation for the time-dependent current density in the strip. They used 
a model for the local effective resistivity of the form p = {J/Jc)^po, where n ^ 1 
and the critical current density Jc(r, 5^) depends upon both the position r and the 
perpendicular induction Bz. To simulate the behavior in vortex-free regions where 
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B: = 0. the authors formally put J,- = oo in order to make p = 0 there. 
The steady-state current and field profiles produced in a strip with a geometrical 
barrier were found analytically by Zeldov et al. [3]. In their model, vortices were 
assumed initially to reversibly enter a beveled edge region within a distance (//2 
of the edge. The diverging Meissner screening currents were cut off at a value of 
= 'IHcild in this edge region, such that these currents do work 6oHci per unit 
length against the line tension in driving each vortex to a distance c//2 from the edge. 
In this paper we study the dynamics of flu.x penetration using basic assumptions 
similar to but slightly different from those of Zeldov et al. [3]. 
To treat the process of vortex nucleation, we consider a model strip (width 214^) 
that is flat (with thickness d <C VK) over most of its cross section but is rounded at 
the edges, such that the local radius of curvature at the edges is d/2; the penetration 
depth A is assumed to be somewhat less than d/'2. We assume that vortices first begin 
to enter the sample when the local magnetic field at the sample edge (accounting for 
demagnetizing effects) exceeds the lower critical field Hd- When this happens, each 
nucleating vortex gradually moves through the rounded edge region to the flat region, 
where the outwardly directed line-tension force disappears and the inwardly directed 
screening-current Lorentz force takes over, driving the vortex toward the center of 
the strip. 
To model the flux dynamics, we use Faraday's law to solve for the time depen­
dence of the perpendicular component of the flux density in the plane of the 
strip. In the absence of flux pinning (Jc = 0), we have Ey = pjjJy, where we use 
the Bardeen-Stephen form [11] of the flux-flow resistivity /?// = pniB,fBc^)- This 
form guarantees that the electric field is zero in any region of the strip that is free of 
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vortices, regardless of the value of the current density VVe show, for an applied 
magnetic field somewhat larger than that required to nucleate the first vortex, how a 
dome-shaped distribution of vs. x develops in the middle of a bulk-pinning-
free sample. The current density in the vortex-filled region eventually dies away, but 
the vortex-free region between the sample edges and the vortex-filled dome carries a 
high current. 
This paper is organized as follows: In Sec. B we consider the details of the initial 
flux penetration into the sample. We then study the quasistatic field {B,) and current 
(Jy) distributions that develop at the critical flux-entry and flux-exit conditions, and 
we calculate for both cases the average flux density and the average magnetization as 
a function of the applied magnetic field. We find that the magnetization upon flux 
entry is inversely proportional to the applied field, a behavior that is similar to, but 
slightly different from, the case of the Bean-Livingston surface barrier [-5, 6, 7, S, 9]. 
In Sec. C we present a straightforward numerical method for calculating the time 
evolution of B~{x,t) and Jy{x,t) following flux entry into a type-II superconducting 
strip. We show that after a long time the profiles of B, and Jy reduce to those 
calculated analytically by Zeldov et al. [3] and numerically by Schuster et al. [2] for 
both bulk-pinning-free samples and those characterized by a critical current density 
Jc. In Sec. D we present a brief summary of our results. 
B. Quasistatic Field Variations 
We consider a superconducting strip of width 2W and thickness d <C W. To 
account for demagnetizing effects in calculating the local magnetic field at the edge, 
we choose a specific model, sketched in Fig. 4.1, with rounded edges. We now use 
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this model to calculate the Meissner response of the strip, the first vortex penetration 
into the strip, the vortex-generated current density, the properties at flux entry and 
flux exit, and the irreversibility line. 
a. The Meissner Response 
We first treat the case of a flat strip of thickness d in a uniform magnetic field 
Ha applied along the z-direction (see Fig. 4.2). The current density is given by 
,SH, dH.^ 
As discussed in Refs. [12, 13, 14, 15, 16, 17, 18, 19], it is almost always in strip 
geometry that the first term on the right-hand side of Eq. (4.1) can be neglected 
relative to the second term. Thus Eq. (4.1) can be rewritten as 
U x )  =  i [ H x ( a ; , ^  =  d l 2 )  -  H , { x , z  =  - d / 2 ) ]  =  =  d/2), (4.2) 
where Jy is the current density averaged over the thickness. Conformal mapping 
methods can be used to obtain HMX [20], the Meissner response to the applied field 
H a ,  i n  t h e  r e g i o n  | a : |  <  W ,  
H M X { X ,  Z  - d/2) == -Ha^y====. (4.3) 
The corresponding Meissner-response current density is 
T  /  \  ^ H A  X  R  A  A \  JMy{x) - - —-^p—. (4.4) 
Equations (4.3) and (4.4) hold for all |a;| < W except very close to the edge. 
To estimate the local magnetic field at the edge of the strip, we consider a model 
in which the strip's edge is rounded and has radius of curvature t//2 at the edge. It 
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is thus useful to examine the Meissner-response field of a long strip with elliptical 
cross section and compare this with the corresponding Meissner-response field of a 
flat strip. For a strip with elliptical cross section, Hts-, the tangential field component 
at the surface of the superconductor, is given by [20] 
Hu = Ha^^^^cosP, (4.5) 
2q 
where jLi/2 and Lzj^ are the semi-major and semi-minor axes of the ellipse, respec­
tively, q = [{L^I2Y s\v? ^ + {L^I2Y cos^ cos 13 = xf{L^/2), and the tangent 
vector is t = —yi{Lxl2q) sin ^  -F z{Lzf2q) cos /?. The parametric equations describing 
the surface of the ellipse are x — {Lx/2) cos j3 and z = {Lzf2) sin /3. The magnitude 
of the Meissner-response field at either edge {x = ±Lxl2) is Hedge = Ha{LxlLz + 1), 
and the radius of curvature there is {Lz/2Yf{Lx/2). Choosing Lx to be the strip 
width {Lxl2 = W) and choosing c?/2 to be the radius of curvature at the edge 
(L, = y/2Wd), we find that the magnitude of the Meissner-response field at the edge 
is 
Hedge = H,{R+l\ (4.6) 
where R = L, = ^ 1. We note that this is the order of magnitude 
expected from Eq. (4.3). Evaluating Eq. (4.3) at x — —W 4- c?/4, where we expect 
the equation to begin breaking down, we get 
H M X { X  =  - W  +  d / A ,  z  =  d l 2 )  « H ^ R .  (4.7) 
Moreover, the z component of the Meissner-response field for a strip of width 2W is 
given outside the strip by [20] 
hm,(x, !: = 0) = h. J"'' , (4.8) 
V.'c — 
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where |a;| > W. Evaluating this expression at x = —W — c?/4, where we expect this 
equation to begin breaking down for a strip of thickness rf, we obtain 
Hmz{-W - d/4, z = 0)^ H^R, (4.9) 
in agreement with the estimates from Eqs. (4.6) and (4.7). 
As pointed out in Ref. [21], it is not a good practice to represent a strip of width 
2W and thickness d by an inscribed ellipse of semi-major axis W and semi-minor axis 
6?/2. Such a choice would give a field at the edge [see Eq. (4.5)] of Ha{2Wld -1-1), 
which is a significant overestimate of the edge field. 
Although we do not solve exactly for the tangential field at the surface of the 
sample sketched in Fig. 4.1, in the following we use the approximations that the 
tangential field is given by Eq. (4.3) on the top surface (and by the negative of this 
on the bottom surface) when I-tI < W — d/4, and by Eq. (4.5) (with Lx = 2W and 
=  y / 2 W d )  n e a r  t h e  e d g e s  o f  t h e  s t r i p  { W  —  d f i  <  | a ; |  <  W ) .  
b. First Vortex Penetration into the Film 
Application of a magnetic field perpendicular to a strip favors the nucleation of 
vortices at the edges of the strip. The current density induced in response to the 
applied field produces an inwardly directed force on a nucleating vortex (see Fig. 
4.3). Because of the shape of the strip at its edges, however, each nucleating vortex 
is also subject to an outwardly directed line-tension force. We now examine carefully 
the balance of forces exerted on a nucleating vortex. 
The tangential component (in the direction of t) of the Lorentz force exerted on 
the top end of a nucleating vortex in a strip of elliptical cross section is, from Eq. 
(4.5), 
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Ft, = cos (4.10) 
where (fio is the flux quantum. The work done by the source of the applied field as the 
vortex moves through a distance Ax into the sample (see Fig. 4.4) is AW = 2|i^is|A/, 
where Al = {2q/LxsiD./3)Ax is the distance the top end of the vortex moves along 
the curving sample surface, and the factor of two accounts for the equal amount of 
work done on the bottom end of the vortex. We thus may write AWa = |Fa2;|Aa;, 
where Fax is the Lorentz force acting in the x direction, 
^ ,  H a { L x  +  L , )  c o s  1 3  
I<ax — —2<Po f : n • (4-11) 
L x  sm p  
When the vortex moves by a distance Aa; into the sample, the line energy must 
increase by AU = <j)aHc\Az, where Hd is the lower critical field and Az is the 
change in the length of the vortex. Since Az = Ax{2L::lLx)\ coS;5|/sin^, we have 
AU — |Fcia;|A.T, where the line-tension force acting in the x direction is 
= (4.12) 
Lx sm /? 
When the applied field is small, the Lorentz force Fax is too small to overcome 
the line-tension force Fc\xt and the vortex cannot penetrate into the superconductor. 
However, from Eqs. (4.11) and (4.12), we see that the two forces are balanced when 
the applied field Ha reaches the value Hp^ where 
= (4.13) 
Note that when we chose J j X  — 2W and L, = y/Wd, we have 
= (4.14) 
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where R = LxlL^ = yj^iwjd ^ 1. At this field { H a  = H p ) ,  the field at the edge of 
the sample is equal to the lower critical field, 
Hedge = Htl, (4-15) 
as can be seen from Eq. (4.5). In other words, the vortex will be unable to penetrate 
the strip until the applied field Ha exceeds i/p, when the Lorentz force from the 
screening currents overcomes the line-tension force associated with the elliptical shape 
of the edge. Once the vortex travels a distance Xf = c?/4 from the edge and the cross 
section of the strip becomes flat (see Fig. 4.3), the hne tension vanishes and the 
vortex is now driven rapidly towards the center of the strip where the current density 
is zero. 
For larger values of Ha-, this process repeats itself, producing a band of vortices 
near the center of the strip. The vortices repel each other, and produce a dome-
shaped flux distribution within which the total current density is zero. The details 
of the repulsive vortex interactions are discussed in the next section. 
c. The Vortex-Generated Current Density 
Once the vortices are inside the strip, they generate an upward flux-density 
contribution Bz{x) in the region |x| < W. The magnetic flux density generated 
by each band of vortices, with flux per unit length Bz{x')dx', returns through the 
space around the strip, |a;| > W (see Fig. 4.4). When X < d VF, the spatial 
dependence of this return flux can be calculated by conformal mapping as described 
in the Appendix of Ref. [10]. It follows that the tangential component of the vortex-
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generated field Hyts on the superconductor's top surface is 
TT/io? J - w  (4.16) 
where here, and in what follows, the principal value of the integral is to be taken. 
Except very near the edges of the strip, we have q —> W| sin /?| and t —x when 
d <C W, such that the x component of the vortex-generated field on the top surface 
is 
Since the x component of the vortex-generated field on the bottom surface is the 
negative of this, we find from Eq. (4.2) that the corresponding vortex-generated 
current density is (see also Ref. [22] ) 
The vortices inside the strip thus have two important effects. First, the return flux 
from the vortex-generated field reduces the field at the edge of the sample. Second, 
the vortex-generated current density produces a significant contribution to the total 
current density. 
Suppose that a field Ha larger than the value Hp given in Eq. (4.13) is applied 
to a sample initially containing no vortices. Since the field at the edge [Eq. (4.6)] 
exceeds Hci, vortices nucleate and penetrate into the strip. However, as additional 
vortices enter the strip and Bz increases, the vortex-generated return flux leads to a 
negative contribution to H^ at the edge of the strip. The vortex-generated magnetic 
field Hyg{x = W,z = 0) at the edge of the strip is, from Eq. (4.16), 
(4.17) 
(4.18) 
(4.19) 
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where we have made use of q{^ = 0) = = yjwdj2 and R = ^ 2Wld. Note that 
since > 0, the vortex-generated field at the edge Hyz{x = W,z = 0) is always 
negative. 
The net field at the edge is the sum of the Meissner-response field and the 
vortex-generated field, 
H.{x = vy, Z = 0) = Hedge + Hvz{x = W, 2 = 0). (4.20) 
From Eqs. (4.6) and (4.19) we thus obtain 
= H ' . . = 0 ) = + 1 )  -  /r 
So long as H z { x  =  W ,  z  =  Q i )  >  H d ,  vortices continue to nucleate and penetrate 
into the sample, but as more vortices enter the sample, Hz{x = W,z = 0) gradually 
decreases. Finally, when Hz{x = W,z = 0) drops to the value Hci, vortices will 
stop entering the sample. We denote the corresponding value of the applied field Ha 
as the critical entry field Hen- K Ha is increased above this value of Hen, vortices 
immediately will begin to enter the sample again. 
Just as we can express the net magnetic field as a sum of the Meissner-response 
field and the vortex-generated field, so also can we express the net current density 
as the superposition of the Meissner-response current density [Eq. (4.4)] and the 
vortex-generated current density [Eq. (4.18)] [10, 20, 21, 23], 
"t" (4.22) 
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d. Flux Entry and Flux Exit 
Let us now vary the applied field Ha quasi-statically and find the field and 
current-density profiles in the cases of both critical flux entry and critical flux exit. 
The above current-density expressions are sufficient for us to calculate the field profiles 
inside the sample in the steady state. 
1. Flux Entry Consider the condition of critical flux entry, such that the 
applied field Ha > Hp [Eqs. (4.13)-(4.14)], but, because of the return field from the 
vortices inside the sample, the local field at the sample edge is Hc\ [Eq. (4.21)]. Since 
the sample is on the verge of nucleating new vortices, we will denote quantities at 
this critical entry condition by the subscript en. 
We first determine the field profile B . { x )  in the region where vortices have col­
lected. This field profile is symmetric in x, since no transport current is applied, and 
extends from —b to +b, where 0 < 6 < PK — d/i. In order for the vortices to be in 
equilibrium with each other, each vortex must feel no net Lorentz force; hence the 
current density Jy{x) must be zero over the region —b<x<b. From Eqs. (4.22), 
(4.4), and (4.18), we thus obtain 
2 H a X  J l _  r b  B,ix')VW^ 
= 0. (4.23) 
That the solution of this equation is 
(4.24) 
can be shown with the help of Eq. (7) of Ref. [22]. 
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Outside this region, i.e., 6 < |a;| < W ,  B z { x )  =  0, and the current density, 
obtained from Eqs. (4.22), (4.4), and (4.18), is 
2 H a x l x ^ - b ^  
d\x\ y w ^ - x ^ -
From Eq. (4.24) we find that the average flux density in the strip is 
 ^ HoHa /•'" J I b^-x^ 
or 
B. = ^ ^mW,W/b), (4.27) 
where E { b / W ,  W / b )  is an elliptic integral of the second kind. 
Because of the symmetry of the current-density distribution, we can write the 
magnetization as 
1 M:: =  ^ dxxJy{x). (4.28) 
Using Eq. (4.25) and carrying out the integral, we obtain 
M, « - byw% (4.29) 
where R = ^ 2Wld. Corrections to Eq. (4.29) are required, however, when b becomes 
close to W. In this case, more careful attention must be paid to the contribution of 
currents that flow on the rounded edges of the sample. 
The above expressions [Eqs. (4.24)-(4.29)] hold for arbitrary values of Ha and b. 
However, as Ha is increasing, the value of b at the critical entry condition, i.e., 6e„, 
is determined from Eq. (4.21) by setting the right-hand side equal to Hd, using Eq. 
(4.24), and carrying out the required integral. The expression from which ben{Ha) 
can be obtained is 
Ha = , (4.30) 
i  +  R ^ \ - { b , n l w y  
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The average flux density Ben{Ha) in the strip at the critical entry condition is, from 
Eq. (4.27), 
(4.31) 
The magnetization Msn{Ha) for increasing field Ha is, from Eq. (4.29), 
Men — 
for Ha < Hp, 
- l i H ^ r - H a f l H a ,  i o x H a  >  H p .  
(4.32) 
When R » 1, we see from Eqs. (4.14) and (4.32) that when Ha Hp i?ci, we 
have Men Ha, a result close to that found in Ref. [3]. This feature appears 
to be characteristic of the geometrical barrier. 
The above procedure determines ben{Ha) and Ben{Ha) as functions of an in­
creasing field Ha- Alternatively, one may also regard ben and the critical entry field 
Hen (the value of Ha at the critical entry condition) as functions of the average flux 
density B. One may combine Eqs. (4.30) and (4.31) to eliminate Ha in favor of ben', 
one may then determine ben{B) from the resulting equation. In turn, Hen{B) can be 
determined by using ben{B) in Eq. (4.30). 
2. Flux Exit Suppose that we have increased the applied field Ha to some 
maximum value Hen above Hp. Since additional vortices have just entered into the 
strip, the width of the vortex-filled strip 2ben and the average flux density in the strip 
Ben can be determined from Eqs. (4.30) and (4.31) by replacing Ha by Hen-
When we now reduce the applied field Ha, the total number of vortices in the 
strip remains constant (and thus the average flux density B^ remains constant), but 
the value of b increases. We can use Eqs. (4.27) and (4.31) to derive an equation for 
determining b under decreasing Ha, so long as B is constant: 
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H,^E{blW, Wlh) = WIKn). (4.33) 
By substituting the resulting value of h{Ha) into Eq. (4.29), we can determine the 
corresponding magnetization at this value of Ha-
No vortices will exit the strip until the outermost vortices at |a;| = b reach the 
rounded edge of the strip at [a;] = bex = W — d/i. When this occurs, since the field 
H2{\X\ = W,Z = 0) < Hcii the outermost vortices will exit the sample. We denote the 
value of Ha at which flux exit occurs for this value of B as Hex{B). It is determined 
via Eq. (4.33) from 
Hj-^E{b,xlW, WlKx) = H76en), (4.34) 
where 6ex = W — djAi. 
For decreasing applied fields Ha at the critical exit condition, we thus have 
bex = W — dj^ (independent of Ha)i while the average flux density in the sample 
Bex{Ha) is determined via Eq. (4.27) from 
B,x = Wjbex), (4.35) 
and the magnetization Mex{Ha) is given via Eq. (4.29) by 
Mex ~  — ( 4 . 3 6 )  
when R » 1. 
Shown in Fig. 4.5 is a plot of several profiles of B s [ x )  vs. x  as the applied field 
Ha is reduced from its initial value Hen to the corresponding critical exit field H^x-
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The area under each curve, which is proportional to the average flux density 5, is 
constant. Note also that b increases as Ha decreases. Several plots of the current 
density Jy(x) vs. x are shown in Fig. 4.6. Since the magnitude of Jy{x) decreases as 
Ha decreases, the magnitude of the magnetization also decreases. 
The average flux density B is shown in Fig. 4.7 as a function of the applied field 
Ha. For increasing fields at the critical entry condition, B = Ben [Eq. (4.31)], while 
for decreasing fields at the critical exit condition, B = Bex [Eq. (4.35)]. Note that 
B is constant for Hex < Ha < Hen, because the geometrical barrier prevents vortices 
from entering or leaving the sample. 
Shown in Fig. 4.8 is b, the half-width of the vortex-filled region, as a function of 
Ha- For increasing fields at the critical entry condition, b = 6e„, which is determined 
from Eq. (4.30), and for decreasing fields at the critical exit condition, b = hex = 
W — dfA. As Ha is varied from H^n to Hex the expansion of the vortex-filled region is 
given by Eq. (4.33). The arrows pointing in both directions on these curves indicate 
that, in the absence of bulk pinning, this breathing motion of the vortex-filled region 
is revei'sible. 
Figure 4.9 shows the magnetization Mz as a function of the applied field Ha-
The magnetization for increasing Ha is given by Eq. (4.32), first for Ha < Hp in the 
Meissner state and then for Ha > Hp at the critical entry condition. The magneti­
zation for decreasing Ha at the critical exit condition is given by Eq. (4.36). The 
magnetization on the reversible branches between these limiting curves corresponds 
to the reversible breathing motion of the vortex-filled region, and the values of M. 
are calculated from Eq. (4.29) using values of b obtained from Eq. (4.33). 
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e. The Irreversibility Line 
From Figs. 4.7-4.9 and the corresponding equations we see that the curves of 
Ben and Bex Converge, as do the curves of ben and bex and those of Men and Mex, at 
an applied field given by Eq. (4.30) when b^n = bex = W — d/4o, or Hirr ~ -ffci/2. 
For Ha the magnetization is hysteretic (irreversible), but for the 
hysteresis arising from the geometrical barrier completely disappears, though it is 
possible that hysteresis from a Bean-Livingston barrier or bulk pinning (neither of 
which has been considered here) may still be present. Note that the temperature 
dependence of the irreversibility field Hirr is the same as that of Hd. 
Vortices are generally not present in the rounded edges of the strip when Ha < 
Hirr- They appear there only briefly as they move inward at the critical entry con­
dition or outward at the critical exit condition. For Ha > Hirr-, however, vortices 
are forced into the rounded-edge region. In equilibrium, no net currents flow in the 
flat region of the film; otherwise, the vortices would move under the influence of the 
Lorentz force. Thus the entire magnetization of the strip arises from the surface cur­
rents in the rounded-edge region. The local surface-current density is proportional 
to the discontinuity in the tangential component of B at the film edges. 
Exactly at Ha = Hrr-, the value of B in the rounded-edge region is zero and the 
net field at the edge is Hc\. The current carried by the rounded edge ai x = W is 
approximately Iy{x = W) w —Hc\d. From an expression similar to Eq. (4.28) we 
thus find that the magnetization is « —Hd-
For applied fields larger than Hirr-, the net field at the edge Hedge rises above Hci, 
and the value of the flux density just inside the rounded-edge region is determined by 
the equilibrium curve Beq{Hedge)- Although it is not possible with the present model 
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to accurately calculate Hedge', we can show, using Eq. (4.21), that this field approaches 
the applied field Ha- The sample magnetization M^, arising from the surface- current 
density in the rounded-edge region, therefore approaches the equilibrium (reversible) 
magnetization Meq{H). Note that in the mixed state, Meq{Hc\) = —Hd, and that it 
decreases  in  magni tude wi th  increas ing f ie ld  H.  
a. Pinning-Pree Samples 
We now examine how the flux penetration occurs with time and how the dome-
shaped field profile is reached, taking into account the geometrical barrier. Since our 
calculations are done numerically, we can even include the other part of the current 
[see Eq. (4.1)], which is due to the gradient of the thermodynamic field, —dH^/dx. In 
the case of flux flow, we assume that the resistivity is given by the Bardeen-Stephen 
model [11] 
where pn is the normal resistivity and Bc2 is the upper critical field. An electric field 
is produced by the motion of vortices under the influence of the currents in the strip. 
For flux flow the electric field thus obeys 
C. Time Evolution of the Flux Penetration 
5. (4.37) 
(4.38) 
where Jy [see Eqs. (4.4) and (4.18)] is given by 
(4.39) 
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Notice that if there are no vortices inside the strip (i.e., if = 0), there cannot be any-
electric field, since /?// is proportional to B^. Faraday's law yields a time-dependent 
equation for the flux density B^, 
dBz{x,t) dEy{x^t) 
dt dx (4.40) 
Using the previous equations, we obtain an integro-differential equation, which in 
dimensionless units becomes 
dbs{x,t) _ d 
dt dx 
hab2{x,t)x bs{x,t) yi ,bz(x', t)y/l — x'"^ 
' dx , f 
y/l — x^ ' TT J-i (a; — x')\/\ — x'^ 
(4.41) 
2 ' dx 
where x and d are in units of h~{B~) is in units of HqHci-, ha{Ha) and h-^H,) are 
in units of Hcx-, and t is in units of t = Bc2Wd/2pnHci. 
Equation (4.41) is solved numerically, taking into account the continuity of 
at the edges; i.e., at every step of the time integration the field B^ at the edges is 
adjusted such that is continuous there. and B^ are assumed to be related by 
the equilibrium condition H = Heq{B), which is approximated by the equation [7] 
+ Bi/4. (4.42) 
The exact form of this function is not very important close to the steady state in the 
range of applied fields Ha < H{rr, because in this range the flux density in the steady 
state is zero at the edges of the strip. When Hz at the strip's edge is equal to or less 
than Hc\-, B^ = 0 at the edge, and no flux can enter the strip. 
When an applied field Ha > Hp is suddenly applied to a strip containing no vor­
tices, the field H^ at the edge is initially greater than //d, and vortices are admitted 
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into the sample. The net field Hz at the edge is the sum of two contributions, one 
due to the applied field and the other due to the return flux that arises from vor­
tices that have penetrated into the strip. The return flux produced by the vortices 
entering the sample gradually reduce the value of Hz at the edge down to Hd- At 
this point, no additional vortices can penetrate the strip. The vortices inside the 
sample, however, keep moving toward the center of the strip under the influence of 
the current density Jy(x,t), in such a way that the current density becomes zero in 
the vortex-filled region when the vortices achieve their final distribution [see Figs. 
4.10 and 4.11]. The steady-state profiles of both the field and the current density are 
very nearly the same as those obtained in section B, where we neglected the current 
part due to the gradient of 
and b is given by Eq. (4.30). 
The main difference between our numerical results and the profiles shown in Ref. 
[3] is in the details of how the edges are treated. In Ref. [3], the current density is 
cut off there at J^. In addition, the slope of Bz at ±6 in our treatment is no longer 
infinite because we have included the term —dHz/dx in the expression of the current 
Jy. The dome-shaped magnetic flux profile has been seen experimentally by both 
Zeldov et al. [3] and Schuster et al. [2]. 
0, for 6 < |x| < VK, 
(4.43) 
0, for 1.1; I < 6 , 
'• < 1^1 < W. 
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b. Samples with Bulk Pinning 
In the presence of bulk pinning characterized by a critical current density J^, we 
model the electric field as in Ref. [24], 
Jc\i for ^ Jc 5 
Ey{x,t)^\ 0, for|J,(x,i)|< Jc, (4.44) 
*^c]i for ^ ~Jc • 
Different field and current profiles are obtained, depending on the values of Ha and 
Jc- The most interesting case is when Ha > Hp, such that vortices penetrate into 
the sample, but Jc is smaller than Jy at the edges. As shown in Fig. 4.12 and 4.13, 
vortices enter the strip until the field at the edge is reduced to Hci-, and under the 
influence of the current Jy the vortices are pushed towards the center. Because of the 
E — J relationship given above, however, the vortices come to rest when \Jy\ < Jc-
The vortices therefore pile up in two symmetric regions where the current is reduced 
to Jc- The rest of the sample is vortex-free, and the current density greatly exceeds 
Jc at the edges [see Fig. 4.12 and 4.13]. The final field and current-density profiles 
are similar to those obtained by Zeldov et al. [3] except for details of the behavior at 
the edges. In the case of large Jc, the steady-state profiles approach the analytical 
results obtained in [21, 23]. 
D. Summary 
In this paper we have studied the effects of the geometrical barrier that impedes 
vortex entry and exit in type-II superconducting strips. We have used a specific 
model, a strip that is mostly flat but has rounded edges, to estimate the magnetic 
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fields and currents in the strip. The key contributions are (a) the Meissner response 
to a transverse applied field and (b) fields and currents generated by vortices in the 
strip. By considering the effects of demagnetization, we determined iJp, the value 
of the applied field at which the local magnetic field at the edge of the strip first 
reaches the lower critical field Hc\- For increasing fields Ha > Hp^ when vortices are 
present in a dome-shaped field distribution in the strip, we calculated the flux-density 
and current-density distributions at the critical entry condition. If the applied field 
is subsequently reduced, the geometrical barrier prevents vortices from immediately 
leaving the sample. No vortices leave the sample until the outermost vortices reach 
the rounded edge of the strip, the critical exit condition. We calculated hysteresis in 
the magnetization including Men at the critical entry condition for increasing Ha-, 
Mex at the critical exit condition for decreasing //„, and the reversible magnetization 
in the constant-flux condition for applied fields between Hex and Hen-
We also investigated vortex dynamics in strip geometry by numerically solving a 
time-dependent equation governing the penetration of into the strip. We presented 
plots of Bz and Jy showing the time evolution of these distributions after a transverse 
magnetic field is applied. We showed that these distributions closely approach those 
calculated analytically. 
Although most of this paper concerned the behavior of vortices in a strip in which 
there is no bulk or surface pinning, we also briefly considered the vortex dynamics in a 
strip with bulk pinning to show how the flux distributions are altered. In confirmation 
of results reported in Ref. [3], we find that the vortices penetrate from both edges 
and collect in two dome-shaped distributions, within which the magnitude of the 
current density is Jc-
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Note that our results for Jc = 0 exhibit hysteresis (irreversibility) in the magne­
tization even though pinning plays no role whatsoever. The hysteresis arises entirely 
from the effects of sample geometry, as noted in Refs. [1, 2, 3]. We calculated 
an irreversibility field Hirr, the value of the applied field (~ above which the 
magnetization becomes completely reversible. 
A possible extension of the present approach would be to relax the condition 
of continuity of H~ at the edge of the sample, which would permit the study of the 
Bean-Livingston barrier in strip geometry. It is likely that this would increase not 
only the value of the applied field at which the first vortex penetration would occur 
but also the value of the irreversibility field Hirr-
Further studies of vortex dynamics, including numerical studies of ac losses at 
arbitrary frequencies, would also be possible using Eq. (4.41). Vortex distributions 
during flux flow under the influence of a transport current also could be easily com­
puted using our approach. 
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* X 
+w -w 
Figure 4.1: Sketch of the model superconducting strip considered in this paper. The 
strip has width 2W, thickness d, and rounded edges. 
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Figure 4.2: Sketch of the Meissner-response field around a superconducting strip in 
the Meissner state in a transverse applied field 
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Figure 4.3: Sketch showing a vortex near the strip's edge and the inwardly directed 
force arising from the Meissner-response screening currents. 
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Ax 
Figure 4.4: Sketch of the magnetic field produced outside the sample by a vortex at 
two positions separated by a distance Ax. 
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Figure 4.5: Flux-density profiles B. vs. x for an applied field Ha initially at Hen 
and then at smaller fields -f^en/4, and Hex-, the critical exit field, 
for R = 10.05 and Hen = 1-2/fp. 
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Figure 4.6; Current-density profiles Jy vs. x for an applied field Ha initially at Hen 
and then at smaller fields Henl'^, Henl^i and Henl'^i for R = 10.05 and 
Hen = 
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Figure 4.7: The average flux density B as & function of the applied field Ha 
at the critical entry condition {Ben, increasing fields), the critical 
exit condition {Bex-, decreasing fields), and the constant-flux condition 
{Hex < Ha < Hen) for R = 10.05. 
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Figure 4.8; The behavior of 6, the edge of the vortex-filled region, as a function of 
the applied field Ha at the critical entry condition (iem increasing fields), 
the critical exit condition [bex-, decreasing fields), and the constant-flux 
condition [Hex < Ha < Hen) for R = 10.05. 
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Figure 4.9: The magnetization M- as a function of the applied field Ha at the critical 
entry condition (Men, increasing fields), the critical exit condition (Mex, 
decreasing fields), and the constant-flux condition {Hex < Ha < Hen) 
for R = 10.05. 
94 
0.7 
t=0.5t 
t=1.5t 
t=12.5t 
4=36.5t 
0.35 
-0.35 
-0.7 
-1 -0.5 0 0.5 1 
x/W 
Figure 4.10; Current-density profiles for different times t (in units of the charac­
teristic time r) after an applied field Ha = l.'2Hp is turned on. The 
numerical results for times greater than t = 37r are indistinguishable 
from the analytical result given in Eq. (4.25). 
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Figure 4.11; Field profiles for different times t  after an applied field Ha = l .2Hp 
is turned on. The numerical results for times greater than t = 37T 
are indistinguishable from the analytical result given in Eq. (4.24). 
(/?= 10.05.) 
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Figure 4.12: Current-density profiles for different times t  (in units of the charac­
teristic time t) after an applied field Ha — 1.2Hp is turned on, for 
the case of bulk pinning characterized by a critical current density 
Je  =  l . lHpld .  
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Figure 4.13: Field profiles for times t (in units of the characteristic time r) after 
an applied field Ha = \.2Hp is turned on, for the case of bulk pinning 
characterized by a critical current density Jc = l.lHpld. 
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SUMMARY 
This dissertation has dealt with some aspects of the structure of the vortex-line 
lattice in type-II superconductors. One of the main results is that, because of the 
layered structure in the high-temperature superconductors, the vortex-line lattice can 
drastically change when the magnetic field is applied at an angle from the crystal 
c-axis. A combined vortex lattice was found to be energetically favorable in these 
circumstances. The other main result of this dissertation is a demonstration of the 
importance of the geometrical barrier in enhancing the capacity of superconducting 
strips to carry currents. This barrier significantly delays flux entry into the strip and 
thereby keeps the superconductor in a vortex-free state. 
In Chapter 1, vortex-line stability was studied in layered magnetically coupled 
superconductors. When Josephson coupling between the layers is weak and only the 
electromagnetic interaction is dominant, the vortex line becomes unstable when tilted 
far enough away from the crystal c-axis. We have shown that the line tension of the 
vortex line becomes negative at an angle of 52°. Careful calculations were done to 
show the behavior when small fluctuations in the vortex line at different tilting angles 
become unstable in the harmonic approximation. For large tilt angles an alternative 
structure is proposed for the vortex line and shown to have a lower free energy. 
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In Chapter 2 and as a follow-up to Chapter 1, we have extended our study to lay­
ered superconductors where the Josephson coupling is taken into consideration. We 
tried to explain the results of an experiment where columnar defFects were produced 
in some high-temperature superconductors (HTS) (YBCO and BSCCO compounds) 
and the critical current was measured. It was found that with materials with small 
anisotropy (i.e., YBCO) the critical current is enhanced when the magnetic field is 
aligned along the columnar defFects. On the other hand, for materials with high 
anisotropy (i.e., BSCCO) it was found that the critical current does not show a 
dramatic field-alignment effect with the introduction of the columnar defFects. We 
explained this by studying the structure of the vortex line as function of anisotropy 
at low fields. We found that for small anisotropy the tilted vortex line was more 
stable than what we call the the "kinked structure" line. Therefore, when the line is 
along the columnar defect, it is more stable than in the other positions, and hence the 
sample has a higher critical current density. For high-anisotropy materials we found 
that the vortex line prefers the "kinked-structure" instead of being along the mag­
netic field and therefore the introduction of columnar defects does not significantly 
alter the field-angle dependence of the critical current. 
In Chapter 3, we pushed our study further and investigated the vortex-lattice 
structure in Josephson-coupled layered superconductors. We found that for certain 
fields, if the anisotropy in the layered materials is high enough, the vortex lattice for 
a magnetic field applied at an angle from the c-axis can have a combined structure. 
That is, it has one vortex lattice perpendicular to the layers and another one parallel 
to the layers. This result follows from our use of the Lawrence-Doniach model, which 
describes best these layered materials, in contrast to other works using the London 
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model, which is inadequate for these materials. We derived phase diagrams for the 
vortex-lattice structure for anisotropy versus tilting angle and confirmed the existence 
of the combined lattice. 
In Chapter 4, we studied the dynamics of vortices in superconducting strips and 
also the first vortex entry into the strip over the geometrical barrier. We showed that 
vortex penetration is significantly delayed because of this barrier and that once the 
field at the edges reaches the lower critical field Hd, the vortices start to penetrate the 
film from the edges. Because of the high Meissner currents at the edges, the vortices 
are driven rapidly toward the middle of the strip where the current vanishes. At later 
times, the vortices collect in a dome-shaped distribution, where the current density is 
zero. When pinning is introduced, the barrier still persists and the final distribution is 
a symmetric doubly dome-shaped region where the magnitude of the current density 
is equal to the critical current density. We then showed in the quasistatic regime 
the hysteresis that develops because of this barrier against flux entry and flux exit. 
The magnetization was calculated and shown to be proportional to the applied field 
in both the Meissner state and upon flux exit but nearly inversely proportional to 
the applied field upon flux entry. Finally, we derived an irreversibility line, whose 
temperature dependence is similar to Hc\ • 
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