[S1 dataset](#pone.0161702.s001){ref-type="supplementary-material"} BOLD fMRI time series data acquired in 25 subjects for the different networks can be downloaded from <https://figshare.com/s/197173dcd0511037f54b>.

Introduction {#sec001}
============

Spontaneous brain activity is not completely random \[[@pone.0161702.ref001]\] and brain fluctuations have statistical properties that can be useful to characterize the state space within which brain dynamics evolves \[[@pone.0161702.ref002]\]. To shed light on such issue, in this work we have analyzed fMRI signals of different regions in the brain under resting state condition.

Comparison of BOLD signals amplitude in different conditions via univariate \[[@pone.0161702.ref003]\] or multivariate statistics \[[@pone.0161702.ref004]--[@pone.0161702.ref006]\] highlights the functional properties of a brain region, while other approaches aim to investigate such properties via methods of time series analysis such as linear correlation \[[@pone.0161702.ref007]\], Granger causality \[[@pone.0161702.ref008]\] and statistical modelling \[[@pone.0161702.ref009]\].

More relevant for the work reported here, a different line of research has demonstrated the importance of the variance of the BOLD signal to provide information about the working of the brain. For example it has been shown that signal variance decreases in the visual cortex during a task \[[@pone.0161702.ref010]\] and that aging correlates with decreased signal variance \[[@pone.0161702.ref011]\]. An in-depth study by \[[@pone.0161702.ref012]\] showed that both the variance and the power-law exponent of the BOLD signal decrease during task activation suggesting that the signal exhibits longer range memory during rest than during task. Thus, the overall brain signal variability across large-scale brain regions has emerged as a marker of a well-functioning brain \[[@pone.0161702.ref013]\]. Finally, in \[[@pone.0161702.ref014]\] it has been proved that age-related dopamine losses contribute to changes in brain signal variability.

Yet, when quantitative measurements of BOLD signal variability have been made, a deceptively simple question has been overlooked: what kind of dynamics is behind such variability and how is modulated in different networks?

Consider, for instance, [Fig 1](#pone.0161702.g001){ref-type="fig"} showing the detrended traces of the BOLD signal for the basal ganglia (red trace) and the cerebellum I (blue trace) respectively. (see [Methods](#sec002){ref-type="sec"} Section below).

![Examples of BOLD time series for two different networks.\
The traces are the detrended BOLD signals from the basal ganglia (red) and cerebellum I (blue) respectively.](pone.0161702.g001){#pone.0161702.g001}

It can be appreciated at a glance that signals exhibit a very different behavior. As opposed to the cerebellum I signal activity, which is confined within a roughly constant interval embedding small/average fluctuations, the signal from the basal ganglia exhibits a large number of tiny fluctuations interspersed with occasionally long "jumps". Accounting for these differences is precisely the purpose of this paper.

We propose a unified model of the stochastic process underlying the different fMRI signal time courses from different brain regions. To such end we resort to a generalized Langevin stochastic differential equation. The Langevin equation is apt to decompose the signal evolution as the sum of a deterministic component (or drift) and a stochastic component responsible for noise (diffusion) \[[@pone.0161702.ref015], [@pone.0161702.ref016]\]. Here, we replace the white Gaussian noise, which is normally used as the stochastic source, with the more general *α*-stable noise \[[@pone.0161702.ref017]\].

The main result of this study is that such model, when the forms of both components have been derived in a data-driven way, allows to precisely characterize a spectrum of activity of brain areas, the latter related to the kind of noise source governing the stochastic component specific to the area. Such spectrum ranges from the mode originated by adopting classic Gaussian white noise to longer tailed behaviors characterizing Lévy noise \[[@pone.0161702.ref017]\] generated from *α*-stable distributions. The latter are a specific type of the general family of stable Lévy processes that have very interesting properties for describing the complex behaviour of non-equilibrium dissipative systems such as turbulence and anomalous diffusion \[[@pone.0161702.ref018], [@pone.0161702.ref019]\]. Stable Lévy processes are infinitely divisible random processes, and they have the property of scaling (self-similarity), meaning that the variable of interest can be studied through a stable distribution of exactly the same form for each level of scale.

It is well known that the brain is the source of fluctuations with complex scaling properties (see \[[@pone.0161702.ref002]\] for an in-depth discussion) and indeed scale-free and power law properties are of clear interest for fMRI signal analysis, as mentioned before \[[@pone.0161702.ref012]\]. Remarkably, the interest for stable Lévy processes has moved beyond the frontiers of physics reaching a great number of distinct fields and studies concerning seismic series and earthquakes \[[@pone.0161702.ref020]\], spreading of epidemic processes \[[@pone.0161702.ref021]\], time series analysis of DNA \[[@pone.0161702.ref022]\], animal foraging such as albatross flights \[[@pone.0161702.ref023]\]. More relevant for the work presented here is that they have gained currency in the modelling of human memory retrieval \[[@pone.0161702.ref024]\] and eye movements behavior \[[@pone.0161702.ref025]--[@pone.0161702.ref028]\]. Thus, by adopting the theoretical model of a generalized Langevin equation accounting for Lévy motion, connections to different theoretic frameworks can be easily established \[[@pone.0161702.ref029]\]. For instance, it provides a viable approach to handle in a unique modelling framework either animal foraging and cognitive foraging, which substantiates Hills' adaptation hypothesis \[[@pone.0161702.ref030]\] that what was once foraging for tangible resources in a physical space became, over evolutionary time, foraging in cognitive space for information related to those resources. Also, it gives a clear form to the intuition that brain fluctuations can be understood by conceiving brain activity as the motion of a random walker or, in the continuous limit, of a diffusing macroscopic particle \[[@pone.0161702.ref002]\].

At the best of our knowledge, no previous work has considered the important and wide class of dynamical Lévy systems for analysing fMRI time series in different brain areas.

Methods {#sec002}
=======

Participants {#sec003}
------------

Twenty-five healthy right-handed adults with no prior history of neurological or psychiatric impairment, participated in this study. All participants gave written informed consent for the study, approved by the University Ethics Board.

Scanning {#sec004}
--------

Subjects were instructed simply to keep their eyes closed, think of nothing in particular, and not to fall asleep. After the scanning session, participants were asked if they had fallen asleep during the scan, and data from subject with positive or doubtful answers were excluded from the study.

Data acquisition {#sec005}
----------------

Images were gathered on a 1.5 T INTERA^™^scanner (PhilipsMedical Systems) with a SENSE high-field, high resolution (MRIDC) head coil optimized for functional imaging. Two resting state functional T2\* weighted runs were acquired using echoplanar (EPI) sequences, with a repetition time (TR) of 2000ms, an echo time (TE) of 50 ms, and a 90° flip angle. The acquisition matrix was 64 × 64, with a 200 mm field of view (FoV). A total of 850 volumes were acquired for the first run and a total of 450 volumes were acquired for the second, each volume consisting of 19 axial slices, parallel to the anterior posterior (AC--PC) commissure; slice thickness was 4.5 mm with a 0.5 mm gap. To reach a steady-state magnetisation before acquiring the experimental data, two scans were added at the beginning of functional scanning: the data from these scans were discarded. Within a single session for each participant, a set of three dimensional high-resolution T1-weighted structural images was acquired, using a Fast Field Echo (FFE) sequence, with a 25 ms TR, an ultrashort TE, and a 30° flip angle. The acquisition matrix was 256 × 256, and the FoV was 256 mm. The set consisted of 160 contiguous sagittal images covering thewhole brain. In-plane resolution was 1 mm × 1 mm and slice thickness 1 mm (1 × 1 × 1 mm^3^ voxels).

Data preprocessing {#sec006}
------------------

Analyses of the FMRI data were performed using the validated software package FSL (available from the FMRIB Software Library at [www.fmrib.ox.ac.uk/fsl](http://www.fmrib.ox.ac.uk/fsl)). Data were corrected for motion artefact, compensating for any head movements using an FSL linear (affine) transformation (FSL-MCFLIRT) procedure. Extraction of functional data from the brain scan was performed using the FSL brain extraction tool (FSL-BET). Functional data were spatially smoothed using a Gaussian kernel of 8 mm full width at half maximum. High-pass temporal filtering (50 s) was also performed, since we wanted to remove very low frequency scanner-drift artefacts.

Analyses of the resting-state FMRI data were performed using Independent Components Analysis (ICA) with the FSL Multivariate Exploratory Linear Optimized Decomposition into Independent Components (FSL-MELODIC) tool and the validated dual-regression approach. These techniques allow for voxel-wise comparisons of resting-state functional connectivity by, first, temporally concatenating resting-state FMRI data from all subjects, followed by back-reconstructing the group Independent Component Networks (ICNs) for individual subjects, yielding data that can then be used for within-subject and between-subject group difference maps. This technique has been found to have moderate-to-high test-retest reliability in previous studies \[[@pone.0161702.ref031]\]. Functional data were first projected into native anatomical space using Boundary-Based Registration (BBR) approach. Then native T1 scan was registered to standard Montreal Neurological Institute space using structural linear (affine) coregistration (FSL-FLIRT). These BOLD functional data were then concatenated in time across all subjects, creating a single 4-dimensional (4-D) data set. We then applied probabilistic temporal ICA (with the FSL-MELODIC tool) to identify global, distinct (independent) patterns of functional connectivity in the entire subject population. We limited the number of independent components (ICs) in this step to 35. From this pool of 35 ICs, ICNs of interest were selected by visual inspection and we selected 11 ICA components as functional significant networks see [Fig 2](#pone.0161702.g002){ref-type="fig"}.

![Networks used in the analysis.\
The 11 networks obtained with the ICA decomposition, see text for explanation.](pone.0161702.g002){#pone.0161702.g002}

In conclusion, we have obtained BOLD activity from a sample of 25 healthy human subjects, during sessions of 850 s, with *TR* = 2 s, in resting state condition. The dataset thus consists of 11 time series representing the networks obtained by a dual regression of the preprocessed resting state for each subject (see [S1 Dataset](#pone.0161702.s001){ref-type="supplementary-material"}).

Analysis {#sec007}
========

Consider a given network: in the following *x*(*t*) will denote its *activity* at time *t* as measured from the BOLD signal and the *activity variation* is written as $$\delta x\left( t \right) = x\left( t + \Delta t \right) - x\left( t \right)$$Δ*t* being the sampling time (2 s in our case).

A useful framework to describe the process underlying the measured signal is provided by a random motion model, in which *x*(*t*) is the position in the one-dimensional activity space at time *t*. The use of the random motion metaphor in computational neuroscience indeed goes a long way back, see for instance \[[@pone.0161702.ref032], [@pone.0161702.ref033]\]; more recent examples can be found in \[[@pone.0161702.ref034], [@pone.0161702.ref035]\].

This framework suggests then a suitable mathematical representation of the process in terms of a stochastic differential equation, namely the Langevin equation in the coordinate *x*, which describes the evolution of *x* as driven by the sum of a deterministic and a stochastic component, commonly referred to as drift and diffusion, respectively \[[@pone.0161702.ref015], [@pone.0161702.ref036], [@pone.0161702.ref037]\] $$\frac{dx\left( t \right)}{dt} = g\left( {x\left( t \right)} \right) + \xi\left( t \right);$$ in the sequel, for simplicity sake *x*(*t*), *ξ*(*t*) will be replaced by *x*, *ξ*. In [Eq (2)](#pone.0161702.e002){ref-type="disp-formula"} *g* represents the deterministic part of the process, whereas stochastic factors are described by the random variable (RV) *ξ*; as usually done in the literature, it will be assumed that 〈*ξ*〉 = 0, where 〈⋅〉 denotes the mean or expectation value of a RV. This implies that $$\left\langle \frac{dx}{dt} \right\rangle = g\left( x \right)$$

Now consider *ξ*: here we refer again to the theory of random motions and note that different types of dynamics can be generated by resorting to the class of the so called *α*-stable distributions. Indeed the use of *α*-stable distributions is common to most applications of random walk and motions, the reason being that this is a very general class including distributions that can describe basically different types of processes (motions) from classical Brownian motion to Lévy flights \[[@pone.0161702.ref038]\], \[[@pone.0161702.ref018]\]

These distributions form a four-parameter family of continuous probability densities functions (pdf), say *f*(*x*; *α*, *β*, *γ*, *δ*). The different parameters are, respectively, the skewness *β* ∈ \[−1; 1\] (a measure of asymmetry), the scale *γ* \> 0 (width of the distribution), the location $\delta \in \mathbb{R}$ and, most importantly for our purposes, the index of the distribution (or characteristic exponent) *α*, that specifies the asymptotic behavior of the distribution \[[@pone.0161702.ref018], [@pone.0161702.ref038]\].

The relevance of *α* resides in the fact that \[[@pone.0161702.ref018], [@pone.0161702.ref019]\] the probability density function *p*(\|*ξ*\|) of absolute values of *ξ* scales, asympotically, as $$p\left( \middle| \xi \middle| \right) \sim \left| \xi \right|^{- 1 - \alpha},$$ with *α* \> 0 to ensure normalization, and this property defines two basically different types of random processes. If *α* ≥ 2 the pdf *f* belongs to the domain of attraction of the Gaussian distribution, in the sense of the Central Limit Theorem: the sum of i.i.d random variables with pdf *f*, follows, asymptotically, a Gaussian distribution. On the contrary if *α* \< 2, then *f*, the probability density function, is characterized by heavy tails, meaning that the occurrence of large fluctuations is more likely than in Gaussian case \[[@pone.0161702.ref018]\]. In random walk theory the case with *α* ≥ 2 corresponds to the usual Brownian motion, whereas *α* \< 2 gives rise to Lévy motion, a type of superdiffusive random motion, in which long jumps (displacements) are more likely. Thus it is clear that the value of the parameter *α* provides relevant information on the type of random process the activity of a given network can be associated with, allowing a discrimination between Gaussian and Lévy-like modes of activity.

The next step in our analysis is then to verify, for each network under consideration, that *ξ* indeed follow an *α*-stable distribution and to calculate the corresponding value of *α*. This is done, usually, by considering the upper tail of the survival function $\overline{F}\left( \middle| \xi \middle| \right)$, which is the complement of the cumulative distribution function *F*(\|*ξ*\|). A rationale is as follows.

Let *F* be the cumulative distribution of ∣*ξ*∣, and let \|*ξ*~*p*~\| large enough so that for \|*ξ*\| ≥ \|*ξ*~*p*~\| the [condition (4)](#pone.0161702.e005){ref-type="disp-formula"} holds.

Obviously, $$\int_{0}^{|\xi_{p}|}p\,\left( \left| \xi \right| \right)\,\left. d \middle| \xi \right| + \int_{|\xi_{p}|}^{\infty}p\,\left( \left| \xi \right| \right)\, d\left| \xi \right| = 1,$$ from which $$\overline{F}{(|}\xi_{p}{|)} = 1 - {F{(|}}\xi_{p}{|)} = \int_{|\xi_{p}|}^{\infty}p\,\left( \left| \xi \right| \right)\, d\left| \xi \right|;$$ from [condition (4)](#pone.0161702.e005){ref-type="disp-formula"} it follows that, for \|*ξ*\| ≥ \|*ξ*~*p*~\|, $$\overline{F}\left( \middle| \xi \middle| \right) \sim \left| \xi \right|^{- \alpha}.$$

In conclusion then, if *F*(\|*ξ*\|) is *α*-stable, the graph of $\log\overline{F}$ should exhibit a linear tail whose slope is just −*α*.

For future purposes, it is useful to note that the value of *α* does not depend on the sampling time Δ*t*. Let *k* \> 0 be a constant, define *y* = *kξ* and let *π* be the pdf of \|*y*\|. Suppose that [condition (4)](#pone.0161702.e005){ref-type="disp-formula"} holds for *ξ*.

Probability conservation requires $$\left. \pi\left( \middle| y \middle| \right)d \middle| y \middle| = p\left( \middle| \xi \middle| \right)d \middle| \xi \middle| , \right.$$ therefore $$\pi\left( \middle| y \middle| \right) = p\left( \middle| y \middle| /k \right)\frac{\left. d \middle| \xi \right|}{\left. d \middle| y \right|} = \frac{1}{k}p\left( \middle| y \middle| /k \right).$$

Asymptotically $$\pi\left( \middle| y \middle| \right) = \frac{1}{k}p\left( \middle| y \middle| /k \right) \sim \frac{1}{k}\left( \frac{\left| y \right|}{k} \right)^{- 1 - \alpha} = k^{\alpha}\left| y \right|^{- 1 - \alpha};$$ *k* is a constant, therefore $$\pi\left( \middle| y \middle| \right) \sim \left| y \right|^{- 1 - \alpha},$$ as it should be expected from the scale invariance of monomial functions. In other words pdfs of \|*ξ*\| and \|*y*\| share the same asymptotic trend, as far as *α* is concerned. Denote by $\overline{F}\left( \middle| \xi \middle| \right)$ and $\overline{G}\left( \middle| y \middle| \right)$ the survival function of \|*ξ*\| \|*y*\|, respectively: it is clear that the linear tails of $\log\overline{F}\left( \middle| \xi \middle| \right)$ and $\log\overline{G}\left( \middle| y \middle| \right)$ have the same slope −*α*.

Thus we can set, without loss of generality, Δ*t* = 1 and the discrete form of [Eq (2)](#pone.0161702.e002){ref-type="disp-formula"}, the Euler-Maruyama equation \[[@pone.0161702.ref039]\], can be written simply as $$\delta x = g\left( x \right) + \xi$$ where *δx* is the finite time activity variation (cfr. [Eq (1)](#pone.0161702.e001){ref-type="disp-formula"} of the BOLD signal *x*(*t* + 1) − *x*(*t*)

The deterministic component can be easily recovered from the data by making use of [condition (3)](#pone.0161702.e003){ref-type="disp-formula"}; a computational procedure to calculate *g*(*x*) from measures of *x* at different times is presented in \[[@pone.0161702.ref040]\].

Samples of \|*ξ*\| can be obtained from the data once *g*(*x*) has been computed, via the formula $$\left| \xi \right| = \mid \left( {\delta x - g\left( x \right)} \right) \mid .$$

In principle, from these samples it is straightforward to derive the logarithm of the survival function, from which the parameter *α* can be fitted.

However, *α* is but one parameter of the distribution *f*(*x*; *α*, *β*, *γ*, *δ*). It should be noted at this point that there is no closed-form formula for *f*, which is often described by its characteristic function $E\left\lbrack \text{exp}\left( itx \right) \right\rbrack = \int_{\mathbb{R}}\text{exp}\left( itx \right)dF\left( x \right)$, *F* being the cumulative distribution function (CDF). Explicitly, $$E\left\lbrack {\text{exp}\left( itx \right)} \right\rbrack = \left\{ \begin{array}{l}
{{\text{exp}\left( - \middle| \gamma t \right|}^{\alpha}{)\left. \left( 1 - i\beta\frac{t}{\left| t \right|} \right)\text{ tan}\left( \frac{\pi\alpha}{2} \right) + i\delta t \right)}} \\
{{\text{exp}\left( - \middle| \gamma t \middle| \left( 1 + i\beta \right. \right.}\frac{2}{\pi}\frac{t}{\left| t \right|}\,{\text{ln }\left| t \middle| \right)\left. + i\delta t \right)}} \\
\end{array} \right.$$ the first expression holding if *α* ≠ 1, the second if *α* = 1. Special cases of stable distributions whose pdf can be written analytically, are given for *α* = 2, the normal distribution *f*(*x*; 2, 0, *γ*, *δ*), for *α* = 1, the Cauchy distribution *f*(*x*; 1, 0, *γ*, *δ*), and for *α* = 0.5, the Lévy distribution *f*(*x*; 0.5, 1, *γ*, *δ*); for all other cases, only the characteristic function is available in closed form, and numerical approximation techniques must be adopted for both sampling and parameter estimation \[[@pone.0161702.ref041]--[@pone.0161702.ref043]\].

Here, the method proposed in \[[@pone.0161702.ref043]\] has been used, which estimates the four parameters of an *α*-stable distribution via its characteristic function and was calculated by using Matlab implementation developed by M. Veillette (<http://math.bu.edu/people/mveillet/html/alphastablepub.html>).

The quality of the fit can then been assessed via the two-sample Kolmogorov-Smirnov (K-S) test \[[@pone.0161702.ref044], [@pone.0161702.ref045]\], a non parametric goodness-of-fit test, which does not lose information by binning and it is very sensitive in detecting statistical differences between two samples of unknown distribution. The K-S test is widely adopted for assessing *α*-stable distributions and, more generally, empirical data with underlying power-law distributions \[[@pone.0161702.ref046]\]. Also, one can resort to the two-sample Anderson-Darling (A-D) test \[[@pone.0161702.ref047], [@pone.0161702.ref048]\]. The latter has the same advantages mentioned for the K-S test; in addition it is especially sensitive towards differences at the tails of distributions, a relevant issue when dealing with the *α*-stable family.

Results {#sec008}
=======

Calculation of *g*(*x*) for different networks have shown remarkably similar results, in that in any case the estimated *g*(*x*) can be fitted with a decreasing straight line of the form $$g\left( x \right) = - k\left( {x - x^{*}} \right),$$ where *x*\* is defined by the condition *g*(*x*\*) = 0 and −*k* is the slope of the line; both *k* and *x*\* are specific for the network under consideration.

Graphs of *g*(*x*) for different networks are presented in [Fig 3](#pone.0161702.g003){ref-type="fig"} where for clarity's sake all functions have been shifted so that *x*\* = 0.

![Graphs of the deterministic function *g*(*x*) for all networks.\
For clarity's sake the points *x*\* for which *g*(*x*\*) = 0 have been shifted to 0. See text for explanations.](pone.0161702.g003){#pone.0161702.g003}

Then [Eq (3)](#pone.0161702.e003){ref-type="disp-formula"}, becomes $$\left\langle \frac{dx}{dt} \right\rangle = - k\left( x - x^{*} \right),$$ that can be easily solved to give 〈*x*〉 as function of time $$\left\langle x\left( t \right) \right\rangle = x^{*} + ce^{- t/\tau},$$ where *c* is a constant determined by the initial conditions and *τ* = 1/*k* is the characteristic time of the exponential decay.

Since 〈*x*〉 coincides with *x* when *ξ* = 0, the linearly decreasing form for the deterministic component has a simple meaning: it says that the activity *x*, in absence of the stochastic part, would tend exponentially to the equilibrium point *x*\*. Thus *g*(*x*) corresponds to the dissipation term in the Langevin equation for physical systems \[[@pone.0161702.ref015]\]

In contrast with the common form for *g* the distribution of stochastic term *ξ* appears to be peculiar of a given network, as revealed by the values of *α*, in general different across the networks.

This is apparent at a glance from the graphs of ([Fig 4](#pone.0161702.g004){ref-type="fig"}) where the empirical survival functions of amplitudes \|*ξ*\| are presented on a log-log scale together with the results of the fitting procedure.

![Comparison of logarithms of empirical and estimated survival function.\
Here a log-log plot has been used.](pone.0161702.g004){#pone.0161702.g004}

Statistical significance via the two-sample K-S test and A-D test (significance level *α* = 0.05) has shown that in all cases the null hypothesis *H*~0~ of no significant difference between the fit and the data cannot be rejected. To strengthen such conclusions, we also performed an extensive Monte Carlo simulation, following the procedure described in \[[@pone.0161702.ref049]\], which rigorously assessed that both tests had enough statistical power (*P*(`reject` *H*~0~∣*H*~1~ `true`), where *H*~0~ is the null hypothesis of two samples being drawn from the same distribution) to detect differences between sets of data sampled from two minimally different distributions related to small changes in the *α*-stable parameters.

A summary of these findings can be found in ([Fig 5](#pone.0161702.g005){ref-type="fig"}) where values of *α* for different networks are represented in a bar graph, together with the corresponding brain areas.

![The graph represents the values of *α* for different networks from the lowest (red) to the highest.\
On the top of the graphs the corresponding brain areas are shown.](pone.0161702.g005){#pone.0161702.g005}

As to [Fig 5](#pone.0161702.g005){ref-type="fig"}, it is worth observing that the lack of fit between the CCDF curve and the empirical CCDF of FMRI data at the extreme tail is only apparent. The continuous line represents the estimated CCDF, namely the CCDF calculated after the the the parameters of the *α*-stable probability density function have been estimated from the FMRI empirical data. Recall that *α*-stable distributions have no general analytic solution for the pdf form, and there is no analytic expressions for the CDF itself (and thus for the complementary CDF). Given the parameters, the CDF must be necessarily computed from the characteristic function by adopting sophisticated numerical integration methods and by using asymptotic approximations for the large \|*x*\|, e.g. \[[@pone.0161702.ref050]\]. However, if samples are drawn from the estimated theoretical distribution and their empirical CCDF is computed, their behavior at the extreme tail will be much like that exhibited by the empirical CCDF of FMRI data (put simply, in practice empirical "jumps" never reach infinite lengths). [Fig 6](#pone.0161702.g006){ref-type="fig"} provides at a glance one example, where the estimated theoretical CCDF is compared both with the FMRI empirical CCDF and the empirical CCDF calculated from samples drawn from the estimated theoretical distribution. Similar results can be obtained for other brain areas.

![The graph plots the estimated theoretical CCDF (continuous line) against empirical CCDFs calculated from FMRI empirical CCDF and from samples drawn from the estimated theoretical distribution (basal ganglia, top left graph of [Fig 4](#pone.0161702.g004){ref-type="fig"}).](pone.0161702.g006){#pone.0161702.g006}

The natural question arises of how activity patterns with different *α* values are related to distinct psychological states.

Here two maps have been considered, the first formed by the activity of the the three networks with the lowest *α* values and the second is derived from networks with the highest *α* values.

Discrimination of different functional meaning of the two maps has been carried out by making use of the Meta-Analytic Decoding of Network Function \[[@pone.0161702.ref051]\] that is a function of the Neurosynth framework \[[@pone.0161702.ref052]\]. Neurosynth databases contains several thousand psychological terms and topics and its built-in algorithms allows to draw inferences about the potential cognitive state associated with distributed patterns of activation.

For each map, we computed the voxel-wise Pearson correlation with each of 200 topic-based meta-analysis maps in the Neurosynth database (see <http://neurosynth.org>). The resulting coefficients were then used to generate a ranking of the psychological topics most consistently or specifically associated with each of the two maps.

The results of this procedure are shown as a "radar map" of [Fig 7](#pone.0161702.g007){ref-type="fig"}, where the most relevant categories associated with the activity patterns are shown at positions determined by the corresponding correlation coefficients.

!["Radar map" representing the most relevant cognitive terms for two maps corresponding to low (red line) and high *α* values (blue line).](pone.0161702.g007){#pone.0161702.g007}

The relevant states for the low *α* map appear to represent categories related to sensory processes whereas the high *α* map have more to do with motor control and routines.

Discussion {#sec009}
==========

In this work we have investigated the variation or activity of the BOLD signal relying upon the stable Lévy process. We have found that activity in different networks of the brain can be explained by resorting to a generalized Langevin stochastic differential equation, with a simple additive interaction between the deterministic drift term and the stochastic term, namely *α*-stable noise.

All networks share the same deterministic part, namely an exponentially decreasing relaxation term to some steady state of activity, the only difference being the values of these equilibrium points.

This relaxation term is common to many models of neural networks \[[@pone.0161702.ref053]\], \[[@pone.0161702.ref034]\], and, as mentioned before, has a simple meaning; after all it is natural for the activity to reach some equilibrium level.

Stationary states correspond to base levels of activity, specific for each area and that may be relevant to understand different functions in the brain, and how these functions are modified by age or pathologies. However for the purposes of this study the most relevant information of the signal is contained in the fluctuations around the mean activity level, i.e. the random term.

For all networks the stochastic variable *ξ* follows an *α*-stable distribution, with, in general, different values of *α*.

In particular, the analysis has demonstrated the existence of a range of values of *α*, and therefore of dynamics: for instance, basal ganglia, visual and salience networks seems present a definite "Lévy motion"-like behavior of activity, whereas areas from the cerebellum exhibit "Brownian motion" (i.e., *α* = 2, originating Gaussian dynamics).

In the "Brownian motion" case fluctuations of *x* are small and spread relatively evenly among a range of possible values, whilst "Lévy motion" presents a dynamics in which variations are usually very small, close to 0, but where large fluctuations are more likely than in the Gaussian case.

Such difference in behaviors is relevant from a biological signal processing point of view: Gaussian dynamics is consistent with some form of continuous coding, whereas, by contrast a Lévy dynamics can be considered to implement a sparse coding in time via a subordination mechanism \[[@pone.0161702.ref054]\].

Indeed, in sparse coding theory activity distributions are assumed to be highly peaked around zero and with heavy tails, which is the case also for displacements in Lévy flights and, moreover, in many computational models activity is assumed to follows, *a priori*, a Cauchy distribution, which is also the most used to generate Lévy flights for a variety of applications, indeed it can be considered a paradigmatic Lévy distribution.

Finally, theoretical studies and empirical evidence suggest that visual cortex uses a sparse code to efficiently represent natural scenes \[[@pone.0161702.ref055]\] and this is consistent with the evidence, presented here, that activity of the "visual" area follows a Levy distribution.

What are the reasons by which these specific networks have these basically different behaviours? It should be noted that Lévy flights can be found in networks more involved with interacting with the external world, and a reason may be that large fluctuations are more efficient in exploring the activity space. Optimality of Lévy flights has been proved for a variety of searches from those related to animal foraging \[[@pone.0161702.ref056], [@pone.0161702.ref057]\] and human mobility \[[@pone.0161702.ref058]\] to visual information foraging based on eye movements \[[@pone.0161702.ref025]--[@pone.0161702.ref028]\]. Interestingly enough, it has been conjectured that what was once foraging for tangible resources in a physical space has adapted to foraging in cognitive space for information related to those resources (e.g., goal-directed deployment of visual attention), with a fundamental role played by the dopaminergic control \[[@pone.0161702.ref030]\]. On the other hand a recent study \[[@pone.0161702.ref014]\] has pointed out how BOLD variability is related to dopaminergic neurotransmission. Our results are in line with these studies, indeed the main dopaminergic area has the smallest *α* value, among the areas considered here.

Another point worth highlighting is that areas with *α* = 2 belong to the cerebellum; thus activity in the cerebellum appears to be driven by a Gaussian dynamics. Doya \[[@pone.0161702.ref059]\] has hypothesized that the cerebellum consists of a number of independent modules, all with the same internal structure and performing the same computation, depending on the input-output connections of the module. The cerebellum has been implicated in the regulation of many differing functional traits such as affection, emotion and behavior. This type of regulation can be understood as predictive action selection based on internal models of the environment and it is well known that a Gaussian process can be used as a prior probability distribution over functions in Bayesian inference.

Further support for these suggestions derives from the results of Meta-Analytic Decoding of Network Function showing that maps corresponding to the networks with an *α* ≈ 2 are involved in cognitive function like coordination and motor performance, on the other hand the map with the three networks with the lower value of *α* are involved in cognitive function like early visual, response inhibition and pain that are all cognitive functions requiring with an high level of attention. Then it is possible to hypothesize that a more rapid variation of the signal is needed to cover more states in a given time interval.

Finally, results of this work can be useful to investigate dynamics of the brain activity in pathological conditions or during aging: in particular one can look to variations of the *α* to discriminate between normal and pathological conditions.

Supporting Information {#sec010}
======================

###### BOLD fMRI time series data acquired in 25 subjects for the different networks can be downloaded from <https://figshare.com/s/197173dcd0511037f54b>.
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Click here for additional data file.
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