We present a simple randomized data structure for twodimensional point sets that allows fast nearest neighbor queries in many cases. An implementation outperforms several previous implementations for commonly used benchmarks.
Introduction
Given a set S = {(x 1 , y 1 ), . . . , (x n , y n )} of n points in two-dimensional Euclidean space, we want to build a linear space data structure that can answer nearest neighbor queries: Given a point q = (x, y), return the point p ∈ S that minimizes the Euclidean distance ||p − q|| 2 . This operation is important, e. g., in geographical databases. In a route planning system, when a user clicks on a map, she may want to find the nearest road junction in the network. Solutions with logarithmic query time are known but they are complicated and have large constant factors in their running time. Therefore, practical solutions often use algorithms without worst-case-optimal behavior. In Section 2, we give yet another such technique -Full Delaunay Hierarchies (FDH) -which is even simpler and very fast in practice. We also obtain analytical evidence for logarithmic query time. The experiments described in Section 3 indicate that our algorithm can compete with all previous implementations, and outperforms them by a considerable factor in some situations.
Related Work. The most popular way for doing nearest neighbor queries is using variants of kd-trees [3, 11] . Although they do not give good worst case guarantees, they work well for many practical input distributions, and for approximate queries. Linear space and logarithmic query time can be achieved via point location in the Voronoi diagram of the point set [6] . However, this approach does not seem to be used in practice. In particular, it might be expensive to implement this with exact arithmetics since the vertices of the Voronoi diagram are only implicitly defined by the center of the * Partially supported by DFG grant SA 933/3-2.
circumcircle of three input points.
There are several results similar to ours. The hierarchy of Delaunay triangles used in [9] (which is also similar to [4] ) is kind of dual to our FDH, which consists of nodes. We expect our approach to be faster on the average since testing whether a point is inside a triangle is more expensive than comparing Euclidean distances. The Delaunay hierarchy (DH) used in [7] uses a nested collection of logarithmically many geometrically growing levels S 1 ⊆ S 2 ⊆ · · · ⊆ S k = S, running a point location query in each level. FDHs can be viewed as DHs with n levels. FDHs are also simpler than DHs because we only compare point distances, whereas DHs involve three subphases for every level, involving both point locations and walks through triangles along rays towards the query point. What makes FDHs interesting is that they at the same time simplify the algorithm and accelerate queries in practice. Our motivation for trying this was the successful transition from highway-node routing [12] to contraction hierarchies [8] in route planning, where going from O(log n) levels to n levels brought both a significant simplification and an order of magnitude improvement in query time.
A disadvantage of techniques based on Delaunay triangulations is that they are unlikely to work well in higher dimensions. Unfortunately, seemingly related graphs that remain sparse for higher dimensions do not have the properties we need. For example, the well known Yao-graph [13] allows a greedy algorithm like the one considered in the next section, and even allows logarithmic path length [2] -but this only works if the query point actually is in the input set, otherwise it might give wrong results.
Full Delaunay Hierarchies
Assume the points S = {(x 1 , y 1 ), . . . , (x n , y n )} have been randomly numbered 1..n.
1 Let the graph G k = (1..k, E k ) denote the Delaunay triangulation of points 1..k. Nearest neighbor search with respect to points 1..k can be done using a well-known greedy algorithm [10] : Starting from any node u, consider its neighbors v in the Delaunay triangulation. If v is closer (to the query point q) than u, then set u := v. Iterate until no neighbor gets closer. A full Delaunay hierarchy (FDH) of S is the graph G = (1..n, n k=1 E k ). The required information can be recorded while building the graph for 1..n using randomized incremental construction. This takes expected time O(n log n) and the expected number of edges in G is O(n) [9] . We now show that a simple greedy algorithm efficiently finds the nearest neighbor. The algorithm works on the FDH looking only at downward edges, i. e., edges towards nodes with larger index. Figure 1 gives pseudocode, Figure 2 shows an example run. Proof. We show by induction that the algorithm implicitly traverses a sequence σ of points that are the nearest neighbors of q with respect to 1..1, 1..2, . . . , 1..n. For the basis of the induction, observe that by initializing u with 1 we fulfill the claim for 1..1. Now, suppose the algorithm has found a prefix 1, . . . , u of σ such that u is closest (to q) with respect to 1..k. To extend the induction to k + 1, we have to consider two cases: Case: u is also closest with respect to 1..k + 1. Even if there is an edge (u, k + 1), the algorithm will stick to u. Case: k + 1 is closer than u. From the greedy algorithm, we know that there must be a path from u to k + 1 in G k+1 with nodes that are monotonically getting closer. By definition of an FDH, this path is also part of the FDH. Moreover, by the induction hypothesis, this path can consist of at most one edge, i. e., it has the form e = (u, k + 1). Since u < k + 1, e is a downward edge, i. e., e is considered Procedure nn(q) u := 1 --start at top of hierarchy repeat foreach neighbor v of u in G with u < v in increasing order do if ||q − s v || 2 < ||q − s u || 2 then u := v break foreach-loop until no improvement found return u by Algorithm 1, and so k + 1 is the next element in the sequence of points considered by the algorithm.
For the path length, we need to exploit the random order of the nodes. Let X i denote the indicator random variable that is 1 iff node i appears in σ. This happens iff i is nearest with respect to 1..i. The probability for this event is 1/i. The total path length is |σ| = n i=1 X i , i. e.,
Note that we exploited the linearity of expectation and a well-known bound for the harmonic sum H n .
The total path length is also a good indicator for the number of cache faults 2 because our implementation will implement the inner loop so that only a contiguous memory area needs to be scanned. Unfortunately, we can not easily bound the execution time in a similar way since already the Delaunay triangulation may contain nodes of very high degree, about half of which will have to be traversed in the FDH.
We get bad performance if there are nodes with high out-degree in the FDH. For example, consider the input {(0, 0)} ∪ {cos(2πi/n), sin(2πi/n) : i ∈ 1..n} -the origin plus n points equally spaced on the unit circle. The center point (0, 0) has degree n in the Delaunay triangulation and its expected out-degree after randomized incremental construction is n/2. Moreover, a random query point in the circle has constant probability to incur a path through the FDH that leads over the center point, i. e., we have average case query time Θ(n) for this instance.
Finger Search.
In some applications, search can be accelerated if we already know a finger f that is supposedly close to the query point q. A nearest neighbor finger query is split into an upward phase and a downward phase. Rather than starting from the topmost node 1, we start from f . In the upward phase, we look for edges of the FDH that lead to nodes with smaller index closer to q. When this is no longer possible at some node u, we know that u is closest to q with respect to 1..u (Claim 1). Since this property is the invariant needed for Algorithm 1, we can now switch to a downward phase that will find the nearest neighbor.
Proof of Claim 1: Suppose there is a set N of nodes in 1..u that are closer to q than u. Consider the circle C with center q such that u lies on the boundary of C. By the definition of N , all nodes in N are inside circle C. Now we conceptually move the center of C towards u, shrinking the circle so that u remains on the boundary of C. One by one, the points in N will drop out of C. Consider the point t that drops out last. When this happens, both u and t lie on the boundary of C and no point in 1..u lies inside C. Hence, by a well-known characterization of Delaunay triangulations (e. g. [6, p. 189]), the edge (u, t) is in the Delaunay triangulation of 1..u. This contradicts our original assumption and thus there cannot be any nodes in 1..u that are closer to q.
Finger search can also be used to speed up nonfinger queries: We can use a simple and fast heuristics to find a point f that is "usually" close the nearest neighbor. We can then use f as a finger information to obtain the actual nearest neighbor using a more robust algorithm. In particular, we can use nearest neighbor search with inexact arithmetics in combination with exact finger search to speed up exact finger searchin most cases, the inexact search will have uncovered the true nearest neighbor and the exact finger search only has to verify that looking at the outgoing edges of a single node of the FDH.
2.2 Implementation. The query algorithm is dominated by scanning downward edges. Since the distance to q needs to be compared with the current distance, it is advantageous to store the coordinates of the endpoints of an edge together with the edge. In any case, the outgoing edges of each node are stored with target nodes ascending, so the query algorithm can just scan the edges in this order.
Note that this optimization implies a graceful degradation for bad inputs: Even for worst case inputs where we may have to scan n − 1 outgoing edges, the computations performed are basically the same as in the naive algorithm where we simply have to scan an array of n points to find the closest. In contrast, other algorithms perform complicated operations in pointer based data structures, which incur many cache faults and can therefore become much slower than the naive algorithm.
We have implemented FDHs using the CGAL library [5] (version 3.4).
For the construction, we slightly deviate from the basic blueprint of randomized incremental construction. We adopt the idea of spatial sorting from [1] to split the randomly permuted input sequence into levels shrinking by a factor of four in each step, and sorting each level spatially using a Hilbert curve. This functionality is provided by CGAL::spatial_sort. We then insert the points into a Delaunay triangulation (not a hierarchy).
The program does not compare Euclidean distances but their squares since that way, no square roots need to be evaluated. In the exact implementation of FDHs we first perform an inexact distance computation using interval arithmetics. If the outcome might be too imprecise, we use an exact predicate of CGAL. Furthermore, we exploit that one of the distance intervals is known from the previous iteration. This solutions proved faster than CGAL's built-in Compare_distance_2.
Experiments
For FDHs, there are variants for exact arithmetics and plain floating point arithmetics (label "inexact" in the figures). Furthermore, there are variants with and without the optimization from Section 2.2, namely storing coordinates of target points together with the edge array (label "array").
We compare ourselves with two implementations using kd-trees that use inexact arithmetics: one available within CGAL, and the other from [11] , which was recommended to us as the currently fastest nearest neighbor code. Finally, we compare to the CGAL implementation of Delaunay hierarchies with exact arithmetics.
We use the same inputs as in [7] :
1. Random points in the unit square with random query points from a square that is 5 % larger than the square with input points.
2. Random point on the border of the unit circle with random query points from the smallest square containing the circle. Table 1 for numerical values.
3. Random x coordinate from [−1000, 1000] and y = x 2 (parabola) with random query points from a rectangle containing that part of the parabola. 4 . A mix of 95 % of the points on the border of the unit circle and 5 % random points from the smallest square enclosing the circle. The query points are random points from the unit circle.
Our implementations are compiled using the C++ compiler g++ 4.3.2 with options -O3 -frounding-math and run on one core of a 2.33 GHz Intel Xeon E5345 with a 4 MByte cache and 16 GByte of main memory. Figure 3 shows the average query time for all the implemented algorithms. The FDH algorithm with the coordinates in the edge array (label "array") uniformly outperforms the FDH algorithm without this enhancement. The gain is considerable, except for the exact variant and small inputs where it is plausible that cache faults are not yet an issue, and the overhead for exact arithmetics dominates execution time. Although this runtime improvement comes with some space overhead, from now on we focus on the fast variant with coordinates in the edge array. This algorithm outperforms the kd-tree algorithms by more than a factor of two for small inputs and by at least 30 % for large inputs. The relative performance of the kd-tree codes depends on the input size. The ANN implementation is better for small inputs whereas the CGAL implementation is slightly faster than ANN for large inputs. Again, cache effects may be an explanation. Among the exact algorithms, FDH is also uniformly faster than its competitor Delaunay hierarchies. The lead is more than a factor of two for small inputs and always at least 30 %. There is a factor of 2-3 performance difference between the exact and inexact implementations of FDHs. Note that such a performance difference is to be expected even if few exact computations are necessary since interval arithmetics is considerable more expensive then Table 2 Table 3 for numerical values. ordinary arithmetics, and since our code does little else than distance calculations.
This looks like a significant yet moderate lead for FDH compared to its competitors. However, for other inputs the situation looks completely different. Figure 4 shows the query performance for input points on a circle. Both the kd-trees and the Delaunay hierarchy do not scale well with the input size. For the largest inputs, FDHs are several hundred times faster than their competitors. Additional experiments not shown here explain the bad performance of the Delaunay hierarchy -finding the right facet is very fast, but finding actual closest points takes almost all the time. For the parabola instances ( Figure 5 ), FDHs are somewhat slower than before but still win (comparing exact algorithms only with exact competitors). For large instances, this lead is by a large margin. Indeed, Delaunay hierarchies are catastrophically slow.
For mixed inputs, FDHs still outperform Delaunay hierarchies but they are beaten by kd-trees ( Figure 6 ). The problem is that the points are lying denser on the circle than in the rest of the square. Thus, points close to the circle will have very high degree in the Delaunay triangulation. Even worse, the same will happen on all levels of the FDH so that we can get high degree during the entire search. Figure 7 evaluates the performance of finger queries for 2 23 random points in the unit square. We use random query points and a finger point that is chosen randomly on a circle around the query point. By varying the radius of this circle, we can vary the quality of the finger information, which we express by the expected number of input points that are closer to the finger than the query point. We compare two variants of using finger information: trying the steepest edges first, i. e., going to the node highest up in the hierarchy first, and the opposite strategy of trying the most shallow edges first. As to be expected, when the finger is close to the point we are looking for finger queries perform better than queries that ignore finger information. When the finger information is not good, we get an overhead up to a factor of ≈ 2, because in the worst case, we have to go all the way up the FDH and then down again. The results on the relative performance of steep versus flat variants is ambivalent. On the one hand, the flat strategy performs somewhat better when the finger is close to the result point. Since many applications will use finger search only in this situation, we might conclude that the flat strategy should be used. On the other hand, the steep strategy is considerably better if the finger information has low quality. Hence, we should perhaps prefer the steep strategy as a default since it is more robust. The break-even point between the algorithms with and without finger information differs between exact and inexact arithmetics. Theoretically, we would have expected a break even point around √ n ≈ 3000 points closer to the query point. For inexact arithmetics, the break even point is lower and for exact arithmetics it is somewhat higher, in particular for the steep strategy.
By using inexact queries to initialize inexact finger search we can accelerate exact search as can be seen in Figure 8 .
We have not invested a lot of effort in fast construction or space efficiency, i. e., we use the CGAL code for randomized incremental construction of Delaunay triangulations, and store the query data structures for FDH and kd-trees separately. In particular, it should be noted that our speedup techniques of storing target coordinates in the edge array and using inexact FDHs and finger search to speed up exact search, incur a price in additional preprocessing time and space. Thus, the results reported in Figure 9 should be taken with a grain of salt. We can see that constructing the FDH data structure puts a moderate additional overhead on top of a considerable cost per point for constructing the Delaunay triangulation.
All the depicted algorithms have asymptotic running time Θ(n log n) which should translate into a straight line in the semi-logarithmic plot. Interestingly, the practical running time seems to be dominated by a linear term in most cases. Only the kd-trees have a quite steep increase of construction time once the data structure does not fit into the cache. We do not show construction times for the other inputs since the construction time does not depend on the inputs as much as the query time.
We do not show space overhead for the different variants since, on the one hand, space overhead is easy to derive for a particular implementation, and, on the other hand, space consumption depends on a lot of details like layout rules of the compiler, the data type used for coordinates, and how one counts the space used during construction. Hence, the relative space consumption of different approaches could go in either direction depending on several implementation details.
Conclusions
Full Delaunay Hierarchies are a simple and fast data structure for nearest neighbor queries in two dimensional point sets. For many input distributions, they are the fastest currently available implementation both for exact and inexact arithmetics. It is generally interesting that we gave an additional example where hierarchical data structures with a level of hierarchy for each input object by far outperform their competitors with a small Table 4 for numerical values. Table 5 for numerical values. Figure 8 : Using finger search to speedup exact non-finger search for random points in a square. See Table 6 for numerical values. Table 7 for numerical values.
number of levels (Delaunay hierarchies [7] in this case). A major open question for the two-dimensional nearest neighbor problem is a practical algorithm with worst case logarithmic query time. We considered several approaches based on FDHs but without finding a provably good solution so far. One interesting idea is to go away from a random ordering of the nodes. For example, the worst case input from Section 2 becomes an easy input if the point of degree n in the Delaunay triangulation is inserted last -it then has high indegree in the FDH, and this is no problem for the query algorithm. Another interesting idea is to replace high degree nodes in the FDH by several close-by points using the concept of symbolic perturbation. A nice property of such a solution would be that additional overhead is only incurred locally in regions of the input where the points are unevenly distributed. In contrast, using Voronoi diagrams incurs a constant factor overhead everywhere (For example, every vertex of a Voronoi diagram is an object implicitly defined by three input points and many point location data structures would additionally triangulate the Voronoi diagram. 
