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Summary
Control of heat in insulating crystals has long been investigated and examined.
It was initially studied experimentally by introducing structural asymmetry and
later (recently) found possible numerically by invoking intrinsic nonlinearity. All
these have proven encouraging, given the first two representative demonstrations
of the working prototype of thermal rectifier, diode and other variants using low-
dimensional nonlinear classical lattice. Those findings pave the way for a macro-
scopic model of thermal rectifier/ diode using nonlinearity and in particular, the
work on thermal diode has hint the way for the construction of a microscopic model
for thermal transistor based on the phenomenon of negative differential thermal
resistance.
Our present study entails the following few points. Firstly, a nonequilibrium
molecular dynamics simulation study on the thermal diode and transistor model
will be presented. Using moderate system size, we showed that, within the validity
of the temperature dependent phonon spectrum (phonon band), a control over the
interface temperature in the thermal diode can change the heat flow significantly.
This can be done through adjustment of various systems parameters, for instance,
coupling strength, nonlinearity, etc, and their effect can be easily explained based
on simple scaling behavior and/ or phonon band analysis.
The same idea was carried forward to the thermal transistor model with (again)
moderate system size. It was shown that a proper manipulation of the interface
temperature is sufficient to demonstrate the two functions of the thermal device as
thermal switch and thermal modulator. Moreover, by using lattices with different
phonon spectrum as the control segment, the thermal device can display a continuous
heat current switching function within different interval of the control temperature.
At a phenomenological level, any design of novel thermal device relies on the fact
that the thermal conductivity is temperature and spatial dependence, κ(~x, T ). Our
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result for microscopic model reported so far focused on the study which changes the
boundary temperature, hence the other factor one could take advantage of is the
geometry of our system. Anticipating on this fact, we have given a brief discussion
on changing the geometry of our transistor model in our final section, in particular a
generalization of the model to higher dimension (two-dimensional) should open the
possibility to devise a better function and more realistic model for thermal transistor.
All of these results are of great interest, given the ability of routine fabrication of
various one-dimensional and quasi-one-dimensional systems in nowadays laboratory
and the very recent reported experimental demonstration of a solid-state thermal
rectifier using Carbon and Boron Nitride nanotube [38]. Although the possibility
is still a completely open issue, our simulation results demonstrated a conceivable
prediction for a working prototype of a thermal transistor model.
In conclusion, based on the phenomenon of the negative differential thermal re-
sistance, (i) we have carried out a systematic study on the first microscopic model
for thermal transistor using two representative types of nonlinear lattices (FK and
FPU-β) within the context of classical mechanics. (ii) In particular, we have pro-
vided several ways in improving the switching efficiency in the previously proposed
(one-dimensional) (1D) model for thermal transistor, namely, one can change dif-
ferent lattice in different segments, and/ or by adjusting the coupling strength at
the interface. (iii) Our study has been extended to two-dimensional (2D) lattices
and a prototype of 2D thermal transistor - a tube-like model have been proposed.
Our numerical simulations have demonstrated that such a prototype can work as a
thermal switch and a thermal modulator - two basic functions of a thermal tran-
sistor. It is worth mentioning that a simple scaling analysis of a 1D Hamiltonian
model in our study shows that the numerical temperature can in principle, lower
than the Debye temperature of most insulating crystals, which detail will be further
elaborated in our study. Thus to what extend the presented results can be carried
forward to the quantum regime is worth investigating. (iv) Finally, possible exper-
imental realization of the 2D prototype with multiwalled nanotube is discussed in
direct correspondence to the recent experimental result which shows that the ther-
mal conductance of a multiwalled carbon nanotubes (MWCNTs) can be controlled
mechanically by displacing the outer shell with respect to the inner one.
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Chapter 1
Introduction
The problem of heat conduction in insulating crystals is one of the outstanding
unsolved problems of modern physics, even after almost 200 years Joseph Fourier
arrived at his phenomenological equation which nowadays called the Fourier’s law
of heat conduction. Fourier’s law states that close to thermal equilibrium, a propor-
tionality between the heat current and the temperature gradient can be established:
J = −κ∇T , with κ being the thermal conductivity of the material [1].
Fourier’s law has been exceedingly successful in explaining the occurrence of heat
transport phenomenon in our everyday life. Unfortunately, a microscopic derivation
for the Fourier’s law has not yet been found [2] and recent years have witnessed a
renewed interests and efforts in this old, yet to a certain degree unsolved question
of heat conduction. The motivation for such a problem is twofold.
In the past two centuries there have been several different microscopic approaches
to Fourier’s law from different but complementary backgrounds. The goal of all those
efforts was to give a comprehensive picture of heat transport from microscopic view-
point. From Debye’s kinetic gas analysis [3, 4], Peierls’s semiclassical perturbative
approach [5, 6] to the Kubo’s linear response theory [7, 8, 9], each approach not only
provided a different perspective to the microscopic understanding of Fourier’s heat
law, but at the same time also brought in different level of theoretical difficulties
in their analysis. The theoretical drawbacks and shortcomings for those approach
already leaves something to be desired on the score of generality and rigour. In
addition to that, the celebrated seminal work of Fermi, Pasta and Ulam [10] in their
numerical study of energy equipartition in nonlinear lattice systems together with
the unprecedented advance of numerical computation provides an alternative path
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for theorist to look for missing pieces of analytical ingredients which are not possible
by conventional calculation [11, 12, 13]. All these prompt the physics community to
take a fresh look on the old problem of heat conduction and only from the founda-
tions of a theory its limits of applicability may be inferred so that the old concepts
like temperature and entropy for systems in nonequilibrium can be tackled properly
and a quantum description can be formulated.
Secondly, the fast growing semiconducting technology makes possible the fabri-
cation of various individual nanostructures, nanostructured materials and nanoscale
devices as well as magnetic materials. In recent years, experimental efforts in mea-
suring the length and temperature dependence of the heat conductivity of a single
carbon nanotube showed evidence of ballistic phonon transport [14, 15, 16]. Anoma-
lous thermal transport behavior have been observed also in insulating magnetic sys-
tems which displays thermal conductivity that are sometimes comparable to metals
[17, 18]. In view of the broad spectrum of potential applications of these and other
related systems, a clear understanding of the microscopic dynamics as well as the
possibility to control these nano-scale devices starts to take up central role in scien-
tific researches [19, 20, 21, 22, 23, 24, 25, 26]. Moreover, efforts in this direction may
provide promising solution to the demand of devices miniaturization [27, 28, 29].
The electron transport theory led to the invention of electrical rectifier/ diode and
transistor [30], which has revolutionized our daily life. However, until now, similar
devices to control heat flow are still lacking. While researchers in the forefront
are trying hard to accumulate fruitful and practical results, our understanding of
heat conduction is good enough to allow us to investigate such possibility at least
in low dimensional lattice chain, but understanding low dimensional system may
give us unprecedented means for learning bulk material. The physical mechanism
for heat rectification were convincingly presented and various potential models for
thermal rectifier/ diode have been proposed [31, 32, 33, 34, 35, 36]. Moreover, a new
physical phenomenon has been observed numerically, which have hint the way to
devising a prototype model for the thermal analog of transistor [37]. All of which is
encouraging, given the recent finding in the demonstration of a solid state thermal
rectifier using nanotubes [38]. As such, we have decided to give a systematic study on
the thermal transistor prototype. Our intention here is not merely to introduce the
thermal device model again, but more importantly to demonstrate the robustness
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of the model as efficient heat control device, which we hope will provide useful
implications for experimental demonstrations in the future.
Even though the true nature of microscopic system requires quantum mechanical
treatments, we content ourselves at the moment to model systems in the classical
domain as we believe that it is still desirable and useful to demonstrate the various
underlying physical mechanism in the classical regime before going to the quantum
regime.
In summary, even though the problem of heat conduction in modern physics has
on record many false start [39], it should not be surprised that continuous efforts
and investigations in this direction will bring even more unexpected potentialities
to the forefront.
1.1 Historical Background
In this section, a brief overview of the historical developments of the problem of
heat conduction in insulating solid will be given followed by a survey of the recent
results and developments concerning heat conduction in classical low dimensional
nonlinear lattices.
1.1.1 Heat Conduction in Insulating Crystals
Fourier’s Law: Almost two centuries ago in the year 1807, J. Fourier studied the
problem of heat flow through insulating materials on a phenomenological macro-
scopic level. In his work, a partial differential equation for the transport of heat is
reached and is then solved by the mathematical technique, which nowadays called
the Fourier analysis. Fourier’s law states that, close to thermal equilibrium, the
heat flow through a material is proportional to the temperature gradient, with the
proportionality constant κ being the thermal conductivity, an intrinsic property of
the material [1].
J = −κ∇T (r, T ). (1.1)
The Fourier’s heat law is a consequence of Fourier’s conjecture that energy (heat)
tends to diffuse through solids when it is close enough to thermal equilibrium. This
can be understood from the above equation that the thermal conductivity κ of a
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material is defined with respect to the steady state heat flow and a spatially well-
defined temperature profile inside the material. Despite the ubiquitous occurrence
of a Fourier type heat conduction process in our everyday experience, a microscopic
foundation for this law of heat conduction and its validity in different dimensions in
insulating solid is still unclear and more importantly, far from being trivial [2].
Kinetic Gas Theory for Phonons: One of the first attempts to give a mi-
croscopic picture for the heat conduction in insulating solids was given by P. Debye
[3, 4]. The Fourier’s heat law implies a steady state thermal diffusion transport
process. If the thermal energy is to propagate directly through the material without
suffering any deflections and collisions, the thermal flux will depend on the temper-
ature difference between the two ends of the material rather than the temperature
gradient, as in the case of heat flow through harmonic crystals. Debye reasoned that
the random nature of the heat conduction process should bring not only the notion
of temperature gradient, but also the notion of mean free path of the heat carriers
into the expression of the heat equation.
On this basis, Debye considered that the heat carriers (phonons) inside an in-
sulating solid as classical particles and described the heat transport process based
on the results of kinetic gas theory. Together with Fourier’s Law, he found in a
certain approximation the following expression for the thermal conductivity, which
is related to the mean free path of phonons as follow:
κ ∝ cv¯ ¯`. (1.2)
From the above equation, one can see that an infinite thermal conductivity would
result in case of infinite mean free path. Debye and others suggested that the
phonon mean free path ` was determined principally by two processes, namely the
scattering at impurities (primarily in amorphous materials) and the scattering by
other phonons (due to anharmonic interaction potential). It was already realized
at the time of Debye that in order to produce the intended diffusive transport
behavior and thus a finite thermal conductivity, there must exist mechanisms in the
crystals whereby the distribution of phonons may be brought locally into thermal
equilibrium. The reason being that geometrical scattering (eg, crystals boundary,
lattice imperfections, impurities and etc) will not change the energy of the scattered
phonons, though limiting their mean free path. On the other hand, the coupling
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between different phonons provided by an anharmonic potential not only limit the
mean free path but should also changes the states of the scattered phonons, which
therefore can be taken as the mechanism for establishing local thermal equilibrium
inside a crystal. Such a conjecture was not taken further by Debye owning to the
theoretical difficulty. Instead, Debye proposed that the Brownian type of motion of
the atoms in a solid might produce the intended diffusive transport and thus will
give rise to finite thermal conductivity in an otherwise perfect crystal. He showed




Peierls-Boltzmann Equation: The above mentioned nonlinearity (anhar-
monic potential) in the atom coupling, which are conjectured to be the dominant
effect underlying phonon scattering in pure crystals, was tackled in detailed by R.
Peierls [5, 6] in the 1930s. The introduced nonlinearities (cubic and quartic anhar-
monicity in the interaction potential) were successfully treated as a perturbation
within the context of Fermi’s Golden Rule and he was able to find the conditions for
those scattering processes that will give rise to thermal resistance in an insulating
crystal. Such process are named as the Umklapp process in the literature, which
refer to collision mechanism that does not conserved the phonon’s momentum.
In essence, Peierls essentially proposed a Boltzmann type of equation replacing
the classical gas particles by quantized quasi-particles - the phonons and assumed
classical transition probabilities between different phonons modes as obtained from
the Fermi’s Golden Rule. However, there exists several conceptual drawbacks and
shortcomings of the Peierls-Boltzmann theory and up to now, there are still no
clear criteria and justification for the applicability of the theory (For a discussion
on this issue, the readers are referred to [40, 41]). The theory succeeds in explaining
the basic transport properties of solids and allows to derive statements about the
conductivity of insulating crystals at low temperature [6, 42, 43, 44]. However, As
Peierls himself stated [6] that progress beyond his formulation will be difficult as
one has to work out a phonon dispersion law which can account for all possible and
realistic phonon collisions processes in solids.
Peierls’ approach continues to draw attention and has been investigated over the
years by different groups and in particular, Klemens [45], Hollands [46, 47] and Call-
away [48] developed detailed model based on the Peierls-Boltzmann approach with
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semiempirical scattering rates to fit experimental data for the thermal conductivity
of bulk silicon. Efforts to account for micro- and nanostructures materials are also
undertaken [49, 50, 51].
Linear Response Theory: Another powerful technique in tackling the problem
of heat transport is the Green-Kubo formula. Such approach, which is derived on the
basis of the linear response theory, has its origin rooted in the analysis of electrical
transport phenomena [7, 8, 9].
In the linear response theory, the currents Ji are linear function of any external
forces Xj and thus defines a symmetrical (the Onsager relation) matrix of response
coefficients Zij ( = Zji) as
Ji = ΣjZijXj. (1.3)
The choice for the current operators and the corresponding forces is itself a subtle
issue. The one where the Onsager reciprocity relation is satisfied is proposed by
de Groot [52], whereby the currents and the forces are implicitly defined by the
increases of entropy in a nonequilibrium processes, i.e.,
∂S
∂t
= ΣiJiXi > 0. (1.4)
In the case of electrical transport, the electrical field is considered as a perturbation
and the electrical currents is viewed as a response to the electrical potential which
can be included perturbatively as a part of the Hamiltonian of the system. This
finally resorts to the computations of the Green-Kubo equilibrium current-current
correlation for the transport coefficient [8]. The justification for the ad hoc transfer
to the case of heat current remains conceptually challenging since there is no way of
representing the temperature gradient as perturbation in the system Hamiltonian.
Despite all the insufficiencies, this approach has been widely accepted and applied
to heat transport phenomena in several context [53, 54].
The FPU problem: The common belief was thereby that any microscopic
theory which is able to include the effects of disorder and/ or nonlinearity should
ensure the validity of Fourier’s heat law for systems far from thermal equilibrium.
Moreover, for system with small temperature difference (close to thermal equilib-
rium), a consistency check can therefore be performed and to be compared with
the prediction from the Green-Kubo formula. The ultimate aim of any microscopic
1.1. Historical Background 7
foundation is to provide a general and reliable picture to account for the tempera-
ture and size dependence of the transport coefficient of real solids and also its limits
of applicability.
However, the problem of heat conduction has regained considerable interest and
attention in the physics community only 20 years later (in the 1950s) when Enrico
Fermi, John Pasta, and Stanley Ulam performed what has been considered nowa-
days as one of the world first computer simulation of energy relaxation mechanisms
and thus heat conduction in lattices of nonlinear oscillators, which is the famous
FPU problem [10]. The original FPU problem was designed to probe using nu-
merical computation the nonequilibrium transient dynamics of classical many body
Hamiltonian system under the effect of nonlinear interaction forces only (a more
detail discussion of the FPU problem will be given in section 2.1). The numerical
studies performed by Fermi, Pasta and Ulam have provided inspiration for an as-
tonishingly large amount of investigation. This includes the remarkable discovery
of solitary waves in nonlinear lattices by Zabusky and Kruskal [55] and flourished
works on energy (heat) transport in alike nonlinear lattice models theoretically as
well as by computer simulation (equilibrium and nonequilibrium molecular dynamic
simulations) [13].
In the following, we will summarize the present state-of-the art concerning the
problem of heat conduction in classical low dimensional nonlinear lattices as moti-
vated since the work of Fermi, Pasta and Ulam with special attention to the size
dependence of the thermal conductivity. However, the content is meant to show the
great variety of different approaches and ideas in understanding heat transport in
insulating crystals with possible link to our present study on the problem of con-
trolling heat flow in nonlinear lattices and hence, can hardly claims complete as
a survey for recent developments nor do justice to any respective theoretical ap-
proaches. We refer the interested reader to an excellent review article by Lepri et al
[11], which summarizes various theoretical and numerical techniques and the main
results of heat conduction in nonlinear lattice system within the context of classical
mechanics.
Survey of Recent Developments: Nonequilibrium molecular dynamics sim-
ulation (NEMD) is presently among the most popular numerical methods in the
studies of heat conduction in insulating crystals. Due to its close relevance to the
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content that we are going to present in this section, we intend to present briefly the
main idea underlying the NEMD approach but postpone its technical implementa-
tion in the next section.
In the NEMD study of heat conduction, one consider an extremely idealized, but
physically meaningful, model of insulating crystal consisting of a set of N atoms of
mass m, arranged on a 1D lattice with equilibrium lattice spacing a and coupled
by nonlinear forces (anharmonic potential). Depends on the subject of interests,
the set of oscillators may possibly interact with some external periodic potential,
which mimic the effect provided by an external substrate. To study the statistical
properties of the classical chain with Hamiltonian H in thermal gradient, one evolves
the Hamilton’s equations of motion numerically together with the thermal boundary
condition imposed at the two ends. In particular, the boundary equations are aug-
mented to include thermal constraints using various type of robust methods (which
will be outlined in details later in this section). Dynamical variables are allowed to
converge to steady state values and then analyzed.
The NEMD has an advantage of being fundamental and empirical enough for
investigating any physical mechanism responsible for the heat transport process.
In particular, the role of including various anharmonic potential to the transport
process. However, the approach does have its limitations of being entirely classi-
cal, which therefore cannot fully accounts for any quantum phenomena underlying
the true nature of many physical systems in low temperature and confined spa-
tial geometry. Secondly, which is probably more of a general and mathematically
concern, is the existence and uniqueness of the nonequilibrium stationary state for
any given boundary-driven classical Hamiltonian system which cannot be proved by
using any finite time numerical simulations. In this context, one wishes to prove
that a nonequilibrium stationary state exists for the class of Hamiltonian system
under concern and moreover, such a steady state is unique. To the best of our
present knowledge, this was only proved analytically for a limited class of Hamil-
tonian systems subjected to special type of boundary driven heat bath and results
from numerical simulation can sometimes lead to inconclusive results, cf. [56, 57].
For more detail description on this problem, the readers are referred heartily to [2]
and the related references therein as an in-depth analysis of this problem is certainly
beyond the scope and the purpose of our present study. Below, we summarized the
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recent results and developments in the heat conduction in 1D classical nonlinear
lattices.
Perfect 1 D harmonic lattice was first studied theoretically by Rieder and Lebowitz
[58, 59] and by Zu¨rcher and Talkner [60]. They proved analytically that the heat
flux in this system is proportional to temperature difference ∆T rather than temper-
ature gradient dT
dx
and consequently the thermal conductivity diverges with system
size in perfect agreement with Debye’s and Peierls’ result. Lattices with impurities
and disorder [61, 62], anharmonicity [63, 64], random potential [65] have also been
invoked as the source of having normal heat conduction properties. In general, it
was theoretically shown that for a momentum conserving 1 D lattice (lattice with
acoustic phonon spectral component), the thermal conductivity κ diverges with sys-
tem size L, i.e., κ ∝ Lβ and vice versa [66], but an exact value for the diverging
exponent is not known and this stimulates intensive and tremendous research ef-
forts in arriving at a universally accepted value for the exponent for different class
of nonlinear Hamiltonian lattices both theoretically and numerically.
Current investigation gives contradicting result for the diverging exponent, β. By
an analogy to the hydrodynamic transport in fluid systems, Lepri et al [67, 68, 69]
was able to show using mode coupling theory (MCT ) that any 1 D nonlinear lat-
tices with acoustic phonon spectral component (”hydrodynamical” long wavelength
mode) should show an anomalous transport coefficient with the diverging exponent
β given by 2/5. For example, the FPU-β , i.e., lattice with quadratic and quar-
tic interaction potential belongs to this categoary. Same result was obtained by
Pereverzev [42] by considering the Peierls equation specifically for the Fermi-Pasta-
Ulam β lattice even though a difference temperature dependence of the thermal
conductivity to that of Lepri’s prediction is obtained.
However, a renormalization group analysis for a 1D hydrodynamic fluid model
predict that in a generic momentum conserving system, the exponent β should take
the value of 1/3 [70]. Unfortunately, most existing numerical results by different
group up to now do not agree with the renormalization group prediction, instead,
a value of 2/5 is obtained in favour of the Mode Coupling theory approach [71, 72].
In [73], Wang and Li consider a one dimensional chain of FPU-β oscillators with
longitudinal as well as transverse motions. The particles are connected by springs
together with bending angle interaction. Using equilibrium and nonequilibrium
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molecular dynamics simulations, 1/3 power law is found at intermediate coupling
and a crossover to 2/5 is found at low temperatures and weak coupling. In addition
to that, a logarithmic divergence is obtained for a 2D system (see below for further
discussion). The above three types of thermal conducting behaviors have been
accounted qualitatively using mode coupling theory.
On the other hand, 1 D lattice with optical phonon spectral component was ob-
served to yield finite thermal conductivity in the thermodynamical limit, i.e., β =
0 (existence of bulk limit) and thus display normal heat transport process governed
by the Fourier’s law. This has been numerically verified using nonlinear lattice with
external potential where each oscillator not only interact with its nearest neigh-
bours but also subjected to an externally modulating periodic potential (external
substrate). This corresponds to those type of lattice studied by Hu et al [74, 75],
namely the Frenkel-Kontorova lattice and other variants of it.
Lepri’s mode coupling analysis further conjectured a logarithmic divergence for a
2 D FPU-β lattice in the thermodynamical limit based on the long-time tails study
of the steady state heat currents autocorrelation function [11]. This was confirmed
by numerical study on 2 D FPU-β lattice by Lippi et al, which gives κ ∝ lnLL for a
fixed ratio of LL
LT
(LL >> LT ), where the subscript L and T denotes longitudinal and
transverse direction [76]. Nonetheless, recent numerical simulation in 3 D FPU-β
lattice does not support the Lepri’s conjecture for a finite thermal conductivity in 3
D FPU-β lattice [77].
Besides, it was already noted at the beginning of this section that heat flow is
universally presumed to obey simple diffusion equation and therefore it is possible
to look upon the diffusion problem as a continuous random walk process. As a
result, any phenomenological or fundamental theory requires that the underlying
dynamics yield a truly random process. In the classical domains, this is indeed
what have been long accepted and agreed, i.e., normal diffusive transport behaviours
require chaotic microscopic dynamics (Hamiltonian system which is chaotic) whereas
ballistic transport are typical process for integrable systems which follows regular
dynamics [78, 79, 80]. However, there have been successful attempts to observe
normal heat transport even in system with linear instability, i.e., in the absence of
microscopic chaos [81, 82, 83, 84, 85] and this suggests that microscopic chaos might
not be a necessary condition for normal transport behaviors. These and other works
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have tempted several authors to promise a bottle of wine for a microscopic theory.
This includes the construction of the probability measure for coupled hyperbolic
dynamical systems and to obtain explicit expression for its quantity of relevance to
the transport in nonequilibrium statistical mechanics [2].
In view of the different and contradicting results (both theoretically and nu-
merically), the precise conditions required by a specific classical, 1 D many-body
Hamiltonian system in order for it to yield an energy (heat) transport governed by
the Fourier heat law is still unclear and the dimensionality and temperature depen-
dence of the transport coefficients of a material is equally obscure up to now. While
nonequilibrium transport in classical system does not seem understood well, it is far
better understood than the quantum counterpart [139].
In the next section, we shall discuss in detail how heat baths, which are used
to introduce the notions of temperature in nonequilibrium molecular dynamics sim-
ulations are realized and following that, we present to the readers two classes of
nonlinear lattice models that we have so far mentioned in brief, namely the Fermi-
Pasta-Ulam model (FPU) and the Frenkel-Kontorova (FK) model. The FPU and
FK lattice model are chosen for our study due to their physical richness despite of
their deceptively simple dynamical form.
1.2 Nonequilibrium Molecular Dynamic Simula-
tion
We note in passing the underlying ideas of the nonequilibrium molecular dynamics
simulation in the previous section. As noted, insulating crystals can be essentially
modelled by a one-dimensional chain of particles interacting through various types
of potential. For the purpose of investigating the steady state heat flow, the ends
of the lattice is coupled to heat baths of different temperature and hence mimic
the real situation where a temperature difference is imposed at the extreme end
of a material. The heat bath mainly introduces randomness (stochasticity) in the
dynamic of the system. The randomness which is characterized probabilistically can
in principle produce the required statistical distribution (canonical) for which the
system is brought into local thermal equilibrium with certain temperature after long
enough transient time.
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In contrast to the quantum mechanical description in which the randomness is
an inherent property to the system, characterized by the planck constant h¯, stochas-
ticity in classical mechanics is an external element to the system (if we neglect for
the moment those system of which the dynamics is chaotic). The elements of ran-
domness is introduced externally to the classical equations of motion of the system.
As a result, for a chain of lattice oscillators coupled at the two ends to heat bath of
different temperature, it is expected that the equations of motion of the boundary
oscillators have to be modified so that the randomness is included. In general, there
are two popular kinds of methods to implement the boundary heat bath, namely (I)
the stochastic heat bath and (II) the deterministic dynamical thermostat. Since we
have adopted the deterministic dynamical thermostat as our tool for modelling heat
bath, we shall only briefly introduced the stochastic description and formulation of
heat bath and leaves more room for discussion for the deterministic one.
The stochastic description of heat bath has its idea rooted in Einstein celebrated
work on Brownian motion in 1905 [86], which describes the random motion of pollen
particles suspended in liquid as discovered by the Botanish R. Brown. The theory
was further developed by P. Langevin, M. Smoluchowski, and many others [87],
which latter gave birth to the theory of stochastic processes [88, 89, 90, 91]. In such
formalism, the classical equations of motion of the particle in the liquid is augmented
by a viscous drag term (dissipation), which is proportional to the particle’s velocity,
a thermal noise term (fluctuation), which represents the effect of a continuous series
of collisions with the particles (infinite of them) of the underlying fluids and any
other potential term describing various possible physical interaction. The stochas-
tic differential formulation has found its wide application in different area and in
the context of simulating heat conduction, the thermal fluctuation is given by the
Gaussian white noise.
1.2.1 Deterministic Dynamics Approach
One of the main motive of nonequilibrium simulation studies is to achieve the canon-
ical distribution for the system with desired temperature. Traditional molecular dy-
namics (MD) simulation has been performed based on the Hamiltonian form which
gives the microcanonical distribution. Thus, one needs a canonical MD which can
yield canonical distribution for the system.
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Many methods have been proposed to control temperature in MD. In 1984, Nose´
[92] proposed an extended system method which can give the desired Gibb’s canoni-
cal ensemble and the method was later reformulated to a simpler one by Hoover [93],
and is now called the Nose´-Hoover method. In accounting for a proper description of
canonical distribution, it is required that the number of degrees of freedom is huge
compared to that of the system. In the stochastic heat bath formulation, this is
satisfied by probability distribution of the thermal Gaussian white noise which can
be statistically defined. This is in general not convenient for MD simulation and in
the Nose´-Hoover formalism, the Hamilton’s equation of motion has been modified to
achieve the Gibb’s canonical distribution with finite degree of freedom. Hence, the
underlying dynamics in the Nose´-Hoover formalism is deterministic, time-reversible
and achieves ergodicity, thus renders its numerically convenient and robust.
The Nose´-Hoover method achieves the canonical distribution for a given Hamilto-
nian system by adding an extra degree of freedom while keeping the aforementioned
time-reversibility. For simplicity, we demonstrate below a one particle system sub-
jected to the Nose´-Hoover thermostat. Consider a particle which is described by
the variable (p,q) with q and p being the position and momentum respectively. The














The above equations of motion is given by the usual Hamilton’s equations aug-
mented by the thermostat variable ζ which temperature is given by β (= 1
kBT
). The
relaxation time of the thermostat is represented by τ which optimal value is typically
of the order of unity [11].
Recently, there are studies pointing out that time evolution following the Nose´-
Hoover formalism applied to some typical Hamiltonian (1D lattice) system are not
sufficiently chaotic/ random enough and thus the system may lose the ergodicity and
the desired canonical distribution consistent with the imposed temperature [94, 95]
was unable to be achieved. The problem has been revisited and a satisfactory
explanation were given, cf. the articles by Watanabe [96] and Romero [97].
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1.3 Organization of the Thesis
The thesis is organized as follows. In chapter 2, we will discuss the problem of heat
rectification in nonlinear lattice systems within the context of classical mechanics
and this brings us to a preliminary study of heat conduction property in two selected
class of 1D nonlinear lattices, namely the Fermi-Pasta-Ulam (FPU-β) and Frenkel-
Kontorova (FK) lattice which the thermal diode model in this study is based on
[32].
We go on to recapture the main findings concerning heat rectification in nonlin-
ear lattices based on the thermal diode model introduced in [32] and in particular
those results leading to the phenomenon of negative differential thermal resistance
(NDTR), which hint the way to devise a microscopic model for thermal transis-
tor. The heat rectifying effect will be explained accordingly based on the phonon
vibration spectrum.
Following this, we shall proceed to introduce in chapter 3 the theoretical model of
the thermal transistor and the corresponding numerical methodology for carry out
the main objective in this study. The numerical results and various physical reasons
underpinning the functionality of this novel thermal device will be explained.
In the last section, we generalize the thermal transistor model to include lat-
tice vibrations in the longitudinal direction and continue to show the various heat
control features using this two dimensional prototype. Lastly, we shall give a fi-
nal overview of our results and discuss the possible experimental realizations of the
thermal transistor.
Chapter 2
One Dimensional (1D) Model for
Thermal Diode
2.1 Fermi-Pasta-Ulam Model
The Fermi, Pasta and Ulam celebrated work in the early year of 1950s [10] was the
first of numerous attempts to study the energy equipartition in systems of nonlinear
lattice. They performed the world first numerical simulation using at that time
one of the first series of digital computer MANIAC II at the Los Alamos National
Laboratory in the United States. Fermi and co-workers imagine a one-dimensional
(1D) chain of oscillators with the ends kept fixed and with forces acting on each
oscillator. In addition to the linear force, perturbation was included by introducing
nonlinear force in the Hamiltonian describing the chain. Such problem does not
admit analytical solution in closed form. The ergodicity of the system was studied
by investigating the rate of energy distribution among the different normal modes














whereXi, Pi, k, a and m is the coordinate along the chain, the conjugate momentum,
harmonic coupling strength, equilibrium lattice spacing and mass of the oscillator.
The third and fourth term on the right hand side of the equation represents the qubic
and quartic anharmonic potential energy. Without these two terms, the Hamiltonian
reduce to a chain of coupled harmonic oscillators which solution is well-known.
Depends on the degree of leading anharmonicity, the Hamiltonian is called the FPU-
α and FPU-β model for the case of λ4 = 0 and λ3 = 0 respectively.
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In their numerical experiment, Fermi et al excited the low, i.e., long-wavelength
frequency mode of the lattice chain and to their surprise, the energy fed in the low
energy mode does not flow to the higher modes, but was exchanged only among
a small number of low modes, before returning almost exactly to the initial mode.
Such a recurrent behavior shows neither a tendency towards energy equipartition
(thermalization), nor a mixing rate of the energy among various modes. Thus, their
result has provided a counterintuitive example to the Debye’s argument, that the
observed infinite relaxation time would imply an infinite thermal conductivity even
in the presence of nonlinear forces in a system of classical oscillators.
Computational and analytical studies attempting to explain the surprising results
of the FPU paradox have led to the discovery of various kind of spatially localized,
time-periodic, and long-lived excitations called the intrinsic localized modes (ILMs)
in the FPU lattice. Such localized excitations are intrinsic property induced by the
nonlinearity and discreteness of the lattices rather than by any external perturbation
or impurity.
The numerical understanding and prediction has been confirmed by a flood of
experimental observations of ILMs in physical systems ranging from electronic and
magnetic solids to laser induced photonic crystals and experimentalist are currently
hot on the trail of ILMs in Bose-Einstein condensates (BECs) and biopolymers
[98, 99, 100]. Interested readers are to be referred to [101, 102] for more complete
discussion on the FPU problem. The seemingly simple FPU paradox not only flour-
ished a series of researches in nonlinear dynamics, it has also been applied recently
to the study on whether heat flow in lattice system described by Hamiltonian of the
FPU type will obey Fourier heat law in the macroscopic limit [64, 71].
2.2 Frenkel-Kontorova Model
The Frenkel-Kontorova model is a prototypical model to describe systems where
competition between two length scale determines the ground state energy. It was
first proposed by Yakov Il’ich Frenkel and Tatyana Kontorova in 1938 to study
surface phenomena [103] and later found its applicability in diversified fields of
research especially in condensed matter physics. For instance, it has been used
to model crystal dislocations [104, 105, 106], epitaxial monolayers on the crystals
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surface [107], ionic conductors, glassy materials [108, 109, 110], charge density waves
[111], Josephson junction chains [112] and dry fiction [113, 114] to cite a few examples
of interest. The recent study of heat conduction in low dimensional system using
FK lattice is a case in point [32, 115, 116, 117, 118].
The Frenkel-Kontorova (FK) model describes a chain of oscillators connected to
their nearest neighbours by harmonic spring and subjected to an external periodic















where Xi and Pi is the particle’s coordinate along the chain and the conjugate
momentum. The parameters k, a, A and b denotes the harmonic coupling strength,
equilibrium lattice spacing, strength and period of the external periodic potential.
The incommensurability between the lattice parameter and substrate potential is
quantified by the so-called winding number, ω = a
b
. When ω is an irrational number,
the system is in the incommensurate state and when ω is a rational number, it is in
the commensurate state.
Another reason of interest for the FK model is due to its connection to dynamical
system. The equilibrium equations of motions of the FK model defines a dynamical
system through a 2D mapping which is area-preserved and it is well-known as the
standard map [104, 105] in the literature. One of the most important properties of
this dynamical model is the breaking of analyticity or the so called Aubry-transition,
which can model several physical phase transition for the incommensurability be-
tween the lattice parameter and substrate potential.
For the incommensurate state, it was shown by Aubry et al [119, 120, 121, 122]
that the ground state configuration of this system can never be chaotic. In particular,
when A < Ac, the ground state corresponds to the invariance circle of the standard
map. On the other hand, when A > Ac, the ground state is given by the Cantorus
(embedded in a region of chaotic sea), which represents the remnants of the broken
KAM-tori. The former dynamical phase represent a situation where the oscillators
can be found at all positions in the periodic potential while for the later case, the
top of the periodic potential turn out to be forbidden regions for all oscillators. This
leads to the transition from regime of vanishing friction (superlubricity) to friction
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and experimental evidence in real physical systems has been found [123]. Moreover,
Aubry et al further showed analytically that such a transition is not continuous but
happened abruptly at Ac. In the language of solid-state physics, the two dynamical
phases correspond to the transition of system with gapless to gaped phonon spectrum
(the absence of low wave number vibration modes, acoustic phonon bands).
For the commensurate case, the ground state configuration corresponds to a
situation where all oscillators occupy and oscillate around the minima of the periodic
potential and it can be analytically shown that in this case, the phonon spectrum of
the system is always optical, i.e., gaped phonon bands (see [124] and the reference
therein).
2.3 Heat Conduction in 1D Fermi-Pasta-Ulam and
Frenkel-Kontorova Model
In this section, we study the heat conduction in one-dimensional (1D) FK and FPU-
β model similar to the one studied by Hu et al [74]. We present here our methodology
for implementing the nonequilibrium molecular dynamic simulation and draw atten-
tion to those results and explanations which capture the main difference of the heat
conduction properties between these two lattice models and which are more relevant
to the physical mechanism of heat rectification and the thermal diode model that
we are going to present next.
2.3.1 The Methodology and the Model
Numerical methodology: For the sake of illustration, we consider here the case
of modelling the heat flow through a lattice of N coupled harmonic oscillators with
equal mass and harmonic spring constant. The harmonic chain is thermalized at
the boundary to two different temperatures using the Nose´-Hoover thermostat. The
equations of motions of the thermostatted oscillators are given as follows:
mx¨i = [xi−1 + xi+1 − 2xi]− [ζix˙i]
ζ˙i = x˙
2
i /Ti − 1
i = 1, N. (2.3)
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where the terms in the first square bracket is the harmonic interaction of the particle
i with its nearest neighbours, i+1 and i-1. The last term ζ denotes the Nose´-Hoover
thermostat degrees of freedom for which the prescribed boundary temperature is
defined and its equations of motion is given by the second relation. For the rest
of the oscillators (bulk), the equations of motion is simply given by the Hamilton’s
evolution equation,
mx¨i = xi−1 + xi+1 − 2xi
i = 2, ..., N − 1. (2.4)
with x denotes the displacement of the oscillators (from equilibrium position). Fixed
boundary conditions are used, i.e., x0 and xN+1 = 0. In other words, the two
boundary oscillators are linked with oscillators that is at rest.
We can further substitute the above N second order differential equations by 2N
of the first order differential equations, i.e.,
x˙i = vi,
v˙i = [xi−1 + xi+1 − 2xi]− [ζix˙i]. (2.5)
For the bulk oscillator (i = 2,..., N-1), the last term in the square bracket of the
second equation does not apply. We paraphrase the above discussion on a numerical
basis, that is to say, two arrays of dimension 2N+2 is defined with N being the
total number of oscillators. The first N elements in first array label the position xi
of each ith oscillator with their velocity x˙i given in the N+1 to 2N element. The
last two elements, namely 2N+1 and 2N+2 is used to represent the two thermostat
degrees of freedom ζ1 and ζN respectively. Similarly, the first N elements in the
second array label the velocity x˙i, followed by its time derivative, x¨i in N+1 to 2N
and finally, ζ˙i in 2N+1 and 2N+2. The above implementation provides the basis for
our nonequilibrium MD simulation. The continuous time evolution of a system of N
particle is thus replaced by finite time integration scheme based on various numerical
integrator such as Runge-Kutta, Velocity Verlet and etc [125, 126]. The basic idea
behind those integrator is basically to use the information about the position and
velocity at time t to arrive at a prediction for the position and its velocity at a
later time t+∆t. The continuous time dynamics is recovered in principle when the
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time step, ∆t → 0. However, the chosen value of ∆t is tolerated between numerical
precision and computational efficiency [125, 126].
Similarly, if the stochastic heat bath are used, the corresponding equations of
motion for the boundary particle is given by
x˙i = vi,
v˙i = [xi−1 + xi+1 − 2xi − γx˙i]− [(
√
2Tγ/∆t)ξi]. (2.6)
where γ is the damping term and ξi is the Gaussian white noise. That is to say, at
each time step ∆t, ξi is sampled from a Gaussian distributed set of random numbers.
When 1/γ À ∆ t, the normalization condition imposed on the Gaussian white noise
is automatically satisfied [117].
The Hamiltonian Model - FK and FPU-β: We turn now to the discussion
on the heat flow through 1D FK and FPU-β lattice. We begin our discussion by
first consider the Hamiltonian of FK model. For the sake of numerical computations,










(xi − xi−1 − µ)2 − V
(2pi)2
cos 2pixi. (2.7)
where the dimensionless variables is related to the physical variables through the
following relations: H˜ = H
kb2




, x = X
b





(2.7) therefore describes a harmonic chain of particles with equal unit mass moving
in an external sinusoidal potential with strength of V= A
kb2
and period b.

















natural oscillation frequency. If b is of the order of typical lattice spacing, 10−10m
(1A˚), we shall have Tr ≈ (102− 103)Tx. Also, with the above approximation, lattice
of 100 particles is about 10 nanometers long. Furthermore, if relative coordinates
(displacement with respect to equilibrium) is adopted, i.e., xi = qi+ia, the above
Hamiltonian can be written as









(qi − qi−1)2 − V
(2pi)2
cos 2pi(qi + ia), (2.9)
if a = b =1, the last term can be further reduced to cos 2piqi owning to the periodicity
of the cosine function.
In our numerical simulation, the mass of particle m, the equilibrium lattice con-
stant a and the period of external potential b are all set to unity (the winding number
ω being 1). The above chosen set of system’s parameters for the FK lattice therefore
corresponds to the simplest case in the commensurate phase with the ground state
features the situation where all oscillators occupy the minimum of the substrate
potential and oscillate around it. As initial conditions, we choose each oscillator’s
position equals to their equilibrium lattice position, i.e., xi(0) = i and the momen-
tum pi(0) were initiated randomly. Given this initial conditions we can investigate
the steady state properties of the FK model by numerically simulating the dynamics
of the N coupled particle chain. The first and the last particle are thermalized at
TL (high) and TR (low) respectively by using the Nose´-Hoover thermostats. The
equations of motion for the thermostatted particles are given by:
x¨1 = f1 − f2 − V
2pi
sin 2pix1 − ζLx˙1
x¨N = fN − fN+1 − V
2pi






N/TR − 1. (2.10)
and the equations of motion for the rest of the particle i = 2,..., N-1 is:
x¨i = fi − fi+1 − V
2pi
sin 2pixi. (2.11)
with fi = -U
′(xi − xi−1) where U’ denotes the nearest neighbour harmonic force. A
value of τ = 1.0 was employed in the computation of all the numerical results here-
after reported. Such a particular choice for the thermostats response time has been
found to represent a reasonable compromise between the approach of the system to
the canonical distribution and numerical feasibility [11]. The equations of motion
are integrated using the 7th and 8th - order embedded Runge - Kutta integrator
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Figure 2.1: (A) Temperature profile for the FK model with V = 5.00 for different
lattice length N. (B) Temperature profile for the FPU model with β = 0.50 for
different lattice length N. The end of both lattices is thermalized at TL = 0.30 and
TR = 0.20
algorithm [126]. The local heat flux is given by Ji = -x˙iU
′(xi − xi−1) [2, 11, 74]
with <> stands for the temporal average. It is worth mentioning that the heat flux
in this case, which is implicitly defined through the continuity equation, does not
include the heat flow through the on-site potential. After a long transient simulation
time (105) of about 106 time steps per oscillator, the system reaches a nonequilib-
rium stationary state, where each oscillator is in local thermal equilibrium (LTE)
at certain kinetic temperature defined by Ti = < x˙i
2 >. The nonequilibrium global
state is characterized by a temperature profile along the lattice which converges to
a well-defined shape. The measurement of all dynamical values starts well after the
local thermal equilibrium is achieved.
Similarly, we study the heat flow through the FPU model by considering the
Hamiltonian with the fourth-order anharmonic interaction potential (i.e., the FPU-
β model of Eq. 2.1). By adopting the following scaling: Xi
a




= τ , a









(xi − xi−1 − 1)2 + β
4
(xi − xi−1 − 1)4. (2.12)
with H˜(x, p) = H(X,P )
ka2
and the nonlinear parameter β = λ4a
2
k
. The above Hamil-
tonian describes a chain of equal unit mass oscillators coupled through nonlinear
force.
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The kinetic temperature is plotted against the normalized particle’s coordinate in
Fig. 2.1 (A) and (B) for the FK and FPU-β lattice respectively. The spatial temper-
ature profile for both lattice model indicates clearly that the temperature gradient
can be formed and scaled as N−1 in the central region away from the boundary. It
is interesting to note that there exist a boundary jump in the temperature profile
for the FPU-β model. Such effect has been understood as a physical phenomenon
rather than an artifact due to numerical inconsistency [72, 94]. On the contrary,
boundary jump in the temperature profile is not observed for the FK model. This
leads us to conclude that the presence of the on-site potential is responsible for the
diminishes of the thermal boundary resistance, although the precise mechanism re-
sponsible for such behaviour remains hitherto unclear and a better understanding
is definitely desirable.
We plot in Fig. 2.2 (A) and (B) the N dependence of JN for both models. It can
be easily seen that for FK model, JN is a constant, implying that 1/J diverges with
N. As the temperature profile scales also as N−1, Fourier heat law is justified and for
the present temperature ranges of interest (low temperature), it can be concluded
that the FK model possess a bulk-limit for the thermal conductivity, κ. On the
contrary, for FPU-β model, JN diverges with system size N and hence Fourier heat
law is not justified for this model.
Next, we study how the heat flux in this two models depends on the temperature
in the system. We plot in Fig. 2.2 (B) the temperature dependence of heat flux for
FK and FPU-β model. The number of oscillator is kept at N = 100 and T is taken
as the average of TL and TR with the difference being kept fixed at ∆T = TL−TR =
0.1. Therefore J has the same behaviour as the thermal conductivity κ. Again, we
can observed from the figure that the two models gives distinct thermal feature. For
FK model, the heat flux increases with increasing temperature. However, for FPU
model, the heat flux decreases. Below, we present a qualitative picture to account
for the distinct thermal properties exhibited by this two models.
Since it is well-known that for a coupled chain of harmonic oscillators, there
is no interaction among the eigenmode of lattice vibrations, the phonons. The
anharmonicity is responsible for the interaction between phonons and gives rise to
thermal resistance. As a result, in the FPU model, increasing the temperature is
equivalent to increasing the anharmonicty (cf. [3, 72]). The interaction among
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phonons will limit their mean free path which eventually reduce the amount of total
heat flux. For the FK model in the commensurate case, we know from our previous
discussion that in this dynamical phase, the model is characterized by the gaped
phonons excitations. As the temperature increases, it is reasonable to expect that
the oscillator initially confined to vibrate in the local minima of the on-site potential
has now enough energy to overcome the potential barrier and the interaction can be
account effectively as harmonic interaction (which was later studied in [32, 117]).
As a consequence, low frequency vibrations should appear. Thus, by increasing
the temperature, the transport of heat current in the FK model should in principle
contributed by both the high frequency (nonlinear) as well as the low frequency
(effectively linear) excitation. As more and more low frequency mode is excited, the
heat flux increased since the linear excitation produce no thermal resistance in the
system. As we further increases the temperature, we expect that the FK model will
in principle reduce to a harmonic model and the heat flux, as stated previously is
proportional to 4T .
In summary, by performing a nonequilibrium MD study on the heat conduction
in FK and FPU model, we can thus identify two important factors, namely the
nonlinearity and the phonon band in determining their respective thermal transport
properties. The above results suggest that nonlinearity is crucial in establishing the
local thermal equilibrium (LTE). However, it seems that the establishment of LTE
does not guarantee a normal (diffusive) heat transport. Secondly, for lattice whose
vibration is contributed by the high frequency mode (short wavelength), the heat
transport is diffusive in nature, thus obeys the Fourier’s heat law whereas a ballistic
nature is observed for low frequency vibrations (long wavelength) dominated lattice
model. Thus it is interesting to see whether for large lattice length, the FPU model
will obey Fourier’s heat law, i.e., JN will be a constant irrespective of N for large
enough N.
Last but not least, we have to point out that same conclusion for the anomalous
transport behaviour for the FPU-β model at high temperature was reached [64]. For
a detail study of heat conduction in variants of the FK model (with different form
of the external potential) and the FPU-β model, the readers are kindly referred to
the article by Hu [74] and other cited references for FPU-β model introduced in the
earlier section respectively.
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Figure 2.2: (A) JN versus the number of particles N with TL = 0.30 and TR =
0.20. Solid square represents the results for FK model with V = 5.00 while solid
circle represents the result for FPU-β model with β = 0.90. (B) The temperature
dependence of heat flux J for the FK and FPU β model with the same system
parameters as in (A).
2.3.2 Controlling Heat Flow through Nonlinearity: Ther-
mal Diode
In this section, we shall discuss the thermal diode model proposed by Li et al [32]
and continue to introduce subsequently how the envisaged prototype of thermal
transistor was developed. Before this, let’s review the recent state-of-the art.
Overview: The study of electrons transport has enjoyed a major and fruitful
scientific breakthrough and undeniably revolutionized our daily life following the
invention of electrical diode and transistor. But over nearly two hundred years, a
similar device to control heat flow is still lacking. The major distinction between
electrons and phonons transport being that electrons obey the Fermi-Dirac statistic
and only valence electrons will take part in the transport process. For this force-
driven transport process, electron band theory predicts a unidirectional transport
of electrons in various heterogeneous semiconductor junction. In contrast, the Bose-
Einstein statistic imposed no limitations on the number of phonons participating
in the transport process. Having its origin as collective vibration of crystal lattice,
phonons are not expected to response asymmetrically to any gradient-driven field
unless the thermal conductivity of a material depends upon the direction of heat
flow. This was indeed the idea behind numerous experimental attempts to invent
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thermal rectifier in the past (see [127] and the references therein), i.e., a solid that
carries heat preferentially in one direction while it behaves almost as an insulator
in the opposite direction.
However, it was only until recently that the possibility to built a thermal rectifier
was convincingly presented by numerical investigation of the energy (heat) trans-
port in different microscopic lattice models. The mechanism for the rectification of
heat current is rooted in the nonlinearity of the microscopic dynamics. The first
model introduced in this context is the one given in [31] by Terraneo et al. Terraneo
and co-workers addressed the problem of heat conduction in 1D classical nonlinear
lattice chain. Their model consisted of three segments of anharmonic lattices with
the Morse on-site potential of different parameters. A transition from heat con-
ducting to insulating behaviours were observed by acting on the system parameters
which control the strength of nonlinear interaction and also by changing the exter-
nal applied temperature. Their model showed a maximum rectifying efficiency of
about 2 and the rectifying effect was attributed to the temperature dependence of
the phonon band. The heat rectifying effect was successfully analyzed through a
self-consistent phonon band theory where an effective phonon band can be defined
whose size and position depends on the microscopic properties of the interaction as
well as the temperature.
Later, Li et al [32], using also 1D classical nonlinear chain, proposed a two seg-
ments thermal diode model which can rectify heat current with a rectifying efficiency
of about 100 times. The two segments model was further improved with the efficiency
being as large as 2,000 [33] and hence sufficiently large to encourage experimental
attempts. As a result, the proposed two segment model can be effectively taken as
a model for thermal diode. Although the general idea is the same, the underlying
microscopic mechanism is different from the one in [31]. The advantage of the model
by Li et al over the one by Terraneo et al lies in the following 2 factors: First, the
model is simpler, only consists of two segments, which therefore constitutes only
one geometrical interface. Second, a new phenomenon have been uncovered, the
negative differential thermal resistance, which together with the heat rectifying ef-
fect, can be understood by invoking a phonon spectrum analysis which can account
for the temperature dependence. Moreover, the asymmetric heat flow were later
found to be correlated to the interface thermal resistance [33], which is a general
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Figure 2.3: Configuration of the thermal diode model built by coupling two FK
lattices with different system parameters.
phenomena happened when heat flows across the interface of two inhomogeneous
lattices interface.
In addition to that, Segal and Nitzan studied heat flow within the simplest non-
linear heat conductor - a two - level system (TLS), which is a generalization of the
spin-boson model that has been widely applied to many physical phenomena [128].
Their model shows asymmetric heat flow [34] if structural asymmetry is considered
in addition to the inherent anharmonicity of the system. In another recent attempt,
Saito [129] studied heat flow in a model of two coupled non-interacting magnetic
system of mesoscopic length scale and found out that asymmetric heat transport
behavior can occur in the presence of thermalization of phonons at the coupled
interfaces. Promising experimental setup was further proposed for potential obser-
vation of the result. Recently it has been shown also that heat rectification can also
be observed in billiard systems of interacting particles [130].
Below we give a brief review on the main findings of the thermal diode model
proposed by Li et al. We perform an independent simulation of the thermal diode
model using the Nose´-Hoover heat bath for a consistency check and also for addi-
tionally demonstrating the ideas towards devising the thermal transistor model later
in this work.
Thermal diode: The model consists of two segments of nonlinear lattices cou-
pled at the interface by a harmonic spring with constant strength kint (see Fig. 2.3










(xi − xi−1 − a)2 − V
(2pi)2
cos 2pixi. (2.13)
2.3. Heat Conduction in 1D Fermi-Pasta-Ulam and Frenkel-Kontorova Model 28
Figure 2.4: Heat current J versus the dimensionless temperature difference ∆ for
different values of To. The total number of particles is kept at N = 100 with kint
= 0.05 and λ = 0.2. The lines are drawn to guide the eye. Figure adapted with
permission from Phys. Rev. Lett. 93, 184301 (2004).
For simplicity, the mass of the oscillators and the lattice constant are set to unity, i.e.,
m = a = 1. Thus the adjustable parameters in simulation are kL, kint, kR, VL, VR,
TL, and TR where the symbol L and R denotes the left and right segment. TL and TR
refer to the temperature of the left and right heat bath which were implemented using
stochastic heat bath of the Langevin type. For the sake of numerical convenience,
the adjustable parameters can be further reduced by introducing the dimensionless
variable λ which connects the left and right system parameters as follows: VR =
λVL, kR = λkL, TL = To(1 + ∆) and TR = To(1 − ∆). If we fix VL = 5 and
kL = 1, there remains only four adjustable system parameters (λ, ∆, kint, and To).
The convention is taken in such a way that when ∆ > 0, the left heat bath is at
higher temperature and vice versa. Here, To and ∆ is denoted as temperature and
temperature difference respectively.
In Fig. 2.4, the heat current J versus ∆ for different temperatures To is depicted.
The result showed that J increases for positive ∆ (∆ > 0), while it is almost zero for
negative ∆ (∆ < 0). Thus, the system behaves as thermal conductor or insulator
depends on the applied temperature difference, ∆.
Simulation using the deterministic Nose´-Hoover thermostats is performed with
similar set of system parameters as the one in Fig. 2.4. The heat current J versus
the temperature difference ∆ for different values of To and the spatial temperature
profile for different kint is plotted in Fig. 2.5 (A) and (B) respectively. The results
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Figure 2.5: (A) Heat current J versus the dimensionless temperature difference ∆
for different values of To. The total number of particles is kept at N = 100 with kint
= 0.05 and λ = 0.2. The lines are drawn to guide the eye. (B) The temperature
profile for different interface spring constant kint with the same parameters as in
(A).
show that the heat rectification phenomenon is robust and therefore rules out the
possibility of being an artifact from different numerical implementations and heat
bath realizations.
The physical mechanism for the heat rectifying effect can be understood through
the lattice vibration spectrum of the interface particles. We will give here the
analytical derivation for the vibration spectrum of FK model which underlies the
rectification effect as shown in [32].
Physical mechanism for the heat rectification: The microscopic heat en-
ergy generated as a result of the coupling to the heat bath is sustained by the
mechanical vibration of the oscillators of the chain. Hence, the phonon spectrum of
the oscillator can be inferred from its equations of motion. Consider the Hamilto-
nian of the FK model (2.13), the equations of motion for the ith particle as obtained
from the Hamilton’s evolution equation is given by
mx¨i = k(xi+1 + xi−1 − 2xi)− V
2pi
sin 2pixi. (2.14)
with the first term inside the bracket represents the nearest neighbours harmonic
interaction and the last term is the effect due to the on-site potential. The above
ordinary differential equation does not admit solution in closed form and thus an
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analytical formula which relates the temperature to the vibration frequency can not
be obtained. Nonetheless, the equations of motion can be effectively analyzed in
the linear regime, which admit plane wave solution of the form: Ae(iksx−ωt) where
A, k and ω is the amplitude, wavevector and the eigenfrequency of the vibrating
wave. The symbol s indexed the particles. Substitution of the plane wave solution
to (2.14) gives the following equation:
−ω2xi = k(2xi cos kxi − 2xi − V
2pik
sin 2pixi). (2.15)
If we consider the situation where all oscillators vibrate around the minima of the
on-site potential, then we can further linearized the equations which will give
−ω2xi = k(2xi cos kxi − 2xi − V
k
xi). (2.16)
The above equation admits two regime of phonon vibration spectrum:
√
V < ω <√
V + 4k and 0 < ω < 2
√
k which is a result of the minimum and maximum of the
sinusoidal term respectively.
In such a case, we can notice that the former regime of vibration spectrum
describes the oscillation of particles around the bottom of the on-site potential, a
situation which one will expect to happen for vibration in low temperature, i.e.,
with small energy. However, at high temperature, the particles may acquire enough
energy to overcome the on-site potential barrier and thus the effect of the potential is
negligible. This in certain approximation reduces the FK lattice to a chain of coupled
harmonic oscillators. A typical characteristic of such vibrations is the existence of
zero frequency mode. Therefore, a linear analysis gives us two extreme regime of
phonon vibration spectrum which describes the situation of the vibrating particles
in the low and high temperature limit. In Fig. 2.6, we present the phonon spectrum
for the left and right interface oscillator as given in [32].
Low temperature limit. As mentioned a moment ago that at low temperature,
the particles are confined in the valley of the on-site potential with the frequency
of the phonon band given by:
√
V < ω <
√
V + 4k. For the case where the left
particle is thermalized at TL = 0.01 and the right particle at TR = 0.002, the phonon




and 0.16 < ω
2pi
< 0.21 for left and right particle respectively.
2.3. Heat Conduction in 1D Fermi-Pasta-Ulam and Frenkel-Kontorova Model 31
Figure 2.6: Spectra of the two parti-
cles at the interface for different tem-
peratures at kint = 0. (a) Particle
at the left side of the interface. (b)
Particle at the right side of the in-
terface. Here, λ = 0.2 and N = 100.
Figures adapted with permission from
Phys. Rev. Lett. 93, 184301 (2004).
High temperature limit. In the high temperature limit the effect of the on-site
potential is reduced and each segments of the lattice system can be roughly taken
as harmonic chains connected by the interface spring constant kint. The phonon




k, which gives 0 < ω
2pi
< 0.32 for the left particles and
0 < ω
2pi
< 0.14 for the right particle.
The above analysis for the lattice vibration spectrum is in good agreement with
the numerical power spectra as shown in Fig. 2.6. We note here in passing that
the numerical power spectra is obtained by performing a Fourier transform of the
particle’s velocity after the system achieved the nonequilibrium stationary state
which detail will be presented in the later section. Hence, we can now understood
that when there is a common vibration frequency between the two lattices (which
can be seen in Fig. 2.6 as an overlapping of the power spectrum of the interface
particle), heat can easily flow through the lattice chain, otherwise the transmission
of heat is suppressed.
Of particular interest is the regime of negative conductivity for certain ranges
of temperature, which happens in the interval of −0.5 < ∆ < −0.2 for To = 0.09
and −0.7 < ∆ < −0.3 for To = 0.11 in Fig. 2.4 and 2.5 respectively. In those
temperature interval, it is seen that by increasing the temperature difference be-
tween the two heat baths, the heat current decreases. The phenomena can again
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Figure 2.7: (A) Log-log plot of the dependence of the heat flux J± on the interface
harmonic spring constant kint for system size of N = 100, λ = 0.2, T+ = 0.105 and
T− = 0.035. Other parameters remain the same as in Fig. 2.5. (B) Result of (A)
plotted in natural scale.
be understood using the power spectra analysis. It can be seen from Fig. 2.6 that
when the left segment is coupled to LOW temperature heat bath, low frequency
vibration will gradually appeared when the temperature TL increases and thus led
to an overlapping of the power spectra. This implies the situation where the os-
cillator acquired more kinetic energy and is able to overcome the confining effect
of the on-site potential barrier. In other words, the harmonic interaction potential
kx2/2 dominates over the on-site potential. This happens roughly when the tem-
perature reach a critical value Tcrit =
V
(2pi)2
(kB = 1). It is precisely this regime of
negative conductivity that allow a thermal equivalent of the electrical transistor to
be devised.
It is worth emphasizing that the effective phonon band analysis employed to
explain the rectifying effect implicitly implies that a weak interface coupling strength
(kint < (kL and kR)) has to be used in coupling the two segment of lattices. This is
non trivial as when the two segments is well coupled, for example with large kint, an
analysis based on the individual vibration spectrum is certainly not valid. Moreover,
for long lattice length, the mean free path of the nonlinear lattice vibrations is
necessary to account for the full picture. The effect of kint on the rectifying efficiency
was recently studied by Hu et al. In [131], Hu et al observed a reversal of the thermal
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Figure 2.8: (A) Thermal diode model exemplified by the Frenkel-Kontorova and the
Fermi-Pasta-Ulam β lattice with each segment consists of 50 particles. (A) Heat
current vs temperature TL at fixed TR for different β with kint = 0.05. (B) The
corresponding temperature profile for (A) at TL = 0.12. Inset in (B) shows the
enlarged view of the spatial temperature profile of the FPU-β segment.
rectifying effect for large kint and such reversal persists even for large system size
of lattice and for anharmonic interface coupling. Such effect is also observed in our
study and is reported in Fig. 2.7. Our results show that the rectifying efficiency
| J+/J− | for the thermal diode model will indeed reduce when large kint is used. In
addition to that, for the system size that we have used, there exist two values for
kint (about 0.6 and 1.3) where no asymmetric flow of heat is observed. To the best
of our knowledge, there is currently no analysis which is able to account for such
peculiarity.
2.4 Negative Differential Thermal Resistance
The laws of thermodynamics have prohibited the possibility for any physical sys-
tem at thermal equilibrium to response against the applied force or external load.
That is to say, the response of the system must be in the same direction to the
applied force in the process of attaining new equilibrium. Hence, if any intrigu-
ing transport phenomenon is to be expected, one has to go to far from equilib-
rium (nonequilibrium) situation where the stringent condition imposed by vari-
ous law of thermodynamics no longer possess any validity. The situation where
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Figure 2.9: The power spectra of the particles at the left (FK) and right (FPU-β)
side of the lattice interface for different temperature TL with fixed TR. The system
parameters are the same as in Fig. 2.8 (A) with β = 1.00 (red-dotted curve).
the system response is in the opposite direction to the applied forcing would there-
fore imply the phenomenon of absolute negative mobility (ANM) or likewise, abso-
lute negative conductivity. In such situation, the response of flux is in the opposite
direction to the external applied forces.
Known examples of such absolute negative mobility have already been exper-
imentally observed within a quantum mechanical setting in p-modulation-doped
multiple quantum-well structures [132] and have been studied as well theoretically
for ac-dc-driven tunnelling transport [133], in the dynamics of cooperative Brownian
motors [134] and for Brownian transport containing a complex topology [135, 136].
In addition to that, there are also regimes of so termed negative differential
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mobility. It describes a situation where in a nonequilibrium condition, the current
decreases with increasing external forcing. Such a startling phenomenon has also
been experimentally observed in semiconductor seperlattices which was discovered
by Esaki and Tsu [137]. Theoretical example showing negative differential resistance
was also discovered within the context of Brownian particle transport [138]. How-
ever, all the above mentioned examples are due to the motion of electron charges
mostly discovered in quantum mechanically settings. There is also recent exam-
ple [26] showing the negative differential conductance in low dimensional system of
nanotube molecular wires. Such an observation was shown to be resulted from the
electron - phonon interaction, which reduces the electrical currents in the system
even in the case of increasing external temperature difference.
However, there are so far no known examples showing the equivalence of the
above mentioned phenomena, either for negative absolute mobility or negative dif-
ferential mobility in the case of pure phononic heat conduction process. In the
previous section, nonequilibrium molecular dynamics studies of heat flow through
system of two asymmetrical nonlinear lattices reveals a regime where the heat cur-
rent decreases with increasing temperature difference [32] (and also recaptured in
our own result again in Fig. 2.5). Hence, for the first time, the phenomenon of nega-
tive differential conductivity or likewise, negative differential resistance for phononic
heat flow is observed using physical model system.
To further appreciate the phenomenon of the negative differential thermal re-
sistance (NDTR), we consider the same configuration of thermal diode with an
asymmetrical setting for the boundary temperature difference implemented using
the deterministic Nose´-Hoover heat bath. We denote the low temperature heat bath
as TL (left) and the high temperature heat bath as TR (right). In this setting, TR
is fixed to 0.20 while TL is free for adjustment. In Fig. 2.8, we study the effect of
changing TL on the heat flow through the model exemplified in this case by FK and
FPU - β lattice.
It can be clearly seen in Fig. 2.8 that there exists a regime where a smaller
temperature difference (for TL < 0.10) can induce a larger heat current in the system.
From our previous analysis, such effect is attributed to an increasing overlapping of
the power spectrum of both segment as a result of the excitation of low frequency
vibration of the FK lattice. Therefore, by increasing TL, we are in the presence of
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two competing effects, increasing overlapping of the power spectrum and decreasing
thermal gradient. As a result, the negative differential heat current can be regarded
as to be dependent on which of these two effects prevails. In particular, when the
temperature gradient inside the system is too small, i.e., when TL ≈ TR, the existence
of common lattice vibration frequency in both segments is not significant enough to
determine the overall transport of heat energy from either ends.
Furthermore, we study, with the same configuration and temperature setting,
the effect of changing the anharmonicity β to the heat current. We found out that
small β supports larger heat current and reduces the interface temperature jump for
the same thermal gradient. Below, we attempt to give a qualitative understanding
for such parametric dependence from the viewpoint of phonon band analysis and
also from the Hamiltonian scaling of the corresponding lattice Hamiltonian.
Effective Phonon Band Analysis: Preliminary study [75] in the heat con-
duction in FPU - β has shown that a threshold temperature Tth (≈ 0.1) exist, below
which the FPU-β model can be regarded as a harmonic model with a temperature
independent phonon band given by 0 < ω < 2
√
k [3], where k is the harmonic spring
constant. Above the threshold temperature, the anharmonic term dominates and
the upper limit of the phonon band of a single FPU-β oscillator subjected to heat
bath of temperature TH can be roughly estimated as: 0 < ωFPU < Co(THkFPUβ)
1
4 ,




4/Γ(1/4) ≈ 2.23 [33], where Γ is the Gamma function.
Unfortunately, a similar effective phonon band analysis which shows an approx-
imate relation between the vibration frequency for a single FK oscillator to the
temperature and the on-site potential V has not yet been resolved. The reason
for this is clear, as one generally expects that the computations are quite involved
and results cannot be obtained easily in closed form, except for its asymptotic be-
haviours, which is the linear phonon band analysis in low and high temperature
limit presented in the earlier section in this work. Nevertheless, we will show below
that the temperature dependence of the phonon band for a general class of nonlin-
ear lattice system can be well captured through a spectral analysis on the particle’s
velocity.
Power Spectrum Analysis for the Lattice Vibrational Frequency: When
a finite length of lattice chain, thermalized at two ends to two different temperatures
reaches the nonequilibrium stationary state, the local equilibrium temperature, T
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is given by < v2i > with <> denotes the time average. The relation between the
local temperature, T and the vibration frequency, ω can be obtained through the
evaluation of the power spectrum/ spectral density defined as follows:












with y(t) being any stochastic function and ω the frequency of vibration. The factor
1
T
was included for the convergent of the integral. From the above equation we can
see that the integral is nothing but the Fourier transform of the function y(t). The
integration of the power spectrum over all possible frequency gives:∫ ∞
0













The last equality is obtained using the Parseval’s theorem. Thus, if we take y(t) to
be the velocity of the particle, v(t) and replace the lower limit of the integration to
the transient time for achieving the nonequilibrium steady state, we obtain:∫ ∞
0






|v(t)|2dt =< v(t)2 >= T. (2.19)
The above derivation shows that the power spectrum integrated over all possible
frequency is equivalent to the local equilibrium temperature. Thus, it is clear that
the integrand represents the energy per unit frequency of the particle. As a result,
the maximum vibration frequency and thus the local equilibrium temperature for a
particle interacting in a weakly anharmonic potential (FPU - β oscillator with small
β) reduce with reducing β. This agrees with the result shown in the inset of Fig. 2.8
(B) in which the temperature of particle i decreases for decreasing anharmoncity β.
Following this, we give here an explicit investigation of the vibrational frequency
of both segment of lattice to account for the negative differential heat current. To
obtain the power spectrum for the interface oscillators,we perform numerically (radix
- 2 Fast Fourier Transform algorithm [126]) a Fourier Transform analysis of the
interface particles’ velocity. In doing so, the two segment of lattice is decoupled
from each other by setting kint < 0.05. We plot in Fig. 2.9 the normalized power
spectrum (for the positive frequency) for both interface particles versus the angular
frequency, ω/2pi.
2.4. Negative Differential Thermal Resistance 38
































Figure 2.10: (A) Thermal diode model exemplified by the Frenkel-Kontorova and
the Fermi-Pasta-Ulam β lattice with each segment consists of 50 particles. (A) Heat
current versus temperature TL at fixed TR for kint = 0.05, 0.10 and β = 0.05. (B)
The corresponding temperature of (A) at TL = 0.12.
Two phenomena can be observed, firstly there is a finite gap in the corresponding
spectrum for the FK particle, which characterize the absent of low frequency vibra-
tions. On the other hand, no gap in the spectrum is observed for the FPU-β particle.
These observed results are consistent with our previous discussion. Secondly, as can
be seen from the figure, there is hardly any overlapping between the two spectrum
when TL is low. This results in a poor matching of the phonon band at the coupled
interface and thus minimal flow of heat current in the system. When TL increases,
low frequency spectrum of FK appears, which gives consequently a better matching
of the phonon band and thus eventually to an increment of the heat current in the
system.
However, for higher TL, heat current decreases even though the overlapping of
spectrum increases. This can be further appreciated from figure 2.9 when TL = 0.16.
At this point, it is reasonable to deduce that the matching/ mismatching of the
phonon band should no longer be the dominating effect for heat flow in this tem-
perature ranges (small temperature difference). In this scenario, heat flow through
the system may be determined by other factors such as the mean free path of the
phonon, finite size effects and etc. We have provided a way to capture the temper-
ature dependence of the lattice phonon band through the numerical evaluation of
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Figure 2.11: (A) Thermal diode model exemplified by the Frenkel-Kontorova and
the Harmonic lattice with each segment consists of 50 particles. (A) Heat current
versus temperature TL at fixed TR for different interface coupling strength, kint. (B)
The corresponding temperature profile of (A) at TL = 0.12.
the particles spectral density/ power spectrum. Such analysis relies on the fact that
the coupled lattice is taken as independent to each other. Below, we analyze the
effect of the interface coupling on the vibration spectrum of the interface particle
qualitatively in terms of the Hamiltonian scaling for both model.
Scaling property of Hamiltonian system:. In the previous section, we have
shown that FPU model with quartic anharmonicity (FPU-β) can be scaled into a
dimensionless one leaving only the anharmonicity β as the only free parameter which
is defined as β = λ4a
2/k. Moreover, as shown by Aoki et al [72], a further rescale of






, leads to a
unique and dimensionless Hamiltonian. The temperature in the two formulation are
therefore related by TQ,P = β Tq,p. Consequently, the most general physics of the
system can be obtained by changing the temperature in HQ,P or by changing β in
Hq,p for a fixed temperature T. It is therefore immediately clear in this context that
lattice with weak anharmonicity β gives lower temperature. This is again consistent
with the temperature profile for the FPU - β model with different anharmonicity β
as plotted in Fig. 2.8 (B).
Since the heat rectifying or the NDTR effect involves the coupling between two
nonlinear lattices, it is reasonable to expect that the strength of the interface cou-
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pling kint will affect the heat flow through the system. From the Hamiltonian scaling
for the FPU-β model, the harmonic spring constant, k is inversely proportional to
the anharmonicity, β or likewise, the temperature. On the other hand, for the FK
model, the harmonic spring constant k is inversely proportional to the on-site po-
tential, V. If the spring constant k is increased, the particle will acquire more elastic
vibration energy to overcome the potential barrier imposed by V and this in effect
is the same as reducing the strength of V thus exciting the low frequency, acoustic
phonon band. As a result, the temperature of the particle also increases. Conse-
quently, a larger interface harmonic coupling strength kint can reduce and enhance
the temperature of the interface FPU-β and FK particle respectively.
Hence, in the steady state, a well coupled two-segment lattice model can reduce
the boundary temperature mismatch compare to the weakly coupled one. This
can be further appreciated in Fig. 2.10 (A) and (B) which shows that a large kint
increases the heat flow in the lattice. Physically, increasing the strength of the
interface coupling changes the interface thermal resistance and in this case reduces
the FK - FPU-β to a harmonic - FPU-β configuration.
We show also such interface effect by considering a lattice configuration consists
of FK and Harmonic lattice in Fig. 2.11. As can be seen, the mismatch of tem-
perature at the interface is greatly reduced and results in larger heat flow through
the system when a large interface coupling is used. In the next section, we will see
that such a simple parametric dependence of heat flow is crucial in demonstrating
various control features of the thermal transistor prototype.
Chapter 3
One Dimensional (1D) Model for
Thermal Transistor
3.1 Background and Motivation
The transistor is a three-terminal semiconductor device in which the change in
voltage or electrical current in two of the terminals is controlled by a small amount
of voltage or electrical current changes in the third terminal. This property allows
the transistor to act as amplifier or switch for currents in electric circuits. Its
importance as a fundamental building block of circuitry that governs the operation
of various electronic and computing devices hardly need any further elaboration and
justification.
In this work, we choose to focus on the main feature of the transistor and bypass
the diverse state-of-the-art design of it. As such, a typical circuitry for the MOSFET
(Metal-Oxide-Semiconducting-Field-Effect transistor) is schematically shown below
in Fig. 3.1 (L). The segment of circuit which is connected to the high and low voltage
is named as DRAIN (D) and SOURCE (S) respectively and GATE (G) being the
control segment. The current in each segment is thus denoted as IS, ID, and IG. The
flow of electrical current from D to S is controlled by changing VG. In particular,
there are regime of VG where IS is close to ID and IG is very small, which underlies
the main function of the conventional transistor.
As already mentioned, the major distinction between the electric and heat trans-
port is attributed to the fact that electrons obey the Fermi-Dirac statistic where
only the valence electrons take part in the electrical transport. Thus, the electri-
cal conductivity of a material can be changed once the density of electrons in the
41
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Figure 3.1: (Left) A typical circuit diagram for the MOSFET electrical transistor.
(Right) A similar prototypical construction for the thermal transistor model as a
result of joining three one-dimensional crystal lattices.
contributing energy bands change. On the contrary, phonons obey Bose-Einstein
statistics and all phonons will take part in the thermal transport. Thus, for pure
phononic transport, the flow of heat through insulating crystals is not expected to
show any asymmetrical transport behavior unless the thermal conductivity of a ma-
terial depends on the direction of heat flow, or more precisely, the orientation of
applied temperature gradient. Moreover, it is clear that a thermal transistor model
based on the design presented by the electrical counterpart (see Fig. 3.1 (R)) will
be problematic. This can be easily understood from Fig. 3.2 where the dependence
of heat current in each segment of lattice on the control temperature is conceivably
plotted.
We assume at the moment that the interface temperature To in the lattice model
for thermal transistor given in Fig. 3.1 (R) can be well-controlled by TG, namely IG
is small compare to IS and ID. As a result, when TG increases, positive and negative
temperature gradient is formed across segment S and D respectively. This changes
the heat current in each segment accordingly and there will be at most only one
particular temperature where IS equals to ID, as depicted in Fig. 3.2 (L). Thus,
it will not be possible for the three-terminal thermal device to efficiently display
the same feature as the electrical counterpart. We further illustrate this point by
introducing the differential thermal resistance for each segment of lattice in the
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Figure 3.2: Heat current - temperature relation in each segment of lattice for the
thermal transistor model given in Fig. 3.1 (Right). Conceivable prediction of the
heat current for system without (Left) and with (Right) the negative differential
thermal resistance.
configuration.
The differential thermal resistance for segment S and D is defined as RS =
( ∂JS
∂TG
)−1TS=const and RD = −(∂JD∂TG )
−1
TD=const
, respectively. In typical situation, the heat
current in each segment increases with the increases of thermal gradient and there-
fore both RS and RD are positive, the amplification factor α ≡ |∂JD∂JG |, given by
| RS
RS+RD
|, will alway be less than unity (< 1). Namely, in order to induce a change
∆JD, the control heat bath has to provide a larger ∆JG. However, if the thermal
resistance of any of the two segment is negative, we will have in principle an ampli-
fication factor that is greater than unity. The existence of the negative differential
thermal resistance allows JS and JD to be increased concurrently (see Fig. 3.2 (R))
and under the most favourable situation, there might exist an interval of TG where
JS = JD.
Based on the aforementioned finding of the negative differential thermal resis-
tance, Li and his collaborators extended the thermal diode model and studied a
model system in which three lattices are coupled to each other at their interface
via harmonic spring and the end of each is put in contact to heat bath at different
temperature. They showed using numerical simulations that the heat flux in S and
D can be well controlled by TG and under suitably chosen system parameters, the
condition that JS = JD, and JG = 0 can be realized to a satisfactory extent. This
provides the basis for the implementation of a working prototype for solid state
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thermal transistor, the function of which can be further classified into thermal (a)
switch and (b) modulator depends on the extent to which the heat current is con-
trolled. As a result, using 1D nonlinear lattices, they successfully reported on a first
microscopic model for thermal transistor.
In this section, we shall first give a systematic investigation of the thermal tran-
sistor model introduced for the first time by Li and his collaborators in [37]. In doing
so, the robustness of this new thermal device can be studied accordingly. Next, built
upon the original ideas and prototype, we shall present our results, which not only
capture the some of the main features of the thermal device as a transistor, but also
display improved performance and functions. The various features of the thermal
transistor model presented in this work were revealed through the use of two non-
linear lattice models, namely the Frenkel-Kontorova (FK) model and the quartic
Fermi-Pasta-Ulam (FPU-β) model, which among other physical properties, shows
distinct vibration spectra, i.e., phonon bands. In the next section, we shall extend
our study to a design of two-dimensional thermal transistor by coupling different
anharmonic lattices such as the FK and FPU-β lattices. Possible experimental
realization for the thermal transistor model will be discussed in the final section.
3.2 A Design for Thermal Transistor
The thermal transistor prototype introduced in [37], which consists of three 1D FK
lattices, is constructed by adding a third lattice to the interface of the two-segment
thermal diode model, thus forming a T-shaped junction at the coupled interfaces.
The model configuration for our study, which is shown in Fig. 3.3, is similar to the
one proposed in Ref. [37] except for an additional interface coupling. Also, equal
lattice length for each segment will be used so as to minimized any finite size effects
in our present stage of analysis.
Following the convention terminology as the electrical counterpart, lattice which
end is thermalized at low and high temperature is named as S and D, meaning
heat “SOURCE” and heat “DRAIN”, respectively. The lattice with varying end
temperature is thus named as G, meaning heat “GATE”. The temperature applied
at the end of each lattice is henceforth labeled as TS, TD and TG. As will be shown
below, for a fixed TS and TD, the thermal properties of this model system, either as
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(a)
Figure 3.3: Schematic configuration of the one-dimensional model for thermal tran-
sistor.
thermal conductor or insulator is determined by the gate temperature, TG, together
with suitably chosen value of system parameters.
Hamiltonian for the thermal transistor model with FK lattice. We
begin our discussion for the 1D thermal transistor model by using the FK lattice.
Without loss of generality, the thermostatted particle xS,1, xD,1, and xG,1 and the
interfacial particle xS,NS , xD,ND , and xG,NG of each segment of lattice is regarded as
the first and the last particle, respectively. The lattices are coupled to each other
at their interface via harmonic spring of different spring constant, as shown in Fig
3.3. The total Hamiltonian of the 1D model writes:
H = HS +HD +HG +Hint, (3.1)








xW,i−1)2− VW(2pi)2 cos 2pixW,i, with xW,i and pW,i denote the displacement from equilib-
rium position and the conjugate momentum of the ith particle in segment W , where
W stands for S, D or G. The parameters k and V are the harmonic spring constant
and the on-site potential of the FK lattice. We couple the last particle of segment








(xNS − xO)2+ kintD2 (xND − xO)2+ kintG2 (xNG − xO)2. Fixed boundaries are used,
i.e., xW,0=0 and each segment consists of 10 particles. The local temperature Ti and
the heat flux Ji take the same definition as before.
The first particle in each segment is coupled to the Nose´-Hoover heat bath, with
the equation of motion given as follows:
3.2. A Design for Thermal Transistor 46




















Figure 3.4: Thermal Switch: Heat current versus control temperature TG. Parame-
ters used are TS = 0.01, VS = 5.00, kS = 0.35, kintS = 0.30; TD = 0.2, VD = 1.00,
kD = 0.20, kintD = 0.05; VG = 5.00, kintG = 0.20, kG = 1.00, and VO = 5.00. Both
JS and JD increases when temperature TG increases.
x¨W,1 = fW,1 − fW,2 − VW
2pi
sin 2pixW,1 − ζW x˙W,1,
ζ˙W = x˙
2
W,1/TW − 1. (3.2)
in which fW,i = -kW (xW,i-xW,i−1). Here, ζW and kW are the heat bath degree of
freedom and the harmonic spring constant. As noted a moment ago, the motivation
for this new thermal device is to control the heat flow inside the lattice using an
additional lattice G as the control terminal. In anticipation of this, the interface
temperature of S can be well-controlled only if a large kintG is used. This means
that there will always be a good matching between the phonon band of D and S and
further implies that JG depends crucially on the temperature difference at its two
ends.
We shall show in the following discussion how the thermal properties of the
model system given by Hamiltonian 3.1 depends on TG by numerically simulating
their dynamics using nonequilibrium MD.
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3.3 Thermal Switch
Thermal Switch: We shall demonstrate here that by changing TG, the system can
act like a thermal insulator or thermal conductor grounded on the phenomenon of
the negative differential thermal resistance. We discuss here the underlying physical
picture for such possibility based on the configuration in Fig. 3.3. In this model,
segment S was thermalized at low temperature TS. As a result, the phonon band of
the lattice lies in the high frequency regime. On the other hand, segment D, which
is thermalized at a relatively high temperature compare to S makes its phonon band
resides in the low frequency regime. When TG increases from 0.01 in Fig. 3.4, a
thermal gradient start to develop in S and G.
Due to the short system size used and the small thermal gradient, one can
disregard the geometrical inhomogeneity at the coupled interface of S and G and
regard S and G as one segment. This is indeed the case where the heat flows in
both segment is the same, JS = JG when TG is small. When TG is further increased,
larger thermal gradient is formed across S and G and at the same time increases
also the temperature of particle O and thus NS. From the previous phonon band
analysis for FK lattice, low frequency phonon band of S will be excited which will
give rise to an overlap with the phonon band of D. The matching of the phonon
band of both interface particles allows heat flow from D to S. As a consequence,
the increases of JD can be apparently understood also as an effect which is due to
the decreases in the thermal gradient induced by TG in D (decreases in temperature
difference between TD,ND and TD).
The manifestation of the NDTR can be further appreciated in Fig. 3.4 where
the dependence of JS, JD and JG on TG is plotted with a clear increment in JD with
TG. However, a continuous increment of JD will increase the junction temperature
TG,NG thus reduces the thermal gradient in G for large enough TG. Hence, it can
be seen from the same figure that for TG < 0.07, heat currents in each segment of
lattice can be related by JS = JD + JG, whereas for TG > 0.07, the relation JD =
JS + JG holds. The former condition implies that TG > TG,NG and the latter implies
the contrary. In any case, TNS > TS and JS increases almost monotonically.
We should note here that at three values of temperature TG ∈ [0.01; 0.08; 0.14],
JS ≈ JD, which magnitude is given by 4.0 × 10−7, 1.8 × 10−4, and 3.0 × 10−4
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Figure 3.5: (A) - (D) The dependence of the thermal switching on the strength of
kintD with magnitude ranging from 0.04 (A) to 0.055 (D), in step of 0.005 with kintG
= 1.00. Other parameters remain unchanged as in Fig. 3.4. The thermal switching
ratio of (C) and (D) is about 480 and 500 respectively.
respectively and JG is of the order of 10
−6 ∼ 10−5. That is to say, at TG = 0.01, no
heat flows from D to S but at TG = 0.14, heat flows maximally from D to S. Thus,
the model system can act like a good thermal insulator or conductor depending on
the control temperature TG, mimicking the function of the conventional electrical
transistor as a switch. Hence for temperature where JS ≈ JD, the thermal transistor
can be regard as in the “on” (conducting), “semi-on” (semi-conducting) and “off”
(insulating) state. The ratio of heat current (JD,S) at the “on” to “off” state as
depicted in Fig. 3.4 is about 800 times, which is therefore much higher than the
ratio previously obtained in [37] that is about 100 times. The reason being a proper
choice of the interface spring constant kintS in our model.
The dependence on interface spring constant: The thermal transistor
model herein studied is constructed by coupling three lattices to each other at their
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Figure 3.6: Thermal Modulator/ Amplifier: (A) Continuous modulation of heat
current (JS = JD) by TG. System parameters are the same as in Fig. 3.4 except
with kintG = 0.05. (B) to (D) The power spectra for the interface particle of S, D,
and G at different TG.
respective interface. So, it would also be reasonable to expect that, as in the case
of the thermal diode model, the thermal property will depend on the strength of
interface coupling. This can be easily examined by changing the strength of the
various spring constant that coupled the different segment of lattices. In addition
to that, the above analysis also entails the use of different lattice models to access
which of their characteristics or system parameters are relevant to the robustness
and efficiency of the thermal switching feature.
We first consider how JD depends on the strength of spring constant by changing
kintD. It is clearly seen from Fig. 3.5 (A) to (D) that when small kintD is used, JD
decreases and vice versa (we have also checked that the same holds true for kintS and
JS). The results are consistent with our previous discussion about the effect that
the interface coupling has on the heat flow across two coupled lattices. Specifically,
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stiff interface coupling reduces the interface temperature jump and increases the
heat flux. Hence, we conclude that the use of a larger interface spring constant is
favorable in obtaining a larger switching ratio for the thermal transistor model as
given above.
3.4 Thermal Modulator/ Amplifier
Thermal Modulator/ Amplifier: The results reported so far show that JD =
JS for particular value of TG. It is therefore interesting to see if it is possible to
continuously control the heat current from D to S.
This bring us to another control feature of the thermal transistor, namely the
thermal modulator/ amplifier. We show below that this is possible despite the fact
that the switching ratio may be significantly smaller than the previously presented
results.
We have pointed out that the thermal switching feature signifies that the gate
temperature determines whether the total heat current in the system are related by
JS = JD + JG or JD = JS + JG. As a result, if we require JS ≈ JD, this will imply
that JG = 0 or comparatively small. Moreover, stiff interface coupling gives larger
heat flow through the system and vice versa. Hence, to reduce JG, this suggests the
use of a weak interface spring constant in coupling G to O. Apparently, kintG should
not be too small otherwise TO cannot be well-controlled by the gate temperature.
The function of the thermal device as thermal amplifier/ modulator is depicted
in Fig. 3.6 (a). It can be seen that both the magnitude of JS and JD reduces as
compared to the result in Fig. 3.4. Despite this disadvantage, a weak coupling
between O and G permits continuous modulation of JD,S in the model.
Since the modulating feature is achieved by weak interface coupling between
all lattices interface, we carry out the power spectrum analysis for each interface
particle. We show such power spectra analysis for different temperature TG in Fig.
3.6 (B) to (D). As can be seen from the figures, for small kintG, there is still an
appreciable overlapping of the power spectrum of O and NG. This indicates that
the matching of phonon band at the interface is still good enough to permit an
effective control over the interface temperature. At some point, the temperature is
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Figure 3.7: (A) - (D) Thermal switch: The dependence of the thermal switching
features of the FK(S) + FPU(D) + FK(G) model configuration on the anharmonicity
β with strength ranging from 0.05, 0.20, 0.50 to 1.00 and kintG = 0.20. The switching
ratio obtained for this model configuration with system parameters corresponds to
(A) is about 1300.
high enough to excite the low frequency phonon vibration of S which initiates the
matching with those phonon band from D.
To this end, we have shown that it is adequate to display two control features
of the thermal device, namely as the (I) thermal switch and (II) thermal modulator
by changing only the strength of the interface coupling. In particular, stiff inter-
face spring constant enhances the heat flow and a pliable one is favourable for the
modulating feature.
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Figure 3.8: Thermal modulator/ Amplifier for the FK(S) + FPU(D) + FK(G)
model configuration. System parameters used are β = 0.05, kintS = 0.30, kintD =
0.05, kintG = 0.04 and β = 0.05, kintS = 0.25, kintD = 0.055, kintG = 0.04 for (A)
and (B) respectively.
3.5 Effective Thermal Switch
Up to now, we have used FK lattice with different system parameters and interface
couplings to demonstrate two control features of the thermal transistor, namely (I)
thermal switch and (II) thermal modulator.
The thermal switch feature allows the system to conduct heat efficiently, i.e., JS
= JD at particular point of temperature ∈ (TSEMI−ON , TON) while for the thermal
modulator, this happens within a continuous interval ∈ ({TON}). In any case, the
device behaves as thermal insulator, JS = JD = 0 at one temperature TOFF only. A
natural question arises from the above analysis is whether we can have the device
to function as a thermal insulator within an interval of temperature and as a good
thermal conductor only if the control temperature is larger than some critical value.
That is to say, JS = JD = 0 ∈ ({TOFF}) and JS = JD 6= 0 ∈ ({TON}). We try to
realize this control feature by considering different nonlinear lattice for the thermal
transistor model. In doing so, we have chosen the quartic-FPU lattice which phonon
spectrum is distinct from that of the FK lattice, being contributed by low frequency
vibrations.
Since in the thermal transistor model, the end of segmentD is thermalized at high
temperature, with its phonon band always resides in the low frequency regime, we
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Figure 3.9: (A) - (B) Thermal switching for the FK(S) + FPU-βD(D) + FPU-
βG(G) model configuration with kintS = 0.30, kintG = 0.20 and βG = 0.01 and 2.00
respectively. (C) to (D) Continuous thermal switching for the same configuration
with βG = 2.00, kintS = 0.60, kintG = 0.20, and VS = VO = 5.00 and βG = 2.00, kintS
= 1.10, kintG = 0.20, and VS = VO = 4.00.
expect that the use of FPU-β lattice as segment D in the thermal transistor model
only changes the demonstrated features quantitatively rather than qualitatively.
We plotted JS, JD, and JG vs TG for different anharmonicity β in Fig. 3.7 when
segment D is replaced with the quartic-FPU lattice. We can see that for small β, JD
increases and hence the thermal switching ratio increases. In particular, the thermal
switching ratio can be as high as 1300 for the case of β = 0.05. This is consistent
with our previous discussions since having a small β will in principle reduce the
interface temperature mismatch. Lastly, for completeness, we show also the thermal
modulating feature in Fig. 3.8 which can be realized on the same reasoning by using
a weakly-coupled control segment G to O.
Continuous switching of heat current. However, we shall show what hap-
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pened when the control segment is exemplified by the quartic-FPU lattice. We
understand from our previous analysis that for a FK-type control segmentG, there
is a good extent of overlapping of its phonon band with that of S even when kintG
is small. The reason being that in the low temperature limit, the dominant phonon
band for the FK lattice is contributed by the high frequency vibrations. Thus,
we can expect that when we replaced G with lattice which phonon band is of the
acoustic type, there will be a large boundary resistance since one is controlling the
interface temperature of S using a lattice which vibrational frequency is distinct from
it. This is not surprising and the interface thermal resistance can be understood as
a thermal analog to that of the Kapitza resistance, which was discovered as early as
1941 due to the mismatch in the phonon speed across the interface of solid and liq-
uid He4. Preliminary work [33] has established a relationship between the interface
thermal resistance in nonlinear lattices to that of the matching and mismatching of










Here, we distinguish segment D from G with different label for their anharmonic-
ity, βD and βG for a thermal transistor model constructed by having FK as segment
S and FPU-β as segment D and G. In addition to that, we should expect also
that for small βG, the interface temperature cannot be effectively controlled by TG.
This is further confirmed by results in Fig. 3.9 (A) in which there is no significant
increases of heat flow in all segment of lattices unless for large enough TG and βG.
We proceed to demonstrate that such a configuration, with proper chosen value
of βG and kintS, can be used to display the aforementioned functions of continuous
switching. We show in Fig. 3.9 (C) and (D) that when the control temperature
TG falls below a particular value Tcrit, there is no heat current in the system. In
other words, the system acts as a thermal insulator. On the other hand, when TG
lies beyond Tcrit, the system conducts heat efficiently up to some temperature value.
In this case, JD,S are continuously modulated from 4.0×10−5 to 2.4×10−4 and from
1.0×10−4 to 3.0×10−4 respectively while keeping JG of the order of (∼-10−5 to 10−5).
Also noticed is that in Fig. 3.9 (D), the strength of the on-site potential of FK for S
is reduced, which gives a larger heat flux for the same temperature, TG as compared
to Fig. 3.9 (C).
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In conclusion, we have shown that built upon the NDTR effect, and further ar-
ranged a three-terminal lattice device such that one of them is used as a control
terminal, a thermal analogue of the electrical transistor can be built. Further step,
by employing the distinct thermal (phonon band) properties of the FK and FPU-β
lattice together with the flexibility of the various interface coupling strength, one
can in principle display interesting heat controlling features of the thermal device,
namely, as a thermal switch and a thermal modulator either separately or concur-
rently.
Chapter 4
Two Dimensional (2D) Model for
Thermal Transistor
4.1 Towards a 2D Model for Thermal Transistor
We have, up to now, studied a model system for thermal transistor using one-
dimensional nonlinear lattices. Thus, it is a natural step forward to extend the
model to higher dimension (2D). Not only is the inclusion of transverse degrees
of freedom in describing crystal lattices becomes closer to real materials, it also
provides the basis for the verification of various theoretical prediction, if any. We
further illustrate this with the following examples.
Recent numerical work by Yang et al [145] on the verification of Lepri’s mode
coupling theory prediction on a logarithmic divergence of the thermal conductivity
on system size (κ ∝ lnL) for the FPU-β lattice [64, 67] revealed that in the ther-
modynamical limit, the thermal conductivity followed a power law divergence and a
logarithmic divergence is observed only for comparatively large enough transverses
degree of freedom. This means that insulating tube (shell) with smaller diameter
conducts heat more efficiently. In addition to that, it can be shown easily (both
analytically [146] and numerically, see Fig. 4.1 (R)) that even for 2D lattice with
only quadratic potential (harmonic lattice), temperature gradient can be set up, in
contrast to the case of 1D harmonic lattice. This is attributed to the fact that there
is interaction (coupling) between the longitudinal and transverse mode of lattice
vibrations. Such interaction among the modes provides a resistance and prohibits
the phonons to propagate ballistically in the lattice. In this sense, even though the
inclusion of transverse degrees of freedom will in general reduce the total heat flux
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Figure 4.1: Left: The prototype of a two-dimensional (2D) thermal transistor. The
figure at the lower panel shows more detail configuration of the coupling between
oscillators labelled i = NS,X (red) and i = O (blue) for j = 1, ...NY , with coupling
strength given by kintS (red-dotted line). Right: Temperature profile for a 2D lattice
with nearest neighbour interaction V (|~ri,j;i−1,j| − `o) + V (|~ri,j;i,j−1| − `o) where `o
is the equilibrium lattice spacing and V(x) = k
2
x2. The first and last sections are
thermalized at TL = 1.4 and TR = 0.5. Fixed and periodic boundary conditions are
used in the longitudinal and transverse direction, respectively.
in the system, the formation of temperature gradient allows better manipulation of
the temperature inside the lattice system. As a result, we shall give an attempt to
generalize the thermal transistor model to a two-dimensional one.
One possible way for the construction of a 2D model for thermal transistor is
through the interconnection of tube of lattice at their interface (see Fig. 4.1 (L)).
Such design, which can be named as “surround-gated” control for simplicity, not
only allows an efficient control of temperature of the interface particles but also
bears the closest resemblance to the 1D model.
4.2 Thermal Switching and Thermal Modulating
In this section, we study the thermal transistor model using two-dimensional non-
linear lattices with the configuration introduced in Fig. 4.1 (L). Our aim here is
clear, based on our previous understanding, we shall try to demonstrate the two
main heat controlling features revealed earlier using this 2D prototype.
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Thermal rectifying effect in two-dimensional (2D) anharmonic lattices were re-
cently studied using the 2D FK and FPU-β lattice [140]. The 2D FK lattice was
introduced with the on-site potential being symmetrical in both the longitudinal
and transverse direction. Thus, each particle is numerated by two integers i and j,
which describe its position along the X (longitudinal) and Y (transverse) direction
on the 2D lattice. The total Hamiltonian for our 2D thermal transistor model, is
given again by eq. 3.1, except that each segment is now being generalized to include
transverse degrees of freedom.
The displacement from equilibrium position and the momentum of a particle in
2D lattice are labelled as ~q ≡ {qx, qy} and ~p ≡ {px, py}, respectively. The relative
separation between two particles is ∆r=|~r|=|~q1− ~q2|. The Hamiltonian of our model










+VW (∆rW,i,j;i,j−1)− UW (~qW,i,j)], (4.1)







− UO(~qO,j) + VintS(∆rNS,X ,j;O,j)
+VintD(∆rND,X ,j;O,j) + VintG(∆rNG,X ,j;O,j)]. (4.2)
Similarly, all segments are coupled to each other via harmonic springs. In our












cos 2piqx cos 2piqy,
and UD=0. The harmonic spring constant k and the on-site potential V may
take different values in different segments. Periodic and fixed boundaries are used
in the Y and X direction respectively, namely, ~qiW ,0=~qiW ,NY and ~q0W ,j=(0, j) for
j={1, ..., NY }. Thus the topologies of the segments are the one given in Fig. 4(L).
For simplicity, for the FK lattice, we put one particle in each valley of the on-site
potential (commensurate case) and the mass, the lattice constant, and the period
of the on-site potential are all set to unity. Such a 2D vector model is not of pure
academic interest, for example, in the most general case, it describes physical system
such as layers of atoms adsorbed on crystals surfaces [124].
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Figure 4.2: (A) Thermal Switching for 2D thermal transistor model. Parameters
used are TS = 0.01, kS = 0.20, VS = 5.00, kintS = 0.22, TD = 0.20, kD = 1.00, βD =
3.00, kintD = 0.05; kG = 1.00, kintG = 2.50, VG = 6.00, and VO = 6.00. (B) Thermal
modulating with the same parameters as in (A) except with kintG = 2.35 and kG =
1.65 for i = NG, j = 1,....NY .
Temperature gradient are set up by coupling Nose´-Hoover heat baths to the
ends of each segment such that particles numerated iW = 1, j = 1, 2, 3,....NY being
thermalized at TW where W can be S, D, or G.





where 〈...〉 stands for temporal average. The local heat flux Ji,j, defined as the rate
of energy transfer from the (i, j)th particle to the nearest particles involves now four




ij , and f
yY
ij . The first two being
the forces due to the nearest neighbour particles along the X direction as a result of
the particle x and y motion. The same definition follows for the later two. Hence,
one have the two components for the heat flux JXij and J
Y
ij . However, the heat flux
perpendicular to the direction of applied temperature gradient is in general very
small i.e., JYij << J
X
ij (for example, see [141]), thus we consider only the component
JXij . The explicit expression for the heat flux is given as:
Ji,j = −~vi,j · ~Fi,j
= ~vi,j · ∂[V˜ (|~ri+1,j,i,j| − `o) + V˜ (|~ri,j,i−1,j| − `o)]
∂~qi,j
, (4.4)
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Figure 4.3: (A) Thermal switch: TS = 0.01, kS = 0.20, VS = 5.00, kintS = 0.5; TD
= 0.17, kD = 1.00, β = 3.00, kintD = 0.035; kG = 1.00, VG = 6.00, kintG = 2.50, and
VO = 5.00. (B) Thermal modulator with TS = 0.015. Here, ND,X = NG,X = 10,
NS,X = 9, and NY = 4.
where V˜ denotes the interaction potential, harmonic or anharmonic depends on the
lattice site along the X direction. We denote the current from the ith section to the
next one along the X direction simply as Ji (=
∑NY
j=1 Ji,j) and the total current of








In Fig. 4.2 (A), we show how the heat flux in each segment of lattice depends
on TG for the 2D thermal transistor model given by Hamiltonian 4.1 and 4.2. In
our configuration, we have chosen NX,S = NX,D = NX,G = 5 and NY = 4, which
is similar to the configuration shown in Fig. 4.1 (L) except for having equal length
and diameter for all segment. It can be seen again in the same figure that both JS
and JD increases when TG increases and at TG = 0.025, 0.045, and 0.070, JS = JD,
which magnitude is about 2.5x10−4, 3.9x10−4, and 6.1x10−4 respectively. Thus, the
thermal switching effciency is about 2.5.
We show in Fig. 4.2 (B) the thermal modulating effect which is obtained by using
a smaller kintG and a larger kG at i = NG,X for j = 1, ...NY . As can be seen from the
figure, such choice of interface coupling strength has reduced the difference between
JS and JD. The reason being that the effect of using larger kG at the interface and
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smaller kintG can restrict the longitudinal motions of all interface particles of segment
G, namely particle which displacement is labelled as qXNG,X ,j for j = {1, ..., NY }.
In 4.3 (A), we show the thermal switching for the same model with larger system
size, NW,X = 10. It can be seen that when TG is at 0.01 and 0.07, JS ≡ JD and JG =
0. At these two points, JD,S are 8.43x10
−5 and 3.38x10−4 respectively and thus the
switching efficiency is about 4. This is a significant reduction when compared with
the 1D case and this scenario is also quite similar to the 2D thermal rectifier [140]
with the same NX and NY . We show in Fig. 4(c) that when TS is increased, the
difference between JS and JD is reduced, which gives a better modulation of JD,S
by the gate temperature.
Therefore, we can see that the above presented results have demonstrated that
such a 2D prototype can perform the two basic functions of a thermal transistor,
namely, as a thermal switch and a thermal modulator.
Chapter 5
Discussions
5.1 Overview of Studies for the Thermal Transis-
tor Model
In this section, we will address several points regarding our results on the 1D model
for thermal transistor. In doing so, we would like to bring out several issue within
the context of our analytical studies and discuss possible experimental implications.
Firstly, it is worth pointing out again that in our numerical result, the boundary
heat bath is implemented by the Nose´-Hoover thermostats. Therefore, a stochastic
realization of heat bath is expected to give different results for heat current, switching
properties and etc., but we believe that the general ideas revealed so far should
remain qualitatively unchanged.
Secondly, an exact scaling for the 1D commensurate FK model indicates that
Tr ∼ (102 − 103)T, which means that the room temperature corresponds to the
dimensionless temperature T about the order of 0.1 - 1. Such a scaling can in prin-
ciple lower than the Debye temperature of most real insulating crystals. Moreover,
in the thermal transistor model, various combinations of lattice models was used
and the dimensionless system parameters are defined only relatively. Hence, it will
be indispensable to know to what extent the results within the classical context
can be extended to the quantum regime and also which limit should be taken into
account. However, to the best of our knowledge, we are not aware of any current
attempt in tackling this subtle issue. In addition to that, ongoing research in a
microscopic quantum mechanical foundation of transport and relaxation processes
and its application to small quantum systems still leaves many questions open (for
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a further and enlightening discussion on the quantum aspect of the heat transport
problem, cf. [139]).
It is clear that for short and moderate lattice size, the thermal rectifying effect
can be accounted satisfactorily by the temperature dependent phonon band analysis.
However, the rectifying efficiency and the effect of interface properties can hardly
be defined and well-controlled when the lattice size tends to the thermodynamical
limits and one should expect in this case that the phonon band picture alone is not
enough to account for the full picture. A more complete description should therefore
include the mean free path, ` of phonons or size of lattice. For instance, recent nu-
merical and analytical study of heat conduction in one-dimensional (1D) nonlinear
lattices have succeeded in giving a unified formalism that can explain the anomalous
heat conduction in nonlinear lattices with and without on-site potential [142]. The




P (k)ckυk`kdk, with N denotes
the number of nonlinear oscillators and k the different modes of vibration. The sym-
bol ck, υk, `k and P(k) represents the specific heat, phonon velocity, mean free path
and power spectrum of the total heat flux (given by the Fourier transform of the
auto-correlation function of the total heat flux J(t)) respectively. Even though an
exact relation for the thermal conductivity of different nonlinear lattices in closed
formed is not available, the above relationship infers that the macroscopic behaviour
of the thermal diode and transistor model which depends on the thermal conduc-
tivity is therefore far from trivial. The reversal of the heat flux as observed in the
thermal diode model for certain system parameters which hitherto remain unclear
provides a good example of this [131]. All these points have certainly been noticed
and various macroscopic model of thermal rectifier have been proposed by different
groups based on the different temperature dependence of the thermal conductivity
of various types of 1D nonlinear lattices [143, 144], hence bypassing in certain degree
the details dependence on system parameters at the microscopic level. Thus, study
performed on microscopic model shall prove useful in providing analytical guidance
for the questions regarding various parametric dependence.
Lastly, we would like to call attention to those points which we think will be more
of experimental concerned. In this work, the thermal transistor model is built upon
the novel heat transport phenomenon known as the negative differential thermal
resistance (NDTR), which was uncovered in the thermal diode model using the
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Frenkel-Kontorova lattice. However, latter work [159] has shown that such effect
can be observed also in mass-graded FPU-β lattice. As a result, the NDTR is a
generic phenomenon in nonlinear lattices. It is worth noting that the dynamics
of heat dissipation to external substrate in real experiment is itself a key issue
in several subject of interests, for example, in friction between sliding surfaces,
boundary lubrication and etc [147, 148, 149, 150]. Hence, it will be invaluable to
study the correspondence between the prototypical FK and the mass-graded lattice
models to those of real low dimensional systems deposited on external substrate
and/ or mass-loaded with different substance in the context of demonstrating the
NDTR phenomenon. In addition to that, an efficient utilization and control of
different regime of phonon band excitation for the transportation of heat energy
in real insulating materials, either by temperature control or by applying external
time-dependent periodic perturbation will prove promising in demonstrating the
yet to be discovered phenomenon of the absolute negative thermal resistance or in
devising efficient microscopic model for heat pump and refrigerator.
Possible candidates for such realization may therefore includes (but not limited
to) various one and/ or quasi-one-dimensional nanowires or nanotubes deposited
on substrate which has or tailored made to give a very small thermal conductivity.
We continue the discussion for such possible experimental realizations in the next
section.
5.2 Possible Experimental Realizations
Possible candidates for realizing the thermal transistor model are single-walled car-
bon nanotube (SWNTs). It is known that the SWNTs can be further classified as
metallic (M) or semiconducting (S) depends on the chirality and diameter.
The unique transport properties displayed by SWNTs have already been ex-
ploited as platform for the demonstration of various novel transport behaviours,
for instance, as heterojunctions, negative differential (electrical) conductor, single-
electron transistors and field-effect transistor [26, 151, 152, 153, 154, 155]. One of
the recent envisioned configuration of SWNTs for next-generation high performance
nano-electronics devices involves SWNTs consisting of overlapped M- and S- SWNTs
[156]. Lately, transport through Y and crossed - junctions SWNTs were studied
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as a step towards understanding electrical transport through nanotubes networks
composed of multiple nodes. Since the former resemble closely the configuration of
our 1D transistor model, we believe that the fabrication of related geometry should
not post any difficulties. In addition to that, surround-gate nanowire field effect
electrical transistor was constructed which was shown to demonstrate several im-
prove performance in electrical currents switching and control over the conventional
geometry of vertically gated-FETs [157].
More recently, a tunable and reversible thermal link using MWCNTs [158] were
successfully demonstrated whereby the thermal conductance can be controlled me-
chanically by displacing the outer shell with respect to the inner one. This is a step
forward to the realization of thermal transistor. In fact, in the heat control models,
be it a thermal rectifier or a thermal transistor, the key factors are: (1) the broken
of the spatial symmetry of terminal, namely they are two different materials; (2)
nonlinearity in each segment. Therefore, the possible material to be used for the
2D thermal transistor might be multiwalled nanotubes. As the recent experiment
[158] shows that the outer wall can be used to control the thermal conductance of
the nanotube, thus it can be used as the controlling terminal G.
So far, we have been studying a microscopic thermal device model to control heat
flow using finite classical lattices. The problem essentially reduces to computing the
solutions to the equations of motion for the degrees of freedom of the system without
any needs for approximation such as perturbation theory and we have chosen to
attack the problem numerically. While we can examine the steady state behaviour of
our model under different thermal gradient and system parameters and many of the
presented results might be understandable and intuitive, the results by themselves
lack any rigorous analytic verification. In this work, we have investigated the first
ever proposed thermal transistor model systematically and tried to fill in the missing
links by analyzing the results in different regime. Hence, we feel that a deeper
understanding on the NDTR phenomena and other related transport behaviour in
nonlinear lattices is highly desirable. For instance, the role played by the NDTR
and the applicability of our results in the quantum regime. Hopefully, together with
the insight provided by existing studies of the electrical counterpart, research in this
field will shed new light in the aspect of heat control in nanoscale systems in classical
and quantum regime as well as in the design of new thermal devices.
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