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Resumen. En este artículo se refi ere un algoritmo 
del campo de la minería de procesos, Trace Align-
ment, cuyo objetivo es detectar anomalías en una 
secuencia de patrones e identifi car patrones comu-
nes. El análisis de las trazas generadas por los pro-
cesos de negocios puede tardar un tiempo conside-
rable, teniendo en cuenta que una gran parte de los 
procesos, hoy en día, se encuentran informatizados. 
El algoritmo en cuestión es paralelizado empleando 
el paradigma de memoria compartida, específi ca-
mente OpenMP, CUDA y OpenCL. El diseño paralelo 
propuesto cuenta de dos etapas: una primera donde 
se paraleliza la construcción de la matriz de similitud 
y una segunda donde se alinean pares o conjuntos 
de trazas a la misma vez. Los resultados obtenidos 
indican que, con el diseño propuesto, los mejores 
tiempos se obtienen empleando OpenMP para todos 
los juego de datos propuestos.
Palabras clave: CUDA, Minería de Procesos, Open-
CL, OpenMP, Trace Alignment.
Abstract. The article refers to an algorithm in the 
fi eld of mining processes, Trace Alignment, aimed 
at detecting anomalies in a sequence of patterns 
and identify common patterns. The analysis of the 
traces generated by the business process may take 
considerable time, given that a large part of the 
process, today, are computerized. The algorithm in 
question is parallelized using the shared memory 
paradigm, specifi cally OpenMP, CUDA and OpenCL. 
The parallel proposed design has two stages: a fi rst 
construction where the similarity matrix and a second 
where pairs or sets of traces at the same time is 
aligned. The results indicate that, with the proposed 
design, the best times are obtained using OpenMP.
Keywords: CUDA, OpenCL, OpenMP, Process 
Mining, Trace Alignment.
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1. INTRODUCCIÓN
La Minería de Procesos (MP) es una técnica de ad-
ministración de procesos que permite analizar regis-
tros de eventos, extraer información y convertirla de 
forma explícita en conocimiento. A su vez se divide 
en tres técnicas fundamentales: Descubrimiento de 
Procesos, Chequeo de Conformidad y Mejoramiento 
de Modelos. La técnica de Chequeo requiere com-
parar el registro de trazas almacenado contra un mo-
delo para comprobar si se ha ejecutado el proceso 
conforme a lo esperado [1], [2]. El Trace Alignment 
[3] clasifica dentro de la MP como algoritmo para el 
Chequeo de Conformidad. Las pruebas realizadas, 
teniendo en cuenta el número de trazas a procesar 
por el algoritmo, demostraron que el tiempo de eje-
cución aumenta conforme a dicho número.
Otro factor que influye en el tiempo de procesamien-
to es la marcada diferencia que en ocasiones pue-
den tener las trazas. Una de las posibles soluciones 
al problema descrito es la computación paralela y 
distribuida, la cual hace uso de técnicas y herramien-
tas que pueden disminuir, en el mayor número de los 
casos, el tiempo de ejecución de los algoritmos [4]. 
El objetivo general de la investigación es disminuir el 
tiempo del algoritmo Trace Alignment, para lo cual se 
realiza un diseño paralelo del algoritmo y se imple-
menta empleando OpenMP, OpenCL y CUDA.
2. MARCO TEÓRICO
El crecimiento de la capacidad de almacenamiento 
de los sistemas de cómputo ha hecho posible que 
las organizaciones puedan registrar y analizar los 
eventos ocurridos de los procesos de negocios que 
en ellas realicen. A través de la MP se puede identi-
ficar violaciones en los procesos de negocios, definir 
cuellos de botella y recomendar medidas para el me-
joramiento del proceso [1].
Uno de los métodos que pueden apoyar la técnica de 
Chequeo es la alineación de las trazas. El algoritmo 
Trace Alignment tiene como antecedente a la alinea-
ción de secuencias en el campo de la bioinformática 
[3]. En este ambiente se alinean pares o múltiples 
secuencias. La característica principal de la alinea-
ción de secuencias biológicas, es que son secuen-
cias muy largas, por el orden de los miles [5]-[8]. En 
cambio en la Minería de Procesos, específicamente 
en el caso de estudio de este trabajo, la traza más 
larga contiene solo 50 caracteres, pero la cantidad 
de trazas a alinear si está en el orden de los miles.
El alineamiento de las trazas permite identificar el 
comportamiento común o más probable del proceso 
ejecutado, la ocurrencia de desviaciones, patrones 
comunes de ejecución, los contextos en que una o 
varias actividades son ejecutadas y patrones espe-
ciales, como ocurrencia de actividades simultáneas 
en el proceso .
2.1. Análisis del algoritmo Trace Alignment
El algoritmo cuenta con cuatro pasos [3] representa-
dos en la fig. 1, cuyos pasos se describen posterior-
mente.
Paso 1. Calcular la matriz de distancia: las alineacio-
nes son sensitivas al tipo de métrica empleada. La 
métrica empleada en este trabajo está determinada 
por la distancia de Levenshtein [9], la cual permite 
Fig. 1 Diagrama de Actividad del algoritmo Trace Alignment.
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identifi car cuáles son las trazas más cercanas entre 
sí. Tiene la característica principal de ser una matriz 
simétrica. La fi g. 2 muestra el procedimiento descrito.
Paso 2. Crear un árbol guía: la matriz de distancia 
previamente calculada es usada para construir el ár-
bol guía, el cual determina el orden en que se alinean 
las trazas. La fi g. 3 muestra el seudocódigo del paso.
Paso 3. Alinear progresivamente las trazas: Este 
paso se caracteriza por alinear en una primera ins-
tancia los pares de trazas, donde se crea una matriz 
por cada par o conjunto de trazas a alinear, llamada 
matriz de puntuación. Rara vez las trazas a alinear 
tienen el mismo tamaño. Una vez alineados los pa-
res, se alinean los conjuntos más cercanos.
La matriz creada, por cada conjunto a alinear, es la 
matriz de alineamiento. Primeramente es necesario 
calcular la primera fi la y columna de la matriz, lue-
go se calcula uno a uno los elementos restantes co-
menzando por la segunda fi la. Cada elemento de la 
matriz necesita los elementos ,  
y  para obtener su valor.
Una vez calculada, para encontrar el alineamiento, 
es necesario buscar el camino que mejor puntuación 
tenga, para lo cual de la posición  se transita 
hacia la posición ,  o  
siempre buscando el valor mayor que contenga cada 
celda. El movimiento hacia la posición  
signifi ca  y ; hacia la posición  
signifi ca  y el símbolo de hueco  y hacia la 
posición  símbolo de hueco  y . El 
recorrido termina cuando se llega a la posición . 
El procedimiento descrito se llama TraceBack [3]. La 
fi g.4 muestra el seudocódigo de la actividad Alinear 
Trazas.
Paso 4. Refi nar el resultado fi nal, que puede con-
tener columnas completas de guiones o actividades 
muy distantes unas de otras, lo que difi culta la com-
presión del proceso. El algoritmo Block Shift Refi ne-
Fig. 2 Seudocódigo de la actividad crear Matriz de Distancia.
Fig. 3 Seudocódigo de la actividad crear Árbol Guía.
Fig. 4 Seudocódigo de la actividad crear Alinear Trazas.
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ment [3] es el encargado de remover estas columnas 
y mover las actividades sin violar el orden en que 
fueron realizadas. La idea básica es considerar cada 
traza del alineamiento de izquierda a derecha e inter-
cambiar cada actividad que se encuentre precedida 
por un bloque de “-” lo más a la izquierda posible 
en esa misma traza, coincidiendo con la misma ac-
tividad en otra traza del alineamiento final. La fig. 5 
muestra el procedimiento descrito.
El algoritmo se encuentra implementado en C/C++ 
empleando el entorno de desarrollo Visual Studio 
2012. El compilador que se emplea es Visual C++ 
11.0.
2.2. Antecedes del algoritmo Trace Alignment
El algoritmo para alinear trazas tiene como antece-
dentes la alineación de secuencias biológicas [3]. El 
siguiente acápite realiza un estudio del estado del 
arte de los algoritmos de este tipo que emplean téc-
nicas de programación paralela.
Los artículos [5], [6], [10] presentan varios algorit-
mos paralelizados para alinear pares de secuencias 
biológicas. La técnica frente de onda (ver fig. 6) es 
ampliamente empleada en varios documentos como 
son [5]-[7]. Hace referencia a la matriz de alineamien-
to donde cada elemento a calcular depende de sus 
vecinos (ver paso 3). Básicamente lo que plantea la 
técnica, es calcular los elementos que se encuentren 
en la misma diagonal a la misma vez, puesto que ya 
debieron calcularse los elementos necesarios para 
el nuevo cálculo. La fig. 6 muestra dos secuencias 
 y 
, los elementos representados con el mismo color, 
que pertenecen a cada diagonal, son los únicos que 
pueden calcularse paralelamente. Solo es posible 
calcular una diagonal en cada iteración.
Los algoritmos para alinear múltiples secuencias 
generalmente paralelizan la matriz de distancia em-
pleando un ambiente distribuido y localmente cada 
nodo calcula los alineamientos de secuencias bioló-
gicas que le fueron asignados [11], [12].
2.3. Diseño paralelo del algoritmo Trace 
Alignment
El caso de estudio para el cual se analiza el diseño 
paralelo que se presentará, se enmarca en las trazas 
generadas por un proceso de negocio. Las trazas se 
guardan en bases de datos, de las cuales solo se ali-
nean las trazas que sean diferentes. Las trazas más 
largas contienen solo 49 caracteres y las más cortas 
tienen 1 solo carácter. A pesar de que las bases de 
datos contienen miles de trazas solo diferentes tie-
nen 4350.
Se propone en el presente artículo paralelizar la 
construcción de la matriz de distancia y alinear los 
pares o conjuntos de trazas a la misma vez; a conti-
nuación se describe el proceso seguido:
Matriz de distancia. La matriz  o matriz de distan-
cia es una matriz de orden , donde  es el total 
de trazas a alinear. Cada uno de los elementos  
de la matriz puede ser calculado independientemen-
te. Se pretende calcular la distancia de Levenshtein 
por cada elemento  (la distancia entre  y  es 
la misma que entre  y ) paralelamente.
Fig. 6 Método de onda
Fig. 7 Árbol guía para alinear trazas.
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Alinear pares o conjuntos de trazas. Los pares de 
trazas en el mismo nivel del árbol son independien-
tes entre sí, por lo que pueden ser alineados para-
lelamente. La Fig. 7 muestra que las trazas T3-T5, 
T7-T2, T4-T6 y T1-T8 se pueden alinear a la misma 
vez. Una vez calculadas, se pueden alinear parale-
lamente también los conjuntos T3-T5-T7-T2 y T4-T6-
T1-T8.
El principal problema es que a medida que se vayan 
alineando conjuntos, menor cantidad de elementos 
de procesamiento son necesarios. Tanto es así que 
la alineación del último conjunto se hará de forma 
secuencial. Es en este último paso donde más debe 
demorar la alineación, puesto que las trazas son 
más largas por la introducción de guiones y porque 
en este es donde se realiza el alineamiento final de 
solución.
3. IMPLEMENTACIÓN DEL ALGORITMO 
PARALELO
3.1. Modelos de Programación Paralela
Existen dos modelos principales de programación 
paralela, aunque es posible emplear un híbrido entre 
los dos. Ambos modelos se especifican a continua-
ción [13], [14]:
Modelo de memoria compartida: todos los proce-
sadores comparten la misma zona de memoria.
Modelo de memoria distribuida o paso de men-
sajes: cada procesador tiene su zona de memoria 
que no puede ser accedida por el resto de los pro-
cesadores.
Fig. 8 Diseño propuesto para implementar paralelamente la alineación de las trazas.
Tabla 1.
Bibliotecas de programación
Memoria Compartida Memoria Distribuida
OpenMP (CPU) MPI (CPU)
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Las bibliotecas de programación paralela clasifican 
dentro de estos modelos, algunas de las cuales se 
especifican en la Tabla 1. La selección de estas bi-
bliotecas se realiza teniendo en cuenta el lenguaje 
de programación C++.
Una primera instancia de implementación del algo-
ritmo se realiza empleando las bibliotecas descritas 
en la Tabla 1 clasificadas como modelo de memoria 
compartida.
La implementación del algoritmo empleando Open-
MP [15-18], CUDA [19-21] y OpenCL[22-24] se ca-
racteriza a continuación:
OpenMP: se emplean Visual C++ que brinda soporte 
para el estándar OpenMP 2.0.
CUDA: controlador gráfico de NVIDIA 334.89, CUDA 
GPU Computing SDK y Toolkit 5.5.20.
OpenCL: controlador gráfico de NVIDIA 334.89 e In-
tel SDK para aplicaciones OpenCL 2013 v3.0.
Debido al tamaño que alcanza la matriz de distan-
cia (2.85 GB) se decide paralelizar el cálculo de los 
elementos de la matriz con OpenMP. Cada hilo del 
procesador disponible ejecutará [n(n-1)2]/p, siendo 
n la cantidad de trazas que se desea alinear y p la 
cantidad de hilos disponibles en la arquitectura de 
hardware.
La implementación de los pares o conjuntos de tra-
zas a alinear se implementa con OpenMP, Cuda y 
OpenCL. La fig. 8 muestra el procedimiento seguido 
por cada hilo. Cada hilo, 1,2,..  (Referente a la Fig. 
8) debe calcular la matriz de alineamiento y luego 
obtener el resultado de la alineación.
La primera iteración requiere que cada hilo ejecute 
 pares de alineaciones, la segunda iteración 
, así sucesivamente hasta llegar a la última 
iteración. Si en cada una de las iteraciones, siendo 
 todos los hilos traba-
jarían; si por el contario no se cumple esa condición 
en cada iteración solo se estaría aprovechando  
hilos disponibles, aun cuando la arquitectura de 
hardware provea más.
El hecho de que los dispositivos Cuda y OpenCL no 
permitan la creación de memoria dinámica dentro de 
ellos requiere que se hagan modificaciones al códi-
go.
Teniendo en cuenta la fig. 8 (a) se necesita combinar 
las  matrices de alineamiento como un único arre-
glo lineal, conociendo siempre que parte del arreglo 
pertenece a cada matriz para que cada hilo pueda 
trabajar con ella. Esta matriz, en forma de arreglo, es 
la que se transfiere al dispositivo.
Dentro de los dispositivos también se obtiene el re-
sultado del nuevo conjunto alineado (procedimiento 
TraceBack explicado en el paso 3), representado en 
la fig. 8 (b).
Cómo cada nivel  del árbol guía (ver fig. 7) re-
quiere los resultados obtenidos en los niveles  del 
árbol, por cada nivel de él, se requieren transferen-
cias entre el dispositivo y la memoria RAM de envío 
y recibo.
3.2. Resultados y discusión
El acápite valida la implementación realizada, para 
lo cual se realizan tres experimentos. La métrica em-
pleada para evaluar los experimentos es la acelera-
ción (Speed UP) obtenida en los escenarios de prue-
ba. La métrica indica cuántas veces es más rápido el 
Tabla 2.

















Intel Core 2 Duo E7300 CPU 2 2 2600 DDR2 2048 800 64 12.4
Intel Core 2 Quad Q9300 CPU 4 4 2500 DDR2 4096 800 64 12.4
Intel Core i7 920 CPU 4 8 2670 DDR3 6144 1066 64 25.5
nVidia Geforce GTX 260 GPU 27 216 1242 DDR3 896 1998 448 111.9
nVidia Geforce GTX 550 Ti GPU 4 192 1800 DDR5 1024 4104 192 98.5
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programa paralelo comparado con el programa se-
cuencial. La fórmula de la aceleración es la siguiente 
[25]-[28]: 
Siendo  el tiempo de ejecución secuencial y  el 
tiempo de ejecución paralelo.
3.2.1. Escenarios de pruebas
Además de las métricas descritas se realizaron va-
rios escenarios de pruebas los cuales se detallan a 
continuación:
Arquitectura 1: Intel Core 2 Duo y una tarjeta de 
video nVidia Geforce GTX 550 Ti.
Arquitectura 2: Intel Core 2 Quad y una tarjeta de 
video nVidia Geforce GTX 260.
Arquitectura 3: Intel Core i7 y una tarjeta de video 
nVidia Geforce GTX 260.
Para la realización de las pruebas se emplean las 
arquitecturas descritas, las cuales se detallan en la 
Tabla 2. Los dispositivos pertenecen a distintos fa-
bricantes, con generaciones y arquitecturas que sur-
gieron entre el 2007 y el 2012.Los resultados obte-
nidos se refieren solo al procesamiento. Los tiempos 
de ejecución que se exponen son el promedio de 10 
ejecuciones del algoritmo para cada escenario des-
crito. El sistema operativo donde se ejecutaron las 
pruebas es Windows 7 de 64 bits.
3.2.2. Análisis de los resultados obtenidos
El objetivo fundamental de las pruebas realizadas 
es comprobar el objetivo de investigación planteado: 
disminuir el tiempo de ejecución del algoritmo imple-
mentado respecto al secuencial.
Experimento 1:
A continuación se procede a realizar los experimen-
tos con 350 trazas. Las trazas más largas tienen 10 
caracteres mientras que las más cortas solo tienen 1 
carácter, con promedio de 5 caracteres. Los tiempos 
que se exponen en la Tabla 3 exponen los tiempos 
obtenidos en las dos secciones paralelizadas, la ma-
triz de distancias (T. Matriz D) y la alineación de las 
trazas (T. AL trazas).
Al analizar los resultados descritos en la Tabla 3 se 
observa que para todas las arquitecturas de prueba 
empleada, el tiempo de ejecución de la matriz de dis-
tancia es inferior a su tiempo secuencial. La alinea-
ción de las trazas solo disminuye cuando se emplea 
OpenMP en la arquitectura 1 y 2. Se concluye que 
para esta cantidad de patrones la paralelización de la 
alineación de las trazas empelando OpenCL y CUDA 
el tiempo de ejecución no disminuye. Los tiempos lo-
grados con GPU superan en gran medida al tiempo 
Tabla 3.
Tiempos de ejecución obtenidos (segundos) para cada una de las implementaciones realizadas con 350 trazas
Tiempo de ejecución(segundos)
Arquitectura 1 Arquitectura 2 Arquitectura 3
T. Matriz D T. Al de trazas T. Matriz D T. Al de trazas T. Matriz D T. Al de trazas
Secuencial 0.0970 0.2014 0.0981 0.2570 0.0512 0.1410
OpenMP 0.0530 0.1504 0.0404 0.2686 0.0375 0.1540
OpenCL CPU 0.0530 1.3095 0.0404 1.4026 0.0375 1.2722
OpenCL GPU 0.0530 1.5560 0.0404 6.5064 0.0375 6.1552
CUDA 0.0530 1.4100 0.0404 1.6422 0.0375 5.0500
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secuencial. Uno de los factores que influye en esto, 
es la cantidad de datos transferidos a través de la 
PCI entre el dispositivo y la memoria RAM.
La fig. 9 muestra la aceleración obtenida en cada 
arquitectura de prueba. La barra azul representa la 
aceleración obtenida con la paralelización de matriz 
de distancia con OpenMP (M.D), y las restantes ba-
rras son la aceleración obtenida con las implemen-
taciones OpenMP, OpenCL-CPU, OpenCL-GPU y 
CUDA de la alineación de las trazas (A.L). La arqui-
tectura que mejor aceleración logra disminuir el tiem-
po con la matriz de distancia es la 3. Las implemen-
taciones realizadas a la alineación de las trazas no 
logran disminuir el tiempo de ejecución secuencial 
en la mayoría de los casos. La única implementación 
que logra aceleración es OpenMP para la arquitectu-
ra 1 y 2, en las restantes arquitectura la aceleración 
obtenida es inferior a 1.
Experimento 2:
A continuación se procede a realizar los experimen-
tos utilizando 2350 trazas. Las trazas más largas tie-
nen 26 caracteres mientras que las más cortas solo 
tienen 1 carácter, con promedio de 24 caracteres. 
Los tiempos que se exponen en la Tabla 4 exponen 
los tiempos obtenidos en las dos secciones parale-
lizadas, la matriz de distancias (T. Matriz D) y la ali-
neación de las trazas (T. AL trazas).
En la Tabla 4 no se muestran resultados que la im-
plementación realiza respecto a la alineación de las 
trazas para la arquitectura 2 y 3. La GPU instalada 
en ambas arquitecturas es la misma (ver Tabla 2). 
Al ejecutar el algoritmo en estas arquitecturas, la 
GPU no fue capaz de ejecutar tantas alineaciones 
de trazas a la misma vez. La cantidad de trazas a 
alinear es superior al experimento anterior, por lo 
que se esperaba que la GPU aumentara el tiempo 
de ejecución del algoritmo como se evidencia para la 
arquitectura 1 (OpenCL y CUDA).
OpenMP es la única técnica que logra disminuir el 
tiempo de ejecución de esta implementación. Res-
pecto a la paralelización de la matriz de distancia, 
para todas las arquitecturas se disminuye el tiempo 
de ejecución.
Se concluye que el proceso de alinear varios con-
juntos de trazas a la misma vez dentro de la GPU, 
debido a las características descritas del algoritmo 
no es recomendable para este algoritmo. Muchas bi-
furcaciones afectan el rendimiento de las GPUs, la 
ejecución se serializa entre los hilos de un mismo 
grupo, por lo que se ejecutan pocos hilos de forma 
simultánea, esto provoca que los accesos a memoria 
sean muy dispersos.
Tabla 4.
Tiempos de ejecución obtenidos (segundos) para cada una de las implementaciones realizadas con 2350 trazas
Tiempo de ejecución(segundos)
Arquitectura 1 Arquitectura 2 Arquitectura 3
T. Matriz D T. Al de trazas T. Matriz D T. Al de trazas T. Matriz D T. Al de trazas
Secuencial 4.3502 148.7538 5.7206 212.4726 3.9956 200.7250
OpenMP 2.5944 147.4612 1.9157 152.7680 0.9724 200.2720
OpenCL CPU 2.5944 215.0320 1.9157 237.5774 0.9724 230.5660
OpenCL GPU 2.5944 588.7847 1.9157 - 0.9724 -
CUDA 2.5944 585.5305 1.9157 - 0.9724 -
Fig. 10 Aceleración obtenida en las arquitecturas de prueba con 
2350 trazas.
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La fig. 10 solo muestra la aceleración obtenida para 
las implementaciones OpenMP y OpenCL CPU. La 
barra azul muestra la aceleración lograda con la pa-
ralelización de la matriz de distancia. Las restantes 
hacen alusión a la implementación realizada a la ali-
neación de las trazas (A.L). La arquitectura 2 es la 
que más logra disminuir el tiempo de ejecución de 
la matriz de distancia. No se obtiene, para ninguna 
de las arquitecturas de prueba, aceleración respecto 
a la alineación de las trazas con OpenCL (CPU). La 
aceleración obtenida con OpenMP disminuye relati-
vamente poco el tiempo de ejecución de la imple-
mentación secuencial de la alineación de las trazas. 
A pesar de ello la arquitectura 2 es la que mejores 
resultados logra respecto a esta implementación.
Experimento 3:
A continuación se procede a realizar los experimen-
tos utilizando 4350 trazas. Las trazas más largas tie-
nen 49 caracteres mientras que las más cortas solo 
tienen 1 carácter. Los tiempos que se exponen en la 
Tabla 5 exponen los tiempos obtenidos en las dos 
secciones paralelizadas, la matriz de distancias (T. 
Matriz D) y la alineación de las trazas (T. AL trazas).
La Tabla 5 no muestra resultados para ninguna de 
las ejecuciones empleando GPU (OpenCL y CUDA). 
El controlador de video falla al realizar las alinea-
ciones con esta cantidad de datos. Al recuperarse 
el algoritmo no termina de forma abrupta pero los 
resultados obtenidos no son correctos. En todas las 
arquitecturas de prueba se logra disminuir el tiempo 
de ejecución a la matriz de distancia. OpenCL CPU 
solo disminuye tiempo en la arquitectura 3. OpenMP 
a pesar de que en todas las arquitecturas logra dis-
minuir el tiempo de la alineación de trazas, el tiempo 
no es significativo.
La fig. 11 muestra la aceleración obtenida para la im-
plementación realizada a la matriz de distancia. Solo 
para OpenMP y OpenCL-CPU se muestra la acele-
ración obtenida para la alineación de las trazas. La 
barra azul representa la aceleración obtenida con la 
matriz de distancia. Todas las arquitecturas logran 
disminuir el tiempo de ejecución.
La aceleración obtenida con las implementaciones 
OpenMP y OpenCL-CPU para la alineación de las 
trazas, es casi imperceptible y con OpenCL-CPU 
solo se logra aceleración con la arquitectura 3.
Se concluye que a medida que la arquitectura ofrece 
mejores componentes de hardware, la implementa-
ción realizada con OpenMP respecto a la matriz de 
distancia, obtiene mejores resultados. Lo cual de-
muestra ser un algoritmo escalable.
Respecto a la alineación de las trazas, las imple-
mentaciones realizadas no logran disminuir en la 
mayoría de ellas, el tiempo de ejecución del algorit-
Tabla 5.
Tiempos de ejecución obtenidos (segundos) para cada una de las implementaciones realizadas con 4350
Tiempo de ejecución(segundos)
Arquitectura 1 Arquitectura 2 Arquitectura 3
T. Matriz D T. Al de trazas T. Matriz D T. Al de trazas T. Matriz D T. Al de trazas
Secuencial 16.8490 2262.5640 15.9205 2417.6380 13.4015 3359.9725
OpenMP 8.7395 2202.6020 4.6360 2312.6980 3.0100 3349.7100
OpenCL CPU 8.7395 2753.4120 4.6360 2904.8920 3.0100 3195.4410
OpenCL GPU 8.7395 - 4.6360 - 3.0100 -
CUDA 8.7395 - 4.6360 - 3.0100 -
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mo secuencial. Solo la implementación con OpenMP 
obtiene una aceleración, para todas las arquitecturas 
de prueba, aproximadamente 1.
4. CONCLUSIONES
Teniendo en cuenta que el objetivo de la investigación 
es disminuir el tiempo del algoritmo Trace Alignment 
se concluye lo siguiente:
• El diseño propuesto implementado con Open-
MP, OpenCL y CUDA solo logra disminuir tiem-
po de ejecución con OpenMP.
• El tiempo de ejecución del algoritmo Trace 
Alignment paralelizado (OpenMP) disminuye 
aproximadamente 5 minutos respecto al tiem-
po secuencial.
• De las secciones implementadas con técni-
cas paralelas, la sección que más disminuye 
tiempo de ejecución es la matriz de distancia, 
a pesar de no ser la región que más consume 
tiempo dentro del algoritmo.
• El tiempo alcanzado empleando las GPUs dis-
ponibles es siempre superior al algoritmo se-
cuencial. A medida que se aumenta la cantidad 
de trazas a alinear, las GPUs tienen muy bajo 
rendimiento.
• Los flujos complejos en las operaciones pre-
sentes en el kernel influyen negativamente en 
el rendimiento de este tipo de dispositivos.
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