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Abstract
In this thesis, aspects of atomization, combustion and emission were
investigated for a range of biodiesels. The selected fuels have different
carbon chain lengths and unsaturation degrees and consequently dif-
ferent fuel oxygen contents. As such, they represent a broad range
of biodiesels from the first to the third generation. Fundamental
studies of secondary atomization were conducted using an air cross
flow stream. The measurements for complex liquid breakup shapes
and spray structures were performed using a blacklit image technique
in conjunction with Laser Doppler Anemometry (LDA) and Phase
Doppler Anemometry (PDA). A novel processing technique developed
previously was automated, extended, and applied successfully to clas-
sify and quantify the complex shape of fluid elements that dominate
the secondary atomization process. Investigation of spray flames was
performed using a hot co-flow burner. The flame structures were
visualized using chemiluminescence signals, and OH-PLIF to quan-
tify the reaction zone widths. Fuel utilization was examined using
a well-instrumented, heavy-duty, multi-cylinder, common-rail, turbo-
charged diesel engine to investigate engine performance, engine cycle
variability and emission concentrations when fueled with biodiesels
and their blends with fossil diesel. NOx, particle mass, particle num-
ber and size, black carbon, and reactive oxygen species concentrations
are reported.
Four biodiesels (B1 to B4, respectively) together with a conventional
diesel (D) and ethanol (E) are selected to study in this thesis. The
physico-chemical properties of the fuels are sufficiently broad to en-
able a comparison of biodiesels from various feedstocks with tradi-
tional fuels such as diesel. Biodiesels B1 and B2 are representatives
of saturated fatty acid esters (FAME), however, B1 has a shorter car-
bon chain length than B2, which has a medium carbon chain length.
Biodiesels B3 and B4 have long and similar chain lengths however
different unsaturation degrees; B3 is partially unsaturated and B4 is
almost fully unsaturated.
Secondary atomization was characterized in terms of three fluid ele-
ments namely small drops, large objects and ligaments. It was found
that at a low Weber number, a significant change in shape proba-
bilities occurs when moving from a bag break-up regime to higher
Weber numbers and some small differences in liquid shapes are found
amongst the tested fuels. However, up to a certain Weber number
(such as We = 200), the probability of detection of different shapes is
almost independent of the breakup regimes as well as the fuel prop-
erties, which suggests that even though the breakup regimes and fuel
properties are different, this particular statistic is unchanged.
Comparing performances of flame structures in the hot co-flow burner
indicated that the auto-ignition characteristics are affected by the fuel-
air ratio and also by the fuel molecular structure. It is found that the
change in chemiluminescence emission as well as the growth of reaction
zone width are controlled by the F/A ratio. Earlier auto-ignition zones
were observed for saturated medium carbon chain length (B2) with
respect to those of saturated short chain length biodiesel (B1).
Engine studies confirmed that differences in biofuel molecular profiles
significantly affect engine combustion and emission characteristics.
When fueled with biodiesels, the engine consumed more fuel while
producing a lower mean of effective pressure, somewhat proportion-
ally to their lower calorific values. A smaller number of emitted par-
ticles was observed for biodiesels with respect to fossil diesel, but the
concentration of the reactive oxygen species was significantly higher
which is attributable to the oxygen contained in the biofuels.
The study on engine cycle variability established a link between the
cyclic variability and the oxygen ratio, which is a good indicator of
stoichiometry. The results showed that the fatty acid structures did
not have a significant effect on injection timing, injection duration,
injection pressure, StDev of IMEP, or the timing of peak motoring
and combustion pressures. However, a significant effect was noted on
the premixed and diffusion combustion proportions, combustion peak
pressure and maximum rate of pressure rise. Additionally, boost pres-
sure, IMEP and combustion peak pressure were found to be directly
correlated to the oxygen ratio.
The current research also revealed that a critical key to reducing the
total particle mass, particle size, particle number, and black carbon
concentration is to increase the fuel oxygen content (FO). However,
an increase in the FO leads to a substantial increase in the total parti-
cle number per unit of particle mass, the amount of black carbon per
unit of particle mass, and the reactive oxygen species concentration.
The oxygen atoms contained in biodiesels suppress particle formation
in the premixed spray combustion zone, but on the other hand, they
enhance particle oxidation (at the spray boundary) as well as the par-
ticle surface burning processes. With respect to ISNOx concentration,
however, the effect of FO on NOx concentration is minimal.
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Nomenclature
General nomenclatures
Symbol Definition Unit
g Gravitational acceleration m/s2
p Pressure Pa
T Temperature (scalar) K
t Time s
For fuel
Symbol Definition Unit
FAE Fatty acid ester
FAME Fatty acid methyl ester
FAEE Fatty acid ethyl ester
C/H/O Carbon/Hydrogen/Oxygen atom, respectively
Cx:y x: number of carbon atoms in fatty acid chain
y: number of double bonds in fatty acid chain
AFR (or A/F) Air fuel ratio by mass
FAR (or F/A) Fuel air ratio by mass
OR and OFR Oxygen ratio and Oxygen fuel ratio, respectively
FO Fuel oxygen content wt%
HHV Higher heating values MJ/kg
LHV Lower heating value MJ/kg
CN Cetane number
IV Iodine value gI/100g
SN Saponification number mgKOH/g
UD Unsaturation degree
VI Viscosity Index
LTVR Low Temperature Viscosity Ratio
viii
For atomization and spray
Symbol Definition Unit
d Droplet diameter m
D Nozzle diameter m
U Velocity m/s
x/D and r/D Normalized axial and radial position, respectively
SMD Sauter mean diameter m
D10 Arithmetic mean diameter m
Oh Ohnersoge number
Re Reynolds number
We Weber Number
Ql Liquid flow rate kg/min
Llum Height of luminous zone m
For internal combustion engine
Symbol Definition Unit
IC Internal combustion
CI Compression ignition
SI Spark ignition
ECU Electronic Control Unit
EMS Engine management system
DCA Degree of crank angle
BDC Bottom Dead Centre
TDC Top Dead Centre
rpm Revolutions per minute
p-V Cylinder pressure versus cylinder volume
p-θ Pressure versus crank angle
BMEP Brake mean effective pressure Pa
IMEP Indicated mean effective pressure Pa
NHRR Net heat release rate J/DCA
CoV Coefficient of variation %
CO Carbon monoxide
CO2 Carbon dioxide
NOx Nitrogen oxides (typically NO and NO2)
ROS Reactive oxygen speacies
BC Black carbon
PM Particle mass
PN Particle number
PSD Particle size distribution
ISE Indicated specific emissions
ix
Acronyms Definition
Symbol Definition
KDE Kernel density estimate
MCMC Markov-chain Monte Carlo
CCD Charged Couple Device
CMOS Complementary Metal-Oxide Semiconductor
LDA Laser Doppler Anemometry
PDA Phase Doppler Anemometry
PDF Probability Density Function
PDIA Particle Digital Image Analysis
PIV Particle Image Velocimetry
LIF Laser Induced Fluorescence
Nd:YAG Neodymium doped Yttrium Aluminum Garnet
OD Optical density
TLAF Two-line Atomic Fluorescence
NTLAF Non-linear two-line Atomic Fluorescence
UV Ultra violet
Greek Symbol Definition Unit
λ Air fuel equivalence ratio
Φ Fuel air equivalent ratio
µ Dynamic viscosity Pa.s
ν Kinematic viscosity m2/s
ρ Density kg/m3
σ Surface tension N/m
τ Time scale s
γ Specific heat ratio
θ Degree of crank angle
η Efficiency
∆ Difference
δ Thickness of boundary layer
of a shear breakup model
x
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Chapter 1
Thesis Motivation, Objectives
and Structure
”The diesel engine can be fed with vegetable oils and would help
considerably in the development of agriculture of the countries
which use it”
–***– Rudolf Diesel’s Statement in 1912 –***–
1.1 Motivation
Currently, there is strong worldwide interest in finding clean and suitable bio-
fuels that could be used for power generation systems and transportation [1; 2].
This challenge arises from a number of factors including oil supply shortfall,
oil security, concerns about global warming and climate change, the growth of
world population and increased travel demand. Biofuels contain energy from ge-
ologically recent carbon fixation in which the inorganic carbon is converted into
organic compounds (such as photosynthesis) by living organisms [3]. Amongst
biofuels, biodiesels derived from vegetable oils, animal fats, or algae by a trans-
esterification conversion process [3; 4] have received more and more interest from
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scientists. Such biodiesels constitute the main focus of this thesis.
The use of straight vegetable oils for compression ignition (CI) engines has been
recognized for more than 100 years. However, biodiesels, as chemically converted
products of straight oils, have only been known as such since 1990s and the first
biodiesel standards were only released in the first decade of 21st century [5].
Historically, it is not confirmed whether Rudolf Diesel used peanut oil to fuel
one of his early engines at the Paris Exhibition in 1900 or whether he simply
described a test conducted by another company as claimed by Knothe [5]. This
disagreement notwithstanding, straight vegetable oil testing was considered to be
a success and seemed to offer the potential for remote colonies to be self-sufficient
in fuel [5]. However, fuel properties of straight vegetable oils are significantly
different from those of diesel especially regarding viscosity. Viscosity of straight
vegetable oils can be up to 40 to 50 times higher than that of diesel [5]. This and
other differences in fuel properties lead to critical engine problems such as engine
cold starting, cocking, and corrosion of nonmetal elements [6].
To overcome these problems, vegetable oils can be converted chemically using a
transesterification process [7]. Transesterified products were introduced for the
first time in the world in 1984 and the first equipment for producing this fuel
was advertised in the same year by Bio-Energy (Australia) Pty. Ltd. The term
biodiesel was not coined until 1991. The first neat biodiesel standard (D− 6751)
and the blending biodiesel standard (D − 6751 − 08) have been available since
2002 and 2008, respectively. Biodiesel, then, is a fuel comprised of mono-alkyl
esters of long chain fatty acids derived from vegetable oils or animal fats or algae.
The solvent used in the transesterification process is either methanol or ethanol
resulting, respectively, in fatty acid methyl ester (FAME) or fatty acid ethyl ester
(FAEE) [8].
A key feature of biodiesels is that the type and fraction of fuel constituents are
not controlled by the manufacturing process but by the parent feedstocks. One
biodiesel may have constituents with 8 to 25 carbon numbers and up to 5 or even
more numbers of double bonds [5] but the molecular always has two oxygen atoms.
Further discussions regarding the biodiesels’ constituent molecular structures are
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outlined in Appendix D. Variations in the number of carbons (or carbon chain
length) and double bonds (or unsaturation degree) lead to a variation in the
oxygen fraction. This along with variation in the feedstocks leads to different
fuel properties especially viscosity, surface tension, heating values, and cetane
number [5; 9]. The differences in the fuel properties may have significant effects
on fuel atomization, combustion, and emission characteristics.
Figure 1.1: Chronogram of publications related to biodiesel studies (recorded
by Google Scholar in the last three decades using four research topics namely
biodiesel, biodiesel atomization, biodiesel combustion, and biodiesel emission)
As a measure of interest in biodiesels, the number of scientific articles recorded
by Google Scholar in the last three decades using four research topics (biodiesel,
biodiesel atomization, biodiesel combustion, and biodiesel emission) is shown in
Figure 1.1. This figure extends and updates an earlier investigation by Lapuerta
and co-workers [10]. Figure 1.1 clearly demonstrates that the number of publi-
cations started to increase exponentially in 2002, the year which witnessed the
release of the first neat biodiesel standards [5].
Recent studies on biodiesel have focused on its effect on the performances as well
3
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as the emissions of diesel engines. Excellent reviews on the topic are provided by
[5; 10; 11; 12; 13]. Key findings are: (i) The fatty acid molecular structures affect
many physical and chemical properties, such as: viscosity, density, cetane num-
ber and calorific value [5; 11]. This leads to a significant impact on the chemical
kinetics, ignition delay and the concentrations of emissions [12; 13]. (ii) An in-
crease in biodiesel consumption when compared with that of diesel. The increase
is in approximate proportion to the loss of biodiesel heating value [5]. (iii) Sig-
nificant reductions in particle mass concentration while there are contradictory
statements regarding NOx and particle size distribution [10]. Apart from contro-
versies in some of the reported results, there are two key issues with respect to
existing research on biodiesels: (i) the fuels are generally selected at random de-
pending on their availability and without any reference to chemical and physical
property variations amongst biodiesels derived from different feedstocks and (ii)
very few studies report on the basic atomization characteristics and flame struc-
tures of biodiesels, features that may well be important considering how different
the physico-chemical properties are from those of fossil diesel. This thesis aims to
address both issues, by careful selection of a suite of biodiesels and by conducting
subsequent studies of their atomization and combustion characteristics as well as
their performance in compression ignition engines.
1.2 Thesis Objectives
The objective of this thesis is to provide an improved understanding of the at-
omization, combustion and emission characteristics of biodiesels with a specific
focus on two fuel properties: (i) the effect of carbon chain length and (ii) the
degree of unsaturation. The studies conducted here involve laboratory burn-
ers and atomizers as well as engine tests where measurements are performed at
the combustion chamber and the exhaust flow. Different biodiesels are selected
such that the fuels cover from short to long carbon chain lengths but also from
fully saturated to fully unsaturated levels. Effects of the biodiesel properties on
secondary atomization are examined in a controlled laboratory atomizer and a
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burner was designed and tested to measure spray flame characteristics. Measure-
ments of engine performance and emission concentrations are also reported for
these biodiesels in different blending ratios with neat diesel.
Active collaborations took place with a number of researchers to develop exper-
imental systems and to extend the data processing algorithms adopted in this
thesis. In some cases these collaborators also provided various tools, that the
author did not develop, and these are explicitly set out below:
• Clean Combustion Group at The University of Sydney (Dr. A. Kourmatzis):
Assisted in (i) design and setup of a cross flow stream system to test sec-
ondary atomization; similarly, (ii) a hot co-flow burner to examine spray
characterization, and (iii) extend an image processing code in Matlab to
investigate the complex structure of liquid filaments in secondary atomiza-
tion
• Biofuel Engine Research Facility (BERF) at Queensland University of Tech-
nology (Prof. R. Brown and Prof. Z. Ristovski): Provided an engine test
bed to study the influence of fatty acid ester profiles on combustion and
emission concentrations. Also, co-operated with Dr. T. Bodisco to extend
processing codes programed using C++ and Matlab to investigate inter-
cycle combustion variability in compression ignition (CI) engines operating
with biodiesels
• School of Mechanical Engineering at The University of Adelaide (Prof. G.
Nathan, Prof. B. Dally and Dr. P. Medwell): Co-operated to assess the
feasibility of conducting instantaneous single-shot temperature imaging in
turbulent spray flames using the non-linear two-line atomic fluorescence
(NTLAF) technique
5
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Chapter 2 will provide a background and a general literature review of the subject
including: (i) Biofuel production techniques; (ii) Liquid fuel atomization; (iii)
Spray combustion; (iv) Combustion in compression ignition engines; and (v) Laser
diagnostic techniques used in combustion research.
Chapter 3 will cover a selection of fuel representatives, an evaluation of biodiesels
and their important properties.
Chapters 4 to 8 will present the experimental systems, results and discussion of
the following subjects: (i) Secondary atomization (Chapter 4); (ii) Non-reacting
spray and flame characteristics (Chapter 5); (iii) Biodiesels: engine performance
and emissions (Chapter 6); (iv) Biodiesels: Engine cycle variability (Chapter 7);
and (v) Biodiesels: roles of oxygenates (Chapter 8).
Chapter 9 aims to bring together atomization, combustion and emission charac-
teristics of the biofuels while also making recommendations for further work.
The thesis concludes with Chapter 10 to summarise the findings.
Appendices A to G include supplementary knowledge related to: (i) Image pro-
cessing technique (Appendix A); (ii) Biodiesel standards and FAME compounds
in biodiesels (Appendix B); (iii) Mono FAME properties (Appendix C); (iv)
FAME structures (Appendix D); (v) Mathematical models to estimate biodiesel
properties (Appendix E) (vi) European emission standards (Appendix F); and
(vii) Temperature imaging of turbulent dilute spray flames using two-line atomic
fluorescence (Appendix G).
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Chapter 2
Background
”If the facts do not fit the theory,
change the facts”
–**– Albert Einstein –**–
2.1 Introduction
This chapter attempts to draw a background picture and to develop a comprehen-
sive review of areas related to the research focus of this thesis. It is structured
in six sections beginning with an overview of the conversion technologies used
to produce biofuels from triglycerides. This led to the selection of representa-
tive fuels in Chapter 3 to study the influence of biodiesel molecular structures
on atomization, combustion and emission in subsequent chapters (Chapters 4 to
8). The second section concentrates on the conventional atomization background
which is a subject of study in Chapter 4. The third section summarises combus-
tion history and its fundamental characteristics which are relevant to the study of
non-reacting spray and flame characterizations in Chapter 5. The fourth section
provides an overview of compression ignition engine combustion and the emission
phenomenon, which supports studies conducted in a heavy duty compression ig-
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nition engine fueled with biodiesels and their blends with fossil diesel shown in
Chapters 6, 7 and 8. The last section details the development of related laboratory
measuring techniques employed in this thesis to investigate spray atomization in
an air cross flow stream as well as combustion and emission characteristics in
laboratory burners.
2.2 Biofuels Derived from Triglycerides
Biofuels contain energy from geologically recent carbon fixation in which the
inorganic carbon is converted into organic compounds (such as photosynthesis)
by living organisms [3]. In this section, only biofuels derived from triglycerides
(which are contained in vegetable oils, animal fats, and algae) will be surveyed.
The section starts with an overview of biofuel production techniques. It is notable
that several techniques are mentioned in this section to convert triglycerides to
biofuels, however, only transesterification is selected to produce biodiesels as this
is a cheaper and simpler process with respect to other candidates. The second
component of this section will discuss biodiesel generations, their water footprint
and competition with cropping land.
2.2.1 Biofuel Production Technology
Although triglycerides or straight oils were used by Dr. Rudolf Diesel more than
a 100 years ago, they are really not suitable for direct use in compression ignition
(CI) engines [5]. Triglycerides have low volatility, reactivity, and high viscosity
which create some serious problems in an engine. In short term operation, the
engines may have problems of low ambient temperature starting, injector and
filter gumming and plugging. In the long term, this may result in plugged injec-
tor orifices due to coking formation, carbon deposits on combustion chambers,
excessive engine wear, and thickening and gelling of the lubricating oil [14]. Con-
version techniques are, therefore, required to improve the fuel properties so that
they can be comparable with those of fossil fuels [3; 14].
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The triglycerides from vegetable oils, animal fats, and algae can be converted
into biofuels by several conversion techniques namely micro-emulsions, hydro-
deoxygenation, thermal-cracking (pyrolysis), and transesterification [3; 6]. Micro-
emulsion is a colloidal equilibrium dispersion (with dimensions around 1-150 nm
range) formed spontaneously from two immiscible liquids with the aid of solvents
such as methanol, ethanol, and 1-butanol [15]. Micro-emulsion of vegetable oil
lowers the fuel viscosity but not to sufficiently low levels so that the resulting
product still causes some significant engine operational problems [16].
Hydro-deoxygenation is a process by which a feedstock is converted to hydrocar-
bons by saturation of its bonds and removal of oxygen [17]. Hydro-deoxygenation
requires elevated temperature and pressure with the presence of hydrogen. The
technique may produce similar products to kerosene, however, it consumes hy-
drogen which is complicated and expensive to produce and to store. Moreover,
the high elevated pressure required makes the production system less safe and
more costly.
Thermal cracking is a process of pyrolysis in which a substance is converted into
another by heat with or without a catalyst. This process occurs in the absence of
air. Thermal cracking of fats has been investigated for more than 100 years, how-
ever, it is not easy to characterize due to its complexity and variety of reaction
products [18]. Demirbas [19] has converted olive oils into liquid hydrocarbons by
an alkali pyrolysis process in the presence of 0-5% Na2CO3. The cracking process
occurs in a cylindrical stainless steel reaction tank inserted into a variable tem-
perature furnace. The products collected from the process include three different
groups namely condensable liquid products, non-condensable gaseous products,
and solid residue (char) [7].
The pyrolysis technique can be divided into two subclasses: fast and slow (con-
ventional) pyrolysis [7]. Fast pyrolysis is a technology for the conversion of bulky
solid biomass at temperatures between 450-500 oC in the absence of oxygen under
atmospheric pressure into a liquid with an energy density of approximately half
that of fossil oils [20]. The products of fast pyrolysis include vapours, permanent
gases, and char/ash. The presence of char/ash makes fast pyrolysis products
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unsuitable for direct combustion in conventional oil/gas boilers and turbine op-
erations. Slow (or conventional) pyrolysis is a process in which the temperature
can be increased by a controlled heat rate. In this process, peak temperature and
the heat rate are the most influential parameters affecting the resulting products
[21; 22]. The most difficult part of this process is low yield and the difficulty
of controlling the heat rate [23]. Pyrolysis is a method used by several current
studies to produce bio-aviation fuels [7; 19]. Shell, Chevron, Australia’s national
science laboratory, CSIRO, Ensyn, and UOP have researched methods of pro-
ducing ’biocrude oils’ from catalyst fast pyrolysis. The biocrude oils need to be
further converted into aviation biofuels involving other pyrolysis processes. Alkali
catalytic pyrolysis has been used to produce liquid hydrocarbons from olive oils
[19]. This research showed that with 5% of Na2CO3 catalyst the highest yield of
hydrocarbons was 54%.
Transesterification is a method in which various oils (triglycerides) are converted
into fatty acid esters by reaction with alcohols such as methanol and ethanol.
Methanol is cheaper and therefore commonly used in the current technology.
However, ethanol is also more of interest as it is a renewable fuel and it is also
friendlier with respect to methanol. There are several transesterification meth-
ods used to convert the oils such as acid catalyst, alkali catalyst, methylation
of free fatty acids with diazomethane (CH2N2), supercritical alcohol, catalytic
supercritical methanol, and biocatalytic transesterification [4]. The transesterifi-
cation reaction is affected by the molecular ratio of glycerides to alcohol, type of
catalysts, reaction temperature, reaction time, free fatty acids and water content
of oils or fats (purity of the reactants). However, the types and compositions of
fatty acid esters are independent of the production method, these are dependent
on the unique characteristics of the fuel feedstock. The mechanism and kinetics
of the transesterification process showing how the reaction occurs and progresses
can be found in [2].
Thermal cracking and transesterification are sometimes confused with one an-
other. Both of them use heat to break the triglyceride molecules. In the transes-
terification process, macro-molecules (triglycerides) are successfully decomposed
into light molecules (intermediary di- and mono-acylglycerols) in the presence of
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a suitable catalyst. These light molecules, which are unstable and reactive, finally
react with each other to form fatty acid esters and glycerols. With pyrolysis, how-
ever, a catalyst is usually unnecessary, and the light decomposed fragments are
converted to oily compounds through homogeneous reactions in the gas phase.
Transesterification occurs at a temperature of 525-600 K and pressure of 5-20
MPa, whereas a pyrolysis process takes place at higher temperatures (650-800 K)
and lower pressure (0.1-0.5 MPa) [7].
Amongst the discussed techniques, transesterification is one of the simplest and
cheapest, therefore, this is so far the only technique accepted in the definition of
biodiesels under the biodiesel standards, ASTM-D-6751 and EN-14214.
2.2.2 Molecular Structure of Biodiesel Constituents
The transesterification reaction between triglyceride and methanol to produce
fatty acid methyl esters (FAMEs or biodiesels) and glycerols is shown in Figure
2.1. One triglyceride consists of three fatty carboxylic acid radicals (R1 to R3)
bonded to one glycerol radical. The carboxylic acid group consists of a carbon
atom bonded to two oxygen atoms (−COO−). When one triglyceride reacts with
3 methanol molecules, the bonds between the oxygen atoms in the carboxylic acid
group and the carbon atom of the glycerol radical are broken, which results in
the formation of one glycerol and three fatty acid esters.
Several triglycerides may exist in the products of a single feedstock so biodiesels
are mixtures of mono fatty acid esters which are not controlled by the manufac-
turing process, but by the parent feedstocks. The mono esters always have two
oxygen atoms in their molecule. However, their carbon chain lengths vary over a
wide range from 8 to 25 and the number of double bonds in their chain can be
from 0 to 6 [5]. The variation in chain length and number of double bonds leads
to a variation in the oxygen fraction of their molecule. In addition, the chain
geometry can be structured as a CIS (the chain is bent in the location of double
bonds) or a TRANS (the chain is straight in the location of double bonds). The
FAME molecular structure (carbon chain length and number of double bonds),
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Figure 2.1: Transesterification reaction to produce biodiesels from triglycerides
the geometric structure (CIS and TRANS), and the oxygen fraction of biodiesels
derived from different feedstocks make their properties such as cetane number,
heating value, viscosity, and surface tension vary in a wide range. The varia-
tions in the properties of biodiesels may have certain effects on their atomization,
combustion and emission characteristics.
A key feature of biodiesels, which makes them different from conventional petro-
diesel, is the oxygen-bound in the fuels. While there are always two oxygen atoms
in one fatty acid methyl ester molecule, the oxygen content in the biofuels depends
on the fatty acid ester profile, specifically carbon chain length and unsaturation
level. Although oxygen in the fuel can enhance the combustion process, it results
in a lower heating value [10; 14; 24; 25; 26; 27; 28]. At the same air-fuel equiva-
lence ratio (λ), mixtures of oxygenated fuel and air are always leaner compared
to mixtures of hydrocarbon fuels and air [29; 30]. Moser et al. [31] compared
blends of ultra low sulfur diesel with 20% of soy bean methyl esters and observed
that oxygen in the fuel improves lubricity, increases kinematic viscosity, lowers
sulfur content, and results in inferior oxidative stability. In order to account for
the oxygen content in the fuel, Mueller et al. [29] proposed that the oxygen ratio
(OR) and oxygen fuel ratio (OFR) are more appropriate measures of stoichiom-
etry than the standard air to fuel ratio (AFR). The OFR and OR are defined,
respectively, as the ratio of total oxygen atoms in the fuels (OFR) or fuels and
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oxidizers (OR) to the total oxygen atoms required for stoichiometric combustion
[29]. Higher oxygen content in a fuel results in a higher oxygen fuel ratio, and
also a higher difference between the oxygen ratio (OR) and air-fuel equivalence
ratio (λ). For instance, the oxygen ratio for hydrocarbon fuels (where OFR =
0) is exactly the same as λ, while in an oxygenated fuel where OFR = 0.5, the
difference between the oxygen ratio (OR) and λ is 100% [29].
Molecular structures of five common FAMEs presented in biodiesels namely
methyl palmitate (C16:0), methyl stearate (C18:0), methyl oleate (C18:1), methyl
linolate (C18:2), and methyl linolinate (C18:3) can be found in Figure D.1 in Ap-
pendix D. Constituents of FAMEs and their fractions in Biodiesels derived from
several feedstocks are presented in Table B.2 in Appendix B.
2.2.3 Biodiesel Generations and their Water Footprint
and Fuel Cropping Land
Biodiesels are commonly classified into three generations. The first one consists
of fuels made from edible sources such as soy bean and peanut oils while the
second generation is made from inedible sources such as jatropha oils, residues
of crop and forest, used cooking oils, industrial oils and animal fat. Biodiesels
classified as the third generation are fuels derived from algae, one of the potential
feedstocks for biodiesels as their oils yielded per unit area of land are much higher
than those from other generations [27; 32; 33].
In a study of the biodiesel potential using a scenario in the US, Chisti [27] es-
timated that 0.53 billions m3 of biodiesel is required annually to replace all of
transport fuel consumed in US. To meet only 50% of the US fuel demand, the per-
centage of cropping land area required to grow different fuel feedstocks is shown in
the last column of Table 2.1. In a recent review of the utilization of the biodiesel
generations [33], a database for water footprint per unit energy, land use per unit
energy per year, energy per unit area, and fuel yield per unit energy per year is
added. The information is summarized in Table 2.1. It is clear that microalgae is
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Table 2.1: Water footprint, land use per unit energy and biodiesel yield of various
energy crops (reproduced from [27; 33])
Water Land Energy, Fuel % of Existing
Feedstock Use, m
3
GJ
Use, m
2
GJ
GJ
ha.a
Yield, L
ha.a
US Cropping
Area (∗)
Corn – – – – 846
Soy bean 383 689 15 446 326
Canola – – – – 122
Jatropha 396 162 62 1,896 77
Rapeseed 383 258 39 1,190 –
Cotton 135 945 11 325 –
Sun flower 61 323 31 951 –
Oil palm 75 52 192 5,906 24
Coconut 49 128 78 2,399 54
Groundnut 58 220 45 1,396 –
Microalgae(∗∗) <379 2 to 13 793 to 24,355 to 1.1 to 2.5
136,886 136,886
(∗) : For meeting 50% of all transport fuel needs of the United States [27]
(∗∗) : Scenarios of 30% and 70% oil in biomass by mass [27]
a potential candidate for the future biofuel as its energy yield per cropping area
is much higher than that of the first and the second biodiesel generations. Biofuel
produced from corn, for example, requires almost 800 times the percentage of the
US cropping area with respect to microalgae to replace 50% of the transport fuel
in the USA. It is notable that microalgae requires 4 to 5 times more water than
palm, sun flower and coconut. However, microalgae’s water footprint is roughly
similar to biodiesels derived from other feedstocks including soy bean, jatropha,
and rapeseed. A key feature of algae molecular structure is a long chain length
with a high unsaturation degree [32], therefore, a study on the impact of their
profile on the atomization, combustion and emission characteristics is valid for
the utilization of biodiesels including algae.
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2.3 Liquid Fuel Atomization
Different from combustion of gases, liquid fuels involve atomization, droplet-
droplet collision, vaporization as well as mixing. These physical processes add a
significant complication into the liquid fuel combustion process [34]. This section
will focus on the atomization process of liquid fuels which is studied in Chapter
4.
Liquid fuel atomization encompasses a number of phenomena including fuel jet
primary atomization [35; 36], secondary breakup [37; 38; 39] and droplet-droplet
interaction [40; 41]. A schematic of a liquid jet breaking into liquid filaments
and droplets is shown in Figure 2.2. Primary atomization initiates the process
where the bulk liquid breaks up to form droplets near the liquid surface [36; 42],
followed by secondary atomization where the droplets move at a relative velocity
to the surrounding environment and the aerodynamic forces cause the droplets
to deform and breakup into smaller droplets and other fragments [39; 42; 43].
Break-up is generally achieved by liquid-air interfacial aerodynamic forces which
can be enhanced by surrounding gas phase turbulence. One of the most important
objectives of atomization studies overall is to determine the appropriate operat-
ing conditions leading to a particular desired droplet size which can ultimately
optimize evaporation and mixing quality.
Studies of fuel atomization have been performed using: (i) practical systems such
as IC engines [44], (ii) constant volume systems or open environment systems us-
ing practical injectors [45; 46; 47; 48], or (iii) shock tubes, cross flow air streams,
and drop towers [43]. Approach (i) can help to observe only the macroscopic
information of the atomization in the real systems such as spray angle and pene-
tration, while approach (ii) can give more additional information such as Sauter
Mean Diameter (SMD). In the first two approaches, the spray is too dense and
the process is too fast so that the current diagnostic capabilities are challenged.
The last method of flow in a cross stream of air is employed in this thesis. It is a
fundamental approach which is capable of qualifying and quantifying microscopic
parameters such as breakup length and time, breakup mechanism, and breakup
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Figure 2.2: Schematic of jet primary and secondary breakup
regimes. It is to be noted that there is a difference in selecting the control param-
eters among these methods. Approaches (i) and (ii) are usually performed with
the same working conditions of the systems (such as engine speed and load, injec-
tion pressure and temperature); while method (iii) uses dimensionless parameters
such as Weber, Ohnesorge, and Reynolds numbers. It is also to be noted that the
tests carried out at given or fixed temperatures and pressures (usually ambient
conditions) in the fundamental studies are not identical to practical conditions
and a question commonly raised is whether the results are relevant to the prac-
tical conditions [9]. In a working engine, atomization occurs close to the injector
tip zone which is cooled by the fuel passing through so that atomization in a real
engine is not at excessively high temperature [9]. In addition, pressure does not
affect the fuel surface tension extensively [49]. The influence of ambient condi-
tions (temperature and pressure) on surface tension and viscosity of liquid fuels
will be discussed in details in Chapter 3. Comprehensive reviews on atomization
can be found in [44; 50] for the first two approaches and in [43] for approach (iii).
The primary atomization of a liquid jet is partly defined by the state of the sur-
rounding gas phase medium [51; 52; 53; 54; 55] where a liquid column of bulk
mean velocity is injected into a gaseous flow with a higher bulk mean velocity
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compared to that of the liquid column [35; 55]. This problem is inherently multi-
scale, and involves wave instabilities developing on the liquid jet surface [55],
large and small scale turbulent structures in the surrounding gas phase medium,
as well as random topologies [52; 53; 54] (from ligaments to droplets) that are
naturally polydispersed. Practically, such a problem is ubiquitous in steady flow
spray applications, such as in gas turbine sprays and propellant systems. While
in many practical combustors the gas phase medium is at an elevated temper-
ature and pressure, the investigation of this canonical problem lends itself to
the development of simple phenomenological models that allow for basic physical
understanding. The primary atomization process involves a range of mecha-
nisms which take place, likely simultaneously, particularly Kelvin-Helmholtz and
Rayleigh-Taylor instabilities [35; 38] along with gas phase mixing.
The fundamentals of secondary atomization mechanisms have been investigated
extensively over the last two decades [37; 56; 57; 58; 59; 60] and a comprehensive re-
view of this topic can be found in [43]. The effects of liquid properties such as vis-
cosity and surface tension are accounted for by using the non-dimensional parame-
ters such as the Reynolds number (Re), liquid jet Ohnesorge number (Oh) and the
drop Weber number (We) all of which are used to generate regime diagrams that
characterise the various modes of secondary atomization [37; 56; 57; 58; 59; 60].
Such issues are discussed further in Chapter 4 of this thesis when these dimen-
sionless parameters are employed.
2.4 Combustion Study: History and Develop-
ment
2.4.1 History and Phenomenon
Combustion is a complex chemical phenomenon encompassing thermodynamics,
chemical kinetics, fluid dynamics, and transport processes of fuel and oxidizer to
produce heat and light. The heat released from combustion has probably been
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used for cooking and warming for thousands of years. Fires occurred naturally and
people began to control them around half a million years ago [61]. The first known
experiment related to fire can be awarded to Aristotle, a Greek philosopher in 350
B.C, who had taken the idea that there are four basic elements in the universe
namely fire, air, water and earth. He developed a theory that the physical world
is a continuum capable of exhibiting various attributes, and the four elements are
determined by two pairs of opposing attributes: wet - dry and hot - cold. Fire
is hot and dry whereas air is hot and wet. Water is cold and wet, and earth is
cold and dry. With the technology evolution at the end of 18th century which
witnessed the inventions of the steam turbine, piston engines and gas turbine
engines, modern combustion science began with the development of chemical
kinetics theory in the mid 19th century [62].
Combustion has been historically classified as involving either premixed or non-
premixed (or diffusion) flames [63]. Whether the modes are classified as premixed
or non-premixed is dependent on the mixing stages of fuel and oxidizer. In a pre-
mixed flame, fuel and oxidizer have been mixed at a molecular level to form a
homogenous mixture which can be ignitable prior to any significant chemical re-
action. In non-premixed (or diffusion) combustion, however, the fuel and oxidizer
are not mixed prior to the start of combustion. To form a combustible mixture,
therefore, the fuel and oxidizer must diffuse into each other. Ignition occurs at
the interface between the fuel and oxidizer, where mixing and combustion both
take place. Combustion in spark ignition (SI) engines is an example of a pre-
mixed mode and that of candles is an example a non-premixed mode. In modern
compression ignition (CI) engines, however, the fuel-oxidizer mixing is generally
incomplete prior to start of combustion and this leads to a partially premixed
combustion process [64]. This is enhanced by the fact that modern engines em-
ploy direct injection of spray into the combustion chamber such that stratification
and partial premixing are induced.
To measure the flame regimes particularly premixed and diffusion phases in par-
tially premixed combustion, Takeno and co-workers have introduced a convenient
index (well-known as Takeno flame index) [65; 66; 67]. In its original form, a dot
product of the gradients of the fuel and oxidizer mass fraction is defined in the
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following equation:
GFO = 5YF ∗ 5YO (2.1)
where 5YF and 5YO are the gradients of fuel and oxidizer mass fractions, re-
spectively. A normalized form based on the scalar product of fuel and oxidizer
normal vectors was developed for the LES of partially premixed combustion and
is now defined in Equation 2.2 [68].
β =
5YF ∗ 5YO
| 5 YF ∗ 5YO| (2.2)
A positive sign of β refers to a premixed flame; otherwise (β is negative) the fame
is non-premixed (or diffusion flame). β = 1 and -1 imply fully premixed and fully
diffusion flames, respectively. Further modifications for the index can be found
in a recent review paper by Masri [69].
2.4.2 Development of Laboratory Burners for Combus-
tion Study
Advancing the computational capabilities of combustion systems has required
the development and validation of numerical tools through a range of stages and
configurations leading up to the practical systems and well-designed laboratory
burners with well known configurations from a key platform that has been used
quite effectively. Examples of when such an approach has been used are found
in the turbulent non-premixed flame workshop where simple but representative
burners with well known boundary conditions have been used to advance the
modeling of turbulent non-premixed flames. This effort has recently shifted to
premixed and partially premixed flames. It is quite sensible to extend this ap-
proach to the modeling of sprays as this is now done through the international
workshop for the turbulent combustion of sprays.
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A co-flow spray burner has recently been manufactured by the Clean Combustion
Group at the University of Sydney by Kourmatzis and co-workers [70]. This
design provides a vitiated high temperature medium that simulates an engine
environment, albeit at atmospheric pressure. This burner is adopted to study
spray and combustion characteristics of ethanol and biodiesels in Chapter 5.
2.5 Combustion in Compression Ignition (CI)
Engines
Combustion modes in SI engines and CI engines were described briefly in Sec-
tion 2.4.1. This section aims to detail the phenomenological combustion model
and fuel-air cycles in CI engines which is relevant to studies presented latter in
Chapters 6 to 8.
2.5.1 Phenomenological Combustion Model for CI En-
gines
Combustion in CI engines is a complex, turbulent, three-dimensional, and multi-
phase process that occurs in high temperature and pressure conditions [71; 72].
Thanks to laser-sheet imaging techniques, phenomenological descriptions of the
combustion in a diesel fuel jet at these conditions are now available to describe
the complex process [13; 72].
Prior to the development of laser diagnostic, descriptions of diesel combustion
dealt mainly with fuel vaporization, mixing, and combustion zones. Soot pro-
duction was thought to occur in stoichiometric regions around the jet periphery
and the initial premixed burn was not considered as a substantial source of soot
production [72]. This description was insufficient to provide a complete concep-
tional model [72] even after some experimental data from sampling probes and
high-quality shadowgraphs were provided [71; 73].
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Figure 2.3: Schematic diagram of combustion zones in a diesel combustion jet
[13; 72]
Using an optically accessible engine, Dec [72] developed a phenomenological de-
scription of spray jet combustion in CI engines which is described in Figure 2.3.
This model can be applied to CI engines fueled either by conventional diesel or
by biodiesels [13]. Importantly, the location of soot formation, soot oxidation,
and NOx formation is described quite clearly in this model. Fuel is usually in-
jected into the combustion chamber at the end of the compression stroke. Then,
the fuel penetrates, atomizes, vaporizes and mixes with the hot and compressed
air, which leads to a decrease in the local fuel-air equivalent ratio. At high tem-
perature and pressure, auto-ignition occurs around each droplet when the local
fuel-air mixture is still quite rich (local fuel-air equivalent ratio is about 2 to 3
[13; 72]) although the overall mixture remains lean due to liquid vaporization and
the mixing [34]. In rich mixtures (lack of oxygen), the hot combustion products
at the auto-ignition zone (still containing carbon and hydrogen) react with each
other to form a substantial amount of soot. Fortunately, the temperature and
mixture conditions at the auto-ignition zone are not conducive to NO production
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[72]. The temperature here is too low to lead to thermal NO and the equivalent
ratio is too high to actively form NO through the path of prompt NO. Soot oxi-
dation is observed at the periphery of the entire spray zone which is indicated in
Figure 2.3. Soot concentration finally is a result of the competition between soot
formation in the auto-ignition zone and soot oxidation at the spray periphery.
2.5.2 Combustion Description in one CI Engine Cycle
Figure 2.4: Typical points in one four-stroke C.I engine cycle: 1 - Start of Injection
- SOI; 2 - Start of Combustion (SOC); 1-2 is Ignition Delay (ID); 2-3 is premixed
combustion duration; 4 - End of Injection (EOI); 1-4 is injection duration; 5 is
End of Combustion (EOC); 3-5 is diffusion combustion duration [13; 71]
IC engines are cyclic by nature so understanding engine performance including
engine combustion in one cycle is substantially important. Figure 2.4 describes
the typical timing and stages between start of fuel injection and end of combustion
in one four stroke CI engine cycle. The signals shown in this figure include in-
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cylinder pressure, fuel needle lift profile, and net heat release rate (NHRR) plotted
versus degree of crank angle (DCA) [13; 71]. The injector needle starts opening at
point 1 which is called start of injection (SOI). The start of combustion - SOC or
autoignition location is commonly defined as when the NHRR reverses direction
(Point 2 in Figure 2.4) although the natural flame emission was identified earlier
than the SOC [72]. Period 1-2 is the ignition delay time which is very sensitive
to fuel molecule size and structures [13]. The first stage of combustion is called
premixed burn duration (2-3). This duration is very short, approximately 3-5
DCA [71] and leads to a high rate of heat release which is shown in Figure 2.4.
The heat release rate during this stage is strongly dependent on the amount of
air-fuel premixed during the ignition delay period [73]. The main combustion
stage, diffusion combustion, is associated with a lower rate of heat release as can
be seen in duration 3-5 in Figure 2.4. The flame luminosity is very weak during
the first stage but very bright at the second. The fuel continues injecting during
the first half of the diffusion combustion stage and the flame colour turns from
yellow to dark brown as it gradually loses its active and random motions [73].
Figure 2.5 shows the typical timing and combustion phases of the common-rail
engine used in this thesis. The cylinder pressure shown here was measured for
biodiesel B1 under an engine speed of 1500 rpm and 75% of full load. Biodiesel
B1 represents saturated and short carbon-chain-length biodiesels. Information
regarding the fuel along with other biodiesels used in this thesis can be found in
Chapter 3. NHRR shown in Figure 2.5 was computed using the pressure signal.
Engine setup, its specifications, and data processing technique will be discussed
in detail in Chapter 6. In this paragraph, the timing and phases in one engine
cycle are compared to those of the typical four-stroke CI engines shown in Figure
2.4. Figure 2.5 shows that the common-rail engine injects the fuel right after
TDC (point 1). This late injection results in a shorter ignition delay time (period
1-2) and smaller premixed combustion proportion compared to those shown in
Figure 2.4 for typical CI engines. During the premixed combustion duration
(period 2-3), only a tiny peak can be seen in NHRR of the common-rail engine
and the combustion is dominated in the diffusion period. In contrast, a much
higher premixed combustion proportion is observed in Figure 2.4 for NHRR of
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Figure 2.5: Typical points in one cycle of the common-rail engine used in this
thesis (the result shown is a measurement for biodiesel B1 at 1500 rpm, 75% of
full load; 1 - SOI; 2 - SOC; 1-2 is ID; and 2-3 is premixed combustion duration)
typical diesel engines. A motoring peak cylinder pressure can also be seen at
approximately TDC in Figure 2.5, owing to the late injection timing typical of
modern common-rail engines.
2.5.3 Indicated Parameters in Engine Cycles
Two working parameter groups commonly used in IC engine studies are indi-
cated and brake parameters. The formers are associated with in-cylinder work
(indicated work) while the latter relate to brake work and are sometimes called
economic parameters. Indicated work refers to the work done by the energy re-
leased from the combustion of the air-fuel mixture in one engine cycle. Brake
work, however, is measured in the crank shaft. The ratio of indicated to brake
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work is the mechanical efficiency of the engine propulsion system. As combustion
occurs inside the cylinder, indicated parameters are the more relevant indicators
to measure engine combustion and emission characterization than their brake
counterparts. This section, therefore, shows mathematical relations only for in-
dicated parameters which will be used throughout this thesis. It is notable that
brake power, brake mean of effective pressure (BMEP), CoV of BMEP, brake
specific fuel consumption (BSFC) and brake specific emission (BSE) can also
be computed using brake parameters rather than indicated parameters shown in
Equations 2.5 to 2.9 respectively.
2.5.3.1 Indicated Work (Wi)
Equation 2.3 shows the mathematical relation between work done in the combus-
tion chamber and cylinder pressure and volume [71].
Wi =
∮
p.dV (2.3)
whereWi is the indicated work; p is in-cylinder pressure; and V is cylinder volume.
The term
∮
p.dV in Equation 2.3 mathematically refers to the total area of pres-
sure versus volume, p-V diagram. Therefore, it is critically important for engine
research to produce the diagram exactly. Two approaches to obtaining p-V di-
agrams in the early days were (i) using stroboscopic instruments [74] and (ii)
using an oscillating drum carrying a sheet of paper to record the piston stroke
[75]. This is now done using signals from in-cylinder pressure transducers.
One of the most common and standard pressure transducers used today is thanks
to Kistler’s patent of a piezoelectric transducer [76]. It is notable that the output
of the Kitsler pressure transducers is not in pressure units but in voltage. The
absolute pressure is obtained using a linear relation with the output signal. A sen-
sitivity (pc/psi) is usually supplied by the manufacturer and a linear conversion
equation from voltage to absolute pressure can be obtained by using calibration
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equipment such as a dead weight tester [77]. While the cylinder volume can
be computed easily using the degree of crank angle (DCA) and top dead center
(TDC) signals, developing the diagram relies mainly on processing the cylinder
pressure signal. Pressure signals have been used to investigate net heat release,
thermal efficiency, air mass and fuel flow rates, in-cylinder trapped mass, exhaust
gas recirculation, emission, and noise controls [71; 78; 79; 80; 81; 82].
2.5.3.2 Net Heat Release Rate (NHRR)
Based on indicated work done in the cylinder shown in Equation 2.3, NHHR
can be computed using the first law of thermodynamics without accounting for
possible heat losses such as to the walls or to the coolant water. The NHRR can
be computed using Equation shown in 2.4 [71].
dQ
dt
=
γ
γ − 1 .p.
dV
dt
+
1
γ − 1 .V.
dp
dt
(2.4)
where dQ
dt
is the NHRR, [J/s]; t is the time, [s]; γ is the specific heat ratio.
2.5.3.3 Indicated Power (Pi)
Other important parameters including indicated power, mean of effective pres-
sure, coefficient of variation of IMEP (CoV), specific fuel consumption, specific
emissions are shown in Equations from 2.5 to 2.9, respectively.
Pi =
Wi.N
nr
(2.5)
where Pi is the indicated power, [kW]; N is engine speed, [rev/s]; and nr is the
crank angle revolutions per engine cycle, nr is equal to 1 or 2 corresponding to
two or four stroke engine.
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2.5.3.4 Indicated Mean of Effective Pressure (IMEP)
Indicated mean of effective pressure (IMEP) is a measure of engine capacity
to work. IMEP is independent of the engine displacement which is shown in
Equation 2.6.
IMEP =
Wi
Vd
=
Pi[kW ].nr.10
3
Vd[dm3].N [rev/s]
(2.6)
where IMEP is indicated mean of effective pressure, [kPa]; Vd is the displacement
volume, [dm3].
2.5.3.5 Coefficient of Variation (CoV) of IMEP
Coefficient of variation of IMEP (CoV) measures engine stability through the
ratio of the standard deviation to the mean of IMEP values recorded over a
number of consecutive engine cycles.
CoV =
σIMEP
IMEP
(2.7)
where CoV is the coefficient of variation of IMEP; σIMEP and IMEP are the
standard deviation and the mean of IMEP values, respectively.
2.5.3.6 Indicated Specific Fuel Consumption (ISFC)
Indicated specific fuel consumption (ISFC) is the ratio of the fuel flow rate to the
indicated engine power output and shown in Equation 2.8.
ISFC =
mf
Pi
(2.8)
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where ISFC is indicated specific fuel consumption, [kg/kW h]; mf is the fuel flow
rate, [kg/h]; Pi is indicated power, [kW].
2.5.3.7 Indicated Specific Emission (ISE)
Emission concentrations in the exhaust pipe are usually measured in ppm (such
as NOx and particle mass (PM)) or in % (HC, CO, CO2). The indicated specific
emission output (ISE) of a sample product (e.g. NOx, PM etc.) is determined
by dividing the mass flow rate of the sample product to the engine power output.
ISE can be calculated using Equation 2.9.
ISE = ISFC.[1 + (
ma
mf
)mass.
ns
np
.
Ms
Mp
] (2.9)
where ISE is indicated specific emission, for example: indicated specific NOx
(ISNOx) or indicated specific particle mass concentration (ISPM), [kg/kW h];
ma is the air flow rate, [kg/h]; np and ns are the number of moles of the total
products and the sample product, respectively; Mp is the molecular mass of
products of the corresponding exhaust gas component and Ms is the molecular
mass of sample product (exhaust gases).
2.6 Laser Diagnostic Techniques Applied in
Combustion Research
In this section, measuring techniques including laser diagnostics (Laser Doppler
Velocimetry (LDV); Phase Doppler Anemometry (PDA), shadow-graph tech-
niques, and laser induced fluorescence (LIF)) adopted in this thesis will be briefly
described.
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2.6.1 Laser Doppler Anemometry (LDA) and Phase
Doppler Anemometry (PDA)
Laser Doppler Anemometry (LDA) and Phase Doppler Anemometry (PDA) are
widely accepted tools used for fluid dynamic investigations for the last three
decades. Both systems consist of an optical transmitter and a receiver. The
transmitter produces pairs of laser beams and the receiver records the scattered
light when small particles pass through the beams. The LDA relies on the scat-
tered light intensity frequency which is directly proportional to the particle ve-
locity at the measuring point, while the PDA records the frequency shift in the
scattered light detected in two different locations which is used to estimate the
particle size. A key assumption made here is that particles are spherical. The
simplest LDA/PDA consists of one pair of laser beams to measure velocity in only
one direction at one time, while modern LDA/PDA systems employ a compact
transmitter unit comprising the Bragg cell and colour beam splitters to generate
up to 3 pairs of beams. The basic operational principle of a LDA system has
been presented clearly in [83; 84]. A probe volume or a measuring volume is
formed by focusing a pair of beams on the measuring point. Each pair of laser
beams permits sampling one directional velocity component. The Doppler shift
frequency of the scatter light (f) is directly proportional to the particle velocity
at the measuring point as can be seen in Equation 2.10:
f =
2 ∗ Up
λl
∗ sinα (2.10)
where Up is the particle velocity, λl is the laser wave length, and α is the scattering
angle.
Based on the LDA technique, PDA systems are developed for measuring particle
velocity and diameter simultaneously and extensive details can be found in [85; 86;
87]. The LDA/PDA technology has been updated extensively. The first attempts
detected only on-axis scattering (the laser probe and the detector located in the
same axis), therefore, they have suffered from large volume measurement and the
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inability to handle moderately dense spray [85; 88]. Modern LDA/PDA systems
in the market today, thanks to the Bachalo invention [86], have the large off-axis
scatter detection angles and therefore, are capable of droplet size and velocity
measurements in relatively dense sprays.
2.6.2 Shadowgraph Technique
Measurement techniques in non-dilute sprays remain limited with shadowgraph
methods still being the most commonly used. The simplest optical shadowgraph
system consists of a light beam transmitted through the spray flow and a camera
that records pictures focused into its measuring plane. Details of this setup can
be found in Chapter 4. A key limitation of shadowgraph imaging is that it
provides line-integrated images that require careful calibration for the accurate
quantification of de-focused objects [89]. To deal with the de-focused problem,
background thresholds for binarization must be determined as suggested by Yule
et al. [90] and extended by Kashdan et al. [89; 91] where recently, a multi-
thresholding algorithm has been introduced by Ju et al. [92]. More details about
this technique and a novelty image processing algorithm used in this thesis to
investigate liquid atomization characteristics will be discussed in Chapter 4.
2.6.3 Laser Induced Fluorescence (LIF)
Laser Induced Fluorescence (LIF) contributes significantly to combustion science
in that it can be used to measure location and structure of reaction zones through
measurement of radicals, species concentrations in flames. A detailed description
of LIF physics, instrumental design, measurement strategy, and other practical
and theoretical issues can be found in [93]. In summary, one molecule will be
excited from one energy stage to a higher energy stage (also named excited level)
when exited with laser energy of a wavelength corresponding to one of its radia-
tion. The excited stage is unstable and will decay simultaneously back to a lower
energy stage when it emits to another photon of energy at another specific wave
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length. The detector (camera) detects the resultant emitted photon energy which
presents as a fluorescence signals.
Masri [94] has used the joint Raman − Rayleigh − LIF technique to measure
temperature and the mass fractions of a range of radicals including CO, CO2, H2,
H2O, O2 , and N2. Application of LIF to measure OH, one of the most common
and important radicals in flames can be found in [95; 96; 97]. The excitation of OH
is commonly performed at 283 nm with the emitted fluorescence signal detected
at approximately 310 nm. A measurement of LIF −CH2O, can be found in [98]
and a joint imaging of LIF −CH2O and LIF −OH to quantify the heat release
rates has been done in [99; 100]. Joint imaging of LIF-OH and LIF − CH2O,
has led to the identification of reactive kernels which were deemed to be largely
responsible for auto-ignition and the initiation of intense heat release zones further
downstream in the flames [98]. A high speed LIF-OH imaging technique applied
to observe the extinction and re-ignition in non-premixed flame can be found in
[101].
2.6.4 Flame Temperature Measurements
Measurement of temperature in flows laden with solid particles or droplets is
very difficult. Standard techniques, such as Rayleigh scattering, are no longer
applicable due to corruption by Mie scattering. Coherent Anti-Stokes Raman
Spectroscopy (CARS) is a well-established technique for accurate measurements
of temperature in flames containing soot [102; 103; 104; 105; 106] and more re-
cently in spray flames [107; 108]. Notwithstanding recent developments in CARS
[109; 110], which are yet to be fully exploited, a key limitation of this technique
lies in its ability to provide only single-point measurements rather than more
desirable large-scale planar information. Thermometry based on multi-line fluo-
rescence from molecular species such as NO offers capability for two-dimensional
imaging, but these methods remain limited to time-averaged measurements [111].
Two-line atomic fluorescence (TLAF) techniques can fill this gap, as demon-
strated recently through imaging of instantaneous planar temperature fields in
31
2.6 Laser Diagnostic Techniques Applied in Combustion Research
turbulent flames containing soot [112; 113].
The operating principle of TLAF is based on the sequential excitation from two
lower energy states of an atomic species, typically indium. The resultant fluo-
rescence is detected at the opposite wavelength of the excitation process. For
convenience, these transitions are referred to as Stokes (410 nm excitation, 450
nm detection) and anti-Stokes (450 nm excitation, 410 nm detection). The ex-
tension of TLAF to the non-linear excitation regime, so called NTLAF [114], has
enabled instantaneous temperature imaging in turbulent non-premixed gaseous
flames [115] and flames containing soot [112]. Two alternative seeding arrange-
ments have been considered: nebulisation of a solvent containing indium chloride,
and laser ablation of a solid indium rod [115]. A range of solvents were consid-
ered for the nebulisation seeding approach [116]. However, for gaseous flames,
the inclusion of a liquid stream introduces some physical changes compared with
the non-seeded flame. Laser ablation of a solid rod of indium eliminates many of
these issues, but introduces new complexities which are yet to be fully resolved
[117; 118]. It is important to note that, irrespective of the seeding method, the
measurement is inherently conditional on two key factors: the temperature of the
indium must exceed 800 K to generate sufficient anti-Stokes signal and the indium
must be present as neutral atoms in the measurement volume. The release of neu-
tral indium atoms from the seeded material typically requires interaction with the
flame-front and is also favoured under fuel-rich conditions, since indium is readily
oxidised [114], therefore measurements are only possible in certain regions of the
flame [119].
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Chapter 3
Fuel Selection
”To truly transform our economy, protect our security, and save
our planet from the ravages of climate change, we need to ultimately
make clean, renewable energy the profitable kind of energy”
–**– BARACK OBAMA –**–
3.1 Introduction
As discussed earlier in Chapter 2, properties of biodiesels are identical to the
fatty acid profiles of their parent feedstocks. The fatty acids available in the
feedstocks vary over a wide range of carbon chain lengths, number of double bonds
(unsaturation degree) and oxygen contents [120; 121]. This chapter has two main
aims: (i) to describe a selection of fuels which will be used as representatives for
studies on the influence of fuel molecular structure on atomization, combustion
and emission characteristics and which shall be shown in the following chapters
(Chapters 4 to 8); and (ii) to evaluate the influence of carbon chain length,
unsaturation degree, and fuel oxygen content on some important fuel properties
including heating value, cetane number, viscosity, and surface tension.
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3.2 Fuel Selection
Four different biodiesels together with a conventional diesel and an ethanol are
selected to study in this thesis. Table 3.1 shows the compositions of these fuels
as well as selected properties. The abbreviations B1 to B4 are used in this thesis
to refer to the four biodiesels; similarly, D and E are used for the conventional
diesel and ethanol, respectively. The biodiesels were produced by Procter and
Gamble Chemicals [122]. The fuels are all fatty acid methyl esters (FAMEs)
derived from biomass using methanolysis transesterification, albeit details of the
production process were not publicly reported. Palmere and coconut based-oils
were used as the main feedstocks producing B1 and B2, respectively; B3 was
manufactured from pale based-oil while B4 was reported as a canola based-liquid
[122]. Biodiesels B1 and B2 are representatives of saturated FAMEs, however,
B1 has a shorter carbon chain length than B2, which has a medium carbon
chain length. Biodiesels B3 and B4 have long and similar chain lengths however
different unsaturation degrees; B3 is partially unsaturated and B4 is almost fully
unsaturated. D is a commercial fuel while E is the representative of oxygenated
fuels with a simple chemical structure. It should be noted that abbreviations
C810, C1214, C1618 and C1875 were used in the author’s earlier papers [123; 124].
For simplicity, B1, B2, B3 and B4 are used in this thesis; they correspond with the
early abbreviations C810, C1214, C1618 and C1875 respectively. These earlier
names of the biodiesels are listed in the last row of Table 3.1.
Fatty acid ester profiles of the selected biodiesels were measured using a gas
chromatography mass spectrometry (GCMS) analysis. Biodiesel samples were
analyzed using Perkin Elmer clarus 580GC-MS equipped with Elite 5MS 30 m
x 0.25 mm x 0.25 um column with a flow rate of 1 mL/min. Before analyzing,
each biodiesel was diluted with n-hexane (1:100 v/v). Initial temperature was
120 oC for 0.5 minutes, then raised to 310 oC for 2 minutes at 10 oC/min. The
mass selective detector was optimized using calibrating standards with reference
masses at m/z (40-350). Details of the measurements can also be found in [125].
Viscosity was measured using the Brookfield DV-III Rheometer and following the
ASTM D445 standard test method. More details on the viscosity testing can be
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Table 3.1: Selected properties for the fuels tested in this thesis
Fuel B1 B2 B3 B4 D E
Che. compounds,
[wt%]
Hexanoic, C6:0 6.0 max – – – – –
Caprylic, C8:0 55 – – – – –
Decanoic, C10:0 42.5 1.0 max – – – –
Lauric, C12:0 1.5 max 50 – – – –
Miristic, C14:0 – 17.5 – – – –
Palmitic, C16:0 – 11.5 27.5 4.3 – –
Stearic, C18:0 – 3 8 2.2 – –
Oleic, C18:1 – 15 53 63.5 – –
Linoleic, C18:2 – 4.0 max – 18.9 – –
Linolenic, C18:3 – – – 9.2 – –
Eicosanoic, C20:0 – 0.5 max 1.5 max 0.4 – –
Eicosenoic, C20:1 – – – 1.1 – –
Fuel Properties
Average # of C atoms 9.5 14.8 18.3 18.7 – –
Average # of H atoms 19.7 28.3 35.3 35.3 – –
Stoi. AFR, by mass 11.12 12.05 12.50 12.48 14.5 9.01
Oxygen content [wt%] 18.72 13.25 10.74 10.83 0 34.8
Iodine value 1.0 max 8 65 105 – –
Saponification number 330 233 195 185 – –
Rel. density, 0.877 0.871 0.873 0.879 0.848 0.789
at 20oC [kg/m3]
Higher HV [MJ/kg] 35.35 38.66 39.87 38.07 43.4 29.7
Cetane Number 42 69.8 65.4 59 48.5 8
Glycerol [%] 0.08 0 0 0 0 0
Sulfur Content [mg/kg] 0 0 0 0 2.5 0
Viscosity, 1.71 3.81 4.32 4.65 3.2 1.3
[Pa.s].103
Surface Tension, 26.1 28.4 29.9 29.96 23.0 26.0
[N/m].103
Earlier abbreviations C810 C1214 C1618 C1875 – –
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found in [126]. Cetane numbers were tested using a BASF (Badische Anilin- und
Soda Fabrik) engine operating under German standard, DIN-51773 [127]. The
ethanol properties are collected from [128].
Amongst four selected biodiesels, B1 is fully saturated and composed of 55%
and 42.5% caprylic (C8:0) and decanoic (C10:0) acid ester, respectively. B2 is
also dominated by saturated compounds but has comparatively longer carbon
chain length fatty acid ester i.e. 50% lauric (C12:0), 17.5% myristic (C14:0),
15% oleic (C18:1) and 11.5% palmitic (C16:0). B3 and B4 are dominated by
long chain unsaturated fatty acid esters. B3 is composed of 53% oleic (C18:1),
27.5% palmitic (C16:0), and 9% stearic (C18:0) while B4 contains more than
90% of unsaturated FAMEs including oleic (C18:1), linoleic (C18:2) and linolenic
(C18:3). Iodine value (IV) and saponification number (SN) shown in Table 3.1 are
two measures of FAME unsaturation levels and carbon chain length, respectively.
The iodine value (IV) is the number of grams of iodine consumed per 100 g of
fatty acid. Higher IV indicates a higher degree of unsaturation. The SN is the
mass of potassium hydroxide (KOH) required to saponify 1 g of FAME, a higher
SN implies with a shorter carbon chain length.
It is to be noted that several experiments have been conducted in this thesis
evolving some or all of the selected fuels listed in Table 3.1. All the fuels have
been used to characterize the complex liquid structures arising from secondary at-
omization (Chapter 4). Ethanol, B1, and B2 fuels have been selected for studying
the impact of fuel molecular structures on non-reacting spray and flame charac-
terization in a hot co-flow burner (Chapter 5). All biodiesels and their blends (0,
20, 50 and 100% by volume) together with the commercial diesel have been tested
in a modern heavy-duty common-rail engine to study the influence of fatty acid
methyl ester molecular profiles on engine combustion and emission characteristics
(Chapters 6 to 8).
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3.3 Influence of Molecular Structures on
Biodiesel Properties
In this section, relationships between the fuel molecular profiles (carbon chain
length, unsaturation degree and oxygen content) and biodiesel properties in-
cluding higher heating value, cetane number, viscosity and surface tension are
evaluated.
3.3.1 Higher Heating Value
Heating value (HV) is a measure of the energy content in fuel which is not con-
trolled during the manufacturing but is a factor of the fuel composition. There are
two types of calorific value namely higher heating values (HHV) and lower heating
values (LHV). The HHV of a fuel is the heat energy released by a complete com-
bustion of 1 kg of that fuel at constant volume at the standard conditions (101.3
kPa and 25 oC). The HHV takes into account the latent heat of vaporization of
water. LHV, however, does not include the water vaporization heat.
Higher heating values of six saturated mono FAMEs (C8:0, C10:0. C12:0, C14:0,
C16:0 and C18:0) and four unsaturated FAMEs (C16:1, C18:1, C18:2, and C18:3)
are plotted versus fuel oxygen content by weight in Figure 3.1a. It is clear from
this figure that the HHVs are almost proportional to the oxygen content. An in-
crease from 10 to 20% in the oxygen content leads to a reduction of approximately
12% in HHV.
Using the trend-line observed in Figure 3.1a, an attempt has been made in Fig-
ure 3.1b to see if diesel and other oxygenates including the biodiesels, ethers
and alcohols are following the trend. The heating values of ethers and alcohols
were collected from [129] and [128], respectively. It is quite interesting in Figure
3.1b that the fuels investigated here also follow the trend-line well. This implies
that the linear correlation of mono FAMEs shown in Figure 3.1a is applicable to
estimate HHVs of biodiesels, esters, and alcohols using their oxygen content.
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(a) (b)
Figure 3.1: Correlation of higher heating value (HHV) and fuel oxy-
gen content (FO): a. Saturated (C8:0; C10:0; C12:0; C14:0; C16:0
and C18:0) and unsaturated (C16:1, C18:1, C18:2 and C18:3) mono
FAMEs; b. (i) Diesel and four biodiesels, B1 to B4; (ii) Ethers includ-
ing diethylene glycol dimethyl ether, DGM (CH3O(CH2)2O(CH2)2OCH3),
Ethylene glycol mono-n-butyl ether, ENB (CH3(CH2)3O(CH2)2OH), 2-
ethylhexyl acetate, EHA (CH3(CH2)7O(CO)CH3), and Di-n-butyl ether, DBE
(CH3CH2)3OCH3(CH2)3); and (iii) Alcohols including methanol, ethanol and
butanol.
3.3.2 Cetane Number
Cetane number (CN) is a dimensionless indicator of the ignition quality of auto-
ignition fuels. CN is usually linked to the ignition delay times of the fuels. A
lower CN fuel usually has a longer ignition delay time with respect to higher
CN fuels. However, too low or too high a CN can cause engine operational
problems [5]. If a CN is too high, combustion can occur before the fuel and air
are properly mixed, resulting in incomplete combustion and smoke. If a CN is too
low, engine roughness, misfiring, higher air temperatures, slower engine warm-
up, and also incomplete combustion occur. Consequently, most American engine
manufacturers suggest a range of CN between 40 and 50 for fuels used in their
diesel engines [5]. Biodiesels are usually have higher CN compared to fossil diesel.
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Minimum CN values of biodiesels are specified in both ASTM D6751 (min. CN
= 47) and EN14214 (min. CN = 51).
Figure 3.2: Fuel oxygen content versus cetane number
Cetane numbers of mono FAMEs, the four selected biodiesels, and diesel are plot-
ted in Figure 3.2 versus fuel oxygen content by mass. It is evident from the figure
that Diesel number 2 has a similar cetane number to that of methyl decanoate,
C10:0 [130] and an increase in the carbon chain length leads to a decrease in
the fuel oxygen content and a substantial increase in cetane number. The cetane
number almost doubles when the carbon chain length increases from C10:0 to
C18:0. An increase in unsaturation degree, on the other hand, significantly de-
creases the cetane number of the fuels. With the same carbon chain length, CN
of C18:3 is only one-fourth that of C18:0. Correlation between iodine number
and cetane values of biodiesels can also be found in [131; 132].
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3.3.3 Viscosity, Surface Tension, and Cold Filter Plugging
Point
Viscosity and surface tension are two key physical properties of fuels which mea-
sure their flow and breakup ability. In compression ignition engines, liquid fuel
such as diesel or biodiesel is sprayed into the combustion chamber, and atomized
into small drops near the nozzle exit. The liquid fuel, usually, forms a cone-shaped
spray at the nozzle exit and its viscosity and surface tension have significant ef-
fects on the primary as well as secondary breakup quality, therefore, on size of
fuel drop and penetration. High viscosity is the major reason that the trans-
esterification process is required for biodiesel production. The viscosity of the
transesterified products of many oils, however, is still higher than that of diesel
as is evident from Table 3.1. The viscosity values amongst biodiesels is found to
vary as much as 100% while their surface tension has only approximately 5% to
10% difference [9; 44; 133].
(a) (b)
Figure 3.3: Fuel oxygen content versus: a. Viscosity and b. Surface tension
Viscosity and surface tension of mono FAMEs, diesel and four tested biodiesels
are plotted in Figures 3.3a and b versus fuel oxygen content. It is clear in Figure
3.3a that a key to improving the flowability of biodiesels is to reduce the chain
length and/or increase the unsaturation degree. This has also been stated earlier
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in [5; 9; 44]. Figure 3.3b shows that the surface tension values of the mono
saturated FAMEs and biodiesels are almost linear with the oxygen content by
mass. Similar to the heating value, diesel surface tension is close to that of
C10:0, methyl decanoate. Surface tension of the biodiesels increases slightly with
an increase in carbon chain length and varies in a small range between 0.025 and
0.03 N/m. The small range of variation might be the reason why surface tension
is not to be specified in biodiesel standards, ASTM D6751 and EN14214.
Another important key flow-property of biodiesels is cold filter plugging point
(CFPP) which refers to the highest temperature at which a given volume of the
fuel fails to pass through a standardized filtration device, when cooled under
standardised conditions (EN 116:2009). Discussion related to CFPP of biodiesels
can be found in [5; 11; 134; 135]. The biodiesel standard EN14212 does not specify
the CFPP, however, EN14212 discusses the use of a low-temperature filterability
to predict the CFPP. The CFPP depends mostly on the saturated fatty acid
esters while the influence of unsaturated components is minimal [136; 137]. An
increase in CFPP was observed with increasing carbon chain length of fatty acid
esters [138].
3.4 Influence of Temperature and Pressure on
Viscosity and Surface Tension of Biodiesels
Fuel properties, including viscosity and surface tension, are usually measured
under specified standard conditions. Kinematic viscosity of diesel and biodiesel
fuels, for example, is specified in the fuel standards at a temperature of 40 oC.
Investigating the effect of lower and higher temperatures is very important be-
cause such occurrences would be quite common in the utilization of biodiesels
under different engine operating conditions. Low temperatures, (e.g. 0 to 40 oC),
could exist at injector tip zone in a CI engine under cold starting and/or cold
weather. High temperatures (e.g. 40 to 100 oC) could also exist under stable
operations. This section investigates the influence of temperature and pressure
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on the kinematic viscosity and surface tension of biodiesels; these being the most
important physical properties controlling atomization characteristics.
Knothe and Steidley [139] have examined kinematic viscosity of biodiesel compo-
nents and related compounds in the low temperature range, -10 to 40 oC. In this
study, a simplified index of change of kinematic viscosity called low-temperature
viscosity ratio (LTVR) was introduced. The index is measured by the ratio of
kinematic viscosity value of a fuel at 0 oC to that at 40 oC. It can be com-
plementary to the viscosity index (VI) in the Standard Practice for calculating
the Viscosity Index from the kinematic viscosity at 40 oC and 100 oC [140]. It
was claimed that the viscosity of biodiesel components and related compounds
strongly depends on the fuel molecular structure, melting point, and blending
ratio with neat diesel. For a given bio-liquid, as shown in Figure 3.4a and b, the
slope for the change in the kinematic viscosity decreases as temperature increases.
More importantly, the difference in kinematic viscosity of the various biodiesel
compounds as well as their blends significantly decreases as temperature increases.
For example, as shown in Figure 3.4b, the difference in the viscosity of decane
and methyl oleate at 0 oC is approximately 11 mm2/sec. This difference de-
creases by almost two-thirds as the temperature approaches 40 oC. The influence
of biodiesel molecular structure (e.g. carbon chain length and double bond) as
well as biodiesel blending ratio on LTVR was discussed in detail in [139].
Tat and Gerpen [141] have investigated kinematic viscosity of a commercial
biodiesel and its blends with diesel fuels (number 1 and number 2) over a large
temperature range, from -10 oC to 100 oC. Their results for biodiesel blends with
diesel number 2 are shown in Figure 3.5 which shows clearly that the viscos-
ity of each blend rapidly increases as temperature decreases, especially at low-
temperature conditions. Neat biodiesel, for example, shows a LTVR (relative
value of viscosity at 0 oC and that at 40 oC) of 2.8 while the VI (relative value
of viscosity at 40 oC and that at 100 oC) of the fuel is only 2.0. The figure also
shows that the difference in kinematic viscosity of various biodiesels significantly
decreases as temperature approaches 100 oC. At 0 oC, the difference in viscosity
of neat biodiesel and that of diesel number 2 is approximately 6.0 cSt while the
gap decreases to less than 1.0 cSt at 100 oC.
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(a) (b)
Figure 3.4: Kinematic viscosity in the range from -10 to 40 oC for: (a) ∗ methyl
soyate (biodiesel), 4 methyl laurate, © methyl oleate, • butyl oleate,  methyl
linoleate, and  methyl linolenate; and (b) ∗ methyl soyate, × diesel, © methyl
oleate,  20:80 biodiesel-diesel blend,  50:50 biodiesel-diesel blend, H decane,
and N tetradecane [139]
Kinematic viscosity of biodiesels used in this thesis along with canola, cotton
seed, and soybean oil-based biodiesels have also been tested over a temperature
range from 20 and 100 oC [126]. The viscosity was experimentally measured
using the Brookfield DV-III Rheometer under the ASTM D445 standard testing
method. The results observed in our study are in good agreement with Tat and
Gerpen [141] as well as Knothe and his group [139] with respect to the substantial
decrease of the difference in viscosity amongst various biodiesels as temperature
increases.
High-pressure viscosity of soybean, canola, and coconut oil-based biodiesels along
with diesel has been studied in [142]. The results indicate that, at higher pres-
sures, the relative difference in viscosity of the tested biodiesels is smaller. For
example, viscosity values of canola and soybean oil-based biodiesels measured at
40 oC and 0.1 MPa are almost 95% and 75% higher than that of diesel number 2,
respectively. When the temperature is fixed at 40 oC but the pressure increases
to 131 MPa, the difference in viscosity of canola and soybean is minimal and their
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Figure 3.5: Kinematic viscosity of biodiesel and its blends with diesel number 2
under various temperature range [141]
viscosity values are only 25% higher than those of diesel number 2.
Surface tension of petro-diesel, canola, jatropha and soapnut biodiesels has been
studied by Chhetri and Watts [143]. The measurements were conducted at ele-
vated temperatures (from 273K to 473K) and pressures (from 0.1 to 7 MPa). It
was found that surface tension of diesel and the biodiesels show a linear correla-
tion with temperatures and pressures. The influence of temperature on surface
tension was found to be higher than that of pressure. An example is shown
in Figure 3.6 for the influence of temperature and pressure on surface tension
of neat jatropha oil-based biodiesel. It is clear that surface tension of the jat-
ropha biodiesel linearly decreases with increasing temperature; the variation in
surface tension under the pressure range significantly decreases as temperature
approaches 473K. It has also been found that the surface tension of biodiesels
varies in a narrow gap [5] and pressure does not affect surface tension extensively
[49].
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Figure 3.6: Experimental surface tension of neat jatropha biodiesel as a function
of temperature under various pressure and temperature [143]
To sum up, it is evident that the viscosity and surface tension values of biodiesels
and that of fossil diesel at high temperature and pressure become closer com-
pared to the values measured at low temperature and pressure as well as the
values reported at standard conditions. Physical properties especially viscosity
and surface tension control atomization process through dimensionless parame-
ters such as We, Oh, and Re as discussed earlier in Chapter 2 and fuels with
similar physical properties will have similar atomization characteristics. As such,
atomization characteristics observed for various fuels may show some variability
due to varying temperature under real engine conditions.
3.5 Summary
Fuel properties of four biodiesels, diesel and ethanol (which are the fuels studied
in this thesis) were evaluated in the first part of this chapter. The biodiesels
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exhibit a wide range of carbon chain lengths, unsaturation degrees and oxygen
content. This fuel range can be expected to represent all biodiesels with different
molecular structures especially regarding carbon chain length, unsaturation level
and oxygen content. The second component of this chapter investigated the role
of fuel oxygen content and other molecular profiles (chain length and unsaturation
degree) on HHV, CN, viscosity and surface tension. The influence of these factors
on fuel properties has been examined using commercial diesel, mono unsaturated
and saturated fatty acid methyl esters, and biodiesels. The study for HHV is also
extended to some other oxygenated fuels including ethers and alcohols.
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Chapter 4
Characterization of Complex
Liquid Structures Arising from
Secondary Atomization of Diesel
and Oxygenated Biofuels
”Big whirls have little whirls,
That feed on their velocity;
And little whirls have lesser whirls,
And so on to viscosity”
–**– Lewis Fry Richardson –**–
4.1 Introduction
The literature on secondary atomization [43] refers to three research approaches
using (i) shock tube methods, (ii) cross flow air streams, and (iii) drop towers. The
cross flow air stream which involves droplets falling freely perpendicular to an air
stream, is employed in this thesis due to its simplicity and ease of implementation.
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Two fundamental requirements must be satisfied: (i) a low initial drop velocity
such that no breakup occurs outside the air jet and (ii) the droplets’ traveling
time to pass the boundary layer must be less than the initial breakup time [43].
This chapter aims to examine complex liquid structures arising from a wide range
of secondary breakup regimes of biodiesels, ethanol and fossil diesel. The range
of physical properties covered in the selected fuels is sufficiently broad to enable
a comparison of biodiesels from various feedstocks with ethanol and neat diesel.
The reader is directed to Chapter 3 for more details of the fuel selection. The
configuration selected is a simple liquid jet in a cross flow air stream mentioned in
approach (ii) above. The experiments are conducted using high speed microscopic
backlit imaging along with a calibrated image processing code, in conjunction
with LDA/PDA where applicable. The method allows for a classification and a
full statistical characterization of liquid filaments under a wide range of breakup
conditions such as bag, multi-mode, sheet thinning and catastrophic breakup
regimes.
Non-dimensional parameters of relevance include the gas Reynolds numbers (Re),
the liquid Ohnesorge number (Oh) and the droplet Weber number (Wed), pro-
vided in Equations 4.1 to 4.3.
Re =
ρg.Ug.dd
µg
(4.1)
Oh =
µd√
ρd.σd.dd
(4.2)
Wed =
ρg.(Ug − Ud)2.dd
σd
(4.3)
where ρd is the liquid density; ρg is the gas density; Ug is the gas velocity; Ud is
the droplet velocity; dd is the droplet diameter; µg is the gas dynamic viscosity;
µd is the liquid dynamic viscosity; and σd is the liquid surface tension.
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Measurement techniques in non-dilute sprays remain limited with shadowgraph
methods still being the most commonly used, second to PDA which is limited to
spherical droplets (with a size range from 2-120µm in the LDA/PDA system used
in this study). A key limitation of shadowgraph imaging is that it provides line-
integrated images that require careful calibration for the accurate quantification
of de-focused objects [89]. To deal with the de-focused problem, background
thresholds for binarization must be determined as suggested by Yule et al. [90]
and extended by Kashdan et al. [89; 91] where recently, a multi-thresholding
algorithm has been introduced by Ju et al. [92]. Calibration of the present image
processing technique is explored further in Section 4.3 and in the Appendix A.
Backlit imaging has been used to observe a number of phenomena including
observation of breakup morphology [144], the deformation rate of drops [145]
and the qualitative evolution of ligaments [146]. The technique is also employed
to observe and estimate the Rayleigh-Taylor and Kelvin-Helmholtz instability
wave lengths [35; 38; 147]. To distinguish between different types of fluid elements
including filaments, a number of shape quantifying parameters has been reviewed
extensively in [39] in which the two most common parameters are the ratio of
area over the square of perimeter of the object and the aspect ratio, respectively.
Despite these advances, the characterization of fluid elements that arise from
secondary atomisation remains very loose and this chapter attempts to provide
a methodical approach to this characterization, which in turn allows for a better
physical understanding of the secondary atomization process.
A technique for processing shadowgraph images has recently been developed by
Kourmatzis et al. [70] and applied to the classification of different types of fluid
elements. The technique has now been automated and is extensively used in this
chapter. The categorization developed by Kourmatzis et al. [70] has been gener-
alized further here for simplicity (see Section 4.3) to investigate the probability
of occurrence of the various fluid elements during the secondary atomization of
ethanol, diesel, and a range of biodiesels as a function of initial conditions. Such
characterization of the complex liquid structures would be extremely useful in
the development of representative models for secondary atomization processes.
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4.2 Experimental Issues
4.2.1 Optical Setup
A schematic of the microscopic shadowgraph imaging system and LDA/PDA is
shown in Figure 4.1. The high speed camera (LaVISION, CMOS) was used in
conjunction with a long distance microscope objective lens (QUESTAR, QM-100)
in order to visualize a scale of 4x4 mm with a 512x512 pixel resolution. A diode
stack Nd-YAG laser operated at 532 nm and 5 kHz was used as the high speed
light source (Edgewave INNOSLAB model HD3011E) with an average power of
10 W corresponding to 2 mJ/pulse. Two opal glass diffusing optics were used to
remove laser coherence in order to provide a uniform source of illumination.
The LDA/PDA is a commercial Laser/Phase Doppler Anemometry system (TSI
Model FSA 3500/4000). The receiver was positioned in a 35 degrees forward
scattering configuration. An Argon-ion laser feeds the two-channel fiber optics
assembly which transmits two pairs of beams with wavelengths 514.5 nm and
488 nm used to measure the axial and radial velocity components. A Bragg cell
shifts one beam from each pair by 40 MHz to allow measurement of velocity
in the negative direction. Built-in probe volume correction (PVC) in the soft-
ware (FlowSizer) has been implemented to correct for lower detectability of small
droplets at the edge of the measurement volume. To measure the local gas phase
velocity conditions, a water-glycerol droplet generating machine is used to pro-
duce droplets with a diameter less than 1 µm, which are seeded with the air
upstream of the final air discharge nozzle. The measurement of the gas phase
velocity is done prior to injecting droplets into the flow.
A detailed account of the experimental uncertainty related to velocity measure-
ments is available elsewhere [148; 149]. As stated previously, a limitation of the
LDA/PDA system, is that it is only able to detect spherical drops which, in this
instance, are limited to a diameter less than 120 µm. The PDA system used
here has been calibrated extensively using non evaporating dilute sprays in a
piloted dilute spray burner [150]. Mineral turpentine, which has a high boiling
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Figure 4.1: Schematic of the LDA/PDA system and microscopic imaging tech-
nique: 1. QM-100 lens; 2. Lavison CMOS 5 kHz camera; 3. Image processor;
4. Air discharge nozzle; 5. PDA emitter; 6. Opal glass diffusing optics; 7. PDA
receiver
point (approximately 150 oC), was used as reference fluid for measuring the liquid
fluxes and ensuring that a good mass balance is obtained. Mineral turpentine
evaporation is insignificant, due to its high boiling point, so that the liquid flow
rate injected in the atomizer should be recovered at the jet exit plane as well as
further downstream. Three bulk flow rates were selected including 22 ml/min,
42 ml/min and 70 ml/min and measurements were performed for non-reacting
mineral turpentine spray at various axial locations from x/D = 10 to x/D =
30. The calibration has found an average error of 15 − 20% for the volume flux
measurement. The Sauter mean diameter (SMD) error has also been tested in
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this thesis by taking measurements in a spray of known SMD. The measurements
yield an uncertainty that varies from 5% to 10% depending on the co-flowing air
conditions. Details of the SMD uncertainty estimation can be found in Section
4.3.2.
4.2.2 Experimental Setup and Testing Conditions
The air cross flow system, shown schematically in Figure 4.2 consists of com-
pressed air supplied to a mini-tunnel which contains the final air discharge nozzle
at its exit. Upstream of the nozzle, a number of laminarizing grids are inserted to
eliminate flow instability at the exit plane. Mono-dispersed droplets were gener-
ated and delivered vertically to the cross-flow using a syringe pump and a needle
with an internal diameter ID = 210 µm. The injection rate is kept constant
at 150 ml/h. The mean diameter of the mono-dispersed droplets was measured
using a long distance microscope lens providing an initial diameter equal to 400
µm (∓5%) independent of the tested liquids. The observation reveals that the
droplet generation process is driven by a Rayleigh dripping regime where the
droplet diameter d ≈ 1.89*ID [151].
Figure 4.2: Schematic of the air cross flow atomizer system
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It is noted that an initial droplet breakup location has been observed (using the
shadowgraph images) at radial location of r/D ≈ 0.4. The location is identified
when the primary droplets start changing their vertical trajectory and deforming.
The location is found to be true regardless of the fuel types and air velocity
conditions. Using flow conditions (velocity) at the initial breakup point, local
Weber and Reynolds numbers are now computed and used to describe the breakup
regimes in this study. At this initial breakup point, the horizontal liquid drops’
velocity is approximately zero and can be ignored. The relative velocity (Ur),
therefore, is equal to the gas velocity (Ug) which is measured using the LDA
system as described in Section 4.2.1. The air flow rate is adjustable to achieve
a range of local droplet Weber numbers from 20 to 400 covering bag, multi-
mode, sheet stripping, and catastrophic breakup regimes. The same local Weber
numbers are used amongst the fuels and the numbers are controlled based on the
local air velocity at the initial breakup location of the droplets.
Six fuels were selected for this study including ethanol (E), fossil diesel (D) and
four different biodiesels (B1 to B4). Selected properties for these fuels are listed in
Table 4.1 and more details of these fuels have already been introduced in Chapter
3 and in [123; 124].
Table 4.1: Selected physical properties of the tested fuels
Fuel B1 B2 B3 B4 E D
Density 877 871 873 879 789 848
(ρ, [kg/m3])
Viscosity 1.71 3.81 4.32 4.65 1.3 3.2
(µ, [Pa.s].103)
Surface tension 26.1 28.4 29.9 29.96 23.0 26.0
(σ, [N/m].103)
The main dimensionless parameters (Wed, Re, and Oh) corresponding to the
breakup regimes of the six tested fuels are presented in Table 4.2. The regime
diagram of drop breakup developed by Hsiang and Faeth [37] is reproduced in
Figure 4.3 to visualize the testing conditions listed in Table 4.2.
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Figure 4.3: Drop breakup regime diagram (reproduced from [37]): Five stars
indicate five breakup regimes tested in this thesis
Regarding the breakup regimes, a full discussion about the critical Weber numbers
and breakup regimes can be found in [37; 43]. Four regimes investigated in this
study including bag, multi-mode, sheet stripping, and catastrophic breakup are
summarized here. The bag breakup where a thin hollow is formed in the flattened
drop centre; when the equilibrium between the air dynamic and the bag surface
tension force is broken, the bags are burst to form small droplets and other
filaments such as ligaments. As the Weber number is higher than that at the
bag breakup regime, the regime is transitioning to a multi-mode breakup where
the shear dynamic force causes the boundary layer to deform and therefore the
breakup is usually occurred at the droplet surface. At the sheet stripping regime,
the drop surface is gradually destroyed. This results in a plethora of small drops
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Table 4.2: Breakup regimes and conditions (Local droplet Weber numbers (Wed)
are the same amongst the tested fuels; minimum Re and Oh numbers in each
regime are for E, the lowest viscosity fuel, while maximum values are for B4, the
highest viscosity fuel)
Breakup Bag Bag Multi-mode Sheet Catastrophic
Regime Striping
Local Wed 20 45 95 245 400
Local Re 700-950 1,050-1,400 1,520-2,050 2,480-3,300 3,100-4,200
Oh 0.018 0.018 0.018 0.018 0.018
to 0.047 to 0.047 to 0.047 to 0.047 to 0.047
and, in some cases, a core whose size is comparable to that of the initial droplets.
At the catastrophic regime, the dynamic force is strong enough so that the droplet
is broken up quickly and small droplets are the main products of this process [43].
Selected morphology in these secondary atomization modes can be later found in
Figure 4.11 and will be discussed further in Section 4.4.2.
4.3 Advanced Image Processing Technique
A detailed calibration technique has been used in order to properly size defo-
cused droplets and the key features of this methodology are described in this
section. The main goal of the technique is to make an appropriate choice of
background threshold for image binarization with additional details pertaining
to uncertainties being provided in Section 4.3.2. Having made an appropriate
choice of background threshold for binarization, the same threshold can be uti-
lized to obtain size surface information of non-spherical objects. This provides a
consistent method of reporting characteristic dimensions of sizes which have large
aspect ratios and are not necessarily focused.
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The major axis of all objects will be referred to as dmax, the minor axis as dmin,
and the aspect ratio as AR (Ratio of major to minor axis length, dmax/dmin).
The initial datum diameter, which for these experiments is the diameter of the
initial droplet that enters the cross-flow air stream is referred to throughout the
thesis as d0. The user can select a variety of geometric classifications. Kour-
matzis and co-workers [70], for example, have classified liquid fragments arising
from atomization in an air-assisted co-flow burner into five different liquid cate-
gorizes including sphere, un-broken volumes, deformed droplets, long and short
ligaments. With further examination of images collected in the fluid fragments
arising from secondary atomization studied in this thesis, the observed structures
are classified into three broad categories. The categories examined include ”small
drops” that can be both spherical and slightly non-spherical, ”ligaments” that
are forced to only be non-spherical and ”large objects” or simply ”other objects”
that are generally irregular.
The categories are nominally defined as follows:
• (i): Small drops (dmax < do and AR < 3)
• (ii): Ligament (AR > 3)
• (iii): Large or other or ”irregular” objects (dmax > do and AR < 3)
where dmax is the characteristic major axis length, do is the initial liquid diameter
(400 µm in this study), and AR is the aspect ratio. While a small drop and
ligament are topologically well defined here as elipsoidal and cylinders objects
respectively, the third category is for the time being kept generic such that any
object larger than the datum diameter (in this instance the liquid jet diameter do)
which is generally not stretched, falls into this category. From observation, this
generally results in large irregularly shaped objects as indicated schematically
in Figure 4.4, and their geometry will be quantified further. The reader should
note however that due to this generic definition of shape, assumptions about the
volume are not possible for ”large” objects.
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Figure 4.4: Schematic of object definitions showing major and minor axes lengths
(dmax and dmin) along with typical shape types where small drops, ligaments, and
large objects correspond to those defined in the text.
4.3.1 Calibration Technique
A two-stage calibration technique has been developed to size both in focus and
out of focus droplets. The method enables the calculation of errors arising from
droplet size estimation from the images, due to binarization. As described in
[89; 91] all objects in a line integrated image have a gradual intensity profile when
they are defocused and therefore to accurately size the object, a binarization value
close to the background threshold must be used however not so close as to intro-
duce background noise. The value of the threshold used here normalized by the
background threshold is refered to as the ‘normalized pixel threshold’ or ’normal-
ized background intensity’. The calibration methodology used here is different to
that of [89; 91] in the sense that the threshold is chosen not only based on object
size, but also based on the density of the spray, and this threshold is a mean
threshold not adapted for shot to shot variation, making it a simpler technique.
However, a statistical multi-thresholding technique which deals with variation in
spray density from one image to the next is briefly outlined in Appendix A.
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4.3.2 Monodisperse Streams: Errors and Uncertainties
The first stage of the calibration involves the use of mono-disperse droplet streams
of known size (such as that of Figure 4.5). Mono-disperse streams with droplet
diameters ranging from d = 108 µm to d = 800 µm are incrementally defocused
by a known amount, in a similar methodology as in [89; 91]. The images are bina-
rized with an optimized threshold, such that the deviation between the computed
size and known in-focus size is minimized. In general, the author here works with
large objects that are deformed, and therefore it is vital to calibrate the imaging
system against such sizes. The size of objects is calculated as (dmax + dmin)/2
in order to inherently account for deformation. Figure 4.6 shows two sample
measurements from the imaging technique of the mean measured droplet size
from a monodisperse stream normalized by the known in focus size. This figure
demonstrates the magnitude of the error that occurs as a function of i) the de-
focusing distance of an entire monodisperse droplet stream and ii) the choice of
background threshold.
(a) (b)
Figure 4.5: Sample images of calibration sprays: a. Mono-disperse focused cali-
bration stream; b. Dense calibration spray
The field of view used in these calibration studies is 4x4 mm, and the pixel
resolution in this instance is 512x512, providing an optical spatial resolution of 7.8
µm which is sufficient for the measurement of droplets greater than approximately
20 µm which is the majority when measuring close to the initial break-up location.
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(a) d0 = 205µm
(b) d0 = 785µm
Figure 4.6: The ratio of measured to focused measured droplet size (Dm/Dfocus)
as a function of defocusing distance plotted vs. normalized pixel threshold
As part of the calibration study, the monodisperse streams have been translated
‘out-of-the-plane’ for as large a distance as possible before the droplets take on
the same intensity as the background. For droplets of the order of 200 µm, this
would occur past a distance of approximately 2.5 mm whereas for larger 800
µm droplets this would occur past a distance of approximately 4 mm from the
focal plane. The results of Figure 4.6 demonstrate that for any droplet size, if
a maximum normalized pixel threshold of 57% is utilized with this arrangement
then for the large 780 µm droplets, even if all objects in the image are close to
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fully defocused, the measured droplet size does not go below 10% of the focused
value. For smaller, 200 µm droplets, at maximum normalized threshold, if all
objects in the image are close to fully defocused (i.e. all objects are 2.5 mm off
the focal plane), then the measured size can differ by as much as 25% of the
in-focus value. While such a discrepancy is large, the reader must take note that
when imaging close to the initial break-up location, as is done in this contribution,
few defocused objects are generally noted, and this is because the spray has yet
to undergo dispersion. Typically, it is only past the location where secondary
atomization has been completed that much of the spray will disperse ‘out-of-
plane’ by a distance of more than 2-3d0, and therefore errors in the near-field are
acceptable and likely below 10%, however the only way to fully quantify the error
from a polydisperse spray is by comparing with a PDA instrument which is done
in the following sub-section. It should also be noted that the imaging technique
presented here is unsuitable for the far downstream regions, due to the high
degree of dispersion, which is why a PDA system must be used to complement
such measurements, particularly when droplets only slightly larger than the pixel
resolution are present.
4.3.3 Polydisperse Sprays: Nebulizer Spray
The first stage of the calibration technique was only conducted with big (d >
100µm) droplets which, dominate the majority of the volume of the spray. This
suggests that in this contribution, SMD estimates will be accurate, however arith-
metic estimates such as arithmetic mean sizes and calculation of probability of
occurrence of particular shapes will be more prone to uncertainty, due to smaller
droplets being neglected. Information on small droplet rejection is provided in
Section 4.3.3.2, however, the overall error of the system in sizing polydisperse
sprays can be estimated by comparing with a PDA system and the method by
which this is done is outlined here.
The second stage of the calibration technique involves a moderately dense spray
of known SMD and size distribution from an ultrasonic nebulizer (example shown
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in Figure 4.5). When operated with water within the operating flow-rate of the
device (Sonotek) the SMD produced is of the order of 40 µm. This known SMD
and size distribution is confirmed using the PDA system described in section
4.2.1. The dense spray images are binarized using a threshold which recovers
both the PDA distribution and the mean diameters from the ultrasonic nebulizer.
The technique leads to two optimized background thresholds, one for use in a
spray with a low number of objects per unit area (such as that of Figure 4.5a as
described in the previous sub-section) and the other for use in a spray with a large
number of objects per unit area (such as that of Figure 4.5b). A lower threshold is
required for high number density sprays in order to avoid binarization of the image
in a way which would ‘merge’ neighboring droplets into one artificial droplet.
Therefore, the threshold employed here is not size dependant, but is number
density dependant, given that it is the density of the spray which dictates how
close to the background intensity the background threshold can be. In addition,
a higher number density in these sprays necessarily means a smaller overall size,
which for a fixed focal length, will increase uncertainty, and therefore comparison
with PDA is vital. The two optimized thresholds are shown on Figure 4.7, as two
arrows on the extremes of the calibration line. The figure shows, for a particular
mean number density determined as the average of objects detected per image
normalized by the image area in mm2, what the background threshold must be
as a function of the background intensity. This is in order to match the ’in-focus’
monodisperse droplet size measurement (57% normalized intensity needed) and
to match the nebulizer polydisperse spray PDA measurement (23% normalized
intensity needed). This number density is also referred to as the normalized mean
number of objects per image.
4.3.3.1 Test with Practical Polydisperse Sprays
To test these ”calibrated” thresholds, four air assisted spray cases shown in Table
4.3 were chosen for comparison, amongst other sprays not shown here. The
geometry of the atomizer for this comparison study is that of [70]. The correct
background intensity must be iteratively determined such that the final value of
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Figure 4.7: Number of objects detected in an image per unit area mm2 (Normal-
ized object number) plotted vs. the threshold chosen for binarization normalized by
the background intensity (Percent of background intensity) for the various cases
of Table 4.3
the background threshold employed must intersect the calibration line of Figure
4.7. The circles reveal the optimized threshold for each of the four cases C1-C4
detailed in Table 4.3 and an example of this procedure is provided.
For any spray case, an initially normalized background threshold (or background
intensity) must be guessed; take as an example test spray C1. In this example,
the process starts by guessing a background intensity of 30% as being sufficient.
Utilizing this intensity and determining the mean normalized object number at
Table 4.3: Cases chosen to test image processing code with calibrated binarization
thresholds showing measured SMD and D10 values from PDA and from imaging
system
Dl Uj < We > SMDPDA SMDimage D10PDA D10image
Case (µm) (m/s)
C1 500 64 95.6 41 44 31 34
C2 500 64 89.1 42 48 31 35
C3 500 64 79.7 55 50 36 38
C4 500 74 110.5 48 48 34 36
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that background intensity yields a value of approximately 50% as may be seen
from curve C1 of Figure 4.7. However, the calibration line suggests that a nor-
malized object value of 50% requires a substantially higher normalized intensity,
of the order 55% and not 30%, in order to minimize error. If such an intensity is
not used, then the error in estimation of defocused objects will be unacceptable,
as dictated from Figure 4.6. Therefore, a new intensity is guessed, and this is
repeated, before every spray is analysed, until the calculated normalized object
number at the tried background intensity matches the normalized number from
the linear calibration curve. This suggested optimum value results in a minimized
error.
4.3.3.2 Comparison with PDA
Figure 4.8: Sample droplet diameter distribution from the image processing sys-
tem and from the PDA measurements for case C3 of Table 4.3
Using the PDA system which measures a droplet size range from 2-120 µm and
setting the constraints of the image processing code to match those of the PDA
system, such that the droplet size range measured is the same and objects with an
aspect ratio (AR) greater than 1.2 are rejected, yields the agreement in SMD and
D10 shown in Table 4.3 with the deviation between the PDA and imaging system
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for both statistics not exceeding approximately 12%. Figure 4.8 shows a typical
agreement between the droplet size distributions from the PDA and the imaging
technique, showing how the size distribution shape is reasonably recovered over
the same size range as with the PDA system. Issues with regards to the rejection
of small droplets are outlined in Appendix A.
4.4 Results
This section starts by presenting the underlying flowfield as measured using
seeded air without the presence of spray. The image processing results are follow-
ing along with the droplet morphology, fragment probability, characteristic size
and area. Finally, a comparison of the small drops’ characteristic sizes and the
ligaments’ characteristic sizes, together with a phenomenological model developed
by Faeth and co-workers [37] are presented.
4.4.1 Underlying Flowfield
To determine the initial breakup conditions (or local conditions) at locations
where the primary droplets start deforming and changing their trajectory, it is
necessary to map the flow and turbulence fields over a range of bulk jet velocities.
The air jets are seeded with water/glycol based droplets of nominal diameter d <
1 um and LDA measurements are performed on the pure gaseous flow (without
any spray injection) at various axial and radial locations in jets of different bulk
velocities. Figures 4.9 and Figure 4.10 show radial profiles of the mean axial
velocity and turbulence intensity, respectively. The measurements were made for
bulk velocities ranging from 45 m/s to 230 m/s (listed on the figures) at x/D = 0.5
where the syringe needle is located. It was mentioned earlier in Section 4.2.2 that
the droplet’s initial breakup point has been observed (using the shadowgraph
images) at a location of r/D ≈ 0.4 and x/D = 0.5. This is found to be true
regardless of the fuel and the local velocity. Using the mean velocities measured
at the initial breakup location (x/D = 0.5 and r/D = 0.4), the local Weber number
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for the various fuels may be calculated as per Equation 4.1. For example, for fuel
B3, the conditions shown in Figure 4.10 correspond to Weber numbers 20, 45,
95, 245 and 400, respectively. For different fuels listed in Table 4.1, in order to
keep the same Weber numbers, a different local mean velocity is needed at the
initial breakup location (x/D = 0.5 and r/D = 0.4) and this is achieved by slight
variation in the bulk velocity.
Figure 4.9: Air turbulence intensity profiles at axial location x/D = 0.5
It is observed from Figure 4.9 that the local turbulent intensity at the initial
breakup point is constant at an approximate value of 7.5% regardless of the
Weber number thereby confirming that the droplets do not break in the middle
of the shear layer where the turbulence intensity is high. However, as can be
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Figure 4.10: Air velocity profiles at axial location x/D = 0.5
seen from Figure 4.10 the air velocity does not reach a maximum until r/D = 0.2
showing one of the main disadvantages of the air cross stream technique namely
that the top and bottom of the droplet-air interfaces can have different local
velocities.
4.4.2 Breakup Morphology
Using the backlit technique described in Section 4.3, breakup morphology of the
droplets was observed for all tested fuels at different Weber numbers (Wed =
20, 45, 95, 245 and 400). Differences in the secondary atomization of different
fuels could be expected as the break-up time is a function of surface tension
and viscosity [42] which vary from fuel to fuel. However, the breakup patterns
observed for the various fuels are somewhat similar and this is a limitation of
using morphology to describe atomization characteristics for a broad range of
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fuels like those in this thesis. In this section, therefore, examples of breakup
morphology are shown in Figure 4.11 only for fuel B3.
Figure 4.11 shows sample shadowgraph images of the breakup morphology for
biodiesel B3 measured over the range of Weber numbers covered here (Wed = 20,
45, 95, 245 and 400). Increased fragmentation with increasing Weber number is
evident from this figure. The evolution of droplet breakup can be seen in a given
row of images over a relaxation time (t∗) shown in Figure 4.11. The relaxation
time can be calculated using Equations 4.4 and 4.5 [37].
tc =
do(ρl/ρg)
0.5
Ug
(4.4)
t∗ =
t
tc
(4.5)
where tc is characteristic breakup time; t is the residence time (from 0.2 to 1
ms corresponding to morphology from left to right, respectively, at each breakup
regime shown in Figure 4.11) after the initial breakup location; Ug is the gas
velocity at initial breakup point.
The residence time (t) of an object was estimated from subsequent frames and
the known rate of the camera. The initial frame (called frame #1) shows the
parent droplet at the initial breakup point before then deforming and breaking
further downstream. The deforming/breaking process will then be observed in a
number of consecutive frames (e.g. #1, #2,. . . , and #n). The residence time of
one object appearing in frame #i (i=2÷n) is the duration between two shots for
frame #1 and #i, respectively. This duration can be defined as t = (i-1)/f, where
f is the cameras repetition rate in Hz. A repetition rate of 5 kHz used in this
study yields a period of approximately 0.2 ms between two consecutive shots.
It is noted from Figure 4.11 that after the initial breakup point, the droplets flat-
ten and form disk-like objects. The observation of the flattening process agrees
with Taylor’s observations about the instability of liquid surfaces when acceler-
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ated in a direction perpendicular to the droplet axis [152]. The disks are also
observed to rotate anti-clockwise because of the difference in aerodynamic pres-
sure between the top to bottom surface of the droplets at the breakup location.
While the droplets are flattening and rotating, the bottom of the disks can move
faster and have a potential to separate from the top. At a certain time, such as t∗
= 3.02 at Wed = 20, the aerodynamic forces are large enough to cause the front
interfaces to break into fragments. This occurs in a variety of ways depending on
the break-up regime and is not examined further here as it has been described
extensively in [38; 144; 147].
Although the morphology of the secondary breakup regimes has been described
in detail in the literature, it is difficult to quantify the relative occurrence of a
particular fluid shape, especially when different fuels are used. Variabilities in
local conditions and liquid injection modes can change the break-up events. For
example, under bag breakup, the majority of the droplets would form bags (as
shown in Figure 4.11 for Wed = 20) but others may flatten and then break into
ligaments directly (this was observed using the shadowgraph images but is not
shown in Figure 4.11). This can occur due to slight changes in the trajectory of
a droplet thereby changing the initial slip velocity, and is a general problem with
the cross-flow air technique. Another limitation of the cross-flow air technique
is due to the different turbulence level at downstream locations, where breakup
products are still generated. At downstream locations, complex filaments such
as bags or ligaments continue breaking up into other filaments such as small
drops while the breakup conditions are only controlled using the initial breakup
conditions at the initial breakup point.
A statistical description of the relative occurrence of various fluid shapes, there-
fore, is necessary to provide a quantifiable characterization of secondary atom-
ization regimes. This will be useful in facilitating the modeling of secondary
atomization particularly if this is restricted to a small but representative range
of shapes of fluid elements. The automated technique described in Section 4.3 is
employed here to process a sequence of 1,000 consecutive images.
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Figure 4.11: Droplet morphology of biodiesel B3 at x/D = 0.9; Wed = 20, 95,
245 and 400; shown as a function of the relaxation time in ms where the field of
view is cropped to 2.7x2.7 mm
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4.4.3 Fragment Probability
(a) Small drops (b) Large objects
(c) Ligaments
Figure 4.12: Probability of small drops (a), large objects (b) and ligaments (c)
of six tested fuels at Wed = 245 versus axial location
The probability of occurrence of the classified droplet shapes described earlier
in Section 4.3 is determined for the various fuels studied here over a range of
conditions. The overall probability is calculated simply as the total number
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of a particular shape counted, normalized by the total number of all objects
counted over all images. The results are presented in the form of probabilities
plotted versus axial distance from the air nozzle tip as shown in Figure 4.2 where
the probability of small drops (Figure 4.12a), large objects (Figure 4.12b), and
ligaments (Figure 4.12c) is presented for a range of fuels at Wed = 245.
It is interesting to note that when comparing the six tested fuels, the probability of
ligaments (Figure 4.12c) is very similar regardless of the fuel properties. However,
low viscosity fuels (E and B1) show differences in the probability of small drops
and large objects with respect to their high viscosity counterparts (B3, B4 and
D). Upstream, the small droplet probability of E and B1 is approximately 10
to 20% higher than those of the high viscosity fuels. This indicates that closer
to the initial breakup location there is a higher propensity to form droplets for
lower viscosity liquids and this coincides with a lower probability of detecting
larger objects for the lower viscosity fuels. The difference in the probability of
small drops remains until x/D = 1.3 where the probability of low viscosity fuels
fluctuates around 0.8 downstream while the probability of higher viscous fuels
continues increasing. At x/D = 1.7, the probabilities of all fragments are almost
similar to all the tested fuels. This implies that the total liquid breakup time
depends on the physical properties. At a certain downstream location, when
the breakup has occurred, the liquid fragment population generated is similar
regardless of fuel types.
Figures 4.13a to c show the probability for small drops (Figure 4.13a), large
objects (Figure 4.13b) and ligaments (Figure 4.13c) now plotted versus Weber
number. These values are shown at the furthest axial location, x/D = 1.7, where
breakup has occurred for all cases.
Under the bag breakup regime (Wed < 100), a very steep increase in small drop
probability is observed, while reductions in probability are observable for all other
objects. When Wed increases past 100, only a slight increase in the small droplet
probability is noted (Figure 4.13a) and this coincides with a slight decrease in the
probabilities of large objects (Figure 4.13b) as well as ligaments (Figure 4.13c).
Similar to what has been observed in Figure 4.12, fuels E and B1 usually show a
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higher probability for small drops but a lower probability for large objects when
compared with other fuels. The results presented thus far suggest that the mor-
phological characteristics of all fuels are quite similar at high Weber numbers and
when traversing further downstream. However, in the bag break-up regime, there
are significant differences that are not necessarily consistent with the physical
properties of the fuels. For example, fuel B4 is shown to have a larger popula-
tion of small drops than E. This inconsistency may be partly attributed to the
larger variation amongst break-up events when in low Weber number bag break-
up regimes. This can in part be due to a slight variation in the local velocity
which can expose each droplet to a slightly different instantaneous Weber number.
While this is not ideal, it is to be expected given the slight turbulence intensity.
This further confirms the importance of carrying out statistical analysis on these
images rather than treating only single representative snapshots without local flow
field measurements. The similarity in the probability of object detection amongst
fuels at higher Weber numbers agrees with previous findings in Kourmatzis et al.
[70] for a coaxial airblast atomizer using a manual technique. In addition, it is
clear that over a Weber number of approximately 200, there is a negligible dif-
ference in the probability of a particular object shape. This demonstrates that
once a threshold Weber number is achieved, differences in the probability of oc-
currence of particular shapes from Wed = 200 to 400 (which represent more than
one break-up regime) are insignificant. This is true despite the fact that the ini-
tial break-up morphology may look qualitatively different in a selection of images.
This has implications for the modelling of droplet break-up, particularly using
Eulerian methods. This suggests that analysis of the probability of detecting par-
ticular shapes is only necessary for lower Weber numbers. While there is a level
of uncertainty in these measurements as detailed and quantified in [53; 54; 153],
there are clearly consistent trends in the results which therefore do merit further
investigation.
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(a) Small drops (b) Larger objects
(c) Ligaments
Figure 4.13: Probability of small drops (a), large objects (b) and ligaments (c)
of six tested fuels at axial location x/D = 1.7
4.4.4 Fragment Area and Characteristic Dimension
While probability gives information with regarding the break-up cascade process
from one shape to the next, it does not give sufficient information about atom-
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ization efficiency, particularly when comparing fuels. In this section, the areas
and characteristic dimensions (CD) of the classified objects are investigated, and
are defined as follows.
The total area of one fragment type is determined by counting the total pixel
number of all of the objects corresponding to that fragment category over all
images. The total area of all object shape types (Atot) is then the sum of all
images of the constituent fragment areas. The total areas of all images of small
drops, large objects and ligaments are referred to as ASmallDrops, ALargeObj., and
ALigaments, respectively, while Atot is the total area of all objects.
The characteristic dimensions (CD) of the fragments are estimated using dmax
and dmin (defined in Section 4.3) as follows. For small fragments, the charac-
teristic dimension is determined by taking the average of the major and minor
sizes (dmax+dmin)/2). This is the same characteristic dimension used throughout
the calibration of the image processing technique described in Section 4.3, and
therefore is also employed here for consistency. The CD of ligaments is based
on either dmax or dmin, where the former represents the ligament length (CD =
dmax) and the latter the ligament width (CD = dmin). The characteristic size of
large objects is not examined in this study due to the limited capability of the
2D image technique to accurately quantify the irregular shape structures. This
could be resolved with multi-cameras to observe the blobs at different angles.
Figures 4.14a to 4.14c show the ratios of small fragment, large fragment, and
ligament areas to the total area (Atot), respectively. Similar to the results for the
probability shown in Figure 4.12, values of the area ratios of ligaments (Figures
4.14c) are similar amongst the tested fuels. However, as can be seen in Figures
4.14a (small fragments) and 4.14b (large fragments) the normalized area of low
viscosity fuels is very different to that of their high viscosity counterparts. For
example, at x/D = 1.7, fuel E shows an area ratio of small drops (Figure 4.14a)
almost double that of fuels B3 and B4 while the area of large fragments of E and
B1 (Figure 4.14b) is just half that of fuels B3 and B4. This is in contrast to the
probability results of Figure 4.12 which show that while the conversion process
from ligaments to smaller drops occurs at a similar location amongst all fuels,
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(a) Small drops (b) Large objects
(c) Ligaments
Figure 4.14: Ratios of (a) small drops’, (b) large objects’, and (c) ligaments’ area
to total area of all objects measured for six tested fuels at Wed = 245
less viscous fuels atomize into a spray which consists of small drops dominating
more of the overall surface area.
The findings in Figure 4.12 (for probabilities) and Figure 4.14 (for area ratios)
imply that the final area ratios of small fragments are quite sensitive to the fuel
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physical properties, but the generation rate of the small drops is not. This result
generally implies that there is variation in the secondary atomization efficiency
from one fuel to the next while the overall atomization process, in terms of con-
version from irregular filaments and ligaments to small objects, is similar.
Area ratios are useful as a two dimensional measure of the total concentration of
a particular shaped liquid fragment. A more direct interpretation of the results
may be made from plotting a Sauter mean size statistic for the different shapes
using the characteristic dimension (CD) of each object defined at the beginning
of this section. By definition, the Sauter mean diameter (SMD) of a particle is
the ratio of its surface area and volume. In this thesis, the area and volume of
small fragments are estimated using Equation 4.6 while SMD of a ligament can be
calculated using Equation 4.7. The Sauter mean diameter of small drops (SMDS)
and ligaments (SMDl) amongst the tested fuels will be examined further in an
application of a phenomenological model detailed in Section 4.5.
SMDS =
pi.CD2/4
4/3.pi.CD3
(4.6)
SMDl =
dmax.dmin
(pi.d2min/4).dmax
(4.7)
4.5 Application of Phenomenological Model
Faeth and co-workers [37] presented a simple phenomenological model which in-
terestingly worked over the full range of shear break-up regimes, at least from an
order of magnitude perspective. For the purposes of comparison and consistency
in image processing, we compare the results from the small object statistics to
those of [37], and test the suitability of the model to make predictions of liga-
ment sizes. The shock wave study carried out by [37] is different from the cross air
stream system used here. However, droplet size distributions and general trends
should still be consistent. In this section the correlation developed by [37] is ini-
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tially summarized. Secondly, the SMDs of droplets measured by the LDA/PDA
system are compared to the results of Faeth and co-workers. Finally, Section
4.5.3 compares the small object SMD measured from the imaging system with
the model of Faeth and co-workers and tests its suitability to predict ligament
characteristic sizes.
4.5.1 Phenomenological SMD Model
The sketch of the phenomenological breakup process suggested by Faeth and co-
workers is re-drawn in Figure 4.15 with the model consisting of Equations 4.8 to
4.11. As can be seen from Figure 4.15, δ is the thickness of the boundary layer
on the droplet surface. This boundary layer develops on a laminar flow, therefore
allowing for δ to be computed using Equation 4.8.
δ =
Λ.C√
Red
(4.8)
where Λ is the boundary layer development length, C is a constant, and Red is
the liquid Reynolds number (Red =
ρl.Ul.do
µl
). As can be seen from Figure 4.15,
the boundary layer develops along the droplet surface such that Λ ≈ d.
Assuming that the droplet SMD is proportional to the boundary layer thickness
δ, then this can be written as in Equation 4.9. The reader should note that Faeth
and co-workers argue that the SMD and not D10 is of the order of δ because the
value of SMD is dominated by large droplets which in turn will be of the order
of δ such that Equation 4.9 is approximately valid.
SMD ≈ do.C√
Red
=
do.C√
ρl.Ul.do
µl
(4.9)
In addition, the characteristic liquid phase velocity can be written as in Equation
4.10 [37].
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Figure 4.15: Schematic of the boundary layer mechanism adopted from [37]
Ul =
(
ρa
ρl
)1/2
.Uo (4.10)
From Equations 4.8, 4.9, and 4.10, the correlation of SMD used in [37] can be
recovered as shown in Equation 4.11.
SMD.
U2o .ρa
σl
= C
(
ρl
ρg
)1/4(
µl
ρl.Uo.do
)1/2
We (4.11)
A constant C ≈ 6.2 was reported by [37] though it was noted that this was only
an approximation.
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4.5.2 Comparison of SMD from PDA to Model
The SMD measured using the PDA system (measured SMD) and that estimated
using the correlation of [37] (model SMD) are compared in Figure 4.16 which
shows radial profiles of the SMD ratio (measured SMD/model SMD) for a range
of Weber numbers. The results shown here are for biodiesel B3 at axial location
x/D = 1.7 for a number of different Weber numbers and radial locations. The
reader should note that the suitability of the model has never been tested slightly
downstream in the dispersed zone where the measured SMD varies radially across
the spray. It can be seen that the measured SMD is smaller than the model SMD
but tends to approach the model values (SMD ratio ≈ 1) away from the centreline
and at higher Weber numbers. At radial locations r/D < 0.5, the SMD ratio
varies slightly between 0.3 and 0.4 for all Weber numbers tested here. When r/D
exceeds 0.5, the SMD ratio shows a stronger dependence on the Weber number
but is generally closer to one. The reader should recall that the spray core travels
a curved trajectory such that by x/D = 1.7 the core is roughly at r/D = 0.6,
therefore the results are consistent with the fact that at radial locations further
from the air jet centreline the model results of Faeth and co-workers are closer to
the PDA data. At r/D = 0.8, the tested SMD is around 70% that of the model
SMD at Wed = 400, while it is only 45% at Wed = 45. The differences between
the measured SMD from PDA and the model SMD values can be attributed to a
number of factors.
First of all, the PDA system can only measure information at a point and therefore
does not provide a full account of the break-up result as in the holography results
of [37]. The model of Hsiang and Faeth makes the inherent assumption that the
boundary layer thickness is proportional to a given large droplet size and therefore
the fact that the PDA system can only measure spherical droplet sizes up to 120
µm causes it to neglect a proportion of the spray which can greatly contribute to
the overall SMD. In addition, many of the small droplets that the PDA measures
may not originate from the primary droplet, and could be a result of further
atomization of ligaments. Given that the PDA system would be biased towards
these smaller spherical droplets, this would suggest that measurements from a
79
4.5 Application of Phenomenological Model
Figure 4.16: Radial location across the spray plotted against the measured SMD
from PDA normalized by the SMD estimation from the model of [37]
PDA system would not accurately account for the proportion of the spray that
has been generated due to a boundary layer mechanism on the primary droplet.
The imaging technique must therefore be applied in order to truly test the suit-
ability of the model of Faeth and co-workers and to test its applicability in pre-
dicting non-spherical object shapes, which have generally been observed to form
directly from the primary droplet.
4.5.3 Comparison of SMD from Imaging to Model
The correlation of [37] is applied here for small drops measured from the shad-
owgraph images of the six fuels tested here and the results are shown in Figure
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4.17a. Also shown in this figure for comparison purposes, are the results of [37]
for water, glycerol, and ethyl alcohols. The measured results plotted here are
at axial location x/D = 1.7. While the SMDs measured from the current image
processing are slightly larger than those of [37], the agreement is reasonable. This
confirms that a boundary layer stripping mechanism is relevant when describing
the size of droplets which are formed after the atomization of the initial monodis-
persed droplets, though the size of the final objects is likely also to be dictated by
a number of other generated instabilities, which could partly describe the scatter
that exists amongst cases. Nevertheless, as observed by Faeth and co-workers
[37] there is little influence of the fuel on the overall atomization mechanism and
this is also true over the full range of biodiesels investigated here.
Figure 4.17b shows the [37] correlations applied to the ligaments. It is interesting
to note that the results for ligaments in Figure 4.17b are similar to those for
small drops shown in Figure 4.17a and the model can be somewhat generalized to
describe non-spherical, but regular shapes such as ligaments. In the case where an
elongated ellipsoid (ligament) sheds off the boundary layer of the primary droplet,
then its thickness will also be proportional to the boundary layer thickness on
the droplet surface, δ, and therefore small droplets and ligament thicknesses are
of the same order of magnitude. From observation of Figure 4.12 c it can be seen
that the probability of ligaments is greatest close to the break-up location, and
therefore it is clear that those ligaments form close to the original droplet. This
partly explains why the boundary layer stripping model can be used to estimate
ligament SMD.
A boundary layer mechanism defines, at least from an order of magnitude per-
spective, the generation of objects from the primary droplet. However probably
all of these fragments are generated due to a combination of a boundary layer
mechanism along with Kevin-Helmholtz and Rayleigh-Taylor instabilities which
could develop on the droplet surface as described in [35; 38; 147; 152; 154]. There-
fore, further work is merited to improve the predictive capabilities available for
estimating both small drop and filament sizes.
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(a) Small Drops
(b) Ligaments
Figure 4.17: Hsiang and Faeth correlation applied to the SMD of small drops and
ligaments
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4.6 Summary
The morphological characteristics of complex liquid filament shapes formed after
the secondary breakup of mono-dispersed droplets of four well defined biodiesels,
fossil diesel and ethanol in a cross-flow air stream have been investigated exten-
sively using microscopic backlit imaging and LDA/PDA. The LDA/PDA system
is only used to specify the initial conditions and provide some information on
spray characteristics. The images have been processed using an automated imag-
ing code which computes the probability, area and characteristic sizes of three
pre-classified filament shapes (small drops, large objects, and ligaments). Char-
acteristic sizes have been compared to a phenomenological model developed by
Faeth and co-workers [37]. A summary of the main findings is provided here:
• Characterization of the spray formed from secondary atomization shows
that the mono-dispersed droplet stream enters the air jet in an area of low
turbulence intensity.
• Computation of the probability of detection of particular liquid fragment
shapes shows how objects undergo a conversion from ligaments to small
droplets as they traverse downstream after secondary break-up providing
detailed quantitative information on the breakup zone.
• A significant change in shape probabilities occurs when moving from a bag
break-up regime to higher Weber numbers. However, above a Wed = 200
there is little difference in the probability of detection of different shapes,
suggesting that even though the break-up regimes are different, this partic-
ular statistic is unchanged.
• The total area of small droplets detected with respect to the total area of
all objects is sensitive to the fuel properties, even though the probability of
detecting small droplets is not.
• At a low Weber number (Wed < 100), low viscosity fuel such as E and
B1 generally generates higher probability as well as surface area of small
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objects compared with the high viscosity counterparts such as B3 and B4
at upstream.
• The phenomenological break-up model of [37] is confirmed to adequately
predict the variation in characteristic dimensions of the ligaments consid-
ered here however it is not suitable for high accuracy quantitative predic-
tions.
Further work is required to fully understand the transformation from initial
droplet to ligament and finally to small droplets. In particular, the role of Kevin-
Helmholtz and Rayleigh-Taylor instabilities should be investigated further and
incorporated in the prediction of object size after initial droplet break-up. The
use of multiple cameras for three dimensional imaging will also provide more ac-
curate information with regards to the volume distribution of arbitrary shapes
and this will be the subject of future work.
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Chapter 5
Spray and Flame
Characterization of Ethanol and
Biodiesels with Different Carbon
Chain Lengths
5.1 Introduction
Spray combustion is employed in numerous practical systems such as boilers,
internal combustion engines, and rocket engines where the liquid is injected into
the hot environment of the combustion chambers. Small droplets are expected to
form in order to increase surface areas and therefore the mass transfer rate from
liquid to gaseous phase. A greater transfer rate will result in a better mixture
quality and therefore, better ignition and higher combustion efficiency. Forced or
auto-ignition, is a transient process which is directly relevant to flame stability,
combustion efficiency and emission of pollutants [155; 156; 157]. The focus of
this chapter is on the auto-ignition of sprays that are relatively dense so that the
boundary conditions include non-spherical droplets in close proximity.
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The burner geometry adopted in this chapter is similar to that used earlier for
studying auto-ignition of gaseous fuels [158; 159; 160]. The hot co-flow provides
a vitiated high temperature medium that simulates engine environment, albeit
at atmospheric pressure. Using the same burner geometry for studying the auto-
ignition of dilute sprays, techniques such as Phase Doppler Anemometry (PDA),
Mie scattering and laser induced florescence (LIF) were applied [160]. Joint imag-
ing of LIF-OH and LIF − CH2O has led to the identification of reactive kernels
which were deemed to be largely responsible for auto-ignition and the initiation
of intense heat release zones further downstream in the flames [159]. With the
advent of renewable fuels, such as biodiesels and alcohols, it is important to de-
velop an understanding of the effect of their physical and chemical properties on
their spray flame characteristics.
In this contribution, an air-blast atomiser is used to characterize non-reacting
and reacting flows including volume fluxes and velocity of the droplets using a
PDA. Results are also presented for a range of flame characteristics in terms of
physical appearance, light emission locations, time averaged chemiluminescence
signals, location and structure of reaction zones. In addition, an initial attempt to
develop a non-linear two-line atomic fluorescence (NTLAF) technique to measure
temperature of turbulent dilute spray flames will be described. Three oxygenated
fuels are tested here including ethanol (E) and two saturated biodiesels, B1 and
B2 which were introduced in Chapter 3. Both biodiesels (namely B1 and B2) are
almost fully saturated and their average carbon chain lengths are 9.5 (short) and
15 (medium), respectively.
5.2 Experimental Setup
The multi-stage (effervescent, air assisted, and swirl ports) co-flow burner design
adopted in this study has been introduced elsewhere [161]. The aim of this
design is to investigate pseudo-dense sprays in non-reacting and reacting modes
such that the full range of the liquid behaviors including atomization and auto-
ignition can be examined. Pseudo-dense sprays refer here to some intermediate
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Figure 5.1: Burner schematic
densities where the spray is not dilute yet not fully dense with a liquid core. In
this work, only the air assisted stage of the atomizer is used since the resulting
droplet size distribution is found to be adequate for the studied biodiesels. A
schematic of the burner is shown in Figure 5.1. It consists of a centrally located
air blast atomizer which issues liquid sprays into a vitiated co-flow provided by
the combustion products of lean premixed hydrogen-air flames. Liquid fuel is
injected through the 500 µm diameter orifice and the primary atomization of the
liquid jet takes place with the aid of a co-axial air flow. The mixture of fuel-air
is then supplied to the burners exit plane through a 10 mm diameter nozzle.
The premixed hydrogen and air mixture is used for the hot co-flow at an equiva-
lence ratio of 0.46 which corresponds to an adiabatic temperature of 1,600 K. The
measured co-flow temperature is 1,306 K (using a Pt-0%Rh-Pt-10%Rh thermo-
couple) and the difference is due to heat losses from the burner. The burnt veloc-
ity of the co-flow has been kept constant at approximately 3.5 m/s as estimated
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based on the un-burnt co-flow velocity, the stoichiometry of the hydrogen/air
mixture and the adiabatic co-flow temperature. The co-flow shrouds the spray
from laboratory air for 20 jet diameters downstream of the exit plane and this
region is referred to as the ”valid-cone”, within which measurements are made.
Details about the burner characteristics will be shown in the following section.
5.3 Characteristic of the Burner
5.3.1 Preliminary Results with Ethanol
In this section, ethanol is used to characterize the burner. This includes deter-
mining a ”valid cone” and selecting target spray conditions. More importantly,
in order to verify the qualitative observations made from the time averaged flame
photographs, broadband chemiluminescence measurement is conducted for the
target sprays. Regarding chemiluminescence measurement, a high speed OH-
PLIF system uses the second harmonic from a 10 kHz Edgewave Nd-YAG to pump
a Sirah Allegro dye laser which is tuned to the Q1(6) line of the A
2 < −X2Π(1, 0)
system of OH at 283.01 nm. The detection system consists of a LaVision High-
Speed-Star 6 (HSS6) CMOS camera with a lens-coupled, UV sensitive, two-stage
intensifier (High-Speed IRO: Intensified Relay Optics, LaVision). The repetition
rate of the camera is 10 kHz with an array of 768 x 768 pixels. The signal is
collected through a UG-11 glass filter and a Semrock long-pass filter with a cut
at 300 nm. Broadband chemiluminescence is collected also at a repetition rate of
10 kHz through a 300 nm long pass filter with a UV sensitive IRO.
While the flames stabilized on the burner are qualitatively similar to those ob-
served in the dilute spray case [98], subtle differences exist as detailed in this
section. Common features include the existence of two distinct ”luminous” zones
as shown in the representative photographs of ethanol flames in Figure 5.2. There
is an initial region dominated by light blue emission close to the exit plane and a
bright zone further downstream, the onset of which is marked on the photographs
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Figure 5.2: Long exposure (1s) photographs of ethanol spray flames from the
burner. Top row with Uj = 42 m/s and Ql = 0.02, 0.04 and 0.07 kg/min from
left to right. Middle row with Uj = 64 m/s and Ql = 0.02, 0.04 and 0.07 kg/min
from left to right. Bottom row with Uj = 74 m/s and Ql = 0.02, 0.04 and 0.07
kg/min from left to right.
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(a)
(b)
Figure 5.3: Height of second luminous zone Llum normalized by airblast nozzle
diameter D vs. F/A ratio (a) and broadband radial ensemble mean chemilumines-
cence signal subtracted by mean background signal vs. normalized downstream
position for the four circled target flames (b)
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by a white arrow at a position referred to herein as Llum. Demarcation between
the initial and second luminous zones is performed both by visual observation of
the flame and by measuring its mean broadband chemiluminescence as shall be
described in Figures 5.3.1a and 5.3.1b (see Section 5.3.2 for more details about
the chemiluminescence information). The main parameter controlling the tran-
sitions is the mass ratio of liquid fuel over carrier air (F/A) injected through
the atomizer, which partly controls the degree of atomization at the exit plane
and also the amount of vapour available for auto-ignition. The F/A ratio is also
changed by altering the airblast jet velocity Uj which controls the overall strain
rate that leads to global extinction. Through Figure 5.2 this dependance on the
F/A ratio is clear with horizontal rows of photographs showing an increase in
liquid mass loading Ql from left to right and columns showing an increase in the
air jet velocity Uj from top to bottom. These features are explained in greater
detail in Figure 5.3.1a which shows Llum plotted vs. F/A for a variety of ethanol
flames with different fuel injection rates and air jet velocities. Two key features
are noteworthy: Below a certain threshold F/A, a further decrease in the F/A
ratio increases Llum. This behavior is consistent with that observed in [98] and
seems to be controlled by the amount of fuel vapor formed at the flame base. The
cut-off value for F/A varies slightly with the fuel mass loading Ql however for all
cases it is in the region of 0.14 - 0.16. For F/A higher than the threshold, the
opposite trend is observed (Llum increases with an increase in F/A); a behavior
that has not been observed in dilute sprays. For ethanol with Ql = 60 g/min,
at F/A ratios greater than 0.16, the spray at the exit exhibits large quantities
of un-atomized liquid due to excessive fuel loading hence moving Llum further
downstream. The solid horizontal line in Figure 5.3.1a marks the boundary of
the ”valid cone” and shows for some conditions the onset of the luminous zone
occurs downstream of this limit. These conditions are deemed unsuitable for
measurements given that the co-flow temperature begins to drop rapidly down-
stream of the valid cone due to entrainment of laboratory air. Thus, cases E-SP1
to E-SP4 shown in Figure 5.3a are selected to be four ethanol target sprays. The
ethanol sprays will be described further in Section 5.3.4 along with target sprays
of biodiesels B1 and B2.
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5.3.2 Mean of Chemiluminescence
Four spray conditions of ethanol fuel (E-SP1 to E-SP4, respectively) are selected
for further measurements based on these observations. These cases are chosen
from their side of the F/A threshold, as seen in Figure 5.3.1a and are also chosen
such that both an initial light blue emission and a secondary brighter emission
occur within the valid cone. These initial requirements are only qualitative and
therefore must be further justified as is done in this section. The cases chosen are
circled in Figure 5.3.1a and some relevant properties are listed in Table 5.1. The
exit mean Weber number is defined as Weexit = ρg(Uj −Ul)2Dl/σl with ρg being
the gas phase density, Uj the bulk mean ”air-blast” velocity at the exit plane, Ul
the bulk mean initial liquid jet velocity, Dl the initial liquid jet diameter and σl
the surface tension of the liquid fuel. The liquid jet Reynolds number, defined
as Rel = ρlUlDl/µl, implies that some sinusoidal instability may be present on
the liquid jet even in the absence of co-flowing air [151], however, the liquid jet
is strictly characterized as laminar. The carrier air Reynolds number is defined
as Rec = ρgUjDl/µg where µg is the air viscosity.
In order to verify the qualitative observations made from the time averaged flame
photographs, broadband chemiluminescence is collected at a repetition rate of 10
kHz from the four flames circled in Figure 5.3.1a and an average is computed
from 2000 images. From the computed average, the emission intensity (I) across
the visible flame is plotted vs. axial distance after subtracting from the mean
background intensity, (< I > − < I >b) as shown in Figure 5.3.1b. Three distinct
zones are noted: zone I where no signal is measured above the background level,
zone II shows an initial increase in the flame chemiluminescence, followed by zone
III where a change in the rate of increase in flame luminosity is noted. It is worth
noting here that similar trends have also been observed from LES simulations of
auto-igniting spray flames [162]. This three-zone structure is observed in flames
corresponding to spray conditions E-SP2, E-SP3 and E-SP4 with the exception of
the least dense case E-SP1 (F/A=0.142) which shows two zones with a shallower
slope. This is explored further upon presentation of OH-PLIF measurements.
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To compare the chemiluminescence results to the trends from the photographs,
a fixed mean chemiluminescence signal intensity < I > − < I >b must be
chosen, and the downstream position of each flame case which corresponds to
that intensity must be extracted. The location of (Llum) described earlier is in
the region of zone III of Figure 5.3.1b. An intensity of 140 counts, yields the
approximate Llum location for spray flame case E-SP4 as was determined from
the photographs (which was at x/D=19=Llum/D). The downstream position of
each flame that yields the same intensity of 140 counts can be extracted from
Figure 5.3.1b for all other cases. This corresponds to x/D = 17, 14, 17, and
19 for spray flames E-SP1 to E-SP4, respectively. These values are plotted in
Figure 5.3.1a as crosses (Chemi) and show the same trends noted earlier from
the visual results. The precise value of Llum is somewhat arbitrary given that
it depends on a given intensity threshold. However, what is important here is
that based on the results of Figure 5.3.1b, it is confirmed that the four target
cases chosen for investigation exhibit an initial auto-ignition region (zone II), and
thermal runaway (zone III), all within the valid cone. In addition, a key feature
both from Figures 5.3.1a and 5.3.1b is that case E-SP1, which has the lowest
liquid loading, exhibits a different behaviour from cases E-SP2 to E-SP4 and this
shall be examined throughout.
5.3.3 Effects of Fuel Properties on Luminous Location
Figure 5.4 shows the normalized secondary light emission signal used in Figure
5.3.1a but for all three fuels tested here. It is notable from an earlier discussion in
Section 5.3.2 that the qualitative observation of the luminous zones shows similar
trends to those of the broadband chemiluminescence measurements. It is clear
from Figure 5.4 that the luminous locations of all tested fuels here are within
the ”valid cone” zone. Four spray conditions selected for E are now chosen to
compare the spray characteristics amongst E, B1, and B2. The spray conditions
are now named as ”X-SPY”, where X is the fuel name (E, B1 or B2) and Y is
the spray condition (1 to 4).
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Figure 5.4: Nomination of the second luminous height (Llum) of the flames by
the nozzle diameter (D) vs. fuel air ratio (F/A)
It can be seen from Figure 5.4 that the luminous locations change quite signif-
icantly amongst these three fuels. Case B2 always shows the lowest luminous
locations; in the dense spray case, B1-SP1 has the highest luminous locations
while this belongs to ethanol in the dilute spray case (E-SP3 and E-SP4). Auto-
ignition characteristics are quite complex and depend on various factors such as
atomization, evaporation, mixing quality, and ignition delay. While the effects
of these factors are not quite clear, it is important to note from our work in a
compression ignition engine [123; 124] that fuel B1 has longer ignition delay com-
pared to fuel B2, which will be discussed in Chapters 6 to 8. Additionally, there
is no doubt that ethanol is a low cetane number fuel (Research octane number of
ethanol is 108.6 [163]). Imaging of OH-LIF, CH-LIF, and HCHO-LIF for these
flames could be useful to identify the pre-ignition and ignition zones as well as to
quantify the flame lift-off height and ignition delay.
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Table 5.1: Target spray conditions (for both non-reacting and reacting cases): (∗)
Rec is for all fuels while Rel and Weexit (fuel property dependent) are estimated
only for E
Spray Fuel Flow F/A Uj Re
(∗)
c Re
(∗)
l We
(∗)
exit
Nomenclature Rate [kg/min] [m/s] (for E) (for E)
E-, B1-, and B2-SP1 0.046 0.142 57 38,000 1220 68
E-, B1-, and B2-SP2 0.06 0.156 68 45,000 1592 95
E-, B1-, and B2-SP3 0.06 0.184 57 38,000 1592 64
E-, B1-, and B2-SP4 0.06 0.221 48 42,000 1592 43
5.3.4 Target Spray Conditions
The burner used in this study was characterized in Section 5.3 using E and
complementary measurements were made for biodiesels B1 and B2 in Section
5.3.3. It is found that the four spray conditions selected for ethanol are also
suitable for the biodiesels, B1 and B2. Using the spray name nomenclature (”X-
SPY”) discussed earlier in Section 5.3.3, each tested spray condition starts by E-,
B1-, or B2- and ends by -SP1, -SP2, -SP3, or -SP4 as shown in Table 5.1. In this
table, the same conditions are used for both reacting and non-reacting cases. So
far, the reacting spray structures have been tested for all three fuels while the
non-reacting ones are only being tested for E and B2. Reaction zone structures
from OH-PLIF signals have also been reported but only for E flames.
5.4 Droplet Velocity Profile
Mean velocity profiles of small droplets (d = 0-10 µm), big droplets (d = 40-50
µm), and all size droplets at three axial locations (x/D = 0, 10, and 20) are shown
in Figure 5.5 for dilute sprays B2-SP3 (left) and E-SP3 (right). The profiles of
the reacting spray are solid lines in red while those for non-reacting cases are
dashed lines in blue. In this graph and also in others, index ’h’ represents ’hot’
(or reacting) while ’c’ stands for ’cold’ (or non-reacting).
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(a) B2, x/D = 20 (b) E, x/D = 20
(c) B2, x/D = 10 (d) E, x/D = 10
(e) B2, x/D = 0 (f) E, x/D = 0
Figure 5.5: Radial profiles of mean velocity of d=0-10 µm, d = 40-50 µm, and
all size droplets at three axial locations in cases B2-SP3 (left) and E-SP3 (right);
”h” refers to reacting cases while ”c” refers to non-reacting conditions
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Figure 5.6: Centreline velocity decay rate for nonreacting and reacting sprays
of B1-SP3, B2-SP3 and E-SP3; ”h” refers to reacting cases while ”c” refers to
non-reacting conditions
Comparison between the small and big droplets shows that the small droplets
move faster upstream but slower at downstream locations. At x/D = 0, the
velocity profiles show a depression on the centreline due to the existence of long
filaments and big droplets which modulate the gas phase velocity. The PDA
detects a few small droplets breaking off from the filaments which are moving
slowly at the exit plane. This effect disappears as the spray fully develops either
at the shear layer or further downstream.
Two local peaks appearing around the jet edge (r/D = ±0.5) indicate that the
spray here is in an equivalent fully developed region. At this region, the spray
becomes more dilute compared to that at the centreline, therefore, the gas phase
velocity is able to fully develop. At some points, the increase in velocity stops
and it drops again to outer radial locations.
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The flames show slightly higher velocities towards the edge due to the acceleration
of hot combustion products. At x/D = 10 and 20, the difference in decay rates
between reacting and non-reacting cases is clear for B2 and ethanol at full range of
radial locations. This difference is further highlighted in Figure 5.6 which shows
the centreline (r/D = 0) velocity decay rates at all axial locations. The velocity
decay is much faster in the non-reacting cases with the velocity dropping to 20
m/s at x/D = 20 compared to 50 m/s for the flames at the same axial location.
5.5 Volume Flux
Volume flux, a measure of volume flow rate per unit area, is observed using
the PDA which measures droplet size and velocity then uses this information to
compute volume flow rate per unit area (or volume flux). Volume flux of B2
and E at three axial locations of x/D = 0, 10, and 20 are plotted in Figures
5.7 (for all four non-reacting sprays) and 5.8 (for all four reacting sprays). Each
figure includes six sub-figures (a to f, respectively), in which, the left sub-figures
(a, c, and e) are for fuel B2 and the right ones (b, d, and f) are for fuel E.
The two bottom sub-figures (e and f) are for axial location x/D = 0, the middle
(sub-figures c and d) are x/D = 10, and the results for x/D = 20 are at the top
(sub-figures a and b).
Differences in volume fluxes amongst the targeted sprays can be observed quite
clearly in Figure 5.7 (non-reacting) and Figure 5.8 (reacting). The transition
spray, -SP2, has the highest volume flux, the -SP1 and -SP3 sprays rank second
and the -SP4 is the lowest. It is also evident that the volume flux measured by the
PDA is different between the reacting and non-reacting sprays and between fuel
E and B2. The reacting spray shows a little higher volume flux compared to that
of its non-reacting counterpart and the volume flux of fuel E is higher than that
of fuel B2. The hot environment of the reacting spray enhances the atomization
process, therefore, the number of big and non-spherical fragments of non-reacting
spray is probably higher than that of the reacting spray. This may also be true
for the fragments of higher viscosity fuel B2 with respect to E. The big fragments
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(a) B2, x/D = 20 (b) E, x/D = 20
(c) B2, x/D = 10 (d) E, x/D = 10
(e) B2, x/D = 0 (f) E, x/D = 0
Figure 5.7: Volume flux of non-reacting spray of fuels B2 (left) and E (right) at
different spray conditions from axial location x/D = 0 (bottom) to x/D = 20
(top)
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(a) B2, x/D = 20 (b) E, x/D = 20
(c) B2, x/D = 10 (d) E, x/D = 10
(e) B2, x/D = 0 (f) E, x/D = 0
Figure 5.8: Volume flux of reacting spray of fuels B2 (left) and E (right) at
different spray conditions from axial location x/D = 0 (bottom) to x/D = 20
(top)
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Figure 5.9: Maximum volume flux of reacting sprays of B1-SP3 (in red with
square symbols), B2-SP3 (in blue with triangle symbols) and E-SP3 (in black
with star symbols) at three axial locations x/D = 0, 10, and 20, respectively
are the main distributors of the liquid volume, however, they are rejected by the
PDA. This may have suggested a study on the rejection rate of the PDA system
with different fuels and different spray conditions and a conjunction study with
the PDA results using the blacklit image processing technique like [70].
To quantify the difference in the volume flux amongst fuels, the maximum volume
flux of B1, B2 and E at three axial locations of x/D = 0, 10 and 20 are shown in
Figure 5.9. As can be seen, the maximum volume flux of E is the highest, then
B1 and B2 are the lowest. This is consistent for all three axial locations (x/D
=0, 10 and 20), however, the difference reduces with down stream locations. At
upstream, high viscosity fuels generate more irregular filaments which are rejected
by the PDA. At downstream locations, however, the unbroken filaments breakup
into small drops and this makes the differences in liquid atomization amongst the
tested fuels minimal.
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Figure 5.10: Normalised total liquid flow rate as a function of axial position for
E-SP3 and B2-SP3; ”h” (and solid lines) refers to reacting cases while ”c” (and
dashed lines) refers to non-reacting conditions
Volume flow rate can be obtained by integration of the volume flux over the
corresponding radial sectional area. While the density of the hot droplets depends
on both radial and axial locations because of different temperature in the hot
spray zone, normalizations of the volume flow rates at different axial locations to
the maximum values obtained amongst these locations can be a good indicator
of evaporation and/or combustion levels. Figure 5.10 shows the normalizations
of total liquid flow rate (with respect to the maximum liquid flow rate) as a
function of axial location for the reacting (solid curves) of all fuels and non-
reacting (dashed curves) sprays for B2 and ethanol.
As can be seen from Figure 5.10, the normalized flow rates are close between the
non-reacting and reacting cases for each individual fuel at axial locations from
x/D = 3 to 10. Close to the nozzle exit (x/D = 0 to 0.5), the normalized flow rates
102
5.6 Reaction Zone Structures from OH-PLIF
for all of the spray conditions tested here decrease significantly and this is due to
inaccuracy in the measurements. In this zone, the spray is dense and generates a
high number of large droplets as well as irregular shapes such as ligaments which
are rejected by the LDA/PDA as discussed earlier in Chapter 4. The reacting flow
rate of B2 starts to drop sharply and separate from its non-reacting counterpart
at x/D = 10, this happens with ethanol further downstream at x/D = 15. It is
noted that this is in agreement with the visual appearance of the flame showing
the lowest luminous locations of fuel B2 compared to ethanol as discussed earlier
in Section 3.1.
The normalized flow rate of non-reacting spray for B2 at downstream locations
should be around 1.0 as the biodiesel has a high boiling point (>150 oC) and
can be assumed to have a very low vaporizing rate at room temperature. In
fact, surface vaporization of highly atomized and diluted sprays could happen
at a temperature below boiling point. However, biodiesels usually have high
viscosity and high boiling point and therefore their surface vaporization at room
temperature is possibly minimal. The normalized flow rate of B2 cold spray
decreases to 0.85-0.9 at x/D = 15 and 20. This could be due to the liquid flow
rate lost to the wall of the tube and uncertainty of the PDA measurements [164].
5.6 Reaction Zone Structures from OH-PLIF
The data presented thus far are for the spray structure of this complex flame.
The different atomization behaviours of the flames [161; 165] result in a different
droplet size distribution and therefore different dispersion and vaporization rates.
In addition, the different properties amongst fuels lead to different auto-ignition
characteristics. This manifests as changes in the luminosity which was examined
earlier but also leads to changes in the reaction zone structure consequently the
flame temperature. In this study, the candidate has not reached stage to examine
the reaction zone and flame temperature for all of the fuels tested here. So far,
OH-PLIF measurements were conducted only for ethanol in the four target flame
sprays described in Section 5.3.4. The OH-PLIF information will be introduced in
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this section. A Two-Line Atomic Fluorescence (NTLAF) technique has also been
developed to measure turbulent spray flame temperature and will be summarized
in Section 5.7.
5.6.1 Qualitative Features
Figure 5.11 shows representative snapshots of predominantly OH collected at
various downstream locations for cases E-SP1 (left) and E-SP4 (right). Due to the
amount of liquid volume present at the exit plane, there is substantial interference
in case E-SP4 from droplet clusters which are clear close to the exit plane but
also further downstream. These representative snapshots show that the reaction
zones surround the central spray core. Case E-SP4 also has thinner reaction zones
when compared to E-SP1, however this will be made clearer in Section 5.6.2. The
droplet clusters observed in the OH images are also fairly distinguishable from
OH kernels. As the excitation beam travels from right to left, if a droplet blocks
the laser sheet, a clear horizontal line of diminished intensity appears in the
OH signal on the opposing side of the droplet as shown by the white arrows.
Therefore, islands which may appear as kernels close to the reaction zone fronts
may indeed be droplet clusters.
5.6.2 Reaction Zone Widths
It is evident from these samples, as well as other images, that the reaction zones
generally surround the central spray core in the regions close to the exit nozzle.
This suggests that there is little direct interaction between the spray core and the
reaction zone until x/D ∼ 15 where non-spherical objects are no longer present.
Despite this, it is shown here that the spray structure may still impact the reaction
zone indirectly (as nominally represented here by OH) at downstream locations
in the flame.
An average of the instantanoues OH profiles is calculated at a given x/D resulting
in a mean OH intensity profile, where a sample is shown in Figure 5.12a. Towards
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Figure 5.11: Representative snapshots of OH-LIF images at various downstream
locations for cases E-SP1 (left) and E-SP4 (right). White arrows point to distinct
drops in OH intensity due to droplet cluster interference
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(a)
(b)
Figure 5.12: Sample mean OH-LIF signal across reaction zone for case E-SP4 at
x/D=6.3 (a) and mean reaction zone width < RZ > for all cases at x/D=6.3 and
x/D=11.3 (b)
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the right of the curve in Fig. 5.12a, the mean OH intensity from the coflow is
observable and this can be used as a datum. The left shows the drop in mean
OH intensity to a minimum. Averaged figures such as these are used to obtain
one dimensional widths of nominal reaction zones (< RZ >) at various axial
locations in the flames. This measurement can only be done in locations where
there is a clear separation between the reaction zone and the central core. As
OH begins to appear in the spray core, a reaction zone width becomes a dubious
quantity. The results for < RZ > are plotted versus F/A in Figure 5.12b at two
downstream locations.
It is evident from the results of Fig. 5.12b that flame E-SP1 which has the lowest
fuel/air ratio shows the largest mean reaction zone width both at x/D∼6, and
x/D∼11. The velocity and droplet field data shown earlier, demonstrates that
case E-SP1 has the most dispersed, (and therefore most uniformly mixed) spray
core, due to its low F/A ratio. In addition, this case showed the lowest centreline
liquid area fraction and also one of the lowest mean number of detected fragments
suggesting that objects are more uniformly distributed at the exit plane. All of
these results demonstrate that E-SP1 exhibits features closer to a ‘pre-mixed’
nature in comparison to the other cases as reflected by the broader reaction
zones. With increasing F/A ratio, the spray becomes denser at the jet core (such
as ET4) and the flames are closer to being diffusion-like as implied by the thinner
reaction zones. Note that case E-SP4 shows a slight increase in reaction zone
width compared to E-SP3 and the reason for this is not known and should be
subject to further investigation.
The F/A ratio is a key driving parameter here, and in airblast sprays it is known
that the break-up length scales with the ratio of liquid mass to that of air [35].
There is no work in the literature however that directly relates such break-up
phenomena to downstream reaction zone structure using the type of measure-
ments provided here. Changes in the break-up length and therefore the degree of
atomization and vapour production at the exit plane (which allow for a certain
level of pre-mixing) will directly impact flame characteristics as has been shown.
However, this work also shows that cases with low F/A ratio, which also generally
correspond to cases with a higher Weber number exhibit markedly different liquid
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topological structure statistics at the exit plane when compared to higher F/A
ratio or those cases with poorer atomization at the exit plane. These fundamen-
tally different features in the boundary conditions should then be partly related
to flame characteristics further downstream, given that different liquid fragment
statistics will result in different vaporization and auto-ignition characteristics. In
addition, the differing atomization behaviour of the various cases may also change
the vaporization patterns which would impact the downstream flame character-
istics. Such interactions, although difficult to measure, merit further research
and will benefit from advanced numerical studies that are capable of resolve the
relevant processes.
5.7 Temperature Imaging of Turbulent Dilute
Spray Flames Using NTLAF
It is worth noting at the outset that this section on temperature imaging in spray
flame is not part of the main stream of this thesis and uses a different burner
(described in Appendix G). The reason why it is included in this chapter is due to
the importance of developing techniques to perform temperature measurements
in spray flames. The author was involved in the development of this experiment
but the work remains too preliminary to be applied to the flames studied here.
The description given in this chapter shows the need to further develop the two-
line atomic fluorescence (NTLAF) approach for application in turbulent spray
flames.
Diagnostic capabilities in spray flows are gradually evolving but remain limited
due to inherent difficulties imposed by the presence of droplets and/or liquid fila-
ments. Dense sprays are extremely hard to probe and techniques such as ballistic
imaging [166; 167; 168] and X-ray radiography [169; 170; 171] are just start-
ing to make advances in measuring the spray structure and the mass depletion
from the liquid core [172]. Dilute spray flames are relatively easier but still chal-
lenging, particularly with respect to measuring details of the mixing and reactive
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fields. Laser-induced fluorescence (LIF) techniques were applied to image selected
species such as OH, CH2O, or fuel vapour [98; 173; 174; 175]. These measure-
ments, while qualitative, reveal interesting information about the structure and
evolution of reaction zones. However, measurements of critical parameters such
as mixture fraction and temperature remain elusive. This work here addresses
one of these problems by introducing an approach to measure temperature in
turbulent dilute spray flames.
With spray flames, there is an opportunity to seed the liquid fuel with indium
chloride and thus avoid the need for introducing an additional stream as required
for turbulent gaseous flames [115]. Although the two-line atomic fluorescence
(NTLAF) technique is generally immune from interferences due to soot scatter-
ing, insufficient information is available to determine whether interference from
the fuel droplets in spray flames will allow the seeding advantages to be realised.
It is also unclear whether the release of indium atoms from the seeded salt will
generate gas phase indium at sufficient concentration to enable quality measure-
ments. Hence new investigations are required to determine whether the signal-
to-noise ratio is sufficiently high for reliable single-shot data and whether good
quality measurement is possible in the region immediately around an evaporat-
ing droplet. The aim of the current section is, therefore, to assess, for the first
time, the feasibility of conducting instantaneous single-shot temperature imaging
in turbulent spray flames using the NTLAF technique. Such temperature mea-
surements, if realised, would lead to significant insight into some important and
outstanding aspects of turbulent spray flames.
Indium chloride is dissolved in acetone fuel which is atomised with an ultra-
sonic nebuliser and supplied with carrier air into a standard piloted burner. It
is found that the indium fluorescence signal is not affected by scattering from
the droplets or fuel vapour. Notwithstanding the lower temperature thresholds
of 800 K imposed by the population of excitation species for the NTLAF method
and of 1200 K imposed by the mechanism of releasing gas phase indium from its
salt, the comparisons of conditional and pseudo-unconditional means with ther-
mocouple measurements performed in a range of turbulent spray flames are quite
favourable. The NTLAF signal quality deteriorates on the jet centreline at up-
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stream locations and on the lean side of the flame, the former being largely due to
insufficient conversion of indium chloride to indium atoms and the latter poten-
tially due to indium oxidation. Nevertheless, the signal to noise ratios obtained
in the reaction zone regions are good and the results reveal the expected tem-
perature trends in the turbulent spray flames tested here. Further developments
are necessary to resolve the mechanism of indium formation and to broaden the
temperature range. The reader is directed to Appendix G for more details about
this development.
5.8 Summary
Spray and flame characteristics have been studied in this chapter for ethanol
and two biodiesels with different molecular profiles. Spray structure has been
examined using LDA/PDA. The spray flame characteristics have been visualized
using their luminous zones and quantified using chemiluminescence and OH-PLIF
signals. Main findings from this study are summarized here:
• Luminous reaction zones marking the initiation of heat release in auto-
igniting sprays are measured along with droplet fields in jets and flames of
different fuels. The flame luminosity trends are found to be similar to those
of chemiluminescence.
• The flame luminosity is affected by A/F and also by fuel properties such
as cetane number. It is found that the biodiesel with medium chain length
(B2) shows the earliest luminous zone compared to ethanol and a short
chain length biodiesel (B1).
• The droplet fields are somewhat similar regardless of the fuel type indicating
that chemical kinetics, rather than physical processes play a dominant role
in these flames.
• PLIF images of OH signal confirm that the spray conditions impact the
width of the reaction zones. Future work will concentrate on further mea-
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surements in the auto-ignition and combusting regions while also examine
a range of different fuels including biodiesels used in this thesis.
• NTLAF technique has been developed and tested successfully for acetone
spray flames. A future work would be to build a link between OH-LIF
signals and temperature measurements and also to examine other liquids
such as the biodiesels.
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Chapter 6
The Influence of Fatty Acid
Methyl Ester Profiles on Engine
Performance and Emissions
”The use of vegetable oils for engine fuels may seem insignificant
today.
But such oils may become in course of time as important as
petroleum and the coal tar products of the present time”
–**– Rudolf Diesel’s Statement in 1912 –**–
6.1 Introduction
The molecular profiles of fatty acid methyl esters (FAMEs) affect many physical
and chemical properties, such as: viscosity, density, cetane number and calorific
value [11; 176; 177] and hence have a significant impact on the chemical kinetics,
ignition delay and the emission concentrations [12; 178; 179; 180; 181; 182]. This
chapter will further investigate the effect of unsaturation degree and carbon chain
length of biodiesels on engine performance and emission output.
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Influences of the carbon chain length and unsaturation degree of fatty acid esters
on engine emission have been investigated in several work [183; 184; 185; 186; 187;
188; 189; 190; 191; 192]. Empirical correlations are developed to correlate these
relevant properties to the fuel structure using parameters such as iodine values
(IV) and saponification number (SN). The IV is the number of grams of iodine
consumed per 100 g of fatty acid. It is being used as a measure of unsaturation
levels in fatty acid (a higher IV indicates a higher degree of unsaturation). The
SN is the mass of potassium hydroxide (KOH) required to saponify 1g of FAME;
therefore, SN reflects the carbon chain length (a higher SN implies a shorter
carbon chain length). Some earlier studies of biodiesels [183; 184; 185; 186]
reported the effects of varying the iodine value (IV) and saponification num-
ber (SN), therefore the fuel oxygen content, on engine performance. However,
there are contradictory statements regarding the influence of these properties on
combustion efficiency and engine emissions, especially NOx and particle size dis-
tribution [185; 187; 188; 189; 190; 191; 192]. Lapuerta et al. [191] and Yuan
et al. [192] observed that the presence of oxygen in biodiesels does not lead to
increases in NOx formation. However, others [188; 189; 190] found that oxygen
in the fuels does result in increased NOx, attributable to higher adiabatic flame
temperature, as well as reporting increased combustion efficiency and lower soot.
Lapuerta et al. [183] tested four biodiesels with IV’s ranging from 90 to 125 in
a 2.2 litre, four-cylinder, turbo-charged direct-injection, compression-ignition en-
gine. They found that increasing the unsaturation degree results in an increase in
NOx and a decrease in particle mass and mean particle diameter. These conclu-
sions are confirmed by Benjumea et al. [184] who also found that NOx emissions
increased with the level of unsaturation. Benjumea et al. [184] also found that
an increase in the level of unsaturation leads to a decrease in hydrocarbon (HC)
and carbon-monoxide (CO) formation.
Schonborn and co-workers [185] studied the influences of the FAME molecular
structures and found that at constant injection timing an increase in carbon atoms
results in a reduction in specific NOx, with almost no change in specific particle
mass concentration, when the number of carbon atoms varied between 12 to 18.
However, particle mass was more than doubled when the number of carbon atoms
113
6.1 Introduction
increased from 18 to 22. Another study [186] of the effects of carbon chain lengths
showed that an increase in chain length resulted in increases in NOx, HC, CO,
volatile organic fractions and soot. An increase in NOx emission was also observed
with increasing levels of unsaturation. Soot produced from short chain FAME
was found to be easier to oxidise. Merchan-Merchan et al. [193] examined the
soot morphology and nanostructure of several biodiesels, including: canola methyl
ester, soy methyl ester, a 50:50 mixture of soy methyl ester and animal fat, and
diesel number 2. This study was conducted in a wick-generated open-air laminar
diffusion flame using transmission electron microscopy (TEM) and high resolution
TEM. The soot samples were collected using a probe which adopted the Brownian
thermophoretic technique developed by Dobbin and Megaridis [194]. Their results
showed that the primary soot diameters of biodiesels were significantly smaller
than those of fossil diesel. This was confirmed by Lapuerta and co-workers in a
study of nano-structure of soot emitted by a diesel engine using TEM, Raman
spectroscopy and X-ray diffraction spectroscopy (XRD) analysis [195].
An important issue that is not widely understood is the effect of biodiesels on the
size distribution of emitted particles and related reactive oxygen species (ROS). A
shift in the size distribution to nano-sized particles would be undesirable because
of the increased health risk it would impose [10]. Moreover, the new European
emission standards (EU6) will regulate the particle size distribution in addition to
the particle mass [196; 197]. Experimental results reported to date on particle size
distribution are contradictory [10; 183; 186; 193]. Some researchers [10; 183; 185]
report that biodiesels favour a shift to smaller particles, while a recent study [186]
shows similar distributions to fossil-based diesels. Additionally, oxidative stress
caused by the generation of free radicals and related ROS has been proposed as
a mechanism for many of the adverse health outcomes associated with exposure
to particulate matter (PM). In addition to particle-induced generation of ROS in
lung tissue cells, several recent studies [198; 199; 200] have shown that particles
may also contain ROS. As such, they present a direct cause of oxidative stress
and related adverse health effects [198; 199].
This chapter aims to further the discussion on the influence of biodiesels on en-
gine performance with a specific focus on the effects of chain length and degree of
114
6.2 Experimental Setup
unsaturation. A heavy-duty, multi-cylinder, common-rail, turbo-charged diesel
engine was the engine under investigation because it can be considered represen-
tative of a practical modern diesel engine. In order to estimate the environmental
and health impacts of the implementation of selected biofuels, performance, emis-
sion and oxidative potential outputs were reported. This included the measure-
ment of particle number concentration and size distribution, NOx concentration
and ROS concentration.
6.2 Experimental Setup
This section describes the experimental setup which was used to conduct the
studies described in this chapter, Chapter 7 and Chapter 8. Experiments were
conducted with a modern 6-cylinder inline, turbocharged, aftercooled, common-
rail Cummins diesel engine, typical of those used in buses or medium sized trucks.
Figure 6.1 shows a detailed schematic of the engine setup along with the pressure
and crank angle data acquisition system. Each cylinder has two inlet and two
exhaust valves. Cylinders two to five share their inlet ports with their adjacent
cylinders while cylinders one and six each have one of their inlet valves supplied
by a separate inlet port directly from the inlet manifold because they only have
one adjacent cylinder each to share with. The setup of equipments used in this
study for measuring exhaust gas components is shown schematically in Figure
6.3. The testing conditions and the engine specifications are shown in Table 6.1.
The engine was coupled to an electronically controlled hydraulic dynamometer
with load applied by increasing the flow rate of water inside the dynamometer
housing. In-cylinder pressure was measured by a Kistler (6053CC60) piezoelectric
transducer with a Data Translation (DT9832) simultaneous analogue-to-digital
converter connected to a desktop computer running National Instruments Lab-
View. The fuel injection timing was controlled by the engine management system.
Crank angle information and engine speed were acquired from a Kistler crank an-
gle encoder set (type 2614), with a resolution of 0.5 degrees of crank angle. The
location of the pressure transducer is shown in Figure 6.2.
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Figure 6.1: Schematic of experimental engine setup
Table 6.1: Experimental engine specifications and testing conditions
Manufacturer Cummins
Serry ISBe220 31
Number of Cylinders 6
Valves/Cylinder 4
Injection Type High-Pressure Common-Rail
Bore x Stroke [mm] 102 x 120
Swept Volume [liter] 5.9
Max. Power [kW] 162 (at 2500 rpm)
Max. Torque [Nm] 820 (at 1500 rpm)
Compression Ratio 17.3:1
Dynamometer Type Hydraulic
Emission Standard Euro III
Testing Conditions
1200 rpm; Idling
Speed; Load 1500 rpm; 25%, 50%, 75% and full load
2000 rpm; 25%, 50%, 75% and full load
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Figure 6.2: Location of cylinder pressure transducer (6053CC60)
The piezoelectric pressure transducer output is the differential voltage signals
of the cylinder pressure passing through a band-pass filter (allowing 4-20 kHz).
The band-pass filter settings were set to capture the combustion resonance whilst
minimizing the effects of the knocking frequencies (<4 kHz) and the noise from the
injector signal (>28 kHz) [201]. Nominal injection timing, crank-angle and engine
speed signals were also recorded simultaneously with the in-cylinder pressure at
16 bit resolution. In-cylinder data were collected in sets of 60 seconds (600, 750
and 1000 engine cycles corresponding with 1200 rpm, 1500 rpm and 2000 rpm,
respectively). Data were processed oﬄine by in-house C++ software and then
analyzed by a 0D thermodynamic model coded in Matlab. Outputs of this process
are averaged values of cycle working parameters such as net heat release rate
(NHRR) and IMEP as well as the inter-cycle variability parameters including:
peak pressure, peak pressure timing, maximum rate of pressure rise, indicated
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mean effective pressure, injection timing. Averaged values will be discussed in
this chapter while the inter-cycle variability will be studied in Chapter 7.
Figure 6.3: Experimental setup for exhaust emission measurements
Schematic of equipments used for exhaust emission measurements is shown in
Figure 6.3. A dilutor was used to dilute the raw tail pipe exhaust gases with fresh
air in order to lower the exhaust gas temperature as well as the concentration
within the measuring range of the instruments especially the scanning mobility
particle sizer (SMPS) which will be described in the next paragraphs. Two CO2
analyzers (not shown in Figure 6.3) were employed to measure the raw and diluted
CO2 concentrations, respectively. The ratio of the CO2 concentrations from these
analyzers is a measure of the dilution ratio. The gaseous samples used to measure
particle size and mass concentration have an approximate dilution ratio of 10:1.
Particle mass concentrations were measured continuously with a frequency of 1
Hz using a TSI DustTrak (Model 8530). This is a laser photometer with a sensing
mechanism consisting of a laser diode, which is directed at aerosol present in a
continuous ambient airflow induced through the instrument. This equipment
can measure particle mass concentration between 0.001 to 150 mg/m3 and 3
different ranges of particle sizes including PM1, PM2.5 and PM10, respectively.
The particle mass concentration is equivalent to the light intensity detected by
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the photometer multiplied with a calibration factor. The calibration factor has
been determined by the manufacturer under the ultrafine test dust particle size
distribution by volume - ISO 12103− 1− A1.
Particle size distributions are determined using a scanning mobility particle sizer
(SMPS - TSI 3080) which fractionates sub-micron particles in an electrostatic
classifier (EC) and uses optical detection to analyse particle concentration in the
concentration particle counter (CPC - TSI 3025). The EC consists of a bipolar
charger (which contains a radioactive Kr-85 generator that produces bipolar ions
and applies an equilibrium charge distribution to the aerosol, i.e. the particles are
positively charged) and a differential mobility analyser (DMA) (which contains
a negatively charged centre rod). The particles extracted from the DMA are
supplied to the CPC which contains a saturator, a condenser, and an optical
detector. The particles are vapour-saturated by the saturator, condensed by
thermal diffusion and then counted by the detector.
Black carbon (BC) and NOx are also measured in this study using an aethalome-
ter and a NOx analyser, respectively. The AE31 ”spectrum” aethalometer is
made by Margee Scientific. It acquires data at 7 wavelengths from ultraviolet
to near-infrared, namely 370, 450, 571, 615, 660, 880 and 950 nm [202]. If the
aerosol consisted only of extremely small pure black spheres, the signals in all
channels would be interpreted identically as the same mass of material, and the
seven data chart traces would be perfectly superimposed. Another dilutor was
used to further dilute the gaseous mixtures before supplying to the aethalometer.
The dilution ratio of the gaseous mixture is approximately 60:1. NOx concentra-
tion is monitored using an auto calibration and ranging chemiluminescent NOx
analyser (California Analytical Instruments - CAI 600 CLD series).
This study makes a key contribution by reporting new measurements of re-
active oxygen species (ROS) for the range of biodiesels and fossil diesel us-
ing a BPEA (bis(phenylethynyl) anthracene-nitroxide) molecular probe tech-
nique [200; 203; 204]. This new profluorescent nitroxide molecular probe
(bis(phenylethynyl) anthracenenitroxide; BPEA) [205], was developed in an en-
tirely novel, rapid and non-cell based assay, for assessing the oxidative potential
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of particles (i.e. potential of particles to induce oxidative stress). Profluorescent
nitroxides (PFN) are very powerful optical sensors, applicable as detectors of
radicals and redox active agents. The probe itself is poorly fluorescent; however,
upon radical trapping, or redox activity, a strong fluorescence is observed. The
ROS results reported here result from the application of this technique.
Samples for the ROS measurements were collected by bubbling aerosol through an
impinger containing 20 mL of 4 µm BPEA solution (using an AR grade dimethyl-
sulphoxide as a solvent) followed by fluorescence measurements with a spectroflu-
orometer (Ocean Optics). The amount of BPEA reacting with the combustion
aerosol was calculated from a standard curve obtained by plotting known con-
centrations of the methanesulfonamide adduct of BPEA (fluorescent) against the
fluorescence intensity at 485 nm [206]. For each setting and particulate source,
two samples were taken. The first one was the result of the exposure of the BPEA
solution to the particle-free gas phase, which was done by placing a HEPA-filter
between an impinger and an aerosol source. A test sample was collected upon
exposure to both the particle and the gas phase, demonstrating the effect of
the particle-related ROS. Based on the difference in fluorescence signals at 485
nm between the test and HEPA-filtered control sample, the amount of particle-
associated ROS emitted for each test sample was calculated and normalized by
the particle mass to give ROS concentrations in nmol/mg.
6.3 Results: The Impact of Fatty Acid Profiles
on Engine Performance
As highlighted earlier in Chapter 2, a common method to study engine perfor-
mance as well as engine emission characteristics is to observe the engine per-
formance and emission levels at the combustion stoichiometry conditions. To
describe these conditions, for oxygenated fuels like biodiesels tested here, an al-
ternative option is to use oxygen ratio (OR) rather than the air fuel equivalence
ratio (λ) [29; 124]. The oxygen ratio, OR is defined as the total oxygen atoms
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in the fuels and oxidizers to the total oxygen atoms required for stoichiometric
combustion. The OR is hence adopted for displaying some of the data reported
in the remainder of this and the following chapters. OR can be calculated using
Equation 6.1. It is clear from Equation 6.1 that OR and λ values of diesel (fuel
oxygen content (FO) of diesel = 0) are the same and higher oxygen content in a
fuel results in a higher oxygen fuel ratio, and also a higher difference between the
OR and λ.
OR = λ+ FO ∗ (1− λ) (6.1)
where, FO is oxygen content by mass in the fuel; λ is the relative air fuel ratio
and can be estimated using Equation 6.2.
λ =
(AFR)
(AFR)stoi.
(6.2)
where, AFR is the air-fuel ratio and (AFR)stoi. is the stoichiometric air-fuel ratio.
The relationship between OR and AFR for the biodiesels and commercial diesel
tested here is illustrated in Figure 6.4. At the same combustion stoichiometry,
a reduction in AFR is observed with an increase in the fuels oxygen content.
Diesel requires the highest AFR, followed by B3, B4, B2, and then B1. This is
consistent with the increasing oxygen content of these fuels from B3 and B4 to
B1. Correspondingly, biodiesels usually have lower heating values and a lower
stoichiometric air fuel ratio compared to that of diesel.
6.3.1 Boost Pressure
The engine is boosted and the turbocharger output pressure (boost pressure) is
monitored using a pressure transducer. The boost pressures measured for all five
fuels (Diesel (D) and four biodiesels (B1 to B4)) are plotted versus oxygen ratio
in Figures 6.5a and 6.5b for 1500 rpm and 2000 rpm, respectively. A somewhat
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Figure 6.4: Air fuel ratio (AFR, by mass) of biodiesels and commercial diesel
versus oxygen ratio ((∗) and (∗∗) in the legends are for 1500 and 2000 rpm, respec-
tively)
exponential decay of boost pressure is observed with increasing OR and little or
no variation is noted between the fuels. This is expected since the boost pressure
is theoretically proportional to the flow rate of combustion products through the
exhaust. At the same stoichiometry, the total flow rate of fuel and air (and hence
the combustion products) varies only slightly between the different fuels; hence,
resulting in only a slight variation in the boost pressure.
6.3.2 Injection Timing and Pressure
It is found in this study that the injection pressures and injection timing are
similar amongst the fuels tested. The fuel injection pressure was measured by
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(a) at 1500 rpm (b) at 2000 rpm
Figure 6.5: Boost pressure of biodiesels and commercial diesel versus oxygen ratio
using a rail pressure sensor located at the end of the fuel rail. The injection
pressure was observed as a function of engine load and speed. For example, at
1500 rpm the injection pressure was 47 and 61.7 MPa at 25% and 50% of full
load, respectively. Full load is assumed to be the engine condition at which the
maximum volume of fuel is injected. Similar injection pressures of around 75
MPa are also noted at three quarter and full load. At 2000 rpm, the injection
pressures at 25%, 50%, 75% and 100% of full load are 63, 80, 87.5 and 97.7
MPa, respectively. Regarding the fuel injection timing, the reader is directed to
Chapter 7 where histograms of the injection timing of 1,000 consecutive engine
cycles are presented to study cyclic variability.
6.3.3 In-Cylinder Pressure
Figures 6.6a to d show indicator diagrams of representative pressure versus vol-
ume (p-V) and pressure versus crank-angle (p-θ) data for full load conditions at
two speeds, 1500 and 2000 rpm. The results shown on each plot are for fossil
diesel as well as the four neat biodiesels: B1, B2, B3, and B4. The pressure
fluctuations seen during the combustion process in these figures are typical of
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(a) at 1500 rpm full load (b) at 2000 rpm full load
(c) at 1500 rpm full load (d) at 2000 rpm full load
Figure 6.6: p-V and p-θ diagrams of fossil diesel and biodiesel
diesel engine pressure traces and are due to acoustic excitation in the combustion
chamber.
Figures 6.6a and b show p-v indicators at 1500 rpm and 2000 rpm, respectively.
It is clear that the biodiesel pressure is lower than that of diesel during the com-
bustion and expansion process. The reduction in the pressure implies a reduction
in the engine power when fueled with biodisels. The reduction in engine power
will be discussed more detail in Section 6.3.4. It should be noted that engine
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tests with different fuels should be conducted at similar engine speed and torque
conditions. This was neither possible in the engine used here nor was it implied
in Figure 6.5 since the boost pressure are indeed different (as shown in Figure
6.6) (but they are close in Figure 6.5 because they are plotted for similar stoi-
chiometries). To make such comparison, one needs to generate a full engine map
and back out comparison at the same engine torque and speed.
Figures 6.6c and d show the p-θ data centred around the start of combustion.
At both engine speeds (1500 and 2000 rpm) a motoring peak in-cylinder pressure
can be seen at approximately top dead centre (TDC), owing to the late fuel
injection typical of modern common-rail diesel engines, with a later in-cylinder
peak in pressure from combustion. This feature is most clearly visible in Figure
6.6c where the peak in-cylinder pressure as a result of combustion occurs at
approximately 378 crank angle degrees. At 2,000 rpm of engine speed (Figure
6.6d), the peak at the cylinder pressure during the combustion process is invisible
and this is due to small premixed combustion proportion which will be discussed
further in Section 6.3.5.
6.3.4 Indicated Mean of Effective Pressure (IMEP)
The indicated mean of effective pressure (IMEP) measured at full load with an
engine speed of 2000 rpm is shown in Figure 6.7 for the range of fuels under
investigation. It is clear that fossil diesel results in the highest IMEP which
is consistent with it having the highest calorific value, followed by the heavy
biodiesels (B4 and B3) and then B2 and B1, respectively.
Figures 6.8a and 6.8b show profiles of the IMEP plotted versus oxygen ratio for
all five fuels at 1500 rpm and 2000 rpm, respectively. Similar trends of decreasing
IMEP with OR are noted for the commercial diesel as well as the biodiesels and
the results are consistent with those presented earlier for the boost pressure in
Section 6.3.1. This also means that, at the same stoichiometric conditions, the
higher amount of biodiesels supplied to the engine (due to their lower stoichio-
metric air-fuel ratio) compensates for the power reductions due to their lower
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Figure 6.7: Indicated mean of effective pressure of fossil diesel and biodiesels at
2000 rpm, full load
heating values. The consistency between the measured boost pressure and IMEP
values is expected since these are global, not local, quantities affected by the total
volume of fluid in the combustion chamber.
(a) 1500 rpm (b) 2000 rpm
Figure 6.8: IMEP of biodiesels and commercial diesel versus oxygen ratio
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6.3.5 Net Heat Release Rate (NHRR)
Cycle averaged net heat release rates (NHRR) are obtained from cylinder pressure
signals and have been used to analyse several cycle parameters, such as: ignition
delay, start and end of combustion, cycle temperature, premixed and diffusion
combustion [207; 208]. This section examines the influence of engine operating
conditions (load and speed) and fuel types on NHRR. Links are made between
the combustion characteristics drawn from NHRR information.
The effect of fuel types (commercial diesel and biodiesels) and engine conditions
(speed and load) on NHRR are shown in Figures 6.9a to 6.9f. A typical evolution
of the heat release is shown, for example, in the results in Figure 6.9a where the
NHRR curve presents two separated local peaks, the first one due to premixed
combustion (located around 370 DCA) followed by diffusion-type burning during
the second peak (located around 375 DCA). It is notable that diffusion combus-
tion, as noted by the highest value of NHRR, peaks around 15 to 20 DCA after
TDC for all fuels at both 1500 rpm and 2000 rpm. Differences in the peak values
of NHRR during diffusion combustion may be attributed to differences between
the heating values of diesel and biodiesels.
It can be seen from Figure 6.9c that the start of combustion (SOC) is earliest for
B2 and B3, followed by D and B4, then B1. This indicates that at these engine
modes, the ignition delay (ID) of biodiesels increases with a reduction in carbon
chain length but reduces with an increase in unsaturation degree. These trends
are consistent with those reported by [5] on the influence of FAMEs on ignition
delay. At 2000 rpm and 75% of full load (Figure 6.9d) and full load (Figure 6.9f),
the SOC seems to occur immediately after the start of injection and premixed
combustion is indistinguishable for all fuels. When the engine operates at a higher
load and high speed, the cylinder temperature increases so that it is easier for the
fuel to ignite resulting in a very short ID. At low load, such as 25% of full load
shown in Figure 6.9b for diesel, the air fuel mixture takes longer time to ignite
or longer ignition delay which leads to distinguishable premixed combustion.
The unsaturation degree significantly affects the ID, as shown in the NHRR plots
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(a) at 1500 rpm and 25% of full load (b) at 2000 rpm and 25% of full load
(c) at 1500 rpm and 75% of full load (d) at 2000 rpm and 75% of full load
(e) at 1500 rpm and full load (f) at 2000 rpm and full load
Figure 6.9: Net heat release rate (NHRR) of biodiesels and commercial diesel
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in Figures 6.9a to c. In general, the ID of B3 is the most similar to B2’s and the ID
of B4 is the most similar to D’s; B3 and B2 have shorter ignition delays compared
to fossil diesel, as evidenced by the earlier start of combustion. It is worth noting
that B2 is almost saturated and has the shortest chain length amongst these three
biodiesels, B3 is partial unsaturated, and B4 is almost unsaturated.
6.4 Results: The Impact of Fatty Acid Profiles
on Exhaust Emission Concentrations
6.4.1 Indicated Specific Particle Size Distributions
The measured particle size distributions (ISPSD) are shown in Figures 6.10a to
6.10d for the fuel types and for engine speeds of 1500 rpm and 2000 rpm. Results
are presented for each speed at two loads, namely 25% (Figures 6.10a and 6.10c)
and full load (Figures 6.10b and 6.10d). Along with significant decreases in
particle size distribution, the biodiesels cause a slight shift in the distributions
to peak at smaller particle sizes. The shift in the distribution causes a difference
in the reduction proportion of nucleation particle number (d < 50 nm) and the
large particle number (d > 100 nm) of biodiesels with respect to fossil diesel.
The particle size distribution at the nucleation mode of biodiesels in some engine
conditions (B4 in Figures 6.10a and B3 in Figure 6.10b) even slightly exceeds
that of diesel. The observation of the nucleation mode of biodiesels and diesel is
in agrement with most studies [209].
Comparing amongst the biodiesels, the differences in ISPSD in the biodiesels
can be attributed to the oxygen content in these fuels. B1 with the highest
oxygen content shows the lowest particle size distribution, while B3 with the
lowest oxygen content the highest particle size distribution. The presence of
oxygen enhances the combustion quality [29] and this may help to reduce the
particle number. More details about the effect of oxygen content on the total
particle numbers will be discussed fully in Chapter 8
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(a) 1500 rpm and 25% of full load (b) 1500 rpm and full load
(c) 2000 rpm and 25% of full load (d) 2000 rpm and full load
Figure 6.10: Indicated specific particle size distribution (ISPSD) of fossil diesel
and biodiesels
It is notable, however, that the distributions reported in Figures 6.10a to 6.10d
do not extend into the single-digit nanometer range (d ≈ 10-20 nm), as discussed
in some other studies [184; 185; 210]. The reason for this contradiction is not
quite clear, however, some hypotheses behind the nucleation particle formations
are shown. The presence of surface oxygen on soot leads to surface burning that
occurs progressively from the outermost periphery and this may cause diameter
reduction of soot particles of biodiesels with respect to diesel [211; 212]. Using
a high pressure injection system (160 bar) in a modified single cylinder engine,
biodiesel with a higher boiling point was found to have more tendency to nu-
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cleation particle formations [185]. In a mechanical injection engine, Fisher and
co-workers [210] reported that a small variation in dilution and sampling sys-
tem might be the main driving force that will trigger nucleation. Four biodiesels
used in this thesis have a noticeable variation in their boiling point. In addition,
the diluted gas sample was unheated which is less prone to producing nucle-
ation mode particles. Abundance of volatiles and semi volatiles in the exhaust
which can partition into particles upon cooling down are the primary contributor
to the nucleation mode peak. Impurities in biodiesel, such as glycerol, do not
undergo complete combustion due to their high viscosity, poor atomization and
mixing property. They can form partially oxidized volatiles and semi volatiles
that can also be a contributor to the formation of the nucleation mode peak.
Biodiesels used in this study were free from glycerol and other impurities, which
might facilitate the absence of nucleation mode peak in particle size distribution.
In consensus, the amount of volatile and semi volatile materials produced by the
biodiesels might not have been enough to trigger nucleation with the used dilution
system. Unlike particle mass, particle number is not conserved as it may change
dramatically by nucleation and coagulation during cooling and sampling. This
may make it very difficult to measure [213]. More details about this discussion
can be found in [125].
Regarding the effect of engine load fraction on ISPSD, it is clearly seen from the
figures that, at the same engine speed, a lower load leads to a higher particle size
distribution. The higher temperature at engine full load may help the fuel-air
mixture to burn more completely and consequently the engine emits less particle
concentration. At 25% of full load, for example, the ISPDS is almost double that
at full load for both 1500 rpm (Figures 6.10a and b) and 2000 rpm (Figures 6.10c
and d).
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(a) Indicated specific particle mass (ISPM)
(b) Indicated specific particle number
(ISPN)
Figure 6.11: Indicated specific particle mass and number concentration of
biodiesels and fossil diesel at 2000 rpm
6.4.2 Indicated Specific Particle Mass Concentrations
(ISPM)
Indicated specific particle mass concentration (in mg/kWh) and indicated spe-
cific total particle number concentration (particles/kWh) are shown in Figures
6.11a and 6.11b, respectively. These concentrations are plotted versus OR for
2000 rpm. Diesel produces the highest particle concentration and B1 the lowest.
A reduction in chain length from B2 to B1, for example, helps to reduce the
mass (Figure 6.11a) and number concentration (Figure 6.11b) by up to 65% at
an oxygen ratio of 4.5. The differences in particle concentration of B3 and B4
are affected by both carbon chain length and unsaturation degree. The longer
carbon chain length of B4 results in a higher emission of particles, however, its
higher unsaturation degree leads to lower particle concentration compared to that
of B3. The oxygen-bound in the oxygenated biofuels may contribute to their par-
ticle concentration reductions, the oxygen content also increases with a decrease
in the carbon chain length and/or in unsaturation degree as mentioned earlier.
These results are in agreement with earlier findings [186] and demonstrate a key
benefit of biodiesels. In sum, it is evident that with the utilization of biodiesels in
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compression ignition engines, a key to minimise specific particle concentrations
(both mass and number) is to reduce the carbon chain length and/or increase the
unsaturation degree.
It is also evident from Figures 6.11a and b that when engine condition varies
from medium to higher load fractions, the ISPM of all tested fuels varies slightly
while the ISPN increases dramatically.This may imply that the excess oxygen in
the fuel-air mixtures plays a certain role in the particle mass and particle size
formations. The influence of the oxygen content in the mixtures as well as in the
biofuels will be studied in Chapter 8.
6.4.3 Indicated Specific NOx (ISNOx)
Figure 6.12a shows the indicated specific NOx (ISNOx) measured for the
biodiesels and fossil diesel over the tested range of loads at an engine speed
of 2000 rpm. For the same speed, Figure 6.12b shows the ISNOx plotted ver-
sus the indicated specific fuel consumption (ISFC) for fossil diesel as well as the
biodiesels.
(a) (b)
Figure 6.12: a. ISNOx of fossil diesel and biodiesels at 2000 rpm; b. ISNOx/ISFC
trade off, at 2000 rpm
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It is evident from Figure 6.12a that increasing the carbon chain lengths of
biodiesels leads to higher NOx emissions, with B1 producing the lowest ISNOx,
while the heavier B4 produces the most amongst the biodiesels - fossil diesel is
shown to produce the most ISNOx of the tested fuels; except at full load where
B4 produces the most. The influence of chain length is in good agreement with a
recent study [186], but disagrees with others [185; 187]. It was usually stated that
longer chain lengths lead to shorter ignition delay and lower oxygen content en-
hances NOx formations. However, NOx formation mechanisms are complex and
involve a number of coupled mechanisms, whose effects may tend to reinforce
or cancel one another under different engine working conditions as well as fuel
characteristics [214]. The following group factors can be considered to influence
the NOx formation: (i) engine technology and engine operating conditions (In-
jection technology, engine speed and load, and injection and ignition timing); (ii)
combustion characteristics (pressure, reaction temperature, combustion products’
residence time, premixed and non-premixed combustion proportion, and heat re-
lease rate); (iii) fuel properties (bulk modulus of fuel compressibility, fuel oxygen
content, degree of saturation, carbon chain length, cetane number, heating values,
viscosity, and surface tension) [71; 187; 215; 216].
It is also clear from Figure 6.12a that a lower unsaturation level is favourable to
NOx reduction when compared to the NOx level of B4 with respect to B3 (these
two fuels have similar carbon chain length). The presence of double bonds in
fatty acid esters may lead to the formation of free radicals which promotes NOx
[217]. The higher unsaturation fatty acid esters tend to have a higher adiabatic
temperature [30] which is very sensitive to NOx formation.
The variation in bulk modulus of fuel compressibility amongst biodiesels with
different chain length and unsaturation degree and between biodiesels and diesel
has been reported to affect the NOx concentration in C.I engines [187; 218]. For
less compressible fuels (higher bulk modulus), the pressure wave from the fuel
pump is more rapidly transferred to the injector nozzle which will advance the
injection timing [218; 219]. The injection advance timing of biodiesels is usually
stated as an impactor to increase NOx concentration in a C.I engine fueled with
biodiesels [187; 219]. For commonrail engines (like the one used in this thesis),
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advance in the injection delay may be small as the fuel injection pressure in
commonrail systems is much higher compared to that in the mechanical injection
systems. It was noted in earlier statements in Section 6.3.2 that the injection
timing of biodiesels and fossil diesel is similar.
The information presented in Figure 6.12a reveals a more informative relationship
when ISNOx is plotted with respect to the ISFC, as shown in Figure 6.12b. This
relays a more practical measure for biodiesel as it relates the NOx emission to fuel
consumption per unit power output. For example, when operating at 2000 rpm
an ISNOx output of 2.5 g/kWh (horizontal line across Figure 6.12b) corresponds
to a consumption of 158 g fossil diesel, and of 205 g B1. The higher fuel
consumption of biodiesels is attributable to their lower heating values.
6.4.4 Reactive Oxygen Species Concentrations (ROS)
(a) 25% of full load, at 1500 rpm (b) Full load, at 1500 rpm
Figure 6.13: Reactive oxygen species (ROS) concentrations of biodiesels and fossil
diesel: (a) at 1500 rpm a quarter load; (b) at 1500 rpm full load
Figure 6.13 shows the measured reactive oxygen species concentrations (ROS) (in
logarithmic scale) for the five fuels studied at 1500 rpm, 25% of full load (Figure
6.13a) and full load, (Figure 6.13b). The results are obtained by fluorescence
measurements as described in [206]. It is evident that biodiesels have an oxidative
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potential that is orders of magnitude higher than fossil diesel with the highest
level being measured for the B1 fuel. At 25% of full load (Figure 6.13a), the
ROS concentration detected for B1 is ten times higher than that of B3 and
approximately hundred times higher than fossil diesel. With a low oxygen content
amongst the biodiesels, B4 yields lower levels of ROS, only two times higher than
that of fossil diesel at 25% of full load. These trends are similar at full load (Figure
6.13b) albeit with 5 to 10 times lower overall levels of ROS; hence, confirming
that an increasing oxygen content in biodiesels and/or oxygen in air-fuel mixture
(at low load proportions) leads to higher oxidative potential in emissions. A link
between fuel oxygen content and ROS concentrations of biodiesels and fossil diesel
will be further examined in Chapter 8.
6.5 Summary
The effect of carbon chain length and unsaturation degree of biodiesels on engine
performance and emission concentrations is analyzed extensively in this chapter
using a modern six-cylinder inline, turbocharged, aftercooled, common-rail en-
gine. It was found that while the injection remains almost uniform, the engine
performance and emission characteristics changed as follows:
♦ The biodiesels produced lower peak in-cylinder pressure and IMEP, which
is consistent with their lower heating values. Differences in the peaks of
NHRR at premixed combustion may be attributed to differences between
the cetane numbers of biodiesels and fossil diesel. Similarly, differences
at the diffusion combustion are observed but could be attributed to the
differences between heating values of these fuels
♦ Biodiesels generally produced lower NOx and a smaller number of particles
than conventional fossil diesel. It is also found that the biodiesels yield a
small shift in particle distribution towards smaller sizes. A key disadvan-
tage of biodiesels is their higher concentration of reactive oxidative species
(ROS), which correlates well with the oxygen content in the parent fuels
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♦ Saturated short chain length FAMEs (different levels of saponification) are
found to reduce NOx and PM number concentration, but show high levels
of fuel consumption as well as ROS. Unsaturated FAMEs (changing iodine
numbers) can lower PM and ROS, but produce higher NOx
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Chapter 7
The Influence of Fatty Acid
Methyl Ester Profiles on
Inter-Cycle Variability
7.1 Introduction
Inter-cycle variability (or combustion variability) resulting mainly from in-
cylinder cycle-to-cycle fluctuations in the fuel-air mixture, is a key factor that
affects both engine efficiency as well as emissions [71]. A thorough understand-
ing of this phenomenon is now pressing particularly with the advent of biodiesel
fuels and blends where variability in the molecular structure of the fuel, due to
different feedstocks, could lead to significant variation in the fuel properties and
therefore inter-cycle combustion variability.
Previous studies of combustion variability focused mainly on spark ignition en-
gines and to a lesser extent on compression ignition engines operating with
commercial diesel and alternative fuels including LPG and some biodiesels
[220; 221; 222; 223; 224; 225; 226]. Kouremenos et al. [224] used a single-cylinder
diesel engine to study the following key parameters: peak pressure, peak pressure
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location, maximum rate of pressure rise, and the crank angle at which the maxi-
mum rate of pressure rise occurs. This work showed that the fuel pump system
has no influence on the cyclic pressure variation. Also using a single-cylinder
compression ignition engine, Selim reported an increase in inter-cycle variability
when operating with gaseous dual fuels [223] and a reduction with jojoba methyl
ester [225].
In this chapter, cycle-to-cycle variability effects are estimated from data points
collected over one minute, resulting in approximately 750 and 1000 individual cy-
cle measurements at 1500 rpm and 2000 rpm, respectively. The statistical distri-
butions that are presented throughout this chapter are in the form (i) histograms
where the frequency of the events are counted (ii) probability density functions
where the integral under the curve sums to one, (iii) standard deviation (StDev),
and (iv) Coefficient of variation (CoV) which is the ratio of the standard devi-
ation to the mean. These are applied to the various measured parameters and
discussed as relevant in the remainder of this chapter.
7.2 Results
7.2.1 Fuel Injection Timing
The injectors in this common-rail engine are activated by an applied voltage
which is recorded and used as the fuel injection signal. The signal was processed
using a Bayesian statistical model developed earlier by Bodisco and co-workers
[227]. The resolution of the crank angle sensor is 0.5 DCA and the data is linearly
interpolated between the known points. At 2000 rpm, this yields a nominal crank
angle resolution of approximately 0.06 DCA [228]. However, the real engine speed
will be slightly different amongst the cycles and therefore the nominal resolution
would also vary slightly. For one-minute data used in this analysis (corresponding
to 1000 cycles at 2000 rpm), Matlab auto-binning algorithm picked a smaller
resolution compared to that estimated at 2000 rpm. For example, an approximate
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resolution of 0.025 DCA is shown in Figure 7.1b.
Histograms of the start of injection (SoI) are shown in Figures 7.1a and 7.1b
for the various fuels with the engine operating at 25% of full load at 1500 rpm
and 2000 rpm, respectively. Noting the fine scale on the x-axis, it is evident at
a given speed and load, the start of injection is similar for all fuels and occurs
generally around TDC (361.4 to 362.4 for all cases shown in Figure 7.1). When
the fuel lines which connect the fuel pump and injector in common-rail systems
(like the one used here) are being highly pressurized and the injection process
is electronically controlled by the engine control unit, the injection process (and
more specifically the injection start) is expected to be almost independent of fuel
properties [196].
(a) at 1500 rpm and 25% of full load (b) at 2000 rpm and 25% of full load
Figure 7.1: Histogram of injection timing of biodiesels and commercial diesel
7.2.2 Indicated Mean of Effective Pressure (IMEP)
Probability density functions of IMEP measured at full load with an engine speed
of 2000 rpm are shown for the range of fuels under investigation in Figure 7.2a.
Similarly, results are presented for 100%, 50%, 20% and 0% blends of biodiesel
B1 and commercial diesel by volume at full load and 1500 rpm in Figure 7.2b.
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It is clear from Figure 7.2a that diesel yields the highest mean of IMEP followed
by two biodiesels, namely B3 and B4 both of which have long chain lengths and
are partially unsaturated, followed by B2 which is saturated and has a medium
chain length and then B1 which is also saturated but has a short chain length.
This decrease in IMEP correlates with the lower heating value of the fuels and
hence the oxygen content which decreases significantly with an increase in carbon
chain length and a decrease in the degree of unsaturation. The IMEP values of
B3 and B4 are similar due to the competing effects of carbon chain length and
unsaturation degree. As shown in Figure 7.2b, there is no significant difference
in inter-cycle variation among the biodiesel blends. However, a higher biodiesel
proportion in the blend results in a lower IMEP; this being largely due to the
constant injection duration and lower calorific values of the biodiesels with respect
to fossil diesel.
(a) Biodiesels and commercial diesel at 2000
rpm and full load
(b) B1 blends at 1500 rpm and full load
Figure 7.2: Probability density function (PDF) of IMEP of biodiesels and fossil
diesel
7.2.3 Coefficient and Standard of Deviation of IMEP
Two measures of inter-cycle combustion variability of IMEP are shown in Figures
7.3a and 7.3b, one uses single values of the standard of deviation (StDev) plotted
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versus OR while the other applies kernel density estimates (an estimation of the
PDFs), both being for 1500 rpm.
It is clear that the standard deviation of IMEP decreases with increasing OR
(or with decreasing engine load) and shows the same trend for all fuels. It can
also be seen from Figure 7.3a that the values are uniformly small (less than 10
kPa) for diesel fuels as well as biodiesels. Figure 7.3b shows the PDFs of IMEP
for diesel fuel at 1500 rpm but with increasing load from 25% to 100%. It is
evident from these results that the broadest PDFs, with the lowest peak values,
are obtained at full load. This shows that the highest cyclic variations occur at
this condition and agrees with the trends evident from the investigation using
single values of standard deviation shown in Figure 7.3a. The highest inter-cyclic
variability occurring at high loads may be due to the high acoustic excitation
in the combustion chamber which results in high fluctuations in the cylinder
pressure.
(a) StDev of IMEP (b) PDF of of IMEP
Figure 7.3: StDev and PDF of IMEP of biodiesel and commercial diesel versus
oxygen ratio at 1500 rpm
Another single value approach involves using the coefficient of variation (CoV)
which is shown in Figure 7.4 versus oxygen ratio (OR) for five fuels operating
at 1500 rpm. The definition of OR (an alternative parameter to describe the
combustion stoichiometry) can be found in Chapter 2 and some links between
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OR and combustion have been already developed in Chapter 6. It is notable
that the effects of engine load on the cycle variability are contradictory between
this method and the others using StDev and PDFs shown in Figures 7.3a and
7.3b, respectively. The single value method, using CoV of IMEP in Figure 7.4,
shows higher variations at low loads and this is attributable to the CoV being a
normalised value (standard deviation divided by the mean). It is accepted that
the CoV of IMEP of compression ignition engines is typically low and the single
value method is usually used to analyse the variability for spark ignition engines,
which can operate stably with a CoV of IMEP up to 10% [71]. This may suggest
that the CoV, on its own, is not appropriate to study the inter-cycle combustion
variations in compression ignition engines. It should be used in conjunction with
other measures of cyclic variability such as PDFs.
Figure 7.4: CoV of IMEP of biodiesels and commercial diesel at 1500 rpm
7.2.4 Motoring and Combustion Peak Pressure and the
Peak Timing
Motoring and combustion peaks are two typical maximum values in the pressure
traces of this Cummins engine. The motoring peak occurs around TDC and this
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is followed by the combustion peak which is located around 15 to 20 DCA after
the motoring peak. It has been reported earlier in Chapter 6 that only motoring
peaks can be seen at 2000 rpm and this is attributed to the fact that at this
speed, there is a little or no build up of premixing so combustion is dominated
by diffusion flames. Therefore, the analysis of motoring and combustion peaks in
the following section is performed only at 1500 rpm.
(a) PDF of CPP at 1500 rpm and full load (b) mean of of CPP at 1500 rpm
Figure 7.5: PDF and mean of combustion peak pressure (CPP) of biodiesels and
commercial diesel
Probability density functions of combustion peak pressure at full load are shown
in Figure 7.5a and the means of combustion peak pressure are plotted against
the engine load in Figure 7.5b, for all five fuels at 1500 rpm. It can be seen
from Figure 7.5a that the means of combustion peak pressure are highest for
commercial diesel and lowest for B1, this being consistent with the heating value
of the fuel. However, the inter-cycle variability is very similar for all fuels as noted
by the similar shapes of the PDFs. It is important to note that at the same load,
the trends in the mean of combustion peak pressure are similar to those reported
earlier for IMEP. For example, an increase in carbon chain length results in
an increase in the mean of combustion peak pressure, however, an increase in
unsaturation degree reduces this value. Figure 7.5b shows similar trends in that,
for all fuels and with increasing load, the combustion peak increases, albeit at
different rates. While it is known that biodiesels have higher flash points with
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respect to diesel [5] and this may degrade their ignition, measurements of the
laminar ignition delays of these fuels would be very useful.
Probability density functions of combustion peak pressure location of biodiesels
and diesel are shown in Figure 7.6 for all five fuels at 1500 rpm. The combustion
peak timing occurs around 15 to 20 DCA after TDC regardless of fuel types. Inter-
cycle variability, revealed by the shape of the PDFs is similar for all fuels except
B1, which shows much higher combustion variability. This is understandable as
B1 has the longest ignition delay and highest premixed combustion proportions;
hence, resulting in higher combustion instability.
Figure 7.6: PDFs of combustion peak pressure timing (CPPT) of biodiesels and
commercial diesel at 1500 rpm and full load
Probability density functions of combustion peak pressure are shown in Figure
7.7a for blends of B1 with diesel at 1500 rpm and full load while results for differ-
ent load conditions using commercial diesel at 1500 rpm are presented in Figure
7.7b. Both figures highlight the impact of fuel blends and engine load conditions
on inter-cycle variations of combustion peak pressure. It is clear from the uni-
form shape of the PDFs that neither the biodiesel blends nor engine load have
significant effects on the inter-cycle variability of the combustion peak pressure.
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The means of combustion peak pressure, however, increase with a reduction in
biodiesel proportions and/or an increase in engine load.
(a) B1 blends at 1500 rpm and full load (b) D at 1500 rpm
Figure 7.7: PDFs of combustion peak pressure of biodiesels and diesel
7.2.5 Maximum Rate of Pressure Rise
The rate of pressure rise is an important parameter that reflects the fuel burning
rate. Results for the mean peak rate of pressure rise and its PDFs are presented
here for a range of fuels at 1500 rpm and 2000 rpm. Figure 7.8a shows the PDFs
of maximum rate of pressure rise of biodiesels and commercial diesel and Figure
7.8b plots the means of maximum rate of pressure rise against oxygen ratio, both
are for 1500 rpm. B1 shows the highest mean of maximum rate of pressure rise,
followed by diesel then the other biofuels. This is consistent with B1 having the
highest proportion of premixed combustion among the current fuels. The inter-
cycle variability is also highest for B1 as reflected by the almost flat PDFs shown
in Figure 7.8b. Conversely, the remaining biodiesels are very similar and show
PDFs almost identical to commercial diesel.
Figure 7.9 shows the PDFs of the maximum rate of pressure rise (Figure 7.9a)
and the mean maximum rate of pressure rise plotted versus oxygen ratio (Figure
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7.9b) for the same range of fuels as Figures 7.9c and d but for a higher speed of
2000 rpm. The trends shown at 2000 rpm are remarkably different to those of
1500 rpm shown in Figure 7.8. The inter-cycle variability of the maximum rate of
pressure rise is similar for all fuels. Diesel has the highest mean of the maximum
(a) PDF of Max. RPR, at 1500 rpm and full
load
(b) Mean of Max. RPR, at 1500 rpm
Figure 7.8: PDF and mean of maximum rate of pressure rise (Max. RPR) of
biodiesels and commercial diesel at 1500 rpm
(a) PDF of Max. RPR, at 2000 rpm and
full load
(b) Mean of Max. RPR, at 2000 rpm
Figure 7.9: PDF and mean of maximum rate of pressure rise (Max. RPR) of
biodiesels and commercial diesel at 2000 rpm
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rate, followed by B3, B4, B2, then B1. The mean peak rates of pressure rise
decrease with OR and these trends are also similar to those discussed earlier for
IMEP. This, however, is not true for 1500 rpm which is shown in Figure 7.9a and
may be due to the higher effect of premixed combustion proportion which is more
dominant at lower engine speed and was found to be highest for B1 fuel.
(a) B1 blends at 1500 rpm and full load (b) D at 1500 rpm
Figure 7.10: Effect of blend ratio and load fraction on PDFs of maximum rate of
pressure rise
The effect of B1 blends with diesel on inter-cycle variability of the maximum rate
of pressure rise is shown in Figure 7.10a for full load and 1500 rpm. As expected,
the variability decreases gradually with increased blending so that commercial
diesel and 20% blends are almost identical, as seen from the PDFs shown in
Figure 7.10a. The effects of engine load on the inter-cycle variability of the
maximum rate of pressure rise is shown in Figure 7.10b for commercial diesel at
1500 rpm. It is evident that higher loads lead to lower inter-cycle variation of the
maximum rate of pressure rise. With the load decreasing from 100% to 75% the
increase in variability is significant as reflected by the relevant PDFs shown in
Figure 7.10b which are broader and have much lower peaks than those obtained
at full load. Further reduction and flattening in the PDFs occurs at even lower
loads.
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7.3 Summary
The effects of the structure of fatty acid methyl esters of biodiesels on inter-cycle
combustion variability is analyzed extensively in this chapter using a modern
common-rail engine described earlier in Chapter 6. Combustion performance is
reported in terms of the following key in-cylinder parameters: indicated mean
effective pressure (IMEP), standard deviation of variability (StDev), coefficient
of variation (CoV), peak pressure, peak pressure timing and maximum rate of
pressure rise. A link is also established between the cyclic variability and oxygen
ratio, which is a good indicator of stoichiometry. The following conclusions are
drawn:
♦ The histograms of fuel injection timing and injection pressure are very sim-
ilar between fossil diesel and biodiesels. The injection timing is around
TDC
♦ The cyclic variability in the combustion peak pressure timing and the max-
imum rate of pressure rise was similar for all fuels except for B1 and only
at low rpm where higher cyclic variability was obtained. This is due to the
long ignition delay of this fuel which leads to higher proportion of premixing
♦ For IMEP, the inter-cyclic variability was similar for all fuels and tends to
increase at higher engine loads
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Chapter 8
The Role of Oxygen Content in
Biodiesels on CI Engine
Performance and Emissions
8.1 Introduction
As discussed in Chapter 2, a conceptual model of diesel combustion has been
developed by Dec [72] thanks to an extensive laser imaging setup. Combustion
in compression ignition engines is a partially premixed process and auto-ignition
occurs at the premixed zone where the fuel-air mixture is quite rich. The model
also describes a competition between soot formation and soot oxidation in the
diesel spray. Primary soot forms at the premixed zone while soot oxidation occurs
at the spray periphery. Due to the lack of oxygen in the premixed zone, oxygen
contained in oxygenated fuels such as biodiesels or from an oxygen-enriched air
inlet have strong effects on engine combustion and consequently on emission con-
centrations. This chapter explores the role of oxygenates in biodiesels and their
blends with fossil diesel in engine combustion characteristics and emission forma-
tions.
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Over the last two decades, emission regulations for auto-ignition engines have
required significant reductions of particle and NOx emission which is due to their
serious impacts on human beings as well as the environment. Compared to the
EURO 1 emission standard, the EURO 6 regulation requires reductions of almost
30 times for particle mass and 10 times for NOx concentrations. More impor-
tantly, the number of particles has been regulated for the first time by EURO
6. A comprehensive review of particles emitted from diesel engines, especially
nano-particles, can be found in [213] and reviews on diesel emission formation,
control, and regulations are shown in [197; 207].
The influence of fuel oxygen content on emission concentrations has been reported
in several studies for alcohol [229; 230], non-alcohol fuels [231], and some short
carbon chain ethers [129; 232]. The adding of ethanol and methanol into diesel
fuel was found to effectively decrease particle emission [229; 230]. A high blending
ratio of alcohol, however, creates serious problems to the fuel supply system and
engine performance which is due to the poor solubility and lubricity and lower
ignitability of alcohols with respect to fossil diesel. Non-alcohol additives includ-
ing methyl t-butyl ether (MTBE) and dimethyl ether (DME) were investigated
for improvement of engine combustion and emissions [231]. DME has advantages
over MTBE and alcohol due to its high ignitability, however, it is not suitable
to mix with diesel as the gaseous fuel is transported much faster with respect
to the liquid competitor. Some ethers with an oxygen content from 12.5 to 35%
have been tested in a DI diesel engine [129] and it was found that the amount of
soot emission reduces with increasing the blending ratio of the oxygenated fuels
with fossil diesel. Suppression of soot in compression ignition engines fueled with
ethers and diesel have been observed by Westbrook [232] using a detailed kinetic
model. The soot suppression has been described as a reduction of soot precursors
and the suppression efficiency strongly depends on the molecular structures of
the oxygenated fuels.
Mueller and co-workers [233] have introduced an oxygen ratio as an alternative
quantification of combustion stoichiometry which accounts for the fuel oxygen
content in oxygenated fuels and for description of the soot processes in DI diesel
engines. Di-butyl ether (DBE) and tri-proplene glycol methyl ester (TPGME)
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have been tested and it was found that adding the oxygen from the fuels is more
effective at reducing soot than enriching the oxygen in the inlet air.
Thermophoretic particle morphology has been examined in an IDI auto-ignition
engine fueled with diesel and a cetane enhancer, a blend of mono-glyme and
diglyme [234]. The cetane enhancer provides 2 to 6 wt% fuel oxygen content to
the air-fuel mixture. The results demonstrate that the oxygenated fuel provides
a significant decrease in particulate mass concentration with an increase in the
number density of small particles. An enhanced oxidation of unburned hydro-
carbon was also shown and it is believed that the oxygen addition leaves a less
agglomerated particle structure, leading to a higher number density of smaller
particles with a lower particle mass concentration.
With respect to NOx emission, the oxygenates were observed to have a small
penalty or little effect on NOx [234; 235]. It is notable, however, that the trend
in NOx concentration is contradictory in the literature. An increase in NOx con-
centration has been observed in [129] while [185] shows a reduction in NOx when
increasing the fuel oxygen content under constant injection and ignition timing
conditions. Miyamoto [129] shows a higher adiabatic temperature of lower fuel
oxygen content fuels leads to higher thermal NO. In modern diesel engines, Hoek-
man and co-workers [236] stated that several factors related to fuel compositions
and engine control strategies are important to the NOx mechanism, though no
single theory provides an adequate explanation of the biodiesel NOx effect under
all conditions. There is evidence to suggest that effects on injection timing, igni-
tion delay, adiabatic flame temperature, radiative heat loss, and other combustion
phenomena all play some role.
This chapter uses experimental data shown previously in Chapters 6 and 7 to
measure the impact of the oxygen atoms in fatty acid methyl esters on biodiesel
combustion and emission concentrations. Chapter 6 has focused on studying
the effect of the carbon chain length and unsaturation degree on engine perfor-
mance and emission concentration while the effect of fatty acid ester on inter-cycle
combustion variability has been examined in Chapter 7. Chapters 6 and 7 con-
centrated mainly the neat biodiesels and fossil diesel. This chapter will analyze
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all of the fuel blends tested (0%, 20%, 50% and 100% of biodiesels and fossil
diesel). The fuel oxygen contents of these blend depends on the blending ratios
and biodiesel types and vary in a wide range from 0wt% to 20wt%. The role of
the oxygen content in these blends regarding engine performance and emission
concentration including indicated specific particle mass (ISPM), indicated spe-
cific particle number (ISPN), indicated specific black carbon (ISBC), indicated
specific NOx (ISNOx), and reactive oxygen species (ROS) will be investigated.
8.2 Results: Engine Performance
Chapter 7 has shown that the inter-cycle combustion variability correlates very
well with the oxygen ratio, an alternative stoichiometric index. The average fuel-
oxygen fraction in biodiesels and their blends is used in this section to describe
the engine combustion characterization. The oxygen content by mass of the four
tested biodiesels (B1 to B4) was estimated using fractions of fatty acid methyl
esters contained in the biodiesels. The acid ester fractions were measured using a
gas chromatography mass spectrometry (GCMS) [125]. The fuel oxygen content
(by mass) of the blends of biodiesels and conventional diesel is estimated using
a linear correlation of the oxygen content in the neat biodiesels (FO) and the
density of biodiesels and conventional diesel shown in Equation 8.1.
FOM =
x.FOB.ρB
x.ρB + (1− x).ρD (8.1)
where FOM and FOB are the fuel oxygen content of the mixture (biodiesel and
conventional diesel) and of neat biodiesel by weight, respectively, [wt%]; x is
the blending ratio of biodiesel in the mixture (biodiesel and conventional diesel),
[vol%]; ρB and ρD are the density of the biodiesel and conventional diesel, respec-
tively, [kg/m3].
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8.2.1 In-cylinder Pressure and Indicated Mean of Effec-
tive Pressure (IMEP)
(a) Pressure trace of D at 1500 rpm full load
(b) Motoring and combustion peak pressure
difference (∆P ) of Biodiesels and Diesel at
1500 rpm full load
Figure 8.1: Difference in motoring and combustion peak pressure (∆P ) of diesel
(a) and the correlation of fuel oxygen content of diesel and biodiesels on ∆P (b)
The role of biodiesel oxygen content on the developing pressure traces during
the combustion process is examined here using the difference in motoring and
combustion peak pressure shown in Figure 8.1. The development of pressure
traces for all fuels tested here have been discussed in Chapter 6, Figure 8.1a
only represents a case for diesel fuel to emphasize the appearance of two different
peaks in the pressure traces, the motoring and the combustion peak pressure.
The appearance of two pressure peaks in this common-rail engine is due to a late
fuel injection (around TDC) as shown earlier in Chapter 6. The term ∆P used
in this discussion is the difference between the motoring and combustion peak
pressure as indicated in Figure 8.1a. ∆P values of neat biodiesels and diesel at
1500 rpm and full load are plotted in Figure 8.1b versus oxygen content by mass.
It is interesting that the pressure difference is linear with the fuel oxygen content.
An increase of 20% of fuel oxygen content from D (0%) to B1 leads to a reduction
of almost 90% in the ∆P value. The oxygen content in the biodiesels makes the
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(a) 1500 rpm (b) 2000 rpm
Figure 8.2: IMEP of biodiesel blends at full load versus fuel oxygen content at
1500 rpm (a) and 2000 rpm (b)
fuel-air mixture leaner, consequently, enhances the combustion process especially
in the rich fuel-air mixture zone where autoignition takes place.
Indicated mean of effective pressure (IMEP) values measured at 1500 rpm and
2000 rpm full load are plotted versus the fuel oxygen content in Figure 8.2a and
b, respectively. Each curve shown in these figures includes four biodiesel blends
tested in this study (corresponding to four points, left to right in these figures:
0%, 20%, 50% and 100% of the biodiesels with the fossil diesel). Similar to the
trend in heating values presented earlier in Chapter 3, a linear correlation between
IMEP and fuel oxygen content is observed clearly in Figure 8.2.
8.2.2 Indicated Specific Fuel Consumption (ISFC)
In this test, fuel flow rate was recorded then the indicated specific fuel consump-
tion (ISFC) was computed to measure how efficient the engine is when using
diesel and the four biodiesels to produce work. The ISFC of biodiesel blends
versus fuel oxygen content is shown in Figures 8.3a and b for 1500 rpm at 25% of
full load and full load, respectively. Similarly, in Figures 8.3c and d, except for
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(a) 1500 rpm 25% of full load (b) 1500 rpm full load
(c) 2000 rpm 25% of full load (d) 2000 rpm full load
Figure 8.3: Influence of fuel oxygen content on Indicated specific fuel consumption
(ISFC) of biodiesels and fossil diesel at 1500 rpm (a: quarter load and b: full load)
and 2000 rpm (c: a quarter load and d: full load)
2000 rpm. The biodiesel blends include 0% (pure diesel), 20%, 50% and 100%
(neat biodiesel) of biodiesel and fossil diesel by volume.
It is clear from Figures 8.3a to d that at the same engine speed and load con-
dition, the ISFC is also linear with fuel oxygen content by mass. Combining
with discussions for pressure difference and IMEP in Section 8.2.1, and for heat-
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ing value in Chapter 3, it can be summarized that the oxygen content enhances
the combustion process while it lowers the fuel heating value, increases the fuel
consumption and impairs the engine power.
8.3 Results: Exhaust Emissions
In Chapter 6, links between exhaust emission concentrations (particle size distri-
bution, particle mass, NOx, and ROS) and carbon chain length and unsaturation
degree as well as engine working parameters (engine loads, engine speed, and
combustion stoichiometry) were analyzed. This section will attempt to develop a
correlation between fuel oxygen content and the emission concentrations. More
interestingly, the particle number density, black carbon and ROS fraction in a unit
of particle mass will be discussed in order to explore the particle composition and
its fractal characterization.
8.3.1 Total Particle Number
This section quantifies the total indicated specific particle number (ISPN) emitted
from the engine fueled with the selected biodiesels and their blends. ISPN of B1 is
plotted in Figures 8.4a (for 1500 rpm) and 8.4b (for 2000 rpm) versus fuel oxygen
content by mass for a range of engine load conditions. Similarly, in Figures 8.4c
and 8.4d, however, for all fuels at full load.
It is evident from Figures 8.4a and 8.4b that engine working conditions signifi-
cantly affect the total indicated specific particle number. In general, an increase
in engine speed from 1500 rpm to 2000 rpm leads to a significant increase in ISPN
except for 75% of full load. A faster engine cycle at 2000 rpm compared to 1500
rpm leads to a shorter residence time of the particle in the combustion chamber.
The shorter time might result in a lower particle oxidation level. At 1500 rpm
and 75% of full load, the injection timing is approximately 2− 3 DCA later than
the timing at the other engine modes (this may be a purpose of the engine man-
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(a) B1 at 1500 rpm (b) B1 at 2000 rpm
(c) All fuels at 1500 rpm full load (d) All fuels at 2000 rpm full load
Figure 8.4: Influence of fuel oxygen content on total indicated specific particle
number (ISPN) concentration: (a) Biodiesel B1 at 1500 rpm; (b) B1 and 2000
rpm; (c) all biodiesels at 1500 rpm full load; and (d) all biodiesels at 2000 rpm
full load
ufacturer [123]). As discussed earlier in Section 7.2.1 that the injection timing
in this engine was found to be just right after the TDC, which is a typical char-
acteristic of this engine compared to others (where the injection timing usually
occurred 10 to 30 DCA before TDC [71]). The late injection at 75% of full load
at 1500 rpm may therefore lead to the highest ISPN with respect to other engine
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load conditions at the same speed. The trends shown for the total ISPN amongst
engine load conditions in Figures 8.4a and 8.4b also imply that the leaner air-fuel
mixture leads to the lower particle size.
It is interesting to observe from Figures 8.4c and 8.4d that the total ISPN of
all fuels correlates very well with the fuel oxygen content. It is clear that the
total ISPN decreases significantly with an increase in fuel oxygen content. An
increase in the oxygen content from 0% to 20% results in 95% and 75% of the total
ISPN reductions at 1500 rpm and 2000 rpm of engine speed, respectively. The
oxygen atoms in the fatty acid esters could cause suppression of soot formation by
effectively removing carbon from reaction pathways that lead to soot precursors
[237].
8.3.2 Mean of Particle Size
Figure 8.5 shows the influence of engine load conditions on the mean of particle
size for fuel B1. Results in Figures 8.5a and 8.5b are shown for a range of load
fractions using B1 as pure fuel at 1500 rpm and 2000 rpm, respectively. Figures
8.5c and 8.5d show results for different biodiesels (B1 to B4) also at 1500 rpm
and 2000 rpm, respectively. Results presented in Figure 8.5 show substantial
reductions in ISPN with increasing the fuel oxygen content. It is also evident
from Figures 8.5c and d that at the same engine working conditions, the mean of
particle size has a linear relationship with the fuel oxygen content. The presence
of surface oxygen on soot may enhance the surface burning process that occurs
progressively from the outermost periphery. This may cause diameter reduction
of soot particles [212].
8.3.3 Indicated Specific Particle Mass Concentrations
Indicated specific particle mass concentration (ISPM) is plotted in Figure 8.6 for
B1 at 1500 rpm and different load conditions while the ISPM concentrations of
the four biodiesel blends at full load are plotted in Figures 8.7a and b for 1500
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(a) B1 at 1500 rpm (b) B1 at 2000 rpm
(c) All fuels at 1500 rpm full load (d) All fuels at 2000 rpm full load
Figure 8.5: Correlation of fuel oxygen content and mean of particle size: (a)
Biodiesel B1 at 1500 rpm; (b) B1 and 2000 rpm; (c) all biodiesels at 1500 rpm
full load; and (d) all biodiesels at 2000 rpm full load
rpm and 2000 rpm, respectively.
This is in good agreement with what has been observed for total particle number
and the mean of particle size in previous sections: indicated specific particle mass
concentration (ISPM) is shown as a dependent of the engine working fraction
(Figure 8.6) and the fuel oxygen content in Figures 8.6 and 8.7. It is notable
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Figure 8.6: Correlation of fuel oxygen content and indicated specific particle mass
(ISPM) concentrations: (a) Biodiesel B1 at 1500 rpm; (b) B1 and 2000 rpm; (c)
all biodiesels at 1500 rpm full load; and (d) all biodiesels at 2000 rpm full load
from Figure 8.6 that at high load conditions such as 75% of full load and full
load, an approximate increase of 95% of the ISPM concentration is shown when
the oxygen content increases from 0% to 20%. The ISPM at low load conditions
such as 25% and 50% of full load are just approximately half of that at higher
load conditions. This is in agreement with the trend for the mean of particle size
shown previously in Figure 8.5. The ISPM at full load conditions is plotted in
Figures 8.7a (for 1500 rpm) and 8.7b (for 2000 rpm) for all of the fuel blends tested
here. It is evident that the ISPM is a function of the fuel oxygen content. The
oxygen in the fuel significantly suppresses the particle formation and enhances
the particle oxidation which leads to reductions in particle size, number and mass
concentration.
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(a) 1500 rpm (b) 2000 rpm
Figure 8.7: Indicated specific particle mass (ISPM) concentration versus fuel
oxygen content of biodiesel B1 blends at 1500 rpm
8.3.4 Indicated Specific Black Carbon Concentrations
Black carbon (BC) is the non-volatile carbonaceous of engine exhaust particles
that are associated with a complex mixture of organic compounds [238]. The
terms ”black carbon” and ”soot” are commonly used interchangeably in the tech-
nical community, however, their phenomena are often inconsistent, sometimes
meaning particulate, sometimes meaning a nonvolatile or insoluble particulate,
and sometimes meaning just a carbonaceous fraction [238]. The following defini-
tion probably helps to clarify: soot, a main component of engine particles, con-
sists of black carbon (non-volatile) and volatile organic carbon (VOC) (including
primarily polycyclic aromatic hydrocarbons (PAHs) and aliphatic hydrocarbons
(AL)) [238]. Differences in chemical composition and surface chemistry between
a commercial black carbon and engine soot were investigated in [239]. Com-
prehensive reviews of the soot formation and oxidation processes in combustion
can be found in [240; 241]. This section will analyse the effect of fuel oxygen
content in the biodiesels tested in this thesis on black carbon concentration and
the proportion of black carbon in total particle mass concentration which will be
presented in Section 8.3.5.
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(a) 1500 rpm and 25% of full load (b) 2000 rpm and 25% of full load
Figure 8.8: Correlation of fuel oxygen content and indicated specific black carbon
(ISBC) concentration of B1 blends measured by 7 channels of the aethalometer
(corresponding to 370 to 950 nm in wavelength)
As discussed earlier in Section 6.2, BC was measured using a 7 channel aethalome-
ter. An example of indicated specific black carbon (ISBC) concentrations of B1
at 25% of full load observed from those channels is plotted in Figures 8.8a and
b versus the fuel oxygen content for 1500 rpm and 2000 rpm, respectively. It is
clear that the general trends of ISBC measured using these channels are identi-
cal. The ISBC detected from the ultraviolet (UV) channel (370 nm) is always
smallest. This is due to the fact that the UV channel detector is more sensitive
to the small particles [202]. The ISBC measured using the UV channel is now
used to analyse its correlation with fuel oxygen content (Figure 8.9) and the ISBC
fraction in the total ISPM concentration (Figure 8.11).
The ISBC concentrations of all fuels observed at full load are presented in Figures
8.9a and b for 1500 rpm and 2000 rpm, respectively. Similar to ISPN (Figure
8.4) and ISPM (Figure 8.7), the ISBC correlates well with the fuel oxygen content
and it is also evident that the oxygen in the biofuels enhances the black carbon
oxidation processes. It can be seen from Figure 8.9 that an increase of 5% in the
oxygen content leads to a reduction up to 50% in the ISBC concentration.
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(a) 1500 rpm (b) 2000 rpm
Figure 8.9: Correlation of fuel oxygen content and indicated specific black carbon
of all biodiesels measured by UV wavelength (370 nm) channel: (a) at 1500 rpm
and (b) at 2000 rpm of engine speed
8.3.5 Particle Number Density and Black Carbon Frac-
tion
The fractal nature of soot has been reviewed and studied extensively by others
[242; 243; 244] and several parameters are used in these analyses including gy-
ration radius, particle radius, number of primary particles, the fractal dimension
and pre-factor [242]. While a detailed study of fractals is not presented here, the
total number of particles per unit mass is used as a loose indicator of fragmen-
tation and this is shown in Figure 8.10. As can be seen from Figure 8.10, the
fuel oxygen content as well as the engine load have significant effects on the total
number per mass unit. At the same engine load condition, the particle number
per unit of particle mass correlates very well with the fuel oxygen content. At
25% of full load, the indicator for diesel is around one half to one third that of the
biodiesels. Also, at 25% of full load, the indicator is 3 to 5 times higher than that
at full load. This implies soot fragmentation is more pronounced with biodiesels
and is enhanced with a reduced fuel oxygen content.
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Figure 8.10: Total particle number per unit of particle mass of diesel and
biodiesels at 2000 rpm quarter and full load
An increase in the total particle number per unit of particle mass with an in-
crease in the fuel oxygen content was observed earlier in Figure 8.10; this may
be explainable by relying on an examination of the chemical compounds of the
particles. A detailed analysis of chemical particle compounds is not performed
here, however, the black carbon fraction in the total particle mass plotted versus
fuel oxygen content is shown in Figure 8.11a for B4 at 2000 rpm (at 4 different
tested load conditions) and in Figure 8.11b for all fuels at 2000 rpm and full load.
At the full load condition, the black carbon fraction is the lowest with respect
to that at other loads (Figure 8.11a) and the black carbon fraction considerably
increases with an increase in the fuel oxygen content (Figure 8.11b). It is shown
in Figure 8.11b that an increase of 20% in the fuel oxygen content by mass leads
to an approximate increase of 75% in the black carbon fraction. This implies
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(a) B4 at 2000 rpm and different load con-
ditions
(b) All fuels at 2000 rpm and full load
Figure 8.11: Influence of fuel oxygen content on black carbon proportion in total
particle mass: (a) biodiesel B4 at 2000 rpm different load and (b) all biodiesel,
2000 rpm full load
that particles of oxygenates contain higher non-volatile fraction with compared
to fossil fuel.
8.3.6 Reactive Oxygen Species Concentrations (ROS)
Figure 8.12 shows the measured ROS concentrations (in logarithmic scale) for
the five fuels studied at 1500 rpm, 25% of full load (Figure 8.12a) and full load
(Figure 8.12b). The results are obtained by fluorescence measurements as de-
scribed in [206]. It is evident that the oxygen content contributes significantly to
the formation of reactive oxygen species and a linear function is also developed
for the relation between the oxidative potential and the fuel oxygen fraction by
mass. Although relations between black carbon (non-volatile carbonaceous), re-
active oxygen species (ROS), and total particle number are not studied here, all
of these factors can be described using fuel oxygen content.
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(a) 1500 rpm and 25% of full load (b) 1500 rpm and full load
Figure 8.12: Influence of fuel oxygen content on Reactive Oxygen Species (ROS)
of fossil diesel and biodiesels: (a) at 1500 rpm a quarter load and (b) at 1500 rpm
full load
8.3.7 Indicated Specific NOx Concentration (ISNOx)
To measure the influence of fuel oxygen content and engine load fractions on NOx
concentration, indicated specific NOx (ISNOx) concentration of the four selected
biodiesels and their blends are plotted versus fuel oxygen content in Figures 8.13a
to d and Figures 8.14a and b. Figures 8.13a to d show ISNOx of the 4 biodiesels,
respectively, at 4 different load fractions (25%, 50%, 75% and 100% of full load).
To make it easier to compare ISNOx levels amongst tested fuels, Figures 8.14a
and b are re-plotted with the ISNOx at full load condition of all fuels at 1500
rpm (Figure 8.14a) and 2000 rpm (Figure 8.14a).
It is clear that the ISNOx concentration increases significantly with increases in
load fraction, Figures 8.13a to d. Increasing the load fraction leads to an increase
in cycle temperature and this is attributed to the increase in thermal NOx. The
influence of fuel oxygen content on ISNOx, however, is not significant as can be
seen in both Figure 8.13 and Figure 8.14. This is in agreement with findings in
earlier work [235].
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(a) Fuel B1 (b) Fuel B2
(c) Fuel B3 (d) Fuel B4
Figure 8.13: ISNOx of biodiesel blends versus fuel oxygen content at 2000 rpm:
(a) to (d) for biodiesels B1 to B4, respectively
NOx formation in biodiesel combustion, however, is a complex effect of several
factors including fuel properties, adiabatic flame temperature, radiation heat loss,
injection timing, ignition timing, and ignition delay. A study of the influence
of FAME structure (therefore fuel oxygen content) on NOx with variation of
injection timing, ignition timing, and ignition delay has been done in [185] and
comprehensive reviews on this topic can be found in [207; 236].
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(a) 1500 rpm and full load (b) 2000 rpm and full load
Figure 8.14: ISNOx of fossil diesel and biodiesels versus fuel oxygen content at
full load: (a) 1500 rpm and (b) 2000 rpm
8.4 Summary
The oxygen content (FO) in oxygenated fuels plays a significant role in engine
performance as well as emission formations. An increase in FO leads to a reduc-
tion in heating values and this in turn leads to increases in fuel consumption and
in the mean of effective pressure. It is found in this chapter that the total parti-
cle mass, particle size, particle number, and black carbon concentration decrease
with increasing the FO. However, an increase in the FO leads to a substantial
increase in the total particle number per unit of particle mass, the amount of
black carbon per unit of particle mass, and reactive oxygen species (ROS) con-
centration. At the same FO content, the oxygen in the air - fuel mixture plays a
similar role to the FO in the reduction of particle mass, size and number concen-
tration. Both FO and oxygen in the fuel-air mixture suppress particle formation
in the premixed spray combustion zone, and on the other hand, they enhance the
particle oxidation at the spray boundary as well as the surface burning processes.
With respect to ISNOx concentration, the oxygen in the fuel-air mixture is a
clear indicator for thermal NOx formation, however, the FO has only little effect
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on NOx formation. While the trend in NOx formation when using oxygenates
is still contradictory, the NOx formation mechanism is a complex effect of sev-
eral factors including fuel properties, adiabatic flame temperature, radiation heat
loss, injection timing, ignition timing, and ignition delay. More extensive study
on this topic is suggested to deeply understand the role of oxygen content in NOx
mechanism.
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Chapter 9
Discussion and Recommendations
for Future Work
This thesis has investigated a wide range of biodiesels with different chemical
molecular structures, different carbon chain lengths and unsaturation degrees and
consequently different fuel oxygen contents. Fundamental studies were performed
for secondary atomization using a cross air flow system and for spray combustion
using a hot co-flow burner. Fuel utilization was also tested in a heavy duty
compression ignition common-rail engine. A discussion of the findings is placed
in this chapter which aims to link knowledge of the liquid fuel properties to their
atomization, combustion and emission. Recommendations for future work are
also included.
9.1 Biodiesel Property Design
Biodiesel properties are not controlled by manufacturing processes, but are iden-
tical to the fatty acid profiles of the biodiesels’ parent feedstocks. Carbon chain
length, unsaturation degree and oxygen content are the main parameters which
have strong effects on the fuel properties. In fact, oxygen content is a function of
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carbon chain length and unsaturation degree. An increase in carbon chain length
leads to a dramatic decrease in oxygen content while an increase in unsaturation
degree results in a slight increase in oxygen content. Four important fuel proper-
ties namely cetane number (CN), heating value (HV), viscosity (VS) and surface
tension (ST) will be discussed here. Heating values, cetane number and viscosity
vary significantly amongst the four biodiesels selected in this thesis while their
surface tension fluctuates only over a small range.
A key to reducing viscosity and surface tension is to reduce carbon chain length
and/or increase the unsaturation degree. This, however, lowers the cetane num-
ber and heating value of the fuels. An increase in oxygen fuel content leads to
reductions in cetane number, heating value, viscosity and surface tension.
The variation in biodiesel properties could affect their atomization, combustion
and therefore emission characteristics. Viscosity and surface tension have critical
effects on liquid flow-ability and the liquid breakup mechanism, hence influencing
liquid penetration, mixing, and vaporizing quality. This, in conjunction with
other fuel properties such as HV and CN, affects engine performance and emission
characteristics. The following sections continue discussing these issues.
9.2 Atomization and Spray Characterizations
Generally, liquid atomization and spray characteristics depend on the liquid’s
physical properties including viscosity and surface tension. Secondary atomiza-
tion has been studied in this thesis using a cross air flow stream while combustion
characterizations were investigated using a hot co-flow burner. Breakup processes
in these fundamental studies occurred due to liquid-air aerodynamic interfacial
forces which are driven by major non-dimensional parameters such as We, Re,
and Oh numbers. The numbers are determined using the liquid and gas prop-
erties and their dynamic conditions. Both studies (secondary atomization and
spray characteristics) have shown that at a low Weber number, some small dif-
ferences in the liquid filament quantitative information can be found between the
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tested fuels. However, above a certain Weber number (Wed ∼ 200 in the sec-
ondary atomization study), the atomization and spray characteristics are almost
independent of the fuel properties.
Although some differences exist between the open environments studied here and
the operating conditions of practical systems like IC engines, such studies are
relevant to the practical system conditions. In IC engines, the fuel is injected into
a high pressure and high temperature environment at the combustion chamber.
However, atomization (occurring close to the injector tip) is not at an excessive
temperature and the pressure does not have extensive effects on the fuel surface
tension as discussed earlier in Chapter 2. Since the purpose of atomization is
to optimize operating conditions to maximize the total surface area of generated
droplets, the results reported here may provide a guidance to optimal thresholds
in order to achieve an optimum atomization efficiency.
It is to be noted that modern engines (like the common-rail one used in this the-
sis) are capable of maintaining the injection conditions (injection timing, pressure
and duration) independent of fuel properties and engine operating conditions as
discussed earlier in Chapter 7. This allows similar atomization conditions for dif-
ferent fuels. The atomization characteristics of several biodiesels (coconut, palm,
soybean, cottonseed, peanut and canola) were studied previously by Ejim and
co-workers [245] using a direct injection injector. They observed that biodiesels
have similar atomization characteristics but found that the SMD of the biodiesels
is bigger than that of the fossil diesel number 1 (D1) and number 2 (D2) [245].
This is understandable since at the same injection pressure (therefore velocity),
the breakup of lower surface tension fuels (D1 and D2) takes place under a higher
We number than that of their higher surface tension counterparts (biodiesels).
This is not the case in the secondary atomization study in this thesis as the Weber
number was fixed for all of the tested fuels. This suggests that an adjustment
of the injection pressure in IC engines when using biodiesels may be useful in
order to keep the We number the same as that when using fossil diesel. It is clear
from previous discussions in Chapter 3 that surface tension varies in a narrow
range amongst biodiesels made from different feedstocks, therefore, the adjust-
ment could simply be done once, using a random biodiesel, then applied to all
173
9.2 Atomization and Spray Characterizations
other biodiesels. By doing so, the SMD of generated droplets as well as the fuel
atomization characteristics in the practical systems could be independent of the
fuel properties.
It is shown in this thesis that fuel-air ratio is a good indicator to describe flame
structures in the burner (Chapter 5) as well as combustion characteristics in the
engine (Chapter 6 to 8). In the co-flow burner, the auto-ignition zone, chemi-
luminescence emission, and the growth of reaction zone width estimated using
OH-LIF images are controlled by the fuel-air ratio. In IC engines, at a fixed
engine speed, the fuel-air ratio is usually used to describe engine performance
and emission compositions [71]. Engine and burner are characterized however by
different operating condition. For CI engines, for example, the normal operat-
ing range of fuel-air ratios is 0.014÷0.056 [71] which is much leaner compared to
0.14÷0.16 for the burner studied here.
The link between flame structures observed in laboratory burners and engine com-
bustion and emission characteristics is not quite clear, although some similarities
exist. A transition location between dilution and dense zones of the burner stud-
ied in Chapter 5 is shown in Figure 5.3a and Figure 5.4 while maximum engine
power also occurs somewhere between the engine’s lean and rich flammability
limit [71]. Earlier auto-ignition locations were observed at the transition zone
where the smallest characteristic sizes of droplets have also been recently reported
[246]. In an engine, under a lean limit, the low temperature in the combustion
chamber makes the fuel-air mixture difficult to auto-ignite. When an engine is
working under the lean limit condition, it gives high combustion variation, high
unburnt fuel and low engine power. Increasing the fuel-air ratio from that limit,
the engine will produce higher power and lower combustion variability. In a spark
ignition (SI) engine, increasing the fuel-air ratio from a very lean condition leads
in an increase in power output up to a maximum and this is then followed by a
decrease. However, in a compression ignition (CI) engine, the maximum power
always increases with increasing fuel injection due to the fact that CI engines
always work under globally lean conditions. The trend observed in engines some-
how relates to the trend in the dilution, transition and dense zones found in the
burner although, again, the fuel-air ratio range is not the same between an engine
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and a burner.
9.3 Engine Combustion
Studies of alternative fuel utilization usually involve comparing the performances
and emission concentrations of engines fueled with new competitors with those
fueled with a traditional fuel. In this section, the influence of biodiesel properties
on injection timing and pressure, engine power, ignition delay, cycle variability
and the premixed combustion fraction will be addressed.
It is found in this thesis that injection timing and injection pressure are similar
regardless of fuel type and this is expected with a common-rail system. In me-
chanical systems, the higher compressibility of biodiesels compared to fossil diesel
leads to a delay in injector needle opening [5]. In a common-rail system, however,
the lines connecting the fuel pump and injectors are being highly-pressurized. If
the energizing time is electronically fixed by the engine control unit, the injection
process (and more specifically the start of injection) is expected to be almost
independent of fuel properties and engine working conditions (engine speed and
torque) [196]. The similarities in the fuel injection process could make the oper-
ating conditions in this engine close amongst these tested fuels.
Ignition delay time in an engine is usually dependent on fuel cetane number. A
short ignition delay is usually expected for fuel with a high cetane value. The
influence of unsaturation degree and oxygen content on ignition delay is not
clear in this study, however, the ignition delay time is significantly longer with
a decrease in carbon chain length. There is a link between ignition delay and
the premixed combustion proportion and also between the premixed combustion
fraction and inter-cycle variability. The premixed combustion process occurs in
a short duration with a fast combustion rate, resulting in higher combustion
variability. A fuel with a lower cetane number (such as B1) has a longer ignition
delay consequently a higher premixed combustion fraction and higher combustion
variability.
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The trend in the outset of auto-ignition found in the spray burner (Chapter 5)
is in good agreement with the trend in the ignition delay times observed in the
engine. Higher CN fuel such as B2 shows a shorter ignition delay in the engine
and an earlier auto-ignition location in the co-flow burner. The similarities in
atomization characteristics and non-reacting spray structures amongst the tested
fuels also suggests that, at a fixed stoichiometric condition, the atomization in
the common-rail engine is close amongst the tested fuels.
9.4 Exhaust Emissions
It is obvious that the pollutant formation processes in IC engines relate to (1) local
conditions such as stoichiometry, gas temperature and pressure; (2) fuel properties
and (3) liquid atomization and mixing processes. Some aspects regarding the link
between local conditions and exhaust emission concentrations have been discussed
earlier in Chapters 6 to 8 when the emission concentrations are compared at
different engine load and speed conditions. In this section, further discussions
about the influence of fuel properties and liquid atomization characteristics on
emission formations will be addressed.
NOx and particle formation mechanisms are very complex and encompass many
chemical processes. NOx formation can be attributed to thermal NOx (where
nitrogen from the inlet air is oxidized at high temperature at the combustion
chamber, > 1500 oC), prompt NOx (formed by high speed reactions at the flame
front), and fuel NOx (due to the nitrogen bearing of the fuels) [247]. The for-
mation of soot particles involves a complex series of processes that are still not
fully understood but involve fuel pyrolysis, nucleation of polycyclic aromatic hy-
drocarbon (PAH) molecule growth, surface growth and coagulation followed by
processes of soot oxidation. The net soot emission depends on the relative in-
terplay between these sub-processes. In this thesis, the influence of biodiesel
molecular structures on NOx was analysed, and a comprehensive study was per-
formed for particles using many techniques to measure particle mass and number
concentration, black carbon, and reactive oxygen species.
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The link between NOx formation and ignition delay time was not clear. However,
differences in NOx concentrations when using different fuels could partly be at-
tributed to ignition delay values. During ignition delay, the liquid undergoes com-
plex physical and chemical processes such as atomization, evaporation, mixing,
and preliminary chemical reactions. Ignition occurs leading to fast exothermic re-
actions. Ignition delay measurements were made as a function of temperature in
a constant-volume combustion bomb at simulated diesel engine conditions [248].
A multi-step auto-ignition model was developed by Halstead and co-workers [249]
and this model has been further extended to predict diesel spray combustion by
Kong and Reit [250] which includes turbulence and spray atomization models.
It is notable that the ignition delay measurements observed in [248] are in good
agreement with the simulated results obtained in [250], the ignition delay time
increases almost linearly with the average core temperature during the delay pe-
riod. The difference in the cylinder temperature could have certain effects on the
thermal NOx mechanism.
In general, particle formation is significantly influenced by atomization character-
istics [245; 251]. Poor atomization leads to poor fuel-air mixing and therefore a
lower combustion efficiency and a higher unburnt fuel fraction which forms soot.
However, atomization is not the sole factor influencing particle formation; fuel
chemical properties (such as oxygen content, see Chapter 8) also have critical ef-
fects on the formation of particle in the auto-ignition zone. This issue is currently
the subject of intense research. The other related issue concerns the fate of soot
particles as they migrate from the combustion chamber to the exhaust manifold.
9.5 Trends in Fuel Properties, Atomization,
Combustion and Emissions with Biodiesel
Molecular Structure Variations
Carbon chain length, unsaturation degree and fuel oxygen content are the com-
mon parameters representing fatty acid ester molecular structures. They were
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used in this thesis to describe atomization, combustion and emission characteris-
tics as well as fuel property variations of the selected biodiesels. In this section,
trends in biodiesel properties, atomization, combustion and emission character-
istics when varying carbon chain length, unsaturation degree and fuel oxygen
content will be summarized. The summaries are shown in corresponding tables
for ease of visualizing and assessing.
Table 9.1 summarizes the influence of carbon chain length, unsaturation degree
and fuel oxygen content on cetane number, heating value, viscosity and surface
tension of biodiesels. As can be seen from the table, biodiesel properties can be
”designed” by amending types and fractions of fatty acid constituents. A balance
between carbon chain length and unsaturation degree could improve biodiesel
properties. Details of this issue were discussed previously in Section 9.1.
Table 9.1: Effect of biodiesel molecular structure on fuel properties (”↑”:Increase;
”↓”: Decrease; ”+”: Significantly; ”++”: Dramatically)
Increase in CN HV Viscosity Surface
⇓ Tension
Carbon Chain Length ↑ + ↑ + ↑ ↑
Unsaturation Degree ↓ ++ ↓ + ↓ + ↓
Oxygen Content ↓++ ↓++ ↓+ ↓
A summary of the influence of the fatty acid profiles on atomization and spray
is shown in Table 9.2. Discussions related to the influence have already been
presented earlier in Section 9.2 with an important note that, at a certain We-
ber number and a downstream location threshold, the atomization and spray
characteristics of the tested fuels are almost independent of the fuel properties.
Table 9.3 shows the trend in the influence of biodiesel structures on injection tim-
ing, ignition delay, engine power, cycle variation and the premixed combustion
fraction. It is clear that the engine power is very sensitive to the fuel molecu-
lar structures while injection timing in the common-rail engine is electronically
controlled so is independent of the fuel properties. An increase in carbon chain
length of the biodiesels helps to increase the fuel heating value and therefore the
engine power. In contrast, an increase in unsaturation degree and oxygen content
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Table 9.2: Effect of biodiesel molecular structure on spray and secondary atomiza-
tion (”≈”: Somewhat similar; ”N/S”: Not study in this thesis; (∗): Auto-ignition
occurred earlier)
Increase in Secondary Non-reacting Reacting
⇓ Atomization Spray Spray
Carbon Chain Length ≈ ≈ (∗)
Unsaturation Degree ≈ N/S N/S
Oxygen Content ≈ N/S N/S
lowers the engine power. The influence of fuel properties on ignition delay and
premixed combustion fraction is not quantified in this thesis. Future work are
suggested to further investigate on this issue.
Table 9.3: Effect of biodiesel molecular structure on engine combustion (”≈”:
Similar; ”↑”: Increase; ”↓”: Decrease; ”N/C”: Not clear; ”N/S”: Not study in
this thesis)
Increase in Injection Ignition Power Cycle Fraction of
⇓ Timing Delay Variation Premixed Comb.
C. Chain Length ≈ ↓ ↑ ↓ ↑
Unsat. Degree ≈ N/C ↓ ↓ N/C
Oxygen Content ≈ N/C ↓ N/S N/S
A summary of the influence of biodiesel molecular structures on engine emission
concentrations is shown in Table 9.4. The impact of carbon chain length and
unsaturation degree on NOx concentration is not quite clear and an increase in
oxygen content has only a little effect on NOx formation. More efforts are needed
in order to understand the complexity of NOx formation which is influenced by
many factors as discussed in Chapter 8. Particle mass (PM), particle number
(PN), black carbon (BC) and reactive oxygen species (ROS) concentrations are
very sensitive to the fuel molecular structures. A key to reducing PM, PN, and BC
is to decrease the carbon chain length and/or increase the unsaturation degree and
oxygen content. However, by increasing the oxygen content, ROS, and particle
and black carbon per unit of particle mass concentrations dramatically increase.
179
9.6 Future Work
Table 9.4: Effect of biodiesel molecular structure on engine emission concen-
tration (”≈”: Similar; ”↑”: Increase; ”↓”: Decrease; ”N/C”: Not clear; ”+”:
Significantly; ”++”: Dramatically)
Increase in ISNOX ISPM ISPN ISBC ROS PN/PM BC/PM
⇓
C. Chain Length N/C ↑ ↑ ↑ ↓++ ↓+ ↓++
Unsat. Degree N/C ↓ ↓ ↓ ↑++ ↑++ ↑++
Oxygen Content ≈ ↓ ↓ ↓ ↑++ ↑++ ↑++
9.6 Future Work
The following recommendations for further research suggested here would enhance
current knowledge of this topic with a view towards optimizing fuel blend for the
best engine performance:
1. Fuel design: A study of longer carbon chain fuels would be useful to ad-
vance understanding of future biodiesels derived from algae which usually
have much longer chain length compared to biodiesels from the first and
the second generations. Another possible research topic could focus on
biodiesels transesterified using alcohols other than methanol. The use of
ethanol, for example, extends the alcoholic radical chain length in the ester
molecular. This, without a doubt, should have some effects on the atom-
ization, combustion and emission of the biofuels.
2. Secondary atomization: Further analysis could be performed to fully un-
derstand the transformation from bulk fluid to ligament and finally to small
spherical droplets. In particular, the role of Kevin-Helmholtz and Rayleigh-
Taylor instabilities, which could develop on the droplet surface [38], should
be investigated further and incorporated into the prediction of object size
after initial droplet break-up. The use of multiple cameras for three dimen-
sional imaging would also provide more accurate information with regards
to the volume distribution of arbitrary shapes. An examination of turbu-
lence intensity influences on the breakup mechanism would also be useful to
extend understanding of the liquid atomization processes in practical sys-
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tems like IC engines. At the same Weber number, an addition of turbulence
level enhances liquid-air aerodynamic forces and therefore the atomization
process.
3. Primary atomization: This is the process that precedes secondary atom-
ization. In the primary zone, instabilities on the fluid surface initiate the
process where the bulk liquid breaks up to form ligaments of various shapes.
Aerodynamic forces then cause these shapes to break up further in the sec-
ondary zone forming smaller droplets and other fragments. A study of
primary atomization could involve examining the influence of fuel proper-
ties on liquid jet instability and structures of liquid shapes arising from the
primary atomization at different breakup regimes and turbulence intensity
levels.
4. Studies of primary as well as secondary atomization characteristics under
high pressure and high temperature could also be useful. The studies could
aim to examine the characteristics at closer atomization conditions to prac-
tical systems such as IC engines.
5. Reacting spray in hot co-flow burner: Further investigations of chemilumi-
nescence, OH − LIF , CH − LIF , and CH2O − LIF of biodiesel flames
should be useful to identify the pre-ignition and ignition kernels, to quantify
the flame lift-off height, ignition delay, and heat release rate as well as to
build a link between those parameters and the fuel properties.
6. Mono droplet studies: Studying mono droplet evaporation, surface burning,
and ignition timing under different temperatures, pressures, and turbulent
conditions may help to bring current spray combustion models closer to
practical processes.
7. Ignition delay: Ignition delay time study should be conducted using equip-
ment such as a shocktube or a constant volume bomb to more fully in-
vestigate the auto-ignition quality of these biofuels. Ignition delay time in
CI engines is a combination of physical and chemical delays. The physical
ignition delay is due to physical processes of liquid fuel such as penetra-
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tion, atomization, vaporization, and mixing while the latter is attributed
to primary chemical reactions prior to auto-ignition. A combined study
of ignition delay in engines and shocktubes, therefore, may advance under-
standing of the physical and chemical processes of the fuel-air mixture prior
to auto-ignition.
8. Optical engine: A study of spray and flame propagation in an optical en-
gine fueled with these biodiesels may help to visualize the auto-ignition,
combustion and emission mechanisms.
9. Soot morphology: Primary soot morphology can be observed using a high
resolution transmission electron microscope (HR-TEM); Quantifying pri-
mary soot concentration can be done using laser diagnostics; and further
investigation of particle components should help to understand biodiesel
particle formation and the oxidation mechanism.
10. Numerical research to extend available thermodynamics models in engines
such as the single and/or double Wiebe model in conjunction with the
Hardenburg and Hase correlation to estimate ignition delay, burning frac-
tion and burning rates. New models also should be developed for biodiesels
using skeletal, surrogate, or detailed chemical kinetics. Chemkin or Kiva is
a possible package to conduct this study.
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Chapter 10
Conclusions
This thesis has advanced current knowledge regarding the influence of fatty acid
molecular profiles on atomization, combustion and emission. The key findings
from this investigation are summarized in this chapter. These findings are pre-
sented in four groups namely biodiesel selection and fuel property design, sec-
ondary atomization, spray characterization, and utilization of biodiesels in a CI
engine.
10.1 Biodiesel Selection and Fuel Property De-
sign
Four biodiesels possessing different carbon chain lengths, unsaturation degrees
and oxygen content were selected and deemed adequate to cover a broad range
of biodiesels. Fossil diesel and ethanol were also selected as reference fuels to
be used in the comparative studies with these biodiesels. The selected range is
used to investigate the influence of fuel’s physical and chemical properties on
atomization, combustion and emission characteristics of biodiesels with different
molecular structures. The following conclusions are made regarding the effect of
biodiesel molecular structures on fuel properties:
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1. Biodiesel properties could be improved by ”amending” fuel constituent
types and fractions. A critical key to ”design” a new biodiesel is to balance
the averaged carbon chain length and unsaturation degree.
2. An increase in carbon chain length of biodiesels leads to an increase in
fuel heating value and cetane number, however, this raises their viscosity,
surface tension, and cold filter plugging point.
3. In contrast to the trend in carbon chain length, an increase in unsaturation
degree (or an increase in the number of double bonds in fatty acid esters) is
a key to improve the flow ability of fuels (reduce viscosity and surface ten-
sion), although this dramatically lowers the fuel cetane number and slightly
reduces their heating value. Unsaturation degree has a little effect on cold
filter pugging point.
4. Fuel oxygen content in biodiesels is found to correlate quite well with heat-
ing value, cetane number, viscosity and surface tension of the fuels. An
increase in fuel oxygen content usually lowers the fuel heating value, cetane
number, viscosity as well as surface tension.
10.2 Secondary Atomization
A novel processing technique developed previously in [70] has been automated,
extended, and applied successfully in this thesis to classify and quantify the com-
plex shape of fluid elements that dominate the secondary atomization process.
The configuration selected is a simple liquid jet in the cross flow air stream. The
range of physical properties covered in the fuels selected is sufficiently broad to
enable a comparison of biodiesels from various feedstocks with neat diesel. The
experiments are conducted using high speed microscopic backlit imaging along
with a calibrated image processing code, in conjunction with LDA/PDA where
applicable. The method allows for a full statistical characterization of the spray
structure in regions where Laser Doppler Anemometry (LDA) and Phase Doppler
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Anemometry (PDA) are inadequate. Complex liquid shapes arising from the sec-
ondary breakup of mono-dispersed droplets are imaged and analysed under a
range of Weber numbers corresponding to bag, multi-mode, sheet stripping, and
catastrophic breakup regimes. This Weber number range also allows the breakup
characteristics to be distinguished when transition from one to another breakup
regime using quantitative measures. In this thesis, the liquid shapes were classi-
fied into three categories namely small drops, large objects and ligaments. The
small drops are both spherical and slightly non-spherical, ligaments are non-
spherical, and large objects are other or irregular shapes. The findings in this
atomization study are as follows:
1. At lower droplet Weber numbers (Wed < 100) and upstream locations
(x/D < 1.3), low viscosity and surface tension fuels usually show higher
probability for small droplets. This coincides with a lower probability of
unbroken objects when compared to fuels with high viscosity and surface
tension.
2. The transition from bag to sheet thinning mode is marked by a sudden
increase in the probability of small droplets, whereas transition from sheet-
thinning to catastrophic regime does not show a steep change in probability.
Above a Wed = 200, it is found that the probabilities for detecting various
fluid shapes remain unchanged and are independent of fuel properties.
3. The phenomenological model of [37] suitable for order of magnitude esti-
mates, has been validated against the small object information measured
here and has proven adequate to predict the characteristic dimension of
ligaments.
4. While the model developed by Faeth and co-workers [37] is not suitable
to predict variations amongst different fuels tested here, the results do
demonstrate that the final dimension of ligaments before their conversion
to droplets can be approximated by a boundary layer stripping model.
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10.3 Flame Characterizations of Biodiesel Fuels
An investigation has been performed to examine the stability characteristic and
flow structure of turbulent spray flames. Biodiesels as well as ethanol are used as
fuel. Droplet fluid measurements are made using LDV/PDA. The quantitative
flame structure is imaged using chemiluminescence and PLIF-OH. The following
conclusions are drawn:
1. A link between the auto-ignition zone and molecular structures of the tested
fuels is observed. For example, biodiesel with medium chain length (B2)
shows the earliest auto-ignition zone compared to ethanol and short chain
length biodiesel (B1).
2. The change in chemiluminescence emission is measured as a function of the
fuel-air ratio trends. The variations in the growth of reaction zone width
estimated using OH-LIF images is also controlled by the fuel-air ratio.
3. The droplet fields are somewhat similar regardless of the fuel type indicating
that chemical kinetics, rather than physical processes play a dominant role
in these flames. The velocity decay rate of the non-reacting sprays is faster
compared to that measured in flames.
10.4 Utilization of Biodiesels in a CI Engine
An extensive experimental study examined the effect on performance and emis-
sion outputs of a compression ignition engine operating on biodiesels of varying
carbon chain lengths and degrees of unsaturation. A well-instrumented, heavy-
duty, multi-cylinder, common-rail, turbo-charged diesel engine was used to ensure
that the results contribute in a realistic way to the ongoing debate about the im-
pact of biodiesels. The results from this experiment are reported for (1) engine
performance, (2) engine cycle variability and (3) the role of fuel oxygen content
in engine performance and emission concentrations. The main findings relating
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to the three reports are summarized as follows:
1. Comparative measurements are reported for engine performance as well
as for emissions of NOx, particle number and size distribution, and the
concentration of the reactive oxygen species (which provides a measure of
the toxicity of emitted particles). It is shown that the biodiesels used in this
study produce a lower mean of effective pressure, somewhat proportionally
to their lower calorific values; however, the molecular structure has been
shown to have little impact on the performance of the engine. The peak
in-cylinder pressure is lower for biodiesels that produce a smaller number
of emitted particles, compared to fossil diesel, but the concentration of
the reactive oxygen species is significantly higher because of the oxygen
in the fuels. The differences in the physicochemical properties between
the biofuels and the fossil diesel significantly affect engine combustion and
emission characteristics. Saturated short chain length fatty acid methyl
esters are found to enhance combustion efficiency, reduce NOx and particle
number concentration, but result in high levels of fuel consumption.
2. Combustion performance is reported in terms of the following key in-
cylinder parameters: indicated mean effective pressure (IMEP), standard
deviation of variability (StDev), coefficient of variation (CoV), peak pres-
sure, peak pressure timing and maximum rate of pressure rise. A link is
also established between the cyclic variability and the oxygen ratio, which
is a good indicator of stoichiometry. The results show that the fatty acid
structures did not have a significant effect on injection timing, injection du-
ration, injection pressure, StDev of IMEP, or the timing of peak motoring
and combustion pressures. However, a significant effect was noted on the
premixed and diffusion combustion proportions, combustion peak pressure
and maximum rate of pressure rise. Additionally, the boost pressure, IMEP
and combustion peak pressure were found to be directly correlated to the
oxygen ratio.
3. Oxygen molecules in oxygenated fuels (FO) are oxydizing enhancers which
play a significant role in combustion and emission characterization. An in-
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crease in FO leads to a reduction in heating values and this attributes to
an increase in fuel consumption and an increase in the mean of effective
pressure. It is found that a critical key to reducing the total particle mass,
particle size, particle number, and black carbon concentration is to increase
the FO. However, an increase in the FO leads to a substantial increase in
the total particle number per unit of particle mass, the amount of black
carbon per unit of particle mass, and the reactive oxygen species (ROS)
concentration. At the same FO content, the oxygen in the air - fuel mix-
ture plays a similar role to the FO in the reduction of particle mass, size
and number concentration. Both FO and oxygen in the mixture suppress
particle formation in the premixed spray combustion zone, and on the other
hand, enhance the particle oxidation at the spray boundary as well as the
particle surface burning processes. With respect to ISNOx concentration,
the oxygen level in the air-fuel mixture is a clear indicator of thermal NOx
formation, however, the effect of FO on NOx concentration is minimal.
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Appendix A
Technique Calibration and Image
Processing: Multi-Thresholding
In Section 4.3 the methodology behind the image processing technique was de-
tailed. Further information is provided here with regards to the uncertainty of
the method in estimating number weighted statistics. In addition, details are
provided on a multi-thresholding version of the image processing code which can
provide a degree of error reduction by statistically accounting for variations in
spray density from one image to the next.
While the results show good agreement with the SMD, which is volume weighted,
there could be a more significant error in calculations of arithmetic mean sizes if
many small droplets are present, while also if calculating the overall probability
of small objects present. The reason for this is because the imaging system in
this experiment is limited to a spatial resolution of 7.8 µm and therefore cannot
measure droplets less than this value. It is reasonable to state that any object
under 10 µm would be classed as a spherical object in these experiments, given
that the Weber numbers of those objects would be very low, therefore not crossing
into a deformation regime.
In order to quantify the error associated with small rejected objects, the PDA
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system can be used to measure the particle concentration of objects less than 10
µm. As an example, the reader is directed to Figure A.1 where at x/D = 0.9,
x/D = 1.3 and x/D = 1.7 the ratio of droplet concentration for objects less than
10µm to the total droplets measured by the PDA is equal to 7%, 28% and 33%
respectively. Clearly, in regions close to the initial atomization of the droplet,
errors from the imaging system will be minimal however further downstream
there will be a higher rejection rate of small droplets which is quantified here.
(a) x/D = 0.9
(b) x/D = 1.3 (c) x/D = 1.7
Figure A.1: Total droplet concentration of small droplets (d = 0−10 µm) big
droplets (d > 10 µm) and all droplets arising from secondary atomization of
mono-dispersed drops of biodiesel B3 at We = 400.
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A typical full probability distribution of diameters including all objects from 10
µm to 4 mm detected by the imaging system demonstrates that the probability of
detecting an object in the range from 10 to 110 µm is equal to 80% at downstream
locations where most atomization has already occured. The PDA system can also
measure within the 10 to 110 µm droplet size range. Calling ‘B’ the percentage
of objects present from 10 µm to 4mm therefore means that 0.2B of objects have
a d > 110µm, and therefore 0.8B of objects are within 10 µm < d < 110 µm.
Calling ’C’ the percentage of objects with 0 < d < 110 µm, and ’A’ the percentage
of objects with 0 < d < 10 µm and making use of the PDA measurements for the
case with the largest number of small droplets (in this case x/D = 1.7 from Figure
A.1); then it can be estimated that 0.33C = A of the total number of objects
must have d < 10 µm. Assuming that the droplet concentration is measured
accurately by both the PDA and imaging systems then it can also be stated
that 0.77C=0.8B and that A+B must equal one. Therefore, the approximate
percentage of objects rejected by the imaging system is equal to A where A +
B = 1, 0.77C = 0.8B and 0.33C = A therefore giving A = 0.25 or 25%. This
rejection rate is comparable to that of a commercial PDA system however here is
limited by the spatial resolution as opposed to the lack of sphericity in the spray.
This issue can be ameliorated by improving the spatial resolution, however this
will then result in a smaller field of view and therefore a greater error due to
defocusing due to a decrease in the depth of field. These errors must be beared
in mind when applying such an imaging system to any spray with significant
dispersion.
The reader should note that in addition to using a single background threshold,
a multi-thresholding routine was tested. Rather than a single mean value of
number density being representative of the overall spray, a probability density
function (PDF) of number density was used, such that shot to shot deviations in
the spray density are statistically accounted for. For n bins of number density,
n bins of optimized background thresholds result, given that as shown in Figure
4.7, a spray of a particular number density results in a particular optimized
background threshold. In this approach, up to n = 6 bins were used in the PDF,
such that each image is binarized six times at six different threshold levels, each
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threshold of which is assigned a weighting. The weighting for each bin n, Wn,
is equal to the probability of detecting the number density in the spray at the
same bin PNDn. This would result in the SMD being calculated as SMD =
SMD(W1 + W2 + W3 + W4 + W5 + W6) for each image, as opposed to just
SMD = SMD(W1) where in the latter case W1 is equal to unity and in the
former case it is equal to a particular probability.
The gain from using this method was minimal and could result in an improvement
of no more than 1− 2% however increased computational time by approximately
5 times. Therefore, a single mean threshold was proven adequate for the purposes
of these investigations.
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Appendix B
Biodiesel Standards and
Constituents
Two most common biodiesel fuel standards are the US and Canada standard
(ASTM-D6751) and the European Standard (EN14214). A new ASTM standard
for biodiesel blend was published in 2008 and known as ASTM D6751-08 [252].
European standard (EN14214) superseded the others in 2003, however, it was
only published in 2008. The European standard is classified into different na-
tional versions relating to the cold weather conditions in each local region. The
European standard covers only methanol as a solvent in the transesterification
reaction while the ASTM−D6751 which is used in the United States and Canada
covers both methanol and ethanol.
Biodiesel definition, for general audiences is: ”A domestic, renewable fuel for
diesel engines derived from natural oils like soybean oil, and which meets the
fuel specifications such as ASTM-D6751”; and for more technical definition is:
”A fuel comprised of mono-alkyl esters of long chain fatty acids derived from
vegetable oils or animal fats, designated B100, and meeting the requirements of
ASTM-D6751” [253]. With the increasing interest and use of these fuels, biodiesel
standards have been established in various countries and regions around the world
[254].
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Australian biodiesel standard was introduced in 2003, known as Fuel Standard
(Biodiesel) Determination 2003 [255]. This standard defines biodiesel as a diesel
fuel derived from plants or animals by esterification. The standard has been de-
veloped under the Fuel Quality Standards Act 2000 and the Act aims to optimize
vehicle and emission performance. The 2003 Determination was amended in 2009
and this is known as Fuel Standard (Biodiesel) Amendment Determination 2009
(No. 1) [256]. Specifications of the Australian standard can be found in Table
B.1 along with other international fuel standards (ASTM-D975, EN14214, and
ASTM-D6751).
As can be seen from Table B.1 the kinematic viscosity, specific gravity, and cetane
number are limited in all of the three biodiesel standards (EN14214, ASTM-
D6751 and the Australian standard, respectively). ASTM-D6751 is the only
standard limiting heating value of biodiesels while the iodine value is only spec-
ified in EN14214. The Australian standard is similar to the European standard
- EN14214 in their specifications for important properties including kinematic
viscosity, specific gravity, sulfur content and cetane number. Amongst the four
biodiesels tested in this thesis (B1 to B4, respectively), all fuels satisfy the require-
ments for viscosity, specific gravity, iodine value, and sulphur content as specified
by the three biodiesel standards (EN14214, ASTM-D6751, and Australian stan-
dard). Higher heating values of the tested biodiesels, however, are slightly lower
than the value specified by ASTM-D6751, the only standard limiting the higher
heating values of biodiesels.
Diesel number 2 standard (ASTM-D975), the ASTM-D6751, EN14214 as well as
the Australian biodiesel standard are summarized in Table B.1 [11; 252; 257].
Specifications of other biodiesel standards including Brazil (ANP42); India
(IS15607); Japan (JASO M360); and South Africa (SANS1935) can be found
in [257]. An analysis the specifications in ASTM-D6751 and EN12414 is detailed
in [258].
The parent feedstocks used to produce biodiesels are different from country to
country and probably depend on their availability in that country. Soybean oil
is dominant in the US, rapeseed oil is more common used in European countries,
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Table B.1: Diesel number 2 and biodiesel standards [252; 256; 257]
Fuel Standard ASTM ASTM EN14214 Australian
- D975 - D6751 Standard
Higher heating value 44.09 40.37 – –
MJ/kg
Lower Heating Values 41.34 37.85 – –
MJ/kg
Kinematic Viscosity 1.3÷4.1 1.9÷6.0 3.5÷5.0 3.5÷5.0
at 40oC, mm2/s
Specific Gravity 0.85 0.88 0.86÷÷ 0.9 0.86÷0.89
at 15.5oC, kg/L
Carbon, wt% 87 77 – –
Hydrogen, wt% 13 12 – –
Oxygen, wt% 0 11 – –
Sulfur, wt% 0.0015 max 0.015÷0.05 0.01 0.01
Boiling Point, oC 180÷340 315÷350 – –
Flash Point, oC 60÷80 93 >101 120
Cloud Point, oC - 35÷5 - 3÷15 – –
Pour Point, oC - 35÷15 - 5÷10 – –
Cetane Number 40÷55 47 min 51 min 51 min
Acid value, mg KOH/g – 0.05 0.05 0.08
Iodine Value, g I/100 g – – 120 –
while palm oil is preferred in some Southest Asia countries [259]. Animal fats
and waste cooking oil represent significant niche markets for biodiesel in many
locations. Other vegetable oils having real or potential commercial interest as
biodiesel feedstocks include camelina, canola, coconut, corn, jatropha, saﬄower,
and sunflower [259].
The transesterification process cannot modify the mono fatty acid ester fractions
in biodisels, this is dependent of their parent feedstocks. A certain feedstock has
a unique fatty acid ester types and compounds [5]. Constituents of biodiesels
derived from some feedstocks are shown in Table B.2. Additionally, a variation
of saturated, mono- and poly-unsaturated components amongst various biodiesel
feedstocks is visible in Figure B.1.
224
Table B.2: Chemical compounds (wt%) of some common biodiesels [13; 210; 260]
Fuel Soy Rape Canola Coconut Palm Jatropha Algae1 Algae2
C8:0 – – – 9 – – – –
C10:0 – – – 6 – – – –
C12:0 – – – 49 – – – –
C14:0 – – – 17 1 – 4 13
C16:0 10 – 5 8 42 11 29 36
C16:1 – – – – – – 24 32
C17:1 – 4 – – – – 9 –
C18:0 4 – 2 2 5 17 4 1
C18:1 24 – 64 5 41 13 1 4
C18:2 54 – 20 2 10 47 1 4
C18:3 8 – 8 – – – – –
C19:0 – 2 – – – – – –
C19:1 – 60 – – – – – –
C19:2 – 21 – – – – – –
C19:3 – 13 – – – – – –
C20:0 – – – – – 5 – –
C20:4 – – – – – – 5 –
C20:5 – – – – – – 22 7
C22:6 – – – – – – – 3
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Figure B.1: Saturated, mono- and poly-unsaturated components of various
biodiesel feedstocks [252]
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Appendix C
Mono Fatty Acid Methyl Ester
(FAME) Properties
Biodiesels are mixture of mono fatty acid esters, therefore, the esters’ proper-
ties are very important which can be used to design [5] or estimate biodiesel
properties [9; 44; 130; 133; 259; 261; 262; 263]. This appendix collects four im-
portant properties (including cetane number, heating values, viscosity and sur-
face tension) of saturated and unsaturated mono fatty acid methyl esters con-
tained in biodiesels. The properties are available in several published articles
[9; 263; 264; 265; 266; 267; 268; 269].
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Table C.1: Cetane number (CN), higher heating value (HHV), kinematic viscosity
and surface tension of mono fatty acid methyl esters
CN HHV Kinematic viscosity Surface tension
ref. MJ/kg, ref. mm2/s, ref. N/m, ref.
Saturated
FAME
C6:0 18 [266] - - -
C8:0 33.6 [267] 34.907 [268] 1.2 [268] 25.4 [9]
C10:0 47.2 [267] 36.674 [268] 1.71 [268] 26.3 [9]
C12:0 61.4 [267] 37.968 [268] 2.43 [268] 27.2 [9]
C14:0 66.2 [267] 38.89 [264] 3.338 [270] 27.9 [9]
C16:0 74.5 [267] 39.449 [268] 4.38 [268] 28.4 [9]
C18:0 86.9 [267] 40.099 [268] 5.85 [268] 29 [9]
C20:0 100 [265] 40.61 [264] 7.209 [263; 269] -
Unsaturated
FAME
C16:1 51 [271] 39.293 [268] 3.67 [268] -
C18:1 80 [272] 40.092 [268] 4.51 [268] 22.8 [9]
C18:2 42.2 [265] 39.698 [268] 3.65 [268] 23.8 [9]
C18:3 22.7 [265] 39.342 [268] 3.14 [268] 29.6 [9]
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Appendix D
Fatty Acid Methyl Ester (FAME)
Structures
Fatty acid methyl esters, constituents of biodiesels, are usually characterized by
their carbon chain length, number of double bonds, and the chain geometric
structure. The carbon chain geometric structure such as double bond positions,
CIS (carbon chain is bent at the double bond location) and TRANS (carbon chain
is straight at the double bond location) configurations have not been studied
in this thesis, although these structures could have certain effects on the fuel
properties.
The compositional profiles of common vegetable oils are dominated by five fatty
acid esters namely palmitate (C16:0), stearate (C18:0), oleate (C18:1), linoleate
(C18:2), and linolenate (C18:3) [13; 259]. Molecular structures of the five FAMEs
are shown in Figure D.1.
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Figure D.1: Molecular structures of five common fatty acid methyl esters in
biodiesels
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Appendix E
Mathematical Models to
Estimate Biodiesel Properties
As biodiesels are mixtures of mono fatty acid esters, a common approach to
estimate the fuel properties is to use properties of the fatty acid esters contained
in the fuels. Correlations between some biodiesel properties, such as heating
value and viscosity, have also been developed [262]. This appendix summarizes
available mathematical models to estimate biodiesel properties, the models shown
here are developed in previous reports [9; 44; 130; 133; 259; 261; 262; 263]. These
models are listed in Table E.1 for higher heating value (HHV), Table E.2 for
cetane number (CN), and Table E.3 for viscosity and surface tension.
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Appendix F
European Emission Standards for
Compression Ignition Engines
Development of internal combustion engines is not only to gain higher efficiency
but to comply with more stringent emission standards. The United States was the
pioneer in the regulation of automotive exhaust emissions which were first limited
by law in 1961. Japan came second five years later and European countries began
discussing their policies to reduce automotive exhaust emissions in 1970, leading
to an introduction of the ECP2-15 series of standards in 1972. A new series of
European Standards (known as Euro 0), were introduced in 1987 followed by the
Euro I to Euro V Standards, which were introduced between 1991 and 2008. The
new Euro VI standards will be come into effect end of 2014 [196; 277; 278; 279].
Although compression ignition engines are more efficient and are an attractive
solution to reduce carbon dioxide (CO2) [71; 196], challenges are remained in
controlling nitrogen oxides (NOx) and particulate matter (PM) to a level required
by prevailing regulations [196]. Substantial reductions in PM and NOx emission
levels through the Euro I to VI standards has shown in Figure F.1a for passenger
cars and Figure F.1b for heavy duty diesel engines [280]. It is noted for heavy-
duty vehicles that PM and NOx have been enforced to reduce 35 and 20 times,
receptively, from Euro I to Euro VI (see Figure F.1b). NOx is 5 times lower for
235
Euro VI compared to Euro VI, and this is twice for PM. More importantly, the
Euro VI will first time limit the particle size for diesel engines.
(a) for passenger cars
(b) for heavy-duty diesel engines
Figure F.1: European emission standards for: (a) passenger cars and (b) for
heavy-duty diesel engines [280]
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Appendix G
Temperature Imaging of
Turbulent Dilute Spray Flames
Using Two-Line Atomic
Fluorescence
This Appendix reports the first application of NTLAF imaging (non-linear ex-
citation regime two-line atomic fluorescence) of indium to measure temperature
in turbulent flames of dilute sprays. Indium chloride is dissolved in acetone fuel
which is atomised with an ultrasonic nebuliser and supplied with carrier air into
a standard piloted burner. A background for this topic can be found in Section
2.6.4.
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G.1 Experimental Setup
G.1.1 Burner Details
The piloted burner design adopted in this study, and shown schematically in
Figure G.1, is similar to that used previously for investigating processes of auto-
ignition [98] and combustion [150; 173] in turbulent dilute sprays. A key feature
of the design lies in the simplicity of the flow and the provision of well-controlled
boundary conditions to facilitate modelling [157]. The droplets are generated
upstream by an ultrasonic nebuliser and carried by air along a tube (D=7 mm,
196 mm long) to the exit plane. Other gases could be used to carry the droplets
but air only is used here. The fuel tube is surrounded by a pilot flame (D=24
mm) that ensures the main flame remains attached to the jet exit plane.
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Figure G.1: Cross-sectional representation of dilute spray burner.
The four flames shown in Figure G.2, with operating conditions shown in Ta-
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ble G.1, were selected for investigation. These flames are selected to assess the
effects of changing the liquid loading for the same air carrier velocity and vice
versa. The bulk velocity ratio (Ujet/Ub.o.) stated in Table G.1 refers to the ratio of
the bulk exit velocity to the blow-off limit. Figure G.3 shows the location of the
flames and blow-off limit. Given the same liquid loading, flames A2 and A4 are
closer to blow-off and slightly shorter than their counterparts (flames A1 and A3,
respectively), due to the higher jet Reynolds number. Flame A4 is the closest to
blow-off and hence the shortest. All four flames remain attached to the burner,
are also free from visible evidence of soot and do not exhibit droplet shedding
(the formation of liquid ligaments) from the burner’s exit plane. The pilot flame
is a stoichiometric mixture of acetylene, hydrogen and air such that the C/H ratio
matches the liquid fuel (acetone). The bulk unburnt pilot velocity is maintained
throughout all tests at 1.0 m/s, with a constant heat release from the pilot to all
flames: 25% of the total heat release for flames A1 and A2 decreasing to 20% for
flames A3 and A4.
A B C D
x/D=20
x/D=10
x/D=5
    1               A2               A3               A4
Figure G.2: Photographs of the four flames assessed. Refer to Table 1 for oper-
ating conditions. Image height = 200 mm. The internal diameter of the central
fuel jet, D=7 mm.
Some evaporation of the droplets occurs within the main fuel tube, the extent
of which depends on the relative flow of acetone and carrier air. In earlier work
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G.1 Experimental Setup
Flame Acetone Air Rejet Φjet Ujet/Ub.o.
A1 13 g/min 100 g/min 16,500 1.23 69%
A2 13 g/min 125 g/min 25,000 0.98 87%
A3 9.5 g/min 100 g/min 16,500 0.90 76%
A4 9.5 g/min 125 g/min 25,000 0.72 95%
Table G.1: Acetone spray flames: jet fuel and air flow-rates. Bulk jet Reynolds
number determined from air flow-rate. Equivalence ratio (Φ) does not distinguish
between acetone in vapour or liquid phase. Ujet is the air jet velocity and Ub.o.
the air velocity at which blow-off occurs for a given acetone mass flow-rate.
9 10 11 12 13 14
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Figure G.3: Blowoff limit and flame conditions (refer to Table G.1).
[150] it was found that 40 to 75 percent of the liquid may be evaporated by the
time is reaches the exit plane of the burner. The Sauter mean diameter on the jet
centreline ranges from 37 to 45 microns and the spray at the burner’s exit is found
to follow closely the Nukiyama-Tanasawa distribution [150]. Extensive details
of the in-flow boundary conditions have previously been reported by Gounder
[281]. The three measurement locations (x/D = 5, 10 & 20) are also indicated
on Figure G.2, where D is the diameter of the central jet. For the purposes of
the NTLAF technique, indium chloride is added to the acetone fuel supply at a
concentration of 375 mg/L, which is selected to provide strong LIF signal without
excessive use of seed.
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G.1.2 Optical Arrangement
Extensive details of the experimental layout for the non-linear excitation regime
two-line atomic fluorescence technique may be found in previous publications
[114; 115] and only a brief description is given here. Two Nd:YAG-pumped dye
lasers are fired with 100 ns separation, to produce the required 410.18 nm and
451.13 nm excitation beams, with line widths of 0.4 cm−1 and 0.3 cm−1, respec-
tively. The two 2 mJ/pulse beams are combined and circularly polarised with the
use of a quarter-wave plate. The beams are subsequently directed through a cylin-
drical telescope lens system to produce a coplanar sheet of ∼300 µm thickness.
The beams pass through two glass slides to generate diffuse scattering which is
detected with a CCD camera through interference filters to provide shot-to-shot
corrections of spatial variations in the laser energy profile across the sheet height.
G.2 Results and Discussion
G.2.1 Instantaneous Images
To assess the efficacy of the liquid-fuelled seeding approach, Figure G.4 presents
representative images of instantaneous indium fluorescence collected at three axial
locations in each of the four flames (Table G.1). Each image window shows
simultaneous Stokes and anti-Stokes indium fluorescence intensity, respectively,
on either side of the jet centreline (where the anti-Stokes image has been flipped
left–right). Images at different heights are uncorrelated in time, but a constant
colour-scaling is adopted throughout all images.
Figure G.4 confirms that good fluorescence signals are obtained at these relevant
locations in the flames. The signal-to-noise ratios (SNR) of the instantaneous
fluorescence images are ∼20:1 for Stokes and ∼10:1 for anti-Stokes. These are
higher than those obtained in previous measurements performed in gaseous tur-
bulent jet flames using the same NTLAF technique with the seeding via indium
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Figure G.4: Selection of instantaneous raw indium fluorescence images for the
four flames at various axial (x/D) locations. Left-hand and right-hand side of
centreline (vertical dashed line) are Stokes and anti-Stokes images, respectively
(where anti-Stokes image has been flipped left–right). Images at each location
are time independent, and all images have the same colour-scale.
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chloride [115]. This improvement may be partly due to the higher seeding con-
centration employed here, where approximately 40 ppm of InCl3 is used in the
current spray flames, compared with 25 ppm in gaseous flames [115]. It is worth
noting, however, that an increase in indium chloride concentration alone does not
necessary lead to a commensurate improvement in SNR [114] since the conversion
of indium chloride to indium atoms is a key process that remains only vaguely
understood and hence in need of further research.
The sample images of Figure G.4 show consistent trends with those expected
for gaseous jet flames as well as the spray flames studied here. At x/D = 4–
6, no fluorescence signal is detected in the potential core of the jets where the
temperature is relatively low. Although a significant proportion of the fuel has
evaporated before exiting the pipe, the indium salt must first be transformed into
neutral indium atoms, and this has previously only been observed in the vicinity
of a local reaction zone [119]. This is also evident here where good signals are
obtained in the flame zone outside the potential core. Importantly, the images
show no significant evidence of interference from either Mie scattering or PAH
fluorescence and this was further confirmed by de-tuning the dye laser wavelength
away from the indium excitation transitions. Further downstream, at x/D = 9–
21, fluorescence is detected across the entire flame, including the centreline, which
is also expected for non-premixed or partially premixed flames.
G.2.2 Indium Fluorescence Intensity
Figure G.5 presents the mean radial profiles of the Stokes and anti-Stokes fluo-
rescence intensity measured at various axial locations in each of the four flames
considered here. The same scaling is applied throughout all flames and mea-
surement locations so that the Stokes and anti-Stokes fluorescence is normalised
by the maximum value so that a peak relative fluorescence of 100% is shown.
Despite the concentration of indium chloride being maximum closest to the jet
exit plane (viz. x/D=5), the integrated indium fluorescence signal are shown to
peak at x/D=10. This implies that the conversion process of indium chloride to
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neutral indium atoms has not occurred in the potential core region and requires
interaction with the flame front. The low signal along the centreline at x/D=5 is
therefore related to the thermochemical conditions and residence time being in-
sufficient to release neutral indium atoms in this region. At x/D=5, the influence
of the pilot is still significant so that all flames have similar radial profiles and
this is clear from Figure G.5. Further downstream, and consistent with images
of Figure G.4, is that the profiles are broader and fluorescence signals are higher
on the centreline. Moreover, different peaks are observed for different flames due
to the fact that the influence of the pilot of diminished and finite-rate chemistry
comes into effect at these locations. These consistent results confirm the validity
of the technique and its potential for providing a measure of temperature in the
dilute spray flames as further discussed in the remainder of this study.
Stokes Anti−Stokes
Fl
uo
re
sc
en
ce x/D=20
25
50
75
100
Fl
uo
re
sc
en
ce x/D=10
25
50
75
100
Radial distance (r/D)
Fl
uo
re
sc
en
ce x/D=5
−3 −2 −1 0 1 2 3
25
50
75
100
 
A1 A2 A3 A4
Figure G.5: Mean indium fluorescence intensity radial profiles (arbitrary units)
for Stokes and anti-Stokes transitions at various axial (x/D) locations for the four
flames (refer to Table G.1).
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Figure G.6: Conditional temperature radial profiles (mean and root-mean-square)
at various axial (x/D) locations for the four flames (refer to Table G.1).
G.2.3 Instantaneous Conditional Temperature Images
Figure G.7 presents the instantaneous temperature images derived from the NT-
LAF technique, which are conditional based on the conversion of the seeded salt
into neutral indium atoms and the temperature being high enough to yield suffi-
cient signal from the anti-Stokes transition. The conditional temperature images
in Figure G.7 show both sides of the flame, whereas only the fluorescence im-
ages corresponding to the left-hand side of the conditional temperature images
are shown in Figure G.4 (noting that the anti-Stokes image has been flipped
left-to-right about the centreline in Figure G.4).
The interpixel “noise” in the instantaneous conditional temperature images is
130K (6%), an improvement compared with previous seeding approaches [115].
In regions with low temperature, the anti-Stokes signal is low and thus leads to
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Figure G.7: Selection of instantaneous conditional temperature images for the
four flames at various axial (x/D) locations. Images at each x/D are time inde-
pendent, and all images have the same constant colour-scale (in Kelvin).
unacceptably high SNR. To avoid this, the lower temperature limit imposed in the
image processing for these flames is 800K. Previous studies in turbulent flames
[115] have required a higher temperature threshold, corresponding to 1200K. This
was previously necessary to reduce noise issues associated with the low anti-
Stokes signal below this temperature. The difference in the lower temperature
threshold indicates an improvement in the performance of the technique for these
spray flames over previous gaseous flames. Further discussion on the threshold
temperature are provided in Section G.2.4.
It can be observed from Figure G.7 that the instantaneous conditional tempera-
ture images are mostly uniform in all flames shown here. This is consistent with
broad high temperature zones indicative of premixed combustion and implies that
evaporation has little, if any, direct influence on the structure of the flame front.
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This is consistent with these sprays being dilute so that droplet evaporation is
not a rate-limiting factor.
The uniformity of the conditional temperature images (Figure G.7) somewhat
contrasts that seen in the fluorescence images (Figure G.4). For example, in the
fluorescence image of flame A1 (Figure G.4a) at x/D=20 a clearly identifiable
pocket of strong signal is noted at r/D≈1 while only minor variations are observed
at this location in the corresponding conditional temperature (Figure G.7a). Sim-
ilar observations may be noted for other pockets of strong indium fluorescence
in the other images. These findings suggest that droplets, or other regions of
high indium concentration, do not significantly bias the conditional temperature
measurements. This is an important result because it highlights the capabilities
of the technique to obtain measurements in close proximity to liquid droplets.
G.2.4 Temperature Results
Figure G.8 presents the mean and RMS radial conditional temperature profiles
measured at three axial locations in four flames. Each profile is determined from
a minimum of 600 instantaneous images. As noted above, the temperature mea-
surements are conditional upon the temperature exceeding 800K and also requires
gas-phase indium to be present. This is favoured under fuel-rich conditions. The
conditional nature of the measurements and hence, the derived quantities, re-
quires care with analysis and interpretation. For these profiles, where no NTLAF
temperature data are available the temperature is set to 300K. While this lower
limit of 300K seems unreasonable, it is chosen here as an extreme that separates
the genuine NTLAF measurements from the remaining samples where no signal
is detected. It is acknowledged that such samples will span the entire range from
ambient to the NTLAF threshold but there is no way of telling their relative
abundance so selecting the extreme of 300K is reasonable.
The trends of mean conditional temperature reported in Figure G.8 are consistent
with expectations. Close to the jet exit plane (x/D=5), the peak mean tempera-
ture (of around 1750K) is similar in all flames since the pilot is dominant at this
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Figure G.8: Conditional temperature radial profiles (mean and root-mean-square)
at various axial (x/D) locations for the four flames (refer to Table G.1).
location. Further downstream, at x/D=20, the largest temperature depression is
for flame A4 which is closest to blow-off (refer to Table G.1) followed by flame A2.
Both in the shear layer on the lean side of the flame and near the jet centreline
near the exit plane (x/D=5), the temperature RMS values are particularly high:
a consequence of the high fluctuations between the points where temperature is
available compared with the 300K baseline value.
Consistent with the relatively uniform conditional temperature profiles noted in
Figure G.7, it can also be observed that the temperature histograms shown in
Figure G.9 are also very similar in all flames and at all locations. Figure G.9
provides further evidence that the evaporation process is occurring sufficiently
far from the reaction zone to have little direct influence on the flame. Figure G.9
shows that the mean temperature for each flame decreases with increasing x/D,
as shown by the red vertical dashed lines. The reduction in the mean temper-
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ature with increasing x/D is most pronounced for the flames closest to blow-off
(especially flame A4), and minor for the flames further from blow-off (especially
flame A1).
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Figure G.9: Conditional temperature histograms for the four flames (refer to
Table G.1) at various axial (x/D) locations. The red vertical dashed line indicates
the mean temperature for each flame at each x/D location.
The temperature histograms (Figure G.9) indicate that the lowest temperature for
which data are collected is ∼1200K, and indeed most are &1400K. As mentioned
in Section G.2.3 the temperature threshold in the data processing is imposed to
be 800K. The scarcity of data between 800–1200K is attributed to a low concen-
tration of indium at low temperatures due to the limited conversion of indium
chloride to neutral indium atoms, compounded by low anti-Stokes population in
that temperature range. Referring back to Figure G.5 it is apparent that in the
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potential core region both the Stokes and anti-Stokes fluorescence signals are low.
The lack of Stokes signal is indicative of a paucity of indium atoms in this region.
A similar observation is noted at other locations such that, in general, a lack of
anti-Stokes signal is also associated with a lack of Stokes signal. This indicates
that neutral indium atoms are simply not present below the 1200K temperature
limit. This explains why the lower temperature limit for the anti-Stokes signal
can be lowered to 800K in these flames: in the 800–1200K range the signal is
below detection limits for both Stokes and anti-Stokes and thus the choice of the
threshold does not affect the lower limit of the NTLAF technique for these spray
flames.
Figure G.10 presents mean temperature profiles comparing NTLAF with thermo-
couple measurements made with an R-type bead diameter of 0.5mm (blue line
with ’+’ symbols). Consistent with previous measurements [173], no compensa-
tion is made for radiation or wet-bulb effects due to droplet interaction. Each plot
in Figure G.10 shows the NTLAF temperature mean calculated in two different
ways. The black dotted line is the pseudo-unconditional mean. This was calcu-
lated by assigning an assumed temperature of 300K to all pixels where NTLAF
data was not available. While this pseudo-unconditional average will inevitably
under-estimate the true unconditional average somewhat, it is nevertheless a con-
sistent and unambiguous measure that provides a useful approximation for the
true mean. Conversely, the solid red line is the conditional mean. This is cal-
culated from only the data points where the fluorescence is sufficiently high to
give a meaningful temperature (although at the edges of the jet it becomes more
affected by noise). The conditional mean, therefore, does not account for cases
where data is not available.
At x/D=5, in the potential core of the flame where the signal is below detection
limits, the mean NTLAF temperature measurements are biassed (the uncondi-
tional mean is biassed low, the conditional mean is biassed high). However, at
outer radial locations closer to the reaction zone all three temperature measure-
ments converge to the same values, within experimental error. This gives confi-
dence that the conditional temperature captures the reaction zone temperature
reliably. The fact that the conditional mean and thermocouple measurements are
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Figure G.10: Average NTLAF and thermocouple temperature measurements for
the four flames at various x/D locations. The mean temperature from the NT-
LAF measurement is calculated using a pseudo-unconditional method and also
conditional on indium fluorescence from both Stokes and anti-Stokes.
remarkably similar at the peak indicates that NTLAF captures the correct tem-
perature at the reaction zone. The pseudo-unconditional mean is understandably
lower because of fluid pockets below the NTLAF threshold being set to 300K.
Further to the lean side, the unconditional mean becomes increasingly affected by
the absence of data, but the conditional mean and thermocouple measurements
are in reasonable agreement.
At x/D=10, where the fluorescence intensity is greatest, the agreement between
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the measurements is best, except for a slight dip around r/D≈0.5 in flame A3.
This is particularly true on the centreline where the mean temperatures are higher
than at x/D=5 indicating that droplets are not present in the reaction zone at
this location. The agreement between the conditional mean and the thermocouple
measurements is better than 100K everywhere except on the fuel-lean side of the
reaction zone and this compares favourably with previous comparisons of NTLAF
against other thermometry approaches [115].
At x/D=20, the thermocouple measurements are higher than the conditional
mean NTLAF temperature. Importantly, considering that the conditional mean
only includes data above the indium formation threshold of 1200K, it should be
either equal to or higher than the mean measured with a thermocouple. This
discrepancy is consistent with previous NTLAF measurements at locations ap-
proaching the tip of the flame [115], and may point towards an unresolved sys-
tematic error in the NTLAF measurements in this region. Future comparisons
with temperature measurements using CARS would be useful in resolving some
of these issues.
G.3 Summary
Non-linear excitation regime two-line atomic fluorescence (NTLAF) has been suc-
cessfully applied to a set of turbulent dilute spray flames of acetone. The liquid-
fuel spray flames have, for the first time, been demonstrated to be highly effective
for seeding indium required for NTLAF measurements. The detected fluorescence
signal is found to be immune to scattering/interference from the spray droplets
and vapour. The dilute spray burner is well suited to NTLAF thermometry
with potential for additional simultaneous measurements via other laser diagnos-
tic techniques. These discoveries pave the way for future detailed experiments
in turbulent dilute spray flames to revolutionise understanding of this important
class of spray flames.
Reliable NTLAF temperature measurements are reported in the reaction zone
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and these are in excellent agreement with thermocouple measurements. There
are limitations, however, in that the technique relies on the presence of neutral
indium atoms in the measurement volume and the conversion of indium chloride
to neutral indium only initiates at around 1200 K. Furthermore, indium oxidises
on the lean side of the reaction zone.
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