The condition that the Kobayashi distance between two nearby points in a pseudo-convex domain is realized by the Poincare distance on a single analytic disk joining the two points is studied. It is shown that the condition forces the Kobayashi indicatrix to be convex. Examples of pseudo-convex domains on which this condition fails to hold are given. The (infinitesimal) Kobayashi metric is shown to be a directional derivative of the Kobayashi distance. It is shown that, if the condition holds near any point of a pseudo-convex domain and if the Kobayashi metric is a complete Finsler metric of class C 2 , then the Kobayashi distance between any two points in the domain can be realized by the Poincare distance on a single analytic disk joining the two points.
1. Introduction, In this paper, we study the infinitesimal behavior of the Kobayashi distance on a pseudo-convex domain. In particular, we examine the condition that the distance between two nearby points in a pseudo-convex domain is realized by the Poincare distance on a single analytic disk joining the two points.
Let When D is a pseudo-convex domain, d* does not in general satisfy the triangle inequality (see [LI] for example). To define the Kobayashi distance d: DxD -• R on a pseudo-convex domain D, it is necessary to consider chains of analytic disks joining p and q: Clearly, the two functions d and d* satisfy the inequality d <d*, and d and rf* coincide when the domain D is convex. In particular, any two points p, q in a convex domain can be joined by a single analytic disk and the Kobayashi distance between the two points can be realized by the Poincare distance on the disk. Although this is no longer true for pseudo-convex domains, one might hope that this property still holds if p and q are very close. We call a point p G D Kobayashi simple if p has a neighborhood U p such that the Kobayashi distance between p and any other point q in U p can be realized by the Poincare distance on a single analytic disk joining p and q. One of the main purposes of this paper is to examine the infinitesimal behavior of the Kobayashi distance function around a point p in a pseudo-convex domain, and further, give obstructions for p to be Kobayashi simple.
The infinitesimal behavior of the Kobayashi distance is closely related to the infinitesimal form of the Kobayashi distance introduced by Royden [R] . Let TD denote the tangent space of D. We define the Kobayashi metric F: TD -+ R as follows: For v e T P D, let F(v) be the length of υ defined by We define the Kobayashi indicatnx I p to be the set I p = {v e T P D: F(v) 
where υ e T Z A. For α, ft e (-1, 1) c Δ such that a < ft, the Poincare distance δ(a 9 ft) is δ(a, ft) = tanh" 1 ft -tanh" 1 a. The Kobayashi distance d can be equivalently defined in terms of d* as the largest distance dominated by d*:
where the infimum is taken over all possible p\, ... , p n e D, n > 0. If D is a convex domain, Lempert showed that d* satisfies the triangle inequality and the identity d* = d holds [LI] . In other words, the distance between any two points p, q in D can be realized by d* (p, q 
In fact, this domain is a quotient space of a cylinder in C 2 which is Kobayashi simple because of its convexity. More generally, one can obtain a class of Kobayashi simple domains by considering quotient spaces of Kobayashi simple domains in a similar manner.
We define a metric F: TD -* R by replacing the unit disk Δ by the open unit ball B in C m in the definition of the Kobayashi metric F in (1.4), and we note that this metric F coincides with the usual Kobayashi metric F [R] .
Finally, we define the length of a curve in D with respect to the Kobayashi metric
Note that the length L(γ) does not change even if γ is re-parametrized because of the homogeneity property of F [R] :
for a e C and υ e TD. Proof. By the extremality of f n , we can find b n e (0, 1) such that Λ(0) = Pn , /*(*«) = ft and 5(0, ft n ) = d\p n , ίπ ). Clearly Z> r t -0 as n -• oo.
Let y^f c be any subsequence of f n which converges to a holomorphic map / in D(Δ) uniformly on compact sets. Note that strong convexity of D implies that D is taut, and hence, f n has at least one such subsequence [Gr] , By Theorem 3.1, f n is extremal in the direction of /^(0), and hence F(/^(0)) = 1. This implies that / is also extremal in the direction of f (0) since
On the other hand, note that the following identity holds:
Combining this with the last identity in (3.4), we can easily see that /'(()) and v are parallel, and hence, / is extremal for v. By the uniqueness of the extremal map for υ, any convergent subsequence of f n must converge to the same /, and hence it follows that f n converges to / uniformly on compact sets. Proof. By the extremality of f n again, we can find t n e (0, 1) such that f n (0) = p n , f n {t n ) = q n and <J(0, ί Λ ) = d*(p n ,q n ).
Clearly £ w -* 0 as n -> oo.
First we will prove that /'( ()) Recall the inequality dp < d#, p r x. Hence, for large n, we have the inequalities
This implies that /'(()) is non-zero since the first term converges to 1 while the last term converges to /'(0).
To show that / is extremal, recall that the metric F coincides with the usual Kobayashi metric F. Therefore, for each e > 0, there is a holomorphic map φ: B -+ D such that Recall that the f n are extremals for p n and q n . Hence
This implies t n <s n , and hence 1 < s f . Since y^ converges to / uniformly on compact sets, we have
But since we have (3.14) Mm |y°M5 B )-yoM0)| = (^0^(0))^ o the sequence ^ > 1 converges to some number ^4 > 1. Therefore, from (3.13) and (3.14), we obtain (3.15) /(0) = ^(^oA(0)) ; = ^^(A ; (0)).
On the other hand, recall that <P*{j^) = ^/'(0) Combining this with the identity (3.15), we have
By applying the Kobayashi metric Fβ of the ball on both sides of this identity, and using the fact that h is an extremal map (i.e. FB(h'(0))^= 1), we obtain the identity Aλ φ = 1. Now, by the inequality (3.9), we have (3.17) l<A = ±-<
Recall that the inequality F(g'(0)) < 1 holds for any g e D(A).
In particular, F(f(0)) < 1, and since e > 0 in the inequality (3.17) was arbitrarily chosen, we conclude that F(f'(0)) = 1. This proves that / is extremal in the direction of /'(0). To prove the identity (3.7), recall from (3.13) that = lim ^Zl im .
n-+oo t n
Also, recall that <J(0, t n ) = d*(p n , q n ) and lim^oo ^^ = 1. Using these identities and the fact that / is extremal (i.e. F(f'(0)) = 1), the identity (3.7) can be verified as follows
PROPOSITION. The following identity holds: For each v G T P D with \\υ\\ = l,
Proof, We prove this using Theorem 3.6. Let s n € R be a sequence convergent to 0. Also, let, for each n, f n e D(A) be an extremal map for the pair of points Pn=P, Qn=P + s n v such that p n = f n (0) and q n •= f n (t n ) for some sequence t n e (0, 1) that converges to 0. By taking subsequence if necessary, we may assume that f n converges to / G D(A) uniformly on compact sets. To apply Theorem 3.6, we verify that /'(0) is parallel to v : = lim /»('» to lim V . t n n->oo t n n-+oo t n
We can then apply Theorem 3.6 to obtain the following identity: Since s n was arbitrary, the identity (3.19) follows. α
Domains with local properties of convex domains.
In this section, we prove Theorem 4.1 in the introduction.
THEOREM. IfpeD is Kobayashi simple, then I p is convex.
Proof. Suppose that I p is not convex for some p e D. Without loss of generality, we may assume that p is the origin 0 e C m . We will show that there are sequences p n and q n in D both convergent to 0 such that
This inequality then shows that p is not a Kobayashi simple point because
Since we assumed that /Q is not convex, there are two vectors u, υ e T 0 D, such that (4.4)
F(u) + F(υ)<F(u + υ).

Let w = u + v and f u , f v , f w : A -• Z> be extremal maps in the directions of w, v and w such that Λ(0) = fυ(0) = Λ (O) = 0. Note that, since the curves γ u (t) = f u (t) and ^(ί) = f w (t)
, t e (-1, 1) are tangent to w, w at OED and v e span{w, w}, we can find sequences α w , b n e (0, 1) convergent to 0 such that, if we denote 
π-~llίPll l
Let / w : Δ -+ D be extremal maps for p n and q n . Clearly, we can take f n such that ^w = f n (0) and ήr Π = f n (c n ) for some c Λ G (0, 1). By a normal families argument, and by taking a subsequence of f n if necessary, we may assume that f n converges to a function f e D(A) uniformly on compact sets. Hence Comparing this with the identity (3.7), we obtain |Ar = TΠ^ΓΓ, . Moreover, by Theorem 3.6, the map / is an extremal in the direction of /'(0). Therefore,
The basic idea of the proof is to approximate the elements of the inequality (4.4) with the sequences d*(0,p n ), d*(0 9 q n ) and d*(q n 9 Pn) By taking subsequences if necessary, we may again assume that the extremal maps joining the pairs 0, p n and 0, q n are convergent. Hence we may apply Theorem 3.6 to these pairs of points. Then the identity (3.7) implies (4 9)
JS& (410)
as n -• oo. We obtain a similar identity for the pair p n and q n as follows. Recall that /" is extremal, and hence d*(p n , q n ) = δ(0, c n ).
By the identities (4.5) and (4.8) and the fact that δ(0, c n )/c n -• 1 as n -• oo, we obtain the identity Now we consider the inequality (4.4). Since the inequality is strict, we can find numbers c and a small e > 0 such that (4.12)
F(u) + F(v) <c<c + e< F(w).
From the identities (4.9)-(4.11), we conclude that To complete the proof, we claim that M n , N n -* 1. Once the claim is proved, we have
c + e for large n and the inequality (4.15) together with (4.16) implies the following inequality:
for large n. The inequality (4.2) is a trivial consequence of this inequality. This completes the proof of the theorem.
To prove the claim, combine the identity (4.7) and (4.8) to obtain (4 17) 
The complex Finsler metrics.
In this section, we briefly review the theory of Finsler metrics necessary for the next section. For more details about the theory of Finsler metric and the calculus of variations, we refer the reader to [MM] and [S] .
DEFINITION. A function F: TD-+R is called a Finsler metric of class C
2 if the following conditions are satisfied:
(1) F is C 2 on the tangent space TD away from the zero section. If D is equipped with a Finsler metric F, we define the length L(γ) of a curve γ: [a,b] -> D by the formula (2.9). Note that the Finsler metric F induces a distance function dp on D in an obvious way by formula (2.11).
A C 1 curve γ: (a, b) -• D is called a geodesic if it is a locally length minimizing curve i.e. if for any t e (a, b) there is neighborhood (ί-e, t + e) c (a,b) oft such that the distance d F (γ(t-e) , γ(t + e)) is precisely the length ff* * F(γ'(t) ) dt of the curve j>| (f_ e yH _ € ).
It is not clear whether the Kobayashi metric F has geodesies. However, for a Finsler metric F, the usual technique of the theory of calculus of variations applies, and the geodesies can be described as a solution of an ordinary differential equation ( 5.5. THEOREM (Whitehead) Note that if F is geodesically complete on D, then the exponential map at p is defined on T P D.
5.7. THEOREM [MM] . (1) The metric dp induces the usual topology on D.
(2) A Finsler metric F on D is geodesically complete if and only if the induced distance dp is complete as a topological metric.
(3) If F is geodesically complete, then any two points p, q in D can be joined by a geodesic curve γ with length L(γ) = dp [p, q) (i.e. γ is the shortest path joining p and q).
6. Kobayashi simple domains and geodesies. In this section, we prove Corollary 6.9 and Theorem 6.11 in the introduction. An interesting property of a Kobayashi simple domain is that, if p and q are close enough, then there is a (real) analytic geodesic joining p and q. Throughout this section, x + iy denotes the standard euclidean coordinate on C. (1) f* is an isometry between F and F& along [a, b] a, b] ). Consequently, the length of the curve γ: [a, b] 
(
2) The curve γ is the shortest curve joining p and q. Since f is analytic, γ(t) is a (real) analytic geodesic. (3) / is an extremal map joining p and f(x) for each x e(a, b]. Also, the identity d*(p, /(*)) = d(p, f(x)) holds for all x e [a, b].
Proof. We give the proof in the order (1), (2) From this, we obtain the identity
Since the function in the integral is non-negative, it has to vanish, and this implies that / is an isometry.
(ii) To prove that γ is a geodesic, we show that γ is the shortest path joining p and q. Suppose that a: [0, c] -• D is another curve joining p, q. From the inequality (6.3) and Royden's theorem again, we compare the length of γ and σ as follows: (1)), we obtain the following inequality:
This implies the equality rf
To prove the claim, suppose that the inequality (6.4) fails to hold i.e.
d(p,γ{x))< Γ F(γ'(t))dt.
Ja
Note that, by Royden's theorem again, we also have
Combining these two inequalities, and by (6.3) again, we reach a contradiction: Proof. Since F is a Finsler metric, Theorem 5.5 applies and there is an e > 0 such that the restriction of γ to the interval [0, e] is the unique geodesic joining p = γ(0) and q = y(e). Since D is Kobayashi simple, we may assume d* (p, q) = d(p, q) by taking e smaller if necessary.
Let / be the extremal map joining p and q such that /(0) = /? and f(bχ) = <? for some b\ G [0, 1). Then, by Lemma 6.1, the curve σ (0 = /(0 ft> Γ t G [0, &i] is also a geodesic joining /? and q. By the uniqueness of such a geodesic, y and σ must define the same curve up to parametrization. Recall, from Lemma 6.1 again, that / is an isometry between F A and F on [0, b\] . Hence the arc length of the curve σ(t) from t = 0 to t -x is <5(0, x) = tanh" 1^) for x € [0, δi]. Thus, for x e [0, b{\ 9 we have ^(tanh" 1^) ) = f(x). Therefore, the identity (6.7) is proved for s G [0, e].
Consequently, the geodesic γ(s) is real analytic for s G (0, e). Since the same argument can be applied to the curve y c (s) = γ(s -c) for any c € (α, β), 7(5) is real analytic on (α, /?). Since both sides of the identity (6.7) are real analytic, the identity (6.7) should hold for all s e [a, β] .
To complete the proof, let A = sup{x: Again, by the uniqueness of such a geodesic, the curves h{t) and 7(5) should define the same curve up to parametrization. By Lemma 6.1 again, we have h*F = F A on [XQ , b{\, and hence the arc length of the curve h(t) for t e [XQ, X] is δ(xo, x). Therefore, parametrizing both curves by arc length, we obtain Observe that the identity (6.8) can be simplified to y(tanh x) = h(x) since <J(xo> x)+^o = tanhx-tanhXQ+^O = tanhx. Hence, combining this with the identity (6.7), we conclude that f(x) = γ(tanhx) = h( Proof. Let U p be a neighborhood of p such that for any q eU p , the geodesies joining p and q is unique and d* (p, q) = d(p, q) . The uniqueness of extremal disk follows from Lemma 6.1 (2), the formula (6.7) and the analyticity of extremal maps. That y(t) is real analytic directly follows from the formula (6.7). D 6.10. DEFINITION [K] . Hence, we have and the theorem is proved. D
