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HYPER-MACNEILLE COMPLETIONS OF HEYTING ALGEBRAS
JOHN HARDING AND FREDERIK MO¨LLERSTRO¨M LAURIDSEN
Abstract. A Heyting algebra is supplemented if each element a has a dual pseudo-com-
plement a+, and a Heyting algebra is centrally supplement if it is supplemented and each
supplement is central. We show that each Heyting algebra has a centrally supplemented ex-
tension in the same variety of Heyting algebras as the original. We use this tool to investigate
a new type of completion of Heyting algebras arising in the context of algebraic proof theory,
the so-called hyper-MacNeille completion. We show that the hyper-MacNeille completion of
a Heyting algebra is the MacNeille completion of its centrally supplemented extension. This
provides an algebraic description of the hyper-MacNeille completion of a Heyting algebra,
allows development of further properties of the hyper-MacNeille completion, and provides
new examples of varieties of Heyting algebras that are closed under hyper-MacNeille comple-
tions. In particular, connections between the centrally supplemented extension and Boolean
products allow us to show that any finitely generated variety of Heyting algebras is closed
under hyper-MacNeille completions.
1. Introduction
Recently, a unified approach to establishing the existence of cut-free hypersequent calculi
for various substructural logics has been developed [11]. It is shown that there is a countably
infinite set of equations/formulas, called P3, such that, in the presence of weakening and
exchange, any logic axiomatized by formulas from P3 admits a cut-free hypersequent calculus
obtained by adding so-called analytic structural rules to a basic hypersequent calculus.
The key idea is to establish completeness for the calculus without the cut-rule with respect
to a certain algebra and then to show that for any set of rules coming from P3-formulas
the calculus with the cut-rule is also sound with respect to this algebra. In this way the
argument is akin to the completeness-via-canonicity arguments known, most notably, from
modal logic, see, e.g., [5, Chap. 4], and has been employed in various levels of generality
before to establish admissibility of the cut-rule in different types of sequent calculi, see,
e.g., [24, 10, 25, 56, 2, 44, 42, 41, 43, 40, 45]. See also [53] for a recent application of this
method to second-order logic and [32] for similar methods applied in the context of display
calculi.
The algebras involved in the cut admissibility proof are based on complete lattices of
closed sets determined by certain polarities called residuated (hyper)frames. Any algebra
determines such a residuated (hyper)frame and hence gives rise to a complete algebra which
turns out to be a completion of the original algebra. The analogous construction applied
in the context of sequent calculi gives rise the well-known MacNeille completion [10, 2].
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For this reason the completion introduced in [11] is called the hyper-MacNeille completion.
Restricting attention to intermediate logics, and hence to Heyting algebras, this provides a
new method for completing Heyting algebras and shows that varieties of Heyting algebras
defined by P3-equations are closed under this hyper-MacNeille completion.
Our purpose here is to consider the hyper-MacNeille completion of Heyting algebras from
an algebraic, rather than proof-theoretic, perspective. In doing so, we provide a simple
alternative description of the hyper-MacNeille completion of a Heyting algebra, are able
to describe further the properties of this completion, and obtain results about varieties of
Heyting algebras that are closed under hyper-MacNeille completions but are not axiomatized
by P3-equations. In particular, we show that any finitely generated variety of Heyting
algebras is closed under hyper-MacNeille completions.
Our primary tool is the notion of supplements. An element a of a Heyting algebra is
supplemented if it has a dual pseudo-complement a+. We say a Heyting algebra is centrally
supplemented if it is supplemented and a+ is central for each element a. We show that each
Heyting algebra A has a centrally supplemented extension S(A), and this extension belongs
to the variety of Heyting algebras generated by the original. The technique is as follows. Any
Heyting algebra A can be realized as a subdirect product A ≤
∏
Y Ay of finitely subdirectly
irreducible (fsi) quotients indexed over the minimum of its dual Esakia space. The full
product is centrally supplemented, and we realize S(A) as the supplemented subalgebra of
the product generated by A.
We show that the hyper-MacNeille completion A+ of a Heyting algebra A is the MacNeille
completion of the centrally supplemented extension S(A). This not only allows us to further
develop the properties of the hyper-MacNeille completion, but provides a simple algebraic
description of hyper-MacNeille completions for Heyting algebras. Finer properties of hyper-
MacNeille completions are obtained using a close connection between S(A) and a sheaf
representation of A over the subspace Y consisting of the minimum of the dual Esakia
space of A. This leads to the interesting topic of describing the MacNeille completion of an
algebra realized as the global sections of a sheaf. Some results in this vein are known [17]
and employed here.
The paper is organized as follows. Section 2 develops properties of supplemented bounded
distributive lattices. Section 3 develops the notion of a centrally supplemented extension
of a Heyting algebra. Section 4 introduces the hyper-MacNeille completion of a Heyting
algebra and shows that the hyper-MacNeille completion of any Heyting algebra is given by
the MacNeille completion of its centrally supplemented extension. In Section 5 we relate our
realization of the hyper-MacNeille completion of a Heyting algebra to others. In Section 6
we discuss relations to sheaf extensions, and in Section 7 we provide examples of varieties
that are closed under hyper-MacNeille completions and are not defined by equations in P3.
Finally, Section 8 contains a few concluding remarks.
2. Supplemented Heyting algebras
A pseudo-complement of an element a in a bounded distributive lattice D, if it exists, is the
largest element, denoted by a∗, whose meet with a is 0. The notion of a supplement is dual
to the notion of a pseudo-complement. Thus, many basic properties of supplements can be
obtained by dualizing known results [1, Chap. VIII] about pseudo-complements. While we
are primarily interested in the situation for Heyting algebras, the notion will be developed in
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the setting of bounded distributive lattices. Heyting algebras with supplements were studied,
among others, by Sankappanavar in [49]. We follow the notation used in that paper.
Definition 2.1. For an element a in a bounded distributive lattice D, an element a+ is
the supplement of a if it is the least element whose join with a is equal to 1. We say D is
supplemented if each element of D has a supplement.
It is easy to see, and well-known dually from pseudo-complements, that in a supplemented
distributive lattice one always has (x∧y)+ ≈ x+∨y+. However, the identity (x∨y)+ ≈ x+∧y+
need not hold. This identity is dual to the usual Stone identity [1, Chap. VIII.7]. For an
example, consider the lattice shown in Figure 1.
a b
Figure 1. A finite lattice not satisfying the dual Stone identity.
Definition 2.2. A bounded distributive lattice D is said to be centrally supplemented if it
is supplemented and satisfies the equation (x ∨ y)+ ≈ x+ ∧ y+.
Example 2.3. Any finite distributive lattice is supplemented, but not necessarily centrally
supplement. Examples of De Morgan supplemented distributive lattices include Boolean
algebras, any bounded distributive lattice with a join-irreducible top element, and any direct
product of centrally supplemented distributive lattices.
Recall, e.g., from [1, Chap. VIII], that for a pseudo-complemented distributive lattice
D, its set of regular elements is Reg(D) = {a∗ : a ∈ D} and its set of dense elements
is Den(D) = {a : a∗ = 0}. Glivenko’s Theorem [1, Thm. VIII.4.3] shows that Reg(D) is
a Boolean algebra with the same bounds and meet as D and complementation given by
pseudo-complement. While Reg(D) is not a sublattice of D, it is a quotient of D via the
map sending a to a∗∗ that collapses the filter of dense elements. We dualize these notions for
a supplemented bounded distributive lattice D to obtain its set Reg∂(D) = {a+ : a ∈ D} of
co-regular elements, and its set Den∂(D) = {a : a+ = 1} of co-dense elements. The dual of
the Glivenko theorem yields the following.
Proposition 2.4. Let D be a supplemented bounded distributive lattice. Then Reg∂(D)
is a Boolean algebra with the same bounds and join as D and complementation given by
supplement. In general Reg∂(D) is not a sublattice, but it is a lattice quotient via the map
sending a to a++ that collapses the ideal of co-dense elements.
Recall that the center Z(D) of a bounded distributive lattice D is the set of all of its
complemented elements. The center is a bounded sublattice that forms a Boolean algebra.
The following is a simple consequence of [1, Thm.VIII.7.1].
Proposition 2.5. For D a supplemented distributive lattice, the following are equivalent:
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(1) Z(D) = Reg∂(D),
(2) The algebra D satisfies the equation x+ ∧ x++ ≈ 0,
(3) Reg∂(D) is a sublattice of D, thus a retract of D,
(4) The supplement on D is a central supplement.
Remark 2.6. Thus Proposition 2.5 shows that the bounded distributive lattices that are
centrally supplemented are precisely the bounded distributive lattice with order duals being
Stone lattices, see [31] or [1, Chap. VIII.7]. It also points to the reason for the term “centrally
supplemented”. One further advantage of this term is it allows us to speak of the property of
being centrally supplemented for an individual element a. We say a is centrally supplemented
if a has a supplement a+ and this supplement belongs to the center.
If a bounded distributive lattice is complete, pseudo-complemented, and supplemented,
then its center is well-behaved.
Proposition 2.7. Let D be a bounded distributive lattice which is both pseudo-complemented
and supplemented. If D is complete, then so is Z(D) and joins and meets in Z(D) are the
same as those in D.
Proof. Let {ci}i∈I be a collection of central elements. Note that for central elements, their
pseudo-complements and supplements agree, and we write these as complements c′i. Let
c =
∧
I ci be the meet in D and let d =
∨
I c
′
i be the join in D. For each i ∈ I we have c ≤ ci,
so c′i = c
∗
i ≤ c
∗, hence d ≤ c∗. Thus c ∧ d = 0. Similarly, since c =
∧
I c
′′
i we have c ∨ d = 1.
So c has a complement, hence belongs to the center, and is therefore the meet of the family
{ci}i∈I in the center as well. The statement for joins follows by a dual argument. 
Lemma 2.8. Let D be a complete bounded distributive lattice and let S ⊆ D be a meet-
dense set. If every element of S has a supplement in D, then D is supplemented and the
supplement of an element x ∈ D is given by
x+ =
∨
{s+ ∈ D : x ≤ s ∈ S}.
Proof. Let x ∈ D and set z =
∨
{s+ ∈ D : x ≤ s ∈ S}. Note that if y ∈ D is such that
y ∨ x = 1 then for each s ∈ S with s ≥ x we have that y ∨ s = 1 and hence s+ ≤ y, showing
that z ≤ y. To see that x∨ z = 1, consider s ∈ S such that x∨ z ≤ s. Then x ≤ s and z ≤ s
from which we may conclude that s+ ≤ s and therefore that s = 1. Since S is assumed to
be meet-dense in D we may conclude that x ∨ z = 1. 
We next turn to the matter of MacNeille completions. For a distributive lattice D we let
D be its MacNeille completion. It is well-known that there are bounded distributive lattices
whose MacNeille completions are not distributive, see, e.g., [1, Chap. XII.2], and by placing
a new top on such, we obtain a (centrally) supplemented distributive lattice whose MacNeille
completion is not distributive. But our interest here is in completions of Heyting algebras,
and in this setting things are better behaved.
Proposition 2.9. If A is a centrally supplemented Heyting algebra, then its MacNeille com-
pletion A is again a centrally supplemented Heyting algebra and A is a supplemented Heyting
subalgebra of A.
Proof. Let A be a centrally supplemented Heyting algebra. It is well known that the Mac-
Neille completion of a Heyting algebra is also a Heyting algebra, see, e.g., [36, Thm. 2.3]. If
a ∈ A and b is the supplement of a in A, then the meet-density of A in A entails that b is
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also the supplement of a in A. From Lemma 2.8 it then follows that A is a supplemented
Heyting algebra. To see that this supplement is central, suppose x ∈ A. By Lemma 2.8 we
have x+ =
∨
{a+ : x ≤ a ∈ A}. Since A is a Heyting algebra it follows that
x+ ∧ x++ =
∨
{a+ ∧ b+ : x ≤ a ∈ A and x+ ≤ b ∈ A}.
If a, b ∈ A are such that x ≤ a and x+ ≤ b, then b+ ≤ x++ ≤ x ≤ a, so a+ ≤ b++. It
then follows that a+ ∧ b+ ≤ b++ ∧ b+. But as A was assumed to be centrally supplemented,
b++ ∧ b+ = 0. So x+ ∧ x++ = 0, as desired. 
Proposition 2.10. If A is a centrally supplemented Heyting algebra, then Z(A) = Z(A)
and is a complete subalgebra of A.
Proof. By Proposition 2.9, A is centrally supplemented so by Proposition 2.7 we have Z(A)
is complete and a complete subalgebra of A. Since A ≤ A we have Z(A) ≤ Z(A). Since
both are Boolean, to show that Z(A) is the MacNeille completion of Z(A) it suffices to
show that Z(A) is join-dense in Z(A). For x ∈ Z(A) we have x = x++. So by Lemma 2.8
x =
∨
{a+ : a ∈ A and a ≤ x+}. Here this join is in A, but each element a+ belongs to Z(A)
since A is centrally supplemented, hence this is a join of elements in Z(A), and therefore is
the join taken in Z(A) since this is a complete subalgebra of A. 
We assume familiarity with Priestley (and Esakia) duality, see, e.g., [20, 22, 23]. For a
bounded distributive lattice D we will let XD denote its Priestley space. This consists of the
prime filters on D, partially ordered by inclusion, equipped with the topology generated by
(cl)opens of the form â and their complements, with â := {x ∈ XD : a ∈ x} for a ∈ D. Any
bounded distributive lattice D can be recovered from XD as the lattice of clopen upsets. We
will make much use of the fact that any element in a Priestley space is above some minimal
element see, e.g., [22, 23] or [4, Thm. 2.3.24], and will let min(XD) be the set of minimal
elements of XD equipped with the subspace topology.
Lemma 2.11. Let D be a bounded distributive lattice.
(1) If x is a minimal prime filter and a ∈ D is such that x ∈ â, then a ∨ s = 1 for some
s ∈ D with s 6∈ x.
(2) The subspace topology on min(XD) has as a basis {min(XD) \ ŝ : s ∈ D}.
(3) If c is co-dense then ĉ is disjoint from min(XD).
(4) If D is supplemented, then for each a ∈ D and each minimal prime filter x, exactly
one of a, a+ belongs to x.
(5) If D is centrally supplemented, then its minimal prime filters are exactly the filters
generated by ultrafilters of the center.
Proof. Let x is a minimal prime filter with x ∈ â for some a ∈ D. For such x and a, basic
properties of Priestley spaces give ↑(XD \ â) is a closed upset that is disjoint from the closed
downset {x}. So by [20, Lem. 11.21(ii)(b)] there is a clopen upset, say ŝ, that contains
↑(XD \ â) and is disjoint from {x}. But then â ∨ s must contain both â and XD \ â so
a ∨ s = 1, and as x 6∈ ŝ we have s 6∈ x. The statements (2) and (3) are direct consequences
of (1). For the second to last statement note that a∨ a+ = 1 so at least one of a, a+ belongs
to any prime filter x. But a ∧ a+ is co-dense, so if x is minimal then by (3) at most one
of a, a+ belongs to x. For the final statement, if x is a minimal prime filter, then it follows
from (4) that if a ∈ x, then the central element a++ ≤ a belongs to x. So x is generated
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by its central elements which must be an ultrafilter of the center. Conversely, let u be an
ultrafilter of the center and consider the filter ↑u of D generated by u. Note that a ∈ ↑u iff
a++ ∈ u. So a ∨ b ∈ ↑u implies a++ ∨ b++ ∈ u, and as u is prime, that ↑u is prime. Since
every prime filter contains a unique ultrafilter of the center, it follows that ↑u is a minimal
prime filter. 
Proposition 2.12 (cf. [50, Thm. 1]). For D a bounded distributive lattice, the following are
equivalent:
(1) min(XD) is a closed subset of XD,
(2) For each a ∈ D there is b ∈ D with a ∨ b = 1 and a ∧ b ∈ Den∂(D).
Bounded distributive lattices satisfying the order dual of condition (2) above were called
∆∗-lattices by Speed [50].
Proposition 2.13. Let D be a supplemented bounded distributive lattice. Then min(XD) is
a Stone space, the dual Boolean algebra of which is Reg∂(D). If D is centrally supplemented,
then this dual Boolean algebra is the center Z(D).
Proof. Note first that any supplemented distributive lattice is a dual ∆∗-lattice since a∧ a
+
is co-dense. It follows from Proposition 2.12 that min(XD) is a Stone space since it is a
closed subspace of a Priestly space. By [47, Lem. 12] we have that the dual algebra of the
Stone space min(XD) is the homomorphic image of D determined by the congruence θ given
by
aθb ⇐⇒ ∀x ∈ min(XD) (a ∈ x ⇐⇒ b ∈ x).
Using Lemma 2.11 it is not hard to show that aθb iff a+ = b+. It follows that aθb iff
a++ = b++, hence θ is the kernel of the homomorphism from D onto Reg∂(D) taking a to
a++, and our result follows.
The final comment follows from Proposition 2.5. 
Remark 2.14. Centrally supplemented Heyting algebras have a further interesting property.
Note that ((x ↔ y)+ ∧ x) ∨ ((x ↔ y)+∗ ∧ z) gives a discriminator term on any fsi Heyting
algebra [49, Sec. 5]. Consequently, considering supplementation as part of the type, the class
of centrally supplemented Heyting algebras form a discriminator variety, cf., [6, Chap. IV.9].
3. The centrally supplemented extension
We describe a particular embedding of a Heyting algebra A into a centrally supplemented
Heyting algebra S(A). Much of our work could be done in the setting of bounded distributive
lattices, but we use it only for Heyting algebras, and develop it there. For convenience, we
use YA, or simply Y when no confusion is likely, for the minimum min(XA) of the dual Esakia
space XA of a Heyting algebra A. Each element y ∈ Y is a filter of A so gives a congruence
θy where
a θy b ⇐⇒ a ∧ c = b ∧ c for some c ∈ y.
We let Ay be the quotient A/θy and P (A) be the product
∏
Y Ay. The following is the crucial
observation for us.
Proposition 3.1. For a Heyting algebra A with Y the minimum of its dual Esakia space,
Ay is a centrally supplemented Heyting algebra for each y ∈ Y , the product P (A) =
∏
Y Ay
is a centrally supplemented, and the natural map of A into P (A) is a subdirect embedding
that preserves existing central supplements.
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Proof. That Ay is centrally supplemented for each y ∈ Y follows from the fact that y is a
prime filter, so 1 is join-irreducible in Ay. It follows that the product P (A) is also centrally
supplemented. To see that the natural map is a subdirect embedding, we need only show
that it is one-to-one. Let a 6= b in A and set I = {c ∈ A : a ∧ c = b ∧ c}. Then I is a proper
ideal, so there is a prime filter disjoint from it, hence a minimal prime filter y disjoint from
I. Then we have a/θy 6= b/θy. Let a ∈ A be centrally supplemented with supplement a
+.
By Lemma 2.11 for a minimal prime filter y we have a+ ∈ y iff a 6∈ y. So the function in the
product corresponding to a+ takes value 1 iff the function corresponding to a takes value
less than 1, and is 0 otherwise. This is the supplement in the product. 
A word on notation. We treat A as if it is a subalgebra of the product P (A) identifying
an element a ∈ A with the function with a(y) = a/θy for each y ∈ Y . For two functions
f, g we use Jf = gK and so forth to denote the obvious subset of Y and we let 1(f=g) be the
characteristic function of this subset. So
1(f=g)(y) =
{
1 if f(y) = g(y),
0 else.
Since the factors Ay for y ∈ YA have their unit 1y join-irreducible, it is easily seen that for
an element f of the product P (A), its supplement f+ is given by 1(f<1), which is clearly
central.
Definition 3.2. For a Heyting algebra A let S(A) be the supplemented Heyting subalgebra
of the product P (A) =
∏
Y Ay that is generated by A.
Proposition 3.3. For a Heyting algebra A, the set D(A) = {1(a=1) : a ∈ A} is a bounded
distributive sublattice of the center of S(A).
Proof. Since the factors Ay are fsi, we have that (a ∨ b)(y) = 1 iff a(y) = 1 or b(y) = 1
and clearly (a ∧ b)(y) = 1 iff both a(y) = 1 and b(y) = 1. So D is a bounded distributive
sublattice of P (A). Since 1(a=1) = (1(a<1))
+ = a++ both 1(a=1) and 1(a<1) belong to S(A).
Since they are complements of each other, both belong to the center. 
Definition 3.4. For a Heyting algebra A, let B(A) be the Boolean subalgebra of the center
of S(A) that is generated by D(A).
Recall that a finite partition of unity in a Boolean algebra B is a finite sequence e1, . . . , en
of pairwise disjoint non-zero members of B that join to 1.
Proposition 3.5. Let A be a Heyting algebra. For any two elements u, v ∈ S(A) there is a
finite partition of unity e1, . . . , en in B(A) and elements a1, . . . , an, b1, . . . , bn ∈ A with
u =
n∨
i=1
ai ∧ ei and v =
n∨
i=1
bi ∧ ei (⋆)
Further, e1, . . . , en can be chosen so that ei = 1(ci=1) ∧ 1(di<1) for some finite even length
sequence d1 < c1 ≤ . . . ≤ dn < cn in A with d1 = 0 and cn = 1.
Proof. Let T be the set of all elements of P (A) that are equal to
∨n
i=1 ai ∧ ei for some finite
partition of unity e1, . . . , en of B(A) and some a1, . . . , an ∈ A. Since B(A) is contained in
the center of S(A) and each a ∈ A is in S(A), we have that T is contained in S(A).
Take two elements u, v ∈ T . Then there are finite partitions of unity f1, . . . , fk and
g1, . . . , gm and elements r1, . . . , rk and s1, . . . , sm with u =
∨k
j=1 rj ∧ fj and v =
∨m
ℓ=1 sℓ ∧ gℓ.
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These two finite partitions of unity have a common refinement e1, . . . , en, meaning that for
each i ≤ n there are unique j ≤ k and ℓ ≤ m with ei ≤ fj , gℓ. Setting ai = rj and bi = sℓ we
have a representation of u, v as in (⋆) of the statement of the proposition. We then have the
following description for the meet, join, and Heyting implication of u and v in the product
P (A).
u ∧ v =
n∨
i=1
(ai ∧ bi) ∧ ei u ∨ v =
n∨
i=1
(ai ∨ bi) ∧ ei u→ v =
n∨
i=1
(ai → bi) ∧ ei
This is seen by noting that each ei is the characteristic function of some subset Ei of the
indexing set Y and the sets Ei are pairwise disjoint, non-empty, and cover Y . So the
descriptions in (⋆) say that u takes the same value as ai on Ei and v the same value as bi on
Ei. So the results of the operations are just the component-wise ones. It follows from this
that T is a Heyting subalgebra of P (A).
Since the supplement of the product is central, supplements satisfy the De Morgan laws
with respect to meet and join. So,
u+ =
n∧
i=1
a+i ∨ e
+
i
Since a+i = 1(ai<1) belongs to B(A) and each e
+
i is the complement of ei so belongs to B(A)
we have that u+ belongs to B(A), and hence to T . Thus T is a supplemented Heyting
subalgebra of P (A) that contains A, and therefore contains S(A). Therefore T = S(A).
It remains to show the further remark. Any finite partition of unity in the Boolean algebra
B generated by a distributive lattice D is a finite partition of unity in the Boolean algebra
generated by some finite distributive sublattice D′ of D, and hence [1, Chap. V.7] is a finite
partition of unity in the Boolean algebra B(C) generated by some finite chain C of D. The
atoms of this Boolean algebra are of the form p ∧ q′ where p covers q in the chain. Thus
any finite partition of unity e1, . . . , en in B(A) has a refinement to one given by the atoms
of the Boolean algebra B(C) for some finite chain C in D = {1(a=1) : a ∈ A}, and our result
follows. 
Proposition 3.6. For a Heyting algebra A, the centrally supplemented Heyting extension
S(A) generates the same variety of Heyting algebras as A.
Proof. Let V(A) be the variety of Heyting algebras generated by A. Since A is a Heyting
subalgebra of S(A), V(A) ⊆ V(S(A)). But S(A) is a Heyting subalgebra of the product
P (A) =
∏
Y Ay and each Ay is a Heyting algebra quotient of A, hence belongs to V(A). The
other containment follows. 
Proposition 3.7. If A is a centrally supplemented Heyting algebra, then A = S(A). In
particular, S(S(A)) = S(A).
Proof. In Proposition 3.1 it was shown that if a ∈ A has a central supplement a+, then
considered as elements of the product we have that a+ is the supplement of a in the product
as well. If each element of A has a central supplement, then A is a supplemented subalgebra
of the product, hence is equal to S(A). The further remark follows since S(A) is centrally
supplemented. 
We next consider the center of S(A). The key facts are given in the following. Here we
consider for a Heyting algebra A the relation θA consisting of those pairs (c, d) such that for
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each a ∈ A we have a ∨ c = 1 iff a ∨ d = 1. It is easily seen that θA is a lattice congruence
on A. In fact, this is a lattice congruence on any distributive lattice, and has been studied
in its order dual version by Speed in [51, Sec. 5] and [50].
Proposition 3.8. For a Heyting algebra A, the map ψ : A→ Z(S(A)) where ψ(a) = 1(a=1)
is a bounded lattice homomorphism with kernel θA. The image of this map is D(A) and this
image generates Z(S(A)) as a Boolean algebra.
Proof. In the proof of Proposition 3.3 it is shown that D(A) is a bounded sublattice of
the center of S(A), and the proof shows that ψ is a bounded lattice homomorphism. By
Proposition 3.5 an element u ∈ S(A) has a representation as
∨n
i=1 ai ∧ ei for some finite
partition of unity e1, . . . , en of B(A) and some a1, . . . , an ∈ A. So if u is in the center of
S(A) we have u = u++ hence u =
∨n
i=1 a
++
i ∧ ei. But a
++
i = 1(a=1) so belongs to D(A), and
by definition each of e1, . . . , en belongs to B(A). So u belongs to the Boolean subalgebra of
the center generated by S(A), hence B(A) is the center of S(A).
It remains to show that θA is the kernel of ψ. Suppose ψ(c) = ψ(d). Then 1(c=1) = 1(d=1).
Then for any a ∈ A we have a∨c = 1 iff Ja < 1K ⊆ Jc = 1K and a∨d = 1 iff Ja < 1K ⊆ Jd = 1K
and it follows that a ∨ c = 1 iff a ∨ d = 1, so (c, d) ∈ θA. Conversely, suppose (c, d) does
not belong to the kernel of ψ. Without loss of generality there is y ∈ Y with c(y) = 1 and
d(y) < 1. Then y belongs to the clopen set N = Jc = 1K ∩ Jd < 1K. By Lemma 2.11, the
sets of the form Y \ â = Ja < 1K are a basis for the topology on Y , so there is a ∈ A with
Ja < 1K ⊆ N . Then a ∨ c = 1 and a ∨ d < 1, giving that (c, d) does not belong to θA. 
We describe the dual Stone space of the center of S(A).
Lemma 3.9. Let A be a Heyting algebra with dual Esakia space X and minimum Y , then
C(Y ) =
⋂
{â ∪X \ b̂ : a, b ∈ A, a ∨ b+ = 1},
where C(Y ) denotes the closure of Y in X and b+ is computed in S(A).
Proof. We claim that â ∪ X \ b̂ ⊇ Y iff a ∨ b+ = 1. Since the sets of the form â ∪ X \ b̂,
with a, b ∈ A, form a basis for the closed sets of X this will suffice to establish the lemma.
Therefore, let a, b ∈ A be given. Then, â∪X \ b̂ ⊇ Y iff for all y ∈ Y we have that y ∈ â or
y ∈ X \ b̂. This is equivalent to having a(y) = 1 or b(y) < 1 for all y ∈ Y . Since b+ = 1(b<1)
and the factors Ay are all fsi this in turn is equivalent to a ∨ b
+ = 1, as desired. 
Proposition 3.10. Let A be a Heyting algebra with dual Esakia space X and minimum Y ,
then the dual Stone space of Z(S(A)) is homeomorphic to C(Y ).
Proof. Let Z denote the dual Stone space of Z(S(A)) and define a map γ : Z → X by letting
γ(z) = ↑z∩A. Using Lemma 2.11, γ is easily seen to be a well defined map with the property
that a ∈ γ(z) iff a++ ∈ z, for all a ∈ A.
We first show that the image of γ is C(Y ). If z ∈ Z and a, b ∈ A are such that a∨ b+ = 1,
then also a++∨b+ = 1. As both a++ and b+ belongs to the center of S(A) we must have that
a++ ∈ z or b+ ∈ z. In the former case a ∈ γ(z) and in the latter case that b 6∈ γ(z). From
Lemma 3.9 we may then conclude that γ(z) ∈ C(Y ). Conversely, for x ∈ C(Y ) consider the
sets F = ↑{a++ : a ∈ x} and I = ↓{b++ : b 6∈ x}. It is easy to see that F is a filter and I an
ideal of Z(S(A)). In fact, F ∩ I = ∅. For suppose not, then we must have a ∈ x and b 6∈ x
such that a++ ≤ b++. But then a++ ≤ b and so b ∨ a+ = 1. As x 6∈ b̂ and x 6∈ X \ â this
contradicts Lemma 3.9. Thus there exists an ultrafilter z on Z(S(A)) such that F ⊆ z and
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z∩ I = ∅. We claim that γ(z) = x. If a ∈ x then a++ ∈ F ⊆ z whence a ∈ γ(z). Conversely,
if a 6∈ x then a++ ∈ I whence a++ 6∈ z and so a 6∈ γ(z). Thus γ(z) = x.
We then observe that γ−1(â ∩ C(Y )) = â++ and γ−1(C(Y ) \ â) = Z \ â++ for all a ∈ A.
Consequently γ is a continuous surjection between Stone spaces. Thus to establish the
proposition it suffices to show that γ is an injection. To this end assume that γ(z) = γ(z′)
for some z, z′ ∈ Z. Then we must have that a++ ∈ z iff a++ ∈ z′ for all a ∈ A. But then also
a+ ∈ z iff a+ ∈ z′ for all a ∈ A. From Proposition 3.8 we may then conclude that z = z′. 
Lemma 3.11. For a Heyting algebra A we have {a∧1(s<1) : a, s ∈ A} is join-dense in S(A)
and {(a ∧ 1(s<1)) ∨ 1(s=1) : a, s ∈ A} is meet-dense in S(A).
Proof. Suppose u ∈ S(A). By Proposition 3.5, u =
∨n
1 ai ∧ ei for some a1, . . . , an ∈ A and
e1, . . . , en ∈ B(A). Each ei is the characteristic function of a clopen set Ki of Y . Let y ∈ Ki.
By Lemma 2.11 the sets Y \ ŝ are a basis for the topology. Therefore there is s ∈ A with
y ∈ Js < 1K ⊆ Ki. It follows that a∧1(s<1) ≤ u ≤ (a∧1(s<1))∨1(s=1) with all three functions
agreeing at y. The result follows. 
For algebras A ≤ B, we say B is an essential extension of A if every non-trivial congruence
of B restricts to a non-trivial congruence of A. When these are Heyting algebras, it is simple
to see that this is equivalent to every b < 1 in B having an a < 1 in A with b ≤ a. Clearly any
meet-dense extension of a Heyting algebra A is an essential extension, thus the MacNeille
completion A of A is an essential extension.
Proposition 3.12. For a Heyting algebra A, the extension A ≤ S(A) is essential.
Proof. By Lemma 3.11 it is enough to show that if a, s ∈ A and u = (a ∧ 1(s<1)) ∨ 1(s=1) is
strictly less than 1, then there is an element of A distinct from 1 that lies above u. Clearly
a ∨ s is an element of A that lies above u. Since u < 1 there is y ∈ Y with u(y) < 1. This y
must be such that a(y) < 1 and s(y) < 1. Since Ay is fsi, then (a ∨ s)(y) < 1. 
An embedding A ≤ B is regular if it preserves all existing joins and meets in A. Join-
density implies meet-regularity, and meet-density implies join-regularity. Thus the embed-
ding of a lattice into its MacNeille completion is regular because it is both join-dense and
meet-dense. The following notion, first introduced in [11], is key to determining when the
embedding A ≤ S(A) is regular.
Definition 3.13. A Heyting algebra A is externally distributive if whenever S is a subset
of A whose meet exists, for any a ∈ A with a ∨ s = 1 for all s ∈ S we have a ∨
∧
S = 1.
Proposition 3.14. If A is an externally distributive Heyting algebra, then A ≤ S(A) is a
regular embedding.
Proof. As in any Heyting algebra, if
∧
I ci exists, then a→
∧
I ci =
∧
I(a→ ci), and if
∨
I ci
exists, then (
∨
I ci)→ a =
∧
I(ci → a).
Suppose
∧
I ci exists in A and is equal to c. By Lemma 3.11, to show that c is also the
meet of the family {ci}i∈I in S(A) it suffices to show that for a, s ∈ A, if a∧1(s<1) is beneath
ci for each i ∈ I, then it is beneath c. Note that a ∧ 1(s<1) ≤ ci iff s ∨ (a → ci) = 1. So if
a ∧ 1(s<1) ≤ ci for each i ∈ I, then s ∨ (a→ ci) = 1 for each i ∈ I. Since
∧
I ci = c we have∧
I(a→ ci) exists and is equal to a→ c. So by external distributivity, s ∨ (a→ c) = 1, and
this implies a ∧ 1(s<1) ≤ c as required.
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Next, suppose
∨
I ci exists in A and is equal to c. To show that this join is preserved, by
Lemma 3.11, it it is enough to show that for a, s ∈ A, if ci ≤ (a∧1(s<1))∨1(s=1) for all i ∈ I
then c ≤ (a∧1(s<1))∨1(s=1). But ci ≤ (a∧1(s<1))∨1(s=1) iff s∨(ci → a) = 1. Our assumption
gives s∨ (ci → a) = 1 for each i ∈ I. Since
∨
I ci = c we have
∧
I(ci → a) exists and is equal
to c→ a. So external distributivity gives s ∨ (c→ a) = 1, hence c ≤ (a ∧ 1(s<1)) ∨ 1(s=1) as
required. 
Theorem 3.15. For a Heyting algebra A, these are equivalent.
(1) The embedding of A into S(A) is regular,
(2) The embedding of A into S(A) is meet-regular,
(3) A is externally distributive.
Proof. Proposition 3.14 provides (3)⇒ (1), and (1)⇒ (2) is trivial. To see (2)⇒ (3) suppose
S ⊆ A and
∧
S exists and a ∈ A is such that a∨ s = 1 for each s ∈ S. Then for each y ∈ Y ,
if a(y) < 1 we have s(y) = 1, so 1(a<1) ≤ s for each s ∈ S. Since the embedding is regular,
the meet
∧
S taken in A is also the meet in S(A), and it follows that 1(a<1) ≤
∧
S. This
implies that if a(y) < 1, then (
∧
S)(y) = 1, hence a ∨
∧
S = 1. 
We conclude this section by giving an abstract characterization of the centrally supple-
mented extensions S(A) of a Heyting algebra A. More precisely we show that the extension
S(A) is the free centrally supplemented extension of A with respect to the class of so-called
S-homomorphisms. What follows is essentially the order dual version of a special case of
Davey’s construction of the m-Stone extension of a bounded distributive lattice [18].
For a bounded distributive lattice D we define the co-annihilator, or polar, of an element
a ∈ D to be the set
a⊤ = {b ∈ D : a ∨ b = 1}.
This is evidently the order dual of the well-known notion of the annihilator of an element.
Definition 3.16. A homomorphism h : D → E between bounded distributive lattice is
called an S-homomorphism provided that a⊤ = b⊤ implies h(a)⊤ = h(b)⊤ for all a, b ∈ D.
Proposition 3.17. Any homomorphism h : D → E of supplemented distributive lattices is
an S-homomorphism.
Proof. We observe that in a supplemented distributive lattice the co-annihilator of any el-
ement is the principal filter generated by its supplement. Consequently, if a⊤ = b⊤, then
a+ = b+ and hence
h(a)⊤ = ↑h(a)+ = ↑h(a+) = ↑h(b+) = ↑h(b)+ = h(b)⊤,
showing that h is an S-homomorphism. 
Proposition 3.18. Let A be a Heyting algebra. The embedding A →֒ S(A) is an S-homo-
morphism.
Proof. Suppose that a, b ∈ S(A) are such that a⊤ 6= b⊤ as computed in S(A). Then without
loss of generality we have a∨u = 1 and b∨u < 1 for some u ∈ S(A). As S(A) supplemented
and therefore externally distributive it follows from Lemma 3.11 that there must be c, s ∈ A
with u ≤ (c∧1(s<1))∨1(s=1) and b∨ (c∧1(s<1))∨1(s=1) < 1. Since (c∧1(s<1))∨1(s=1) ≤ c∨s
we obtain that a ∨ c ∨ s = 1. On the other hand since b ∨ (c ∧ 1(s<1)) ∨ 1(s=1) < 1 we must
have y ∈ Y such that b(y), c(y), s(y) < 1, so with (b ∨ c ∨ s)(y) < 1. So b ∨ c ∨ s < 1. This
shows that a⊤ 6= b⊤ also as computed in A. 
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Recall from Propositions 2.4 and 2.5 that if E is a centrally supplemented distributive
lattice, then we have a map of bounded distributive lattices E → Z(E) given by e 7→ e++.
Thus given any bounded lattice homomorphism h : A → E we obtain a bounded lattice
homomorphism h++ : A → Z(E) by composition. Further recall from Proposition 3.8 that
we have an onto bounded lattice homomorphism ψ : A → Z(S(A)) given by ψ(a) = 1(a=1),
the image of which generates the center Z(S(A)).
Lemma 3.19. Let h : A → E be an S-homomorphism of Heyting algebras with E centrally
supplemented. Then there is a Boolean algebra homomorphism h˜ : Z(S(A)) → Z(E) with
the following diagram commuting. This h˜ is unique.
Z(S(A)) Z(E)
A E
h
ψ (·)++
h˜
h++
Proof. By the definition of h++ the upper triangle commutes. We next show kerψ ⊆ ker h++.
Let (c, d) ∈ kerψ. By Proposition 3.8, c⊤ = d⊤. Since h is an S-homomorphism we have that
h(c)⊤ = h(d)⊤. Since E is supplemented we then have ↑h(c)+ = h(c)⊤ = h(d)⊤ = ↑h(d)+.
So h(c)+ = h(d)+, giving h(c)++ = h(d)++, hence (c, d) ∈ ker h++.
Having shown that kerψ ⊆ ker h++, it follows that there is a bounded distributive lattice
homomorphism f : ψ(A) → Z(E) with f(ψ(a)) = h++(a). By Proposition 3.8, the image
of ψ generates the Boolean algebra Z(S(A)), so by [1, p. 97] Z(S(A)) is the free Boolean
extension of ψ(A). So there is a unique Boolean algebra homomorphism h˜ : Z(S(A))→ Z(E)
that extends f . This establishes our result. 
Theorem 3.20 (cf. [18, Thm. 3]). Suppose h : A → E is an S-homomorphism of Heyting
algebras with E centrally supplemented. Then h has a unique extension to a homomorphism
h : S(A)→ E of supplemented Heyting algebras.
Proof. We first show that for a, b ∈ A and e ∈ Z(S(A))
a ∧ e = b ∧ e ⇒ h(a) ∧ h˜(e) = h(b) ∧ h˜(e) (1)
Viewing A and S(A) as subalgebras of the product P (A), the assumption gives that a, b agree
on the set Je = 1K. Therefore e ≤ a↔ b. This gives e ≤ ψ(a↔ b), hence h˜(e) ≤ h˜(ψ(a↔ b)).
By Lemma 3.19, h˜(e) ≤ (h(a) ↔ h(b))++ ≤ h(a) ↔ h(b). Since h˜(e) is central in E, this
gives h(a) ∧ h˜(e) = h(b) ∧ h˜(e).
A normal expression is one of the form (a1 ∧ e1) ∨ . . . ∨ (an ∧ en) where a1, . . . , an ∈ A
and e1, . . . , en ∈ Z(S(A)) is a partition of unity. By Proposition 3.5 each element of S(A) is
determined by a normal expression. Thus we may define a function h from S(A) to E as by
letting
h (
∨n
i=1 ai ∧ ei) =
∨n
i=1 h(ai) ∧ h˜(ei).
We must show this is indeed well defined. Once this is shown, since a ∧ 1 is a normal
expression for a, it follows that h(a) = h(a), hence h is an extension of h.
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Suppose u ∈ S(A). If
∨n
i=1 ai ∧ ei and
∨n
i=1 bi ∧ ei are two normal expressions for u using
the same partition of unity. Then for each i we have ai ∧ ei = bi ∧ ei, and it follows from (1)
that h agrees for these two normal expressions. A partition of unity that refines e1, . . . , en is
of the form (fi,j) where i = 1, . . . , n and for each i we have j = 1, . . . , ni and
∨ni
j=1 fi,j = ei.
Then
∨
i,j ai ∧ fi,j is a normal expression for u. Using distributivity and the fact that h˜ is a
homomorphism, for each i we have
∨ni
1 h(a) ∧ h˜(fi,j) = h(ai) ∧ h˜(ei). It follows that h takes
the same value on
∨n
i=1 ai ∧ ei and
∨
i,j ai ∧ fi,j. From what has been shown, we know that
h takes the same value on all normal expressions for u based on the partition e1, . . . , en or
any partition that refines this. Since any two partitions of unity have a common refinement,
it follows that h takes the same value on all normal expressions for u, hence is well defined.
To see that h is a Heyting algebra homomorphism, let u, v ∈ S(A). By Proposition 3.5
these elements have normal expressions over a common partition of unity, say u =
∨n
i=1 ai∧ei
and v =
∨n
i=1 bi ∧ ei. Then
h(u) =
∨n
i=1 h(ai) ∧ h˜(ei)
h(v) =
∨n
i=1 h(bi) ∧ h˜(ei)
Since h˜ is a Boolean homomorphism, we have that h˜(e1), . . . h˜(en) is a partition of unity of
Z(E), and it follows that h(u) ∧ h(v) =
∨n
i=1 h(ai ∧ bi) ∧ h˜(ei), hence that h preserves finite
meets. A similar argument shows that h preserves finite joins and Heyting implication. To
see that h preserves supplements, let u have normal expression
∨n
i=1 ai ∧ ei. Since S(A) is
centrally supplemented, its supplement satisfies both De Morgan laws, so u+ =
∧n
i=1 a
+
i ∨e
+
i .
Then using the facts that h is a Heyting homomorphism and E is centrally supplemented,
so its supplement satisfies both De Morgan laws, we have
h(u+) =
∧n
i=1 h(a
+
i ) ∨ h(e
+
i )
h(u)+ =
∧n
i=1 h(ai)
+ ∨ h(ei)
+
Therefore, it is enough to show h(a+) = h(a)+ and h(e+) = h(e)+ for a ∈ A and e ∈ Z(S(A)).
Since e = (1 ∧ e) ∨ (0 ∧ e′) is a normal expression for e, we have that h(e) = h˜(e). So h
restricts to h˜ on the center of S(A). Then since supplements of central elements are their
complements and h˜ is a Boolean homomorphism, h(e)+ = h˜(e)+ = h˜(e+) = h(e+). For
a ∈ A, by Lemma 3.19 we have h(a)++ = h˜(a++). Therefore h(a)+ = h(a)+ = h(a)+++ =
h˜(a++)+ = h˜(a+++) = h˜(a+) = h(a+), where the last equality is because a+ is central.
Finally, uniqueness of h follows as it is determined on a set A ∪ Z(S(A)) that generates
S(A). 
Remark 3.21. It is not the case that S(A) is what one would call a free centrally supple-
mented Heyting extension of A. One can see this by considering the only Heyting algebra
embedding h : 3→ 2× 3 where 2 and 3 are the 2-element and 3-element Heyting algebras,
respectively. We have S(3) = 3, and 2×3 is centrally supplemented, but h does not preserve
supplements.
4. hyper-MacNeille completions
The hyper-MacNeille completion is a recent notion introduced in the general setting of
pointed residuated lattices, also known as FL-algebras [11, Sec. 6.2]. We are interested in
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its specialization to the Heyting algebra setting. Things simplify in this setting in several
ways. First, there is a known “frame-theoretic” simplification [52], and the purpose of this
note is to provide a further algebraic simplification. We begin with the bare bones simplified
description, and then relate this to frame-theoretic versions in the following section.
Definition 4.1. For A a Heyting algebra, let W = A2 and let N be the binary relation on
W given by (s, a)N (t, b) iff s ∨ t ∨ (a → b) = 1. We then let U, L be the associated Galois
connection
P(W ) P(W )
U
L
where U(X) = {u ∈ W : ∀w ∈ X (wNu)} and L(Y ) = {w ∈ W : ∀u ∈ Y (wNu)}.
Let WA be the polarity (W,W,N) described above and let G(WA) be its Galois closed
elements, that is, those X ⊆W with X = LU(X). As is the case with any Galois connection,
these Galois closed subsets form a complete lattice under set inclusion where
∧
I Xi =
⋂
I Xi
and
∨
I Xi = LU(
⋃
I Xi). A further general property of Galois connections applied to this
particular situation gives the following.
Lemma 4.2. For a Heyting algebra A, the set {L(t, b) : t, b ∈ A} is meet-dense in G(WA)
and the set {LU(s, a) : s, a ∈ A} is join-dense in G(WA).
Note that while we are using L and U for these operations, they do not signify lower and
upper bounds. Indeed, the relation N need not be a partial order. It is the case that N
is reflexive, but it need not be transitive nor anti-symmetric. A most convenient way to
visualize this relation is through the centrally supplemented extension S(A). We require
notation.
Definition 4.3. For a, b, s, t ∈ A let f(s, a) = a ∧ 1(s<1) and g(t, b) = (b ∧ 1(t<1)) ∨ 1(t=1).
Then set F = {f(s, a) : a, s ∈ A} and G = {g(t, b) : b, t ∈ A}.
We note that Lemma 3.11 says that F is join-dense in S(A) and G is meet-dense. One
may get the impression that there is a bijective correspondence between pairs (s, a) and
functions f(s, a). This is not the case, many pairs (s, a) can yield the same function f(s, a).
The crucial point in connecting S(A) to the relation N is the following simple observation.
Proposition 4.4. (s, a)N (t, b) iff f(s, a) ≤ g(t, b).
Proof. Let A be a Heyting algebra and a, b, s, t ∈ A. Consider A ≤
∏
Y Ay as a subdirect
product as in the previous section. Then (s, a)N(t, b) iff s∨ t∨ (a→ b) = 1. Since all of the
factors Ay are fsi, this join is equal to 1 iff for each y ∈ Y with s(y) < 1 and t(y) < 1 we have
that a(y) ≤ b(y), and this occurs iff the indicated inequality between functions occurs. 
Theorem 4.5. There is an order embedding ∆: S(A)→ G(WA) given by
∆(u) = {(s, a) : f(s, a) ≤ u}.
This embedding is join-dense and meet-dense, so G(WA) is the MacNeille completion of S(A).
Proof. For u ∈ S(A), let ↓u be the set of lower bounds of u in S(A) and ↑u be the set of
upper bounds. Since F and G are join-dense and meet-dense, respectively, it follows that
u is the join of ↓u ∩ F and u is the meet of ↑u ∩ G. It follows from this discussion and
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Proposition 4.4 that U(∆(u)) is the set of all (t, b) such that g(t, b) is an upper bound of u,
and LU(∆(u)) is the set of all (s, a) such that f(s, a) ≤ u. So ∆(u) = LU(∆(u)).
Clearly u ≤ v implies ∆(u) ⊆ ∆(v). But ∆(u) ⊆ ∆(v) implies ↓u ∩ F ⊆ ↓v ∩ F , so
u ≤ v. Thus ∆ is an order embedding. For b, t ∈ A we have ∆(g(t, b)) = L(t, b) by
Proposition 4.4. For a, s ∈ A, Proposition 4.4 gives U(s, a) = {(t, b) : f(s, a) ≤ g(t, b)} and
therefore ∆(f(s, a)) ⊆ LU(s, a). For the other containment, since (s, a) ∈ ∆(f(s, a)) we
have that LU(s, a) ⊆ LU(∆(f(s, a))) = ∆(f(s, a)). Consequently, ∆(f(s, a)) = LU(s, a).
By Lemma 4.2, {L(t, b) : b, t ∈ A} and {LU(s, a) : a, s ∈ A} are join-dense and meet-dense
in G(WA) respectively. Thus ∆ is a join-dense and meet-dense embedding. Since G(WA) is
complete, it is the MacNeille completion of S(A). 
Definition 4.6. We call G(WA) the hyper-MacNeille completion of A and denote it A
+.
We can easily accumulate a number of properties of the hyper-MacNeille completion.
Theorem 4.7. For a Heyting algebra A,
(1) A+ is a Heyting algebra,
(2) A+ is centrally supplemented,
(3) if A is centrally supplemented, A+ is the MacNeille completion of A,
(4) if A is fsi, A+ is the MacNeille completion of A,
(5) A++ is isomorphic to A+,
(6) the center of A+ is complete and a complete sublatice of A+,
(7) the embedding of A into A+ is regular iff A is externally distributive,
(8) the embedding of A into A+ is essential,
(9) the embedding of A into A+ preserves central supplements,
(10) A+ is equal to S(A)+,
(11) Z(A+) is equal to Z(S(A)) and is a complete subalgebra of A+,
(12) Z(A+) is the MacNeille completion of the free Boolean extension of A/θA ∼= D(A),
(13) if A is complete, then A+ = A iff A is centrally supplemented.
Proof. (1) The hyper-MacNeille completion A+ is the MacNeille completion of the Heyting
algebra S(A) and the MacNeille completion of a Heyting algebra is a Heyting algebra [36,
Thm. 2.3]. (2) The algebra S(A) is supplemented by definition, so its MacNeille completion
A+ is centrally supplemented by Proposition 2.9. (3) This follows since A being centrally
supplemented implies A = S(A) by Proposition 3.7. (4) This follows from (3) since a fsi
Heyting algebra is centrally supplemented. (5) By (2) A+ is centrally supplemented, so by
Proposition 3.7 we have S(A+) = A+, so A++ is the MacNeille completion of A+ which is
A+ since A+ is complete. (6) This follows from Proposition 2.7. (7) This follows from the
fact that the embedding of A into S(A) is regular iff A is externally distributive given in
Theorem 3.15 and the fact that the embedding of S(A) into its MacNeille completion A+
is always regular. (8) By Proposition 3.12, the embedding of A into S(A) is essential, and
the embedding of S(A) into its MacNeille completion A+ is essential. (9) That the embed-
ding of A into S(A) preserves existing central supplements is given by Proposition 3.1, and
Proposition 2.9 shows that the embedding of the centrally supplemented algebra S(A) into
its MacNeille completion A+ preserves central supplements. (10) This follows since S(A)+ is
the MacNeille completion of S(S(A)) and S(S(A)) is equal to S(A) by Proposition 3.7. (11)
This follows from Proposition 2.10 and the facts that S(A) is centrally supplemented and
A+ = S(A). (12) This follows from (11), Proposition 2.10, and the fact that any Boolean
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algebra generated by a bounded distributive lattice is its free Boolean extension. (13) If A
is centrally supplemented, then by Proposition 3.7, A = S(A), and then if A is complete
A = S(A) = A+. Conversely, if A = A+, then A is centrally supplemented by (2). 
Remark 4.8. In the wider setting of FL-algebras a few results related to Theorem 4.7 are
known. Namely, the hyper-MacNeille completion and the MacNeille completion coincide for
of any subdirectly irreducible FL-algebra [11, Prop. 6.6], and the embedding of an externally
distributive FL-algebra into its hyper-MacNeille completion is regular [11, Thm. 6.11].
5. Other realizations of the hyper-MacNeille completion
The previous section describes the hyper-MacNeille completion of a Heyting algebra as
the MacNeille of its centrally supplemented extension. This provides a convenient method
to work with hyper-MacNeille completions of Heyting algebras but is not its original source.
As described in the introduction, hyper-MacNeille completions arose in the study of proof
theory for substructural logics. In [11] the notion of a residuated hyper-frame which may be
identified with a special class of so-called residuated frames [10, 24]. It was shown that from
a (pointed) residuated lattice one can construct a certain residuated hyper-frame, and from
this hyper-frame construct a complete (pointed) residuated lattice extending the original.
This was termed the hyper-MacNeille completion. In this section we show that the notion
of hyper-MacNeille completion introduced in the previous section coincides with the original
notion introduced by Ciabattoni, Galatos, and Terui. The results in this section are not
needed in the remainder of the paper.
Residuated frames are polarities equipped with additional structure ensuring that the
lattice of Galois closed sets is a (pointed) residuated lattice. Since we are here only interested
in the case of Heyting algebras, we do not need it is not the notion of residuated frames in full
generality, and it suffices to work with the simpler notion of a Heyting frame [53, Sec. 6.1].
Definition 5.1. A Heyting frame W = (W0,W1, N, ◦, ε, ) is a structure consisting of a
relation N ⊆W0×W1, a monoid (W0, ◦, ε), and an operation : W0×W1 → W1 satisfying:
(1) w ◦ vNu ⇐⇒ vNw  u,
(2) w ◦ wNu =⇒ wNu,
(3) εNu =⇒ wNu,
(4) w ◦ vNu =⇒ v ◦ wNu,
for all w, v ∈ W0 and u ∈ W1.
The relation N of a Heyting frame gives a Galois connection between P(W0) and P(W1).
The purpose of the additional structure of a Heyting frame is to ensure that the lattice of
Galois closed sets gives a Heyting algebra. The following is given in [53, Lem. 13].
Theorem 5.2. IfW = (W0,W1, N, ◦, ε, ) is a Heyting frame then the Galois closed subsets
of W0 form a complete Heyting algebra W
+ with implication
X → Y = {w ∈ W0 : ∀v ∈ X (v ◦ w ∈ Y )}.
Example 5.3. For a Heyting algebra A let MA = (A,A,≤,∧, 1,→). It is not difficult to
show that MA is a Heyting frame and M
+
A is the MacNeille completion A of A.
We turn to a different application of Heyting frames that leads to the hyper-MacNeille
completion of a Heyting algebra. The approach is essentially the one presented in [52]. For
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a Heyting algebra A, we use A∨ = (A,∨, 0) for its join-semilattice reduct and A∧ = (A,∧, 1)
for its meet-semilattice reduct.
Definition 5.4. For a Heyting algebra A let WA = (W,W,N, ◦, (0, 1), ). Here the monoid
W = A∨×A∧ has operation (s, a)◦(t, b) = (s∨t, a∧b), the relation N is given by (s, a)N(t, b)
iff s ∨ t ∨ (a→ b) = 1, and (s, a) (t, b) = (s ∨ t, a→ b).
We now connect Heyting frames to the results of the previous section.
Proposition 5.5. For A a Heyting algebra, WA is a Heyting frame and the complete Heyting
algebra W+A of its Galois closed elements is the hyper-MacNeille completion A
+ and this is
isomorphic to the MacNeille completion of S(A).
Proof. It is straightforward to verify that WA is a Heyting frame. Note that the set W and
relation N are exactly as in Definition 4.1, so G(WA) =W
+
A . The result follows from results
of the previous section. 
We next recall the original definition from [11, Sec. 6.2] of the hyper-MacNeille completion
of a Heyting algebra A. Let F (A2) be the free commutative monoid on the set A2. We then
obtain a monoid M∗A = F (A
2) × A∧, with operation (h, a) ◦ (g, b) = (hg, a ∧ b) and unit
(ε, 1), where ε denotes the empty word. The universal property of F (A2) yields a monoid
homomorphism (·)∗ : F (A2)→ A∨ by letting (a, b)
∗ = a→ b.
Definition 5.6. For a Heyting algebra A, let VA = (M
∗
A ,M
∗
A , Q, ◦, (ε, 1), ) where Q is given
by (h, a) Q (g, b) iff h∗ ∨ g∗ ∨ (a→ b) = 1, and (h, a) (g, b) = (hg, a→ b).
It is not hard to show that VA is a Heyting frame. As establish in [11, Thm. 5.20] the
resulting algebra of Galois closed sets is a completion of A.
Theorem 5.7. Let A be a Heyting algebra. Then there is a Heyting algebra embedding
α : A→ V +A given by α(b) = L(ε, b).
In [11, Sec. 6.2] the hyper-MacNeille completion of A is defined to be the algebra V +A . We
show that the Heyting algebra of Galois closed sets of VA is the same as that of WA, which
we know to be the Heyting algebra given by the MacNeille completion of S(A). We leave to
the reader the simple proof of the following.
Lemma 5.8. Let R be a binary relation on a set X and S be a binary relation on a set Y .
If f : X → Y is a surjective map with u R v iff f(u) S f(v), then the direct-image function
f [·] : G(X)→ G(Y ) is an order-isomorphism between their Galois closed sets.
Using this lemma, we next show that the two definitions of hyper-MacNeille completions
coincide.
Theorem 5.9. For A is a Heyting algebra, W+A is isomorphic to V
+
A .
Proof. Note that there is a surjective map f : VA → WA given by f(h, a) = (h
∗, a) and
(h, a) Q (g, b) iff (h∗, a) N (g∗, b). The result follows from Lemma 5.8. 
6. Boolean products and related sheaves
There is a long history of presenting algebras by the global sections of a sheaf. Recall that
a sheaf consists of a local homeomorphism π : S → Y between topological spaces S, called
the sheaf space, and Y , the base space. A global section of this sheaf is a continuous map
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σ : Y → S with π ◦ σ being the identity on Y . Let Γ(S) be the set of global section of S. If
for each y ∈ Y the stalk Sy = π
−1[{y}] carries the structure of an algebra of a given type,
and the topology of S is compatible with the induced algebraic operations, then the global
sections of the sheaf form a subalgebra of the product
∏
Y Sy. Instances of this situation are
weak Boolean products. Here we follow [6, 7, 17].
Definition 6.1. A subdirect product A ≤
∏
Y Ay of a family of algebras is a weak Boolean
product if the index set Y is equipped with a Stone space topology and for all a, b ∈ A:
(1) Ja = bK = {y ∈ Y : a(y) = b(y)} is open,
(2) If N ⊆ Y is clopen, there is c ∈ A with N = Jc = aK and Y \N = Jc = bK.
The first property is called equalizers are open, and the second is the patchwork property. If
moreover for each a, b ∈ A the set Ja = bK is clopen then we say this A is a Boolean product.
Each weak Boolean product gives rise to a sheaf representation. In the following, we make
the harmless assumption that in a weak Boolean product A ≤
∏
Y Ay the stalks Ay are
pairwise disjoint. A notationally more cumbersome approach “disjointifies” the stalks if this
is not the case. The following is well known [17].
Proposition 6.2. Let A ≤
∏
Y Ay be a weak Boolean product. Set S to be the disjoint union
of the stalks Ay for y ∈ Y , and for each a ∈ A and open U ⊆ Y set O(a, U) = {a(y) : y ∈ U}.
Then the sets of the form O(a, U) where a ∈ A and U ⊆ Y is open form a base for a
topology on S making the operations of S continuous. The natural map π : S → Y is a local
homeomorphism, and A is the algebra Γ(S) of global sections of this sheaf.
There is a standard method to construct a weak Boolean product representation of any
algebra A via its factor congruences [13, 19]. This comes from the Pierce sheaf representation
of a ring in terms of its central idempotents [46]. We describe things in the setting of Heyting
algebras. For a central element c in a Heyting algebra A there is a congruence θc, given by
a θc b ⇐⇒ a ∧ c = b ∧ c.
This is not only a Heyting algebra congruence, but is compatible with existing supplements
too. For X the dual Stone space of Z(A) and an ultrafilter x ∈ X let θx be the up-directed
union of {θc : c ∈ x}. This also is a congruence compatible with existing supplements.
Proposition 6.3. For a Heyting algebra A, the subdirect representation A ≤
∏
X Ax over
the Stone space of its center is a weak Boolean product representation.
Following [17] we refer to this the usual representation of A over its center. We call the
sheaf associated to this weak Boolean product representation the central sheaf of A.
Proposition 6.4. Let A be a Heyting algebra. The stalks of the central sheaf of S(A) are of
the form A/θx for x ∈ C(Y ), the closure of the minimum Y in XA.
Proof. The stalks of the central sheaf of S(A) are of the form S(A)/θz for z a ultrafilter
over the center of S(A). We first show that the induced map βz : A→ S(A)/θz is surjective
from which it follows that A/ker βz ∼= S(A)/θz. To this end let u ∈ S(A) be given. By
Proposition 3.5, u =
∨n
i=1 ai ∧ ei for some a1, . . . , an ∈ A and some central partition of unity
e1, . . . , en in S(A). We must have ej ∈ z for some 1 ≤ j ≤ n. But u ∧ ej = aj ∧ ej , whence
u/θz = aj/θz, showing that βz(aj) = u/θz.
We next show that ker βz = θx for some x ∈ C(Y ). For this it suffices to show that
the equivalence class of 1 under the congruence ker βz is a prime filter belonging to C(Y ).
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Evidently, (a, 1) ∈ ker βz iff a ≥ c for some c ∈ z. Hence the equivalence class of 1 is the set
x = ↑z ∩ A, which by Proposition 3.10 is indeed a prime filter in the closure of Y . 
The following is taken from [17]. It applies in a more general setting, but we apply it only
to Heyting algebras.
Definition 6.5. A Heyting algebra is Hausdorff if the usual representation over its center
is a Boolean product.
In [55, Thm. 9.5] centrally supplemented Heyting algebras were shown to be exactly the
Boolean products of fsi Heyting algebras. In fact something slightly stronger can be said.
Proposition 6.6. A Heyting algebra A is centrally supplemented iff it is Hausdorff and its
central sheaf has fsi stalks.
Proof. If A is centrally supplemented, then by Lemma 2.11 the filters generated by the
ultrafilters of its center are the minimal prime filters of A. Thus the stalks of its central
sheaf are the Ax where x is a minimal prime filter, and therefore are fsi. For a, b ∈ A we have
a(x) = b(x) iff (a ↔ b)(x) = 1. So to show equalizers are clopen, it is enough to show that
for each a ∈ A that N = Ja = 1K is clopen. Since the stalks are fsi we have M = Ja+ = 1K
contains the complement of N . If M and N are not disjoint there is a non-empty clopen set
K contained in their intersection. Let e be the central element of A corresponding to K and
note that a+ is the central element corresponding to M . Then a ∨ (a+ ∧ e+) = 1, contrary
to a+ being the supplement of a+. Thus the clopen set M is the complement of N , showing
that N is clopen. So A is Hausdorff.
Suppose conversely that A is Hausdorff and its stalks are fsi. For a ∈ A we have Ja = 1K is
clopen, so the characteristic function of its complement is continuous, hence a global section,
hence an element of A. Since the stalks are fsi this section is the supplement of a and is
evidently central. 
Remark 6.7. Priestley duality for (weak) Boolean products, or equivalently globals sections
of sheaves over Stone spaces, is well-understood, see [33, 26, 29]. If A is a (weak) Boolean
product of a family {Az}z∈Z of bounded distributive lattices indexed by a Stone space Z,
then there is an order-preserving continuous quotient map q : XA ։ Z such that for each
z ∈ Z, the fiber q−1(z) is homeomorphic and order-isomorphic to the dual space of Az. Thus
combining Propositions 6.4 and 6.6, we obtain a description of the dual space of S(A) as a
“sum” of the subspaces of XA of the form ↑y with y ∈ C(Y ).
Proposition 6.8. A Heyting algebra is centrally supplemented iff the subdirect embedding
A ≤
∏
Y Ay over the minimum of the dual Esakia space of A is a Boolean product represen-
tation, and in this case, this Boolean product representation is essentially the usual one.
Proof. If A is centrally supplemented, by Lemma 2.11 the minimal prime filters y ∈ Y are
exactly the upsets ↑x of the ultrafilters x in the center of A. In this case the congruence θy is
equal to the congruence θx, and this subdirect representation is equal to the usual Boolean
product representation in all ways except the elements of the base space are the upsets ↑x
rather than simple the ultrafilters x themselves. For the converse, we have that the stalks
Ay are fsi since they are quotients of A by prime filters. For a ∈ A, the supplement of a in
the product is the characteristic function χU where U is the complement of the set Ja = 1K.
Since this is a Boolean product, this equalizer and its complement U are clopen. Thus the
patchwork property gives χU belongs to A, and is therefore the supplement of a in A as well.
Clearly this supplement is central. 
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For the usual weak Boolean product representation A ≤
∏
X Ax we let D(A) be the
elements of the product that are continuous on a dense open subset of X and let θD be the
relation on the product where f θD g iff f and g agree on a dense open subset of X . The
following can be found in [17, 34].
Proposition 6.9. For an algebra A with usual weak Boolean product A ≤
∏
X Ax, the
collection D(A) of dense open sections is a subalgebra of the product and θD is a congruence
on the product.
The quotient algebra D(A)/θD is denotedRA and called the algebra of dense open sections.
There is an obvious mapping of A into RA, and A is called weakly Hausdorff if this map is
embedding. This happens when two elements a, b ∈ A that agree on a dense open set are
equal. This is the case in any Hausdorff algebra since Ja = bK is clopen, so if it contains a
dense set it is all of X giving that a = b.
Proposition 6.10. If A is a Heyting algebra, then A is join- and meet-densely embedded in
the algebra RS(A) of dense open sections of S(A). So the hyper-MacNeille completion A+
is the MacNeille completion of RS(A).
Proof. Since S(A) is centrally supplemented, by Proposition 6.6 S(A) is Hausdorff, and
therefore weakly Hausdorff. So the mapping of S(A) into RS(A) is an embedding and then
by [17, Lem. 6.10] it is join- and meet-dense. It follows that the MacNeille completion of
S(A) is equal to the MacNeille completion of RS(A). But the MacNeille completion of S(A)
is the hyper-MacNeille completion A+ by Theorem 4.5. 
As it stands, this is of limited interest. However, results of [17, 34] relate the MacNeille
completion of an algebra to its algebra of dense open sections under certain conditions. In
particular, we have the following consequence of [34, Prop. 4].
Proposition 6.11. If A is a weakly Hausdorff Heyting algebra and the stalks of its weak
Boolean product representation have uniformly bounded finite cardinality on a dense open
subset of the base space, then RA is the MacNeille completion of A.
Corollary 6.12. If A is a centrally supplemented Heyting algebra and the stalks of its weak
Boolean product representation have uniformly bounded finite cardinality, then its hyper-
MacNeille completion is its algebra RA of dense open sections.
Proof. Since A is centrally supplemented it is Hausdorff by Proposition 6.6 and its hyper-
MacNeille completion is its MacNeille completion by Theorem 4.7. The result then follows
by Proposition 6.11. 
We note that RA always belongs to to the variety generated by A since it is a quotient of
a subalgebra of a product of quotients of A. This will be put to use in the following section,
but first we turn to a different application of sheaves.
Definition 6.13. For the subdirect product A ≤
∏
Y Ay of a Heyting algebra A over the
minimum of its dual Esakia space, let SY be the disjoint union of the stalks Ay for y ∈ Y ,
and for a ∈ A and U ⊆ Y open set O(a, U) = {a(y) : y ∈ U}.
The following is a simple modification of the standard Pierce sheaf construction whose
proof is found in [34, Prop. 1].
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Proposition 6.14. For a Heyting algebra A the sets of the form O(a, U) where a ∈ A and
U ⊆ Y is open form a basis of a topology on SY . With this topology SY is a sheaf of Heyting
algebras with A a Heyting subalgebra of the globals sections Γ(SY ).
We call this the sheaf over the minimum of A. There are differences between this situation
and the central sheaf of A that comes from the weak Boolean product representation of A
over its center. The space Y has a basis of clopen sets, but need not be compact, so is
generally not a Stone space. So this sheaf cannot come from weak Boolean product. The
patchwork property holds only in that one can patch two global sections over a clopen set,
but patching two global sections coming from elements of A will not usually result in a global
section coming from A. This and the lack of compactness of the base space Y point to why
A can be a proper subalgebra of Γ(SY ).
Proposition 6.15. For A a Heyting algebra, the global sections Γ(SY ) of the sheaf over
its minimum is a centrally supplemented Heyting algebra and the centrally supplemented
extension S(A) is a supplemented subalgebra of Γ(SY ).
Proof. By Definition 3.2 S(A) is the supplemented subalgebra of the product
∏
y∈Y Ay gen-
erated by A. Since we know that A is contained in Γ(SY ) and that Γ(SY ) is a Heyting
subalgebra of the product
∏
y∈Y Ay, it remains only to show that Γ(SY ) is closed under
supplements in the product. Suppose σ is a global section of SY . Since the stalks are fsi, the
supplement σ+ is the characteristic function χU of U = Jσ < 1K. Let y ∈ Y . If χU(y) = 0,
then σ(y) = 1, so σ(y) ∈ O(1, Y ). By the continuity of σ there is a neighborhood V of y
where σ takes value 1, hence χU takes value 0 on V , showing χU is continuous at y. Suppose
χU(y) = 1 and that a ∈ A is such that σ(y) = a(y). Then a(y) < 1. By the continuity of
σ there is a neighborhood W of y mapped by σ into O(a, Ja < 1K). It follows that σ takes
value less than 1 on W and so χU takes value 1 on W . Again, χU is continuous at y. So σ
+
is a global section. 
Definition 6.16. Let Q(A) be the algebra of dense open sections of the sheaf SY over the
minimum of A, that is, the set of sections of SY that are continuous on a dense open set
modulo equivalence on a dense open set.
As in [17] it is straightforward to verify thatQ(A) is a Heyting algebra, and by construction
it belongs to the variety generated by A. Unlike the situation with the algebra of dense open
sections over the central sheaf, there is no special requirement, like weakly Hausdorff, for the
natural map from A to Q(A) to be an embedding. Furthermore, by Proposition 6.15 each
member of S(A) is a global section of SY and hence continuous everywhere, and therefore
there is a natural map from S(A) to Q(A). In fact, we have the following.
Proposition 6.17. For any Heyting algebra A, the natural map from S(A) into Q(A) is a
join-dense and meet-dense Heyting algebra embedding.
Proof. Clearly the natural map α from S(A) to Q(A) is a Heyting algebra homomorphism.
To see it is an embedding, we need only show that 1 is the only element of S(A) mapped by
α to 1. Suppose a ∈ A and U ⊆ Y is clopen, and set U ′ = Y \U . Let ψ = (a∧χU)∨ χU ′. If
we show that α(ψ) = 1 implies that ψ = 1, it follows from the description of S(A) given in
Proposition 3.5 that α is an embedding. If ψ 6= 1, then there is y ∈ U with a(y) 6= 1. Then
Ja < 1K ∩ U is a non-empty clopen set on which ψ is different than 1, hence α(ψ) 6= 1. The
proof of join- and meet-density is the same as that given in [17, Lem. 6.9] once it is noted
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that the elements agreeing with a given a ∈ A on a clopen set U and 0 elsewhere belong to
S(A) and the elements agreeing with a on U and 1 elsewhere belong to S(A). 
This immediately gives the following.
Theorem 6.18. For a Heyting algebra A we have that the hyper-MacNeille completion of
A is the MacNeille completion of the algebra of dense open sections of the sheaf over the
minimum of A, that is, A+ = Q(A).
A number of special cases of this are worthwhile to note. In the next result we will use Y0
for the set of isolated points of the minimum of the dual Esakia space of a Heyting algebra
A. This is clearly an open set.
Corollary 6.19. If A is a Heyting algebra and the isolated points Y0 of its minimum is a
dense subset of Y , then A+ =
∏
Y0
Ay.
Proof. If Y0 is dense, then it is a dense open subset of Y . So Q(A) is isomorphic to the
product
∏
Y0
Ay. The result follows from Theorem 6.18 and the well-known, and easily
proved fact that the MacNeille completion of a product of bounded lattices is the product
of their MacNeille completions. 
Corollary 6.20. If A is a Heyting algebra whose minimum is finite, then A+ =
∏
Y Ay.
Theorem 6.18 also has application in another direction.
Proposition 6.21. If there is a dense open set on which the stalks of the sheaf SY over the
minimum of A have uniformly bounded finite cardinality, then A+ = Q(A).
Proof. It is enough to show that in this circumstance Q(A) is complete. This is shown by
adapting the proof of [34, Prop. 4]. The key element is that in our setting, for a, b ∈ A we
have that Ja = bK is equal to Ja↔ b = 1K and is therefore clopen. 
Remark 6.22. Using sheaf representations to construct different types of completions of
lattice based algebras is by no means a new technique as references to [34, 17] show. We
point to two more examples of this phenomenon. Given a completely regular Baire space X
the Dedekind completion of the Riesz space C(X) of real-valued continuous functions on X
may be obtain as the Riesz space consisting of certain bounded real-valued functions on X
which are continuous on a dense set and identified by equality on a dense set [21, Thm. 6.1].
Similarly, lateral completions of ℓ-groups may be obtain from sheaf representations in a way
resembling the construction of Q(A) [48].
7. Varieties closed under hyper-MacNeille completions
As described in the introduction, the hyper-MacNeille completion arose from systematic
considerations in substructural proof theory about the admissibility of the cut-rule in certain
hypersequent calculi. In the context of this work there is a hierarchy of families of equa-
tions/formulas, first given in [8], among which the formulas belonging to the level P3 can
effectively be transformed into an equivalent hypersequent calculus in which, under certain
assumptions, the cut-rule is guaranteed to be admissible [11]. This fact is closely related to
one of the key results about hyper-MacNeille completions of Heyting algebras.
Theorem 7.1 ([11, Thm. 7.3]). If V is a variety of Heyting algebras axiomatized by P3-
equations, then V is closed under hyper-MacNeille completions.
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To give a bit of a feel for such varieties, we give the following.
Proposition 7.2. If V is a variety of Heyting algebras axiomatized by P3-equations, then
(1) The variety V is generated by its finite members.
(2) If A ∈ V is fsi, each Heyting algebra B that is a (∧, 0, 1)-subalgebra of A belongs to
V.
(3) The variety V can be axiomatized using only ∨-free equations.
(4) The class of fsi algebras in V is closed under MacNeille completions.
(5) If V 6= HA, then there is a natural number n such that the dual Esakia space of any
fsi algebra in V has at most n maximal points.
Proof. The first three statements can be found in [39] and [38, Chap. 2], the fourth in [9],
and the last in [38, Chap. 3]. 
It is worthwhile to discuss the general situation for completions of Heyting algebras. The
variety HA of Heyting algebras is closed under MacNeille completions, canonical comple-
tions, and hyper-MacNeille completions. MacNeille completions are always regular, hyper-
MacNeille completions are regular exactly when the algebra is externally distributive, and
canonical completions are regular only for finite Heyting algebras. Here are some known
results about completions of Heyting algebras.
Theorem 7.3 ([36]). The only varieties of Heyting algebras that are closed under MacNeille
completions are the trivial variety, the variety of Boolean algebras, and the variety of all
Heyting algebras.
Theorem 7.4 ([35]). The variety V(3) generated by the 3-element Heyting algebra admits
a regular completion.
To help place the hyper-MacNeille completion among these other types of completions,
we give the following.
Theorem 7.5. Let V be a variety of Heyting algebras. If V is closed under MacNeille
completions, then it is closed under hyper-MacNeille completions, and if V is closed under
hyper-MacNeille completions, then it is closed under canonical completions.
Proof. The first statement follows since A ∈ V implies that S(A) ∈ V, and A+ = S(A).
For the second statement suppose that V is closed under hyper-MacNeille completions and
A ∈ V. By [28], for any Heyting algebra E the canonical completion Eσ is a subalgebra
of the MacNeille completion of an ultrapower EI/u of E. So for E = S(A) we have that
E ∈ V and that E is centrally supplemented. So the ultrapower EI/u also belongs to V and
is centrally supplemented. Thus by Theorem 4.7(3), (EI/u)+ = EI/u belongs to V. But Eσ
is a subalgebra of EI/u, and so belongs to V. Since A ≤ S(A) = E, general properties of
canonical extensions, see, e.g., [27], give Aσ ≤ Eσ, and therefore Aσ ∈ V. 
One might hope that hyper-MacNeille completions will provide a new source of regular
completions for Heyting algebras. This in not the case.
Theorem 7.6. The trivial variety and variety of Boolean algebras are the only varieties
of Heyting algebras that are closed under hyper-MacNeille completions and for which the
hyper-MacNeille completion is always regular.
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Proof. Since there are members of V(3), such as the algebra of empty and co-finite subsets
of the natural numbers, that are not externally distributive, the statement follows from
Theorem 4.7(7) and the fact that any variety of Heyting algebras other than the trivial
variety and the variety of Boolean algebras contains V(3). 
To continue to place the hyper-MacNeille completion, we give further examples of varieties
that are closed under it.
Theorem 7.7. Any variety of Heyting algebras generated by a finite algebra is closed under
hyper-MacNeille completions.
Proof. Suppose V is generated by the finite algebra E of cardinality n. Then by Jo´nsson’s
Lemma [37, Sec. 6], the fsi algebras in V are all homomorphic images of subalgebras of
E, hence have cardinality at most n. Then by Proposition 6.21 for any A ∈ V we have
A+ = Q(A) since all the stalks of the sheaf SY over the minimum of A are fsi and hence
have cardinality at most n. But Q(A) belongs to the variety generated by A, and hence to
V. 
Remark 7.8. Using Proposition 7.2(2) it is not hard to come up with examples of finitely
generated varieties of Heyting algebras which are not axiomatizable by P3-equations, e.g., the
variety generated by the Heyting algebra (2×2)⊕1, obtained by adding a new top element
to the four element Boolean algebra. Note however, that not all varieties determined by
P3-equations are finitely generated, such as the variety LC generated by all totally ordered
Heyting algebras.
There are other examples of varieties that are closed under hyper-MacNeille completions
that are not axiomatizable by P3-equations. The key is the following simple consequence of
the fact that A+ = S(A) and that S(A) is centrally supplemented.
Corollary 7.9. A variety V of Heyting algebras is closed under hyper-MacNeille completions
iff the class of centrally supplemented algebras in V is closed under MacNeille completions.
Having a supplement makes it possible to use syntactic methods analogous to the ones
developed in [30, 54], or, alternatively, ALBA-style methods as in, e.g., [15, 14, 16], to
establish closure under MacNeille completions. Consider, for example, the variety BD2 of
Heyting algebras satisfying the equation
1 ≈ x2 ∨ (x2 → (x1 ∨ x
∗
1)). (bd2)
This variety is not determined by P3-equations [39, Prop. 3.24], nor is it finitely gener-
ated. Note however, that the corresponding intermediate logic does admit a simple cut-free
hypersequent calculus [12].
Proposition 7.10. The variety BD2 is closed under hyper-MacNeille completions.
Proof. By Corollary 7.9 it is enough to show that the MacNeille completion of each centrally
supplemented member of BD2 is in BD2. Observe that on supplemented Heyting algebras
the defining equation for BD2 is equivalent to the equation
x+1 ∧ x1 ≤ x2 ∨ x
∗
2. (2)
Let A be a supplemented Heyting algebra, then A is also a supplemented Heyting algebra.
Since the set A is both join- and meet-dense in A we have that A validates Equation (2) iff
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the following two-sorted quasi-equation holds
∀a, b ∈ A ∀x1, x2 ∈ A ((a ≤ x
+
1 ∧ x1 and x2 ∨ x
∗
2 ≤ b) =⇒ a ≤ b. (3)
This is essentially mimicking the approximation step of the ALBA algorithm. Noting that
a ≤ x1 and a ≤ x
+
1 implies that a ≤ x
+
1 ≤ a
+, and similarly with x2, x
∗
2 ≤ b, we have that
(3) is equivalent to
∀a, b ∈ A((a ≤ a+ and b∗ ≤ b) =⇒ a ≤ b). (4)
There is no ambiguity here since supplements and pseudo-complements in A agree with
those in A by meet-density and join-density. This last step is essentially a version of what
is known as the Ackermann Lemma or the minimal valuation argument in the context of
correspondence theory, see, e.g., [15]. Now, (4) only depends on A, it is expressing that every
co-dense element is below every dense element. Moreover, the above reasoning also shows
that (4) is equivalent to A validating (2) and hence A belonging to BD2. 
Remark 7.11. A similar kind of argument works for many other varieties of Heyting alge-
bras. Further, the above result has not used the full power of the centrally supplemented
condition, it has only used supplementation.
8. Concluding remarks
While we have been able to obtain some new results and reprove some already known
facts about the hyper-MacNeille completion of Heyting algebras many questions remain to
be answered. In particular, we would like to have a good enough understanding of A+ to
be able to derive the fact that any variety of Heyting algebra axiomatized by P3-equations
is closed under hyper-MacNeille completions [11, Thm. 7.3] without recourse to syntactic
analysis. We note that for any such variety the class of finitely subdirectly irreducible
algebras is always closed under MacNeille completions [9], see also [3] for an alternative
argument. A positive answer to the following question would solve this problem.
Problem 1. Let V be a variety of Heyting algebras such that for each fsi A ∈ V we have
that A ∈ V. Must it be the case that V is closed under hyper-MacNeille completions?
We believe sheaf-theoretic techniques may be useful in approaching this problem.
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