ABSTRACT: We propose a new methodology for the firstprinciples description of the electronic properties relevant for charge transport in organic molecular crystals. This methodology, which is based on the combination of a nonempirical, optimally tuned rangeseparated hybrid functional with the polarizable continuum model, is applied to a series of eight representative molecular semiconductor crystals. We show that it provides ionization energies, electron affinities, and transport gaps in very good agreement with experimental values, as well as with the results of many-body perturbation theory within the GW approximation at a fraction of the computational costs. Hence, this approach represents an easily applicable and computationally efficient tool to estimate the gas-tocrystal phase shifts of the frontier-orbital quasiparticle energies in organic electronic materials.
INTRODUCTION
Organic semiconductors have attracted considerable interest because of their applications in new generations of plastic electronic and optoelectronic devices. 1−4 Design of novel materials requires a fundamental understanding of various phenomena such as photoexcitation, charge mobility, intramolecular/intermolecular interactions, and solid-state polarizations (gap renormalization). In particular, the prediction of reliable quasiparticle energies and transport (fundamental) gaps is critical to understand mechanisms such as carrier injection and transport. 4, 5 The solid-state transport gap (E g ) is defined as the minimum energy of formation of a pair of separated free electron and hole, that is, the difference between the ionization energy (IE) and electron affinity (EA). 6 Experimentally, these quantities can be determined via ultraviolet photoelectron spectroscopy (UPS) and inverse photoemission spectroscopy (IPES), respectively. 5 From a theoretical standpoint, a particular challenge arises from the fact that the comparison between calculated quasiparticle energies at the single-molecule level and experimental measurements on crystals or thin films is by no means straightforward. In practice, it is found that the gas-phase molecular orbital energies evaluated from density functional theory (DFT) often agree quite well with the solid-state IE and EA experimental estimates, despite the fact that the former obviously do not account for solid-state effects. 7, 8 A similarly fortuitous agreement is also often obtained when using the DFT frontier orbital energy gaps to represent the optical gaps measured with UV-vis spectroscopy, even though the exciton binding energies and excited-state correlation effects are completely ignored. 9, 10 However, since such agreements are based on an uncontrolled cancellation of errors, the theoretical insights and predictions that can be obtained from gas-phase calculations are severely limited.
In addition to these theoretical challenges, the reported experimental data can sometimes vary significantly among measurements carried out by different research groups. As a consequence, the physical interpretation of these measurements can remain controversial. 11 To take a recent example involving two widely studied organic semiconductors, the IE of the pentacene crystal has been measured by the Lichtenberger group to be 4.81 eV, 12, 13 which is 0.24 eV smaller than the IE measured by the Kahn group (5.05 eV); 14, 15 on the other hand, the IE of tri-isopropylsilyl-ethynyl (TIPS)−pentacene determined by the Lichtenberger group (5.84 eV) 12, 13 is 0.80 eV larger than that reported by the Kahn group (5.04 eV). 14, 15 As a result, the solid-state polarization energies estimated for the TIPS-pentacene films are remarkably different: 0.44 eV by the Lichtenberger group vs 1.24 eV by the Kahn group. 16 Generally speaking, several factors can contribute to such significant variations between experimentally determined values, 16−19 such as (i) different ways to analyze the measurements, e.g., using peak onset or peak maximum values, and vertical or adiabatic values; (ii) morphology and degree of crystallinity of the molecular films; (iii) nature of the material surfaces, given the extreme surface sensitivity of UPS/IPES measurements; (iv) different substrates such as Au, Ag, SiO 2 , or ITO and, related to that, different orientations of the molecules on the surface; 19 (v) uncontrolled environmental effects, temperature effects, and/or oxidation of the crystal/film surface; and (vi) resolution of the instruments and the general experimental setup. A reliable and computationally efficient method for the prediction of solid-state IEs, EAs, and transport gaps from first-principles would thus be highly beneficial, as it would allow one to assess the intrinsic materials properties and possibly help in determining the origin of variations in experimental results.
The "state-of-the-art" for the prediction of IEs, EAs, and transport gaps from first-principles is many-body perturbation theory within the GW approximation. 20 This method has been shown to provide quantitative predictions for the quasiparticle (QP) spectrum of organic and inorganic systems. 18,21−24 However, not only is GW computationally much more demanding than DFT, the fact that it is typically employed non-self-consistently also leads to a significant starting-point dependence. 25−31 For the case of the pentacene molecule, for example, it has been found that non-self-consistent G 0 W 0 calculations based on a (semi)local DFT starting point underestimate the fundamental gap E g in the gas phase by as much as 0.7 eV, while E g calculated at the same level of theory for the pentacene crystal is found to be in good agreement with the experimentally determined solid-state E g , likely due to a fortuitous cancellation of errors. 18 The G 0 W 0 accuracy can be significantly improved by the introduction of self-consistency at the level of eigenvalues 26, 32 or using "better" DFT starting points, such as the global hybrid PBE0 27, 28, 33 and short-range hybrid Heyd-Scuseria-Ernzerhof (HSE) functionals, 18 as well as standard 33 and nonempirically tuned long-range corrected hybrid functionals. 30, 34 However, the application of hybrid functionals for periodic systems is still computationally demanding, in particular when using the large basis sets required to converge a G 0 W 0 calculation.
A computationally less demanding method to determine the ground-state electronic structures of molecules and solids is DFT. Unfortunately, conventional (semi)local exchangecorrelation (XC) functionals may fail completely in predicting the electronic structure in "difficult" cases, such as organic mixed-valence or donor−acceptor systems. 35−37 In molecular crystals, the surrounding environment is substantially different from that of isolated molecules due to polarization effects. 17 Polarization is essentially a phenomenon related to nonlocal correlation, which cannot be captured by semilocal XC functionals. Furthermore, as a consequence of the lack of derivative discontinuity, 38 44−47 satisfying the correct asymptotic behavior in the long-range limit were developed to address this issue (among others). However, the standard implementation of those functionals, which makes use of a fixed, empirical range-separation parameter, often overestimates HOMO−LUMO gaps for large π-conjugated systems and typically has a tendency to show too much Hartree−Fock (HF)-like character. 9, 35, 48, 49 To allow for an improved description of the frontier orbital energies obtained from long-range corrected hybrid functionals, the concept of an "optimal tuning" of the range-separation parameter (ω) was introduced. 50, 51 This tuning procedure is based on the ionization potential (IP) theorem, which states that the negative HOMO energy (−ε H ) in exact Kohn−Sham DFT is equal to the vertical IE, that is, the difference in total energy between the neutral and cationic systems for a fixed geometry. 52 It has been demonstrated that the tuning concept yields reliable descriptions of both ground-state properties 35 ,52−55 and excited-state properties 9,56−58 of organic molecules and polymer chains. 48 The IP-tuning procedure has also been shown to predict frontier orbital energies of molecules with an accuracy comparable to the GW approximation at lower computational costs. 30, 34, 52, 59 However, the IP-tuning concept cannot be straightforwardly applied to periodic systems such as organic crystals for two reasons. First, the tuning procedure requires the calculation of the total energy of the cationic system, which in periodic systems can only be achieved by introducing a background charge. Second, it has been proven that, when periodic boundary conditions are applied, all exchange-correlation functionals obey the IP theorem, despite the fact that their HOMO eigenvalues differ. 60, 61 As a consequence, all range-separation parameters in long-range-corrected hybrid functionals also obey the IP theorem, and the tuning procedure is no longer applicable.
Hence, to benefit from the success of the IP-tuning concept also for the description of molecular crystals, alternative approaches must be investigated. Here, we introduce an approach that combines the IP-tuning concept with dielectric continuum theory, such as the polarizable continuum model (PCM). 62 Several reports have underlined that using such solvation models provides for a powerful and efficient strategy to simulate the impact of solid-state effects on molecular properties and processes. 8, 63 For instance, Lipparini and Mennucci have successfully used the PCM model to determine the electronic coupling parameters in organic molecular crystals. 64 Several other recent studies have attempted to use a "functional optimization" concept toward the reliable prediction of band gaps in organic molecular crystals via the introduction of a magnitude-equivalent dielectric constant of the crystal. Skone et al. presented a self-consistent scheme for determining the optimal fraction of exact exchange (α) in the global hybrid functional PBEh via the inverse macroscopic dielectric function (1/ε). 65 Although this PBEh functional with an adjusted α parameter can reproduce reasonable solid-state gaps, gas-phase gaps and the solid-state polarization energy are not described as well. 17 Refaely-Abramson et al. proposed a screened range-separated functional by replacing the 1/r asymptotic behavior, which is correct in the gas phase, with the more general asymptotic 1/(εr) evolution, which is required when the calculations are performed on the periodic crystal. 17 Phillips et al. used a range-separated functional with the same (IP-tuned) ω values for both the molecule and the crystal, but derived the solid-state IEs (EAs) by a PCM-ΔSCF correction based on the orbital energies of the isolated molecule. 8 However, since the range-separation parameter ω is typically considered to be a functional of the density, 39,66 it should not be expected that the tuned ω value found for the molecule is also "optimal" for the crystal, since the electron density will be influenced by polarization effects. While the present study builds on the insights gained from these previous works, its novelty comes from the fact that it connects the optimal tuning concept with the description of solid-state screening effects via a continuum polarization model. Since it does not require the implementation of a new functional and all calculations are carried out for the single molecule and not the periodic crystal, the proposed methodology is numerically very efficient and can be readily employed by DFT practitioners using most standard DFT codes.
In this context, it should also be noted that several investigations have examined the combination of optimally tuned range-separated hybrid functionals with continuum polarization models to simulate solvent effects, primarily in the context of calculating charge-transfer excitation energies using TD-DFT. 9, 56, 67 De Queiroz and Kummel 68, 69 have recently demonstrated that the combination of optimal-tuning techniques with solvation models such as PCM can, in fact, be problematic for such cases, as it generally leads to excitation energies that are too small for charge-transfer excitations. To circumvent these problems, these authors suggested taking the solvent molecules explicitly into account during the tuning process, which requires the use of a locally projected selfconsistent field diagonalization technique. It is important to realize, however, two important differences between these investigations and ours. First, de Queiroz and Kummel have studied solvated molecules, while we study (homogeneous) molecular crystals. Indeed, many of the problems with the IP tuning in solvent arise from the fact that the solvent molecules have a significantly different electronic structure than the solute molecules. As a consequence, the tuned functional can either describe the polarization of the solvent or the electronic structure of the solute correctly, but not both at the same level of accuracy. In our case, however, the nature of all molecules is the same. The second difference is that de Queiroz and Kummel have studied optical excitation energies, while we are primarily interested in the frontier orbital energies, which are relevant for charge injection/transport. While the use of a PCM model can have a significant direct effect on the former, especially for charge-transfer excitations, it does not directly influence the latter.
Here, we investigate a series of eight representative organic semiconductors, namely pentacene, TIPS-pentacene, rubrene, 3,4,9,10-perylene tetracarboxylic dianhydride (PTCDA), the C 60 and C 70 fullerenes and their [6, 6] -phenyl-butyric-acidmethyl-ester derivatives PC 60 BM and PC 70 BM (see Figure 1) . While all these molecules have been studied previously using optimal tuning methods in the gas phase, 37, 48, 70 we here report the results obtained from the PCM tuning of their respective organic crystals. The basic idea is to employ the PCM model using the dielectric constant of the crystal to simulate the crystal environment during the IP-tuning process. We demonstrate that, in this way, the influence of the crystal environment can be reasonably well described without the need to explicitly account for the periodic crystal structure. As a consequence, quantitative descriptions of the IEs, EAs, and fundamental gaps (see Figure 2 ) are obtained, with an accuracy comparable to GW and in close agreement with solid-state experimental data.
COMPUTATIONAL METHODS
In range-separated functionals, short-and long-range exchange interactions are treated on a different footing by separating the Coulomb operator (r 12 ) into short-range and long-range contributions. Typically, this is achieved via the standard error function:
where the range-separation parameter ω quantifies the inverse of a distance at which the transition from short-range to longrange occurs. In long-range corrected hybrid functionals, shortrange exchange interactions are treated via semilocal or global hybrid DFT, while the long-range exchange interactions are treated using full HF exchange. In the IP-tuning approach, 51 the range-separation parameter ω is determined nonempirically through minimizing J(ω) = |ε H (N) + IP(N)| for the neutral system, where IP(N) is derived from the total-energy difference between the neutral and cationic states. To allow for a better description of the HOMO−LUMO gap, an improved target functional has been suggested,
which simultaneously applies the above criterion for both neutral (N) and anion (N + 1) systems. This gap-tuning procedure has been demonstrated to yield a good agreement between negative HOMO/LUMO energies and IE/EA values as follows:
An important consequence of the tuning process is that the localization/delocalization error or many-electron self-interaction error is significantly reduced. 35, 36 All calculations were performed using the Gaussian 09 code. 71 To allow for a direct comparison with the GW calculations from refs 17, 18, and 23, the molecular geometries (see Figure 1) were optimized using the PBE functional 72 and 6-31G(d,p) basis set. The optimization of the range-separation parameter ω was performed based on the LC-ωPBE 46, 73 functional and using the efficient "golden-ratio" algorithm, as described in our previous work 48, 57 (see the Supporting Information for details). The IEs, EAs, and E g values were then calculated using the optimally tuned LC-ωPBE functional (hereafter denoted as LC-ωPBE*) and the Truhlar "calendar" basis set may-cc-pVDZ. 74 The may-cc-pVDZ basis set is a simplified version of its augmented counterpart aug-cc-PVDZ, and is obtained by removing the two highest angular momentum diffuse functions for all of the atoms. This significantly reduces the computational cost without limiting the accuracy (see Table S1 in the Supporting Information). In addition to the PCM model, we also tested the conductor-like PCM (C-PCM) model in the case of pentacene and found hardly any differences between the optimal ω values and calculated orbital energies (see Table S2 in the Supporting Information). Therefore, the default PCM model was used throughout this work to simulate the polarization effects in the solid-state environment. All PCM parameters were chosen according to the default settings in Gaussian 09, except where explicitly stated otherwise.
Regarding the values of the dielectric constants to be used in PCM, we employed the static scalar dielectric constants as calculated by the random phase approximation (RPA) at the GW level, taken from the works of Kronik et al. 17, 18 and Sai et al. 75 (see Table 1 ). Because of the absence of a GW value for TIPS-pentacene, we approximated the dielectric constant by using the same ε = 3.6 as for pentacene; 17 similarly, for PC 60 BM, C 70 , and PC 70 BM, we used the same ε value (5.0) as for C 60 . 17 Where available, we also provide the experimental ε values. As will be demonstrated below, the calculated optimal ω and, consequently, also the IEs are not very sensitive to the exact ε values (in the range of 3−5) considered for the organic crystals studied in this work. Journal of Chemical Theory and Computation Article 3. RESULTS AND DISCUSSION Table 1 collects the optimally tuned ω values derived for the LC-ωPBE functional for the eight molecular systems in both the gas phase and the solid state, i.e., when using the PCM model with the respective dielectric constant of the molecular crystal during the tuning process. Compared to the default ω = 0.400 bohr −1 for LC-ωPBE, the optimal ω values significantly reduce to roughly 0.15−0.19 bohr −1 for gas-phase molecules. For the solid-state systems, which generally have small dielectric constants in the range of 3−5, the ω values decrease further to roughly 0.03−0.05 bohr . As discussed in detail in refs 9 and 49, there is an inverse relationship between the tuned ω value and the spatial extension of the delocalization of electron density. Hence, the smaller ω values found for the simulated crystal environment are consistent with the expectation that the electron density is of a more delocalized nature in the crystal environment than for the individual molecules in the gas phase. As the range-separation parameter corresponds to an inverse distance, a decreased ω value indicates that the shortrange DFT-GGA exchange will be replaced by long-range exact exchange (eX) at larger distance. In other words, there is less eX and more DFT-GGA exchange in the short-or mediumrange exchange interactions. This also indicates that the reasonable description of molecular crystals requires the functionals to include less of the localized character arising from HF and more of the delocalized character coming from semilocal exchange.
To illustrate this behavior, Figure S1 in the Supporting Information shows the fraction of eX in various functionals versus the interelectronic distance r 12 . In the following, we take the tuned ω value for pentacene as an example. At r 12 ≈ 5.4 atomic units (∼2.8 Å, which corresponds roughly to twice the average distance of the C−C/CC bonds or the width of a fused benzene ring), the tuned functional affords roughly 80% eX and 20% DFT-GGA exchange, while LC-ωPBE with a default ω of 0.4 bohr −1 gives almost 100% eX. However, when using the ω value found for the pentacene crystal, the tuned functional includes only roughly 25% eX and 75% DFT-GGA exchange at the r 12 value of 5.4 atomic units. This finding indicates that, in order to accurately describe the polarization environment in the crystal, more DFT-GGA exchange and less eX are needed in the exchange functional. In this context, it is worth recalling the excellent prediction of the solid E g value of 
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Article the pentacene crystal when using the PBE0 functional, which includes 25% of global eX. 17 A possible explanation for this "success" of PBE0 arises from the inverse dielectric constant of the pentacene crystal (1/ε = 1/3.6 ≈ 27%), which is indeed close to the 25% of eX included in PBE0. In this sense, the amount of HF exchange in PBE0 mimics the screening effects in the solid state. However, this adequacy does not translate to other molecular crystals such as solid benzene, whose dielectric constant is ε = 2.3 and, hence, requires less screening, i.e., a larger fraction of HF exchange. 17 At a much larger r 12 value of ∼22 atomic units (∼12 Å, which is close to the length of a single pentacene molecule), there is still 20% DFT-GGA exchange in the tuned functional, indicating that the DFT-GGA exchange from the PCM-tuned functionals extends beyond a single molecule in the pentacene crystal. Figure S2a in the Supporting Information shows how the tuned ω values are dependent on the dielectric constant ε used for the PCM during the tuning process. As the ε value increases, the ω value decreases exponentially. While the tuned ω changes rapidly with ε for small dielectric constants, the change when approaching common values for organic molecular crystals, that is, ε = 3−5, is almost negligible. For example, the tuned ω values for pentacene and TIPS-pentacene change only by 0.012 bohr −1 and 0.010 bohr
, respectively, when going from ε = 3 to ε = 5. Such a small decrease in ω typically results only in very small changes in IE, EA, and E g .
Having established the procedure, we calculated the evolutions of the IEs, EAs, and E g values in going from isolated molecules to solid-state environments. The results are compared to those obtained from PBE and GW calculations, as well as to experimental data in Table 2 and Table S5 in the Supporting Information. All the results are also graphically represented in Figure 3 . For those molecules and crystals for which reliable benchmark data are available, we also provide the mean absolute deviation (MAD) of the IEs, EAs, and gaps.
For isolated molecules, the LC-ωPBE* functional yields ionization energies that are in excellent agreement with the GW IEs (MAD = 0.09 eV) and experimental IEs (MAD = 0.17 eV). The prediction of the electron affinities is not quite as accurate, but still shows acceptable MADs of 0.28 and 0.30 eV with respect to the GW and experimental values, respectively. It is interesting to note that the values found for the LUMOs of C 60 and C 70 agree well with the reliable independent-diffusion Quantum Monte Carlo (QMC) method, as shown in Table 2 . Overall, also the calculated transport gaps predicted by the LC-ωPBE* functional agree reasonably well with the high-level GW (or QMC) results and experimental data, with MADs of 0.28 and 0.38 eV, respectively. As expected, the MADs for the PBE functional, with respect to the GW data (see Table S5 in the Supporting Information) are unacceptably large and calculated to be 1.54 eV for the IEs, 1.43 eV for the EAs, and 3.22 eV for the gaps.
For solid-state environments, there are two ways to simulate the polarization effects in molecular crystals: (i) to perform the tuning in the gas phase and then calculate the frontier orbital energies using the PCM model; or (ii) to perform both the tuning and the calculation of the frontier orbital energies using PCM. As shown in Table S4 in the Supporting Information, the simple addition of the PCM model to the gas-phase tuned functional completely fails to describe the polarization effects of crystals, resulting in HOMO and LUMO energy levels that barely change between the gas-phase and PCM calculations. This is not surprising, of course, since the PCM model only directly affects the total energy and not the eigenvalues, which are only indirectly affected via the SCF procedure. However, when the PCM tuning is performed, one obtains significantly smaller ω values, compared to tuning in the gas phase. As a result, good agreement of the calculated IE, EA, and E g values of the organic crystals with MADs is found, with respect to the experimental data [GW data] of 0.12 [0.04] eV for the IEs, 0.29 Figure 3 . Calculated HOMO and LUMO energy levels from gas-phase molecules to solid-state crystals using the PBE (red) and LC-ωPBE* (blue) functionals; the benchmarks from (self-consistent) GW, quantum Monte Carlo (QMC), and experimental data are also presented, when available. [1.12] eV for the gaps. Overall, these results indicate that the PCM-tuned LC-ωPBE* approach yields reliable IEs, EAs, and transport gaps for both single molecules in the gas phase and organic molecular crystals.
We now turn to a discussion of the evolution of the IE (−ε H ) values (calculated by combining optimal tuning and PCM), as a function of dielectric constant. As was already noted, the PCMtuned LC-ωPBE* methodology can accurately reproduce the experimental IEs in the solid state within ∼0.1 eV. When evaluating the IEs as a function of ε from 1.5 to 8.5, similar trends are observed in comparison to the case of optimal ω introduced above: The calculated IEs for pentacene and TIPSpentacene only decrease by roughly 0.20 and 0.18 eV, respectively, when ε increases from 3 to 5 (see Figures S2b and S2c). This result is consistent with the fact that a larger polarizability of the solid-state environment leads to a more delocalized electronic structure and a decrease in IE.
Electronic polarization represents a critical parameter in organic semiconductor materials. In a polarizable environment, the energy to add or remove an electron from a given molecule decreases and the energy gap renormalizes (as illustrated in Figure 2 ). The GW approximation has been demonstrated to reliably capture the gap renormalization. 17 Hence, GW calculations allow the determination of the total solid-state polarization energy (P) from the change between the gas-phase gap and the solid-state gap. Here, we have calculated the solidstate polarization using the PCM-tuned LC-ωPBE* functionals; the results are summarized in Table 3 . Since both the calculated gas-phase and solid-state gaps are accurately predicted, also very accurate polarization energies are obtained. With respect to the experimental reference data, the accuracy is comparable to that obtained from GW. We note that, in contrast, semilocal exchange-correlation functionals such as PBE cannot describe the gap renormalization in going from gas phase to solid state. 17 To further test whether our PCM-tuned approach indeed captures the polarization effect, we consider a classic electrostatic model of polarization associated with a charge in a dielectric. 17, 18, 87 In this simple model, the polarization energy is described as
where e is the electron charge and R is an effective molecular radius that can be seen as a constant for a specific unit cell in the crystal. If the polarization effects are properly captured, the calculated value of P should be linear in 1 − (1/ε) for any ε. Figure 4 shows the P values computed as a function of 1 − (1/ ε) for the pentacene and TIPS−pentacene crystals. The linear relation is indeed verified, which indicates that our approach successfully captures electrostatic polarization and confirms that our quantitative description of gap renormalization is not fortuitous. Interestingly, the plots in Figure 4 are also consistent with the effective molecular radius of TIPS−pentacene being somewhat larger than that of pentacene. At this stage, however, it is important to bear in mind the limitations of our model, which has been specifically designed to allow for a practical and numerically efficient estimation of the gas-to-crystal-phase shifts of quasiparticle energies in organic electronic materials. First, since the approach is based on calculations effectively involving a single molecule, it is unable to capture the effects associated with the details of the molecular packings in crystals or thin films, which determine the exact nature of the intermolecular interactions. 94 Because of the nature of the interactions of positively or negatively charged entities with their environment, the energetic stabilization of the positive and negative charges, i.e., the specific polarization energies for holes and electrons (P + and P − ) can be different. The optimal tuning plus PCM approach introduced here can quantitatively reproduce the gap renormalization and the total polarization energies (P = P + + P − ), but provides individual P + and P − values that are very similar. This can be attributed to the fact that the PCM model employed here is an isotropic model in which the details of the molecular structures and packings are neglected. Therefore, our isotropic PCM-tuned methodology should not be used to distinguish between the individual polarization energies for holes and electrons; indeed, many factors that contribute to the descriptions of the P + and P − energies 16, 95 are not included in our model, such as the details 
Article of the electrostatic potentials and effects related to charge penetration, charge delocalization, and nuclear relaxation. Second, by carrying out the IP tuning in the framework of the PCM instead of the explicit solid-state environment, the IPs in eq 1, which are calculated using energy differences between the neutral and charged systems, are in fact no longer the purely vertical IPs. Since the PCM takes into account the response of the dielectric medium to the presence of charges, the IPs calculated in this way are adiabatic with respect to the solid-state environment, yet still vertical with respect to the molecule itself. The IP theorem on which the tuning-procedure is based holds, however, only for purely vertical IPs. It can be expected that this inconsistency will introduce some error in the tuning procedure. However, since, for the reasons outlined above, application of the nonempirical tuning procedure to the full periodic crystal has not been achieved yet, we cannot currently provide an estimate for the size of this error. Given the accuracy of the PCM tuning results with respect to the theoretical and experimental reference data, however, it is expected that the error introduced by this approximation is either small or subject to a favorable cancellation of errors.
Finally, as noted above, the correct asymptotics of the exchange-correlation potential in the solid state is 1/(εr), while here we employ the standard 1/r asymptotics, which is characteristic of standard long-range corrected functionals. The question of determining which of these two asymptotics would formally be the correct one in the context of PCMtuning calculations, such as those carried out in this work, is, in fact, not straightforward to answer. On the one hand, it can be argued that all calculations are carried out on single molecules, so the 1/r asymptotics should be employed. On the other hand, the PCM model is supposed to model effects in the solid state, where the correct asymptotics would be 1/(εr). Here, we have chosen to keep the standard 1/r asymptotics for the sake of practicality. The main goal of the approach proposed in the present work is to allow DFT practitioners to estimate the gasto-solid-state shift using their electronic-structure code of choice; while standard long-range corrected functionals are implemented in most modern DFT codes, implementations of functionals with 1/(εr) asymptotics are (still) rare. An alternative approach would be to (i) employ a long-range corrected functional with 1/(εr) asymptotics and (ii) tune the range-separation parameter according to the PCM-tuning procedure. Since this procedure requires the implementation of a new functional and a large number of additional calculations, a detailed analysis of how it would compare to the procedure used here will be investigated in future work.
CONCLUSION AND OUTLOOK
We have presented a convenient, simple, and computationally inexpensive procedure that allows one to determine the ionization energies, electron affinities, transport gaps, and total polarization energies of organic molecular crystals or thin films with an accuracy comparable to GW calculations. This is achieved by combining the optimal tuning concept for rangeseparated hybrid functionals with a polarizable continuum model. The results on a series of eight molecular crystals/thin films were compared to GW reference calculations as well as experimental data, where available.
We attribute the success of the method to an appropriate balance between localization and delocalization effects included in the functionals for both isolated molecules and molecular crystals. The method requires the knowledge of the dielectric constant of the molecular crystal, which can be obtained from either higher-level calculations or the experiment. Once the dielectric constant is known, the gas-to-solid state energy shifts can be calculated from two single-point calculations based on a single molecule, with and without inclusion of the PCM model.
Given the accuracy of the method, its ease of application, and its numerical efficiency, we believe that it provides for an attractive alternative to GW calculations to estimate polarization effects. This opens the door to the study of systems that currently are beyond the reach of GW calculations.
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