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Spin-1 antiferromagnets are abundant in nature, but few theories or results exist to understand their general
properties and behavior, particularly in situations when geometric frustration is present. Here we study the S =
1 Kagome compound Na2Ti3Cl8 using a combination of Density Functional Theory, Exact Diagonalization, and
Density Matrix Renormalization Group methods to achieve a first principles supported explanation of exotic
magnetic phases in this compound. We find that the effective magnetic Hamiltonian includes essential non-
Heisenberg terms that do not stem from spin-orbit coupling, and both trimerized and spin-nematic magnetic
phases are relevant. The experimentally observed structural transition to a breathing Kagome phase is driven by
spin–lattice coupling, which favors the trimerized magnetic phase against the quadrupolar one. We thus show
that lattice effects can be necessary to understand the magnetism in frustrated magnetic compounds, and surmise
that Na2Ti3Cl8 is a compound which cannot be understood from only electronic or only lattice Hamiltonians,
very much like VO2.
The search for exotic phases of matter in geometrical frus-
trated magnets has been an area of active research. To a large
extent, effort has been focused on S = 1/2 2D materials [1–3]
which have seen a flurry of theoretical activity [4–10]. Less
explored is the S ≥ 1 case [11, 12], where many candidate
materials exist, but where the theoretical effort has not been
proportionate to the experimental activity. This is partly based
on the rationale that larger S systems magnetically order at
low temperature, however, there are many counter-examples
to this intuition. For example, both theoretically and exper-
imentally, it has been found that certain compounds do not
conform to this scenario and instead form long-range non-
magnetic states such as valence bond (simplex) or "trimer-
ized" phases (in the case of the S = 1 kagome [13–17]). In
some cases, a strongly quantum fluctuating phase or "spin liq-
uid" is favored, as has been argued in the case of the nearly
idealized Heisenberg S = 1 pyrochlore [18–20]), triangu-
lar lattices [21–24], with second nearest neighbor and/or bi-
quadratic couplings and possibly even the honeycomb lat-
tice [25]. Further prohibiting deeper understanding of the
physics of these materials is the interaction of magnetic de-
grees of freedom with the lattice, which provides an addi-
tional mechanism of relieving magnetic frustration. This work
is thus motivated by the exploration of the interplay of mag-
netism with the lattice in S = 1 kagome materials, which have
multiple reported experimental realizations [26, 27].
Na2Ti3Cl8 , a compound that has been known for at least 24
years [28], has recently seen a resurgence of interest due to the
underlying S = 1 kagome physics, and its relevance to under-
standing the interplay between magnetic and lattice degrees
of freedom [29, 30]. At room temperature, the compound
has layers of titanium ions arranged in a kagome structure,
as shown in Fig. 1. The titanium ions are in Ti2+ configura-
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Figure 1. (Color online) (a) Crystal structure of Na2Ti3Cl8 con-
sists of layers of edge-sharing TiCl6 octahedra, which are interca-
lated with Na ions. (b) At room temperature, Ti ions in each layer
form ideal Kagome lattices (HT structure). (c) At low temperatures,
a breathing distortion sets in, resulting in two different Ti-Ti bond
lengths of 2.98 Åand 3.99 Å.
tion, so Hund’s rules dictate a 3d2 configuration with S = 1
magnetic moments. Experimentally, at low temperature (LT),
Na2Ti3Cl8 has the "breathing kagome" or "trimerized" struc-
ture, referred to as in the literature as the γ phase [29] (Fig.
1b). On heating the sample, at around 200 K, a phase tran-
sition occurs to the undistorted kagome structure, the room
temperature α phase [29], which we refer to as the high tem-
perature (HT) phase. On cooling the sample from the HT
phase, one reproducibly gets trapped in an “intermediate" β
phase (IT phase) which appears to be a distinct metastable
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2state [29]. Magnetic susceptibility drops sharply with decreas-
ing temperature below the HT phase, consistent with S = 1
atomic moments at HT phase, which are suppressed in the IT
and LT phases as the crystal structure is trimerized [28–30].
Here we elucidate the magnetic ground state and expli-
cate the mechanism of the breathing distortion in Na2Ti3Cl8
by a combination of first principles density functional theory
(DFT), exact diagonalization (ED), and density matrix renor-
malization group (DMRG) approaches. We find that (i) the
magnetic Hamiltonian that describes the interactions between
atomic spins moments in the HT phase includes essential non-
Heisenberg terms (biquadratic and ring-like exchange) that
stem from higher order processes, and (ii) due to the magni-
tude of these non-Heisenberg terms, the magnetic groundstate
of the HT Hamiltonian is ferroquadrupolar (nematic) instead
of trimerized. This implies that the breathing distortion of
the lattice is necessary to stabilize the trimerized phase. We
also find that (iii) the DFT calculations on the HT phase with
Neel order point to no lattice instability, which implies that
the trimerized ground state is stabilized through spin-lattice
coupling. In other words, neither the lattice nor the mag-
netic Hamiltonians by themselves have any instabilities to-
wards trimerization, but their combination gives rise to a co-
incident magnetic-structural transition.
The Effective Hamiltonian— Lack of information on the
low-energy effective Hamiltonian is often a limiting factor in
studies of frustrated magnetic materials. While there has been
progress in downfolding approaches using quantum mechani-
cal expectation values [31, 32], here we adopt the classical fit-
ting approach in conjunction with DFT that is now commonly
used to extract magnetic Hamiltonians and parameter for real
materials. (See, for example, Refs. [33–35].) We performed
self-consistent DFT calculations for multiple magnetic config-
urations, including various collinear and non-collinear states,
and extracted the final spin configurations and energies at the
DFT level. We then fit the parameters of various magnetic
models to these energies.
In Fig. 2, we present the results of our DFT calculations
for the HT structure, performed using the PBEsol exchange
correlation functional with the on-site +U correction with
U = 3 eV [36–40]. A fit to a nearest-neighbor only Heisen-
berg Hamiltonian captures the main trend of the energy with
an antiferromagnetic nearest neighbor coupling; but the agree-
ment is far from perfect, and especially the non-collinear spin
configurations’ energy are not properly captured by the model
(Fig. 2a). Possibly the simplest extension of the Hamiltonian
is the biquadratic term∼ (Si · Sj)2 [41]. This biquadratic ex-
change is allowed by symmetry, and emerges in various spin-1
models due to higher order (∼ t4, where t is the hopping am-
plitude) perturbations which correspond to multiple electrons
between two atoms [36, 42–44]. At the same order in nearest
neighbor hopping t, there also exists a ring exchange on the
triangles with the form∼ (Si · Sj) (Si · Sk). We include both
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Figure 2. (Color online) Fits of different effective model spin Hamil-
tonians to density functional theory data for U = 3 eV. Each data
point corresponds to a different magnetic configuration. The hori-
zontal axis is the energy from the DFT calculation, and the vertical
axis is the energy for the same configuration from the fitted model.
(a) The fit to the model with only the nearest neighbor Heisenberg
coupling. The energies of many non-collinear states are not repro-
duced well by the model. (b) The model with biquadratic and ring-
exchange couplings. The agreement is enhanced, with no clear out-
liers in the data.
of these terms to get the Hamiltonian
H = J
∑
〈ij〉
Si · Sj + Jbq
∑
〈ij〉
(Si · Sj)2
+
JR
2
∑
∆=i,j,k
((Si · Sj) (Si · Sk) + (Si · Sk) (Si · Sj)) (1)
where 〈ij〉 refers to nearest neighbor pairs and J > 0 is
the Heisenberg coupling. The symmetrization in the ring ex-
change term is required to maintain Hermiticity of the Hamil-
tonian. Ring exchanges similar to this one have been proposed
and studied in square lattices before [45], but to the best of our
knowledge, this form of the Hamiltonian has not been con-
sidered for a Kagome system before. The inclusion of more
terms make the fit better, as expected (Fig. 2). We find that
while the nearest neighbor antiferromagnetic Heisenberg cou-
pling is the strongest term, both Jbq and JR are nonzero and
significant. In the supplementary information [36] we provide
a jackknife analysis to show that the data is not over-fit, and
discuss the possibility of other Hamiltonians that can be fit to
the DFT data but require further neighbor hopping terms.
Wannier analysis of the electronic structure of Na2Ti3Cl8
provides insight into the reason that the Hamiltonian attains
this complicated form, and also to how the J coefficients be-
have under the structural transition. In Fig. 3a, we show the
t2g-like Wannier functions on the Ti atoms. The Ti cations are
at Wyckoff position 9e with site symmetry 2/m (C2h). This
low symmetry of the crystal field further splits the 3 t2g or-
bitals into t2g → Ag +Bg +Bg , but our first principles calcu-
lations indicate that the twoBg orbitals (xz and yz) are degen-
erate within numerical noise, and only the Ag (xy) orbital has
a different energy. In Fig. 3b, we show the hoppings between
the 3 t2g-like orbitals in the HT phase. There are at least 3 dif-
ferent t values that are large and hence contribute significantly
to the exchange processes. While we do not attempt to solve
this model explicitly, we note that it is rich enough to give
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Figure 3. (Color online) (a) The t2g-like Wannier functions obtained in the HT structure from nonmagnetic DFT calculations. While there is
some hybridization with the Cl ions as expected, the Wannier orbitals have atomic character. (This is no longer the case in the LT structure,
see the supplement for further details [36].) (b) Sketch of the three t2g orbitals on a triangle and the hoppings between them in the HT phase
(top), and in a hypothetical structure that is obtained by linearly interpolating the structural parameters (lattice constants and atomic positions)
between the HT and LT phases. The values in the sketch are for the 70% distorted structure, where 100% distortion would correspond to the
LT phase. (c) The hopping amplitudes between the orbitals on neighboring atoms and the splitting between the orbitals on the same atom as a
function of distortion amplitude.
rise to the biquadratic exchange. To derive a biquadratic term
starting from an orbital model, Ref. 43 considered a model
with 2 electrons on 3 orbitals, whereas Ref. 44 used a two or-
bital model with same-orbital hoppings. The Wannier model
for Na2Ti3Cl8 includes both of these terms and hence it is no
surprise that a biquadratic term emerges. The ring exchange
term∼ (Si · Sj) (Si · Sk) can emerge from simultaneous hop-
ping of two electrons from site i to sites j and k. Given that
the largest hopping element (257 meV) is between alternating
xz and yz orbitals in nearest neighbor atoms, this term will
be proportional to the highest t4 factor, and is expected to be
significant as well.
Due to the low symmetry and very small Ti–Ti distances,
it is technically challenging to stabilize many different mag-
netic states and calculate J’s with high precision in the LT
phase using DFT. Instead, in Fig. 3c, we present the evolu-
tion of the hopping parameters and the Ag–Bg splitting, ob-
tained from the Wannier tight binding models, as the crystal
structure is linearly interpolated between the HT and the LT
phases. As the crystal structure gets close to that of the LT
phase, the Ti–Ti hoppings only in the larger triangles all go
to zero. Two trends are evident: 1) The Ag–Bg energy sep-
aration increases by almost an order of magnitude in the LT
phase. 2) The largest hopping amplitude (shown in green)
becomes even larger compared to all the other terms in the
LT phase. Thus, in the low temperature phase, the antiferro-
magnetic exchange J is enhanced because of the increasing
Ag–Bg separation makes the system an effectively half-filled
system with increasing t. Also, Jbq/J is suppressed, since a
model with two half-filled orbitals per atom with significant
hopping only between a pair of them cannot have biquadratic
exchange according to the models proposed so far [42–44].
JR/J , on the other hand, is not easy to predict, since there are
multiple processes that contribute to this term, some of which
(e.g. the one that involves hopping from xz or yz orbitals to
xy orbital) are suppressed, whereas some of which (e.g. the
one that involves hopping between xz and yz orbitals) are en-
hanced.
Exact diagonalization and density matrix renormalization
group— DFT calculations provide estimates of the parameters
of the effective Hamiltonian, but they do not conclusively tell
us the nature of the quantum many-body ground state. Thus
we appeal to and extend our results based on previous numer-
ical and analytic calculations on the idealized S = 1 kagome
system which has been previously studied with a variety of
approaches [15–17, 46]. For positive biquadratic interactions,
the existence of a trimerized state was established [13, 14].
This state was found to persist to negative biquadratic inter-
actions Jbq/J ≈ −0.16 below which it transitions to a spin
nematic- a state with ferroquadrupolar order [15].
While the observation that J is large and Jbq and JR have
opposite signs is robust, the values of Jbq/JR and JR/J ratios
depend on the choice of U we employ in the DFT+U calcu-
lations [36]. For this reason, it is necessary to perform the
ED calculations for a range of parameter values. We scan the
line in parameter space of the Hamiltonian in Eq. 1 with J
fixed to 9.2 meV, varying JR with Jbq = −0.529JR. (An-
other scan for JR = −Jbq , relevant for the U = 4 eV pa-
rameters gives similar results [36].) Fig. 4a shows the energy
spectrum (with the ground state energy subtracted for the cor-
responding choice of parameters) for the 18 site cluster as a
function of JR. There is a closing of energy scales, which
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Figure 4. (Color online) (a) Energy spectrum of the 18b site clus-
ter (organized by total Sz) from exact diagonalization, as a function
of JR with Jbq = −0.529JR, fixing J = 9.2 meV, the parameter
set relevant for U = 3 eV. The locations of the trimerized (T) and
spin-nematic (SN) regions are indicated. The ground state in the HT
structure corresponds to a spin-nematic (ferroquadrupolar) ground
state with a S = 2 excitation. (b,c) DMRG results for the trimerized
and quadrupolar order parameters for the S = 1 model with bilinear,
biquadratic and ring-exchange terms with (b) JR/J = Jbq/J = 0
and (c) JR/J ≈ −1.89Jbq/J ≈ 0.37 (the same as in Fig. 2) respec-
tively. The width of the bonds (radius of the circles) are proportional
to 〈Si · Sj〉 (〈S2z 〉 − 23 ). The reference values in the text boxes are
valid for both cases.
signals the occurrence of a phase transition at JR ≈ 1 meV.
(This phase boundary is consistent with that we obtain for a
12 site kagome cluster (not shown), which suggests that the
finite size effects are probably not important.) The lowest ly-
ing excitation in the large JR regime has S = 2; consistent
with the existence of a quadrupolar phase. Thus, the model
with JR = −0.529Jbq is qualitatively similar to the model
with JR = 0 and negative Jbq , and the magnetic ground state
of Na2Ti3Cl8 in HT structure is quadrupolar.
To build further confidence and confirm these assertions,
we perform large scale DMRG calculations on XC8-3 cylin-
ders with the open (periodic) boundaries along the long (short)
direction. The open boundaries are chosen to match the trimer
order. We explicitly measure the trimerized order parameter
(defined as the difference of bond energies on up and down
triangles i.e.
∑
∆ Si · Sj −
∑
∇ Si · Sj) and the quadrupo-
lar order parameter 〈S2z 〉 − 23 . Results presented in Fig. 4b
for JR/J = −Jbq/J = 0 confirm previous findings that the
ground state is trimerized in the absence of biquadratic cou-
pling. On the other hand, for JR/J ≈ −1.89Jbq/J ≈ 0.37
(the same as in Fig. 2), a uniform non zero quadrupolar order
parameter is observed throughout the bulk of our finite size
sample, confirming the results obtained from ED (Fig. 4a).
Emergence of trimerized phase and the role of lattice
distortions— Our discussion so far has focused mainly on the
HT phase of the crystal structure. We now discuss what drives
the instability towards the LT phase. The magnetic Hamilto-
nian of the HT phase by itself does not give rise to such an
instability at low temperature, since both ED and DMRG cal-
culations predict a nematic phase. It is possible that there is a
lattice instability driven by not magnetism but rather by crys-
tal chemistry, such as those in prototypical ferroelectrics like
BaTiO3 [47]. This type of a instability in Na2Ti3Cl8 would
show up in DFT calculations as an unstable (imaginary fre-
quency) phonon mode that transforms as Γ−2 irreducible rep-
resentation (irrep) [30]. (While DFT is not capable of captur-
ing the quantum magnetic phases at play here, it is expected
to reproduce hybridization between atoms and other effects
that gives rise to simple lattice instabilities.) Interestingly, our
DFT calculations show no instability or soft mode unless an
unphysical electronic structure is imposed [36]. This suggests
that there is no lattice instability towards trimerization either.
What our calculations so far do not take into account is
the spin–lattice coupling present in this material. Spin–lattice
coupling is often considered in the context of materials with
classical spin orders, where the changes in the crystal structure
leads to differences in the magnetic energy through the depen-
dence of exchange parameters to atomic positions. (See, for
example, Refs. [48, 49].) In Na2Ti3Cl8 , the Wannier models
discussed previously suggest that in the trimerized LT crys-
tal structure, the relative strength of the biquadratic exchange
to Heisenberg exchange, Jbq/J , is suppressed, and hence, the
trimerized magnetic phase is favored more strongly in the LT
phase compared to the HT phase. In other words, the spin–
lattice coupling in Na2Ti3Cl8 favors the trimerized phase, and
we surmise that it is the driving force of the trimerization in
this compound. The phase transition of Na2Ti3Cl8 driven by
spin–lattice coupling can be considered as parallel to other
compounds like VO2, where a "chicken and egg" debate is
still ongoing because the interactions between the correlated
electronic states and the details of the lattice Hamiltonian give
rise to concurrent electronic and crystal structural phase tran-
sitions [50–58].
This instability, or any signature thereof, is not seen in DFT
due to multiple inter-related reasons: 1) DFT, being a mean
field theory, cannot capture the trimerized magnetic state of
the electrons, and 2) The DFT+U implementations, developed
to reproduce electrons localized on atoms, cannot capture the
physics of electrons delocalized on trimers of Ti atoms. It
is also highly likely that 3) since the transition is not second
order, there may be no soft phonon mode responsible for it.
We finally, note that in typical magnetic systems, spin Peierls
distortions leads to an only ∼1-3% change in the lattice con-
5stants, in contrast in Na2Ti3Cl8 the change is of the order of
10%!
An important feature of the Γ−2 structural distortion that
connects the HT and LT structural phases is that it is polar
[30], and hence it couples to external electric fields in bilinear
order. Since this lattice distortion is necessary for the trimer-
ized phase to be more favorable than the quadrupolar phase,
it might be possible to use electric fields at low temperatures
to change the crystal structure enough to induce a transition to
the quadrupolar phase. We surmise that this might be a viable
strategy to probe a possible quantum critical point between
these two magnetic phases.
Conclusions— We have performed a theoretical and numer-
ical analysis of the spin-1 Kagome compound Na2Ti3Cl8 us-
ing a combination of DFT, ED and DMRG calculations. We
found that this compound has a complex magnetic Hamilto-
nian, which includes nearest neighbor biquadratic and ring ex-
change terms, in addition to strong antiferromagnetic Heisen-
berg interactions. ED and DMRG simulations agree on that
depending on the strength of biquadratic and ring exchange
terms, this Hamiltonian can give rise to either quadrupolar ne-
matic or trimerized magnetic phases. We surmise that the
magneto-structural transition observed in this compound is
driven by the spin–lattice coupling, which favors the coex-
istence of the breathing distortion of the Kagome lattice and
the trimerized magnetic phase.
Our study underlines the importance of non-Heisenberg
terms and lattice effects in the study of quantum magnetic ma-
terials, and shows that the spin–lattice coupling can lead to
phase transitions that cannot be understood by studying mag-
netic or lattice Hamiltonians by themselves. This is similar
to the well studied correlated compound, VO2, which cannot
be understood by studying the electronic or lattice subsystems
alone.
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1Supplementary Information: Spin–lattice coupling and the emergence of the
trimerized phase in the S = 1 Kagome antiferromagnet Na2Ti3Cl8
I. MAGNETIC HAMILTONIAN FOR THREE SITES
Along with the conventional three-site intra-triangle ring exchange (JR, see Fig. S1), there are also two distinct symmetrically
allowed exchange terms (JC and JL, see Fig. S1) that involves interactions of spins between the two corner sharing triangles.
The model Hamiltonian that includes second (bilinear, nearest neighbor) and fourth order (biquadratic and three-site exchange)
coupling of nearest neighbor spins is given as,
Hbl−bq−three−spin = J
∑
〈ij〉
sˆi.sˆj + Jbq
∑
〈ij〉
(sˆi.sˆj)
2 +
JR
2
∑
4=i,j,k
((sˆi.sˆj)(sˆi.sˆk) + (sˆi.sˆk)(sˆi.sˆj))
+
JL
2
∑
./
((sˆi.sˆj)(sˆi.sˆk) + (sˆi.sˆk)(sˆi.sˆj)) +
JC
2
∑
./
((sˆi.sˆj)(sˆi.sˆk) + (sˆi.sˆk)(sˆi.sˆj)).
(S1)
JL (inter-triangle, see Fig. S1) and JC (inter-triangle, see Fig. S1) denote fourth order coupling constants arising from the
interaction of spins at three different lattice sites similar to JR. We note that all of these terms are symmetry allowed in the
absence of spin orbit coupling, and require hopping only between nearest neighbor Ti atoms.
J
J2
Jd
J3
JR
JC
JL
Figure S1. J (nearest neighbor), J2 (second nearest neighbor), J3 and Jd (third nearest neighbor), JR (intra-triangle ring exchange) and JL
(inter-triangle interaction) denote different paths of magnetic exchange interactions.
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Figure S2. Fitting of energies (U=3 eV) of several magnetic states with bilinear-biquadratic-three spin exchange model with (a) four (J , Jbq ,
JR and JL) and (b) five (J , Jbq , JR, JL and JC ) coupling parameters.
To determine the values of five different coupling parameters (J , Jbq , JC , JR, JL), we fit energies of several collinear and
non-collinear magnetic configurations. When the energies are fitted to the Hamiltonian involving four (J , Jbq , JR, JL) or five
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Figure S3. Fitting of energies (U=4 eV) of several magnetic states with bilinear-biquadratic-three spin exchange model with (a) one (J), (b)
two (J and Jbq), (c) three (J , Jbq and JR), (d) four (J , Jbq , JR and JL) and (b) five (J , Jbq , JR, JL and JC ) parameters.
(J , Jbq , JR, JL, JC) coupling parameters, J and Jbq change by 0.8% and 15% from their values with three parameter model or
the bilinear-biquadratic-ring exchange model (J , Jbq , JR, see Fig. 2 in the main manuscript, Fig. S2 and Fig. S3). Including JL
and JC parameters improve the statistics of fitting as evident in the values of R2 (see Fig. S2). This highlights that model which
includes three site exchange term is more superior than the bilinear-biquadratic model (see Fig. S2 and Fig. S3).
JL prefers the spins at the two neighboring sites (inter-triangle) to be either parallel or anti-parallel to its spin (see Fig. S1-
S3). On the other hand, JC forces spins at the two neighboring sites to be parallel to its spin. JC and JL are slightly smaller
compared to JR in the high temperature phase. JL and JC are expected to be negligible in the low temperature phase as the
hopping of electrons between neighboring Ti sites inside the large triangle decreases drastically (see Fig. 3 in main manuscript)
as a function of structural distortion from the high temperature phase.
II. BILINEAR-BIQUADRATIC MODEL
In order to compare the fits we have obtained using the models presented so far, we also consider another Hamiltonian which
consists of nearest neighbor biquadratic coupling in addition to bilinear couplings for further neighbors.
Hbl−bq = J
∑
ij,nn
sˆi.sˆj + J2
∑
ij,2nn
sˆi.sˆj + J3
∑
ij,3nn
sˆi.sˆj + Jd
∑
ij,3nn
sˆi.sˆj + Jbq
∑
ij,nn
(sˆi.sˆj)
2. (S2)
(Some of these further neighbor couplings were shown, from first principles, to be important in the S=1/2 kagome magnet
Herbertsmithite[S34].) This model includes bilinear exchange of spins up to third nearest neighbors (second neighbor: J2 and
third neighbor: J3 and Jd, see Fig. S1) along with the nearest neighbor bilinear (J) and biquadratic (Jbq) exchanges. The
biquadratic exchange term is linearly dependent on the bilinear term for spin-1/2 Hamiltonians and hence not applicable to
Herbertsmithite. We consider this term in the model as it is important for systems with S=1 localized spins. This model also
predicts the nearest neighbor bilinear exchange to be antiferromagnetic and biquadratic exchange to favor the collinear spin
configurations similar to bilinear-biquadratic-three spin exchange model (see Fig. S4 and Fig. S2-S3). Estimate of nearest
neighbor bilinear coupling constant (J) using this model slightly differs from its value calculated from the bilinear-biquadratic-
three spin exchange model (see Fig. S4 and Fig. S2-S3). The biquadratic coupling constant increases by 30-47 % compared to
its value estimated using bilinear-biquadratic-three spin exchange model.
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Figure S4. Fitting of energies of several magnetic states with bilinear-biquadratic model with three (J , Jbq and J2), (d) four (J , Jbq , J2 and
J3) and (b) five (J , Jbq , J2, J3 and Jd) parameters.
J2 (second nearest neighbor) and Jd (third nearest neighbor) prefer antiferromagnetic alignment of spins. In contrast, J3 (third
nearest neighbor) is ferromagnetic in nature (see Fig. S4). Our estimated values of J2, J3 and Jd are negligible (see Fig. S4)
compared to the nearest neighbor bilinear coupling constant (J) as the Ti-Ti distance between second and third nearest neighbors
are large (Ti-Ti (second nn)=6.40 Å and Ti-Ti (third nn)=7.39 Å). In addition, we find that fitting of energies has bad statistics
(small R2) compared to the bilinear-biquadratic-three spin exchange model (Fig. S4), and it highlights the superiority of the
later one.
III. JACKKNIFE RESAMPLING
Jackknife resampling is a resampling technique similar to bootstrap and permutation test methods[S60–S62]. This method
is commonly used in statistics community to determine bias and variance (square of standard deviation) of a set of data points
by using its subsets. We applied this method in quantifying the error in estimating magnetic exchange coupling parameters of
bilinear (nearest neighbor)-biquadratic-three-site exchange model.
The Jackknife estimate of a parameter is usually determined by estimating the parameter from each (n-1) subsample with
taking out each ith data point from a given sample of size n. The Jackknife estimate of mean is defined as,
J¯ =
1
n
n∑
i=1
Ji. (S3)
Ji is estimated by solving system of (n-1) inhomogeneous linear equations when each ith equation is removed from system of n
inhomogeneous linear equations.
The jackknife estimate of variance (square of standard error) is defined as,
var(J) =
1
n
n∑
i=1
(
Ji − J¯
J¯
)2
. (S4)
The distributions of five coupling parameters (J , Jbq , JR, JL and JC) when fitted to bilinear (nearest neighbor)-biquadratic-
three spin exchange model with two (J and Jbq), three (J , Jbq and JR), four (J , Jbq , JR and JL), five (J , Jbq , JR, JL and
JC) parameters are presented in Fig. S5. Distributions of J (nearest neighbor bilinear coupling constant) and Jbq (biquadratic
coupling constant) estimated from model Hamiltonian with two parameters (J and Jbq) are very different from that obtained
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Figure S5. Distributions of (a)-(b) J (in meV), (c)-(d) Jbq (in meV), (e)-(f) JR (in meV), (g)-(h) JC (in meV) and (i)-(j) JL (in meV) when
estimated from system of n-1 linear equations (omitting each ith equation from system of n linear equations) for two different values of U (=3
eV and 4 eV). N is the number of coupling parameters in the model Hamiltonian: two (J and Jbq), three (J , Jbq and JR), four (J , Jbq , JR and
JL) and five (J , Jbq , JR, JL and JC ).
using model Hamiltonian with three-site exchange (number of parameters more than two). Model Hamiltonian with three, four
and five parameters (including three site exchange) give almost similar distributions of J and Jbq and highlights the necessity of
using a model Hamiltonian with three site exchange parameters (JR, JL and JC).
Mean of distributions of J and Jbq converges to certain value as the number of coupling parameters become larger than
two and decreases as the U parameter increases (see Fig. S6). JR does not show any monotonic dependence on the number of
coupling parameters as compared to J . Jbq . JL remains almost independent of number of the coupling parameters. The variance
of distributions of all five coupling parameters is presented in Fig. S7. The values of J , Jbq , JR, JL and JC vary within 14%
(U=3 eV) from their mean values. In addition, JR and JC have slightly larger variance (within 40% from mean) particularly for
U=4 eV. Overall, JR and JC parameters do not change their sign as one of the data point is taken out for jackknife resampling
(see Fig. S5).
Two of the most important findings of the Jackknife analysis is that 1) The sign and order of magnitudes of all the parameters
are the same for any sub-data set, or the Hamiltonian fitted. While the exact magnitude of various J’s depend on the model
and the value of U used in the DFT+U calculation, this makes our qualitative results robust. 2) A model with 3 parameters
(i.e. one that includes JR reduces the variances of J , and Jbq . However, including other terms (such as JL) does not do so.
We thus conclude that a minimal model that explains the DFT data includes J , Jbq , and JR. In principle, performing more
DFT calculations with different spin configurations can increase the amount of input data to the fitting procedure, and thus can
converge models with higher numbers of parameters, but as discussed in the main text, this is technically challenging.
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IV. STRUCTURAL DISTORTION
To investigate the effect of displacements of Ti atoms from its position in the high temperature phase (ideal kagome lattice)
on the nearest neighbor bilinear exchange (J), we extract the parameters for the magnetic Hamiltonian for the distorted crystal
structures with the breathing Kagome structure. We repeat these calculations for various values of U to make sure that the trends
are robust, and we only consider the bilinear (Heisenberg) term for the nearest neighbors in the small triangles for simplicity.
6The structural distortion creates two inequivalent (one large and one small) Ti-Ti bond distances (see Fig. 1 in main manuscript).
We find that the nearest neighbor bilinear coupling (J , see Fig. S8) of spins separated by small distance increase nonlinearly
as the increased orbital overlap leads to significant enhancement in the electron hopping. Decreasing the Ti-Ti bond length by
7% (50% distorted structure), nearest neighbor bilinear exchange increases tremendously by a factor of three from its value in
the high temperature phase. In contrast, the bilinear coupling spins in the large triangle slowly goes to zero as the overlap of the
orbitals decays exponentially. These findings suggest that the antiferromagnetic coupling of spins inside the small Ti triangle
becomes stronger with distortion. The different choices of Hubbard U give the similar trend in J . J (bilinear coupling for small
triangle) reduces with U as the exchange interaction is inversely proportional to U .
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Figure S8. Nearest neighbor bilinear coupling constant (J) as a function of structural distortion from the high temperature phase. The values of
J are determined by fitting energies of only collinear configurations to the model Hamiltonian with nearest neighbor bilinear coupling constant
(fourth order coupling parameters Jbq , JR, JC and JL are not considered in fitting).
V. WANNIER FUNCTIONS IN THE LT PHASE
Wannier function calculations in the low temperature phase are performed without implementing any Hubbard U parameter
(DFT calculation). We consider three bands (just below the Fermi level) in the energy range from -0.21 eV to -0.55 eV, which
are contributed by d orbitals of Ti atom (see Fig. S9). The maximally localized Wannier functions derived from these three
bands (see Fig. S9) are centered on Ti-Ti bonds. It originates from strong hybridization of Bg orbitals (in the high temperature
phase, see Fig. 3 in the main manuscript) that leads to large inter-site hopping inside the small Ti triangle.
VI. PHONONS
We determined zone centered phonon frequencies of Na2Ti3Cl8 using frozen phonon method, and considered high temperature
structure of Na2Ti3Cl8 in the ferromagnetically and antiferromagnetically ordered and nonmagnetic state. The phonon mode
with Γ−2 symmetry leads to the distortion of ideal kagome lattice (see Fig. 1 in main manuscript) and results in reduction of
crystal symmetry from R3¯m (HT phase) to R3m (LT phase). We find the high temperature structure to be dynamically stable
(see TABLE. S1) in both ferromagnetically and antiferromagnetically ordered state. However, a dramatic change in frequency of
Γ−2 mode is observed as a function of Hubbard U . We find the ferromagnetic state to be metallic for small U (< 2 eV) whereas
it is insulating for larger values of U (≥ 2 eV). We attribute this metal to insulator transition to the observed sudden jump in
phonon frequency. We could only stabilize antiferromagnetic state for nonzero values of U and this state remains insulating at
all nonzero values of U . These findings suggest that one needs to go beyond the DFT method to capture the instability that leads
to the trimerization of Ti atoms in the low temperature phase. In addition, the nonmagnetic state is metallic at all values of U .
This state is energetically much higher (> 1 eV/f.u.) compared to the magnetically ordered state and not dynamically stable (see
TABLE S1).
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Figure S9. Band structure calculated from DFT (black line) and Wannier interpolation (red colored bands derived from three Ti d bands) in the
low temperature phase. Lower panel shows bond centered Wannier functions. Light blue and green colored circles represent Ti and Cl atom
respectively.
Table S1. Computed frequency (in cm−1) of the Γ−2 phonon mode in the nonmagnetic (NM), ferromagnetic (FM) and antiferromagnetic
(collinear AFM) states of Na2Ti3Cl8. Text highlighted in yellow color is for the phonon frequency in the metallic state.
Hubbard U (eV) NM FM AFM
0.0 i386 40
1.0 i429 33 183
2.0 i485 106 188
3.0 i521 111 190
4.0 i552 113 192
VII. DMRG AND ED CALCULATIONS FOR THE U = 4 EV DFT PARAMETER SET
In the main text we mentioned that our results and inferences about Na2Ti3Cl8 are qualitatively robust to most choices of U
used in the functional. The DMRG and ED calculations shown corresponded to the parameters obtained from U = 3 eV. Here
we also show the results for the U = 4 eV parameter set.
Fig. S10 (top left) shows the spectra (organized by Sz sectors) from exact diagonalization on the 18b site cluster, for the U = 4
parameter set, by fixing J = 7.8 meV and varying Jbq = −JR. The physical parameters correspond to JR = −Jbq = 1.5 meV,
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Figure S10. (top left) Spectra from exact diagonalization on the 18b site cluster, for the U = 4 parameter set, fixing J = 7.8 meV and varying
Jbq = −JR. (top right) DMRG ground state energy (in units of J = 1) as a function of JR/J . (bottom) DMRG calculations on a kagome
cylinder showing the nematic order parameter (〈(Szi )2〉 − 23 ) and bond expectation values 〈~Si · ~Sj〉 for J = 1,JR = −Jbq = 0.2.
this suggests that the HT structure of the material is well in the nematic phase. A phase transition is seen at JR = −Jbq ≈ 0.65
meV corresponding to JR/J ≈ 0.083. In the panel on the top right, we plot the DMRG ground state energy (in units of J = 1)
as a function of JR/J , which shows a kink at roughly the same location, confirming existence of a phase transition. In the
bottom panel we explicitly confirm the presence of a nematic with DMRG calculations on a kagome cylinder that show that the
nematic order parameter (〈(Szi )2〉 − 23 ) is non zero.
VIII. ORIGIN OF THE BIQUADRATIC TERM IN S = 1 SYSTEMS
In the main text we discussed the importance of the biquadratic term that was needed to accurately fit the DFT energies. We
found that in the high temperature structure, the value of the biquadratic coupling Jbq , could be 15 to 30 percent of the bilinear
(Heisenberg) term J . Thus, it is important to understand if this scenario is physically plausible. Here we summarize briefly the
microscopic origin of this term, motivated by the works of Bhatt and Yang (BY) [S42] and Mila and Zhang (MZ) [S43].
Both BY and MZ considered a lattice of atoms with two valence electrons per atom assuming the existence of a strong Hunds’
coupling. For the present discussion, we summarize BY’s argument adopting their notation and choice of Hamiltonian, however,
the general result holds even in MZ’s scheme. Similar to the case of Ti2+ with a t2g manifold that is split, BY considered each
“site" to be made ofN atomic orbitals - the lowest energy level was two-fold degenerate (labelled by indices 1 and 2) withN−2
9other nearly degenerate orbitals, whose energy is higher by an amount of V (this is the crystal field splitting). Only intra-atomic
interactions were considered, the energy cost for taking an electron from one site to the other to form a total spin of 3/2 (parallel)
and 1/2 (antiparallel) with the original spin-1 was denoted as Up and Ua respectively. The hopping was considered to be,
Hhop = −
N∑
a,b=1
tab
∑
σ=↑,↓
(
c†iaσcjbσ + h.c.
)
(S5)
where c†iaσ is the creation operator of an electron in orbital a on site i with spin σ, and tab is the hopping matrix element which
is small compared to the scale of the Coulomb interactions i.e. the U’s. To simplify the analysis, the model considered assumed
only two independent parameters: tab = t for a = b and tab = t for a 6= b.
BY computed the energy change of the S = 0, 1, 2 states in non-degenerate perturbation theory, on the basis of which they
were able to obtain the effective couplings. They showed that to second order in perturbation theory, (ignoring the crystal field
splitting),
J (2) =
4t′2
3
(
− N − 2
Up
+
N − 1/2
Ua
)
+
2t2
Ua
(S6)
and the biquadratic coupling is exactly zero. As expected, the sign of the Heisenberg coupling is positive, indicating antiferro-
magnetic Heisenberg interactions.
Proceeding to fourth order in perturbation theory, they showed,
J (4) = −8t
′4
9V
( 2
Up
2 −
1
Ua
2 +
1
UaUp
)
(N − 2)2 (S7)
J
(4)
bq = −
2t′4
9V
( 4
Up
2 +
1
Ua
2 −
4
UaUp
)
(N − 2)2 (S8)
Note that the sign of the biquadratic coupling is negative, whereas the net Heisenberg coupling J (2) + J (4) (for most physical
reasonable parameters) will remain positive. This is broadly consistent the scenario encountered in our DFT fits. BY observed
that |Jbq| could be comparable to J in the following situations (a) V is small compared to t (in which case the perturbative result
does not strictly hold, but still expected to yield similar qualitative results in a modified formalism) (b) the orbital degeneracy
N is large (a situation that does not apply to Ti2+ because N = 3) (c) there is a cancellation of the terms of opposite signs in
Eq. S6
Finally, it must be emphasized that this entire analysis is based on some simplified assumptions about the hoppings and
interactions, and thus it seems plausible that there could be models where a large |Jbq/J | is possible. The objective here was
to argue that simple models can also qualitatively capture the observations that we have quantitatively made with our numerical
analysis of the DFT data.
