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Abstract— Building a deep network using original digital
images requires learning many parameters which may reduce the
accuracy rates. The images can be compressed by using dimension
reduction methods and extracted reduced features can be feeding
into a deep network for classification. Hence, in the training phase
of the network, the number of parameters will be decreased.
Principal Component Analysis is a well-known dimension
reduction technique that leverage orthogonal linear
transformation of the original data. In this paper, we propose a
neural network-based framework, named Fusion-Net, which
implements PCA on an image dataset (CIFAR-10) and then a
neural network applies on the extract principal components. We
also implemented logistic regression on the reduced dataset.
Finally, we compare between results of using original features and
reduced features. The experimental results show that Fusion-Net
outperformed other methods.
Keywords—neural network, principal component analysis,
image classification

I. INTRODUCTION & RELATED WORKS
Building a deep network using original digital images
requires learning many parameters which may reduce the
accuracy rates. The images can be compressed by using
dimension reduction methods and extracted reduced features
can be feeding into a deep network for classification. Hence, in
the training phase of the network, the number of parameters will
be decreased. Principal Component Analysis is a well-known
dimension reduction technique that leverage orthogonal linear
transformation of the original data. Machine
learning
algorithms have been showing promising results in classifying
images. Machine learning approaches like Support Vector
Machine (SVM), Logistic Regression (LR), and Decision Tree
(DT) were previously proposed for image classification.
Many dimension reduction techniques have applying for
compressing image without compromising the quality of the
image. SVD-WDR and SVD-WDR with PCA are applied to
image compression where the image is initially compressed by
WDR technique and then wavelet transform is applied on it [1].
NMF (Non-negative Matrix Factorization) and PCA are used to
transformed images into low dimensional feature space and then
a graph-based ranking algorithm is implemented to classify
images of 20 classes [2]. The combined approach achieved
maximum accuracy comparing with other individual classifier
(NMF, PCA, graph-ranking). An iterated large-margin

discriminant technique is applied on medical image for
dimension reduction of the images [3].
Neural networks are currently widely used for many
applications due to the capability of highly non-linear systems
and flexibility in architecture design. It has been showing
promising results in classifying images in recent years. An
artificial neural network was applied to classify specific features
of a tooth on 3d scan data [4]. A compress learning method is
applied to MNIST and CIFAR dataset for image classification
[5]. In the compress learning method consists of a sensing stage
is followed by an inference stage where an end-to-end
convolutional neural network is applied.
In this paper, we propose a deep neural network framework
named Fusion-Net for image classification. Our contributions
include: (1) We implement dimension reduction technique
(PCA) to the original dataset to reduce the number of parameters
that learned in the training phase of a neural network. and (2)
Fusion-Net provides high accuracy score based on deep neural
network architecture which suggests that classifying using deep
learning technique is promising.
The rest of the paper is organized as follows: Section II
describes the methodology of our proposed method Fusion-Net
along with the logistic regression classifier. The experimental
setting and results are explained in Section III. Finally, Section
IV concludes the paper.
II. METHODOLOGY
A. Principal Componnet Analysis
Principal Component Analysis (PCA) is a dimension
reduction technique to suppress excess information of
original data and transforming data into fewer dimension
while preserving the trends and patterns of underlying
information. It is an unsupervised machine learning method
that discovers patterns of the data without utilizing the
information of label of the observations [6].
PCA extensively leverages orthogonal linear
transformation method to convert the original data to a new
coordinate system so that the first coordinate (first principal
component) in the new space expresses the maximum
variance by some scalar projection of the data [7]. The
second coordinate (second principal component) expresses
second largest variance of the data and consequently,

remaining components express variance of the data in a
descending order.
Let, X be a matrix with column-wise zero mean of a
given data of n observations and p features and 𝑥𝑖 is row
vector of X. Then, a set of p dimensional vectors of weights
𝑤𝑘 = (𝑤1 , 𝑤2 , … , 𝑤𝑝 )𝑘 can be determined to transform the
data by mapping each of the row vectors 𝑥𝑖 to a new
coordinates or principal components 𝑡𝑖 = (𝑡1 , 𝑡2 , … , 𝑡𝑙 )𝑖 .
Mathematically, we can write:
𝑡𝑘(𝑖) = 𝑥𝑖 𝑤𝑘 𝑓𝑜𝑟 𝑖 = 1, … . , 𝑛; 𝑘 = 1, … . , 𝑙
Where each weight vector is a unit vector.

Fig. 2: Architecture of Fusion-Net

Let 𝑤1 is the first weight vector, then to obtain first
principal component of the data 𝑤1 must satisfy the
following optimization criteria:
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𝑤1 = arg max {∑(𝑡1 )𝑖 } = arg max {∑(𝑥𝑖 𝒘)2 }
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B. Logistic Regression
Logistic regression is a classical classifier of supervised
learning. It utilizes the sigmoid function to squeeze the output
of a linear equation between 0 and 1. Thus, the output of logistic
regression can be used to predict the probability of a class [8].
Fig. 1 shows an example of a sigmoid function.

Fig. 3: Variation explained by Principal Components

C. Neural Network
At present, neural networks are widely used for many
applications due to the capability of highly non-linear systems
and flexibility in architecture design. The neural network’s basic
architecture contains input layers, one or more hidden layers,
and output layers where each of the layers includes a certain
number of neurons. Weighted linear combination of neurons of
a layer is computed and then used as input to another neuron in
the succeeding layer. To capture the non-linearity of the data, a
non-linear function, called activation function, can be applied to
the weighted sums of neurons. All the weights of a neural
network are set to random values at the initial stage of training.
Data is fed into the input layer of the network, then it travels
through the hidden layers, and finally output is produced in the
output layer. The network continually updates the weights
applying backpropagation based on the output and desired target
of the neural network. The network consequently reduces the
error between the output and target in each iteration. In the
process, a loss function is used to calculate the error of the
network and the error is minimized by applying optimization
function during backpropagation.

D. Fusion Approach
In this paper, we experimented both logistic regression and
neural network methods with a fusion approach. In the fusion
approach, we at first reduced dimension of the original dataset
leveraging PCA and later applied logistic regression and NN
methods. We also experimented the model performance by
varying the number of principal components that were extracted
by PCA.

Fig. 1: An example of sigmoid function

The first and second hidden layer contains 128 and 64
neurons respectively, and the output layer includes 10 neurons
since the problem is a 10-class classification. We applied

In this paper, we propose a Fusion-Net framework to classify
the images. The Fusion-Net consists of two major portions:
dimension reduction and neural network. Fig. 2 shows the
architecture of Fusion-Net where the neural network contains
four layers: input layer, two hidden layers, and output layer. The
input layer contains neurons which is the number of features
extracted by PCA. We present three different versions of the
fusion approach where the reduced features preserve 99%, 95%,
and 90% of variation of the data for first, second and third
version respectively.
We transformed each of the color images of three dimension
into one dimensional space so that we can apply PCA. After the
conversion, each of the observations consists of 32 × 32 × 3 =
3072 features and therefore PCA is implemented on the
converted dataset. Fig. 3 shows the variation explained by the
number of features. 99%, 95%, and 90% of variation of the
original data can be explained by first 658, 217, and 99 number
of principal components respectively. 80% of the variation of
the data can be extracted by using only the first 21 number of
components.

categorical cross-entropy as loss function and Adaptive Moment
Estimation (Adam) optimizer for calculating eerror and updating
the parameters.
We implemented logistic regression and neural network with
the same architecture on the original dataset and finally compare
the results with the proposed Fusion-Net.
III. EXPERIMENT & RESULTS
A. Dataset specification
We performed all experiments on an image dataset, named
CIFAR. The CIFAR data set is a well-known image data for
multi-class classification of 10 classes of images which are
collected by Alex Krizhevsky, Vinod Nair, and Geoffrey
Hinton [1]. The images in the dataset have 10 different classes
of object: airplane, automobile, bird, cat, deer, dog, frog, horse,
ship, and truck. Fig. 4 illustrates some of the sample images
with class labels of the images.
In this paper, we used the CIFAR-10 dataset consists of
60,000 images which is a subset of 80 million tiny images
dataset (CIFAR). Each of the images in the dataset is color
image (containing 3 channels) with 32 × 32 dimension.
CIFAR-10 dataset is a balanced data where each of the classes
contains 6,000 images. We split the dataset into 50,000 training
images and 10,000 test images preserving the proportion of
classes.
B. Model evaluation metrics
The dataset is balanced. Therefore, we consider the
"accuracy" metric to assess the performance of the models.
Accuracy is the most intuitive performance metric which is the
proportion of the number of correctly predicted images to the
total number of images.
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑛𝑢𝑚𝑏𝑒𝑟 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛
𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛

Fig. 4: Variation explained by Principal Components

C. Experimental Design
We evaluated our model performance by comparing
performance of LR, and Neural Network methods with original
dataset. Trained data was used to train each of the models we

experimented with while test data was used for evaluating the
performance of the models.
The LR and Fusion-Net classifiers were applied to both
datasets (original and reduced) for comparing results with our
proposed Fusion-Net. The algorithms were implemented using
Python scikit-learn library with available hyperparameter
options.
We used ‘ReLu’ activation function in the hidden layer and
‘softmax’ function in the output layer. ‘Adam’ and ‘categorical
cross-entropy’ were used for optimizer and loss function
respectively. We set the number of epochs to 100 and
implemented an early stopping method to stop training once the
model performance stops improving on the test data. We
selected validation loss to be monitored for early stopping and
set minimum delta to 1𝑒 − 4 (checks minimum change in the
monitored quantity to qualify as an improvement) and patience
to 5 (checks number of epochs that produced the monitored
quantity with no improvement after which training will be
stopped). Mini-batch gradient descent was considered and a
batch size of 64 was chosen to train the model. The initial
learning rate was set to 0.0001. The 𝐿2 regularization technique
was applied to the output of the hidden layer to prevent the
network from overfitting and the regularization parameter
‘lambda’ was set to 0.000001. All the parameters and
hyperparameters used in the model were randomly optimized.
We implemented our experiment on Keras framework in
Python 3.7 version.
D. Experimental results
We compared the results of Fusion-Net with the other
classifiers with reduced and original datasets. The accuracy
score was used to evaluate the models’ performance. The same
configuration was applied to both datasets for maintaining
consistency.
1) Performance evaluation on CIFAR-10 original dataset:
We trained the neural network for 100 epochs with early
stopping and Logistic Regression also applied on the original
dataset. Model performance was measured by implementing
the trained model on the test data. Table I illustrates the
experimental results of the two models on this dataset. Neural
Network outperformed LR method and achieved the highest
accuracy score of 0.46, whereas the LR achieved 0.3954
accuracy score.
2) Performance evaluation on CIFAR-10 reduced datasest:
We impleneted PCA on the original dataset and reduced the
dataset and extracted three different datasets containing 658,
217, and 99 features which explain 99%, 95%, and 90% of
variation of the original data respectively. We applied the
neural network with the same architecture on the reduced
datasets. Logistic Regression also applied on the reduced
datasets. Table II illustrates the experimental results of the
models on the datasets. Fusion-Net outperformed (PCA+LR)
method and achieved the highest accuracy score for three
different cases. With 99 principal components Fusion-Net
achieved maximum accuracy of 53.41%. Almost similar
accuracy of 0.5307 was obtained with 217 features. Fusion-Net

achieved 0.5194 accuracy using 658 principal components.
Logistic regression achieved almost similar accuracy for the
three reduced datasets.
E. Discussion
Neural network produced better results with reduced dataset
than the original dataset. With reduced features, the network
learns less number of weights which might be the reason of
producing better results since we trained model with 100
epochs. A fine tuned neural network model with many epochs
may outperform Fusion-Net.
Table I: Experimental results of different classifiers on CIFAR-10 Original
Dataset
Classifiers

Accuracy

LR

0.3954

NN

0.4640

Table II: Experimental results of different classifiers on CIFAR-10 Reduced
Datasets
Classifiers

PCA+LR

Accuracy
with 658
features
0.4177

Accuracy
with 217
features
0.4120

Accuracy
with 99
features
0.4046

Fusion-Net

0.5194

0.5307

0.5341

IV. CONCLUSION
Dimension reduction techniques can be applied to an image
dataset to reduce the number of features while preserving
patterns and trends of the original dataset. Deep learning
network can be trained on the reduced dataset instead of the
original data so that the number of training parameters.
Therefore, the performance of the model might be increased. In
this paper, we proposed a neural network-based framework,
Fusion-Net, for image classification. We applied PCA for
dimension reduction and then trained Fusion-Net with 𝐿2
regularization technique, early stopping criteria and mini-batch
gradient descent method. We performed all the experiments on
datasets (original and reduced) evaluate Fusion-Net. We
evaluated Fusion-Nets’ performance by comparing it with the
performance of fusion LR (PCA+LR) approach. The
experimental results show that Fusion-Net outperformed other
methods and achieved the highest accuracy score.
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