Using stochastic analysis, we prove various gradient estimates and Harnack inequalities for Feynman-Kac semigroups with possibly unbounded potentials. One of the main results is a derivative formula which can be used to characterize a lower bound on Ricci curvature using a potential.
Introduction
Suppose M is a geodesically and stochastically complete and connected Riemannian manifold of dimension n, with Levi-Civita connection ∇ and Laplace-Beltrami operator ∆. Suppose V ∈ L Such V is said to belong to the Kato class, first introduced by Kato in [8] using an equivalent definition. The local Kato class consists of those potentials V for which 1 K V is Kato for any compact set K ⊂ M . This is a very large class of potentials, encompassing nearly all physically relevant phenomena, for which one can still expect the Feynman-Kac formula to make sense pointwise for all x ∈ M . We refer to Aizenman and Simon [1] and Simon [12] for a comprehensive account of this, and to the more recent work of Güneysu [7] for generalizations to Schrödinger type operators on vector bundles.
Our focus will be on the derivative, or gradient, of the Feynman-Kac semigroup P V t f . For the heat semigroup P t f , a probabilistic formula for the derivative dP t f , not involving the derivative of f , was proved by Bismut in [2] using techniques from Malliavin calculus. A transparent generalization of this, using an argument based on martingales, was later given by Elworthy and Li in [6] and developed further by Thalmaier in [14] . Thalmaier's formulation is based on local martingales and allows to localize the contribution of Ricci curvature. A formula for dP V t f was proved by Elworthy and Li in [6] , some applications of which were recently explored in [10] .
The present work is a continuation of the author's recent article [16] , in which localized versions of the derivative formula were proved, together with an extension to the Hessian. In all cases, these derivative formulae involve the derivative of V . Therefore, as in [6] and [16] , we will assume throughout that V is continuously differentiable.
In Section 2, we start by using the derivstive formula from [16] to obtain explicit uniform gradient estimates for P V t f . Local estimates are also possible, but are not the focus of this article. The uniform estimates are a stepping stone to Theorem 3.2, which states that if
with the Ricci curvature of M bounded below, then One application of this derivative formula is that it allows to characterize a lower bound on Ricci curvature using the potential V , as explained in Section 3. For example, suppose V ∈ C 1 (M ) is bounded below with ∇V bounded and K ∈ R. Then, according to Theorem 3.3, the following are equivalent:
(1) Ric ≥ 2K;
In particular, if the above gradient estimate is verified for some suitable V then it must hold for all such V .
The derivative formula stated above is also applied in Section 4 to prove a Harnack inequality, given by Theorem 4.1, and a log-Harnack inequality, given by Theorem 4.2. These inequalities are explicit and quick to derive. Afterwards, in Section 5, we prove the counterpart to the Bismut formula for differentiation inside the semigroup, namely Theorem 5.3, and use it to derive two further derivative estimates, Propositions 5.4 and 5.5, with corresponding shift-Harnack inequalities, Theorems 5.6 and 5.7. ShiftHarnack inequalities were introduced by Wang in [18] . Exploring such inequalities in the present setting was motivated by a question posed by Feng-Yu Wang during a workshop at the University of Swansea in 2017.
Uniform gradient estimates
In [11] 
Proof. According to the variation of constants formula we have
and therefore
It is well known that
and similarly for the integrand. The result therefore follows by substituting these estimates into (2), integrating the latter.
We now turn our attention to the case of unbounded V . Let us recall the Bismut formula for P V t f that was proved in [16] . For this, denote by // the stochastic parallel transport along the paths of X(x) and by B the anti-development of // to T x M . Then B is a Brownian motion on T x M starting at the origin. Denote by Q the End(T x M )-valued solution to the ordinary differential equation
with Q 0 = id TxM . The composition Q// −1 is called the damped parallel transport. Now suppose D is a regular domain in M and denote by τ the first exit time of X(x) from D.
In [16] it was proved, for a bounded measurable function f and x ∈ D, that there is the following local derivative formula:
for all t > 0, where h is any bounded adapted process with paths belonging to the Cameron-Martin space
Such h can always be constructed, as shown for example in [4] . It follows that if the Ricci curvature is bounded below, in the sense that
and if
Arguing as in the proof of [16, Theorem 7] , it follows that in this case there is the following non-local, but explicit, version of the derivative formula:
for all t > 0. Using formula (4), we can quickly derive some simple gradient estimates. For convenience, and without loss of generality, we will assume that V is non-negative. Note that in the sequel, K will always denote a real-valued constant.
Proof. Using formula (4) and a time-change we obtain
from which the result follows, by the definition of κ V (t).
For p > 1 we can similarly obtain an estimate using the L p norm (as opposed to the L ∞ norm), for which we should assume that
where q is the conjugate of p.
for all t > 0, where C q is the constant from the Burkholder-Davis-Gundy inequality.
Proof. By formula (4), Hölder's inequality and the Burkholder-Davis-Gundy inequality, we have Hf . These are generalizations of the estimate proved by Cheng, Thalmaier and the author in [4] and [5] .
Proof. According the forward Kolmogorov equation we have
for all x ∈ M . By Theorem 2.2 we have
and similarly
from which the result follows, since κ V is non-decreasing.
where C q is the constant from the Burkholder-Davis-Gundy inequality.
Proof. By (5) and Minkowski's inequality we have
By Theorem 2.3 we have
from which the result follows, as is the case p = ∞.
Characterizations of Ricci curvature
It is well known that Ricci curvature can be characterized in terms of the gradient of the heat semigroup; see for example [17, Theorem 2.2.4]. Next we show that this characterization extends to the Feynman-Kac semigroups considered above, in which the derivative dV , appearing in the gradient estimates of the previous section, occurs naturally:
with ∇f = X, Hess f (x) = 0 and set α := f (x). Then for any p > 0 we have
Proof. By Taylor expansion at the point x we have
and also
and by the Bochner formula
as required.
In the Section 2 we considered uniform estimates on dP V f which involved either the supremum norm of f and a constant which diverges for small time, or the supremum norms of both f and Hf and a constant which does not. In light of the previous theorem, we would also like to consider derivative estimates for functions belonging to C 1 b (M ).
To do so we use the following derivative formula:
for all x ∈ M and v ∈ T x M .
Proof. First suppose f ∈ C ∞ 0 (M ). By Itô's formula, the Weitzenböck formula and the definition of Q as the solution to equation (3), it follows that
is a local martingale. To verify that it is a true martingale, we see that
which is finite, by Theorem 2.4. Formula (6) follows by evaluating the expected value of (7) at times 0 and t, extending to all f ∈ C 1 b (M ) by approximation.
Combining Theorems 3.1 and 3.2, we obtain the following equivalence:
Then the following are equivalent:
for all t ≥ 0.
Proof. That (1) implies (2) follows immediately from Theorem 3.2. To prove that (2) implies (1), suppose x ∈ M and X ∈ T x M with |X| = 1 and choose f ∈ C ∞ 0 (M ) so that f (x) = 0, ∇f = X and Hess f (x) = 0. Then, by applying Theorem 3.1 to the case p = 1,
For the case V = 0 it is well known that Ric ≥ 2K if and only if (8) holds. So in fact Ric ≥ 2K so long as (8) holds for some V ∈ C 1 (M ) which is bounded below with ∇V bounded. Moreover, if (8) holds for some such V then it must hold for all such V .
Harnack inequalities
Denoting by ρ the Riemannian distance on M , we have also the following Harnack inequalities for P 
for all x, y ∈ M and t > 0, where
Proof. Suppose first that f ∈ C 2 (M ) with f bounded, inf f > 0 and f constant outside a compact set. Given x = y and t > 0, let γ : [0, t] → M be the geodesic from x to y of length ρ(x, y). Let v s :=γ s , so that |v s | = ρ(x, y)/t. Let h(s) := t e 2Ks − 1
for s ∈ [0, t], so that h(0) = 0 and h(t) = t. Let y s := γ h(s) and define
it follows from Theorem 3.3 that 
for all x, y ∈ M and t > 0.
Proof. Suppose α > 1 and n ∈ N. By Theorem 4.1 it follows that
Therefore, by the dominated convergence theorem, as in [17, Theorem 2.3.3], we have
Shift-Harnack inequalities
In this section we prove two further differentiation formulae, which complement formula (4), and use them to deduce shift-Harnack inequalities, first introduced by Wang in [18] and similar to Theorem 4.1 except that the shift in space variable takes place inside the semigroup. The approach will be similar to that of [15] . In particular, we start by supposing that α is a bounded continuously differentiable 1-form and α s a solution to the equation
for s ∈ (0, t] with α 0 = α. 
is a local martingale.
Proof. Since d commutes with ∆, with
by equation (9) we have
Consequently, by Itô's formula, we find that
is a local martingale and therefore so is
with the latter starting at δα t h 0 . Moreover
is any orthonormal basis of T x M . Since
it follows that
is also a local martingale. Using the fact that (11) and (13) are local martingales, we easily verify that (10) is too, using integration by parts to simplify the terms involving dV .
Theorem 5.2. Suppose V ∈ C 1 (M ) is bounded below with ∇V and Ric bounded. Suppose α is a bounded continuously differentiable 1-form. Then
for all x ∈ M and t > 0.
Proof. According to the assumptions of the theorem, with h s = (t−s)/t, the local martingale (10) is a true martingale. Furthermore, by (12) , it follows that α t = E [V t α(// t Q t )] so the result follows by evaluating the martingale (10) at the times 0 and t, and applying the Markov property to the term involving ∇V .
Given a vector field Y , the Bismut formula (4) provides a probabilistic expression for the derivative Y (P 
By Theorem 5.3, we have the following two propositions: 
for all x ∈ M and t > 0, where 
