Regression analysis is to establish the regression relationship between dependent variables and independent variables. The data of traditional regression model are often assumed to be observed precisely. However this assumption holds only sometimes. Due to the influence of various uncertain factors, the data in reality is often inaccurate. Therefore, We treat real data as uncertain variables. Uncertain regression analysis is likely to provide an effective analysis method. Based on the uncertainty theory, the residual analysis of verhulst-pearl model is discussed in this paper. We use the least square method to estimate the parameters. And we also obtained the confidence interval of the response variables for the new explanatory variables. In the uncertain regression analysis, we propose a leave-p-out cross-validation method for model selection under imprecise observation. We end up the paper with a numerical example of uncertain Verhulst-Pearl regression model and show that the model has a better prediction accuracy.
I. INTRODUCTION
Regression analysis method is the most commonly used mathematical statistical method to solve problems such as prediction, control and production process optimization. Cox [1] developed logistic regression. The logistic regression model is a well-known example of nonlinear regression model. Population growth model was originally applied by Verhulst in [19] , which is a very typical application of logistic equation. Later, Pearl and Reed [17] rediscovered the equation in 1920, it was sometimes referred to as the verhull-pearl equation.
The observations are imprecise in many cases due to economical or technical difficulties. Therefore under these circumstances, researchers started to pay attention to uncertain data (such as fuzzy data) to describe these phenomena. Tanaka et al. [18] first came up with a fuzzy linear regression model. Yang and Lin [24] proposed two estimation methods along with a fuzzy least-squares approach. Wu and Tseng [20] constructed a fuzzy regression model by fuzzy parameters estimation using the fuzzy samples.
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To deal with the relationship between uncertainty phenomena, Liu [2] proposed uncertainty theory in 2007 and perfected it in 2010 [4] . The theory of uncertainty has attracted the attention of many scholars. So far, uncertainty theory has been widely used in many ways, such as uncertain set [5] , uncertain risk analysis [6] ,uncertain finance [10] , uncertain programming [3] , uncertain statistics [7] and uncertain logic [8] .
It was shown by many surveys that uncertainty theory is fitted to model the data with imprecise observations given by the experts [9] . Liu [7] presented uncertain statistics. At present, uncertain statistics are divided into parametric uncertain statistics and non-parametric uncertain statistics. Parametric uncertainty statistics means that the uncertain distribution is known, but some parameters are unknown. Many scholars have proposed many methods to estimate unknown parameters. Liu [7] first put forward the principle of least squares. Later Wang and Peng [21] suggested the method of moments.
For uncertain regression models, Yao and Liu [23] suggested least squares. Later, In uncertain time series analysis, Yang and Liu [25] used the least square method to estimate unknown parameters. Furthermore, the Chapman-Richards growth model [14] was studied by using the principle of least squares. Recently, Liu and Yang [15] put forward the least absolute deviations (LAD) estimate, and then Lio and Liu [13] presented the maximum likelihood estimation. Lio and Liu [12] provided the interval estimation for predicting the response variables.
In this paper, we will explore the uncertain Verhulst-Pearl model. Section 2 introduces the Verhulst-Pearl model and calculate the unknown parameters via the principle of least squares. Section 3 considers the residual analysis of the uncertain Verhulst-Pearl regression model. The confidence interval of the model is studied in Section 4. A leave-p-out cross-validation test for selecting model with imprecise observations is presented in Section 5. Section 6 give the numerical example in order to prove our conclusions. The last section draws some concluding remarks.
II. UNCERTAINTY THEORY
Liu [2] presented the concept of the uncertain variable. Subsequently, Liu [4] came up with the independence of uncertain variable. Liu [11] given the linear and the normal uncertain variables and given their distribution functions respectively. The operational law of uncertain variables was put forward by Liu as follows.
Theorem 1 (Liu [7] ): f is strictly increasing for ξ 1 , ξ 2 , · · · , ξ m and strictly decreasing for ξ m+1 , ξ m+2 , · · · , ξ n , and ξ 1 , ξ 2 , · · · , ξ n be independent uncertain variables with regular uncertainty distributions 1 , 2 , · · · , n , respectively. ξ = f (ξ 1 , ξ 2 , · · · , ξ n ) is an uncertain variable with an inverse uncertainty distribution
which k is a positive integer. Theorem 3 (Yao [22] ): The variance of ξ is
which e is the finite expected value of ξ .
III. UNCERTAIN VERHULST-PEARL MODEL
Traditional Verhulst-Pearl regression analysis is based on the accurate observation date. However, the observation data are not accurate because of various influences. In uncertain Verhulst-Pearl regression analysis we are interested in investigating the dependence of one uncertain variable. The Verhulst model reflects the process of birth, development and death. The model is mostly used to advance the prediction of s-type sequences with saturated states. The Verhulst-Pearl regression model can often be described by the logistic equation
which β 0 > 0, β 1 > 0, β 2 > 0, y represents the population after time x, β 0 represents the carrying capacity of the population. Some of the parameters in the model need to be estimated from the observed data. Suppose that I have a imprecisely observed data set,
wherex i1 ,x i2 , · · · ,x ip ,ỹ i are uncertain variables and uncertainty distributions are i1 , i2 , · · · , ip , i , i = 1, 2, · · · , n, respectively. The least square method is an important method of point estimation. On the basis of the observed data (3), Yao and Liu [23] suggested the least squares estimation β * of unknown parameters β in regression function (6) and solved the minimization problem,
The fitted model is thus written as
Theorem 4: Suppose (x i ,ỹ i ), i = 1, 2, · · · , n are inaccurately observations,x i ,ỹ i are characterized in term of independent uncertain variables and they respectively have regular uncertainty distributions i , i , i = 1, 2, · · · , n. The least squares estimation β * of β = (β 0 , β 1 , β 2 ) in the Verhulst-Pearl model,
solves the minimization problem,
Proof: According to (4), the least squares estimate of β = (β 0 , β 1 , β 2 ) is the optimal solution to minimize the problem in the Verhulst-Pearl model,
For each i, according to Theorem 1 (see the Appendix), we obtain that the inverse uncertainty distribution of
. And it follows from Theorem 2 (in the Appendix).
The optimal problem
is equivalent to the minimization problem (7) . The theorem is proved.
IV. The EXPECTED VALUE AND VARIANCE OF THE RESIDUAL
In uncertain regression, disturbance term ε is also an unknown parameter. In order to find an estimation ε from the given imprecisely observation (3), i.e., (x i1 ,x i2 , · · · ,x ik ,ỹ i ), i = 1, 2, · · · , n.
Lio and Liu [12] put forward the definition of the residual.
Definition 1 (Lio [12] ): y = g(x i1 , x i2 , · · · , x ik |β * ) is the fitted regression model, which (x i1 ,x i2 , · · · ,x ik ,ỹ i ) is imprecisely observed data for each index i(i = 1, 2, · · · , n). The i-th residual isε
The expected value and variance of the uncertain error term ε can be estimated aŝ
whereε i , i = 1, 2, · · · , n, are the i-th residuals, respectively. Theorem 5: Suppose (x i ,ỹ i ), i = 1, 2, · · · , n are imprecisely observed data,x i ,ỹ i are terms of independent uncertain variables with regular uncertainty distributions i , i , i = 1, 2, · · · , n, respectively. The Verhulst-Pearl model is
The expected value of the uncertain term ε can be estimated aŝ
and the variance can be estimated aŝ
Proof: For each i, the functioñ
strictly increases with respect toỹ i and strictly decreases with respect tox i . According to Theorem 1, the inverse uncertainty distribution of the function (13) is
The result follows from Equations (8), (9) and Theorem 2.
V. FORECAST VALUE AND CONFIDENCE INTERVAL
Using statistical models to predict the possible occurrence has become an increasingly important tool. In this part of our paper, we give the estimation method of unknown parameters in the statistical model within the principle of least squares. We also get the confidence interval of fitted model (10) and predict the number of people at any given time. Suppose the uncertain term ε is independent ofx. And ε has the estimated expected valueê and varianceσ 2 . According to the fitted Verhulst-Pearl model (10), the forecast variableŷ of response variable y iŝ
Let us define
µ is used to predict the value of y. Equation (14) implies
the inverse uncertainty distribution ofx is −1 (α). Assume that the uncertain term ε has a normal uncertainty distribution N (ê,σ ) with inverse uncertainty distribution ϒ −1 (α). The inverse uncertainty distributionˆ −1 (α) of y iŝ
where
We can get the uncertain distributionˆ ofŷ from (15) . Take α as the confidence level and we can obtain that
b is the smallest value that makes (16) inequality true. We get M{µ − b ≤ŷ ≤ µ + b} ≥ α from this inequality
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VI. EVALUATION OF THE MODEL
Leave-p-out cross-validation (LPO) means that P samples are randomly selected from the sample set as the test set and the rest as the training set. The number of sample Spaces is n, and LPO needs to train and verify the model C p n times. The sample set is denoted by D. D p represents the p samples from n samples. And then the rest of the sample is going to be D (−p) .
Definition 2: Let (x i1 ,x i2 , · · · ,x ik ,ỹ i ), i = 1, 2, · · · , n be imprecise observation, wherex i1 ,x i2 , · · · .x ik ,ỹ i are uncertain variables and β is an unknown parameter. The relationship between explanatory variables and response variables can be expressed as
The LPO can be defined as
where β * (D (−p) ) are the least square estimations by omitting the D p observations, and ω is the number of repetitions and equals to C p n . Theorem 6: Let (x i ,ỹ i ), i = 1, 2, · · · , n be imprecisely observed data, wherex i ,ỹ i are independent uncertain variables and theirs regular uncertainty distributions are i , i , i = 1, 2, · · · , n, respectively. In the Verhulst-Pearl (10), i.e.,
where β * (D (−p) ) = (β * (D (−p) )0 , β * (D (−p) )1 , β * (D (−p) )2 ) are the least squares estimate by omitting the D p observations.
Proof: According to Definition 2, the average test error in LPO in the Verhulst-Pearl model is
So the inverse uncertain distribution of this functioñ 1 − α) )). It follows from Theorem 2 that
VII. NUMERICAL EXAMPLE
In this section, the uncertain Verhulst-Pearl model is implemented on a numerical example. Suppose there are 15 imprecisely observed data (x i ,ỹ i ), i = 1, 2, · · · , 15 in Table 1 , wherex i ,ỹ i are independent linear uncertain variables. First, the result of estimating the unknown parameters in the Verhulst-Pearl model is shown. Secondly, we give more stronger and more reliable predictions than point estimates, which is confidence interval. Next we use LPO to assess model selection. According to Theorem 4, we have the least squares estimate β * = (β * 0 , β * 1 , β * 2 ) = (4990000, 0.2178, 0.0406). Therefore, the fitted Verhulst-Pearl model (10) is y = 4990000/(1 + 0.2178 exp(−0.0406x)).
By using formulas (11) and (12), we find thatê = 0.0657, σ 2 = 0.0697 are the estimated expected value and variance of the uncertain term ε.
Letx ∼ L(23, 24) be a new uncertain explanatory variable which is independent of ε. The forecast value µ of y is µ = 4604435.
Taking the confidence level α = 90%, it is found that b = 7641 is the least value such that (17) holds. Therefore [4596784, 4612076] is the 90% confidence interval of the response variable y.
Following the data in Table 1 , the LPO of the Verhulst-Pearl models is 0.065, where p = 2. By comparing the LPO values of several models, it is concluded that the Verhulst-Pearl model has the optimal prediction ability because the LPO value of the Verhulst-Pearl model (6) is the smallest. The results are shown in Table 2 .
VIII. CONCLUSION
This paper deals with the study of uncertain regression analysis. Based on the least square method, the parameters of the Verhulst-Pearl model are estimated. The forecast value of the new explanatory variables were obtained. And the confidence interval of the response variable with respect to the new explanatory variables were presented. And a numerical example was provided to explain the uncertain Verhulst-Pearl regression model. In this paper, leave-p-out cross-validation is proposed and the model selection is based on this validation method. At last we use a numerical example to illustrate the mentioned method.
