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This report deals with the problem of designing an adaptive observer for es-
timating unknown periodical disturbances. This is very practical problem be-
cause in the area of control of servomechanisms such disturbances are always
encountered. When the disturbance cannot be directly measured or eliminated
at the source it is necessary to perform a prediction. When a periodical distur-
bance is present the frequencies appear as unknown parameters and they have
to be identified. In order to identify the unknown parameters, it is necessary
to transform the composite system model, which contains the models of the
controlled system and the disturbances, into observable canonical form. In ad-
dition, an inverse transformation is required to calculate the estimates of the
present disturbances.
In this report, firstly, a review of an adaptive observer for estimation of unknown
periodical disturbances is presented. Later a calculation of the disturbance
estimate is derived using the algebraic programming system REDUCE. The
proposed method here allows to perform all the necessary transformations and
to obtain the disturbance estimation without using the transformation matrix.
The calculations of these transformations are complicated and, hitherto, there
is no simple method to perform them. The results of disturbance estimation
are illustrated by two examples.
1 Introduction
The nature of the present disturbances is directly connected with the quality of regulation in the
process of control. The estimation of the disturbances allows their reduction and consequently
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improvement of the regulation characteristics of the system. One of the serious problems in obtaining
the characteristics of the present disturbances is that very often they are not directly measurable.
Therefore the disturbance have to be modeled in a certain way, and their estimated values can be
used for further reduction.
When the disturbance can be represented by a polynomial model the estimation can be done
by using Luenberger type state observer. If the disturbances has a periodical character, as it is in
the servomechanical systems, the polynomial model does not allow to perform good estimation [1].
A sinusoidal model is applied instead. However, in the latter frequencies appear as unknown pa-
rameters and they have to be identified. This requires application of an adaptive observer. In
order to identify the unknown parameters, it is necessary to transform the composite system model,
which contains the models of the controlled system and the disturbances, into observable canonical
form. In addition, the calculation of the estimates of the present disturbances requires an inverse
transformation.
This report deals with the problem of estimation of the characteristics of unknown periodical
disturbances using an adaptive observer. Firstly, a review of an adaptive observer for estimation of
unknown periodical disturbances is presented [1]. Later a calculation of the disturbance estimate
is derived using the algebraic programming system REDUCE. The method proposed here allows to
perform the transformation to canonical form and to obtain the estimate of the unknown disturbance
without referring to the transfom1ation matrix. The calculation of the latter and its inverse is a
tedious procedure especially in the case of systems of high order.
2 Problem Statement
Consider a linear time-invariant, fully observable, single-input single-output (SISO) system of order
n with inaccessible states. Further, consider that an unknown sinusoidal disturbance influences the
system. The system is described in observable canonical form:
d
dtXp(t) = Apxp(t) + bpu(t) + Jd(t)
y(t) = c;:x(t),
where x(nxl) is the state vector and A(nxn) b(nxl) c(nxl) and J(nXl) are coefficient matrices'p 'P , P 'p , '.
(1)
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The disturbance d(t) is described as a sinusoidal wave with unknown parameters:
d(t) = asin(wt + v) (2)
where a, w, and v are the amplitude, the angular frequency, and the phase, respectively.
The problem to be solved is to estimate the unknown disturbance using only the measurable
input and output of the above described system.
The disturbance is regarded as a response of dynamic system with zero input but nonzero initial
conditions. Its state space model is given as;
1t"l(t) = D"I
d(t) = hT"I '
(3)
where w is unknown frequency and it is assumed that "I cannot be measured. By introducing the
augmented state vector:
the system can be described by:
yet) =
= [Ap f
hT
] [xp(t).] + [ bp ] u(t) = Ax(t) + bu(t)
o D "I(t) 0
[c~ OT 1[~;: ] ~ o'x(t).
(4)
The necessary and sufficient conditions for observability ofthe co·mposite system (4) are given in [11.
3 Identification of the Disturbance Parameters
To identify the frequency parameters an observer according to [41 is derived. First, we transform
the augmented system (4) in observable canonical form:
ddtxc(t) Acxc(t) + bcu(t)
yet) = c~xc(t),
where
(5)
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(6)
T TT-1 [Ce =C = 1 0 '" 0], m=n+2
Xe(t) = Tx(t), and T is the transformation matrix. (7)
The elements of the vectors ae, be can be obtained by direct calculations from ap and bp without
referring to the transformation matrix T [3):
ae = .6oap+q
be = .6obp,
where the matrix A and the vector q have the following forms:
(8)
1 0 0 p
p 1 0
. v=[:]. q= 0 , () = w2 ,.60= (9)
0 0 p 0
and A and q have dimensions m x n, and m x 1 respectively, and () represents the unknown
frequency.
In order to construct the observer, the plant is parametrized in the form:
d
dtXe(t) = Kxe(t) + cpy(t) + beu(t), where (10)
-k1 1 0 k1 - aC}
K=
-k2 k2 - ae2
m=n+2,cp= ,
0 1
-km 0 0 km - aem
and the vector kT = [k1 k2 ... km ] is chosen so that the matrix K is asymptotically stable.
The unknown frequency w can be identified from the measured input and output of the system.
Define 2m vector variables:
~Zr1(t) = zr1(t)K+c~y(t) Zl(O) =0
~Zr1(t) = zr1(t)K+c~u(t) Z2(0) =0,
where Z11 and Z21 are the first rows of the matrices
(11)
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respectively. The estimates of the output and the states can be written as:
A(t) A TAT bAY = XC) = Zn r.p + Z21 e
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(12)
(13)
The vectors ae and be are obtained after substituting the identified parameter 0 in eq. (8). After
separation of the members containing 0 and rearranging, the last two equations can be rewritten as
follows:
y(t) = l01 + lnO, (15)
(16)
where lOl and lOi are sums of terms in (15) and (16) which do not include 0, and In and hi are sums
of coefficients of the terms in (15) and (16) which include O.
To identify the parameter 8 = w2 a suitable parameter adjusting law can be applied. One example
is the weighted least squares method, which for continuous-time systems has the form:
dO(t)
dt
dR(t)
dt
y(t) =
-R-1(t)ln(t)[y(t) - y(t))
l01(t) + In(t)O(t).
(17)
In the discrete-time the weighted least squares looks like:
8(k + 1)
R-1(k + 1)
y(k-t- 1)
A • R-1(k)ln(k + 1)' A
8(k) - a + lE(k + I)R-1(k)ll1(k + 1) (y(k + 1) - y(k + 1))
=~(R-1(k) _ R-1(k)ll1(k + l)lE(k + I)R-1(k))
a a + lE(k + I)R-l(k)ln(k + 1)
T A
= l01(k + 1) + In(k + 1)8(k),
(18)
where 0 < a ::; 1 is the weighting factor, u~ed for data discrimin~tion if necessary, and R(·) is a
symmetric positive definite time-varying gain matrix of dimension Ix l.
From the arguments used in this section it directly follows that limt-+oo(8(t) - 8) = O.
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Order Disturbance estimate, J. = ~
of(l)
2 N = _w
2hXCI +w2fIxC2 + hXC3 - fIxC4
D=w2 lf+H
3
N = -w4hxCI + (w4fI +w2fa)XC2 +w2hXC3 - w4fIxC4 - hxcs
D = fI(w4fI - w2fa) +w2Ii + fa( _w2 fI + fa)
N = [/4 - h(-w2 )][(-W2 )2xCJ (t) - (-W2 )xC3 (t) + xcs(t)]
4
+ [h( _w2 ) - fa][( -w2 )2xC2 (t) - (-W2 )xC4 (t) + XC6 (t)]
D = - IdfI (_w2 ) + 2fa]( -w2 )2
+ h[h(_w2 ) + 214]( _w2 ) - Jl( _w2 ) + J1
N = -[h( _w2 ) + 14](-W2 )3xCl + [fI( _W2 )2 + fa( _w2 ) + 15]( -W2 )2xC2
- [h( _w2 ) + 14](-w2 )2xc3 + [fI( -w2 )2 + fa( _w2 ) + 15](-W2 )xC4
5
- [h( _w2 ) + 14]( -W2 )xC5 + [h( -w2 )2 + fa( _w2 ) + 15]XC6 - [h( _w2 ) + 14]XC7
D = (-l){h[fI( -w2 )2 + 2fa(-w2 ) + 2/5]( -w2 )2
+ h[!2( -w2 )2 + 2/4( _w2 )](-w2 )
- fa[fa( _w2 ) + 2/5]( _w2 ) + J1( _w2 ) - In
Table 1: Disturbance estimate calculations
4 Disturbance Estimation
In this section, using the identified frequency, we derive the estimate of the unknown disturbance.
From the discussion in the previous section, for the estimate of the disturbance it can be written:
(19)
Note that up to the end of the previous section all the transformations were done without referring
to the transformation matrix T. Now we are going to introduce a calculation which allows to obtain
the estimate of the unknown disturbance directly from the identified state Xc and parameter fJ. The
proposed below calculation was obtained using the algebraic programming system REDUCE [5].
Starting with a system of second order we have calculated consequently the disturbance estimate
for systems of higher order (see. Table 1). By induction, the results of the calculations were used
to find an expression for calculation ofthe disturbance estimate for the general case, i.e. n-th order
SISO system:
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Theorem 4.1 [2} For a linear time-invariant, single-input single-output system (1), with a pres-
ence of single sinusoidal wave disturbance (2) the estimate of latter is given as follows:
A AC+BD
d(t) = F ,where
A ( )nff ( A2)!!±!!-1 f ( A2)!!±!!-2 f (A2) f ]= -1 2 -w 2 + 4 -w 2 + +... + n-2+d -W + n+d
B (l)n+lff ( A2)~-1 f ( A2)n-d·_2 f (A2) f ]= -. 1 -W 2 + 3 -W 2 +... + n-3-d -W + n-l-d
C ( A2)~A (A2)~_IA ( A2)A A= -W 2 XCI + -W 2 X C3 + ... + -W X Cn _ I _ d + XCn+I_d
D ( A2)!!±!!A (A2)!!±!!-I A (A2)A A= -W 2 X C2 + -W 2 X"" + ... + -W Xc,,+d + X Cn+2+d
F = (-It{ - h[h(-W2t-1+ 2fa( -w2t-2+ 2fs(-w2t-3 + ...]
+hfh( _W2)n-2 + 2!4( -w2t-3+ 2f6(_W2)n-4 + ]
- fa[fa( _W2)n-3 + 2fs( _W2)n-4 + 2h(- w2t-S+ ]
+f4[!4( _W2)n-4 + 2f6( _W2)n-S + 2fs( - w2t-6+ ]
(20)
(21)
(22)
(23)
(24)
(25)
where d = -1, when the order of the system is odd number, and d = 0 when the order is an even
number.
Proof While the reader is referred to [6] for detailed proof the following comments may be used
as a guideline. It can be seen that the estimate of the disturbance d(t) is obtained from the row
before last in equation (19). More clearly this can be seen from eq. (4) in which the model of the
disturbance well stands out. Rewrite the expression (20) separating the state-space variables vector,
I.e.
d(t) = [,81 ,82 ... ,8n+2] (26)
The product of f3 and the transformation matrix T is a unit vector with 1 in position n + 1, i.e.
the position before last. The proof of this can be easily derived by analyzing the structure ofthe
transformation matrix as it is done in [6]. First, the product of f3 and an (n+2) x n matrix composed
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of the first n columns of T is analysed. After this the product of {3 and the last two (n + 1 and
n + 2) columns of T is analysed. Only the product of {3 and n + 1 column of T is equal to 1. The
rest are zero. Hence the proof is established.
It can be seen from the above discussion that the disturbance estimation observer is composed of
filter variables (11), parameter adjusting law (17) or (18), and disturbance estimation equation (20).
5 Examples
5.1 Simulation Example
Consider a 4-th order dynamic system:
with an unknown disturbance as in eq. (3). Suppose that d(t) changes its amplitude, phase, and
frequency at a certain moment. Assuming that only the input u(t) and the output y(t) are accessible
we identify the unknown frequency w and the disturbance d(t).
The canonical state-space description of the above system applying (8) and (9) is:
Xc, (t) -al'J 1 0 0 0 0 XCI (t) bp ,
xc, (t) -(aP2 + w2) 0 1 0 0 0 xc, (t) bP2
d XC3 (t) _(ap,w2+ aP2 ) 0 0 1 0 0 XC3 (t) bpl w2 + bP2
= + u(t)dt xc.(t) -(aP2 w2 + ap.) 0 0 0 0 Xeo (t) bP2 w2 + bp•
xC$(t) -aP2 w2 0 0 0 0 1 xc. (t) bP2 w2
Xc. (t) -ap.w2 0 0 0 0 0 x",,(t) bp.w2
y(t) = [ 1 0 0 0 0 o] :Z:c(t)
For the disturbance estimate we write (see (20)-(25)):
d( t) = (/4 - h8(t))(8(t)2~Cl (t)-8(t)_xC3 (t)+xc•(t)) -::(!I8(t) - h)(~(t?XC2(t) -~(t)xc. (t) +Xc. (t)) .
- Id/l( -8(t)) + 2hj8(t)2 + hlh(-8(t)) + 2/41( -8(t)) - n( -8(t)) + J1
The conditions for the computer simulation are:
- Sampling period: tl; = 0.03s
- Number of the sampling periods: 1165
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Figure 1: Identified frequency B(t) - simulation
- Plant coefficients: apt =10.0, a1'2 =35.0, a p3 = 50.0, a p4 = 24.0;
bpI = b1'2 = bP3 = 0, bP4 = 20.0, II = h = h =0, 14 = 20.0
- Filter poles: -5.0, -5.2, -5.4, -5.6, -5.8, -6.0
- Filter coefficients:
k1 33.00
k2 453.40
ka 3319.80k= =
k4 13662.44
ks 29964.42
k6 27361.15
81
- Parameter adjusting law: weighted least squares as in eq. (18) with forgetting factor: Q =0.935
- Disturbance: 0::; tk ::; 17.5s -+ d =3sin(?Ttk + fi)
17.5 < tk < 35s -+ d = sin(2?Ttk + ~)
The identified unknown parameter Band estimated disturbance are shown on Fig. 1 and Fig. 2
respectively. It is seen that the identified parameter Band. the estimate of disturbance well follow
the true values despite of the parameters change.
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Figure 2: Disturbance estimate (solid line) and input disturbance (dashed line) - simulation
5.2 Experimental Example
The system used in this example is a direct drive (DD) motor (DMBI030-Yokogawa Precision)
connected to an amplifier. There is an rotary encoder integrated in the motor's body which produces
655360 p/rev. The input of the system is the amplifier input torque voltage, and the output is the
angular position.
The source of the disturbance is the gravity force of an arm and a load attached to the shaft of
the motor (Fig. 3). The system is described by the following equation:
y(t) = -aply(t) - ap2y(t) + ap3sgny + bpl(u(y) + d(t)), (27)
where apl is the viscous frictional coefficient, ap2 is the static friction, and ap3 is the Coulomb friction
coefficient. The constant bpI has a direct relation to the inertia of the mechanical system.
The augmented system is 4-th order, and its description in canonical observable form, obtained
through equations (8) and (9), is:
XCI (t) -apI 1 0 0 XCI (t) 0
XC2 (t) -(aP2 +w2) 0 1 0 XC2 (t) 1
= + (bpI u(t) + ap3sgny(t)) (28)
XC3 (t) -apl w2 0 0 1 XC3 (t) 0
xc. (t) -aP2 w2 0 0 0 xc. (t) w2
y(t) = [ 1 o 0 0] x(t)
Again, as in the previous example, from eq. (20)-(25) the disturbance estimate can be described by
the following equation:
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The conditions under which the experiment was performed are:
- Sampling period: T. = 300Jls
- Number of the sampling periods: 12288
- Plant coefficients: api = 1.07, aP2 = 0.03, aP3 = 179000.0
bpI = 420736.0; II = 0, 12 = bpI
- Filter poles: -10.0, -12.0, -14.0, -16.0
- Filter coefficients:
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k1
k=
k2
=
k3
k4
52.00
1004.00
8528.80
26880.00
- Parameter adjusting law: weighted least squares as in eq. (18) with forgetting factor: 0=0.9953
The identified frequency w(t) and estimated disturbance are shown on Fig. 4. The disturbance has
more complicated form than sinusoidal one, because, due to the load, the angle velocity changes its
value. The load gravity force reduces the velocity when the rotation is performed from the lowest
point to the highest one, and vice-versa, the velocity increases when the gravity force vector has
the same sign with the rotation motion. Because of this the identified frequency wchanges it value
form 6.5rad/S to 9.5rad/s but the average wov = 8rad/s is approximately equal to the velocity of
d.
6 Conclusions
It have been shown in this report the applicability of the adaptive observer proposed in [1]. In
addition an expression for obtaining the estimate of unknown sinusoidal wave disturbance was
derived. The main advantage of the proposed here method is that all the necessary calculations
are performed without directly referring to the transformation matrix T. Through the examples
in the previous section it was shown that the proposed observer can be used for the estimation of
unknown sinusoidal disturbance quite effectively.
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Figure 3: Simplified Diagram of the Experimental System
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Figure 4: Identified w(solid line) and estimated disturbance d (dashed line) - experiment
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