We consider the minimization of a sum of an expectation-valued coordinate-wise L i -smooth nonconvex functionf and a nonsmooth block-separable convex regularizer n i=1 r i (x i ). Prior schemes are characterized by the following: (a) Steplengths are bounded by O(1/L) or O(1/L max ); (b) Batch-sizes of gradients are centrally updated; (c) a.s. convergence guarantees are unavailable; (d) Rates inferior compared to deterministic counterparts. Specifically, (a) and (b) require coordination across blocks and necessitate global information, leading to larger constants in the rate and the oracle complexity and further impeding decentralized implementations. We address these shortcomings by proposing a limited coordination randomized block proximal variable sample-size stochastic gradient (VSSG) algorithm, where in each iteration, a single block is randomly chosen to update its estimates by a proximal VSSG scheme, while the remaining blocks are kept invariant. The (random) block-specific batch-sizes are updated at a rate that grows either at a geometric or polynomial rate with the (random) number of times that block is selected. We then show that every limit point for almost every sample path is a stationary point when blocks are chosen either randomly or cyclically. If K denotes the iteration index, we show that the ergodic mean-squared error of the gradient mapping diminishes at the rate of O(1/K) and the iteration and oracle complexity to obtain an -stationary point are O(1/ ) and O(1/ 2 ), respectively. Furthermore, under a µ-proximal Polyak-Łojasiewicz (PL) condition with the batch size increasing at a geometric rate, we prove that the suboptimality diminishes at a geometric rate, the optimal deterministic rate. In addition, if L ave denotes the average of block-specific Lipschitz constants, the iteration and oracle complexity to obtain an -optimal solution are O((L ave /µ) ln(1/ )) and O (L ave /µ)(1/ ) 1+c with c ≥ 0, respectively. In the special case with a single block, we might obtain the optimal oracle complexity bound O(1/ ). In pursuit of less aggressive sampling rates, when the batch sizes increase at a polynomial rate of degree v ≥ 1, suboptimality decays at a corresponding polynomial rate while the iteration and oracle complexity to obtain an −optimal solution are provably O(v(1/ ) 1/v ) and O e v v 2v+1 (1/ ) 1+1/v , respectively. Finally, preliminary numerics support our theoretical findings. * The authors are with the
Introduction
In this paper, we consider a composite stochastic program:
where r i (x i ) is a convex nonsmooth function with an efficient prox-evaluation for i = 1, . . . , n, x i ∈ R d i , the variable x is partitioned into n blocks as x = (x 1 , · · · , x n ) with d n i=1 d i ,f (x) E ξ [f (x 1 , · · · , x n , ξ)] is an expectation-valued smooth possibly nonconvex function with coordinate-wise L i -Lipschitz continuous gradients, the random vector ξ : Ω → R m is defined on the probability space (Ω, F, P), and f :
R is a scalar-valued function. Let X * and F * denote the optimal solution set and the optimal function value, respectively. If P(ξ = j) = 1 m for j = 1, · · · , m, then (1) reduces to a finite-sum composite problem where F (x)
. Nonsmoothness can be addressed through the proximal operator [1, 2] , defined as prox αr (x) argmin y r(y)
where r(·) is a closed and convex function, α > 0, and the argmin is uniquely defined. Prior research. In this paper, we propose a variance-reduced (VR) block scheme for block-structured nonsmooth nonconvex stochastic optimization. We first review the literature on proximal, VR, and block methods.
(i) Proximal-gradient methods. Proximal-gradient (PG) methods and their accelerated variants are among the most important methods for solving composite convex problem f (x) + r(x) (also see forward-backward splitting (FBS) methods [3] [4] [5] ). While accelerated (or unaccelerated) schemes [6] display non-asymptotic convergence rates in function value of O(1/k 2 ) (or (O(1/k))), FBS methods [7, 8] display linear convergence when ∇f (x) is strongly monotone. Nonconvex extensions have been studied in [9] [10] [11] , where the convergence to a stationary point is shown in [9] while rate statements are provided under both the Kurdyka-Łojasiewicz (KL) property [10] and the Polyak-Łojasiewicz (PL) condition [11] (where a linear rate is proven).
(ii) Variance reduction schemes. A stochastic proximal gradient method was presented in [12] for solving composite convex stochastic optimization, where the a.s. convergence and a mean-squared convergence rate O(1/k) were developed in strongly convex regimes, in sharp contrast with the linear rate of convergence in deterministic settings. Variance reduction schemes have gained increasing relevance in first-order methods for stochastic convex optimization [13] [14] [15] [16] [17] ; in one particular class of schemes, the true gradient is replaced by the average of an increasing batch of sampled gradients, progressively reducing the variance of the sample-average. Schemes like SAGA and SVRG, applied to finite-sum machine learning problems [18] [19] [20] [21] , rely on periodic use of the exact gradient, leading to recovery of deterministic convergence rates. In strongly convex regimes, linear rates were shown for stochastic gradient methods [13, 17] and extragradient methods [14] , while for merely convex optimization problems, accelerated rates of O(1/k 2 ) and O(1/k) were proven for smooth [15, 17] and nonsmooth [14] regimes, respectively. Mini-batch stochastic approximation (SA) methods were developed by [16] for nonconvex stochastic composite optimization while geometric rates were provided by [21] for a proximal minibatch-SAGA and a proximal minibatch-SVRG algorithm in nonconvex regimes under the proximal PL inequality.
(iii) Block coordinate descent (BCD) schemes. BCD methods [22] are widely used in machine learning (ML) and optimization, where variables are partitioned into manageable blocks and in each iteration, a single block is chosen to update while the remaining blocks remain fixed. Recently, in [23] , coordinate-friendly operators were investigated that perform low-cost coordinate updates and it is shown that a variety of problems in ML can be efficiently resolved by such an update. The convergence properties of cyclic BCD methods has been extensively analyzed in [24] [25] [26] . Nesterov considered a randomized BCD method [27] and proved sublinear and linear convergence in terms of expected objective value for general convex and strongly convex cases, respectively. In [28] , proximal (but unaccelerated) extensions were developed to contend with composite problems (also see [26, [28] [29] [30] [31] ), while in [32] , an accelerated, parallel, and proximal RBCD scheme was presented with a rate of O(1/k 2 ). More recently, in [33] , diverse block selection rules are considered and linear statements are provided for deterministic nonconvex problems under the PL condition.
Motivation. We consider a class of techniques that combine variance reduction and block-based schemes for solving the nonconvex nonsmooth stochastic programs, drawing inspiration from two seminal papers. Of these, the first by Xu and Yin [34] proposes a block stochastic gradient (BSG) method that cyclically updates blocks of variables. The second paper, by Dang and Lan [35] , presents a stochastic block mirror-descent scheme reliant on randomly choosing and updating a single block by a mirror-descent stochastic approximation method. In [34] and [35] , rates are provided in the convex setting while in nonconvex regimes, Dang and Lan [35] present non-asymptotic rates. Yet, there are several concerns that motivate the present research: (1) Centralized batch sizes. The schemes in [34, 35] require a centrally specified (rather than distributed) batch-size across all blocks requiring global knowledge of the clock iteration k; (2) Shorter steps. Block-invariant steplengths utilize either L or L max leading to shorter steps and poorer performance;
(3) Asymptotic guarantees. No a.s. convergence is available for randomized or cyclic CD schemes for general nonconvex problems; (4) Sub-optimal rate statements. Optimal deterministic rates via variancereduced schemes are unavailable but have been alluded to in convex regimes [34, Rem. 7] ; Refinements via the PL condition remain open questions. We address these gaps through a novel scheme in Section 2 that combines a randomized BCD method with a proximal VSSG method, reliant on block-specific steplengths based on locally available L i (rather than L or L max ), leading to larger steplengths and improved behavior (See Fig. 1 ) and random block-specific batch-size sequences (adapted to blockselection history), resulting in lower constants in oracle complexity. We make the following contributions supported by numerics in Section 5. Table 1 formalizes the distinctions in SC,C,NC: Strongly convex, convex, nonconvex; p-PL: proximal P-L, δ ≥ 0 App.
Metric Asym/Rate/complexity Comments [34] NC - Table 2 compares our results with deterministic rates for nonconvex regimes.
(I) In Section 3, we prove that every limit point for almost every sample path is a stationary point under appropriately chosen batch sizes and establish the ergodic non-asymptotic rate of O(1/K). We then establish that for any given > 0, the iteration complexity (no. of prox. evaluations) and oracle complexity (no. of sampled gradients) to obtain an -stationary point (measured by the mean-squared gap function) are O(nL max / ) and O(n 2 ν 2 L 2 max L −1 min −2 ) with uniform block selection, where L max max i L i and L min min i L i . When the blocks are chosen as per a non-uniform distribution with probabilities L i ( n i=1 L i ) −1 for any i = 1, · · · , n, the iteration and oracle complexity are O(nL ave / ) and O(n 2 ν 2 L ave / 2 ) with L ave n i=1 L i /n. This represents a constant factor improvement in the rate from L max (in [35] ) to L ave . We additionally investigate another block stochastic gradient method with the blocks updated in a cyclic manner and prove that for almost all sample paths, every limit point of the generated sequence is a stationary point. (II) In Section 4, we consider a class of nonconvex functions satisfying the proximal PL condition with parameter µ (see Ass. 3) and prove that when the block-specific batch size is random and increases at a suitable geometric rate with the number of times the block is selected, the expectation-valued optimality gap E[F (x(k))] − F * diminishes at a geometric rate. In addition, with uniform block selection, the iteration and (a) Iteration complexity in smooth case (r(x) = 0) block selection rule PL general nonconvex unif. deterministic [33] O nLmax 
respectively. Specifically, when n = 1, the optimal oracle complexity O L µ is obtained. Notably, these rates match the deterministic versions in [33] . We further show that when the batch size increases at a polynomial rate of degree v ≥ 1, we obtain a convergence rate E[F (x(k))] − F * = O(k −v ) and establish that the iteration and oracle complexity to obtain an −optimal solution are O(v(1/ ) 1/v ) and O e v v 2v+1 (1/ ) 1+1/v , respectively.
Randomized BC Proximal Stochastic Gradient Algorithm

Algorithm Design
We assume access to a proximal oracle (PO) that outputs prox αr i (x i ) at any x i ∈ R d i for any α > 0. Since the exact gradient ∇f (x) is unavailable in a closed form, we assume there exists a stochastic firstorder oracle (SFO) such that for every i ∈ N and for any given x, ξ, a sampled gradient ∇ x i f (x, ξ) is returned, which is an unbiased estimator of ∇ x if (x). We aim to develop efficient algorithms for obtaining an -optimal solution, where the efficiency is measured by the iteration complexity (no. of PO calls) and the oracle complexity (no. of SFO calls). Time is slotted at k = 0, 1, 2, . . . . Block i at time k holds a state x i (k) ∈ R d i that is an estimate for the corresponding coordinates of the optimal solution. By combining a RBCD scheme with a proximal VSSG scheme, we propose a randomized block-coordinate proximal VSSG scheme (Alg. 1) where at time instant k, a block i ∈ N is randomly chosen with probability p i to compute the proximal update (3) , where N i (k) is the number of sampled gradients.
Algorithm 1 Randomized block-coordinate proximal VSSG algorithm
Let k := 0, x i (0) ∈ R d i and 0 < p i < 1 for i = 1, . . . , n such that n i=1 p i = 1.
(S.1) Pick i k = i ∈ N with probability p i .
(S.2) If i k = i, then block i updates the state x i (k + 1) as follows:
where α i > 0 is the steplength of block i, N i (k) is adapted to F k σ{x(0), · · · , x(k)}, and samples
j=1 are randomly generated from the probability space (Ω, F, P). Otherwise, If the observation noise w i (k) of the exact gradient is defined as w i (k + 1)
, then (3) may be rewritten as
By taking r i (x i ) as an indicator function of a convex set X i , i.e., r i (x i ) = 0 if x i ∈ X i and r i (x i ) = +∞ otherwise, then (1) reduces to the constrained stochastic program min
In this case, the update (3) reduces to the variable sample-size projected stochastic gradient method:
where P X i (x i ) denotes the projection of x i onto the set X i . This can be thought as a generalization of the schemes proposed in [13, 14] for solving constrained stochastic convex program with a single block.
Preliminary Assumptions and Lemmas
We impose the following conditions on the objective functions and observation noises.
Assumption 1 (i) r i is a lower semicontinuous and convex function with effective domain R i required to be compact. (ii) There exists a constant L i > 0 such that for any x i ∈ R i and any
Assumption 2 (i) There exists ν > 0 such that for any i ∈ N and all k ≥ 1,
Throughout the paper, all inequalities and equalities between random variables are assumed to hold a.s., but we often omit to write "a.s." for simplicity. Before presenting the convergence results, we recall a preliminary result from [21, Lemma 2] .
We now give a simple relation on the conditional expectation of function value.
Lemma 2 Let {x(k)} be generated by Algorithm 1, where 0 < α i ≤ 1 L i for any i = 1, · · · , n. Suppose that Assumptions 1 and 2(ii) hold. Definē
as the update if the true gradient is used. Then the following holds a.s.:
Proof. By applying Lemma 1 to Eqn.
, we obtain the following inequality:
Definex(k + 1) as follows:
Then r j (x j (k + 1)) = r j (x j (k)) ∀j = i k , and hence we obtain the following bound:
By applying Lemma 1 to update (4) with y =
, we obtain the following relation:
Note thatx j (k + 1) = x j (k) ∀j = i k andx i k (k + 1) =x i k (k + 1) by definition (7) . Then by the definition of F (·), we have the following
By recalling that −a T b ≤ 1 2α a 2 + α 2 b 2 , the following holds:
Therefore, by substituting (10) into (9), we obtain the following bound:
By adding inequalities (8) and (11),
Note that for all i = 1, · · · , n,
Then the second term on the right-hand side of Eqn. (12) is nonpositive, hence we can take out this term from the upper bound of F (x(k + 1)). Since x(k) is adapted to F k , by taking expectations conditioned on F k on both sides of (12), we obtain that
Note that for any i ∈ N ,x i (k + 1) is adapted to F k by the definition (5), and i k is independent of F k by Assumption 2(ii). Therefore, by [36, Corollary 7.1.2 ] 1 and P(i k = i) = p i , the following holds a.s.:
Then by substituting (14) into (13), we obtain Eqn. (6) . 
Convergence to Stationary Points
We prove a.s. convergence of iterates to a stationary point in Section 3.1 and establish the non-asymptotic rate in Section 3.2. In Section 3.3, we show a.s. convergence when blocks are updated in a cyclic manner.
Asymptotic Convergence
From Assumption 1(i) it is seen that the sequence of estimates {x(k)} produced by Alg. 1 is bounded. We now establish the a.s. convergence by showing that for every limit point of almost every (a.e.) sample path {x(k)} is a stationary point of problem (1) .
Theorem 1 Let {x(k)} be generated by Algorithm 1. Suppose Assumptions 1 and 2 hold, and that for any
Then every cluster point of almost every sample path {x(k)} is a stationary point.
Proof. Note by Assumption 2(i) that
.
s., we may then apply [37, Thm. 1] to inequality (6) , allowing us to conclude that
Then for a.e. sample path, we have that x(k + 1) − x(k) → 0 as k → ∞. Letx be a cluster point of any such sequence {x(k)}. Then there exists a subsequence {x(k t )} such that lim t→∞ x(k t ) =x and hence lim t→∞x (k t + 1) =x by (15) . For any i = 1, · · · , n, using the definitions (2) and (5), we obtain that
Then by using the first-order optimality condition, we obtain for all t :
By passing to the limit in (17) , using
and the continuity of ∇ x if (·) and the closedness of ∂r i , we obtain that 0 ∈ ∇ x if (x) + ∂r i (x i ) for any i = 1 . . . , n. Thus, 0 ∈ ∇f (x) + ∂r(x), implying thatx is a stationary point of (1). 2
This follows by [38, Lemma 7 ] that for every ω ∈ Ω, there exists a sufficiently largẽ k possibly contingent on the sample path ω such that for any k ≥k, Γ i (k) ≥ kp i 2 , i = 1, · · · , n. (ii) Iff (x) is convex, then Theorem 1 implies that F (x(k)) converges a.s. to the optimal value F * , and every cluster point of almost every sample path {x(k)} is a global minimum to the problem (1).
Non-asymptotic Rate
Recall that for convex optimization, a frequently-used metric is the sub-optimality metric F (x) − F * or the distance to the optimal solution set d(x, X * ). However, in nonconvex optimization, the iterates might converge to stationary points which are not necessarily global minima, and as a consequence, the standard metric cannot be applied. Thus, one crucial problem in analyzing Algorithm 1 for nonconvex optimization lies in the selection of the convergence criterion. In smooth regimes, it is typical to use ∇f (x) while in nonsmooth settings, an appropriate alternative is the proximal gradient mapping [21] : (1) . We now analyze the rate of convergence of Algorithm 1, and establish iteration and oracle complexity bounds to obtain an -stationary point, by using the following metric to measure stationarity.
It is seen that any zero of G α (x) is a stationary point of (1). Next, we establish a result for Algorithm 1 when the block is chosen according to a uniform distribution.
Theorem 2 Let {x(k)} be generated by Alg. 1. Suppose Assumptions 1 and 2 hold, p i = 1 n and α i = 1 4L i for i = 1, · · · , n. Let x α,K be chosen from {x(k)} K k=0 as per a uniform distribution. We have the following bound on the mean-squared error:
Then for any given > 0, by setting
Lmax L min , the iteration and oracle complexity to obtain an -stationary point such that
Proof. Note by P(i k = i) = p i and Assumption 2(i), we obtain that
By taking unconditional expectations of (6) and rearranging the terms, we obtain
Thus, by summing up (20) from k = 0 to K, we have that
By the definitions (5) and (18),
This combined with (21), F (x K+1 ) ≥ F * , and p i = 1 n implies that
Therefore, by multiplying both sides of the above equation by 16nLmax K+1 , by using
we obtain (19) .
Since a single block is chosen to update in each iteration, the total number of samples used to the update of
Then the number of PO and SFO calls required to ensure that E G α (x α,K ) 2 ≤ areK 1 ( ) andK 1 ( )N 1 ( ), respectively.
2
We now analyze the rate of convergence of Alg. 1 with the active block chosen via a non-uniform distribution constructed using block-specific Lipschitz constants. 
Thus, for any given > 0, by setting K =K 2 ( ) = 32nLave(E[F (x(0))]−F * ) and N i (k) ≡N 2 ( ) = 4nν 2 , the iteration and oracle complexity to obtain an -stationary point such that
Proof. By definitions (5),
Then using (21), the definition of G α (x) and α i p i = 1 4Lave , we have the following:
Then by using F (x K+1 ) ≥ F * and multiplying both sides of the above equation with 16nLave K+1 , we obtain (23) . The rest of the proof is the same as that of Theorem 2.
Remark 1 We observe the following regarding Theorems 2-3:
(i) Note that G α (x) = ∇f (x) when r(x) ≡ 0. Suppose K k=0 E N i (k) −1 is bounded for any i = 1, · · · , n. Then we attain the non-asymptotic rate E[ ∇f (x α,K ) 2 ] = O(1/K), the best known rate for first-order methods for nonconvex programs [15] .
(ii) Note that iteration and oracle complexity bounds of Alg. 1 with uniform block selection are O(nL max / ) and O(n 2 ν 2 L 2 max /(L min 2 )) respectively while if the blocks are selected with a likelihood proportional to the block-specific Lipschitz constant, the bounds reduce to O(nL ave / ) and O(n 2 ν 2 L ave / 2 ).
(iii) The iteration complexity (no. partial proximal evaluations) is O(n/ ). Since the variable is partitioned into n blocks, the iteration complexity (no. full proximal evaluations) is O(1/ ), which is optimal for deterministic gradient descent methods.
Gauss-Seidel Proximal VSSG Algorithm
We now consider the case where the blocks are updated in a cyclic manner instead of the randomized manner, and we prove the a.s. convergence of the iterates that was not established in [34] .
Algorithm 2 Cyclic block-coordinate proximal VSSG algorithm
Let k := 0, x i (0) ∈ R d i for i = 1, . . . , n.
(S.1) Set i k = k + 1 − n k n .
(S.2) Block i = i k updates its state x i (k + 1) as follows:
where α i (k) > 0 is the steplength of block i at time k, w i (k + 1)
are randomly generated from (Ω, F, P); Otherwise, 
Consider the following two cases: Proof. Similar to (12) , we have the following:
Case (i). Note that for any i = 1, · · · , n, L i 2 − 1 2α i < 0 by α i < 1/L i , x(k) andx i (k + 1) are adapted to F k , and i k is deterministic. We may take expectations conditioned on F k on both sides of (26), by (25) we obtain that
Thm. 1] to (28) , we may conclude that ∞ k=1
Therefore, using i k = k + 1 − n k n and (29), we may obtain the following:
By (24) and (27), using the nonexpansive property of the proximal operator, we obtain that
. Then by α i k (k) = α i k and (25) we obtain that for all k,
This is because the converse assumption that ∞ k=0 x i k (k + 1) −x i k (k + 1) 2 = ∞ with some positive probability will lead to a contradiction E ∞ k=0 x i k (k + 1) −x i k (k + 1) 2 = ∞. Then by using (29), (31) , and the triangle inequality,
Then for a.e. sample path, we have that x(k + 1) − x(k) → 0 as k → ∞. Letx be a cluster point of any such sequence {x(k)}. Then there exists a subsequence {x(nk t )} such that lim t→∞ x(nk t ) =x. Thus, for each i = 1, · · · , n, lim t→∞ x(nk t + i − 1) =x by (32) , and hence lim t→∞x i (nk t + i) =x i by (30) . Using α i nk t +i−1 (nk t + i − 1) = α i , the definition ofx i (k + 1) by (27) and the first-order optimality condition, we
Then by passing to the limit in (33) , noting that x(nk t + i) − x(nk t + i − 1) → 0 a.s. by (30) , using the continuity of ∇ x if and the closedness of ∂r i , we obtain that for any i = 1, · · · , n, 0 ∈ ∇ x if (x) + ∂r i (x i ). Therefore, 0 ∈ ∇f (x) + ∂r(x), hencex is a stationary point of F (·). Case (ii). Since for all i = 1, · · · , n, α i (nk + i − 1) ↓ 0, there exists a finite integer k 0 such that α
, · · · , n, similarly to (30) and (32), we may have the following:
We may conclude that for each i = 1, · · · , n:
This is because the converse assumption will yield a contradiction ∞ k=0
The rest of the proof is similar to Case (i). Letx be a cluster point of {x(k)}. Then there exists a subsequence {x(nk t )} such that lim t→∞ x(nk t ) =x. Thus, for each i = 1, · · · , n, lim t→∞ x(nk t +i−1) =x and lim t→∞x i (nk t + i) =x i by (34) . By applying the first-order optimality condition to (27) 
Then by passing to the limit, using (34), the continuity of ∇ x if and the closedness of ∂r i , we obtain that for any i = 1, · · · , n, 0 ∈ ∇ x if (x) + ∂r i (x i ). Therefore, 0 ∈ ∇f (x) + ∂r(x), hencex is a stationary point of F (·). 2
Remark 2 To ensure the conditions in Theorem 4 hold, α i and N i (k) can be chosen in a decentralized manner:
and N i (k) = (Γ i (k) + 1) δ for some δ > 0.
Global Linear Convergence under PL-Inequality
We now prove the global linear convergence of iterates and derive complexity bounds when the proposed scheme is applied to a class of nonsmooth nonconvex composite functions satisfying the proximal PL inequality. The PL inequality ∇f (x) 2 ≥ 2µ f (x) − min x f (x) requires the gradient norm to grow faster than a quadratic function when moving away from the optimal value. It was first proposed in [39] that the global linear convergence of the gradient descent method can be obtained under the PL condition. Its generalization, called the proximal PL inequality, was proposed in [11] for the composite function. It has been shown in [11] that several important classes of functions satisfy this proximal PL condition, e.g., (i) f is strongly convex; (ii)f has the formf (x) = h(Ax) for a strongly convex function h and a matrix A while r is an indicator function for a polyhedral set; and (iii) F is convex and satisfies the quadratic growth property. We impose the following condition on the problem (1) .
Rate Analysis
We first present a preliminary lemma, based on which we show in Theorem 5 and Proposition 1 that F (x(k)) converges in mean to the optimal value F * at a geometric rate and a polynomial rate when the number of the sampled gradients increases at a geometric rate and a polynomial rate, respectively.
Lemma 3 Let {x(k)} be generated by Algorithm 1. Suppose Assumptions 2 and 3 hold. Let β ∈ ( 1 2 , 1) and
Proof. By recalling that the gradient map ∇ x if (x) is L i -Lipschitz continuous andx j (k + 1) = x j (k) ∀j = i k by definition (7), we have the following inequality:
Using the definition ofx k+1 in (7), we have that r j (x j (k + 1)) = r j (x j (k)) ∀j = i k ,x i k (k + 1) = x i k (k + 1), and hence we obtain the following relation:
where the last inequality holds by α i < 1/L i ∀i ∈ N . Since for any i ∈ N ,x i (k + 1) is adapted to F k by its definition (5) , and i k is independent of F k . Then, by [36, Corollary 7.1.2 ] and P(i k = i) = p i , we have that
where the inequality follows by min
Then by α −1 i ≤ α −1 min and Assumption 3, the above equation is further bounded by
where the first inequality follows from [11, Lemma 1] since D r (x, ·) is nonnegative and nondecreasing in (0, ∞) and α −1 min ≥ L max . Then by taking unconditional expectations on both sides of (36) and using (37), we obtain that
By taking unconditional expectations on both sides of (8) and using P(i k = i) = p i , we obtain
Adding (1 − β)× (38) to β× (39) with β ∈ (0.5, 1), we obtain the following inequality:
Using α i < 1 L i , Assumption 2, and P(i k = i) = p i , and by taking unconditional expectations on both sides of (11), the following holds:
Therefore, by adding inequality (41) to (40) yields the following bound:
By
Thus, by subtracting F * from both sides of (42), we obtain (35) .
We now discuss the optimal selection of parameters α i and β. Define ρ(α, β) 1+β) . We set β to be the maximizer of (2β−1)(1−β) 1+β , given by β * = √ 3 − 1. Then by setting
By setting α i = α * i and β = β * in Algorithm 1, we obtain the geometric rate under the proximal PL condition with the geometrically increasing sample-sizes.
Theorem 5 (Geometric rate of convergence) Let {x(k)} be generated by Alg. 1, where
n ∀i ∈ N , Ass. 2 and 3 hold. Let q min min i∈N q i and ρ * 1 − (2−
Lmax , then for all k ≥ 0 :
Lmax , then the following holds for anyρ ∈ (ρ * , 1) and all k ≥ 0:
Proof. Since α i = α * i and p i = 1 n , by setting β = β * , we have that ρ(α * min , β * )
Then by the definition Γ i (k)
, we know that
Then using p i = 1/n, we have the following for any k ≥ 1 and i ∈ N :
By combining (46) with (35) and by recalling that q min = min i∈N q i we obtain that
where v k E F (x(k)) − F * . Then by defining q * 1 − q min /n, we have
Lmax , we then have q * = 1 − q min n < ρ * , and hence k m=0
Similarly, for the case where 0 < q min < (2−
Lmax , we have that q * > ρ * and k m=0 (ρ * ) m (q * ) k−m ≤ (q * ) k+1 1 q * −ρ * . As a result, by using (47) we obtain that
and hence (43) holds by definitions of ρ * and q * .
Lmax , we have that q * = ρ * . Then by (47), we have that
By using k (ρ * ) k ≤ρ k / ln ((ρ/ρ * ) e ) (see [40, Lemma 2] ) and v 0 E F (x(0)) − F * , we obtain the result (ii). 2
We now investigate the rate in Alg. 1 with polynomially increasing sample sizes based on a result from [41] .
Lemma 4 ([Eq. (17) and Lemma 4 [41] ) For any q ∈ (0, 1) and v > 0, the following hold:
(ii) 
Proof. By N i (k) = Π v t=1 (Γ i (k) + t) and (45), we obtain that for all i ∈ N :
Then by setting β = √ 3 − 1, α i = 2− √ 3 L i , and p i = 1 n in (35) , and using the above bound on E N i (k) −1 , we obtain the following recursion:
This together with Lemma 4(i) produces that
Since ρ * ∈ (0, 1) and v ≥ 1, by Lemma 4(ii),
This combined with (50) proves (48). 
Iteration and Oracle Complexity
Next, we derive the iteration and oracle complexity for obtaining an −optimal solution such that E [F (x)]− F * ≤ .
Theorem 6 (Iteration Complexity) Let {x(k)} be generated by Algorithm 1, where Proof.
Then by (43) and α i = 2− √ 3 L i , p i = 1 n , q * = 1 − q min n , the following holds:
Then the no. of PO to obtain an −optimal solution is K 1 ( ). By p i = 1/n and (45),
Note that for λ > 1,
. Since i k is independent of N i (k), by using (51) and (52), the expected number of SFO required to approximate an −optimal solution is bounded as follows.
Note that for any 0 < , q < 1, we have the following relations: Thus, the expected number of SFO to obtain an −optimal solution is bounded by
giving us the required oracle complexity. 2
The following corollary emerges from Theorem 6. Proof. We begin by deriving a bound on K 1 ( ):
where − ln(1− q min n ) ≥ q min n and q min ≥ θ min µ Lmax , implying that
µ . Next, we analyze the two terms necessary for bounding the oracle complexity.
where the second inequality holds by ln(1 + x) ≤ x, ∀x ∈ [0, 1), the fourth inequality follows from θ i ≤ 1, and the last equality follows from κ min = L min /µ. In addition, we derive a bound on η i / ln(η i ) where
, and the first inequality follows from ln(1 + x) ≥ x/(x + 1) for any x ≥ 0. We prove the result by deriving a bound on the oracle complexity:
It can be seen that if θ max = θ min (by choosing θ i = θ for all i) and L max = L min = L, the oracle complexity reduces to O(nκ(1/ ) 1+ 1 nκ−1 ) with κ L µ , which tends to the optimal oracle complexity of O nκ for large n. From Theorem 6, we may obtain the optimal oracle complexity for n = 1 by noting that ln(η i )/ ln(1/ρ * ) = ln(1/(1 − q))/ ln(1/(1 − q)) = 1. In Theorems 5 and 6, we establish the rate as well as the iteration and oracle complexity bounds of Alg. 1 when each block is randomly picked with equal probability. When blocks are chosen by a non-uniform distribution, we state a result in the smooth regime but omit the proof since it is similar to Theorems 5 and 6.
. Then the iteration and oracle complexity to obtain an −optimal solution are O nLave µ ln 1 and O nLave µ (1/ )
Finally, we investigate the iteration and oracle complexity of Algorithm 1 when the number of the sampled gradients increases at a polynomial rate. Proof. From (48) it follows that for any k ≥ K( )
and using (46) we obtain that for any i ∈ N :
By [42, p.154] we know that the t-th moment of the binomial distribution Γ i (k) equals the t-th derivative of
implies that the expectation of the total number of sampled gradients required to obtain an −optimal solution is bounded by
Numerical Experiments
We now examine empirical behavior on sparse and nonlinear least squares to demonstrate the behavior of Alg. 1.
Sparse Least Squares
We apply Algorithm 1 on the (LASSO) problem: 1
, where x ∈ R d and λ is the regularization parameter. We first generate a sparse vector x * where 10% of the vector is nonzero with components independently generated from the standard normal distribution. We then generate N samples (a i , b i ), where components of a i ∈ R d are generated from standard normal distribution while b i = a T i x * +ˆ withˆ normally distributed with zero mean and standard deviation 0.01. We partition x ∈ R d into n = 10 blocks and set λ = 1. Throughout, the empirical mean error is based on averaging across 50 trajectories.
Sensitivity to sample-size policies: We now implement Algorithm 1 with α = 0.01, p i = 1 n and the geometric batch-size N i (k) = q −Γ i (k) , and investigate how the parameters q, N, d influence the algorithm performance. We ran Algorithm 1 for 50 epochs where each epoch implies the usage of all samples. The results are displayed in Table 3 for the empirical relative error E[F (x)]−F * F * , the number of proximal evaluations, and CPU times. The results suggest that for given a fixed simulation budget, slower geometric rates of growth of batch-sizes lead to better empirical error while requiring more CPU time since more proximal evaluations are needed. In addition, the running time increases approximately linearly with N and d. Table 4 and plot trajectories in Figure 2 , where BSG-t denotes the minibatch BSG algorithm that utilizes t samples at each iteration while in Alg. 1, we set N i (k) = q −Γ i,k . The empirical convergence rate shown in Figure 2 in terms of proximal evaluations implicitly supports the iteration complexity statements. We observe the following: (i) at first, minibatch BSG displays a faster decay in objective than Alg. 1 since the batch-size in our scheme is relatively small at the outset; (ii) Alg. 1 proceeds to catch up and outperform the minibatch BSG since the variance of the sampled gradient decreases with increasing batch-size; (iii) Both minibatch BSG with larger batch-sizes and Alg. 1 with faster increasing bath-size display faster empirical rates with fewer proximal evaluations. The convergence rate shown in Figure 2 in terms of epochs shows the results for oracle complexity by comparing the number of samples given the fixed relative error. Alg. 1 with N i (k) = 0.98 −Γ i (k) has the best performance, which can also be concluded from the entries of a i ∈ R d corresponding to different blocks be generated from normal distributions with zero mean but with differing variances, implying the block-wise Lipschitz constants differ. We implement Alg. 1 with the non-uniform block selection as per a distribution p i = L i n i=1 L i for two settings: (i) the same steplength α i ≡ α = 2 L depending on the Lipschtiz constant of ∇f (x), and (ii) the block-specific steplength α i = 1 L i depending on the block-wise Lipschitz constant L i . Figures 1 and 4 reinforce the point that blockspecific steplengths reliant on block-L i display better performance.
Nonlinear least squares
We consider a binary classification problem on a data set {x i , y i } N i=1 , where x i ∈ R d and y i ∈ {0, 1} are the ith feature vector and the corresponding label, respectively. We consider the minimization of empirical error: min w,b
1+e −z is the sigmoid function. We apply the randomized method (Alg. 1) and the cyclic method (Alg. 2) on gisette from LIBSVM library 2 , and investigate how batch-size influences training loss and misclassification rate. We partition the vector w ∈ R d into n = 10 blocks and run both Algorithms up to 10 epochs.
Comparison of Alg. 1 with uniform block selection and Alg. 2. We conduct simulations for both algorithms with the same increasing N i (k) = max{0.1% * N, Γ i (k)} and constant batch-size N i (k) = 5% * N for α = 0.2, 0.5. From Figure 5 , it appears that for smaller step sizes α = 0.2, Algorithms 1 and 2 perform similarly, while for larger stepsizes α = 0.5, Alg. 1 perfoms slightly better. Nevertheless, there is no significant difference between the methods since each block updates with the same frequency in the expected sense.
Comparison of different batch-sizes: We implement Alg. 1 with α = 0.2, the constant batch-sizes N i (k) ≡ 2% * N, 5% * N and the increasing batch-sizes N i (k) = max{0.1% * N, Γ i (k)}, max{0.1% * N, Γ i (k) 2 }. From Figure 3 , we conclude that smaller batch-sizes lead to better performance if we run the algorithm with a relatively smaller amount of samples (e.g, N ); the mini-batch schemes may not perform well if the batch-size is not suitably selected, for instance, 5% * N . Favorable behavior follows if the batch-size increases at a suitable rate, e.g., linearly.
Concluding remarks
Existing block-based techniques for stochastic nonconvex optimization rely on centrally mandated batchsizes and steplengths bounded by the global Lipschitz constant L or L max , leading to larger oracle complexities, poorer performance (because of shorter steps), and higher informational requirements. We consider minimizing the sum of an expectation-valued smooth nonconvex function and a nonsmooth separable convex function through a limited coordination randomized block-coordinate descent VSSG method, reliant on block-specific steplengths and (random) decentralized batch-sizes. The a.s. convergence of the generated iterates is established when the blocks are updated either randomly or cyclically. In addition, the scheme achieves the deterministic rate of O(1/K) with the rate and oracle complexities dependent on L ave (rather than L max ). Under the proximal PL requirement, the iterates provably converge linearly (polynomially) to the global optimum in a mean sense when batch-sizes grow geometrically (polynomially). Notably, despite using randomized batch-size sequences, we show that the deterministic iteration complexities may be achieved. Specifically, the schemes achieve the optimal oracle complexity when the problem (1) admits a single block. Finally, numerical studies support carried out to demonstrate the theoretical findings.
