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Rattigan, and Özgür Şimşek for their excellent input and feedback. I am also indebted
to the invaluable assistance of the KDL technical staff: Matt Cornell, Cindy Loiselle,
and Agustin Schapira. All the members of KDL have been both friends and colleagues.
They made my graduate life not only bearable, but also rewarding and fun—as we saw
each other through arduous paper deadlines, frustrating database problems, puzzling
research findings, marathon pair-programming sessions, and countless practice talks.
Next, there are the friends who helped me maintain my sanity through the difficult coursework, research plateaus, and emotional challenges that inevitably occur
during graduate school. I couldn’t have done it without Özgür Şimşek and Pippin
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ABSTRACT

STATISTICAL MODELS AND ANALYSIS TECHNIQUES
FOR LEARNING IN RELATIONAL DATA
SEPTEMBER 2006
JENNIFER NEVILLE
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor David Jensen

Many data sets routinely captured by organizations are relational in nature—
from marketing and sales transactions, to scientific observations and medical records.
Relational data record characteristics of heterogeneous objects and persistent relationships among those objects (e.g., citation graphs, the World Wide Web, genomic
structures). These data offer unique opportunities to improve model accuracy, and
thereby decision-making, if machine learning techniques can effectively exploit the
relational information.
This work focuses on how to learn accurate statistical models of complex, relational
data sets and develops two novel probabilistic models to represent, learn, and reason
about statistical dependencies in these data. Relational dependency networks are
the first relational model capable of learning general autocorrelation dependencies,
an important class of statistical dependencies that are ubiquitous in relational data.
Latent group models are the first relational model to generalize about the properties of
underlying group structures to improve inference accuracy and efficiency. Not only do

viii

these two models offer performance gains over current relational models, but they also
offer efficiency gains which will make relational modeling feasible for large, relational
datasets where current methods are computationally intensive, if not intractable.
We also formulate of a novel analysis framework to analyze relational model performance and ascribe errors to model learning and inference procedures. Within this
framework, we explore the effects of data characteristics and representation choices
on inference accuracy and investigate the mechanisms behind model performance. In
particular, we show that the inference process in relational models can be a significant source of error and that relative model performance varies significantly across
different types of relational data.
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CHAPTER 1
INTRODUCTION

Many data sets routinely captured by businesses and organizations are relational in
nature—from marketing and sales transactions, to scientific observations and medical
records. Relational data record characteristics of heterogeneous objects (e.g., people,
places, and things) and persistent relationships among those objects. Examples of
relational data include citation graphs, the World Wide Web, genomic structures,
epidemiology data, and data on interrelated people, places, and events extracted
from text documents.
For example, consider the National Association of Securities Dealers’ (NASD)
Central Registration Depository system (CRD c ).1 The system contains data on approximately 3.4 million securities brokers, 360,000 branches, 25,000 firms, and 550,000
disclosure events, which record disciplinary information on brokers from customer
complaints to termination actions. Figure 1.1 shows the data schematically, including frequency counts and example attributes for both entities and relations in a sample
of the CRD data. Relational data such as these are often stored in multiple tables,
with separate tables recording the attributes of different object types (e.g., brokers,
branches) and the relationships among objects (e.g., located-at).
In contrast, propositional data record characteristics of a single set of homogeneous
objects. Propositional data are often stored in a single database table, with each
row corresponding to a separate object (e.g. broker) and each column recording an
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See http://www.nasdbrokercheck.com.
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248,757
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Firm
16,047
DBA
Location

Exchange

Figure 1.1. NASD relational data schema.

attribute of the objects (e.g. age). For example, Figure 1.2 depicts a propositional
table with hypothetical broker information.
Consider the task of identifying brokers involved in securities fraud faced by the
NASD [66]. NASD is the world’s largest private-sector securities regulator, with
responsibility for preventing and discovering misconduct among brokers such as fraud
and other violations of securities regulations. NASD currently identifies higher-risk
brokers using a set of handcrafted rules. However, we are interested in using supervised
learning techniques to automatically induce a predictive model of broker risk to use to
target NASD’s limited regulatory resources on brokers who are most likely to engage
in fraudulent behavior.
Supervised learning techniques are methods for automatically inducing a predictive model from a set of training data. Over the past two decades, most machine
learning research focused on induction algorithms for propositional datasets. Propositional training data consist of pairs of class labels Y (e.g., is-higher-risk) and attribute vectors X = {X1 , X2 , ..., Xm } (e.g., {age, start-year}). The task is to estimate
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Figure 1.2. Example NASD database table.

a function, given data from a number of training examples, that predicts a class label
value for any input attribute vector (i.e., f (x) → y).
Algorithms for modeling propositional data assume that the training examples
are recorded in homogeneous structures (e.g., rows in a table, see Figure 1.2) but
relational data are usually more varied and complex. For example, consider the relational data graph in Figure 1.3. Each broker has a different number of related objects,
resulting in diverse structures—some brokers have no disclosures while others have
many; some have few coworkers while others have many. Algorithms for propositional
data also assume the examples are independent and identically distributed (i.i.d.) but
relational data violate this assumption—the data have dependencies both as a result
of direct relations and through chaining multiple relations together. For example, in
Figure 1.3 brokers are not independent, they are related through the branches where
they work.
Relational data offer unique opportunities to boost model accuracy and to improve
decision-making quality if the algorithms can learn effectively from the additional
information the relationships provide. The power of relational data lies in combining
intrinsic information about objects in isolation with information about related objects
and the connections among those objects. For example, relational information is
often central to the task of fraud detection because fraud and malfeasance are social

3

Broker
Branch
Disclosure

Figure 1.3. Example NASD database fragment.

phenomena, communicated and encouraged by the presence of other individuals who
also wish to commit fraud (e.g., [11]).
In particular, the presence of autocorrelation provides a strong motivation for
using relational techniques for learning and inference. Autocorrelation is a statistical
dependency between the values of the same variable on related entities, which is a
nearly ubiquitous characteristic of relational datasets.2 For example, pairs of brokers
working at the same branch are more likely to share the same fraud status than
randomly selected pairs of brokers.
A number of widely occurring phenomena give rise to autocorrelation dependencies. A hidden condition or event, whose influence is correlated among instances that
are closely located in time or space, can result in autocorrelated observations [63, 1].
Social phenomena, including social influence [57], diffusion [19], and homophily [61],
can also cause autocorrelated observations through their influence on social interactions that govern the data generation process. Relational data often record information about people (e.g., organizational structure, email transactions) or about

2

See Section 2.2 for a more formal definition of relational autocorrelation.
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artifacts created by people (e.g., citation networks, World Wide Web) so it is likely
that these social phenomena will contribute to autocorrelated observations in relational domains.
Recent research has advocated the utility of modeling autocorrelation in relational
domains [89, 2, 56]. The presence of autocorrelation offers a unique opportunity
to improve model performance because inferences about one object can be used to
improve inferences about related objects. For example, when broker fraud status
exhibits autocorrelation, if we know one broker is involved in fraudulent activity,
then his coworkers have increased likelihood of being engaged in misconduct as well.
Indeed, recent work in relational domains has shown that collective inference over an
entire dataset can result in more accurate predictions than conditional inference for
each instance independently [9, 67, 90, 76, 54] and that the gains over conditional
models increase as autocorrelation increases [42].
In this work, we focus on the development and analysis of supervised learning
techniques for relational data, moving beyond the conventional analysis of entities in
isolation to analyze networks of interconnected entities. We aim to develop models
to represent and reason with relational dependencies in general, and autocorrelation
dependencies in particular, to improve inference performance in relational domains.
More specifically, when inducing a predictive model for relational data, instead of
estimating a function to map the intrinsic attributes X of an object to a class label Y , we aim to estimate a function that maps both the attributes intrinsic to the
object and the attributes of its related neighbors {XR , YR } to a class label Y . We
focus on autocorrelation as a simple, understandable form of dependence that exemplifies the characteristics of general relational dependencies. In particular, relational
autocorrelation dependencies exhibit the full range of complexities involved in modeling relational data, including heterogeneity, cyclic dependencies, redundant forms
of representation, and long-ranging correlation structure.

5

In this thesis, we investigate the following hypothesis: Data characteristics
and representation choices interact to affect relational model performance
through their impact on learning and inference error. In particular, we evaluate different approaches to representing autocorrelation, explore the effects of attribute and link structure on prediction accuracy, and investigate the mechanisms
behind model performance.
The contributions of this thesis include (1) the development of two novel probabilistic relational models (P RM s)3 to represent arbitrary autocorrelation dependencies and algorithms to learn these dependencies, and (2) the formulation of a novel
analysis framework to analyze model performance and ascribe errors to model learning
and inference procedures.
First, we present relational dependency networks (RDN s), an undirected graphical model that can be used to represent and reason with cyclic dependencies in a
relational setting. RDN s use pseudolikelihood learning techniques to estimate an efficient approximation of the full joint distribution of the attribute values in a relational
dataset.4 RDN s are the first P RM capable of learning autocorrelation dependencies. RDN s also offer a relatively simple method for structure learning and parameter
estimation, which can result in models that are easier to understand and interpret.
Next, we present latent group models (LGM s), a directed graphical model that
models both the attribute and link structure in relational datasets. LGM s posit
groups of objects in the data—membership in these groups influences the observed
attributes of the objects, as well as the existence of relations among the objects.
LGM s are the first P RM to generalize about latent group properties and take advantage of those properties to improve inference accuracy.
3

Several previous papers (e.g., [26, 29]) use the term probabilistic relational model to refer to a
specific model that is now often called a relational Bayesian network (Koller, personal communication). In this thesis, we use P RM in its more recent and general sense.
4

See Section 3.2.2 for a formal definition of pseudolikelihood estimation.
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Finally, we develop a novel bias/variance analysis framework to explore the mechanisms underlying model performance in relational domains. Conventional bias/variance
analysis associates model errors with aspects of the learning process. However, in
relational applications, the use of collective inference techniques introduces an additional source of error—both through the use of approximate inference algorithms
and through variation in the availability of test set information. We account for this
source of error in a decomposition that associates error with aspects of both learning
and inference processes, showing that inference can be a significant source of error
and that models exhibit different types of errors as data characteristics are varied.

1.1

Contributions

This thesis investigates the connections between autocorrelation and improvements in inference due to the use of probabilistic relational models and collective
inference procedures.
The primary contributions of this thesis are two-fold. First, a thorough investigation of autocorrelation and its impact on relational learning has improved our
understanding of the range and applicability of relational models.

We compare

the performance of models that represent autocorrelation indirectly (i.e., LGM s) to
the performance of models that represent the observed autocorrelation directly (i.e.,
RDN s) and show that representation choices interact with dataset characteristics
and algorithm execution to affect performance. This indicates that properties other
than attribute correlation structure should be considered when choosing a model for
relational datasets.
Second, this work has improved the overall performance of relational models, increasing both inference performance and model efficiency. In small datasets, where we
have the computational resources to apply current learning and inference techniques,
a better understanding of the effects of data characteristics on model performance can
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increase the accuracy of the models. More specifically, we show that graph structure,
autocorrelation dependencies, and amount of test set labeling, affect relative model
performance. In larger datasets, where current learning and inference techniques are
computationally intensive, if not intractable, the efficiency gains offered by RDN s
and LGM s can make relational modeling both practical and feasible.
This thesis makes a number of theoretical and empirical contributions that we
outline below:
• Theoretical
– Development of relational dependency networks, a novel probabilistic relational model to efficiently learn arbitrary autocorrelation dependencies
∗ Proof of correspondence between consistent RDN s and relational Markov
networks5
∗ Proof of asymptotic properties of pseudolikelihood estimation in RDN s
– Development of latent group models, a novel probabilistic relational model
to generalize about latent group structures to improve inference accuracy
– Creation of novel bias/variance framework that decomposes relational model
errors into learning and inference components
• Empirical
– Validation of RDN s and LGM s on several real-world domains, including
a dataset of scientific papers, a collection of webpages, and data for a fraud
detection task
– Illustration of effects of representation choices on model performance using
synthetic datasets
5

See Section 3.4.1 for a description of relational Markov networks (RM N s) [89].
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– Illustration of effects of data characteristics on model performance using
synthetic datasets
– Investigation of errors introduced by collective inference processes using
synthetic datasets

1.2

Thesis Outline

There are three components to the thesis. In the first component, we develop
a probabilistic relation model capable of modeling arbitrary autocorrelation dependencies. In the second component, we develop a probabilistic relational model that
incorporates group structure in a tractable manner to model observed autocorrelation.
In the third component, we propose a bias/variance analysis framework to evaluate
the effects of model representation and data characteristics on performance.
The remainder of this thesis is organized as follows. Chapter 2 reviews relevant
background material on relational data, tasks, and models. Chapter 3 describes relational dependency networks (RDN s), outlines the RDN learning and inference
procedures, and presents empirical results on both real-world and synthetic datasets.
Chapter 4 describes latent group models (LGM s), outlines a learning and inference
procedure for a specific form of LGM s, and presents empirical results on both realworld and synthetic datasets. Chapter 5 outlines a bias/variance framework for relational models and presents empirical experiments on synthetic data, which explore
the mechanisms underlying model performance. Finally, we conclude in Chapter 6
with a review of the main contributions of the thesis and a discussion of extensions
and future work.
Some of this material has appeared previously in workshop and conference papers. The work on RDN s in Chapter 3 first appeared in Neville and Jensen [69]. It
later appeared in Neville and Jensen [70] and Neville and Jensen [74]. The work on
LGM s in Chapter 4 first appeared in Neville and Jensen [71], and later in Neville
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and Jensen [72]. The bias/variance framework in Chapter 5 first appeared in Neville
and Jensen [73].
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CHAPTER 2
MODELING RELATIONAL DATA

2.1

Relational Data

There are three nearly equivalent representations for relational datasets:
• Graphs—A directed, attributed hypergraph with V nodes representing objects
and E hyperedges representing relations, with one or more connected components.
• Relational databases—A set of database tables with entities E and relations R.
Items of a common type are stored in a separate database table with one field
for each attribute.
• First-order logic knowledge bases—A set of first-order logic statements.
This work considers relational data represented as a typed, attributed data graph
GD = (VD , ED ). To simplify discussion we will restrict our attention to binary links,
however the models and algorithms are applicable to more general hypergraphs.1 For
example, consider the data graph in Figure 1.3. The nodes VD represent objects in the
data (e.g., people, organizations, events) and the edges ED represent relations among
the objects (e.g., works-for, located-at). We use rectangles to represent objects and
dashed lines to represent relations.2
1
The limitations imposed by binary links can usually by avoided by creating objects to represent
more complex relations such as events [14].
2

Later, we will use circles to represent random variables and solid lines to represent probabilistic
dependencies in graphical representations of P RM s.

11

Each node vi ∈ VD and edge ej ∈ ED are associated with a type T (vi ) =
tvi , T (ej ) = tej . This is depicted by node color in Figure 1.3. For example, blue
nodes represent people and green nodes represent organizations. Each item type
t
t ∈ T has a number of associated attributes Xt = (X1t , ..., Xm
) (e.g., age, gender).3

Consequently, each object v and link e are associated with a set of attribute values
te
te
tv
tv
, ..., Xem
), Xtee = (Xe1
, ..., Xvm
determined by their type Xtvv = (Xv1
0 ).

Relational data often have irregular structures and complex dependencies that
contradict the assumptions of conventional machine learning techniques. Algorithms
for propositional data assume that the data instances are recorded in homogeneous
structures (i.e., a fixed set of fields for each object), but relational data instances are
usually more varied and complex. For example, organizations each employ a different
number of people and customers each purchase a different number of products. The
ability to generalize across heterogeneous data instances is a defining characteristic
of relational learning algorithms. Algorithms designed for propositional data also assume data instances are i.i.d.. Relational data, on the other hand, have dependencies
both as a result of direct relations (e.g., company subsidiaries) and through chaining
of multiple relations (e.g., employees at the same firm).

2.2

Relational Autocorrelation

Relational autocorrelation refers to a statistical dependency between values of the
same variable on related objects.4 More formally, we define relational autocorrelation
with respect to a set of related instance pairs PR related through paths of length l in
a set of edges ER : PR = {(vi , vj ) : eik1 , ek1 k2 , ..., ekl j ∈ ER }, where ER = {eij } ⊆ E.
3

We use the generic term “item” to refer to objects or links.

4

We use the term autocorrelation in a more general sense than past work in econometrics
(e.g., [63]) and spatial statistics (e.g., [13]). In this work, we use autocorrelation to refer to autodependence among the values of a variable on related instances, including non-linear correlation
among continuous variables and dependence among discrete variables.
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Figure 2.1. Time series autocorrelation example.

Relational autocorrelation measures the dependence among the values of a variable X
defined on the instance pairs PR . It is the correlation between the values of X on all
pairs of related instances in PR (i.e., (xi , xj ) such that (vi , vj ) ∈ PR ). Any traditional
measure of association, such as the chi-square statistic or information gain, can be
used to assess the association between these pairs of values of X.
For example, consider the time series in Figure 2.1 with five objects V , each with
attributes X and Y . Each object is related to the object in the following time step
(i.e., Vi is related to Vi+1 ). One measure of the autocorrelation of X is the correlation
between the values of X on pairs of instances V that are one time step apart (i.e., Xi
and Xi+1 ):
P4

i=1 (Xi − X̄)(Xi+1 −
P5
2
i=1 (Xi − X̄)

rac =

X̄)

In arbitrary relational datasets, the set of instance pairs can be related in myriad ways, either by direct links (e.g., corporate subsidiaries) or by indirect chaining
through a path of relations (e.g., brokers that work at the same branch). Given a set
of related pairs PR , we can measure the autocorrelation of a continuous variable X
as the correlation between related Xi and Xj :
P
rac =

ij s.t.(vi ,vj )∈PR (Xi

P

− X̄)(Xj − X̄)

i s.t.(vi ,.)∨(.,vi )∈PR (Xi
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− X̄)2

Alternatively for a binary variable X, we can measure the autocorrelation between
related Xi and Xj using Pearson’s contingency coefficient [84]:
s
rac =

χ2
(N + χ2 )

v
u
u
=t

(N

(n00 n11 −n01 n10 )2 ·N
(n00 +n01 )(n10 +n11 )(n01 +n11 )(n00 +n10 )
(n00 n11 −n01 n10 )2 ·N
+ (n00 +n01 )(n
)
10 +n11 )(n01 +n11 )(n00 +n10 )

where nab = |(xi , xj ) : xi = a, xj = b, (vi , vj ) ∈ PR | and N is the total number of
instances in PR .
A number of widely occurring phenomena give rise to autocorrelation dependencies. Temporal and spatial locality often result in autocorrelated observations, due to
temporal or spatial dependence of measurement errors, or to the existence of a variable whose influence is correlated among instances that are closely located in time or
space [63, 1]. Social phenomena such as social influence [57], diffusion processes [19],
and the principle of homophily [61] give rise to autocorrelated observations as well,
through their influence on social interactions that govern the data generation process.
Autocorrelation is a nearly ubiquitous characteristic of relational datasets. For
example, recent analysis of relational datasets has reported autocorrelation in the
following variables:
• Topics of hyperlinked web pages [9, 89]
• Industry categorization of corporations that share board members [67]
• Fraud status of cellular customers who call common numbers [22, 11]
• Topics of coreferent scientific papers [90, 69]
• Functions of colocated proteins in a cell [68]
• Box-office receipts of movies made by the same studio [40]
• Industry categorization of corporations that co-occur in news stories [2]
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• Tuberculosis infection among people in close contact [29]
• Product/service adoption among customers in close communication [18, 35]
If a dataset exhibits high autocorrelation, then we can exploit the autocorrelation
dependencies and improve overall predictions for X by collectively inferring values
over the entire set of instances. For example, Figure 2.2 depicts a fragment of the
NASD database, where brokers are labeled to indicate their fraud status—fraudulent
broker are labeled with +, lawful brokers are labeled with −. Notice that the fraud
status of co-workers is correlated—fraudulent brokers are clustered at the top-left
and bottom-right of the graph. When such autocorrelation is present, the inferences
about one object can be used to improve the inferences about other related objects—if
we know one broker is fraudulent, then his coworkers have higher likelihood of being
engaged in fraud as well.
The presence of autocorrelation is a strong motivation for use of relational learning and inference techniques. Recent work has shown that in relational domains,
collective inference over an entire dataset often results in more accurate predictions
than conditional inference for each instance independently [9, 67, 89, 95, 54, 55, 69].
Furthermore, we have demonstrated that the gains over conditional models increase
as autocorrelation increases [42]—illustrating that autocorrelation is the mechanism
by which inferences about one object can improve inferences about related objects.
In this thesis, we focus on autocorrelation as an archetype of relational dependence. Autocorrelation is a simple, understandable form of dependence, which is
prevalent in relational datasets and exhibits the full range of complexities involved in
modeling relational dependencies. First, in order to represent autocorrelation, models
must be able to tie parameters across heterogeneous structures (e.g., a broker’s fraud
status depends on the fraud status of a variable number of other brokers, depending
on how many brokers work at the same branch). Second, it is beneficial for models
to be able to represent cyclic dependencies. While domain knowledge can sometimes
15
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Figure 2.2. Example NASD database fragment with broker fraud labels.

be used to determine the causal direction of autocorrelation dependencies, and thus
structure them in an acyclic manner, often we can only represent an undirected correlation between the attributes of related objects. Third, it is helpful if models are
be able to exploit long-ranging correlation structures. If two objects are not directly
related, but they are close neighbors in the relational data graph, and the data exhibit
autocorrelation, there may be indirect dependencies among their attributes values.
Finally, there are a number of ways to represent autocorrelation in relational models
and the choice of representation can affect model performance. For example, autocorrelation can be modeled directly through the dependencies among class labels of
related instances, or indirectly through the association between the class label and
the observed attributes of related instances.

2.3

Tasks

This work is concerned with two modeling tasks for relational datasets. The
first task is relational knowledge discovery. Knowledge discovery is the process of
identifying valid, novel, potentially useful, and ultimately understandable patterns
16

in data [23]. One way of identifying useful patterns in data is to estimate a joint
distribution for a set of m attributes X = {X1 , X2 , ..., Xm }. In propositional datasets,
the joint distribution is estimated for the attributes of a single instance:
p(x) = p(x1 , x2 , ..., xm )
In relational datasets, the joint distribution is estimated for the m attributes of all n
1
n
instances, Xn = {X11 , X21 , ..., Xm
, ... , X1n , X2n , ..., Xm
}. We use superscripts to refer

to instance numbers and subscripts to refer to attribute numbers:
p(xn ) = p(x11 , x12 , ..., x1m , ... , xn1 , xn2 , ..., xnm )
If the learning process uses feature selection to determine which of the O(m2 ) possible pairwise attribute dependencies are reflected in the data, then the model may
identify useful patterns in the data. If, in addition, the model has an understandable
knowledge representation (e.g., decision trees, Bayesian networks) then the patterns
may be useful for knowledge discovery in the domain of interest.
The second task is conditional modeling. This involves estimating a conditional
distribution for a single attribute Y , given other attributes X. In propositional
datasets, the conditional distribution is estimated for the attributes of a single instance:

p(y|x) = p(y|x1 , x2 , ..., xm )

In relational datasets, the distribution is also conditioned on the attributes of related
instances. One technique for estimating conditional distributions in relational data
assumes that the class labels are conditionally independent given the attributes of
related instances:
p(y i |xi , xr , yr ) = p(y i |xi , xr ) = p(y i |xi1 , xi2 , ..., xim , x11 , x12 , ..., x1m , ...xr1 , xr2 , ..., xrm )
where instances 1 through r are related to instance i. We will refer to methods that
use this approach as individual inference techniques. An alternative approach models
the influences of both the attributes and the class labels of related instances:
17

p(y i |xi , xr , yr ) = p(y i |xi1 , xi2 , ..., xim , x11 , x12 , ..., x1m , ... xr1 , xr2 , ..., xrm , y 1 , y 2 , ..., y r )
We will refer to methods that use this approach as collective inference techniques.
When inferring the values of y i for a number of instances, some of the values of yr
may be unknown (if the related objects’ class labels are to be inferred as well), thus
the y i must be inferred collectively. Collective inference may also be used in joint
modeling tasks, where a number of different variables are inferred for a set of related
instances (e.g., y and x1 ) but we restrict our consideration to conditional modeling
tasks in this work.

2.4

Sampling

In order to accurately estimate the generalization performance of machine learning
algorithms, sampling procedures are applied to split datasets into separate training
and test sets. The learning algorithms are used to estimate models from the training
set, then the learned models are applied to the test set and inference performance
is evaluated with standard measures such as accuracy, squared loss, and area under
the ROC curve (AUC) [21]. Separate training and test sets are used because measurements of performance are generally biased when they are assessed on the dataset
used for training.
Most sampling methods assume that the instances are i.i.d. so that disjoint training and tests can be constructed by randomly sampling instances from the data. If
random sampling is applied to relational datasets, relations between instances can
produce dependencies between the training and test sets. This can cause traditional
methods of evaluation to overestimate the generalization performance of induced models for independent samples [39].
Methods for sampling dependent relational data are not well understood. However, there are two primary approaches in current use that we outline below. We
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discuss the approaches in the context of sampling instances into a training set A and
test set B.
The first approach we will refer to as independent sampling. This approach does
not allow dependencies between the training and test set. From a relational data
graph, we sample NA and NB instances to form disjoint training and test sets. When
independent sampling is used for evaluation, the assumption is that the model will
be learned from, and applied to, separate networks, or that the model will be learned
from a labeled subgraph within a larger network. In the later case, the subgraph is
nearly disjoint from the unlabeled instances in the larger network so dependencies
between A and B will be minimal. In the former case, the assumption is that the
separate networks are drawn from the same distribution, so the model learned on the
training network will accurately reflect the attribute dependencies and link structure
of the test network.
The second approach we will refer to as interdependent sampling. This approach
allows dependencies between the training and test set. From a relational data graph,
we sample NA instances for the training set and NB instances for the test set. Links
from A to B are removed during learning so that A and B are disjoint. However,
during inference, when testing the learned model on B, links from A to B are not
removed—the learned model can access objects and attribute information in A that
are linked to objects in B. When interdependent sampling is used for evaluation,
the assumption is that the model will be learned from a partially labeled network,
and then applied to the same network to infer the remaining labels. For example, in
relational data with a temporal ordering, we can learn a model on all data up to time
t, then apply the model to the same dataset at time t+x, inferring class values for the
objects that appeared after t. In these situations, we expect the model will always be
able to access the training set during inference, so the dependencies between A and
B will not bias our measurement of generalization performance.
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2.5
2.5.1

Models
Individual Inference Models

There are a number of relational models that are used for individual inference,
where inferences about one instance are not used to inform the inference of related
instances (e.g., [20, 75, 76, 79, 82, 80]). These approaches model relational instances
as independent, disconnected subgraphs (e.g., molecules). The models can represent
the complex relational structure around a single instance, but they do not attempt
to model the relational structure among instances—thus removing the need (and the
opportunity) for collective inference.
Individual inference models typically transform relational data into a form where
conventional machine learning techniques (or slightly modified versions) can be applied. Transforming relational data to propositional form through flattening is by
far the most common technique. One method of transforming heterogeneous data
into homogenous records uses aggregation to map multiple values into a single value
(e.g. average co-worker age) and duplication to share values across records (e.g. firm
location is repeated across all associated brokers). Examples of models that use these
types of transformations include: relational Bayesian classifiers (RBCs) [76], relational probability trees (RP T s) [75], and ACORA [79, 80]. An alternative method
uses relational learners to construct conjunctive features that represent various characteristics of the instances [49]. Structured instances are then transformed into homogenous sets of relational features. Any conventional machine learning technique
can be applied to the flattened set of features. Examples of this technique include:
inductive logic programming extensions [20], first-order Bayesian classifiers [24], and
structural logistic regression [82].
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2.5.2

Collective Inference Models

Collective inference models exploit autocorrelation dependencies in a network of
objects to improve predictions. For example, consider the problem of automatically
predicting the topic of a scientific paper (e.g., neural networks, genetic algorithms).
One method for predicting topics could look at papers in the context of their citation
graphs. It is possible to predict a given paper’s topic with high accuracy based on the
topics of its neighboring papers because there is high autocorrelation in the citation
graph (i.e., papers tend to cite other papers with the same topic).
An ad-hoc approach to collective inference combines locally-learned individual
inference models (e.g., RBCs) with a joint inference procedure (e.g., relaxation labeling). Examples of this type of approach include: iterative classification models [67], link-based classification models [54], and probabilistic relational neighbor
models [55, 56].
Joint relational models model the dependencies among attributes of related instances. These approaches are able to exploit autocorrelation by estimating joint
probability distributions over the attributes in the entire data graph and jointly inferring the labels of related instances.
Probabilistic relational models are one class of joint models used for density estimation and inference in relational datasets. These models extend graphical model
formalisms to relational domains by upgrading [45] them to a first-order logic representation with an entity-relationship model. Examples of P RM s include: relational
Bayesian networks5 (RBN s) [29] and relational Markov networks (RM N s) [89]. We
discuss the general characteristics of P RM s below and outline the details of RBN s
and RM N in Section 3.4.1.
5

We use the term relational Bayesian network to refer to Bayesian networks that have been upgraded to model relational databases. The term has also been used by Jaeger [38] to refer to Bayesian
networks where the nodes correspond to relations and their values represent possible interpretations
of those relations in a specific domain.
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Probabilistic logic models (P LM s) are another class of joint models used for density estimation and inference in relational datasets. P LM s extend conventional logic
programming models to support probabilistic reasoning in first-order logic environments. Examples of P LM s include Bayesian logic programs [46] and Markov logic
networks [83].
P LM s represent a joint probability distribution over the ground atoms of a firstorder knowledge base. The first-order knowledge base contains a set of first-order
formulae, and the P LM associates a set of weights/probabilities with each of the
formulae. Combined with a set of constants representing objects in the domain,
P LM s specify a probability distribution over possible truth assignments to ground
atoms of the first-order formulae. Learning a P LM consists of two tasks: generating
the relevant first-order clauses, and estimating the weights/probabilities associated
with each clause.

2.5.3

Probabilistic Relational Models

P RM s represent a joint probability distribution over the attributes of a relational
dataset. When modeling propositional data with a graphical model, there is a single
graph G that that comprises the model. In contrast, there are three graphs associated
with models of relational data: the data graph GD , the model graph GM , and the
inference graph GI . These correspond to the skeleton, model, and ground graph as
outlined in Heckerman et al. [34].
First, the relational dataset is represented as a typed, attributed data graph GD =
(VD , ED ). For example, consider the data graph in Figure 2.3a. The nodes VD
represent objects in the data (e.g., authors, papers) and the edges ED represent
relations among the objects (e.g., author-of, cites).6 Each node vi ∈ VD and edge ej ∈
6

We use rectangles to represent objects, circles to represent random variables, dashed lines to
represent relations, and solid lines to represent probabilistic dependencies.
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ED is associated with a type, T (vi ) = tvi and T (ej ) = tej (e.g., paper, cited-by). Each
t
item type t ∈ T has a number of associated attributes Xt = (X1t , ..., Xm
) (e.g., topic,

year). Consequently, each object vi and link ej is associated with a set of attribute
tv

te

tv

tv

te

te

i
) and Xej j = (Xej j1 , ..., Xej jm0 ).
values determined by their type, Xvi i = (Xvi 1i , ..., Xvi m

A P RM represents a joint distribution over the values of the attributes in the data
te

tv

graph, x = {xvi i : vi ∈ V s.t. T (vi ) = tvi } ∪ {xej j : ej ∈ E s.t. T (ej ) = tej }.
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Author4
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Figure 2.3. Example P RM (a) data graph and (b) model graph.

Next, the dependencies among attributes are represented in the model graph
GM = (VM , EM ). Attributes of an item can depend probabilistically on other attributes of the same item, as well as on attributes of other related objects or links in
GD . For example, the topic of a paper may be influenced by attributes of the authors
that wrote the paper. Instead of defining the dependency structure over attributes
of specific objects, P RM s define a generic dependency structure at the level of item
types. Each node v ∈ VM corresponds to an Xkt , where t ∈ T ∧ Xkt ∈ Xt . The set of
t
variables Xtk = (Xik
: (vi ∈ V ∨ ei ∈ E) ∧ T (i) = t) is tied together and modeled as

a single variable. This approach of typing items and tying parameters across items of
the same type is an essential component of P RM learning. It enables generalization
from a single instance (i.e., one data graph) by decomposing the data graph into multiple examples of each item type (e.g., all paper objects), and building a joint model
of dependencies between and among attributes of each type. The relations in GD are
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used to limit the search for possible statistical dependencies, thus they constrain the
set of edges that can appear in GM . However, note that a relationship between two
objects in GD does not necessarily imply a probabilistic dependence between their
attributes in GM .
As in conventional graphical models, each node is associated with a probability
distribution conditioned on the other variables. Parents of Xkt are either: (1) other
attributes associated with items of type tk (e.g., paper topic depends on paper type),
or (2) attributes associated with items of type tj where items tj are related to items tk
in GD (e.g., paper topic depends on author rank ). For the latter type of dependency, if
the relation between tk and tj is one-to-many, the parent consists of a set of attribute
values (e.g., author ranks). In this situation, current P RM s use aggregation functions
to generalize across heterogeneous attribute sets (e.g., one paper may have two authors
while another may have five). Aggregation functions are used either to map sets of
values into single values, or to combine a set of probability distributions into a single
distribution.
Consider the model graph GM in Figure 2.3b.7 It models the data in Figure 2.3a,
which has two object types: paper and author. In GM , each item type is represented
by a plate [43], and each attribute of each item type is represented as a node. Edges
characterize the dependencies among the attributes at the type level. The representation uses a modified plate notation—dependencies among attributes of the same
object are contained inside the rectangle and arcs that cross the boundary of the
rectangle represent dependencies among attributes of related objects. For example,
7

For clarity, we omit cyclic autocorrelation dependencies in this example. See Section 3.3.2 for
more complex model graphs.
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month i depends on type i , while avgrank j depends on the type k and topic k for all
papers k written by author j in GD .8
There is a nearly limitless range of dependencies that could be considered by
algorithms for learning P RM s. In propositional data, learners model a fixed set
of attributes intrinsic to each object. In contrast, in relational data, learners must
decide how much to model (i.e., how much of the relational neighborhood around an
item can influence the probability distribution of a item’s attributes). For example,
a paper’s topic may depend of the topics of other papers written by its authors—but
what about the topics of the references in those papers or the topics of other papers
written by coauthors of those papers? Two common approaches to limiting search
in the space of relational dependencies are: (1) exhaustive search of all dependencies
within a fixed-distance neighborhood (e.g., attributes of items up to k links away), or
(2) greedy iterative-deepening search, expanding the search in directions where the
dependencies improve the likelihood.
Finally, during inference, a P RM uses a model graph GM and a data graph GD
to instantiate an inference graph GI = (VI , VE ) in a process sometimes called “roll
out.” The roll out procedure used by P RM s to produce GI is nearly identical to
the process used to instantiate sequence models such as hidden Markov models. GI
represents the probabilistic dependencies among all the variables in a single test set
(here GD is different from GD0 used for training, see Section 2.3 for more detail). The
structure of GI is determined by both GD and GM —each item-attribute pair in GD
gets a separate, local copy of the appropriate CPD from GM . The relations in GD
determine the way that GM is rolled out to form GI . P RM s can produce inference
graphs with wide variation in overall and local structure because the structure of GI is
8

Author rank records ordering in paper authorship (e.g., first author, second author). Paper type
records category information (e.g., PhD thesis, technical report); topic records content information
(e.g., genetic algorithms, reinforcement learning); year and month record publication dates.
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determined by the specific data graph, which typically has non-uniform structure. For
example, Figure 2.4 shows the model from Figure 2.3b rolled out over the dataset in
Figure 2.3a. Notice that the number of authors per paper varies. This illustrates why
current P RM s use aggregation in their CPDs—for example, the CPD for paper-type
must be able to utilize a variable number of author ranks.
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Figure 2.4. Example P RM inference graph.

All P RM s model data that can be represented as a graph (i.e., GD ). P RM s
use different approximation techniques for inference in GI (e.g., Gibbs sampling [65],
loopy belief propagation [64]), but they all use a similar process for rolling out an
inference graph GI . Consequently, P RM s differ primarily with respect to the representation of the model graph GM , how that model is learned, and how inference
is conducted. We discuss the details of relational Bayesian networks and relational
Markov networks in the context of RDN s in Section 3.4.1.
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CHAPTER 3
RELATIONAL DEPENDENCY NETWORKS

Joint relational models are able to exploit autocorrelation by estimating a joint
probability distribution over an entire relational dataset and collectively inferring
the labels of related instances. Recent research has produced several novel P RM s
for estimating joint probability distributions for relational data that consist of nonindependent and heterogeneous instances [29, 85, 18, 51, 89]. P RM s extend traditional graphical models such as Bayesian networks to relational domains, removing
the assumption of i.i.d. instances that underlies propositional learning techniques.
P RM s have been successfully evaluated in several domains, including the World
Wide Web, genomic data, and scientific literature.
Directed P RM s, such as relational Bayesian networks (RBN s) [29], can model
autocorrelation dependencies if they are structured in a manner that respects the
acyclicity constraint of the model. While domain knowledge can sometimes be used
to structure the autocorrelation dependencies in an acyclic manner, often an acyclic
ordering is unknown or does not exist. For example, in genetic pedigree analysis
there is autocorrelation among the genes of relatives [52]. In this domain, the casual
relationship is from ancestor to descendent so we can use the temporal parent-child
relationship to structure the dependencies in an acyclic manner (i.e., parents’ genes
will never be influenced by the genes of their children). However, given a set of
hyperlinked web pages, there is little information to use to determine the causal
direction of the dependency between their topics. In this case, we can only represent
an (undirected) correlation between the topics of two pages, not a (directed) causal
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relationship. The acyclicity constraint of directed P RM s precludes the learning of
arbitrary autocorrelation dependencies and thus severely limits the applicability of
these models in relational domains.
Undirected P RM s, such as relational Markov networks (RM N s) [89], can represent arbitrary forms of autocorrelation. However, research on these models focused
primarily on parameter estimation and inference procedures. Current implementations of RM N s do not select features—model structure must be pre-specified by the
user. While, in principle, it is possible for RM N techniques to learn cyclic autocorrelation dependencies, inefficient parameter estimation makes this difficult in practice.
Because parameter estimation requires multiple rounds of inference over the entire
dataset, it is impractical to incorporate it as a subcomponent of feature selection.
Recent work on conditional random fields for sequence analysis includes a feature
selection algorithm [58] that could be extended for RM N s. However, the algorithm
abandons estimation of the full joint distribution during the inner loop of feature selection and uses an approximation instead, which makes the approach tractable but
removes some of the advantages of reasoning with the full joint distribution.
In this chapter, we describe relational dependency networks (RDN s), an extension
of dependency networks [33] for relational data. RDN s can represent the cyclic dependencies required to express and exploit autocorrelation during collective inference.
In this regard, they share certain advantages of RM N s and other undirected models
of relational data [9, 18, 83]. To our knowledge, RDN s are the first P RM capable
of learning cyclic autocorrelation dependencies. RDN s also offer a relatively simple
method for structure learning and parameter estimation, which results in models that
are easier to understand and interpret. In this regard, they share certain advantages
of RBN s and other directed models [85, 34]. The primary distinction between RDN s
and other existing P RM s is that RDN s are an approximate model. RDN s approximate the full joint distribution and thus are not guaranteed to specify a consistent
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probability distribution, where each CPD can be derived from the joint distribution
using the rules of probability.1 The quality of the approximation will be determined
by the data available for learning—if the models are learned from large datasets,
and combined with Monte Carlo inference techniques, the approximation should be
sufficiently accurate.
We start by reviewing the details of dependency networks for propositional data.
Then we discuss the specifics of RDN learning and inference procedures. We evaluate
RDN learning and inference on synthetic datasets, showing that RDN learning is accurate for large to moderate-size datasets and that RDN inference is comparable, or
superior, to RM N inference over a range of data conditions. In addition, we evaluate
RDN s on five real-world datasets, presenting learned RDN s for subjective evaluation. Of particular note, all the real-world datasets exhibit multiple autocorrelation
dependencies that were automatically discovered by the RDN learning algorithm.
We evaluate the learned models in a prediction context, where only a single attribute
is unobserved, and show that the models outperform conventional conditional models
on all five tasks. Finally, we discuss related work and conclude.

3.1

Dependency Networks

Graphical models represent a joint distribution over a set of variables. The primary distinction between Bayesian networks, Markov networks, and dependency networks (DN s) is that dependency networks are an approximate representation. DN s
approximate the joint distribution with a set of conditional probability distributions
(CPDs) that are learned independently. This approach to learning results in significant efficiency gains over models that estimate the joint distribution explicitly.
However, because the CPDs are learned independently, DN s are not guaranteed to
1

In this work, we use the term consistent to refer to the consistency of the individual CPDs (as
Heckerman et al. [33]), rather than the asymptotic properties of a statistical estimator.
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specify a consistent joint distribution from which each CPD can be derived using the
rules of probability. This limits the applicability of exact inference techniques. In
addition, the correlational DN representation precludes DN s from being used to infer causal relationships. Nevertheless, DN s can encode predictive relationships (i.e.,
dependence and independence) and Gibbs sampling inference techniques (e.g., [65])
can be used to recover a full joint distribution, regardless of the consistency of the
local CPDs. We begin by reviewing traditional graphical models and then outline the
details of dependency networks in this context.
Consider the set of random variables X = (X1 , ..., Xn ) over which we would like
to model the joint distribution p(x) = p(x1 , ..., xn ). We use upper case letters to refer
to random variables and lower case letters to refer to an assignment of values to the
variables.
A Bayesian network for X uses a directed acyclic graph G = (V, E) and a set
of conditional probability distributions P to represent the joint distribution over X.
Each node v ∈ V corresponds to an Xi ∈ X. The edges of the graph encode statistical
dependencies among the variables and can be used to infer conditional independence
among variables using notions of d-separation. The parents of node Xi , denoted
PAi , are the set of vj ∈ V such that (vj , vi ) ∈ E. The set P contains a conditional
probability distribution for each variable given its parents, p(xi |pai ). The acyclicity
constraint on G ensures that the CPDs in P factor the joint distribution into the
formula below. A directed graph is acyclic if there is no directed path that starts
and ends at the same variable. More specifically, there can be no self-loops from a
variable to itself. Given (G, P ), the joint probability for a set of values x is computed
with the formula:
p(x) =

n
Y

p(xi |pai )

i=1

A Markov network for X uses an undirected graph U = (V, E) and a set of potential functions Φ to represent the joint distribution over X. Again, each node v ∈ V
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corresponds to an Xi ∈ X and the edges of the graph encode conditional independence assumptions. However, with undirected graphs, conditional independence can
be inferred using simple graph separation. Let C(U ) be the set of cliques in the
graph U . Then each clique c ∈ C(U ) is associated with a set of variables Xc and a
clique potential φc (xc ) which is a non-negative function over the possible values for
xc . Given (U, Φ), the joint probability for a set of values x is computed with the
formula:
p(x) =
where Z =

P Qc
X

i=1

c
1Y
φi (xci )
Z i=1

φi (xci ) is a normalizing constant, which sums over all possible

instantiations of x to ensure that p(x) is a valid probability distribution.

3.1.1

DN Representation

Dependency networks are an alternative form of graphical model that approximates the full joint distribution with a set of conditional probability distributions
that are each learned independently. A DN encodes probabilistic relationships among
a set of variables X in a manner that combines characteristics of both undirected and
directed graphical models. Dependencies among variables are represented with a directed graph G = (V, E), where conditional independence is interpreted using graph
separation, as with undirected models. However, as with directed models, dependencies are quantified with a set of conditional probability distributions P . Each node
vi ∈ V corresponds to an Xi ∈ X and is associated with a probability distribution
conditioned on the other variables, P (vi ) = p(xi |x − {xi }). The parents of node i are
the set of variables that render Xi conditionally independent of the other variables
(p(xi |pai ) = p(xi |x − {xi })), and G contains a directed edge from each parent node
vj to each child node vi ((vj , vi ) ∈ E iff Xj ∈ pai ). The CPDs in P do not necessarily
factor the joint distribution so we cannot compute the joint probability for a set of
values x directly. However, given G and P , a joint distribution can be recovered
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through Gibbs sampling (see Section 3.2.3 for details). From the joint distribution,
we can extract any probabilities of interest.
For example, the DN in Figure 3.1 models the set of variables: X = {X1 , X2 , X3 ,
X4 , X5 }. Each node is conditionally independent of the other nodes in the graph
given its immediate neighbors (e.g., X1 is conditionally independent of {X2 , X4 } given
{X3 , X5 }). Each node contains a CPD, which specifies a probability distribution over
its possible values, given the values of its parents.

p(X1 | X3,X5)

X1

X2

p(X2 | X3,X4)

X4

p(X4 | X2,X3)

X3
p(X3 | X1,X2,X4)
p(X5 | X1)

X5

Figure 3.1. Example DN .

3.1.2

DN Learning

Both the structure and parameters of DN s are determined through learning the local CPDs. The DN learning algorithm learns a separate distribution for each variable
Xi , conditioned on the other variables in the data (i.e., X − {Xi }). Any conditional
learner can be used for this task (e.g., logistic regression, decision trees). The CPD is
included in the model as P (vi ) and the variables selected by the conditional learner
form the parents of Xi (e.g., if p(xi |{x − xi }) = αxj + βxk then PAi = {xj , xk }). The
parents are then reflected in the edges of G appropriately. If the conditional learner
is not selective (i.e., the algorithm does not select a subset of the features), the DN
will be fully connected (i.e., PAi = x − {xi }). In order to build understandable DN s,
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it is desirable to use a selective learner that will learn CPDs that use a subset of all
available variables.

3.1.3

DN Inference

Although the DN approach to structure learning is simple and efficient, it can
result in an inconsistent network, both structurally and numerically. In other words,
there may be no joint distribution from which each of the CPDs can be obtained using
the rules of probability. Learning the CPDs independently with a selective conditional
learner can result in a network that contains a directed edge from Xi to Xj , but not
from Xj to Xi . This is a structural inconsistency—Xi and Xj are dependent but Xj
is not represented in the CPD for Xi . In addition, learning the CPDs independently
from finite samples may result in numerical inconsistencies in the parameter estimates.
If this is the case, the joint distribution derived numerically from the CPDs will not
sum to one. However, when a DN is inconsistent, approximate inference techniques
can still be used to estimate a full joint distribution and extract probabilities of
interest. Gibbs sampling can be used to recover a full joint distribution, regardless of
the consistency of the local CPDs, provided that each Xi is discrete and its CPD is
positive [33]. In practice, Heckerman et al. [33] show that DN s are nearly consistent
if learned from large datasets because the data serve a coordinating function to ensure
some degree of consistency among the CPDs.

3.2

Relational Dependency Networks

Several characteristics of DN s are particularly desirable for modeling relational
data. First, learning a collection of conditional models offers significant efficiency
gains over learning a full joint model. This is generally true, but it is even more
pertinent to relational settings where the feature space is very large. Second, networks
that are easy to interpret and understand aid analysts’ assessment of the utility

33

of the relational information. Third, the ability to represent cycles in a network
facilitates reasoning with autocorrelation, a common characteristic of relational data.
In addition, whereas the need for approximate inference is a disadvantage of DN s for
propositional data, due to the complexity of relational model graphs in practice, all
P RM s use approximate inference.
Relational dependency networks extend DN s to work with relational data in much
the same way that RBN s extend Bayesian networks and RM N s extend Markov
networks. We describe the characteristics of RDN s within the P RM framework
described in Section 2.5.

3.2.1

RDN Representation

Relational dependency networks encode probabilistic relationships in a similar
manner to DN s, extending the representation to a relational setting. RDN s define
a generic dependency structure at the level of item types, using a directed model
graph GM and a set of conditional probability distributions P . Each node vi ∈ VM
t
corresponds to an Xkt ∈ Xt , t ∈ T . The set of variables Xtk = (Xik
: (vi ∈ VD ∨ ei ∈

ED )∧T (i) = t) is tied together and modeled as a single variable Xkt , with an associated
conditional distribution p(xtk | paxtk ).
Figure 2.3b illustrates an example RDN model graph for the data graph in Figure 2.3a. The graphical representation illustrates the qualitative component (GD ) of
the RDN —it does not depict the quantitative component (P ) of the model, which
consists of CPDs that use aggregation functions. Although conditional independence
is inferred using an undirected view of the graph, directed edges are useful for representing the set of variables in each CPD. For example, in Figure 2.3b the CPD for
year contains topic but the CPD for topic does not contain year. This represents
inconsistencies that may result from the RDN learning technique.
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A consistent RDN specifies a joint probability distribution p(x) over the attribute
values of a relational dataset from which each CPD ∈ P can be derived using the
rules of probability. There is a direct correspondence between consistent RDN s and
relational Markov networks. It is similar to the correspondence between consistent
DN s and Markov networks [33], but the correspondence is defined with respect to
the template model graphs GM and UM .
Theorem 1. The set of positive distributions that can be encoded by a consistent
RDN (GM , P ) is equal to the set of positive distributions that can be encoded by an
RM N (UM , Φ) provided (1) GM = UM , and (2) P and Φ use the same aggregations
functions.
Proof. Let p be a positive distribution defined by an RM N (UM , Φ) for GD . First,
we construct a Markov network with tied clique potentials by rolling out the RM N
inference graph UI over the data graph GD . By Theorem 1 of [33], which uses the
Hammersley-Clifford theorem [3], there is a corresponding dependency network that
represents the same distribution p as the Markov network UI . Since the conditional
probability distribution for each occurrence of an attribute k of a given type t (i.e.,
∀i (vi ∈ VD ∨ ei ∈ ED ) ∧ T (i) = t p(xtik |x)) is derived from the Markov network, we
know that the resulting CPDs will be identical—the nodes adjacent to each occurrence
are equivalent by definition, thus by the global Markov property the derived CPDs
will be identical. From this dependency network we can construct a consistent RDN
(GM , P ) by first setting GM = UM . Next, we compute from UI the CPDs for the
attributes of each item type: p(xtk |x − {xtk }) for t ∈ T, Xkt ∈ Xt . To derive the CPDs
for P , the CPDs must utilize the same aggregation functions as the potentials in Φ.
Since the adjacencies in the RDN model graph are the same as those in the RM N
model graph, and there is a correspondence between the rolled out DN and MN, the
distribution encoded by the RDN is p.
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Next let p be a positive distribution defined by an RDN (GM , P ) for GD . First,
we construct a dependency network with tied CPDs by rolling out the RDN inference graph GI over the data graph GD . Again, by Theorem 1 of [33], there is a
corresponding Markov network that represents the same distribution p as the dependency network GI . Of the valid Markov networks representing p, there will exist a
network where the potentials are tied across occurrences of the same clique template
(i.e., ∀ci ∈ C φC (xC )). This follows from the first part of the proof, which shows
that each RM N with tied clique potentials can be transformed to an RDN with tied
CPDs. From this Markov network we can construct an RM N (UM , Φ) by setting
UM = GM and grouping the set of clique template potentials in Φ. Since the adjacencies in the RM N model graph are the same as those in the RDN model graph, and
since there is a correspondence between the rolled out MN and DN , the distribution
encoded by the RM N is p.
This proof shows an exact correspondence between consistent RDN s and RM N s.
We cannot show the same correspondence for general RDN s. However, we show in
Section 3.2.3 that Gibbs sampling can be used to extract a unique joint distribution,
regardless of the consistency of the model.

3.2.2

RDN Learning

Learning a P RM consists of two tasks: learning the dependency structure among
the attributes of each object type, and estimating the parameters of the local probability models for an attribute given its parents. Relatively efficient techniques exist
for learning both the structure and parameters of RBN s. However, these techniques
exploit the requirement that the CPDs factor the full distribution—a requirement
that imposes acyclicity constraints on the model and precludes the learning of arbitrary autocorrelation dependencies. On the other hand, although, in principle, it
is possible for RM N techniques to learn cyclic autocorrelation dependencies, inef-
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ficiencies due to calculating the normalizing constant Z in undirected models make
this difficult in practice. Calculation of Z requires a summation over all possible
states x. When modeling the joint distribution of propositional data, the number
of states is exponential in the number of attributes (i.e., O(2m )). When modeling
the joint distribution of relational data, the number of states is exponential in the
number of attributes and the number of instances. If there are N objects, each with
m attributes, then the total number of states is O(2N m ). For any reasonable-size
dataset, a single calculation of Z is an enormous computational burden. Feature selection generally requires repeated parameter estimation while measuring the change
in likelihood affected by each attribute, which would require recalculation of Z on
each iteration.
The RDN learning algorithm uses a more efficient alternative—estimating the
set of conditional distributions independently rather than jointly. This approach is
based on pseudolikelihood techniques [4], which were developed for modeling spatial
datasets with similar autocorrelation dependencies. The pseudolikelihood for data
graph GD is computed as a product over the item types T , the attributes of that type
X t , and the items of that type v, e:

P L(GD ; θ) =

Y Y
t∈T

Xit ∈X t

Y

p(xtvi |paxtvi ; θ)

v:T (v)=t

Y

p(xtei |paxtei ; θ)

(3.1)

e:T (e)=t

On the surface, Equation 3.1 may appear similar to a likelihood that specifies a
joint distribution of an RBN . However, the CPDs in the RDN pseudolikelihood
are not required to factor the joint distribution of GD . More specifically, when we
t
t regardless
consider the variable Xvi
, we condition on the values of the parents PAXvi
t
t was conditioned on X .
of whether the estimation of CPDs for variables in PAXvi
vi
t
t
The parents of Xvi
may include other variables on the same item (e.g., Xvi
0 such that

i0 6= i), the same variable on related items (e.g., Xvt 0 i such that v 0 6= v), or other
0

variables on related items (e.g., Xvt 0 i0 such that v 0 6= v and i0 6= i).
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Pseudolikelihood estimation avoids the complexities of estimating Z and the requirement of acyclicity. Instead of optimizing the log-likelihood of the full joint distribution, we optimize the pseudo-loglikelihood. The contribution for each variable
is conditioned on all other attribute values in the data, thus we can maximize the
pseudo-loglikelihood for each variable independently:
log P L(GD ; θ) =

X X

X

log p(xtvi |paxtvi ; θ) +

t∈T Xit ∈X t v:T (v)=t

X

log p(xtei |paxtei ; θ)

e:T (e)=t

In addition, this approach can utilize existing techniques for learning conditional
probability distributions of relational data such as first-order Bayesian classifiers [24],
structural logistic regression [82], or ACORA [79].
Maximizing the pseudolikelihood function gives the maximum pseudolikelihood
estimate (MPLE) of θ. To estimate the parameters we need to solve the following
pseudolikelihood equation:
∂
P L(GD ; θ) = 0
∂θ

(3.2)

With this approach, we lose the asymptotic efficiency properties of maximum likelihood estimators. However, under some general conditions the asymptotic properties
of the MPLE can be established. In particular, in the limit as sample size grows, the
MPLE will be an unbiased estimate of the true parameter θ0 and it will be normally
distributed. Geman and Graffine [28] established the first proof of the properties of
maximum pseudolikelihood estimators of fully observed data. Gidas [31] gives an alternative proof and Comets [10] establishes a more general proof that does not require
finite state space x or stationarity of the true distribution Pθ0 .
Theorem 2. Assuming the following regularity conditions2 are satisfied for an RDN :
1. The model is identifiable, that is if θ 6= θ0 , then P L(GD ; θ) 6= P L(GD ; θ0 ).
2

These are the standard regularity conditions (e.g., [8]) used to prove asymptotic properties of
estimators, which are usually satisfied in most reasonable problems.
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2. The distributions P L(GD ; θ) have common support and are differentiable with
respect to θ.
3. The parameter space Ω contains an open set ω of which the true parameter θ0
is an interior point.
In addition, assuming the pseudolikelihood equation (3.2) has a unique solution in ω
almost surely as |GD | → ∞, then, provided that GD is of bounded degree, the MPLE
θ̃ converges in probability to the true value θ0 as |GD | → ∞.
Proof. Provided the size of the RDN model graph does not grow as the size of the
dataset grows (i.e., |P | remains constant as |GD | → ∞) and GD is of bounded degree,
then previous proofs apply. We provide the intuition for the proof here and refer the
reader to [10, 93, 53] for details. Let θ̃ be the maximum pseudolikelihood estimate
that maximizes P L(GD ; θ). As |GD | → ∞, the data will consist of all possible data
configurations for each CPD ∈ P (assuming bounded degree structure in GD ). As
such, the pseudolikelihood function will converge to its expectation, P L(GD ; θ) →
E(P L(GD ; θ)). The expectation is maximized by the true parameter θ0 because the
expectation is taken with respect to all possible data configurations. Therefore as
|GD | → ∞, the MPLE converges to the true parameter (i.e., θ̃ − θ0 → 0).
The RDN learning algorithm is similar to the DN learning algorithm, except we
use a relational probability estimation algorithm to learn the set of conditional models, maximizing pseudolikelihood for each variable separately. The algorithm input
consists of: (1) GD : a relational data graph, (2) R: a conditional relational learner,
and (3) Qt : a set of queries3 that specify the relational neighborhood considered in
R for each type T .
3

Our implementation utilizes a set of user-specified queries to limit the search space considered
during learning. However, a simple depth limit (e.g., ≤ 2 links away in the data graph) can be used
to limit the search space as well.
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Table 1 outlines the learning algorithm in pseudocode. It cycles over each attribute
of each item type and learns a separate CPD, conditioned on the other values in the
training data. We discuss details of the subcomponents (querying and relational
learners) in the sections below.
Quantifying the asymptotic complexity of P RM learners is difficult due to the
use of heuristic search and numerical optimization techniques. The asymptotic complexity of RDN learning is O(|X| · |PAX | · N ), where |X| is the number of CPDs to be
estimated, |PAX | is the number of attributes, and N is the number of instances, used
to estimate the CPD for X.4 RBN learning requires multiple rounds of parameter
estimation during the algorithm’s heuristic search through the model space, and each
round of parameter estimation has the same complexity as RDN learning, thus RBN
learning will generally require more time. For RM N learning, there is no closed-form
parameter estimation technique. Instead, the models are trained using conjugate gradient, where each iteration requires approximate inference over the unrolled Markov
network. In general this RM N nested loop of optimization and approximation will
require more time to learn than an RBN [89]. Therefore, given equivalent search
spaces, RM N learning is generally more complex than RBN learning, and RBN
learning is generally more complex than RDN learning.

3.2.2.1

Conditional Relational Learners

The conditional relational learner R is used for both parameter estimation and
structure learning in RDN s. The variables selected by R are reflected in the edges of
GM appropriately. If R selects all of the available attributes, the RDN will be fully
connected.
4

This assumes the complexity of the relational learner R is O(|PAX | · N ), which is true for the
conditional relational learners considered in this work (i.e., RBCs and RP T s).
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Learn RDN (GD , R, Qt ):
P ←∅
For each t ∈ T :
For each Xkt ∈ Xt :
Use R to learn a CPD for Xkt given the attributes in the relational
neighborhood defined by Qt .
P ← P ∪ CP DXkt
Use P to form GM .

Table 3.1. RDN learning algorithm.

In principle, any conditional relational learner can be used as a subcomponent to
learn the individual CPDs provided that it can closely approximate CPDs consistent
with the joint distribution. In this chapter, we discuss the use of two different conditional models—relational Bayesian classifiers (RBCs) [76] and relational probability
trees (RP T s) [75].
Relational Bayesian Classifiers
RBCs extend naive Bayesian classifiers to a relational setting. RBCs treat heterogeneous relational subgraphs as a homogenous set of attribute multisets. For example,
when considering the references of a single paper, the publication dates of those references form multisets of varying size (e.g., {1995, 1995, 1996}, {1975, 1986, 1998,
1998}). The RBC assumes each value of a multiset is independently drawn from the
same multinomial distribution.5 This approach is designed to mirror the independence assumption of the naive Bayesian classifier. In addition to the conventional
assumption of attribute independence, the RBC also assumes attribute value independence within each multiset.
5
Alternative constructions are possible but prior work [76] has shown this approach achieves
superior performance over a wide range of conditions.
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For a given item type t ∈ T , the query scope specifies the set of item types TR that
form the relevant relational neighborhood for t. Note that TR does not necessarily
contain all item types in the database and the query may also dynamically introduce
new types in the returned view of the database (e.g., papers → papers and references).
For example, in Figure 3.3a, t = paper and TR = {paper, author, ref erence, authorof,
cites}. To estimate the CPD for attribute X on items t (e.g., paper topic), the RBC
considers all the attributes associated with the types in TR . RBCs are non-selective
models, thus all attributes are included as parents:
Y

p(x|pax ) ∝

Y

Y

0

p(xtvi |x) p(x)

t0 ∈TR X t0 ∈X t0 v∈TR (x)
i

Relational Probability Trees
RP T s are selective models that extend classification trees to a relational setting.
RP T s also treat heterogeneous relational subgraphs as a set of attribute multisets, but
instead of modeling the multisets as independent values drawn from a multinomial,
the RP T algorithm uses aggregation functions to map a set of values into a single
feature value. For example, when considering the publication dates on references of
a research paper, the RP T could construct a feature that tests whether the average
publication date was after 1995. Figure 3.2 provides an example RP T learned on
citation data.6
The RP T algorithm automatically constructs and searches over aggregated relational features to model the distribution of the target variable X on items of type
t. The algorithm constructs features from the attributes associated with the types
TR specified in the query for t. The algorithm considers four classes of aggregation
functions to group multiset values: mode, count, proportion, and degree. For discrete
6

The leaves of the tree represent probability distributions over the class label values graphically,
with each color corresponding to a class label value.
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Figure 3.2. Example RP T to predict machine-learning paper topic.

attributes, the algorithm constructs features for all unique values of an attribute.
For continuous attributes, the algorithm constructs aggregate features for a number
of different discretizations, first binning the values by frequency (e.g., year > 1992).
Count, proportion, and degree features consider a number of different thresholds (e.g.,
proportion(A) > 10%). All experiments reported herein considered 10 thresholds and
discretizations per feature.
The RP T algorithm uses recursive greedy partitioning, splitting on the feature
that maximizes the correlation between the feature and the class. Feature scores are
calculated using the chi-square statistic and the algorithm uses pre-pruning in the
form of a p-value cutoff and a depth cutoff to limit tree size and overfitting. All
experiments reported herein used p-value cutoff=0.05/|attributes|, depth cutoff=7.
Although the objective function does not optimize pseudolikelihood directly, probability estimation trees can be used effectively to approximate CPDs consistent with
the underlying joint distribution [33].
The RP T learning algorithm adjusts for biases towards particular features due to
degree disparity and autocorrelation in relational data [40, 41]. We have shown that
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RP T s build significantly smaller trees than other conditional models and achieve
equivalent, or better, performance [75]. These characteristics of RP T s are crucial
for learning understandable RDN s and have a direct impact on inference efficiency
because smaller trees limit the size of the final inference graph.

3.2.2.2

Queries

In our implementation, we utilize user-specified queries to limit the relational
neighborhoods that will be considered by the conditional learner R. The queries’
structures define a typing over instances in the database. Subgraphs are extracted
from a larger graph database using the visual query language QGraph [5]. Queries allow for variation in the number and types of objects and links that form the subgraphs
and return collections of all matching subgraphs from the database.
For example, consider the query in Figure 3.3a.7 The query specifies match criteria for a target item (paper) and its local relational neighborhood (authors and
references). The example query matches all research papers that were published in
1995 and returns for each paper a subgraph that includes all authors and references associated with the paper. Textual annotations specify match conditions on attribute
values; numerical annotations (e.g., [0..]) specify constraints on the cardinality of
matched objects (e.g., zero or more authors). Note the constraint on paper ID in the
lower left corner—this ensures that the target paper does not match as a reference
in the resulting subgraphs. Figure 3.3b shows a hypothetical match to this query: a
paper with two authors and seven references.
The query defines a typing over the objects of the database (e.g., people that have
authored a paper are categorized as authors) and specifies the relevant relational
context for the target item type in the model. For example, given this query the
7

We have modified QGraph’s visual representation to conform to our convention of using rectangles to represent objects and dashed lines to represent relations.
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Figure 3.3. (a) Example QGraph query, and (b) matching subgraph.

learner R would model the distribution of a paper’s attributes given the attributes of
the paper itself and the attributes of its related authors and references. The queries
are a means of restricting model search. Instead of setting a simple depth limit on
the extent of the search, the analyst has a more flexible means with which to limit
the search (e.g., we can consider other papers written by the paper’s authors but not
other authors of the paper’s references, both at the same depth).

3.2.3

RDN Inference

The RDN inference graph GI is potentially much larger than the original data
graph. To model the full joint distribution there must be a separate node (and CPD)
for each attribute value in GD . To construct GI , the set of template CPDs in P is
rolled out over the test-set data graph. Each item-attribute pair gets a separate, local
copy of the appropriate CPD. Consequently, the total number of nodes in the inference
P
P
graph will be v∈VD |XT(v) |+ e∈ED |XT(e) |. Roll out facilitates generalization across
data graphs of varying size—we can learn the CPD templates from one data graph
and apply the model to a second data graph with a different number of objects by
rolling out more CPD copies. This approach is analogous to other graphical models
that tie distributions across the network and roll out copies of model templates (e.g.,
hidden Markov models, conditional random fields [51]).
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We use randomly ordered Gibbs samplers (e.g., [65]) for inference in RDN s. This
refers to a procedure where a random ordering of the variables is selected; each variable is initialized to an arbitrary value; and then each variable is visited (repeatedly)
in order, where its value is resampled according to its conditional distribution. Gibbs
sampling can be used to extract a unique joint distribution, regardless of the consistency of the model.
Theorem 3. The procedure of a randomly ordered Gibbs sampler applied to an RDN
(G, P ), where each Xi is discrete and each local distribution in P is positive, defines a
Markov chain with a unique stationary joint distribution π̃ for X that can be reached
from any initial state of the chain.
Proof. The proof that Gibbs sampling can be used to estimate the joint distribution
of a dependency network [33] applies to rolled out RDN s as well. We restate the
proof here for completeness.
Let xt be the sample of x after the tth iteration of the Gibbs sampler. The sequence
x1 , x2 , ... can be viewed as samples drawn from a homogeneous Markov chain with
transition matrix P̃, where P̃ij = p(xt+1 = j|xt = i). The matrix P̃ is the product
P̃1 · P̃2 · ... · P̃n , where P̃k is the local transition matrix describing the resampling
of X k according to the local distribution of p(xk |pak ). The positivity of the local
distributions guarantees the positivity of P̃. The positivity of P̃ in turn guarantees
that the Markov chain is irreducible and aperiodic. Consequently there exists a unique
joint distribution that is stationary with respect to P̃, and this stationary distribution
can be reached from any starting point.
This shows that an ordered Gibbs sampling procedure can be used with an RDN
to recover samples from a unique stationary distribution π̃, but how close will this
distribution be to the true distribution π? Small perturbations in the local CPDs
could propagate in the Gibbs sampling procedure to produce large deviations in the
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stationary distribution. Heckerman et al. [33] provide some initial theoretical analysis
that suggests that Markov chains with good convergence properties will be insensitive
to deviations in the transition matrix. This implies that when Gibbs sampling is
effective (i.e., converges), then π̃ will be close to π and the RDN will be a close
approximation to the full joint distribution.
Table 2 outlines the inference algorithm. To estimate a joint distribution, we start
by rolling out the model GM onto the target dataset GD and forming the inference
graph GI . The values of all unobserved variables are initialized to values drawn from
their prior distributions. Gibbs sampling then iteratively relabels each unobserved
variable by drawing from its local conditional distribution, given the current state of
the rest of the graph. After a sufficient number of iterations (burn in), the values
will be drawn from a stationary distribution and we can use the samples to estimate
probabilities of interest.
For prediction tasks, we are often interested in the marginal probabilities associated with a single variable X (e.g., paper topic). Although Gibbs sampling may be
a relatively inefficient approach to estimating the probability associated with a joint
assignment of values of X (e.g., when |X| is large), it is often reasonably fast to use
Gibbs sampling to estimate the marginal probabilities for each X.
There are many implementation issues that can improve the estimates obtained
from a Gibbs sampling chain, such as length of burn-in and number of samples. For
the experiments reported in this work, we used fixed-length chains of 2000 samples
(each iteration re-labels every value sequentially) with burn-in set at 100. Empirical inspection indicated that the majority of chains had converged by 500 samples.
Section 3.3.1 includes convergence graphs for synthetic data experiments.
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Infer RDN (GD , GM , P, iter, burnin):
GI (VI , EI ) ← (∅, ∅)
\\ form GI from GD and GM
For each t ∈ T in GM :
For each Xkt ∈ Xt in GM :
For each vi ∈ VD s.t. T (vi ) = t and ei ∈ ED s.t. T (ei ) = t:
t
VI ← VI ∪ {Xik
}
For each vi ∈ VD s.t. T (vi ) = t and ei ∈ ED s.t. T (ei ) = t:
t and each ej ∈ ED s.t. Xe ∈ paX t :
For each vj ∈ VD s.t. Xvj ∈ paXik
j
ik
EI ← EI ∪ {eij }
For each v ∈ VI :
\\ initialize Gibbs sampling
Randomly initialize xv to value drawn from prior distribution p(xv )
S←∅
\\ Gibbs sampling procedure
Choose a random ordering over VI
For i ∈ iter:
For each v ∈ VI , in random order:
Resample x0v from p(xv |x − {xv })
xv ← x0v
If i > burnin:
S ← S ∪ {x}:
Use samples S to estimate probabilities of interest

Table 3.2. RDN inference algorithm.
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3.3

Experimental Evaluation

The experiments in this section demonstrate the utility of RDN s as a joint model
of relational data. First, we use synthetic data to assess the impact of training-set size
and autocorrelation on RDN learning and inference, showing that accurate models
can be learned with reasonable dataset sizes and that RDN learning is robust to
varying levels of autocorrelation. In addition, to assess the quality of the RDN approximation for inference, we compare RDN s to RM N s, showing that RDN s achieve
equivalent or better performance over a range of datasets. Next, we learn RDN s of
five real-world datasets to illustrate the types of domain knowledge that the models
discover automatically. In addition, we evaluate RDN s in a prediction context, where
only a single attribute is unobserved in the test set, and report significant performance
gains compared to two individual models.

3.3.1

Synthetic Data Experiments

To explore the effects of training-set size and autocorrelation on RDN learning
and inference, we generated homogeneous data graphs with an autocorrelated class
label and linkage due to an underlying (hidden) group structure. Each object has
four boolean attributes: X1 , X2 , X3 , and X4 . See appendix A.1.1 for a detailed
description of the data generation process.
We compare two different RDN s, learning models with queries that include all
neighbors one link away in the data graph. The RDNRBC uses RBCs for the component learner R; the RDNRP T uses RP T s for R. The RP T performs feature selection,
which may result in structural inconsistencies in the learned RDN . The RBC does
not use feature selection so any deviation from the true model is due to parameter
inconsistencies alone. Note that the two models do not consider identical feature
spaces so we can only roughly assess the impact of feature selection by comparing
RDNRBC and RDNRP T results.
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3.3.1.1

RDN Learning

The first set of synthetic experiments examines the effectiveness of the RDN
learning algorithm. Our theoretical analysis indicates that, in the limit, the true
parameters will maximize the pseudolikelihood function. This implies that the pseudolikelihood function, evaluated at the learned parameters, will be no greater than
the pseudolikelihood of the true model (on average). To evaluate the quality of the
RDN parameter estimates, we calculated the pseudolikelihood of the test-set data
using both the true model (used to generate the data) and the learned models. If
the pseudolikelihood given the learned parameters approaches the pseudolikelihood
given the true parameters, then we can conclude that parameter estimation is successful. We also measured the standard error of the pseudolikelihood estimate for a
single test-set using learned models from 10 different training sets. This illustrates
the amount of variance due to parameter estimation.
Figure 3.4 graphs the pseudo-loglikelihood of learned models as a function of
training-set size for three levels of autocorrelation. Training-set size was varied at
the levels {50, 100, 250, 500, 1000, 5000}. We varied p(X1 |X1R , X2 ) to generate data
with approximate levels of autocorrelation corresponding to {0.25, 0.50, 0.75}. At
each training set size (and autocorrelation level), we generated 10 test sets. For each
test set, we generated 10 training sets and learned RDN s. Using each learned model,
we measured the pseudolikelihood of the test set (size 250) and averaged the results
over the 10 models. We plot the mean pseudolikelihood for both the learned models
and the RDN used for data generation, which we refer to as True Model. The top
row reports experiments with data generated from an RDNRP T where we learned
an RDNRP T . The bottom row reports experiments with data generated from an
RDNRBC , where we learned an RDNRBC .
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Figure 3.4. Evaluation of RDNRP T (top row) and RDNRBC (bottom row) learning.
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These experiments show that the learned RDNRP T is a good approximation to
the true model by the time training-set size reaches 500, and that RDNRP T learning
is robust with respect to varying levels of autocorrelation.
There appears to be little difference between the RDNRP T and RDNRBC when
autocorrelation is low, but otherwise the RDNRBC needs significantly more data to
estimate the parameters accurately. One possible source of error is variance due to
lack of selectivity in the RDNRBC (i.e., the model uses all available attributes), which
necessitates the estimation of a greater number of parameters. However, there is little
improvement even when we increase the size of the training sets to 10,000 objects.
Furthermore, the discrepancy between the estimated model and the true model is
greatest when autocorrelation is moderate. This indicates that the inaccuracies may
be due to the naive Bayes independence assumption and its tendency to produce
biased probability estimates [96].

3.3.1.2

RDN Inference

The second set of synthetic experiments evaluates the RDN inference procedure
in a prediction context, where only a single attribute is unobserved in the test set.
We generated data in the manner described above and learned models to predict X1
using the intrinsic attributes of the object (X2 , X3 , X4 ) as well as the class label and
the attributes of directly related objects (X1 , X2 , X3 , X4 ). At each autocorrelation
level, we generated 10 training sets (size 500) to learn the models. For each training
set, we generated 10 test sets (size 250) and used the learned models to infer marginal
probabilities for X1 on the test set instances. To evaluate the predictions, we report
AUC results.8 These experiments used the same levels of autocorrelation outlined
above.
8

Squared-loss results are qualitatively similar to the AUC results reported in Figure 3.5.

52

We compare the performance of four types of models. First, we measure the
performance of RP T s and RBCs. These are individual models that represent each
instance independently and do not use the class labels of related instances. Second, we
measure the performance of the two RDN s described above: RDNRBC and RDNRP T .
Third, we measure performance of the two RDN s while allowing the true labels
of related instances to be utilized during inference. This demonstrates the level of
performance possible if the RDN s could infer the true labels of related instances
Ceil
Ceil
with perfect accuracy. We refer to these as ceiling models: RDNRBC
and RDNRP
T.

Fourth, we measure the performance of two RM N s described below.
The first RM N is non-selective. We construct features from all the attributes
available to the RDN s, defining clique templates for each pairwise combination of
class label value and attribute value. More specifically, the available attributes consist of the intrinsic attributes of objects, and both the class label and attributes of
directly related objects. The second RM N model, which we refer to as RM NSel , is a
hybrid selective model—clique templates are only specified for the set of attributes selected by the RDN during learning. For both models, we used maximum-a-posteriori
parameter estimation to estimate the feature weights, using conjugate gradient with
zero-mean Gaussian priors, and a uniform prior variance of 5.9 For RM N inference,
we used loopy belief propagation [64].
We do not compare directly to RBN s because their acyclicity constraint prevents
them from representing the autocorrelation dependencies in this domain. Instead,
we include the performance of individual models, which also cannot represent the
autocorrelation of X1 . Although RBN s and individual models cannot represent the
autocorrelation directly, they can exploit the autocorrelation indirectly by using the
observed attributes of related instances. For example, if there is a correlation be9

We experimented with a range of priors; this parameter setting produced the best empirical
results.
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tween the words on a webpage and its topic, and the topics of hyperlinked pages
are autocorrelated, then the models can exploit autocorrelation dependencies indirectly by modeling the contents of a webpage’s neighboring pages. Recent work has
shown that collective models (e.g., RDN s) are a low-variance means of reducing bias
through direct modeling of the autocorrelation dependencies [42]. Models that exploit autocorrelation dependencies indirectly by modeling the observed attributes of
related instances, experience a dramatic increase in variance as the number of observed attributes increases.
During inference we varied the number of known class labels in the test set, measuring performance on the remaining unlabeled instances. This serves to illustrate
model performance as the amount of information seeding the inference process increases. We conjecture that performance will be similar when other information seeds
the inference process—for example, when some labels can be inferred from intrinsic
attributes, or when weak predictions about many related instances serve to constrain
the system. Figure 3.5 graphs AUC results for each model as the proportion of known
class labels is varied.
The data for the first set of experiments (top row) were generated with an RDNRP T .
In all configurations, RDNRP T performance is equivalent, or better than, RP T performance. This indicates that even modest levels of autocorrelation can be exploited
to improve predictions using an RDNRP T . RDNRP T performance is indistinguishCeil
able from that of RDNRP
T except when autocorrelation is high and there are no

labels to seed inference. In this situation, there is little information to constrain
the system during inference so the model cannot fully exploit the autocorrelation
dependencies. When there is no information to anchor the predictions, there is an
identifiability problem—symmetric labelings that are highly autocorrelated, but with
opposite values, appear equally likely. In situations where there is little seed informa-
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Figure 3.5. Evaluation of RDNRP T (top row) and RDNRBC (bottom row) inference.
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tion, identifiability problems increase variance and bias RDN performance towards
random.
When there is low or moderate autocorrelation, RDNRP T performance is significantly higher than both RM N and RM NSel . In these situations, poor performance
is likely due to a mismatch in feature space with the data generation model—if the
RM N features cannot represent the data dependencies that are generated with aggregated features, the inferred probabilities will be biased. When there is high autocorrelation, RDNRP T performance is indistinguishable from RM N , except when
there are no labels to seed inference—the same situation where RDNRP T fails to
meet its ceiling. When autocorrelation is high, the mismatch in feature space is not
a problem. In this situation, most neighbors share similar attribute values, thus the
RM N features are able to accurately capture the data dependencies.
The data for the second set of experiments (bottom row) were generated with an
RDNRBC . The RDNRBC feature space is roughly comparable to the RM N because
the RDNRBC uses multinomials to model individual neighbor attribute values. On
these data, RDNRBC performance is superior to RM N performance only when there
is low autocorrelation. RM NSel uses fewer features than RM N and it has superior
performance on the data with low autocorrelation, indicating that the RM N learning
algorithm may be overfitting the feature weights and producing biased probability
estimates. We experimented with a range of priors to limit the impact of weight
overfitting, but the effect remained consistent.
RDNRBC performance is superior to RBC performance only when there is moderate to high autocorrelation and sufficient seed information. When autocorrelation
Ceil
is low, the RBC is comparable to both the RDNRBC
and RDNRBC . Even when

autocorrelation is moderate or high, RBC performance is still relatively high. Since
the RBC is low-variance and there are only four attributes in our datasets, it is not
surprising that the RBC is able to exploit autocorrelation to improve performance.
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What is more surprising is that RDNRBC requires substantially more seed information than RDNRP T in order to reach ceiling performance. This indicates that our
choice of model should take test-set characteristics (e.g., number of known labels)
into consideration.
To investigate Gibbs sampling convergence, we tracked AUC throughout the RDN
Gibbs sampling procedure. Figure 3.6 demonstrates AUC convergence on each inference task described above. We selected a single learned model at random from
each task and report convergence from the trials corresponding to five different test
sets. AUC improves very quickly, often leveling off within the first 250 iterations.
This shows that the approximate inference techniques employed by the RDN may
be quite efficient to use in practice. However, when autocorrelation is high, longer
chains may be necessary to ensure convergence. There are only two chains that show
a substantial increase in performance after 500 iterations and both occur in highly
autocorrelated datasets. In addition, the RDNRBC chains exhibit significantly more
variance than the RDNRP T chains, particularly when autocorrelation is high. This
suggests that the use of longer Gibbs chains, or an approach that averages predictions
obtained from multiple random restarts, would improve performance.

3.3.2

Empirical Data Experiments

We learned RDN s for five real-world relational datasets to illustrate the types of
domain knowledge that can be learned, and we evaluated the models in a prediction
context, where the values of a single attribute are unobserved.
We compared the models on five relational datasets (see appendix A.1.3 for a more
detailed description of the data):
Gene: The data contain information about 1,243 genes and 1,734 interactions among
their associated proteins. The class label was gene location (13 values).
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Figure 3.6. Gibbs convergence rates for five different trials of RDNRP T (top row)
and RDNRBC (bottom row).
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WebKB: The data comprise 3,877 web pages from four computer science departments. The class label was page category (five values).
IMDb: The data consist of a sample of 1,382 movies released in the U.S. between
1996 and 2001. In addition to movies, the data set contain objects representing
actors, directors, and studios. The class label was opening weekend box-office
receipts (> and ≤ $2million).
Cora: The data consist of the sample of 4,330 machine-learning papers along with
associated authors, cited papers, and journals. The class label was paper topic
(seven values).
NASD: The data consist a sample of 10,000 brokers who were active in the years
1997-2001, along with approximately 12,000 associated branches, firms, and
disclosures. The class label records whether the broker will be involved in
fraud, or other serious misconduct, in the next calendar year (binary).

3.3.2.1

RDN Models

The RDN s in Figures 3.7-3.11 continue with the RDN representation introduced
in Figure 2.3b. Each item type is represented by a separate plate. An arc from x to y
indicates the presence of one or more features of x in the conditional model learned for
y. Arcs inside a plate represent dependencies among the attributes of a single object.
Arcs crossing plate boundaries represent dependencies among attributes of related
objects, with edge labels indicating the underlying relations. When the dependency
is on attributes of objects more than a single link away, the arc is labeled with a small
rectangle to indicate the intervening related-object type. For example, in Figure 3.7
paper topic is influenced by the topics of other papers written by the paper’s authors,
so the arc is labeled with two AuthoredBy relations and a small A rectangle indicating
an Author object.
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In addition to dependencies among attribute values, relational learners may also
learn dependencies between the structure of relations (edges in GD ) and attribute
values. Degree relationships are represented by a small black circle in the corner of
each plate—arcs from this circle indicate a dependency between the number of related
objects and an attribute value of an object. For example, in Figure 3.7 author rank
is influenced by the number of authors on the paper.
For each dataset, we learned an RDNRP T with queries that included all neighbors
up to two links away in the data graph. For example in Cora, when learning an RP T
of a paper attribute, we considered the attributes of associated authors and journals,
as well as papers related to those objects.
On the Cora data, we learned an RDN for seven attributes. Figure 3.7 shows the
resulting RDN . The RDN learning algorithm selected 12 of the 139 dependencies
considered for inclusion in the model. Four of the attributes—author rank, paper
topic, paper type, and paper year—exhibit autocorrelation dependencies. In particular, the topic of a paper depends not only on the topics of other papers that it cites,
but also on the topics of other papers written by the authors. This model is a good
reflection of our domain knowledge about machine learning papers.
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Figure 3.7. RDN for the Cora dataset.
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Book
Role

Exploiting these types of autocorrelation dependencies has been shown to significantly improve classification accuracy of RM N s compared to RBN s, which cannot
model cyclic dependencies [89]. However, to exploit autocorrelation, RM N s must be
instantiated with the appropriate clique templates—to date there is no RM N algorithm for learning autocorrelation dependencies. RDN s are the first P RM capable
of learning cyclic autocorrelation dependencies.
The Gene data contain attributes associated with both objects and links (i.e.,
interactions). We learned an RDN for seven attributes. Figure 3.8 shows the resulting
RDN . The RDN learning algorithm selected 19 of the 77 dependencies considered for
inclusion in the model. In these data, all the gene attributes exhibit autocorrelation—
this is strong evidence that there are regularities among the genes whose proteins
interact in the cell.
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Figure 3.8. RDN for the Gene dataset.

On the IMDb data, we learned an RDN for ten discrete attributes. Figure 3.9
shows the resulting RDN . The RDN learning algorithm selected 29 of the 170 dependencies considered for inclusion in the model. Again, we see that four of the attributes
exhibit autocorrelation. Movie receipts and genre each exhibit a number of autocor-
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Figure 3.9. RDN for the IMDb dataset.

relation dependencies (through actors, directors, and studios), which illustrates the
group structure of the Hollywood movie industry.
On the NASD data, we learned an RDN for eleven attributes. Figure 3.10 shows
the resulting RDN . The RDN learning algorithm selected 32 of the 160 dependencies
considered for inclusion in the model. Again, we see that four of the attributes exhibit
autocorrelation. Subjective inspection by NASD analysts indicates that the RDN
had automatically uncovered statistical relationships that confirm the intuition of
domain experts. These include temporal autocorrelation of risk (past problems are
indicators of future problems) and relational autocorrelation of risk among brokers
at the same branch—indeed, fraud and malfeasance are usually social phenomena,
communicated and encouraged by the presence of other individuals who also wish to
commit fraud [11]. Importantly, this evaluation was facilitated by the interpretability
of the RDN —experts are more likely to trust, and make regular use of, models they
can understand.
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On the WebKB data, we learned an RDN for four attributes. Figure 3.11 shows
the resulting RDN . The RDN learning algorithm selected 9 of the 52 dependencies
considered for inclusion in the model. All of the attributes exhibit autocorrelation in
the WebKB data.
Page
LinkedFrom
LinkedTo
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School

Label

LinkedFrom

URL
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URL
Text

LinkedTo

Figure 3.11. RDN for the WebKB dataset.

3.3.2.2

Prediction

We evaluated the learned models on prediction tasks in order to assess (1) whether
autocorrelation dependencies among instances can be used to improve model accuracy,
and (2) whether the RDN s, using Gibbs sampling, can effectively infer labels for a
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network of instances. To do this, we compared the same four classes of models used
in Section 3.3.1: individual models, RDN s, ceiling RDN s, and RM N s.
Figure 3.12 shows AUC results for the first three model types on the five prediction tasks. (We discuss RM N results below.) Figure 3.12a graphs the results of the
RDNRP T , compared to the RP T individual model. Figure 3.12b graphs the results
of the RDNRBC , compared to the RBC individual model. We used the following prediction tasks: movie receipts for IMDb, paper topic for Cora, page label for WebKB,
gene location for Gene, and broker is-problem for NASD.
The graphs show AUC for the most prevalent class, averaged over a number of
training/test splits. For Cora, IMDb, and NASD, we used temporal sampling where
we learned models on one year of data and applied the models to the subsequent
year. There were four temporal samples for IMDb and NASD, and five for Cora. For
WebKB we used cross-validation by department, learning on three departments and
testing on pages from the fourth, held-out department. For Gene there was no clear
sampling choice, so we used ten-fold cross validation on random samples of genes. We
used interdependent sampling—when there were links between the test and training
sets, the class labels of the training set were made available to the RDN and RM N s
for use during inference. We used two-tailed, paired t-tests to assess the significance
of the AUC results obtained from the trials. The t-tests compare the RDN results
to the individual and ceiling models, with a null hypothesis of no difference in the
AUC. In Figure 3.12, asterisks denote model performance that is significantly different
(p < 0.10) from RDNRP T and RDNRBC .
When using the RP T as the conditional learner (Figure 3.12a), RDN performance
is superior to RP T performance on all tasks. The difference is statistically significant
for three of the five tasks. This indicates that autocorrelation is both present in the
data and identified by the RDN s. As mentioned previously, the RP T algorithm
can sometimes use the observed attributes of related items to effectively reason with
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Figure 3.12. AUC results for (a) RDNRP T and RP T and (b) RDNRBC and RBC.

autocorrelation dependencies. However, in some cases the observed attributes contain
little information about the class labels of related instances. This is the case for
Cora—RP T performance is close to random because no other attributes influence
paper topic, given the influence of related paper topics (see Figure 3.7). On all tasks,
the RDN s achieve comparable performance to the ceiling models. This indicates
that the RDN achieved the same level of performance as if it had access to the true
labels of related objects. We note, however, that the ceiling model only represents
a probabilistic ceiling—the RDN may perform better if an incorrect prediction for
one object improves inferences about related objects. Indeed, on a number of the
datasets, RDN performance is slightly higher than that of the ceiling model.
Similarly, when using the RBC as the conditional learner (Figure 3.12b), the
performance of RDN s is superior to the RBCs on all but one task and statistically
significant for two of the tasks. Notably, on the WebKB data RDN performance is
worse than that of the RBC. However, the ceiling performance is significantly higher
than RBC. This indicates that autocorrelation dependencies are identified by the
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RDN but the model is unable to exploit those dependencies during Gibbs sampling.
This effect is due to the amount of information available to seed the inference process.
There is sparse information in the attributes other than page label, and because the
departments are nearly disjoint, there are few labeled instances before inference. This
leaves the RDN with little information to anchor its predictions, which results in
marginal predictions closer to random. Similar behavior appeared in the synthetic
data experiments, indicating that the RDNRBC may need more information to seed
the inference process.
The RDNRBC achieves comparable performance to the ceiling models on only two
of the five tasks. This may be another indication that RDN s combined with a nonselective conditional learner (e.g., RBCs) will experience increased variance during
the Gibbs sampling process, and thus they may need more seed information during
inference to achieve the near-ceiling performance. We should note that although the
RDNRBC does not significantly outperform the RDNRP T on any of the tasks, the
Ceil
Ceil
is significantly higher than RDNRP
RDNRBC
T for Cora and IMDb. This indicates

that, when there is enough seed information, the RDNRBC may achieve significant
performance gains over the RDNRP T .
Due to time and memory constraints, we were able to learn RM N s for only two
of the real-world datasets. Recall that the RM N constructs its features from all
the attributes available to the RDN and the RM NSel constructs its features from
the attributes selected by the RDN . Table 3 reports model space information for
each dataset—the number of attributes available to the RDN , the average number
of attributes selected by the RDN , and the number of features constructed by the
RM N and the RM NSel . Due to the size of the feature space considered by the nonselective RM N s, we were unable learn models for any of the datasets. We were able to
successfully learn RM NSel for the Cora and IMDb datasets. The average AUC of the
RM NSel was 74.4% for Cora and 60.9% for IMDb. This is far below the RDN results
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Num RDN
attributes
Cora
Gene
IMDb
NASD
WebKB

Num selected
Num RM N
RDN attributes
features

22
19
15
16
34

2.0
3.1
5.0
5.7
5.0

1029
3640
234
526
2478

Num RM NSel
features
98.0
606.0
90.5
341.5
270.0

Table 3.3. Number of attributes/features used by RDN s and RM N s.

reported in Figure 3.12. Note that previous RM N results [89] report accuracy of the
most likely labeling for the entire dataset. In contrast, we are evaluating AUC of the
marginal probabilities for each instance (inferred jointly). This indicates that RM N
inference may produce biased marginal probability estimates when run in “loopy”
relational networks, due to overfitting the clique weights. When skewed weights are
applied to collectively infer the labels throughout the test set, the inference process
may converge to extreme labelings (e.g., all positive labels in some regions of the
graph, all negative labels in other regions), which would bias marginal probability
estimates for many of the instances.

3.4

Related Work

There are three types of statistical relational models relevant to RDN s: probabilistic relational models, probabilistic logic models, and collective inference models.
We discuss each of these below.

3.4.1

Probabilistic Relational Models

RDN s are a form of probabilistic relational model. As outlined in Section 2.5,
learning and inference in P RM s involve a data graph GD , a model graph GM , and an
inference graph GI . All P RM s model data that can be represented as a graph (i.e.,
67

GD ) and although P RM s use different approximation techniques for inference in GI ,
they all use a similar process for rolling out an inference graph GI . Consequently,
P RM s differ primarily with respect to the representation of the model graph GM ,
how that model is learned, and the choice of inference algorithm.
Relational Bayesian Networks
RBN s [29] use a directed model graph GM = (VM , EM ) and a set of conditional
probability distributions P to represent a joint distribution over X. Each node v ∈ VM
corresponds to an Xkt ∈ X. The set P contains a conditional probability distribution
for each variable given its parents, p(xtk |paxtk ). Given (GM , P ), the joint probability
for a set of values x is computed as a product over the item types T , the attributes
of that type X t , and the items of that type v, e:
p(x) =

Y Y

Y

p(xtvi |paxtvi )

t∈T Xit ∈X t v:T (v)=t

Y

p(xtei |paxtei )

e:T (e)=t

The RBN learning algorithm for the most part uses standard Bayesian network
techniques for parameter estimation and structure learning. One notable exception is
that the learning algorithm must check for “legal” structures that are guaranteed to
be acyclic when rolled out for inference on arbitrary data graphs. In addition, instead
of exhaustive search of the space of relational dependencies, the structure learning
algorithm uses greedy iterative-deepening, expanding the search in directions where
the dependencies improve the likelihood.
The strengths of RBN s include understandable knowledge representations and
efficient learning techniques. For relational tasks, with a huge space of possible dependencies, selective models are easier to interpret and understand than non-selective
models. Closed-form parameter estimation techniques allow for efficient structure
learning (i.e., feature selection). In addition, because reasoning with relational mod-
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els requires more space and computational resources, efficient learning techniques
make relational modeling both practical and feasible.
The directed acyclic graph structure is the underlying reason for the efficiency
of RBN learning. As discussed previously, the acyclicity requirement precludes the
learning of arbitrary autocorrelation dependencies and limits the applicability of these
models in relational domains. RDN s enjoy the strengths of RBN s (namely, understandable knowledge representation and efficient learning) without being constrained
by an acyclicity requirement.
Relational Markov Networks
RM N s [89] use a undirected model graph UM = (VM , EM ) and a set of potential
functions Φ to represent a joint distribution over X. Again each node v ∈ VM corresponds to an Xkt ∈ X. RM N s use relational clique templates CT to specify the ways
in which cliques are defined in UM . Clique templates are defined over a set of item
types, a boolean constraint on how the types must relate to each other in the data
graph, and a set of attributes to consider on the matching items. Let C(CT ) be the
set of cliques in the graph UM that match a specific clique template CT . As with
Markov networks, each clique c ∈ C(CT ) is associated with a set of variables Xc and
a clique potential φc (xc ). Given (UM , Φ), the joint probability for a set of values x is
computed as a product over the clique templates CT and the matches to the clique
template c:
p(x) =

1 Y Y
φc (xc )
Z C ∈CT c ∈C j j
i

j

i

The RM N learning algorithm uses maximum-a-posteriori parameter estimation
with Gaussian priors, modifying Markov network learning techniques. The algorithm
assumes that the clique templates are pre-specified and thus does not search for the
best structure. Because the user supplies a set of relational dependencies to consider
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(i.e., clique templates), it simply optimizes the potential functions for the specified
templates.
RM N s are not hampered by an acyclicity constraint, so they can represent arbitrary forms of autocorrelation. This is particularly important for reasoning in relational datasets where autocorrelation dependencies are nearly ubiquitous and often
cannot be structured in an acyclic manner. However, the tradeoff for this increased
representational capability is a decrease in learning efficiency. Instead of closed-form
parameter estimation, RM N s are trained with conjugate gradient methods, where
each iteration requires a round of inference. In large cyclic relational inference graphs,
the cost of inference is prohibitively expensive—in particular, without approximations
to increase efficiency, feature selection is intractable.
Similar to the comparison with RBN s, RDN s enjoy the strengths of RM N s but
not their weaknesses. More specifically, RDN s are able to represent arbitrary forms of
autocorrelation without being limited by efficiency concerns during learning. In fact,
the pseudolikelihood estimation technique used by RDN s has been used recently to
make feature selection tractable for conditional random fields [58] and Markov logic
networks [48].

3.4.2

Probabilistic Logic Models

Within the class of P LM s, Markov logic networks (M LN s) [83] are most similar
in nature to RDN s. In M LN s, each node is a grounding of a predicate in a first-order
knowledge base, and features correspond to first-order formulae and their truth values.
An M LN , unrolled over a set of objects in the domain, specifies an undirected Markov
network. In this sense, they share the same strengths and weaknesses as RM N s—
they are capable of representing cyclic autocorrelation relationships but suffer from
decreased efficiency if full joint estimation is used during learning.
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Recent work on structure learning for M LN s [48] has investigated the use of pseudolikelihood to increase learning efficiency. The M LN structure learning algorithm
restricts the search space by limiting the number of distinct variables in a clause, and
then uses beam search, with a weighted pseudolikelihood scoring function, to find the
best clauses to add to the network.
Although both RDN s and M LN s use pseudolikelihood techniques to learn model
structures efficiently, they each employ a different representational formalism. In
particular, M LN s use weighted logic formulae while RDN s use aggregate features
in CPDs. Our future work will investigate the performance tradeoffs between RDN
and M LN representations when pseudolikelihood estimation is used for learning.

3.4.3

Ad hoc Collective Models

An alternative approach to collective inference combines local individual classification models (e.g., RBCs) with a joint inference procedure (e.g., relaxation labeling).
Examples of this technique include iterative classification [67], link-based classification [54], and probabilistic relational neighbor models [55, 56]. These approaches
to collective inference were developed in an ad hoc procedural fashion, motivated
by the observation that they appear to work well in practice. RDN s formalize this
approach in a principled framework—learning models locally (maximizing pseudolikelihood) and combining them with a global inference procedure (Gibbs sampling) to
recover a full joint distribution. In this work, we have demonstrated that autocorrelation is the reason behind improved performance in collective inference (see Jensen
et al. [42] for more detail) and explored the situations under which we can expect this
type of approximation to perform well.
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3.5

Conclusion

In this chapter, we presented relational dependency networks, a new form of probabilistic relational model. We showed the RDN learning algorithm to be a relatively
simple method for learning the structure and parameters of a probabilistic graphical
model. In addition, RDN s allow us to exploit existing techniques for learning conditional probability distributions of relational datasets. Here we have chosen to exploit
our prior work on RP T s, which construct parsimonious models of relational data, and
RBCs, which are simple and surprisingly effective non-selective models. We expect
the general properties of RDN s to be retained if other approaches to learning conditional probability distributions are used, given that those approaches learn accurate
local models.
The primary advantage of RDN s is the ability to efficiently learn autocorrelation dependencies. Autocorrelation is a nearly ubiquitous phenomenon in relational
datasets and the resulting dependencies are often cyclic in nature. If a dataset exhibits
autocorrelation, an RDN can learn the associated dependencies and then exploit
those dependencies to improve overall inferences by collectively inferring values for
the entire set of instances simultaneously. The real and synthetic data experiments in
this chapter show that collective inference with RDN s can offer significant improvement over individual approaches when autocorrelation is present in the data. Except
in cases when there are few test set labels, the performance of RDN s approaches the
performance that would be possible if all the class labels of related instances were
known. Furthermore, our experiments show that inference with RDN s is comparable,
or superior, to RM N inference over a range of conditions, which indicates that pseudolikelihood estimation can be used effectively to learn an accurate approximation of
the full joint distribution.
We also presented learned RDN s for a number of real-world relational domains,
demonstrating another strength of RDN s—their understandable and intuitive knowl-
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edge representation. Comprehensible models are a cornerstone of the knowledge discovery process, which seeks to identify novel and interesting patterns in large datasets.
Domain experts are more willing to trust, and make regular use of, understandable
models—particularly when the induced models are used to support additional reasoning. Understandable models also aid analysts’ assessment of the utility of the
additional relational information, potentially reducing the cost of information gathering and storage and the need for data transfer among organizations—increasing the
practicality and feasibility of relational modeling.
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CHAPTER 4
LATENT GROUP MODELS

Our recent work investigating how collective inference improves classification has
illustrated the effect of model representation on performance in relational domains [42].
More specifically, we showed that modeling the direct dependencies among class labels
of related instances is a low-variance means of reducing model bias when autocorrelation is present. An alternative approach is to model the dependencies among class
labels indirectly through their association with the observed attributes of related instances, but this approach experiences a dramatic increase in variance as the number
of observed attributes increases.
In this work, we have shown that direct modeling with RDN s can lead to significant improvements in performance over individual models in domains with even
modest amounts of autocorrelation. However, this approach fails to capture a frequent
characteristic of autocorrelated data—the presence of underlying groups, conditions,
or events that are correlated with the attributes on a set of entities. Models that represent the underlying group structure and the association between unobserved group
properties and observed attribute values and links may be able to express the joint
distribution more accurately and compactly than approaches that only model direct
dependencies among class labels.
Recall the fragment of the NASD database, where brokers exhibit autocorrelation
with respect to their fraud status. For reference, we include the graphic again in
Figure 4.1(a). The autocorrelation in this example can be represented through the
underlying group structure of the data. In Figure 4.1(b), groups of brokers that work

74

+

+

-

+

-

+

-

+

-

-

+

-

-

-

-

-

-

-

-

-

+

-

-

-

+
+
-

-

+

-

-

+

+

+

-

-

-

+

-

+

-

+

-

-

(a) Data fragment

-

-

+

-

-

+
+

+
-

-

(b) Group structure

Figure 4.1. Example NASD database fragment and group structure.

together at a branch are likely to share similar attribute values. In this example, the
branch object is a coordinating object that connects the group members (i.e., brokers). Branches where many of the brokers are involved in fraud may be encouraging
malfeasance; other branches appear to be focusing on legitimate business since few
of the brokers have been identified as fraudulent.
Another example of underlying group structure is illustrated in Figure 4.2 with
example data from the World Wide Web. In this case, the objects are web pages
and the links are hyperlinks among the pages. The pages are labeled according to a
binary topic variable. Similar to fraud status, page topic also exhibits autocorrelation
and the autocorrelation can be represented through the underlying group structure.
However, in this case there are no coordinating objects that serve to connect the
group members. Instead, the groups can be identified by the pattern of linkage
among the pages. Individual webpages belong to communities—sets of pages that
discuss common topics, referencing other pages in their community more often than
pages external to their community (e.g., alternative energy sites point to documents
discussing solar and wind power).
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Figure 4.2. Example WebKB fragment and group structure.

Modeling these underlying group structures is a third approach to representing
autocorrelation dependencies. Group structure can be used to model autocorrelation dependencies that arise due to a number of causes. Membership in the group
may cause the correlation among object attribute values. For example, the purchases
of book club members will be correlated. Alternatively, the group may be formed
through associations among objects with similar attribute values. For example, demographic information will be correlated among students in the same school. In
either case, the identity and properties of the group can be utilized to characterize
the dependencies among the class labels of member instances indirectly. In interdependent data samples, there may be enough data to reason about each group in the
training set independently through the use of identifiers [80]. For example, once we
have training data on a sufficient number of brokers at a branch, we can accurately
reason about the risk of an additional employee independent of other branches. However, when there is limited data for each group, or when the samples are independent,
modeling the properties of the groups (e.g., corrupt branches) will offset the limited
data and allow for generalization across groups.
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In this chapter, we describe latent group models (LGM s). LGM s represent a joint
probability distribution over both the attributes and links of a relational dataset, incorporating link existence uncertainty and hierarchical latent variables. LGM s posit
groups of objects in the data—membership in these groups influences the observed
attributes of the objects, as well as the existence of links among the objects. LGM s
address a number of weaknesses of current collective inference models. First, LGM s
extend recent P RM representations to model link structure and autocorrelation dependencies indirectly through the hidden group structures. These group structures
enable the incorporation of link information into P RM s in a more tractable way than
P RM s with link uncertainty [30] because group membership decouples attribute and
link dependencies. Second, the group structures can capture dependencies among
neighboring but unlinked instances (e.g., transitive relationships), allowing information to propagate in a more elaborate manner during inference than with models that
restrict their consideration to dependencies among closely linked instances. Group
models are a natural way to extend P RM representations to improve model performance without fully representing the O(N 2 ) dependencies between all pairs of
instances. Third, LGM s generalize about the properties of groups. This is in contrast to recent work modeling specific groups and objects in the training set to improve classification performance in interdependent samples [81, 80]. Consequently,
learned LGM s can be applied to prediction tasks in both interdependent and independent samples. Finally, LGM s recover the underlying group structure, which can
be examined to improve domain understanding and inform development of additional
modeling techniques.
We start by discussing the latent group model representation and then describe
a specific implementation that we utilize throughout the thesis. We evaluate LGM
inference on synthetic datasets, showing that LGM s outperform RDN s and RM N s
in a range of conditions, particularly when there are moderate-sized clusters with
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low linkage. Next, we present empirical evaluation of LGM s on three real-world
prediction tasks to demonstrate the capabilities of the model, showing that LGM s
can outperform models that ignore latent groups, particularly when there is little
known information with which to seed the inference process. Finally, we discuss
related work and conclude.

4.1

Latent Group Models

Latent group models specify a generative probabilistic model for the attributes
and link structure of a relational dataset. The model posits groups of objects in the
data of various types. Membership in these groups influences the observed attributes
of objects, as well as the existence of relations (links) among objects.

4.1.1

LGM Representation

The LGM extends the P RM representation outlined in Section 2.5 to model a
joint distribution over both the attributes and links of a relational dataset. To model
link uncertainty, we include an augmented edge set E 0 that contains an edge for every
pair of objects in the data (∀vi , vj ∈ VD eij ∈ E 0 ) with a binary link variable XL to
indicate whether a relation exists between the incident objects.1 In addition to the
objects and links in the data, we also model a set of groups G. As with objects and
links, each group is associated with a type, T (gi ) = tgi and a set of attributes based
tg

on that type Xgi i . Each object vi ∈ VD belongs to a set of groups gvi = (gvi 1 , ..., gvi k ).
Group membership and properties (i.e., attributes) can influence the values of object
attributes, link attributes, and link existence. An LGM represents a joint distribution
tv

over the values of the attributes in the data, x = {xvi i : vi ∈ VD s.t. T (vi ) = tvi } ∪
te

tg

{xej j : ej ∈ ED s.t. T (ej ) = tej } ∪ {xek L : ek ∈ E 0 } ∪ {xgl l : gl ∈ G s.t. T (gl ) = tgl }.
1

We assume binary links and at most one link between any pair of objects. However, it is
relatively straightforward to extend the model to accommodate deviations from these assumptions.
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There are two steps to incorporating groups and their properties into P RM s.
First, we need to detect the underlying group structure. When the groups are identified by a coordinating object (e.g., branch), detection is a relatively easy task—we
can identify groups through high degree nodes and their immediate neighbors. When
groups consist of communities, group detection is more difficult. However, if intracommunity links are more frequent than inter-community links, the existing relations
can be used as evidence of the underlying community structure, and group membership can be inferred from the patterns of relations.
Next, we need to infer the latent group properties and model their influence on the
attributes and relations of group members. When the groups are observable, we can
model the latent attributes with a relatively simple application of the expectationmaximization (EM) algorithm [15]. A similar approach is used in information retrieval
where latent-unigram models represent each document as a group of word occurrences2
that are conditionally independent given the topic of the document [6].
When groups are unobserved, group membership and properties must be jointly
inferred from the observed relations and attributes. To continue the document retrieval metaphor, it is as if we have word occurrence information (attribute values)
and noisy indicators of word co-occurrence within documents (link information) but
we do not know the document boundaries or the topic distributions. In these situations, an iterative procedure may be necessary to recover group membership and
infer latent group properties.
For our initial investigation of LGM s, we make several simplifying assumptions
about the data. We assume a unipartite relational data graph (i.e., single object and
link type) and that there are no link attributes other than XL . We also assume there
is one group type with one attribute and that each object belongs to a single group.
2

However, the “vocabulary” is much smaller in relational domains—we generally have fewer than
ten class values, whereas documents have thousands of unique words.
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Furthermore, in this work we limit consideration to a specific model structure.
In particular, we assume there is a fixed number of groups and that object class
labels and link existence are conditionally independent given group membership and
properties. We also assume additional object attributes are only influenced by the
object’s class label. Our LGM implementation3 models the following generative
process for a dataset with NO objects and NG groups:
1. For each group g, 1 ≤ g ≤ NG :
(a) Choose a group attribute value xg from p(Xg ), a multinomial probability
with k values.
2. For each object i, 1 ≤ i ≤ NO :
(a) Choose a group gi uniformly from the range [1, NG ].
(b) Choose a class value ci from p(C|Xg ), a multinomial probability conditioned on the object’s group attribute xgi .
(c) For each object attribute A ∈ AM :
i. Choose a value for ai from p(A|C), conditioned on the object’s class
label ci .
3. For each object j, 1 ≤ j ≤ NO :
(a) For each object k, j < k ≤ NO :
i. Choose an edge value ejk from p(E|Gj == Gk ), a Bernoulli probability
conditioned on whether the two objects are in the same group.
This generative process specifies the joint distribution of a dataset GD as follows:

3

From this point forward, references to LGM s will pertain to this specific implementation.
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p(GD ) =

Y

p(xg )

Y
vi ∈VD

g∈G

Y

Y

p(ci |xgi )

p(ai |ci ) ·

A∈A

Y

p(ejk=1|gj==gk )

p(ejk=0|gj==gk )

j,k:(vi ,vj )∈E
/ D

j,k:(vi ,vj )∈ED

See Figure 4.3 for a graphical representation of the model. The template consists
of four plates, which represent replicates of groups, objects, attributes, and potential
binary links among objects. Groups each have an attribute X. Objects have a group
membership G, a class label C, and attributes A1 , ..., AM . E is a binary variable

indicating link existence among all N2O pairs of objects. The conditions on the
arcs constrain the manner in which the model is rolled out for inference4 —each E is
influenced by two G variables and each C is influenced by a single X variable in the
unrolled Bayes net.

NG

j=i
k=i'

Ejk

(N2 )

Gi

O

Ci

g=Gi

Xg
Ai

NG

M
NO

Figure 4.3. LGM graphical representation.

4.1.2

LGM Learning

Learning an LGM consists of learning the parameters of the distribution and
inferring the latent variables on both objects (group membership) and groups (group
attributes). Ideally, we would learn the model using a straightforward application

4

We use contingent Bayesian network [62] notation to denote context-specific independence.
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of the EM algorithm—iterating between inferring the latent variables (E-step) and
estimating the parameters (M-step). Unfortunately, there are difficulties with this
approach.
When group membership is unknown, each of the C variables depends on all the
X variables and each of the E variables depends on all the G variables—there is no
longer context-specific independence to exploit and each E-step will require inference
over a large, complex, rolled-out Bayes net where objects’ group memberships are
all interdependent given the link observations. Although approximate inference techniques (e.g., loopy belief propagation) may allow accurate inference in each E-step,
given the number of latent variables and their dependency on sparse link informa
tion (L  N2O ), we conjecture that EM will not converge to a reasonable solution
due to many local (suboptimal) maxima in the likelihood function. Also when using
EM to learn the entire model, there are NO latent group membership variables with
NG possible values and NG latent group attribute values with k possible values. If
the average group size is small (NG = O(NO )), we conjecture that EM will be very
sensitive to the start state.
We note however, that if group membership is known, then exact inference is not
only feasible but is also much more efficient. This is because the objects and observed links are conditionally independent given the underlying group structure. For
this reason we propose a sequential learning procedure that decouples group identification from the remainder of the estimation process. Our algorithm is motivated
by the observation that collective models improve performance by propagating information only on existing links. This indicates that autocorrelated groups should
have more intra-group links than inter-group links and as such, graph clustering techniques should be able to identify groups from the link structure alone. Accordingly,
we utilize the following approximate learning algorithm:
1. Hypothesize group membership for objects based on the observed link structure.
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2. Use EM to infer group attributes and estimate the remaining parameters of the
model.
A hard clustering approach in the first step, which assigns each object to a single
group, greatly simplifies the estimation problem in the second step—we only need to
infer the latent group attribute values and estimate the parameters of p(X), p(C|X),
and p(Ai |C) for 1 ≤ i ≤ m. To this end, we employ a recursive spectral decomposition
algorithm with a norm-cut objective function [86] to cluster the objects into groups
with high intra-group and low inter-group linkage.
Spectral clustering techniques partition data into disjoint clusters using the eigenstructure of a similarity matrix. We use the divisive, hierarchical clustering algorithm
of [86] on the relational graph formed by the observed links in the data. The algorithm
recursively partitions the graph as follows: Let EN ×N = [E(i, j)] be the adjacency maP
trix and let D be an N × N diagonal matrix with di = j∈V E(i, j). Solve the eigensystem (D−E)x = λDx for the eigenvector x1 associated with the 2nd smallest eigenvalue λ1 . Consider m uniform values between the minimum and maximum value in x1 .
For each value m: bipartition the nodes into (A, B) such that ∀va ∈ A x1a < m, and calP

culate the NCut value for the partition, N Cut(A, B) =

E(i,j)
d
i∈A i

i∈A,j∈B

P

P

+

E(i,j)
.
d
j∈B j

i∈A,j∈B

P

Partition the graph into the (A, B) with minimum NCut. If stability(A, B) ≤ c, recursively repartition A and B.5
Once we have identified the groups with spectral clustering, we use EM to infer
values for X and estimate the parameters of P (X) and P (C|X). We iterate the
following steps until the probability distributions have converged to within a tolerance
of 0.001:
E-step t + 1: Infer values for X t+1 with P t+1 (xg |cg ) =

5

Q

P t (ci |xg )P t (xg )
ci :g=Gi
P (ci )

We use the stability threshold proposed in [86] where the stability value is the ratio of
the minimum and maximum bin sizes, after the values of x1 are binned by value into m
bins. Unless otherwise noted, we use m = dlog2 (N ) + 1e and c = 0.06.
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M-step t + 1: Calculate maximum likelihood estimates for P t+1 (X) and P t+1 (C|X)
using the inferred values of X t+1
In addition, we estimate the parameters of P (Ai |C) for 1 ≤ i ≤ m. Because
the object attributes are conditionally independent of the group attributes given the
objects’ class labels, we do not need to use EM to estimate these CPDs.
As we show in Section 4.2, our sequential learning approach appears to work
well in practice. However, refinements to iterate the clustering and EM steps, or to
incorporate soft clusterings, may improve results even further.
4.1.3

LGM Inference

When applying an LGM for prediction, the class labels C, group membership
G, and group attributes X are all unobserved and must be inferred. Our inference
algorithm is similar to the sequential learning procedure:
1. Hypothesize group membership for objects based on the observed link structure.
2. Use belief propagation to infer group attributes and object class labels jointly.
We begin by using spectral clustering to identify the groups using the observed
links. This simplifies inference by partitioning the objects into disjoint sets and fixing
their group memberships. Then inference can be decomposed into disjoint subtasks,
one for each group. Within each group, the class labels are conditionally independent
given the group attribute values so exact inference is possible. We use standard belief
propagation [78] to jointly infer group attributes and class labels.

4.2

Experimental Evaluation

The experiments in this section demonstrate the utility of latent group models in
relational domains. First, we use synthetic datasets to explore the conditions under
which LGM s improve performance over comparable collective models. We vary the
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clustering and linkage of the data, showing that LGM s improve performance when
intra-group linkage is sparse or when there is little information to seed inference.
Next, we evaluate LGM s on three real-world prediction tasks, showing that LGM s
can leverage autocorrelation to improve model accuracy. Again, we show that LGM s
achieve significant performance gains when there is less information available to seed
the inference process.
LGM s can be used for prediction tasks in both interdependent and independent
samples. In interdependent samples there may be enough information about the class
distribution associated with the groups in the training set for group membership to
improve inference without inferring group attributes. There are a number of relational
learning approaches [87, 81, 80] that use group identities in the training set to improve
inference in these situations. In independent samples, it is necessary to generalize
about group properties to improve performance. LGM s are the first prediction model
to generalize about group properties, thus we expect LGM s will be most useful for
prediction tasks in independent samples. For this reason, we focus our evaluation
primarily in this context. Independent samples reflect a number of relevant relational
domains. For example, independent samples can be used to develop models of web
pages on localized sites for application on the broader World Wide Web. Alternatively,
independent samples can be used to develop fraud detection models on data from a
single city for application on branches and brokers in the remainder of the country.
Finally, independent samples can be used to develop gene prediction models on a
genome from a single organism for application on other related organisms.

4.2.1

Synthetic Data Experiments

To explore the effects of graph structure on LGM inference, we generated homogeneous data graphs with an autocorrelated class label and linkage due to the
underlying group structure. Each object has four boolean attributes: X1 , X2 , X3
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and X4 . We varied linkage and group size and learned models to predict X1 . See
appendix A.1.2 for a detailed description of the data generation process.
More specifically, we generated data with small and large groups sizes, and high
and low levels of linkage. The first set of data have small group size and low linkage,
thus we expect it will be difficult to exploit the autocorrelation in the data due to
low connectivity. The second set of data have small group size but high linkage,
thus we expect it will be easier to exploit neighbor information but that it may be
difficult to identify the underlying groups. The third set of data have large group
size and low linkage. We expect the LGM s will be more accurate on data with large
group sizes because they can incorporate information from a wider neighborhood
than RDN s and RM N s, which use only local neighbor information. The fourth set
of data have large group size and high linkage—we expect that models will be able to
exploit autocorrelation dependencies most effectively in these data, due to the high
connectivity and clustering.
Figure 4.4 graphs a sample synthetic dataset with small group size and high
linkage. The final datasets are homogeneous—there is only one object type and one
link type, and each object has four attributes. After the groups are used to generate
the data, we delete them from the data—the groups are not available for model
learning or inference.
We compare the performance of LGM s to five different models. The first two
models are RDN s and RM N s. These models use the intrinsic attributes of objects,
the observed attributes of directly related objects, and the class labels of directly
related objects to predict X1 .
The third model (RDNGrp ) is a modification of the RDN , which incorporates the
groups discovered in the LGM clustering. More specifically, we augment the dataset
so that each pair of group members are directly linked before we learn an RDNGrp .
This model demonstrates the utility of propagating information among distant group
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Figure 4.4. Sample synthetic dataset.

members in an RDN . In addition to the attributes used by the RDN and the RM N ,
the RDNGrp also uses the class labels and observed attributes of group members to
model X1 .
The fourth model (LGMRand ) is a modification of the LGM , which uses random
groups rather than the groups discovered by the spectral clustering component. We
include LGMRand to illustrate the utility of the identified groups.
The fifth model (wvRN ) is a weighted-vote relational neighbor classifier [55, 56].
wvRN is an iterative collective model that estimates an object’s class probabilities
using the weighted mean of the class-membership probabilities of the object’s neighbors. We include wvRN as a baseline autocorrelation model that uses only the class
labels in the data graph.
Figure 4.5 shows AUC results for each of the models on the four different types
of data. During inference, we varied the number of known class labels available to
seed the inference process by randomly labeling a portion ({0.0, 0.3, 0.6}) of the test
set instances. We expect performance to be similar when other information serves
to seed the inference process—either when some labels can be inferred from intrinsic
attributes, or when weak predictions about many related instances serve to constrain
the system. At each level of labeling, we generated five test sets. For each test set, we
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Figure 4.5. Evaluation of LGM inference.

generated five training sets and learned the models. For each training/test split, we
ran five trials of inference at each level of labeling. The inference trials measure the
variability of performance within a particular sample, given the random labeling. The
error bars indicate the standard error of the AUC estimates for a single training/test
split, averaged across the training/test splits.
Across all datasets, LGM s perform significantly better than the two baseline
models LGMRand and wvRN . This indicates that LGM s are identifying groupings
that are useful for exploiting autocorrelation information beyond objects’ immediate
neighbors. Surprisingly the performance of RDNGrp is significantly lower than all
but the wvRN . This indicates that LGM improvements are not simply from the
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linking up of distant neighboring objects in the data. The model representation
(e.g., conditional independence of class given group) must also contribute to the
performance gains.
When group size is small and linkage is low, LGM s perform only slightly better
than RDN s, which indicates that the groups are too small for the LGM to significantly capitalize on group information.
When group size is small and linkage is high, LGM s are outperformed by both
RDN s and RM N s when the test set is at least partially labeled. The LGM s’ poor
performance on these data is due to the learning algorithm’s inability to identify the
latent group structure. When the density of linkage between groups is relatively high
compared to the average group size, it is difficult for the spectral clustering algorithm
to correctly identify the fine grained underlying group structure.
When group size is large, LGM s outperform the other models regardless of linkage.
In these data, the larger groups allow LGM s to propagate information farther in the
graph than RDN s and RM N s, which use only local neighbor information. The most
significant improvement is when linkage is high and there are no labeled instances in
the test set. This indicates that LGM s can aggregate sparse attribute information
across wide neighborhoods to offset the lack of class label information.

4.2.2

Empirical Data Experiments

We present results for two LGM variations. The first variation, LGMk , sets the
number of group attribute values to the number of class label values, k = |C| (e.g., for
binary tasks, k = 2); the second variation, LGM2k , sets k = 2|C|. We compare the
LGM to four alternative models. The first two are individual inference models: the
Ceil
RP T and the RBC. The third model is an RDNRP T . The fourth model (RDNRP
T)

is a probabilistic ceiling for the RDNRP T , where we allow the true labels of related
instances to be used during inference. This model shows the level of performance
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possible if the RDNRP T could infer the true labels of related instances with perfect
accuracy.
The first set of experiments considers the restricted task of predicting class labels
using only the class labels of related instances and/or the group membership. This
limits confounding effects due to feature construction and model selection. The models do not have equivalent feature spaces, nor do they all perform feature selection,
but the differences are minimized when the models are restricted to consider a small
number of attributes (i.e., class label and/or group membership). A second set of
experiments includes object attributes in each of the models to evaluate the impact
of intrinsic attribute information on performance.
For the RP T s and RBCs, we clustered the training and test sets together and
used cluster ID as the sole attribute in the model. The performance of these models
illustrates the baseline utility of clustering without typing the groups and serves as
a comparison to previous work [81], which clusters the data to generate additional
Ceil
features for prediction. For the LGM , RDNRP T and RDNRP
T , we used the class

label of related instances as the sole attribute available for modeling. When possible
we used exact inference, but for RDN s, which require approximate inference, we used
Gibbs with chains of length 500 and burn-in of 100. (At this length, accuracy and
AUC had seemingly converged.) During inference we again varied the number of
known class labels available to seed the inference process.
We compared the six models on three relational datasets (see appendix A.1.3 for
a more detailed description of the data):
WebKB: We considered the unipartite co-citation web graph. The class label was
page category (five values). As in previous work on this dataset, we do not try
to predict the category Other ; we remove them from the data after creating the
co-citation graph.
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IMDb: We considered a unipartite graph of 1,382 movies released in the U.S. between
1996 and 2001, where links indicate movies that are made by a common studio.
The class label was opening weekend box-office returns (binary).
Cora: We considered the unipartite co-citation graph of 4,330 machine-learning papers. The class label was paper topic (seven values).
Figure 4.6 shows AUC results for each of the models on the three prediction
tasks when the models do not use additional attributes. The graph shows AUC for
the most prevalent class, averaged over the training/test splits.6 For WebKB, we
used cross-validation by department, learning on three departments and testing on
the fourth. For IMDb, we used snowball sampling [32] to bipartition the data into
five disjoint training/test samples. For Cora, we used five temporal samples where
we learned the model on one year and applied the model to the subsequent year.
For each training/test split we ran 10 trials at each level of labeling, except for the
RDN s where we ran 5 trials due to relative inefficiency of RDN inference. The error
bars indicate the standard error of the AUC estimates for a single training/test split,
averaged across the training/test splits. This illustrates the variability of performance
within a particular sample, given the random initial labeling.
On WebKB and IMDb, LGM performance quickly reaches performance levels
Ceil
comparable to RDNRP
T at less than 40% known labels. Note that RDN s and LGM s

cannot be expected to do better than random at 0% labeled. This indicates that
the LGM is able to exploit group structure when there is enough information to
accurately infer the group attribute values. RDNRP T performance doesn’t converge
as quickly to the ceiling. There are two explanations for this effect. First, when there
are few constraints on the labeling space (e.g., fewer known labels), RDN inference
may not be able to fully explore the space of labelings. Although we saw performance
6

Accuracy results, over all classes, show similar behavior.
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Figure 4.6. LGM performance when the class label is the only available attribute.

plateau for Gibbs chains of length 500-2000, it is possible that longer chains, or
alternative inference techniques, could further improve RDN performance [56]. The
second explanation is that joint models are disadvantaged by the data’s sparse linkage.
When there are few labeled instances, influence may not be able to propagate to
distant objects over the existing links in the data. In this case, a group model that
allow influences to propagate in more elaborate ways can exploit the seed information
more successfully.
RP T performance is near random on all three datasets. This is because the RP T
algorithm uses feature selection and only a few cluster IDs show significant correlation
with the class label. This indicates there is little evidence to support generalization
about cluster identities themselves. The RBC does not perform feature selection and
uses cluster IDs without regard to their support in the data. On Cora, the RBC
significantly outperforms all other models. However, Cora is the one dataset where
the test set instances link into the training set. This indicates that the RBC approach
may be superior for prediction tasks on interdependent samples.
Ceil
LGM performance does not reach that of RDNRP
T in Cora.

Although the

LGM outperforms the RDNRP T when there is little know information, eventually
Ceil
the RDNRP T takes over as it converges to RDNRP
T performance. We conjecture

that this effect is due to the quality of the clusters recovered in Cora. When the clus92

ter stopping threshold is more conservative, the clustering algorithm returns fewer,
larger-sized clusters. In this case, the model will be able exploit group structure with
fewer labeled instances. However, when we use a less conservative threshold, the
clustering algorithm returns a greater number of smaller-sized clusters. In this case,
the model has the potential to make more accurate predictions but only when there
is a large number of labeled instances to identify the group attribute values accurately. A technique that allows information to propagate outside the clusters (e.g.,
soft clustering) may be more robust in this situation.
Figure 4.7 shows average AUC results for each of the three prediction tasks when
we include attributes in the models. For the WebKB task, we included three page
attributes: school, url-server, url-text; for IMDb, we included eight movie genre attributes; for Cora, we included three paper attributes: type, year, month. In all three
datasets, the attributes improve LGM performance when there are fewer known labels. This is most pronounced in the IMDb, where LGM achieves ceiling performance
with no class label information, indicating that movie genre is predictive of group attribute. In contrast, the RDNRP T is not able to exploit the attribute information as
fully. In particular, in the WebKB task, the attributes significantly impair RDNRP T
performance. This is due to the RDNRP T feature selection process, which selects biased page attributes over the pairwise autocorrelation features in this restricted tack.
However, in the other two domains where this is not a problem, the RDNRP T still
does not propagate the attribute information as effectively as the LGM when there
are less than 40% known class labels.

4.3

Related Work

There are two types of relational models relevant to LGM s: those that model
coordinating objects and their properties, and those that model communities and
their properties.
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Figure 4.7. LGM performance when additional attributes are included.

4.3.1

Modeling Coordinating Objects

Slattery and Mitchell [87] use an approach based on the HITS algorithm [47]
to identify coordinating objects in the data. This approach exploits autocorrelation
dependencies by propagating information through these objects, but it does not generalize about group properties.
ACORA [80] is a relational learning system that uses novel aggregation function
to capture information in high-dimensional attributes. The ACORA aggregation
functions can be used to model coordinating objects through identifier attributes (e.g.,
object IDs). ACORA’s aggregation functions can also be used to model communities
indirectly. The aggregated features can be used to model the distribution of an
item’s neighboring objects (e.g., a paper’s reference IDs)—and items in the same
community should have similar distributions. Indeed, this approach has achieved
significant gains in classification accuracy compared to RBN s in the Cora domain [80].
However, ACORA features do not generalize about group properties, consequently
this approach must be applied to interdependent samples.
The social networks community provides latent variable models that cluster objects based on their link structure [77, 36, 94, 44]. These approaches are primarily
used for clustering rather than for prediction. The models use the patterns of relations to identify which roles the objects play in the data. Although these models
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often incorporate richer representations for the relational link structure (e.g., [94]),
they typically do not incorporate attributes into the model. One exception is the ART
model, where the textual content of email documents is used to moderate pairwise
interactions among individuals and thus refine the process of role discovery to reflect
latent link types [59].
RBN s have been used to cluster the objects in relational datasets [90]. The
approach, which uses latent variables on a subset of object types, will be useful
in situations where the coordinating objects are fixed and known. For example in
the cinematic domain, an RBN with a latent variable on studios could be used to
represent the autocorrelation among movie returns. However, this approach does not
posit group structures. Furthermore, the dependencies among the latent variables, as
with the other dependencies in RBN s, must be structured to be acyclic.

4.3.2

Modeling Communities

Popescul and Ungar [81] cluster relational database tables using standard k-means
clustering algorithms and then use the cluster IDs as features in individual inference
models. This approach has been shown to improve prediction performance, but it
can only be employed in situations where the test set instances link into the clusters
used during training because the features use the identity of the clusters rather than
generalizing over the properties of the groups.
Kubica, Moore, Schneider and Yang [50] use a latent variable model to cluster
objects into groups based on their attribute values and link structure. Their approach is geared toward clustering data with multiple transactional links (e.g., phone
calls, email) where the link patterns are homogeneous with respect to the groups. In
other words, it is assumed that all groups have the same distribution of intra- and
inter-group linkage. A situation where the patterns of linkage differ among groups is,
however, easy to imagine. For example, consider machine learning papers: Reinforce-
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ment learning papers tend to cite papers in optimization, operations research, and
theory, but genetic algorithm papers cite primarily other genetic algorithm papers.
Allowing the link probabilities to vary among groups will be important for modeling
group structures in large heterogeneous domains.

4.3.3

Discussion

Consider the case where there are k group attribute values, |C| class values, and
each object has a latent group variable. There is a spectrum of group models ranging
from k = |C| to k = NG . P RM s that model autocorrelation with global parameters,
reason at one end of the spectrum (k = |C|) by implicitly using |C| groups. Techniques
that cluster the data for features to use in individual models (e.g., [81]), reason at
the other end of the spectrum (k = NG ) by using the identity of each cluster. The
approach of Kubica et al. [50] uses k = 1 in the sense that it ties the parameters of
intra- and inter-group link probabilities across all groups.
When group size is large, there may be enough data to reason about each group
independently (i.e., use k = NG ). For example, once a studio has made a sufficient
number of movies, we can accurately reason about the likely returns of its next movie
independently. However, when group size is small, modeling all groups with the same
distribution (i.e., use k = |C|) will offset the limited data available for each group.
A model that can vary k may be thought of as a backoff model, with the ability to
smooth to the background signal when there is not enough data to accurately estimate
a group’s properties in isolation. LGM s offer a principled framework within which
to explore this spectrum.
One of the primary advantages of LGM s is that influence can propagate between
pairs of objects that are not directly linked but are close in graph space (e.g., in the
same group). In RM N s and RDN s, the features of an object specify its Markov
blanket. This limits influence propagation because features are generally constructed
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over the attributes of objects one or at most two links away in the data. Influence
can only propagate farther by influencing the probability estimates of attribute values
on each object in a path sequentially. An obvious way to address this issue is to
model the O(NO2 ) dependencies among all pairs of objects in the data, but dataset
size and sparse link information makes this approach infeasible for most datasets.
P RM s with link uncertainty [54] are the only current models that consider the full
range of dependencies and their influence on observed attributes. Because LGM s can
aggregate influence over an extended local neighborhood, they are a natural way to
expand current representations while limiting the number of dependencies to model.

4.4

Conclusion

In this chapter, we presented latent group models, a P RM extension that models attribute and link structure jointly, using latent groups to improve reasoning in
relational domains. To date, work on statistical relational models focused primarily
on models of attributes conditioned on the link structure (e.g., [89]), or on models of
link structure conditioned on the attributes (e.g., [54]). Our initial investigation has
shown that modeling the interaction among links and attributes can improve model
generalization when there is natural clustering in the data.
Latent group models are a natural means to model the attribute and link structure simultaneously. The groups decouple the link and attribute structure, thereby
offering a way to learn joint models tractably. Our analysis has shown that group
models outperform other collective models when there is little information to seed
inference. This is likely because a smaller amount of information is needed to infer
group properties than is needed to propagate information throughout sparse relational
graphs. This suggests active inference as an interesting new research direction—where
techniques choose which instances to label based on estimated improvement to the
collective predictions.
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Latent group models extend the manner in which collective models exploit autocorrelation to improve model performance. One of the reasons collective inference
approaches work is that the class labels are at the “right” level of abstraction—they
summarize the attribute information that is relevant to related objects [42]. Group
models also summarize the information but at higher level of abstraction (i.e., group
membership and properties). Positing the existence of groups decouples the search
space into a set of biased abstractions and could be considered a form of predicate
invention [88]. This allows the model to consider a wider range of dependencies to
reduce bias while limiting potential increases in variance. Indeed, the results we report for LGM s using only the class labels and the link information achieve nearly the
same level of performance reported by relational models in the recent literature.
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CHAPTER 5
BIAS/VARIANCE ANALYSIS

Our evaluation of model performance herein has demonstrated that each model
reacts differently to various relational data characteristics—graph structure, level
of autocorrelation, and the amount of seed information available for inference. To
quantify the effects of data characteristics on performance more formally, we outline
a bias/variance framework for relational datasets.
Bias/variance analysis is a useful tool for investigating the performance of machine learning algorithms. Conventional analysis decomposes loss into errors due to
aspects of the learning process, but in relational and network applications, the inference process introduces an additional source of error. Collective inference techniques
introduce additional error both through the use of approximate inference algorithms
and through variation in the availability of test set information. To date, the impact
of inference error on model performance has not been investigated. In this chapter,
we outline a new bias/variance framework that decomposes loss into errors due to
both the learning and inference processes. We evaluate performance of a number of
relational models on synthetic data and utilize the framework to investigate hypotheses regarding the mechanisms behind poor model performance (e.g., identifiability
problems increase RDN inference variance). With this understanding, we propose a
number of algorithmic modifications to explore to improve model performance.
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5.1

Conventional Approach

Bias/variance analysis [25, 16] has been used for a number of years to investigate
the mechanisms behind model performance. This analysis is based on the fundamental understanding that prediction error has three components (bias, variance, and
noise) and that there is a tradeoff between bias and variance when learning statistical
models. Searching over a larger model space, to estimate a more complex model, can
decrease bias but often increases variance. On the other hand, very simple models can
sometimes outperform complex models due to decreased variance, albeit with higher
bias (e.g., [37]).
Conventional bias/variance analysis decomposes loss into errors due to aspects of
learning procedures. Loss is decomposed into three factors: bias, variance and noise.
In the traditional decomposition, bias and variance measure estimation errors in the
learning technique. For example, the Naive Bayes classifier typically has high bias
due to the assumption of independence among features, but low variance due to the
use of a large sample (i.e., entire training set) to estimate the conditional probability
distribution for each feature [17].
The assumption underlying the conventional decomposition is that there is no
variation in model predictions due to (1) the inference process, and (2) the available
information in the test set. Classification of relational data often violates these assumptions when collective inference techniques are used. Collective inference often
requires the use of approximate inference techniques, which can introduce variation
in model predictions for a single instance. For example, final predictions for an instance may depend on the initial (random) start state used during inference, thus
multiple runs of inference may result in different predictions. In addition, relational
models are often applied to classify a partially labeled test set, where the known class
labels serve to seed the collective inference process. Current methods for evaluating
relational learning techniques typically assume that labeling different nodes in the
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test set have equivalent impact. However, the heterogeneity of the relational graph
may allow some instances to have more of an impact on neighbor predictions than
others—thus, which instances are labeled in the test set may cause additional variation in the predictions. Finally, relational models are generally learned on a fully
labeled training set (i.e., the class labels of all neighbors are known), but then applied
to an unlabeled, or partially labeled, test set. This mismatch between training and
test set information may impact the final model predictions.
To date, the impact of inference error on model performance has not been investigated. In this chapter, we propose a new bias/variance framework that decomposes
marginal squared-loss error into components of both the learning and inference processes. We evaluate the performance of a number of relational models on synthetic
data and use the framework to understand the reasons for poor model performance.
Each of the models exhibits a different relationship between error and dataset characteristics. For example, RM N s have higher inference bias in densely connected networks; RDN s have higher inference variance when there is little information to seed
the inference process; LGM s have higher learning bias when the underlying group
structure is difficult to identify from the network structure. Using this understanding,
we propose a number of algorithmic modifications to improve model performance.

5.2

Relational framework

In conventional bias/variance analysis, loss is decomposed into three factors: bias,
variance and noise [25, 16]. Given an example x, a model that produces a prediction
f (x) = y, and a true value for x of t, squared loss is defined as: L(t, y) = (t − y)2 .
The expected loss for an example x can be decomposed into bias, variance, and
noise components. Here the expectation is over training sets D—the expected loss is
measured with respect to the variation in predictions for x when the model is learned
on different training sets: ED,t [L(t, y)] = B(x) + V (x) + N (x).
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Bias is defined as the loss incurred by the mean prediction ym relative to the optimal prediction y∗ : B(x) = L(y∗ , ym ). Variance is defined as the average loss incurred
by all predictions y, relative to the mean prediction ym : V (x) = ED [L(ym , y)]. Noise
is defined as the loss that is incurred independent of the learning algorithm, due to
noise in the data set: N (x) = Et [L(t, y∗ )].
Bias and variance estimates are typically calculated for each test set example x
using models learned from a number of different training sets. This type of analysis
decomposes model error to associate it with aspects of learning, not aspects of inference. The technique assumes that exact inference is possible and that the training
and test sets have the same available information. However, in relational datasets
there can be additional variation due to the use of approximate inference techniques
and due to the availability of test set information. In order to accurately ascribe
errors to learning and inference, we have extended the conventional bias/variance
framework to incorporate errors due to the inference process.
For relational data, we first define the expected total loss for an instance x as
an expectation over training sets Dtr and test sets Dte . Following the standard decomposition for loss as described in [27], we can decompose total loss into total bias,
variance, and noise:
EDtr,Dte,t [L(t, y)]
= EDtr,Dte,t [(t − y)2 ]
= Et [(t − E[t])2 ] + EDtr,Dte [(y − E[t])2 ]
= NT (x) + EDtr,Dte [(y − EDtr,Dte [y] + EDtr,Dte [y] − E[t])2 ]
= NT (x) + EDtr,Dte [(y − EDtr,Dte [y])2 + (EDtr,Dte [y] − E[t])2 +
2(y − EDtr,Dte [y]) · (EDtr,Dte [y] − E[t])]
= NT (x) + EDtr,Dte [(y − EDtr,Dte [y])2 ] + (EDtr,Dte [y] − E[t])2
= NT (x) + VT (x) + BT (x)
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In this decomposition the total bias BT (x), and total variance VT (x) are calculated
with respect to variation in model predictions due to both the learning and inference
algorithms.
Then we define the learning loss as an expectation over training sets Dtr alone,
using a fully labeled test set for inference. For example, when predicting the class
label for instance xi , the model is allowed to use the class labels (and attributes) of
all other instances in the dataset (X − {xi }). This enables the application of exact
inference techniques and ensures that the test set information most closely matches
the information used during learning. Note that this part of the analysis mirrors the
conventional approach to bias/variance decomposition, isolating the errors due to the
learning process. For this reason, we will refer to the components as learning bias,
variance, and noise:
EDtr,t [L(t, y)]
= EDtr,t [(t − y)2 ]
= Et [(t − E[t])2 ] + EDtr [(y − E[t])2 ]
= NL (x) + EDtr [(y − EDtr [y] + EDtr [y] − E[t])2 ]
= NL (x) + EDtr [(y − EDtr [y])2 + (EDtr [y] − E[t])2 +
2(y − EDtr [y]) · (EDtr [y] − E[t])]
= NL (x) + EDtr [(y − EDtr [y])2 ] + (EDtr [y] − E[t])2
= NL (x) + VL (x) + BL (x)

Once we have measured the total and learning bias/variance, we can define inference bias/variance as the difference between the total error and the error due to the
learning process alone:
BI (x) = BT (x) − BL (x)
VI (x) = VT (x) − VL (x)
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Figure 5.1. Distributions of model predictions.

For example, consider the distributions of model predictions in Figure 5.1. We
measure the variation of model predictions for an instance x in the following ways.
First, when we generate synthetic data we record the data generation probability as
the optimal prediction y ∗ . Next, we record the marginal predictions for x inferred with
models learned on different training sets, allowing the class labels of related instances
to be used during inference. These predictions form the learning distribution, with
a mean learning prediction of yLm . Finally, we record predictions for x inferred
with models learned on different training sets, where each learned model is applied a
number of times on a single test set. These predictions form the total distribution,
with a mean total prediction of yT m . The model’s learning bias is calculated as
the difference between y ∗ and yLm ; the inference bias is calculated as the difference
between yLm and yT m . The model’s learning variance is calculated from the spread
of the learning distribution; the inference variance is calculated as the difference
between the total variance and the learning variance.
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5.3

Experimental Evaluation

To explore the effects of relational graph and attribute structure on model performance, we used the RDN and LGM data generation procedures described in chapters 3 and 4. The details of the synthetic data generation procedures are outlined in
appendices A.1.1 and A.1.2.
Our experiments evaluate model performance in a prediction context, where only
a single attribute is unobserved in the test set. We generated disjoint training and
test sets and learned models to predict X1 using the intrinsic attributes of the object
(X2 , X3 , X4 ) as well as the class label and the attributes of directly related objects
(X1 , X2 , X3 , X4 ). During inference we varied the number of known class labels in
the test set, measuring performance on the remaining unlabeled instances. To evaluate model performance, we measured squared loss and decomposed it into bias and
variance components for each model.
To measure, and decompose, the expected loss over training and test sets, we used
the following procedure:
1. For each outer trial i = [1, 5]:
(a) Generate test set.
(b) For each learning trial j = [1, 5]:
i. Generate training set, record optimal predictions.
ii. Learn model of X1 on the training set.
iii. Infer marginal probabilities for test set with fully labeled test data
(i.e., X − {Xi }), record learning predictions.
iv. For each inference trial k = [1, 5] and proportion labeled p= [0.0, 0.3, 0.6]:
A. Randomly label p% of test set.
B. Infer marginal probabilities for unlabeled test instances, record
total predictions.
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C. Measure squared loss.
(c) Calculate learning bias and variance from distributions of learning predictions.
(d) Calculate total bias and variance from distributions of total predictions.
2. Calculate average model loss.
3. Calculate average learning bias and variance.
4. Calculate average total bias and variance.

5.3.1

RDN Analysis

The first set of bias/variance experiments evaluates the data and models from
Section 3.3.1. More specifically, we compare the performance of three models: RDN ,
RM N , and RM NSel .
Figure 5.2 graphs the squared loss decomposition for each model on data generated
with an RDNRP T . Again, we vary the level of autocorrelation and the proportion
of labeled instances in the test set. The first column graphs overall loss; the second
column graphs total and learning bias; the third column graphs total and learning
variance. Inference bias (variance) is calculated as the difference between total bias
(variance) and learning bias (variance).
On the low autocorrelation data (row a), both the RM N and the RM NSel have
higher loss than the RDN . This is primarily due to high learning bias of the RM N
and RM NSel . Recall that we had hypothesized that since the data were generated
with an RDNRP T , an RM N would not be able to represent the data dependencies
as well as an RDN when autocorrelation is less extreme (due to incompatible feature
spaces). The high learning bias for RM N s supports this hypothesis. In contrast,
the RDN has very low learning bias across all experiments—which is to be expected
because the data were generated with an RDN .
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Figure 5.2. Bias/variance analysis on RDNRP T synthetic data.
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On the high autocorrelation data (row c), all three models have low learning bias.
This indicates that the models have nearly equivalent representational power for the
dependencies in these data. All three models also have high inference bias. (Note
the difference between total bias and learning bias.) However, the models each react
differently to the amount of labeled data in the test set. RDN s have higher inference
bias when there are 0% labeled instances but lower inference bias when the test
set is at least partially labeled. Inference bias in this case is due to an identifiability
problem. When there is no information to anchor the predictions, symmetric labelings
that are highly autocorrelated, but with opposite values, will appear equally likely.
Marginalizing over these opposite labelings biases a model’s probability estimates
towards random. When there are 0% labeled, it appears that RM N s are better
able to exploit the sparse attribute information to accurately anchor its predictions.
However, when there are 30% or 60% labeled, it appears that RDN s are better able
to exploit the available class labels to accurately anchor its predictions.
RDN s also experience high inference variance on these data when there are 0%
labeled. (Note the difference between RDN total variance and learning variance.)
The combination of RDN feature selection and Gibbs sampling inference are the likely
cause of RDN high inference bias and variance in this situation. Recall that the Gibbs
sampling process is seeded with a random labeling over the test set instances. When
there is high autocorrelation, the RDN learning algorithm often selects the class label
in lieu of other observed attributes in the data. When such an RDN is applied with
Gibbs sampling to a test set with few labeled instances, the inference process can
be unduly influenced by the initial random labeling and remain in a localized area
of labeling space during inference. Thus, the initial random labeling can increase
the variance of predictions over multiple runs of inference and the overall bias of the
predictions. The loopy belief propagation inference procedure used by RM N s does
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not use an initial random labeling, and consequently it is not as susceptible to this
problem.
On the earlier experiments in Section 3.3.1, RM NSel significantly outperformed
the RM N on data with low and medium autocorrelation. However, when we measure
squared-loss the RM N has significantly lower loss than the RM NSel on data with
medium levels of autocorrelation. On these data, the RM NSel has higher learning
bias than the RM N , which indicates that learning bias can skew probability estimates
in RM N s without necessarily affecting the overall ranking of the estimates.
Figure 5.3 graphs the squared loss decomposition for each model on data generated
with an RDNRBC . Recall that the RM N feature space is more comparable to data
generated by an RDNRBC because both models represent the dependencies among all
neighbor values individually, instead of aggregating related values into a single value
before modeling dependencies, as the RDNRP T does.
As expected, because the features spaces are more comparable, RM N learning
bias is similar to RDN on all but the low autocorrelation data. It is this difference
in learning bias that accounts for the RM N ’s inferior performance on the low autocorrelation data. This indicates that minor incompatibilities in representation have
more effect in noisy data.
On the medium autocorrelation data (row b), RDN s have higher squared loss
compared to the RM N . However, our previous experiments in Section 3.3.1 showed
RDN s have higher AUC on the same data. This indicates that the RDN s produce
better rankings of the inferred probability estimates but the estimates themselves
are not as accurate. The squared-loss decomposition shows that the inaccuracies are
due to high inference variance. The RDNRBC has higher inference variance on the
medium autocorrelation data than on the high autocorrelation data, particularly on
the trials with 0% labeled instances. This indicates that a small amount of information may unduly influence the RDNRBC which models each of an object’s neighbors

109

(a) Autocorrelation=0.25

0.1

0.2

0.3

0.4

0.5

0.6

0.15
0.10

Squared Loss

RDN−total
RDN−learn
RMN−total
RMN−learn
RMNSel−total
RMNSel−learn

0.00

0.00
0.0

Variance

0.05

0.20
0.15
0.10

Squared Loss

0.2
0.1

Bias

0.05

0.3

RDN
RMN
RMNSel

0.0

Squared Loss

0.4

Loss

0.0

0.1

Proportion Labeled

0.2

0.3

0.4

0.5

0.6

0.0

0.1

Proportion Labeled

0.2

0.3

0.4

0.5

0.6

0.5

0.6

0.5

0.6

Proportion Labeled

(b) Autocorrelation=0.50

0.1

0.2

0.3

0.4

0.5

0.6

0.15
0.10

Squared Loss

0.00

0.00
0.0

Variance

0.05

0.10

Squared Loss

0.15

0.20

Bias

0.05

0.3
0.2
0.1
0.0

Squared Loss

0.4

Loss

0.0

0.1

Proportion Labeled

0.2

0.3

0.4

0.5

0.6

0.0

0.1

Proportion Labeled

0.2

0.3

0.4

Proportion Labeled

(c) Autocorrelation=0.75

0.1

0.2

0.3

0.4

Proportion Labeled

0.5

0.6

0.15
0.10

Squared Loss

0.00

0.00
0.0

Variance

0.05

0.10

Squared Loss

0.15

0.20

Bias

0.05

0.3
0.2
0.1
0.0

Squared Loss

0.4

Loss

0.0

0.1

0.2

0.3

0.4

Proportion Labeled

0.5

0.6

0.0

0.1

0.2

0.3

0.4

Proportion Labeled

Figure 5.3. Bias/variance analysis on RDNRBC synthetic data.
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individually. On the low autocorrelation data, there is not enough information in the
neighbor attributes to drive the model to extreme labelings; on the high autocorrelation data, there is enough information to keep the inference process from converging
to such extremes.
On the high autocorrelation data (row c), where identifiability issues are more of
a problem, RDN performance is somewhat better than RM N s. This suggests that
RDN inference variance has less of an effect than RM N inference bias on performance. This may indicate that marginalizing over the set of labelings that are easily
reached through finite Gibbs sampling is more effective than marginalizing over all
possible labelings.

5.3.2

LGM Analysis

The second set of bias/variance experiments evaluates the data and models from
Section 4.2.1. More specifically, we compare the performance of four models: LGM ,
RDN , RM N , and RDNGrp .
Figure 5.4 graphs performance on the four different types of LGM data, with
small/large group sizes and high/low linkage. Again, we graph the squared loss
decomposition for each model as the level of test-set labeling is varied. We investigated
performance for different levels of autocorrelation, however we only report results for
medium autocorrelation because varying autocorrelation does not alter the relative
performance of the models—lower levels of autocorrelation weaken the effects, higher
levels strength the effects.
When group size is small and linkage is high (row b), the LGM is outperformed
by the RDN when the test data are at least partially labeled. The bias/variance
decomposition shows that poor LGM performance is due to high learning bias. This
is due to the LGM algorithm’s inability to identify the latent group structure when
group size is small and linkage is high. When density of linkage between groups is
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(c) Group size=large, linkage=low
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(d) Group size=large, linkage=high
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Figure 5.4. Bias/variance analysis on LGM synthetic data.
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0.4
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relatively high compared to group size it is difficult for the LGM spectral clustering
algorithm to correctly identify the fine grained underlying group structure, and this in
turn will bias the learned model. When we allow LGM s to utilize the true underlying
group structure, this bias disappears.
When group size is large (row c and d), the LGM significantly outperforms the
RDN . The bias/variance decomposition shows that poor RDN performance is due
to bias and variance in the inference process. This indicates that LGM s are less
susceptible to identifiability problems than other P RM s when the data exhibit clustering. LGM s use link structure to exploit information from more distant but related
parts of the data graph and this additional information may be enough to anchor the
predictions in a sparsely labeled dataset. Notice that the RDN does not suffer from
high inference variance in data with small groups. This suggests that the Gibbs sampling is less likely to be influenced by the initial labeling when the underlying group
structures are small—larger groups may prevent the Gibbs chain from mixing well.
When group size is large, both the LGM and the RDN significantly outperform
the RM N , provided the test set is at least partially labeled. In these cases, the
bias/variance decompositions show that poor RM N performance is due to high inference bias. In fact, RM N total bias is similar across all four types of data, but
RM N learning bias is lower when group size is large. This indicates that RM N inference bias is always high, perhaps due to a bias in loopy belief propagation when it
is run in a densely connected network. This could also be a result of the RM N algorithm learning skewed clique weights when the network has large underlying groups.
When these weights are applied with loopy belief propagation to collectively infer
the labels throughout the test set, the inference process may converge to extreme
labelings when the graph is very “loopy” (i.e., densely connected). We experimented
with a wide range of priors to limit to the impact of weight overfitting but the effect
remained consistent.
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On the previous experiments in Section 4.2.1, we showed the RDN always outperforms the RDNGrp . The bias/variance decompositions show that poor RDNGrp
performance is due to extremely high inference variance. This indicates that the
additional group links make the Gibbs sampling inference procedure even more susceptible to variance due to the initial labelings by preventing the Gibbs chain from
mixing well. In addition, the RDNGrp has much higher variance than the RDN in
the data with small groups (row a and b). When the LGM learning procedure is
biased, the identified groups (and thus links added to RDNGrp ) are less accurate.
These “noisy” links allow the Gibbs initial labeling to influence a wider relational
neighborhood and make it more likely that the RDNGrp inference procedure will only
explore states near the initial labeling.

5.4

Conclusion

This chapter presents a new bias/variance framework that decomposes squaredloss error into aspects of both the learning and inference processes. To date, work
on relational models focused primarily on the development of models and algorithms
rather than the analysis of mechanisms behind model performance. In particular, the
impact of collective inference techniques applied to graphs of various structure has
not been explored. This work has demonstrated the effects of graph characteristics on
relational model performance, illustrating the situations in which we can expect each
model to perform well. These experiments also help us understand model limitations
and suggest a number of ways to improve the design of relational learning/inference
algorithms.
To improve LGM performance, we need to improve the identification of clusters
when inter-group linkage drowns out a weak intra-group signal. This may be achieved
by the use of alternative clustering techniques in the LGM learning approach, or
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through the development of a joint learning procedure that clusters for groups while
simultaneously estimating the attribute dependencies in the model.
To improve RDN performance, we need to improve inference when there are few
labeled instances in the test set. This may be achieved through the use of non-random
initial labeling to seed the Gibbs sampling procedure. We have started exploring the
use RP T s, learned on the observed attributes in the data, to predict class labels for
use in the initial Gibbs labeling. Preliminary results indicate that this modification
to the inference procedure reduces RDN loss by 10 − 15% when there is 0% test
set labeling. Alternatively, we could improve the RDN learning algorithm by using
meta-knowledge about the test set to bias the feature selection process. For example,
if we know that the model will be applied to an unlabeled test set, then we can bias
the selective learning procedure to prefer attributes that will be known with certainty
during the inference process.
Finally, to improve RM N performance, we need to improve inference when connectivity is high, either when there are large clusters or when overall linkage is dense.
This may be achieved through the use of approximate inference techniques other than
loopy belief propagation, or through the use of aggregate features in clique templates
(that summarize cluster information) rather than using redundant pairwise features.
Alternatively, when using pairwise clique templates in a densely connected dataset,
it may be helpful to downsample the links in the graph to reduce inference bias.
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CHAPTER 6
CONCLUSION

In this chapter, we summarize the contributions of this work and discuss areas for
future work, including model extensions and new directions.

6.1

Contributions

In this thesis, we investigated the connections between autocorrelation and improvements in inference due to the use of probabilistic relational models and collective
inference procedures. In particular, we explored the effects of data characteristics and
representation choices on inference accuracy and investigated the mechanisms behind
model performance.
First, we developed RDN s to model the joint distribution of attribute values in relational datasets. RDN s use pseudolikelihood estimation techniques to approximate
the full joint distribution. This approximation enables a relatively simple approach to
parameter estimation and structure learning in relational domains. We demonstrated
the quality of the RDN approximation empirically over a range of data conditions,
showing that if the models are learned from moderate to large datasets, the approximation is accurate. Furthermore, we proved that in the limit as dataset size grows
to infinity, the pseudolikelihood approximation will be an unbiased estimate of the
full joint distribution. RDN learning techniques offer a number of advantages over
comparable P RM s. First, RDN learning is more efficient than both RBN s and
RM N s. Second, RDN learning offers the first tractable means to learn relational au-
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tocorrelation dependencies. Finally, RDN learning techniques can be used to learn
parsimonious models, which improve inference efficiency and model interpretability.
Next, we developed LGM s to model the joint distribution of attributes and links
in relational datasets. LGM s posit the existence of an underlying group structure to
decouple attribute and link dependencies. The group structures are a low variance
approach to modeling the dependencies among neighboring but unlinked instances
(e.g., transitive relationships [36]), which improves performance by allowing sparse
information to propagate in a more elaborate manner during inference. We demonstrated empirically that LGM s achieve superior performance over a range of data
conditions, particularly when there is little information to seed the inference process.
Our analysis has explored the use of alternative approaches to representing and
reasoning with relational autocorrelation dependencies. The experiments have demonstrated a unique property of relational data—there are a number of nearly equivalent
representational choices for relational dependencies that exhibit different performance
characteristics. This indicates that properties other than attribute correlation structure should be considered when choosing a model for relational datasets. Individual
models (e.g., RP T s and RBCs) represent autocorrelation indirectly through the observed attributes of related instances. This approach will perform well when a single
observed attribute is highly correlated with the class, otherwise it will difficult for
the algorithms to cope with the increased dimensionality during learning. RDN s
represent autocorrelation directly through the class labels of related instances. This
approach will perform well when at least a portion of the test set is labeled—to
anchor the model predictions so the remainder can be easily inferred with collective inference. LGM s represent autocorrelation indirectly through the properties
of higher-level group structures, which connect members with autocorrelated labels.
This approach will perform well when there is sparse test set information and the
data exhibit clustering or long-range dependencies. In this case, the link structure
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can be exploited to propagate the sparse information throughout the graph during
collective inference.
Finally, we extended conventional bias/variance analysis to relational domains.
Our bias/variance framework decomposes loss into aspects of both the learning and
the inference processes to account for the additional error due to the use of collective
inference techniques. We compared model performance on synthetic datasets with
different graph characteristics and levels of autocorrelation, varying the availability of
test set information. We demonstrated empirically that collective inference accounts
for a significant portion of model error and that relative model performance varies
significantly across different types of data graphs.
More specifically, our bias/variance analysis has shown the relational data characteristics that can impact model performance. Graph structure, autocorrelation dependencies, and amount of test set labeling, all affect relational model performance.
LGM s are more robust to sparse labeling and perform well when graph clustering is
high. When the underlying groups are small and linkage is low, LGM s experience
high learning bias due to poor cluster identification. RDN s, applied with Gibbs sampling, experience high variance on test data with sparse labeling, but perform well
across a wide range of graph structures. RM N s, applied with loopy belief propagation, have higher bias on densely connected graphs, but are more robust to sparse test
set labeling. Our analysis has demonstrated the error introduced by the use of collective inference techniques and how that error varies across models and datasets. This
suggests a number of directions to pursue to improve model performance—either by
incorporating properties of the inference process into learning or through modification
of the inference process based on properties of learning.
Overall, this work provides better models and tools for studying relational datasets—
from the World Wide Web to biological domains; from fraud detection to citation
analysis. Relational data offer unique opportunities to boost model accuracy and
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improve decision-making quality if the algorithms can learn effectively from the additional information the relationships provide. A better understanding of probabilistic
relational models, both in theoretical and practical terms, will enable improvements
to the robustness, efficiency, and interpretability of relational models. Through this,
we can extend the range, applicability, and performance gains of all relational models.

6.2

Future Work

There are a number of interesting avenues for future work that modify and extend
the ideas presented in this thesis. We outline immediate areas of future study for each
component first and then discuss farther reaching directions inspired by this thesis.
Our future work on RDN s will investigate modifications to the learning and inference procedures suggested by the bias/variance analysis. Bagging techniques [7]
may be a means of reducing the variance of the RDNRP T Gibbs sampling procedure.
Calibration techniques [96] may improve the RDNRBC probability estimates and reduce inference variance. In addition, averaging the estimates of multiple Gibbs chains
may reduce variance while only incurring a moderate increase in computational cost.
Future work will also compare RDN s to Markov logic networks in order to evaluate the performance tradeoffs for using pseudolikelihood approximations in structure
learning techniques for different relational representations.
Our future work on LGM s will also investigate modifications and extensions suggested by the bias/variance analysis. In particular, alternative clustering techniques
or an iterative sequential learning procedure may reduce the LGM learning bias on
data where spectral clustering does not identify the best groupings. Also, to improve
learning bias, we will investigate approaches to estimating the latent group structure
and parameters jointly, perhaps incorporating a hierarchical Dirichlet process [91] to
estimate k. However, a joint learning approach may increase both learning and inference variance due to the increased size of the model space. In addition, an evaluation
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in the context of interdependent samples will compare LGM s and the use of identifiers attributes in ACORA [80]. We will evaluate the relative performance gains of
each model when the samples have varying degrees of overlap and explore the utility
of generalizing about group properties in these domains.
There are two directions that we will explore to improve on our initial work with
the bias/variance framework. First, we intend to broaden our analysis to real data sets
and evaluate algorithm modifications in these domains. This will lead towards a full
characterization of the situations in which we can expect relational models to achieve
superior performance. Next, we plan to extend the framework to analyze additional
aspects of model performance. In particular, the analysis of alternative loss functions
(e.g., zero-one) and analysis of errors when estimating the full joint (rather than
marginals), will increase our understanding of model performance over a wider range
of conditions. Also, examining interaction effects between learning and inference
errors may help to inform the design of joint learning and inference procedures, which
could significantly extend the performance gains of relational models.
In broader ranging future work, we plan to continue investigating the behavior of
relational learning techniques, while developing new models and algorithms. A better
understanding of the underlying principles of relational learning will drive the design
of practical models and algorithms for a broad spectrum of tasks, changing the face
of analysis in fields from homeland security to healthcare informatics.
One area of research suggested by the findings in this work, is the interaction between learning and inference in relational domains. To date, the majority of learning
algorithms have been developed independently of inference algorithms.1 However, we
have shown there are multiple methods of representing the same relational dependencies. The choice of representation can impact performance through different aspects
1

The recent work of Wainwright [92] is a notable exception.
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of learning and inference. This indicates a potential interaction between the choice
of representation for learning and the effectiveness of subsequent inference. A novel
iterative procedure, where measures of inference accuracy and efficiency are used to
bias the learning process, may improve relational model performance and broaden
their applicability. Our bias-variance framework will facilitate the development of
such techniques.
Another area for future work, is the use of underlying group structures to correct
for biases in feature selection in relational data. Prior work has shown that features
of instances with high degree and autocorrelation will have feature score distributions
with increased variance due to lower effective sample sizes [40]. However, our work
on LGM s also indicates that there is a connection between effective sample size and
the underlying groups in the data, particularly when autocorrelation is high. This
connection can be exploited to develop an efficient technique for unbiased feature
selection that is appropriate for all likelihood-based relational models, by explicitly
accounting for group structure in a graph-based resampling technique. This will
enable efficient estimation of the variance of feature scores, which can be used to
calculate the difference between expected and observed variance and then incorporated
into an unbiased model selection framework.

6.3

Conclusion

In conclusion, this thesis has explored the connections between autocorrelation
and improvements in inference due to the use of probabilistic relational models and
collective inference procedures. We have examined autocorrelation as an exemplar
of complex relational dependencies—involving cycles, redundant representations, and
long-ranging correlations. We have shown that there are a number of ways to incorporate autocorrelation dependencies into P RM s in a tractable manner. The efficiency
gains we obtain with the RDN pseudolikelihood approximation and the LGM decou-
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pling of attribute and link dependencies will make relational modeling both practical
and feasible in large, relational datasets where current methods are computationally
intensive, if not intractable. We have also explored the performance characteristics
of various relational models, attributing their errors to aspects of the models’ learning and inference procedures. This is a first step towards a generalization of P RM
characteristics—an investigation of the mechanisms behind performance and a determination of which situations additional complexity is warranted will lead towards a
better theory of relational learning.
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APPENDIX

A.1
A.1.1

Datasets
RDN Synthetic Data

Our RDN synthetic datasets are homogeneous data graphs with an autocorrelated
class label and linkage due to an underlying (hidden) group structure. Each object
has four boolean attributes: X1 , X2 , X3 and X4 . We used the following generative
process for a dataset with NO objects and NG groups:
For each object i, 1 ≤ i ≤ NO :
Choose a group gi uniformly from the range [1, NG ].
For each object j, 1 ≤ j ≤ NO :
For each object k, j < k ≤ NO :
Choose whether the two objects are linked from p(E|Gj ==
Gk ), a Bernoulli probability conditioned on whether the two
objects are in the same group.
For each object i, 1 ≤ i ≤ NO :
Randomly initialize the values of X = {X1 , X2 , X3 , X4 } from a uniform prior distribution.
Update the values of X with 500 iterations of Gibbs sampling using the
specified RDN .
The data generation procedure for X uses a simple RDN where X1 is autocorrelated (through objects one link away), X2 depends on X1 , and the other two attribute
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have no dependencies. To generate data with autocorrelated X1 values, we used manually specified conditional models for p(X1 |X1R , X2 ). RP T0.5 refers to the RP T CPD
that is used to generate data with autocorrelation levels of 0.5. RBC0.5 refers to the
analogous RBC CPD. Detailed specifications of these models follow. Unless otherwise
specified, the experiments use the settings below:

NO

= 250

NG

=

NO
10

p(E|Gj = Gk ) = {p(E = 1|Gj = Gk ) = 0.50; p(E = 1|Gj 6= Gk ) =

1
}
NO

RDN =: [ p(X1 |X1R , X2 ) = RP T0.5 or RBC0.5 ;
p(X2 |X1 ) = {p(X2 = 1|X1 = 1) = p(X2 = 0|X1 = 0) = 0.75};
p(X3 = 1) = p(X4 = 1) = 0.50 ]

We detail the manually specified conditional models used in Section 3.3.1. Specifically, there are three RBCs and three RP T s. Each one is designed to generate data
with low, medium, or high levels of autocorrelation (0.25, 0.50, 0.75). The RBCs are
specified below and the RP T s are specified in Figures A.1-A.3.

RBC :=

p(X1 |X1R , X2 ) ∝

Y

p(X1R |X1 ) · p(X2 |X1 )

R

RBC0.25 :

p(X1R |X1 ) := p(X1R = 1|X1 = 1) = p(X1R = 0|X1 = 0) = 0.5625
p(X2 |X1 ) := p(X2 = 1|X1 = 1) = p(X2 = 0|X1 = 0) = 0.75

RBC0.50 :

p(X1R |X1 ) := p(X1R = 1|X1 = 1) = p(X1R = 0|X1 = 0) = 0.6250
p(X2 |X1 ) := p(X2 = 1|X1 = 1) = p(X2 = 0|X1 = 0) = 0.75

RBC0.75 :

p(X1R |X1 ) := p(X1R = 1|X1 = 1) = p(X1R = 0|X1 = 0) = 0.6875
p(X2 |X1 ) := p(X2 = 1|X1 = 1) = p(X2 = 0|X1 = 0) = 0.75
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Figure A.1. RP T0.25 used for synthetic data generation with low autocorrelation.
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Figure A.2. RP T0.50 used for synthetic data generation with medium autocorrelation.
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Figure A.3. RP T0.75 used for synthetic data generation with high autocorrelation
levels.

127

A.1.2

LGM Synthetic Data

Our LGM synthetic datasets are homogeneous data graphs with autocorrelation
due to an underlying (hidden) group structure. Each object has a group G and four
boolean attributes: X1 , X2 , X3 and X4 . Each group has an associated attribute Xg .
We used the following generative process to generate a dataset with NO objects and
GS average group size:
For each group g, 1 ≤ g ≤ (NG = NO /GS ):
Choose a value for group attribute xg from p(Xg ).
For each object i, 1 ≤ i ≤ NO :
Choose a group gi uniformly from the range [1, NG ].
Choose a class value X1i from p(X1 |Xg ).
Choose a value for X2i from p(X2 |X1 ).
Choose a value for X3i from p(X3 ).
Choose a value for X4i from p(X4 ).
For each object j, 1 ≤ j ≤ NO :
For each object k, j < k ≤ NO :
Choose whether the two objects are linked from p(E|Gj == Gk ).
The procedure uses a simple model where X1 has an autocorrelation level of 0.5, X2
depends on X1 , and the other two attributes have no dependencies. Unless otherwise
specified, the experiments use the settings specified below.
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NO = 250
p(Xg ) = {p(Xg = 1) = 0.50; p(Xg = 0) = 0.50}
p(X1 |Xg ) = p(X1 = 1|Xg = 1) = 0.90;
p(X1 = 0|Xg = 0) = 0.90.
p(X2 |X1 ) = p(X2 = 1|X1 = 1) = 0.75;
p(X2 = 0|X1 = 0) = 0.75.
p(X3 = 1) = 0.50
p(X4 = 1) = 0.50

We generated data with two different groups sizes and levels of linkage:

GS : small = 5; large = 25
Llow |GS = small : p(E = 1|Gj = Gk ) = 0.50; p(E = 1|Gj 6= Gk ) = 0.0008.
Lhigh |GS = small : p(E = 1|Gj = Gk ) = 0.80; p(E = 1|Gj 6= Gk ) = 0.004.
Llow |GS = large : p(E = 1|Gj = Gk ) = 0.20; p(E = 1|Gj 6= Gk ) = 0.0008.
Lhigh |GS = large : p(E = 1|Gj = Gk ) = 0.30; p(E = 1|Gj 6= Gk ) = 0.004.

A.1.3

Real World Datasets

Figure A.4 depicts the objects and relations in each real-world dataset.
The first dataset is drawn from Cora, a database of computer science research
papers extracted automatically from the web using machine learning techniques [60].
We selected the set of 4,330 machine-learning papers along with associated authors,
cited papers, and journals. The resulting collection contains approximately 13,000
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objects and 26,000 links. For classification, we sampled the 1669 papers published
between 1993 and 1998.
On the Cora data, we learned an RDN for seven attributes. Author rank records
ordering in paper authorship (e.g., first author, second author). Paper type records
category information (e.g., PhD thesis, technical report); topic records content information (e.g., genetic algorithms, reinforcement learning); year and month record
publication dates. Journal name-prefix records the first four title letters (e.g., IEEE,
SIAM); book-role records type information (e.g., workshop, conference).
The second data set (Gene) is a relational data set containing information about
the yeast genome at the gene and the protein level.1 The data set contains information
about 1,243 genes and 1,734 interactions among their associated proteins.
The Gene data contain attributes associated with both objects and links (i.e.,
interactions). We learned an RDN for seven attributes. Gene function records activities of the proteins encoded by the genes; location records each protein’s localization
in the cell; phenotype records characteristics of individuals with a mutation in the
gene/protein; class records the protein type (e.g., transcription factor, protease); essential records whether the gene is crucial to an organism’s survival. Interaction
expression records the correlation between gene expression patterns for pairs of interacting genes; type records interaction characteristics (e.g., genetic, physical).
The third dataset is drawn from the Internet Movie Database (IMDb).2 We collected a sample of 1,382 movies released in the United States between 1996 and 2001,
with their associated actors, directors, and studios. In total, this sample contains
approximately 42,000 objects and 61,000 links.
On the IMDb data, we learned an RDN for ten discrete attributes. First-movieyear records the date of the first movie made by a director or studio; has-award records
1

See http://www.cs.wisc.edu/∼dpage/kddcup2001/.

2

See http:// www.imdb.com.
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whether a director or actor has won an Academy award; in-US records whether a studio is located in the US; receipts records whether a movie made more than $2 million
in the opening weekend box office; genre records a movie’s type (e.g., drama, comedy);
hsx-rating records an actor’s value on the Hollywood Stock Exchange (www.hsx.com);
birth-year and gender record demographic information.
Book/
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Cites

PublishedBy

Interaction

Gene

ActedIn

Movie

Remake

EditedBy

Produced

Editor

Publisher

Actor

Director

Producer

(a)

(c)

(b)

Branch

Disclosure

LocatedAt

FiledOn

ReportedTo

Directed

Broker

BelongsTo

LinkedTo

Page

LinkedFrom

WorkedFor

Regulator

RegisteredWith

Firm

(d)

(e)

Figure A.4. Data schemas for (a) Cora, (b) Gene, (c) IMDb, (d) NASD, and (e)
WebKB.

The fourth dataset is from the National Association of Securities Dealers (NASD)
[66]. It is drawn from NASD’s Central Registration Depository (CRD c ) system,
which contains data on approximately 3.4 million securities brokers, 360,000 branches,
25,000 firms, and 550,000 disclosure events. Disclosures record disciplinary information on brokers, including information on civil judicial actions, customer complaints,
and termination actions. Our analysis was restricted to small and moderate-size firms
with fewer than 15 brokers, each of whom has an approved NASD registration. We
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selected a set of approximately 10,000 brokers who were active in the years 1997-2001,
along with 12,000 associated branches, firms, and disclosures.
On the NASD data, we learned an RDN for eleven attributes. Firm size records
the number of employed stockbrokers each year; layoffs records the number of terminations each year. On-watchlist records whether a firm or broker is under heightened
supervision. Broker is-problem and problem-in-past record whether a broker is, or
has been, involved in serious misconduct; has-business records whether a broker owns
a business on the side. Disclosure type and year record category (e.g., customer complaint) and date information regarding disciplinary events (filed on brokers). Region
and area record location information about branches.
The fifth data set was collected by the WebKB Project [12]. The data comprise
3,877 web pages from four computer science departments. The web pages have been
manually labeled with the categories course, faculty, staff, student, research project,
or other. The collection contains approximately 8,000 hyperlinks among the pages.
On the WebKB data, we learned an RDN for four attributes. School records
page location (e.g., Cornell, Washington); label records page type (e.g., student,
course); URL-server records the first portion of the server name following www (e.g.,
cs, engr); URL-text records the name of the first directory in the URL path (e.g.,
UTCS, department).
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