Abstract-The analysis in this paper concerns the performance of smart antenna algorithms when used in code-division multiple access (CDMA) wireless communication systems. Complex pseudonoise (PN) spreading, despreading, and pilot-aided channel estimates in the cdma2000 reverse link are some of major characteristics that are different from those in the IS-95 CDMA systems. These different features are included in our analysis. Four computationally efficient smart antenna algorithms are introduced: 1) smart antenna based on maximum output power criteria without lagrange multiplier; 2) smart antenna based on maximum signal-to-interference-plus-noise output power ratio (SINR) criteria with eigenvector solution; 3) smart antenna based on maximum SINR output criteria without eigenvector solution; 4) more simplified smart antenna based on maximum SINR output criteria without eigenvector solution. Algorithms (1) and (4) require only 4 computational instruction cycles per snapshot where is the number of antenna array elements. Algorithms (2) and (3) require 2 and (4 + 2 2 ) operations per snapshot, respectively. These computational loads are significantly smaller than those of typical eigenvalue decomposition blind detection approaches. Bit error rates (BERs) resulting from these algorithms are evaluated through simulation. Double spike power delay profile with equal or unequal power is used. Also, a cluster of interfering users and scattered interference users are considered. For BER comparisons, antenna diversity using equal gain combining is also analyzed. The four smart antenna algorithms show significant capacity improvement compared to the antenna array diversity using equal gain combining under the double spike power delay profile with equal power and scattered interference environments.
I. INTRODUCTION

M
OST of the beamforming techniques that have been applied to wireless communication systems have been designed for global systems for mobile communications (GSM) and time-division multiple access (TDMA)-based cellular systems [1] , [2] . These beamforming techniques cannot be directly applied for direct sequence (DS) code division multiple access (CDMA) systems. A pilot symbol aided coherent adaptive array antenna rake (CAAAR) receiver has been implemented and field-tested for a wide-band DS-CDMA system, which is a third generation (3G) mobile communications system [3] , [4] . In our paper a smart antenna means an adaptive antenna array with a blind adaptation technique. It does not require any training signals or prior spatial information. This paper considers a cdma2000 DS-CDMA system, which is another 3G system standard and has no training or reference symbols but a pilot channel in a mobile to a base station link [5] . This paper focuses only on the reverse link.
Recently, a technique for blindly estimating the antenna array response vector and the corresponding adaptive beamformer has been developed for CDMA wireless systems [6, chs. 3, 4] . In this technique, code-filtering is performed at each antenna for every finger (a parallel receiver to isolate multipath components from the desired user in the system). The eigenstructure of the pre-and post-correlation array covariance matrices is used to estimate the antenna array response vector and derive the corresponding adaptive beamformer. This technique was extended to the case of multipath propagation using Rake fingers to isolate multipath components. The resulting overall receiver structure is called beamformer rake. The beamformer rake is a blind technique since it does not require any training signals, although it does assume perfect knowledge of the spreading code for each finger of each user. It does not require any assumptions on the signal propagation and is, therefore, suitable for different propagation settings.
When the signal environment frequently changes because of the desired and undesired nonstationary signals, the adaptive beamformer must continuously update the weight vector to match the changing environment. The adaptive algorithm in [6, eqs. (3.2 .18)-(3.2.20), (4.1.1)-(4.1.35)] is based on generalized eigenvector and eigenvalue solutions and is designed to maximize signal-to-interference-plus-noise output power ratio . Although the smart antenna in [6] shows significant improvement in bit error rate (BER) performance, it requires enormous amounts of computation and has not been simple to apply in practice. These heavy computations are due to the calculations of generalized eigenvectors and eigenvalues of autocovariance matrices for the antenna array outputs where is the number of antenna array elements in a sector at a base station.
Simple smart antennas based on maximum output power instead of maximum were introduced in [7] and [8] , [9] to significantly reduce the number of computations. The research in [7] shows performance similar to results in [9] . However, the maximum output power criteria in [7] employs a Lagrange multiplier method and introduces slightly higher computational loads ( compared to in [9] ). The maximum output power criteria may yield an adaptive and effective antenna weighting vector if the spread spectrum processing gain is 0018-9545/01$10.00 © 2001 IEEE high. A weak point of the maximum output power criteria algorithms is that the optimum weight vector for a weak path signal can track an undesired strong path signal direction if the power of the undesired signal after pseudonoise (PN) despreading is strong or if signal-to-interference input power ratio is low.
In a future CDMA wireless communications system, low operation is more important than high . It is desirable to develop a smart antenna algorithm, which not only maximizes the SINR but also has smaller computation loads. In our paper, four such smart antenna algorithms will be considered and compared:
Algorithm 1: Smart Antenna Based on Maximum Output Power Criteria Without Lagrange Multiplier. This algorithm uses projection approximation subspace tracking with deflation (PASTd) [11] . This algorithm was presented in [9] , and performs as the one in [7] . This algorithm requires operations every snapshot. All four algorithms do not require any prior spatial information of the channel for the beam forming because these algorithms are blind adaptive array antennas. Algorithm 2 estimates the array response vector by employing the autocorrelation matrices of pre-and post-PN spread samples, and uses the estimated array response vector for the weight vector (i.e., beam forming). Algorithm 3 requires the post-PN spread samples and autocorrelation matrices of pre-PN spread samples. Algorithm 1 employs only the post-PN spread samples, and Algorithm 4 does both the pre-and post-PN spread samples. Also, all four algorithms apply the weight vectors after post-PN processing as in [6] to exploit the advantage of the DS-CDMA system over other TDMA or frequency division multiple access (FDMA) systems.
Section II presents the system modeling. Section III describes the four smart antenna algorithms. Section IV shows simulated BER results. Section V presents conclusions. The BER analysis with the imperfect weight vectors generated by the algorithms is not simple, and not considered in our paper. Appendix presents BER analysis under equal strength fading environment by assuming that the weight vector matches perfectly with the antenna array response vector. These theoretical BER results will be used as references. Fig. 1(a) and (b) shows the complex PN spreading and despreading, respectively, based on configuration 3 of the cdma2000 reverse link [5] . The input data stream in the pilot channel is 1 and the input data stream in a traffic channel is a random sequence of where denotes both code symbol and snapshot index and and means the in-phase and quadrature-phase components, respectively. Smart antenna weight vector adaptation rate (i.e., snapshot rate) is assumed equal to symbol rate. The pilot amplitude is chosen to times that of a reverse traffic channel according to the specification in [5, 
II. SYSTEM MODELS
where is the transmitted power. In Fig. 1(b) , denotes the complex PN despread chip where and represent the finger index, the multipath delay in chip units, and the antenna element index, respectively. The Jakes fading model is used for each multipath for a given mobile velocity and carrier frequency [10] . We assume that the directions of arrival angles (DOA) from users and also the DOAs of multipath signals from the same mobile user are independent of each other. Angle spread of each path of each user signal is assumed to be zero for simplicity. Coherent demodulation will be performed for each path of each user signal by employing channel estimation. The channel estimation means the estimation of each multipath amplitude and phase throughout the paper. The channel estimation is for coherent detection and not for beam forming. A linear array antenna is considered in this paper. So the signal of zero DOA is perpendicular to the array axis. The array element spacing is chosen to be , where is the wavelength for a given carrier frequency and is the speed of light. Fig. 2 shows an overall block diagram of a receiver with a smart antenna processor for the cdma2000 reverse link. We also assume that identical signals are received by all elements and the element outputs are equal except the spatial phase difference , where a plane wave from the desired signal impinges upon the linear array at an angle with respect to the array normal. The antenna array response vector can be written as
where transpose; incident angle (i.e., DOA); snapshot index. For the brevity of notation, denotes . The received signal at the th element can be written as (3) where , and are, respectively, the multipath delay, amplitude, phase, and incident angle of the th path from user , and is the additive white Gaussian thermal noise (AWGN) with two-sided power spectral density . The lower case , and denote the indices for finger (or path), antenna, and mobile user, respectively.
The output of each element in Fig. 2 is individually frequency down converted by a local mixer. The local mixers are calibrated so that the phase distortions from the mixers are equal. For simulation, we use either the base-band filter specified in cdma2000 [5, pp. 3-85] or no filter. The BER difference between the two cases is insignificant. The output signals of the base-band filters are sampled every chip interval and denoted by for the th chip sample. The desired user is chosen to be , and user index is dropped for the brevity of notation. The multipath delay is chosen to be a random integer between 1 and 10 (implying and , respectively). This represents a practical multipath delay when is s and symbol rate is 19.2 ksps. The received samples are complex PN despread with where a PN code acquisition device provides information of multipath delay .
For the weight vector update, the smart antenna processor in Fig. 2 takes pre-PN processing chip vectors and post-PN processing chip vectors , for the th snapshot or code symbol interval and finger . Then, the smart antenna processor in Fig. 2 estimates two autocorrelation matrices and with and , respectively, as shown in Fig. 3 (a) and (b) for algorithm 2 described in Section III. The summation over a code symbol period in Fig. 3 (b) suppresses all traffic channel data of nonzero Walsh codes and passes only the pilot channel component from the orthogonal property of Walsh codes. Then, the smart antenna processor in Fig. 2 generates weight vector for finger every snapshot (code symbol) by employing the algorithms described in Section III, and uses this weight vector for the next snapshot period . The pilot-aided channel estimates are obtained in Fig. 2 , by taking the average of the PN-despread and antenna weighted chips over an interval of chips, and employed for the next chip intervals. The conjugate of the pilot-aided channel estimates at the th element can be written as (4) for finger , where and are the estimates of the th multipath amplitude and phase at the th element, respectively, is the largest integer less than or equal to denotes the conjugate operation, and is the estimation window size and chosen to be . When plane waves are assumed, the channel estimation on one antenna element can be used for all antenna elements for coherent detection if either weight vector is perfectly matched with the array response vector or antenna diversity using equal gain combining is used. However, the smart antenna processor in Fig. 2 is not perfect, and generates different weight coefficient on each antenna element causing different errors before the estimation of multipath amplitude and phase. In Fig. 10 , Section IV, individual estimation of multipath amplitude and phase for coherent detection shows better BER results than one estimation on one element for a maximum SINR output criteria. For the th traffic code symbol demodulation, the PN despread chip is sequentially multiplied with the conjugates of the antenna weight coefficients , Walsh chips , and mulipath fading estimates , and then accumulated over chips, as shown in Fig. 2 . The output is denoted by and written as (5) The spatial and temporal RAKE combining is performed over antenna element and finger , respectively, and written as (6) The soft decision variable is fed into a Viterbi decoder in practice. This paper employs the hard decision for simplicity and analyzes and simulates symbol (bit) error probability without the Viterbi decoder.
III. SMART ANTENNA ALGORITHMS
The matrix operation in Fig. 3 (a) is equivalent to (7) where denotes the conjugate transpose. In Fig. 3(b) , the PN despread samples are summed over a symbol interval of chips and the accumulation is used for the th component of the PN correlation output vector . And the sample vector is employed to estimate for snapshot . The autocorrelation matrix is estimated as
Four smart antenna algorithms are considered in this section. Algorithm 2 in Subsection 3.2 employs both and and algorithm 3 in Section III-C only . Algorithms 1 
A. Smart Antenna Based on Maximum Output Power Without Lagrange Multiplier
Fig . 4 shows the flow chart of the smart antenna in [9] , based on PASTd [7] . The asymptotic convergence of the PASTd algorithm is discussed in [12] . A Lagrange multiplier is not employed in our paper. The optimal array weight vector approaches the principal eigenvector of the autocorrelation matrix of when the SINR is sufficient. The cost function can be written as (9) for a high SINR where is the trace operation. Finger index is dropped for the brevity of notation. The updated weighting vector can be written as (10) where is the derivative (or gradient) vector whose th component is the derivative of with respect to the th component of is the eigenvalue of the autocovariance matrix and is the array output which can be written as (11) The computation for is done at the block named by "Smart Antenna Processor" in Fig. 2 . The first element of the antenna array is chosen to be a reference, and the weight vector is normalized with this first element as (12) The initial weight vector is set to . The eigenvalue is updated as (13) where the forgetting factor is set to 0.9 and the initial eigenvalue to . Thus, it takes only computation cycles per snapshot by using (10)- (13), which is significantly smaller than the one in [6] . Note that in (9) approaches and the mean square error becomes zero when the weight vector is optimum, i.e., if the weight vector is proportional to the antenna array response vector . Note also that the first term in (9) has nothing to do with optimization, and the sum of the second and third terms in (9) becomes , which is the negative of the array output power when . In other words, the power of the array output is maximized if the weight vector minimizes the cost function in (9) . This algorithm may be effective in a 2G or 3G CDMA system because the spreading gain usually suffices to allow the desired user signal to dominate in contributing the array output power and the beam pattern of the weight vector to track the desired user signal's direction. A weak point of this algorithm is the optimum weight vector can track an undesired signal direction if the power of the undesired signal after PN despreading is strong when the number of other users is small. The research in [7] also employs a kind of maximum array output power criteria and shows performance similar to results in our paper. However, the maximum output power criteria in [7] employs a Lagrange multiplier method and introduces a little bit higher computational loads of rather than .
B. Smart Antenna Based on Maximum SINR Output With Eigenvector Solution
Fig . 5 shows the flow chart of a modified smart antenna algorithm, based on the maximum SINR output criteria in [6] . The post-PN correlation signal vector in Fig. 3(b) can be derived from (3) and written as when (14a) where user index, the first user is the desired user; snapshot index; multipath (or finger) index for the desired user; multipath index for the undesired users; and amplitude and phase of multipath from user , respectively, the antenna array response vector in (2) to the signal with DOA from multipath of user ; PN correlation output between the desired user and the other users; thermal noise vector. For the brevity of notation, let denote the first term in (14a), which is the desired user signal vector through fading channel, the second term in (14a), which is the PN-spread interference signal vector, the last term in (14a), which is the thermal noise vector, and the interference plus noise vector. Then, (14a) can be rewritten as
The accumulation over chip intervals at each antenna in Fig. 3(b) Fig. 3(b) . The constant in (16) does not affect the beamformer SINR output. In [6] , the antenna array response vector is estimated as the principal eigenvector of the generalized eigenvalue problem, i.e., where represents the overall constant . Therefore, the weighting vector satisfying (20) also maximizes the output SINR and converges as the one in [6] . The computational load of the smart antenna with (20) is in the order of per snapshot. But the smart antenna algorithm in [6] Recursive estimation of the antenna array response vector is employed in [6] for each finger of each user with the power method recursion [13] . The time-update equations for are written as
where is the forgetting factor and set to 0.9 as in (13) .
C. Smart Antenna Based on Maximum SINR Output Without
Eigenvector Solution Fig. 6 shows a simplified smart antenna algorithm based on the maximum SINR criteria in [6] . Smart antenna weight vector is applied after post-PN processing as the one in [6] . A difference between this algorithm and the one in [6] is how to update the autocorrelation matrices. Another major characteristic of this algorithm is not requiring any eigenvector and inverse matrix computations. The autocorrelation matrix of pre-PN despreading array sample vector is obtained with the samples in a code symbol interval, , while the autocorrelation matrices in [6] are updated by using more longer observations, e.g., ten code symbols.
The SINR in (15) can be approximated as since . The optimum weight vector, which maximizes the SINR, can be recursively updated by taking gradient vector with respect to . Then, the optimum weight vector can be written as (24) where is a convergence parameter, which should be less than for convergence [7] and set to 0.0001 in our simulation. The gradient vector can be written as by assuming zero forgetting factor. Substituting (11) and (26) into (25), we can rewrite the weight vector in (24) as (27), shown at the bottom of the page, where is a scalar
Then, is normalized with the first element of the weight vector as (29) Equations (11) and (27)- (29) do not require any computations of eigenvalues, eigenvectors, and inverses of matrices, but only require multiplication between scalars and vectors and products between a matrix and vectors. Thus, the overall computation load to get the array output in the proposed algorithm is computations per snapshot, which is significantly smaller than in [6, eqs. 
D. More Simplified Smart Antenna Based on Maximum SINR Output Without Eigenvector Solution
We use only one sample pre-PN spreading vector , to approximate in (21). Fig. 7 shows further simplification of (27)-(29) by taking an approximation of as (30) and defining a scalar as to compensate the neglected forgetting factor in (30). The forgetting factor is set to 0.9. Then, in (27) is replaced with in (32), and the weight vector in (27) is written as (33) For convergence in adaptation, parameter is set to 0.00058, which is less than . Note that (11), (31)-(33) do not require any computations of eigenvalues, eigenvectors, inverses of matrices, and products between matrix and vectors, but only require multiplication between scalars and vectors. Thus, the overall computational load to get the array output with the simplified algorithm in (11) and (31)-(33) is only operations per snapshot.
(27) 
IV. RESULTS
The general simulation conditions in this paper are following. Power control and more than two multipath channels were not studied for simplicity. The performance trend between the different smart antenna algorithms would remain the same regardless whether these factors above were included. In other words, a better smart antenna algorithm would still be a better algorithm than the others under different environments. In addition, total average multipath fading power is normalized to one for each user in this paper. Also, the initial DOAs of paths are chosen arbitrarily between 90 and 90 . Then, the DOA of each path increases or decreases linearly with 0.01 per snapshot rate to simulate a movement of each mobile station. The DOAs from different paths can sometimes coincide with each other. Zero angle spread is assumed for each path for simplicity. Finally, BERs are measured including the transient behaviors before convergence. Independent base-band thermal noise is added to the and components at each element output. Fig. 8 demonstrates BER degradation due to the pilot-aided channel estimation of the multipath amplitude and phase for coherent detection in the cdma2000 reverse link. The number of chips in the pilot channel estimation window was chosen to be 128. Pilot power was 9 dB larger than a reverse traffic signal [5, pp. 2-16, 2-19] as shown in Fig. 1 . Signal-to-thermal noise input power ratio SNR was set to 20 dB.
Jakes multipath fading with equal power, i.e., , was simulated, assuming the mobile velocity is 50 km/h [10] . When the number of users is less than or equal to 30, the DOAs of the other users are individually simulated with linear increment from 90 to 90 with zero angular spread. When the number of users is larger than 30, one Gaussian random variable with zero mean and given power, is generated every snapshot to represent all other signals. The DOA of the representative interference is chosen arbitrarily every snapshot. The BER difference between the two interference models is found to be negligible and an overall interference model saves running time. The smart antenna algorithm based on the maximum output power criteria in (10)- (13) was used with antenna elements. Convergence parameter was used. Three BER curves versus the number of users are shown in Fig. 8 . The three curves are: 1) theoretical BER results obtained with (A6) and (A8) in the Appendix, assuming perfect channel estimates and Jakes multipath fading with equal power; 2) simulation BER with perfect channel information ; and 3) simulation BER with pilot-aided channel estimates in Fig. 2 . We observe that degradation due to the pilot channel estimates for coherent detection is insignificant.
Figs. 9 and 10 show BER comparisons of two different channel estimations of for coherent detection. One has the channel estimation on each antenna, and the other has only one channel estimation that is used for all antennas. Fig. 9 shows that the maximum output power based algorithm does not make any BER difference between the two channel estimations. However, Fig. 10 shows that the maximum SINR output power based algorithm makes BER different between the two different channel estimations. The simulation results were obtained with Jakes multipath fading with equal for coherent detection by using maximum SINR output criteria. One has channel estimation on each antenna. The other has only one estimation total. Scattered users, equal strength multipath fading, M = 3 elements, L = 2 paths, and signal-to-noise input power ratio SNR = 20 dB are assumed.
power. Similar results were observed with Jakes multipath fading with unequal power which were not included in this paper. Fig. 11 shows the simulation BER results for four smart antenna algorithms. The same channel conditions used for Fig. 8 were employed. BER results of the ideal smart antenna (using (A6), (A8)) and the antenna diversity using equal gain (using (A7), (A8)) are also shown for comparisons. DOAs from users are arbitrarily chosen in a sector. BER results of all four smart antenna algorithms are close to those of the ideal one because multipath fading with equal power is considered. The simplified smart antenna based on the maximum SINR criteria without eigenvector solution shows a little bit worse than others because the autocorrelation matrix of the pre-PN despreading array sample vector sequence was approximated as , taking only one chip sample vector . Four smart antenna algorithms show significant capacity improvement compared to the antenna diversity using equal gain. For example, the CDMA with elements smart antenna processing can support 34 users while the antenna diversity using equal gain with supports only ten users at BER under Jakes multipath fading with equal power. Fig. 12 shows the corresponding simulation BER results for four smart antenna algorithms under Jakes multipath fading with unequal power of and . BER results of the ideal smart antenna under equal strength are also shown for and . Those of the antenna diversity using equal gain under unequal strength multipath are also shown for . We observe that all four smart antenna simulation BER results under Jakes multipath fading with unequal power are placed between the BER results of the ideal smart antenna with and Jakes multipath fading with equal power. As the number of users increases, all four smart antenna simulation BER results under Jakes multipath fading with unequal power approach to those of the ideal smart antenna with path fading. These can be explained: The finger output from the strong multipath of strength 0.9 dominates over that of the weak path which smears out as interference level increases. BER results of all four smart antenna algorithms are close to each other. The smart antenna algorithm based on the maximum SINR criteria with eigenvector solution takes eight symbols per snapshot while other smart antenna algorithms employ only one symbol per snapshot. Fig. 13 shows the corresponding simulation BER results by assuming all other users are located in a cluster region and their incident angles are within . The DOAs of undesired users are arbitrarily chosen between 0 and 10 while the DOA of the desired usr increases or decreases linearly with 0.01 per snapshot rate between 90 and 90 for results in Figs. 13 through 15. Also we consider Jakes multipath fading with unequal power of and . We observe that simulation BER results under unequal strength fading are close to or a little bit better than those of the ideal smart antenna with Jakes multipath fading. However, we observe that the smart antenna based on the maximum SINR criteria with eigenvector solution using (16)- (18), (20)- (23) shows worse performance than the ideal smart antenna with as the number of users increases. We can explain these results with Figs. 14 and 15.
Figs. 14 and 15 demonstrate the corresponding behaviors of the antenna tracking angles for the weak and strong path, respectively, when the DOA of the desired path signal changes linearly with 0.01 per snapshot rate from 40 to 40 and interference DOAs are within 5 . Both the smart antenna algorithms based on the maximum SINR output criteria are employed with and without eigenvector solution. Figs. 14 and 15 show that the angle tracking capability of the smart antenna without eigenvector solution using (24)-(26) can be better than that of one with eigenvector solution using (16)- (18), (20)- (23) when the DOA of the desired signal is close to those of the interference signals. This is because the algorithm in (24)- (26) employs small convergence parameter and the up- date increment for the weight vector is small while the algorithm with eigenvector solution in (16)- (18), (20)- (23) does not employ any convergence parameter. These observations can be explained more. The DOA of a desired signal changes 0.01 per snapshot, which represents a fast varying channel, e.g., 300
km/h velocity of a mobile if the mobile is 1 km away from the base station and a code symbol rate is 19.2 ks/s. The desired signal source rotates on a half circle repeatedly and passes the interference sources every half circular motion. A half circle consists of code symbols (snapshots). The interfering interval takes code symbol intervals. Thus, BER of the smart antenna with eigenvector solution using (16)- (18), (20)- (23) would be as the number of other signals increase. The weight vector in the eigenvector finding algorithm was updated, by taking eight pre-PN and post-PN symbol data for average autocorrelation matrices, and employing them in (21)-(23) as [6] . The eigenvector finding algorithm may not optimally be designed for the time varying scenario. The scenario used in Figs. 13-15 is a special case of time-varying channels and does not represent a gen-eral time-varying channel. For example, the edge effects can be observed in a realistic environment as users move around buildings. The edge effects can cause the angle-of-arrival to change abruptly. The other algorithms using small convergence parameters may not track the DOA quickly and may yield worse BER than the eigenvector finding algorithm with no convergence parameter. These edge effects and other realistic environments will be considered in future works.
V. CONCLUSION
In our paper, complex PN spreading and despreading were considered for a cdma2000 reverse link configuration. In addition, a pilot channel of 9 dB larger power than a traffic channel was employed as specified in the cdma2000 reverse link. We observed that BER degradation due to the imperfect pilot channel estimates for coherent detection is insignificant compared to BER with perfect channel estimates when the pilot channel estimation window size is 128 chips per symbol and antenna elements under Jakes multipath fading with equal power.
Then, four smart antenna algorithms were evaluated through simulation for the pilot channel-aided CDMA system. 1) A smart antenna based on the maximum output power criteria with no Lagrange multiplier. 2) A smart antenna based on the maximum output SINR criteria with eigenvector solution. 3) A smart antenna based on the maximum output SINR criteria without eigenvector solution. 4) A more simplified smart antenna based on the maximum output SINR criteria without eigenvector solution. Algorithms (1) and (4) require only computation instruction cycles per snapshot while algorithms (2) and (3) . For channel models, Jakes multipath fading with equal and unequal power models were used. Also, a cluster of interfering users and scattered interference users were considered. We observed that all four smart antenna algorithms show significant capacity improvement compared to the antenna diversity using equal gain combining under equal or unequal strength channel and scattered interference. Under a cluster of interference, the eigenvector finding algorithm showed the worst performance, because it might not be optimally designed for the time varying scenario used in our paper.
APPENDIX
In this appendix, theoretical BER results are presented under multipath fading environment with equal power by assuming that the weight vector matches perfectly with the array response vector in (2) so that these BER results could be used as references in comparison of the smart antennas.
First, we demonstrate that the phase of the multipath fading does not affect the updating process of smart antenna weight vector when the fading rate is slow compared to the snapshot (symbol) rate, which is true in most practical applications. Only the magnitude of the multipath fading influences on the weight update processing. The steady-state weight vector at the snapshot is proportional to the antenna array response vector and can be written as . . .
Also, the post-PN despread signal and accumulated over interval in Fig. 3(b) can be written as . . .
for the th finger. The array output with the smart antenna processor output can be written as (A3) For example, if the maximum output power criteria is used for the smart antenna processor, then the updated weight vector in (10) can be written as (A4) as shown at the bottom of the page, where and the right side of (A4) is independent of fading phase due to the conjugate multiplication. This fact may be useful for simulation. Also, the phase of the overall undesired signals in a snapshot interval may be modeled as a uniform random variable, although the incident angle from the individual user increases or decreases linearly with 0.01 per snapshot rate. This fact may be useful to reduce simulation time.
Second, let denote the spatially suppressing coefficient over other signal of DOA where is the DOA of the desired signal. Then, when for the th snapshot [9] . Assume that . . .
is uniformly distributed from to . Then, the average spatially suppressing coefficient over can be found as
Then, is less than or equal to one and the average interference output power suppressed by the smart antenna is when total interference input power is . Similarly effective thermal noise output power is reduced by when a smart antenna of elements is employed [9] . Let denote the average output SINR of the th multipath. Then can be written as (A6) where is the average power of the th multipath and is the interference input power spectral density ratio in watts per Hertz.
If the antenna diversity using equal gain combining is employed, then the SINR improvement can be achieved over only thermal noise. There would be no spatial suppression gain against interference. This can be explained as follows: Suppose there is no thermal noise and each element receives identical interference signal, then the antenna diversity using equal gain combining increases both signal and interference power by factor . Thus, employing the antenna diversity using equal gain combining does not improve the signal-to-interference output power ratio. Now, suppose there is no interference and only independent thermal noise is added to each element, then signal output power is increased by factor . Thus, can be written as (A7) for the antenna diversity using equal gain combining.
The receiver structure in Fig. 2 is based on maximal ratio combining (MRC) diversity reception. BER of MRC is equal to that of equal gain combining (EGC) receiver when the identically and independently distributed thermal noise is added in each diversity channel and each path has equal strength fading power [14, pp. 971] . The SINR at the output of the combiner is the sum of channel SINRs. The BER formula under independent Rayleigh fading paths in ([14] , pp. 959) can be modified and written as (A8) for the CDMA with smart antenna processor. The in (A8) is the symbol error probability under the th multipath fading and written as (A9) where is given in (A5).
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