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1.0 INTRODUCTION
Commonly, the starting point for the modeling of the number of reported claims is the Poisson distribution:
where is the response variable which follows a Poisson distribution with mean value of and the covariates are included in the model by the parameter = exp(x i ′ ). The Poisson distribution is equidispersed since its mean and variance are both equal to . In some cases, the number of zeros in the response variable is more than expected, thus the Poisson distribution cannot handle this kind of data anymore. In this case, there are two suggested models, hurdle model and zero-inflated model. Mullahy (1986) has first discussed hurdle count data models. Hurdle models permit for a systematic difference in the statistical process governing individuals (observations) below the hurdle and individuals above the hurdle. In particular, a hurdle model is mixed by a binary outcome of the count being below or above the hurdle (the selection variable), with a truncated model for outcomes above the hurdle. That is why hurdle models sometimes are also called as two-part models. Lambert (1992) introduced the original formulation for the zero-inflated Poisson (ZIP) model. She also talked about the models' extension from the Poisson and negative binomial and argued about the derivation of the maximum likelihood (ML) estimates. In her work, she discussed some simulations to test the sufficiency of the model. She also concluded that these simulations with one covariate are suitable for both (parameter of the Poisson model) and (the parameter of the logit part of the model).
The hurdle model is flexible and can handle both under-and overdispersion problem. A generalized hurdle model is introduced by Gurmu (1998) for the analysis of overdispersed or underdispersed count data. Greene (2007) has discussed about the comparison between hurdle and zero-inflated models as two partmodels. He also discussed the hurdle and zero-inflated regression models with and without covariates.
In many applications, count data are often censored from above or below a specific point or a combination of them and this is because there are some outliers in the model which these outliers can be some large values or some small values. The case of variable threshold was considered by Caudill and Mixon (1995) . To analyze censored data with a constant censoring threshold, Terza (1985) proposed the censored Poisson regression model and obtained the ML estimator using the Newton-Raphson method. In practice, censored count data are too dispersed to use the censored Poisson model.
In this article, we would like to study two problems together. The first problem is many zeros in the response variable that we suggested using a hurdle Poisson (HP) regression model or ZIP regression model. The second problem is the existing of some outliers or some large values in the response variable that we proposed to censor the data from the right side. In this paper, the main objective is to compare a censored hurdle Poisson (CHP) Regression model with a censored zero-inflated Poisson (CZIP) regression model. In section 2, the hurdle Poisson (HP) and ZIP regression models are defined and the likelihood function of the models in right censored data is formulated. In section 3, the parameter estimation is discussed using maximum likelihood method. In section 4, the goodness-of-fit statistics for the regression models is examined. A simulation for the CHP and CZIP regression models in terms of the parameter estimation, standard errors and goodness-of-fit statistic is conducted in section 5.
2.0 MATERIALS AND METHODS

HP Model
Let , = 1,2, … , be a nonnegative integer-valued random variable and suppose = 0 is observed more than expected. We consider a hurdle Poisson regression model in which the response variable ( = 1, . . . , ) has the distribution
where 0 < 0 < 1 and 0 = 0 ( ) satisfy
where = ( 1 = 1, 2 , . . . , ) is the i-th row of covariate matrix and = ( 1 , 2 , . . . , ) are unknown -dimensional column vector of parameters. In this set up, the non-negative function 0 is modeled via logit link function. This function is linear and other appropriate link functions that allow w 0 being negative may be used. In addition, there is interest in capturing any systematic variation in , the value of is most commonly placed within a loglinear model log( ) = ∑ =1 (4) and 's are the independent variables in the regression model and m is the number of these independent variables.
ZIP Model
Let Y i be a nonnegative integer-valued random variable and suppose that there are many zeros in the response variable even more than what would typically be predicted. We consider a zeroinflated Poisson regression model in which the response variable Y i (i = 1, … , n) has the distribution
where the parameter and satisfy log( ) = ∑ =1 and 0 < < 1.
Censored Model
The value of response variable, , for some observations in a data set, may be censored. If censoring occurs for the th observation, we have ≥ (right censoring). However, if no censoring occurs, we know that = . Thus, we can define an indicator variable as 
Goodeness-of-fit
For the count regression models, a measure of goodness of fit may be based on the deviance statistic D defined as
where log (̂;̂) and log (̂; ) are the model's likelihood evaluated respectively under ̂ and (Lambert, 1989) . For an adequate model, the asymptotic distribution of the deviance statistic is chi-square distribution with − − 1 degrees of freedom which is the number of estimated parameters. Therefore, if the value for the deviance statistic is close to the degrees of freedom, the model may be considered as adequate. When we have many regression models for a given data set, the regression model with the smallest value of the deviance statistic is usually chosen as the best model for describing the given data.
In many data sets, the ̂'s may not be reasonably large and so the deviance statistic may not be suitable. Thus, the loglikelihood statistic log (̂; ) can be used as an alternative statistic to compare the different models. Models with the largest log-likelihood value can be chosen as the best model for describing the data under consideration.
When there are several maximum likelihood models, one can compare the performance of alternative models based on several likelihood measures which have been proposed in the statistical literature. The is the most regularly used measure. The is defined as = −2 + 2 where denotes the log likelihood evaluated under μ and p is the number of parameters. For this measure, the smaller the , the better the model is (Lambert, 1989 ).
3.0 RESULTS AND DISCUSSION
The state wildlife biologists want to model how many fish are being caught by fishermen at a state park. Visitors are asked how long they stayed, how many people were in the group, were there children in the group and how many fish were caught. Some visitors do not fish, but there is no data on whether a person fished or not. Some visitors who did fish did not catch any fish so there are excess zeros in the data because of the people that did not fish. We have data on 250 groups that went to a park. Each group was questioned about how many fish they caught ( ), how many children were in the group ( ℎ ), how many people were in the group ( ), and whether or not they brought a camper to the park ( ). We will use the variables child, persons, and camper in our model. Table 1 shows the descriptive statistics of using variables and also the camper variable has two values, zero and one as Table 2 . We have considered the model as follow log = 0 + 1 + 2 + 3 ℎ , logit or logit 0 = 0 + 1 + 2 + 3 ℎ Furthermore, we put two censoring points, 1 = 3, 2 = 6. Table 3 shows the estimation of the parameters according to different censoring constants. Also, the −2 and are presented as the goodness-of-fit measures.
According to the censoring points, there is 22.8% censored data when c 1 = 3. It means that 22.8% of the values of the response variable ( ) is 0,1,2,3 and the rest (77.2%) of the values of the response variable is greater than 3 that is censored in the model. Also the percentage of the censoring for 2 = 6 is 11.6%. Table 3 shows the parameter estimation, standard errors and goodness-of-fit measures of the CZIP and CHP models for the different censoring points. The standard errors of all models are very close to each other and almost small. Also, the estimated value of each variable for all models are almost similar and it means that all regression models show quite a similar effect of each variable on the data. For instance, the estimated camper of the ZIP and HP models is a positive value for the different censoring points, it means that while being a camper ( = 1), the expected log( ) will be increased by 0.3843; 0.4247; 0.3927 and 0.4247 respectively for ZIP ( 1 = 3), HP ( 1 = 3), ZIP ( 2 = 6) and HP ( 2 = 6). The goodness-of-fit measure of the CZIP model is very close to the CHP model for each censoring point. As expected, the goodness-of-fit measure of the CZIP and CHP models increases when the percentage of censoring decreases (or the value of the censoring point increases) and it is because of the used data in the noncensored part of the regression model. Table 4 shows the estimated count variable of the zeroinflated and hurdle model versus the real count of the Fish data when the censoring point is 3 and 6. In this case, the number of zeros in the real data is 142 and the censored hurdle Poisson regression model estimate 142 zeros too for both censoring points. Furthermore, the CHP regression model show a closer estimates to the real counts compared to CZIP regression model for the number of ones to the number of censored values for both censoring points. 
4.0 CONCLUSION
