ABSTRACT Time-optimal path-constrained trajectory planning is of significant importance for enhancing the work efficiency of robotic systems. In particular, when inadmissible island constraints are considered, existing approaches are typically offline. In order to solve the problem online, this paper proposes a heuristic tree-search-based any-time time-optimal trajectory planning algorithm to achieve incremental computation of feasible trajectories. In a limited planning period, the proposed algorithm iteratively generates feasible trajectories, as optimal as possible, until the period terminates. This any-time performance of the proposed algorithm ensures that feasible trajectories can be obtained in real time and even time-optimal trajectories can be obtained if the planning period is long enough for searching. Experimental results on active-casters-based omnidirectional wheeled mobile robots demonstrate the validity of the proposed algorithm.
I. INTRODUCTION
Trajectory planning aims to generate desired state evolution profiles for specific tasks of various robotic systems, such as manipulators [1] , industrial biaxial gantries [2] , aerial robots [3] , fixed-wheeled mobile robots [4] - [6] , omnidirectional wheeled mobile robots (OWMR) [7] - [9] , while guaranteeing physical constraints and optimizing some performance indexes. The work in [10] summarizes four classical planners including reactive [1] , [11] , hierarchical [12] , coupled [13] , [14] and decoupled [15] , [16] strategies.
As a trade-off between optimality and computational complexity, the decoupled strategies [17] , [18] are widely used to divide the planning problem into two stages. In the first stage, path planning searches a geometric path which guarantees obstacle avoidance, curvature constraints [19] - [21] , and so on. In the second stage, path-constrained trajectory planning transforms a given path in the first stage into an optimal trajectory satisfying kinematic and dynamic constraints. The common optimization objectives include jerk minimization [22] , energy consumption minimization [23] , traveling time minimization [24] - [27] , and so on.
In order to enhance work efficiency of robotic systems, the time-optimal path-constrained trajectory planning (TOPCTP) has received significant attention. Existing literatures give special attention to two essential properties of TOPCTP: time optimality and real-time performance. On one hand, some approaches achieve the real-time performance at the expense of time optimality [28] . The work in [29] proposes an online method considering torque constraints. Under jerk constraints, the proposed method in [30] generates a near time-optimal trajectory in bounded computation time. The work in [31] generates feasible trajectories for mobile manipulators by solving a constrained sequential linear quadratic optimal control problem in real time. The work in [32] proposes a real-time approach to obtain a near time-optimal trajectory of OWMR vehicles with orthogonal wheels. Recently, the work in [33] presents a general online planning framework to generate feasible trajectories whose mathematical function is unknown in advance. Meanwhile, the work in [34] proposes an online trajectory planner, which removes the restrictions that upper and lower bounds of acceleration are positive and negative.
On the other hand, some approaches ensure the time optimality, while they cannot achieve the real-time performance [35] , [36] . In an offline manner, a time-optimal trajectory is generated by using bi-directional scan methods under acceleration and jerk constraints [16] . With the aid of dynamic programming techniques [37] , [38] , timeoptimal trajectories are generated on the phase plane (s,ṡ) with s being path coordinate andṡ being path velocity. The work in [18] adopts the projection operator Newton method [39] to obtain time-optimal trajectories for quadrotors. Based on Pontryagin Maximum Principle, the work in [40] , [41] presents a numerical integration (NI) method to generate time-optimal trajectories which possess a bang-bang structure of torque inputs. In order to follow the reference trajectory, the works in [42] and [43] design orbitally stabilizing controllers and model predictive controllers, respectively. Recently, a fast and open source implementation of this NI method is provided in [44] , yet it ignores inadmissible island constraints in admissible regions. The work [40] first describes these inadmissible island constraints, which are caused by friction and copper losses in drive motors and planning task constraints. They address these inadmissible island constraints in an offline manner by constructing a dense directed graph. Accordingly, in the presence of both bounded velocity and torque, the work in [45] provides failure conditions of this NI method with detailed proofs. The works in [46] and [47] introduce a concept of 'trap region' to address the failure issue, however, they still cannot ensure online performance while satisfying inadmissible island constraints. The existence of inadmissible islands brings nonconvex admissible region on the plane (s,ṡ), and it increases computational complexity of TOPCTP.
To achieve online planning with inadmissible island constraints, we present a new tree-search-based any-time timeoptimal path-constrained trajectory planning algorithm. It can generate a feasible solution in real time and it can even compute the time-optimal trajectories if the planning time is sufficiently long. Different from existing literatures, the presented approach first introduces heuristic tree search and combines it with trap region detection techniques to achieve any-time performance, which indicates that a planning algorithm does incremental computation to quickly generate feasible trajectories and optimize these trajectories as much as possible before the end of one planning period. Specially, one heuristic search tree is built and extended from the starting point on the (s,ṡ) plane. This extension prefers to select leaf nodes with the highest heuristic value to generate new tree edges which avoid inadmissible islands. In the extension, one feasible trajectory consisting of tree edges is obtained until the terminal point is reached. Then, the heuristic value of all existing leaf nodes are recalculated, and the search tree continues to extend until another feasible trajectory is generated. These iteratively generated trajectories tend to be closer to the time-optimal one before the end of one planning period. In order to shorten the search time of each iteration, the trap region attached to inadmissible islands is detected to abandon those unavailable tree edges and nodes. Although the works in [46] and [47] discover the trap region, we first propose a detection method of trap regions in the presence of inadmissible island constraints. Experimental results on active-casters-based OWMR vehicles verify the validity of the presented approach.
Compared with existing methods which cannot solve inadmissible island constraints in real time, the major contributions of this paper are as follows:
• The proposed approach first introduces heuristic tree search technique into TOPCTP with inadmissible island constraints to achieve iterative generation of better and better trajectories within one planning period, while existing methods just obtain one solution in offline mode.
• The proposed approach first detects the trap region attached to inadmissible islands to enhance the computation efficiency of tree search, while existing methods only compute trap regions without considering the presence of inadmissible island constraints.
• The proposed approach possesses any-time performance. Those iteratively generated trajectories tend to be time-optimal before the end of a planning period. Thus, one feasible trajectory as optimal as possible is obtained for a planning task, even in a limited planning period. The remainder of this paper is divided into four sections. Section II gives a detailed description of the TOPCTP problem with inadmissible island constraints. Section III proposes an any-time time-optimal path-constrained trajectory planning algorithm for this problem. Section IV gives several experimental results on active-casters-based OWMR vehicles to validate the presented algorithm. Finally, Section V gives some conclusions.
II. PROBLEM FORMULATION A. PROBLEM STATEMENT
In general, a n-dimensional robot pose q in a path-constrained trajectory planning task is represented as q(s) instead of q(t), wherein the scalars t, s are time and path coordinate and obey a nonlinear scaling relation.
In order to guarantee velocity constraints of the robotic system, an inequality constraint of s,ṡ is given as [45] :
wherein the scalarṡ is path velocity. The vectors A(s), D(s) are obtained by the mathematical expression of joint velocities of the robotic system. In order to satisfy acceleration constraints of the robotic system, an inequality constraint of s,ṡ,s should hold as [45] :
wherein the scalars is path acceleration. The vectors B(s), C(s) are obtained by the mathematical expression of joint accelerations of the robotic system. With the aid of (2), the inequality ofs is obtained as
where minimum path acceleration α(s,ṡ) and maximum path acceleration β(s,ṡ) are computed as (3) can be found in [40] and [45] .
FIGURE 1.
Tree search: the parameters are set as δ = 2, ρ = s e /4, the circle points are tree nodes, and the solid curves are tree edges. Tree nodes: the gray points are in the admissible region and orange points are in the inadmissible region. The scalarsṡ 0 ,ṡ e are the starting and terminal velocities, respectively. Tree edges: the red curves are accelerating trajectories with β(s,ṡ) and green curves are decelerating trajectories with α(s,ṡ). The black ellipse is the inadmissible island decided by planning tasks. The purple dash-dot and cyan dash curves represent the velocity and acceleration constraints of the robotic system, respectively.
With the aid of (3), the maximum velocity curve (the cyan dash curve in Fig. 1 ), is obtained as (4) with the scalar s e being the total length of a specified path. When path velocities are higher than MVC A (s), α(s,ṡ) is greater than β(s,ṡ), and it indicates that the acceleration constraint (3) is violated.
With the aid of (1), the maximum velocity curve which guarantees velocity constraints (the purple dash-dot curve in Fig. 1 ), is obtained as
with the integer i ∈ [1, m], the scalar D i (s) being the element of the vector D(s).
The maximum velocity curve satifying velocity and acceleration constraints is computed as
The admissible region on the plane (s,ṡ) is enclosed by the curve MVC(s) and the linesṡ = 0, s = 0, s = s e . The work in [40] has reported that there exists the 'inadmissible island' in the admissible region, such as the black ellipse in Fig. 1 .
1) INADMISSIBLE ISLANDS
They are surrounded by admissible regions satisfying velocity and acceleration constraints of the robot system. In inadmissible islands, trajectories violate extra inequality constraints of path coordinate, path velocity and path acceleration, caused by friction and copper losses in joints of the robotic system or the requirement of planning tasks given by operating personnel. For example, a vehicle collision avoidance task at crossroad requires that a vehicle moving towards north drives with higher or lower speed than another vehicle moving towards west to pass through the crossroad safely, and the requirement is transformed into the plane (s,ṡ) as a rectangle inadmissible island. The more detailed description can be found in [40] .
In the admissible region, the continuous curve from (s = 0,ṡ =ṡ 0 ) to (s = s e ,ṡ =ṡ e ), which satisfies the constraints (3) and avoids inadmissible islands, is called the feasible trajectory
where the scalarsṡ 0 andṡ e represent starting and terminal path velocities, respectively. The traveling time of (7) is computed as
According to (7) and (8), the time-optimal path-constrained trajectory planning problem with inadmissible island constraints is defined as
where F is the set of feasible trajectories.
B. EXAMPLE ON OWMR
It is noted that the proposed approach could apply to full-actuated robots, overactuated robots, or nonholonomic robots. This subsection takes an active-casters-based OWMR vehicle as an example to show the detailed procedure of obtaining the problem (9) . As shown in Fig. 2 , the PC and DSP-FPGA board are used to compute the pose and trajectory, while the laser and encoders are responsible for the robot location and collecting motor speed. The geometric diagram of active-castersbased OWMR vehicle is shown in Fig. 3 . The dynamically extended model of the vehicle is described as
where ω ∈ R 4 represents the driving and steering velocity of active casters, and a ∈ R 4 represents the driving and steering acceleration of active casters. The matrix J ∈ R 4×3 is represented as
Note that the steering velocities in ω are described aṡ
Along specified paths by the first stage of the decoupled planning, the OWMR vehicle pose is represented as
The first and second time derivatives of q are described aṡ
where q s = ∂q/∂s, q ss = ∂q s /∂s. In addition, substituting (15) into (12) and (13) yields that
Then, along the specified path, the angles η 1 (s) and η 2 (s) are obtained by integrating numerically (17) and (18) from s = 0 to s = s e . Physical constraints on velocity and acceleration of active casters are given as
where ω max , a max ∈ R 4 are constant vectors. In order to guarantee velocity constraints (19) , substituting (10) and (15) into (19) yields the inequality (1), wherein the vectors A(s), D(s) are described as
In order to guarantee acceleration constraints (20) , substituting (11), (15) and (16) into (20) yields the inequality (2), wherein the vectors B(s), C(s) are given as
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III. SOLUTION
For this TOPCTP problem (9) , with the aid of heuristic tree search techniques, an any-time time-optimal trajectory planning algorithm is presented to achieve incremental optimization of feasible trajectories during one planning period. Trap regions considering inadmissible islands are detected to shorten the search time. The schematic diagram of the solution is shown in Fig. 4 . 
A. HEURISTIC TREE SEARCH
The core of the tree search is to build a tree from the starting point (s = 0,ṡ =ṡ 0 ) to the terminal point (s = s e ,ṡ =ṡ e ) on the plane (s,ṡ). The tree nodes are the points on the plane (s,ṡ) as shown in Fig. 1 . The tree edges are the curves which are obtained by doing forward direction integral with path acceleration (3) from the tree nodes. The feasible trajectory consists of tree edges which satisfy constraints (3) and avoid inadmissible islands. The node degree δ represents the number of subtrees of a tree node [48] . Thus, starting from one tree node, δ tree edges are integrated forward with the following acceleration
wherein δ is greater than or equal to 2. The integral length of tree edges is described as ρ ∈ (0, s e ). As shown in Fig. 1 , the tree search using δ = 2 and ρ = s e /4 generates one feasible trajectory consisting of decelerating trajectories (α 1 , α 2 ) and accelerating trajectories (β 3 , β 4 ).
In the iteration of the tree search, starting from the point (0,ṡ 0 ), the tree gradually extends to the point (s e ,ṡ e ) and one feasible trajectory is generated in the admissible region. In this subsection, the heuristic function is incorporated into the tree-search procedure to estimate each leaf node.
According to the problem (9), the heuristic function is defined as
wherein the parameter ε is the weight of the second term in (26) , and the range of ε is from zero to a user-specified positive real number. The tree search selects tree nodes in descending order of H (s,ṡ). The leaf node with the maximum heuristic value has the highest priority to extend forward the search tree. 
1) PHYSICAL INTERPRETATION OF ε
• ε > 0: The expansion prefers the tree node which is closer to the terminal point (s e ,ṡ e ). Therefore, the explored region area decreases as shown in Fig. 5 , and the computation time is reduced to guarantee that one feasible trajectory is obtained in real time.
• ε = 0: The expansion prefers the tree node with the maximum path velocity. Thus, the explored region area increases as shown in Fig. 6 , and the generated trajectory is time-optimal. From the above analysis, the parameter ε possesses an important property which affects the traveling time and computation time of the feasible trajectory. With the aid of this property, the optimal solution of (9) can be obtained before the end of one planning period. First, the search tree with an initial ε > 0 extends to generate a feasible trajectory rapidly. Accordingly, if the planning period ends, then this feasible trajectory is returned, otherwise the search tree continues the extension with a smaller ε to generate a feasible solution as optimal as possible. 
Remark 1:
When the parameter ε is set as a large positive value, the nearest tree node to the terminal point (s e ,ṡ e ) is chosen to extend the search tree along the given path, and it indicates that the expansion of the search tree always assigns appropriate path velocity to untraversed path coordinate of the given path. Thus, the proposed algorithm can cost very little computation time to obtain a feasible trajectory along the given path.
B. TRAP REGION CONSIDERING INADMISSIBLE ISLANDS
In this subsection, in order to increase efficiency of the tree search, trap regions considering inadmissible islands are defined and detected.
Definition 1: A trap region is contained in the admissible region. Starting from the points in the trap region, the trajectory cannot reach the terminal point (s e ,ṡ e ) while satisfying constraints (3) and avoiding inadmissible islands.
FIGURE 7.
The gray regions P 1 − P 8 are trap regions considering inadmissible islands. The black ellipses are inadmissible islands. The red curves are accelerating trajectories with β(s,ṡ) and green curves are decelerating trajectories with α(s,ṡ). Note that the accelerating β e and decelerating α e are not contained in P 3 , P 4 .
In Fig. 7 , the gray regions represent trap regions. According to Definition 1, the corresponding detecting method of trap regions is given as Algorithm 1. The input argument Q represents the set of inadmissible islands, such as four black ellipses in Fig. 7 . The output argument P represents the set of trap regions considering inadmissible islands, such as eight gray regions in Fig. 7 . The called subfunctions are described as follows:
• RightMostPoints(Q) : This subfunction returns the set of rightmost points of each inadmissible island boundary.
• DecTraj(g, Q, Dec) : Starting from the point g, one decelerating trajectory is computed by doing backward direction integral with α(s,ṡ) until the boundary of the admissible region or islands in Q is hit. This decelerating trajectory is added into Dec, and the hitting point is returned.
• AccTraj(g, Q, Acc) : Starting from the point g, one accelerating trajectory is computed by doing backward direction integral with β(s,ṡ) until the boundary of the admissible region or islands in Q is hit. This accelerating trajectory is added into Acc, and the hitting point is returned.
• SearchDecPoint(h) : If the point h is in MVC or the linė s = 0, then starting from h, this subfunction searches backward along MVC or the lineṡ = 0 the first point . If the point h is in the boundary of Q, then starting from h, this subfunction searches clockwise along the boundary the first point . At the point , the decelerating trajectory with α(s,ṡ) backward dives into the admissible region immediately. Finally, is returned.
• SearchAccPoint(h) : If the point h is in MVC or the linė s = 0, then starting from h, this subfunction searches backward along MVC or the lineṡ = 0 the first point . If h is the boundary of Q, then starting from h, this subfunction searches anticlockwise along the boundary the first point . At the point , the accelerating trajectory with β(s,ṡ) backward dives into the admissible region immediately. Finally, is returned.
• CombineCurves(Q, Dec, Acc) : This subfunction combines decelerating trajectories Dec, accelerating trajectories Acc, the boundaries of Q and the admissible region to enclose and return different trap regions. Remark 2: In order to understand the proposed TRDA more clearly, this remark offers an analogy as an explanation. The admissible region is likened to the ground, and the inadmissible islands are likened to high mountains, then the trap regions are likened to the shadows of these mountains. The proposed TRDA first searches the corners of the shadows along high mountains. Starting from these corners, TRDA computes the boundaries of the shadows with numerical integration. Finally, these boundaries are combined into the shadows, namely the trap regions.
With the aid of Algorithm 1, all trap regions considering inadmissible islands are detected, and the tree search in Section III-A avoids these trap regions to decrease computation time and memory of solving the problem (9).
C. TRAJECTORY PLANNING
In this subsection, an any-time time-optimal path-constrained trajectory planning algorithm is given in Algorithm 2. 6: h ← DecTraj(g, Q, Dec) 7: q ← SearchDecPoint(h) and Add q into G 8: end for 9: Acc ← NULL 10: for all g in G do 11: h ← AccTraj(g, Q, Acc) 12: q ← SearchAccPoint(h) and Add q into G 13: end for 14 
UpdateTree(ϒ, L, V , E, P) 12: until IsSameNode(V , G) or CrossLastSolution(E, f ) 13: f ← ObtainTrajectory (ϒ, S, G)
14:
ReduceEpsilon( ) 15: end while 16: return f
The input arguments and Q are a planning period and inadmissible islands, respectively. First, the 1st and 2nd lines achieve the initialization of the tree search in Section III-A and computation of trap regions in Section III-B, respectively. Then, toward the target (s e ,ṡ e ), the 3rd to 12th lines extend the search tree using (0,ṡ 0 ) as a root node until the end of . In this extension, feasible trajectories are obtained and optimized by reducing the parameter in (26) . The corresponding subfunctions are described as follows:
• IsObstructed(ṡ 0 ,ṡ e , P, Q): If trap regions P and inadmissible islands Q connect to form a barrier betweenṡ 0 anḋ s e , then TRUE is returned, or FALSE.
• GetRunTime(): This subfunction returns the elapsed time of Algorithm 2. The while-loop structure terminates when the returned value is greater than or equal to a planning period .
• InitTreeSearch(s e ,ṡ 0 ,ṡ e ): This subfunction initializes one tree search from the starting node S = (0,ṡ 0 ) to the terminal node G = (s e ,ṡ e ). Except for S, G, it also initializes and returns the parameters δ, ρ in (25), in (26) , and one new search tree ϒ with S as the root node, and its leaf node set L = {S}.
• HeuristicFun(L): With the aid of (26), this subfunction computes and returns the heuristic value of each leaf node in the set L.
• OutMaxLeaf (L, H ): The leaf node with the maximum heuristic value is returned and removed from the leaf nodes L.
• ComputeEdgeNode(L * , δ, ρ): Starting from the leaf node L * , new tree edges are computed by doing forward direction integral withs i , i ∈ [1, δ] in (25), respectively. The integral length equals to ρ. These new generated tree edges and nodes are returned.
• UpdateTree(ϒ, L, V , E, P): Tree edges E and nodes V which are in the admissible region but not in trap regions P, are added into the search tree ϒ and leaf nodes L.
• IsSameNode(V , G): This subfunction decides whether one leaf node in V is same with the terminal node G = (s e ,ṡ e ). If the Euclidean distance between two nodes is close on the plane (s,ṡ), then TRUE is returned, or FALSE.
• CrossLastSolution(E, f ): This subfunction decides whether one tree edge in E intersects the last solution f . If they intersect, then TRUE is returned, or FALSE.
• ObtainTrajectory (ϒ, S, G): This subfunction traverses tree edges in ϒ from the terminal node G to the starting node S. Those traversed edges constitute one optimal trajectory in ϒ, and it is returned.
• ReduceEpsilon( ): This subfunction reduces the parameter in (26) until zero. With the aid of the heuristic tree search and trap regions, this algorithm iteratively generates feasible trajectories as optimal as possible during one planning period . When the heuristic parameter is reduced to zero before the end of the planning period, a time-optimal trajectory is obtained for (9) .
Remark 3: Note that the proposed algorithm constructs tree edges and tree nodes to explore the admissible region under the maximum velocity curve in (6) . When the tree connects the starting and terminal velocities, one feasible trajectory is obtained. If the parameter ε in (26) is set as a large value, the generation of the feasible trajectory costs very little computation time as described in Remark 1. Then, the proposed algorithm reduces ε and constructs more tree edges and tree nodes to explore the admissible region near the maximum velocity curve. It indicates that the proposed algorithm needs more computation time. When new tree edges intersect the previously generated trajectory, the proposed algorithm generates another faster trajectory. If the parameter ε is reduced to zero, the proposed algorithm explores the highest path velocity in the admissible region to output time-optimal trajectories. As the parameter ε gradually decreases to zero, the number of nodes and edges will increase larger and larger, and thus the proposed algorithm needs a relatively longer planning period to obtain timeoptimal trajectories by incremental tree searching.
IV. EXPERIMENTAL RESULTS
In order to verify the proposed algorithm, this section provides two experimental cases on OWMRs. The first case is used to show the any-time time-optimal planning performance, that is, along a specified path, the proposed algorithm iteratively generates feasible trajectories as optimal as possible during one planning period, even a time-optimal solution. The second case is used to show that the proposed algorithm may be applied in transportation systems [50] , [51] or warehouse logistics for collision avoidance at crossroad.
A. FIRST CASE
In this subsection, the any-time performance and time optimality of the proposed algorithm are demonstrated on an OWMR as shown in Fig. 2 . Along the given cubic Bézier path in Fig. 8 , the position of the OWMR is described as:
wherein the scalar λ ∈ In this case, a planning period is set as 0.050 [s] , which indicates that the proposed algorithm must terminate at the end of the planning period. In addition, there exist three rectangle inadmissible islands on the plane (s,ṡ), which are specified by operating personnel as shown in Fig. 9 . These inadmissible islands require that the OWMR moves with high/low speed along the corresponding parts of the given path. Starting from the begin of the planning period, the proposed Algorithm 2 first calls Algorithm 1 to detect trap regions considering inadmissible islands in 0.001 [s] . Then, the proposed Algorithm 2 iteratively generates four feasible trajectories in (7) . These trajectories tend to be timeoptimal with the parameter reducing to zero. The first feasible trajectory (the blue solid curve) with = 1 is found out in 0.011 [s] . Then, the proposed algorithm reduces the parameter to 0.1, and it costs 0.009 [s] to obtain the second feasible trajectory by updating the first feasible trajectory with the blue dash curve. Sequentially, the parameter is reduced into 0.01, and the third feasible trajectory is obtained by updating the second feasible trajectory with the blue dashdot curve in 0.013 [s] . Finally, the parameter is reduced into zero, and a time-optimal (the fourth) trajectory is obtained by updating the third feasible trajectory with the blue solid curve with the star marker in 0.012 [s]. In the above iteration, the proposed algorithm totally costs 0.046 [s] to generate a time-optimal trajectory for the problem (9), therefore the anytime performance of the proposed algorithm is demonstrated.
With the aid of a tracking trajectory controller with velocity saturation constraints [49] , the OWMR vehicle tracks this time-optimal trajectory. The tracking errors for x, y, θ go to zero as shown in Fig. 10 . The velocity and acceleration of active casters are shown in Fig. 11 and Fig. 12 . It indicates that both velocity and acceleration constraints are satisfied. Moreover, there always exists one of active casters whose velocity touches the velocity boundary or acceleration boundary. Thus, Fig. 11 and Fig. 12 demonstrate the time optimality of the obtained trajectory with = 0 from the proposed algorithm.
B. SECOND CASE
This subsection aims to verify that the proposed algorithm is capable of handling inadmissible islands, which should be VOLUME 7, 2019 FIGURE 10. The tracking errors for x, y , θ. In order to avoid collision with the unicycle at the crossroad, one inadmissible island (the black rectangle in Fig. 14) is set at the road of OWMR. This inadmissible island is similar to the deceleration area before the crossroad, which requires that the OWMR vehicle decelerates to make the unicycle vehicle preferentially pass through the crossroad. First, Algorithm 1 costs 0.001 [s] to detect trap regions considering this inadmissible island as shown in Fig. 14 . Then, the proposed Algorithm 2 computes iteratively four feasible trajectories in (7) . Moreover, those trajectories tend to be time-optimal with the smaller ε in (26) . With = 1, the first feasible trajectory (blue solid curve) is obtained in 0.009 [s] . The parameter is reduced into 0.1, and then the second feasible trajectory is obtained by updating the first trajectory with the blue dash curve in 0.012 [s] . Then, the third feasible trajectory with = 0.01 is obtained by Fig. 15 shows that the OWMR vehicle successfully avoids collision at the crossroad with the unicycle vehicle by following the time-optimal trajectory.
V. DISCUSSION
The main contributions and advantages of the proposed algorithm are discussed as follows:
• The introduction of heuristic tree search techniques first achieves the online processing of inadmissible island constraints. The heuristic technique constructs the search tree between starting and terminal velocities to explore the admissible region and avoid inadmissible islands. As described in Remark 1, when the parameter ε in (26) is set as a large positive number, the proposed algorithm generates the first feasible trajectory quickly.
The experimental results also show that the proposed algorithm only costs about 0.01s to generate the first feasible trajectory.
• The detection of trap regions greatly reduces the tree search time. The definition indicates that the trajectories falling into trap regions cannot reach the terminal velocity. Thus, it is unavailing for the tree search to explore trap regions. With searching these trap regions, the computation efficiency of tree search is largely increased.
• The incremental computation of feasible trajectories brings any-time performance which indicates that those iteratively generated trajectories tend to be closer and closer to the time-optimal one before the end of a planning period. The experimental results verify the any-time performance of the proposed algorithm.
In a planning period of 0.05s, the proposed algorithm iteratively generates four feasible trajectories. In the iteration, the tree search continually explores the admissible region near the maximum velocity curve. When new tree edges intersect previously generated feasible trajectories, one faster feasible trajectory is obtained as an output candidate. If the planning task is badly need of one solution, the proposed algorithm returns the output candidate immediately to ensure that robotic systems work reliably.
VI. CONCLUSIONS
In this paper, a novel tree-search-based any-time timeoptimal path-constrained trajectory planning algorithm has been proposed in the presence of inadmissible island constraints. The online construction of heuristic search trees brings feasible trajectories satisfying inadmissible island constraints. Moreover, the detection of trap regions greatly reduces the size of the search tree. With the aid of these two techniques, the proposed algorithm costs very little computation time to return one initial feasible trajectory along the given path. Then, the proposed algorithm continues doing tree search to achieve incremental optimization of traveling time of feasible trajectories before the end of a planning period. The incremental optimization brings any-time performance which indicates that those iteratively generated trajectories tend to be time-optimal during one planning period. Experimental results on OWMRs have demonstrated that under inadmissible island constraints, the proposed algorithm could generate an initial feasible trajectory for about 0.01s, and it could even generate the time-optimal trajectories in one planning period of 0.05s. In the future, we will analyze and prove the completeness property of the proposed algorithm. For complete planning algorithms, feasible trajectories are returned if a planning problem is solvable, otherwise a failure is returned in finite time. In addition, the proposed algorithm may be applied to multiple robot systems to avoid collision as shown in Section IV-B.
