Abstract. We develop some aspects of the homological algebra of persistence modules, in both the one-parameter and multi-parameter settings, considered as either sheaves or graded modules. The two theories are different. We consider the graded module and sheaf tensor product and Hom bifunctors as well as their derived functors, Tor and Ext, and give explicit computations for interval modules. We give a classification of injective, projective, and flat interval modules. We state Kunneth theorems and universal coefficient theorems for homology and cohomology of chain complexes of persistence modules in both the sheaf and graded modules settings. We give a Gabriel-Popescu theorem for persistence modules.
Introduction
Persistence modules are the central mathematical object obtained by persistent homology. They have a rich algebraic structure which has be studied from a number of points of view, for example, as graded modules [27, 6, 18] , as functors [4, 2] , and as sheaves [7] . Here we develop some aspects of the homological algebra of persistence modules, with an emphasis on the graded module and sheaf-theoretic points of view. In addition, we also consider persistence modules using Grothendieck categories.
From both sheaf theory and graded module theory, we define the tensor product and Hom bifunctors for persistence modules as well as their derived functors Tor and Ext (Sections 3, 4 and 7). We provide explicit formulas for the interval modules arising from the persistent homology of sublevel sets of functions. For example, we have the following. •
The sheaf theoretic Tor bifunctor is trivial (Theorem 7.5), but the Ext bifunctor is not (Example 7.6).
A necessary step for computations in homological algebra is understanding projective, injective, and flat modules. We give a classification of these for interval modules. In both the graded module and sheaf settings, we have Künneth Theorems and Universal Coefficient Theorems for homology and cohomology (Sections 10 and 11). For example, have the following. 
) Assuming the ring in question is right-hereditary (right submodules of right projective modules are projective) and (K, d) has all terms projective (no assumptions on B this time), the above sequence splits (need not be a natural splitting).
We compute a number of examples for these theorems in Sections 10 and 11. In addition to our main results, we discuss (Matlis) duality (Section 5), the derived category of persistence modules (Section 9), persistence modules indexed by finite posets (Section 12), persistence modules and γ-poset topology (Section 13), and we state GabrielPopescu theorems for persistence modules (Corollary 2.18).
Related work. Some of the versions of the Künneth theorems that appear here were independently discovered by Polterovich, Shelukhin, and Stojisavljevic [22] , and Gakhar and Perea [11] . Recent papers on persistence modules as graded module include [21, 21] where they use commutative algebra. Recent papers from the sheaf theory point of view include [17, 1] . In the final stages of preparing this paper the following preprint of Carlsson and Fillipenko appeared [13, ?] , which covers some of the same material considered here, in particular graded module Künneth theorems, but from a complementary point of view.
Persistence modules
In this section we consider persistence modules from several points of view. For any poset (P, ≤) there is a corresponding category whose objects are the elements of P and who morphisms consists of the inequalities x ≤ y, where x, y ∈ P . An up-set in a poset (P, ≤) is a subset U ⊂ P such that if x ∈ U and x ≤ y then y ∈ U. For a ∈ P denote by U a ⊆ P the principal up-set at a, i.e., U a := {x ∈ P | a ≤ x}. Let R n denote the category corresponding to the poset (R n , ≤).
Persistence modules as functors.
Definition 2.1. A persistence module is a functor M : R n → Vect k , where Vect k denotes the category of vector spaces over the field k and k-linear maps. We will write M a instead of M(a) and M a≤b instead of M(a ≤ b). The category of persistence modules is the category Vect R n k , where the objects are persistence modules and morphisms are natural transformations.
Definition 2.2. Let (P, ≤) be a poset. Say U ⊆ P is convex with respect to ≤ if whenever a ≤ c ≤ b with a, b ∈ U implies c ∈ U. We say U is connected if for any two a, b ∈ U there exists a sequence a = p 0 ≤ q 1 ≥ p 1 ≤ q 2 ≥ . . . p n ≤ q n = b for some n ∈ N such that all p i , q i ∈ U for 0 ≤ i ≤ n.
Let A ⊆ R n be convex and connected with respect to the product partial order on R n . We will denote by k 
Persistence modules as graded modules.
We begin with an example of an R ngraded ring. Note that U 0 ⊆ R n is the first orthant of R n .
Example 2.3. Consider the monoid with addition, (U 0 , +, 0), which we will denote by U 0 . Let k be a field. Let k[S] be the monoid ring, analogous to how one defines a group ring R[G] for a ring R and a group G. 
. . . , s n ) ∈ U 0 and c ∈ k. Going in reverse, given the action of k[S] we can construct linear maps M a → M a+s by extending the action of (x s 1 1 . . . x sn n ) linearly. Furthermore, every natural transformation corresponds to a graded module homomorphism, see Figure 1 . This is an isomorphism of categories. This has been observed by different authors, for example in [19, 21] in the R n -graded case and [27] in the Z n -graded case.
Remark 2.5. We make the following observations about the ring k[U 0 ] and its ideals. i) k[U 0 ] is not a principal ideal domain. In particular, the ideal k[U 0 \ {0}] is not generated by a single element. ii) k[U 0 ] is not a unique factorization domain either. Otherwise, it would satisfy the ascending chain condition for principal ideals (see [9, ring. Note that k[U 0 ] is not a local ring. Indeed, if k[U 0 ] were local then x 1 or 1 − x 1 would be a unit. This is not the case, as these elements are not invertible. Definition 2.6. A graded module M is finitely generated if it is finitely generated as a module. Hence sets of (ungraded) module homomorphisms of persistence modules have the structure of a graded module when the domain is a finitely generated module.
The following is a graded version of Nakayama's lemma in homological algebra. dasd Proposition 2.9. [20, Theorem 4.6] Let Γ be a monoid. Let S be a Γ-graded ring. Suppose S is a graded-local ring. Then if P is a finitely generated graded projective S-module, P is a graded free S-module.
Since every group is a monoid, we can apply Proposition 2.9 to rings and modules graded over a group. Thus, we have the following corollary. 
2.3.
Persistence modules as sheaves. The following is well described in [7] . Definition 2.11. Let (P, ≤) be a pre-order. Define the Alexandrov topology on P to be the topology whose open sets are the up-sets in P. 
Proof. (Sketch) We highlight the key ideas given in Justin Curry's thesis. To get a sheaf from a functor F on P , define F (U) := lim ← −p∈U F (p) for U open in the Alexandrov topology on P . To go the other way, starting with a sheaf F , to get a functor define F (p) := F (U p ) = F p (the stalk of F at p). For cosheaves, dualize these ideas.
An immediate consequence is that we can view persistence modules as sheaves on R n valued in Vect k , where R n is given the Alexandrov topology obtained from (R n , ≤). Then by Theorem 2.13, we have an isomorphism of categories :
Furthermore, we have at our disposal the six Grothendieck operations which we can apply to persistence modules, see [16, Chapters 2. and 3.] . In particular we have a tensor product of sheaves and an internal hom of sheaves, i.e., the adjoint bifunctors M ⊗ k R n N and Hom (M, N). 
is surjective. 2) Let k be a field. Then any ideal of k X is isomorphic to a sheaf k U , where U is open in X. 3) From 1) and 2) it follows that a k X -module M is injective if and only if the sheaf M is flabby.
Part 1) of Proposition 2.14 is analogous to Theorem B.8, the Baer criterion for graded modules. It can be used to identify injective persistence modules by looking at a smaller class of diagrams. Part 3) tells us that a persistence module is injective if and only if it is flabby as a sheaf. In other words, we only need to check if the restriction morphism
Example 2.15. We thank Ezra Miller for helping us with this example. In R 2 , let U be the up-set in R 2 and D be the down-set (an up-set with the opposite partial order) in Figure 2 . Consider the indicator persistence module on D, k [D] .
Hence the restriction morphism induced by the inclusion U ⊆ R 2 cannot be
is not flabby as a sheaf, hence it is not injective, by Proposition 2.14. n such that f a = g a . In particular, there exists an m ∈ M a such that f a (m) = g a (m). Define h : k[U a ] → M by setting h a (1) = m and extending linearly and define h b for a ≤ b in the obvious way, i.e., h b = M a≤b h a (since all the maps in k[U a ] are identity or 0 it is easy to satisfy the commutative requirements). Then, by construction it is clear that f h = gh, hence {k[U a ]} a∈R n is a family of generators. Dually, the collection {k[−U a ]} a∈R n is a family of cogenerators, where −U a := {b ∈ R n | b ≤ a}. By Proposition A.14 we have that U := a∈R n k[U a ] is a generator (which is also free and hence projective).
Dually the object E := a∈R n k[−U a ] is a cogenerator (which is injective). By Theorem A. 16 and Proposition A.14, the category has enough injectives and projectives.
It turns out that indicator modules of the type k[−U a ] are injective and indicator modules of the type k[U a ] are projective; we show this later in Section 6. In conclusion with Proposition 2.16 , mapping out of indicator modules of principal up-sets and mapping into indicator modules of principal down-sets is "nice". Furthermore, since we are working in the setting of a Grothendieck category we have the famous Gabriel-Popescu theorem: 1) U is a generator.
2) The functor Hom(U, ·) : C → Mod R is full and faithful and its left adjoint · ⊗ R U : Mod R → C is exact.
Hence we have the Gabriel-Popescu theorem for persistence modules:
k → Mod R is full and faithful; and its left adjoint
We will use this result in Section 12 when we consider persistence modules over finite posets.
Tensor products of persistence modules
In this section we consider two functors of persistence modules. They are both monoidal products on the category of persistence modules. These are ⊗ gr and ⊗ sh , the standard tensor products coming from graded module theory and sheaf theory respectively.
3.1.
Tensor product of sheaves. Let M and N be two persistence modules. View them as sheaves and consider their sheaf tensor product. Recall that the sheaf ring we put over R n with the Alexandrov topology is the constant sheaf k R n . Then the sheaf tensor product of M and N is denoted by M ⊗ k R n N and is the sheafification of the presheaf
Recall that in the Alexandrov topology, for a persistence module M, its stalk over a is equal to the vector space M a when M is thought of as a functor from the poset R n . Hence M ⊗ sh N corresponds to a persistence module that assigns to each a ∈ R n the vector space tensor product M a ⊗ k N a .
Example 3.1. Let U, V ⊆ R n be convex and connected with respect to (R n , ≤) and let k[U] and k[V ] be the corresponding indicator persistence modules. Then, since ⊗ sh is performed pointwise, we have that
otherwise. Note that U ∩ V might not be connected, thus we might have zero maps between non-zero vector spaces. In particular, it does not make sense to write 
Recall that the sheaf tensor product has a right adjoint, the sheaf Hom (M, N)(U) = Hom k| U (M| U , N| U ) where U is an up-set. We will work out an example (Example 4.4) after we have developed some more theory.
3.2.
Tensor product of graded modules. There exists a tensor product operation on Gr Γ -S, the category of Γ-graded modules over a Γ-graded ring S; for example see [15] . Hence we have a tensor product of persistence modules, M ⊗ k[U 0 ] N. For simplicity of notation we will write M ⊗ gr N throughout, to differentiate from the sheaf tensor product. For a gentle introduction, let us consider one-parameter persistence modules at first. In this case, the same construction appears in [22, Section 2.2] . See Figure 3 .
Consider one-parameter persistence modules M and N lying on the x and y axes respectively. For each point (x, y) ∈ R 2 consider the vector space Figure 3 . The tensor product of one-parameter persistence modules M and N. Each vector space (M ⊗ gr N) r is assigned to be the colimit, of the diagram of vector spaces (M s ⊗ k N t ) s+t≤r .
The vector space (M ⊗ gr N) r is a quotient of X r , in particular it is the colimit of the diagram of vector spaces (M s ⊗ k N t ) s+t≤r . The ⊗ gr tensor product of multiparameter persistence modules generalizes in the expected way. 
Observe that as a consequence of the definition of ⊗ gr , for any two persistence modules M and N the following holds: 
Let r ∈ R and let X r := 
Therefore, for the general case we have the formula
Alternatively, note that k 
. To see this, observe that M and N are graded modules with a single generator each, in degrees (a 1 , . . . , a n ) and (c 1 , . . . , c n ) respectively. Hence M⊗ gr will be a persistence module with a single generator in degree (a 1 + c 1 , . . . , a n + c n ), say y a+c , and all that is left is to determine for which t ∈ R n is x t · y a+c = 0. We examine this coordinatewise and just like in Example 3.3 we obtain the answer above.
It is important to note that the tensor product, ⊗ gr is different from ⊗ sh . Indeed, the tensor unit of ⊗ gr is k[U 0 ] while the tensor unit of ⊗ sh is k[R n ]. We will slightly favor ⊗ gr over ⊗ sh in this paper. However, as we will see in the next two propositions, unlike ⊗ sh , ⊗ gr does not interact nicely with the other Grothendieck operations obtained from sheaf theory. 
continuous surjection (with respect to the up-set topologies on both domain and codomain). It is not true that
Proof. Let f : R → R be given by f (x) = x + 5. Observe that f is a continuous surjection and that for an interval module k[a, b) we have:
On the other hand:
Homomorphisms of persistence modules
In this section we concern ourselves with two functors of persistence modules, two internal homs, Hom and Hom coming from graded module theory and sheaf theory, respectively. The definitions of both of these involve the sets of natural transformations of persistence modules, Hom(M, N). Remark 4.1 will allow us to compute these functors. Given two persistence modules M and N, Hom (M, N) is a persistence module. For x ∈ R n , we have that as we are working with the poset topology on R n , the k-vector space Hom (M, N) x = Hom (M, N)(U x ). Having this in mind we compute the following example:
Example 4.4. Let U, V ⊆ R n be convex and connected with respect to (R n , ≤) and let k[U] and k[V ] be the corresponding indicator persistence modules. Then we have that
In particular, for n = 1 and interval modules k[a, b) and k[c, d) we have:
Thus, we need to compute the set of natural transformations between the functors
is given the total linear order induced from R. Now, using ideas from Example 4.2, we see that
and 0 otherwise. Other cases are similar.
Graded module internal hom.
Here we consider the graded module internal hom, the right adjoint to ⊗ gr . Proof. Define X r = s+t=r Hom k (M −s , N t ). We claim that Hom(M, N) r is the vector subspace of X r that is the limit of the diagram of vector spaces given by Hom k (M −s , N t ) with s + t ≥ r and maps as in Figure 5 . Note that the figure visualizes the one-parameter case, Figure 5 . Limit characterization of Hom.
but the algebra holds for the general multiparameter case. To see this observe the following: Figure 6 commutes. Equivalently, f and g are mapped to the same function under the above mentioned maps (see Figure 6 ). Figure 6 . Commutativity of natural transformations is equivalent to a limit characterization of the appropriate hom sets 
, Alternatively, using Proposition 4.8 and reasoning similar to that used in Example 3.3 we can do the same calculation in terms of limits of diagrams of vector spaces, see Figure 7 . Other formulas such as
be computed using the same arguments as above.
This formula generalizes in the expected way to higher dimensions, similarly as in Example 3.4.
Duality
For a persistence module there are two types of duality one can consider. One is the sheaf dual. In particular we have the right adjoint to ⊗ sh , Hom . Let M and N be persistence modules. Then consider the persistence module Hom (M, N)(U) := Hom(M| U , N| U ) where U is an up-set of R n . In particular, if we have a principal up-set U a for a ∈ R n we have
The functor Hom allows us to define duals of persistence modules. In particular define the sheaf dual of a module M to be M *
. The other dual comes from graded module theory, and is called the Matlis dual, see [21] .
The first idea one might have of how to define the graded module dual of a persistence module M is to dualize every vector space in the module and call the resulting object M * . However, since dualization is a contravariant functor, the arrows would go the opposite way and the object would no longer be a persistence module, it would be a functor M * : (R n ) op → Vect k . To fix this we can precompose M * with the negation functor -:
The following definitions have this idea in mind and they appear in [21] and [19] .
Definition 5.2. The Matlis dual of a persistence module M is the persistence module, M * gr defined by:
It is easy to check by going through the definitions that the following definition is equivalent:
The map f →f is a canonical isomorphism as it is clearly injective and surjective as the choice of a map α −a :
completely in the sense that all the components α x are either α −a M x≤−a if x ≤ −a and 0 otherwise. One can check that the maps Hom(M, k[−U 0 ]) a≤b for a ≤ b are the restriction maps, namely given a natural transformation α ∈ Hom(M, k[−U −a ]) restrict it to the natural transformation whose x component is α x where x ≤ −b and 0 otherwise. Now observe that through the canonical isomorphism described above, in particular the definition off , the maps Hom(M, k[−U 0 ]) a≤b are canonically isomorphic to those described in Definition 5.2. Both the sheaf and graded module duals obey similar formulas, with respect to the appropriate tensor products, as the regular dual and tensor product in the category of vector spaces.
Example 5.4. Using the ⊗ gr − Hom adjunction, see for example [3] , we have the following canonical isomorphism:
Similarly, using the ⊗ sh − Hom adjunction, [16, Proposition 2.2.9], we have the following canonical isomorphism:
If a persistence module M is pointwise finite dimensional we have (M * gr ) * gr ∼ = M. This is true since for finite dimensional vector spaces the same formula holds with the regular vector space duals. In particular for a pointwise finite dimensional persistence module M, the module M * gr is the reflection of M about 0. This just follows from the definition, as we are precomposing the dualization of every vector space with the negation functor as discussed above. 
Classification of projective, injective and flat interval modules
In this section we classify interval modules (one-parameter case) into injectives and projectives and extend the results somewhat to the multiparameter setting.
Proof. For simplicity we will prove the claim for k(0, ∞). Consider the following diagram:
The morphism p is the natural transformation whose x-component, p x : (
i c i where i is such that c i = 0. Assume there exists a natural transformation β such that pβ = Id. For simplicity denote
Let y ∈ (0, ∞) and consider β y : k(0, ∞) y → M y . Let 1 y ∈ k(0, ∞) y be the unit of the field k. As M y by construction is a direct sum of copies of k indexed by a ≤ y, we have
. . , a n } and let x ∈ (0, a 0 ). If 1 x is the unit of the field k(0, ∞) x , then as above we have
Hence β is not a natural transformation, and thus k(0, ∞) is not projective.
In particular, submodules of free modules are not necessarily free (in the setting of the graded ring we are working with).
The following is an observation due to Parker Edwards: Lemma 6.2. Let b ∈ R. Consider the directed system {k[a, ∞)} a>b with pairwise inclusion maps (we can also take a ∈ Q with a > b). Then the colimit of this directed system of interval modules is the interval module k(a, ∞). Note that we can replace ∞ with c ∈ R and the statement still holds. The dual statement is also true, with {k(−∞, a]} a<b and projections instead of inclusions. Proof. Suppose we have a diagram graded projective modules, say {M i , ϕ i } i∈I . Consider − ⊗ gr lim − → i∈I M i . As ⊗ gr has a right adjoint by Theorem ?? it commutes with colimits by Proof. Note that for the interval module k(−∞, a) the morphisms k(−∞, a) x≤y for all x, y ∈ R are surjective. Thus for any x ∈ R, the morphism
surjective. Thus the sheaf k(−∞, a) is flabby and by Proposition 2.14 it is also injective. The same argument shows that the interval module k(−∞, a] is injective. To see that k[a, ∞) are projective, note that they are graded free modules, thus graded projective (thus ⊗ gr -flat). The statement that k(a, ∞) is ⊗ gr -flat and not projective is Proposition 6.1. Note that not all morphism k[a, ∞) x≤y for x, y ∈ R are surjective. In particular, the morphism k[a, ∞) b<a for any b < a is 0 : 0 → k. Thus the sheaf k[a, ∞) is not flabby and thus by Proposition 2.14 not injective. For the multiparameter case not that for a ∈ R n , the persistence module k[U a ] is graded free, thus graded projective thus ⊗ gr -flat. By Matlis duality, the persistence module k[−U a ] is injective.
Definition 6.7. Let (P, ≤) be a poset. Let p, q ∈ P. The join of p and q denoted p ∨ q is the smallest r ∈ P such that p ≤ r and q ≤ r. The meet of p and q denoted p ∧ q is the largest t ∈ P such that t ≤ p and t ≤ q. 
Of course the map between these two colimits is the identity map, hence surjective, as all the maps in the module k[D] are identities, they induce identities in the limits. Hence k[D] is a flabby sheaf, hence an injective persistence module by Proposition 2.14.
Derived functors for persistence modules
In this section we look at the derived functors of functors of persistence modules previously discussed in this paper, in particular ⊗ gr , Hom, ⊗ sh and Hom . By their definitions, in order to compute them one needs an understanding of projective/flat/injective resolutions of persistence modules. For interval decomposable persistence modules the previous section makes this possible. 7.1. Graded module Tor and Ext. Here we concern ourselves with the derived functors Tor gr and Ext gr of the graded module tensor product ⊗ gr and its adjoint, Hom, respectively. We compute some examples. 
, where all the maps are the obvious ones. Apply the functor − ⊗ gr k[c, d) to the deleted projective resolution to get the (no longer exact) sequence:
Calculating homology of the deleted projective resolution we get:
Example 7.1 was taken from [22] . 
where all the maps are the obvious ones. Apply the Hom(k[a, b), −) functor to the deleted injective resolution. We get:
After calculating homology of the deleted injective resolution we get :
As there is no reason why every projective and injective dimension should be 2, the Hilbert syzygy theorem is not expected to hold for modules over the ring k[U 0 ].
We give the following summary of formulas, for interval modules.
2. Sheaf Tor and Ext. Here we concern ourselves with the derived functors Tor sh and Ext sh of the sheaf tensor product ⊗ sh and its adjoint Hom , respectively. Proof. We only show that − ⊗ sh M is exact. The other case is symmetric.
Suppose 0 → A → B → C → 0 is a short exact sequence of persistence modules. By Proposition D.11 for all x ∈ R n , 0 → A x → B x → C x → 0 is a short exact sequence of vector spaces. Now observe that applying the functor − ⊗ sh M we get a sequence
Since every k-vector space is a flat k-module, and the sequence A x → B x → C x is short exact, the sequence 
Using reasoning as in Example 4.4 this sequence falls in one of the following cases:
is the cokernel of the middle morphisms in the cases above. Thus
Equip G with the product partial order, ≤, and let U 0 be the principal up-set at 0 in G. Abelian groups like G which have a partial order compatible with the group operation (a ≤ b implies ac ≤ ac). Note that if G is a finite abelian group there cannot be a poetical order compatible with the group operation, as G would be cyclic. In [21, Chapter 3] this is discussed in more detail in terms of polyhedral partially ordered groups. This fact makes the following possible.
Let R be a unital ring and let Mod(R) be the category of left R-modules. Consider the category of functors M : (G, ≤) → Mod(R) (Mod(R) (G,≤) ), the category of G-graded left
) and the category of sheaves over G with the poset topology valued in Mod(R) (Mod(R G )). These are all isomorphic categories (the same arguments as in section 3 when G = R n and R = k, a field, apply). We define a left (n-parameter) persistence module to be any one such object. A right (n-parameter) persistence module is defined in the obvious way. When R is commutative these are the same. We still have two notions of tensor products, a graded module tensor product and a sheaf tensor product, and these in turn have their respective right adjoint functors. We will keep denoting them as before, namely as ⊗ gr , ⊗ sh , Hom and Hom . However note that for example M ⊗ gr N is now only defined for right persistence modules M and left persistence modules N. In all our examples we will be working with the R-graded ring k[U 0 ] so this will not be an issue. However we will keep a distinction between left and right persistence modules in the statements of the theorems for the sake of generality. Since we choose R to be a unital ring, the above isomorphic categories are all Grothendieck categories (see Section A.2), hence they have enough projectives and injectives and hence all the derived functors that will appear in the theorems do exist in the broader setting.
These general theorems imply the existence of a natural short exact sequence, however additional assumptions are needed for these sequences to split. One of those is the assumption that the ring R[U 0 ] is hereditary (submodules of projective modules are projective). For example, the G = R n graded ring k[U 0 ] is not hereditary (submodules of projective modules are not necessarily projective). However, if we replace it with the Z graded ring k[U 0 ] where now U 0 is the principal up-set at 0 of the poset Z with the standard partial order, this ring is hereditary, as it is a principal ideal domain. And we can consider left Kan extensions of modules over this graded ring (discrete parameter persistence modules) to go back to the real parameter setting, and have the above theorem apply to those modules. In particular if M : Z → Vect k is a discrete parameter persistence module and i : Z → R n is the poset inclusion, then the left Kan extension of M is the real parameter persistence module M defined by M a = lim ← − n≤a M a . In applications, when n = 1 and M is a real parameter persistence module isomorphic to a direct sum of interval modules,
by such a Kan extension, thus there will be a splitting.
The derived category of persistence modules
In this section we describe how to obtain a chain complex of persistence modules from a filtered simplicial complex. The functors considered in previous sections, ⊗ gr , ⊗ sh , Hom and Hom will induce derived functors on the derived category of persistence modules. These derived functors will allow us to compute homology of chain complexes of persistence modules with coefficients in other persistence modules or even other chain complexes of persistence modules in the coming sections. 
2) The hom chain complex of chain complexes A and B, Hom(A, B) n = p+q=n Hom * (A −p , B q ).
Define the differential maps D n : Hom(A, B) n → Hom(A, B) n−1 as follows. Consider a map f : A → B of degree n as a sequence of maps f −p : A −p → B q , and define
For application purposes, we now discuss how to obtain a chain complex of persistence modules from a simplicial complex. Definition 9.2. A simplicial complex K is a set of simplices that satisfies the following:
• Every face of a simplex in K is in K.
• The intersection of any two simplices σ 1 and σ 2 in K is a face of both σ 1 and σ 2 .
Example 9.3. To every simplicial complex K we can associate a chain complex of free abelian groups C n (K). C n (K) is the free abelian group on the n-simplices of K. We have boundary group homomorphisms ∂ n :
and extending linearly. The resulting homology of this chain complex is the simplicial homology of K, H n (K). For more details on this see for example [14, Chapter 2] Let f : K → R be a real-valued function on a simplicial complex K with f (σ) ≤ f (τ ) whenever σ is a face of τ . For a ∈ R, let K a be the subcomplex of K defined by K a := f −1 (−∞, a]. The collection {K a } R is an example of a filtered simplicial complex. We have inclusion maps K a ֒→ K b whenever a ≤ b and these induce group homomorphisms on homology,
. This is one example of how in practice a persistence module can be obtained from a filtered simplicial complex. Let H n (K) denote the resulting persistence module, where H n (K) x = H n (K x ) and H n (K) x≤y = H n (K x ) → H n (K y ) are the maps on simplicial homology induced by inclusions. Now for each m-simplex σ i ∈ K let a i be the least in R such that σ i ∈ K a , for i ∈ I. Define the following chain complex of persistence modules. Let
for all x ≥ a i and 0 otherwise and extend it linearly. Let H n (C(K)) be the homology of the chain complex (C * (K), d * ).
Proof. This follows from the definitions.
Given a monoidal product of persistence modules, such as ⊗ gr and ⊗ sh , we have an induced monoidal product of chain complexes of persistence modules, as in Definition 9.1. Thus given a chain complex of persistence modules, we can consider a new chain complex obtained by a monoidal product with another persistence module or even another chain complex of persistence modules. The natural question arises about the relation of the homology of the resulting chain complex and the homology of the ones we started with. A classical result in homological algebra answers this in terms of Kunneth formulas and Universal Coefficients Theorems and it involves derived categories of persistence modules and derived functors of the monoidal product we start with, for example ⊗ gr or ⊗ sh . There is an analogous story with Hom and Hom and the functors these induce on chain complexes of persistence modules, as in Definition 9.1. For a more in depth and general treatment of these ideas, for arbitrary abelian categories, see for example [16, 8, 26] . In applications, we can assume we are dealing with interval decomposable persistence modules and therefore to utilize the Kunneth formulas and Universal Coefficients Theorems we need to to calculate certain derived functors of interval modules. We already computed these derived functors for some interval modules in Section 7. The Kunneth Formulas and Universal Coefficients Theorems are presented in the following sections, with examples.
Kunneth formulas for persistence modules
The statements of the Kunneth formulas presented in this section will hold in the nparameter case, however all examples will be one-parameter persistence modules with coefficients in a field k. It should be noted that some of these formulas appeared in the literature before, see for example paper by Jose Perea and Hitesh Gakhar [11] (in preparation), [22] and [13] . In [22] we see a Kunneth type formula for persistence modules involving ⊗ gr and its derived functor Tor gr , however they were working in a full subcategory of persistence modules. The paper by Jose Perea and Hitesh Gakhar rediscovers this formula and a different kind of a Kunneth formula. It turns out that this formula is the one coming from sheaf theory. As a consequence of the existence of different homological functors coming from sheaf theory and graded module theory, there are four Kunneth Theorems for persistent modules. These include the previous formulas mentioned above and two new ones. 
2) Suppose now that R[U 0 ] is right hereditary and all terms in (K, d K ) are projective, then the above sequence splits (the splitting need not be natural).
Proof. Adapt the proof of Theorem 3.6.3 for part 1) in [26] . Part 2) follows from Exercise 3.6.2 in [26] . 1) For every n ∈ Z there is a natural short exact sequence
Theorem 10.2 (Graded Module Kunneth Cohomology formula for Persistence Modules). Let (K, d K ) be a complex of left persistence modules such that all terms of K and its subcomplex of boundaries B are projective.

1) For all n ≥ 0 and every complex (L, d L ) of left persistence modules, there is a natural short exact sequence
0 → p−q=n−1 Ext 1 gr (H p (K), H −q (L)) → H n (Hom(K, L)) → p−q=n Hom(H p (K), H −q (L)) → 0 . 2) If R[U 0 ] is0 → p+q=n (H p (K) ⊗ sh H q (L)) → H n (K ⊗ L) → p+q=n−1 (Tor sh 1 (H p (K), H q (L))) → 0 .
2) Suppose now that R[U 0 ] is hereditary and all terms in (K, d K ) are projective, then the above sequence splits (the splitting need not be natural).
Proof. Adapt the proof of Theorem 3.6.3 in [26] for part 1). Part 2) follows from Exercise 3.6.2 in [26] .
Recall that by Theorem 7.5 persistence modules with coefficients in a field are ⊗ sh -flat, hence there will be no Tor 
] is graded left hereditary, then the exact sequence splits for all n ≥ 0.
Proof. Adapt the proof of theorem 10.85 in [25] .
10.3.
Applications for filtered simplicial complexes. We apply the Kunneth formulas above to some simple filtered simplicial complexes.
be the chain complexes of persistence modules determined by filtrations of the 1-simplex (see Figure 8 ), like discussed in Example 9.3. In particular,
We assumed that a 1 ≤ b 1 ≤ c 1 and a 2 ≤ b 2 ≤ c 2 . We form the product complex K⊗L, which geometrically corresponds to a filtration of a square, by using ⊗ gr . The resulting filtration of a square is such that each cell in the square is assigned the sum of filtration values of cells in the two line segments which make up the cell in question via the Cartesian product. Figure 8 . The filtered product complex, with respect to ⊗ gr visualized.
One can compute and see that the only non-trivial homology groups are:
be as in the previous example. Assume again a 1 ≤ b 1 ≤ c 1 and a 2 ≤ b 2 ≤ c 2 . We now form the product complex K ⊗ L using ⊗ sh . The corresponding picture is given in Figure 9 .
2 } Figure 9 . The product complex, with respect to ⊗ sh visualized.
In this case, recalling the discussion from Example 3.1, the non-trivial homology groups are:
Example 10.7. Let K and L be chain complexes of persistence modules that are obtained from filtrations of ∂∆ 2 the boundary of the 2-simplex, (see Figures 10,11 ). In particular
Then the chain complex (K ⊗L), with respect to ⊗ gr corresponds to a filtered cellularization the torus, see Figure 10 . If we instead use the ⊗ sh product complex, we obtain the filtration as in Figure 11 The two Kunneth formulas allow us to compute persistent homology of the torus with respect to these filtrations values. Note that we do not detect any persistence in degree two if we use the sheaf Kunneth formula (as every persistence module is ⊗ sh -flat (Theorem 7.5), Tor sh 1 will always be trivial).
Universal coefficients theorems for persistence modules
Similarly to Section 10, as a consequence of the homological functors coming from sheaf theory and graded module theory, we have four Universal Coefficient Theorems for persistence modules. In this section we state them, prove them and give examples. To our knowledge, these formulas have not been previously derived in the setting of persistence modules and the homology of a chain complex of persistence modules with coefficients in another persistence module is new. The corollary involves ordinary modules, their direct sums kernels and submodules.
In particular the corollary says, that given modules M, S, T and N:
We note that the corollary obviously applies to graded modules as well as every graded module is a module (via the forgetful functor). 
2) If the ring in question is left-hereditary then the above splits (need not be a natural splitting).
Proof. See [25, Theorem 7.59 ].
For the remainder of this section we will look at examples. We restrict the one-parameter setting and assume the coefficient ring is a field k. For most of the coming examples we will focus on the chain complex of persistence modules in Example 11.3. But first, we describe a general construction of chain complexes of free persistence modules arising from filtered simplicial complexes. Let K be filtered simplicial complex. Let K n be the free persistence module with as many generators as there are n-simplices in the filtrations in degrees corresponding to the filtration values of the respective n-simplices. Let σ ∈ K be an n-simplex appearing at time a. Then in generates the free summand k[a, ∞) of K n . Label the generator of k[a, ∞) by σ a The corresponding chain complex of persistence modules (Example 9.3) is given by
We have:
Example 11.4. Let (K, d) be the chain complex of persistence modules as in Example 11.3. Let A := k[α, ∞). We wish to compute H n (K ⊗ gr A). Using Theorem 11.1 here, since A is free, Tor
Note that tensoring with A, since A is free, just shifts the degrees of the generators of H n (K) and K by α. If F was the function that gave us the filtration on a simplicial complex from which we constructed K, then changing coefficients to A and computing homology of K ⊗ gr A is the same as computing persistent homology groups of the same simplicial complex, but with filtration function F + α. Note that the same reasoning applies to any complex (K, d) of persistence modules obtained from a filtration of a simplicial complex.
. Let K be a complex of projective persistence modules obtained from a filtration of a simplicial complex. Note that by using the same arguments as in Example 3.3, we can compute k[a, ∞) ⊗ gr A = A for all a ∈ R. Hence if we have a chain complex (K, d) of free persistence modules then K ⊗ gr A is a chain complex where each (K ⊗ gr A) n := K n ⊗ gr A is a direct sum of intervals of the type k[R]. Furthermore, by Theorem 11.1 H n (K ⊗ gr A) = H n (K) ⊗ gr A, as A is ⊗ gr -flat. Furthermore, note that if J is a torsion interval module (finite length), then from the definition of ⊗ gr we calculate that J ⊗ gr A = 0, using the same arguments as in Example 3.3. Hence only the infinite interval modules of H n (K) survive tensoring with A and this tensor converts them to k [R] . Hence only the information about infinite bars is preserved, meaning we might as well just be computing homology of the final filtration. For example if (K, d) is the chain complex in Example 11.3, then K ⊗ gr A is the chain complex corresponding to the filtered simplicial complex in Figure 13 . 
−∞ ∞
Applying Theorem 11.1, keeping in mind the discussion in Example 3.3 and using ideas from Example 7.1 with results of 6.6, we calculate that
Note that the chain complex (K ⊗ gr A) corresponds to the cofiltration of ∆ 2 given in Figure  14 :
The homology of the complex K ⊗ gr A tells us how the homology changes as we remove each simplex in the original complex at a time when they appear plus α.
Example 11.7. Let A = k[α, β). Let K be the chain complex of persistence modules as in Example 11.3. Then observe that by using ideas as in Example 3.3 we can calculate that Figure 15 . "Filtration" corresponding to Hom(K, A)
) be as in the example 11.3. Then by using ideas from Example 4.9 we calculate that:
Noting that A is injective, by Theorem 11.2 we have that
As before, there is a geometric interpretation. See Figure 16 : Figure 16 . Filtration corresponding to Hom(K, A)
Each simplex in the original simplicial complex which appeared at time t now appears at time α − t. Note that if α = 0, then Hom(
, generalizing the classical result that homology and cohomology, with coefficients in a field, are isomorphic Example 11.10. Let A = k[α, β). Let (K, d) be the chain complex of persistence modules in Example 11.3. Then by using ideas as in Example 4.9 we calculate that:
Then by Theorem 11.2 and results of Example 7.2 we have that:
There is a geometric interpretation, dual situation to that in Example 11.7
11.2. Universal coefficient theorem for the sheaf tensor product. Proof. Once again, see [25, Theorems 7.55, 7 .56]. The reason the theorem applies is, even though we are working with operations coming from sheaf theory, these operations are also defined on graded modules via the category isomorphisms, discussed in Section 3. In particular, ⊗ sh is a monoidal product on our category of graded modules. 
2) If the ring R[U 0 ] is left-hereditary, the above sequence splits (splitting need not be natural)
Example 11.13. Let (K, d) be complex of projective persistence modules coming from a filtration of a simplicial complex and let A be an arbitrary persistence module. Since persistence modules are ⊗ sh -flat as noted in Theorem 7.5, we have natural isomorphisms 
Persistence modules over finite posets
The main focus of this section is the application of the Gabriel-Popescu theorem, Theorem 2.17 to persistence modules over finite posets.
Definition 12.1. Let I be a category. I is called a filtered category if 1) I is not empty. 2) For all objects i, j ∈ I, there exists an object k and two morphisms f : t → k and f ′ : j → k in I. 3) For every two morphisms f, g : i → j in I, there exists an object k and a morphism h : j → k such that hf = hg. A filtered colimit is a colimit of a functor F : I → C, where I is a filtered category.
Definition 12.2. Let C be a locally small category that has filtered colimits. Then an object A is compact if Hom(A, ·) commutes with filtered colimits. 1) U is a compact projective generator.
2
) The functors in the Gabriel Popescu theorem (Theorem 2.17) give us an equivalence of categories between C and Mod(R).
Proof. See [10, Exercise F, page 103].
Let P be a finite poset and consider the category of persistence modules over P, i.e. Vect P k . Observe that in order to apply Theorem 12.4 we need to allow infinite dimensional vector spaces as that is necessary to have for Vect P k to be a Grothendieck category (in particular cocomplete and abelian). Let a ∈ P and let U a be the principal up-set of P determined by a. For S ⊆ P convex and connected we still denote the indicator module over S by k[S]. 
Thus πα = α and therefore k[U a ] is a projective persistence module.
Proposition 12.7. U is a compact persistence module.
Proof. Since we are working in an additive category, it is sufficient to check that we have a canonical isomorphism Hom(U,
. This is clearly well-defined and a canonical isomorphism. Thus we have canonical isomorphisms
which was possible as U is a finite direct sum of the k[U a ], and Hom commutes with finite direct sums. Thus U is a compact object. 
where the arrows represent the partial orders, i.e., a → b means a ≤ b. Then U, the compact projective generator of the category of persistence modules over the above poset, is the direct sum below:
Persistence modules and gamma-poset topology
Here we recall ideas discussed in [17, Section 1] about persistence modules as sheaves on R n with a γ poset topology. We briefly describe the γ-topology on R n here. A subset γ ⊆ R n is called a cone if 0 ∈ γ and aγ ⊆ γ for all a ∈ R + . A convex cone γ is proper if γ ∩ (−γ) = {0}. Now let γ be a proper closed convex cone. γ induces a partial order on R n , We can also consider the Alexandrov topology this partial order induces on R n . Denote R n with the Alexandrov topology coming from γ by R n γ . Example 13.1. When γ = U 0 , the principal up-set at 0 with respect to the standard partial order on R n used throughout this paper, then (≤ γ ) op is the product partial order on R n we have considered throughout this paper.
One can also define a γ-topology on R n . Namely, U ⊆ R n is γ-open if and only if U is open in the standard topology and U + γ = U. For more details on γ-topology, see [16, Section 3.5] .
Let Gr R n -R[γ] be the category of R n -graded modules over the R n -graded ring R[γ] for a unital ring R. We think of R[γ] as a polynomial ring where coefficients come from R and exponents from γ. The fact that γ is convex implies that for any x, y ∈ γ, x + y ∈ γ, thus we can think of γ as a monoid and thus think of R[γ] as a monoid ring. By Theorem 2.13, we have an equivalence of categories:
However, using the same arguments as in Section 2 we also add that we have the following larger equivalence:
The above equivalences allow us to consider all the functors coming from module theory on the category of sheaves over R n over the Alexandrov topology coming from a cone γ and vice versa. Thus we have functors allowing us to do homological algebra, still denoted by ⊗ gr , Hom, ⊗ sh and Hom but now dependent on the choice of γ. In particular, we can derive Kunneth and Universal Coefficient Theorems for the above categories and mentioned functors, by appropriate symbol replacement in the statements of the theorems. We end by emphasizing that we benefit from having the perspectives of both graded module theory and sheaf theory.
Appendix A. Category theory
We start with introducing concepts from category theory. This collection of definitions and facts from category theory are needed to justify the work done in the rest of this paper. Everything in this section is but a portion that is presented in for example [23, 24] .
A.1. Generators and Cogenerators.
Definition A.1. Let C be a category. A family {U i } i∈I of objects from C is called a family of generators of C if for any pair (A, B) of objects in C and for any two distinct morphisms f, g : A → B, there is an index i 0 and a morphism h : U i 0 → A such that f h = gh. We say {U i } i∈I is a set of cogenerators of C if the family {U op i } i∈I is a set of generators of C op . If the families in question are singleton sets, we say they are a generator (resp. cogenerator) of C.
Example A.2 makes several claims that are an easy exercise in order to give some intuition about the above definition. One should think about generators as objects that have some canonical element that we can map in different ways that help us differentiate between morphisms after composition. For a unital ring, such an element is the unit.
Example A.2. In the category Set, the singleton set { * } is a generator and the 2 point set { * 1 , * 2 } is a cogenerator. In the category of abelian groups Ab the group Z is a generator. More generally, whenever we have a unital ring R and the category of left modules over R , Mod R , the ring as a module over itself is a generator of Mod R . In particular if R is a field, say k , then Vect k the category of vector spaces over k is a category with a generator, k.
A.2. Abelian categories and special objects. This section gives an introduction to abelian categories. 3) C has a zero object, If C also satisfies the following condition, we say C is an additive category.
4) C has finite products and finite coproducts. 
Definition A.5. Let C be an additive category and u : A → B a morphism in C. Its kernel, ker u is the kernel of the pair (u, 0) and its cokernel, coker u is the cokernel of the pair (u, 0). The image of u, im u is the cokernel of ker u and the coimage of u is the kernel of coker u.
Definition A.6. Let C be an additive category. Then we say C is abelian if the following 2 axioms (which are self-dual) hold: 1) Any morphism in C admits a kernel and a cokernel.
2) Let u me a morphism in C. Then the canonical morphismū : Coim u → Im u is an isomorphism.
Definition A.7. Let C be an abelian category. Consider a sequence of objects and maps in C:
We say the above sequence is (long) exact if im(f n ) = ker f n+1 for all n ∈ Z. We say a sequence 0 → A → B → C → 0 is short exact if it is exact.
For the rest of this section, all categories are assumed to be abelian unless otherwise stated.
Definition A.8. Let F : C → D be a covariant (respectively contravariant) additive functor. a) We say that F is left exact if for any exact sequence of C:
we get an exact sequence in D:
We say that F is right exact if for any exact sequence (1) of C we have the exact sequence in D:
c) We say that F is exact if F is left and right exact.
When it happens that the above functors are exact for certain objects, those objects get a special name.
Definition A.9. We say that an object A of C is injective (resp. projective) if the functor Hom C (·, A) (resp. Hom C (A, ·)) is exact.
The following is a standard result. 
Proof.
There are several equivalent definitions of injective and projective objects. However for the purposes of this paper the two conditions below are sufficient to consider. 
Clearly, the concepts of injective and projective objects are dual. The following is a standard result that says injectivity is preserved under taking products and dually projectivity is preserved under taking coproducts.
Proposition A.12. [23, Proposition 2.6, Chapter 3] Let {X i } i∈I be a set of objects of C such that i∈I X i (resp. i∈I X i ) exists in C. Then i∈I X i (resp. i∈I X i ) is an injective (resp. projective) object if and only if for every i, X i is an injective (resp. projective) object.
In order to for an abelian category to have enough projectives and injectives in order to talk about derived functors, which are covered in section about Homological Algebra, additional assumptions are necessary. Grothendieck categories are abelian categories with a few extra axioms that guarantee existence of injective and projective resolutions, for more details see [23, 12, 10] . Definition A.13. A Grothendieck category C is a category satisfying the following axioms: 1) C is an abelian category.
2) C has a generator.
3) C contains all small colimits. 4) Taking colimits of diagrams of short exact sequences produces a short exact sequence.
The following is due to Grothendieck and is presented in for example [23, 12] .
Proposition A.14. Let C be an abelian category category with infinite direct sums and {U i } i∈I a set of objects of C. The following are equivalent:
The given set is a set of generators of C.
2) The object U := i∈I U i is a generator of C.
3)
For any object A in C, there is a set J and an epimorphism: Example A.17. The category of abelian groups Ab (or more generally the category of modules over a unital ring) is a Grothendieck category. In particular, if we have a field k then Vect k is also a Grothendieck category. The generators for these categories were specified in Example A.2. Note that if we consider the category vect k of finite dimensional vector spaces over k it is abelian but not a Grothendieck category, as a coproduct (direct sum) of an infinite family of finite dimensional vector spaces is not finite dimensional.
Proposition A.18. Let C be a Grothendieck category, U a generator and E and object of C. The following are equivalent:
1) E is an injective object. What Proposition A.18 does is it "loosens" the criterion for an object to be injective in a Grothendieck category. In particular instead of checking for diagrams with arbitrary monomorphisms M → N, we need only check for diagrams with monomorphisms into the generator, see Figure 17 . This generalizes the Baer Criterion in module theory. The Baer Criterion for graded modules is presented in Theorem B.8. Figure 17 . Instead of checking the injectivity criterion over arbitrary monomorphisms M → N we need only check over monomorphism that have as codomain the generator of the category.
Appendix B. Graded module theory
The purpose of this section is to introduce the reader to the basis of graded module theory. The literature on graded modules is bountiful but our main reference is [15] . B.1. Graded rings. The following are basic definitions and facts about graded rings Definition B.1. Let Γ be a group. A Γ-graded ring is a ring S = g∈Γ S g , where S g is an additive subgroup of S and S g S h ⊆ S gh . If A is an algebra over a field k, then A is called a graded algebra if A is a graded ring and for all g ∈ Γ, A g is a k-vector space.
The set S h = g∈Γ S g is called the set of homogeneous elements of S. The additive subgroup S g is called the g-component and the nonzero elements of S g are called the homogeneous elements of degree g. We write deg(a) = g if a ∈ S g \ {0}. We call the set
the support of S. Definition B.2. For Γ-graded rings S and R, a Γ-graded ring homomorphism f : S → R is a ring homomorphism such that f (S g ) ⊆ R g for all g ∈ Γ. If f is also bijective we say f is a graded isomorphism and write S ∼ = gr R. What this definition enforces is that I is a graded ideal if and only if it is generated by homogeneous elements. One can define graded left ideals, graded right ideals and graded subrings in the obvious way. From now on assume we are working with a Γ-graded ring S. One can analogously define graded right S-module and corresponding graded module homomorphism. Assuming the ring S is commutative we stop differentiating between left and right.
For graded S-modules M and N, a graded S-module homomorphism of degree ǫ, ǫ ∈ Γ, is a S-module homomorphism f : M → N, such that f (M g ) ⊆ N gǫ for any g ∈ Γ. Let Hom S (M, N) ǫ be the subgroup of Hom S (M, N), the group of non-graded module homomorphisms between M and N, consisting of all S-graded module homomorphisms of degree ǫ. Definition C.1. Let F : C → D and G : D → C be two covariant functors. We say that F is a left adjoint of G and that G is a right adjoint of F if for any object A of C and any object B of D there exists a natural (in both arguments) bijection
The following is a well known theorem in category theory, whose result is used throughout this paper. For more on adjoint functors see [24, 23, 16, 26] .
C.2. Derived categories.
Definition C.3. Let A be an abelian category. Denote by C(A) the category of chain complexes of A. The objects are chain complexes of objects in A,
It is a classical result that C(A) is also an abelian category. We also have an embedding of categories via the functor ι : A → C(A) which is the assignment:
Given an abelian category A and its chain complex category C(A). The cohomology functors,
is an isomorphism for all k ∈ Z. 2) Let f, g : X
• → Y • be two complex morphisms. We say f and g are chain homotopic if there is a chain morphism h :
Definition C.6. The homotopy category of A, K(A) is obtained from C(A) by identifying all morphisms that are chain homotopic to 0. Furthermore, by formally inverting quasi isomorphisms we obtain the derived category of A, D(A). For more details on this see for example [16, Chapter 1] .
Definition C.7. Let A be an abelian category. We say that A has enough injectives if for every object A of A we have a monomorphism A → E where E is an injective object of A. Dually we say that A has enough projectives if for every object A of A we have an epimorphism P → A where P is a projective object of A.
Assuming that A has enough projectives/injectives we are able to construct projective/injective resolutions which are used to compute derived functors. Projective and injective resolutions are long exact sequences consisting of projective/injective objects and the initial object, A.
Example C.8. Let A be an object of A. Suppose A has enough projectives. We construct a projective resolution of A in the following way:
. . .
Dually using cokernels we can construct injective resolutions, assuming A has enough injectives.
We describe the construction of the right derived functors now. Suppose C is an abelian category with enough injectives. Let F : C → D be a covariant left-exact functor between abelian categories. Let A ∈ C and construct an injective resolution of A:
Applying the functor F to each term in the resolution and deleting the first term gives us the cochain complex called the deleted injective resolution of A:
This in general need not be an exact sequence. We compute its homology at the i-th spot and call the resulting homology group RF i (A). It is known that the choice of the initial injective resolution of A does not matter. Furthermore if f : A → B is a morphism in C we get a morphism RF i (f ) : RF i (A) → RF i (B), hence RF i is indeed a functor for all i ≥ 0. Also, RF 0 (A) = F (A) hence we only care about i > 0. To define left derived functors one can start with a right exact functor G : C → D and a projective resolution of A to define LG i (A) in a dual way to the construction described above. Once again, the choice of the projective resolution will not matter, and the construction is indeed functorial. For more details on this see [25, 16, 26] .
Alternatively, this can be described in terms of derived categories. Given an object A of C, we are considering it as a chain complex concentrated in degree 0, i.e., ι(A) (Definition C.3). It is a classical result that for such a chain complex there is always a quasi isomorphism into a chain complex of injective objects of C with 0 terms in degrees strictly less than 0. Such a chain complex is for example the deleted injective resolution from above:
Thus, in the derived category, D(C), ι(A) is isomorphic to the deleted injective resolution of A we constructed. Thus, to calculate the i-th derived functor of F , it is sufficient to calculate the i-th cohomology group of the chain complex: 
Appendix D. Sheaf theory
We introduce the basic notions from sheaf theory. Every definition and fact here is taken from [16, Chapter 2] .
Throughout this subsection, X is a topological space. Denote by OP(X) the category of open sets of X ordered by inclusion.
Definition D.1. Let C be a category. A presheaf F on X valued in C is a functor F : OP(X) op → C, and a morphism of presheaves is a natural transformation.
In general we are only interested in presheaves valued in abelian categories, therefore from now on assume all presheaves in this paper are valued in some abelian category, unless stated otherwise.
Definition D.2. Let F be a presheaf on X, valued in a complete and cocomplete category, and U ⊆ X open. An element s ∈ F (U) is called a section of F on U. If V ⊆ U, then we write s V instead of F (V ⊆ U)(s) and call it the restriction of s to V . Let x ∈ X. The stalk of F at x is defined by: Definition D.12. Let R be a sheaf of rings and let F and G be two left R-modules. Then the presheaf Hom (F, G) defined by Hom (F, G)(U) := Hom R| U (F | U , G| U ) is a sheaf of abelian groups, in particular a left R-module. Definition D.13. Let F be a right R-module and G be a left R-module. Define F ⊗ R G to be the sheaf associated to the presheaf of abelian groups U → F (U) ⊗ R(U ) G(U), and call F ⊗ R G the tensor product of F and G over R. Proof. This is discussed in [16, Section 2.2] .
