Multi-issue negotiation protocols have been studied widely and represent a promising field since most negotiation problems in the real world involve multiple issues. The vast majority of this work has assumed that negotiation issues are independent, so agents can aggregate the utilities of the issue values by simple summation, producing linear utility functions. In the real world, however, such aggregations are often unrealistic. We cannot, for example, just add up the value of car's carburetor and the value of car's engine when engineers negotiate over the design a car. These value of these choices are interdependent, resulting in nonlinear utility functions. In this paper, we address this important gap in current negotiation techniques. We propose a negotiation protocol where agents employ adjusted sampling to generate proposals, and an auction mechanism is used to find social-welfare maximizing deals. Our experimental results show that our method substantially outperforms existing methods in large nonlinear utility spaces like those found in real world contexts. Further, we show that our protocol is incentive compatible.
Introduction
Multi-issue negotiation protocols represent a important field of study since negotiation problems in the real world are often complex ones involving multiple issues. While there has been a lot of previous work in this area ([3] [13] [4] [12] ) these efforts have, to date, dealt almost exclusively with simple negotiations involving independent issues, and therefore linear (single optimum) utility functions. Many real-world negotiation problems, however, involve interdependent issues. When designers work together to design a car, for example, the value of a given carburetor is highly dependent on which engine is chosen. The addition of such interdependencies greatly complicates the agent's utility functions, making them nonlinear, with multiple optima. Negotiation mechanisms that are well-suited for linear utility functions, unfortunately, fare poorly when applied to nonlinear problems ( [7] ).
We propose an auction-based multiple-issue negotiation protocol suited for agents with such nonlinear utility functions. Agents generate bids by sampling their own utility functions to find local optima, and then using constraint-based bids to compactly describe regions that have large utility values for that agent. These techniques make bid generation computationally tractable even in large (e.g. 10 10 contracts) utility spaces. A mediator then finds a combination of bids that maximizes social welfare. Our experimental results show that our method substantially outperforms negotiation methods designed for linear utility functions. We also show that our protocol can guarantee optimality in the theoretical limit, and that it can be made incentive compatible using a Grove's mechanism.
The remainder of the paper is organized as follows. First we describe a model of non-linear multi-issue negotiation. Second, we describe an auction-based negotiation protocol designed for such contexts. Third, we present experimental assessment of this protocol. Finally, we compare our work with previous efforts, and conclude with a discussion of possible avenues for future work.
Negotiation with Nonlinear Utilities
We consider the situation where n agents want to reach an agreement. There are m issues, s j ∈ S, to be negotiated. The number of issues represents the number of dimensions of the utility space. For example, if there are 3 issues, the utility space has 3 dimensions. An issue s j has a value drawn from the domain of integers [0, X], i.e., An agent's utility function is described in terms of constraints. There are l constraints, c k ∈ C. Each constraint represents a region with one or more dimensions, and has an associated utility value. A constraint c k has value w i (c k , ⃗ s) if and only if it is satisfied by contract ⃗ s. Figure 1 shows an example of a binary constraint between issues 1 and 2. This constraint has a value of 55, and holds if the value for issue 1 is in the range [3, 7] and the value for issue 2 is in the range [4, 6] . Every agent has its' own, typically unique, set of constraints.
An agent's utility for a contract ⃗ s is defined as
, where x(c k ) is a set of possible contracts (solutions) of c k . This expression produces a "bumpy" nonlinear utility space, with high points where many constraints are satisfied, and lower regions where few or no constraints are satisfied. This represents a crucial departure from previous efforts on multi-issue negotiation, where contract utility is calculated as the weighted sum of the utilities for individual issues, producing utility functions shaped like flat hyper-planes with a single optimum. Figure 2 shows an example of a nonlinear utility space. There are 2 issues, i.e., 2 dimensions, with domains [0, 99]. There are 50 unary constraints (i.e. that relate to 1 issue) as well as 100 binary constraints (i.e. that inter-relate 2 issues). The utility space is, as we can see, highly nonlinear, with many hills and valleys. We assume, as is common in negotiation contexts, that agents do not share their utility functions with each other, in order to preserve a competitive edge. It will generally be the case, in fact, that agents do not fully know their own utility functions, because they are simply too large. If we have 10 issues with 10 possible values per issue, for example, this produces a space of 10 10 (10 billion) possible contracts, too many to evaluate exhaustively. Agents must thus operate in a highly uncertain environment.
Finding an optimal contract for individual agents with such utility spaces can be handled using well-known nonlinear optimization techniques such a simulated annealing or evolutionary algorithms. We can not employ such methods for negotiation purposes, however, because they require that agents fully reveal their utility functions to a third party, which is generally unrealistic in negotiation contexts.
The objective function for our protocol can be described as follows:
Our protocol, in other words, tries to find contracts that maximize social welfare, i.e., the total utilities for all agents. Such contracts, by definition, will also be Paretooptimal.
The Auction-based Negotiation Protocol
Our auction-based negotiation protocol consists of the following four steps:
Step 1 : Sampling Each agent samples its utility space in order to find high-utility contract regions. Figure 3 shows this concept. A fixed number of samples are taken from a range of random points, drawing from a uniform distribution. Note that, if the number of samples is too low, the agent may miss some high utility regions in its contract space, and thereby potentially end up with a sub-optimal contract.
Step 2 : Adjusting There is no guarantee, of course, that a given sample will lie on a locally optimal contract. Each agent, therefore, uses a nonlinear optimizer based on simulated annealing to try to find the local optimum in its neighborhood. Figure 4 exemplifies this concept.
Step 3 : Bidding For each contract ⃗ s found by adjusted sampling, an agent evaluates its utility. If that utility is larger than the reservation value δ, then the agent defines a bid that covers all the contracts in the region which have that utility value. This is easy to do: the agent need merely find the intersection of all the constraints satisfied by that ⃗ s. Figure 5 shows this concept. Steps 1, 2 and 3 can be captured as follows: T: Temperature for Simulated Annealing 1: procedure bid-generation with SA(Th, Rate, V, T) for each c ∈ C do 8: if c contains p as a contract and p satisfies c then 9:
10:
Step 4 : Winner Determination The mediator identifies the final contract by finding all the combinations of bids, one from each agent, that are mutually consistent, i.e., that specify overlapping contract regions. If there is more than one such overlap, the mediator selects the one with the highest summed bid value (and thus, assuming truthful bidding, the highest social welfare) (see Figure 6 ). Each bidder pays the value of its winning bid to the mediator. We use a payment scheme, as we shall see below, that ensures incentive compatibility (i.e. truthful bidding).
The mediator employs breadth-first search with branch cutting to find social-welfaremaximizing overlaps: Ag: A set of agents B: A set of Bid-set of each agent (B = {B 0 , B 1 , ..., B n }, a set of bids from agent i is
for each s ∈ SC do 6:
for each b i,j ∈ B i do 7: It is easy to show that, in theory, this approach can be guaranteed to find optimal contracts. If every agent exhaustively samples every contract in its utility space, and has a reservation value of zero, then it will generate bids that represent the agent's complete utility function. The mediator, with the complete utility functions for all agents in hand, can use exhaustive search over all bid combinations to find the social welfare maximizing negotiation outcome. But this approach is only practical for very small contract spaces. The computational cost of generating bids and finding winning combinations grows rapidly as the size of the contract space increases. As a practical matter, we have to limit the number of bids the agents can generate so winner determination can terminate in a reasonable amount of time. But limiting the number of bids raises the possibility that we will miss the optimum contract. The bid limit thus mediates a tradeoff between outcome optimality and computational cost. We will explore this tradeoff later in the paper.
Experiments

Setting
We conducted several experiments to evaluate the effectiveness and scalability of our approach. In each experiment, we ran 100 negotiations between agents with randomly generated utility functions. For each run, we applied an optimizer to the sum of all the agents' utility functions to find the contract with the highest possible social welfare. This value was used to assess the efficiency (i.e. how closely optimal social welfare was approached) of the negotiation protocols. When possible, we used exhaustive search (EX) to find the optimum contract, but when this became intractable (as the number of issues grew too large) we switched to simulated annealing (SA) ( [11] ). The SA initial temperature was 50.0 and decreased linearly to 0 over the course of 2500 iterations. The initial contract for each SA run was randomly selected.
We compared two negotiation protocols: hill-climbing (HC), and our auction-based protocol with random sampling (AR). The HC approach implements a mediated singletext negotiation protocol( [10] ) based on hill-climbing. We start with a randomly generated baseline contract. The mediator then generates a variant of that baseline and submits it for consideration to the negotiating agents. If all the agents prefer the variant over its predecessor, the variant becomes the new baseline. This process continues until the mediator can no longer find any changes that all the agents can accept: I: A set of issues, I = {i 1 , i 2 , ..., i n } V: A set of values for each issue, V n is for an issue n if all agents accept N then S = N 7: return S In our implementation, every possible single-issue change was proposed once, so the HC protocol requires only domainsize × numberof issues iterations for each negotiation (e.g. 100 steps for the 10 issue case with domain [0, 9]). We selected this protocol as a comparison case because it represents a typical example of the negotiation protocols that have been applied successfully, in previous research efforts, to linear utility spaces.
The parameters for our experiments were as follows:
• Number of agents is n = 2 to 5. Number of issues is 1 to 10. Domain for issue values is [0, 9].
• Constraints for linear utility spaces : 10 unary constraints.
• Constraints for nonlinear utility spaces: 5 unary constraints, 5 binary constraints, 5 trinary contraints, etc. (A unary contraint relates to one issue, an binary constraint relates to two issues, and so on).
• The maximum value for a constraint : 100×N umberof Issues. Constraints that satisfy many issues thus have, on average, larger weights. This seems reasonable for many domains. In meeting scheduling, for example, higher order constraints concern more people than lower order constraints, so they are more important for that reason.
• The maximum width for a constraint : 7. The following constraints, therefore, would all be valid: issue 1 = [2, 6], issue 3 = [2, 9] and issue 7 = [1, 3].
• The number of samples taken during random sampling : N umberof Issues × 200.
• Annealing schedule for sample adjustment: initial temperature 30, 30 iterations. Note that it is important that the annealer not run too long or too 'hot', because then each sample will tend to find the global optimum instead of the peak of the optimum nearest the sample point.
• The reservation value threshold agents used to select which bids to make: 100.
• The limitation on the number of bids per agent: n √ 6400000 for N agents. It was only practical to run the winner determination algorithm if it explored no more than about 6400,000 bid combinations, which implies a limit of n √ 6400000 bids per agent, for N agents.
In our experiments, we ran 100 negotiations in every condition. Our code was implemented in Java 2 (1.4.2) and run on a dual 2GHz processor PowerMac G5 with 1.5 GB memory under Mac OS X 10.4.
Results
Let us first consider the linear utility function (independent issue) case that has been the focus of almost all previous work on multi-issue negotiation. As we can see (Table 1) even the simple HC protocol produces essentially optimal results for a wide range of contract space dimensions. This is easy to understand. Since the issues are independent, the mediator can optimize over each issue independently, first finding the most-favored value for issue 1, then for issue 2, and so on. Once every issue has been optimized, the final contract will generally be very close to optimal (though full optimality can not be guaranteed because the HC protocol does not explore whether offsetting concessions between different agents -AKA logrolling -could somewhat increase social welfare). The story changes dramatically, however, when we move to a nonlinear utility function (interdependent issue) case (Figure 7) . In this context, HC produces highly suboptimal results, averaging only 40% of optimal, for example, for the 10 issue case. Why does this happen? Since every agent has a "bumpy" (multi-optimum) utility function, the HC mediator's search for better contracts grinds to a halt as soon as any of the agents reach a local optimum, even if a contract which is better for all agents exists somewhere else in the contract space. The AR protocol, by contrast, achieves much better (often near-optimal) outcomes for higher-order problems. Since agents using the AR protocol generate bids that cover multiple optima in their utility spaces, our chances of finding contracts that are favored by all agents is greatly increased. The increased social welfare of our auction-based protocol does, however, come at a cost. Figure 8 shows the computation time needed by the HC and AR negotiation protocols with 4 agents. HC has by far the lowest computational cost, as is to be expected considering that agents do not need to generate bids themselves and need consider only a relative handful of proposals from the mediator. HC's computational needs grow linearly with problem size. In the AR protocol, by contrast, while the bid generation computation grows linearly with problem size, the winner determination computation grows exponentially (as numberof bidsperagent numberof agents ). At some point, the winner determination cost becomes simply too great. This explains why social welfare optimality begins to drop off, in figure 7 , when the number of issues exceeds 6. In our environment, the winner determination algorithm can find results in a reasonable period of time if the total number of bid combinations is less than 6,400,000. With 4 agents, this implies a limit of 4 √ 6400000 = 50 bids per agent. The number of bids generated per agent, however, begins to grow beyond that limit as we go to higher numbers of issues. This means that the mediator is forced to start ignoring some of the submitted bids (lower-valued bids are ignored), with the result that social-welfare maximizing contracts are more likely to be missed.
Number of Issues
In figure 9 we summarize the impact of these scaling considerations. This figure shows the social welfare optimality of the AR protocol, for different numbers of issues and agents, given that the mediator limits the number of bids per agent to ( n √ 6400000). As we can see, AR produces outcomes with 90%+ optimality for a wide range of conditions, but fares relatively poorly, due to computational limitations, when the number Figure 9 : Scalability with the number of agents of agents exceeds 2 and the number of issues exceeds 7. It is thus best suited, at present, for medium-sized negotiation problems, especially those involving just two agents.
Incentive Compatibility
Out negotiation mechanism can be made incentive compatible (i.e. where agents are incented to provide the truthful bid values that are necessary to ensure [near-]optimal social welfares) by defining payments for agents. For this purpose we employ Grove's mechanism( [5] ). We assume unlimited agent budgets, which is a standard assumption for these kinds of incentive analyses ( [1] ).
We call the new mechanism M. We define agent i's type θ i to be a set of constraints C i and its value w i : θ i = (C i , w i ), where w i = ∑ c∈Ci w(c). θ i can be viewed as a bid from agent i.
In this mechanism, agent i submits typeθ (a bid), which may not be true (i.e. may not represent the true weight for those constraints). Based on the reported types θ = (θ 1 , ..., θ N ), our mechanism computes :
where S is a set of contracts, z i (s,θ i ) is i's valuation function on the consistent contract s when i reportsθ i . s does not violate any constraints inθ. z i (s,θ i ) is a nonlinear function in our case. For the purpose of this analysis, we will assume an ideal case in which each agent has complete knowledge on his/her own utility space. We define agent i's payments as follows -a direct adoptation of Grove's mechanism:
