Abstract-In this paper, we propose a wavelet-based image-coding scheme allowing lossless and lossy compression, simultaneously. Our two-layered approach utilizes the best of two worlds: it uses a highly performing wavelet-based or wavelet packet-based coding technique for lossy compression in the low bit range as a first stage. For the second (optional) stage, we extend the concept of reversible integer wavelet transforms to the more flexible class of adaptive reversible integer wavelet packet transforms which are based on the generation of a whole library of bases, from which the best representation for a given residue between the reconstructed lossy compressed image and the original image is chosen using a fast-search algorithm. We present experimental results demonstrating that our compression algorithm yields a rate-distortion performance similar or superior to the best currently published pure lossy still image-coding methods. At the same time, the lossless compression performance of our two-layered scheme is comparable to that of state-of-the-art pure lossless image-coding schemes. Compared to other combined lossy/lossless coding schemes such as the emerging JPEG-2000 still image-coding standard PSNR improvements up to 3 dB are achieved for a set of standard test images.
I. INTRODUCTION

I
N THE past few years, wavelet-based methods have been successfully used for all sorts of lossy image compression. High coding efficiency, multiresolution image representation, and rather moderate computational complexity are the most striking attributes of these new methods. Current international standardization activities for still image coding (JPEG-2000 [1] ) and for video coding (ITU-H.26L [3] , MPEG-4 [4] ) are under way, which are likely to incorporate various lossy coding techniques using wavelet transforms.
Lossless image compression, on the other hand, is still of some concern for special applications such as medical or satellite imaging where either legal or technical constraints exclude any loss of information. Algorithms for this type of image compression usually are based on predictive techniques in the spatial domain. The most efficient lossless image-coding J. Ricke is with the Department of Radiology, Charité, Humboldt-University, Berlin, Germany.
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methods like CALIC [25] or JPEG-LS [23] rely on a sophisticated design of suitable predictors and of appropriate statistical models. However, recently a number of competitive lossless image-coding techniques using reversible integer wavelet transforms have been proposed [2] , [11] , [19] , [27] . Among these new lossless image compression algorithms are some coding techniques, like S P [19] , CREW [27] , and the JPEG-2000 image-coding system [2] which, in addition, allow lossy reconstructions out of an embedded organized bit-stream. This property along with the multiresolution nature of the underlying wavelet representation is useful especially for fast previewing of losslessly compressed images in archiving applications as well as for progressive transmission of image material in telemedical scenarios. Although the combined lossless/lossy coding schemes have a lossless coding performance comparable to that of the bestknown pure lossless schemes, they cannot compete with current state-of-the-art pure lossy still image coders. Our approach aims to bridge the gap in lossy coding performance between simultaneous lossy and lossless coding techniques, on the one hand, and pure lossy compression schemes on the other, while maintaining the same high performance in lossless coding mode as other lossless/lossy algorithms (like S P). This objective is realized by using a two-layered approach. The first coding layer of our proposed algorithm uses an appropriately chosen biorthogonal wavelet or wavelet packet transform, uniform quantization and the (pre-)coding method of partitioning, aggregation, and conditional coding (PACC) [12] . In the second layer, the residue taken between the original image and its lossy reconstruction is coded using an adaptively chosen wavelet packet basis generated from an appropriately pre-defined integer wavelet kernel.
Our approach follows the observation that, in general, a single wavelet and its fixed related basis do not offer an optimal representation both with respect to lossy and lossless coding performance. In a recent study [6] , it has been shown that other types of wavelets than the popular 9/7-tap biorthogonal filter [7] commonly used in lossy image compression systems show significantly better performance in lossless coding schemes such as S P. Vice versa, the best losslessly performing integer wavelets do not yield a sufficiently high energy compaction to compete with state-of-the-art filter banks in the lossy domain. Thus, we draw the conclusion to break the coding process into two layers, where in each single layer, we have the freedom to choose an appropriate wavelet filter and/or basis representation.
The presented work is in the same spirit of so-called "lossy-plus-residual" methods, as proposed in [15] , [22] . But, in contrast to these coding algorithms, our proposal is based on an efficient multiresolution representation. which permits progressive transmission, decoding, and inspection by spatially scalable resolution. In addition, our algorithm is supplied with a built-in mechanism of adaptation to the user-defined switching point between the two coding layers, thus compensating to a large extent the main weakness of the aforementioned lossy-plus-residual methods, which consists in a strong dependency of the lossless compression performance on the quality of the lossy reconstruction.
This paper is organized as follows. In Section II, a brief overview of our proposed coding method is given. The key technique of adaptive wavelet packet transforms, and its realization with the help of fast search algorithms is the main topic of Section III. Section IV contains a detailed description of the lossy coding stage of our two-layered scheme with a special emphasis on a proposed method of adaptive dequantization which have not been published previously. The methods used to losslessly encode the residual image are discussed in Section V. In Section VI, we present simulation results for a comparison of our proposed algorithm with current state-of-the-art image-coding methods along with a brief discussion on some aspects regarding the computational complexity of our proposed method. Conclusions can be found in Section VII.
II. OVERVIEW OF THE PROPOSED IMAGE-CODING SYSTEM
In Fig. 1 , a block diagram of our proposed two-layered compression scheme is given. The first layer, as depicted in the upper part of Fig. 1 , consists of a discrete wavelet transform (DWT), a uniform quantizer (Q), and the PACC precoding module. A dequantization ( ) and a subsequent inverse DWT ( ) feed the second layer of the coding algorithm with a reconstructed image of the original image . Given the residual image and an appropriately chosen integer wavelet kernel, the second coding stage starts with the construction of an image-dependent library of wavelet packet bases. A fast search algorithm for the best basis provides an information cost minimizing representation of , which is further processed in a pre-coding module and finally enters the arithmetic coder, where both the lossy and lossless part are multiplexed to a composite bit-stream.
In addition, we consider a variation of this two-layered scheme which has the same architecture, but where the lossy coding stage is also supplied with an adaptively chosen discrete wavelet packet transform (DWPT). To distinguish this latter scheme from the former one, we introduce the notation W/WP for the two-layered approach with a fixed wavelet (W) representation in the lossy coding layer and an adaptively chosen wavelet packet (WP) basis in the lossless coding stage, whereas the scheme operating with an adaptive wavelet packet transform in both the lossy and lossless coding stage is denoted by WP/WP.
III. THE BEST-BASIS FRAMEWORK
In this section, we first give a brief review of the concept of adaptive wavelet packet representation using the best-basis algorithm. We further outline a Lagrangian optimization technique which is useful in the context of lossy WP-based image coding, and finally introduce a simplified realization of this powerful technique.
A. Wavelet Packet Representation and Best-Basis Search Algorithms
Given an input image and a wavelet kernel, i.e., a pair of low-and high-pass filters ( ), the construction of a library of separable wavelet, packet bases is performed by iterated application of ( ) on rows and columns of , subsequently [26] . At each iteration step, four subbands are generated out of a given subband according to the recursive relation 1
(1) where and . The collection of all subband decompositions of for a given maximum decomposition level forms a full balanced quadtree of depth , where each subtree covering the root corresponds to a so-called wavelet packet basis. Thus, we have a one-to-one correspondence between the full depth-quadtree of subbands of a given image and a library of WP-bases . The standard wavelet basis which is related to an octave band tree generated by an iterative decomposition of the low-pass band is, for instance, a particular member of this library.
Due to the tree structure of the WP library , a fast search for the best representation in the sense of minimum information cost is feasible. Provided that an information cost-functional operating on is given, such that is additive in the sense that the cost of four child nodes equals the sum of the costs of each of the four children, the so-called best basis of a given image is obtained by traversing the quadtree from the leaves to the root and by applying the following "divide-and-conquer" rule at each node: if the sum of the cost of the four child nodes is greater than or equal to the cost of the parent, prune the part of the tree below the parent node, otherwise assign the children's cost to the parent node [8] , [26] .
This algorithm introduced by Coifman and Wickerhauser [8] is a powerful tool for the generation of an appropriate representation of signals with a-priori unknown spectral properties. Residual images obtained as quantization error images with strongly differing quality of the base layer reconstruction belong to this type of signals. This observation leads to the idea of constructing a WP library based on an appropriately chosen integer wavelet kernel, such that the best-basis approach is applicable to lossless residual image coding. In Section V, a more detailed description of a concrete realization of that idea will be given.
Regarding lossy image-coding applications, the standard wavelet basis has proven to be well suited for most natural images. Since this image class is characterized by a mixture of a strong low-frequency energy component with well-localized high-frequency energy components, the low-pass branched subtree related to the wavelet basis is, in general, a good fit to that kind of signal characteristics. For some individual images with specific spatial frequency characteristics however, there are better-suited representations within a given WP library which, in principle, can be chosen adaptively by using the best-basis algorithm [14] , [26] .
However, operating on unquantized WP coefficients the originally proposed best-basis search algorithm does not properly reflect the rate-distortion (R-D) dependencies inherently given in a lossy image-coding scenario. To overcome this drawback, Ramchandran and Vetterli [16] proposed to use a Lagrangian optimization technique where both the quantization and the WP basis are jointly optimized. Given a WP library and an admissible set of quantizers, each combination of WP transform and quantizer results in a ( ) point in the global operational R-D plane, so that the underlying optimization problem considered in [16] consists in selecting the best among those achievable ( ) points which meet a given bit-rate constraint. A classical well-known solution to this problem is the Lagrangian optimization technique which converts the given optimization problem into an unconstrained problem by introducing a Lagrange factor Although the algorithm proposed in [16] exploits the tree structure of according to the orthogonality relation of (1) with the same fast "divide-and-conquer" strategy as the original bestbasis search algorithm, it is computationally much more demanding due to the consideration of quantizer decisions at each node and due to the iterative way of searching for the optimal Lagrangian factor.
B. A Fast Nearly Optimal WP Basis Search Algorithm
In [5] , we recently presented a much simplified and yet highly efficient variation of a best-basis search algorithm operating in a R-D optimal sense. First, we found experimentally that using more than one fixed overall uniform quantization method (like that presented in Section IV-A) for all subbands yields only marginal gains. Thus, we dropped these additional degrees of freedom in the optimization algorithm originally proposed in [16] . Given a fixed quantizer, we further evaluated whether there exists a relation between the chosen quantization step sizes and the optimal Lagrangian factor for a representative image class. For this purpose we have performed a set of R-D measurements where the Lagrangian factors were fixed and the quantization step sizes were changed. This experimental evaluation resulted in a specification of one fixed Lagrange factor independent of the chosen quantization parameter, which allows us to detect nearly all optimal ( points on the convex hull of the clouds of all achievable ( ) point (cf. Fig. 2 ). Summarizing our finding is a fast search algorithm for the (nearly) optimal WP basis in the R-D sense can be given as follows.
1) Expand a given image in the WP library . 2) Quantize each WP coefficient according to the given step size and dead zone. 3) Evaluate the Lagrangian cost of each quantized subband , i.e.,
4)
Compare the cost of each node ( ) with sum of the costs of its four children by traversing the tree bottom-up (for ). If is greater or equal to the cost of the parent, prune the part of the tree below the node ( ); otherwise, assign to . 5) Choose the WP basis related to the leaves of the final pruned tree as the best WP basis of the image . We would like to add some remarks concerning the choice of appropriate measures of rate and distortion . If, for example, a mean-squared error (MSE) minimizing strategy is followed, the sum of squared error (SSE) representing the error energy may be an appropriate candidate of an additive distortion measure. Note, however, that in the case of using a biorthogonal filter kernel for the generation of the WP library , the orthogonality condition given by (1) is only valid in an approximative sense, so that the MSE in the spatial domain may differ from the (weighted) sum of each SSE measurement obtained on the individual subbands of the best-basis representation.
Moreover, most practical choices of a rate measure admit only rough estimations of the real achievable bit-rate (e.g., given by the first-order entropy) unless each subband belonging to the whole tree would have been encoded prior to the Lagrangian cost evaluation, which would be computionally too expensive and hence impracticable.
However, these problems do not impose any serious limitations on the practical usability of this algorithm, as long as the employed measures reflect the relative distance of the nodes in the WP tree. In fact, our comparitive evaluation of different cost functions did not demonstrate any significant differences in performance, so that the one with the least computational complexity may be chosen [5] .
IV. THE LOSSY CODING LAYER
The lossy or "base" coding layer of our proposed two-layered scheme is a conventionally structured transform coding scheme consisting of a fixed wavelet or, alternatively, an adaptively chosen wavelet packet transform, a simple uniform scalar quantizer, and the PACC coder (cf. Fig. 1 ).
Since the previous section already provides a detailed description of the transform part, we concentrate in this section on taking a closer look at the two remaining building blocks of the lossy coding layer of our proposed scheme.
A. Uniform Quantization and Adaptive Context-Based Selection of Reconstruction Values
In our coding approach, we use a simple uniform scalar quantization of the wavelet (packet) coefficients with an overall step size and a dead-zone, i.e., a larger zero bin [ ], where the ratio has been chosen empirically. Assuming that the high-resolution quantization hypothesis holds outside the zero bin, which is in turn a justification of the approximate optimality of this type of quantizer design [9] , it is a reasonable choice to select the midpoint of each bin as the reconstruction value. However, a careful analysis of the probability density function (pdf) of wavelet (packet) coefficients reveals that has some variations, especially in bins close to the zero bin and for wavelet (packet) coefficients in a high-frequency subband with low decomposition level .
Thus, we propose a simple but yet efficient mechanism to adapt the reconstruction value to the varying distribution of wavelet coefficients. Instead of modeling a given distribution with the help of a set of pdf models [21] , we use a piecewise linear approximation of to determine the (nearly) optimal reconstruction value in a MSE-minimizing sense. For a given quantization bin [ ] and pdf , the MSE-optimal reconstruction value is determined by the centroid condition (2) Given the empirical distribution, i.e., the (normalized) histogram of the wavelet coefficients, we define the piecewise linear interpolating pdf , where and for all . 2 Evaluating (2) with instead of , we get an approximation of the MSE-optimal reconstruction value by
For flat parts of a given distribution with , the suboptimal reconstruction value is close to the midpoint recon- struction value, as expected. But for highly peaked areas of a pdf with , which can be observed in real measured densities of wavelet coefficients in the neighborhood of , (3) determines a reconstruction value which moves from the midpoint toward zero thereby approaching , the left-hand side of the quantization bin.
An experimental evaluation of the proposed adaptive choice of reconstruction values has been performed using a set of standard grayscale test images. Table I shows some characteristic results comparing the performance of our proposed method with that of the simple choice of midpoint reconstruction values, on the one hand, and the theoretical limit of the ideal case given by trained reconstruction values, on the other hand. 3 For that purpose, (optimal) codewords have been trained on unquantized wavelet coefficients by computing for each subband mean values of those coefficients which were mapped to a given individual quantization bin.
Note that our proposed method implies that the dequantizer has to build histograms of all (decoded) quantization levels prior to dequantization. To further improve the proposed reconstruction algorithm, we incorporate the context information for magnitudes of quantization levels (see Section IV-B below). Thus, we divide each histogram into eight sub-histograms according to the classification given by the context states and compute a separate reconstruction value for each context state.
The results given in Table I show that our method of adaptive context-based reconstruction performs very close to the ideal reconstruction using trained codewords for each context state. However, the coding gain compared to a dequantization using simple midpoint reconstruction values is rather small (up to 0.2-dB PSNR). But since the proposed dequantization method also improves the performance of the subsequent lossless coding layer, it is worth the marginal overhead in computational complexity.
B. Pre-Coding Methods for the Lossy Compression Stage
The lossy coding stage is built around the conceptual ideas presented in [12] . We give a brief review of the underlying coding strategy; for more details, the reader is referred to [12] , [13] .
PACC pre-coding is a three-stage process. An initial partitioning process splits the quantized wavelet representation into three sub-sources: the significance map indicating the position of significant coefficients, the magnitude map holding the absolute values of significant coefficients, and the sign map with the phase information of the wavelet coefficients. Note that all three sub-sources inherit the subband structure from the wavelet (packet) decomposition, which induces an additional partition of each sub-source.
In a second (optional) step, an aggregation of insignificant coefficients across different scales is performed using a quadtree related data structure. This well-known instrument of zerotreecoding [20] connects insignificant coefficients which share the same spatial location in the octaveband structured multiresolution analysis. However, in contrast to other methods using zerotrees, we only consider zerotree roots localized in subbands on the maximum decomposition level which guarantee a sufficient coding benefit.
The final conditioning stage of the PACC pre-coding method supplies the elements of each sub-source with a context, i.e., an appropriate model for the actual coding process in the adaptive arithmetic coder. For coding of the significance maps, appropriate conditioning contexts have been created with the help of heuristically designed prototype templates. These templates consist of a causal scale and orientation-dependent neighborhood of the actual coding event. In the case of a standard wavelet basis, the templates cover additional causally accessible information represented by the neighbors of the parent and/or by the sisters of the actual coding event with respect to the siblings relationship of the (standard) wavelet decomposition. Processing of quantized coefficients is performed band-wise and in the order of lowest to highest frequency bands, such that the significance information is coded (and decoded) first.
This allows the construction of special conditioning states for coding of the magnitude of a significant coefficient by using the local significance information of the coefficient's 8-neighborhood. Thus, the conditioning context state of a given coefficient in a subband is given by sum of two terms , where is simply the sum of the significance states of the vertical and horizontal neighbors and where maps the significance states of the four diagonal neighbors on three different states. This results in eight different context states for the coding of magnitudes.
Finally, for the conditional coding of sign maps, a higher order Markov model is used, whose states are built of two preceding sign events of a given coefficient with respect to the orientation of the related subband.
Encoding of the lowest frequency subband (LL-band) in the low-pass branch of a decomposition tree is done by using a DPCM-like procedure with an adaptive median predictor [10] and a classification of the prediction error with a five-state context model.
V. RESIDUAL CODING LAYER
In order to achieve an optional lossless reconstruction of a given image, the quantization error of the lossy coding layer or its equivalent in the spatial domain, the residual image has to be encoded losslessly by a second coding layer, the so-called residual coding layer. 
A. Wavelet Packet Representation of the Residual Image
Depending on the quality of the lossy reconstruction, the residue taken between the original and reconstructed image contains more or less strong correlations, which may not be efficiently captured by a fixed wavelet basis. Thus, we follow the strategy of first generating a whole library of wavelet packet bases which, in a second step, can be used to select adaptively an appropriate basis.
Unlike other image-coding algorithms based upon the bestbasis algorithm [14] , [16] , we propose to use this framework in a scenario, where the underlying WP-libraries are generated by integer wavelet kernels. Integer wavelets permit reversible integer representations of a given image, and, in addition, allow fast implementations using a lifting factorization [6] .
As an illustration of how the concept of adapted waveforms will cope with the given problem, let us consider the typical phenomenon that with increasing quality of the lossy reconstruction, the residual image tends to loose its coherence and, at some point, mainly consists of uncorrelated noise. Since the construction of the WP library includes the original spatial-domain representation of as the root of the corresponding depth-quadtree, the search algorithm may choose as the best representation 4 for a noisy residue in the case of a high-quality lossy reconstruction. Table II provides real measured lossless coding rates 5 of a given image depending on different bit rates of the embedded lossy coded part. These coding results have been obtained by using two fixed bases, namely and the level-1 decomposition , on the one hand, and the best basis of a depth-3 WP-library , on the other hand. As indicated by the numbers, is chosen as the best basis at a lossy rate of 2 bpp, where a nearly perfect reconstruction is achieved. At lower rates of the lossy coded image, e.g., 0.5 and 1 bpp, the level-1 basis is selected as the optimal representation. Given a very low bit-rate reconstruction of the lossy coded original image, the two candidates of representations are no longer optimal for the resulting residual image, so that a best-basis selection from the larger depth-3 library results in overall lower coding rates (cf .  Table II) .
B. Pre-Coding Techniques for the Residual Coding Layer
Statistical modeling of wavelet coefficients obviously relies on assumptions which are confined to a certain scope of applicability. Thus, we propose a re-design of the PACC pre-coding method serving the needs of the residual coding stage. Two major modifications have been employed. First, we found, that, given a residual representation consisting of predominant high-frequency information, it is no longer useful to perform a zerotree aggregation. This is mainly due to the fact that, in general, the residual image contains most of the image noise which results in nonvanishing wavelet coefficients on small scales. Besides that, an arbitrary WP-basis different from the octave-band decomposition no longer offers a natural parent-child relationship between coefficients on different scales.
The second modification of the PACC pre-coding technique for its application in the residual coding stage concerns an appropriate re-design of conditioning contexts especially for the coding of significance and magnitude maps created by the initial partitioning process (cf. Section IV-B).
For the coding of significance information, we propose a band-independent template given by the four nearest causal neighbors of the actual coding event , as depicted in Fig. 3 . However, in contrast to the lossy case, the significance map does not provide enough information of the local variance for a proper design of conditioning states for the magnitudes of residual wavelet coefficients. Thus, we propose to classify the magnitude of an actual coefficient according to the weighted sum of the variances of the neighboring coefficients where and . The variances are obtained by using an intersection of a 3 3-window centered at the corresponding neighbor , with the set of coefficients already visited in the past of the actual coding event . In Fig. 3 , the 12 neighboring coefficients of contributing to the calculation of are shown as gray shaded circles.
The actual classification is finally obtained by using a backward adaptive uniform quantization of the actual variance prediction according to an estimation of the mean value of the variance prediction values of all preceding coefficients of and that of itself such that the actual context for the coding of is given by where denotes the greatest integer less than or equal to . This definition leads to a separation into eight different context states for conditional coding of the magnitude map, which was found experimentally to yield best overall performance.
VI. EXPERIMENTAL RESULTS AND DISCUSSION
In this section, we present simulation results using the proposed two-layered coding scheme. Three sets of experiments were carried out in order to demonstrate the performance of our proposed approach relative to other relevant schemes. First, we evaluate the R-D performance of the lossy base layer. The lossless coding performance and its dependency on the lossy coding rates is the subject of the second evaluation. Finally, we present a performance comparison of our proposed scheme with other combined lossy/lossless image-coding methods, where in addition to a set of standard images, some typical medical images have been used for benchmarking. A brief discussion of some aspects concerning the computational complexity of the proposed method concludes this section.
A. R-D Performance of the Lossy Coding Layer
The first set of experiments aims at evaluating the rate distortion performance of our proposed scheme in comparison with pure lossy algorithms. For that purpose, we employed a fourlevel standard wavelet transform generated by the biorthogonal 9/7-tapped filter bank [7] in the lossy coding layer. As a measure of distortion, the PSNR was used. All results were generated from decoded bit streams. Fig. 4 shows R-D-curves for the Lena and Goldhill image both with 512 512 pixels and 8 bits/pixel. As reference schemes, we used the pure lossy coding scheme of JPEG-2000 VM 6 (Version 6.0) [2] in single layer mode (with default parameters) and the widely regarded standard reference SPIHT-coder of Said and Pearlman [18] . For a fair comparison, both reference coders were supplied with the same 9/7 biorthogonal filter bank as our lossy coding layer. First, it is interesting to note that the JPEG-2000 and the SPIHIT coder have virtually the same objective performance, although they are quite different from an algorithmic point of view. While the latter is based on hierarchical trees, thereby exploiting the parent-child relationship of the dyadic decomposition [18] , the former ignores interband relationships and uses independently coded blocks in the subband domain, such that the bit-stream contribution of each code block is determined in a post-compression R-D optimization process [2] .
Regarding the performance of the lossy coding layer of our proposed scheme, we observe some small advantages in PSNR of 0.2-0.5 dB in favor of our proposed PACC scheme (cf. Fig. 4) . Note, however, that both reference schemes do not permit a lossless reconstruction, at least not in the lossy coding mode, that we considered for this kind of performance evaluation.
B. Lossless Coding Performance
In the following, we summarize the outcome of our experiments concerning the lossless compression performance of our combined scheme. The experiments were based on an implementation of our proposed method using the lossy coding layer as described in the previous Section VI-A and by choosing the integer wavelet kernel (4, 4) [6] for the generation of a depth-3 WP-library in the residual coding layer. Fig. 5 shows the results of our coding simulation regarding the dependencies of lossy and residual coding rates. It can be observed that the lossless coding performance given by the total bit rate deteriorates from lower to higher bit rates of the (embedded) lossy coded part, as expected. But the difference in measured lossless bit-rates over the whole interval of interesting lossy bit-rates is confined to a variance of 2% relative to the average of all measured lossless rates.
For a comparison with other combined lossless/lossy and pure lossless coding schemes, we computed the mean value of measured lossless bit-rates in the lossy coding range of 0.125-1 bpp for each of the three standard grayscale images Lena, Barbara, and Goldhill ( ). In addition, we considered in this experiment a variation of the lossy coding layer, which uses our fast nearly optimal WP basis search algorithm (cf. Section III-B) on a depth-3 WP library generated by the 9/7 biorthogonal wavelet kernel and which we denote by WP/WP in distinction from the scheme with a (fixed) wavelet-based lossy coding layer (W/WP).
As reference schemes, we used in the category of pure lossless operating coding methods two of the best performing schemes, 7 the CALIC-coder [25] and the lossless coding standard JPEG-LS [23] . In the group of combined lossy/lossless coding schemes, the reversible coding method of JPEG-2000 [2] (with default settings) and the S P-scheme [19] were used. Table III shows the simulation results of our comparitive investigations. The proposed PACC-coder produces lossless rates exceeding those of the best performing schemes by, at most, 2%-3%; in one case, it even outperforms the best pure lossless schemes. In addition, if pure lossless performance is the primary goal, our scheme is capable of approaching the best obtainable lossless bit-rates in the limit of diminishing lossy rates, as can be observed from the results plotted in Fig. 5 . The lossless coding performance of the W/WP and WP/WP scheme is quite similar; for the Barbara image, however, there is a small gain due to the prominent (lossy) coding efficiency of wavelet packets on this kind of image material (cf. the following section).
C. Performance Comparison of Combined Lossy/Lossless Schemes
In our third and final part of simulation experiments, we compared our coding approach to the combined lossy/lossless coding reference schemes JPEG-2000 (J2K) and S P. Notice that both reference schemes were operating with a fixed integer wavelet for both lossless and lossy coding. In order to emphasize the advantage of our proposed two-layered coding scheme concerning the selection of an appropriate filterbank for the lossy coding stage, we employed a recently proposed 22/14-tapped biorthogonal coiflet [24] with slightly better R-D-performance than the 9/7-tapped wavelet system in the lossy coding layer.
The coding results given in Table IV show that compared to the reference schemes our proposed method achieves a significant PSNR gain of 0.6-3.3 dB on the set of three standard images. Coding gains obtained by the adaptive wavelet packet based lossy coding layer (WP/WP) relative to its wavelet-based Table V show that in terms of PSNR, our proposed coding scheme achieves a distinguished gain up to 3.3 dB compared to the reference schemes. However, it should be noted that a gain in PSNR does not necessarily correlate with an increase in diagnostic quality; typically, methods using receiver operator characteristic (ROC) curves are used to evaluate the impact of (different) compression methods on the diagnostic accuracy [17] . As shown in Table VI, the lossless rates obtained by the proposed two-layered algorithm on the given medical images are comparable to those rates measured for S P and JPEG-2000 VM, the latter in default lossless mode.
D. Considerations of Computational Complexity Issues
In this section, we address some aspects concerning the computational complexity of our presented approach. At the encoder, the computational complexity is mainly increased by the reconstruction loop and by employing an additional adaptive WP transform when compared to the reference schemes with combined lossy/lossless coding mode. Note however, that this only affects the optional lossless coding mode; the computational complexity of the lossy coding layer, both at the encoder and decoder, is comparable to that of the reference schemes, at least in the case of using the standard wavelet transform in this layer where, of course, the actual complexity may depend on the chosen wavelet filter.
Regarding the computational complexity of the best-basis methods involved in the adaptive WP transforms, we proposed in a previous work [14] a modification of the original best-basis approach, the so-called complexity-constrained best-basis algorithm, which offers an instrument for complexity scalability in the sense that it allows to control the trade-off between R-D performance and computational complexity by a single parameter. This objective is achieved by generating a restricted WP library depending on a given complexity budget, where the way the library is restricted depends on the given signal and its energy distribution. For a more detailed discussion on that issue, the reader is referred to [14] . Besides there is the possibility to restrict the WP library in advance. For the residual coding layer we can reduce the number of admissible WP bases drastically, and hence, decrease the computational complexity by up to a factor of two if, for example, the switching point between both layers is known a priori.
VII. CONCLUSION
We presented a novel wavelet-based image-coding scheme that provides lossy and lossless recovery simultaneously. In order to jointly optimize the performance of both coding modes, we propose to divide the coding process into two layers. The first coding layer is based on a DWT or, alternatively, on an adaptively chosen wavelet packet transform generated by an appropriately chosen wavelet filter kernel for good energy compaction and decorrelation. Coupled with the PACC coding strategy, this first coding stage performs a lossy compression with high efficiency in a R-D sense. In the second layer, the residual image is decorrelated using an adaptive wavelet packet integer transform along with some suitable techniques for the statistical coding of transform coefficients. Our experimental results demonstrate that our proposed method achieves a performance similar or superior to the best currently published image compression algorithms either of the pure lossless, pure lossy, or combined lossy/lossless type.
