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Topological subsystem codes were proposed by Bombin based on 3-face-colorable cubic graphs. Suchara,
Bravyi and Terhal generalized this construction and proposed a method to construct topological subsystem
codes using 3-valent hypergraphs that satisfy certain constraints. Finding such hypergraphs and computing
their parameters however is a nontrivial task. We propose families of topological subsystem codes that were
previously not known. In particular, our constructions give codes which cannot be derived from Bombin’s
construction. We also study the error recovery schemes for the proposed subsystem codes and give detailed
schedules for the syndrome measurement that take advantage of the 2-locality of the gauge group. The study
also leads to a new and general construction for color codes.
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I. INTRODUCTION
A major challenge in the theory of quantum error correct-
ing codes is to design codes that are well suited for fault tol-
erant quantum computing. Such codes have many stringent
requirements imposed on them, constraints that are usually
not considered in the design of classical codes. An impor-
tant metric that captures the suitability of a family of codes
for fault tolerant quantum computing is the threshold of that
family of codes. Informally, the threshold of a sequence of
codes of increasing length is the maximum error rate that can
be tolerated by the family as we increase the length of the
codes in the sequence. The threshold is affected by numer-
ous factors and there is no single parameter that we can op-
timize to design codes with high threshold. Furthermore, in
the literature thresholds are reported under various assump-
tions. As the authors of [15] noted, there are three thresholds
that are of interest: i) the code threshold which assumes there
are no measurement errors, ii) the phenomenological thresh-
old which incorporates to some extent the errors due to mea-
surement errors, and iii) the circuit threshold which incorpo-
rates all errors due to gates and measurements. For a given
family of codes, invariably the code threshold is the highest
and the circuit threshold the lowest.
One of the nonidealities that affects the lowering of thresh-
olds is the introduction of measurement errors. So codes
which have same code thresholds, such as the toric codes
and color codes, can end up with different circuit thresholds
[15, 23]. At this point one can attempt to improve the cir-
cuit threshold by designing codes that have efficient recovery
schemes and are more robust to measurement errors among
other things. An important development in this direction has
come in the form of subsystem codes, also called as opera-
tor error correcting codes [3, 11–14, 19]. By providing addi-
tional degrees of freedom subsystem codes allow us to design
recovery schemes which are more robust to circuit nonideal-
ities. That they can improve the threshold has already been
reported in the literature [1].
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A class of codes that have been found to be suitable for fault
tolerant computing are the topological codes. These codes
have local stabilizer generators, enabling the design of a local
architecture for computing with them and also have the high-
est thresholds reported so far [21]. It is tempting to combine
the benefits of these codes with the ideas of subsystem codes.
This was first achieved in the work of Bombin [6], followed
by Suchara, Bravyi and Terhal [22].
However, the code thresholds reported in [22] were lower
than the thresholds of the toric codes and color codes.
Nonetheless, this should not lead us to a hasty conclusion that
the topological subsystem codes are not as good as the toric
codes. There are at least two reasons why topological subsys-
tem codes warrant further investigation. Firstly, the threshold
reported in [22] is about 2% while [2] showed that the topo-
logical subsystem codes can have a threshold as high as 5.5%.
This motivates the further study on decoding topological sub-
system codes that are closer to their theoretical limits as well
as the study of subsystem codes that have higher code thresh-
olds.
The second point that must be borne in mind is the rather
surprising lower circuit threshold of color code on the square
octagon lattice as compared to the toric codes. Both of these
codes have a code threshold of about 11%. But the circuit
threshold of the color codes is about an order of magnitude
lower than that of the toric codes. Both codes enable local
architectures for fault tolerant quantum computing, both ar-
chitectures realize gates by code deformation techniques, and
both achieve universality in quantum computation through
magic state distillation. Moreover, the color codes considered
in [15] unlike the surface code can even realize the entire Clif-
ford group transversally. Despite this apparent advantage over
the toric codes, the color codes lose out to the surface codes in
one crucial aspect—the weight of the check operators. Some
of the check operators for the square octagon color code have
a weight that is twice the weight of the check operators in the
toric codes. Even though these higher weight check opera-
tors are approximately a fifth of the operators, they appear to
be the dominant reason for the lower circuit threshold of the
color codes.
The preceding discussion indicates that measurement errors
can severely undermine the performance of a code with many
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2good properties including a good code threshold. Thus any
improvement in circuit techniques or error recovery schemes
to make the circuits more robust to these errors are likely to
yield significant improvements in the circuit thresholds. This
is precisely where topological subsystem codes come into pic-
ture. Because they can be designed to function with just
two-body measurements, these codes can greatly mitigate the
detrimental effects of measurement errors. A strong case in
favor of the suitability of the subsystem codes with current
quantum information technologies has already been made in
[22].
For all these reasons topological subsystem codes are worth
further investigation. This work is aimed at realizing the po-
tential of topological subsystem codes. Our main contribution
in this paper is to give large classes of topological subsystem
codes, which were not previously known in literature. Our
results put at our disposal a huge arsenal of topological sub-
system codes, which aids in the evaluation of their promise
for fault tolerant quantum computing. In addition to building
upon the work of [22] it also sheds light on color codes, an
area of independent interest.
The paper is structured as follows. After reviewing the nec-
essary background on subsystem codes in Section II, we give
our main results in Section III. Then in Section IV we show
how to measure the stabilizer for the proposed codes in a con-
sistent fashion. We conclude with a brief discussion on the
significance of these results in Section V.
II. BACKGROUND AND PREVIOUS WORK
A. Subsystem codes
In the standard model of quantum error-correction, infor-
mation is protected by encoding it into a subspace of the sys-
tem Hilbert space. In the subsystem model of error correction
[3, 11–14, 19], the subspace is further decomposed as L⊗G.
The subsystem L encodes the logical information, while the
subsystem G provides additional degrees of freedom; it is
also called the gauge subsystem and said to encode the gauge
qubits. The notation [[n, k, r, d]] is used to denote a subsys-
tem code on n qubits, with dimL = 2k and dimG = 2r and
able to detect errors of weight up to d − 1 on the subsystem
L. In this model an [[n, k, d]] quantum code is the same as an
[[n, k, 0, d]] subsystem code.
The introduction of the gauge subsystem allows us to sim-
plify the error recovery schemes [1, 3] since errors that act
only on the gauge subsystem need not be corrected. Although
sometimes this comes at the expense of a reduced encoding
rate, nonetheless as in the case of the Bacon-Shor code, this
can substantially improve the performance with respect to the
corresponding stabilizer code associated with it without af-
fecting the rate [3].
We assume that the reader is familiar with the stabilizer for-
malism for quantum codes [8, 9]. We briefly review it for
the subsystem codes [11, 19]. A subsystem code is defined
by a (nonableian) subgroup of the Pauli group; it is called
the gauge group G of the subsystem code. We denote by
S′ = Z(G), the centre of G. Let 〈iI, S〉 = S′. The sub-
system code is simply the space stabilized by S. (Henceforth,
we shall ignore phase factors and let S be equivalent to S′.)
Henceforth, we shall ignore the phase factors and let S. The
bare logical operators of the code are given by the elements
in C(G), the centralizer of G. (We view the identity also as
a logical operator.) These logical operators do not act on the
gauge subsystem but only on the information subsystem. The
operators in C(S) are called dressed logical operators and in
general they also act on the gauge subsystem as well. For
an [[n, k, r, d]] subsystem code, with the stabilizer dimension
dimS = s, we have the following relations:
n = k + r + s, (1)
dimG = 2r + s, (2)
dimC(G) = 2k + s, (3)
d = min{wt(e) | e ∈ C(Z(G)) \ G}. (4)
The notation wt(e) is used to denote the number of qubits on
which the error e acts nontrivially.
B. Color codes
In the discussion on topological codes, it is tacitly assumed
that the code is associated to a graph which is embedded on
some suitable surface. Color codes [4] are a class of topo-
logical codes derived from 3-valent graphs with the additional
property that they are 3-face-colorable. Such graphs are called
2-colexes. The stabilizer of the color code associated to such
a 2-colex is generated by operators defined as follows:
Bσf =
∏
i∈f
σi, σ ∈ {X,Z}, (5)
where f is a face of Γ2. A method to construct 2-colexes from
standard graphs was proposed in [5]. Because of its relevance
for us we briefly review it here.
Construction A Topological color code construction
Input: An arbitrary graph Γ.
Output: A 2-colex Γ2.
1: Color each face of the embedding by x ∈ {r, b, g}.
2: Split each edge into two edges and color the face by y ∈
{r, b, g} \ x as shown below.
3: Transform each vertex of degree d into a face containing d edges
and color it z ∈ {r, b, g} \ {x, y}. Denote this graph by Γ2.
Notice that in the above construction, every vertex, face and
edge in Γ lead to a face in Γ2. Because of this correspondence,
3we shall call a face in Γ2 a v-face if its parent in Γ was a
vertex, a f -face if its parent was a face and an e-face if its
parent was an edge. Note that an e-face is always 4-sided.
C. Topological subsystem codes via color codes
At the outset it is fitting to distinguish topological subsys-
tem codes from non-topological codes such as the Bacon-Shor
codes that are nonetheless local. A more precise definition can
be found in [6, 7], but for our purposes it suffices to state it in
the following terms.
(i) The stabilizer S (and the gauge group) have local gener-
ators and O(1) support.
(ii) Errors in C(S) that have a trivial homology on the sur-
face are in the stabilizer, while the undetectable errors
have a nontrivial homology on the surface.
We denote the vertex set and edge set of a graph Γ by V (Γ),
E(Γ) respectively. We denote the set of edges incident on a
vertex v by δ(v) and the edges that constitute the boundary
of a face by ∂(f). We denote the Euler characteristic of a
graph by χ, where χ = |V (Γ)| − |E(Γ)| + |F (Γ)|. The dual
of a graph is the graph obtained by replacing every face f
with a vertex f∗, and for every edge in the boundary of two
faces f1 and f2, creating a dual edge connecting f∗1 and f
∗
2 .
The subsystem code construction due to [6] takes the dual of
a 2-colex, and modifies it to obtain a subsystem code. The
procedure is outlined below:
Construction B Topological subsystem code construction
Input: An arbitrary 2-colex Γ2.
Output: Topological subsystem code.
1: Take the dual of Γ2. It is a 3-vertex-colorable graph.
2: Orient each edge as a directed edge as per the following:
3: Transform each (directed) edge into a 4-sided face.
4: Transform each vertex into a face with as many sides as its de-
gree. (The preceding splitting of edges implicitly accomplishes
this. Each of these faces has a boundary of alternating blue and
red edges.) Denote this expanded graph as Γ.
5: With every edge e = (u, v), associate a link operator Ke ∈
{XuXv, YuYv, ZuZv} depending on the color of the edge.
6: The gauge group is given by G = 〈Ke | e ∈ E(Γ)〉.
Our presentation slightly differs from that of [6] with re-
spect to step 2.
Theorem A ([6]). Let Γ2 be a 2-colex embedded on a surface
of genus g. The subsystem code derived from Γ2 via Construc-
tion B has the following parameters:
[[3|V (Γ2)|, 2g, 2|V (Γ2)|+ 2g − 2, d ≥ `∗]], (6)
where `∗ is the length of smallest nontrivial cycle in Γ∗2.
The cost of the two-body measurements is reflected to some
extent in the increased overhead for the subsystem codes.
Comparing with the parameters of the color codes, this con-
struction uses three times as many qubits as the associated
color code while at the same time encoding half the number
of qubits. Our codes offer a different tradeoff between the
overhead and distance.
D. Subsystem codes from 3-valent hypergraphs
In this section we review a general construction for (topo-
logical) subsystem codes based on hypergraphs proposed in
[22]. A hypergraph Γh is an ordered pair (V,E), where
E ⊆ 2V is a collection of subsets of V . The set V is called the
vertex set while E is called the edge set. If all the elements of
E are subsets of size 2, then Γh is a standard graph. Any el-
ement of E whose size is greater than 2 is called a hyperedge
and its rank is its size. The rank of a hypergraph is the maxi-
mum rank of its edges. A hypergraph is said to be of degree k
if at every site k edges are incident on it.
A hypercycle in a hypergraph is a set of edges such that
on every vertex in the support of these edges an even num-
ber of edges are incident [16]. Note that this definition of
hypercycle includes the standard cycles consisting of rank-2
edges. A hypercycle is said to have trivial homology if we
can contract it to a point, by contracting its edges. Homologi-
cal equivalence of cycles is somewhat more complicated than
in standard graphs.
The following construction is due to [22]. Let Γh be a hy-
pergraph satisfying the following conditions:
H1) Γh has only rank-2 and rank-3 edges.
H2) Every vertex is trivalent.
H3) Two edges intersect at most at one vertex[17].
H4) Two rank-3 edges are disjoint.
We assume that at every vertex there is a qubit. For each
rank-2 edge e = (u, v) define a link operator Ke where Ke ∈
{XuXv, YuYv, ZuZv} and for each rank-3 edge (u, v, w) de-
fine
Ke = ZuZvZw. (7)
The assignment of these link operators is such that
KeKe′ = (−1)|e∩e′|Ke′Ke. (8)
We denote the cycles of Γh by ΣΓh . Let σ be a hypercycle in
Γh, then we associate a (cycle) operatorW (σ) to it as follows:
W (σ) =
∏
e∈σ
Ke. (9)
The group of these cycle operators is denoted LΓh and defined
as
LΓh = 〈W (σ) | σ is a hypercycle in Γh〉 (10)
4It is immediate that dimLΓh = dim ΣΓh .
Construction C Topological subsystem code via hypergraphs
Input: A hypergraph Γh satisfying assumptions H1–4
Output: A subsystem code specified by its gauge group G.
1: Color all the rank-3 edges, say with r. Then assign a 3-edge-
coloring of Γh using {r, g, b}.
2: Define a graph Γ whose vertex set is same as Γh.
3: For each rank-2 edge (u, v) in Γh assign an edge (u, v) in Γ and
a link operator Ku,v = Ku,v as
Ku,v =
 XuXv (u, v) is rYuYv (u, v) is gZuZv (u, v) is b
4: For each rank-3 edge (u, v, w) assign three edges in Γ, namely,
(u, v), (v, w), (w, u) and three link operators Ku,v = ZuZv ,
Kv,w = ZvZw, and Kw,u = ZwZu.
5: Define the gauge group G = 〈Ke | e ∈ Γ〉.
Theorem B ([22]). A hypergraph Γ satisfying the conditions
H1-4, leads to a subsystem code whose gauge group is the
centralizer of ΣΓh , i.e., G = C(LΓh).
Since S = G ∩ C(G), a subgroup of cycles corresponds
to the stabilizer. Let us denote this subgroup of cycles by
∆Γh . Note that we have slightly simplified the construction
proposed in [22], in that we let our our link operators to be
only {X ⊗X,Y ⊗ Y,Z ⊗Z}. But we expect that this results
in no loss in performance, because the number of encoded
qubits and the distance are topological invariants and are not
affected by these choices.
Our notation is slightly different from that of [22]. We dis-
tinguish between the link operators associated with the hy-
pergraph Γh and the derived graph Γh; they coincide for the
rank-2 edges. Because the hypergraph is 3-edge-colorable,
we can partition the edge set of the hypergraph as E(Γh) =
Er ∪ Eg ∪ Eb depending on the color. The derived graph Γh
is not 3-edge-colorable, but we group its edges by the edges
of the parent edges in Γh. Thus we can partition the edges of
Γh also in terms of color as E(Γh) = Er ∪ Eg ∪ Eb.
This following result is a consequence of the definitions of
G, ΣΓh and Theorem B.
Corollary C. If σ is a cycle in Γh and consists of only rank-2
edges, then W (σ) ∈ S.
An obvious question posed by Theorem B is how does
one construct hypergraphs that satisfy these constraints. This
question will occupy us in the next section. A related ques-
tion is the syndrome measurement schedule for the associated
subsystem code. This will be addressed in Section IV.
III. PROPOSED TOPOLOGICAL CODES
A. Color codes
While our main goal is to construct subsystem codes, our
techniques use color codes as intermediate objects. The pre-
viously known methods [5] for color codes do not exhaust all
possible color codes. Therefore we make a brief digression to
propose a new method to construct color codes. Then we will
return to the question of building subsystem codes.
The constructions presented in this paper assume that the
associated graphs and hypergraphs are connected, have no
loops and all embeddings are such that the faces are home-
omorphic to unit discs, in other words, all our embeddings are
2-cell embeddings.
Construction 1 Topological color code construction
Input: An arbitrary bipartite graph Γ.
Output: A 2-colex Γ2.
1: Consider the embedding of the bipartite graph Γ on some sur-
face. Take the dual of Γ, denote it Γ∗.
2: Since Γ is bicolorable, Γ∗ is a 2-face-colorable graph.
3: Replace every vertex of Γ∗ by a face with as many sides as its
degree such that every new vertex has degree 3.
4: The resulting graph is a 2-colex.
Theorem 1 (Color codes from bipartite graphs). Any 2-colex
must be generated from Construction 1 via some bipartite
graph.
Proof. Assume that there is a 2-colex that cannot be generated
by Construction 1. Assuming that the faces and the edges
are 3-colored using {r, g, b}, pick any color c ∈ {r, g, b}.
Then contract all the edges of the remaining colors, namely
{r, g, b} \ c. This process shrinks the faces that are coloured
c. The c-colored faces become the vertices of the resultant
2-face-colorable graph. The dual of this graph is bipartite as
only bipartite graphs are 2-colorable. But this is precisely the
reverse of the process described above. Therefore, the 2-colex
must have risen from a bipartite graph.
Note that there need not be a unique bipartite graph that
generates a color code. In fact, three distinct bipartite graphs
may generate the same color code, using the above construc-
tion.
We also note that the 2-colexes obtained via construction A
have the property that for one of the colours, all the faces are
of size 4. The following result shows the relation between our
result and Construction A. The proof is straightforward and
omitted.
Corollary 2. The color codes arising from Construction A
can be obtained from Construction 1 using bipartite graphs
which have the property that one bipartition of vertices con-
tains only vertices of degree two.
B. Subsystem codes via color codes
Here we outline a procedure to obtain a subsystem code
from a color code. This uses the construction of [22]. We
5first construct a hypergraph that satisfies H1–4. We start with
a 2-colex that has an additional restriction, namely it has a
nonempty set of faces each of which has a doubly even num-
ber of vertices.
Construction 2 Topological subsystem code construction
Input: A 2-colex Γ2, assumed to have a 2-cell embedding.
Output: A topological subsystem code specified by the hypergraph
Γh.
1: We assume that the faces of Γ2 are colored r, b, and g. Let Fr
be the collection of r-colored faces of Γ2, and F ⊆ Fr such that
|f | ≡ 0 mod 4 and |f | > 4 for all f ∈ F.
2: for f ∈ F do
3: Add a face f ′ inside f such that |f | = 2|f ′|.
4: Take a collection of alternating edges in the boundary of f .
These are |f |/2 in number and are all colored either b or g.
5: Promote them to rank-3 edges by adding a vertex from f ′ so
that the resulting hyperedges do not “cross” each other. In other
words, the rank-3 edge is a triangle and the triangles are dis-
joint. Two possible methods of inserting the rank-3 edges are
illustrated in Fig. 1. In the first method, the hyperedges can be
inserted so that they are in the boundary of the g colored faces,
see Fig. 1(b). Alternatively, the hyperedges can be inserted so
that they are in the boundary of the b colored faces, see Fig. 1(c).
6: Color the rank-3 edge with the same color as the parent rank-2
edge.
7: Color the edges of f ′ using colors distinct from the color of the
rank-3 edges incident on f ′.
8: end for
9: Denote the resulting hypergraph Γh and use it to construct the
subsystem code as in Construction C.
(a)A face f in F
(b)Inserting rank-3 edges
in f by promoting the
b-edges to rank-3 edges.
(c)Inserting rank-3 edges
in f by promoting the
g-edges to rank-3 edges.
FIG. 1. (Color online) Inserting rank-3 edges in the faces of Γ2 to
obtain the hypergraph Γh. The rank-3 edges correspond to triangles.
Theorem 3 (Subsystem codes from color codes). Construc-
tion 2 gives hypergraphs which satisfy the constraints H1-4
and therefore give rise to 2-local subsystem codes whose cy-
cle group ΣΓh is defined as in Eq. (10) and gauge group is
G = C(LΓh).
Proof. Requirement H1 is satisfied because by construction,
only rank-3 hyper edges are added to Γ2, which only contains
rank-2 edges. The hypergraph has two types of vertices those
that come from Γ2 and those that are added due to introduc-
tion of the hyperedges. Since all hyperedges come by promot-
ing an edge to a hyperedge, it follows that the hypergraph is
trivalent on the original vertices inherited from Γ2. By con-
struction, the vertices in V (Γh) \ V (Γ2) are trivalent and thus
Γh satisfies H2. Note that |f | ≡ 0 mod 4 and |f | > 4, there-
fore f ′ can be assigned an edge coloring that ensures that Γh
is 3-edge colorable. Since |f | > 4 we also ensure that no
two edges intersect in more than one site, and H3 holds. By
construction, all rank-3 edges are disjoint. This satisfies re-
quirement H4.
Let us illustrate this construction using a small example. It
is based on the 2-colex shown in Fig. 2. The hypergraph de-
rived from this 2-colex is shown in Fig. 3. Its rate is nonzero.
FIG. 2. (Color online) Color code on a torus from a 4-6-12 lattice.
Opposite sides are identified.
FIG. 3. (Color online) Illustrating Construction 2.
At this point, Theorem 3 is still quite general and we do not
have expressions for the code parameters in closed form. Nei-
ther is the structure of the stabilizer and the logical operators
very apparent. We impose some constraints on the set F so
6that we can remedy this situation. These restrictions still lead
to a large class of subsystem codes.
(i) F = Fc is the set of all the faces of a given color; see
Theorem 4.
(ii) F is an alternating set and Fc and F \Fc form a bipartite
graph (in a sense which will be made precise shortly);
see Theorem 5.
Before, we can evaluate the parameters of these codes, we
need some additional results with respect to the structure of
the stabilizer and the centralizer of the gauge group. The stabi-
lizers vary depending on the set F, nevertheless we can make
some general statements about a subset of these stabilizers.
(a)A hypercycle σ1 in
f (shown in bold
edges) consisting of
only rank-2 edges.
(b)A hypercycle σ2 in
f (shown in bold
edges) with both
rank-2 and rank-3
edges.
(c)A dependent
hypercycle σ3 which is
a combination of σ1
and σ2 over F2.
FIG. 4. (Color online) Stabilizer generators from a face in F for the
subsystem codes of Construction 1; one of them is dependent. We
shall view σ1 and σ2 as the two independent hypercycles associated
with f .
Lemma 1. Suppose that f is a face in F in Construction 1.
Then there are two independent hypercycles that we can asso-
ciate with this face and consequently two independent stabi-
lizer generators as shown in Fig. 4
Proof. We use the same notation as in Construction 1. Then
Construction 1 adds a new face f ′ to Γ2 in the interior of f .
Let σ1 be the cycle formed by the rank-2 edges in the bound-
ary of f ′, see Fig. 4(a). By Corollary C, W (σ1) ∈ S.
Now let σ2, see Fig. 4(b), be the hypercycle consisting of all
the edges in the boundary of f and an alternating set of rank-2
edges in the boundary of f ′. In other words, σ2 consists of all
the rank-3 edges inserted in f as well as the rank-2 edges in
its boundary and an alternating pair of rank-2 edges in f ′. Be-
cause |f | ≡ 0 mod 4, the boundary of f ′ is 2-edge colorable.
To prove that W (σ2) can be generated by the elements of G,
observe that W (σ2) can be split as
W (σ2) =
∏
e∈∂(f)
Ke
∏
e∈∂(f ′)∩Eg
Ke,
whereEg refers to the r-colored edges in Γh and the boundary
is with respect to Γh. We can also rewrite this in terms of the
link operators in Γh.
W (σ2) =
∏
e∈∂(f)
Ke
∏
e∈∂(f ′)∩Er
Ke
where the boundary is with respect to Γh and Er now refers
to the r-colored edges in Γh.
This is illustrated in Fig. 5(b). The third cycle σ3, see
Fig. 4(c), can be easily seen to be a combination of the cy-
cles σ1 and σ2 over F2.
(a)Decomposing the
hypercycle σ1.
(b)Decomposing the
hypercycle σ2.
FIG. 5. (Color online) Decomposing σi in Fig. 4 so that W (σi) can
be generated using the elements of G. In each of the above W (σi)
can be generated as the product of link operators corresponding to the
bold edges. Note that these decompositions are with respect to the
link operators of the derived graph Γh while the cycles are defined
with respect to the hypergraph Γh.
FIG. 6. (Color online) A cycle σ1 of rank-2 edges in the boundary of
f , shown in bold, when f has no rank-3 edges in its boundary. Some
of the edges incident on f maybe rank-3 but none in the boundary
are.
(a)A cycle σ1 of
rank-2 edges in the
boundary of f , shown
in bold, note that a
rank-3 edge is incident
on every vertex of f
unlike Fig. 6.
(b)A cycle σ2 of
rank-2 and rank-3,
shown in bold; σ2
differs from the cycle
in Fig. 4(b), in that the
“outer” rank-2 edges
maybe either r or g.
(c)Decomposing the
hypercycle σ2 so that
W (σ2) can be
generated using the
elements of G. Note
the decomposition
refers to Γh.
FIG. 7. (Color online) Stabilizer generators for a face which has no
rank-3 edges in its boundary when F = Fc and f 6∈ F.
Lemma 2. Suppose that f has no rank-3 edges in its bound-
ary ∂(f) as in Fig. 6. Then W (∂(f)) is in S. Further, if
F = Fr and f 6∈ F, then we can associate another hypercycle
σ2 to f , as in Fig. 7, such that W (σ2) is in S.
7Proof. If f has no rank-3 edges in its boundary, thenW (∂(f))
is in S by Corollary C. It is possible that some rank-3 edges
are incident on f even though they are not in its boundary.
This is illustrated in Fig. 6.
If F = Fr, and f 6∈ F, then a rank-3 edge is incident on ev-
ery vertex of f and we can form another cycle by considering
all the rank-3 edges, and rank-2 edges connecting all pairs of
rank-3 edges, see Fig. 7(b). This includes an alternating set of
edges in the boundary of f . This is different from the hyper-
cycle in Fig. 4(b) in that the “outer” rank-2 edges connecting
the rank-3 edges maybe of different color. Nonetheless by an
augment similar to that in the proof of Lemma 1, and using the
decomposition shown in Fig. 7(c) we can show that W (σ2) is
in S.
Remark 1. (Canonical cycles.) For the faces in which have
two stabilizer generators associated with them we make the
following canonical choice for the stabilizer generators. The
first basis cycle σ1 always refers to the cycle consisting of
the rank-2 edges forming the boundary of a face. The second
basis cycle for f is chosen to be the cycle in which the rank-3
edges are paired with an adjacent rank-3 edge such that both
the rank-2 edges pairing them are of the same color.
The decomposition as illustrated in Fig. 7(c) works even
when the stabilizer is for a face which is adjacent to itself.
Next we prove a bound on the distance of the codes ob-
tained via Construction 2. This is defined by the cycles in
space ΣΓh \∆Γh . Recall that W (σ) ∈ S, if σ ∈ ∆Γh .
Lemma 3. (Bound on distance) The distance of the subsys-
tem code obtained from Construction 2 is upper bounded by
the number of rank-3 edges in the hypercycle with minimum
number of rank-3 edges in ΣΓh \∆Γh .
Proof. Every undetectable error of the subsystem code can be
written as gW (σ) for some g ∈ G and σ ∈ ΣΓh \ ∆Γh . It
suffices therefore, to check by how much the weight of W (σ)
can be reduced by acting with elements of G. In particular,
we can reduce W (σ) such that only the rank-3 edges remain,
and obtain an equivalent operator of lower weight. We can
further act on this so that corresponding to every rank-3 edge
in σ the modified error has support only on one of its vertices.
This reduced error operator has weight equal to the number
of rank-3 edges in σ. Thus the distance of the code is upper
bounded by the number of rank-3 edges in the hypercycle with
minimum number of hyperedges in ΣΓh \∆Γh .
It appears that this bound is tight, in that the distance is
actually no less than the one specified above.
Theorem 4. Suppose that Γ is a graph such that every vertex
has even degree greater than 2. Then construct the 2-colex Γ2
from Γ using Construction A. Then apply Consruction 2 with
F being the set of v-faces of Γ2 and with the rank-3 edges
being in the boundaries of the e-faces of Γ2. Let ` be the
number of rank-3 edges in a cycle in ΣΓh \ ∆Γh . Then we
obtain a
[[6e, 1 + δΓ∗,bipartite − χ, 4e− χ, d ≤ `]] (11)
subsystem code where e = |E(Γ)| and δΓ∗,bipartite = 1 if Γ∗ is
bipartite and zero otherwise.
Proof. Assume that Γ has v vertices, f faces and e edges. Let
us denote this by the tuple (v, f, e), then χ = v + f − e. On
applying Construction A, we obtain a 2-colex, Γ2 with the pa-
rameters (4e, v + f + e, 6e). When we apply Construction 1
to Γ2, the resulting hypergraph Γh has 2e new vertices added
to it. Further 2e edges are promoted to hyper edges, and as
many new rank-2 edges are created. Thus we have a hyper-
graph with 6e vertices, 2e hyperedges, 6e rank-2 edges.
The important thing to note is that the dimension of the
hypercycle space of Γh is related to IΓh , the vertex-edge in-
cidence matrix of Γh. Let E(Γh) denote the edges of Γh in-
cluding the hyperedges. Then
dimLΓh = |E(Γh)| − rank2(IΓh), (12)
where rank2 denotes the binary rank, [20].
By Lemma 5, rank2(IΓh) = |V (Γh)| − 1 − δΓ∗,bipartite. It
now follows that
dimLΓh = |E(Γh)| − |V (Γh)|+ 1 + δΓ∗,bipartite.
= 8e− 6e+ 1 + δΓ∗,bipartite
= 2e+ 1 + δΓ∗,bipartite
By Lemma 1 and 2 every v-face and f -face of Γ2 lead
to two hypercycles in Γh. These are 2v + 2f in number.
But depending on whether Γ∗ is bipartite of these only s =
2v + 2f − 1 − δΓ∗,bipartite are independent hypercycles. The
dependencies are as given below:∏
f∈v-faces
W (σf1 ) =
∏
f∈f -faces
W (σf2 ). (13)
If Γ∗ is bipartite then we have the following additional de-
pendency. Let Γ be face-colored black and white so that
F (Γ) = F1 ∪F2, where F1 and F2 are the collection of black
and white faces. Then∏
f∈f -faces
W (σf1 )
∏
f∈F1
W (σf2 ) =
∏
f∈v-faces
W (σf2 ) (14)∏
f∈f -faces
W (σf1 )
∏
f∈F2
W (σf2 ) =
∏
f∈v-faces
W (σf1 )W (σ
f
2 )(15)
(Note that among equations (13)–(15) only two are inde-
pendent.) All these are of trivial homology. There are no
other independent cycles of trivial homology. Furthermore,
Lemma 6 and 7 show that hypercycles of nontrivial homology
are not in the gauge group. Thus all the remaining (nontrivial)
hypercycles are not in the stabilizer. We can now compute the
number of encoded qubits as follows.
2k = dimC(G)− s
= 2e+ 1 + δΓ∗,bipartite − (2v + 2f − 1− δΓ∗,bipartite)
= 2 + 2δΓ∗,bipartite + 2(e− v − f),
8which gives k = 1 + δΓ∗,bipartite − χ encoded qubits. The
number of gauge qubits r can now be computed as follows:
r = n− k − s
= 6e− (1 + δΓ∗,bipartite − χ)− (2v + 2f − 1− δΓ∗,bipartite)
= 6e− 2v − 2f = 4e− χ.
The bound on distance follows from Lemma 3.
Remark 2. Note that there are no planar non-bipartite
graphs Γ∗ which satisfy the constraint in Theorem 4.
Remark 3. We might consider a variation is possible on the
above, namely, adding the hyper edges in the f -faces as op-
posed to the v-faces. This however does not lead to any new
codes that are not constructible using Theorem 4. Adding
them in the f -faces is equivalent to applying Theorem 4 to
the dual of Γ.
In Theorem 4, when Γ∗ is bipartite, the subsystem codes
coincide with those obtained from [6]. However in this situ-
ation, a different choice of F in Construction 2 gives another
family of codes that differ from [6] and Theorem 4. These
codes are considered next. But first we need an intermediate
result about the hypercycles in ∆Γh those that define the sta-
bilizer. Some of such as those in Fig. 8 are similar to those in
Fig. 4 but some such as those in Fig. 9 are not.
(a)A hypercycle σ1 for
a v-face in F .
(b)A cycle σ2 of
rank-2 and rank-3
edges, shown in bold.
(c)Decomposing σ2 so
that W (σ2) can be
generated using the
elements of G.
FIG. 8. (Color online) Stabilizer generators for a v-face in F, for the
subsystem codes in Theorem 5. Also shown is the decomposition for
W (σ2). The decomposition for W (σ1) is same as in Fig. 8(a).
Before, we give the next construction, we briefly recall the
definition of a medial graph. The medial graph of a graph
Γ is obtained by placing a vertex on every edge of Γ and an
edge between two vertices if and only if they these associated
edges in Γ are incident on the same vertex. We denote the
medial graph of Γ by Γm.
Theorem 5. Let Γ be a graph whose vertices have even de-
grees greater than 2 and Γm its medial graph. Construct the
2-colex Γ2 from Γ∗m using Construction A. Since Γ
∗
m is bipar-
tite, the set of v-faces of Γ2, denoted Fr, form a bipartition
Fv ∪ Ff , where |Fv| = |V(Γ)|. Apply Consruction 2 with the
set Fv ( F such that the rank-3 edges are not in the bound-
aries of the e-faces of Γ2. Let ` be the number of rank-3 edges
in a cycle in ΣΓh \∆Γh . Then we obtain a
[[10e, 1− χ+ δΓ∗,bipartite, 6e− χ, d ≤ `]] (16)
subsystem code, where e = |E(Γ)|.
FIG. 9. (Color online) Stabilizer generators for a v-face in Fr \F, for
the subsystem codes in Theorem 5. i) σ1 = ∂(f) (not shown) and ii)
σ2 (in bold) consists of the rank-3 edges of all the adjacent f -faces in
F adjacent through an e-face and the rank-2 edges connecting them.
The decomposition for W (σ2) is shown in Fig. 10.
FIG. 10. (Color online) Decomposition for W (σ2). The product of
the link operators shown in bold edges gives W (σ2).
Proof. The proof is somewhat similar to that of Theorem 4,
but there are important differences. Suppose that Γ has v ver-
tices, f faces and e edges. Let us denote this as the tuple
(v, f, e). The medial graph Γm is 4-valent and has e vertices,
v+ f faces and 2e edges. The dual graph Γ∗m has the parame-
ters (v + f, e, 2e). Furthermore, Γ∗m is bipartite. The 2-colex
Γ2 has the parameters, (8e, v+f+3e, 12e). Of the v+f+3e
faces v + f are v-type, e are f -type and 2e are e-type. The
hypergraph has 10e vertices because a new vertex is added for
every pair of rank-2 edge incident on the v-faces in Fv. These
incident edges are all of one color, which are a third of the
total edges of Γ∗m i.e., (12e/3). Since a rank-3 edge is added
only on one end of these edges for every pair, this implies that
2e edges are promoted to rank-3 edges, as many new vertices
and new rank-2 edges are added to form the hypergraph Γh.
By Lemma 5, the rank of the vertex-edge incidence matrix
of Γh is |V (Γh)|−1−δΓ∗,bipartite = 10e−1−δΓ∗,bipartite. The
total number of edges of Γh is 14e including the rank-3 edges.
Thus the rank of the cycle space of Γh is
dimLΓh = 14e− 10e+ 1 + δΓ∗,bipartite (17)
= 4e+ 1 + δΓ∗,bipartite. (18)
The stabilizer generators of this code are somewhat differ-
ent than those in Theorem 4. Recall that the v-faces form
a bipartition, Fv ∪ Ff = F ∪ (Fr \ F), where |Fv| = v and
9|Ff | = f . We insert the rank-3 edges only in the faces in F, and
by Lemma 1 each of these faces leads to two stabilizer gener-
ators. These are illustrated in Fig. 8. The remaining v-faces
namely those in Fr \ F, have no rank-3 edges in their bound-
ary. Therefore, by Lemma 2 there is a stabilizer generator
associated with the boundary of the face. The other generator
associated to a face in Fr \ F is slightly more complicated. It
is illustrated in Fig. 9. The idea behind the decomposition so
that it is an element of the gauge group is illustrated Fig. 10.
Thus both the v-faces of Γ2 give rise to two types of sta-
bilizer generators. Since these are v + f in number, we have
2(v + f) due to them. Each of the e-faces gives rise to one
stabilizer generator giving 2e more generators. Thus there are
totally 2(v + f) + 2e. However there are some dependencies.∏
f∈Fv
W (σf1 ) =
∏
f∈e-faces
W (σf1 )
∏
f∈Ff
W (σf1 )W (σ
f
2 ) (19)
When Γ∗ is bipartite, then it induces a bipartition on the v-
faces in Fv = F1 ∪ F2. as well as the e-faces, depending on
whether the e-face is adjacent to a v-face in F1 or F2. Denote
this bipartition of e-faces asE1∪E2. Then the following hold:∏
f∈Fv
W (σf2 ) =
∏
f∈E1
W (σf1 )
∏
f∈F1
W (σf2 )
∏
f∈F2
W (σf1 )∏
f∈Fv
W (σf1 )W (σ
f
2 ) =
∏
f∈E2
W (σf1 )
∏
f∈F1
W (σf1 )
∏
f∈F2
W (σf2 )
Observe though there is only one new dependency when Γ∗ is
bipartite. The f -faces do not give rise to anymore independent
generators. Thus there are s = 2(v + f + e)− 1− δΓ∗,bipartite
independent cycles of trivial homology. The remaining cycles
are of nontrivial homology. By Lemma 6 and 7, these cycles
are not in the gauge group. Therefore the number of encoded
qubits is given by
2k = dimLΓh − s
= 4e+ 1 + δΓ∗,bipartite − 2(v + f + e) + 1 + δΓ∗,bipartite
= 2 + 2δΓ∗,bipartite + 2(e− v − f)
= 2 + 2δΓ∗,bipartite − 2χ
Thus k = 1 − χ + δΓ∗,bipartite. It is now straightforward to
compute the number of gauge qubits as r = n−k−s = 10e−
(1+δΓ∗,bipartite−χ)−2(v+f+e)+1+δΓ∗,bipartite = 6e−χ.
The bound on distance follows from Lemma 3.
Theorem 5 can be strengthened without having to go
through a medial graph but rather starting with an arbitrary
graph Γ and then constructing a 2-colex via Construction A.
We now demonstrate that Construction 1 gives rise to subsys-
tem codes that are different from those obtained in [6].
Lemma 4. Suppose that we have a topological subsystem
code obtained by Construction B from a 2-colex Γ. Then in
the associated hypergraph shrinking the hyperedges to a ver-
tex gives a 6-valent graph and further replacing any multiple
edges by a single edge gives us a 2-colex.
Proof. Construction B adds a rank-3 edge in every face of Γ∗.
On contracting these rank-3 edges we end up with a graph
whose vertices coincide with the faces of Γ∗. Each of these
vertices is now 6-valent and between any two adjacent vertices
there are two edges. On replacing these multiple edges by a
single edge, we end up with a cubic graph. Observe that the
vertices of this graph are in one to one correspondence with
the faces of Γ∗ while the edges are also in one to one corre-
spondence with the edges of Γ∗. Further an edge is present
only if two faces are adjacent. This is precisely the definition
of the dual graph. Therefore, the resulting graph is the same
as Γ and a 2-colex.
Theorem 6. Construction 2 results in codes which cannot be
constructed using Construction B. In particular, all the codes
of Theorem 5 are distinct from Construction B and the codes
of Theorem 4 are distinct when Γ therein is non-bipartite.
Proof. Let us assume that the Construction 2 does not give
us any new codes. Then every code constructed using this
method gives a code that is already constructed using Con-
struction B. Lemma 4 informs us that contracting the rank-3
edges results in a 6-valent graph, which on replacing the mul-
tiple edges by single edge gives us a 2-colex.
But note that if we applied the same procedure to a graph
that is obtained from the proposed construction, then we do
not always satisfy this criterion. In particular, this is the case
for the subsystem codes of Theorem 5. These codes do not
give rise to a 6-valent lattice on shrinking the rank-3 edges to
a single vertex.
When we consider the codes of Theorem 4, on contracting
that rank-3 edges, we end with up a 6-valent graph with double
edges and replacing them leads to a cubic graph. In order that
these codes do not arise from Construction B, it is necessary
that this cubic graph is not a 2-colex. And if it were a 2-colex
then further reducing the v-faces of this graph should give us
a a 2-face-colorable graph. But this reduction results in the
graph we started out with namely, Γ∗. Thus when Γ∗ in non-
bipartite, our codes are distinct from those in [6].
Lemma 5. The vertex-edge incidence matrices of the hy-
pergraphs in Theorems 4 and 5 have rank |V (Γh)| − 1 −
δΓ∗,bipartite.
Proof. We use the same notation as that of Theorems 4 and 5.
Denote the vertex edge incidence matrix of Γ2 as IΓ2 . De-
pending on whether an edge in Γ2 is promoted to a hyper-
edge in Γh we can distinguish two types of edges in Γ2. Sup-
pose that the edges in {e1, . . . , el} are not promoted while the
edges in {el+1, . . . , em} are promoted.
IΓ2 =

e1 ··· el el+1 ··· em
i11 · · · i1l · · · · i1m
...
...
. . .
...
. . .
...
in1 · · · inl · · · · inm
 (20)
The vertex-edge incidence matrix of Γh is related to that of
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IΓ2 as follows:
IΓh =

e1 ··· el el+1 ··· em em+1 ··· eq
i11 · · · i1l · · · · i1m
...
...
. . .
...
. . .
... 0
in1 · · · inl · · · · inm
0 I IΓh\Γ2

=
[
IΓ2 0
0 I IΓh\Γ2
]
, (21)
where IΓh\Γ2 is the incidence matrix of the subgraph obtained
by restricting to the vertices V (Γh)\V (Γ2). We already know
that rank2(IΓ2) is |V (Γ2)|−1. Suppose there is an additional
linear dependence among the rows of IΓh . More precisely, let
b =
∑
v∈V (Γ2)
avδ(v) =
∑
v∈V (Γh)\V (Γ2)
avδ(v), (22)
where δv is the vertex-edge incidence vector of v. Then
b must have no support on the edges in {e1, . . . , el} ∪
{em+1, . . . , eq}. It must have support only on the rank-3
edges of Γh.
Every rank-3 edge has the property that it is incident on
exactly one vertex u ∈ V (Γh) \ (Γ2) and exactly two vertices
in v, w ∈ V (Γ2). Thus if a rank-3 edge has nonzero support
in b, then au 6= 0 and either av 6= 0 or aw 6= 0 but not both.
u0 v0
w0
u1
v1w1
u2
v2
w2
u3v3
w3
u4
v4 w4
u5
v5
w5
FIG. 11. (Color online) If b defined in Eq. (22) has support on one
rank-3 edge of a v-face, then it has support on all the rank-3 edges
of the v-face. Further, {aw0 , aw2 , aw4 , . . .} ∪ {av1 , av3 , . . .} are all
nonzero or {aw1 , aw3 , . . .} ∪ {av0 , av2 , . . .} are all nonzero.
Suppose that a vertex u0 ∈ V (Γh) \ V (Γ2) is such that
au0 6= 0. Then because b has no support on the edges in
{em+1, . . . , eq}, all the rank-2 neighbors of u0, that is those
which are connected by rank-2 edges are also such that aui 6=
0. This implies that in a given v-face, for all the vertices of
ui ∈ (V (Γh) \ V (Γ2)) ∩ f ′, we have aui 6= 0. Further, only
one of the rank-3 neighbors of ui, namely vi, wi, can have
avi 6= 0 or awi 6= 0, but not both. Additionally, pairs of these
vertices must be adjacent as b has no support on the rank-2
edges. Thus either {aw0 , aw2 , aw4 , . . .} ∪ {av1 , av3 , . . .} are
all nonzero or {aw1 , aw3 , . . .}∪{av0 , av2 , . . .} are all nonzero.
Alternatively, we can say only the vertices in the support of an
alternating set of rank-2 edges in the boundary of the face can
have nonzero av in b. Consequently these vertices belong to
an alternating set of f -faces in the boundary of f .
Consider now the construction in Theorem 4, in this rank-3
edges are in the boundary of every v-face and e-face of Γ2.
Further, they are all connected. Consider two adjacent v-faces
as shown in Fig. 12.
f2f1
f3
f4
p q
r s
ei ej
FIG. 12. (Color online) For the hypergraph in Theorem 4, if b has
support on one rank-3 edge, then it has support on all rank-3 edges
in Γh.
If ap 6= 0, it implies that ar = 0 = as and aq 6= 0. If
the rank-3 edge ej has support in b, then all the rank-3 edges
incident on f2 must also be present. Since all the v-faces are
connected, b has support on all the rank-3 edges. Also note
that the f -face f3 has vertices in its boundary which are in
the support of b. In order that no edge from its boundary is
in the support of b, all the vertices in its boundary must be
such that av 6= 0. The opposite holds for the vertices in f4.
None of these vertices must have av 6= 0. Thus the f -faces are
portioned into two types and a consistent assignment of av is
possible if and only if the f -faces form a bipartition. In other
words, Γ∗ is bipartite. Thus the additional linear dependency
exists only when Γ∗ is bipartite.
Let us now consider the graph in Theorem 5. In this case
F and Fc \ F form a bipartition. And only the the set v-faces
in F have the rank-3 edges in their boundary. Consider two
adjacent v-faces of Γ2, f1 ∈ Fc \ F, f2 ∈ F, as shown in
Fig. 13.
f2f1
p q
r s
f3
f4
FIG. 13. (Color online) For the hypergraph in Theorem 5, if b has
support on one rank-3 edge, then it has support on all rank-3 edges
in Γh.
In this case ap = aq = ar = as. So either all the vertices of
f1 are present or none at all. This creates a bipartition of the
v-faces which are not having rank-3 edges in their boundary.
Thus a consistent assignment of av is possible if and only if
the rest of the v-faces in Fc \F form a bipartition. Since these
are arising form the faces of Γ, this means that an additional
linear dependency exists if and only if Γ∗ is bipartite.
Lemma 6. Suppose that σ is a homologically nontrivial hyper
cycle of Γh in Theorem 4 or 5. Then σ must contain some
rank-3 edge(s).
Proof. We use the notation as in Construction 2. We can
assume that such a cycle does not contain a vertex from
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V (Γh) \ V (Γ2). If such a vertex is part of the hyper cycle
then all the vertices that belong to that v-face are also part of
it and there exists another cycle σ′ which consists of rank-2
edges and is not incident on the vertices in V (Γh) \ V (Γ2).
Suppose on the contrary that σ contains only rank-2 edges
of Γh. In the hypergraphs of Theorem 4, every vertex in Γh
has one rank-3 edge incident on it, further each vertex of Γh is
trivalent and 3-edge colourable with the rank-3 edges all col-
ored the same. Therefore, σ consists of rank-2 edges which
are alternating in color. Every vertex is in the boundary of
some f -face of Γ2, say ∆. Note that an f -face does not have
any rank-3 edge in its boundary although such an edge is in-
cident on its vertices. This implies that σ is the boundary of
∆, therefore, homologically trivial cycle in contradiction our
assumption. Therefore, σ must contain some rank-3 edges.
This proves the statement for the graphs in Theorem 4.
Suppose now that σ is a cycle in the hypergraphs from The-
orem 5. Now assume that there is a vertex in σ that is in the
v-face which has rank-3 edges in its boundary. This edge is in-
cident on two vertices which are such that the rank-3 edges are
in the boundary while the rank-2 edges are out going and form
the boundary of the 4-sided e-face incident on u, v. Therefore,
the hyper cycle σ can be modified so that it is not incident on
any v-face which has a rank-3 edge in its boundary. This im-
plies from the e-faces only those edges are present in σ that
are in the boundary of e-face and an v-face that has no rank-
3 edges in its boundary. This edge is also coloured same the
color of the f -faces in Γ2. Further σ cannot have any edges
that are of the same color as the v-faces. Thus σ must have
the edges that are colored b and g the colors of the f -faces
and e-faces respectively. But this implies that σ is the union
of the boundaries of v-faces, because only if there are edges of
r-type can it leave the boundary of a v-face. This contradicts
that σ is non trivial homologically.
Lemma 7. Suppose that σ is a homologically nontrivial hyper
cycle of Γh in Theorem 4 or 5. ThenW (σ) is not in the gauge
group.
Proof. Without loss of generality we can assume that σ has a
minimal number of rank-3 edges in it. If not, we can compose
it with another cycle in ∆Γh to obtain one with fewer rank-3
edges. Note that W (σ) ∈ G if and only if W (σ′) ∈ G.
Assume now that W (σ) is in the gauge group. Let E2 be
the set of rank-2 edges and E3 be the set of rank-3 edges in
Γh.
W (σ) =
∏
e∈E2∩σ
Ke
∏
e∈E3∩σ
Ke
The edges in E2 ∩ σ are also edges in Γh and the associated
link operators are the same. Therefore, it implies that Z-only
operator Oσ =
∏
e∈E3∩σKe is generated by the gauge group
consisting of operators of the form {X ⊗X,Y ⊗ Y,Z ⊗ Z}.
The operator Oσ consists of (disjoint) rank-3 edges alone
and therefore, for any edge (u, v, w) in the support of Oσ , for
each of the qubits u, v, w, one of the following must be true:
(i) Exactly one operator ZuZv , ZvZw, ZwZu is required
to generate the ZiZj on a pair of the qubits, where
i, j ∈ {u, v, w}. The Z operator on the remaining qubit
is generated by gauge generators of the form XiXj and
YiYk, where i is one of {u, v, w}
(ii) The support on all the qubits is generated by XiXj and
YiYk, where i is one of {u, v, w}.
For a qubit not in the support ofOσ , either no generator acts
on it or all the three gauge operators XuXi, YuYj , and ZuZv
act on it. If it is the latter case, then it follows that u, v must
be in the support of same rank-3 edge and that v is also not in
the support of Oσ .
Suppose that we can generate Oσ as follows:
Oσ = K
(x,y)K(z),
where K(x,y) consists of only operators of the form X ⊗
X,Y ⊗ Y and K(z) only of operators of the form Z ⊗ Z.
From the Lemma 6, we see that the OσK(z) must be trivial
homologically. The rank-3 edges incident on the support of
OσK
(z) are either in the support of σ or not.
u
v w
f
fa fb
FIG. 14. A rank-3 edge which is not in the support of Oσ . The
solid edges indicate the link operators which are in the support of
K(x,y)K(z), while the dashed edges do not. The edge must occur in
two cycles, one which encloses fa, and another which encloses fb. If
the same cycle encloses both fa and fb, then the edge occurs twice in
that cycle. If we consider the stabilizer associated with these cycles
then it has no support on this edge.
A rank-3 edge e which is not in σ must be such that exactly
two vertices from e occur in the support ofOσK(z). There are
two faces fa and fb associated [18] with these two vertices,
see Fig 14. There is a hypercycle that encloses fa whose sup-
port contains e and another that encloses fb and whose support
contains e. The product of these two stabilizer elements has
no support on e but has support on the edges in Oσ . We can
therefore, find an appropriate combination which are associ-
ated with the trivial cycle in the support of K(x,y) such that
σ has fewer rank-3 edges. But this contradicts the minimality
of rank-3 edges in σ. Therefore, it is not possible to generate
W (σ) within the gauge group if σ is homologically nontriv-
ial.
IV. SYNDROME MEASUREMENT IN TOPOLOGICAL
SUBSYSTEM CODES
One of the motivations for subsystem codes is the possi-
bility of simpler recovery schemes. In this section, we show
how the many-body stabilizer generators can be measured us-
ing only two-body measurements. This could help in lowering
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the errors due to measurement and relax the error tolerance on
measurement.
The proposed topological subsystem codes are not CSS-
type unlike the Bacon-Shor codes. In CSS-type subsystem
codes, the measurement of check operators is somewhat sim-
ple compared to the present case. The check operators are ei-
ther X-type or Z-type. Suppose that we measure the X-type
check operators first. We can simply measure all the X-type
gauge generators and then combine the outputs classically to
obtain the necessary stabilizer outcome. When we try to Z-
type operator subsequently, we measure the Z-type gauge op-
erators and once again combine them classically. This time
around, the output of the Z-type gauge operators because they
anti-commute with some X-type gauge operator we have un-
certainty in the individual Z-type observables. Nonetheless
because the Z-type check operator because it commutes with
the X-type gauge generators, it can still be measured without
inconsistency.
When we deal with the non-CSS type subsystem codes, the
situation is not so simple. We need to find an appropriate de-
composition of the stabilizers in terms of the gauge generators
so that the individual gauge outcomes can be consistently. So
it must be demonstrated that the syndrome measurement can
be performed by measuring the gauge generators and a sched-
ule exists for all the stabilizer generators. A condition that
ensures that a certain decomposition of the stabilizer in terms
of the gauge generators is consistent was shown in [22].
Theorem D (Syndrome measurement [22]). Suppose we have
a decomposition of a check operator S as an ordered product
of link operators Ki such that
S = Km · · ·K2K1 where Kj is the link operator Kej(23)
[Kj ,Kj−1 · · ·K1] = 0 for all j = 2, · · · ,m.(24)
Let s ∈ F2 be the outcome of measuring S. Then to measure
S, measure the link operators Ki for i = 1 to m and compute
s = ⊕mi=1gi, where gi ∈ F2 is the outcome of measuring Ki.
Theorem 9. The syndrome measurement of the subsystem
codes in Theorems 4 and 5 can be performed in three rounds
using the following procedure, using the decompositions given
in Fig. 5, 7, for Theorem 4 and Fig. 8, 10 for Theorem 5.
(i) Let a stabilizer generator W (σ) =
∏
iKi ∈ S be de-
composed as follows
W (σ) =
∏
i∈Er
Ki
∏
j∈Eg
Kj
∏
k∈Eb
Kk = SbSgSr (25)
where Ki is a link operator and Er, Eg , Eb are the link
operators corresponding to edges coloured r, g, b re-
spectively.
(ii) Measure the gauge operators corresponding to the edges
of different color at each level.
(iii) Combine the outcomes as per the decomposition of
W (σ).
Proof. In the subsystem codes of Theorem 4, there are two
stabilizer generators associated with the v-face and f -face.
Those associated with the v-face are shown in Fig. 5. Con-
sider the first type of stabilizer generator W (σ1). Clearly,
W (σ1) consists of two kinds of link operators, r type and g
type. The link operators corresponding to the r-type edges
are all disjoint and can therefore be measured in one round.
In the second round, we can measure the link operators cor-
responding to g-type edges. Since this is an even cycle we
clearly have [Sg, Sr] = 0. Note that Eb = ∅ because there are
no b-edges in σ1. A similar reasoning holds for the generator
W (σ1) shown in Fig. 7 corresponding to an f -face.
For the second type of the stabilizer generators W (σ2), ob-
serve that as illustrated in Fig. 5, the r-edges are disjoint with
the “outer” b and g-edges and can be measured in the first
round. The “outer” g-edges being disjoint with the r-edges
we satisfy the condition [Sg, Sr] = 0. In the last round when
we measure the b-edges, since the b-edges and g-edges overlap
an even number of times and being disjoint with the r-edges
we have [Sb, SgSr] = 0. Thus by Theorem D, this generator
can be measured by measuring the gauge operators.
The same reasoning can be used to measure W (σ2) corre-
sponding to the f -faces, but with one difference. The outer
edges are not all of the same color, however this does not pose
a problem because in this case as well we can easily verify
that [Sg, Sr] = 0, because they are disjoint. Although the b-
edges overlap with both the r and g-edges note that each of
them individually commutes with SgSr because they overlap
exactly twice. Thus [Sb, SgSr] = 0 as well and we can mea-
sure W (σ2) through the gauge operators.
Syndrome measurement of two disjoint stabilizers do not
obviously interfere with each other. However, when two gen-
erators have overlapping support, they will not interfere as
demonstrated below.
Note that every every vertex of Γh in Theorem 4 has a rank-
3 edge incident on it. As illustrated in Fig. 15, edges which
are not shared are essentially the rank-3 edges and each one
of them figures in only one of the stabilizer generators, but
because they all commute they can be measured in the same
round. The r and g edges are shared and appear in the sup-
port stabilizer generators of two adjacent faces. Nonetheless
because edges of each color are disjoint they can be mea-
sured simultaneously. As has already been demonstrated the
edges of each color are such that for each stabilizer generator
[Sg, Sr] = 0 and [Sb, SgSr] = 0.
3a
3b3c
fa
fb fc
1a,c
2a,c
2a,b
2a,b
1b,c 1b,c
FIG. 15. Noninterference of syndrome measurement. The faces fa,
fb, fc have stabilizer generators that have overlapping support. The
edges are labelled with the round in which they are measured, the
subscripts indicate the faces with which the edge is associated. Thus
3a indicates that this edge should be measured in the third round and
it is used in the stabilizer generator W (σ2) of the face fa.
A similar argument can be made for the codes in Theo-
rem 5, the proof is omitted.
The argument above shows that the subsystem codes of
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Theorems 4 and 5 can be measured in three rounds using the
same procedure outlined in Theorem 9 if we assume that a
single qubit can be involved in two distinct measurements si-
multaneously. If this is not possible, then we need four time
steps to measure all the checks. The additional time step is
due to the fact that a rank-3 edge results in three link oper-
ators. However only two of these are independent and they
overlap on a single qubit. To measure both operators, we need
two time steps. Thus the overall time complexity is no more
than four time steps. This is in contrast to the schedule in [6],
which takes up to six time steps.
V. CONCLUSION AND DISCUSSION
A. Significance of proposed constructions
To appreciate the usefulness of our results, it is helpful to
understand Theorem B in more detail. First of all consider the
complexity of finding hypergraphs which satisfy the require-
ments therein. Finding if a cubic graph is 3-edge-colorable
is known to be NP-complete [10]. Thus determining if a 3-
valent hypergraph is 3-edge-colorable is at least as hard. In
view of the hardness of this problem, the usefulness of our
results becomes apparent. One such family of codes is due to
[6]. In this paper we provide new families of subsystem codes.
Although they are also derived from color codes, they lead to
subsystem codes with different parameters. With respect to
the results of [22], our results bear a relation similar to a spe-
cific construction of quantum codes, say that of the Kitaev’s
topological codes, to the CSS construction.
Secondly, the parameters of the subsystem code constructed
using Theorem B depend on the graph and the embedding of
the graph. They are not immediately available in closed form
for all hypergraphs. We give two specific families of hyper-
graphs where the parameters can be given in closed form. In
addition our class of hypergraphs naturally includes the hy-
pergraphs arising in Bombin’s construction.
Thirdly, Theorem B does not distinguish between the case
when the stabilizer is local and when the stabilizer is non-
local. Let us elaborate on this point. The subsystem code
on the honeycomb lattice, for instance, can be viewed as a
hypergraph albeit with no edges of rank-3. In the associated
subsystem code the stabilizer can have support over a cycle
which is nontrivial homologically. In fact, we can even pro-
vide examples of subsystem codes derived from true hyper-
graphs in that there exist edges or rank greater than two, and
whose stabilizer can have elements associated to nontrivial cy-
cles of the surface. Consider for instance, the 2-colex shown
in Fig. 16(a). The hypergraph derived from this 2-colex is
shown in Fig. 16(b). This particular code has a nonzero-rate
even though its stabilizer includes cycles that are not nontriv-
ial homologically.
In contrast the subsystem codes proposed by Bombin, all
have local stabilizers. It can be conceded that the locality of
the stabilizer simplifies the decoding for stabilizer codes. But
this is not necessarily a restriction for the subsystem codes.
A case in point is the family of Bacon-Shor codes which have
(a)2-colex. (b)Subsystem code.
FIG. 16. (Color online) A subsystem code in which some of the
stabilizer generators are nonlocal. This is derived from the color
code on a torus from a square octagon lattice. Opposite sides are
identified.
non-local stabilizer generators. It would be important to know
what effect the non-locality of the stabilizer generators have
on the threshold. Although we do not provide a criterion as
to when the subsystem codes are topological in the sense of
having a local stabilizer, our constructions provide a partial
answer in this direction. It would be certainly more useful to
have this criterion for all the codes of Theorem B.
Not every cubic graph can allow us to define a subsystem
code. Only if it satisfies the commutation relations, namely
Eq. (8) is it possible. As pointed out in [22], the bipartiteness
of the graph plays a role. The Petersen graph satisfies H1–4
being a cubic graph but with no hyperedges. But it does not
admit a subsystem code to be defined because there is no con-
sistent assignment of colours that enables the definition of the
gauge group. In other words, we cannot assign the link op-
erators such that Eq. (8) are satisfied. We therefore, add the
3-edge- colorability requirement to the hypergraph construc-
tion of the Suchara et al. [22].
FIG. 17. The Petersen graph although cubic and satisfying H1–4,
does not lead to a subsystem code via Construction C; it is not 3-
edge colorable.
Fig.18 illustrates our contributions in relation to previous
work.
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Topological subsystem codes
Bombin Proposed
Hypergraph method
FIG. 18. Proposed constructions in context. Note that some of the
hypergraph based subsystem codes may have homologically nontriv-
ial stabilizer generators.
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