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Resumo
Os grupos de Grigorchuk e Gupta-Sidki desempenham um papel fundamental na teo-
ria de grupos moderna, pois sa˜o exemplos naturais de grupos perio´dicos finitamente
gerados autossimilares. Neste trabalho, constru´ımos exemplos ana´logos aos grupos
referidos no campo das supera´lgebras de Lie.
Em 2006, Petrogradsky construiu um exemplo ana´logo para a´lgebras de Lie restritas em
caracter´ıstica 2. Shestakov e Zelmanov estenderam essa contruc¸a˜o para caracter´ıstica
positiva arbitra´ria, dando um exemplo de a´lgebra de Lie restrita finitamente gerada com
p-aplicac¸a˜o nil. Martinez e Zelmanov provaram que, sobre um corpo de caracter´ıstica
zero, na˜o e´ poss´ıvel construir exemplos de a´lgebras de Lie ana´logas aos grupos de
Grigorchuk.
Neste trabalho, mostramos que a extensa˜o desse resultado para supera´lgebras de Lie
em caracter´ıstica zero na˜o e´ va´lida. Em qualquer caracter´ıstica, constru´ımos uma
supera´lgebra de Lie R com as seguintes propriedades. R tem uma Z2-graduac¸a˜o fina
tal que todo elemento homogeˆneo na Z2-graduac¸a˜o R = R0 ⊕ R1 e´ ad-nilpotente.
Ale´m disso, R tem crescimento linear e sua envolto´ria associativa tem crescimento
quadra´tico. Mostramos tambe´m que a supera´lgebra de Lie R e´ just infinite.
Para uma caracter´ıstica positiva arbitra´ria p, constru´ımos tambe´m um exemplo de
a´lgebra de Lie restrita fractal de crescimento linear cuja envolto´ria associativa possui
crescimento quadra´tico.
Palavras-chave: supera´lgebras de Lie, a´lgebras de Lie restritas, crescimento, a´lgebras
nil, a´lgebras autossimilares, a´lgebras graduadas.
Abstract
The Grigorchuk and Gupta-Sidki groups play fundamental role in modern group theory
because they are natural examples of self-similar finitely generated periodic groups. In
this work we construct their analogue in the world of Lie superalgebras.
In 2006, Petrogradsky made an analogous construction for restricted Lie algebras in
characteristic 2. Next, Shestakov and Zelmanov extended this construction to an ar-
bitrary positive characteristic, giving an example of finitely generated restricted Lie
algebra with a nil p-mapping. Martinez and Zelmanov proved that similar examples
do not exist for Lie algebras in characteristic zero.
In this work we show that an extension of this result for Lie superalgebras in char-
acteristic zero is not valid. In case of an arbitrary characteristic, we construct a Lie
superalgebra R with the following properties. We prove that R has a fine Z2-gradation
and all homogeneous elements of the gradation R = R0⊕R1 are ad-nil. Furthermore,
R has linear growth and its associative hull has a quadratic growth.
For an arbitrary positive characteristic p, we also construct an example of a fractal
restricted Lie algebra of linear growth and such that its associative hull has a quadratic
growth.
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9Cap´ıtulo 1
Introduc¸a˜o
Neste cap´ıtulo, faremos um levantamento de alguns resultados conhecidos, os quais
servem de motivac¸a˜o para a construc¸a˜o dos nossos exemplos.
1.1 A´lgebras e grupos de Golod-Shafarevich
O Problema Geral de Burnside apresenta a seguinte questa˜o: um grupo perio´dico
finitamente gerado e´ necessariamente finito? Golod e Shafarevich provaram que a
resposta para tal questa˜o e´ negativa, mostrando que para cada primo p existe um p-
grupo finitamente gerado infinito [13, 14]. A construc¸a˜o desses grupos baseia-se em
uma famosa construc¸a˜o de uma famı´lia de a´lgebras associativas nil finitamente geradas
de dimensa˜o infinita [13]. Essa construc¸a˜o tambe´m fornece exemplos de a´lgebras de
Lie L finitamente geradas de dimensa˜o infinita sobre um corpo arbitra´rio tais que
(ad x)n(x,y)(y) = 0 para quaisquer x, y ∈ L [15]. Sendo o corpo de caracter´ıstica positiva
p, obte´m-se uma a´lgebra de Lie restrita L finitamente gerada de dimensa˜o infinita cuja
p-aplicac¸a˜o e´ nil, ou seja, x[p
n(x)] = 0 para todo x ∈ L. Isso da´ uma resposta negativa
para uma questa˜o de Jacobson que indaga se uma a´lgebra de Lie restrita L finitamente
gerada e´ necessariamente finita quando cada elemento x ∈ L e´ alge´brico, isto e´, quando
cada x ∈ L e´ raiz de algum p-polinoˆmio fp,x(x) = a0x[pm] + a1x[pm−1] + · · · + amx
([21, Ch. 5, ex. 17]). Sabe-se que a construc¸a˜o de Golod fornece a´lgebras associativas
nil de crescimento exponencial. Usando relac¸o˜es especialmente escolhidas, Lenagan
e Smoktunowicz constru´ıram a´lgebras associativas nil de crescimento polinomial [27].
Para obter um maior aprofundamento acerca das a´lgebras e dos grupos de Golod-
Shafarevich, veja [50, 11].
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Uma construc¸a˜o diferente foi motivada por resultados respectivos da teoria de gru-
pos. Uma a´lgebra de Lie restrita G e´ dita larga se existe uma suba´lgebra H ⊂ G de
codimensa˜o finita tal que H admite um homomorfismo sobrejetivo sobre uma a´lgebra
de Lie restrita livre na˜o abeliana. Seja K um corpo perfeito enumera´vel de carac-
ter´ıstica positiva. Enta˜o existem a´lgebras de Lie restritas nil finitamente geradas de
dimensa˜o infinita sobre K que sa˜o residualmente finitas e limites diretos de a´lgebras
de Lie restritas largas [3].
1.2 Grupos de Grigorchuk e Gupta-Sidki
A construc¸a˜o feita por Golod e´ um tanto indireta. Grigorchuk, entretanto, fez uma
construc¸a˜o direta e elegante de um 2-grupo infinito gerado por treˆs elementos de ordem
2 [16]. Esse grupo foi definido como um grupo de transformac¸o˜es do intervalo [0, 1] do
qual sa˜o removidos nu´meros racionais da forma {k/2n | 0 ≤ k ≤ 2n, n ≥ 0}. Para
cada primo p ≥ 3, Gupta e Sidki fizeram uma construc¸a˜o direta de um p-grupo infinito
com dois geradores de ordem p [19]. Esse grupo foi constru´ıdo como um subgrupo de
um grupo de automorfismos de uma a´rvore regular infinita de grau p.
Os grupos de Grigorchuk e Gupta-Sidki sa˜o contraexemplos para o Problema Geral
de Burnside. Ale´m disso, eles da˜o respostas para problemas importantes na teoria
de grupos. O grupo de Grigorchuk e suas generalizac¸o˜es sa˜o os primeiros exemplos
de grupos de crescimento intermedia´rio [17], os quais da˜o uma resposta negativa para
uma conjectura de Milnor de que grupos de crescimento intermedia´rio na˜o existem.
A construc¸a˜o de Gupta-Sidki tambe´m resulta em grupos de crescimento subexponen-
cial [12]. Os grupos de Grigorchuk e Gupta-Sidki sa˜o autossimilares. Em particular,
eles conteˆm infinitas co´pias de si mesmos. Os grupos autossilimares, em especial os de-
nominados grupos de ramificac¸a˜o, constituem uma a´rea bem estabelecida na teoria de
grupos. Para um aprofundamento maior, veja [18]. A seguir, discutiremos a existeˆncia
de ana´logos aos grupos de Grigorchuk e Gupta-Sidki para outras estruturas alge´bricas.
1.3 A´lgebras associativas nil graduadas autossimi-
lares
O estudo desses grupos levou a uma investigac¸a˜o acerca de ane´is de grupos e outras
a´lgebras associativas relacionadas [46]. Em particular, surgiram a´lgebras associativas
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autossimilares definidas por matrizes de maneira recorrente [5]. As matrizes recor-
rentes foram tambe´m aplicadas em problemas da teoria dos nu´meros [1]. Sidki sugeriu
dois exemplos de a´lgebras de matrizes associativas autossimilares [45]. Uma famı´lia
mais geral de a´lgebras associativas autossimilares foi introduzida em [37]. Essa famı´lia
generaliza o segundo exemplo de Sidki [45] e, atrave´s dela, e´ poss´ıvel obter exem-
plos de a´lgebras de Lie restritas de Fibonacci (veja abaixo) em termos de matrizes
autossimilares [37]. Outra caracter´ıstica importante de algumas a´lgebras associativas
autossimilares A constru´ıdas em [37] e´ que elas sa˜o somas de duas suba´lgebras local-
mente nilpotentes A = A+⊕A−. Recordemo-nos de que uma a´lgebra e´ dita localmente
nilpotente se toda suba´lgebra finitamente gerada e´ nilpotente.
Mas os ana´logos desejados dos grupos de Grigorchuk e Gupta-Sidki devem ser a´lgebras
associativas autossimilares nil, de modo a produzir novos exemplos de grupos perio´dicos
finitamente gerados. Mas tais exemplos ainda na˜o sa˜o conhecidos. Problemas em
aberto na teoria de a´lgebras de dimensa˜o infinita podem ser vistos em [51].
1.4 A´lgebras de Lie restritas nil
Ao contra´rio das a´lgebras associativas, para a´lgebras de Lie restritas existem ana´logos
naturais dos grupos de Grigorchuk e Gupta-Sidki. Sobre um corpo de caracter´ıstica 2,
Petrogradsky construiu um exemplo de uma a´lgebra de Lie restrita de dimensa˜o infinita
L gerada por dois elementos, denominada a´lgebra de Lie restrita de Fibonacci [33]. Seja




, i ≥ 0, sa˜o definidas duas derivac¸o˜es de R:
v1 = ∂1 + t0(∂2 + t1(∂3 + t2(∂4 + t3(∂5 + t4(∂6 + · · · )))));
v2 = ∂2 + t1(∂3 + t2(∂4 + t3(∂5 + t4(∂6 + · · · )))).
Essas duas derivac¸o˜es geram uma a´lgebra de Lie restrita L = Liep(v1, v2) ⊂ DerR e uma
a´lgebra associativa A = Alg(v1, v2) ⊂ EndR. Bergman mostrou que a dimensa˜o de
Gelfand-Kirillov de uma a´lgebra associativa na˜o pode pertencer ao intervalo (1, 2) [23].
Isso, pore´m, na˜o e´ va´lido para a´lgebras de Lie. A dimensa˜o de Gelfand-Kirillov de uma
a´lgebra de Lie finitamente gerada pode ser qualquer nu´mero pertencente ao conjunto
{0}∪ [1,+∞] [32]. A a´lgebra de Lie de Fibonacci tem um lento crescimento polinomial,
com dimensa˜o de Gelfand-Kirillov GKdim L = log√5+1
2
2 ≈ 1.44 [33]. A a´lgebra de Lie
restrita L e´ autossimilar. Outras propriedades da a´lgebra de Lie restrita de Fibonacci
e suas generalizac¸o˜es sa˜o estudadas em [36, 38].
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Uma propriedade muito interessante de L e´ que ela possui uma p-aplicac¸a˜o nil [33],
propriedade ana´loga a` periodicidade dos grupos de Grigorchuk e Gupta-Sidki. Na˜o se
sabe se a envolto´ria associativa A de L e´ uma a´lgebra nil. Entretanto, Petrogradsky e
Shestakov provaram uma afirmac¸a˜o mais fraca. As a´lgebras L e A sa˜o somas diretas
de duas suba´lgebras localmente nilpotentes [36]:
L = L+ ⊕ L−, A = A+ ⊕A−. (1.1)
Existem exemplos de a´lgebras associativas de dimensa˜o infinita que sa˜o somas diretas de
duas suba´lgebras localmente nilpotentes [25, 9]. A´lgebras de Lie restritas de dimensa˜o
infinita podem possuir va´rias decomposic¸o˜es como somas diretas de duas suba´lgebras
localmente nilpotentes [39].
No caso de uma caracter´ıstica prima arbitra´ria, Shestakov e Zelmanov sugeriram um
exemplo de uma a´lgebra de Lie restrita finitamente gerada com uma p-aplicac¸a˜o nil [44].
Nesse exemplo, a mesma decomposic¸a˜o (1.1) e´ obtida para alguns primos p [26, 37].
Um exemplo de a´lgebra de Lie restrita nil p-gerada L para uma caracter´ıstica prima p
arbitra´ria foi estudado em [39]. O me´rito desse exemplo e´ que para quaisquer primos
temos a mesma decomposic¸a˜o (1.1) em somas diretas de duas suba´lgebras localmente
nilpotentes. Contudo, e´ um tanto complicado efetuar computac¸o˜es para esses exemplos.
Observe que apenas o exemplo original tem uma base monomial n´ıtida [33, 36]. Em
outros exemplos, os elementos da a´lgebra de Lie sa˜o combinac¸o˜es lineares de monoˆmios.
Por vezes, trabalhar com tais combinac¸o˜es lineares envolve uma dificuldade te´cnica con-
sidera´vel [44, 39]. Uma famı´lia cont´ınua de a´lgebras de Lie restritas nil de crescimento
lento com bases monomiais satisfato´rias e´ constru´ıda em [40].
Seja G um grupo e G = G1 ⊇ G2 ⊇ · · · sua se´rie central inferior. Associada ao grupo G,
e´ constru´ıda uma a´lgebra de Lie Z-graduada LK(G) = ⊕
i≥1
Li, onde Li = Gi/Gi+1⊗ZK,
i ≥ 1, e charK = p. O produto e´ dado por [aiGi+1, bjGj+1] = (ai, bj)Gi+j+1, onde




j aibj e´ o comutador dos elementos ai, bj no grupo G. Um residualmente
p-grupo G e´ dito de largura finita se todos os fatores Gi/Gi+1 sa˜o grupos finitos com
ordens uniformemente limitadas.
O grupo de Grigorchuk G e´ de largura finita. Mais precisamente, foi provado que
dimF2 Gi/Gi+1 ∈ {1, 2} para i ≥ 2 [43, 7]. Em particular, a respectiva a´lgebra de Lie
L = LK(G) = ⊕
i≥1
Li tem crescimento linear. Bartholdi provou recentemente que a
a´lgebra de Lie restrita LF2(G) e´ nil, ao passo que LF4(G) na˜o e´ nil [6].
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1.5 A´lgebras de Lie sobre um corpo de carac-
ter´ıstica zero
No caso em que o corpo e´ de caracter´ıstica zero, na˜o existe um exemplo similar de cresci-
mento lento, devido ao pro´ximo resultado. Em outras palavras, na˜o existem ana´logos
naturais dos grupos de Grigorchuk no campo das a´lgebras de Lie de caracter´ıstica zero.
A afirmac¸a˜o exata e´ dada no seguinte
Teorema 1.1 (Martinez e Zelmanov [28]) Seja L = ⊕
α∈Γ
Lα uma a´lgebra de Lie
sobre um corpo K de caracter´ıstica zero, graduada por um grupo abeliano Γ. Suponha
que sejam satisfeitas as seguintes condic¸o˜es:
(i) existe d > 0 tal que dimKLα ≤ d para todo α ∈ Γ;
(ii) todo elemento homogeˆneo a ∈ Lα, α ∈ Γ, e´ ad-nilpotente.
Enta˜o L e´ localmente nilpotente.
1.6 Supera´lgebras de Lie nil graduadas fractais
A investigac¸a˜o acerca da construc¸a˜o de exemplos ana´logos aos grupos de Grigorchuk e
Gupta-Sidki na˜o ficou restrita aos campos das a´lgebras associativas e das a´lgebras de
Lie. Petrogradsky construiu exemplos de supera´lgebras de Lie ana´logas a esses grupos
em caracter´ıstica arbitra´ria [34]. Esses exemplos sa˜o tambe´m ana´logos a` a´lgebra de
Lie restrita de Fibonacci e a outras a´lgebras de Lie autossimilares mencionadas acima.
Nas supera´lgebras de Lie constru´ıdas, os elementos homogeˆneos com respeito a` Z2-
graduac¸a˜o sa˜o ad-nilpotentes. Essa propriedade e´ ana´loga a` periodicidade dos grupos
de Grigorchuk e Gupta-Sidki. Ambas as supera´lgebras sa˜o autossimilares e, portanto,
conteˆm infinitas co´pias de si mesmas. Devido a essa propriedade, dizemos que elas sa˜o
fractais. A construc¸a˜o do primeiro exemplo de [34] e´ descrita abaixo.
Seja Λ = Λ[xi, yi | i ≥ 0] uma a´lgebra de Grassmann nas infinitas varia´veis xi, yi, i ≥ 0.
Considere os seguintes elementos ı´mpares em W(Λ):
ai = ∂xi + yixi(∂xi+1 + yi+1xi+1(∂xi+2 + yi+2xi+2(∂xi+3 + · · · ))),
bi = ∂yi + xiyi(∂yi+1 + xi+1yi+1(∂yi+2 + xi+2yi+2(∂yi+3 + · · · ))),
i ≥ 0.
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E´ definida a supera´lgebra de Lie R = Lie(a0, b0) ⊂W(Λ) e sua envolto´ria associativa
A = Alg(a0, b0) ⊂ End Λ. No caso em que charK = 2, e´ assumido que a aplicac¸a˜o
quadra´tica nos elementos ı´mpares coincide com o operador respectivo em End Λ. A
supera´lgebra R descrita acima e´ autossimilar e possui crescimento lento (GKdim R ≈
1.44). Ale´m disso, R = R0 ⊕R1 e´ nil graduada.
Descreveremos agora o segundo exemplo constru´ıdo em [34]. Seja Λ = Λ[xi, yi, zi | i ≥
0] uma a´lgebra de Grassmann e considere os seguintes elementos ı´mpares em W(Λ):
ai = ∂xi + yixi(∂xi+1 + yi+1xi+1(∂xi+2 + yi+2xi+2(∂xi+3 + · · · ))),
bi = ∂yi + ziyi(∂yi+1 + zi+1yi+1(∂yi+2 + zi+2yi+2(∂yi+3 + · · · ))),
ci = ∂zi + xizi(∂zi+1 + xi+1zi+1(∂zi+2 + xi+2zi+2(∂zi+3 + · · · ))),
i ≥ 0.
E´ definida a supera´lgebra Q = Lie(a0, b0, c0) ⊂ W(Λ) e sua envolto´ria associativa
A = Alg(a0, b0, c0) ⊂ End Λ. Para charK = 2, e´ assumido que a aplicac¸a˜o quadra´tica
nos elementos ı´mpares coincide com o operador respectivo em End Λ. A supera´lgebra
Q descrita acima tambe´m e´ autossimilar e possui crescimento lento (GKdim Q ≈ 1.89).
Ale´m disso, Q = Q0⊕Q1 e´ nil graduada e possui uma Z3-graduac¸a˜o fina pelo multigrau
em relac¸a˜o aos geradores {a0, b0, c0}. Esse exemplo mostra que na˜o e´ poss´ıvel esten-
der o Teorema 1.1 para supera´lgebras de Lie, pois trata-se de uma supera´lgebra de
Lie na˜o localmente nilpotente, com uma Z3-graduac¸a˜o cujas componentes homogeˆneas
teˆm dimenso˜es uniformemente limitadas por 1, e cujos elementos homogeˆneos sa˜o ad-
nilpotentes.
1.7 A´lgebras de Lie restritas nil de crescimento
lento
Para um corpo de caracter´ıstica positiva arbitra´ria, Petrogradsky construiu uma famı´lia
L(Ξ) de a´lgebras de Lie restritas 2-geradas de lento crescimento polinomial com uma
p-aplicac¸a˜o nil, onde Ξ e´ uma infinita tupla de inteiros positivos [40]. A saber,
GKdim L(Ξ) ≤ 2 para todas as tais a´lgebras. Essas a´lgebras sa˜o constru´ıdas em
termos de derivac¸o˜es de uma a´lgebra de infinitas poteˆncias divididas Ω. A a´lgebra de
Lie L e sua envolto´ria associativa A ⊂ End(Ω) sa˜o Z2-graduadas pelo multigrau em
relac¸a˜o aos geradores. Se a tupla Ξ e´ perio´dica, enta˜o L(Ξ) e´ autossimilar.
Como caso particular, foi constru´ıda uma subfamı´lia cont´ınua de a´lgebras de Lie restri-
tas nil na˜o isomo´rficas L(Ξα), α ∈ R+, com crescimento extremamente lento. A saber,
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elas possuem dimensa˜o de Gelfand-Kirillov igual a 1, mas o crescimento na˜o e´ linear.
Para essa subfamı´lia, as envolto´rias associativas A teˆm dimensa˜o de Gelfand-Kirillov





Neste cap´ıtulo, vamos introduzir alguns conceitos ba´sicos. Dentre outras coisas,
definiremos supera´lgebras de Lie e a´lgebras de Lie restritas, que sa˜o os objetos principais
deste trabalho. Nos nossos exemplos, o corpo base sera´ denotado por K. Utilizaremos
a notac¸a˜o 〈X〉K para o subespac¸o linear gerado por um subconjunto X de um espac¸o
vetorial sobre K.
2.1 A´lgebras de Lie, a´lgebras de Lie restritas e suas
envelopantes
Definic¸a˜o 2.1 Uma a´lgebra de Lie L e´ um espac¸o vetorial sobre um corpo K munido
de uma operac¸a˜o bilinear [ , ] : L× L→ L, denominada colchete de Lie, satisfazendo
as seguintes condic¸o˜es, para quaisquer x, y, z ∈ L:
(i) [x, y] = − [y, x] (anticomutatividade);
(ii) [x, [y, z]] + [y, [z, x]] + [z, [x, y]] = 0 (identidade de Jacobi).
Quando charK 6= 2, a anticomutatividade do colchete de Lie implica que [x, x] = 0
para todo x ∈ L. No caso em que charK = 2, adicionamos essa condic¸a˜o aos axiomas
de a´lgebra de Lie. Neste trabalho, colchetes de grandes comprimentos sera˜o normados
a` direita: [x, y, z] = [x, [y, z]]. Para cada x ∈ L, definimos o operador adjunto adx :
L→ L por adx(y) = [x, y]. Se (ad x)n = 0 para algum inteiro positivo n, dizemos que
o elemento x ∈ L e´ ad-nilpotente.
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Seja A uma a´lgebra associativa. Definindo em A o produto comutador
[x, y] = xy − yx, x, y ∈ A,
o espac¸o vetorial A torna-se uma a´lgebra de Lie, denotada por A(−). Por outro lado,
podemos associar a cada a´lgebra de Lie L uma a´lgebra associativa com identidade,
denominada a´lgebra envelopante universal.
Definic¸a˜o 2.2 Seja L uma a´lgebra de Lie sobre um corpo K. Uma a´lgebra envelopante
universal de L e´ um par (U, i), onde U e´ uma a´lgebra associativa unita´ria sobre K e
i : L → U (−) e´ um homomorfismo de a´lgebras de Lie com a seguinte propriedade
universal: se A e´ uma a´lgebra associativa unita´ria qualquer sobre K e σ : L→ A(−) e´
um homomorfismo de a´lgebras de Lie, enta˜o existe um u´nico homomorfismo de a´lgebras
associativas φ : U → A tal que φ(1U) = 1A e φ ◦ i = σ.
Para toda a´lgebra de Lie L, um par (U, i) como na definic¸a˜o acima existe e e´ u´nico,
a menos de isomorfismos. A prova desse fato pode ser encontrada em [20]. Obte-
remos a seguir uma construc¸a˜o para (U, i) utilizando o conceito de a´lgebra tensorial.
Primeiramente, vamos definir o produto tensorial de espac¸os vetoriais.
Definic¸a˜o 2.3 O produto tensorial entre dois espac¸os vetoriais A e B sobre um mesmo
corpo K e´ um espac¸o vetorial A⊗B sobre K com uma aplicac¸a˜o bilinear
⊗ : A×B −→ A⊗B
(a, b) 7−→ (a⊗ b)
que satisfaz a seguinte condic¸a˜o: se {ai | i ∈ I} e {bj | j ∈ J} sa˜o bases de A e B,
respectivamente, enta˜o {ai ⊗ bj | i ∈ I, j ∈ J} e´ uma base de A⊗B.
A partir da definic¸a˜o acima, podemos introduzir o conceito de produto tensorial de
a´lgebras.
Definic¸a˜o 2.4 Sejam A e B duas a´lgebras sobre um mesmo corpo K. O produto
tensorial A ⊗ B e´ a a´lgebra cujo espac¸o e´ o produto tensorial dos espac¸os A e B, e o
produto e´ definido por
(a1 ⊗ b1) · (a2 ⊗ b2) = a1a2 ⊗ b1b2, ai ∈ A, bi ∈ B.
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Seja A uma a´lgebra qualquer (na˜o necessariamente unita´ria) sobre um corpo K. Con-
sideremos T 0(A) = K e T 1(A) = A. Para n ≥ 2, denotemos por T n(A) = A⊗ · · · ⊗ A
o produto tensorial entre n co´pias de uma a´lgebra A.
Definic¸a˜o 2.5 Seja A uma a´lgebra sobre um corpo K. A a´lgebra tensorial de A e´ a




Atrave´s do conceito de a´lgebra tensorial, podemos obter uma a´lgebra envelopante uni-
versal (U, i) de uma a´lgebra de Lie L sobre um corpo K. Considere o quociente
U(L) = T (L)/(x⊗y−y⊗x−[x, y] | x, y ∈ L), onde T (L) e´ a a´lgebra tensorial do espac¸o
vetorial L. Se pi : T (L) → U(L) e´ o homomorfismo canoˆnico e i = pi|L : L → U(L) e´
a sua restric¸a˜o a L, enta˜o o par (U(L), i) constitui uma a´lgebra envelopante universal
para L. Para mais detalhes, veja [20].
Observe que, da forma como constru´ımos a a´lgebra envelopante U(L), o produto con-
siderado em L coincide com o comutador em U(L)(−). O teorema abaixo nos fornece
uma base para a a´lgebra envelopante universal U(L) a partir de uma base ordenada
arbitra´ria da a´lgebra de Lie L.
Teorema 2.6 (Poincare´-Birkhoff-Witt) Para qualquer base {xi | i ∈ I} de uma
a´lgebra de Lie L, onde I e´ um conjunto ordenado de ı´ndices, os monoˆmios
{xi1 · · ·xin | i1 ≤ . . . ≤ in, n ≥ 0}
constituem uma base para a a´lgebra envelopante U(L).
O Teorema de Poincare´-Birkhoff-Witt, por vezes, e´ referido abreviadamente por PBW.
Definic¸a˜o 2.7 Uma a´lgebra de Lie L sobre um corpo K de caracter´ıstica p > 0 e´ dita
uma a´lgebra de Lie restrita (ou p-a´lgebra de Lie) se em L esta´ definida uma operac¸a˜o
una´ria x 7→ x[p], x ∈ L, denominada p-aplicac¸a˜o, satisfazendo os seguintes axiomas:
(i) (λx)[p] = λpx[p], para quaisquer λ ∈ K, x ∈ L;
(ii) ad(x[p]) = (ad x)p, para todo x ∈ L;
(iii) (x + y)[p] = x[p] + y[p] +
p−1∑
i=1
si(x, y), para quaisquer x, y ∈ L, onde isi(x, y) e´ o
coeficiente de ti−1 no polinoˆmio ad(tx+ y)p−1(x) ∈ L[t].
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Esse conceito e´ motivado pelo seguinte fato: se A e´ uma a´lgebra associativa sobre um
corpo K de caracter´ıstica p > 0, enta˜o a aplicac¸a˜o x 7→ xp, x ∈ A(−), satisfaz os treˆs
axiomas acima.
A expressa˜o dada no axioma (iii) da Definic¸a˜o 2.7 e´ de dif´ıcil aplicabilidade. Portanto,
para as nossas computac¸o˜es, utilizaremos a seguinte versa˜o:




onde si(x, y) envolve comutadores que conteˆm i letras x e p− i letras y.
Definic¸a˜o 2.8 Seja L uma a´lgebra de Lie restrita sobre um corpo K de caracter´ıstica
p > 0. A a´lgebra envelopante universal restrita de L e´ o quociente u(L) = U(L)/J ,
onde J e´ o ideal da a´lgebra envelopante universal U(L) gerado pelo conjunto {x[p]−xp |
x ∈ L}.
O pro´ximo resultado e´ uma versa˜o do Teorema de Poincare´-Birkoff-Witt para a´lgebras
envelopantes restritas. Atrave´s de uma base ordenada qualquer de uma a´lgebra de Lie
restrita L, podemos obter uma base para u(L).
Teorema 2.9 (PBW para a´lgebras envelopantes restritas [21]) Para qualquer
base {xi | i ∈ I} de uma a´lgebra de Lie restrita L, onde I e´ um conjunto ordenado de
ı´ndices, os monoˆmios
{xα1i1 · · ·xαnin | i1 < . . . < in, 0 ≤ αj ≤ p− 1, n ≥ 0}
constituem uma base para a a´lgebra envelopante restrita u(L).
Outro conceito de fundamental importaˆncia para este trabalho e´ o de derivac¸a˜o, pre-
sente no Cap´ıtulo 5.
Definic¸a˜o 2.10 Seja A uma a´lgebra de tipo arbitra´rio. Uma aplicac¸a˜o linear φ ∈
EndA e´ dita uma derivac¸a˜o de A se satisfaz a condic¸a˜o
φ(a · b) = φ(a) · b+ a · φ(b).
O espac¸o de todas as derivac¸o˜es de A sera´ denotado por DerA. E´ fa´cil verificar que
DerA e´ uma suba´lgebra da a´lgebra de Lie End(−) A.
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Sejam L uma a´lgebra de Lie e V um espac¸o vetorial sobre um corpo K. Um ho-
momorfismo φ : L → End(−) V e´ chamado uma representac¸a˜o da a´lgebra de Lie L.
Enta˜o,
φ([x, y]) = [φ(x), φ(y)] = φ(x)φ(y)− φ(y)φ(x), x, y ∈ L;
φ([x, y])v = φ(x)(φ(y)v)− φ(y)(φ(x)v), x, y ∈ L, v ∈ V.
Denotando x ◦ v = φ(x)v, x ∈ L, v ∈ V , obtemos a noc¸a˜o de mo´dulo de Lie. Neste
caso, a relac¸a˜o acima e´ reescrita como
[x, y] ◦ v = x ◦ (y ◦ v)− y ◦ (x ◦ v), x, y ∈ L, v ∈ V.
A noc¸a˜o de representac¸a˜o (ou mo´dulo) e´ equivalente para a envelopante universal
U(L) [21].
Agora sejam L, V a´lgebras de Lie, e V um mo´dulo de Lie sobre L. Queremos definir
uma estrutura de a´lgebra de Lie para o espac¸o vetorial H = L⊕ V fazendo
[(x, v), (y, w)] = ([x, y], x ◦ w − y ◦ v + [v, w]), x, y ∈ L, v, w ∈ V.
A anticomutatividade e´ evidente. Escrevemos por simplicidade x = (x, 0), x ∈ L, e
v = (0, v), v ∈ V . Seja J(X, Y,X) = [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] o polinoˆmio
de Jacobi. E´ claro que J(x, y, z) = 0 para x, y, z ∈ L e J(v, w, u) = 0 para v, w, u ∈ V .
Considerando x, y ∈ L, v ∈ V , temos
J(x, y, v) = [x, [y, v]] + [y, [v, x]] + [v, [x, y]] = [x, [y, v]]− [y, [x, v]]− [[x, y], v]
= x ◦ (y ◦ v)− y ◦ (x ◦ v)− [x, y] ◦ v = 0,
porque V e´ um mo´dulo de Lie sobre L. Considerando o caso restante, temos x ∈ L,
v, w ∈ V :
J(x, v, w) = [x, [v, w]] + [v, [w, x]] + [w, [x, v]]
= x ◦ [v, w]− [v, x ◦ w]− [x ◦ v, w].
O resultado obtido e´ nulo se, e somente se, a ac¸a˜o por x ∈ L e´ uma derivac¸a˜o da
a´lgebra de Lie V .
Enta˜o, sejam L, V a´lgebras de Lie, e V um mo´dulo de Lie sobre L tal que L age sobre
V como derivac¸o˜es (isto e´, temos um homomorfismo φ : L→ DerV ). Neste caso, L⊕V
tem estrutura de a´lgebra de Lie, denominada produto semidireto, denotado por Li V .
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Todas essas noc¸o˜es sa˜o naturalmente generalizadas tambe´m para supera´lgebras de Lie.
2.2 A´lgebras graduadas
Para introduzirmos o conceito de supera´lgebra de Lie, precisamos da definic¸a˜o de
a´lgebra graduada.
Definic¸a˜o 2.11 Seja G um grupo. Uma a´lgebra A e´ dita G-graduada se para cada
g ∈ G existe um subespac¸o Ag de A de modo que:
(i) A = ⊕
g∈G
Ag;
(ii) AgAh ⊆ Agh para quaisquer g, h ∈ G.
Nesse caso, a decomposic¸a˜o A = ⊕
g∈G
Ag e´ denominada G-graduac¸a˜o de A.
Dizemos que uma G-graduac¸a˜o de uma a´lgebra A = ⊕
g∈G
Ag e´ fina se na˜o existem um
grupo H e uma graduac¸a˜o A = ⊕
h∈H
Ah tal que para qualquer 0 6= Ah, h ∈ H, existe
g ∈ G tal que Ah ⊂ Ag e alguma dessas incluso˜es e´ pro´pria. Em particular, se todas
as componentes Ag, g ∈ G, sa˜o no ma´ximo unidimensionais, obtemos uma graduac¸a˜o
fina.
2.3 Supera´lgebras de Lie
Definic¸a˜o 2.12 Uma supera´lgebra e´ uma a´lgebra Z2-graduada A = A0 ⊕ A1.
Um elemento a ∈ Aα, α ∈ Z2, e´ dito homogeˆneo de grau α. Nesse caso, escrevemos
deg a = α. Os elementos de A0 sa˜o denominados pares e os de A1, ı´mpares. De
agora em diante, sempre que em uma expressa˜o aparecer o grau de algum elemento a,
deg a, assumiremos que tal elemento e´ homogeˆneo, e a expressa˜o se estende aos demais
elementos por linearidade.
Definic¸a˜o 2.13 Sejam A e B duas supera´lgebras sobre um corpo K. O produto ten-
sorial de supera´lgebras A ⊗ B e´ a supera´lgebra cujo espac¸o e´ o produto tensorial dos
espac¸os A e B com Z2-graduac¸a˜o induzida, e cujo produto e´ definido por
(a1 ⊗ b1) · (a2 ⊗ b2) = (−1)deg b1·deg a2a1a2 ⊗ b1b2, ai ∈ A, bi ∈ B.
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Definic¸a˜o 2.14 Uma supera´lgebra associativa e´ uma a´lgebra associativa Z2-graduada
A = A0 ⊕ A1.
Definic¸a˜o 2.15 Uma supera´lgebra de Lie e´ uma a´lgebra Z2-graduada L = L0⊕L1 com
um produto [ , ] (denominado supercolchete de Lie) satisfazendo os seguintes axiomas:
(i) [x, y] = −(−1)deg x·deg y [y, x] (superanticomutatividade);
(ii) [x, [y, z]] = [[x, y] , z] + (−1)deg x·deg y [y, [x, z]] (superidentidade de Jacobi).
Em particular, essas condic¸o˜es implicam que L0 e´ uma a´lgebra de Lie e L1 e´ um mo´dulo
sobre L0. Neste trabalho, supercolchetes de grandes comprimentos sera˜o normados a`
direita: [x, y, z] = [x, [y, z]]. Para cada x ∈ L, definimos o operador adjunto adx : L→
L por ad x(y) = [x, y]. Dizemos que o elemento x ∈ L e´ ad-nilpotente se (adx)n = 0
para algum inteiro positivo n.
Seja A = A0 ⊕ A1 uma supera´lgebra associativa. Podemos definir no mesmo espac¸o
vetorial A um supercomutador
[x, y] = xy − (−1)deg x·deg yyx, x, y ∈ A.
Esse produto faz de A uma supera´lgebra de Lie, a qual denotamos por A(−). Por outro
lado, a qualquer supera´lgebra de Lie L podemos associar uma a´lgebra associativa, como
veremos a seguir.
Definic¸a˜o 2.16 Seja L = L0 ⊕ L1 uma supera´lgebra de Lie sobre um corpo K. Uma
a´lgebra envelopante universal de L e´ um par (U, i), onde U e´ uma a´lgebra associativa
unita´ria sobre K e i : L→ U e´ uma aplicac¸a˜o linear que satisfaz a condic¸a˜o
i([x, y]) = i(x)i(y)− (−1)deg x·deg yi(y)i(x) (2.2)
com a seguinte propriedade universal: se A e´ uma a´lgebra associativa unita´ria qualquer
sobre K e σ : L → A e´ uma transformac¸a˜o linear satisfazendo (2.2), enta˜o existe um
u´nico homomorfismo de a´lgebras associativas φ : U → A tal que φ(1U) = 1A e φ◦i = σ.
Observe que, na definic¸a˜o acima, a a´lgebra A na˜o precisa ser Z2-graduada.
Para qualquer supera´lgebra de Lie L, existe um par (U, i) como na Definic¸a˜o 2.16. E
esse par e´ u´nico, a menos de isomorfismos. Podemos obter uma a´lgebra envelopante
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para L como segue. Seja T (L) a a´lgebra tensorial de L, e J o ideal de T (L) gerado
pelos elementos
x⊗ y − y ⊗ x− (−1)deg x·deg y [x, y] , x, y ∈ L.
Tomando U(L) = T (L)/J e considerando i : L → U(L) a restric¸a˜o do homomorfismo
canoˆnico pi : T (L) → U(L) a L, enta˜o o par (U(L), i) e´ uma a´lgebra envelopante
universal da a´lgebra de Lie L. Para mais detalhes, veja [20].
O teorema abaixo e´ uma versa˜o de PBW para supera´lgebras de Lie L = L0 ⊕ L1. Se
conhecemos bases ordenadas para as componentes homogeˆneas L0 e L1, podemos obter
uma base para a a´lgebra envelopante U(L).
Teorema 2.17 (Poincare´-Birkhoff-Witt para supera´lgebras de Lie) Seja X0
uma base de L0 e X1 uma base de L1 sobre K. Se ≤ e´ uma ordem total em
X = X0 ∪X1, enta˜o o conjunto de todos os monoˆmios da forma
x1x2 · · ·xn, n ≥ 0,
com xi ∈ X, xi ≤ xi+1, e xi 6= xi+1 se xi ∈ X1, e´ uma base para U(L) sobre K.
No caso de caracter´ısticas pequenas charK = 2, 3, e´ necessa´rio acrescentar alguns
axiomas aos apresentados na definic¸a˜o de supera´lgebra de Lie. Substituindo x = y =
z ∈ L1 na superidentidade de Jacobi e usando a superanticomutatividade, obtemos
3 [z, [z, z]] = 0, z ∈ L1. Enta˜o, se charK 6= 3, temos a identidade: [z, [z, z]] = 0
para todo z ∈ L1. Para caracter´ıstica 3, adicionamos essa identidade aos axiomas de
supera´lgebra de Lie.
• (charK = 3) [z, [z, z]] = 0, z ∈ L1.
Substituindo x = y ∈ L1 na superidentidade de Jacobi, obtemos 2(adx)2z = [[x, x] , z].




[[x, x] , z] , x ∈ L1, z ∈ L.
Neste trabalho, lidamos com supera´lgebras de Lie da forma A(−), onde A e´ uma su-
pera´lgebra associativa. Nesse caso, temos quadrados [x, x] = 2x2, x ∈ A(−)
1
. Dessa
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, x ∈ A(−)
1
, z ∈ A(−). (2.3)
Se charK = 2, adicionamos mais estes axiomas para supera´lgebras de Lie:
• [x, x] = 0 para todo x ∈ L0;
• existe uma aplicac¸a˜o quadra´tica (quadrado formal)
(∗)[2] : L1 −→ L0
x 7−→ x[2],
que satisfaz
(λx)[2] = λ2x[2], (x+ y)[2] = x[2] + [x, y] + y[2]; x, y ∈ L1, λ ∈ K;





, x ∈ L1, z ∈ L.
No caso p = 2, para obtermos a a´lgebra envelopante universal, ale´m de tomarmos o
quociente de T (L) por J =
(
x⊗ y − y ⊗ x− (−1)deg x·deg y [x, y] | x, y ∈ L), precisamos
tomar tambe´m o quociente pelo ideal
(
y ⊗ y − y[2] | y ∈ L1
)
. Uma supera´lgebra de Lie
sobre um corpo K de caracter´ıstica 2 e´, grosso modo, o mesmo que uma a´lgebra de Lie
Z2-graduada com uma aplicac¸a˜o quadra´tica L1 → L0 similar a uma p-aplicac¸a˜o (veja
abaixo). Em todos os casos, a aplicac¸a˜o quadra´tica coincide com o quadrado ordina´rio
na a´lgebra envelopante U(L) e sera´ denotada simplesmente por x2, x ∈ L1.
2.4 Crescimento de a´lgebras
Introduziremos agora o conceito de crescimento. Seja A uma a´lgebra associativa (ou
de Lie) gerada por um conjunto X. Denotemos por A(X,n) o subespac¸o de A gerado
por todos os monoˆmios em X de comprimento menor ou igual a n, n ≥ 0. Temos
A(X,n) = 〈x1 · · ·xs | xi ∈ X, s ≤ n〉K
No caso espec´ıfico de uma supera´lgebra de Lie de charK = 2, tambe´m consideramos
os quadrados formais dos monoˆmios ı´mpares de comprimento no ma´ximo n/2. Se A e´
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uma a´lgebra de Lie restrita, fazemos A(X,n) = 〈[x1, . . . xs]p
k | xi ∈ X, spk ≤ n〉K [31]. A
definic¸a˜o de A(X,n) e´ ana´loga para supera´lgebras de Lie restritas. Em qualquer situac¸a˜o,
obtemos uma func¸a˜o de crescimento:
γA(n) = γA(X,n) = dimK A
(X,n), n ≥ 0.
Sejam f, g : N → R+ duas func¸o˜es mono´tonas na˜o decrescentes com valores positivos.
Escrevemos f(n) 4 g(n) se, e somente se, existem duas constantes N,C > 0 tais que
f(n) ≤ g(Cn) para todo n ≥ N . A equivaleˆncia f(n) ∼ g(n) ocorre se, e somente
se, f(n) 4 g(n) e g(n) 4 f(n). Conjuntos geradores distintos produzem func¸o˜es de
crescimento equivalentes [23, Ch. 1, Lemma 1.1].
Sabe-se que o crescimento exponencial e´ o maior crescimento poss´ıvel para a´lgebras
associativas e a´lgebras de Lie finitamente geradas. Uma func¸a˜o de crescimento γA(n)
e´ comparada com func¸o˜es polinomiais nk, k ∈ R+, ao computar-se a dimensa˜o de
Gelfand-Kirillov [23], definida a seguir.
Definic¸a˜o 2.18 Seja A uma (super)a´lgebra associativa (ou de Lie). A dimensa˜o de
Gelfand-Kirillov superior (ou, simplesmente, dimensa˜o de Gelfand-Kirillov) de A e´
dada por
GKdimA = inf{α > 0 | γA(n) 4 nα}.
A dimensa˜o de Gelfand-Kirilov inferior de A e´ dada por
GKdimA = sup{α > 0 | γA(n) < nα}.









Assuma que os geradores X = {x1, . . . , xk} possuem pesos positivos wt(xi) = λi,
i = 1, . . . , k. Definimos uma func¸a˜o de crescimento ponderada:
γ˜A(n) = dimK〈xi1 · · ·xim | wt(xi1) + · · ·+ wt(xim) ≤ n, xij ∈ X〉K , n ≥ 0.
Se C1 = min{λi | i = 1, . . . , k} e C2 = max{λi | i = 1, . . . , k}, enta˜o γ˜A(C1n) ≤
γA(n) ≤ γ˜A(C2n) para n ≥ 1. Assim, obtemos uma func¸a˜o de crescimento equivalente
γ˜A(n) ∼ γA(n). Portanto, podemos utilizar a func¸a˜o de crescimento ponderada γ˜A(n)
para computar as dimenso˜es de Gelfand-Kirillov.
Seja L uma (super)a´lgebra de Lie e X ⊂ L. Denotamos por Lie(X) a suba´lgebra
de L gerada por X, incluindo a aplicac¸a˜o quadra´tica no caso charK = 2. Se L e´
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uma (super)a´lgebra de Lie restrita, denotamos por Liep(X) a suba´lgebra restrita de L
gerada por X. Semelhantemente, se X e´ um subconjunto de uma a´lgebra associativa
A, denotamos por Alg(X) ⊂ A a suba´lgebra associativa gerada por X.
2.5 A´lgebra de Lie das derivac¸o˜es especiais
O conceito trazido nesta sec¸a˜o sera´ u´til para a construc¸a˜o feita no Cap´ıtulo 5. Supon-
hamos que charK = p > 0. Usando a notac¸a˜o I = {0, 1, 2, . . . } e Np = {0, 1, . . . , p−1},
consideremos a a´lgebra polinomial truncada
∆ = K[xi, i ∈ I | xpi = 0, i ∈ I].
Seja NIp = {α : I → Np} o conjunto de func¸o˜es com um nu´mero finito de valores na˜o
nulos. Para α ∈ NIp, denotemos |α| =
∑





i ∈ ∆. O conjunto
{xα | α ∈ NIp} e´ claramente uma base de ∆. Consideremos o ideal ∆+ gerado por
todos os elementos xα, α ∈ NIp, |α| > 0. Denotemos por ∂i = ∂∂xi , i ∈ I, as derivac¸o˜es
parciais de ∆.










∣∣∣∣ λα,ij ∈ K, ij ∈ I}.
E´ essencial que a soma para cada xα, α ∈ NIp, seja finita.
Lema 2.19 ([36]) Para nu´meros complexos arbitra´rios ai ∈ C, i ∈ N, existem
graduac¸o˜es nas a´lgebras ∆, W(∆) tais que wt(xi) = −ai, wt(∂i) = ai.
2.6 Supera´lgebra de Lie das superderivac¸o˜es
Seja V = V0⊕V1 um espac¸o vetorial Z2-graduado. Denotemos por EndV a a´lgebra as-
sociativa formada por todos os endomorfismos do espac¸o V . Para α ∈ Z2, consideremos
os endomorfismos de grau α:
Endα V = {φ ∈ EndV | φ(Vβ) ⊂ Vα+β, β ∈ Z2}.
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Os elementos de End0 V sa˜o denominados endomorfismos pares e os de End1 V , endo-
morfismos ı´mpares. Consideremos um endomorfismo φ ∈ EndV e um elemento u ∈ V
quaisquer. Uma vez que V = V0⊕V1, podemos escrever de forma u´nica v = v0+v1, onde
v0 ∈ V0 e v1 ∈ V1. Tambe´m escrevemos de modo u´nico φ(v0) = u0+u1 e φ(v1) = w0+w1,
com u0, w0 ∈ V0 e u1, w1 ∈ V1. Definindo φ0(v) := u0 +w1 e φ1(v) := u1 +w0, obtemos
um endomorfismo par φ0 ∈ End0 V e um endomorfismo ı´mpar φ1 ∈ End1 V tais que
φ = φ0 + φ1. Atrave´s dessa decomposic¸a˜o, obtemos uma soma direta
EndV = End0 V ⊕ End1 V,
com a qual EndV possui uma estrutura de supera´lgebra associativa. Dessa forma,
End(−) V e´ uma supera´lgebra de Lie, denominada supera´lgebra linear geral, a qual e´
denotada por gl(V ).
Outro conceito muito importante neste trabalho e´ o de superderivac¸a˜o, presente no
Cap´ıtulo 4.
Definic¸a˜o 2.20 Seja A = A0 ⊕ A1 uma a´lgebra Z2-graduada de tipo arbitra´rio. Uma
aplicac¸a˜o linear φ ∈ Endβ A, β ∈ Z2, e´ uma superderivac¸a˜o de grau β se satisfaz a
condic¸a˜o
φ(a · b) = φ(a) · b+ (−1)β·deg aa · φ(b), a, b ∈ A.
O espac¸o de todas as superderivac¸o˜es de A de grau α ∈ Z2 sera´ denotado por DerαA ⊂
EndαA. E´ fa´cil verificar que DerA = Der0A⊕Der1A e´ uma suba´lgebra da supera´lgebra
de Lie End(−)A.
Definic¸a˜o 2.21 Uma supera´lgebra de Lie restrita L = L0⊕L1 e´ uma supera´lgebra de
Lie tal que a componente par L0 e´ uma a´lgebra de Lie restrita e L1 e´ um mo´dulo sobre
L0 restrito, ou seja, ad(x
[p])y = (adx)py para quaisquer x ∈ L0, y ∈ L1.
Observamos que, para charK = 2, as supera´lgebras de Lie restritas e as a´lgebras de
Lie restritas Z2-graduadas sa˜o exatamente os mesmos objetos. Se L = L0 ⊕ L1 e´ uma
supera´lgebra de Lie restrita, estendemos a 2-aplicac¸a˜o para toda a a´lgebra fazendo
(x+ y)[2] = x[2] + y[2] + [x, y], x ∈ L0, y ∈ L1.
Seja Λn = Λ(x1, . . . , xn) a a´lgebra de Grassmann em n varia´veis. Definindo deg xi = 1,
i = 1, . . . , n, temos a supera´lgebra associativa Λn = Λ0⊕Λ1, denominada supera´lgebra
de Grassmann. Como o supercolchete em Λ
(−)
n e´ trivial, ele e´ denominado superco-
mutativo. As relac¸o˜es ∂xi(xj) = δij, para i, j ∈ {1, . . . , n}, definem superderivac¸o˜es
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Pi∂xi , Pi ∈ Λn.
Se charK = 0, obtemos uma supera´lgebra de Lie de Cartan do tipo Wn simples de
dimensa˜o finita [24]. Para mais informac¸o˜es a respeito da teoria de supera´lgebras de
Lie, veja [24, 47, 2].
Seja I um conjunto bem ordenado de cardinalidade arbitra´ria. Consideremos Z2 =
{0, 1} e seja ZI2 = {α : I → Z2} um conjunto de func¸o˜es com um nu´mero finito de
valores na˜o nulos. Suponha que α ∈ ZI2 assume valores na˜o nulos {i1, . . . , it} ⊂ I, onde
i1 < · · · < it. Fac¸amos xα = xi1xi2 · · ·xit e |α| = t. O conjunto {xα | α ∈ ZI2} e´ uma
base da a´lgebra de Grassmann ΛI = Λ (xi | i ∈ I), que e´ uma supera´lgebra associativa
ΛI = Λ0 ⊕ Λ1, onde todo elemento xi com i ∈ I e´ ı´mpar. Denotemos por ∂xi , i ∈ I, as
superderivac¸o˜es de ΛI determinadas pelos valores ∂xi(xj) = δij, i, j ∈ I. Consideremos








∣∣∣∣ λα,ij ∈ K, ij ∈ I}.
E´ essencial que a soma para cada xα, α ∈ ZI2, seja finita. Essa construc¸a˜o e´ semelhante
a` a´lgebra de Lie das derivac¸o˜es especiais. Para mais informac¸o˜es, veja [41, 42, 35].
Verifica-se de modo similar que o produto entre elementos de W(ΛI) esta´ bem definido
e W(ΛI) age sobre ΛI por superderivac¸o˜es. No Exemplo 1, a supera´lgebra R definida




Neste cap´ıtulo, exibiremos um exemplo de supera´lgebra de Lie e um exemplo de a´lgebra
de Lie restrita satisfazendo algumas propriedades. Listaremos aqui os principais resul-
tados obtidos acerca desses exemplos, a serem detalhados no Cap´ıtulo 4 e no Cap´ıtulo 5.
3.1 A supera´lgebra de Lie R
Dando continuidade ao que foi feito por Petrogradsky [34], constru´ımos outro exemplo
de supera´lgebra de Lie ana´loga aos grupos de Grigorchuk e Gupta-Sidki. Para um
corpo qualquer, constru´ımos uma supera´lgebra de Lie fractal R em que os elementos
homogeˆneos na Z2-graduac¸a˜o sa˜o ad-nilpotentes. O diferencial do nosso exemplo esta´
no fato de que R tem crescimento linear, ale´m de apresentar uma construc¸a˜o elegante,
com base monomial evidente e elementos de fa´ceis computac¸o˜es.
A supera´lgebra R tem uma Z2-graduac¸a˜o natural cujas componentes homogeˆneas sa˜o
no ma´ximo unidimensionais, e os elementos homogeˆneos da Z2-graduac¸a˜o R = R0⊕R1
sa˜o ad-nilpotentes. Trata-se, enta˜o, de um contraexemplo para uma poss´ıvel extensa˜o
do Teorema 1.1 para o campo das supera´lgebras de Lie.
Neste exemplo, nosso objetivo e´ estudar a seguinte supera´lgebra de Lie finitamente
gerada. Consideramos uma supera´lgebra de Grassmann Λ em infinitas varia´veis. Es-
crevemos nossos elementos como somas infinitas pertencentes a` supera´lgebra de Lie
W(Λ) ⊂ Der Λ. Consideramos que existe uma imersa˜o natural da a´lgebra de Grass-
mann Λ na a´lgebra End Λ, associando cada elemento de Λ a` multiplicac¸a˜o a` esquerda
por esse elemento.
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Seja Λ = Λ [xi|i ≥ 0] e considere os seguintes elementos ı´mpares em W(Λ):
vi = ∂xi + xixi+1(∂xi+2 + xi+2xi+3(∂xi+4 + xi+4xi+5(∂xi+6 + · · · ))), i ≥ 0. (3.1)
Definimos uma supera´lgebra de Lie R = Lie(v0, v1) ⊂W(Λ) e sua envolto´ria associa-
tiva A = Alg(v0, v1) ⊂ End Λ. No caso em que charK = 2, assumimos que a aplicac¸a˜o
quadra´tica sobre os elementos ı´mpares coincide com o quadrado do endomorfismo
correspondente (multiplicac¸a˜o a` esquerda) em End Λ.
Dizemos que {vi | i ≥ 0} sa˜o os elementos pivoˆ. Estabelecemos as seguintes pro-
priedades principais de R = Lie(v0, v1) e de sua envolto´ria associativa A = Alg(v0, v1).
(i) No in´ıcio do Cap´ıtulo 4, obtemos relac¸o˜es ba´sicas entre elementos de R e
mostramos que R e´ autossimilar.
(ii) Se charK 6= 2, R tem uma base composta por monoˆmios standard de dois tipos
(Teorema 4.5). No caso em que charK = 2, obtemos uma base de R formada
por monoˆmios do primeiro tipo e quadrados de elementos pivoˆ (Corola´rio 4.6).
Enta˜o, temos bases n´ıtidas.
(iii) No caso em que charK = p > 0, tambe´m consideramos uma supera´lgebra de Lie
restrita Liep(v0, v1), que para charK = 2 coincide com a a´lgebra de Lie restrita
tambe´m denotada por Liep(v0, v1), e a base coincide com a base de R.
(iv) Introduzimos duas func¸o˜es peso wt, swt, que sa˜o aditivas em produtos de
monoˆmios (Sec¸a˜o 4.3).
(v) Obtemos uma Z2-graduac¸a˜o R = ⊕
n1,n2≥0
Rn1n2 pelo multigrau em relac¸a˜o aos
geradores {v0, v1} (Lema 4.9). Mostramos que essa Z2-graduac¸a˜o e´ fina, isto e´,
dim Rn1n2 ≤ 1, n1, n2 ≥ 0. Introduzimos dois sistemas de coordenadas no plano:
as coordenadas multigrau (X1, X2) e as coordenadas peso (Z1, Z2) (Sec¸a˜o 4.4).
(vi) Encontramos limitac¸o˜es para os pesos dos monoˆmios de R e A (Sec¸a˜o 4.5). Na
representac¸a˜o geome´trica, os monoˆmios de R esta˜o em uma regia˜o do plano limi-
tada por duas curvas logar´ıtmicas (Teorema 4.18). Para a envolto´ria associativa
A, valem limitac¸o˜es similares. A estrutura das componentes homogeˆneas esta´
bem clara na Figura 4.5, pa´gina 50.
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(vii) GKdim R = GKdim R = 1 (Teorema 4.20). Se charK 6= 2, a func¸a˜o de cresci-













, no caso p = 2.
A supera´lgebra Q constru´ıda em [34] foi “pequena”, com GKdim Q ≈ 1.89.
Entretanto, o nosso exemplo R e´ ainda “menor”, com GKdim R = 1 e crescimento
linear. Essa e´ a virtude do nosso novo exemplo.
(viii) GKdim A = GKdim A = 2, o crescimento de A e´ quadra´tico (Teorema 4.26).
(ix) Na sec¸a˜o 4.7, descrevemos func¸o˜es geradoras para R.
(x) R = R0⊕R1 e´ uma supera´lgebra de Lie Z2-graduada nil (Teorema 4.32). Obte-
mos uma decomposic¸a˜o triangular em soma direta de treˆs suba´lgebras localmente
nilpotentes R = R+ ⊕R0 ⊕R− (Teorema 4.34).
(xi) R e´ uma a´lgebra just infinite (Sec¸a˜o 4.9). Destacamos que, para a su-
pera´lgebra [34], isso ainda na˜o e´ conhecido.
(xii) A e´ na˜o nil nos casos p = 0 e p = 2 (Lema 4.31). Para o exemplo [34], ainda na˜o
se sabe se tal a´lgebra A e´ nil ou na˜o.
3.2 A a´lgebra de Lie restrita R
No Cap´ıtulo 5, constru´ımos uma a´lgebra de Lie restrita R sobre um corpo K de ca-
racter´ıstica p > 0. Essa a´lgebra, assim como o exemplo de supera´lgebra constru´ıdo
no Cap´ıtulo 4, e´ autossimilar e tem crescimento linear. Ale´m disso, R tem uma Z2-
graduac¸a˜o cujas componentes homogeˆneas sa˜o no ma´ximo unidimensionais. Contudo,
a a´lgebra de Lie restrita R na˜o possui uma p-aplicac¸a˜o nil.
Para este exemplo, vamos considerar charK = p > 0. Seja ∆ = K[xi|i ≥ 0]/(xpi ) uma
a´lgebra de polinoˆmios truncada. Considere os seguintes elementos em W(∆):












i+5 (∂xi+6 + · · · ))), i ≥ 0. (3.2)
Definimos a a´lgebra de Lie L = Lie(v0, v1) ⊂ W(∆), a a´lgebra de Lie restrita R =
Liep(v0, v1) e sua envolto´ria associativa A = Alg(R) ⊂ End ∆.
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Os elementos {vi | i ≥ 0} tambe´m sa˜o chamados de elementos pivoˆ. Estabelecemos
as seguintes propriedades principais de R = Liep(v0, v1) e de sua envolto´ria associativa
A = Alg(R).
(i) No in´ıcio do Cap´ıtulo 5, obtemos relac¸o˜es ba´sicas entre elementos de R e
mostramos que R e´ autossimilar.
(ii) L tem uma base composta por monoˆmios standard do primeiro tipo (Teorema
5.6), ao passo que R possui uma base formada por monoˆmios de dois tipos
(Corola´rio 5.7). A base obtida e´ bem clara.
(iii) Introduzimos duas func¸o˜es peso wt, swt, que sa˜o aditivas em produtos de
monoˆmios (Sec¸a˜o 5.3).
(iv) R e´ Z2-graduada pelo multigrau em relac¸a˜o aos geradores {v0, v1} (Lema 5.10).
Introduzimos dois sistemas de coordenadas no plano: as coordenadas multigrau
(X1, X2) e as coordenadas peso (Z1, Z2) (Sec¸a˜o 5.4).
(v) Encontramos limitac¸o˜es para os pesos dos monoˆmios de R e A (Sec¸a˜o 5.5). Na
representac¸a˜o geome´trica, os monoˆmios de R esta˜o em uma regia˜o do plano limi-
tada por duas curvas logar´ıtmicas (Teorema 5.20). Para a envolto´ria associativa
A, valem limitac¸o˜es similares.
(vi) GKdim R = GKdim R = 1 (Teorema 5.22).
(vii) GKdim A = GKdim A = 2 (Teorema 5.28), o crescimento de A e´ quadra´tico.
(viii) As componentes homogeˆneas da Z2-graduac¸a˜o de R sa˜o no ma´ximo unidimen-
sionais (Teorema 5.31). Obtemos uma decomposic¸a˜o triangular em soma direta
de treˆs suba´lgebras localmente nilpotentes R = R+ ⊕R0 ⊕R− (Teorema 5.33).
(ix) A p-aplicac¸a˜o definida em R na˜o e´ nil (Lema 5.32) e a a´lgebra associativa A e´
na˜o nil. Para o exemplo constru´ıdo em [40], ainda na˜o e´ conhecido se A e´ nil ou
na˜o.
(x) R e´ uma a´lgebra just infinite (Sec¸a˜o 5.8). Essa propriedade tambe´m na˜o e´ conhe-
cida para o exemplo [40].
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Cap´ıtulo 4
A supera´lgebra de Lie R
Neste cap´ıtulo, estudaremos as supera´lgebras de Lie do Exemplo 1. Consideremos a
a´lgebra de Grassmann Λ = Λ[xi|i ≥ 0]. Em W(Λ), destacamos os seguintes elementos
ı´mpares, a quem chamamos de elementos pivoˆ:
vi = ∂xi + xixi+1(∂xi+2 + xi+2xi+3(∂xi+4 + xi+4xi+5(∂xi+6 + · · · ))), i ≥ 0.
Observe que os elementos vi podem ser escritos recursivamente na forma
vi = ∂xi + xixi+1vi+2, i ≥ 0.
Definimos a supera´lgebra de Lie R = Lie(v0, v1) = R0¯ ⊕ R1¯ ⊂ W(Λ) ⊂ Der Λ e sua
envolto´ria associativa A = Alg(v0, v1) ⊂ End Λ.
4.1 Relac¸o˜es principais
Para cada i ≥ 0, definimos o endomorfismo lxi ∈ End Λ por lxi(a) = xi ·a. Dessa forma,
cada letra de Grassmann xi (i ≥ 0) pode ser identificada com lxi e, portanto, pode ser
vista com um endomorfismo da a´lgebra associativa Λ. As letras de Grassmann e as
superderivac¸o˜es {xi, ∂xi | i ≥ 0} sa˜o claramente elementos ı´mpares de End Λ. Valem
as relac¸o˜es anticomutativas abaixo:
xixj = −xjxi, ∂xi∂xj = −∂xj∂xi , ∂xixj = −xj∂xi , i 6= j;
xi
2 = 0, (∂xi)
2 = 0, i ≥ 0.
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Tambe´m e´ va´lida a seguinte relac¸a˜o na˜o trivial:
∂xixi + xi∂xi = 1, i ≥ 0.
Os elementos pivoˆ vi agem sobre as varia´veis de Grassmann da seguinte maneira:
vn(xk) =

0, k < n;
1, k = n;
0, k = n+ 2l − 1, l > 0;
xnxn+1 · · ·xn+2l−2xn+2l−1, k = n+ 2l, l > 0.
Definimos as aplicac¸o˜es shift τ : Λ→ Λ e τ : W(Λ)→W(Λ) por
τ(xi) = xi+1, τ(∂xi) = ∂xi+1 , i ≥ 0.
A aplicac¸a˜o τ e´ claramente um endomorfismo de W(Λ). Obtemos no resultado a seguir
algumas relac¸o˜es ba´sicas entre elementos pivoˆ.
Lema 4.1 Sa˜o va´lidas as seguintes relac¸o˜es, para i ≥ 0:
(i) v2i = xi+1vi+2;
(ii) [vi, vi] = 2xi+1vi+2;
(iii) [vi, vi+1] = −xivi+2;
(iv) [v2i , vi+1] = −vi+2;
(v) [vi, vi+2] = 2xixi+1xi+3vi+4.
Demonstrac¸a˜o: Para a prova do item (i), observe que
v2i = (∂xi + xixi+1vi+2)
2 = (∂xi)
2 + (xixi+1vi+2)
2 + [∂xi , xixi+1vi+2] = xi+1vi+2.
O item (ii) segue do fato de que [vi, vi] = 2v
2
i . Observe tambe´m que
[vi, vi+1] =
[







CAPI´TULO 4. A SUPERA´LGEBRA DE LIE R 35




= [vi, [vi, vi+1]] = [vi,−xivi+2] = −vi+2
e, portanto, vale o item (iv). Por fim, as igualdades
[vi, vi+2] = [∂xi + xixi+1vi+2, vi+2] = xixi+1 [vi+2, vi+2] = 2xixi+1xi+3vi+4
tornam va´lido o item (v). 
O lema a seguir mostra como calcular o produto supercomutador entre dois elementos
pivoˆ quaisquer, generalizando os itens (ii), (iii) e (v) do lema acima. Sua demonstrac¸a˜o
pode ser feita atrave´s de uma simples induc¸a˜o.
Lema 4.2 Para quaisquer inteiros i, k ≥ 0, temos:
(i) se k e´ par, enta˜o [vi, vi+k] = 2xi · · ·xi+k−1xi+k+1vi+k+2;
(ii) se k e´ ı´mpar, enta˜o [vi, vi+k] = −xi · · ·xi+k−1vi+k+1.
Demonstrac¸a˜o: Se k e´ par, obtemos atrave´s do item (ii) do Lema 4.1
[vi, vi+k] = [∂xi + xixi+1∂i+2 + · · ·+ xi · · ·xi+k−1vi+k, vi+k] = 2xi · · ·xi+k−1xi+k+1vi+k+2,
provando a afirmac¸a˜o (i). Por outro lado, se k e´ ı´mpar, pelo item (iii) do Lema 4.1
obtemos
[vi, vi+k] = [∂xi + xixi+1∂i+2 + · · ·+ xi · · ·xi+k−2vi+k−1, vi+k] = −xi · · ·xi+k−1vi+k+1,
o que prova a afirmac¸a˜o (ii). 
A noc¸a˜o de autossimilaridade e´ de fundamental importaˆncia na teoria de grupos [18].
A a´lgebra de Lie de Fibonacci e´ autossimilar [36]. Uma definic¸a˜o geral foi dada por
Bartholdi [6]. Uma a´lgebra de Lie L e´ dita autossimilar se existe um homomorfismo
ψ : L→ DerRi (R⊗ L),
onde R e´ uma a´lgebra comutativa e DerR e´ a a´lgebra de Lie das derivac¸o˜es de R. Essa
definic¸a˜o estende-se facilmente para supera´lgebras, e consideramos R uma supera´lgebra
associativa supercomutativa.
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Consideremos as seguintes supera´lgebras de Lie geradas por dois elementos: Li =
Lie(vi, vi+1), i ≥ 0. Em particular, temos L0 = R.
Corola´rio 4.3 Temos
(i) vi ∈ R, i ≥ 0;
(ii) τ i : R→ Li e´ um isomorfismo para todo i ≥ 0;
(iii) R tem dimensa˜o infinita;
(iv) existe uma imersa˜o de autossimilaridade:
R ↪→ 〈∂x0〉K i (Λ[x0]⊗ τ(R)) .
4.2 Base de R
Nosso objetivo agora e´ encontrar uma base para a supera´lgebra de Lie R = Lie(v0, v1).
Para simplificar a notac¸a˜o, denotaremos por rn um monoˆmio cauda:
rn = x
ξ0
0 · · ·xξnn ∈ Λ, ξi ∈ {0, 1}; n ≥ 0. (4.1)
Para n < 0, vamos assumir que rn = 1. Se necessa´rio, denotaremos outros elementos
do tipo (4.1) por r′n, r
′′
n, etc.
Chamamos de monoˆmio standard do primeiro tipo todo monoˆmio da forma
rn−2vn, n ≥ 0.
Chamamos de monoˆmio standard do segundo tipo todo monoˆmio da forma
rn−3xn−1vn, n ≥ 2,
com excec¸a˜o do monoˆmio x0x2v3, denominado monoˆmio falso. Temos o seguinte resul-
tado:
Lema 4.4 Seja charK 6= 2. Todos os seguintes monoˆmios pertencem a` supera´lgebra
de Lie R = Lie(v0, v1):
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(i) monoˆmios do primeiro tipo:
{rn−2vn | n ≥ 0}; (4.2)
(ii) monoˆmios do segundo tipo:
{rn−3xn−1vn | n ≥ 2} \ {x0x2v3}. (4.3)
Demonstrac¸a˜o: De agora em diante, o nu´mero n sera´ o comprimento, vn sera´ a cabec¸a,
rn−2 a cauda, e os produtos remanescentes sera˜o o pescoc¸o do monoˆmio referido.
Provaremos, por induc¸a˜o sobre o comprimento n, que todos os monoˆmios do primeiro
tipo pertencem a R. Os monoˆmios deste tipo com comprimento n = 0 ou n = 1, v0 e
v1, claramente pertencem a R = Lie(v0, v1). Consideremos agora n ≥ 2 e suponhamos
que todo elemento da forma rk−2vk com 0 ≤ k ≤ n − 1 pertence a R. Observando os
produtos
[v2n−2, rn−3vn−1] = rn−3[v
2
n−2, vn−1] = −rn−3vn,
[vn−2, rn−3vn−1] = ±rn−3[vn−2, vn−1] = ±rn−3xn−2vn
e tendo em vista que vn−2, rn−3vn−1 ∈ R, conclu´ımos que todos os monoˆmios do
primeiro tipo de comprimento n pertencem a` supera´lgebra R.
Em relac¸a˜o aos monoˆmios do segundo tipo, e´ fa´cil ver que x1v2 e x2v3 pertencem a
R, uma vez que [v0, v0] = 2x1v2, [v1, v1] = 2x2v3 e charK 6= 2. Consideremos agora
monoˆmios do segundo tipo de comprimento maior ou igual a 4, i.e., elementos da forma
rn−3xn−1vn com n ≥ 4, separando-os nos seguintes casos:
A) Se n e´ par, o Lema 4.2 nos mostra que
[v0, vn−2] = 2x0x1 · · ·xn−3xn−1vn.
Sendo v0 e vn−2 monoˆmios do primeiro tipo, ja´ sabemos que ambos pertencem a R e,
como charK 6= 2, conclu´ımos que
x0x1 · · ·xn−3xn−1vn ∈ R.
Multiplicando esse elemento por vi (0 ≤ i ≤ n − 3), podemos eliminar qualquer fator
xi. Logo, todo monoˆmio do segundo tipo de comprimento par n pertence a R.
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B) Se n e´ ı´mpar, o Lema 4.2 tambe´m nos da´ que
[v1, x0vn−2] = −x0[v1, vn−2] = −2x0x1x2 · · ·xn−3xn−1vn.
Uma vez que v1 e x0vn−2 pertencem a R (sa˜o monoˆmios do primeiro tipo) e charK 6= 2,
tambe´m e´ verdade que
x0x1x2 · · · xn−3xn−1vn ∈ R.
Multiplicando esse elemento por vi (0 ≤ i ≤ n − 3), podemos eliminar qualquer fator
xi. Portanto, todo monoˆmio do segundo tipo de comprimento ı´mpar n pertence a R. 
E´ importante observar que a suposic¸a˜o de que charK 6= 2 foi necessa´ria apenas
para provar que os elementos do segundo tipo pertencem a R. A afirmac¸a˜o sobre
os monoˆmios do primeiro tipo permanece va´lida quando charK = 2.
Veremos no teorema abaixo que os monoˆmios apresentados no Lema 4.4 constituem,
na verdade, uma base para a supera´lgebra de Lie R = Lie(v0, v1) quando charK 6= 2.
Teorema 4.5 Seja charK 6= 2. Uma base da supera´lgebra de Lie R = Lie(v0, v1) e´
dada pelos monoˆmios standard de primeiro e segundo tipos apresentados no Lema 4.4.
Demonstrac¸a˜o: Pelo Lema 4.4, os monoˆmios referidos pertencem a R. Para mostrar
que eles geram R como espac¸o vetorial, e´ suficiente provar que qualquer produto su-
percomutador entre monoˆmios standard e´ combinac¸a˜o linear de monoˆmios standard.
Alguns esforc¸os abaixo sa˜o necessa´rios para verificar que os monoˆmios do segundo tipo
na˜o conteˆm o monoˆmio falso x0x2v3.
Nos produtos que consideraremos a seguir, e´ poss´ıvel que os monoˆmios que os compo˜em
contenham um mesmo fator xi, resultando em 0, que e´ combinac¸a˜o linear de monoˆmios
de primeiro ou segundo tipo, como desejado. Para simplificar os ca´lculos, vamos su-
por que os fatores xi desses monoˆmios sejam todos distintos. Em alguns momentos,
escreveremos elementos de primeiro ou segundo tipo na forma mais geral rn−1vn.
1) Consideremos produtos de monoˆmios standard de mesmo comprimento n. Observe
que
[rn−1vn, r′n−1vn] = ±2r′′n−1xn+1vn+2 (4.4)
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e´ mu´ltiplo de um monoˆmio do segundo tipo, exceto eventualmente para n = 1, devido
a` possibilidade de obtermos um mu´ltiplo do monoˆmio falso. Mas podemos descartar
essa possibilidade, uma vez que, para n = 1, o u´nico produto poss´ıvel em (4.4) e´
[v1, v1] = 2x2v3.
2) Consideremos agora produtos de monoˆmios standard de comprimentos distintos
n < m, com n ≡ m (mod 2). Nesse caso, temos
vn = ∂xn + xnxn+1(∂xn+2 + · · ·+ xm−4xm−3(∂xm−2 + xm−2xm−1vm) · · · ). (4.5)
2.a) Se o monoˆmio da direita e´ do primeiro tipo, o produto





+ . . .+ xn · · ·xm−3∂xm−2(r′m−2))vm







resulta numa combinac¸a˜o linear de monoˆmios de primeiro e segundo tipos (uma vez que
m ≥ 2, r′′m−1xm+1vm+2 na˜o pode ser o monoˆmio falso, pois tem comprimento m+2 ≥ 4);
2.b) Se o monoˆmio da direita e´ do segundo tipo, todos os produtos poss´ıveis (aqui
usamos a mesma apresentac¸a˜o (4.5) de vn)
(m = 2) [v0, x1v2] = [∂x0 + x0x1v2, x1v2] = 0,
(m = 3) [v1, x2v3] = [∂x1 + x1x2v3, x2v3] = 0,
(m ≥ 4)





+ . . .+ xn · · ·xm−3∂xm−2(r′m−3xm−1))vm







resultam numa combinac¸a˜o linear de monoˆmios do segundo tipo.
3) Por fim, vamos considerar produtos de monoˆmios de comprimentos distintos n < m,
com n ≡ m− 1 (mod 2). Como n < m, temos
vn = ∂xn + xnxn+1(∂xn+2 + · · ·+ xm−5xm−4(∂xm−3 + xm−3xm−2vm−1) · · · ). (4.6)
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3.a) Se o monoˆmio da direita e´ do primeiro tipo, o produto





+ . . .+ xn · · ·xm−4∂xm−3(r′m−2))vm







resulta numa combinac¸a˜o linear de monoˆmios do primeiro tipo;
3.b) Se o monoˆmio da direita e´ do segundo tipo, todos os casos poss´ıveis (onde usamos
a apresentac¸a˜o (4.6))
(m = 2) [v1, x1v2] = [∂x1 + x1x2v3, x1v2] = v2,
(m = 3)
[v0, x2v3] = [∂x0 + x0x1∂x2 + x0x1x2x3v4, x2v3] = x0x1v3,
[v2, x2v3] = [∂x2 + x2x3v4, x2v3] = v3,
(m ≥ 4)





+ . . .+ xn · · ·xm−4∂xm−3(r′m−3xm−1))vm







tambe´m resultam em combinac¸o˜es lineares de monoˆmios de primeiro ou segundo tipo.
Uma vez que os monoˆmios dos dois tipos sa˜o linearmente independentes em Der Λ
(veja [36]), eles formam uma base para a supera´lgebra de Lie R = Lie(v0, v1). 
Como consequeˆncia do teorema acima e da demonstrac¸a˜o do Lema 4.4, podemos obter
uma base para R no caso em que charK = 2.
Corola´rio 4.6 Seja charK = 2. Os monoˆmios standard do primeiro tipo e os quadra-
dos dos elementos pivoˆ, {xn−1vn | n ≥ 2}, formam uma base tanto para a supera´lgebra
de Lie R = Lie(v0, v1) como para a supera´lgebra de Lie restrita Liep(v0, v1).
Demonstrac¸a˜o: Seja L = L0¯⊕L1¯ ⊂W(Λ) a suba´lgebra gerada por v0, v1 considerando
apenas o colchete supercomutador [ , ]. Pelo teorema acima e pela demonstrac¸a˜o do
Lema 4.4, sua base {wj | j ∈ J} consiste de todos os monoˆmios do primeiro tipo.
Para obter a a´lgebra de Lie restrita Liep(v0, v1) =Liep(L), e´ suficiente adicionar todas
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as poteˆncias {w[pn]j | n ≥ 1, j ∈ J}. Essas poteˆncias sa˜o triviais, a menos que sejam
quadrados de elementos pivoˆ.
Consideremos agora o caso da supera´lgebra de Lie R = Lie(v0, v1). Neste caso, pre-
cisamos adicionar os quadrados de uma base da componente ı´mpar L1¯. Novamente,
adicionamos os mesmos quadrados dos elementos pivoˆ. 
4.3 Func¸o˜es peso
Suponhamos agora que as superderivac¸o˜es e as varia´veis de Grassmann tenham peso
wt como segue:
wt(∂xi) = −wt(xi) = αi ∈ C, i ≥ 0.
Queremos que todos os termos na relac¸a˜o recursiva
vi = ∂xi + xixi+1vi+2, i ≥ 0
tenham o mesmo peso e que, ale´m disso, a func¸a˜o peso seja aditiva em monoˆmios nas
letras {xi, ∂xi , vi | i ≥ 0}. Enta˜o, para cada i ≥ 0 temos
wt(vi) = wt(∂xi) = αi, αi = −αi − αi+1 + αi+2.
Obtemos a relac¸a˜o de recorreˆncia
















Os autovalores da matriz A (ra´ızes do polinoˆmio caracter´ıstico de (4.7)) sa˜o λ1 = 2 e
λ2 = −1. Enta˜o, as sequeˆncias α(1)i = 2i (i ≥ 0) e α(2)i = (−1)i (i ≥ 0) formam uma
base para o espac¸o de soluc¸o˜es da relac¸a˜o de recorreˆncia (4.7). Dessa forma, podemos
introduzir duas func¸o˜es peso como segue.
Lema 4.7 Temos as seguintes func¸o˜es peso:
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(i) wt(∂xn) = wt(vn) = 2
n, n ≥ 0 (a func¸a˜o peso);
(ii) swt(∂xn) = swt(vn) = (−1)n, n ≥ 0 (a func¸a˜o superpeso);
(iii) Wt(vn) = (wt(vn), swt(vn)) = (2
n, (−1)n) , n ≥ 0 (a func¸a˜o vetor peso).
Demonstrac¸a˜o: Segue dos comenta´rios feitos acima. 
De agora em diante, chamaremos simplesmente de monoˆmios quaisquer monoˆmios nas
letras {xi, ∂xi , vi | i ≥ 0}, pertencentes a` a´lgebra associativa End Λ.
Lema 4.8 As func¸o˜es peso esta˜o bem definidas em todos os monoˆmios. Ale´m disso,
sa˜o aditivas em produtos de monoˆmios, i.e., se a e b sa˜o dois monoˆmios desse tipo,
enta˜o
Wt(a · b) = Wt(a) + Wt(b).
Demonstrac¸a˜o: Segue da forma como constru´ımos as func¸o˜es peso. 
4.4 Z2-graduac¸a˜o de R; coordenadas peso e multi-
grau
Lema 4.9 As a´lgebras R = Lie(v0, v1) e A = Alg(v0, v1) sa˜o Z2−graduadas pelo multi-
grau em {v0, v1}:
R = ⊕
n1,n2≥0
Rn1n2 , A = ⊕
n1,n2≥0
An1n2 .
Demonstrac¸a˜o: Os vetores peso Wt(v0) = (1, 1) e Wt(v1) = (2,−1) dados no Lema
4.7 sa˜o linearmente independentes. Obtemos, enta˜o, um reticulado peso:
Γ = ZWt(v0)⊕ ZWt(v1) ⊂ R2.
Para n1, n2 ≥ 0, seja An1n2 ⊂ A o subespac¸o gerado por todos os monoˆmios de graus
n1 e n2 em relac¸a˜o aos geradores v0 e v1, respectivamente. Pelo Lema 4.8, para todo
v ∈ An1n2 , temos
Wt(v) = n1 Wt(v0) + n2 Wt(v1) = (n1 + 2n2, n1 − n2). (4.9)
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Como os vetores Wt(v0) e Wt(v1) sa˜o linearmente independentes, conclu´ımos que ele-
mentos pertencentes a componentes An1n2 distintas sa˜o linearmente independentes.
A prova para a supera´lgebra de Lie R = Lie(v0, v1) e´ ana´loga. 
Observe que se v ∈ An1n2 , enta˜o swt(v) = n1 swt(v0) + n2 swt(v1) = n1 − n2 = 0
se, e somente se, n1 = n2. A diagonal da Z2-graduac¸a˜o de A e´ definida como sendo
a soma direta das componentes homogeˆneas cujos elementos teˆm superpeso nulo, ou
seja, a suba´lgebra ⊕
n≥0
Ann. Analogamente, a diagonal da Z2-graduac¸a˜o de R e´ dada
pela soma direta ⊕
n≥0
Rnn.
Corola´rio 4.10 Valem as seguintes afirmac¸o˜es:
(i) As a´lgebras R e A possuem decomposic¸a˜o triangular em somas diretas de treˆs
suba´lgebras:
R = R+ ⊕R0 ⊕R−, A = A+ ⊕A0 ⊕A−,
onde as componentes sa˜o geradas por monoˆmios de superpeso positivo, zero e
negativo, respectivamente;
(ii) As componentes nulas R0 e A0 coincidem com as diagonais correspondentes R0 =
⊕
n≥0
Rnn e A0 = ⊕
n≥0
Ann.
Demonstrac¸a˜o: Segue da aditividade da func¸a˜o superpeso. 
Dado um monoˆmio na˜o nulo v ∈ An1n2 , n1, n2 ≥ 0, definimos o vetor multigrau
Gr(v) = (n1, n2) ∈ Z2 ⊂ R2.
Podemos identifica´-lo no plano R2 com coordenadas standard (X1, X2), as quais
chamamos de coordenadas multigrau, fazendo Gr(v) = (n1, n2) = (X1, X2).
Seja (X1, X2) ∈ R2 um ponto qualquer do plano. Introduzimos tambe´m as coordenadas
peso (Z1, Z2) no plano R2 da seguinte maneira:Z1 = X1 + 2X2;Z2 = X1 −X2;
X1 = (Z1 + 2Z2)/3;X2 = (Z1 − Z2)/3. (4.10)
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Lema 4.11 Seja v ∈ A um monoˆmio, Gr(v) = (X1, X2) o seu multigrau, e (Z1, Z2)
as suas coordenadas peso. Enta˜o, (Z1, Z2) = Wt(v) = (wt(v), swt(v)).
Demonstrac¸a˜o: Atrave´s de (4.9), colocamos o peso e o superpeso em func¸a˜o do multi-
grau, o que nos da´
wt(v) = n1 + 2n2 = X1 + 2X2 = Z1, swt(v) = n1 − n2 = X1 −X2 = Z2.

Lema 4.12 Sa˜o va´lidas as seguintes afirmac¸o˜es:




(2n + 2(−1)n, 2n − (−1)n) , n ≥ 0;
(ii) Os elementos vn pertencem a` unia˜o de duas retas no plano: X1 − X2 = 1 e
X1 −X2 = −1.
Demonstrac¸a˜o: O item (i) segue do fato de que Wt(vn) = (2
n, (−1)n) e das relac¸o˜es
entre as coordenadas (4.10). Para a verificac¸a˜o do item (ii), observemos que para um
elemento pivoˆ vn temos X1 − X2 = Z2 = swt(vn) = (−1)n. Assim, se n e´ par, vn
pertence a` reta X1 −X2 = 1. Por outro lado, se n e´ ı´mpar, vn esta´ localizado na reta
X1 −X2 = −1. 
Para exemplificar, listamos os multigraus e os vetores peso de todos os monoˆmios
standard de comprimento menor ou igual a 5:
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Monoˆmio Vetor peso Multigrau Monoˆmio Vetor peso Multigrau
v0 (1, 1) (1, 0) x0v5 (31,−2) (9, 11)
v1 (2,−1) (0, 1) x1v5 (30, 0) (10, 10)
v2 (4, 1) (2, 1) x2v5 (28,−2) (8, 10)
x0v2 (3, 0) (1, 1) x3v5 (24, 0) (8, 8)
x1v2 (2, 2) (2, 0) x0x1v5 (29,−1) (9, 10)
v3 (8,−1) (2, 3) x0x2v5 (27,−3) (7, 10)
x0v3 (7,−2) (1, 3) x0x3v5 (23,−1) (7, 8)
x1v3 (6, 0) (2, 2) x1x2v5 (26,−1) (8, 9)
x0x1v3 (5,−1) (1, 2) x1x3v5 (22, 1) (8, 7)
x2v3 (4,−2) (0, 2) x2x3v5 (20,−1) (6, 7)
v4 (16, 1) (6, 5) x0x1x2v5 (25,−2) (7, 9)
x0v4 (15, 0) (5, 5) x0x1x3v5 (21, 0) (7, 7)
x1v4 (14, 2) (6, 4) x0x2x3v5 (19,−2) (5, 7)
x2v4 (12, 0) (4, 4) x1x2x3v5 (18, 0) (6, 6)
x0x1v4 (13, 1) (5, 4) x0x1x2x3v5 (17,−1) (5, 6)
x0x2v4 (11,−1) (3, 4) x4v5 (16,−2) (4, 6)
x1x2v4 (10, 1) (4, 3) x0x4v5 (15,−3) (3, 6)
x0x1x2v4 (9, 0) (3, 3) x1x4v5 (14,−1) (4, 5)
x3v4 (8, 2) (4, 2) x2x4v5 (12,−3) (2, 5)
x0x3v4 (7, 1) (3, 2) x0x1x4v5 (13,−2) (3, 5)
x1x3v4 (6, 3) (4, 1) x0x2x4v5 (11,−4) (1, 5)
x0x1x3v4 (5, 2) (3, 1) x1x2x4v5 (10,−2) (2, 4)
v5 (32,−1) (10, 11) x0x1x2x4v5 (9,−3) (1, 4)
(4.11)
No pro´ximo resultado, provaremos que o monoˆmio falso x0x2v3 na˜o pertence a` su-
pera´lgebra de Lie R = Lie(v0, v1) e, portanto, na˜o pode ser listado entre os monoˆmios
standard.
Lema 4.13 Valem as seguintes afirmac¸o˜es:
(i) O monoˆmio falso tem multigrau Gr(x0x2v3) = (−1, 2);
(ii) O monoˆmio falso na˜o figura na lista dos monoˆmios standard.
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Demonstrac¸a˜o: Para a prova da afirmac¸a˜o (i), consideremos o elemento v = x2v3 ∈ R.
Como vemos na tabela 4.11, temos Gr(v) = (0, 2). Uma vez que [v0, x0x2v3] = v
e a func¸a˜o multigrau e´ aditiva em produtos de monoˆmios (Lema 4.8), temos
Gr(x0x2v3) = Gr(v) − Gr(v0) = (0, 2) − (1, 0) = (−1, 2). Enta˜o o monoˆmio falso na˜o
pode ser obtido atrave´s de produtos sucessivos de v0 e v1, pois, caso contra´rio, suas
coordenadas multigrau seriam ambas na˜o negativas. Portanto, x0x2v3 na˜o pertence a
R. 
Pela expressa˜o obtida no Lema 4.12 para o multigrau de um elemento pivoˆ, podemos










(2(2n − (−1)n), 2n + 2(−1)n + 2n − (−1)n)
= (2n2, n1 + n2) .
Podemos generalizar essa relac¸a˜o para um elemento v ∈ An1n2 e sua imagem pelo
endomorfismo τ :
Lema 4.14 Seja 0 6= v ∈ An1n2, n1, n2 ≥ 0, e seja τ(v) sua imagem pelo endomorfismo




















e´ a matriz definida na relac¸a˜o de recorreˆncia (4.8).
Demonstrac¸a˜o: Uma vez que v ∈ An1n2 , o elemento v e´ uma combinac¸a˜o linear de
produtos de n1 fatores de v0 e n2 fatores de v1. Enta˜o vale a igualdade
Gr(v) = n1 Gr(v0) + n2 Gr(v1).
Como τ e´ um endomorfismo, τ(v) e´ uma combinac¸a˜o linear de produtos de n1 fatores
de τ(v0) e n2 fatores de τ(v1). Sabendo que τ(v0) = v1 e τ(v1) = v2, conclu´ımos pela
aditividade da func¸a˜o multigrau que
Gr(τ(v)) = n1 Gr(v1) + n2 Gr(v2) = n1(0, 1) + n2(2, 1) = (2n2, n1 + n2).
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
4.5 Limitac¸o˜es para os pesos
O lema a seguir nos da´ estimativas para os pesos dos monoˆmios standard de R.
Lema 4.15 Os pesos dos monoˆmios standard de primeiro e segundo tipos satisfazem
as seguintes desigualdades:
2n−1 < wt(rn−2vn) ≤ 2n, n ≥ 0;
2n−2 < wt(rn−3xn−1vn) ≤ 2n−1, n ≥ 2.
Demonstrac¸a˜o: Observe primeiramente que o peso de uma cauda rm =
xξ00 · · ·xξmm , ξi ∈ {0, 1}, tem as seguintes limitac¸o˜es:
0 ≥ wt(rm) ≥ −(20 + 21 + · · ·+ 2m) = −2
m+1 − 1
2− 1 = −2
m+1 + 1, m ≥ 0. (4.12)
Veja que, formalmente, essas desigualdades permanecem va´lidas para m = −1. A
partir de (4.12), podemos obter estimativas para os pesos dos monoˆmios standard dos
dois tipos. Temos, enta˜o,
2n ≥ wt(rn−2vn) ≥ −2n−1 + 1 + 2n = 2n−1 + 1 > 2n−1, n ≥ 1.
Como wt(v0) = 1 = 2
0, temos
2n−1 < wt(rn−2vn) ≤ 2n, n ≥ 0
e esta´ provada a primeira parte do lema. Para a prova da segunda parte, observe que
sa˜o va´lidas as desigualdades
2n−1 = 2n − 2n−1 ≥ wt(rn−3xn−1vn) ≥ −2n−2 + 1− 2n−1 + 2n = 2n−2 + 1 > 2n−2,
as quais nos da˜o
2n−2 < wt(rn−3xn−1vn) ≤ 2n−1, n ≥ 2.

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≤ swt(rn−2vn) ≤ n
2





≤ swt(rn−3xn−1vn) ≤ n
2
+ 1, n ≥ 2.
Demonstrac¸a˜o: Seja w = rn−2vn um monoˆmio standard do primeiro tipo, com n ≥ 1.
Suponhamos que o comprimento n de w seja par e fac¸amos n = 2k. Tomando rn−2 =
xξ00 x
ξ1
1 · · ·xξ2k−32k−3 xξ2k−22k−2 , 0 ≤ ξi ≤ 1, e considerando os superpesos
swt(x0) = swt(x2) = · · · = swt(x2k−2) = −1,
swt(x1) = swt(x3) = · · · = swt(x2k−3) = 1,
swt(vn) = 1,
obtemos as seguintes desigualdades:
−k ≤ swt(rn−2) ≤ k − 1;
−n
2
+ 1 = −k + 1 ≤ swt(rn−2vn) ≤ k = n
2
.





1 · · ·xξ2k−22k−2 xξ2k−12k−1 , 0 ≤ ξi ≤ 1, e considerando o superpeso swt(v2k+1) = −1,
temos















≤ swt(rn−2vn) ≤ n
2
.
Consideremos agora um monoˆmio standard do segundo tipo w = rn−3xn−1vn, com
n ≥ 2. No caso em que n = 2k, tomando rn−3 = xξ00 xξ11 · · ·xξ2k−42k−4 xξ2k−32k−3 , 0 ≤ ξi ≤ 1 e
usando swt(x2k−1v2k) = 2, temos
−k + 1 ≤ swt(rn−3) ≤ k − 1;
−n
2
+ 3 = −k + 3 ≤ swt(rn−3xn−1vn) ≤ k + 1 = n
2
+ 1.
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1 · · ·xξ2k−32k−3 xξ2k−22k−2 e usando
swt(x2kv2k+1) = −2, ocorre



















Agora conseguimos obter estimativas mais gerais.
Lema 4.17 Seja w um monoˆmio standard de comprimento n ≥ 0. Enta˜o




≤ swt(w) ≤ n
2
+ 1.
Demonstrac¸a˜o: Segue diretamente do Lema 4.15 e do Lema 4.16. 
As estimativas encontradas no Lema 4.17 nos da˜o informac¸o˜es referentes a` repre-
sentac¸a˜o geome´trica dos monoˆmios standard no plano R2 em termos das coordenadas
peso (Z1, Z2), como mostra o teorema a seguir.
Teorema 4.18 O conjunto dos pontos do plano associados aos monoˆmios standard de
R = Lie(v0, v1) e´ limitado por duas curvas logar´ıtmicas em termos das coordenadas









log2 Z1 + 2.
Demonstrac¸a˜o: Seja w um monoˆmio standard de comprimento n ≥ 0. Pelo Lema
4.17, vale a desigualdade 2n−2 < Z1, de onde obtemos n < log2 Z1 + 2. Pelo mesmo















log2 Z1 + 2.

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Figura 4.1: Representac¸a˜o dos monoˆmios standard no plano. Os pontos verdes sa˜o
monoˆmios do primeiro tipo; os azuis, do segundo tipo. Os elementos pivoˆ esta˜o na
cor vermelha, e o ponto de cor preta representa o monoˆmio falso. As duas curvas
logar´ıtmicas que limitam os monoˆmios standard esta˜o na cor verde, enquanto as linhas
vermelhas mostram pontos com pesos iguais aos de elementos pivoˆ. O primeiro ponto
vazio da diagonal e´ (57, 57).
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4.6 Crescimento de R e A
O lema a seguir mostra que, para m ≥ 4, existem exatamente dois monoˆmios standard
com peso igual a m.
Lema 4.19 Suponha charK 6= 2 e seja m ≥ 1 um inteiro. Valem as seguintes
afirmac¸o˜es:
(i) Existe um u´nico monoˆmio standard do primeiro tipo w1 satisfazendo wt(w1) = m
(vale tambe´m para charK = 2);
(ii) Se m /∈ {1, 3}, existe um u´nico monoˆmio standard do segundo tipo w2 satisfazendo
wt(w2) = m;
(iii) Se m /∈ {1, 3}, existem exatamente dois monoˆmios standard com peso igual a m;
se m = 1 ou m = 3, existe apenas um monoˆmio standard de peso m.
(iv) Se m /∈ {1, 3} e w1 = rn−2vn, enta˜o w2 = rn−2xnvn+1 (a cauda e´ a mesma);
(v) Se m /∈ {1, 3}, enta˜o swt(w1)− swt(w2) = 3 · (−1)n;
(vi) Se m /∈ {1, 3}, enta˜o Gr(w1)−Gr(w2) = (−1)n(2,−1).
Demonstrac¸a˜o: Primeiramente, vamos provar a afirmac¸a˜o (i) para m = 1. Observe
que se um monoˆmio standard do primeiro tipo tem peso 1, seu comprimento deve ser
igual a 0. De fato, se rn−2vn e´ um monoˆmio standard do primeiro tipo com comprimento
n ≥ 1, seu peso satisfaz wt(rn−2vn) > 1, em virtude do Lema 4.15. Assim, uma vez que
wt(v0) = 1, o u´nico monoˆmio standard do primeiro tipo com peso igual a 1 e´ w1 = v0.
Agora provaremos a afirmac¸a˜o (i) para valores de m maiores que 1. Fixemos n ≥ 1. Se
rn−2vn e´ um monoˆmio standard do primeiro tipo de comprimento n, o Lema 4.15 nos
mostra que wt(rn−2vn) ∈ {2n−1 + 1, 2n−1 + 2, . . . , 2n} (o peso de rn−2vn e´ claramente
um nu´mero inteiro). Reciprocamente, para cada m ∈ {2n−1 +1, 2n−1 +2, . . . , 2n} existe
um u´nico monoˆmio standard do primeiro tipo w1 = rn−2vn tal que wt(w1) = m. Com
efeito, uma vez que todo inteiro na˜o negativo pode ser escrito unicamente como soma
de poteˆncias de base 2, para c = 2n −m ∈ {0, . . . , 2n−1 − 1} existe uma u´nica cauda
rn−2 = x
ξ0
0 · · ·xξn−2n−2 tal que wt(rn) = −c. Logo, existe um u´nico w1 = rn−2vn tal que
wt(w1) = 2
n − c = m. Assim, para todo m ≥ 2 existe um u´nico monoˆmio standard do
primeiro tipo w1 satisfazendo wt(w1) = m.
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Para a prova da afirmac¸a˜o (ii), suponhamos inicialmente m = 2. Com base no Lema
4.15, observamos que na˜o existem monoˆmios do segundo tipo de comprimento maior
ou igual a 3 com peso m = 2. Como wt(x1v2) = 2, w1 = x1v2 e´ o u´nico monoˆmio
do segundo tipo cujo peso e´ igual a 2. Suponhamos agora m = 4. O Lema 4.15 nos
garante que so´ e´ poss´ıvel haver monoˆmios do segundo tipo de peso 4 se o comprimento
for n = 3, logo w1 = x2v3 e´ o u´nico monoˆmio que satisfaz as condic¸o˜es desejadas.
Agora provaremos (ii) para valores de m maiores que 4. Fixemos n ≥ 4. Se rn−3xn−1vn
e´ um monoˆmio standard do segundo tipo de comprimento n, do Lema 4.15 inferimos
que wt(rn−3xn−1vn) ∈ {2n−2 +1, 2n−2 +2, . . . , 2n−1}. Com o mesmo argumento anterior
conclu´ımos tambe´m que, reciprocamente, para cada m ∈ {2n−2 + 1, 2n−2 + 2, . . . , 2n−1}
existe um u´nico monoˆmio standard do segundo tipo w2 = rn−3xn−1vn para o qual
wt(w2) = m. Enta˜o, para cada m ≥ 5 existe um u´nico monoˆmio standard do segundo
tipo w2 com wt(w2) = m.
De (i) e (iii), conclu´ımos que para m /∈ {1, 3} existem exatamente dois monoˆmios
standard de peso m. Vejamos o que acontece nos casos m = 1 e m = 3. Pelo Lema
4.15, monoˆmios do segundo tipo teˆm peso maior ou igual a 2. Enta˜o existe apenas um
monoˆmio standard com peso m = 1, e este e´ do primeiro tipo: w1 = v0. Por fim, uma
procura por elementos da forma rn−3xn−1vn com peso m = 3 apontaria apenas para
o monoˆmio falso x0x2v3, que na˜o e´ um monoˆmio standard (Lema 4.13). Portanto, o
u´nico monoˆmio standard com peso m = 3 e´ w1 = x0v2 e provamos a afirmac¸a˜o (iii).
Para a prova de (iv), tomemos um inteiro positivo m /∈ {1, 3} e seja w1 = rn−2vn
o monoˆmio do primeiro tipo que satisfaz wt(w1) = m. Enta˜o w2 = rn−2xnvn+1 e´ o
monoˆmio do segundo tipo que tem o mesmo peso, pois
wt(rn−2xnvn+1) = wt(rn−2) + wt(xn) + wt(vn+1)
= wt(rn−2)− 2n + 2n+1
= wt(rn−2) + 2n
= wt(rn−2vn),
onde usamos a aditividade da func¸a˜o peso (Lema 4.8). Isso implica que
swt(w1)− swt(w2) = swt(rn−2vn)− swt(rn−2xnvn+1)
= swt(rn−2) + swt(vn)− swt(rn−2)− swt(xn)− swt(vn+1)
= (−1)n + (−1)n − (−1)n+1
= 3 · (−1)n,
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2n+1 + 2(−1)n+1, 2n+1 − (−1)n+1)
= (−1)n(2,−1),
provando assim a afirmac¸a˜o (vi). 
No resultado abaixo, computamos a func¸a˜o de crescimento ponderada γ˜R(m), tornando
poss´ıvel calcular a dimensa˜o de Gelfand-Kirillov de R = Lie(v0, v1). Obtemos tambe´m
uma aproximac¸a˜o para a func¸a˜o de crescimento regular γR(m).
Teorema 4.20 Valem as seguintes afirmac¸o˜es:
(i) Se charK 6= 2, enta˜o R tem crescimento linear:
γ˜R(m) = 2m− 2, m ≥ 3;
(ii) Se charK = 2, enta˜o
γ˜R(m) = m+ [log2m], m ≥ 1;
(iii) GKdim R = GKdim R = 1;















Demonstrac¸a˜o: Para a prova de (i), suponhamos charK 6= 2. Pelo Lema 4.19, para
cada inteiro m ≥ 1 existem exatamente dois monoˆmios standard de peso m, com
excec¸a˜o de m = 1 e m = 3, para os quais existe apenas um monoˆmio standard. Assim,
para m ≥ 3, o nu´mero de monoˆmios standard com peso menor ou igual a m e´
γ˜R(m) = 2m− 2.
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Portanto, R tem crescimento linear.
Vejamos agora o crescimento de R quando charK = 2. Como vimos no Corola´rio 4.6,
os monoˆmios do primeiro tipo e os quadrados dos elementos pivoˆ, {xn−1vn | n ≥ 2},
constituem uma base para R. Observe que, para n ≥ 2, o monoˆmio do segundo tipo
xn−1vn tem peso wt(xn−1vn) = 2n−1. Ale´m disso, para todo m ≥ 1 existe exatamente
um monoˆmio do primeiro tipo com peso igual a m (Lema 4.19). Assim, o nu´mero de
monoˆmios da base com peso menor ou igual a m e´
γ˜R(m) = m+ [log2m] , m ≥ 1,
o que prova a afirmac¸a˜o (ii). Em qualquer caracter´ıstica, GKdim R = GKdim R = 1.
Provaremos agora as afirmac¸o˜es (iv) e (v). A func¸a˜o de crescimento γR(m) da´ exata-
mente o nu´mero de monoˆmios standard v ∈ Rn1n2 com grau n = n1 + n2 ≤ m. Se v
e´ um monoˆmio standard de multigrau (X1, X2) e coordenadas peso (Z1, Z2), o grau n
de v satisfaz, pelas relac¸o˜es (4.10),


















log2 Z1 + 5
6Z1
)








Uma vez que lim
Z1→∞
log2 Z1 + 5
6Z1













para Z1 suficientemente grande. Assim, dado ε











n, ∀Z1 ≥ Nε′ . (4.13)
Seja Mε′ o nu´mero de monoˆmios standard com peso menor que Nε′ e fixemos m ∈ N.














Suponhamos charK 6= 2. Para cada peso Z1 ≥ 4, existem exatamente dois monoˆmios
standard (Lema 4.19). Obtemos, enta˜o, uma cota superior para a func¸a˜o de cresci-









































= 3. Supondo agora charK = 2, da











m+ [log2m] +Mε′ ,








Encontrada a dimensa˜o de Gelfand-Kirillov da supera´lgebra de Lie R = Lie(v0, v1),
nosso objetivo agora e´ determinar o crescimento de sua envolto´ria associativa A =
Alg(v0, v1). Para nosso aux´ılio, consideraremos a seguir uma supera´lgebra de Lie um
pouco maior R˜ ⊃ R e sua envolto´ria associativa A˜ = Alg(R˜) ⊃ A.






onde ξn−2, ξn−1 ∈ {0, 1} e ξn−2 + ξn−1 ≤ 1. Isso significa que um tal monoˆmio conte´m
no ma´ximo uma das varia´veis {xn−2, xn−1}. O conjunto dos monoˆmios quasi-standard
consiste de todos os monoˆmios standard, ale´m de outros dois monoˆmios: x0v1 e o
monoˆmio falso x0x2v3. Introduzimos esses monoˆmios para simplificar o nosso trabalho
na demonstrac¸a˜o do Teorema 4.22.
Definimos R˜ como sendo o espac¸o gerado por todos os monoˆmios quasi-standard.
Claramente, R˜ ⊃ R.
Lema 4.21 A a´lgebra R = Lie(v0, v1) esta´ contida numa supera´lgebra de Lie (restrita)
R˜ ⊂W(Λ) cuja base consiste de todos os monoˆmios quasi-standard.
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Demonstrac¸a˜o: De forma semelhante a` prova do Teorema 4.5, conclu´ımos que todo
produto supercomutador de monoˆmios quasi-standard e´ uma combinac¸a˜o linear de
monoˆmios quasi-standard. Isso prova que o espac¸o vetorial R˜ definido acima e´, na
verdade, uma supera´lgebra de Lie com o produto supercomutador [ , ]. 
No teorema abaixo, consideramos uma suba´lgebra associativa gerada por monoˆmios
quasi-standard.
Teorema 4.22 Seja A˜ = Alg(R˜) ⊂ End(Λ). Enta˜o
(i) uma base de A˜ e´ dada pelos monoˆmios
{rn−3xξn−2n−2 xξn−1n−1 vnvαn−1n−1 vαn−2n−2 · · · vα00 | ξi, αi ∈ {0, 1}; ξn−2+ξn−1 ≤ 1+αn−1; n ≥ 0},
onde rn−3 sa˜o monoˆmios cauda;
(ii) A˜ ⊃ A = Alg(v0, v1);
(iii) monoˆmios com ξn−1 = 0 sa˜o linearmente independentes e pertencem a A.








n−2 · · · vα00 , com
ξi, αi ∈ {0, 1}, satisfazendo a condic¸a˜o ξn−2 + ξn−1 ≤ 1 + αn−1. Observe que a parte




n−1 vn com ξi ∈ {0, 1}. Caso ξn−2 +
ξn−1 ≤ 1, tal parte pertence a R˜, uma vez que se trata de um monoˆmio quasi-standard.
Como vi ∈ R ⊂ R˜ para todo i ∈ {0, . . . , n − 1}, w e´ um produto de elementos
de R˜. Logo, w ∈ A˜. Por outro lado, se tivermos ξn−2 = ξn−1 = 1, devemos ter
obrigatoriamente αn−1 = 1. Assim, w = (rn−3xn−1vn) · (xn−2vn−1) · vαn−2n−2 · · · vα00 e´ um
produto de elementos de R˜ e, portanto, pertence a A˜. A independeˆncia linear segue
dos mesmos argumentos utilizados em [36, demonstrac¸a˜o do Teorema 4.1].
Estamos trabalhando com produtos de monoˆmios quasi-standard. Podemos reordena´-
los atrave´s de argumentos como em PBW, onde e´ fixada uma ordem total, obede-
cendo ao comprimento n desses monoˆmios. Nesse processo, produtos (e poteˆncias) de
monoˆmios de mesmo comprimento desaparecem, uma vez que
(rn−1vn) · (r′n−1vn) = ±r′′n−1v2n = ±r′′n−1xn+1vn+2.
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Obtemos, enta˜o, produtos de elementos quasi-standard, escritos em ordem decrescente
de comprimento. Obtemos, por exemplo, o produto
(rn−1vn) · (rn−2vn−1) · · · v0, (4.17)
onde ha´ um u´nico monoˆmio quasi-standard de comprimento n, enquanto os demais, de
comprimentos n− 1, . . . , 0, podem ou na˜o aparecer.
Podemos mover todas as letras de Grassmann em (4.17) para a esquerda. De fato,
seja xi uma varia´vel de Grassmann num monoˆmio quasi-standard rj−1vj (i < j). Os
monoˆmios quasi-standard que o antecedem em (4.17) teˆm comprimentos maiores que
j e, portanto, maiores que i. Logo, xi supercomuta com as cabec¸as vk correspondentes
(k > i). No caso em que rn−2vn−1 na˜o aparece em (4.17), o fator senior rn−1vn e´
quasi-standard e, portanto, conte´m no ma´ximo uma das varia´veis {xn−2, xn−1}. Visto
que na˜o e´ poss´ıvel obter alguma dessas varia´veis atrave´s de produtos com monoˆmios
de comprimentos menores, obtemos a condic¸a˜o ξn−2 + ξn−1 ≤ 1, onde αn−1 = 0. Ja´ no
caso em que rn−2vn−1 aparece em (4.17), ou seja, no caso em que αn−1 = 1, as varia´veis
{xn−2, xn−1} podem aparecer livremente. Provamos, portanto, a primeira afirmac¸a˜o.
A segunda afirmac¸a˜o e´ trivial, uma vez que A˜ = Alg(R˜), A = Alg(R) e R˜ ⊃ R. A
terceira afirmac¸a˜o decorre do fato de que rn−2vn, vn−1, . . . , v0 ∈ R ⊂ A. 
Decorre das estimativas obtidas no Lema 4.15 que o peso de um monoˆmio standard
e´ sempre um inteiro positivo. Podemos generalizar essa afirmac¸a˜o para monoˆmios
quasi-standard.
Lema 4.23 Seja w um monoˆmio quasi-standard. Enta˜o wt(w) ≥ 1.
Demonstrac¸a˜o: Com efeito, se w = rn−1vn e´ um monoˆmio quasi-standard, temos
wt(w) ≥ 2n − 2n−1 − · · · − 20 = 1.

O pro´ximo lema nos da´ estimativas para pesos e superpesos de monoˆmios da base de
A˜ obtida no Teorema 4.22.








n−2 · · · vα00 um monoˆmio pertencente a
A˜, com n ≥ 1, nas mesmas condic¸o˜es do Teorema 4.22. O peso e o superpeso de w
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satisfazem as desigualdades
2n−2 < wt(w) < 2n+1, | swt(w)| ≤ n.
Demonstrac¸a˜o: Para n ∈ {1, 2}, essas estimativas podem ser verificadas diretamente.
Suponhamos n ≥ 3. Provaremos primeiro as desigualdades referentes a` func¸a˜o peso
wt. Se w conte´m no ma´ximo uma das varia´veis de Grassmann {xn−2, xn−1}, temos
2n−2 + 1 = −(20 + · · ·+ 2n−3)− 2n−1 + 2n ≤ wt(w) ≤ 2n + 2n−1 + · · ·+ 20 = 2n+1 − 1
e, portanto, 2n−2 < wt(w) < 2n+1. No caso em que ξn−2 = ξn−1 = 1, w deve necessaria-
mente conter o fator vn−1 em sua composic¸a˜o. Assim,
2n−1 + 1 = −(20 + · · ·+ 2n−1) + 2n + 2n−1 ≤ wt(w) ≤ 2n + 2n−1 + · · ·+ 20 = 2n+1 − 1
e novamente temos 2n−2 < wt(w) < 2n+1, como quer´ıamos.
Para limitarmos o superpeso, vamos supor primeiramente que n seja par, com n = 2k.
Uma vez que −k+ 1 ≤ swt(rn−3) ≤ k− 1, swt(v2k) = 1 e −k ≤ swt(vα2k−12k−1 · · · vα00 ) ≤ k,
temos
−2k + 2 ≤ swt(w) ≤ 2k.
No caso em que n e´ ı´mpar, com n = 2k+1, temos −k ≤ swt(rn−3) ≤ k−1, swt(v2k+1) =
−1, −k ≤ swt(vα2k2k · · · vα00 ) ≤ k + 1 e, portanto,
−2k − 1 ≤ swt(w) ≤ 2k − 1.
Em ambos os casos, vale a limitac¸a˜o | swt(w)| ≤ n. 
Com as estimativas encontradas no Lema 4.24, obtemos informac¸o˜es a respeito da
representac¸a˜o geome´trica dos monoˆmios de A = Alg(v0, v1) no plano R2 em termos
das coordenadas peso (Z1, Z2).
Teorema 4.25 O conjunto dos pontos do plano associados aos monoˆmios de A =
Alg(v0, v1) e´ limitado por duas curvas logar´ıtmicas em termos das coordenadas peso
Wt(w) = (Z1, Z2):
|Z2| < log2Z1 + 2.
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n−2 · · · vα00 um monoˆmio pertencente
a A = Alg(v0, v1) ⊂ A˜. Para n = 0, a verificac¸a˜o e´ imediata. Suponhamos enta˜o n ≥ 1.
Pelo Lema 4.24, valem as desigualdades
2n−2 < Z1 e |Z2| ≤ n,
de onde conclu´ımos que |Z2| < log2Z1 + 2. 
Com as limitac¸o˜es encontradas no Lema 4.24, podemos estimar o crescimento da
a´lgebra A = Alg(v0, v1) e calcular sua dimensa˜o de Gelfand-Kirillov.
Teorema 4.26 Seja A = Alg(v0, v1). Temos GKdim A = GKdim A = 2.
Demonstrac¸a˜o: Fixemos um nu´mero natural m ≥ 2 e fac¸amos n = [log2m]− 1 ≥ 0.
Consideremos monoˆmios w ∈ A˜ como no Teorema 4.22 com ξn−1 = 0. Enta˜o, tais




n−2 · · · vα00 e pertencem a A. Pelo Lema
4.24, wt(w) < 2n+1 ≤ m. O nu´mero desses monoˆmios constitui uma cota inferior para
o crescimento:
γ˜A(m) ≥ 2n−1 · 2n = 22n−1 ≥ 22 log2m−5 = 2log2m2−5 = 1
32
m2. (4.18)
Fixemos novamente um nu´mero natural m e fac¸amos n = [log2m] + 3 ≥ 3. Considere








j−2 · · · vα00 pertencente a` base
de A˜ determinada no Teorema 4.22. Se j > n, enta˜o wt(w) > 2j−2 > 2n−2 > m.
Assim, para que tenhamos wt(w) ≤ m, e´ necessa´rio que se tenha j ≤ n. Enta˜o, o
nu´mero desses monoˆmios w com j ≤ n nos da´ uma cota superior para a func¸a˜o γ˜A(m).
Nessas condic¸o˜es, para j = 0, temos apenas o monoˆmio w = v0. Para j = 1, temos qua-
tro monoˆmios: v1, v1v0, x0v1, x0v1v0. Suponhamos enta˜o j ≥ 2. Nesse caso, temos 2j−2
possibilidades para rj−3, 7 possibilidades de escolha para os coeficientes ξj−2, ξj−1, αj−1
satisfazendo ξj−2 +ξj−1 ≤ 1+αj−1, e 2j−1 possibilidades de escolha para os coeficientes
αj−2, . . . , α0. Temos, enta˜o, 2j−2 · 7 · 2j−1 = 7 · 22j−3 monoˆmios para j ≥ 2. Portanto,
γ˜A(m) ≤ 1 + 4 +
n∑
j=2








· 4n−1 < 5 · 22n−2
≤ 5 · 22 log2m+4 ≤ 80m2.
CAPI´TULO 4. A SUPERA´LGEBRA DE LIE R 60
Segue dessas desigualdades e de (4.18) que GKdim A = GKdim A = 2. 
Corola´rio 4.27 Existem constantes c1, c2, c3, c4 > 0 tais que, para todo m ≥ 1:
(i) c1m
2 ≤ γ˜A(m) ≤ c2m2;
(ii) c3m
2 ≤ γA(m) ≤ c4m2.
Demonstrac¸a˜o: Pela demonstrac¸a˜o do Teorema 4.26, c1 =
1
32
e c2 = 80 satisfazem
c1m
2 ≤ γ˜A(m) ≤ c2m2, o que prova (i).
Para a prova da afirmac¸a˜o (ii), observemos que se u pertence a uma base monomial de
A ⊂ A˜ e tem peso menor ou igual a m, enta˜o o seu grau em relac¸a˜o a {v0, v1} tambe´m




Por outro lado, se u e´ um monoˆmio pertencente a uma base monomial de A ⊂ A˜ e seu
grau em relac¸a˜o a {v0, v1} e´ menor ou igual a m, enta˜o seu peso na˜o excede 2m. Logo,
γA(m) ≤ γ˜A(2m) ≤ c4m2, onde c4 = 4c2 > 0. 
4.7 Func¸o˜es geradoras de R
Seja A = ⊕n,n∈ZAnm uma a´lgebra Z2-graduada, que tem uma Z-graduac¸a˜o induzida:
A = ⊕n∈ZAn, onde An = ⊕m+k=nAmk. Definimos as respectivas func¸o˜es geradoras (ou
func¸o˜es de Hilbert):












n = H(A, t, t).
Analogamente, definem-se func¸o˜es geradoras para conjuntos e espac¸os vetoriais gradua-
dos. A supera´lgebra de Lie R = Lie(v0, v1) e´ Z2-graduada pelo multigrau, como vimos
no Lema 4.9. A fim de obtermos propriedades para a func¸a˜o geradora H(R, t1, t2),
provaremos os resultados a seguir.
Lema 4.28 Seja R = Lie(v0, v1). Se T
k
n e´ o conjunto dos monoˆmios standard de
comprimento n ≥ 4 e tipo k ∈ {1, 2}, enta˜o
T kn+1 = {1, x0} · τ(T kn ).
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Demonstrac¸a˜o: Segue imediatamente da estrutura dos monoˆmios standard. 
Provaremos a seguir que a Z2-graduac¸a˜o de R pelo multigrau em relac¸a˜o aos geradores
{v0, v1} e´ uma graduac¸a˜o fina.
Teorema 4.29 As componentes da Z2-graduac¸a˜o de R = Lie(v0, v1) obtida no Lema
4.9 sa˜o no ma´ximo unidimensionais.
Demonstrac¸a˜o: Provaremos este resultado por contradic¸a˜o. Suponhamos que exis-
tam dois monoˆmios standard distintos u, v com o mesmo multigrau Gr(u) = Gr(v) =
(X1, X2) (e, consequentemente, com o mesmo vetor peso Wt(u) = Wt(v) = (Z1, Z2)).
Pela tabela (4.11), observamos que dois monoˆmios standard distintos na˜o podem pos-
suir o mesmo multigrau se ambos tiverem comprimento menor ou igual a 5. Enta˜o,
sem perda de generalidade, podemos supor que u tem comprimento maior ou igual a
6. Pelo Lema 4.17, temos wt(u) > 24. Uma vez que wt(v) = wt(u), o comprimento
de v na˜o pode ser inferior a 5. Logo, os comprimentos de u e v sa˜o ambos maiores ou
iguais a 5. Podemos supor que o menor desses comprimentos e´ minimal sob a condic¸a˜o
de termos u 6= v com o mesmo multigrau. Assim, pelo Lema 4.28, temos
u = xα00 τ(u˜), v = x
β0
0 τ(v˜); α0, β0 ∈ {0, 1},
onde u˜, v˜ sa˜o monoˆmios standard cujos comprimentos sa˜o inferiores aos de u e v,
respectivamente, diferindo destes em uma unidade. Sejam Gr(u˜) = (n1, n2) e Gr(v˜) =































































Como α0, β0 ∈ {0, 1}, temos necessariamente α0 − β0 ∈ {−1, 0, 1}. Se ocorresse α0 −
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β0 = ±1, o nu´mero n1−m1 = −(n2−m2) na˜o seria inteiro. Temos, portanto, α0−β0 = 0
e, consequentemente, (n1, n2) = (m1,m2), isto e´, Gr(u˜) = Gr(v˜). Pela minimalidade
do exemplo, segue que u˜ = v˜. Uma vez que α0 = β0, temos u = v e chegamos numa
contradic¸a˜o, o que prova o resultado. 
Uma vez que as componentes homogeˆneas da Z2-graduac¸a˜o de R pelo multigrau em
relac¸a˜o a {v0, v1} sa˜o no ma´ximo unidimensionais, temos o seguinte resultado:
Proposic¸a˜o 4.30 Seja R = Lie(v0, v1) e suponhamos charK 6= 2. A func¸a˜o geradora
H(R, t1, t2) satisfaz a seguinte relac¸a˜o:
H(R, t1, t2) = t1 + t21 + t31t2 + t41t2 − t−11 t2 − t−11 t22 + (1 + t−11 ) · H(R, t2, t21t2).
Demonstrac¸a˜o: Usando o Teorema 4.29, vemos que os coeficientes da func¸a˜o geradora






2 sa˜o iguais a 0 ou 1. Vamos denotar por T o conjunto
de todos os monoˆmios standard e por Tn os monoˆmios standard de comprimento n,
com n ≥ 0. Por exemplo, para n ∈ {0, 1, 2, 3, 4}, temos
T0 = {v0};
T1 = {v1};
T2 = {v2, x0v2, x1v2};
T3 = {v3, x0v3, x1v3, x2v3, x0x1v3};
T4 = {v4, x0v4, x1v4, x2v4, x3v4, x0x1v4, x0x2v4,
x0x3v4, x1x2v4, x1x3v4, x0x1x2v4, x0x1x3v4}.
Com o aux´ılio da lista de multigraus apresentada em (4.11), encontramos as func¸o˜es
geradoras H(Tn, t1, t2) para n ≤ 4:
H(T0, t1, t2) = t1;
H(T1, t1, t2) = t2;
H(T2, t1, t2) = t21 + t1t2 + t21t2;
H(T3, t1, t2) = t22 + t1t22 + t21t22 + t1t32 + t21t32;
























Uma vez que os monoˆmios standard T constituem uma base para R = Lie(v0, v1)
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(Teorema 4.5), temos H(R, t1, t2) = H(T, t1, t2). Pelo Lema 4.28, vale a relac¸a˜o
Tn+1 = {1, x0} · τ(Tn), n ≥ 4.
Portanto, temos
T \ (T0 ∪ T1 ∪ T2 ∪ T3 ∪ T4) = {1, x0} · τ (T \ (T0 ∪ T1 ∪ T2 ∪ T3)) . (4.19)
Observando que Gr(x0) = −Gr(v0) = (−1, 0), temos
H({x0}, t1, t2) = t−11 e H({1, x0}, t1, t2) = 1 + t−11 .
Podemos, portanto, computar a func¸a˜o geradora
H(R, t1, t2) = H (T0 ∪ T1 ∪ T2 ∪ T3 ∪ T4, t1, t2)
+(1 + t−11 ) · H (τ (T \ (T0 ∪ T1 ∪ T2 ∪ T3)) , t1, t2)
= H (T0 ∪ T1 ∪ T2 ∪ T3 ∪ T4, t1, t2)
+(1 + t−11 ) · (H(R, t1, t2)−H (T0 ∪ T1 ∪ T2 ∪ T3, t1, t2)) |t1:=t2, t2:=t21t2
= t1 + t2 + t
2




























































+(1 + t−11 ) · H(R, t2, t21t2)− t2 − t21t2 − t21t22 − t22 − t21t32 − t41t22 − t41t42
−t61t52 − t61t42 − t41t32 − t−11 t2 − t1t2 − t1t22 − t−11 t22 − t1t32 − t31t22 − t31t42
−t51t52 − t51t42 − t31t32






1t2 − t−11 t2 − t−11 t22 + (1 + t−11 ) · H(R, t2, t21t2).

4.8 Ad-nilpoteˆncia dos elementos homogeˆneos da
supera´lgebra de Lie R = R0 ⊕R1
Para a construc¸a˜o do nosso exemplo R, desejamos obter uma propriedade ana´loga a` pe-
riodicidade dos grupos de Grigorchuk e Gupta-Sidki. Para os casos em que charK = 0
ou charK = 2, a a´lgebra associativa A = Alg(v0, v1) na˜o e´ nil, conforme veremos no
Lema 4.31. Contudo, mostraremos no Teorema 4.32 que, para uma caracter´ıstica ar-
bitra´ria, R tem uma propriedade semelhante a` periodicidade dos grupos mencionados:
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todo elemento homogeˆneo na Z2-graduac¸a˜o de R e´ ad-nilpotente.
Lema 4.31 Se charK = 0 ou charK = 2, a a´lgebra associativa A = Alg(v0, v1) na˜o
e´ nil.
Demonstrac¸a˜o: Seja charK = 2. Para n ≥ 0 e 0 6= α ∈ K, consideremos o elemento
na˜o nulo v = vn + αxnvn+1 ∈ R. Como estamos em caracter´ıstica 2, o quadrado de v
pertence a R = Lie(v0, v1). Assim,
v2 = (vn + αxnvn+1)
2 = v2n + [vn, αxnvn+1]








e´ um elemento na˜o nulo de R. Observe que vn+1 +
1
α
xn+1vn+2 tem uma forma seme-
lhante a` de v. Assim, temos
(v2)2 = α2 · 1
α
(vn+2 + αxn+2vn+3) = α (vn+2 + αxn+2vn+3) ,
onde vn+2 + αxn+2vn+3 tambe´m e´ na˜o nulo e tem forma semelhante a v. Repetindo o
procedimento de elevar ao quadrado, sempre vamos obter um elemento na˜o nulo, da
forma αr(vm + α
±1xmvm+1). Conclu´ımos assim que a envolto´ria associativa A de R
na˜o e´ nil.
Para o caso em que charK = 0, o corpo K conte´m o corpo Q dos racionais e, portanto,
conte´m o conjunto Z dos inteiros. Dessa forma, temos
A = AlgK(v0, v1) ⊃ AlgZ(v0, v1),
onde AlgZ(v0, v1) e´ o subanel de End Λ gerado por v0 e v1 com coeficientes em Z.
Consideremos o homomorfismo sobrejetor
ψ : AlgZ(v0, v1)→ AlgZ(v0, v1)⊗Z F2 ∼= AlgF2(v0, v1).
Uma vez que que AlgF2(v0, v1) na˜o e´ nil, posto que charF2 = 2, o mesmo acontece
para a a´lgebra AlgZ(v0, v1). Portanto, A = AlgK(v0, v1) ⊃ AlgZ(v0, v1) na˜o e´ nil. 
O teorema abaixo nos da´ uma propriedade ana´loga a` periodicidade dos grupos de
Grigorchuk e Gupta-Sidki.
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Teorema 4.32 Seja R = Lie(v0, v1) = R0 ⊕ R1. Para todo a ∈ Rn, n ∈ {0, 1}, o
operador ad(a) e´ nilpotente.
Demonstrac¸a˜o: Suponhamos primeiramente que a ∈ R1. Nesse caso, temos
(ad(a))2 = ad(a2) e a nilpoteˆncia de ad(a) pode ser provada a partir da nilpoteˆncia de
ad(a2), onde a2 = 1
2
[a, a] ∈ R0 se charK 6= 2 e, se charK = 2, tambe´m temos a2 ∈ R0
devido a` aplicac¸a˜o quadra´tica prevista nos axiomas de uma supera´lgebra de Lie. Logo,
podemos reduzir a demonstrac¸a˜o deste resultado para o caso em que a ∈ R0. Observe
que todo monoˆmio standard par conte´m pelo menos uma varia´vel de Grassmann, uma
vez que os elementos pivoˆ vn sa˜o todos ı´mpares.
Provaremos uma afirmac¸a˜o mais geral. Fixado um nu´mero N > 0, consideremos o
conjunto V formado por todos os monoˆmios quasi-standard de comprimento menor
ou igual a N que conteˆm no mı´nimo uma varia´vel de Grassmann. Afirmamos que a
a´lgebra associativa Alg(V ) ⊂ End Λ e´ nilpotente.
Seja w um produto na˜o nulo de M elementos wi ∈ V . Decorre do Lema 4.23 que
wt(w) ≥ M , posto que o peso de cada fator wi satisfaz wt(wi) ≥ 1. Faremos algumas
modificac¸o˜es no produto. Vamos mover para a esquerda e ordenar as varia´veis de
Grassmann, sem alterar a ordem das cabec¸as. Observe que uma varia´vel de Grassmann
xj pode desaparecer ao ser comutada com uma cabec¸a apropriada vk com k ≤ j.
Vejamos os seguintes exemplos:
x2v5 · x5v7 = −x2x5 · v5v7 + x2 · v7;
x3v4 · x5v7 = −x3x5 · v4v7; (4.20)
x2v3 · x5v7 = −x2x5 · v3v7 + x2x3x4 · v7.
Sendo assim, o produto pode ser escrito como uma combinac¸a˜o linear de monoˆmios da
forma
u = xi1 · · ·xin1 · vk1 · · · vkn2 , il < N, kl ≤ N.
Seja n o nu´mero de varia´veis de Grassmann e seja m o nu´mero de cabec¸as do produto
acima, respectivamente. Como xil ∈ {x0, . . . , xN−1} e o produto u e´ na˜o nulo, o nu´mero
n de letras de Grassmann distintas acima na˜o excede N . Ale´m disso, o nu´mero de
varia´veis de Grassmann no produto original w e´ maior ou igual ao nu´mero de cabec¸as,
e essa propriedade e´ mantida por transformac¸o˜es como em (4.20). Enta˜o m ≤ n ≤ N .
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Estimando o peso do monoˆmio resultante u, obtemos
M ≤ wt(w) = wt(u) ≤ m · wt(vN) ≤ m · 2N ≤ n · 2N ≤ N · 2N .
Assim, Alg(V )N1 = 0, onde N1 = N · 2N + 1.
Consideremos agora um elemento par a ∈ R0 qualquer. Sendo assim, a e´ combinac¸a˜o
linear finita de monoˆmios standard pares, os quais conteˆm pelo menos uma letra de
Grassmann. Enta˜o, a ∈ V e, portanto, aN1 = 0. Fazendo N2 = 2N1− 1, para qualquer





















Desse modo, conclu´ımos que ad(a) e´ nil. 
Segue do teorema acima que todo elemento homogeˆneo na Z2-graduac¸a˜o de R pelo
multigrau em relac¸a˜o a {v0, v1} e´ ad-nilpotente.
Corola´rio 4.33 Considere a Z2-graduac¸a˜o R = ⊕
n1,n2≥0
Rn1n2 apresentada no Lema
4.9. Se a ∈ Rn1n2, n1, n2 ≥ 0, e´ um elemento homogeˆneo dessa graduac¸a˜o, enta˜o ad(a)
e´ nil.
Demonstrac¸a˜o: Seja a ∈ Rn1n2 com n1, n2 ≥ 0. Se n1 + n2 e´ par, enta˜o a ∈ R0. Se
n1 + n2 e´ ı´mpar, temos a ∈ R1. Em qualquer caso, a e´ homogeˆneo da Z2-graduac¸a˜o
R = R0 ⊕R1. Pelo Teorema 4.32, conclu´ımos que ad(a) e´ nil. 
Observe que esse resultado e´ va´lido para qualquer caracter´ıstica, inclusive zero. A su-
pera´lgebra de Lie R constru´ıda no nosso trabalho e´ um exemplo de supera´lgebra com
uma Z2-graduac¸a˜o em que as dimenso˜es das componentes homogeˆneas sa˜o equilimi-
tadas (Teorema 4.29) e os elementos homogeˆneos sa˜o ad-nilpotentes (Corola´rio 4.33).
Com isso, obtemos um contra-exemplo para uma poss´ıvel extensa˜o do Teorema de
Martinez-Zelmanov para supera´lgebras de Lie.
Teorema 4.34 Na decomposic¸a˜o triangular A = A+ ⊕A0 ⊕A−, as suba´lgebras A+
e A− sa˜o localmente nilpotentes.
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Demonstrac¸a˜o: Segue dos argumentos utilizados no artigo [36].

4.9 Just infinitude da supera´lgebra de Lie R
No Teorema 4.5 e no Corola´rio 4.6, mostramos que a supera´lgebra de Lie R = Lie(v0, v1)
tem dimensa˜o infinita, qualquer que seja a caracter´ıstica do corpo K. Contudo, a
princ´ıpio, se tomarmos quocientes dessa a´lgebra por ideais bilaterais, podemos obter
a´lgebras de dimensa˜o finita.
Uma K-a´lgebra A e´ dita just infinite dimensional, ou simplesmente just infinite, se
dimK A = ∞ e cada ideal na˜o nulo de A tem codimensa˜o finita. O teorema a seguir
mostra que a supera´lgebra de Lie R = Lie(v0, v1) tem essa propriedade.
Teorema 4.35 A supera´lgebra de Lie R = Lie(v0, v1) e´ uma a´lgebra just infinite.
Demonstrac¸a˜o: No Teorema 4.5, exibimos uma base de R composta por infinitos
monoˆmios standard, mostrando que dimK R =∞. Consideremos agora J /R um ideal
bilateral na˜o nulo de R e seja 0 6= w ∈ J .
Nosso objetivo agora e´ encontrar um elemento v 6= 0 do ideal J/R tal que, escrito como
combinac¸a˜o linear dos monoˆmios standard com coeficientes na˜o nulos, ao menos um
desses monoˆmios na˜o contenha letras de Grassmann. Uma vez que w ∈ R, podemos
escreveˆ-lo como combinac¸a˜o linear finita de monoˆmios standard com coeficientes na˜o
nulos. Dentre esses monoˆmios, destacamos os de maior peso, que sa˜o no ma´ximo dois,
digamos w1 = rN−2vN e/ou w2 = rN−2xNvN+1 (Teorema 4.19). Assim, escrevemos
w = w˜ + αrN−2vN + βrN−2xNvN+1,
onde pelo menos um dos coeficientes {α, β} e´ na˜o nulo e w˜ e´ uma combinac¸a˜o linear
finita de monoˆmios standard com peso inferior a wt(rN−2vN) = wt(rN−2xNvN+1).
Se α 6= 0, multiplicamos w a` esquerda sucessivamente por cada elemento pivoˆ vi tal
que xi compo˜e a cauda rN−2, eliminando todas as letras de Grassmann de αrN−2vN .
Obtemos enta˜o um elemento na˜o nulo
v = w′ + αvN + βxNvN+1 ∈ J,
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onde w′ e´ combinac¸a˜o linear de monoˆmios standard com peso inferior a wt(vN). O
termo αvN (0 6= α ∈ K) na˜o conte´m letras de Grassmann, como deseja´vamos.
Caso tenhamos α = 0, o coeficiente β sera´ na˜o nulo. Multiplicando w a` esquerda suces-
sivamente por cada elemento pivoˆ vi tal que xi compo˜e a cauda rN−2, e posteriormente
por vN , eliminamos todas as letras de Grassmann de βrN−2xNvN+1. Obtemos assim
um elemento na˜o nulo
v = w′′ + βvN+1 ∈ J,
onde w′′ e´ combinac¸a˜o linear de monoˆmios standard com peso inferior a wt(vN+1). O
termo βvN+1 (0 6= β ∈ K) na˜o conte´m letras de Grassmann, como deseja´vamos.
Uma vez obtido o elemento 0 6= v ∈ J , seja m o maior comprimento dentre os monoˆmios
standard que aparecem na combinac¸a˜o linear, e seja I o conjunto dos ı´ndices i ∈
{0, . . . ,m} para os quais essa combinac¸a˜o conte´m um termo da forma λivi, 0 6= λi ∈ K
(sem letras de Grassmann). Multiplicando v a` direita pelo elemento x0 · · ·xmvm+2,
anulamos todos os termos que conteˆm alguma letra de Grassmann e obtemos
[v, x0 · · ·xmvm+2] =
∑
i∈I
±λix0 · · · x̂i · · · xmvm+2, λi 6= 0. (4.21)
Observe que as varia´veis de Grassmann comuns a todos os termos de (4.21) sa˜o exata-
mente as letras xi tais que i ∈ I = {0, . . . ,m} \ I. Multiplicando (4.21) a` esquerda
sucessivamente por elementos pivoˆ vi com i ∈ I em ordem crescente, eliminamos todas




±λijxi1 · · · x̂ij · · ·xikvm+2 ∈ J, λij 6= 0. (4.22)
Agora multiplicamos (4.22) a` esquerda sucessivamente pelos elementos pivoˆ
vi1 , vi2 , . . . , vik−1 , resultando num elemento do tipo
v′ ± λikvm+2 ∈ J, (4.23)
onde v′ e´ uma combinac¸a˜o linear (possivelmente nula) de monoˆmios standard de com-
primento m+2 que conteˆm pelo menos uma letra de Grassmann. Multiplicando (4.23)
por x0 · · ·xm+2vm+4, anulamos v′ e obtemos
[v′ ± λikvm+2, x0 · · ·xm+2vm+4] = ±λikx0 · · ·xm+1vm+4. (4.24)
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Multiplicando (4.24) a` esquerda sucessivamente por v0, . . . , vm+1, eliminamos todas as
letras de Grassmann e conclu´ımos que vm+4 ∈ J .
Observe que − [v2m+3, vm+4] = vm+5 tambe´m pertence ao ideal J . Usando o item (iv)
do Lema 4.1, uma simples induc¸a˜o nos faz concluir que vn ∈ J para qualquer n ≥ m+4.
Vamos mostrar que todo monoˆmio standard de comprimento n ≥ m+ 7 pertence a J .
Com efeito, se n ≥ m+ 7, temos
[vn−2, x0 · · ·xn−3vn−1] = ±x0 · · ·xn−2vn ∈ J.
Podemos eliminar qualquer fator xi fazendo o produto comutador do elemento acima
com vi, i = 0, . . . , n − 2. Assim, J conte´m todos os monoˆmios standard do primeiro
tipo de comprimento n ≥ m+ 7.
Agora vamos mostrar que os monoˆmios standard do segundo tipo de comprimento
n ≥ m + 7 tambe´m pertencem a J . Suponhamos primeiramente charK 6= 2. Se
n ≥ m+ 7 e´ par, temos
1
2
[v0, vn−2] = x0 · · ·xn−3xn−1vn ∈ J.
Fazendo o produto comutador desse elemento com vi, i = 0, . . . , n−2, podemos eliminar
qualquer fator xi acima. No caso em que n e´ ı´mpar, temos
− [x0vn−4, vn−4, vn−3] = x0vn−2 ∈ J,
1
2
[v1, x0vn−2] = x0 · · ·xn−3xn−1vn ∈ J.
Podemos eliminar qualquer fator xi fazendo o produto comutador do elemento acima
com vi, i = 0, . . . , n− 3. Dessa forma, conclu´ımos que todos os monoˆmios standard do
segundo tipo de comprimento n ≥ m+ 7 pertencem ao ideal J .
No caso em que charK = 2, a operac¸a˜o x 7→ x2, onde x e´ ı´mpar, pertence aos axiomas
de supera´lgebra de Lie. Enta˜o, v2n = xn+1vn+2 ∈ J para todo n ≥ m+ 4.
Em qualquer caracter´ıstica, provamos enta˜o que J conte´m todos os monoˆmios standard
de comprimento maior ou igual a m+7 pertencentes a` base de R. Portanto, a dimensa˜o
da a´lgebra quociente R/J e´ finita e na˜o excede o nu´mero de monoˆmios standard de
comprimento menor ou igual a m+ 6. 
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Cap´ıtulo 5
A a´lgebra de Lie restrita R
Neste cap´ıtulo, estudaremos as a´lgebras de Lie do Exemplo 2. Seja K um corpo de
caracter´ıstica p > 0. Consideremos a a´lgebra de polinoˆmios truncada ∆ = K[xi|i ≥
0]/(xpi ). Dentre as derivac¸o˜es dessa a´lgebra, destacamos os seguintes elementos:












i+5 (∂xi+6 + · · · ))), i ≥ 0.
A esses elementos vi ∈ Der ∆ damos o nome de elementos pivoˆ. Eles podem ser escritos
na forma recursiva




i+1 vi+2, i ≥ 0.
Definimos a a´lgebra de Lie L = Lie(v0, v1) ⊂ Der ∆.
5.1 Relac¸o˜es principais
Para cada i ≥ 0, definimos lxi ∈ End ∆ por lxi(p) = xi · p. Dessa forma, cada varia´vel
xi pode ser vista como um endomorfismo da a´lgebra ∆. Portanto, {xi, ∂xi | i ≥ 0} ⊂
End ∆. Valem as seguintes relac¸o˜es:
xixj = xjxi, ∂xi∂xj = ∂xj∂xi , ∂xixj = xj∂xi , i 6= j;
xi
p = 0, (∂xi)
p = 0, i ≥ 0.
Tambe´m e´ va´lida a seguinte relac¸a˜o na˜o trivial:
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∂xixi − xi∂xi = 1, i ≥ 0.
Os elementos pivoˆ vi agem sobre as varia´veis xi da seguinte maneira:
vn(xk) =

0, k < n;
1, k = n;
0, k = n+ 2l − 1, l > 0;
xp−1n x
p−1
n+1 · · ·xp−1k−2xp−1k−1, k = n+ 2l, l > 0.
Definimos as aplicac¸o˜es shift τ : ∆→ ∆ e τ : W(∆)→W(∆) por
τ(xi) = xi+1, τ(∂xi) = ∂xi+1 , i ≥ 0.
E´ fa´cil ver que τ e´ um endomorfismo de W(∆). Recordamos que os comutadores aqui
sa˜o normados a` direita: [a, b, c] = [a, [b, c]]. Usamos tambe´m a notac¸a˜o [(a)k, b] :=
[a, . . . , a, b], onde a aparece k vezes no produto de Lie. Obtemos no resultado a seguir
algumas relac¸o˜es ba´sicas entre os elementos pivoˆ.
Lema 5.1 Sa˜o va´lidas as seguintes relac¸o˜es, para i ≥ 0:





(ii) [vi, vi+2] = 0;
(iii) [(vi)2, vi+1] = −xp−2i xp−2i+1 vi+2;
(iv) [(vi)p, vi+1] = −xp−2i+1 vi+2;
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= −xp−2i xp−2i+1 vi+2.
Uma simples induc¸a˜o nos faz concluir que
[(vi)p, vi+1] = (−1)p−1(p− 1)!xp−2i+1 vi+2 = (−1)pxp−2i+1 vi+2 = −xp−2i+1 vi+2,
tornando va´lida a afirmac¸a˜o (iv). De forma semelhante, obtemos
[(vi+1)p−2, (vi)p, vi+1] = (−1)p−1(p− 1)!vi+2 = −vi+2,
provando assim a afirmac¸a˜o (v). 
O lema a seguir mostra como calcular o produto comutador entre dois elementos pivoˆ
quaisquer, generalizando os itens (i) e (ii) do lema acima.
Lema 5.2 Para quaisquer inteiros i, k ≥ 0, temos:
(i) se k e´ par, enta˜o [vi, vi+k] = 0;




i+1 · · ·xp−1i+k−1xp−2i+k vi+k+1.







i+1 ∂xi+2 + · · ·+ xp−1i · · · xp−1i+k−1vi+k, vi+k
]
= 0,







i+1 ∂i+2 + · · ·+ xp−1i · · ·xp−1i+k−2vi+k−1, vi+k
]
= xp−1i · · ·xp−1i+k−2xp−1i+k−1xp−2i+k vi+k+1,
tornando va´lida a afirmac¸a˜o (ii). 
Na a´lgebra associativa End ∆, podemos calcular as poteˆncias de grau p dos elementos
pivoˆ vi como no lema abaixo:
Lema 5.3 Para todo i ≥ 0, vale
vpi = −xp−1i+1 vi+2.
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Demonstrac¸a˜o: Na a´lgebra de Lie End ∆(−), a correspondeˆncia x 7→ xp define uma
p-aplicac¸a˜o. Dessa forma, para x, y ∈ End ∆, temos

































Para 2 ≤ i ≤ p − 1, o termo si(xp−1i xp−1i+1 v2, ∂xi) envolve comutadores em que o
elemento xp−1i x
p−1
i+1 v2 aparece em grau maior ou igual a 2 e a derivac¸a˜o ∂xi aparece
em grau menor ou igual a p − 2. Isso implica que si(xp−1i xp−1i+1 v2, ∂xi) = 0 para todo
i ∈ {2, . . . , p− 1}. Segue de (5.1) que vpi = (ad ∂xi)p−1(xp−1i xp−1i+1 vi+2) = −xp−1i+1 vi+2. 
As poteˆncias de grau p na a´lgebra End ∆ definem uma p-aplicac¸a˜o na a´lgebra de Lie
End(−) ∆. Podemos, enta˜o, definir R = Liep(v0, v1), a a´lgebra de Lie restrita gerada
por v0 e v1. Observe que L ⊂ R.
Consideremos as seguintes a´lgebras de Lie restritas geradas por dois elementos: Li =
Liep(vi, vi+1), i ≥ 0. Em particular, temos L0 = R.
Corola´rio 5.4 Temos
(i) vi ∈ R, i ≥ 0;
(ii) τ i : R→ Li e´ um isomorfismo para todo i ≥ 0;
(iii) R tem dimensa˜o infinita;
(iv) existe uma imersa˜o de autossimilaridade:
R ↪→ 〈∂x0〉K i (K[x0]/(xp0)⊗ τ(R)) .
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5.2 Bases de L e R
Nosso objetivo agora e´ encontrar uma base para a a´lgebra de Lie L = Lie(v0, v1). Para
simplificar a notac¸a˜o, denotaremos por rn um monoˆmio cauda:
rn = x
ξ0
0 · · ·xξnn ; ξ0, . . . , ξn ∈ {0, . . . , p− 1}, n ≥ 0.
Quando necessa´rio, denotaremos outros monoˆmios cauda por r′n, r
′′
n, etc. De agora em
diante, os monoˆmios v0, v1 e todos os monoˆmios do tipo
rn−2x
ξn−1
n−1 vn, 0 ≤ ξn−1 ≤ p− 2, n ≥ 2,
sera˜o referidos como monoˆmios standard do primeiro tipo. Ja´ os monoˆmios da forma
xp−1n−1vn, n ≥ 2,
sera˜o designados como monoˆmios standard do segundo tipo.
Lema 5.5 Todos os monoˆmios standard do primeiro tipo
{v0, v1} ∪ {rn−2xξn−1n−1 vn | 0 ≤ ξn−1 ≤ p− 2, n ≥ 2}
pertencem a` a´lgebra de Lie L = Lie(v0, v1).
Demonstrac¸a˜o: Primeiramente, provaremos por induc¸a˜o sobre n que todo elemento
pivoˆ vn, n ≥ 0, pertence a L = Lie(v0, v1). Obviamente, os monoˆmios v0 e v1 pertencem
a L. Tomemos agora n ≥ 2 e suponhamos que vi ∈ L para todo 0 ≤ i ≤ n− 1. Enta˜o,
o item (v) do Lema 5.1 nos garante que
vn = − [(vn−1)p−2, (vn−2)p, vn−1] ∈ L.
Provaremos agora que todo elemento da forma rn−1vn, com n ≥ 2, pertence a L.
Suponhamos primeiramente que n seja par. Pelo Lema 5.2, temos
[v0, vn−1] = x
p−1
0 · · ·xp−1n−2xp−2n−1vn ∈ L.
Multiplicando o elemento acima por elementos pivoˆ vi, podemos eliminar alguns dos
fatores xi, onde 0 ≤ i ≤ n− 1.
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Vejamos agora o caso em que n ≥ 2 e´ ı´mpar. Uma vez que n− 1 e´ par, ja´ sabemos que





= xp−10 · · ·xp−1n−2xp−2n−1vn ∈ L.
Podemos eliminar alguns dos fatores xi multiplicando o elemento acima por elementos
pivoˆ vi, onde 0 ≤ i ≤ n− 1. 
Dado um monoˆmio v = rn−1vn, o nu´mero inteiro n ≥ 0 e´ denominado o comprimento
de v. Provaremos a seguir que os monoˆmios apresentados no Lema 5.5 constituem uma
base para a a´lgebra de Lie L = Lie(v0, v1).
Teorema 5.6 O conjunto dos monoˆmios standard do primeiro tipo
{v0, v1} ∪ {rn−2xξn−1n−1 vn | 0 ≤ ξn−1 ≤ p− 2, n ≥ 2}
constitui uma base para a a´lgebra de Lie L = Lie(v0, v1).
Demonstrac¸a˜o: Provamos no Lema 5.5 que todos os monoˆmios standard do primeiro
tipo pertencem a L. Para mostrar que eles geram L como espac¸o vetorial, e´ suficiente
provar que qualquer produto comutador entre dois desses monoˆmios e´ combinac¸a˜o
linear de monoˆmios standard do primeiro tipo. Os produtos que consideraremos a
seguir podem eventualmente resultar em elementos com alguns termos nulos, caso
algum fator xi aparec¸a em grau maior ou igual a p. Por simplicidade, vamos supor que
cada fator xi aparece no ma´ximo em grau p− 1.
1) Consideremos produtos entre monoˆmios de mesmo comprimento n. Observe que
[rn−1vn, r′n−1vn] = r
′′
n−1[vn, vn] = 0 (5.2)
e´ uma combinac¸a˜o linear de elementos de B.
2) Consideremos agora produtos entre monoˆmios de comprimentos distintos n < m,
com n ≡ m (mod 2). Nesse caso, temos




n+1(∂xn+2 + · · ·+ xp−1m−4xp−1m−3(∂xm−2 + xp−1m−2xp−1m−1vm) · · · ). (5.3)
CAPI´TULO 5. A A´LGEBRA DE LIE RESTRITA R 76
Assim,
[xξ00 · · ·xξn−1n−1 vn, xη00 · · ·xηm−1m−1 vm] = ηnxγ00 · · ·xγn−1n−1 xηn−1n xηn+1n+1 · · ·xηm−1m−1 vm
+ηn+2x
γ0
0 · · ·xγn−1n−1 xp−1n xp−1n+1xηn+2−1n+2 xηn+3n+3 · · ·xηm−1m−1 vm
+ · · ·
+ηm−2x
γ0
0 · · · xγn−1n−1 xp−1n · · ·xp−1m−3xηm−2−1m−2 xηm−1m−1 vm,
onde γi = ξi + ηi, i ∈ {0, . . . , n− 1}, e´ uma combinac¸a˜o linear de monoˆmios standard
do primeiro tipo, visto que 0 ≤ ηm−1 ≤ p− 2.
3) Por fim, vamos considerar produtos entre monoˆmios de comprimentos distintos
n < m, com n ≡ m− 1 (mod 2). Assim, temos




n+1(∂xn+2 + · · ·+ xp−1m−5xp−1m−4(∂xm−3 + xp−1m−3xp−1m−2vm−1) · · · ). (5.4)
Supondo ηm−1 6= 0, o produto
[xξ00 · · ·xξn−1n−1 vn, xη00 · · ·xηm−1m−1 vm] = ηnxγ00 · · ·xγn−1n−1 xηn−1n xηn+1n+1 · · ·xηm−1m−1 vm
+ηn+2x
γ0
0 · · ·xγn−1n−1 xp−1n xp−1n+1xηn+2−1n+2 xηn+3n+3 · · ·xηm−1m−1 vm
+ · · ·
+ηm−1x
γ0
0 · · · xγn−1n−1 xp−1n · · ·xp−1m−2xηm−1−1m−1 vm,
onde γi = ξi + ηi, i ∈ {0, . . . , n− 1}, e´ uma combinac¸a˜o linear de monoˆmios standard
do primeiro tipo, posto que 0 ≤ ηm−1 ≤ p− 2. No caso em que ηm−1 = 0, o produto
[xξ00 · · ·xξn−1n−1 vn, xη00 · · ·xηm−1m−1 vm] = ηnxγ00 · · ·xγn−1n−1 xηn−1n xηn+1n+1 · · ·xηm−2m−2 vm
+ηn+2x
γ0
0 · · ·xγn−1n−1 xp−1n xp−1n+1xηn+2−1n+2 xηn+3n+3 · · ·xηm−2m−2 vm
+ · · ·
+ηm−3x
γ0
0 · · · xγn−1n−1 xp−1n · · ·xp−1m−4xηm−3−1m−3 xηm−2m−2 vm
+xγ00 · · ·xγn−1n−1 xp−1n · · ·xp−1m−2xp−1m−1xp−2m vm+1,
onde γi = ξi + ηi, i ∈ {0, . . . , n − 1}, tambe´m e´ uma combinac¸a˜o linear de monoˆmios
standard do primeiro tipo, visto que 0 ≤ ηm−2 ≤ p− 2.
Uma vez que os monoˆmios standard do primeiro tipo sa˜o linearmente indepen-
dentes [36], eles constituem uma base para a a´lgebra de Lie L = Lie(v0, v1). 
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Encontrada uma base para L = Lie(v0, v1), nossa meta agora e´ obter uma base para a
a´lgebra de Lie restrita R = Liep(v0, v1), levando em considerac¸a˜o as poteˆncias de grau
p dos elementos pivoˆ apresentadas no Lema 5.3.
Corola´rio 5.7 Os monoˆmios standard do primeiro tipo
{v0, v1} ∪ {rn−2xξn−1n−1 vn | 0 ≤ ξn−1 ≤ p− 2, n ≥ 2}
e os monoˆmios standard do segundo tipo
{xp−1n−1vn | n ≥ 2}
formam uma base para a a´lgebra de Lie restrita R = Liep(v0, v1).
Demonstrac¸a˜o: Vimos no Teorema 5.6 que os monoˆmios standard do primeiro
tipo constituem uma base B para a suba´lgebra de Der ∆ gerada por v0, v1
considerando apenas o colchete comutador [ , ]. Para obter a a´lgebra de Lie
restrita R = Liep(v0, v1) = Liep(L), e´ suficiente adicionar todas as poteˆncias
{w[pn] | w ∈ B, n ≥ 1}. Essas poteˆncias sa˜o triviais, a menos que sejam poteˆncias
de grau p de elementos pivoˆ. Do Lema 5.3, conclu´ımos que o conjunto de monoˆmios
B ∪ {xp−1n−1vn | n ≥ 2} e´ uma base da a´lgebra de Lie restrita R = Liep(v0, v1). 
5.3 Func¸o˜es peso
A fim de obtermos o crescimento da a´lgebra de Lie restrita R = Liep(v0, v1) e de sua
envolto´ria associativa A = Alg(R) ⊂ End ∆, recorreremos ao uso de uma func¸a˜o peso
wt. Suponhamos que os pesos das derivac¸o˜es ∂xi e das varia´veis xi satisfazem
wt(∂xi) = −wt(xi) = αi ∈ C, i ≥ 0.
Queremos que todos os termos na relac¸a˜o de recorreˆncia




i+1 vi+2, i ≥ 0
tenham o mesmo peso e que, ale´m disso, a func¸a˜o peso seja aditiva em monoˆmios nas
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letras {xi, ∂xi , vi | i ≥ 0}. Dessa forma, para cada i ≥ 0 temos
wt(vi) = wt(∂xi) = αi, αi = −(p− 1)αi − (p− 1)αi+1 + αi+2.
Obtemos a relac¸a˜o de recorreˆncia
















Os autovalores da matriz A (ra´ızes do polinoˆmio caracter´ıstico de (5.5)) sa˜o λ1 = p e
λ2 = −1. Enta˜o, as sequeˆncias α(1)i = pi (i ≥ 0) e α(2)i = (−1)i (i ≥ 0) formam uma
base para o espac¸o de soluc¸o˜es da relac¸a˜o de recorreˆncia (5.5). Dessa forma, podemos
introduzir duas func¸o˜es peso como segue.
Lema 5.8 Temos as seguintes func¸o˜es peso:
(i) wt(∂xn) = wt(vn) = p
n, n ≥ 0 (a func¸a˜o peso);
(ii) swt(∂xn) = swt(vn) = (−1)n, n ≥ 0 (a func¸a˜o superpeso);
(iii) Wt(vn) = (wt(vn), swt(vn)) = (p
n, (−1)n) , n ≥ 0 (a func¸a˜o vetor peso).
Demonstrac¸a˜o: Segue dos comenta´rios feitos acima. 
De agora em diante, chamaremos simplesmente de monoˆmios quaisquer monoˆmios nas
letras {xi, ∂xi , vi | i ≥ 0}, pertencentes a` a´lgebra associativa End ∆.
Lema 5.9 As func¸o˜es peso esta˜o bem definidas em todos os monoˆmios. Ale´m disso,
sa˜o aditivas em produtos de monoˆmios, i.e., se a e b sa˜o dois monoˆmios desse tipo,
enta˜o
Wt(a · b) = Wt(a) + Wt(b).
Demonstrac¸a˜o: Segue da forma como constru´ımos as func¸o˜es peso. 
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5.4 Z2-graduac¸a˜o de R; coordenadas peso e multi-
grau
Lema 5.10 As a´lgebras R = Liep(v0, v1) e A = Alg(R) sa˜o Z2−graduadas pelo multi-
grau em relac¸a˜o a {v0, v1}:
R = ⊕
n1,n2≥0
Rn1n2 , A = ⊕
n1,n2≥0
An1n2 .
Demonstrac¸a˜o: Os vetores peso Wt(v0) = (1, 1) e Wt(v1) = (p,−1) dados no Lema
5.8 sa˜o linearmente independentes. Obtemos, enta˜o, um reticulado peso:
Γ = ZWt(v0)⊕ ZWt(v1) ⊂ R2.
Para n1, n2 ≥ 0, seja An1n2 ⊂ A o subespac¸o gerado por todos os monoˆmios de graus
n1 e n2 em relac¸a˜o aos geradores v0 e v1, respectivamente. Pelo Lema 5.9, para todo
v ∈ An1n2 , temos
Wt(v) = n1 Wt(v0) + n2 Wt(v1) = (n1 + pn2, n1 − n2). (5.7)
Como os vetores Wt(v0) e Wt(v1) sa˜o linearmente independentes, conclu´ımos que ele-
mentos pertencentes a componentes An1n2 distintas sa˜o linearmente independentes.
A prova para a a´lgebra de Lie restrita R = Liep(v0, v1) e´ ana´loga. 
Observe que se v ∈ An1n2 , enta˜o swt(v) = n1 swt(v0) + n2 swt(v1) = n1 − n2 = 0
se, e somente se, n1 = n2. A diagonal da Z2-graduac¸a˜o de A e´ definida como sendo
a soma direta das componentes homogeˆneas cujos elementos teˆm superpeso nulo, ou
seja, a suba´lgebra ⊕
n≥0
Ann. Analogamente, a diagonal da Z2-graduac¸a˜o de R e´ dada
pela soma direta ⊕
n≥0
Rnn.
Corola´rio 5.11 Valem as seguintes afirmac¸o˜es:
(i) As a´lgebras R e A possuem decomposic¸a˜o triangular em somas diretas de treˆs
suba´lgebras:
R = R+ ⊕R0 ⊕R−, A = A+ ⊕A0 ⊕A−,
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onde as componentes sa˜o geradas por monoˆmios de superpeso positivo, zero e
negativo, respectivamente;
(ii) As componentes nulas R0 e A0 coincidem com as diagonais correspondentes R0 =
⊕
n≥0
Rnn e A0 = ⊕
n≥0
Ann.
Demonstrac¸a˜o: Segue da aditividade da func¸a˜o superpeso. 
Dado um monoˆmio na˜o nulo v ∈ An1n2 , n1, n2 ≥ 0, definimos o vetor multigrau
Gr(v) = (n1, n2) ∈ Z2 ⊂ R2.
Podemos identifica´-lo no plano R2 com coordenadas standard (X1, X2), as quais
chamamos de coordenadas multigrau, fazendo Gr(v) = (n1, n2) = (X1, X2).
Seja (X1, X2) ∈ R2 um ponto qualquer do plano. Introduzimos tambe´m as coordenadas
peso (Z1, Z2) no plano R2 da seguinte maneira:Z1 = X1 + pX2;Z2 = X1 −X2;
X1 = (Z1 + pZ2)/(p+ 1);X2 = (Z1 − Z2)/(p+ 1). (5.8)
Lema 5.12 Seja v ∈ A um monoˆmio, Gr(v) = (X1, X2) o seu multigrau, e (Z1, Z2)
as suas coordenadas peso. Enta˜o, (Z1, Z2) = Wt(v) = (wt(v), swt(v)).
Demonstrac¸a˜o: Atrave´s de (5.7), colocamos o peso e o superpeso em func¸a˜o do multi-
grau, o que nos da´
wt(v) = n1 + pn2 = X1 + pX2 = Z1, swt(v) = n1 − n2 = X1 −X2 = Z2.

Lema 5.13 Sa˜o va´lidas as seguintes afirmac¸o˜es:




(pn + p(−1)n, pn − (−1)n) , n ≥ 0;
(ii) Os elementos pivoˆ vn pertencem a` unia˜o de duas retas no plano: X1 −X2 = 1 e
X1 −X2 = −1.
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Demonstrac¸a˜o: A afirmac¸a˜o (i) segue do fato de que Wt(vn) = (p
n, (−1)n) e das
relac¸o˜es entre as coordenadas (5.8). Para a verificac¸a˜o do item (ii), observemos que
para um elemento pivoˆ vn temos X1−X2 = Z2 = swt(vn) = (−1)n. Assim, se n e´ par,
vn pertence a` reta X1 − X2 = 1. Por outro lado, se n e´ ı´mpar, vn esta´ localizado na
reta X1 −X2 = −1. 
Pela expressa˜o obtida no Lema 5.13 para o multigrau de um elemento pivoˆ, podemos










(p(pn − (−1)n), pn + p(−1)n + (p− 1)(pn − (−1)n))
= (pn2, n1 + (p− 1)n2) .
Podemos generalizar essa relac¸a˜o para um elemento v ∈ An1n2 e sua imagem pelo
endomorfismo τ :
Lema 5.14 Seja 0 6= v ∈ An1n2, n1, n2 ≥ 0, e seja τ(v) sua imagem pelo endomorfismo




















e´ a matriz definida na relac¸a˜o de recorreˆncia (5.6).
Demonstrac¸a˜o: Uma vez que v ∈ An1n2 , o elemento v e´ uma combinac¸a˜o linear de
produtos de n1 fatores de v0 e n2 fatores de v1. Enta˜o vale a igualdade
Gr(v) = n1 Gr(v0) + n2 Gr(v1).
Como τ e´ um endomorfismo, τ(v) e´ uma combinac¸a˜o linear de produtos de n1 fatores
de τ(v0) e n2 fatores de τ(v1). Sabendo que τ(v0) = v1 e τ(v1) = v2, conclu´ımos pela
aditividade da func¸a˜o multigrau que
Gr(τ(v)) = n1 Gr(v1) + n2 Gr(v2) = n1(0, 1) + n2(p, p− 1) = (pn2, n1 + (p− 1)n2).

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5.5 Estimativas para os pesos
O lema a seguir nos da´ estimativas para os pesos dos monoˆmios standard do primeiro
tipo.
Lema 5.15 Se w = xξ00 · · ·xξn−1n−1 vn e´ um monoˆmio standard do primeiro tipo de com-
primento n ≥ 1, enta˜o
pn−1 + 1 ≤ wt(w) ≤ pn.
Demonstrac¸a˜o: Recordemo-nos de que wt(vi) = −wt(xi) = pi para todo i ≥ 0.
Visto que ξi ∈ {0, . . . , p− 1} para todo i ∈ {0, . . . , n− 2} e ξn−1 ∈ {0, . . . , p− 2}, pela
aditividade da func¸a˜o peso temos
pn ≥ wt(xξ00 · · ·xξn−1n−1 vn) ≥ pn − ((p− 1)(1 + p+ · · ·+ pn−2) + (p− 2)pn−1)
= pn − (pn−1 − 1 + (p− 2)pn−1)
= pn − ((p− 1)pn−1 − 1)
= pn−1 + 1.

No lema abaixo, computamos os pesos dos monoˆmios standard do segundo tipo.
Lema 5.16 Se w = xp−1n−1vn e´ um monoˆmio standard do segundo tipo de comprimento
n ≥ 2, enta˜o wt(w) = pn−1.
Demonstrac¸a˜o: Basta observarmos que
wt(xp−1n−1vn) = wt(vn)− (p− 1) wt(xn−1) = pn − (p− 1)pn−1 = pn−1.

No pro´ximo lema, obtemos estimativas para os superpesos dos monoˆmios standard do
primeiro tipo.
Lema 5.17 Se w = xξ00 · · ·xξn−1n−1 vn e´ um monoˆmio standard do primeiro tipo de com-
primento n ≥ 1, enta˜o
−n+ 1
2
(p− 1) ≤ swt(w) ≤ n
2
(p− 1).
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Demonstrac¸a˜o: Suponhamos que o comprimento n de w seja par e fac¸amos n = 2k.
Levando em conta que ξi ∈ {0, . . . , p − 1} para todo i ∈ {0, . . . , n − 2} e ξn−1 ∈
{0, . . . , p− 2}, e considerando os superpesos
swt(x0) = swt(x2) = · · · = swt(x2k−2) = −1,
swt(x1) = swt(x3) = · · · = swt(x2k−1) = 1,
swt(vn) = 1,
obtemos as seguintes desigualdades:
−n
2
(p− 1) + 1 = −k(p− 1) + 1 ≤ swt(w) ≤ (k − 1)(p− 1) + p− 2 + 1 = n
2
(p− 1).
Vejamos agora o caso em que o comprimento n de w e´ ı´mpar, com n = 2k + 1. Uma
vez que swt(v2k+1) = −1, temos
−n+ 1
2
(p− 1) = −k(p− 1)− (p− 2)− 1 ≤ swt(w) ≤ k(p− 1)− 1 = n− 1
2
(p− 1)− 1.
Em ambos os casos, valem as desigualdades
−n+ 1
2




No lema a seguir, calcularemos os superpesos dos monoˆmios standard do segundo tipo.
Lema 5.18 Se w = xp−1n−1vn e´ um monoˆmio standard do segundo tipo de comprimento
n ≥ 2, enta˜o swt(w) = (−1)np.
Demonstrac¸a˜o: Basta observarmos que swt(xn−1) = swt(vn) = (−1)n. 
Agora podemos obter estimativas mais gerais para os pesos e superpesos dos monoˆmios
standard.
Lema 5.19 Seja w um monoˆmio standard de comprimento n ≥ 0. Enta˜o
pn−1 ≤ wt(w) ≤ pn, −n+ 1
2
p ≤ swt(w) ≤ n
2
p+ 1.
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Demonstrac¸a˜o: Se n ≥ 1, as cotas para wt(w) decorrem diretamente do Lema 5.15




p ≤ −n+ 1
2
(p− 1) ≤ swt(w) ≤ n
2
(p− 1) ≤ n
2
p+ 1.
Por outro lado, se w e´ do segundo tipo, segue do Lema 5.18 que
−n+ 1
2
p ≤ −p ≤ swt(w) ≤ p ≤ n
2
p+ 1.




As estimativas encontradas no Lema 5.19 nos da˜o informac¸o˜es referentes a` repre-
sentac¸a˜o geome´trica dos monoˆmios standard no plano R2 em termos das coordenadas
peso (Z1, Z2), como mostra o teorema a seguir.
Teorema 5.20 O conjunto dos pontos do plano associados aos monoˆmios standard




(logp Z1 + 2) ≤ Z2 ≤
p
2
(logp Z1 + 1) + 1.
Demonstrac¸a˜o: Seja w um monoˆmio standard de comprimento n ≥ 0. Pelo Lema
5.19, vale a desigualdade pn−1 ≤ Z1, de onde obtemos n ≤ logp Z1 + 1. Pelo mesmo
lema, conseguimos cotas para Z2 = swt(w):
−p
2
(logp Z1 + 2) ≤ −
n+ 1
2
p ≤ Z2 ≤ n
2
p+ 1 ≤ p
2
(logp Z1 + 1) + 1.

5.6 Crescimento de R e A
A fim de obtermos o crescimento da a´lgebra de Lie restrita R = Liep(v0, v1), provaremos
o seguinte lema:
Lema 5.21 Seja m ≥ 1 um inteiro. Valem as seguintes afirmac¸o˜es:
(i) Existe um monoˆmio standard do primeiro tipo com peso igual a m se, e somente
se, m = 1 ou m ≥ p. Neste caso, w1 e´ u´nico;
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(ii) Existe um monoˆmio standard do segundo tipo w2 tal que wt(w2) = m se, e
somente se, m = pk com k ≥ 1. Neste caso, w2 e´ u´nico;
(iii) Se m = pk com k ≥ 1, enta˜o w1 = vk e w2 = xp−1k vk+1 = −vpk+1.
Demonstrac¸a˜o: Para os pesos m = 1 e m = p, temos os monoˆmios do primeiro tipo
v0 e v1, respectivamente. Como consequeˆncia do Lema 5.15, temos o fato de que os
monoˆmios standard de comprimento n ≥ 2 teˆm peso maior ou igual a p+ 1. Fixemos
agora um inteiro n ≥ 2. Pelo Lema 5.15, um monoˆmio standard do primeiro tipo de
comprimento n tem peso wt(xξ00 · · ·xξn−1n−1 vn) ∈ {pn−1 + 1, . . . , pn}. Reciprocamente,
para cada m ∈ {pn−1 + 1, . . . , pn} existe um u´nico monoˆmio standard do primeiro tipo
w1 tal que wt(w1) = m. Com efeito, o inteiro c = p
n−m ∈ {0, 1, . . . , pn−pn−1−1} pode
ser escrito de maneira u´nica na forma c = ξ0 · p0 + ξ1 · p1 + · · ·+ ξn−2 · pn−2 + ξn−1 · pn−1
com 0 ≤ ξ0, . . . , ξn−2 ≤ p− 1 e 0 ≤ ξn−1 ≤ p− 2. Dessa forma, w1 = xξ00 · · ·xξn−1n−1 vn e´ o
u´nico monoˆmio standard do primeiro tipo que satisfaz wt(w1) = p
n− c = m. Portanto,
para todo m ≥ p + 1 existe um u´nico monoˆmio standard do primeiro tipo com peso
igual a m. Isso conclui a prova de (i). O item (ii) segue diretamente do Lema 5.16 e a
prova de (iii) e´ imediata. 
Agora podemos computar o crescimento da a´lgebra de Lie restrita R = Liep(v0, v1) e
encontrar sua dimensa˜o de Gelfand-Kirillov.
Teorema 5.22 Valem as seguintes afirmac¸o˜es:





]− p+ 2, m ≥ p.
(ii) GKdim R = GKdim R = 1.
Demonstrac¸a˜o: Consideremos m ≥ p. Pelo item (i) do Lema 5.21, o nu´mero de
monoˆmios standard do primeiro tipo com peso menor ou igual a m e´ m − p + 2. O
item (ii) do mesmo lema mostra que o nu´mero de monoˆmios standard do segundo tipo








]− p+ 2, m ≥ p.
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Encontrada a dimensa˜o de Gelfand-Kirillov da a´lgebra de Lie restrita R = Liep(v0, v1),
nosso objetivo agora e´ determinar o crescimento de sua envolto´ria associativa
A = Alg(R). Para nosso aux´ılio, consideraremos a seguir uma a´lgebra de Lie um
pouco maior R˜ ⊃ R e sua envolto´ria associativa A˜ = Alg(R˜) ⊃ A.
Um monoˆmio quasi-standard de comprimento n ≥ 0 e´ um monoˆmio da forma
xξ00 · · ·xξn−2n−2 xξn−1n−1 vn,
onde ξn−2, ξn−1 ∈ {0, . . . , p − 1} e ξn−2 + ξn−1 ≤ 2(p − 1) − 1. Isso significa que um
tal monoˆmio na˜o pode conter as letras xn−2, xn−1 em grau p − 1 simultaneamente.
Observe que todos os monoˆmios standard sa˜o, em particular, monoˆmios quasi-standard.
Definimos R˜ como sendo o subespac¸o de End ∆ gerado por todos os monoˆmios quasi-
standard. Claramente, R˜ ⊃ R.
Lema 5.23 A a´lgebra de Lie restrita R = Liep(v0, v1) esta´ contida em outra a´lgebra
de Lie R˜ ⊂ End ∆ cuja base consiste de todos os monoˆmios quasi-standard.
Demonstrac¸a˜o: De forma ana´loga a` prova do Teorema 5.6, conclu´ımos que todo pro-
duto comutador de monoˆmios quasi-standard e´ uma combinac¸a˜o linear de monoˆmios
quasi-standard. Isso prova que o espac¸o vetorial R˜ definido acima e´, na verdade, uma
a´lgebra de Lie com o produto comutador [ , ]. 
No teorema abaixo, consideramos uma a´lgebra associativa gerada por monoˆmios quasi-
standard.
Teorema 5.24 Seja A˜ = Alg(R˜) ⊂ End ∆. Enta˜o
(i) uma base de A˜ e´ dada por todos os monoˆmios da forma
xξ00 · · ·xξn−2n−2 xξn−1n−1 vαnn vαn−1n−1 vαn−2n−2 · · · vα00 , n ≥ 0,
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onde 0 ≤ ξi, αi ≤ p− 1 para todo i ∈ {0, . . . , n}, αn ≥ 1 e, no caso espec´ıfico em
que αn = 1 e αn−1 = 0, adiciona-se a condic¸a˜o ξn−2 + ξn−1 ≤ 2(p− 1)− 1;
(ii) A˜ ⊃ A = Alg(R);
(iii) monoˆmios com ξn−1 ≤ p− 2 sa˜o linearmente independentes e pertencem a A.








n−2 · · · vα00 , com
ξi, αi ∈ {0, 1, . . . , p − 1}, αn ≥ 1, satisfazendo a condic¸a˜o ξn−2 + ξn−1 ≤ 2(p − 1) − 1





n−1 vn com ξi ∈ {0, 1, . . . , p − 1}. Caso ξn−2 + ξn−1 ≤ 2(p − 1) − 1,
tal parte pertence a R˜, uma vez que se trata de um monoˆmio quasi-standard. Como
vi ∈ R ⊂ R˜ para todo i ∈ {0, . . . , n}, w e´ um produto de elementos de R˜. Logo, w ∈ A˜.
Por outro lado, se tivermos ξn−2 = ξn−1 = p− 1, devemos ter obrigatoriamente αn ≥ 2
ou αn−1 ≥ 1. Temos, enta˜o, duas possibilidades: w = (rn−3xp−2n−2xp−1n−1vn) · (xn−2vn) ·
vαn−2n ·vαn−1n−1 · · · vα00 (caso αn ≥ 2) ou w = (rn−3xp−2n−2xp−1n−1vn) ·vαn−1n ·(xn−2vn−1) ·vαn−1−1n−1 ·
v
αn−2
n−2 · · · vα00 (caso αn−1 ≥ 1). Em ambos os casos, w e´ um produto de elementos de
R˜ e, portanto, pertence a A˜. A independeˆncia linear segue dos mesmos argumentos
utilizados em [36].
Estamos trabalhando com produtos de monoˆmios quasi-standard. Podemos reordena´-
los atrave´s de argumentos como em PBW, onde e´ fixada uma ordem total, obedecendo
ao comprimento n desses monoˆmios. Nesse processo, produtos entre p monoˆmios de
mesmo comprimento desaparecem, uma vez que
(r
(1)
n−1vn) · (r(2)n−1vn) · · · (r(p)n−1vn) = rn−1vpn = −rn−1xp−1n+1vn+2.
Obtemos, enta˜o, produtos de elementos quasi-standard (no ma´ximo p − 1 para cada




n−1vn) · · · (r(p−1)n−1 vn)] · [(r(1)n−2vn−1) · · · (r(p−1)n−2 vn−1)] · · · [(r(1)0 v1) · · · (r(p−1)0 v1)] · [v0 · · · v0],
(5.9)
onde ha´ pelo menos um monoˆmio quasi-standard de comprimento n, enquanto os de-
mais, de comprimentos n− 1, . . . , 0, podem ou na˜o aparecer.
Podemos mover todas as letras xi em (5.9) para a esquerda. De fato, seja xi uma
varia´vel xi num monoˆmio quasi-standard rj−1vj (i < j). Os monoˆmios quasi-standard
que o antecedem em (5.9) teˆm comprimentos maiores que j e, portanto, maiores que
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i. Logo, xi comuta com as cabec¸as vk correspondentes (k > i). No caso em que o
produto (5.9) envolve apenas um monoˆmio quasi-standard rn−1vn de comprimento n e
nenhum monoˆmio de comprimento n − 1, pelo menos uma das varia´veis {xn−2, xn−1}
deve aparecer em grau no ma´ximo p− 2, visto que na˜o e´ poss´ıvel obter alguma dessas
varia´veis atrave´s de produtos com monoˆmios de comprimentos menores ou iguais a
n − 2. Dessa forma, obtemos a condic¸a˜o ξn−2 + ξn−1 ≤ 2(p − 1) − 1 se αn = 1 e
αn−1 = 0. Ja´ no caso em que o produto (5.9) envolve pelo menos dois monoˆmios de
comprimento n, as varia´veis {xn−2, xn−1} podem aparecer em grau ate´ p−1. O mesmo
acontece para o caso em que pelo menos um monoˆmio de comprimento n− 1 aparece
em (5.9). Provamos, portanto, a primeira afirmac¸a˜o.
A segunda afirmac¸a˜o e´ trivial, uma vez que A˜ = Alg(R˜), A = Alg(R) e R˜ ⊃ R. A
terceira afirmac¸a˜o decorre do fato de que rn−2x
ξn−1
n−1 vn, vn, vn−1, . . . , v0 ∈ R ⊂ A para
0 ≤ ξn−1 ≤ p− 2. 
Decorre das estimativas obtidas no Lema 5.19 que o peso de um monoˆmio standard
e´ sempre um inteiro positivo. Podemos generalizar essa afirmac¸a˜o para monoˆmios
quasi-standard.
Lema 5.25 Seja w um monoˆmio quasi-standard. Enta˜o wt(w) ≥ 1.
Demonstrac¸a˜o: Se w tem comprimento 0 ou 1, a verificac¸a˜o e´ imediata, visto que
wt(v0) = 1 e wt(x
ξ0
0 v1) ≥ p − (p − 1) = 1. Fixemos enta˜o um comprimento n ≥ 2.
Observe que o monoˆmio u = xp−10 x
p−1
1 · · ·xp−1n−2xp−1n−1vn (que na˜o e´ quasi-standard) tem
peso
wt(u) = pn − (p− 1)(p0 + · · ·+ pn−1) = pn − (pn − 1) = 1.
Assim, se w e´ um monoˆmio quasi-standard de comprimento n ≥ 2, pelo menos uma das
varia´veis {xn−2, xn−1} deve aparecer em grau menor ou igual a p− 2. Caso w contenha
no ma´ximo p− 2 letras xn−2, seu peso satisfara´ wt(w) ≥ 1 + pn−2 > 1. Por outro lado,
caso w contenha no ma´ximo p− 2 letras xn−1, teremos wt(w) ≥ 1 + pn−1 > 1. 
O pro´ximo lema nos da´ estimativas para pesos e superpesos de monoˆmios da base de
A˜ obtida no Teorema 5.24.
Lema 5.26 Seja w = xξ00 · · ·xξn−2n−2 xξn−1n−1 vαnn vαn−1n−1 vαn−2n−2 · · · vα00 um monoˆmio pertencente
a A˜, com n ≥ 0, nas mesmas condic¸o˜es do Teorema 5.24. O peso e o superpeso de w
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satisfazem as desigualdades
pn−2 < wt(w) < pn+1, | swt(w)| ≤ (n+ 1)(p− 1).
Demonstrac¸a˜o: Para n ≤ 1, essas estimativas podem ser facilmente verificadas.
Tomemos enta˜o n ≥ 2. Provaremos primeiramente as desigualdades referentes a` func¸a˜o
peso. Se αn = 1 e αn−1 ≥ 0, a parte inicial de w e´ um monoˆmio quasi-standard
u = xξ00 · · ·xξn−2n−2 xξn−1n−1 vn cujo peso satisfaz 1 + pn−2 ≤ wt(u) ≤ pn, conforme a demons-
trac¸a˜o do Lema 5.25. Assim, o peso de w = u · vαn−2n−2 · · · vα00 satisfaz
pn−2 + 1 ≤ wt(w) ≤ pn + (p− 1)(pn−2 + · · ·+ p+ 1) = pn + pn−1 − 1.
Se αn ≥ 2, temos
pn+1 = 2pn− (p−1)(1+p+ · · ·+pn−1) ≤ wt(w) ≤ (p−1)(pn+ · · ·+p+1) = pn+1−1.
Por fim, se αn−1 ≥ 1, temos
pn−1+1 = pn+pn−1−(p−1)(1+p+· · ·+pn−1) ≤ wt(w) ≤ (p−1)(pn+· · ·+p+1) = pn+1−1.
Em qualquer caso, valem as desigualdades pn−2 < wt(w) < pn+1.
Agora, a fim de limitarmos os superpesos, vamos supor primeiramente que n seja par,
com n = 2k. Uma vez que
−k(p− 1) ≤ swt(xξ00 · · ·xξ2k−12k−1 ) ≤ k(p− 1),
1− k(p− 1) ≤ swt(vα2k2k vα2k−12k−1 · · · vα00 ) ≤ (k + 1)(p− 1),
temos −2k(p− 1) + 1 ≤ swt(w) ≤ (2k + 1)(p− 1), ou seja,
−n(p− 1) ≤ swt(w) ≤ (n+ 1)(p− 1).
No caso em que n e´ ı´mpar, com n = 2k + 1, temos
−(k + 1)(p− 1) ≤ swt(xξ00 · · ·xξ2k2k ) ≤ k(p− 1),
−(k + 1)(p− 1) ≤ swt(vα2k+12k+1 vα2k2k · · · vα00 ) ≤ −1 + (k + 1)(p− 1)
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e, portanto, −(2k + 2)(p− 1) ≤ swt(w) ≤ (2k + 1)(p− 1)− 1. Logo,
−(n+ 1)(p− 1) ≤ swt(w) ≤ n(p− 1)− 1.
Em ambos os casos, vale a limitac¸a˜o | swt(w)| ≤ (n+ 1)(p− 1). 
Com as estimativas encontradas no Lema 5.26, obtemos informac¸o˜es a respeito da
representac¸a˜o geome´trica dos monoˆmios de A = Alg(R) no plano R2 em termos das
coordenadas peso (Z1, Z2).
Teorema 5.27 O conjunto dos pontos do plano associados aos monoˆmios de A =
Alg(R) e´ limitado por duas curvas logar´ıtmicas em termos das coordenadas peso
Wt(w) = (Z1, Z2):
|Z2| < log2 Z1 + 2.
Demonstrac¸a˜o: Seja w = xξ00 · · ·xξn−2n−2 xξn−1n−1 vαnn vαn−1n−1 vαn−2n−2 · · · vα00 um monoˆmio perten-
cente a A = Alg(R) ⊂ A˜. Pelo Lema 5.26, valem as desigualdades
pn−2 < Z1 e |Z2| ≤ (n+ 1)(p− 1),
de onde conclu´ımos que |Z2| < (logp Z1 + 3)(p− 1). 
Com as limitac¸o˜es encontradas no Lema 5.26, podemos estimar o crescimento da
a´lgebra A = Alg(R) e calcular sua dimensa˜o de Gelfand-Kirillov.
Teorema 5.28 Seja A = Alg(v0, v1). Valem as seguintes afirmac¸o˜es:
(i) Existem constantes c1, c2 > 0 tais que c1m
2 ≤ γ˜A(m) ≤ c2m2;
(ii) Existem constantes c3, c4 > 0 tais que c1m
2 ≤ γA(m) ≤ c4m2;
(iii) GKdim A = GKdim A = 2.
Demonstrac¸a˜o: Fixemos um nu´mero natural m ≥ p e fac¸amos n = [logpm] − 1 ≥
0. Consideremos monoˆmios w = xξ00 · · ·xξn−2n−2 xξn−1n−1 vαnn vαn−1n−1 vαn−2n−2 · · · vα00 ∈ A˜ como no
Teorema 5.24, com ξn−1 ≤ p − 2. Esses monoˆmios pertencem a A e, pelo Lema 5.26,
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temos wt(w) < pn+1 ≤ m. O nu´mero desses monoˆmios constitui, portanto, uma cota
inferior para γ˜A(m). Temos enta˜o
γ˜A(m) ≥ pn−1 · (p− 1) · (p− 1) · pn = p2n−1 · (p− 1)2




Fixemos novamente um nu´mero natural m e fac¸amos n = [logpm] + 2 ≥ 2. Considere
agora um monoˆmio qualquer w = xξ00 · · ·xξn−2n−2 xξj−1j−1 vαjj vαj−1j−1 · · · vα00 pertencente a` base
de A˜ determinada no Teorema 5.24. Se j > n, enta˜o wt(w) > pj−1 > pn−1 > m. Para
que tenhamos wt(w) ≤ m, e´ necessa´rio que se tenha j ≤ n. Enta˜o, o nu´mero desses
monoˆmios w com j ≤ n nos da´ uma cota superior para γ˜A(m).
Nessas condic¸o˜es, para j = 0, temos apenas o monoˆmio w = v0. Para j = 1, temos
p2(p−1) monoˆmios poss´ıveis, pois w ∈ A˜ e´ da forma w = xξ00 vα11 vα00 , onde 0 ≤ ξ0, α0 ≤
p − 1 e 1 ≤ α1 ≤ p − 1. Suponhamos enta˜o j ≥ 2. O nu´mero desses monoˆmios com
αj = 1 e αj−1 = 0 e´ pj(p − 1)j−1 − pj−2(p − 1)j−1 = (pj − pj−2)(p − 1)j−1, visto que
as letras {xj−2, xj−1} na˜o podem aparecer em grau p− 1 simultaneamente. Por outro
lado, o nu´mero desses monoˆmios w com αj ≥ 2 e´ pj(p− 2)pj = p2j(p− 2) e o nu´mero
desses monoˆmios w com αj−1 ≥ 1 e´ pj(p− 1)2pj−1 = p2j−1(p− 1). Portanto,




(pj − pj−2)(p− 1)j−1 + p2j(p− 2) + p2j−1(p− 1)]




p2j−1 + p2j+1 + p2j
]
≤ 1 + p2(p− 1) +
n∑
j=2
2pj+1 ≤ 1 + p2(p− 1) + 2p5 · p
2n−2 − 1
p2 − 1
≤ 1 + p2(p− 1) + 2(p6 − p4 + p2 − 1) · p
2n−2 − 1
p2 − 1
≤ 1 + p3 − p2 + 2(p4 + 1)(p2n−2 − 1) ≤ p4 + (p4 + 1) · p2n−1
≤ p5 · p2n−1 = p2n+4 ≤ p2 logpm+4 = p4 ·m2.
Dessas desigualdades e de (5.10), verifica-se as afirmac¸o˜es (i) e (iii). Para a prova de
(ii), basta considerarmos o mesmo argumento utilizado no Corola´rio 4.27. 
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5.7 As componentes homogeˆneas da Z2-graduac¸a˜o
de R sa˜o no ma´ximo unidimensionais
Vimos na Sec¸a˜o 5.4 que R possui uma Z2-graduac¸a˜o pelo multigrau em relac¸a˜o a
{v0, v1}. Nesta sec¸a˜o, mostraremos que as componentes homogeˆneas dessa graduac¸a˜o
sa˜o uniformemente limitadas. Para isso, precisamos dos dois lemas a seguir.
Lema 5.29 Seja T kn o conjunto dos monoˆmios standard de comprimento n ≥ 2 e tipo
k ∈ {1, 2}. Enta˜o
T 1n+1 = {1, x0, . . . , xp−10 } · τ(T 1n); T 2n+1 = τ(T 2n).
Demonstrac¸a˜o: Segue imediatamente da estrutura dos monoˆmios standard. 
Lema 5.30 Se u e v sa˜o monoˆmios standard distintos, ambos de comprimento menor
ou igual a 2, enta˜o Gr(u) 6= Gr(v).
Demonstrac¸a˜o: Observe inicialmente que Gr(v0) = (1, 0) e Gr(v1) = (0, 1) sa˜o os
multigraus dos monoˆmios standard de comprimento 0 e 1, respectivamente. Denotando
por T 12 = {xξ00 xξ11 v2 | 0 ≤ ξ0 ≤ p−1, 0 ≤ ξ1 ≤ p−2} o conjunto dos monoˆmios standard
do primeiro tipo de comprimento 2 e fazendo X = {(X1, X2) | 1 ≤ X1 ≤ p, 1 ≤ X2 ≤
p− 1}, temos a seguinte correspondeˆncia biun´ıvoca:
T 12 −→ X
xξ00 x
ξ1
1 v2 7−→ (X1, X2) = (p− ξ0, p− 1− ξ1).
Ale´m disso, o u´nico monoˆmio standard do segundo tipo de comprimento 2 tem multi-
grau Gr(xp−11 v2) = Gr(v2) + Gr(x
p−1
1 ) = (p, p−1)− (0, p−1) = (p, 0) /∈ X. Isso conclui
a demonstrac¸a˜o. 
Como consequeˆncia do Lema 5.29 e do Lema 5.30, temos o seguinte resultado:
Teorema 5.31 As componentes da Z2-graduac¸a˜o de R = Liep(v0, v1) obtida no Lema
5.10 sa˜o no ma´ximo unidimensionais.
Demonstrac¸a˜o: Provaremos este resultado por contradic¸a˜o. Suponhamos que exis-
tam dois monoˆmios standard distintos u, v com o mesmo multigrau Gr(u) = Gr(v) =
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(X1, X2) (e, consequentemente, com o mesmo vetor peso Wt(u) = Wt(v) = (Z1, Z2)).
Pelo Lema 5.30, os comprimentos de u e v na˜o podem ser menores ou iguais a 2
simultaneamente. Sem perda de generalidade, podemos considerar que u tem compri-
mento maior ou igual a 3. Assim, pelo Lema 5.19, temos wt(u) ≥ p2. Uma vez que
wt(v) = wt(u), do Lema 5.19 inferimos tambe´m que o comprimento de v deve ser maior
ou igual a 2.
Afirmamos que o comprimento de v na˜o e´ igual a 2. Se o fosse, ter´ıamos wt(v) =
wt(u) = p2 e, consequentemente, v = v2 e u = x
p−1
2 v3. Mas swt(v2) = 1 6= −p =
swt(xp−12 v3). Isso contradiz a nossa hipo´tese de que u e v teˆm o mesmo multigrau
e, consequentemente, o mesmo vetor peso. Portanto, os comprimentos de u e v sa˜o,
ambos, maiores ou iguais a 3. Podemos supor que o menor desses comprimentos e´
minimal sob a condic¸a˜o de termos u 6= v com o mesmo multigrau. Pelo Lema 5.29,
temos
u = xα00 τ(u˜), v = x
β0
0 τ(v˜); α0, β0 ∈ {0, . . . , p− 1},
onde u˜, v˜ sa˜o monoˆmios standard cujos comprimentos sa˜o inferiores, por uma unidade,
aos comprimentos de u e v, respectivamente. Sejam Gr(u˜) = (n1, n2) e Gr(v˜) =































































Como α0, β0 ∈ {0, . . . , p − 1}, temos |α0 − β0| ∈ {0, . . . , p − 1}. Uma vez que
n1 −m1 = 1− p
p
(α0 − β0) e´ um nu´mero inteiro, necessariamente temos |α0 − β0| = 0,
isto e´, α0 = β0. Portanto, (n1, n2) = (m1,m2), isto e´, Gr(u˜) = Gr(v˜). Pela
minimalidade do exemplo, segue que u˜ = v˜. Uma vez que α0 = β0, temos
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u = xα00 τ(u˜) = x
β0
0 τ(v˜) = v e chegamos numa contradic¸a˜o, o que prova o resultado. 
Provaremos no resultado a seguir que R na˜o tem uma p-aplicac¸a˜o nil.
Lema 5.32 Valem as seguintes afirmac¸o˜es:
(i) A p-aplicac¸a˜o definida na a´lgebra de Lie restrita R = Liep(v0, v1) na˜o e´ nil.
(ii) A a´lgebra A na˜o e´ nil.
Demonstrac¸a˜o: Para n ≥ 0 e 0 6= α ∈ K, consideremos o elemento na˜o nulo v =
vn + αx
p−1
n vn+1 ∈ R. Temos
vp = (vn + αx
p−1
n vn+1)
p = vpn + (ad vn)
p−1(αxp−1n vn+1)








e´ um elemento na˜o nulo. Observe que vn+1 +
1
α
xp−1n+1vn+2 tem uma forma semelhante a`



















onde vn+2 + αx
p−1
n+2vn+3 tambe´m e´ na˜o nulo e tem forma semelhante a v. Efetuando
a p-aplicac¸a˜o repetidas vezes sobre v, sempre vamos obter um elemento na˜o nulo, da
forma αr(vm + α
±1xp−1m vm+1). Conclu´ımos assim que R na˜o tem p-aplicac¸a˜o nil. 
Teorema 5.33 Na decomposic¸a˜o triangular A = A+ ⊕A0 ⊕A−, as suba´lgebras A+
e A− sa˜o localmente nilpotentes.
Demonstrac¸a˜o: Segue dos argumentos utilizados no artigo [36].

5.8 Just infinitude da a´lgebra de Lie restrita R
No Teorema 5.6, mostramos que a a´lgebra de Lie restrita R = Liep(v0, v1) tem dimensa˜o
infinita. Contudo, ao tomarmos quocientes dessa a´lgebra por ideais na˜o nulos, obtemos
a´lgebras de dimensa˜o finita. Provaremos esse fato no teorema a seguir.
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Teorema 5.34 A a´lgebra de Lie restrita R = Liep(v0, v1) e´ uma a´lgebra just infinite.
Demonstrac¸a˜o: No Teorema 5.6, exibimos uma base de R composta por infinitos
monoˆmios standard, mostrando que dimK R =∞. Consideremos agora J /R um ideal
bilateral na˜o nulo da a´lgebra de Lie restrita R e seja 0 6= w ∈ J .
Nosso objetivo agora e´ encontrar um elemento v 6= 0 do ideal J / R tal que, escrito
como combinac¸a˜o linear dos monoˆmios standard com coeficientes na˜o nulos, ao menos
um desses monoˆmios na˜o contenha letras xi. Uma vez que w ∈ R, podemos escreveˆ-
lo como combinac¸a˜o linear finita de monoˆmios standard com coeficientes na˜o nulos.
Dentre esses monoˆmios standard, ha´ no ma´ximo dois com peso maximal (Teorema
5.21). Assim, escrevemos
w = w˜ + αw1 + βw2, (5.11)
de forma que w˜ seja combinac¸a˜o linear finita de monoˆmios standard de peso inferior a
wt(w1) = wt(w2), onde w1 e w2 sa˜o, respectivamente, monoˆmios standard do primeiro
e do segundo tipo e, ale´m disso, pelo menos um dos coeficientes {α, β} e´ na˜o nulo.
Vamos analisar os dois casos poss´ıveis.
1) Se α 6= 0 e β 6= 0 em (5.11), tem-se necessariamente wt(w1) = wt(w2) = pk para
algum k ≥ 1, de onde conclu´ımos que w1 = vk e w2 = xp−1k vk+1 e, assim,
w = w˜ + αvk + βx
p−1
k vk+1.
Nesse caso, uma vez que vk na˜o conte´m letras xi, podemos tomar v = w.
2) Se α = 0 ou β = 0, temos
w = w˜ + λu,
onde u = xξ00 · · ·xξN−1N−1 vN e λ 6= 0 (se α = 0, fazemos λ = β e u = w2; se β = 0, fazemos
λ = α e u = w1). Multiplicando w a` esquerda sucessivamente por cada elemento pivoˆ
vi (0 ≤ i ≤ N − 1) em grau ξi, eliminamos todas as letras xi de u. Obtemos enta˜o um
novo elemento na˜o nulo
v = w′ + λvN ,
onde w′ e´ combinac¸a˜o linear de monoˆmios standard com peso inferior a wt(vN) = pN .
Observe que o termo λvN (0 6= λ ∈ K) na˜o conte´m letras xi, como deseja´vamos.
O elemento 0 6= v ∈ J obtido e´ uma combinac¸a˜o linear de monoˆmios standard. Conside-
remos m o maior comprimento dentre os monoˆmios standard que aparecem nessa com-
binac¸a˜o linear com coeficiente na˜o nulo, e seja I o conjunto dos ı´ndices i ∈ {0, . . . ,m}
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para os quais essa combinac¸a˜o conte´m um termo da forma λivi, 0 6= λi ∈ K. Multipli-
cando v a` direita pelo elemento xp−10 · · ·xp−1m vm+2 ∈ R, anulamos todos os termos que
conteˆm alguma letra xi e obtemos
[







0 · · ·xp−1i−1xp−2i xp−1i+1 · · ·xp−1m vm+2. (5.12)
Observe que as varia´veis xi que aparecem em grau p− 1 em todos os termos de (5.12)
sa˜o exatamente as letras xi tais que i ∈ I = {0, . . . ,m} \ I. Multiplicando (5.12) a`
esquerda sucessivamente por elementos pivoˆ vi com i ∈ I em grau p−1, e por elementos
pivoˆ vi com i ∈ I em grau p− 2, obtemos, fazendo I = {i1, . . . , ik} (i1 < . . . < ik):
k∑
j=1
λijxi1 · · · x̂ij · · · xikvm+2 ∈ J. (5.13)
Agora multiplicamos (5.13) a` esquerda sucessivamente pelos elementos pivoˆ
vi1 , vi2 , . . . , vik−1 , resultando num elemento do tipo
v′ + λikvm+2 ∈ J, (5.14)
onde v′ e´ uma combinac¸a˜o linear (possivelmente nula) de monoˆmios standard de com-
primento m + 2 que conteˆm pelo menos uma letra xi. Multiplicando (5.14) por
xp−10 · · · xp−1m+2vm+4, anulamos v′ e obtemos[
v′ + λikvm+2, x
p−1




0 · · ·xp−1m+1xp−2m+2vm+4. (5.15)
Multiplicando (5.15) a` esquerda sucessivamente por vi em grau p− 1 (0 ≤ i ≤ m+ 1) e
depois por vm+2 em grau p−2, eliminamos todas as letras xi e conclu´ımos que vm+4 ∈ J .
Pelo item (v) do Lema 5.1, vm+5 = − [(vm+4)p−2, (vm+3)p, vm+4] tambe´m pertence ao
ideal J . Usando o item (v) do Lema 5.1, uma simples induc¸a˜o nos faz concluir que
vn ∈ J para qualquer n ≥ m+ 4.
Vamos mostrar que todo monoˆmio standard de comprimento n ≥ m+ 7 pertence a J .




0 · · ·xp−1n−3vn−1
]
= xp−10 · · ·xp−1n−2xp−2n−1vn ∈ J.
Fazendo o produto comutador desse elemento por elementos pivoˆ vi, i ∈ {0, . . . , n−1},
podemos eliminar fatores xi. Portanto, J conte´m todos os monoˆmios standard de
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comprimento n ≥ m+ 7 do primeiro tipo.
Uma vez que J e´ um ideal da a´lgebra de Lie restrita R, J absorve as poteˆncias de grau
p de seus elementos. Logo, vpi = −xp−1i+1 vi+2 para todo i ≥ m + 4. Da´ı conclu´ımos que
todo monoˆmio standard do segundo tipo de comprimento n ≥ m+ 6 pertence ao ideal
J .
Provamos enta˜o que J conte´m todos os monoˆmios standard de comprimento maior ou
igual a m+ 7. Portanto, a dimensa˜o da a´lgebra quociente R/J e´ finita e na˜o excede o
nu´mero de monoˆmios standard de comprimento menor ou igual a m+ 6. 
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