We use the random phase approximation (RPA) method with the singles correlation energy contributions to calculate lattice energies of ten molecular solids. While RPA gives too weak binding, underestimating the reference data by 13.7% on average, much improved results are obtained when the singles are included at the GW singles excitations (GWSE) level, with average absolute difference to the reference data of only 3.7%. Consistently with previous results, we find a very good agreement with the reference data for hydrogen bonded systems, while the binding is too weak for systems where dispersion forces dominate. In fact, the overall accuracy of the RPA+GWSE method is similar to an estimated accuracy of the reference data.
I. INTRODUCTION
Molecular solids are an important class of materials both in nature and in industries. They can often have a rich phase diagram or exhibit polymorphism. The energy differences between different phases or polymorphs can be very small, on the level of one per cent of the lattice energy. As the molecules are bound by non-covalent interactions, such minute differences represent a severe test case for theoretical methods. For example, density functional theory (DFT) functionals need to be augmented with dispersion corrections to, sometimes even qualitatively, describe systems where there is a competition between dispersion bonding and hydrogen bonds. While such dispersion corrected DFT (DFT-D) schemes have been successfully applied to predict structures of molecular crystals, 1 their absolute accuracy is still not satisfactory. 2, 3 One problematic example is the description of the energy differences between water ice phases, where many functionals give too large energy difference between the common ice I h phase and a high pressure ice VIII phase. [4] [5] [6] [7] In principle, highly accurate lattice energies can be obtained from methods based on perturbation theory, in particular using the coupled cluster approach. This scheme is widely used for studies of molecular clusters where it often serves to provide benchmark quality data. 8 The coupled cluster method has been applied to obtain lattice energies of molecular solids as well, usually to correct data calculated with a simpler approach. [9] [10] [11] [12] [13] Notably, Yang and coworkers recently obtained very tightly converged lattice energy of benzene crystal.
14 Because of the compute cost of coupled cluster, the so-called fragment approach was employed in the majority of these studies. Here the total lattice energy of the solid is obtained as a sum of interactions between dimers, trimers, . . . of molecules. To make the scheme computationally feasible, only contributions that are above some threshold are considered. However, it is very challenging to converge the fragment approach fully with respect to the number of molecules used in the fragments, basis set size, and the order of perturbation theory.
14 Therefore, there have been several ways proposed that try to improve the convergence, such as embedding the fragments in the environment of the solid. 15, 16 Alternatively, implementations of coupled cluster that employ periodic boundary conditions could be used to obtain lattice energies of molecular solids. While such schemes are beginning to appear, their large computational cost currently limits their application to smallest systems only. 17 Finally, highly accurate lattice energies of molecular solids can be obtained using quantum Monte Carlo techniques, see Ref. 18 for a recent review with summary of the applications to molecular solids and other systems.
There are several methods that don't reach the accuracy of coupled cluster, but offer much smaller computational cost. The second order Moller-Plesset perturbation theory (MP2) is the most widely used such scheme in quantum chemistry and is also available in several codes employing periodic boundary conditions.
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However, the accuracy of MP2 is not satisfactory for systems with delocalized electrons, for example lattice energies too large, by about 15%, have been reported for benzene and imidazole crystals. 10 Several approaches have been proposed to improve the accuracy of MP2 for such systems without increasing the computational cost substantially. [26] [27] [28] [29] Another method that promises a satisfactory accuracy across a range of bonding situations at a modest computational cost is the random phase approximation (RPA). RPA often improves the description of systems where simpler semi-local or hybrid functionals fail, such as for the problem of prediction of the adsorption site of CO on metals. 30, 31 Unfortunately, RPA underestimates adsorption energies or the lattice energies of molecular solids. 24, [32] [33] [34] [35] One way to improve the binding energies is to include the so-called renormalized singles corrections (rSE) to the correlation energy, as proposed by Ren and coworkers. 36, 37 Recently, we have proposed a modification of the singles scheme which includes screening of the Coulomb interaction and which we call the GW singles excitations (GWSE). 35 To gain more understanding about the accuracy of RPA with and without singles corrections for the treatment of complex systems, we apply it here to a test set of ten molecular solids. We find that RPA underbinds molecular solids but the results are dramatically improved upon adding the singles, especially for hydrogen bonded systems. In fact, the differences of the RPA+GWSE method from the reference data are comparable to the errors and uncertainties present in the reference data itself.
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The application of RPA is not straightforward, especially if one wants to converge the values to about 1 kJ/mol or about 1%, as performed here. The reason is that the energies strongly depend on the basis set size, the volume of the cell used for the reference molecule, and the k-point set used for the solid. We summarise the convergence behavior here and present a recipe for calculating converged lattice energies for RPA based methods.
II. SYSTEMS
We have selected ten molecular crystals from the C21 test set of Otero-de-la-Roza and Johnson for our study. The systems are listed in Table I together with their lattice energies, experimental equilibrium volumes, and with the number of molecules in the unit cell. We have selected crystals formed by small molecules, such as ammonia, as well as by comparatively large molecules, such as anthracene with 24 atoms. Moreover, there are crystals where hydrogen bonding is dominant and also systems with considerable contribution of dispersion. This range of system allows us to obtain a valuable information about the performance of the RPA based methods in different binding situations.
The the appropriate references to structures are given in Table I. The initial structures were geometry optimised using the optB88-vdW functional, [42] [43] [44] [45] keeping the experimental unit cell fixed. The same functional was used to obtain the geometries of isolated molecules, for which the initial structures were usually taken from the solid. The exception is oxalic acid, where the reference molecule contains internal hydrogen bonds and the molecule was modified appropriately. To convert from the original .cif files, we have used the OpenBabel program 46 with our own patch to allow to write files in the POSCAR format required by VASP. The patch is included in the development version of OpenBabel. In some cases VESTA was used to convert the files. 47 All the structures are available in the supplementary material.
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As we use of the optB88-vdW geometries in the experimental unit cell, our data are not the exact RPA lattice energies. However, since RPA and RPA with singles give rather accurate binding distances, 37 the optimal volume can be expected to be close to the experimental one. To estimate the magnitude of the error we used the PBE0-D3 BJ ATM functional [49] [50] [51] [52] and compared the energies at the experimental cell to the energies obtained from a fit the Murnaghan equation of state (EOS) using seven points around the experimental volume. For the systems considered here, the energies differ by only 0.4 kJ/mol on average and by 0.7 kJ/mol at most, see Table S3 of the SI for details.
48 Additionally, the optB88-vdW structures for the solid at a given volume and for the molecules differ from the optimal RPA structures. Based on a comparison to structures fully optimised using the PBE-TS functional 53, 54 we estimate the difference in the lattice energy to be usually well below 1 kJ/mol. Specifically, the lattice energies of fully optimised structures differ from those obtained from the fit to Murnaghan EOS by 0.4 kJ/mol on average and by 1.6 kJ/mol at most (for oxalic acid α). 55 Together with the errors coming from numerical set-up (see below), we estimate that our values are within 1-3 kJ/mol of the exact lattice energies of the RPA-based methods. The reference data have uncertainties as well. The errors appear in the experimental enthalpies as well as in the corrections that are used to derive the zero temperature theoretical reference data. Notably, anharmonic effects are partly accounted for only in the reference data for adamantane, anthracene, naphthalene, benzene, and urea. For other systems the reference values might be about 2-3 kJ/mol higher in absolute value.
3 While improved accuracy of the reference lattice energies would be greatly valued, the current accuracy of the reference is sufficient to draw conclusions about the performance of the methods in different binding situations.
III. COMPUTATIONAL SETUP
We used the VASP program to perform the calculations. 56, 57 The RPA correlation energies were obtained using the recently implemented algorithm with cubic scaling. 58 The rSE and GWSE energies were calculated as described in Ref. 35 . The quantities required for the calculations, such as the response function or the self-energy, are represented on imaginary time or frequency grids, which are obtained using the minimax optimisation. 59 We used 8 frequency and time points to obtain the results. As suggested in Ref. 24 , LUdecomposition was used to obtain the RPA correlation energy, instead of more demanding exact diagonalisation. The RPA energies were calculated using the usual set-up: the input orbitals and energies were obtained from a self-consistent DFT step with the PBE exchangecorrelation functional. 60 All unoccupied states available were included in the calculations to obtain the RPA, rSE, and GWSE energies, see SI for the details of the set-up.
48
We used two sets of PAW potentials, standard and hard, designated GW and h GW in the set of PAW potentials distributed with VASP. We list the details of the potentials in Table S1 of the SI. 48 The standard potentials were used to obtain results converged with respect to the k-point mesh for solids and the cell size of the reference isolated molecule as well as with the basis set size. We then performed calculations with hard potentials at a less dense k-point set and a smaller unit cell size to correct the converged standard results (see Sec. IV D). Specifically, a 2×2×2 k-point set for the solid and an 8×9×10Å 3 box for the molecule was used, apart from anthracene and naphthalene where a 2×2×1 k-point set and a 7×11×13Å
3 box was used. Using finite cell sizes and k-point meshes, the basis set limit of the lattice energy was obtained for the hard and normal potentials, giving E hard finite and E norm finite , respectively. The difference ∆ = E hard finite − E norm finite is the desired correction. The correction was added to E norm ∞ , which is the lattice energy obtained with normal potentials and converged with respect to the numerical parameters, as follows
to obtain the final values of the lattice energy E hard ∞ presented here. We discuss the magnitudes of the corrections in detail in Sec. IV D.
The energies of interest are the RPA energy, that is the sum of the EXX (E EXX ) and RPA correlation (E RPA c ) contributions. The RPA+GWSE energy E RPA+GWSE is obtained by adding the GWSE correlation contribution E GWSE c to the total RPA energy, i.e.
An equivalent expression is used to obtain the RPA+rSE energy E RPA+rSE . The lattice energy for a given method M is calculated as where E M sol is the energy of the solid, Z is the number of molecules in the unit cell and E M mol is the energy of the isolated molecule.
The energies of the solid and isolated molecule depend on several parameters, such as the cell volume or the kpoint grid, and the cut-off of the plane-wave basis set. Extrapolations with respect to these parameters need to be performed to obtain converged lattice energy. Our strategy is to use several cut-offs of increasing value and for each of them obtain the energy of the molecule converged with the cell volume and the energy of the solid converged with the k-point set. We use Eq. 3 to obtain the lattice energy for every value of cut-off. The lattice energies are then extrapolated to infinite cut-off (basis set size) using appropriate convergence behavior, as discussed below.
We consider first the convergence with respect to the volume or the k-point mesh. The EXX energy converges as 1/V with the volume of the cell V for the isolated molecule and as 1/N k with the number of k-points for the solid. The singles corrections exhibit the same behavior. Therefore, to obtain converged EXX, rSE, and GWSE energies, we calculated the energies for increasingly large simulation cells or increasing number of kpoints and extrapolated to infinite volume or k-point set. For all the molecules apart from naphthalene and anthracene we used boxes of size a × (a + 1) × (a + 2)Å 3 , starting with a = 7Å. The boxes for naphthalene and anthracene had dimension a×(a+4)×(a+6)Å 3 , with the smallest a = 6Å. The shortest side corresponds to the axis perpendicular to the molecular plane. The sizes of the boxes were increased in steps of 1Å. For anthracene and naphthalene, steps of 0.5Å were also used for a larger than 10Å. Compared to the other energies, the calculation of the EXX energy is not computationally demanding and, apart from extrapolation, we obtained the molecular EXX energies using the screened Coulomb potential as well for comparison. 61 These two approaches give almost identical results, differing typically by up to 2 meV. Unfortunately, the use of the screened Coulomb requires unit cells with sides of about 15Å, which are currently not easily accessible for our rSE and GWSE calculations.
For the condensed phases of noble gas solids, Harl and Kresse observed a 1/V 2 convergence of the RPA correlation energy with the cell volume. 62 For molecules, we found this behavior as well. Therefore, to obtain the RPA correlation energy at infinite cell volume, the data were extrapolated assuming the 1/V 2 convergence. For small molecules, such as ammonia, urea, carbon dioxide, and oxalic acid, the RPA correlation energies are essentially converged for unit cells with the smallest side of 10Å. If we found such a behavior, we used the RPA correlation energy calculated at the largest cell. Finally, for small orbital cut-offs (400 eV and 500 eV) numerical noise can mask the convergence of the RPA correlation energy and no extrapolation is possible. If this situation appeared, we also used the data from the largest cell.
The largest values of a and the most dense k-point grids used to calculate the RPA correlation and GWSE energies at a plane-wave basis-set cut-off of ENCUT = 600 eV are collected in Table II .
The memory requirements of the RPA and GWSE calculations grow significantly with the basis-set cut-off and with the cell volume used for the isolated molecule or with the number of k-points used for the solid. In fact, for large cut-offs (usually above 600 eV), we were not able for some systems to acquire all the data that would be required to perform extrapolation to infinite cell volume or infinite number of k-points. To overcome this issue, an estimate of the converged data at large cut-offs E large V =∞ was obtained from the converged data for small cut-off E small V =∞ and a correction obtained at a smaller cell volume as follows:
Here, E large V =V0 and E small V =V0 are the energies obtained with the large and small basis set, respectively, and with the cell volume V 0 such that the calculation with large basis-set cut-off was possible. To control the accuracy of this correction, we calculated it at increasingly large volumes until sufficient convergence was achieved. The same strategy was used to obtain estimates of energies converged with respect to the number of k-points.
We now turn to the dependency of the energies on the cut-offs of the plane-wave basis sets used in the calculations, that is the orbital basis-set cut-off (ENCUT tag in VASP) and the cut-off of the basis used to store the response function related properties (ENCUTGW in VASP). We used several cut-offs, starting from an orbital cutoff of 400 eV for the normal potentials and a cut-off of 600 eV for the hard potentials. The cut-off was increased in steps of 100 eV up to at least 800 eV for normal potentials and up to at least 900 eV for hard potentials.
The response function cut-off was set to one half of the orbital cut-off throughout. The EXX and rSE contributions to the lattice energy converge quickly without any clear convergence behavior and we used the value at the largest cut-off as the converged number. Since the EXX energy is less computationally demanding than the other components, we increased the cut-off to up to 1000 eV to obtain converged value where necessary. The change of the EXX lattice energy from the previous lower cut-off is in all cases 1 meV at most.
The RPA correlation and GWSE energies converge usually slowly with the basis set size.
The basis set incompleteness error was found to converge as ENCUTGW −3/2 in the leading order followed by an ENCUTGW −5/2 term. [62] [63] [64] If the molecular densities were not overlapping in the solid phase, the leading order would vanish for the lattice energy and the error would converge as ENCUTGW −5/2 . We found such convergence only for RPA correlation energies of adamantane. In all the other cases the convergence rate changes significantly upon forming the solid so that the lattice energies converge as ENCUTGW −3/2 . We used the appropriate convergence behavior to extrapolate to infinite basis set size both for RPA and GWSE. We note that in a single RPA run VASP calculates the RPA correlation energy at several values of ENCUTGW and uses this to perform extrapolation to infinite basis set. We did not rely on these data as they are prone to numerical noise, but we found that for large cut-offs the VASP-extrapolated data are close to our extrapolated values. Specifically, the two approaches agreed to within 0.2 kJ/mol for most of the systems when ENCUT = 800 eV was used, the exceptions being adamantane and naphthalene with differences 0.6 kJ/mol and 1.3 kJ/mol, respectively. Even for a cut-off of 600 eV, the difference between the RPA correlation energy as extrapolated within VASP and our extrapolated value is below 1% for all systems, apart from adamantane (1.2%) and naphthalene (1.7%). Such accuracy should be acceptable for most of studies.
Overall, for our geometries and hard PAW potentials, we consider the presented values to be converged to within 0.5 kJ/mol for the small molecules. For larger molecules, such as anthracene and naphthalene, the uncertainty is larger and we estimate the error to be approximately 1 kJ/mol. This comes dominantly from the uncertainties in extrapolating molecular energies to infinite volumes.
IV. RESULTS

A. Lattice energies
The lattice energies calculated with RPA, and RPA with rSE or GWSE contributions are shown in Table III . We also show the estimates of the reference lattice energies derived from experimental sublimation enthalpies by Otero-de-la-Roza and Johnson (Ref. 2) and by Reilly 14 The statistics of the differences to the reference data is also given in Table III . The relative differences are shown in Fig. 1 . The statistical data are the mean deviation (MD), mean absolute deviation (MAD), mean relative deviation (MRD), and the mean absolute relative deviation (MARD). To enable better understanding of the results, we have ordered the systems ascendingly according to the ratio of the PBE lattice energy and the reference lattice energy. That is, when going down in the table or from the left to the right in the figure, the relative accuracy of PBE increases, corresponding to the change from bonding dominated by dispersion to bonding dominated by hydrogen bonds.
As one can see, RPA gives lattice energies that underestimate the reference values. The relative differences are the largest for the dispersion bonded systems, being −18.4% for adamantane. However, as the importance of electrostatics or hydrogen bonding increases, the difference to the reference is reduced, reaching about −10% for cyanamide and oxalic acid polymorphs. The relative difference is even smaller for urea, for which we observe a value of −6.3%. We note that a relative difference of about −10% for hydrogen bonded systems is in agreement with the relative errors of lattice energies that we observed previously for water ice phases. 65 For some of the molecular solids, there are previous RPA calculations of the lattice energies. Specifically, Galli and coworkers studied the crystals of methane and of benzene, finding a lattice energy of −47 kJ/mol for the latter, when orbitals from PBE were used. 32, 66 This value compares well with our value of −45.2 kJ/mol. More recently, Del Ben and coworkers obtained RPA lattice energies of several molecular solids. 24 Their set includes benzene and urea, for which they obtained lattice energies of −37.6 kJ/mol and −81.1 kJ/mol, respectively, to be compared to our values of −45.2 kJ/mol and −96.0 kJ/mol. We believe that the reason for the disagreement is the incomplete convergence with respect to the supercell size in Ref. 24 . For example, a 2×1×2 supercell was used for the benzene crystal, so that the shortest side was only 9.435Å.
We now turn to the results obtained when the singles corrections are used, either at the rSE level (blue crosses in Fig. 1) or at the GWSE level (orange stars in Fig. 1 ). Adding the singles corrections to RPA data improves the predicted lattice energies considerably, e.g., the MARD is reduced from 13.7% of RPA to 5.4% for RPA+rSE and to only 3.7% for RPA+GWSE. Both RPA+rSE and RPA+GWSE give excellent agreement with the reference data for hydrogen bonded systems (urea, ammonia, cyanamide, and oxalic acid polymorphs). In fact, for these systems the MAD are only 2.2 kJ/mol and 1.9 kJ/mol for RPA+rSE and RPA+GWSE, respectively. These values are comparable to the experimental uncertainties for the measurements of enthalpies (see the discussion in Ref.
3) and to errors incurred by removing the temperature and quantum nuclear effects.
For systems where dispersion forces dominate, both RPA+rSE and RPA+GWSE improve upon RPA, although to a different extent. Overall, even with singles corrections added, the lattice energies are underestimated with respect to the reference data. However, one can observe two distinct situations. First, for adamantane and CO 2 , the rSE and GWSE corrections are al-
Relative deviations of the lattice energies from the reference data as obtained with RPA+GWSE and three dispersion corrected DFT functionals. Reference data of Reilly and Tkatchenko were used for all systems except for benzene where the data of Yang and coworkers was used.
3,14
most identical. The results are also rather accurate, with the RPA+GWSE relative differences being −2.2% for adamantane and −3.8% for CO 2 . Second, for aromatic hydrocarbons benzene, naphthalene, and anthracene, the rSE and GWSE corrections differ significantly. This is not surprising since GWSE includes screening which is important for aromatic hydrocarbons. For these systems, RPA+GWSE improves the agreement with the reference data compared to RPA+rSE, the differences to the reference are reduced by about 5%.
B. Comparison to dispersion corrected DFT methods
It is interesting to compare how do RPA and its modifications compare to the state-of-the-art DFT functionals. To this end we obtained the lattice energies of the molecular solids using the PBE0-D3
BJ and PBE0-D3 BJ ATM 49-52 and PBE0-rsMBD 67 functionals, as implemented in VASP. 7, 68 Unlike for RPA, where we need to perform several extrapolations, the DFT energies can be obtained directly using sufficiently large cells and k-point grids. Specifically, we used an 18Å box for the molecules and the k-point grid corresponded to a supercell with at least 20Å to a side in each direction. Moreover, the Coulomb cut-off technique was used to speed-up the convergence of the Fock exchange term with the cell size and k-point grid (HFRCUT tag in VASP). 61, 69 Hard PAW potentials were used with ENCUT set to 1000 eV. The presented lattice energies were obtained by fitting the energies of seven structures around the experimental volume to a Murnaghan equation of state. However, the lattice energies based on the structures at experimental volumes differ usually by less than 1 kJ/mol. More details about the settings and results is given in the SI.
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The lattice energies obtained with the dispersion corrected functionals are compared to the RPA+GWSE data in Figure 2 and Table IV . For dispersion bonded systems, the dispersion corrected functionals show similar trends with the PBE0-D3 BJ ATM giving the weakest binding, followed by PBE0-rsMBD and by PBE0-D3 BJ , which gives the strongest binding for most of the systems. The exceptions from this pattern are adamantane and CO 2 . For adamantane, PBE0-rsMBD overestimates the lattice energy by almost 14%, while the relative difference for the -D3 correction (both the standard and the "ATM" one) is similar to the value obtained for anthracene, naphthalene, and benzene. The CO 2 crystal apparently represents a problematic case for the dispersion corrected schemes as the lattice energy is underestimated by 17%, 10%, and 13% for PBE0-rsMBD, PBE0-D3 BJ , and PBE0-D3 BJ ATM , respectively. It has been argued that higher order contributions would have to be added to improve the lattice energy of the CO 2 crystal. In contrast RPA+GWSE, where no restriction on the order of perturbation theory or other is done, underestimates the lattice energy by 4%, a value which does not deviate from the errors of the other dispersion bonded systems.
For hydrogen bonded systems, the dispersion corrected PBE0 functionals give rather inconsistent results: while the lattice energies of oxalic acid polymorphs are close to the reference, too large values are obtained for urea, ammonia, and cyanamide crystals, reaching over 10% for cyanamide. This is in contrast to RPA+GWSE, which gives consistently slightly too large binding. As with the RPA based methods, we find the ordering of oxalic acid polymorphs to be reversed compared to the reference and experiment (vide infra). Overall, considering all the systems, RPA+GWSE gives results that are in a better agreement with the reference data, the MAD is lower by 0.5 kJ/mol compared to PBE0-D3
BJ and by even more compared to PBE0-D3 BJ ATM and PBE0-rsMBD. Also the MARD of 3.7% for RPA+GWSE is considerably smaller than the values obtained for the dispersion corrected PBE0 schemes, where values of 6.4%, 5.4%, and 7.0% were obtained for PBE0-rsMBD, PBE0-D3
BJ , and PBE0-D3 BJ ATM , respectively.
C. Oxalic acid polymorphs
Some molecular solids exhibit polymorphism, where the molecule can crystallize in two or more possible structures which are energetically close to each other. It is both difficult and important to describe the energy differences and the correct energy ordering.
70 Therefore, we have included in our test set two low-energy polymorphs of oxalic acid -the α and β structures. The two structures are almost isoenergic, the measured sublimation enthalpy of the α structure is larger in magnitude only by 0.07 kJ/mol compared to the β structure. For all the methods we considered we observe the opposite relation between the energies of the polymorphs, that is, we find the β polymorph to be more stable than the α structure. For example, RPA gives a difference of −0.4 kJ/mol and RPA+GWSE even −1.0 kJ/mol. We find similar values, between −1.1 kJ/mol and −1.6 kJ/mol for the dispersion corrected PBE0 functionals. In fact, we tested several dispersion corrected functionals available in VASP and used not only our geometries but also the structures of Reilly and Tkatchenko 3 and always found the opposite ordering compared to the experimental data. Therefore, the reason for the discrepancy is currently not clear and to identify it would require reference structures with highly accurate energies. This would then allow one to make a final judgement about the performance of RPA and its modifications as well as of other methods.
Previously, the correct energy ordering of the polymorphs was reported for PBE0-MBD (note the missing "rs") in Ref. 3 the use of standard PAW potentials increases the PBE lattice energies by over 3 kJ/mol, this can be attributed to the oxygen PAW potential and the presence of short hydrogen bonds. In contrast, when the hard potentials are used the energy of an oxalic acid dimer taken from the β crystal structure agrees to within 0.3 kJ/mol with a reference data obtained using all-electron calculation,
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see Table S4 of the SI. 48 Finally, when the Coulomb cutoff technique is not employed for hybrid functionals, the energies strongly depend, at least in VASP, on the kpoint set used for the solid or on the cell size used for the reference molecule. Consequently, if the energies of the solid and of the molecule are not converged an error will occur in the lattice energy.
D. Effect of hard PAW potentials
We used normal PAW potentials to converge the results with respect to the number of k-points in the solid phase and with the size of the simulation cell for the isolated molecule. The hard potentials then were used to calculate a correction at a finite cell size and k-point sampling. This approach is necessary as the hard potentials require larger basis sets and consequently have much larger memory and computer time requirements. It is therefore important to ask if correcting with hard potentials is really required or if the accuracy of standard potentials is sufficient.
To assess the importance of the corrections with hard potentials, we plot them in Fig. 3 for EXX, RPA, rSE, and GWSE lattice energies. Moreover, we also show the sum of the EXX and RPA corrections with violet diamonds (EXX+RPA). The corrections are given in Tables S5 and S6 of the SI. 48 As one can see, the individual EXX and RPA corrections can reach up to 5 kJ/mol in absolute value for hydrogen bonded systems. The cor-rections to rSE are around −0.1 kJ/mol for all systems apart from CO 2 while the corrections to GWSE can be sizable, increasing the binding by up to 3 kJ/mol for hydrogen bonded systems. Importantly, the EXX and RPA corrections tend to cancel each other so that their sum is below 0.7 kJ/mol in absolute value for most of the systems. The exception is cyanamide where the total correction reaches −1.3 kJ/mol. Therefore, for many purposes normal PAW potentials are perfectly acceptable for EXX+RPA and EXX+RPA+rSE calculations. For systems with short hydrogen bonds, such as oxalic acid polymorphs or urea, the corrections to GWSE clearly need to be taken into account if high precision is sought. However, if that is not the case, normal PAW potentials should be acceptable.
V. DISCUSSION AND CONCLUSIONS
In the present work we calculated the lattice energies of molecular solids with the random phase approximation, either with or without the singles corrections. The lattice energies obtained by RPA underestimate the reference data by about 13.7%. A considerable improvement is found upon including the singles, either at the rSE or at the GWSE level. Specifically, for the RPA+GWSE scheme the mean absolute difference to the reference is only 2% for hydrogen bonded systems while the errors are about twice as large for systems where dispersion contribution to the binding dominates. This is in agreement with the results of Ren and co-workers for the interaction energies in the S22 test set obtained with RPA+rSE.
37
Differences to the reference reaching the accuracy of the reference data have also been found in our previous study for molecular adsorption or for the lattice constants of atomic solids. 35 Together with the cubic scaling with the system size, the good performance makes RPA+GWSE a very promising tool for studies of interactions between molecules, within solids and for adsorption.
The RPA+GWSE is more computationally and memory demanding compared to state-of-the-art dispersion corrected hybrid DFT functionals. However, it is less prone to outliers, as demonstrated for the CO 2 crystal. Moreover, most of dispersion corrections schemes are targeted at specific systems, often organic matter, application to ionic systems or metals can increase the errors and can require a redesign of the methods. 54, 73 Although more tests need to be done, RPA+GWSE seems to give a good performance across a wide range of systems with slightly too strong binding for hydrogen bonded systems and small underbinding for systems where dispersion dominates. Notably, unlike for the DFT approaches, where there are several parameters one can tune, there seems to be no "easy" way to improve the accuracy of RPA+GWSE. This is essentially given by the fact that RPA+GWSE is defined only by the terms of perturbation theory and by the input PBE orbitals and energies.
One way for a possible improvement is to base RPA on different input orbitals and energies, for example the selfconsistent ones. 24, 74, 75 Furthermore, the SOSEX term can be included in the calculations. 76 This is known to improve over RPA for the predictions of atomisation energies and related quantities. 77 The RPA+SOSEX also affects the values of binding energies for weakly bonded systems. Unfortunately, it was reported that when both singles and SOSEX terms are included, the predicted interaction energies for hydrogen bonded systems are worse than if only one of them is used. 37 Finally, one can also go beyond RPA+GWSE by adding an exchange-correlation kernel f xc . Using this approach, improved atomisation energies with little changes of intermolecular interaction energies have been recently reported.
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One of the issues we encountered is the accuracy of the reference data. The differences of the RPA+GWSE data from the reference are similar to estimated uncertainties in the reference data itself. For example, the original reference data 2 where a simpler scheme to subtract temperature and quantum effects was used has larger statistical deviations from the reference data of Reilly of Tkatchenko 3 than our RPA+GWSE values have. Moreover, the reference data of Reilly and Tkatchenko for the benzene crystal differs by 4.6 kJ/mol, i.e. by about 7%, from the value obtained by the fragment approach and accurate quantum chemical methods by Yang and coworkers.
14 Therefore, there is clearly a need for a well defined test set for molecular solids, with high quality lattice energies and available structures of the molecules and solids. Producing such data is difficult and computationally demanding, but, as demonstrated by the S22 test set for molecular dimers, 8 will be of a great value.
